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1 Einleitung 
Die elektronischen Eigenschaften eines Festkörpers werden durch zahlreiche Wechsel- 
wirkungen beeinflußt, von denen die Coulombwechselwirkung der Elektronen unter- 
einander von sehr unterschiedlicher Bedeutung sein kann. In vielen Substanzen (2.B. 
Metallen) wird aufgrund der großen Ausdehnung der elektronischen Wellenfunktio- 
nen die Coulombwechselwirkung so weit abgeschirmt, daß diese leicht störungstheo- 
retisch berücksichtigt werden kann. 
In den letzten Jahrzehnten sind jedoch einige Klassen von Festkörpern entdeckt 
worden, in denen lokalisierte Elektronenzustände die physikalischen Eigenschaften 
wesentlich mitbestimmen. Diese Lokalisierung hat einen hohen Wert der lokalen 
Coulombwechselwirkung U zur Folge, der in manchen Fällen alle anderen Ener- 
gieskaien des Systems übertreffen kann und die Anwendung von Störungstheorien 
in U unmöglich macht. Unter diesen Bedingungen wird ein Festkörper als .stark 
korreliertes Elektronensystemu bezeichnet. 
Eine solche Klasse bilden nichtmagnetische Metalle mit magnetischen Verunreinigun- 
gen wie das System Cul-,Fe, oder Ce,Lal-,CuzSiz (X: Verunreinigungskonzentrati- 
on), zu deren Beschreibung von Anderson [AndGl] das Störstellen-Anderson-Modell 
(siehe Abb. 1.1) vorgeschlagen wurde. Hier erfahren zwei Elektronen genau dann die 
hohe lokale Coulombabsto3ung, wenn sie denselben Störstellenplatz besetzen. 
Befinden sich die magnetischen Verunreinigungsionen in jeder Einheitszelle eines Kri- 
stallgit ters, so kann sich ein System Schwerer Fermionen ausbilden, welches durch 
eine für kleine Temperaturen extrem erhöhte effektive Masse der Ladungsträger cha- 
rakterisiert ist. Beispiele für Substanzen dieser KIasse sind die Cer-Verbindungen 
CeCu6 und CeCu2Si2 sowie die Uran-Verbindung UPt3, die zum Teil neuartige Ef- 
fekte aufweisen, wie ungewöhnliche Supraleitungszustände und die Koexistenz von 
Supraleitung und magnetischer Ordnung. Als theoretisches Modell zur Untersu- 
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Abb. 1.1 : Im Störstellen- Anderson-Modell hybridisiert das lokalisierte 
Niveau (Energie E ~ )  mit den Elektronen des Leitungsbandes (Zustands- 
dichte P ( € ) ) .  Zwei Elektronen in diesem Niveau erfahren dabei die starke 
Coulombabstoßung. 
chung der Systeme Schwerer Fermionen wird üblicherweise das periodische Anderson- 
Modell - die Erweiterung des Störstellen- Anderson-Modells auf das Gitter - ver- 
wendet. 
Seit der Entdeckung der Hochtemperatursupraleitung durch Bednorz und Müller 
[Bed86] gelten zahlreiche Untersuchungen den in all diesen Supraleitern vorhandenen 
Cu02-Schichten. Quanten-Monte-Carlo-Rechnungen für das Drei-Band-Hubbard-Mo- 
dell [Dop92] zeigten, daO die konsistente Beschreibung einer Reihe von Eigenschaften 
irn normalleitenden Zust and mit einem Parametersatz möglich ist, der starke lokale 
Coulombwechselwirkungen enthält. Damit gehören die CuOs-Schichten ebenfalls zu 
den stark korrelierten Elektronensystemen. Eine Erklärung für den Mechanismus, 
der für das Einsetzen der Supraleitung verantwortlich ist, ist allerdings noch nicht in 
Sicht. 
Für all diese Substanzen sind Erfolge der Theorie immer nur in einem Teilbereich 
möglich. So sind z.B. die Quanten-Monte-Ca~lo-Verfahren oft nicht in der Lage, zu 
hinreichend tiefen Temperaturen vorzudringen, und die exakte Lösung von Gitter- 
rnodellen durch den Bethe-Ansatz bleibt auf eindimensionale Probleme beschrankt. 
Daraus erklärt sich die Notwendigkeit, weitere theoretische Konzepte zu entwickeln 
und zu untersuchen, in der Hoffnung, dem Verständnis der stark korrelierten Elek- 
tronensysteme einen Schritt näher zu kommen. 
Zwei neue Ansatzpunkte sind Gegenstand dieser Arbeit. Zum einen wird eine von 
Weller [We190] entwickelte Funktionalintegraltechnik verwendet, die den Fall U -, oo 
exakt berücksichtigt. Dies geschieht bereits in der Herieitung des Funktionalintegrals 
und muß nicht (wie bei Slave-boson-Methoden) durch eine 6-Funktion im Integralmaß 
gewährleistet werden. 
Zum anderen wird das von Wilson [Wi175] und Krishna-murthy et al. [Kri80] für 
das Störstellen-Anderson-Modell konzipierte Renormierungsgruppenverfahren auf ei- 
ne energieabhängige Kopplung zwischen dem StörsteIlenelektron und den Elektronen 
des Leitungsbandes verallgemeinert. Dieser Punkt sowie die Berechnung dynamischer 
Eigenschaften mit Hilfe der Renormierungsgruppentheorie sind in der Literatur bis- 
lang kaum untersucht worden. 
Beide Methoden werden hier auf das Störstellen-Anderson-Modell angewendet, da 
diesem aus mehreren Gründen eine große Bedeutung zukommt. Neben den Verunrei- 
nigungssystemen ist das Störstellen-Anderson-Modell in der Lage, auch Substanzen 
mit sehr hohen Störstellenkonzentrationen bis hin zu Systemen Schwerer Fermionen 
zu beschreiben. Allerdings ist dort die Aussagefähigkeit auf relativ hohe Temperatu- 
ren beschränkt, bei denen noch in guter Näherung die einzelnen magnetischen Ionen 
als voneinander unabhängig betrachtet werden können. 
Eine andere Motivation geht auf Metzner und Vollhardt [Met891 und Müller-Hart- 
mann [Mü189] zurück. Ihre Arbeiten bewiesen, daß Modelle stark korrelierter Elek- 
tronensysteme mit der Dimension d = m definiert werden können, die nichttrivia- 
le Eigenschaften aufweisen. Da sich deren Selbstenergie als rein lokal herausstellt, 
ergeben sich zum Teil erhebliche Vereinfachungen in der Auswertung. Erst kürz- 
lich wurde gezeigt [3ar92, Geo921, d& das d= m-Hubbard-Modell auf ein effektives 
Störstellen- Anderson-Modell abgebildet werden kann, bei dem die Störstelle über eine 
selbstkonsistent zu bestimmende, energieabhängige Nybridisierung an das Leitungs- 
band ankoppelt. Dies gilt in gleicher Weise für das periodische Anderson-Modell in 
d = W. Um also ein solches Modell zu untersuchen, ist ein Lösungsverfahren für das 
Störstellen-Anderson-Modell notwendig, das es ermöglicht, bei vorgegebener ener- 
gieabhängiger Hybridisierung, dynamische Eigenschaften zu berechnen. Dazu wur- 
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den bislang Quanten-Monte-Carlo-Verfahren und die Non-crossing- Approximation 
benutzt, so da8 mittlerweile das d = W-Hubbard-Modell gut verstanden ist. 
Diese Methoden liefern jedoch für das periodische Anderson-Modell keine zufrieden- 
st,ellenden Resultate - hier liegt die Hoffnung auf der in dieser Arbeit entwickelten 
Renormierungsgruppent heorie. 
Was die neue Funktionalintegraltechnik betrifft, so ist ihre Bedeutung für den gerade 
erwähnten Aspekt noch unklar, doch liegt ihr Vorteil darin, daß sie (im Gegensatz 
zur Renormier~ngcgru~~entheorie) l icht auf Gittermodelle übertragen werden kann. 
Die Untersuchung des Störstellen- Anderson-Modells mit dieser Theorie stellt damit 
nur den Einstieg für eine Erweiterung auf das Gitter dar. Dort können sogar dieje- 
nigen Ansätze von Nutzen sein, die - wie in dieser Arbeit beschrieben - für das 
Störstellen-Modell keine vernünftigen Resultate ergeben. 
Die Arbeit gliedert sich folgendermafien: Kap. 2 enthält neben einem Überblick 
über die experimentellen Eigenschaften magnetischer Störstellen in nichtmagneti- 
schen Metallen eine ausführliche Diskussion des Hamiltonaperators des Storstellen- 
Anderson-Modells. Darauf folgt eine Darstellung der theoretischen Methoden, die 
bisher auf dieses Modell angewendet wurden, wobei ein Schwerpunkt auf die Tech- 
niken gelegt wurde, die (im weitesten Sinne) mit der hier verwendeten Funktional- 
integralmethode verwandt sind. 
Eine allgemeine Einführung in das Konzept der Funktionalintegrale findet sich in 
Kap. 3, in dem sowohl das Feynmansche Pfadintegral als auch Funktionalintegrale für 
Operatoren in zweiter Quantisierung diskutiert werden. Kap. 3.3 beschäftigt sich mit 
einem in der Literatur bislang nicht beachteten Problem: die Fouriertransformation 
der (nur als Abkürzung definierten) kontinuierlichen Darstellung der Wirkung ergibt 
eine divergente Zustandssumme. Erst eine diskrete Fouriertransforrnation führt auf 
das richtige Ergebnis. 
In Kap. 4 wird eingehend die von Weller [Wel90] entwickelte Funktionalintegraltech- 
nik diskutiert. Bei der Untersuchung des Ein- bzw. Zweizustandsmodells ergeben sich 
für Zus t ändssumme und Green-Funktionen korrekte Resultate. Kurz werden in Kap. 
4.4 weitere Anwendungen dieser Methode in der Literatur beschrieben. Die nume- 
rischen Rechnungen dieser Arbeit beschränken sich zwar auf die thermodynamische 
Green-Funktion Gtr) ,  doch ist - wie in Kapitel 4.5 gezeigt wird - die Korrelati- 
onsfunktion G(t ) der Funktionalintegraltechnik im Prinzip ebenfalls zugäizglich. 
Kap. 5 enthält die numerische Berechnung der Green-Funktionen des Störstellen- 
Anderson-Modells. Dazu müssen zunächst die Freiheitsgrade der Leitungselektronen 
aus dem Funktiondintegral ausintegriert werden, woraus eine effektive Wirkung fiir 
den S törstellenfreiheitsgrad folgt. Das resultierende Funktionalintegral wird mit Hil- 
fe einer diskreten Darstellung der in Kap. 4 eingeführten komplexen Felder in eine 
Summe umgewandelt, die exakt ausgewertet wird. Das vieifach diskutierte Problem, 
aus der thermodynamischen Green-Funktion G(T)  die f-Spektralfunktion zu berech- 
nen, wird in Kap. 5.3 angegangen. Es wird ein Fit-Verfahren vorgestellt, das die 
f-Spektralfunktion durch eine bzw. zwei Lorentzfunktionen approximiert. Die Ergeb- 
nisse werden in Kap. 5.4 mit denen einer Non-crossing-Approximation verglichen. 
Kap. 5.5 enthält schließlich einen Zugang zur analytischen Lösung des Funktionalin- 
tegrals, der auf der Analogie der Determinantenformel mit einer Störungsrechnung 
in der Hybridjsierung basiert. 
Wie mit den hier entwickelten Methoden die magnetische Suszeptibilität des S törstel- 
len-Anderson-Modells berechnet werden kann, ist Gegenstand von Kap. 6. 
Kap. 7 beschäftigt sich mit der Verallgemeinerung der Renormierungsgruppentheorie 
auf eine energieabhängige Kopplung des f-Elektrons an die Elektronen des Leituags- 
bandes, Anschließend wird eine neue Methode vorgestellt, aus den diskreten Spektren 
(die diese Methode zwangsläufig zur Folge hat) kontinuierliche Spektralfunktionen zu 
gewinnen. Diese werden für verschiedene Parametersätze berechnet und mit exakten 
Resultaten verglichen. 
Eine Zusammenfassung der Arbeit, die Diskussion ihrer Ergebnisse und ein Ausblick 
auf die große Zahl an möglichen weiterführenden Untersuchungen wird schließlich in 
Kap. 8 gegeben. 
Am Ende dieser Einleitung sei noch erwiihnt, daß die Einheit der Energie und das 
Wirkungsquanturn 7i irn folgenden gleich Eins gesetzt werden. 
2 Das Störstellen- Anderson-Modell 
Auf die Bedeutung des Störstellen- Anderson-ModelIs für die Physik der stark korre- 
lierten Elektronensysteme wurde in der Einleitung bereits hingewiesen. In Kap. 2.1 
werden zunächst die experimentellen Tatsachen angeführt, zu deren theoretischer 
Erklärung dieses Modell vorgeschlagen wurde. Die einzelnen Terme des dem Modell 
entsprechenden Hamiltonoperators werden in Kap. 2.2 diskutiert. Mit Kap. 2.3 wird 
schließlich versucht, einen Überblick über die zahlreichen Arbeiten zu geben, die sich 
in den letzten gut 30 Jahren mit dem Störstellen- Anderson-Modell ausejnanderge- 
setzt haben. 
2.1 Experimentelle Resultate 
Das Verhalten von nichtmagnetischen Met allen mit magnetischen Verunreinigungen 
ist eine seit Jahrzehnten aktuelle Fragestellung in der Festkörperphysik. Kennzeich- 
nend fiir die Verunrejnigungsionen sind ihre nur teilweise gefüllten 3d-, 4f- oder 5f- 
Schalen (für z.B. Fe, Ce bzw. U). 
Zum ersten Mal wurde bereits in den 30er Jahren in vermeintlich reinen Metallen ein 
Fingerabdruck der magnetischen St6rstellen gefunden: Der Widerstand der Metalle, 
der eigentlich für T 4 0 monoton fallen sollte, durchläuft ein Minimum und steigt zu 
tiefen Temperaturen hin wieder an. Dafür ist die inkohärente Streuung der Leitungs- 
elektronen an den lokalisierten magnetischen Momenten der Storstellen verantwort- 
lich. Erst Kondo [Kon64] konnte diesen Anstieg theoretisch erklären. Er erhieIt einen 
btriderstandsterm proportional zu (-C ln T j (C:  Konzentration der Storstellen), der 
zusammen mit dem auf die Streuung an Phononen zurückzuführenden Widerstands- 
verlauf das beobachtete Minimum ergab. Nach Abrikosov und Suhl [Suh65, Siih661 
gebt der Widerstandsanstieg einher mit dem Anwachsen einer zusätzlichen Resonanz 
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in der Streumatrix der Leitungselektronen, welche der Abrikosov-Suhl-Resonanz in 
der f-Spektralfunktion entspricht (siehe Kap. 2.2). In Abb. 2.1 ist der typische Verlauf 
des Widerstands eines Metalls für verschiedene Konzentrationen der magnetischen 
Verunreinigungsionen aufgetragen. 
Abb. 2.1: Temperaturabhängigkeit des Widerstandes des Systems 
Aul „Fex für verschiedene S törstellenkonzentrationen. Die durchgezoge- 
nen Linien entsprechen einer logarithmischen Temperaturabhängigkeit 
(nach [Hew93]). 
Die Tatsache, da8 die Verunreinigungen magnetisch sind, wird bei Messungen der 
Suszeptibilität deutlich. Das Metall zeigt bei tiefen Temperaturen eine konstante 
Pauli-Suszeptibilität, während sich die Störstellen durch ein Curie-Verhalten X oc 
1 /T zu erkennen geben. Die Suszeptibilität für ein Metall mit Störstellen ist in Abb. 
2.2 dargestellt. Wird anstelle der Suszeptibilität X (T) das effektive magnetische Mo- 
ment aufgetragen (siehe Abb. 2.3), so wird die Kompensation der lokalisierten magne- 
tischen Momente aufgrund ihrer Kopplung an das Leitungsband für T -+ 0 deutlich. 
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Abb. 2.2: Temperaturabhängigkeit der magnetischen Suszeptibilität 
des Systems Cui-,Fe, (Punkte). Die durchgezogene Linie entspricht ei- 
ner numerischen Rechnung (aus [Hew93] j. 
Abb. 2.3: Ternperaturabhängigkeit des effektiven magnetischen Mo- 
ments des Systems Aul -,V, bei verschiedenen Störstellenkonzentratio- 
nen (na.cl1 [Grü74] j. 
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Beitrag der f-Elektronen zur Zustandsdichte 
Welchen Beitrag liefern die IokaIisierten Zustände zur Zust andsdichte des gesamten 
Elektronensystems des Festkörpersf? 
Die gesamte Zustandsdichte ist experimentell über die Photoemissions-Spektroskopie 
(PES) und die inverse PES (IPES) [Al1911 zugänglich. In Abb. 2.4 sind diese beiden 
Spektroskopiemet hoden skizziert. In der PES treffen Photonen bestimmter Frequenz 
PES IPES 
Abb. 2.4: PES und IPES - zwei Spektroskopiemethoden zur Bestim- 
mung der elektronischen Zustandsdichte (Erläuterungen siehe Textj. 
auf den Festkörper und schlagen Elektronen aus besetzten Zuständen heraus. Um 
nicht nur die Oberflächenzustände zu erfassen, müssen die Photonen relativ hohe 
Energien - im keV Bereich - haben. Die Energieverteilung der herausgeschlage- 
nen Elektronen wird gemessen und ergibt ein Abbild für das Produkt aus Ferrni- 
Verteilung und Zustandsdichte f (U) A(w). 
Die IPES ist eigentlich nur die Umkehrung des gerade beschriebenen Verfahrens: 
Elektronen bestimmter Energie treffen auf den Festkörper und nehmen unbesetzte 
Zustande ein. Dabei werden Photonen emittiert, deren Verteilung Auskunft über 
das Produkt (1 - f (w))A(w) gibt. Die IPES wird als Bremsstrahlen-Isochromat- 
Spektroskopie (BIS) bezeichnet, falls die Energie der einfallenden Elektronen variiert 
wird und immer nur fhatonen derselben Frequenz detektiert werden. 
'Dieser Beitrag soll von jetzt an als f-Spektralfunktion A(w) bezeichnet werden. 
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Die f- Spektralfunktion kann aus diesen Daten durch Subtraktion der Daten einer 
Referenzsubstanz ohne f-Elektronen erhalten werden. In Abb. 2.5 ist dargestellt, 
wie sich aus Überlagerung von PES- und BIS-Daten die gesuchte f-Spektralfunktion 
ergibt . Für CeNiz ist knapp oberhalb der Fermi kante die A brikosov-Suhl-Resonanz 
Ce 4f SPECf RAL WEJGHT 
..-.--PES/BIS 
-THEO A Y 77 / \  .*AI 
.j 
ENERGY ABOVEEF (eV) 
Abb. 2.5: Experimentell bestimmte 4f PES- und BIS-Spektren (Punk- 
te) für CeAl und CeNiz nach [AU86]. Der PES-Anteil muß mit dem an- 
gegebenen Skalierungsfaktor multipliziert werden. Die durchgezogenen 
Linien entsprechen numerischen Rechnungen. 
sichtbar. Diese für die f-Spektralfunktion typische Struktur erklärt auch die extreme 
Erhöhung des Sommerfeld-Koeffizienten y = C/T (C: spezifische Wärme) und des 
Wertes der magnetischen Suszeptibilität bei sehr kleinen Ternperat uren. 
Eine wichtige Frage, die bei der Aufstellung eines theoretischen Modells berück- 
sichtigt werden müfi, ist, inwieweit die ins Wirtsmetall eingebrachten Störstellen 
als voneinander unabhängig betrachtet werden können. Dies laßt sich, aufgrund 
der großen Zahl an möglichen Systemen nicht allgemeingültig beantworten. Im Sy- 
stem Cui-,.Fe„ bei dem schon drastische Effekte bei minimalen Konzentrationen 
von 0.01% Eisen in Kupfer auftreten, ist die Annahme unabhängiger Störstellen 
bei I<fionzentrationen der Größenordnung 1% nicht mehr gegeben. Bei der Legierung 
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Cel-,LaxPb3 (LaPb3 ist das Metall, Cer die Verunreinigung) sind die Korrelations- 
effekte zwischen verschiedenen Cer-Platzen überraschend gering [Lin87]: die Vorstel- 
lung unabhängiger Störstellen ist in einem weiten Temperaturbereich bei verschiede- 
nen Konzentrationen bis hin zur völligen Ersetzung von Lanthan durch Cer gültig. 
Dies wird besonders deutlich in der Temperaturabhängigkeit der Suszeptibilität pro 
mol Cer-Ionen (siehe Abb. 2.6), die in einem weiten Bereich der Konzentration (von 
X = 0 bis s = 0.8) dieselbe Form annimmt. 
100 200 300 
T (K) 
Abb. 2.6: Temperaturabhängigkeit der Suszeptibilität pro mol Cer- 
Ionen für das System Cel-,La,Pbs für verschiedene Werte von X (aus 
[Lin87]). 
Daher ist es bei der theoretischen Beschreibung in vielen Fällen sinnvoll, von einem 
Modell mit nur einer einzigen Störstelle in einem Metall auszugehen und das Ergebnis 
auf die tatsächliche Konzentration hochzurechnen. 
Wirklich neuartige, innerhalb eines StörsteIlenmodells nicht zu erfassende Phäno- 
mene treten in Systemen auf, die die magnetischen Ionen an jedem Gitterplatz ent- 
halten (2.B. CePb3). Zwar gilt auch hier für relativ hohe Temperaturen das Bild 
der Storstellenionen als unabhängige Streuzentren für die Leitungselektronen, doch 
findet bei einer für jede Substanz charakteristischen Temperatur Tcoh ein stetiger 
Übergang von einer inkohärenten Streuung zu einer kohärenten Streuung statt . Der 
sich ausbildende Vielteilchenzustand umfaßt sowohl Leitungselektronenzustände als 
auch die lokalisierten f-Zustände. Die Eigenschaften eines solchen Systems lassen sich 
wieder gut in einem Fermi-Flüssigkeitsbild [BaySl] beschreiben, jedoch wegen den 
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ehemals lokalisierten f-Zuständen mit einer um den Faktor 100 bis 1000 erhöhten 
effektiven Masse der Quasiteilchen. 
Daher stammt die Bezeichnung Systeme mit Schweren Fermionen. Einige typische 
Vertreter dieser Klasse sind die Cer-Verbindungen CeCuzSi2, CeCue und die Uran- 
Verbindungen U13e13, UPt,. 
Fiir weitere physikalische Eigenschaften dieser Systeme sowie für die theoretischen 
Ansätze zu deren Beschreibung sei an dieser Stelle lediglich auf zwei Übersic.ht sartikel 
fSte84, Fu1881 verwiesen. 
Auch wird in dieser Arbeit nicht auf periodische Systeme mit 3d-Ionen eingegangen. 
Zu diesen gehören 2.B. die CuOz-Ebenen in den Hochtemperatursupraleitern. Jedoch 
sind die 3d-Zustände im Vergleich zu den f-Zuständen viel weniger lokalisiert, und 
eine Beschreibung im Störstellenbild dürfte selbst bei hohen Temperaturen kaum 
zutreffend sein. 
2.2 Das Modell nach Anderson 
Um das Verhalten von magnetischen Verunreinigungen in nicht magnetischen Me- 
tallen zu verstehen, wurden mehrere Modelle vorgeschlagen. Doch haben sich das 
Virtüal-bound-state-Modell von Friede1 [Fri58] und das Wolff-Modell [Wo1611 bei 
der Erklärung der experimentellen Resultate als weit weniger erfolgreich erwiesen 
als das von Anderson eingeführte Störstellen- Anderson-Modell [And6 11. Ein weiteres 
Modell beschreibt die Freiheitsgrade der Störstellen durch lokalisierte Spins, die über 
eine Austauschwechse1wirkung an die Spins der Leitungselektronen koppeln. Dieses 
Austauschmodell kann jedoch durch die Schrieffer-Wolff-Transformation [Sch66] aus 
dem Anderson-Modell im Grenzfall unendlich starker Coulombwechselwirkung erhal- 
ten werden. Das Anderson-Modell ist demzufolge umfassender, da es auch Mixed- 
valence-S ys teme beschreiben kann, bei denen die f-Besetzung deutlich unter eins 
liegt. 
Das Störstellen-Anderson-Modell lautet: 
Die einzelnen Terme werden im folgenden erliiutert. 
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Der Term 
beschreibt die Leitungselektronen des Wirtsmetalls. Die Operatoren CL, C*, erzeugen 
bzw. vernichten ein Leitungselektron mit Impuls k und Spin U. Die genaue Form der 
E-Abhängigkeit der Energien ~k ist nicht wesentlich, in die Rechnungen wird später 
lediglich die Zustandsdichte 
eingehen. Deswegen spielt auch die Dimension des Wirtsmetalls (d = 3 im Experi- 
ment) im Hamiltonoperator (2.1) keine Rolle mehr. Außerdem wird angenommen, 
da% das Leitungsband auf das Intervall [-D,D] beschränkt ist. 
Da die erwähnten Effekte schon bei sehr geringen Konzentrationen der Verunreini- 
gungen auftreten, ist es sinnvoll, Korrelationen zwischen zwei verschiedenen Störstel- 
lenionen völlig zu vernachlässigen und gleich von einem Modell mit nur einer einzigen 
Störstelle zu starten. Diese wird beschrieben durch: 
Die Operatoren f', f ,  erzeugen bzw. vernichten ein Elektron in einer inneren (d- 
oder f-Schale) des Störstellenions. 
Ein wichtiger Punkt ist, welche Entartung vf = Cu 1 für das Störstellenniveau ver- 
wendet werden soll. Bei Metallen mit Cer-Störstellen ist die 4f1-Konfiguration 14-fach 
entartet. Die Hundsche Regel liefert das J = 5/2-Multiplett als Grundzustand. Dieses 
Niveau kann durch Kristallfeldeflekte noch beträchtlich aufgespalten sein. In dieser 
Arbeit wird der Fall vf = 2 behandelt, d-h. der Spin o kann nur die Einstellungen f 
und 1 annehmen. 
Die Frage, welche Gestalt die Wellenfunktionen haben, die durch die Operatoren f: 
und CL, erzeugt werden, geht natiirlich wegen der Darstellung in zweiter Quanti- 
sierung nicht in das Modell ein. Entscheidend ist jedoch, daß die den f-Operatoren 
entsprechenden Wellenfunktionen vr orthogonal auf den zu den Leitungselektronen 
gehörenden Wellenfunktionen cp, stehen, somit auch die Antikommutatoren 
[ fJt), CL;]+ verschwinden. 
Der einzige Zweiteilchenterm, der im Hamiltonoperator berücksichtigt werden soll, 
ist die lokale Coulombwechselwirkung zweier Elektronen an der Störstelle: 
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Aus der unterschiedlichen räumlichen Ausdehnung von 4f-, 5f- und 3d- Zust änden 
lassen sich grob die relativen Größenverhältnisse der We,rte für U angeben: 
In der Regel übertrifft U alle anderen Energieskalen des Systems bei weitem und eine 
Störungsentwicklung in U wird sinnlos. 
Der Effekt von Hfi  ist anschaulich leicht zu verstehen. Das doppelt besetzte f-Niveau 
hat eine um U erhöhte Energie und liegt damit weit jenseits der Fermikante. Bei 
hinreichend tiefen Temperaturen wird die Doppelbesetzung praktisch ausgeschlossen. 
Das Niveau ist mit hoher Wahrscheinlichkeit mit einem Elektron besetzt, woraus das 
magnetische Moment der Störstelle resultiert. 
Ein weiterer Term, die Coulombwechselwirkung zwischen f-Elektron und Leitungs- 
elektronen, wird an dieser Stelle vernachlässigt. Ihr Wert Uk dürfte wegen der größe- 
ren Delokalisjerung der Leitungselektronen nicht so hoch wie der des Parameters U 
liegen. Numerische Untersuchungen [Tak93] haben gezeigt, daß sich die Hinzunah- 
rne dieses Terms im wesentlichen in einer Renormierung der anderen Parameter des 
Hamiltonoperators (2.1) äußert. 
Der vierte Term des Hamiltonoperators enthält die Hybridisierung der Leitungselek- 
tronen mit den f-Elektronen. 
Die Größe V wird als unabhängig von k und o angenommen. Hf= erlaubt Übergänge 
zwischen dem f-Niveau und dem Leitungsband und führt bei tiefen Temperaturen 
zu einer .4bschirmung des an der Störstelle lokalisierten magnetischen Moments. 
Aus der Struktur des Störstellen-Anderson-Modells läßt sich bereits eine Reihe von 
physikalischen Eigenschaften ableiten, die im folgenden diskutiert werden sollen. 
Qualitativer Verlauf des effektiven magnetischen Moments 
Fiir ksT << U, cr+U > 0 und verschwindende Hybridisierung erlaubt die lokale Cou- 
lombabstoßung eine höchstens einfache Besetzung des f-Niveaus. Da das Elektron in 
diesem Niveau ein magnetisches Moment g p ~  trägt, wird die Temperaturabhängig- 
keit des effektiven magnetischen Moments mit der der f-Besetzung nr identisch sein. 
Bei endlicher Hybridisierung und hinreichend tiefen Temperaturen schirmen die Lei- 
tuiigselektronen dieses magnetische Moment jedoch ab. Zn den1 in Kap. 4.3 unter- 
sucht,en Zweizust andsmodeX1 äußert sich dies in der Ausbildung eines uilmagnetischen 
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Singulett-Grundzustands, wie er auch (nach Varma und Yafet [Var76]) im Störstelien- 
Anderson-Modell erwartet werden kann. Die Energieabsenkung des Singulett-Zu- 
stands gegenüber den Triplett-Zuständen bestimmt die Größenordnung der Tempe- 
ratur, bei der das effektive magnetische Moment nicht mehr dem Verlauf von nf folgt 
und für T -+ 0 gegen Null konvergiert. Dieser Verlauf wird auch in den in Kap. 6 
beschriebenen Rechnungen bestätigt. 
Qualitativer Verlauf der f-Spektralfunktion 
In Fig. 2.7 sind die zu erwartenden f-Spektralfunktionen für verschiedene Grenzfälle 
des Störstellen- Anderson-Modells gegenübergestellt. 
Abb. 2.7: Qualitativer Verlauf der f-Spektralfunktion in verschiede- 
nen Grenzfällen des Störstellen-Anderson-Modells; Erläuterungen siehe 
Text. 
a) V = 0: Das lokalisierte Niveau hybridisiert nicht mit den Leitungselektronen. Die 
f-Spektralfunktion besteht nur aus zwei &Funktionen bei ~f und ~f + U, von denen 
die zweite bei U + oo ins Unendliche hinausgeschoben ist. 
b) V > 0, U = 0: Der Peak bei ~f verbreitert sich und verschiebt sich leicht zu 
höheren Frequenzen. Diese Lorentz-Farm läßt sich analytisch herleiten. Für die Breite 
resultiert dabei der Wert A = rp (0 )V2 .  Die Verbreiterung entspricht einer endlichen 
Lebensdauer des f-Niveaus, denn die Elektronen können aus dem lokalisierten Niveau 
ins Leitungsband gelangen und umgekehrt. 
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C) V > 0, U > 0, A « ( ~ ~ 1 :  An der Fermikante entwickelt sich eine neue Struktur - 
die Abrikosov-Suhl-Resonanz. Das Auftreten dieser Resonanz hat folgende Ursache. 
Da die f-Spekt ralfunktion auch als Streurnatrix für die Leitungselektronen aufgefaßt 
werden kann, müssen fur die Abrikosov-Suhl-Resonanz Streuprozssse mit sehr kleinen 
Anregungsenergien verantwortlich sein. Diese sind in Abb. 2.8 skizziert. VerläBt ein 
Abb. 2.8: Das Umklappen des Spins eines Leitungselektrons bildet 
einen Streuprozeß mit sehr kleiner Anregungsenergie. 
Elelitron mit Spin 0 das f-Niveau (Abb. 2.8 a und b), so kann der freigewordene 
Platz durch ein Leitungselektron mit Spin a' eingenommen werden (Abb. 2.8 C ) .  
Effektiv kommt dies einer Spinstreuung des Leitungselektrons gleich. Die Resonanz 
tritt jedoch nur im sog. Kondo-Regime des Störstellen- Anderson-Modells auf, welches 
durch (1 - nr) « 1 definiert ist. 
Für f-Besetzungen sehr viel kleiner als eins spielt die Coulombwechselwirkung keine 
groDe Rolle mehr. Die ~~ektralfrinktion nähert sich dem Verhalten für U = 0 an, die 
A brikosov-Suhl-Resonanz verschwindet. 
Eine Spektralfunktion wie in Abb. 2 . 7 ~  erklärt auch die extreme Erhöhung der spe- 
zifischen Wärme bei tiefen Temperaturen, da der Sommerfeld-Koeffizient y der Zu- 
standsdichte an der Fermikante proportional ist. 
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Die Kondo-Temperat ur 
Die Bedeutung der Kondo-Temperatur liegt darin, daß sie für viele physikalische 
Größen des Störstellen-Anderson-Modells dz'e Tiefternperaturskrrlit darstellt. Damit 
ist gemeint, daß thermodynamische Grüßen und 2.B. die Breite der Abrikosov-Suhl- 
Resonanz nur über T/TK von den Parametern des Störstellen- Anderson-Modells ( c r ,  
U, V, . . .) abhängen. 
Aus verschiedenen Ansätzen (siehe 2.B. [Hew93]) ergibt sich die Formel 
[ ~";bf;"l] kBTK cc Dexp - 
Alle mit dem Kondo-Regime verbundenen Effekte, wie der logarithmische Wider- 
standsanstieg, der stark erhöhte Sommerfeld-Koeffizient und die Abrikosov-Suhl- 
Resonanz in der Spektralfunktion, treten erst in einem Ternperaturbereich auf, dessen 
obere Grenze in etwa durch die Kondo-Temperatur gegeben ist. Jedoch existiert zwi- 
schen Hochtemperatur-Regime und Kondo-Regime kein Phasenübergang! Die Ener- 
gie h T K  kann auch als Absenkung der Grundzustandsenergie bei Hinzunahme der 
Hybridisierung verstanden werden (siehe 2.B. [Var76]). 
2.3 Überblick über bisherige Arbeiten 
Viel von dem Wissen, das wir heute über die Eigenschaften des Storstellen-Anderson- 
Modells haben, wurde erst durch aufwendige Untersuchungen mit den verschieden- 
sten Methoden möglich. In diesem Kapitel sollen die wichtigsten dieser Methoden 
sowie deren Resultate kurz vorgestellt werden. Diese Darstellung ist insofern subjek- 
tiv, als nur die dem Funktionalintegralansatz von Kap. 4 näher verwandten Techniken 
genauer beschrieben werden. Die Renormierungsgruppentheorie wird erst später in 
Kap. 7 ausführlich behandelt. Für eine umfassende Darstellung auch der hier nicht 
erwähnten Theorien sei auf das Buch [Hew93j verwiesen. 
Der Bet he- Ansatz 
Dieser ursprünglich von Bethe [Bet31] zur Lösung des eindimensionalen Heisenberg- 
Modells entwickelte Ansatz wurde von Andrei et al. [And83j und Tsvelick und 
Wiegmann [Tsv83] auf das Störstellen-Anderson-Modell übertragen. Dabei wird aus- 
genutzt, daß die Dispersion der Leitungselektronen in der Nähe der Fermienergie als 
linear angenommen werden kann. Durch eine Transformation in den Ortsraum wird 
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C I  kc;, cku durch J d r  C; (z)&cu ( X )  ersetzt. Der resultierende Hamiltonoperator ent- 
spricht einem System von Leitungselektronen in einer Dimension, die nur bei X = O 
an die Stsrstelle koppeln. Daher ist es möglich, den Ansatz für die Lösung dieses 
Problems für X # 0 aus Einteilchenzuständen aufzubauen und die Störstellenfrei- 
heitsgrade nur bei X = 0 zu berücksichtigen. 
Urn die Thermodynamik zu bestimmen, muß ein Funktional der Freien Energie auf- 
gestellt werden, dessen Minimierung auf einen Satz von unendlich vielen nichtlinea- 
ren Integralgleichungen führt, die numerisch gelöst werden können. Damit wurde 
insbesondere die Universalitätshypothese bestätigt, die besagt, daß alle thermody- 
namischen Größen bei tiefen Temperaturen nur über das Verhältnis T/TK von den 
Parametern des Störstellen- Anderson-Modells abhängen. Es konnte auch die korrekte 
Formel für TK angegeben werden (siehe (2.8)). 
Ein Beweis für die Richtigkeit der Ergebnisse ist unter anderem der Vergleich mit den 
Resultaten aus der Renormjerungsgruppentheorie. A bb. 2.9 zeigt diesen Vergleich 
für das effektive magnetische Moment T . x ( T )  - die übereinstirnrn~n~ ist perfekt. 
Jedoch können zeitabhängige Korrelationsfunktionen mit dem Bethe-Ansatz nicht 
Abb, 2.9: Vergleich der Ergebnisse für T.x(T) aus Renormierungsgrup- 
pentheorie (Punkte) und Bethe-Ansatz (durchgezogene Linie). 
berechnet werden - die f-Spektralfunktion ist dieser Theorie also nicht zugänglich. 
Die SIave-boson-Methode 
In Kap. 4 wird beschrieben, wie eine unendlich hohe lokale Coulombabstoßung mit 
cler Ersetzung der Fermi-Operatoren durch die sog. Hubbard-Operatoren berücksich- 
tigt werden kann. In der Slave-boson-Methode [Bar76, Co1841 tritt nun anstelle dieser 
Hubbaid-Operatoren jeweils ein Produkt aus Fermi- und Bose-Operatoren 
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In G1 (2.9) tragen die Fermi-Operatoren den Spin, es konnen jedoch genauso Dar- 
stellungen verwendet werden, in denen den Bosonen der Spin zugeschrieben wird. 
Durch die Einführung der zusätzlichen Bose-Operatoren wird der Nilbertraum um 
unphysikalische Zustände erweitert. Die Nebenbedingung 
gewährleistet, daß diese Zustände herausprojiziert werden. Ebenso sorgt sie für die 
Einhaltung des bei U + CO auftretenden DoppeIbesetzungsverbots. 
Im Hamiltonoperator muß diese Nebenbedingung mit einem Lagrangeparameter X 
angekoppelt werden: . . 
Das auf diese Weise erhaltene, wechselwirkende System aus Fermionen und Bosonen 
kann mit verschiedenen Methoden untersucht werden. 
In dieser Mean-field-Theorie (siehe 2.B. [Fu188]) werden die &Operatoren durch eine 
Zahl ersetzt, die in einem selbstkonsistenten Gleichungssystem bestimmt wird. So 
kann mit geringem Aufwand die Resonanz an der Fermienergie reproduziert werden, 
der Peak arn ursprünglichen f-Niveau verschwindet jedoch völlig. Ein weiterer Nach- 
teil besteht darin, daß die Mean-field-Theorie bei einer bestimmten Temperatur einen 
Phasenübergang liefert, der im Experiment nicht zu beobachten ist: die selbstkonsi- 
stent berechnete, effektive Hybridisierung verschwindet völlig. Trotz dieser Nachteile 
ergibt die Mean-field-Theorie bei niedrigen Temperaturen eine qualitativ richtige 
Beschreibung der physikalischen Größen. 
Auswertung mit einer Graphen-Theorie 
Während die Vertauschungsregeln der Hubbard-Operatoren die Anwendung der Stan- 
dardtechniken der Vielteilchentheorie verhindern, kann in dem wechselwirkenden 
System aus Fermionen und Bosonen eine Entwicklung nach Feynman-Diagrammen 
vorgenommen werden (siehe [Co184]). Dabei sind drei Sorten von Propagatoren zu 
unterscheiden: Propagatoren für die f-Elektronen, die Leitungselektronen und die Bo- 
sonen. Die von Colernan berechnete f-Spektralfunktion zeigt sowohl die Abrikosov- 
Suhl-Resonanz als auch den Peak beim ursprünglichen f-Niveau. 
Die Slave-boson-Methode kann auch als Ausgangspunkt einer F'unktionaliritegraldar- 
stellung dienen. Näheres dazu im folgenden Abschnitt. 
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Funktionalintegralmet hoden 
Um hervorzuheben, daß es sich bei der in Kap. 4.1 beschriebenen Wellerschen Theorie 
wirklich um einen neuen Ansatz handelt, sollen die Funktionalinteg]:aImethoden, 
mit denen das Störstellen-Anderson-Modell bisher untersucht wurde, etwas genauer 
dargestellt werden. 
Im Limes U -, oo dient als Ausgangspunkt für eine F'unktionalintegralformulierung 
üblicherweise die Slave-boson-Darstellung (2.9) (siehe 2.8. [Rea83]). Die Nebenbe- 
dingung 
Q = C 0 Cfo  + b'b = I 
tritt in der Zustandssumme und damit irn Funktionalintegral zunächst als &Funktion 
auf: 
Z = sp [e-"~s(~ - 1)] 
Nach [Ho0871 werden im wesentlichen zwei Darstellungen für die 6-Funktion verwen- 
det: 
b(Q - 1) = Iim [ e - ß * ~ ]  
XAW d(e-ßA) 
Zn beiden Fällen erhält das Funktionalintegral den zusätzlichen Term exp [-ßXQ] . 
Die Wirkung erhält nun eine Vielzahl von Feldern: Grassmann-Felder anstelle der 
Operatoren für die Leitungselektronen und für das f-Elektron sowie komplexe Felder 
b(r) anstelle der zusätzlich eingeführten Bose-Operatoren. Da eine direkte Auswer- 
tung dieser FunktionaIintegrale nicht möglich ist, müssen die &Felder durch einen 
T-unabhängigen Wert b(r) = 6 ersetzt werden. Nach Ausintegration der Grassmann- 
Variablen ist dann die Sattelpunktnäherung (siehe 2.B. INeg881) für die Werte von b 
und X anwendbar. 
Die Werte b' und X', bei denen die Wirkung extrernal wird, ergeben (ähnlich wie die 
Släve- boson Mean-field-Theorie) einen Quasiteilchenpeak an der Fermi kante. Der 
ursprüngliche Peak bei der Energie ~r ist aber völlig verschwunden, was auf die 
Verna.chlassigung der Fluktuationen der b-FeIder zurückzuführen sein dürfte. 
Auf ein weiteres Problem dieser statischen Näherung haben Keiter und Krech [Keif351 
lii~igewiesen. Werden nämlich die Bosonen und Fermionen mit Hilfe einer Hubbard- 
Stratonovich-Transformation tHub59, Str571 entkoppelt, treten divergente Terme in 
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der Wirkung auf. Keiter und Krech behaupteten daher, dd3 ohne die Hinzunahme 
von Fluktuationen der &Felder die statische Näherung unbrauchbar sei. 
Hooijer und Vän Himbergen [Ho0871 haben allerdings gezeigt, daß die divergenten 
Terme nur auf eine unglückliche Wahl der Darstellung der &Funktion zurückzuführen 
sind, und haben eine alternative Darstellung vorgeschlagen, die diese Schwierigkeiten 
beheben kann. 
Das Sat telpunktverfahren ohne die Mitnahme von Fluktuationen ist auch dem Varia- 
tionsverfahren nahe verwandt. Schönhammer [SchgOj hat gezeigt, daß in der Slave- 
boson-Version von Kotliar und Ruckenstein [Kot861 die Sattelpunktgleichungen (drei 
Gleichungen mit drei Unbekannten) exakt dieselbe Form haben, wie die mit einem 
speziellen Variationsansatz erhaltenen Gleichungen. 
Zusammenfassend ist festzustellen, dafi die Funktionalintegralrnethoden sich bei wei- 
tem nicht als so erfolgreich erwiesen haben wie 2.B. das Renormierungsgruppenver- 
fahren. Sie erlauben jedoch aufgrund der allgemeineren Struktur einer Lagrange- 
Funktion gegenüber einem Hamiltonoperator verbesserte statische Näherungen, die 
daan auch für tiefe Temperaturen gute Ergebnisse liefern. 
Quanten-Monte-Carlo-Methoden 
Wie mit Hilfe der Quanten-Monte-Carlo-Methode statische und dynamische Eigen- 
schaften des Störstellen-Anderson-Modells berechnet werden können, findet sich 2.B. 
in [Fye88]. Zunächst wird der Hamiltonoperator (2.1) in 
aufgeteilt mit 
Ho = H, + Hf + Hf, und H* = Hff (2.17) 
Die Spur Eber exp[-ßH] wird mit Hilfe der Trotter-Formel [Tro59] zerlegt: 
(Vgl. dazu die Vorgehensweise zur HerIeitung des Funktionalintegrals in Kap. 4.1,) 
Mit der von Hirsch [Hir83] entwickelten diskreten Hubbard-Statonovich-Transforma- 
t ion 
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(coshX = e werden die Coulombterme in exp[-ArHI] in Einteilchenterme 
aufgespalten. Diese koppeln jedoch an zusätzliche Freiheitsgrade a = f 1, so daß pro 
Zeitschritt AT eine weitere Summation Sp, notwendig ist. 
Die Spurbildung über die fermionischen Freiheitsgrade entspricht der Ausintegra- 
tion der Grassmann-Felder in einer Funktionalintegralformulierung und liefert als 
Ergebnis die Determinante einer hochdimensionalen Matrix. Die Gleichung zur Be- 
rechnung der Zustandssumme bzw . der Green-Funktionen ist damit auf eine Summe 
über 2N (N: Zahl der Zeitschritte) Beiträge reduziert. Diese Summe kann mit dem 
Metropolis- Algorit hmus (siehe dazu Kap. 5.2) ausgewertet werden. 
Für das effektive magnetische Moment T.x(T)  ergibt sich dabei eine sehr gute Über- 
einstimmung mit den Ergebnissen aus Renorrnierungsgruppentheorie und Bethe- 
Ansatz (siehe Abb. 2.10 und 2.9). Dynamische Größen sind nur über die Berechnung 
0.6 
x - Montc Carlo 
Q - ranormalization group 
-B -6 - 4 -2 0 2 
1og,(T) 
Abb. 2.10: Mit der Quanten-Monte-Carlo-Methode berechnetes ef- 
fektives magnetisches Moment des S törsteUen- Anderson-Modells (aus 
[Fye881). 
der thermodynamischen Green-Funktion C(T)  zugänglich (siehe dazu die ausführli- 
che Diskussion in Kap. 5.3). In [Gubgl] und [Si1901 wird gezeigt, wie dieses Problem 
mit Hilfe der Maximum-entropy-Met hode gelöst werden kann. 
Abb. 2.11 enthält die so gewonnenen Spektralfunktionen für das durch - ~ f  = ef + I/ 
definierte symmetrische Störstellen- Anderson- Modell. Die Form der A brikosov-suhl- 
Resonanz ist bei konstantem T/TK eine universelle Funktion von w / T K ,  während die 
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Resonanz bei cf + U direkt von der Coulombwechselwirkung abhängt. 
1.0 - 
0.1 1 10 100 
o/TK 
Abb. 2.1 1: Aus Quanten-Monte-Carloaaten mit Hilfe der Maximum- 
entropy-Methode gewonnene Spektrdfunktionen für das symmetrische 
Störstellen-Anderson-Modell. Das Verhältnis T/TK wurde konstant ge- 
halten, die Coulombwechselwirkung hingegen variiert (aus [Gubglj). 
Ein weiteres Problem der Quanten-Monte-Carlo-Methode liegt in der mit der Zahl 
der Zeit schri t t e exponentiell anwachsenden Rechenzei t , wodurch die Werte von U 
auf U S 3nA beschränkt ist. Jedoch tritt hier nicht das bei der Simulation von 
Gittermodellen so beriichtigte Minuszeichenproblem auf IJar92j. 
Neuere Arbeiten mit der Quanten-Monte-Carlo-Methode sind vor allem irn Zusam- 
menhang mit der Untersuchung des d=a> Hubbmd-Models [Jar92, Jar93j entstan- 
den und beinhalten sowohl den symmetrischen als  auch den unsymmetrischen FaIl 
des Störstellen- Anderson- Modells. 
Die Non-crossing- Appraximat ion 
Da der hohe Wert der lokalen Coulombabstoßung eine Störungsentwicklung nach U 
sinnlos macht, ist es naheliegend, eine Störungstheorie nach der Hybridisierung V 
durchzuführen und den Coulombterm zum ungestörten Hamiltonoperator hinzuzu- 
nehmen, Dieser kann sowohl für endliche als auch für unendliche Werte von U durch 
Hubbard-Operatoren dargestellt werden, doch verhindern deren Vertauschungsrela- 
tionen die Anwendung des für die Entwicklung nach Feynman-Graphen notwendigen 
W ickschen Theorems. 
Diese Schwierigkeit kann mit Hilfe der Resolvententheorie umgangen werden, die 
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auf Arbeiten von Keiter und Kimball [Kei70] zurückgeht und ebenfalls durch Gra- 
phen veranscliaulicht werden kann. Die Non-crossing- Approximation (NCA) ist nun 
dadurch definiert, daß in der Selbstenergie für die f-Propagatoren alle Graphen ver- 
nachlässigt werden, die kreuzende Leitungselektronenlinien enthalten. 
Die Bestimmung der f- Propagatoren ist in einem selbstkonsistenten Gleichungssy- 
stem (der Dyson-Gleichung) auf einfache Weise möglich. Da die Propagatoren von 
der Selbstenergie über eine geometrische Reihe abhängen, enthdten sie automa- 
tisch Beiträge in allen Ordnungen von V2/vf (uf : Entartung des f-Niveaus). Dadurch 
wird die N CA dem nichtperturbativen Charakter des Tieftemperaturzust andes des 
Störstellen- Anderson-Modells gerecht. 
Die Motivation dieser Näherung liegt zum einen darin, daß die Berechnung der kreu- 
zenden Graphen mit einem erheblichen Rechenaufwand verbunden ist (siehe dazu 
LHac931). Zum anderen wird im Grenzfall ur -, m die NCA exakt, da die kreuzen- 
den Graphen in einer l/vf-Entwicklung um mindestens eine Ordnung höher liegen. 
Da die Graphen aber nicht wirklich nach Potenzen von l/vf sortiert werden, ist die 
NCA nicht mit der in [Bic87] beschriebenen l/vf-Entwicklung identisch. Für den 
exakt lösbaren Fa11 vf = 1 liefert die NCA jedoch Spektralfunktionen mit großen 
Abweichungen an der Fermikante und auch für vf > 1 ist ihre Aussagefähigkeit auf 
Temperaturen T 2 TK/10 beschränkt. Der Vorteil der NCA besteht darin, daß sie 
die Berechnung dynamischer Größen in einem weiten Parameterbereich erlaubt (siehe 
z.B. [Koj84, PruSO]). 
Sonstige Methoden 
Nicht erwähnt wurden bislang Arbeiten mit einem Variationsansatz von Gunnarson 
und Schönhamrner [Gun83] sowie die Anwendung der Fermiflüssigkeitstheorie von 
Nozieres [Noz74]. Außerdem existieren für U S 2.5nA durchaus zuverlässige Resul- 
tate einer Störungstheorie in U von Horvatik et al. [Hor87]. Für dl diese Arbeiten 
sei auf die Originalliteratur bzw. das Buch [Hew93] verwiesen. 
3 Funkt ionalintegrale 
Dieses Kapitel soll sowohl eine kurze Einführung in die Methode der Funktionalin- 
tegrale geben als auch Schwierigkeiten aufzeigen, die bereits bei der ~ n t e r s u c h u n ~  
einfachster Systeme auftreten können. In Kap. 3.1 wird kurz auf die Entwicklung 
der Methode eingegangen, die irn wesentlichen auf Feynman [Fey48] zurückgeht - 
sein Pfadintegralformalismus ermöglichte einen völlig neuen, alternativen Zugang zur 
nichtrelativistischen Quantenmechanik. In Kap. 3.2 wird die Erweiterung auf Syste- 
me diskutiert, die durch Hamiltonoperatoren in zweiter Quantisierung beschrieben 
werden. Dazu ist die Einführung sog. kohärenter Zustände notwendig. Kap. 3.3 wid- 
met sich schließlich einem fundamentalen Problem, das bei Darstellung der Wirkung 
im Frequenzraum auftreten kann. Es wird gezeigt, welcher Fehler zu Divergenzen 
führt, und wie diese Divergenzen vermieden werden können. 
3.1 Funktionalintegrale - eine Einführung 
Ein Funktional in dem Sinne, wie er hier gebraucht werden soll, ist eine Abbildung 
@ von einem Raum F in die komplexen ZahienC, wobei F beispielsweise den un- 
endlichdimensionalen Raum der Funktionen x ( t )  darstellt. 
Über die Eigenschaften der Funktionen (insbesondere iiber deren Stetigkeit) sei 
zunächst noch nichts ausgesagt. 
Da die Funktionen x( t  ) häufig durch eine endliche Zahl von St üt zstellen approximiert 
werden (dies ist 2.B. bei einer numerischen Auswertung unerläßlich), ist auch die 
Definition des Funktionals QN nötig. 

3.2 Funktionalintegrale für Operatoren in zweiter Quantisierung 27 
Daraus folgt das Funktionalintegral für den Zeitentwicklungsoperator: 
Die Wirkung ist das Integral über die Lagrangefunktion 
wobei L für ein Teilchen in den einfachsten Fällen die Form 
annimmt. 
Hier wird ein wesentlicher Unterschied zur klassischen Mechanik deutlich. Die klas- 
sische Bahn xid( t )  extremalisiert das Wirkungsintegral. Die Gleichung (3.5) laßt sich 
nun so deuten, da4 in einer quantenmechanischen Behandlung ein Teilchen sich auf 
allen Bahnen, auch den klassisch verbotenen, bewegen kann. Sollen die Eigenschaften 
eines solchen Teilchens richtig beschrieben werden, so muß das Pfadintegral alle dem 
Teilchen prinzipiell zugänglichen Bahnen enthalten. Der Beweis der Äquivalenz von 
Feynmanscher und Harniltonscher Formulierung der Quantenmechanik findet sich 
2.B. in [F'ey65, NegBS]. 
3.2 Funktionalintegrale für Operatoren in zweiter Quanti- 
sierung 
Das Konzept der Funktionalintegrale in der Quantenmechanik beinhaltet die Erset - 
zung von Operatoren durch Zahlen. In der Herleitung des Feynmanschen Pfadin- 
tegrals treten (durch das Einschieben von Impulseigenzuständen) die Eigenwerte p 
anstelle der Operatoren @. 
Für Probleme der Vielteilchenphysik (2.B. die Beschreibung von Elektronen im Fest- 
körper) ist die Darstellung des HamiItonoperators durch Erzeugungs- und Vernich- 
tungsoperatoren für einzelne Teilchen von großem Vorteil. Statistische Eigenschaften 
solcher Systeme werden mit den in Anhang A beschriebenen Green-Funktionen unter- 
sucht, für die wiederum Funktionalintegrale aufgestellt werden können. Durch welche 
Zahlen sind jedoch in einem solchen FunktionaIintegral die Fermionen-Erzeugungs- 
und -Vernicht ungsoperatoren zu ersetzen? 
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Der lrorzeichenwechsel beim Vertauschen zweier Fermionenoperatoren erzwingt, daß 
diese Zahlen Elemente einer Algebra mit ähnlichen Eigenschaften sein müssen - die 
üblicherweise verwendete Grassmann-Algebra wird in Anhang B diskutiert. 
Das Funktionalintegral für die Zustandssumme wird also die Lagrangefunktion des 
Systems enthalten, wobei die Fermionenoperatoren durch Grassmann-Felder ersetzt 
werden. Die Ausintegration dieser Grassmann-Felder kann mit den in Anhang B 
angegebenen Formeln durchgeführt werden. 
Diese Vorgehensweise ist analog zur Pfadintegralformulierung der klassischen Mecha- 
nik, kann aber nicht als Beweis betrachtet werden. Die exakte Herleitung verwendet 
sog. kohärente Zustände [Kla85] 
und wurde zum ersten Mal von Ohnuki und Kaskima [Ohn78] durchgeführt. Die 
kohärenten Zustände existieren in einem Produktraurn aus Grassmann-Algebra (+i, ~ i f  
E C) und Hilbertraurn ( 1  0) , C! ) 0) E H) und sind Eigenzustände zum Vernichtungs- 
operator C;: 
ci I d ~ i >  = $i (3.9) 
Diese Eigenschaft führt zur Ersetzung der Operatoren C,, cf durch die Grusmann- 
Variablen &, G!. Eine genauere Beschreibung findet sich in [Neg88] bzw. in Kap. 4.1 
für Fälle mit einer zusätzlichen Einschränkung des Hilbertraums. Für die Diskussion 
in Kap. 3.3 ist nur folgendes Ergebnis relevant: 
Betrachtet werden soll das System eines einzelnen spinlosen Fermions mit der Energie 
E, welches durch 
H = &ctc 
definiert ist. Für die Zustandssumme ergibt sich: 
Die Funktionalintegraldarstellung für die Zustandssumme lautet: 
und der Wirkung 
Z = l i m Z N  mit 
N - + m  
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3.3 Lösung von Funktionalintegralen im Frequenzraurn 
Für die Wirkung (3.14) hat sich im Limes N - ,  oo folgende abkürzende Schreibweise 
etabliert: 
P 
lim SN($, $t) = 
N-+w 
(3.15) 
Hier wurden die mit n = 1,. . . , N indizierten Grassmann-Felder durch kontinuier- 
liche Felder +t(r), $ ( T )  im Intervall [0, P]  ersetzt. Diese Wirkung läßt sich in den 
Frequenzraurn transformieren, d-h. durch die mit 
definierten Grassrnann-Feldern $t(iwnf, +(iwn) ausdrücken: 
Die Ausintegration dieser Felder ergibt für die Zustandssumme 
ein Ausdruck, der im Gegensatz zu GI. (3.11) divergiert. 
Wo aber liegt der Fehler? 
Wird die kontinuierliche Schreibweise richtig verstanden - nämlich als Abkürzung 
für den Limes N -, cm -, so muß auch die Fouriertransformation zunächst für 
endliche N durchgeführt werden. Hin- und Rücktransformation haben nun die Form 
wobei die Grassmann-Felder +t(iw,), +(iwn) nur für N Matsubara-Frequenzen 
W,, = (2n - l ) x / ß  definiert sind. Für die Wirkung gilt damit: 
Die Ausintegration der Grassmann-Felder liefert diesmal: 
Dieses Produkt kann geschrieben werden als: 
Die endliche Summe im Exponenten wird mit einer Poissonschen Summenformel 
ausgewertet. 
Poissonsche Summenformel für endliche Summen 
iiv? 
Abb. 3.1 : Integrationsweg in der komplexen Ebene zur Bestimmung 
von I .  
Berechnet werden soll die Summe: 
Diese Summe kann durch ein Integral über den Weg C (siehe Abb. 3.1 ) ersetzt werden. 
Daraus resultiert die Poissonsche Summenformel für endliche Summen: 
Die weitere Auswertung ist nur sinnvoll für Funktionen, die über exp[r,8/N] von z 
abhängen, d. h. folgende Periodizitätseigenschaft besitzeil: 
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Das Zusammenziehen des Weges C so1 an dem Beispiel 
vorgefiihrt werden. Steht In in (3.28) für den Hauptzweig des Logarithmus, so ist 
F ( r )  überall andytisch, außer im Intervall 1-$In U, W[ , sowie den Intervallen, die 
sich aus diesem durch Verschieben um i kN2n lß  ( L  E B) ergeben. Abb. 3.2 zeigt, wie 
der Weg zusammengezogen werden kann. Die nicht gezeigten Verbindungen der Wege 
Cl, Cz und C3, C4 jm Unendlichen geben keinen Beitrag zum Integral. Die Beiträge 
von Ci und C2 heben sich auf. 
Abb. 3.2: Für die Funktion F ( z )  aus GI. (3.28) kann der Weg C anf 
diese Weise zusammengezogen werden. 
Übrig bleibt also folgeoder Beitrag: 
00 
I=---  1 ' 1 d w [ F ( w + i & ) - F ( w - i 6 ) J l + e a ;  (3.29) 
27ri -$lno 
Die Differenz der Funktionswerte oberhalb und unterhalb des Schnittes ergibt gerade 
Damit folgt für die Zustandssumme 
32 3 Funktionalint egrale 
und im Limes N -t oo 
Z = lim ZN = 1 + e-OC , N+ao 
in Übereinstimmung mit dem exakten Ergebnis von Cl. (3.11). 
Green-F'unktionen irn Frequenzraum 
In den Diagonaldarstellungen (3.18) bzw . (3.22) ergeben sich die Green-Funktionen 
aus den ~nveksen der Diagonalelemente. 
G(iw,) = - 1 kontinuierliche Darstellung 
iun - E 
0 1 GN(2#n) = L N diskrete Darstellung (3.34) (1 - (1 - N )  exp [iw, $1) 
Wird die Tatsache, daß die Zustandssumme (3.19) divergiert, auiier acht gelassen, so 
liefert die kontinuierliche Darstellung das exakte Ergebnis für die Green-Funktion. 
Das Resultat der diskreten Darstellung (3.34) ist irn Limes N -t co mit (3.33) iden- 
tisch. Jedoch ist zu beachten, daß die Ersetzung 
P 
exp [iwnN] + (1 + iu.8) 
nur für festgehaltenes n korrekt ist! Für 2.B. n = N / 2  (N geradzahlig) gilt hingegen: 
ß 
exp zw,- 1. -+ -l 
Die diskrete Darstellung bietet somit die Möglichkeit, Funktionalintegrale auch irn 
Frequenzraum auszuwerten. Die dabei auftretenden endlichen Summen können mit 
Hilfe einer modifizierten Poissonschen ~ukmenformel berechnet werden. 
4 Die Theorie und erste einfache Anwendungen 
Betrachten wir zunächst einen einfachen Harniltonoperator der Form 
Die Fermionenoperatoren ji und fo erzeugen bzw. vernichten ein Fermion (z.B. ein 
Elektron) mit Spin U =T oder U =L in einem Zustand der Energie ~ r .  Diese Energie 
wird relativ zum chemischen Potential p gemessen, welches hier und im folgenden 
gleich Null gesetzt wird. Der zweite Term beschreibt die Coulombwechselwirkung, 
die bei gleichzeitiger Besetzung des Zustands mit zwei Elektronen die Energie des 
Systems um den Wert U erhöht. 
Vier Zustände spannen den Hilbertraum auf: 
Mit der in Kap. 3.2 kurz beschriebenen Theorie läßt sich das FunktionalintegraI für 
z.B. die Zustandssumme des durch (4.1) definierten Systems Ieicht aufstellen. Die 
Wirkung enthält jedoch Produkte aus vier Grassmann-Feldern - Ausdrücke dieser 
Art sind alles andere als einfach zu behandeln (siehe 2.B. [SouSl]; dort werden solche 
Terme direkt ausgewertet). Sie können zwar mit Hilfe der Hubbard-Stratonovich- 
Transformation [Str57, Hub591 auf Ausdrücke mit nur je zwei Grassmann-Feldern 
zurückgeführt werden, doch müssen komplexe Felder eingeführt werden, die weitere 
Integrationen erfordern. 
Wie in Kap. 2.1 diskutiert, ist es für viele Systeme (insbesondere solche mit 4f- 
Zuständen) sinnvoll, einen hohen Wert für U anzunehmen. Damit geraten aber die auf 
die Hubbard-Stratonovich-Transformation beruhenden (v.a. numerischen) Methoden 
in Schwierigkeiten. 
Viel günstiger wäre es also, gleich den Limes U -, cm zu betrachten, in dem die Dop- 
pelbesetzung des Zustands komplett ausgeschlossen wird. Der Hilbertraum reduziert 
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sich damit auf 
~ ' = ~ ~ ~ ~ 7 1 T ) ~ l . l ) l  (4.3) 
Wird das Doppelbesetzungsverbot auf geeignete Weise gewährleistet, so kann der 
U-Term im Hamiltonoperator (4.1) weggelassen werden. 
Mit Hilfe der Hubbardoperatoren [Hub64, Hub661 (auch ,, S tandardbasisoperatoren" ) 
die von sich aus wegen 
das Doppelbesetzungsverbot erfüllen, schreibt sich der Hamiltonoperator als 
Jedoch gelten für die Operatoren Xij nicht mehr die Fermionenvertauschungsrelatio- 
nen, wodurch die Anwendung von Standardverfahren fiir Fermionenprobleme nicht 
mehr oder nur in stark abgewandelter Form möglich ist. 
In Kap. 2.3 wurde schon beschrieben, wie durch die Ersetzung der Xi, durch ein 
Produkt aus Fermi- und Bose-Operatoren ein Funktiondjntegral aufgestellt werden 
kann, das jedoch eine zusätzliche Delta-Funktion enthalten muß. Damit sind ebenfalls 
Schwierigkeiten verbunden. Wie können diese umgangen werden? 
Weller [We190] entwickelte eine Theorie, in der das Funktionalintegral mit Hilfe 
kohärenter Zustände hergeleitet wird, die beschaffen sind, da8 sie das Doppelbe- 
setzungsverbot implizit enthalten. Diese Theorie und die daraus folgenden hrmeln  
für die Zustandssumme Z und die thermodynamische Green-Funktion G(r )  werden 
in Kap. 4.1 genau diskutiert. 
Die Wellersche Methode ist im Prinzip anwendbar auf alle Modelle stark korre- 
lierter Elektronensysteme, die Doppelbesetzungsverbote enthalten. Um die Theorie 
zunächst anhand einfacher, analytisch exakt lösbarer Modelle zu Cberprufen, wer- 
den in Kap. 4.2 und 4.3 ein Einzustands- bzw. ein Zweizustandsmodell untersucht. 
Die Tatsache, daß Zustandssummen und Green-Funktionen korrekt bestimmt werden 
können, unterstreicht die Richtigkeit des verwendeten Ansatzes. In Kap. 4.4 werden 
dann Ariwendungen auf das ein- [WelSOa] bzw. zweidimensionale [Zhagl] Hubbard- 
Model diskutiert. 
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In Kap. 4.5 wird schließlich beschrieben, wie innerhalb der Theorie zeitabhängige 
Green-Funktionen bestimmt werden können. Die Kenntnis dieser Funktionen hätte 
gegenüber der Kenntnis der thermodynamischen Green-Funktionen den Vorteil, daß 
aus ihnen direkt die physikalisch relevanten Spektralfunktionen bestimmt werden 
können (siehe dazu auch die Diskussion in Kap. 5.3). 
4.1 Die Theorie von Weller 
Ziel dieses Abschnitts ist es, eine Funktionalintegraldarstellung zu finden, die das in 
stark korrelierten Elektronensystemen auftretende Doppelbesetzungsverbot implizit 
enthält. Ausgangspunkt bildet dabei ein Hamiftonoperator z.B. der Form (4.61, in 
dem die Fermionenoperatoren bereits durch Hubbard-Operatoren ersetzt wurden. Im 
folgenden sind jeweils nur die wichtigsten Rechenschritte angegeben; Nebenrechnun- 
gen sind in Anhang C zu finden. 
Zustandssumme 
Berechnet werden soll zunächst die Zustandssumme 
z = ~p [e-ßH] 
mit ß = l / ( b T )  (b: Boltzmann-Konstante, T: Temperatur), wobei die Spur auf 'FI' 
(4.3) eingeschränkt ist'. Das Intervall [O,ß] wird in N gleiche ,ZeitschritteU AT = 
ß / N  zerlegt: 
AT 
6 
I I I 
I ' '  . . . b C T 0 
Damit gilt: 
e-ßH = e - A ~ H e - A ~ H  - ATH 
. . . e 
Bei dieser Formel handelt es sich wohlgemerkt nicht um die Trotter-Zerlegung [Tro59] 
,A+B - A B N  
- lim [ e ~ e ~ ]  
N-CQ (4.9) 
welche (falls [A,  B] # 0) nur im Limes N + oo erfüllt ist, sondern um eine für alle 
Werte von N wegen [H, H] = 0 exakt erfiillte Relation! 
lDer Operator exp(-ßH) allein kann den Zustand ] f J )  nicht herausprojizieren. 
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Zwischen den edaTu werden nun Identitätsoperatoren im reduzierten Hilbertraum 
eingeschoben: 
= Sp ( e - A r X a N e - A r H ~ N - l  . .. ~ ~ e - ~ ~ ~ ]  (4.10) 
mit 
I, =I" ) (o (+ )  T ) ( T  ( + I S ) ( - f  I ( n = a i - - . , N )  - (4.11) 
(Der Sinn der Nummerierung wird später offensichtlich.) Diese Identltäten lassen 
sich nun ähnlich wie irn Fall ohne Doppelbesetzungsverbot [Neg88] durch kohärente 
Zustände darstellen. Der Ansatz 
mit den kohärenten Zuständen 
ist der Darstellung (4.11) äquivalent, wenn von den komplexen bFeldern gefordert 
wird: 
Ähnlich wie J d+ als eine Vorschrift zu verstehen ist, wie das Grassrnann-Feld $ 
auszuintegrieren ist, muß Jbn als Symbol aufgefaßt werden, welches erst bei einer 
konkreten Darstellung der &Felder in ein wirkliches Integral umgewandelt werden 
kann (siehe (4.32-39)). 
Die liohärenten Zustände sind Eigenzustände des Operators Xo, 
Diese Eigenschaft ermöglicht im Funktionalintegral die Ersetzung der Operatoren 
durch ,,Zahlenu im weitesten Sinne - eben dem Produkt aus einem Grassmann-Feld 
und einer komplexen Zahl. Dies erinnert an die in Kap. 2.3 beschriebene Slave-boson 
Methode (zum Vergleich der beiden Methoden siehe weiter unten). 
Zu beachten ist, daß wegen der Einschränkung des Hilbertraums nur noch ein fermio- 
nischer Freiheitsgrad pro Zeitschritt TI betrachtet werden muß (die Grassmann-Felder 
$1, hängen nicht mehr von1 Spin ab), urelcher die An- bzw. Abwesenheit eines Elek- 
trons beschreibt. Die restlichen Freiheitsgrade müssen durch spinabhängige komplexe 
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Felder b„ repräsentiert werden. Dies entspricht der physikalischen Idee der Trennung 
von Ladungs- und Spinfreiheitsgraden. 
Die Spur iiber den reduzierten Hilbertraum kann ebenfalls exakt durch einen Erwar- 
tungswert zwischen kohärenten Zuständen dargestellt werden: 
Das Minuszeichen in (-<Il, 4 1 wird irn folgenden durch die Definition +f $0 -<I!+N 
beriicksichtigt. Somit sind nur noch Matrixelemente der Form 
(&, bnle-ArHI $,,-I, bnm1) zu berechnen. Für den Hamiltonoperator (4.6) ist dies ex- 
akt möglich, in nichttrivialen Fällen (siehe z.B. (2.1)) nur bis zu Termen der Ordnung 
AT. In dieser Ordnung kann exp(-ArH) durch den entsprechenden normalgeurdne- 
ten Operator : exp(-ATH) : ersetzt werden, der sich von dem ursprünglichen Ope- 
rator nur dadurch unterscheidet, daß (ohne Rücksicht auf Vertauschungsrelationen) 
alle Erzeuger vor den Vernichtern stehen. Dies hat den Vorteil, daß die Erzeugungs- 
operatoren nach links auf die kohärenten Zustande angewendet werden können und 
die Vernichtungsoperatoren entsprechend nach rechts. 
Damit folgt: 
( d m  bnl e-OrH : I +n-„ 4-1) = 
Die kohärenten Zustände sind nicht orthogonal aufeinander, sondern ergeben einen 
Beitrag zum FunktionalintegraI: 
Diese Gleichungen führen zur FunktionalintegraldarsteIlung fUr die Zustandssumme 
mit der von Grassmann-Variablen und komplexen Feldern abhängigen Wirkung 
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Die Integralsymbole sind jeweils Abkürzungen für Vielfachintegrationen: 
Der Term C, b:nb„-l im ersten Teil (dem kinetischen Teil) der Wirkung (4.21) 
verdient eine besondere Betrachtung. Er verhindert die im Limes N -+ CQ übliche 
Darstellung als Zeitableitung: 
Damit wird klar, daß diese Form der Wirkung auf keinen Fall über einen Hamilton- 
operator mit normalen Fermionen- und Bosonenoperatoren erhalten werden kann. 
Die Suche nach einen solchen Ersatz-Hamiltonoperator ist also aussichtslos. Diese 
Struktur der Wirkung unterscheidet die Wellersche Methode auch klar von der Slave- 
boson-Methode, in der die kinetischen Terme sowohl der Grassmann- als auch der 
komplexen Felder als Zeitableitung geschrieben werden können (siehe z.B. [WelSOj). 
Dafür entfällt hier die Delta-Funktion im Integralmaß. Auch haben die &Felder in der 
WeIIerschen Theorie keine direkte physikalische Bedeutung (entsprechen also nicht 
Erzeugern oder Vernichtern für leere Zustände). Sie sind im wesentlichen nur dafür 
verantwortlich, die Spin-Multiplizität des höchstens einfach besetzten Zustands rich- 
tig zu zahlen. 
Wie später noch diskutiert wird, bringt der Term C, bz,b„-l auch gewisse Nachteile 
in analytischen und numerischen Auswertungen. 
Thermodynamische Green-Fun ktion 
]In der Herleitung des Funktionalintegrals für die t herrnodynamische Green-Funktion 
mit 
T H  XUo(r) = e ~ , , o e - ~ ~  
ist es zweckmäßig, r auf die Werte r = (n - I);, n = 1 . . . N einzuschränken, damit 
die Exponentialfunktionen nur Vielfache von - A r H  enthalten. Die Zerlegung lautet 
dann: 
-ArH - ATH [ e - s H X d ( ~ ) ~ k ( ~ ) ]  = .. e , ... e ATH,&,-,l = . . . (4.27) 
( N - n + l )  mal (n-1) mai 
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Die Einheitsoperatoren müssen vor Xuo und nach Xo, eingeschoben werden. 
Die Operatoren in (4.28) können nun wegen (4.16) sofort durch Produkte aus Grass- 
mann-Variablen und komplexen Feldern ersetzt werden. Wird die Spur durch 
dargestellt, unterscheidet sich das Funktionalintegral für den Zähler der Green-Funk- 
tion nur durch den Ausdruck $,bu,+!b~, vom Funktionalintegral für die Zustands- 
summe. Es gilt also: 
Diese Vorgehensweise scheitert jedoch für T = ß. In diesem Fall können nämlich die 
beiden Bedingungen für das Einschieben der Einheitsoperatoren - die II; müssen 
vor Xqo und nach Xo, eingeschoben werden; zwischen zwei Operatoren exp(-ATH) 
steht jeweils ein Ii - nicht gleichzeitig erfüllt werden. Dieses Problem wird einfach 
dadurch gelöst, daB die Relation 
(siehe Anhang A) zur Bestimmung von G(@) herangezogen wird. 
Die Form der Funktionalintegrale für die Zustandssumme (4.20) und die Green- 
Funktion (4.30) impliziert, daß bei deren Berechnung zunächst von einem endlichen 
N ausgegangen wird und anschließend (falls dies möglich ist) der Limes N + cm 
durchgeführt wird. 
Darstellungen für die b-Felder 
Eine Stärke der Wellerschen Methode liegt darin, daß eine Vielzahl verschiedenster 
Darstellungen die für die bFelder geforderten Beziehungen (4.14/15) erfüllen. Diese 
DarsteIlungen sind zum Teil eher für eine numerische Auswertung oder eher fiir 
analytische Näherungsverfahren geeignet. Nur in Ausnahmefällen ('siehe Kap. 4.2 lind 
4.3) können die Gleichungen (4.14115) ohne eine explizite DarsteiIung berücksichtigt 
werden. 
In [WelSO] wurden vier Darstellungen vorgeschlagen, von denen drei hier genauer 
diskutiert werden sollen. 
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a) Ising-Darstellung 
Fiir numerische Untersuchurigen ist es arn günstigsten. das Integral ü bei. das &Feld 
diirch eine Summe aus möglichst wenig Konfigurationen von br und bl zu ersetzen. 
Die Mindestzahl an Konfigurationen beträgt zwei und die in [We190] vorgeschlagene 
(auch in Kap. 5.2 verwendete) Darstellung lautet: 
Sie enthält scheinbar eine Unsyrnmetrie in der Behandlung von Spin T und J. Trotz- 
dem dürfen die Ergebnisse für 2.B. die Besetzung in einem Fall ohne Magnetfeld 
nicht vom Spin abhängen. Eine symmetrische Darstellung ist: 
mit 
1 X . . .  = -C. . .  
2 ;=I 
Für aiialytische Untersuchungen insbesondere Sattelpunktnäherungen sind diskrete 
Darstellungen nicht geeignet. Die einfachste Integraldarstellung ersetzt die b-Felder 
durch eine Phase exp( r f r i~)  und das Symbol Jb durch eine Integration über den Winkel 
I: 
* - eitp bT = b, - (4.36) 
In Kap. 4.3 wird diese Ersetzung den Ausgangspunkt für den Versuch einer Sattel- 
punktnä.herung bilden. 
C )  Da.rst,ellung in der ganzen komplexen Ebene 
Sie lautet, 
bT = b, 
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und kann - genau wie die Darstellung zuvor - als Ausgangspunkt für Sattel- 
punktnäherungen dienen. Rechnungen mit dieser Darstellung sind nicht in der vor- 
liegenden Arbeit aufgenommen worden. 
Bei den letzten beiden Fällen ist zu beachten, daß jeweils das Integralmaß explizit 
angegeben werden kann, und dadurch eine exakte Auswertung 2.B. der Zustands- 
summe überhaupt erst möglich ist - im Gegensatz zu Funktionalintegralmethoden, 
die nicht auf kohärenten Zuständen beruhen (siehe 2.B. [Pop83]). 
Erweiterung auf höhere Spinentartungen 
Im Falle eines mehr als zweifach entarteten Niveaus inklusive des Doppelbesetzungs- 
verbots hat der Hamiltonoperator (4.6) exakt dieselbe Form, aber o umfaßt nicht 
mehr nur die zwei Einstellungen U- =T, L, sondern vf verschiedene Spinzustände 
a = 1 , 2 , .  . . , vf. Der eingeschränkte Hilbertraum X' hat dann die Dimension vf + 1 
und die Identität in X' lautet: 
Die kohärenten Zustände haben dieselbe Form wie in (4.13), nur die von den &Feldern 
zu erfüllenden Gleichungen (4.14115) müssen allgemeiner geschrieben werden: 
Da der Fall ur > 2 in dieser Arbeit nicht weiter behandelt wird, wurde auch nicht 
der Versuch unternommen, explizite Darstellungen für die Gleichungen (4.41/42) zu 
entwickeln. 
4.2 Anwendung auf das Einzustandsmodell 
Nachdem im vorherigen Kapitel die Theorie bis hin zu den Funktionalintegraldar- 
stellungen für die Zustandssumme Z und die thermodynamische Green-Funktion 
G(T)  ausgearbeitet wurde, sollen diese Größen für das einfache System eines einzel- 
nen, zweifach spinentarteten Niveaus mit Doppelbesetzungsverbot berechnet werden 
(siehe auch G1. (4.6)): 
42 4 Die Theorie und erste einfache Anwendungen 
Die analytisch durch 2.B. direkte Erwartungswertbildung leicht herzuleitenden Er- 
gebnisse lauten: 
Z = 1 + 2e-ßEf (4.44) 
Die Wirkung hat nach (4.21) die Form 
mit 
Mnm(b) = L - (1 - A ~ g r )  C bz,bm-i6n-~,m (4.47) 
U 
Berechnung der Zustandssumme 
Nach (4.20) gilt: 
.4n dieser Stelle der Auswertung können im Prinzip zwei Wege gewahlt werden. 
Zuerst werden die komplexen Felder unter Verwendung einer speziellen Dar- 
stellung ausintegriert. Dieser Weg hat sich jedoch als problematisch erwiesen, 
da entweder die Integrale nicht aufgelöst werden khnnen oder als Ergebnis Aus- 
drücke mit grassmannwertigen Nennern liefern. Dieser Weg soll daher weder 
hier, noch im weiteren Verlauf der Arbeit verfolgt werden. 
Zuerst werden die Grassmann-Felder ausintegriert. Dieser Weg ist auf jeden 
Fa11 der zweckmäßigere, denn zum einen stehen für Integrale über Grassmann- 
Felder einfache Formeln zur Verfügung (siehe Anhang B), zum anderen ist 
nach der Integration der rein komplexwertige Ausdruck für die numerische 
oder analytische Wei terbehandlung wesentlich günstiger. 
Somit folgt fiir die Zustandssumme 
2 = 1 det ~ ( b )  
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Die Determinante ergibt lediglich das Produkt aus allen Diagonalelementen plus dem 
Produkt aus den Nebendiagonalelementen. 
N  
det M(b)  = 1 + (1 - A T E ~ ) ~  n b~,b„-, (4.50) 
n=l U 
Der zweite Term führt zwar auf 2N Terme mit jeweils einem Produkt aus 2N b- 
Feldern, doch wegen G1. (4.14/15) verschwinden nur zwei dieser Terme nicht. 
Im Limes N + oo ergibt sich das bekannte Ergebnis: 
Berechnung der Green-Funktion G(T) 
Nach GI. (4.30) gilt: 
Die Grassmann-Felder irn Integranden können dadurch berücksichtigt werden, daß 
G(T) als Ableitung eines Erzeugenden Funktionals nach zusätzlichen Feldern aufge- 
faßt wird (siehe Anhang B). Damit ergibt sich: 
Die Matrixelemente der inversen Matrix haben die Form: 
1 : n = l  (M-' (b)) det M ( b )  = (4.56) 
nl (1 - ATEI)R-' n;=1' X,l bbllbzIl : n # 1 
Der Produktterrn liefert - ähnlich wie bei der Zustandssumme - 2"-l Terme; wegen 
der Regeln zur Ausintegration der &Felder bleibt nur ein einziger Term übrig. Damit 
folgt in Übereinstimmung mit GI. (4.45) 
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Versuch einer Sattelpunktnäherung 
Die Theorie liefert also in diesem einfachen Fa11 korrekte Ergebnisse, ohne daß ei- 
ne spezielle Darstellung für die b-Felder gewählt wurde. Ist es aber möglich, dieses 
Resultat innerhalb einer bestimmten Darstellung mit Hilfe der Sattelpunktmetho- 
de [Neg88] näherungsweise zu erhaiten? Eine solche Vorgehensweise wäre bei der 
Behandlung nicht mehr exakt lösbarer Probleme wünschenswert. 
Ausgehend von der Gleichung (4.49/50) für die Zustandssumme 
soll dieser Weg innerhalb der U(1)-Darstellung der &Felder verfolgt werden. Mit 
(4.36) folgt: 
Zur Durchführung der Sattelpunktnäherung rnuß die Zustandssumme auf die Form 
gebracht werden. Dies gelingt mit 
und 
Die Wirkung (4.61) ist noch invariant unter einer Winkelverschiebung 9: = 9, + A y  
fiir 17. = 1,. . . N. Aufgrund dieser Eigenschaft kann ein Winkel aus dem Funktional- 
integral eliminiert werden. Die Transformation 
führt auf 
= ~ ~ ' ~ s ~ ~ ( @ ' l  
mit der von unabhängigen Wirkung 
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Diese effektive Wirkung nimmt ihr absolutes Maximum bei 
an. Dieser „Sattelpunktl' hat dso  selbst keine Bedeutung (siehe jm Gegensatz dazu 
die Vorgehensweise in [SchSO]). Daher müssen - um ein sinnvolles Ergebnis für die 
Ziistandssumme zu erhalten - Abweichungen vom Extrernum berücksichtigt wer- 
den. Dies geschieht in einer Sattelpunktnäherung dadurch, dafl die effektive Wirkung 
durch ihre Entwicklung bis zweiter Ordnung um dieses Extremum ersetzt wird 
wobei die Qualität dieser Ersetzung umso höher ist, je stärker die Funktion SeIf(Q>') 
tim das Maximum abfällt. Für die zweiten Ableitungen ergibt sich im Limes N + oo 
und damit für die Zustandssumme: 
Nach einer weiteren Näherung für die Integrale folgt: 
[ ' N - 1  Z Y lim ß ~ f  N-.m J."-' + 2 ( l r i  (3) ] 
Dieses Ergebnis ist dem exakten (4.52) zurar auf den ersten Blick ähnlich, doch 
völlig unbrauchbar, da für N + oo der erste Term völlig verschwindet und der zweite 
divergiert! 
Damit ist leider die Hoffnung zunichte gemacht, daß die soeben beschriebene Sat- 
telpunktnäherung für kompliziertere Systeme qualitative Aussagen machen könnte. 
Die Frage, ob eine andere Darstellung der &Felder sinnvolle Sattelpunktnäherungen 
ermöglichen könnte, ist jedoch offen. Zumindest für die Darstellung C) (Gl. (4.38/39)) 
führten Untersuchungen auf ganz ähnliche Probleme. 
Interessant ist die Tatsache, da% die Ersetzung 
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in Gleichung (4.51) für die Züstandssumme genau das richtige Ergebnis liefert. Alle 
Versuche, diese Vorgehensweise innerhalb einer Sat telpunktnäherung zu motivieren 
scheiterten jedoch (siehe auch [WelgOa]). 
Ein weiterer sonst sinnvoller Ausgangspunkt wäre es, in der Wirkung eine diskrete 
Fouriertransformation bezüglich T durchzuführen. Im Fall ohne zusätzliche b-Felder 
erleichtert dies die Auswertung, da die Wirkung dadurch diagonalisiert wird und 
bei der Determinantenbildung nur die Diagonalelemente miteinander zu rnultipli- 
ziert werden brauchen (siehe auch Kap. 3.3). Mit den zusätzlichen &Feldern treten 
jedoch nach der Fouriertransformation Produkte aus Feldern mit vier verschiedenen 
Frequenzen in der Wirkung auf - die damit verbundenen Schwierigkeiten konnten 
nicht gemeistert werden. 
Fiir all diese Probleme ist der ungewöhnliche kinetische Term in der Wirkung ver- 
antwortlich, der auch später (siehe Kap. 5.2), bei dem Versuch einer Monte-Carlo- 
Berechnung der Green-Funktion, unangenehme Folgen haben wird. 
4.3 Anwendung auf ein Zweizustandsrnodell 
In diesem Kapitel soll ein Zweizustandsrnodell untersucht werden, das sich vom 
Störstellen-Anderson-Modell nur dadurch unterscheidet, dafi die Störstelle nicht an 
ein ganzes Band von Leitungselektronen, sondern an ein einziges Leitungselektronen- 
Niveau ankoppelt. Inklusive des Doppelbesetzungsverbots für das f-hliveau lautet der 
Hamiltonoperator: 
Die Bedeutung dieses Modells liegt darin, daß es auf einfache Weise die Bildung eines 
unnlagnetischen Singulet t-Grundzustandes erklärt. Abbildung 4.1 zeigt, wie sich das 
Niveauschema bei Erhöhung der Hybridisierung V ändert, wenn sich zwei Elektronen 
irn System befinden. Während für V = 0 Singulett- und Triplett-Zustände noch ent- 
artet sind, liegt für V # 0 der Singulett-Zustand um die Energie 2V2/A (A = E, - ~ r ,  
E, > cf) unter den1 Triplett-Zustand. Ein solcher Singulett-Grundzustand findet sich 
auch beim Störstellen-Anderson-Modell. Lediglich der Wert der Energieabsenkung 
hat dort eine völlig andere Form. Das Zweizustaiidsrnodell ist exakt lösbar, weil das 
Syst,em höchstens vier (bei / T  -; m höchstens drei) Elektronen aufnehmen kann. Der 
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Abb. 4.1: Änderung der Energieniveaus des Zweizustandsrnodells bei 
Einschalten der Hybridisierung. Rechts ist der Spin der Zustände ange- 
geben. Für V > 0 bildet sich ein Singulett-Grundzustand heraus. 
Hilbertraum der möglichen Zustände hat somit die Dimension 24 (bzw. 23 j und die 
Bildung der Erwartungswerte mit allen Zuständen kann leicht analytisch vorgenom- 
men werden. Dies führt für die Berechnung der Zustandssumme auf: 
Der Einfachheit halber ist das Resultat nur bis zur Ordnung V Z  angegeben. Der 
Index entspricht der Teilchenzahl im System. 
Im folgenden soll die Zustandssumme mit Hilfe der in Kap. 4.1 beschriebenen Funk- 
tionalintegralmethode berechnet werden. Das Funktionalintegral für die Zustands- 
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summe lautet: 
mit 
Die ersten beiden Terme entsprechen der Wirkung des Einzustandsmodells (4.46). 
Der dritte und vierte Term enthält die spinabhangigen Grassmann-Felder X!, und 
X„, die anstelle der Operatoren C' und C, treten. 
Die Ausintegration der Fermionen führt auf die Determinante einer (3N X 3N) Ma- 
trix: 
Die Determinante von M läßt sich auf die einer 3 X 3 Matrix zurückführen. 
~ = l d e t ~  mit M =  
und 
1 
z = ~ ~ ~ ~ ( P + A ~ A ~ - ~ . , . A ~ )  = / d e t  b (4.83) 
Die Determinante einer solchen Matrix kann entwickelt werden [Zhagl]: 
det(lI+X)= l + S p X f  . . . +  detX (4.54) 
Fiir eine L X L Matrix enthält diese Reihe L + 1 Terme. Fdls X invertierbar ist, Iäßt 
sich cler vorletzte Term schreiben als 
(det X ) S ~ ( X - ' )  . (4.85) 
a AN 
-Al II 
-AP 1 
-AN-l 1E 
An = 
(I - A T E ~ )  Cu b&+i ba - A ~ v b ; ~ + l  -A~vbi,+,  
-A7Vbtn 1 - Ars, 0 
-AT Vbln 0 I - ATE, 
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Die Entwicklung der Zustandssumme lautet also: 
I 1 
det JJ An Sp An + det n An 
+ n=N ) (n:N 1 - I  n=N 
Die vier Terme auf der rechten Seite entsprechen den Zo bis Z3 von Gleichung (4.74) 
und werden irn folgenden einzeln ausgewertet. Diese Vorgehensweise versagt jedoch 
für L > 3 und ist insbesondere beim Störstellen- Anderson-Modell, welches unendlich 
viele Freiheitsgrade besitzt, prinzipiell nicht durchführbar. 
Auswertung der einzelnen Beiträge 
a) E = O  
Die &Felder können sukzessive ausintegriert werden, da die An nur &Felder zu den 
Zeiten n und n + 1 enthalten. Die Matrizen An werden folgendermaßen definiert: 
Die letzte Integration ergibt: 
(4.90) 
Bei der Auswertung wird ausgenutzt, daß alle Ä, dieselbe Struktur haben: 
Für die Koeffizienten gelten folgende Rekursionsforrneln: 
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müssen lediglich a ( N )  und S(N)  berechnet werden. Dies erfolgt durch Diagonaiisieren 
der Matrizen in (4.92) und (4.93). Im Limes N -t ao und in einer Entwicklung bis 
V 2  ergibt sich: 
= exp [-P (E. + -)IA 
woraus das in (4.76) angegebene Resultat folgt. 
Zunächst wird Z2 umgeschrieben: 
rni t 
X, = (det A,)A;' 
Analog zum Fall l=1 gelingt mit 
xn = 1 xn-,xn (4.99) 
n 
auch hier die sukzessive Ausintegration der &Felder. Das Ergebnis stimmt schließlich 
mit (4.71) überein. 
Das Ergebnis (4.78) folgt durch Berechnung der Determinante. 
Alle Terme stimmen also mit Gleichung (4.75-78) überein. Die in Kap. 4.1 entwickelte 
Theorie liefert fiir das Zweizustandsmodell die richtige Zustandssumme. Auf eine 
analytische Berechnung der Green-Funktionen wurde hier jedoch verzicht,et, da dafür 
der rechnerische Aufwa.nd noch um ein Vielfaches höher wäre. 
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Einschränkend muß noch erwähnt werden, daß - wie bereits beim Einzustandsmo- 
dell - keine näherungswezse Berechnung der Zustandssumme durchgeführt werden 
konnte. 
4.4 Weitere Anwendungen 
Die Wellersche Methode ist im Prinzip anwendbar auf alle Modelle für stark korrelier- 
te Elektronensysteme, in denen die Einführung eines Doppelbesetzungsverbots für 
Zustände mit der Spinentartung zwei sinnvoll ist. Dazu gehört das Hubbard-Modell, 
welches bereits von anderen Arbeitsgruppen mit dieser Methode untersucht wurde. 
Diese Ansätze sollen im folgenden kurz beschrieben werden. 
Anwendung auf das eindimensionale Hubbard-Modell 
In [WelSOa] wurden die Zustandssumme und die Impulsverteilung n(k) des eindimen- 
sionalen Hubbard-ModeIls mit U = oo berechnet. Die ImpuIsverteilung ist wichtig 
für die Unterscheidung, ob das betreffende System Fermi-Flüssigkeitsverhalten auf- 
weist oder nicht. Der zentrale Punkt in [WelSOaj ist die Ersetzung der komplexen 
Felder durch einen konstanten Ausdruck: 
Diese Näherung ähnelt der Sattelpunktnäherung und liefert z.B. für das Einzustands- 
rnodell die richtige Zustandssumme. Es wurde bewiesen, da% diese Ersetzung für das 
Hubbard-Modell mit unendlichem U auf einem Ring exakt ist. Dazu ist notwen- 
dig, daß sich Trajektorien verschiedener Elektronen auf einem Ring nicht kreuzen 
können. Diese Argumentation versagt natürlich für Dimensionen d 2 2. Auserdem 
wurde gezeigt, daß Trajektorien, die einer Verschiebung aller Elektronen auf dem 
Ring entsprechen, keinen Beitrag zum Funktionalintegral liefern. 
Durch die Ersetzung (4.101) folgt ein einfach zu handhabendes Funktionalintegral, 
das dem eines Modells mit spinlosen Fermionen entspricht. Die resultierende Impuls- 
verteilung zeigt ein weiches Verhalten für T +  0 an der Fermikante, woraus geschlos- 
sen werden kann, daB in diesem Grenzfall kein Fermi-Flüssigkeitsverhalten vorliegt. 
Bei dem Vergleich mit den Ergebnissen von Ogata und Shiba [0ga90] ist jedoch Vor- 
sicht geboten. In [Oga9O] wurde zuerst T = 0 gesetzt und dann der Limes I:  -t oo 
durchgeführt - in [WelSOa] gerade umgekehrt. Aus diesem Grund erhielten Ogata 
und Shiba eine Impulsverteilung, die an der Fermikante einem Potenzgesetz gehorcht, 
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also ein Verhalten, das dem einer Fermi-Flüssigkeit wesentlich näher kommt. 
Den Autoren gelang es jedoch nicht, die Ersetzung (4.101) durch eine Sattelpunktnä- 
herung zu motivieren. Dies entspricht den Oberlegungen in Kap. 4.2 . Die Ersetzung 
rnuß also ad hoc eingeführt werden - eine Vorgehensweise, die beim Störstellen- 
Anderson-Modell keine vernünftigen Ergebnisse liefert (siehe,Kap 5.5). 
Anwendung auf das zweidimensionale Hubbard-Modell  
Zhang et al. IZha91, ZhaSla] entwickelten eine Theorie, welche exakt der Wellerschen 
Theorie für den Spezialfall der Ising-Darstellung der b-Felder entspricht. Damit un- 
tersuchten sie das zweidimensionale Bubbard-Modell auf einem L X L Gitter mit 
L = (2,4,6). Die Zahl der Zeitschritte betrug bei den numerischen Untersuchungen 
N = 20. Aufgrund der endlichen Teilchenzahl im System ist es möglich, ähnlich wie 
in Kap. 4.3, die bei Ausintegration der Grassmann-Felder resultierende Determinante 
zu schreiben als: 
det M = det ( l  + 1%) (4.102) 
C 
Es rnuß also nicht die Determinante einer NLxIVL Matrix berechnet werden, sondern 
nur mehr die einer L X L Matrix. Da eine analytische Auswertung selbst auf einem 
2 X 2 Gitter kaum mehr möglich ist, und eine Aufsumrnation aller Beiträge auch 
numerisch nicht mehr durchführbar ist, wurde zur Auswertung ein Monte-Carlo- 
Verfahren gewählt. Dieses ist verwandt mit einer von Hirsch [Wir831 entwickelten 
Methode, und macht sich die Tatsache zunutze, da0 bei einer Veränderung der Kon- 
figuration der Hilfsfelder der Ausdruck ni M; nicht komplett neu berechnet werden 
mui3, was die Rechenzeit erheblich reduziert. Weit entfernt von der Halbfüllung trat 
auch hier das berühmte Minuszeichenprohlern [Suz93] auf, das eine Auswertung bei 
tiefen Temperaturen wesentlich erschwert. 
Berechnet wurde die Teilchendjchte des Systems in Abhgngigkeit vom chemischen 
Potential. Dynamische Größen wurden nicht berechnet, damit traten auch nicht die in 
Kap. 5.3 diskutierten Probleme der analytischen Fortsetzung auf. Die Ergebnisse für 
das 2 X 2 Gitter standen in guter ~bere ins t immun~ mit durch exakte Diagonalisierung 
gewonnenen Resultaten. 
Soweit es mir bekannt ist, wurde von den beiden erwähnten Arbeitsgruppen die 
IYellersche Methode aufgrund der enormen analytischen und numerischen Probleme 
nicht mehr angewendet, 
4.5 Zur Berechnung von G(t ) 53 
4.5 Zur Berechnung von G(t)  
Zum Abschluß dieses Kapitels über die Funktionalintegraltheorie soll noch kurz dar- 
gelegt werden, wie sich die Berechnung einer zeitabhängigen Korrelationsfunktion 
von der Berechnung der thermodynamischen Green-Funktion innerhalb des Funktio- 
nalintegralformdismus unterscheidet. 
Wie in Kap. 5.3 offensichtlich wird, wäre die Kenntnis der Funktion 
für die Berechnung der Spektralfunktion wesentlich günstiger. Denn A(w) ergibt sich 
aus (4.103) durch eine einfache Fouriertransformation (siehe Anhang A): 
Der einzige Unterschied zu Kap. 4.1 besteht darin, dafl die Exponenten in 
in verschiedene kornplexwertige Intervalle unterteilt werden müssen: 
-i! - -  
P - Im(r) 
Abb. 4.2: Die für die Berechnung der Korrelationsfunktion (4.103) 
benötigte Aufteilung des Weges in der komplexen T-Ebene. 
... e X ,  - A ~ ~ H , X ~ , ]  (4.i 06) 
NI mal Nz mal 
54 4 Die Theorie und erste einfache Anwendungen 
ß - it 
mit Ar1 = it und  AT^ = - 
Nl N2 
In Abb. 4.2 ist diese Unterteilung graphisch in der komplexen Ebene dargestellt. Die 
weitere Auswertung läuft völlig analog zu Kap. 4.1, lediglich die Matrizen M(b) sind 
komplexwertig . 
Ein gravierendes Problem tritt jedoch bei numerischen Rec.hnungen auf, in denen 
die Summe der Intervalle auf etwa NI + Nz z 20 beschränkt ist: Die Korrelations- 
funktion kann nur in einem sehr kleinen Zeitintervall berechnet werden. Für 2.B. das 
Einzustandsmodell (4.43) liefert die Fousiertransforrnation dieser C(f)-Daten dann 
für A ( u )  eine stark oszillierende Funktion - im Gegensatz zum exakten Ergebnis: 
A(w) CK S(W - gr). 
5 Das Störstellen- Anderson-Modell - Green- 
Funktionen 
Nachdem die Anwendbarkeit der Wellerschen Theorie auf einfache, analytisch lösbare 
Probleme gezeigt wurde, soll nun das in Kap. 2 eingeführte Störstellen-Anderson- 
Modell untersucht werden. 
In Kap. 5.1 wird zunächst die Wirkung des U = oo Störstellen-Anderson-Modells 
aufgestellt. Aufgrund der einfachen Form des Hybridisierungsterms ist es möglich, 
die unendlich vielen Freiheitsgrade der Leitungselektronen auszuintegrieren. Daraus 
resultiert eine effektive Wirkung, welche den Ausgangspunkt für die im Abschnitt 
5.2 beschriebene numerische Untersuchung bildet. Die am einfachsten zu berechnende 
dynamische Größe - die thermodynamische Green-Funktion - wird mit Hilfe der 
Ising-Darstellung für die &Felder ausgewertet. Dadurch wird das Funktionalintegral 
in eine Summe über alle möglichen Konfigurationen der bFelder umgewandelt. Eine 
solche Summe bietet im Prinzip die Möglichkeit, Quanten-Monte-Carlo-Verfahren 
anzuwenden - dies scheitert jedoch in dem hier betrachteten Fall aus Gründen, die 
am Ende von Abschnitt 5.2 erläutert werden. 
Die thermodynamische Green-Funktion hat den Nachteil, daß von ihr nicht direkt 
auf die physikalisch relevante Spektralfunktion geschlossen werden kann. Diese Pro- 
blematik wird in Kap. 5.3 eingehend diskutiert. Außerdem wird ein Fitverfahren 
zur Bestimmung der Spektralfunktion vorgestellt, dessen Aussagefähigkei t allerdings 
gewissen Grenzen unterworfen ist. 
Die in Kap. 5.2 und 5.3 erhaltenen Green-Funktionen und Spektralfunktionen wer- 
den in Kap. 5.4 mit Ergebnissen aus Rechnungen innerhalb einer Non-crossing- 
Approximation verglichen. Die nur geringen Abweichungen sind zum Teil auf die 
endliche Zahl von Zeitschritten zurückzuführen. 
Abschliefiend sollen in Kap. 5.5 andere analytische Ansatzpunkte diskutiert werden, 
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welche jedoch im FaU des Störstellen-Anderson-Modells zu keinen sinnvollen Resul- 
taten führen. Da  sie eventuell bei der Untersuchung anderer Modelle von Nutzen sein 
konnten, werden sie dennoch in diese Arbeit aufgenommen, 
5.1 Wirkung des U = CO Störstellen-Anderson-Modells 
11n folgenden Abschnitt soll eine effektive Wirkung für die f-Elektrorien irn U = oo 
Störstellen--4nderson-Modell mit Hilfe der in Kap. 4.1 entwickelten Theorie aufge- 
stellt werden. Diese Wirkung Se* enthält keine Freiheitsgrade der Leitungselektronen 
mehr und kann als Ausgangspunkt analytischer und numerischer Rechnungen ver- 
wendet werden. 
Die Leitungselektronenoperatoren in (2.1) können, da deren Hilbertraum nicht einge- 
schränkt ist, nach dem Standardverfahren (siehe Kap. 3.2) durch Grassrnann-Felder 
X:u und x k g  ersetzt werden. Mit GI. (4.21) folgt für die Wirkung des Störstellen- 
Anderson- Modells: 
s(+, +',X, X', b )  = S,($J, d', b) 
+ ~ L m n  ((1 A ~ & k ) x k u n - l  - xkon)  
nko 
- OTV C ( t i > ! b „ ~ k ~ ~ - i  + ~ ! ~ ~ $ n - i b o n - i )  (5.1) 
nku 
Fiir die Berechnung der Zustandssurnme &uß über alle Felder integriert werden: 
Die Integrationen können im Prinzip in beliebiger Reihenfolge vorgenommen werden, 
es empfiehlt sich jedoch, die komplexen Felder zuletzt auszuintegrieren (siehe Kap 
4.2). Da wir an den Eigenschaften der Stiirstellenzustände interessiert sind, wird im 
crst.en Schritt mit Hilfe der Formel (siehe Anhang B) 
(det X) e ip  ( ! ( ~ - l  lijtj] I i j  
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die Integration über die (unendlich vielen) Freiheitsgrade der Leitungselektronen 
durchgeführt. Die dazu notwendigen Hilfsfelder haben die Form: 
Hier ist zu beachten, daß auf den rechten Seiten dieser beiden Gleichungen durch- 
aus verschiedene Indizes stehen dürfen, da die [ und [+ voneinander unabhängige 
Elemente der Grassmann- Algebra sind. 
Für die durch 
1 
exp [se~($, dt, b)] = j v x t ~ x  ~ X P  [s(~L,  qt X, xt1 b)] (5.7) 
definierte effektive Wirkung Se* ergibt sich damj t 
Die Matrix H ist diagonal in k  und U 
und ist folgendermaßen besetzt: 
Die invertierte Matrix hat die Form 
mit a ~ - ~  
1 ( ~ - ' ) ~ , ( k )  >= - 1 + af 
I - k  ... -ak 
ak 1 
ak ak 1 
ur-' ai  ak 1 
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Schließlich lautet das Ergebnis für die effektive Wirkung: 
Dieses Resultat ergibt sich auch, wenn die Grassmann-Felder X zuerst in den Fre- 
quenzraum transformiert und dann ausintegriert werden. Eine komplette Darstellung 
der effektiven Wirkung im Frequenzraum ist jedoch wegen den in Kap. 4.2 erwähnten 
Gründen wenig sinnvoll. 
Für die weitere Auswertung ist die Bildung der k-Summe über die Matrixelemen- 
te  von H-' notwendig. Diese Summe kann jedoch im allgemeinen nicht analytisch 
berechnet werden. 
Die Wirkung Sen enthiililf die Grassmann-Felder $)t und $ nur bilinear, so daß deren 
Ausintegration mit der Formel 
und der Matrix 
leicht möglich ist. Für die Zustandssumme und die thermodynamische Green-Funktion 
ergibt sich völlig analog zu Kap. 4.2: 
Z = (det H) / det ~ ( b )  
b 
(5.17) 
- G(T)  = (det *) 1 bun b;, (M-' (6 ) )  det M(b)  Z nl (5.18) 
Der die Hy bridisierung mit den Leitungselek tronen beschreibende, letzte Term in 
(5.16) koppelt die $+ trnd $J zu allen Zeiten miteinander. Diese Kopplung wird durch 
Ck H-I ( X . )  vermittelt , eine Größe, die dem ungestörten Propagat or der Leitungselek- 
tronea G'C(r) = Ck GCk(r) entspricht. 
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5.2 Numerische Berechnung von G(T) 
Zuerst soll die Summe über die Green-Funktionen der Leitungselektronen unter der 
Annahme einer konstanten Zustandsdichte p im Intervall [-D, D] ausgeführt werden: 
Die halbe Bandbreite wird auf den Wert D = 3.5 gesetzt und p = 1 gewählt. Die 
Zustandsdichte P(&) könnte an dieser Stelle durch jede andere Form ersetzt werden, 
da die Berechnung des Integrals ohnehin nur numerisch möglich ist. 
In Abb. 5.1 ist die Besetzung der Matrix für die inverse Temperatur ß = 3 und 
N = 40 graphisch dargestellt. Aufgrund der Periodizität der thermodynamischen 
Abb. 5.1: Besetzung der Matrix H - I .  
Green-Funktion 
G(T - ß) = -Gfr )  für O . < r < ß  (5.20) 
tritt um die Diagonalelemente ein Vorzeichenwechsel auf. Wegen GI. (5.20) ist von 
vornherein ausgeschlossen, dad die Matrixelemente mit wachsender Entfernung von 
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der Diagonalen stark abfallen. Nur dann wäre aber eine Näherung, in der nur wenige 
N ebendi agonalen mitgenommen werden, sinnvoll. 
Die Integrationen (5.19) sind alle unabhängig von den b-Feldern und brauchen dern- 
nach nur einmal - zu Beginn des Programms - berechnet werden. Die für eine 
numerische Auswertung der Green-Funktion (5.18) günstigste Darstellung für die 
b-Felder ist die Ising-Darstellung (4.32/33): 
Es rnuß also über 2N Konfigurationen summiert werden: 
Ähnlich wie in Kap. 4.2 kann wegen der Symmetrie der Wirkung ein b Wert konstant 
gesetzt werden, so daß im Programm nur 2N-1 Konfigurationen berücksichtigt wer- 
den müssen, welche durch die Integer-Zahlen i (i = 0,. . . (zN-' - 1)) charakterisiert 
sind. Die aktuelle Konfiguration wird dann einfach dadurch ermittelt, daß die Zahl 
i in die entsprechende binäre Darstellung zerlegt wird1. 
Für jede der &Konfigurationen rnuß die Matrix M gemäß GI. (5.16) belegt werden. 
Die &Felder treten nur in der Form 
auf. Dieser Term kann also nur die Werte 0 oder 2 - je nach Konfiguration - 
annehmen. 
Die Berechnung der für (5.17) und (5.18) erforderlichen Determinante bzw. Inversen 
von hl wird mit Hilfe der NAG-Routinen F03AAF und F01 AAF durchgeführt, welche 
fiir reelle Matrizen ohne eine besondere Struktur konzipiert sind. 
Niclit unerwähnt bleiben sollen die Auswirkungen, die die scheinbare Unsymrnetrie 
der gewählten Ising-Darstellung zur Folge hat. Während für die Berechnung von 
GTT die &Felder im Integranden immer gleich 1 gesetzt werden können, ergibt dieses 
Produkt bei der Berechnung von Gli entweder den Wert +1 oder -1. Es wurde 
'Auf die wesentlich elegantere Verwendung eines sogenannten Gray-Codes [Rei77] wird wegen 
der niiriirnalen Ersparnis an Rechenzeit verzichtet. 
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numerisch geprüft, daß G„ im Fall ohne äußeres Magnetfeld unabhängig vom Spin 
ist. Der absolute Wert der Zustandssumme ist nicht von Interesse, daher braucht 
det H nicht berechnet zu werden. Diese Gröae entspricht der Zustandssumme des 
Leitungselektronencystems und würde sogar divergieren, wenn von unendlich vielen 
Freiheitsgraden für die Leitungselektronen ausgegangen wird. 
Das soeben beschriebene Programm ist mit wenigen hundert Zeilen in die Program- 
miersprache FORTRAN übersetzt. Das wesentliche Problem der numerischen Rech- 
nung ist jedoch die exponentiell anwachsende Rechenzeit t. In Abb. 5.2 ist t für die 
Berechnung der Green-Funkton G(T) in Abhängigkeit von der Zahl der Zeitschrit te 
N angegeben. 
N 
Abb. 5.2: Abhängigkeit der Rechenzeit von der Zahl der Zeitschritte; 
die Werte folgen sehr gut einem Exponentialgesetz. 
Da sich die Zahl der bKonfigurationen beim obergang von N auf N + 1 verdop- 
pelt, und auch die NAG-Routinen für die etwas größeren Matrizen mehr CPU-Zeit 
verbrauchen, ergibt sich die Relation 
Ein sinnvoller Wert ist demnach N = 20, für den dad Programm auf einer SUN Sparc- 
Station lPX, auf der die Rechnungen dieser Arbeit durchgeführt wurden, Ca. 8000 
Sekunden Rechenzeit benötigt. 
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Die Frage, ob es sich denn nicht lohne, das Programm auf einem Großrechner (2.B. 
einer CRAY) zu starten, kann hier eindeutig verneint werden. Selbst wenn sich die 
Rechenzeit damit um einen Faktor S3 bis 25 verringern ließe, wäre dies lediglich mit 
einer Erhöhung der Zahl der Zei tschri t te von 2.B. N = 20 auf N = 23 oder 25 gleich- 
bedeutend und würde die Genauigkeit der numerischen Ergebnisse nur unwesentlich 
erhöhen. 
Nachdem die Zahl der Zeitschritte in etwa festgelegt ist, folgen bereits Einschränkun- 
gen für die im folgenden verwendeten Parametersätze. 
Die Parametersätzc 
Der Hybridisierungsterm in (5.14) kann exakt nur im Limes ßV/N + 0 berücksich- 
tigt werden. Aus ßV/N 5 0.1 und N 20 folgt, da0 die Temperatur auf Werte der 
Hybridisierung (oder darüber) beschränkt ist. Existiert nun ein Parametersatz, bei 
dem die Hybridisierung im Bereich der Kondo-Temperatur liegt? 
Nach GI. (2.8) ist dies für folgende Werte irn Prinzip möglich: 
Parametersatz I 
ß = 3.0 , V = 0.22 , ~r = -0.2 
Doch befindet sich ein System mit diesen Werten nicht wirklich irn Kondo-Regime 
des Störstellen-Anderson-Modells, denn dazu müßte noch die Bedingung V « 1 
bzw. 1 - nr << 1 erfüllt sein. Daher ist es fraglich, ob in der Spektralfunktion für 
den Parametersatz I die Abrikosov-Suhl-Resonanz auftritt oder nicht. 
Durch folgende Werte wird ein System jm Regime gemischter Valenzen (Mjxed- 
valence-Regime) definiert: 
Parametersatz I1 
ß = 2.0 , V = variabel , = 0.0 
Hier liegt die f-Besetzung immer weit unter nr = 1 - eine Abrikosov-Suhl-Resonanz 
ist nicht zu erwarten. 
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Numerische Resultate 
Das Ergebnis der numerischen Berechnung von G(T)  für den Pararnetersatz I und 
N = 20 ist in Abb. 5.3 dargestellt. Welche Informationen können aus dieser Kurve 
direkt abgeleitet werden? Nach (A.28/29) gilt für die Besetzungszahlen für das leere 
Abb. 5.3: Numerisches Ergebnis für die thermodynamische Green- 
Funktion (Parametersatz I). 
bzw. einfach besetzte f-Niveau: 
Daraus folgt für die f-Besetzung nf = nt + nl = 0.718, ein Wert, der aufgrund der 
relativ hohen Temperatur weit von nf < 1 - dem eigentlichen Kondo-Regime - 
entfernt .ist. 
Welche Anstrengungen erforderlich sind, um aus den C(T)-Daten die Spektralfunk- 
tion zu berechnen, wird in Kap. 5.3 beschrieben. Die negative Steigung der thermo- 
dynamischen Green-Funktion für T -+ 0 läßt wegen (5.34) bereits darauf schließen, 
daß A(w ) auch oberhalb der Fermienergie endlich ist. 
Abb. 5.4 zeigt die numerisch berechneten G(T)-Daten für den Parametersatz 1T und 
rlr = 20 bei verschiedenen Werten der Hybridisjerung. Irn Falle V = 0 sind die Wahr- 
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A bb. 5.4: Numerisches Ergebnis für die thermodynamische Green- 
Funktion (Parametersatz II ). 
scheinlichkeiten für den leeren bzw. einfach besetzten Störstellenplatz identisch: 
und die Green-Funktion ist unabhängig von T. Die zugehörige Spektralfunktion be- 
steht aus einem Peak genau an der Fermienergie. Bei Erhöhiing der Hybridisierung 
sind mehrere Effekte zu beobachten. Die f-Besetzung nimmt mit zunehmender Hybri- 
disierung ab (siehe Abb. 5.5). Diese Abnahme ist proportional zu V2 - dies würde 
sich auch aus einer Störungsrechnung in V ergeben. Gleichzeitig rnuß natürlich wegen 
no + Ca ncr = 1 der Wert von G(0) zunehmen. Dieser Effekt Iäßt sich azischaulich 
leicht verstehen: je höher die Hybridisierung, umso mehr wird sich die Wellenfunktion 
des lokalisierten Elektrons auf Zustände des ~e i tun~se lekt ronens~ Sterns ausdehnen. 
Diese Delakalisierung ist energetisch günstiger als der bei V = 0 rein lokalisierte 
Zustand - analog einem Elektron in einem Potentialtopf, dessen Grundzustands- 
energie sich mit zunehmender Breite des Potentialtopfs absenkt. Folglich nimmt die 
f-Besetzung mit wachsender Hybridisierung ab. 
Die mit V zunehmende negative Steigung der Green-Funktion bei T = 0 deutet bereits 
auf das im nächsten Abschnitt bestimmte Verhalten der Spektralfunktion hin: ihr 
Gewicht verschiebt sich mehr und mehr zu höheren Energien. 
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Abb. 5.5: Abhängigkeit der f-Besetzung von der Hybridisierung 
Versuch einer Monte-Carlo-Berechnung von G(r)  
Läßt sich das Problem der mit N (Zahl der Zeitschritte) exponentiell anwachsen- 
den Rechenzeit bewältigen? Wenn, dann nur durch'eine Einschränkung in der Zahl 
der aufzusummierenden Beiträge. In den letzten Jahren hat sich - insbesondere in 
der theoretischen Untersuchung stark korrelierter Elektronensysteme - die Monte- 
C&-~e thode  [Von921 als ein nützliches Werkzeug erwiesen, solche Schwierigkeiten 
zu meistern. 
Das Prinzip der Monte-Carlo-Methode besteht darin, ein hochdimensionales 1ntegra.l 
(in unserem Fa31 eine Summe über die Konfigurationen der &Felder) durch eine 
Summe mit einer relativ geringen, aber reprbentativen Anzahl von Beiträgen zu 
approximieren: 
Die Wabrscheinlichkeitsverteilung P(Z) hat die Eigenschaft 
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und hat bei der Behandlung von Funktionalintegralen typischerweise die Form2 
1 
~ ( 5 )  = - exp [-s(P)~ mit z = J d d r  exp [-s(s)] . 
Z 
Wie werden aber die Punkte Zi ausgewählt, an denen die Funktionswerte bestimmt 
werden müssen, deren Summe eine Näherung für das Integral ergibt? Eine Möglich- 
keit besteht in der Anwendung des Metropolis-Algorithm11s [Met53], der eine Markov- 
Kette {Zl, Z2, . . .) nach folgenden Regeln erzeugt (Details siehe [Neg88]): 
seien n Elemente der Markov-Kette bereits gegeben, so wird zunächst ein Punkt 
ij willkürlich aus der Menge der prinzipiell möglichen Punkte ausgewählt; 
falls S(y) 5 S(aF,) bildet das (n + 1)-te Glied der Markov-Kette; 
falls S(C) > >(Zn) wird der neue Wert nur mit der Wahrscheinlichkeit 
exp[S(&) - S(y")] akzeptiert; 
4 falls Y nicht akzeptiert wird, folgt ?,+I = xn. 
Dieses Konzept soll nun zur Berechnung der thermodynamischen Green-Funktion 
im Falle der Ising-Darstellung für die &Felder angewendet werden. Dabei gilt: 
Es ergeben sich jedoch fundamentale Probleme, die bislang nicht gelöst werden konn- 
ten. In Abb. 5.6 sind die Beiträge zweier &Konfigurationen logarithmisch dargestellt. 
Zum einen fällt auf, da8 deren Form nichts mit der Summe aller Konfigurationen (sie- 
he Abb. 5.3) gemeinsam hat. Zum anderen verteilen sich die Werte der Beiträge zu 
G(T) über mehrere Gröaenordnungen - wie kann bei solchen Eigenschaften die Sum- 
me aus nur einem Teil der Beiträge dem exakten Ergebnis nahe kommen? Das andere 
Problem tritt bei der Bildung der Markov-Kette auf. Ausgehend von einer willkiiriich 
gewählten Konfiguration wird die Markov-Kette ziemlich schnell auf eine der Kon- 
figurationen { b i l  = +1 , i = 1, . . . , N )  oder {bil = -1 , i = 1, . . . , N )  zulaufen, die 
beide extrem stabil gegenüber kleinen Änderungen sind. Die Wahrscheinlichkeit, daß 
"ier wurde im Gegensatz zu Kap. 4 und 5.1 die übliche Vorzeichenkonvention der Wirkung im 
Exponenten gewählt. 
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Abb. 5.6: Beiträge zweier Konfigurationen zu G(r )  (Parametersatz 
I). Im Gegensatz zu Abb. 5.3 wurde eine logarithmische Auftragung 
gewählt. 
eine Änderung dieser Konfigurationen an einer einzigen Position akzeptiert wird, be- 
trägt P = 0.005 (Parametersatz I). Der Metropolis- Algorit hmus ist also außerstande, 
den Phasenraum hinreichend gut zu überdecken. 
Ein Ausweg aus diesem Dilemma wurde noch nicht gefunden, eventuell könnte erst 
eine andere Darstellung f ir  die bFelder diese Schwjerigkei ten vermeiden. Somit 
bleibt nichts anderes iibrig, als die G(T)-Daten exakt aufzusummieren und die Ein- 
schränkung in Kauf zu nehmen, da% die niedrigste Temperatur auf Werte in der 
Größenordnung der Hybridisierung beschränkt ist. 
5.3 Berechnung der Spektralfunktion 
Da die thermodynamische Green-Funktion G(T) kaum direkte Rückschlüsse auf dy- 
namische Größen zuläßt, soll in diesem Abschnitt gezeigt werden, wie aus ihr die be- 
reits in Kap. 2 mehrfach diskutierte Spektralfunktion A(w) berechnet werden kann. 
In Anhang A wird folgender Zusammenhang bewiesen: 
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Eine ausführliche Beschreibung dieser Methode, ihrer Möglichkeiten und Grenzen 
findet sich in [Gub91] anhand des Beispiels des Störstellen-Anderson-Modells (zu 
den Ergebnissen siehe Kap. 2.3). Die Eingabedaten sind zum einen die numerisch be- 
rechneten G(T)-Daten, zum anderen eine sogenannte Modell-Spektralfunktion m(w) .  
Diese erfiillt mehrere Aufgaben: 
die Definition. der Entropie 
wobei A(w) der gesuchten Spektralfunktion entspricht. Die Lösung A(w) soll 
die Entropie (5.37) maximieren, unter der Nebenbedingung, gemäß GI. (5.34) 
die gegebenen G(T)-Daten möglichst gut anzufitten; 
sie bietet die Möglichkeit, Vorwissen (über z.B. Positivität, eventuelle Syrnme- 
trien oder asymptotisches Verhalten) bei der Suche nach der richtigen Lösung 
auszunutzen. 
Hängt aber das Ergebnis von dem gewählten Modell m(w) ab? Hier kommt eine 
Stärke der Maximum-entropy-Methode zum Tragen, die es erlaubt, den Fehler des 
restiltierenden Atw ) abzuschätzen. In Abb. 5.7 sind die Ergebnisse für zwei verschie- 
dene Modell-Spektralfunktionen dargestellt. Ein ungünstig gewähltes Model1 (ein 
konstantes m(w); irn Bild F DM) führt auf eine stark oszillierende Spektralfunktion 
mit sehr großen Fehlerbalken (im Bild QMC-ME). Ein Modell, daß einer Störungs- 
rechnung [Hor87] entnommen wurde (im Bild L DM), liefert ein nur mit sehr kleinen 
Fehlern behaftetes Resultat (im Bild HZ&QMC-ME). Dieses A(w) ist irn Sinne der 
Maximum-entropy-Methode die richtige Spektralfunktion. Die Unabhängigkeit von 
m ( w )  drückt sich dadurch aus, daß bei kleinen Fehlern die Losung für die SpektraI- 
funktion eindeutig ist. 
Die Maximum-entropy-Methode ist jedoch nur für die Analyse von a priori verrausch- 
ten Daten geeignet, wie sie von Quanten-Monte- Cario- Verfahren automatisch gelie- 
fert werden. Sie ist in gewisser Hinsicht in der Lage, die im Rauschen der Daten ent- 
haltene Information bei der Konstruktion der richtigen Losung auszunutzen. Daher 
kann die Maximum-entropy-Methode auch nicht auf die hier berechneten G(T)-Daten 
aagewendet werden, deren kleiner Fehler nicht statistischen, sondern (aufgrund des 
endlichen N) systematischen Ursprungs ist. 
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A bb, 5 -7: Mit dem Maximum-entropy-Verfahren [GubQl] berechnete 
Spektralfunktion für zwei verschiedene Modell-Spektralfunktionen. 
Es soll (nach [Jar93a]) sogar Ansätze geben, exakt gewonnene Daten mit einem 
statistischen Rauschen zu überlagern. Diese Vorgehensweise zielt jedoch nur darauf 
ab, die vorhandenen Computer-Programme zu verwenden und ist in keinster Weise 
begründet. 
Fit mit ein bzw. zwei Lorentzfunktionen 
Nun soll das Verfahren vorgestellt werden, welches in dieser Arbeit zur Inversion 
der GI. (5.34) verwendet wurde. Nach den Ausführungen von Kap. 2 ist mit hoher 
Wahrscheinlichkeit anzunehmen, daß die Spektralfunktion für den Parametersatz I 
sich als eine Summe (höchstens) zweier Lorentzfunktionen darstellen läfit: 
Eine der beiden Lorentzkurven entspricht dem Peak am f-Niveau, die andere der 
Abrikosov-Suhl-Resonanz an der Fermikante. Der dritte Peak bei ~r + U ist wegen 
U -+ m ins Unendliche hinausgeschoben. Die Summe der Gewichte g = gl + gz ist 
durch g = -G(O) - G(ß) vorgegeben. Somit hangt A(w)  noch von fünf Parametern 
ab: dem Relativgewicht gl - gz, den Breiten b l ,  b2 und den Positionen p l ,  p2. 
Die gesuchte Spektralfunktion ist nun die-jenige, welche die Abweichung Q(G,  G) 
der nach G1. (5.34) aus A ( w )  bestimmten Funktion G ( r )  von den numerischen Da- 
ten G ( T )  minimiert. Das Maß für die Abweichung wird iiblicherweise (2.B. bei den 
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Maximum-entropy-Verfahren) als 
definiert. Es hat sich jedoch gezeigt, daß dieses Maß Gsungen erlaubt, die die Werte 
in der Mitte des Intervalls [O,ß] zwar sehr gut reproduzieren, dafür aber bei T = 0 
oder T = ß starke Abweichungen ergeben. Aus diesem Grund wird hier als Maß das 
Maximum der Beträge der relativen Abweichungen an jedem r-Wert bevorzugt: 
Das Fitprogramm zur Bestimmung von A(w) läuft folgendermaßen ab: 
der Computer wählt zufällig innerhalb sinnvoller Intervalle eine Anfangskonfi- 
guration {gl - 92 7 b l ,  b2 Y PI PZ) aus; 
die einzelnen Größen werden solange variiert, bis die Konfiguration einem lo- 
kalem Minimum von Q(G, G) (= Q*) entspricht; 
diese Konfigurationen und Q„ werden gespeichert und das Verfahren mit 
einer anderen Konfiguration wiederholt; 
nach Ca. 1000 Durchläufen werden die Konfigurationen mit den besten, d.h. 
niedrigsten Q„ weiter ausgewertet. 
Fiir den Parametersatz I ergibt sich folgendes Bild (siehe Abb. 5.8 und 5.9). Es 
finden sich eine Reihe deutlich verschiedener Spektralfunktionen, die alle die G(T)- 
Daten sehr gut anfitten (Q(G, G) < 0.006). In Abb. 5.8 ist eine Auswahl solcher 
Spektralfunktionen (bezeichnet als Fit 1 - 3) dargestellt. Die zugehörigen G(T) sind 
in Abb. 5.9 im Vergleich zu den numerisch berechneten Daten zu sehen. 
Offensichtlich ist in allen drei Fällen die Übereinstimmung mit G(T) SO gut, da% es 
wenig Sinn macht, nach Spektralfunktionen zu suchen, die die Daten noch besser 
anfitten. Schließlich sind die G(r)-Daten selbst mit einem kleinen Fehler behaftet, 
zum einen wegen der endlichen Auflösung des Computers, zum anderen wegen der 
Tatsache, daß N nicht unendlich gesetzt werden kann. Somit ist es nicht möglich, 
aus den gegebenen Daten für die thermodynamische Green-Funktion mehr als die 
grobe Struktur der Spektralfunktion zu extrahieren, 
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Abb. 5.8: Drei verschiedene Spektralfunktionen, die alle die berechne- 
ten G(r)-Daten sehr gut anfitten. 
1 I 
I numerisches ~r~ebnisl X 1 
Fit 1: - 
Fitz: ----. 
I 1 1 I I 
Abb. 5.8: Vergleich der G(r)-Werte aus Abb. 5.3 mit den G(r)-Werten, 
die aus den Spektralfunktionen der Abb. 5.8 bestimmt wurden. 
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Die Spektralfunktjonen für den Parametersatz I1 sollten, da sich das f-Niveau genau 
an der Ferrnikante befindet, im wesentlichen aus nur einer Lorentzfunktion bestehen. 
Wegen der relativ geringen Besetzung nr = 2/3 spielen Spin-flip-Prozesse der Lei- 
tungselektronen nur eine geringe Rolle - die Abrikosov-Suhl-Resonanz verschwindet. 
Für das oben beschriebene Fitverfahren reicht also eine einzige Lorentzfunktion als 
Eingabe aus: 
Das Gewicht ist wieder durch g = -G(O)-G(ß) vorbestimmt, weshalb nur mehr zwei 
Parameter zu variieren sind. Im Gegensatz zum Fall I sind hier die Ergebnisse mit 
den geringsten Abweichungen Q(G, G) unabhängig von den Ausgangsdaten b und p. 
In Abb. 5.10 sind die aus den G(T)-Daten der Abb. 5.4 resultierenden Spektralfunk- 
tionen dargestellt. Für V = 0 würde sich eine &Funktion genau an der Fermikante 
ergeben. Mit zunehmender Hybridisierung verbreitert sich der Peak und verschiebt 
sich zu höheren Frequenzen. Diese beiden Effekte sind proportional zu V 2 .  
Abb. 5.10: Die zu den G(T)-Daten aus Abb. 5.4 gehörenden Spektrd- 
funktionen. 
Die Verschiebung der Spektralfunktion kann folgendermaßen verstanden werden. Aus 
no + 271, = 1 folgt bei einer Abnahme von n, um 6n eine Zunahme von no um 26n: 
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Gleichzeitig gilt nach (A.20) 
nh + ni = dwAf(w) = n, + n, + bn (5.44) 
Wegen 
n', = J dw f (w)At (w)  (5.45) 
soll sowohl J dwA'(w) zunehmen als auch J dw f ( w ) A f ( w )  abnehmen, was nur möglich 
ist, wenn sich die Lorentzfunktion nach rechts verschiebt. 
Da die Übereinstimmung der G(r)  mit den G(r)  ebenso gut ist wie bei Pararnetersatz 
I, wird auf den Vergleich dieser beiden Kurven hier verzichtet. Zu erwähnen ist 
jedoch, daß mit zunehmendem V die Abweichungen immer größer werden, was darauf 
hindeutet, daß die Näherung einer einzelnen Lorentzfunktion ab Ca. V = 0.15 nicht 
mehr in dem MaBe gerechtfertigt ist, wie für kleinere Hybridisierungen. 
Ein Schrankenformalisrnus 
obere Schranke: ----. 
untere Schranke: - - Fit 1: - - - - - .  
Fit 2:  ....... -..- 
- - Fit 3: -.--- 
- 
- - 
- 
- 
Abb. 5.11: Obere und untere Schranke für die aufintegrierte Spektral- 
funktion, die den G(r)-Werten aus Abb. 5.3 entspricht. Im Vergleich 
dazu die aufintegrierten Spektralfunktionen aus Abb. 5.8 . 
Ein weiterer Ansatzpunkt, die Integralgleichung (5.34) zu invertieren, wird in [Bra92] 
beschrieben. Brandt und Urbanek erhalten exakte obere und untere Schranken für 
die integrierte Spektralfunktion 
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bei gegebenen G(T)-Werten. Falls in bestimmten Frequenzbereichen beide Schranken 
übereinstimmen, kann dort direkt auf die gesuchte Spektralfunktion geschlossen wer- 
den. Freundlicherweise wurden von M. Urbanek diese Schranken für die G(r)-Daten 
aus Abb. 5.3 (Parametersatz I) berechnet. 
In Abb. 5.11 sind die Ergebnisse zusammen mit den aufintegrierten Spektralfunktio- 
nen von Abb. 5.8 dargestellt. Die erhaltenen Schranken liegen so weit auseinander, 
daß keine der drei gezeigten Möglichkeiten ausgeschlossen werden kann, Somit eignet 
sich dieser Formalismus leider nicht zur Analyse der hier berechneten G(T)-Daten. 
5.4 Vergleich mit NCA-Resultaten 
In diesem Abschnitt sollen die gerade berechneten Green-Funktionen und Spektral- 
funktionen mit den Ergebnissen der (in einem weiten Parameterbereich sehr zu- 
verlässigen) Non-crossing-Approximation (NCA) verglichen werden. 
Die NC A-Spektralfunktion für den Parametersatz I weist keine Abrikosov-Suhl-Re- 
sonanz auf und ist zusammen mit dem Fit 1 von Abb. 5.8 in Abb. 5.12 dargestellt. 
Die gefittete Spektralfunktion ist gegenüber dem NCA-Resultat leicht zu niedrige- 
ren Frequenzen hin verschoben. Diese Diskrepanz erklärt sich zum Teil aus dem 
Abb. 5.12: Vergleich der NCA-Spektralfunktion mit Fit 1 aus Abb. 5.8. 
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Abb. 5.13: Vergleich der Funktionalintegral- und NCA-Resultate für 
G(T) (Parametersatz I). 
Abb. 5.14: NCA-Spektrahnktionen für Parametersatz II . 
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Vergleich der G(T)-Daten aus Abb. 5.3 mit denen gemäß G1. (5.34) aus der NCA- 
Spektralfunktion berechneten Green-Funktion GNCA ( T )  (siehe A bb. 5.13). Zwar be- 
trägt des Unterschied zwischen G(T) und GNCA(7) bei T = 0 ca. 4% und bei r = ß 
Ca. 2%, es hat sich jedoch gezeigt, daß eine Extrapolation der numerisch berechneten 
Werte für N -, oo diesen Unterschied in etwa halbiert. Die Frage, ob die Differenz 
zwischen G(T) und GNCA(7) für N -) ca wirklich bestehen bleibt, kann aber nicht 
mit Sicherheit beantwortet werden. 
Für den Pararnetersatz II sind die NCA-Spektralfunktionen gegenüber den Spektral- 
funktionen aus Abb. 5.10 etwas verbreitert (siehe Abb. 5.14). Die daraus resultierende 
f-Besetzung ergibt für die NCA-Resultate einen stärkeren Abfall mit zunehmendem 
V (siehe Abb. 5.15). 
1 1 I I 
FI: +-- 
NCA: -X--. 
- - 
C 
W 
W 
I I I I 
Abb. 5.15: Vergleich der Abhängigkeit der f-Besetzung von der Hybri- 
disierung Wr die Funktionalintegxal- und NCA-Resultate. 
Abschließend ist zu sagen, daß sich irn Rahmen der durch die endliche Zahl an 
Zeitschritten bedingten Ungenauigkeit, eine gute Bberein~timmun~ zwischen den 
Funktionalintegral- und NCA-Resultaten ergibt. 
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5 3  Weitere Ansatzpunkte 
In diesem Abschnitt soll gezeigt werden, dai3 ein enger Zusammenhang zwischen der 
Determinant(enforme1 zur Berechnung der Zustandssumme (5.17) und einer Eatwick- 
lung der Zustandssumme nach Graphen besteht. Diese Erkenntnis beinhaltet jedoch 
nicht die Möglichkeit , bestimmte Graphen aufgrund der Struktur ihrer Selbstenergie 
(wie in der NCA) wegzulassen. Lediglich eine globale Näherung für die Spingewichte 
aller Graphen kann durchgeführt werden. Diese Näherung führt beim Störstellen- 
Anderson-Modell aber zu keinen sinnvollen Resultaten. 
Betrachtet werden so1 die Gleichung 
zur Berechnung der Zustaadssumme des Störstellen- Anderson-Modells (det H wurde 
der Einfachheit halber weggeiassen). Nach der Formel 
(P( ; )  ist eine Permutation der Zahlen i = 1,. . . , N ) entspricht die Determinante 
einer Summe von N! Termen, wobei jeder einzelne Term - wie im folgenden gezeigt 
wird - als Graph interpretiert werden kann. 
Nach (5.16) sind alle M(b)ij proportional dem Term C, ba;bcj mit Ausnahme der 
Diagonalelemente, die eine zusätzliche 1 enthalten. Überraschenderweise können die 
sehr einfach ausgeführt werden. Für jeden Zyklus der Permutation mit einer Länge 
> 1 (d.h. mit Ausnahme der Fixpunkte) ergeben sie einen Faktor 2, so dafl folgende 
modifizierte Determinantenforme1 folgt 
( s ( P )  : Zyklenanzahl minus Zahl der Fixpunkte der Permutation). Mij wird aus 
M (b ) i j  dadurch erhalten, daß die C, b;;bnj in den Nichtdiagonalelementen gleich 
1 und in den Diagonalelernenten gleich 2 gesetzt werden. Trotz der Ahnlichkeit von 
GI. (5.50) mit der normalen Deterrninantenformel (5.48) ist dieser Ausdruck weder 
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analytisch noch numerisch einfach zu behandeln. Vor allem das weitaus drastischere 
Ansteigen von N! gegenüber 2N läßt es wenig sinnvoll erscheinen, zur Berechnung der 
Zustandssumme die G1. (5.50) dem in Kap. 5.2 beschriebenen Verfahren vorzuziehen. 
Die Interpretation der Summanden in (5.49) bzw. (5.50) als Graphen soll an Beispie- 
len bis zur Ordnung V6 veranschaulicht werden. 
In der Ordnung V0 gibt es nur zwei mögliche Graphen: das Produkt der Einsen in 
der Diagonalen ( s ( P )  = 0) und das Produkt der (1 - Arer)-Terme in der Neben- 
diagonalen ( s (P)  = 1). Deren Beiträge sind identisch mit der Zustandssurnme des 
Einzustandsmodels (4.44). 
Ein Beitrag der Ordnung V 2  ist in Abb. 5.16 seinem entsprechenden Graphen ge- 
genübergestellt. Die Einsen deuten die Diagonalelemente an, von denen die fett 
Abb. 5.16: Beitrag der Ordnung V2 als Produkt der Matrixelemente 
von M ( b )  ( s ( P )  = 1) und a l s  Graph. 
gedruckten (die Fixpunkte) dem unbesetzten Propagator entsprechen; dieser ist im 
Graph als gestrichelte Linie dargestellt. Die Elemente in der Nebendiagonalen ent- 
sprechen dem besetzten Propagator - der mit f bezeichneten, durchgezogenen Linie 
irn Graphen. Das eine, vom Hybridisierungsterm stammende Matrixelement kann als 
Leitungselektronenpropagator aufgefaßt werden. Der komplette Zyklus der Permu- 
tation ist in der Matrix als durchgezogene Linie veranschaulicht. 
Die Abbildungen 5.17 und 5.18 zeigen zwei Beiträge der Ordnung V4 mit s ( P )  = 1 
bzw. s (P)  = 2. 
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Abb. 5.17: Beitrag der Ordnung V4 a.ls Produkt der Matrixelemente 
von M ( b )  ( $ ( P )  = 1) und als Graph. 
Abb. 5.18: Beitrag der Ordnung V4 als Produkt der Matrixelemente 
von M ( b )  ( s ( P )  = 2) und als Graph. 
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In Abb. 5.19 ist schließlich ein Beitrag der Ordnung V 6  mit s (P)  = 1 dargestellt. 
Dieser kreuzende Graph würde in einer Non-crossing-Approximation weggelassen 
Abb. 5.19: Beitrag der Ordnung V6 ds Produkt der Matrixelemente 
von M ( b )  ( s ( P )  = I )  und als Graph. 
werden. Es ist jedoch nicht möglich, einen solchen Beitrag aufgrund der Struktur 
seiner Selbstenergie in G1. (5.50) zu vernachlässigen. Welche Näherung ist aber über- 
haupt durchführbar? 
In Kap. 4.2 und 4.4. wurde bereits auf die Tatsache aufmerksam gemacht, daß die 
Ersetzung 
(dort mit U. = 2) in der Matrix M in manchen Fallen die korrekte Berechnung der 
Zustandssumme erlaubt. 
Diese Näherung hat folgende Bedeutung: jeder Beitrag erhält denselben Faktor cu, oh- 
ne Rücksicht auf die wirkliche Zahl der Zyklen der Permutation, die den Faktor 24') 
ergeben würde. Inwieweit ist diese Näherung für das Störstellen-Anderson-Modell 
sinnvoll? 
Nach (5.14) folgt für die Wirkung mit der Ersetzung (5.51): 
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Diese Wirkung entspricht dem ursprünglichen Modell, jedoch ohne Coulombwechsel- 
wirkung und mit einem um 9 verschobenen I-Niveau, während die Hybridisierung 
(für N -+ co) unverändert bleibt - irn Gegensatz zum Ergebnis einer Mean-field- 
Theorie, die das f-Niveau an die Fermikante rückt sowie eine drastische Reduzierung 
der Hybridisierung ergibt . 
Die vorgestellte Näherung ist also für das Störstellen-Anderson-Modell zum einen 
unbegründet und liefert zum anderen keine vernünftigen Resultate. Doch wie das in 
Kap. 4.4 zitierte Beispiel zeigt, ist es nicht ausgeschlossen, daß dieser Ansatz bei der 
Behandlung anderer Systeme zu Erfolgen führen könnte. 
6 Das Störstellen- Anderson-Modell - Suszeptibi- 
lit ät 
In Kap. 2 wurde bereits beschrieben, wie das magnetische Moment des lokalisierten 
Zustands aufgrund der Wechselwirkung mit den Leitungselektronen für T -t 0 ver- 
schwindet. Im folgenden soll das effektive magnetische Moment pen(T) untersucht 
werden, das über das Curie-Gesetz mit der magnetischen SuszeptibiIität x,(T) zu- 
sammenhängt: 
Dabei wurde vorausgesetzt, da8 das reale magnetische Moment des Elektrons im 
Störstellenniveau konstant an das äußere Magnetfeld ankoppelt: 
Die statische magnetische Suszeptibilität ist definiert als die Antwort der Magneti- 
sierung m = (nT - n l )  auf das äußere Magnetfeld im Limes B + 0: 
Im Kap. 6.1 wird gezeigt, wie die in Kap. 4 und 5 entwickelte Theorie modifi- 
ziert werden muß, um die Besetzungszahlen und nl in Anwesenheit des zusätzli- 
chen Magnetfelds zu berechnen. Ergebnisse für das effektive magnetische Moment in 
Abhängigkeit der Temperatur und der Hybridisierung werden in Kap. 6.2 vorgestellt. 
Die Größe X, könnte auch iiber die Gleichung 
aus der Korrelationsfunktion < m[r]m > berechnet werden. Diese Vorgehensweise 
würde jedoch einen erheblich höheren Rechenaufwand bedeuten. 
84 6 Das Stiirstellen- Anderson-Modell - Suszeptibilität 
6.1 Funktionalintegral mit zusätzlichem Magnetfeld 
Das zusätzliche Magnetfeld ändert in der Wirkung (5.14) nicht den Hybridisierungs- 
term, sondern nur den reinen f- Anteil: 
S f ( + 7  uit, b) = n $i$n-i [(l - Ar(ef - gpB~))b; ,b l , - i  
In der durch 
S$($? +', b) = - C <I.:M:~>I, 
nm (6.61 
definierten Matrix M~ tritt nur in der Nebendiagonalen eine Änderung auf 
In der Ising-Darstellung für die b-Felder kann der erste Term nur die Werte 
2(1 - ATE~)  oder 2ArgpBB annehmen. 
6.2 Numerische Ergebnisse 
Die in Kap. 6.1 beschriebenen Modifikationen erlauben die Berechnung der spin- 
abhängigen Green-Funktionen 
Auch hier sind die Besetzungszahlen n, = -G,(@) nicht direkt zugänglich. Die 
Berechnung über G,(O) (siehe GI. (4.31)) scheidet ebenfalls aus, da lediglich die 
Gleichung 
erfüllt ist. Deshalb werden die nl und n~ durch Extrapolation der numerisch berech- 
neten G(T)-Werte gewonnen. In Abb. 6.1 sind die Ergebnisse fiir die Magnetisierung 
in Abhängigkeit vom angelegten Magnetfeld dargestellt (Parametersatz I, N = 16). 
Für hohe B-Werte tritt eine Sättigung der Magnetisierung ein. Für kleine B-Werte 
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Abb. 6.1 : Magnetisierung in Abhängigkeit vom angelegten Magnetfeld 
für den Parametersatz I. 
ist der Zusammenhang m(B)  linear, so daß zur Bestimmung der magnetischen Sus- 
zeptibilität 6m/6B durch m / B  ersetzt werden kann. Abb. 6.2 zeigt die Tempera- 
turabhängigkeit der magnetischen Suszeptibilität. Diese Kurve ähnelt sehr einem 
Curie-Verhalten. Für eine genauere Analyse ist jedoch die Berechnung des effektiven 
magnetischen Moments notwendig. In Abb. 6 .3  ist pen(T) für verschiedene Werte der 
Hybridisierung dargestellt. Das exakte Resultat für V = 0 
ist mit der durchgezogenen Linie dargestellt. In diesem Fall sind die beiden Größen 
f-Besetzung und effektives magnetisches Moment identisch. Für endliche Hybrjdi- 
sierungen ( V  2 0.1) sinkt pen(T) mit abnehmender Temperatur. Dieser Effekt ist 
jedoch nicht mit einer Abnahme der f-Besetzung korreliert, im Gegenteil, nf nimmt 
mit abnehmender Temperatur auch bei endlichen Hybridisierungen zu. Das effektive 
magnetische Moinent wird also durch die Leitungselektronen abgeschirmt. 
Leider ist auch hier die Auswertung nicht für beliebig kleine Temperaturen möglich. 
Das experimentelle Resultat des Verschwindens von pefi(T = 0) (siehe Abb. 2.3) kann 
nicbt überprüft werden. 
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F 
bbb. 6.2: ~em~eraturabhangigkei t  der magnetischen Suszeptibilität 
( Parametersatz I)- 
Abb. 6.3: Das effektive magnetische Moment in Abhängigkeit der Tem- 
peratur für verschiedene Werte der H~bridisierung (.E~ = -0.2). 
7 Renormierungsgruppentheorie für das Störstel- 
len- Anderson-Modell 
In den Arbeiten von Wilson [Wi175] und Krishna-murthy et ai. [Kri80] wurden stati- 
sche Eigenschaften des Störstellen- Anderson-Modells wie die Temperaturabhängig- 
keit der magnetischen Suszeptibilität mit Hilfe der Renormierungsgruppent heorie 
ausgewertet. Die Berechnung dynamischer Größen wurde zum ersten Mal durch Fro- 
ta  und Oliveira [Fr0861 und Sakai et al. [Sak89] beschrieben. Von Costi und Hew- 
son [Cos92, Cos93, Cos93aI wurden außer der Spektralfunktion auch die Transport- 
größen elektrischer Widerstand, Thermokraft, thermische Leitfähigkeit und der Hall- 
Koeffizient bestimmt. 
Dieses Kapitel beinhaltet einen von diesen Arbeiten unabhängigen Ansatz zur Be- 
rechnung der Spektralfunktion für T = 0. Die Erweiterung auf endliche Temperatu- 
ren wird Gegenstand zukünftiger Rechnungen sein. 
Die Motivation für die im folgenden beschriebenen Untersuchungen sind Arbeiten zu 
Gi t termodellen der Dimension d = oo, deren Eigenschaft, eine rein lokale Selbstener- 
gie aufzuweisen, die Abbildung des Modells auf ein effektives Stilrstellen-Anderson- 
Modell edaubt. „Effektiva bedeutet hier, daß die Ankopplung der Störstelle an die 
Leitungselektronen durch eine selbst konsistent zu bestimmende, energieabhängige 
H ybridisierung erfolgt, welche einer nicht konstanten Zustandsdichte der Leitungs- 
elekt.ronen äquivalent ist. 
Da.s Ziel von Kap. 7.1 ist es, die in [Kri80] beschriebene Renormierungsgruppen- 
t,heorie auf den Fall einer solchen nichtkonstanten Zustandsdichte zu erweitern. Die 
resultierenden Eigenzustände und Eigenfunktionen lassen dann auf die Spekt ralfunk- 
tion schliefien. Da jedoch die notwendige Diskretisierung des Leitungsbandes auch 
ein diskretes Spektrum zur Folge hat, wird in Kap. 7.2 ein Verfahren vorgestellt, wie 
daraus die kontinuierliche Spektralfunktion erhalten werden kann. 
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7.1 Die Theorie 
In der Renorn~ierungsgruppentheorie wird (im Gcgtmsatz ziir Funktionalintegralrne- 
tkiocle) versucht, die Schrödingergleichung für das Störstelleil-Anderson-Modell zu 
lösen, d.h. dessen Eigenzustiii-ide und Eigenenergjen zu bestimmen. Das in Kap. 2.2 
für endliche CT eingeführte Model lautet: 
Der drit,t,e Term entspricht einem Leitungsband mit der Zustandsdichte P(&). Aus 
Gründen, die später ersichtlich werden, erhalten die Erzeugungs- und tJernichtungs- 
operat,oren des Störstellenelektrons den zusätzlichen Index ,, - 1 ". 
Für die Anwendung der Renormierungsgruppentheorie ist eine kontinuierliche Dar- 
stellung der Leit ungselekt ronen günstiger: 
Alle Energien silid hier in Einheiten von D (der halben Bandbreite) definiert. Wie 
in Anhang D mit Hilfe der Funktionalint~egralformulierungen für H' und H gezeigt 
wird, sind die beiden Hamiltonoperatoren in dem Sinne äquivalent, daß das Leitungs- 
elektronensystem auf die gleiche Weise die Eigenschaften des Störstellenniveaus be- 
einflußt. Es gibt eine Vielzahl von Möglichkeiten für die Wahl der Funktionen g ( e )  
lind h ( ~ ) .  Die für den Lejtungselektronenterm günstigste 1Va.hl g ( ~ )  = E führt auf 
f-- 
eine energieabhängige Kopplung h ( ~ )  = V\/p(&).  Dieser Ansatz wird im weiteren 
beschrieben. Ein konstant'es h ( ~ )  = h ergibt ein g ( ~ ) ,  das der tlrnkehrfunktion von 
J:l d ~ ' p ( ~ ' )  proportional ist. 
Logarithmische Diskretisierung des Leitungsbandes 
Der Hamiltonoperator (7.2) beschreibt ein System mit einer (uriendliclri) großen Zahl 
von Energieskalen. Fiir die Eigenschaften des S törstellenelektrons sind alle diese 
Eriergieskalen relevant, denn das f-Elekt ron koppelt sowolil an Leit uiigselektronen- 
zustände mit E 5 I als auch an solche knapp oberhalb der Ferrnienergje. Der erste 
Schritt zur Lösung dieses Problems besteht in der logarithmischen Disliretisierung 
des Leitungsbandes (siehe Abh. 7.1). Der Parameter it > 1 definiert. eine Folge 
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Abb. 7.1: Logarithmische Diskretisierung des Leitungsbandes. 
von Intervallen [A-("+ '1, A-"[ bzw. [-A-", -LI-("+ 'I[ und wird in den numerischen 
Rechnungen (siehe Kap. 7.2) irn Bereich 2.5 < A < 3.5 gewählt. Eine allgemeinere 
Diskret isierung wurde von Frota und Oliveira [Fr0861 vorgeschlagen. Alle S t üt zpunk- 
te (bis auf die 1) werden mit dem Faktor A-" ( z  E [-0.5,0.5[) multipliziert, woraus 
die Intervalle [xntl ,  xn[ bzw. [ - X „  -x,+I[ mit 
und der Breite 
1 ~ - ( 1 + 4  : R = O  
d n = {  A - ( ~ + Z ~ ( I  - A-') : n 2 1 
resultieren. 
Innerhalb dieser Intervalle wird jeweils ein vollständiges Ort honormalsystem von 
für xn+l < * E  < X ,  
außerhalb dieses Intervalls 
definiert. Dabei ist p E Z und W, = 2n/dn die Grundfrequenz des Intervalls. Die 
Operatoren U„ und U:, können nach dieser Basis entwickelt werden: 
1 1 
an, = J_l de [+.+,(~)j*a„ , b., = dc [+,(~)]*n„ (7.7) 
Die dadurch definierten diskreten Operatoren a„„ an„ bnpr und biPu erfüllen die 
Standard-Fermionenvertauschungsbeziehungen. Der Hamiltonoperator (7.2) kann nun 
durch diese diskreten Operatoren dargestellt werden. 
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Der freie Ileitungselektronenterm erhält die Form 
mit 
und 
= pn = ~I-(~+'I für n > 1 . 
Der Hybridisierungsterm transformiert sich folgendermaßen: 
Dabei gilt 
3 
(zur Definition von f o  und siehe Anhang D). Der Hybridisierungsterm kann a.lso 
als I<oppIung an einen einzigen ferrnionischen Freiheitsgrad aufgefaßt werden. Jedoch 
gilt G1. (7.11) nur in der Näherung eines konstanten p ( ~ )  innerhalb der einzelnen In- 
tervalle (siehe Abb. 7.2). Je  glatter die Funktion p ( ~ ) ,  umso besser ist natürlich 
diese Näherung. Außerdem ist anzunehmen, daß die genauen Details der Zustands- 
dichte weit weg von der Fermienergie nur einen geringen Einfluß auf das Verhalten 
der Störstelle ausüben, während die Strukturen nahe der Ferrnienergje wegen der 
logarithmischen Diskretisierung ohnehin sehr gut erfaßt werden. Diese Näherung hat 
auch zur Folge, da% die p # O-Operatoren nur über den zweiten Term in (7.8) mit 
den p = 0 -Operatoren wechselwirken. Diese Kopplung ist zum einen proportional zu 
(1 - A- l ) ,  verschwindet also im Grenzfall 11 -, 1, zum anderen hat sich nach [W7i175] 
gezeigt. daß selbst bei A N 3 die storungstheoretische Mitnahme der p #  0 Beiträge 
die Ergebnisse kaum beeinflufit. In guter Näheriirig können also die p # 0 -Terme in 
(7.11) und der zweite Term in (7.8) vernachlässigt werden. Der resultierende Hamil- 
tonoperator lautet 
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Abb. 7.2: Näherung der Zustandsdichte der Leitungselektronen durch 
eine Funktion mit konstanten Werten in den Intervallen der logarithmi- 
schen Diskretisierung. 
und ist - wie irn folgenden gezeigt wird - dem Hamiltonoperator einer halbunend- 
lichen Kette äquivalent, in der Hopping nur zwischen nächsten Nachbarn erlaubt ist. 
Der Index p = 0 der Operatoren a,~, und bnou wird der einfacheren Schreibweise 
wegen weggelassen. 
Abbildung auf eine halbunendliche Kette 
Der letzte Term in ('7.13) entspricht schon der Kopplung des (-1)-ten Glieds der Ket- 
te (der Störstelle) an das 0-te Glied. Der freie Elektronenterm soll folgende Gestalt 
annehmen: 
Die Operatoren a„ und b„ hängen mit den fnu über eine orthogonale Transforma- 
tion zusammen: 
M 
111 .Arifiang D wird gezeigt, wie die Koeffizienten umn und V„, sowie die Kopplungen 
E, zwischen clen n-ten und (n+l)-ten Gliedern der Kette bestimmt werden können. 
Die Parameter cles Störst.ellen- Anderson-hlodells in der Darstellung als halbiinend- 
liche Kette (siehe Abb. 7.3) sind somit festgelegt und der Hamiltonoperator lautet 
P, 02 1 Renormierungsgruppen t heorie fiir da.s Störstellen- Anderson- Modell 
A bb. 7.3: Darstellung des Harniltonoperators (7.17) als halbunendliche 
Kette mit Kopplungen nur zwischen benachbarten Gliedern. 
In der Literatur wird der Operator H üblicherweise a.nhand eines Schalenmodells 
veranschaulicht (siehe Abb. 7.4), wobei jeweils benachbarte Schalen miteinander kop- 
peln und die Störstelle sich im Zentrum befindet. In der numerischen Auswertung 
Abb. 7.4: Darstellung des Harniltonoperators (7.17) als SchalenmodeIl. 
Die Wellenlinien deuten die KoppIungen zwischen jeweils benachbarten 
Schalen an. 
können natürlich nur endlich viele Glieder der Kette (bzw . Schalen) berücksichtigt 
werden. Entscheidend für den Erfolg der Renormierungsgruppent heorie ist. die Tatsa- 
che, daß die Kopplungen mit zunehmendem Abstand von der Störstelle exponentiell 
abfallen. Diese Eigenschaft ermöglicht es erst, in guter Näherung die irn folgenderi 
beschriebene Iterat,ion nach einer endlichen Anzahl von Schritten abzubrechen. 
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Lösung durch iterative Diagonalisierung 
Die G1. (7.17) läßt sich auch als Folge von Hamiltonoperatoren HN darstellen, die 
im Limes N + W gegen H konvergiert: 
mit 
( E ,  = + h-l)E„ = f (1 + A-l )Ef ,  U = f( l  + ~ - l ) ¿ i ) .  HN beschreibt also eine 
Kette von N + 2 Gliedern. Hel entspricht dem Hamiltonoperator der Störstelle ohne 
Wesentlich für die iterative Diagonafisierung ist der Zusammenhang zwischen zwei 
aufeinanderfolgenden Hamiltonoperatoren: 
Wie in Anhang D gezeigt wird, kann durch die Winzunahme der Kopplung an das 
jeweils nächste Glied der Kette der Hamiltonoperator HN+I diagonalisiert werden. 
Dazu ist lediglich die Kenntnis der Eigenenergien und Eigenzustände zu HN sowie 
der Matrixelernente < i 1 fi 1 j > notwendig. 
Da  die HN mit der Gesamtteildienzahl 2, dem Gesamtspin 3 und dessen T-Kompo- 
nente 3, vertauschen, ist eine Klassifizierung der Eigenzust ände nach den Quanten- 
zahlen Q7S und S, zweckmäßig. Analog zu [KriSO] wird auch hier statt der Gesamt- 
teilchenzahl 2, die Differenz der Teilchenzahl zur Halbfüllung Q = Z - ( X  + 2) 
verwendet . 
Die Eigenzustände zu H-l haben in der Darstellung IQ, S, S, > p ~  die Form 
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mit den von S, unabhängigen Eigenenergien EN(Q, S )  
Na.ch dem (N+ 1)-ten lterationsschrit t sei nun die Schrödingergleichung 
gelöst. Die Quantenzahl r zählt die Zustände im Unterraum (Q, S ,  S,). Wie in An- 
hang D beschrieben wird, läßt sich eine Basis für den Hilbertraurn Hv+l lionstruieren, 
die aus Eigenzuständen zu &, ,!? und sz besteht. Um H1v„ zii diagonalisieren, müssen 
clie hlatrixelemente 
in dieser neuen Basis berechnet werden. Es zeigt sich, daß dazu die Iienntnis der 
Eigenenergien EN(Q, S,  T )  und der reduzierten Matrixelemente 
< Q ,  S, rllf; ~ I Q ,  S7 r' > ausreichend ist. Die Diagonalisierung liefert die Eigen- 
energien EN+l (Q s, r )  lind ort,hogo~lale Matrizen, aus denen die für den nächsten 
Iterat,ioilsschritt notweildigen MatrixeIemente berechnet werden können. 
7.2 Berechnung der Spektralfunktion 
In jedem Schritt der Iteration 3äßt sich mit der Gleichung 
AN(w) = A$(w)  + A N ( w )  
die f-Spektralfunkti~n für clie Temperatur T - 0 berechnen. Air(&) eilthält da- 
bei nur Beiträge bei positiven Frequenzen, I ~ ; ( w )  nur bei negativen Frecliienzeri. 
1g > N =  IQgi Sg, Szg , ry >r?i bezeichnet den Grundzustand mit der C:riindzustanclsener- 
gie EgN = EN (Qs, ,Yg, rg ). Die Summe erstreckt sich über alle angeregten Ziistände 
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la >N= f Q, S, S„ r > N >  deren Eigenenergien EN (Q, S, T )  mit E,N abgekürzt werden. 
Die Stimme über S„ berücksichtigt die mögliche Spin-Entartung des Grundzustands. 
Die Berechnung der Spektralfunktion erfordert also die Kenntnis der Matrixelemeritc 
N (il fflnlj)N. In Anhang D wird gezeigt, wie die reduzierten Matrixelemente 
N (illfLill j), mit denen des vorherigen lterationsschritts und den zur Diagonalisie- 
rung von H ( r i ,  r' j)  notwendigen orthogonalen Matrizen zusammenhängen. 
Unter Zuhilfenahme des Wigner-Eckart-Theorems kann die Summe CS. S z g  in (7.27/ 
2s) ausgeführt werden. Wegen Q = Q, f 1 in A* (U) und S = Sg f 1/2 ergibt sich 
dann folgende Vereinfachung: 
Bei der Berechnung der f-Spektralfunktion des Störstellen-Anderson-Modells treten 
allerdings folgende Schwierigkeiten auf: 
Die im Laufe der Iteration exponentiell anwachsende Zahl von Zuständen ver- 
hindert es, alle Zustände mitzunehmen. Da nur die jeweils Ca. 300 bis 500 
energetisch niedrigsten Zustände berücksichtigt werden können, ist die Aussa- 
gefähigkeit von G1. (7.29/30) nur auf den niederenergetischen Teil des eigent- 
lichen Spektrums beschränkt. 
Die logarithmische Diskretisierung des Leitungsbandes hat eine Spektralfunkti- 
on zur Folge, die aus einer Summe aus 6-Funktionen besteht. Der Limes 11 + 1, 
i ~ i  dem die in Kap. 7.1 beschriebene Näherung exakt wird, würde das diskre- 
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t e Spektrum zwar wieder in ein kontinuierliches überführen, doch kann dieser 
Grenzübergang numerisch nic,ht durchgeführt werden. 
Das erste Problem wird folgendermaßen gelöst. Zunächst ist in den ersten Iteratio- 
nen die Summenregel für die Spektralfunktion J dwA(w) = 1 noch erfüllt. Sobald 
die Einscliränkung auf die jeweils niedrigsten Zustände vorgenommen werclen inuß, 
verringert sich die Bandbreite der Anregungsenergien pro Iteration um ca. den Fak- 
tor A - ' / ~ .  Daraus folgt, daß auch die Spelctralfunktion nur in einem um den Faktor 
il-'I2 kleineren Bereich berechnet werden kann. Die Surnmenregel kann nur da,iln 
erfüllt werden, wenn die Informationen zu höheren Anregungsenergien der vorheri- 
gen Iteration entnommen wird. 
Für die Lösung des zweiten Problems existieren in der Literatur bereits einige Vor- 
scliläge. In [Fr0863 ergibt die Mittelung der diskreten Spektralfunktionen iiber den 
Parameter z irn Bereich -0.5 5 z < 0.5 eine kontinuierliche Spektralfunktion. Wie 
durch eine gausssche L7erbreiterung der &Funktionen auf einer l ~ g a ~ i t h m i s d ~ e n  Ener- 
gieskala eine kontinuierliche Spektrdfunktion erhalten werden kann, wird in [Sali89] 
gezeigt. Es ist jedoch von vornherein nicht eindeutig, wie diese Breite bestimmt wer- 
den soll. In ICos92, Cos93, Cos93aJ wurde die ga.usssclie Verbreiterung direkt aiif cler 
Energieskala durchgeführt. Die Breite wurde zwar proportional zu i1-"I2 gewählt, 
doch wurde der Proportionalitätsfaktor bei jeder Iteration so angepaßt, daß sich für 
die Spektralfunktion eine glatte Kurve ergab. 
Hier wird der folgende Weg beschritten. Zunächst wird fiir Ca. 20 z-Werte die Speli- 
t ralf~inktion ,dNZ (L I )  bestimmt. Die aufintegrierten Spek tralfnnlc tjonen 
werden über den Parameter z gernittelt. Die resultierende Treppenfunktion IN(l i . . )  
wird mit Hilfe eines Spline-Fits geglättet. Die niimeriscke Differentiat,ion von I N ( # )  
ergibt die gesuchte Spektralfunktion AN(u) .  
Ergebnisse 
Die folgenden Resultate wurden alle bei einer konstanten Zustandsclichte der Lci- 
tungselektronen und den Parametern ~f = -0.03 und A = 0.01 durchgeführt. Als 
Test für das gerade beschriebene Verfahren ist in Abb. 7.5 die numerisch berech- 
nete Spektralfunktion für U = 0 dem exakte11 (analytisch berechneten) Resultat 
gegenübergestellt: es ergibt sich eine recht gute 71 hrreinstimmung. 
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exaktes Ergebnis: - - - . 
RG : 
- 
-0.1 -0.05 0 0.05 0.1 
0 
Abb. 7.5: Vergleich der Spektralfunktion aus der Renormierungsgrup- 
pentheorie (RG) mit dem exakten Ergebnis für U = 0. 
In Abb. 7.6 und 7.7 sind die Ergebnisse für einen endlichen Wert der Coulombwech- 
selwirkung gezeigt. Die Punkte entsprechen den durch direkte Differentiation der 
Treppenfunktion IN(w)  erhaltenen Werten und sind zur Kontrolle zusammen mit 
den kontinuierlichen Spektralfunktionen aufgetragen. Der Ausschnitt rechts oben 
zeigt jeweils eine Vergrößerung des Bereichs um W = 0. Sowohl der symmetri- 
sche ( E ~  + Z f  = -Q) als auch der unsymmetrische Parametersatz (U = 0.1) lie- 
gen im Kondo-Regime des Störstellen-Anderson-Modells und in beiden Fällen ist die 
A brikosov-Suhl-Resonanz deutlich ausgeprägt. Der Wert der Spektralfunktion bei 
w = 0 erfiillt sehr gut die Friedelsche Summenregel 
Im symmetrischen Fall ergibt (7.32) wegen nr, = 1/2 für ?rAA(w = 0) exakt den 
Wert 1. 
Auch fiir sehr hohe Werte der Coulornbwechselwirkung ist das hier entwickelte Ver- 
fahren anwendbar. Abb. 7.5 enthalt die Spektralfunktion fiir IJ = 10 (die Resonariz 
bei sf + U ist nicht mehr in dem gezeigten Ausschnitt enthalten). 
Leider bracht,e die Methode der Aufintegration, Glät.tung und anschließenden Dif- 
ferentiation des diskreten Spektrums bislang noch keine zuverlässigen Resultate fü r  
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Abb. 7.6: Ergebnis der Renormierungsgruppentheorie für die Spektral- 
funktion im symmetrischen Fall er + U = - ~ f .  
Abb. 7.7: Ergebnis der Renormierungsgriippentheorie für die Spektral- 
funktion ( U  = 0.1). 
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Abb. 7.8: Ergebnis der Renormierungsgruppentheorie für die Spektral- 
funktion ( U  = 10). 
den Fall einer gaussschen Zustandsdichte für die Leitungselektronen, wie sie bei der 
Untersuchung des d = oo-Hubbard-Modells auftritt . Die resultierenden Spektralfunk- 
tionen zeigen zusätzliche Oszillationen die als Artefakte der logarithmischen Diskre- 
tisierung zu betrachten sind. Hier sind weitere Untersuchungen notwendig, bevor 
die berechneten Spektralfunktionen zur Lösung von Gitterrnodellen in der Näherung 
einer rein lokalen Selbstenergie verwendet werden können. 
8 Zusammenfassung, Diskussion und Ausblick 
In dieser Arbeit wurde zum ersten Mal eine Funktionalintegralmethode auf clas 
Störstellen-Anderson-Modell angewendet, die exakt den Limes unendlich hoher lo- 
kaler Coulombabstoßung berücksichtigt. Durch Ausintegration der unendlich vielen 
Freiheitsgrade der Leitungselektronen gelang es, eine effektive 'Wirkung für das lo- 
kalisierte Niveau herzuleiten. Diese effektive Wirkung bildete den Ausgangspunkt 
für die numerische Berechnung der thermodynamischen Green-Funktion G(T),  aus 
der die Besetzungszahl und die magnetische Suszeptibilität der Störstelle bestimmt 
werden konnten. Das daraus resultierende effektive magnetische Moment zeigte die 
erwartete Temperat urabkängigkei t: fiir hinreichend große Hy hridisierung uild kleine 
Temperaturen wird dieses Moment durch die Leitungselektronen abgeschirmt. Die 
numerische Auswertug war jedoch immer auf einen Bereich kBT 2 V beschränkt. 
Es wurde ausführlich das Problem diskutiert, wie aus den G(r)-Daten die f-Spektral- 
funkt ion A ( ~ J ) ,  die dem Bei trag des lokalisierten Niveaus zur Zustandsdichte des 
gesamten Elektronensystems entspricht, erhalten werden kann. Dabei zeigte es sich, 
dafi es oft viele verschiedene Spektralfunktionen gibt, die die G(.r)-Daten mit nur 
sehr geringen Abweichungen anfitten. Für den Fall, daß das f-Niveau genau an der 
Fermikitnt,e liegt, gelang es dennoch, eindeutige Spektralfunktionen zu berechnen. 
Mit zunehmender Hybridisierung verbreitert sich dabei die Resonanz am f-Niveau 
und verschiebt sich zu hijheren Energien. 
Der \-ergleich der Ergebnisse mit Rechnungen innerhalb einer Nori-crossing-clpproxi- 
rna.tion brachte nur geringe Abweichungen, die zum Teil auf die numerisch bedingte, 
endliche Zahl an Zeitschrit ten zurückzuführen sind. 
Außerdem wurde in dieser Arbeit das von Wilson [\Vi175] und Krislina-rnurthy et 
al. [Kri80] zur Untersuchung des Störstellen-Anderson-Modells entwickelte R.enor- 
mierurigsgruppenverfahren auf eine energieabhangige Kopplurig der Störst.elle an die 
Leitungselektronen verallgemeinert. Der Hamiltonoperator konnte auf eine Darstel- 
lung als halbunendliche Kette transformiert werden, deren iterative Diagonalisierung 
numerisch durchgeführt wurde, Daraufhin wurde ein Verfahren vorgestellt, aus den 
diskreten Spektren kontinuierliche Spektraffunktionen zu berechnen. Die Auswer- 
tung geschah bei T = 0 und soll in Zukunft auf endliche Temperaturen übertragen 
werden. Für U = 0 und konstante Kopplung an die Leitungselektronen stimmen die 
Spektralfunktionen gut mit dem analytisch bekannten Resultat überein, und für ei- 
ne endliche Coulombwechselwirkung ist die Friedelsche Summenregel nahezu perfekt 
erfüllt. Im Falle einer nichtkonstanten Kopplung konnte die Spektralfunktion jedoch 
noch nicht auf zufriedenstellende Weise aus den diskreten Spektren berechnet werden 
- hier sind erst genauere Untersuchungen notwendig. 
Die hier beschriebene Funktonalintegralmet hode bietet Ansatzpunkte für eine Reihe 
weiterführender Arbeiten. Von großem Vorteil wäre es, wenn das Funktionalintegral 
mit Hilfe eines Monte-Carlo-Verfahrens ausgewertet werden könnte. Dies würde die 
Grenze der erreichbaren Temperaturen deutlich erniedrigen. Dazu müßten andere 
Darstellungen für die bFelder untersucht werden, eventuell auch solche, in denen ein 
&Feld durch mehr als nur zwei Einstellungen eines diskreten Feldes ersetzt wird. 
Das Funktiondintegralkonzept kann leicht auf andere Modelle stark korrelierter Elek- 
tronensysteme übertragen werden. Zwar wird in Gittermodellen der numerische Auf- 
wand gegenüber dem Störstellenmodell beträchtlich zunehmen, doch könnten dort 
analytische Näherungsverfahren erfolgreich sein. 
Eine kleine Modifikation irn Funktionalintegral (siehe [We190]) bietet außerdem die 
Möglichkeit, neben der Doppelbesetzung auch die Nicht-Besetzung des f-Niveaus 
auszuschließen, wodurch Spinmodelle der Methode zugänglich werden. 
Ein wichtiger Vorzug, den alle Funktionalintegralmethoden gemeinsam haben, be- 
steht darin, daß sie in eleganter Weise die Durchführung von Transformationen 
des betrachteten Systems erlauben. Dies wurde in dieser Arbeit bereits verwen- 
det, um die Aquivdenz des Störstellen-Anderson-Modells (2.1) mit dem Ausgangs- 
Hamiltonoperator fiir die Renormierungsgruppentheorie zu beweisen. Nach einer Idee 
von Förster und Schopohl [För93] sollte es sogar möglich sein, mit Hilfe der Funktio- 
nalintegraltechnik die Darstellung des Störstellen- Anderson-Modells als halbunend- 
liche Iiet t e  a.uf einem direkteren Weg herzuleiten, auch unter Berücksichtigung der 
energieabhängigen Kopplung zwischen f-Elektron und Leitungsband. 
Die Tatsache, claß mit der hier beschriebenen Renormieriingsgriippentheorie dynami- 
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scl-ie Eigenschaften des Störstellen-Anderson-WIodells berechnet werden können, soll 
in Zukunft für die Untersuchung von Gitterrnodelleri in der Nä.hei.iilig einer rein lo- 
kalen Selbstenergie ausgenützt werden. Speziell für das periodische Andersoll-Modell 
haben die Grenzen der bisher verwendeten Lösungsverfahren (die Non-crossing-Ap- 
proximation und Quanten-M0nt.e-Carlo-Verfahren) eine konsistente Beschreibung 
noch nicht ermöglicht. Hier wird von der Renorrriierungsgruppentheorie ein entschei- 
dender Fortschritt erwartet. 
Von großer Bedeutung waren auch Untersuchungen, das Konzept dieser Näherung, 
die im Limes d-+ oo exakt wird, im Sinne einer I /d-Entwicklrtng zu erweitern. Inwie- 
weit auch bei einer solchen Erweiterung die in dieser Arbeit entwickelten Methoden 
von Nutzen sein werden, werden die zukünftigen Untersuchungen zeigen. 
A Thermodynamische Green-Funkt ion und Spek- 
t ralfunkt ion 
Dieser Anhang beinhaltet die Definitionen der hier verwendeten Green-Funktionen 
und der Spektralfunktion. Außerdem werden zahlreiche Eigenschaften dieser Größen 
diskutiert, sowie die für Kap. 5.3 wesentliche Gleichung (5.34) bewiesen. 
Thermodynamische Green-Funktion 
Sie ist definiert als 
Der Erwartungswert hat folgende Bedeutung: 
mit der Ziistandssumme Z = Sp [~-PH] und = l /ksT . In Kap. 5.2 genügte es, 
G ( r )  nur im Intervall [0, ß[ zu berechnen, denn für -ß 5 T < 0 gilt: 
Die in der gesamten Arbeit verwendete Schreibweise G(ß) ist als Abkürzung für 
G'(T + ß-) ZU verstehen. 
Spektralfunktion 
Ziinächst seien die Korrelationsfunktionen 
I04 A ?'~~e~-i~~odynarnis& Gwcii-Funktion und Spektiaifuuktion 
(,4(t) = exp(iHt)Aexp(- iHt) ,  .i E C) definiert. Airs ihnen setzt sich die Antwort- 
funktion 
X(t> = i @ ( t )  jC'(t) -t C < ( t ) ]  ( A.?) 
zusammen. Ihre Laplacetransformierte 
(Imz > 0) ist analytisch auf der gesamten oberen Halbebene. Der Imaginärteil knapp 
oberhalb der reellen Achse ergibt die Spektralfunktion: 
1 A(w) = - Iirn ImX(w + id)  
7; 6-+0+ 
Zusammenhang: thermodynamische Green-hnktion - Spektralfunktion 
Ganz offensichtlich ist G(r)  für T E 10, P [  identisch mit der Korrelationsfunktion 
C'( t )  fiir das rein imaginäre Argument t = -ir: 
Die Foi~riertransformietten von C><(t) sind durch 
definiert. Aus der Definition der Iiorrelationsfunktionen ergibt sich lrnC><(¿~) = 0 
für w E R. Außerdem gilt folgender Zusammenhang: 
C<( t )  = C'(t') mit it' = it + ß (A.13) 
Daraus folgt: 
CC(w) = e - ß w ~ ' ( w )  
Insbesondere gilt,: 
I 
1 
3 + E - ß w  IC'(4 + C<(w)I (A.15) 
G1. (A.10) lautet also: 
( A .  16) 
Wegen 
läßt sich die Spektralfunktion als Summe der Korrelationsfunktionen C> und C< 
clarst,ellen. 
Mit (A.16) folgt daraus der Zusammenhang zwischen thermodynamischer Green- 
Funktion und Spektralftrnktjon: 
Aus dieser Gleichung folgen sofort einige Eigenschaften für G(T) ,  wenn vorausgesetzt 
wird, daß A(w) 2 0 für jedes w E IR: 
Sowohl -G(T) als auch ihre zweite Ableitung sind positiv irn Intervall [0, ß[ . 
Für eine symmetrische Spektralfunktion ( A(w) = A(-U) )  gilt G(T) = G(@- T). 
Es gilt die Summenregel: 
Zusammenhang der Green-Funktionen mit den Besetzungszahlen 
Aus der Definition (A.1)  folgt fUr A = f„ B = f:: 
Speziell gilt für den Erwartungswert des Antikommutators der fermionischen Ope- 
ratoren f' und .fn: 
1 = ([.f„ C] +) = -0) - G(ß) 
106 A Thermodynail-iische Greeiin-Frrnktioi~ und Speh-tralfuuktion 
Der Antikommutator der Hubbard-Operatoren A = A-*, und B - XUo fuhrt nur auf 
das rechte Gleichheitszeichen: 
Der Ziisa-mrnenhang rni t den Besetzungszahlen ergj bt sich aus: 
I ( f f  ) = s s ~  [e-"~l.L!] 
Für Erwartungswerte der Hubbard-Operatoren Xo, und XUo verschwindet nicht nur 
nz i11 (A.26) sondern - wegen XOo [ - U )  = 0 - auch der Term n-, in (A.25) .  
Summenregeln 
a.) U < cc - ferrnionjsche Operatoren 
Die Spektralfunktion ist wegen (A.20) uricl (.4.23) auf 1 normiert: 
Hier gilt no + nu + n-, = 1. Mit 
und n, = n-, folgt: 
Die Normierung der Spektralfunktion ergibt. sich aus (A.20). 
(Diskrete) Fouriertransformierte von G ( T )  
Die Fouriertransformierte von G(T) ist definiert als: 
Ist G ( r )  jedoch nur an N Punkten TI = (I  - 1)ß/N ( 1  = 1,. . . N) bekannt, so muß 
eine diskrete Fouriertransformierte definiert werden: 
Der Zusammenhang von G(iwn) und GN(iw,) mit der Spektralfunktion läßt sich 
durch (diskrete) Fouriertransformation der GI. (A.19) berechnen. Es ergibt sich: 
Die Spektralfunktion hängt außerdem durch eine analytische Fortsetzung mit der 
Größe G(iw,) zusammen, denn es gilt: 
G(iw,) = X(z = iw,) ( A. 36) 
Mit G1. (A.9) kann damit A(w)  bestimmt werden. Die Anwendung der analytischen 
Fortsetzung auf GN(iu,) liefert jedoch eine Spektralfunktion, die erst im Limes N -, 
cm mit der gesuchten übereinstimmt. 
B Rechenregeln für Grassmann-Variable 
Der folgende Anhang beinhaItet die in dieser Arbeit verwendeten Rechenregein zum 
Umgang mit Grassmann-Variablen. Diese Darstellung ist insofern notwendig, als die 
i r i  der Literatur zu findenden Definitionen nickt immer einheitlich sind. (Für eine 
Zusammenstellung der Rechenregeln siehe auch [Neg88, PopS3]; eine ausfiihrliche 
Diskussion der Eigenschaften der Grassmann-Algebra ist. in [Ber66] enthalten; die 
Originalarbeit von H. Grassmann ist in [Cm941 zu finden) 
Definition einer endlich-dimensionalen Grassmann-Algebra 
Eine Algebra, deren Generatoren XI, . . . , X, die Bedingungen 
X ; X ~  + x k x ;  = [X;, 2k]+ = O , i, k = I , .  . . , n (B-1) 
erfüllen, wird als Grassmann-Algebra mit n Generatoren bezeichiiet. Insbesondere 
folgt aus dieser Definition: 
2 X, = 0 (E.2) 
t In Kap. 1 bis 6 stellen die Grasrrnann-Variablen d,*, . . . , rbN, dl, . . . . $L- die Genera- 
toren der Grassmann-Algebra dar. Also gilt 
irn Gegensatz zu der Antikornmiitatorrelation [ff: f ]+ = 1 für die (den 4 uncI 
entsprechenden) Fermionenoperatoren f und f t  . Die und d ~ t  sind also völlig un- 
abhängige Grassma.nn-Felder. 
Integration auf einer Grassmann- Alge bra 
Zunächst müssen die Symbole dz l , .  . . dx, eingeführt, werden, die clen Vertauscl~ungs- 
relationen 
[dx ; ,  dxk]+ I 0 : [X;. dxk]+ = 0 (B-4) 
genügen. Zwei Integrationsregeln werden definiert: 
Vielfachintegrationen werden dadurch ausgewertet, dafl die Grassmnnn-Variablen auf 
die umgekehrte Reihenfolge der Symbole dx„. . . ,dxj  sortiert werden. Dann gilt: 
Besoi~clers wicht,ig sind Integrale über Exponentiale von grassmannwertigen Aus- 
drücken, wie zum Beispiel: 
Für clen Fall Mi, = Mibij läiJt sich das Ergebnis leicht herleiten, denn aufgrund der 
Int egrationsregeln (B.5) gibt nur der Term der Reihenentwicklung der Exponent ial- 
funktion einen Beitrag, der genau das Produkt aller Grassrnann-Felder $ f $ i $ f ~ z .  . . 
+fy$jY enthält. Das Ergebnis der Integration ist dann das Produkt aller Diagonalele- 
inente von M, das sich auch als Determinante von M schreiben läßt: 
Für nichtdiagonale Matrizen gilt (B.8) ebenso. Zum Beweis muß M diagonalisiert 
werden. 
Differentiation auf einer Grassmann-Algebra 
Um cIie Differentiation an einem Produkt ans Grassmann-Variablen durchführen zu 
können, muß - genau wie bei der Integration - das Grassrnarin-Feld xi durch 
Kommutieren direkt hinter dldx;  gebracht werden. 
Auswertung von Integralen, die bei der Berechnung von Green-hnktionen 
auftreten 
Bei der Berechnung von Green-Funkt ioiie~i könne11 folgende Integrale auftreten (siehe 
z.B. (4.04)): 
- C "Y = - z v $ ~ D +  .$&: exp ' J  (B.  10) 
110 B .llei:lienregeln für (:~.asstliann- Varia. ble 
Die zrlsätzlichen Grassmann-Felder irn Integranden können dadurch berü~ksicht~igt. 
werden, daß die Wirkung um eine Kopplung an äuiiere Felcler rIt iincl rl erweitert 
wird. Daraus result,jert das sog. Erzeugende Funktional fiir die Green-Funktion. Die 
Differentiation nach den Grassrnanri-Feldern llt und T,I bringt gerade das Produlit 
w,d~i in den Integranden: 
Die Anweisung, rlt und 7 gleich Null z u  setzen, bedarf einer kurzen Erläuterung. 
Eigentlich können Grässma-nn- Felder keine Zahlenwerte annehmen! deshalb ist die- 
se Vorschrift so zu verstehen, daß alle Terme, die die Grassrnann-Felder 77t lind 17 
entlia.lten, weggelassen werden müssen. 
1 a2 
- C&.Y -" - / . D ~ ' D G  eep + C($fOi+9jgi'i) 
2 ada?, E I 
Das Integral 
nt=n=O 
kann mit. Hilfe der Transformation 
(B. 13) 
(B.14) 
I~erechnet. werden. Das Integralmaß wird durch die Integrat,ionen über die Felder (t 
und ( ersetzt. Damit folgt: 
c ~ ! ( M - ~ ~ ~ ~ ~ ~  /v('v< ~ X P  - ~ F ! M ~ s ;  
I = [ i j  ] [ I 
Mit, 
ergibt sich schließlich: 
1 G '  ( h  cletikl 
Z XY 
C Nebenrechnungen zu Kapitel 4.1 
In cliesem Anhang sollen einige Nebenrechnungen zum Kap. 4.1, in dem die Weller- 
sche Theorie beschrieben wurde, aufgeführt werden. 
Zur Definition der kohärenten Zustände 
Das zweite Gleichheitszeichen in (4.13) bedarf einer kurzen Erklärung: die Entwick- 
Iung der E~ponent~iaIfunktion bricht' wegen $,$, = 0 nach dem zweiten Term ab: 
Beweis der Äquivalenz der Gleichungen (4.11) und (4.12) - Herleitung 
der Gleichungen (4.14/15) 
Die kohärenten Zustä~ide (4.13) lassen sich schreiben als: 
Unter Berücksjchtigting, daß Produkte identischer Grassmann-Variablen verschwin- 
cleii, ergibt sich: 
Die 1ntegra.tion iiher die Grassmann-Variablen ?bn und $L führt auf: 
J dtl.!d$nI y>m bn)(+nl bnl = 10) (01 + C bz,bc~n J 0') (81 (C!. 5 )  
uu' 
i 12 C.' Nebenrechnungen zu 1ia.pitel 4.1 
Wegen der geforderten Äcluivalenz der Gleichungen (4.11) und (4.12) rnuß die Inte- 
gratioii über bn den ersten Term Invariant lassen und für den zweite11 
ergeben. 
Die Eigenwertgleichung für die kol~ärenten Zustände (4.16) 
Sie folgt aus der Definition der Hubbard-Operatoren Xij und der Tatsache, daß das 
Produkt ?),+, verschwindet. 
+nbon I $ni bn) = +nbnn 10) F . 8 )  
Die rechten Seiten der Gleichungen (C.?) und (C.8) sind identisch, also miissen auch 
die linken Seiten identisch sein. 
Die Spurformel (4.17) 
Mit den Gleichungen (C.2) und (C.3) ergibt sich: 
Die Ciröße, von der die Spur gebildet werden soll, kann natürlich nicht von +!, (L.l und 
~raccrnann- bOI abhängen. Außerdem ist. es sinnvoll anzunehmen, daß sie mit den C' 
Variablen vertauscht. Die Rechenregeln für die Grassmann-Variablen und die eben 
bewiesenen R.egeln zur Ausintegration der &Felder führen darin auf GI. (4.17). 
Das Skalarprodukt zwischen verschiedenen kohärenten Zuständen 
Mit der Ort,hogonalität der Zustände 1 i )  ( i  = O , T ,  1) folgt: 
Dieser Ausdruck läßt sich in knapper Form als Exponential schreiben: 
Die Gleichheit mit (C. 10) ergibt sich aus der Potenzreiheneiltwicklung der Exponen- 
tialf~inktion. 
Herleitung der Wirkung im Funktionaliiltegral (4.21) 
Der Integraricl des F~~nktionali~ltegrah k rin niil (C.11) komplett a.ls Esporie~itial ge- 
schrieben werden, wobei der Term $f $o als Abkürzung für aufgefalSt werden 
Hier wurde verwendet, daß Produkte aus je zwei Grassmann-Irariablen immer mit,- 
cina.iltles vert,a.uschen. Damit ist. es auch möglich, das Produkt durch eine Summe ini 
Exponenten zu ersetzen. 
Durch trminclizierung in den ersten beiden Terrrien folgt die in (4.21) angegebene 
Form cier Wirkung. 
D Nebenrechnungen zu Kapitel 7 
Die Durchführung der Renormierungsgruppentheorie ist mit hohem analytischen 
Aufwand verbunden. Um die Lesbarkeit von Kap. 7 zu erleichtern, befinden sich 
die Nebenrechnungen und Definitionen zum Teil in diesem Anhang. Zwar sind in 
[IiriSO] einige Rechnungen in ähnlicher Weise durchgeführt, doch erübrigt sich die 
ausführliche Darstellung in dieser Arbeit - aufgrund der et,was unterschiedlichen 
Schreibweise und der Erweiterung auf die nichtkonstante Zustandsdicht e - keines- 
wegs. 
Beweis der Äquivalenz der Hamiltonoperatoren (7.1) und (7.2) 
Für den Beweis ist es ausreichend zu zeigen, daß in den FiinktionaIintegralformu- 
lierungen für H' und H nach Ausintegration der Leitungselektronen clie effektiven 
Wirkungen für den StörstelIenfreiheitsgrad übereinstimmen. Die dazu notwendige 
Theorie wurde jm wesentlichen in Ka.p. 5.1 entwickelt. Die aus H' resultierende ef- 
fektive lautet demnach (vgl. (5.26)): 
anm I; ( D 4  
rni t 
5 '  j L n  ((I - ) - I  n )  - J - 1 -  (D.2) 
un n 
Für die dem Hamiltonoperator (7.2) entsprechende Wirkung gilt: 
Die Ausint,egra.tjon der Leiti~r~gselektronen Iäuft exakt. nach dern in Kap. 5.1 bc- 
schriebenen Schema ab. Die ililfsfelcler haben nun die Form: 
Die Matrix H „ I ( ~ ( E ) )  ist mit 
analog zu (3.10) definiert. Damit folgt für die effektive Wirkung: 
Da in (D.1) die Matrixelemente nur über ~k von k abhängen, ergibt sich wegen 
genau dann die Äquivalenz der effektiven kvirhngen (D.l) und (1).7), wenn gefordert 
wird, daß 
Für g ( ~ )  = i ergibt sich sofort h ( ~ )  = ~ m .  CVird die Kopplung konstant gesetzt 
( h ( ~ )  = h )  und gefordert, daß g(-1) = -1 und g(1) = 1, so folgt zunächst 
~ ( g )  = dg d s p ( z )  - 1 , 1 h=-I /  mit a =  2 
- I  fi . (D.10) dxp(x  j 
Die Funktion g ( ~ )  mui3 dann aus ~ ( g )  durch eine numerische Umkehrung bestimmt 
werden. 
,411gemerkt sei iloch, daß sich die Zustandssumrnen der Leitungselektronen durchaus 
unterscheiden könneti. diese Größen aber bei der Berechnung der Green-Funktionen 
keine Rolle spielen. 
Zur Transformation des Hybridisierungsterms (7.11) 
Mit. A(E) = T T ; ' ~ ~ ( E )  gilt: 
L:on den Integralen werden nur die p = 0 Terrne berücksichtigt, was gleichbedeutend 
ist mit der Mäherung eines konstanten A(E)  in den jeweiligen Intervallen. Also folgt 
mit den Abkürzungen: 
(D. 13) 
(D.14) 
Für den adjungierten Operator läuft die Transformation analog. 
Berechnung der Kopplungei~ E,
Der Ansatz (1.15) wird (nur für die Vernichtungsoperatoren) in die linke Seite der 
Gleichung (7.14) eingesetzt. Das Sortieren nach den fnm auf heiden Seiten von (7.1-4) 
ergibt : 
I nmu U 
00 
t i- E ( E ~ - I , ~ ~ - I ~  + ~ m f ~ + l ~ ) . f m ~  (T). 17) 
um=l 
Der Iioefizientenvergleich führt auf: 
Das Bilden des Antikammutators der linken Seiten in (D.lS/19) mit den jeweils 
acljungierten Operatoren führt schließlich auf ein System von Gleichungen, n i t  den] 
iterativ alle Koeffizienten 11„„ V„, und Kopplungen E ,  berechnet werden können: 
Die ersten beiden Gleichungen stammen aus der Definit,ion des Operators fo, (D.15). 
Die El, sind durch 
1 
En = -(1 + fI-l)zn 2 
definiert. 
Details zur iterativen Diagonalisierung 
Folgende vier Zustände bilden eine Basis für den Hilbertraum zu H N + ~ :  
(D. 25) 
(D. 26) 
Aus diesen können Eigenzustände zum Teilchenzahloperator, zum Spinoperator und 
zu clessen z-Komponente konstruiert werden: 
I&, S ,  Sn T; l ) ~ + l  = ] Q + l , S , S Z , r ; O )  
IQ, S, S.., T ;  2)„, = 4% /Q?  5' - 5 ,  Sz - : , T ;  T) 
+ J@(Q,s- :,s, + i1r;i) 
s-s, +I 
(D. 27) 
IQ, 5, s z 7 r ;  3)N+1 = -J= /Q> s + 1,s' - T) 
Die Diagonalisieriing von HNS1 kann in jedem (Q, S! S,)-Unterraum unabhängig von- 
einander vorgenommen werden. Dazu müssen die Matrixelemente 
- H J '  = N + ~  (62, S, SI, r;.iI 162, S, S z ,  r'; j ) „ „  - 
berechnet werden. Die Zustände (D.27) sind Eigenzust ä.nde z u  H N .  Deswegen gilt 
für den ersten Term in (D.28): 
( E r u ( Q - l , S , r )  : i =  j = 4  
(D. 29) 
Zur Berechnung des zweiten Terms in (D.28) werden wegen 
= x+l ( & ? ~ , s ~ r 1 i j \ f ~ , f ~ + l u  I&.s : s i7r ; i )wl  ( D .  30) 
(beide Seiten der Gleichung sind reell) nur die Matrixelernente, die den Operator fLu  
enthalten ausgewertet. Da die Operatoren f A T  und fhi die I<ornponenten eines Ten- 
soroperators +-tei Stufe bilden, ist das Wigner-Eckart-Theoren~ [Mes85] anwendbar: 
( Q 7 s ) s ~ ~ r l  fA,  IQ', s', s;, T ' )  = ( Q ,  S, rllf;~\&'. S I ,  - ' ) ( ,S i ,  s:; t CIS, ,Y,) p.31) 
Dir < iifk~~ > sind dabei die reduzierten Matrixelernente und die (9, Sl;$ als, S,) 
Clebsch-Gordan-Koeffizienten. Es ergeben sich folgende Gleichungen: 
N+I (9,  s, s,, r; 11 f k u f N + i o  1 Q 7  4 sZ,r1;2)„,  = N ( Q + ~ , s , ~ ~ ~ N I I Q , s - + , ~ ' ) ~  
N + I  {Q> Si S z .  T ;  11 f f r g f n r i i o  1 Q <  S< SI> T'; 3)N+i = N(Q + 1,  '7 rl l fLII~: s + + >  r ' ) ~  
- 
2 s  
N + I  ( Q ,  S ,  SZ, r ;  21 fi,fni+i~ 19, SYSZ, T' ;  4)N+1 - 2S + 
N ( Q , S  - ! 7 r l l f A ~ ~  - l ,S i r ' )N  
2 s  + 2 
N t 1  (Q,  ~7 SI: T ;  3) ~ & , , f ~ + l u  I Q ;  S,Sz> P'; 4)N+1 = 
t 
- N(Q,  S + $, rllfivfiQ - 1. S. r')K 
(D. 32) 
Alle nicht angegebenen Mat rixelerriente verschwinden. Die Matrix H (r i ,  r ' j )  ist damit. 
unabhängig von Sz. Aus ihrer Diagonalisierurig resultieren neben den Eigelie~iergien 
EiV+l (Q, S, W) die Eigenzust ände 
I Q l  s, 3- w),v+, = fiTc?s(~, ri)  I Q ,  S, SZ, r;  i) ,v+~ . ( D .  33) 
ri 
Die orthogonalen Matrizen werden benötigt, um die reduzierten Matrixelernente für 
cleil iiächsten Iteiationsschritt zu berechnen. 
Dabei gilt bei S = SI + 1/2 das Pluszeichen und k = 2, k1 = 3 und bei S = SI - 1/2  
das h4iniiszeichen und k = 3, E' = 2. 
Iterative Berechnung der Spektralfunktion 
Die Berechnung der f-Spektralfunktion erfordert nach (7.29/30) die Kenntnis der 
reduzierten Matrjxelemente N < Q, S, w//ftill&, S, W' >N . Diese werden zunächst 
mit Hilfe der orthogonalen Transformation (D.33) in der Basis (D.27) dargestellt: 
Die Auswertung der reduzierten Matrixelemente der rechten Seite ergibt: 
Dabei sind wiederum alle nicht angegebenen Matrixelemente gleich Null. 
Startwert e für die Matrixelerneizt e 
Die sowohl zur itera.tiven Diagonalisierung als ai1c.h zur iterativen Berechnung cler 
Spekt,ralfunktion notwendigen Startwerte für die reduzierten Matrixelernente lauten: 
t 
- I @ ?  gIIf- i I I  - 1 ? Q ) - I  = 1 (D. 37) 
- 1 ,  I .  1 0  $ 1  = -h (D. 35) 
,411e anderen Matrixelernente sind gleich Null. 
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