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Abstract The aim of this paper is the derivation of an a-posteriori error estimate for
the numerical method based on an exponential scheme in time and spectral Galerkin
methods in space. We obtain analytically a rigorous bound on the conditional mean
square error, which is conditioned to the given realization of the data calculated by
a numerical method. This bound is explicitly computable and uses only the com-
puted numerical approximation. Thus one can check a-posteriori the error for a given
numerical computation for a fixed discretization without relying on an asymptotic
result.
All estimates are only based on the numerical data and the structure of the equa-
tion, but they do not use any a-priori information of the solution, which makes the
approach applicable to equations where global existence and uniqueness of solutions
is not known. For simplicity of presentation, we develop the method here in a rela-
tively simple situation of a stable one-dimensional Allen-Cahn equation with additive
forcing.
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A-posteriori analysis of deterministic PDE (partial differential equations) is a well
developed tool. See for example the book [23] or the results for Allen-Cahn and
related equations [2,3,13]. The strength of the method is usually the derivation of
error indicators for the refinement of meshes in adaptive schemes. See [22] for an
example in a stochastic setting.
Also for SPDEs (stochastic PDEs) there are recent results on a-posteriori analy-
sis. The results of [11,18] use a-posteriori estimates in polynomial or Wiener-chaos
expansion, and the results of [24,25] show a-posteriori mean square error estimates,
under the assumption that the whole law of the numerical approximation is known
(or at least several moments of it).
In our work we follow a different more path-wise approach. We measure the error
in mean square, but condition it on the calculated numerical data. Given a single real-
ization of the numerical approximation, we show analytic bounds without using any
a-priori information on the solution. These bounds can be evaluated numerically, and
thus guarantee a-posteriori that the true solution is close to the calculated realization
of the numerical approximation for a fixed discretization.
Let us remark that the mean square error of our approximation scheme might
diverge (see Jentzen & Hutzenthaler [15,16]). Thus it is not obvious that our con-
ditional mean square error converges. Moreover, we expect quite a large variation
for different numerical realizations, which seems to be also visible in our numerical
examples. Nevertheless, in our numerical example we obtain a good error estimate
for one fixed numerical computation. Let us point out, that we are not aiming for an
asymptotic result, but for an explicit error bound for the given numerical data.
The general philosophy of a-priori error analysis is to use the true solution, which
is plugged into the numerical scheme to calculate the residual. Then using the discrete
in time equation given by the numerical scheme, one can derive a discrete equation
for the error, which has coefficients depending on the true solution. Using a-priori
information of the solution, asymptotic bounds for the error are derived.
In our a-posteriori analysis we use a time-continuous interpolation of the numer-
ical data, which is plugged into the SPDE, in order to derive bounds on the residual.
For the error we obtain a PDE which is continuous in time and has coefficients de-
pending on the numerical data. Here we can use now standard a-priori PDE-type
methods to derive error bounds, that depend only on numerical data and the residual,
which can be calculated rigorously from the numerical data.
Although for simplicity of presentation, we use a much simpler equation of Allen-
Cahn-type, our result is motivated by equations where the global existence of so-
lutions is not known, and thus global a-priori estimates are not available. Typical
examples are the three-dimensional Navier-Stokes equation or a somewhat simpler
equation from surface growth [8]. For the latter in [7,21] a-posteriori analysis was
used for the deterministic PDEs to prove numerically the regularity of solutions and
thus the global existence and uniqueness.
Here we focus as a starting point for simplicity on an one-dimensional equation
of Allen-Cahn type. In this case even asymptotic convergence results of numerical
schemes are well known. See for example [19,20] or [4,5] for a truncated scheme.
Numerically Computable A Posteriori-Bounds 3
Or the very recent articles [9,10] based on a splitting method and [26] based also on
a kind of truncation. Moreover, there is no problem with existence and uniqueness of
solutions in our example. See for instance [12].
For the spatial discretization we use the spectral Galerkin-scheme, which simpli-
fies the analysis. Moreover, for the time-discretization we use a variant of the expo-
nential scheme introduced by [17]. Asymptotically, both exponential discretization
schemes should be equivalent, but the variant we use is slightly easier to handle in
the analysis.
The precise functional analytic set-up and the equation itself is presented in Sec-
tion 2. In Section 3 we present analytic results for stochastic terms which we can-
not evaluate numerically. One is the infinite-dimensional remainder of the stochastic
convolution at discretization times. The second one bounds fluctuations in between
discretization times. Here we need to analyze an Ornstein-Uhlenbeck bridge-process,
as we know the stochastic convolution at all discretization times.
In the main result in Section 4 we present analytic error estimates for the residual
that depend only on the numerically calculated data, the initial condition, and the
stochastic terms already bounded in Section 3. We provide a bound of moments of
error in the L4-norm which is conditioned on the given numerical data. The precise
choice of the norm is due to the approximation result which we use. For bounding
the residual other norms are also possible.
In Section 5 we study the conditional mean square error of the approximation in
the L2-norm conditioned on the given numerical data. Nevertheless, this is a property
of the equation and not of the data. We need to quantify the continuous dependence of
solutions on additive perturbations, which are given by the stochastic convolution or
the residual. This is relatively straightforward, due to the relatively simple structure
of the equation with a stable nonlinearity and a stable linear part.
Section 6 provides a brief summary of a few possible generalizations of our result.
In the final Section 7, we give numerical examples to illustrate the result. Here
we use a quite poor discretization given that the solution is very rough and still obtain
meaningful error bounds. In more detail we study a finer discretization, where we see
that the rigorous error estimate bounds the solution well. One main source of error
comes from bounds on terms that appear due to stochastic fluctuations between the
discretization points and not by the error at the discrete times where the approxima-
tion is calculated. We also observe that at the discretization points the error seems to
be much smaller.
2 Setting
The following assumptions and definitions are used throughout the paper. Consider
in the Hilbert-space H = L2([0,π]) the following SPDE:
du = [Au+F(u)]dt +dW , u(0) = u? , (2.1)
subject to homogeneous Dirichlet boundary conditions on [0,π], where A is the Lapla-
cian, W some cylindrical C -Wiener process. Finally, F is the locally-Lipschitz non-
linearity given by F(u) =−u3.
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The Dirichlet-Laplacian A is diagonal with respect to the Fourier basis given by
ek(x) =
√
2/π sin(kx), k ∈ N and generates an analytic semigroup {etA}t≥0 on H.
Moreover, it is a contraction semigroup on any Lp(0,π). This is well known in L2
as the largest eigenvalue of A is −1 and thus ‖etA‖L (L2) ≤ e−t . In L∞ it is true by
the parabolic maximum principle which yields ‖etA‖L (L∞) ≤ 1. Then by the Riesz-
Thorin theorem for any Lp-space we have for t > 0




L (L2) ≤ e
−2t/p < 1. (2.2)
Let us remark that by geometric series I− etA is an invertible operator in Lp with
bounded inverse.
For simplicity we assume that the covariance operator C is also diagonal in the
Fourier basis ek, and denote the eigenvalues by α2k , i.e. C ek =α
2
k ek. This is a standard
assumption in order to simplify the analysis by working with explicit Fourier series.
We comment later on possible generalizations.
In our numerical examples we consider space-time-white noise of order one that
corresponds to αk = 1 for all k ∈ N, which is a case of solutions of quite poor regu-
larity with strong fluctuations. Nevertheless we could allow for even rougher noise.
We assume that ∑k∈N α2k k
−2+δ < ∞ for some δ > 0, which guarantees that the





is continuous both in space and time (cf. [12]).





Here the existence and uniqueness of solutions is standard. See [12], for instance.
For example, we just need for some p ≥ 3 that u ∈C0([0,T ],Lp), P-almost sure, in
order to formulate the mild solution in Lp and apply fixed point theorem to (2.3). For
the rest of the paper we just assume that u? is such that there is a sufficiently smooth
unique mild solution. But let us point out that in our approach we do not rely on any
bounds on the solution u.
2.1 Discretization
Here we define the discretization scheme used throughout the paper. For the dis-
cretization in space we use a spectral Galerkin method.
Definition 2.1 Define HN as the N-dimensional space spanned by the first N eigen-
functions e1, . . . ,eN . Moreover, denote the orthogonal projection onto HN as PN and
the orthogonal projection QN = I−PN .
Numerically Computable A Posteriori-Bounds 5
For the discretization in time, we use a fixed step-size h = T/M > 0 and for a
fixed realization ω , using a random number generator, we obtain in principle exact
values of
{PNZ(hk)}k∈N ,
defined by the recursion




eh(k+1− j)APNC 1/2X j












Here N (0,Σ) denotes the law of a Gaussian with mean 0 and covariance matrix (or
operator) Σ .
Given these values ζk for PNZ(hk), the numerical method provides a realization
of the approximation
{uk}k=0,...,M ⊂ HN ,
which is defined recursively as u0 = PNu? and




We can also write this explicitly as







Definition 2.2 Given the numerical data ζ , X and thus u, we define the numerical
approximation ϕ : [0,T ]→ HN by the linear interpolation of the points ϕ(hk) = uk.
Hence,




where s = (k−1)h+ τ with τ ∈ (0,h) and dk = uk−uk−1.
2.2 Result
The aim of this paper is to bound the conditional mean-square error given the numer-
ical data, i.e, we want to obtain:
E[‖u−ϕ‖2L2 | {Xk}k∈N] = E[‖u−ϕ‖
2
L2 | {ζk}k∈N] is small.
Therefore we do not want to estimate the error in an asymptotic result, but give a
bound that can be explicitly calculated for the given realization of the approximation.
In Theorem 5.1 we present the main analytic result for this statement. The term
”small” depends on one hand on the the numerical data ζ and X , and we evaluate
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this error only numerically. Thus we can only say whether it is small or not, after
we computed it. On the other hand, we have infinite-dimensional parts and random
fluctuations between discretization points, which we have to bound analytically, as
there is no data available.
The general philosophy is to evaluate as much as possible of the error bounds us-
ing the numerical data, and only rely on analytic estimates if no numerical evaluation
is possible. As usual we consider in Section 4 first the residual defined by:
Definition 2.3 For the numerical approximation ϕ : [0,T ]→ PNH defined in Defini-
tion 2.2 and t ∈ [0,T ] we define the residual




We identify in the residual all parts depending on the numerical data, which we
do not estimate at all, but evaluate explicitly using the numerical data.








In Lemma 4.1 we estimate the residual at the discretization points nh. As
ϕ((k−1)h+ τ) = uk−1 +
τ
h
(uk−uk−1) for τ ∈ (0,h)
we can expand the cubic nonlinearity F and evaluate all the integrals above explicitly.
Only the infinite-dimensional QNZ has to be estimated.
In order to bound the residual at intermediate times we first rewrite it in Lemma
4.2 and we present the main bounds on the residual in Theorem 4.1.
A crucial term for the theorem bounding the residual is the OU-bridge process
that gives bounds on the stochastic convolution between discretization points. The
following Section 3 provides the stochastic bounds on the infinite dimensional re-
mainder of the OU-process and the OU-bridge process.
In view of the approximation result of Section 5 which is done by a standard a-
priori estimate in L2-spaces, we need the bounds in L4 on the residual, as we rely
on the cubic nonlinearity. Moreover, the residual also contains a cubic, so we need
L12-bounds of the data.
As we want to obtain explicitly computable bounds for the Allen-Cahn equation,
we have to rely on the special structure of the equations. Nevertheless the general
approach (especially for the residual) can easily be adapted to other equations, and in
Section 6 we give a few comments on possible generalizations.
3 Stochastic bounds
Here we present analytic results for stochastic terms which we cannot evaluate explic-
itly using numerical data. One is the infinite-dimensional remainder of the stochas-
tic convolution at discretization times. The other one arises from fluctuations in be-
tween discretization times, where we need to analyze an Ornstein-Uhlenbeck bridge-
process.
Numerically Computable A Posteriori-Bounds 7
3.1 OU-process
For the stochastic term QNZ(nh) on the high Fourier-modes we cannot use any nu-
merical data to evaluate it. Moreover it is infinite dimensional. The main result here
is Lemma 3.3 below. First we need estimates of a Gaussian in the L4-norm using the
expansion in Fourier-series. We use the L4-norm, as this is the norm needed in the L2-
approximation result. It should be straightforward to extend this to general Lp-spaces
or even uniform bounds in space.
Lemma 3.1 Let Z ∼N (0,Q) be a centered Gaussian with a covariance-operator
Q on H such that tr(Q) < ∞. Denote the eigenvalues and eigenfunctions by Qek =




















for a family {nk}k∈N of independent standard real-valued Gaussians. By assumption,
we obtain that for all x the real-valued random variable











and the sequences above converges in R in mean square with respect to the probability
measure.
Thus we can use the fact that all moments of a centered real-valued Gaussian can



















which implies the claim. ut
Recall that the Fourier-basis {ek}k∈N with respect to homogeneous Dirichlet bound-
































































This yields the following lemma:
Lemma 3.2 Let Z ∼N (0,Q) be a Gaussian on H with a covariance-operator Q









We finally apply this lemma to our infinite dimensional OU-process Z:
Lemma 3.3 For all N ∈ N the OU-process {QNZ(kh)}k=1,...,M on the high Fourier-
modes is independent of the numerical data (ζk)k∈N on the low Fourier-modes and















A stronger result is proven in [6], where we even could take the supremum in time
over bounded intervals inside the expectation and thus use L∞- instead of L4-norms.
But the constant in [6] is not calculated explicitly.
The bound of Lemma 3.3 is still not numerically computable, but given a bounded
sequence αk, it is usually straightforward to evaluate (or bound) the series explicitly.
See Remark 4.1.
Proof We start by using Lemma 3.2, as QNZ(t) ∼ N (0,QNC
∫ t
0 e






















This easily implies the claim. ut
3.2 OU-bridge
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First the processes {Zn}n∈N are independent and identically distributed. Moreover,
WA(nh+ τ) = eAτWA(nh)+Zn(τ).
Denote the high modes Z (h)n = QNZn and the low modes Z
(l)
n = PNZn, which are
mutually independent due to the covariance operator C being diagonal in the Fourier
basis.
Moreover, it is easy to see that {Zn(τ)}τ∈[0,h] depends on the numerical data
{ζk}k∈N only via Z
(l)











This yields the following Lemma:













0 (h) = z] .
Note that the Z0 in the definition of R(z) above splits into the infinite dimensional
part Z (h) and an OU-bridge process Z (l) on the low modes. For the OU-bridge
process by a result of [14] we know explicitly its law:
Lemma 3.5 For t ∈ [0,h] the law of Z (l)0 (t) given Z
(l)
0 (h) = z with z ∈ PNH is a
Gaussian with mean λ (t,z) and covariance Q̃t with
λ (t,z) = 2PN
∫ t
0
e2Asds · eA(h−t)[I− e2hA]−1Az
and
Q̃t = PNC (2A)−1 · (1− e2tA)(1− e2hA)−1 · (I− e2A(h−t)).
Proof We follow the result of [14], but our setting is much simpler. First all operators
involved are diagonal and thus symmetric. Furthermore, they all commute. We can
also treat degenerate noise by restricting the results of [14] to the Hilbert-space given
by the range of C , which is in general only a subset of PNH. But then both C and A




0 (h) = z] = N (λ (t,z),Q̃t)
where by [14, Prop. 2.11]
Q̃t = PNCt(I−V 2t )
and by [14, Prop. 2.13]














t , Kt = Q
1
2



























I− e2hA− e2A(h−t)(1− e2tA)
)
=PNC (2A)−1(1− e2tA)(1− e2hA)−1(I− e2A(h−t)).
ut
The following bound is surely not optimal, but a slight simplification of the exact
bound.































We can explicitly calculate an upper bound for Sh by first using numerical data











Proof First using Lemmas 3.5 and 3.2 and taking into account the infinite-dimensional
remainder of the OU-process, that is independent of the OU-bridge, we obtain
Law[Z0(t)|Z (l)0 (h) = z] = N (λ (t,z),Q̃t)
on H with covariance operator Q̂t being diagonal in Fourier space with





























































































































For the mean value, we obtain from Lemma 3.5 using (2.2)











This section is devoted to bounds on the residual, which measures the quality of an
arbitrary numerical approximation. We evaluate as much as possible explicitly using
numerical data, but there are some terms in the residual we cannot evaluate. First,
the infinite dimensional remainder of the noise is not available via numerical data.
Furthermore, we also need to estimate the OU-bridge process between discretization
points. Even with the numerical data available these two terms remain unknown and
random.
First we consider the discretization points tn = nh, and later we focus on the
points nh+ τ , τ ∈ (0,h), which are in between. Recall that for the approximation
ϕ : [0,T ]→ PNH defined in Section 2.1 and t ∈ [0,T ] we defined the residual in
Definition 2.3.
4.1 At discretization points
In the following Lemma we identify all terms in the residual at the discretization
points nh that can be calculated explicitly using the numerical data. We define them
as Resdat.
Definition 4.1 For the numerical data defined in section 2.1, we define the following


















Recall that for s ∈ [(k− 1)h,kh] we defined the numerical approximation as a
linear interpolation between the data points: ϕ(s) = uk−1+ τh dk, where s = (k−1)h+
τ with τ ∈ (0,h) and dk = uk−uk−1. Thus both I2 and I3 depend only on the numerical
data.
Moreover, one can easily evaluate both recursions and write down an explicit
representation in terms of sums.
Note furthermore that the cubic terms in the previous definition depending on uk
and dk are all in H3N and thus numerically computable. The integrals are all over
diagonal matrices and can be also calculated explicitly in the numerical evaluation.
Lemma 4.1 For the numerical data defined in section 2.1, the residual {Res(kh) :
k = 0, . . . ,M} defined in (2.4) is given at discrete times as
Res(kh) = Resdatk +Res
stoch
k
where the part depending only on the numerical data is given by
Resdatk = I2(k)+ I3(k).
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Moreover,
Resstochn =−QNZ(nh)


















For the two integrals we now use the definition of ϕ . For the first integral on the right
hand side we note that although it looks infinite dimensional, due to the projection
onto the infinite dimensional space QNH, the cubic of an element of HN is finite











































































































This finishes the proof. ut
4.2 Between discretization points











































Therefore, by the fact that by linear interpolation ϕ(nh+ τ) = unh + τh dn+1, where
dn+1 = un+1−un, we get










eA(nh+τ−s)dW (s)︸ ︷︷ ︸
=Zn(τ)
. (4.2)
At this point we need to estimate, as due to τ ∈ (0,h), we cannot evaluate the terms








eA(τ−sh)(un + sdn+1)3ds. (4.3)
In order to bound I(τ), we use that the semigroup etA generated by the Dirichlet-
Laplacian A is a contraction semigroup on any Lp(0,π). See (2.2). Thus we obtain



































This still contains powers of τ , but as we are going to integrate this over τ , we
keep them and estimate later. Let us summarize the result starting from (4.2).
Lemma 4.2 For n ∈ {0, . . . ,M−1} and τ ∈ [0,h] we have




with I defined in (4.3) and bounded in (4.4) and Zn was defined in (3.1).
4.3 Bounding the residual
Now we are going to bound the residual for intermediate times. Fix n∈{0, . . . ,M−1}
and τ ∈ [0,h]. In view of Lemma 4.2, we first bound




AeAsds un‖L4 ≤ τ‖Aun‖L4
to obtain
‖Res(nh+ τ)‖L4 ≤ ‖Res(nh)‖L4 + τ‖Aun‖L4 +
τ
h
‖dn+1‖L4 +‖I(τ)‖L4 +‖Zn(τ)‖L4 .
(4.5)
In order to bound the residual in a conditional L4-moment, we define the rounding:
For s ∈ [nh,h(n+1)) we define n(s) = n∈ N and τ(s) = s−n(s)h ∈ [0,h).














































We now bound all the terms above separately. Let m(t) be the largest integer, such
























































where we used that Res(0) = 0, so that all sums start at n = 1.

























































































Summarizing, we have the following bound on the residual, that can be evaluated
numerically.
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Theorem 4.1 For the residual from (2.4) defined with numerical data ϕ (and thus
uk, dk and ζk) from Section 2.1 we have for t ∈ [mh,(m+ 1)h) and m ∈ {1, . . . ,M}
































































Remark 4.1 The quantity Km is almost numerically computable using numerical
data. Moreover, we can update the sums in the numerical computation, so that we
do not need to calculate them in every step.
The only term that is not yet computable is the sum depending on the αk for

















Let us also remark that due to the way we did the estimate, we cannot take the
number N of Fourier-modes arbitrarily large. Due to the regularity of the solution
u, which is not in H2, we cannot expect ‖Aun‖ to be bounded for N → ∞. Thus we
always need to take h sufficiently small to balance that effect.
We expect that it is possible to give a precise estimate for the asymptotic limit
h→ 0 and N→ ∞ of h‖Aun‖, but here we intend to calculate this explicitly, in order
to obtain a better bound without any estimate.
5 Approximating the error
In this section we carry over bounds on the residual to bounds on the error between
solutions and numerical approximation. The arguments crucially depend on the prop-
erties of the equation especially on the nonlinear stability. The numerical data only
comes into play via the residual. From an abstract point of view, we need to quantify
the continuous dependence of solutions on additive perturbations like the one given











Therefore, for the difference d(t) = u(t)−ϕ(t) we have




with d(0) = u?−ϕ(0) = QNu?. Unfortunately, the residual and thus d is not differ-
entiable. As we want to rely on standard a-priori estimates to exploit the nonlinear
stability of the cubic, we need to substitute further.





which means r is the solution of the following differential equation
∂tr = Ar+F(r+ϕ−Res)−F(ϕ).
Recall that Res(0) = 0 so r(0) = d(0) = QNu?.
Now we use standard a-priori estimates for the equation for r. This yields good
estimates, as both the linear part and the nonlinear part are stable, which simplifies







The following lemma is necessary to bound the cubic. It is not optimal but simple
and sufficient for our purposes.
Lemma 5.1 For all r,R,ϕ ∈ R we have










Thus the term is non-positive if r and r + R have the same sign (i.e., in the case
r,r+R ∈ [0,∞) or r,r+R ∈ (−∞,0]).
In the remaining two cases we have |R| ≤ |r|, as for r ≤ 0 ≤ R+ r we have R ≥
−r≥ 0 and for r+R≤ 0≤ r we have 0≤ r≤−R. Thus we obtain using ab≤ a2+ 14 b
2
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From Theorem 4.1 we can get the following bound for the error (by using Cauchy-








In order to have a fully numerically computable quantity, we need to take care of the































Theorem 5.1 Let u be a mild solution of (2.3) with initial condition u?, ϕ the nu-
merical approximation from Section 2.1, and Res the numerical approximation from
(2.4). For t ∈ [mh,(m+1)h) and m ∈ {1, . . . ,M} with M = T/h we have for the error





≤ ‖QNu?‖2 +2(Km)4 +6(Km)2(Im)1/2



















As we expect Km to be small, and the solution of the numerical scheme not, the third
term should dominate in the error estimate. This is also confirmed in the numerical
example.
Note that we usually neglect the error term coming from the initial condition by
assuming that QNu? = 0. Anyway this can be made as small as we wish, by assuming
that the initial condition is sufficiently smooth and choosing N large.
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Let us also remark that r is not the error d = u−ϕ we are interested in, but we
neglect this in the discussion of the numerical examples later, as we expect Res to be
small, which we only know after numerical evaluation. Let us point out again, that for
our estimates above we needed equations for d or r in differential form. But as neither
the residual nor d is differentiable, we needed to change to r which is differentiable.
6 Extensions of the Result
In this section we discuss a few possible generalizations of our result. As the precise
bounds and constants (especially in the approximation result) depend heavily on the
structure of the given equation, we presented only the Allen-Cahn equation as an
example. Although may methods of the proof (especially the results for the residual)
should be straightforwardly adapted to other equations.
Stable polynomial nonlinearities: These should be easy to treat with our results.
The estimate for the residual only contains more terms, if the nonlinearity is of higher
order. But due to the approximation result we have to change all the estimates to Lp+1
and thus to L(p+1)p if the nonlinearity is a polynomial of odd degree p, instead of L4
and L12 used for Allen-Cahn.
Globally Lipschitz nonlinearities: It is possible to adapt our result to this case, but
it is not useful, as the analytic error estimate for the numerical approximation that are
already available are quite good.
General differential operators: If they are diagonal w.r.t. the Fourier basis, then all
estimates needed should be similar. But for general operators none of our estimates
for the stochastic convolution and the Bridge process in between discretization points
apply directly. These need to be rewritten in such a case.
General noise: It is possible to treat more general additive noise terms, where the
differential operator A and the covariance of the Wiener process do not commute. But
this is significantly more complicated. Various constants in our estimates are not that
easy to compute explicitly for general noise. Moreover, the generation of PNZ(hk) is
significantly more involved in the numerical scheme if the covariance of the noise is
not diagonal in Fourier space. Thus we restrict ourself in the examples to space-time
white noise.
Different schemes in time: The exponential Euler scheme is well adapted to the
mild formulation in combination with the spectral Galerkin method. It simplifies the
analysis, and allows to isolate the data dependent terms in the residual. If different
discretizations in time are used, one needs to rewrite the residual in a different way.
For example for Euler type schemes one needs to define the residual using the weak
instead of the mild formulation, which would change the bound on the residual com-
pletely.
Spatial Discretization: Let us finally remark, that the analysis depends crucially
on the spectral Galerkin approximation, that simplifies all estimates a lot. For other
numerical methods like finite element methods, the results for the residual has to
be rewritten completely. Nevertheless the approximation result in the end does not
depend on the numerical method but only on the structure of the equation.
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7 Numerical Experiments
For the numerical result we focus on space-time white noise of strength 1, which
means that all αk = 1. Moreover, as both the linear part and the nonlinearity are
stable, we expect the solution to be of order 1 with rare events, where the solution is
significantly larger. Nevertheless, we expect solutions to be quite rough.
Due to poor regularity properties, we do not expect the numerical approximation
to be very accurate, but still we first tried a relatively poor discretization with N = 128
Fourier-modes and time-steps h = 10−4 with a terminal time T = 1. As expected this
did not work that well, and the error is only a little bit smaller than the solution, see
Figure 7.4. Thus we used in our example
N = 256 and h = 10−6.
To simplify the example, we consider the initial condition u0 = u? = sin(x). In that
case the projection to the high modes vanishes, i.e., QNu? = 0, and we can neglect all
error terms arising from the initial condition.
First in Figure 7.1 we plotted the residual K 4m for m= 1, . . . ,1/h together with the
final error. As expected K 4m is small and the error term from Theorem 5.1 is bounded
by the error term involving K 2m and the numerical data.
In Figure 7.2 we plot two terms of the residual K 4m , for m = 1, · · · ,1/h. One of
the main terms in K 4m which depends on the numerical data is Res
dat
n , therefore we
plot h∑mn=1 ‖Resdatn ‖4L4 in Figure 7.2(b) to see impact of these terms on the residual-
bound K 4m , which seems to be negligible.


























Fig. 7.1 Comparison of the bound K 4m on the residual and the final error bound from Theorem 5.1 with
N = 256,h = 10−6. Obviously, the K 4m is not relevant in that estimate.
Moreover in Figure 7.2(a) we plot h∑mn=0 Sh(ζn+1− ehAζn), i.e, the term in K 4m
which arises from the OU-bridge. By comparing Figure 7.1(a) and 7.2(a) we can
see the impact of the OU-bridge on K 4m . This gives a substantial, but not the most
dominant term in K 4m . We can also see that this error term is almost growing linear.
The reason for this is that the part in Sh that depends on the numerical data ζn is
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quite small and the deterministic part of the estimate dominates, which bounds the
fluctuations of the OU-bridge between the data points.











(a) h∑mn=0 Sh(ζn+1− ehAζn)















(b) h∑mn=1 ‖Resdatn ‖4L4
Fig. 7.2 Values of h∑mn=0 Sh(ζn+1−ehAζn) which bounds the OU-bridge. This gives a substantial, but not
the most dominant term in K 4m . The data dependent terms h∑
m
n=1 ‖Resdatn ‖4L4 at the discrete time-points in
the residual are negligible. Occasionally these terms become suddenly larger, at points where we have a
stronger increase in the error.




which is stated in Theorem
5.1 is plotted in Figure 7.3 for 10 simulations. It confirms that the numerical approx-
imation with N = 256 and h = 10−6 works well, in contrast to the case N = 128 and
h = 10−4. See Figure 7.4.
We also see in Figure 7.3 and even better in Figure 7.4 that the error is not growing
with constant speed, but it has parts where it grows much faster. This effect is also
very well visible in Figure 7.2(b), although the effect there is too small to have an
impact on Km. We conjecture that this might be a large deviation effect, that actually
might not be that rare due to noise strength of order one.
Let us also point out that we do not expect to have a mean-square error bound
without conditioning on the numerical data. Thus both in Figure 7.3 and 7.4 we ex-
pected a quite large variation for different realizations of the numerical approxima-
tion.
To see exactly the impact of each term in Km we plotted its value in Figure 7.5.
Also in Table 7.1 values of each term at the final time T = 1 is stated for 4 simulations.
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