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Povzetek
V diplomskem delu si ogledamo implementacijo topolosˇkega pristopa k analizi
digitalnih 2-dimenzionalnih slik. Najprej predstavimo dva nacˇina, kako sliko
brez izgube informacij poenostavimo in pripravimo, da je primerna za na-
daljnje algoritme. Obdelano sliko nato predstavimo kot topolosˇko strukturo,
ki jo imenujemo kubicˇni kompleks. S pomocˇjo slednjega zgradimo vektorsko
polje, ki odrazˇa smeri, kamor funkcijske vrednosti padajo, ter pripadajocˇi se-
znam kriticˇnih celic. Iz obeh dobljenih struktur zgradimo Morsov kompleks,
s katerim zajamemo bistvene informacije o posamezni sliki, in izracˇunamo
Bettijeva sˇtevila, ki opisujejo kljucˇne znacˇilnosti slike. Za izracˇun Bettijevih
sˇtevil prav tako predstavimo dva pristopa. Na koncu sledi sˇe prikaz uporabe,
kjer na izbranih primerih slik sˇtejemo svetle objekte.
Kljucˇne besede: diskretna Morsova teorija, topolosˇka analiza podatkov,
kubicˇni kompleks, Morsov kompleks, Bettijeva sˇtevila.

Abstract
In this thesis we present an implementation of a topological approach to 2-
dimensional digital images. First, we present two methods for simplifying
and preparing the image, without loss of information, for further algorithms.
We represent the image as a topological structure called a cubical complex.
On the cubical complex, a discrete vector field encoding the directions of de-
scent of grey scale values is constructed, together with the corresponding list
of critical cells. From these, the Morse complex, which captures the vital in-
formation about the image, is built. Using Betti numbers, important features
in the image are described. We present two approaches to computing Betti
numbers. The thesis concludes with a presentation of how the implemented
algorithms can be used for counting bright objects on specific examples of
images.
Keywords: discrete Morse theory, topological data analysis, cubical com-
plex, Morse complex, Betti numbers.
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Uvod
Digitalne slike so danes zˇe skoraj povsem nadomestile stare, t. i. analogne
slike. Prav tako so vedno bolj kvalitetne in izostrene, pri cˇemer ima zasluge
vedno boljˇsa tehnologija, ki ocˇitno ne pozna meja in omogocˇa prikazovanje
slik z vedno vecˇjim sˇtevilom slikovnih elementov. Posledicˇno so postali algo-
ritmi za obdelavo slik pocˇasnejˇsi, saj sˇtevilo vhodnih podatkov hitro narasˇcˇa.
Algoritmov in pristopov za obdelavo slik je ogromno. V tej nalogi se bomo
osredotocˇili na topolosˇko analizo slik. Tovrstna analiza omogocˇa kar nekaj
algoritmov za analiziranje, kot so tanjˇsanje (ang. thinning), sledenje mejam
in povrsˇini (ang. border and surface tracing), sˇtetje komponent ali tunelov
(ang. counting of components or tunnels), itd. [9] Poblizˇje si bomo ogledali
sˇtetje komponent. Kot problem si lahko predstavljamo slike vecˇjih locˇljivosti,
za katere vemo, da je njihova obdelava cˇasovno in prostorsko zahtevna. Nasˇa
motivacija je, kako iz slike razbrati najpomembnejˇse topolosˇke informacije,
jih ustrezno predstaviti v racˇunalniku in s tem konkretno privarcˇevati tako
na cˇasu kot prostoru.
1.1 Digitalne slike
Za zacˇetek si najprej oglejmo nekatere pomembne lastnosti digitalnih slik.
Vsaka digitalna slika je predstavljena kot koncˇna mnozˇica slikovnih elementov
1
2 POGLAVJE 1. UVOD
(v 2-dimenzionalnem prostoru imenujemo te elemente ang. pixels). Zaradi
lazˇjega razumevanja algoritmov in podatkovnih struktur se bomo posvetili
2-dimenzionalnim slikam, cˇeprav vse obravnavano velja tudi za slike viˇsjih
dimenzij. Brez kakrsˇne koli izgube informacij lahko posamezne slike izrazimo
samo z eno barvo. S tem bi zˇeleli poenostaviti vhodne podatke algoritmom,
da bi lahko ti cˇim hitreje in optimalno opravili svoje delo. V tej nalogi bomo
predstavili dva taksˇna nacˇina, ki ju bomo podrobneje spoznali v naslednjih
odstavkih.
Prvi nacˇin je, da slike predstavimo kot sivinske. V realnosti lahko taksˇne
dobimo zˇe v osnovi, toda z veliko verjetnostjo bo ravno nasprotno, kar pa ne
predstavlja vecˇjega problema, saj jih lahko kadar koli enostavno predstavimo
oz. pretvorimo v sivinske vrednosti. To storimo tako, da vsak barvni slikovni
element pretvorimo po naslednji formuli:
sivinska vrednost elementa = 0.3 ∗R + 0.59 ∗G+ 0.11 ∗B, (1.1)
kjer so R, G in B intenzitete rdecˇe, zelene in modre barve poljubnega
slikovnega elementa. S to formulo zagotovimo, da se vsi barvni slikovni ele-
menti spremenijo v sivinske vrednosti tako, da zajemajo vrednosti z intervala
[0, 255], kjer najmanjˇsa vrednost opisuje najtemnejˇsi odtenek (cˇrna barva),
najviˇsja pa najsvetlejˇsega (bela barva).
Drugi, preprostejˇsi nacˇin, pa je, da namesto pretvarjanja intenzitet vseh
treh barvnih odtenkov v sivinske vrednosti, vzamemo le eno izmed treh barv-
nih kanalov – rdecˇo, zeleno ali modro. S tem je nasˇ vpliv na koncˇen rezultat
nicˇen [1, 7, 8].
1.2 Orodja
Vsi algoritmi, predstavljeni v diplomskem delu, so implementirani v pro-
gramskem jeziku C #.
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1.3 Vsebinski pregled
Najprej bomo pokazali, kako digitalno sliko predstavimo v topolosˇkem pro-
storu, ki ga imenujemo kubicˇni kompleks (ang. cubical complex ), ga po-
drobneje opisali in predstavili njegovo implementacijo. Nato bomo poblizˇje
spoznali, kaj so kriticˇne tocˇke, kaj je diskretno vektorsko polje in kako ga
zgradimo (z opisom algoritma). Sledi opis, kako iz seznama kriticˇnih celic
in diskretnega vektorskega polja zgradimo Morsov kompleks (ang. Morse
complex ), ki z vidika kompleksnosti predstavlja posplosˇen kubicˇni kompleks
z najpomembnejˇsimi topolosˇkimi informacijami. S pomocˇjo dobljenih infor-
macij bomo pokazali sˇe, kako lahko presˇtejemo sˇtevilo iskanih objektov. Na
koncu si bomo ogledali tudi nekaj primerov slik in jih analizirali za razlicˇne
vhodne podatke.
Omenjen postopek, skozi katerega se bomo podali v nadaljevanju tega di-
plomskega dela, smo zasnovali na teoreticˇni podlagi cˇlanka z naslovom Theory
and Algorithms for Constructing Discrete Morse Complexes from Grayscale
Digital Images [10].
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Kubicˇni kompleks
Cˇeprav vsaka sivinska slika izgleda podobno kot zvezna funkcija na pravoko-
tniku v ravnini, smo se v uvodu lahko prepricˇali, da ni tako. Ker gre v resnici
za diskretne (slikovne) elemente, nam to dejstvo pravzaprav le olajˇsa delo.
Zvezni prostori v racˇunalniˇstvu namrecˇ zaradi same predstavitve niso do-
brodosˇli in jih zato poskusˇamo vedno predstaviti diskretno. V tem poglavju
bomo spoznali enega izmed mnogih diskretnih prostorov, ki jih uporabljamo
v topologiji.
Topolosˇki prostor, ki predstavlja poljubno digitalno sivinsko vecˇ-dimen-
zionalno sliko kot skupek celic razlicˇnih dimenzij, imenujemo kubicˇni kom-
pleks (ang. cubical complex ) [1, 9]. Kasneje bomo videli, da lahko z njegovo
pomocˇjo natancˇneje prikazˇemo padanje in narasˇcˇanje sivinskih vrednosti.
Osredotocˇili se bomo le na 2-dimenzionalne sivinske slike, cˇeprav bi lahko
na podoben nacˇin obravnavali tudi 3- in vecˇ-dimenzionalne “slike”. V na-
daljevanju bomo predstavili zgradbo in lastnosti kubicˇnega kompleksa ter
implementacijo podatkovne strukture, s katero lahko na hiter in ucˇinkovit
nacˇin dostopamo do posameznih elementov kompleksa.
5
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2.1 Zgradba in lastnosti
Naj bo digitalna sivinska 2-dimenzionalna slika velikosti M × N definirana
kot diskretna funkcija g : D → R, kjer je D = {(i, j) | 0 ≤ i ≤
M, 0 ≤ j ≤ N} in D ⊂ Z2. Potem lahko v grobem 2-dimenzionalni
kubicˇni kompleks K(D) (ali krajˇse K) opiˇsemo kot zbirko p-celic (za p = 0, 1,
2), kjer so slikovni elementi (ang. pixels) x ∈ D celice najmanjˇse dimenzije
in predstavljajo ogliˇscˇa (0-celice) kubicˇnega kompleksa. Vsaki dve sosednji
ogliˇscˇi (z vidika evklidske razdalje) sta med seboj povezani z viˇsjo dimenzi-
onalno 1-celico. Seznamu 1-celic pravimo robovi (ang. edges), celicam, ki
jih te posledicˇno tvorijo, pa 2-celice, imenovane kvadrati (ang. squares) [10].
Gradniki kubicˇnega kompleksa so vidni na sliki 2.1.
(a) Ogliˇscˇe (0-celica) (b) Rob (1-celica) (c) Kvadrat (2-celica)
Slika 2.1: p-celice 2-dimenzionalnega kubicˇnega kompleksa.
Celice razlicˇnih dimenzij so med seboj v relaciji tedaj, ko ima viˇsje-
dimenzionalna celica v svojem robu nizˇje-dimenzionalno celico. Za mnozˇico
{α(p) < β(q) | α(p), β(q) ∈ K, p < q, p, q ∈ {0, 1, 2}},
kjer so ogliˇscˇa celice α(p) vsebovana v mnozˇici ogliˇscˇ celice β(q), pravimo, da
je α(p) lice (ang. face) od β(q) ali β(q) kolice (ang. coface) od α(p). Posledicˇno
tako vedno velja, da kompleks, ki vsebuje p-celico c, vedno vsebuje tudi vsa
lica celice c [2, 10].
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2.2 Podatkovna struktura
Z zgoraj nasˇtetimi lastnostmi poznamo vse najpomembnejˇse lastnosti kubicˇ-
nega kompleksa, ki jih teoreticˇno in prakticˇno potrebujemo za nadaljevanje.
Zˇelimo namrecˇ zasnovati cˇim boljˇso podatkovno strukturo, s katero bomo na
hiter in ucˇinkovit nacˇin dostopali do posameznih elementov kompleksa.
Naj bo I vhodna digitalna sivinska slika velikosti M × N . V racˇunalniku
po navadi sliko predstavimo kot vecˇ-dimenzionalno tabelo, kjer so njene vre-
dnosti bodisi barvni bodisi sivinski slikovni elementi in kjer je dimenzija
tabele odvisna od dimenzije slike. Podatkovno strukturo, ki bo predstavljala
omenjeno tabelo, bomo imenovali Matrix. Enako se imenuje tudi nasˇ osnovni
razred, iz katerega je izpeljan kubicˇni kompleks.
Tako kot samo sliko tudi kubicˇni kompleks predstavimo na podoben nacˇin,
le da so njegovi elementi p-celice. Omenili smo, da za vsaki dve sosednji
ogliˇscˇi v mrezˇi Z2 v evklidskem prostoru obstaja povezava, sosednja sˇtiri
ogliˇscˇa v obliki kvadrata pa tvorijo 2-celico. V nasˇi podatkovni strukturi
to predstavimo z dodatnimi vrsticami in stolpci v matriki p-celic, zato so
dimenzije kubicˇnega kompleksa za sliko I velikosti (2 ∗M − 1)× (2 ∗N − 1).
Slabost taksˇne podatkovne strukture je povecˇanje njene velikosti, saj se
ta povecˇa za skoraj faktor 2 glede na velikost same slike, vendar pa teoreticˇna
prostorska zahtevnost sˇe vedno ostaja enaka, tj. O(M ∗N). Po drugi strani
pa v prid taki predstavitvi govori dejstvo, da smo s taksˇnim nacˇinom imple-
mentacije oblikovali strukturo, s katero lahko hitro dostopamo do posamezne
celice. Tako lahko v vsakem trenutku poiˇscˇemo vsa lica in kolica poljubne
celice, hkrati pa vemo, za katero dimenzijo celice gre ter kje se vse celice
dolocˇene dimenzije nahajajo. Poleg tega nam taksˇna struktura omogocˇa do-
ber vpogled v to, kako se sivinske vrednosti v sliki spreminjajo.
Naj bosta i in j indeksa, kjer je i ∈ {0, 1, ...,M} in j ∈ {0, 1, ..., N},
poljubne p-celice iz kubicˇnega kompleksa slike I. Potem za vsako p-celico
velja, da je:
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• ogliˇscˇe (0-celica), cˇe sta i in j soda,
• rob (1-celica), cˇe je i lih in j sod ali obratno,
• kvadrat (2-celica), cˇe sta i in j liha.
2.2.1 Splosˇni primer
Za lazˇje razumevanje si celoten postopek oglejmo na manjˇsi simbolicˇni sliki,
velikosti 5 × 5, kot je prikazano na sliki 2.2. Na njej lahko vidimo prvotno
sliko, iz katere preberemo sivinske slikovne elemente in jih v kubicˇnem kom-
pleksu predstavimo kot njegova ogliˇscˇa. Sosednja ogliˇscˇa (tista, ki se med
seboj razlikujejo le v eni koordinati) povezˇemo, tako da dobimo robove, s
cˇimer pa zˇe sami po sebi nastanejo kvadrati.
Slika 2.2: Primer slike velikosti 5 × 5 (levo) in njenega kubicˇnega kompleksa
(desno).
Tako smo zgolj teoreticˇno opisali in prikazali, kako nastane kubicˇni kom-
pleks. Sedaj pa se bomo podrobneje posvetili predstavitvi taksˇne strukture v
racˇunalniku, kar smo sicer v grobem zˇe opisali in kar prikazuje tudi slika 2.3.
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Slika 2.3: Kubicˇni kompleks za sliko velikosti 5 × 5, kjer modri kvadratki
predstavljajo ogliˇscˇa (0-celice), rdecˇi robove (1-celice) in rumeni kvadrate (2-
celice) le-tega. Prav tako lahko opazimo, da se dolocˇene p-celice res nahajajo
na mestih (glede na parnost i in j), kot smo opisali malo prej.
2.3 Implementacija
Nekajkrat smo zˇe omenili, da je podatkovna struktura matrika, zgrajena iz
p-celic. Ker imajo v osnovi vse celice, ne glede na dimenzijo, vecˇino enakih
lastnosti, smo skonstruirali razred Cell, ki vsebuje skupne lastnosti vseh p-
celic. Najpomembnejˇse taksˇne lastnosti so zagotovo X in Y ter CellType,
ki poleg tipa hkrati povedo tudi dimenzijo celice, sledijo pa sˇe taksˇne, ki so
nam v pomocˇ pri izvedbi algoritmov.
Razred Cell poleg opisanih lastnosti vsebuje tudi pomozˇne in virtualne
metode. Virtualne metode definirajo strukturo in so v dedovanih razredih
ustrezno redefinirane v odvisnosti od dimenzije celice. Med slednje sˇtejemo
npr. IsFace, IsCoface ipd. Kaksˇen je njihov pomen in zakaj ta razred potre-
buje vmesnik IComparable, bomo razlozˇili pri predstavitvi algoritmov.
S tako definiranim razredom Cell smo na enostaven nacˇin izpeljali podra-
zrede, imenovane po p-celicah. To so Vertex, Edge in Square. Predvsem smo
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Slika 2.4: Okvirni prikaz implementacije nadrazreda Cell, iz katerega so iz-
peljane vse p-celice.
s taksˇnim nacˇinom implementacije omogocˇili, da lahko zgradimo matriko, ki
bo vsebovala vse omenjene izpeljane objekte.
Ena izmed glavnih posebnosti oz. razlik med izpeljanimi razredi je, da
vsak od njih vsebuje tabelo razlicˇne velikosti, ki hrani unikatne sivinske vre-
dnosti slikovnih elementov, urejene v padajocˇem vrstnem redu. Tako npr.
podrazred Vertex vsebuje le eno vrednost, Edge dve in Square sˇtiri vrednosti.
Sˇtevilo vrednosti je namrecˇ odvisno od sˇtevila ogliˇscˇ, ki definirajo posame-
zno p-celico. Izpeljane razrede oz. njihove lastnosti in redefinirane metode
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(v primerjavi z nadrazredom) lahko vidimo na slikah 2.5 in 2.6.
Slika 2.5: Struktura izpeljanega razreda Vertex.
Z implementacijo omenjenih razredov smo pripravili vse potrebno za pred-
stavitev kubicˇnega kompleksa v racˇunalniku. Tega zgradimo na podlagi po-
datkovne strukture, izpeljane iz razreda Matrix in jo zapolnimo z objekti
tipa Cell. Nacˇin implementacije je prikazan na sliki 2.7. Pomembno vlogo pri
tem igra metoda BuildCubicalComplex2D, ki poskrbi za izgradnjo kubicˇnega
kompleksa z vsemi pripadajocˇimi p-celicami. V resnici nam te metode ni po-
trebno posebej klicati, saj se poklicˇe zˇe pri kreiranju objekta. Za to poskrbi
konstruktor razreda, ki najprej dolocˇi velikost prostora, nato pa poklicˇe sˇe
omenjeno metodo.
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Slika 2.6: Razreda Edge in Square. Oba dedujeta iste metode, iz slike pa je
razvidno, da je le ena redefinirana glede na dimenzijo.
Slika 2.7: Kubicˇni kompleks.
Poglavje 3
Diskretno vektorsko polje
Po gradnji kubicˇnega kompleksa poljubne digitalne sivinske slike bomo presˇli
na osrednji del diplomskega dela. S to podatkovno strukturo zˇelimo namrecˇ
ustvariti diskretno vektorsko polje in hkrati dobiti tudi seznam vseh pripa-
dajocˇih kriticˇnih celic. V tem poglavju bomo obravnavali, kaj sta omenjeno
vektorsko polje in seznam kriticˇnih celic, pred tem pa bomo predstavili sˇe
nekaj uporabljenih lastnosti pri postopku in zahteve, ki jih moramo izpolniti
za pravilnost in enolicˇnost vrnjenih rezultatov.
Naj bo t prag (ang. treshold), ki zavzema neko vrednost z intervala
[0, 255] in g(x) funkcija, ki vrne sivinsko vrednost slikovnega elementa x.
Potem za vsako p-celico α velja:
Kt = {α ∈ K | g(x) ≤ t, ∀x ∈ α}. (3.1)
V splosˇnem to pomeni, da Kt vsebuje tiste slikovne elemente, katerih vre-
dnosti sivinskih odtenkov ne presegajo praga t. V primeru, ko iz kompleksa
odstranimo ogliˇscˇe oz. 0-celico, posledicˇno odstranimo tudi vsa kolica.
Za sliko P in za vrednost t lahko dopolnimo definicijo mocˇi mnozˇice Kt:
|Kt| =
{
0 , cˇe t manjˇsi od min. sivinske vr. v P
|K| , cˇe t vecˇji ali enak max. sivinski vr. v P (3.2)
Ko je t1 < t2, pravimo, da je Kt1 podkompleks (ang. subcomplex )
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kompleksa Kt2 . Slednji namrecˇ vsebuje vse celice prvega in sˇe mnozˇico celic,
ki je vsebovana v K in je ni v mnozˇici Kt1 .
Zaporedju vgnezdenih kubicˇnih kompleksov Kt pravimo filtracija (ang.
filtration). Zanimajo nas torej topolosˇke spremembe, ki se zgodijo ob na-
rasˇcˇanju vrednosti t. Povecˇanju kompleksa Kt−1 v stanje Kt pa pravimo
ekspanzija (ang. expansion). V nadaljevanju bomo videli, da t v resnici
nikoli ne naraste do maksimalne vrednosti, tj. 255, cˇeprav je teoreticˇno
tudi to mozˇno. Videli bomo tudi, da prakticˇno zˇe na samem zacˇetku vemo,
do katere meje bo t narasˇcˇal. Nesmiselno bi bilo namrecˇ graditi kubicˇni
kompleks do maksimalne sivinske vrednosti in nato tiste celice, ki presegajo
na zacˇetku definiran prag, zavrecˇi. S tem bi lahko na slikah vecˇjih razsezˇnosti
po nepotrebnem povecˇali cˇasovno in prostorsko zahtevnost.
Za potrebe algoritma, s katerim bomo dobili diskretno vektorsko polje
in seznam kriticˇnih celic, moramo zagotoviti, da so vse vrednosti slikovnih
elementov vedno razlicˇne. S tem se v prvi vrsti izognemo razlicˇnim rezulta-
tom, ki bi jih omenjeni algoritem lahko vracˇal. To bi se predvsem odrazˇalo
pri padanju in narasˇcˇanju vrednosti med celicami, ki jih sestavljajo enaki
slikovni elementi. Ker verjetnost velikega sˇtevila enakih elementov oz. od-
tenkov sivine raste z velikostjo slike (razlicˇnih odtenkov pa je, kot smo zˇe
omenili, 256), moramo zagotoviti, da se po perturbaciji vrednosti samih sli-
kovnih elementov ne bodo spremenili za vecˇjo konstanto, saj bi lahko s tem
prevecˇ spremenili prvotno sivinsko vrednost in bi to vplivalo na koncˇni re-
zultat. Poleg tega ne smemo uporabiti taksˇne perturbacijske funkcije, ki bi
ob vsaki ponovitvi vrnila drugacˇno vrednost.
Naj bo g(i, j) sivinska vrednost slikovnega elementa, ki se nahaja na (i, j)-
tem mestu v sliki. Z uposˇtevanjem vseh omenjenih omejitev in lastnosti
definirajmo funkcijo,
g′(i, j) = g(i, j) + η
(i + Ij)
2IJ
, (3.3)
kjer je η > 0 konstanta. Kot lahko opazimo, funkcija uposˇteva koordi-
nate (i, j) posameznega slikovnega elementa ter sˇirino in viˇsino slike (I, J).
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Algoritem bo tako ob vsaki ponovitvi vedno vrnil enako diskretno vektorsko
polje, temu pa tudi ustrezen seznam kriticˇnih celic, saj bo vrednost vsakega
elementa, ne glede na ponovitev algoritma, vedno enaka. Kasneje bomo vi-
deli, da je za algoritem pomembno, da vedno prebere vrednosti slikovnih
elementov v narasˇcˇajocˇem vrstnem redu. Z zgoraj opisano perturbacijsko
funkcijo smo dosegli, da bo ta vrstni red ob vsaki ponovitvi enak. Vrednosti
slikovnih elementov se po apliciranju te funkcije, za katero po navadi vza-
memo za η vrednost iz intervala (0, 1), spremenijo v poljubno decimalno
sˇtevilo. Kadar koli lahko to sˇtevilo pretvorimo v prvotno, tako da vzamemo
samo celi del tega sˇtevila. Priˇsteta vrednost k vsakemu elementu, kjer je η
iz omenjenega intervala, nikoli ne dosezˇe 1 [10].
3.1 Kriticˇne celice
Vsaka celica, ki nastopa v kubicˇnem kompleksu s podanimi funkcijskimi vre-
dnostmi v ogliˇscˇih, je potencialni kandidat, da postane kriticˇna celica. V pri-
meru 2-dimenzionalnih slik dobimo natanko tri vrste taksˇnih celic: kriticˇna
ogliˇscˇa, kriticˇne robove in kriticˇne kvadrate. Na kaksˇen nacˇin pridemo do
omenjenih celic, si bomo ogledali v naslednjem razdelku pri algoritmu, sedaj
pa si podrobneje oglejmo vrste kriticˇnih celic in njihov pomen.
Kriticˇno ogliˇscˇe (0-celica)
Ogliˇscˇe kubicˇnega kompleksa je kriticˇno natanko tedaj, ko gre za celico,
ki predstavlja lokalni minimum funkcijskih vrednosti. V splosˇnem to
pomeni, da je ogliˇscˇe α kriticˇno, cˇe so vse vrednosti sosednjih ogliˇscˇ
vecˇje od vrednosti ogliˇscˇa α. Za sosednja ogliˇscˇa sˇtejemo tista ogliˇscˇa,
ki skupaj z ogliˇscˇem α tvorijo vecˇ-dimenzionalne celice. Spomnimo sˇe,
da so vrednosti ogliˇscˇ posamezne celice razlicˇne.
Kriticˇen rob (1-celica)
Kriticˇen rob v vektorskem polju je v obliki sedla, saj v smeri roba, tako
v eno kot drugo stran, vrednosti padajo, medtem ko v levo in desno
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Slika 3.1: Kriticˇno ogliˇscˇe – lokalni minimum (levo) in njegova predstavitev
v vektorskem polju (desno).
smer vrednosti narasˇcˇajo. Kot bomo videli na koncu, nam kombinacija
kriticˇnega roba in ogliˇscˇa lahko dolocˇa objekt, ki ga zˇelimo presˇteti.
Slika 3.2: Kriticˇen rob – sedlo (levo) in njegova predstavitev v vektorskem
polju (desno).
Kriticˇen kvadrat (2-celica)
Element kubicˇnega kompleksa, s katerim lahko dolocˇimo, ali gre za is-
kani objekt na sliki ali ne, imenujemo kriticˇen kvadrat in ponazarja lo-
kalni maksimum. V primeru, da je kriticˇen kvadrat prisoten v obmocˇju,
ki ga omejujejo kriticˇni robovi povezanimi s kriticˇnimi ogliˇscˇi, to po-
meni, da v tistem delu obstaja viˇsje lezˇecˇe obmocˇje in ne gre za objekt,
kakrsˇne sˇtejemo [5, 6].
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Slika 3.3: Kriticˇen kvadrat – lokalni maksimum (levo) in njegova predstavitev
v vektorskem polju (desno).
3.2 Algoritem “Process Lower Stars”
Kot lahko opazimo, nam kriticˇne celice prikazujejo ekstremne spremembe
na poljubnem lokalnem obmocˇju procesirane slike, saj opisujejo najnizˇja in
najviˇsja podrocˇja ter sedla med njimi, kjer v eni dimenziji vrednosti vedno
narasˇcˇajo, v drugi pa vedno padajo. Pripadajocˇe vektorsko polje povezuje
kriticˇna obmocˇja s pomocˇjo vektorjev tako, da ti kazˇejo smer padanja vre-
dnosti, pri cˇemer vektor vedno povezuje nizˇjo-dimenzionalno celico s celico,
ki je za najvecˇ eno dimenzijo vecˇja.
Kandidate za kriticˇne celice najdemo s pregledovanjem mnozˇice celic
L(x), kjer je x ogliˇscˇe. Mnozˇico L(x) imenujemo spodnja zvezda (ang. lower
star) ogliˇscˇa x in je definirana kot:
L(x) = { α ∈ K | x ∈ α ∧ g(x) = max
y ∈ α
g(y) }. (3.4)
V splosˇnem to pomeni, da mnozˇica L(x) vsebuje celico x in vse sosednje
(viˇsje-dimenzionalne) celice (v kubicˇnem kompleksu), katerih del je tudi x in
kjer maksimalna vrednost ogliˇscˇ teh posameznih celic ne presega vrednosti
x. Na zacˇetku smo omenili, da razred Cell potrebuje vmesnik IComparable.
Ko imamo v mnozˇici L(x) vecˇ kot en element, so le-ti urejeni v narasˇcˇajocˇem
vrstnem redu. Ker so elementi oz. celice v mnozˇici lahko razlicˇnih dimenzij,
je potrebno natancˇno definirati, v kaksˇni relaciji je vsak par celic. Tiste z
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manjˇso dimenzijo so v tej mnozˇici pred celicami z viˇsjo dimenzijo, ko med
njima obstaja relacija lice ali kolice. Npr.: za ogliˇscˇe 8 in rob 85 bi veljal
vrstni red {8, 85}, saj je ogliˇscˇe 8 lice roba 85.
Pri implementaciji kubicˇnega kompleksa smo povedali, da so vrednosti
ogliˇscˇ posamezne celice urejene v padajocˇem vrstnem redu, zato na tem mestu
definirajmo sˇe funkcijo G(α), s katero bomo v nadaljevanju to urejenost
oznacˇevali:
G(α) = (g′(x), g′(yi1), ..., g
′(yik)),
kjer je g′(x) > g′(yi1) > ... > g
′(yik)
(3.5)
V nadaljevanju bomo potrebovali tudi dve podatkovni strukturi za shra-
njevanje celic, ki ju imenujemo prioritetni vrsti. Zˇe ime nam pove, da bodo
elementi (p-celice) razvrsˇcˇeni po poljubni prioriteti. Ti dve vrsti bomo poi-
menovali PQZero in PQOne. Prva bo shramba za celice, ki nimajo prostih
lic1, druga pa za celice, ki imajo na voljo eno prosto lice.
Nasˇ cilj je torej poiskati kriticˇne celice in diskretno vektorsko polje, kar
naredimo z algoritmom za procesiranje spodnjih zvezd (ang. Process Lower
Stars).
Postopek iskanja poteka tako, da na vsakem koraku poiˇscˇemo spodnjo
zvezdo, tj. mnozˇico celic L(x), za ogliˇscˇe x kubicˇnega kompleksa iz narasˇcˇajocˇe
urejenega seznama vseh ogliˇscˇ po sivinski vrednosti slikovnega elementa. Cˇe
je |L(x)| = 1, potem je x lokalni minimum oz. kriticˇno ogliˇscˇe, sicer x spa-
rimo s spodnjim robom iz L(x) (tj. rob, ki je prvi v omenjeni mnozˇici po
G), kar v resnici pomeni, da dodamo nov vektor v vektorsko polje. Preostale
celice iz L(x) dodamo v ustrezno prioritetno vrsto. Robove tako vstavimo
v PQZero, saj nimajo lica, ki ga ne bi bilo na seznamu kriticˇnih celic ali
v vektorskem prostoru, kvadrate pa v PQOne, ker se njihovo ustrezno lice
zagotovo nahaja v PQZero. Za vsak kvadrat nato poiˇscˇemo rob, ki (sˇe) ni
1Prosta lica so lica, ki zˇe obstajajo na seznamu kriticˇnih celic ali v vektorskem polju.
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kriticˇen in hkrati ni v paru s katerim od kvadratov v vektorskem polju. Cˇe
najdemo taksˇno kombinacijo, ju sparimo skupaj. Kriticˇni kvadrati, ki osta-
nejo brez para, postanejo kriticˇne celice. Podobno se zgodi vsem robovom iz
L(x), ko ne najdejo svojega para z nobenim kvadratom. Tudi ti postanejo
kriticˇne celice [10].
Slika 3.4: Enostaven primer za prikaz postopka procesiranja spodnje zvezde.
Ogliˇscˇa so poimenovana po svojih sivinskih vrednostih g(x), ostale celice
pa po G(x) (npr. zgornji levi kvadrat ima oznako 9763). Na sliki lahko
opazimo, da smo zadnji korak izvedli za ogliˇscˇe 6. Z rdecˇo barvo so oznacˇene
kriticˇne celice, pusˇcˇice pa simbolizirajo vektorsko polje. Algoritem nadaljuje
z naslednjim korakom za ogliˇscˇe 7. Najprej poiˇscˇe spodnjo zvezdo L(7), tj.
mnozˇica {7, 73, 74, 7543, 76}, ki je zˇe urejena po G(x). Ker mnozˇica vsebuje
vecˇ kot en element, vemo, da nimamo kriticˇnega ogliˇscˇa, pacˇ pa po prej
opisanem postopku v vektorsko polje dodamo vektor 7 → 73, vse preostale
robove v PQZero in kvadrat v PQOne. Slednjega nato takoj vzamemo iz
vrste in poiˇscˇemo ustrezno lice, ki ga najdemo v robu 74, saj ga ni med
kriticˇnimi celicami in v vektorskem polju, zato v vektorsko polje dodamo
nov vektor 74 → 7543. Iz mnozˇice L(x) tako ostaja le sˇe rob 76, ki nima
ustreznega para, zato postane kriticˇen rob. Koncˇni rezultat je na sliki 3.5.
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Slika 3.5: Primer, obravnavan na sliki 3.4, po koncˇanem zadnjem koraku.
3.3 Implementacija algoritma “Process Lower
Stars”
Omenjeni algoritem vrne diskretno vektorsko polje in seznam kriticˇnih celic,
implementirali pa smo ga kot svoj razred, imenovan DiscreteVectorField. Na
sliki 3.6 je prikazano ogrodje celega razreda, v katerem sta tudi seznama,
ki nas v resnici najbolj zanimata. To sta CriticalCells in VectorField. Oba
hranita rezultat, ki ga dobimo tako, da zgradimo objekt tipa DiscreteVec-
torField, saj se zˇe s konstruktorjem razreda klicˇe glavna metoda ProcessLo-
werStars. Da bi samo implementacijo cˇim bolje razumeli, si oglejmo vsako
metodo posebej.
3.3.1 Metoda “LowerStar”
Metoda sprejme na vhodu kubicˇni kompleks in ogliˇscˇe, za katerega iˇscˇemo
spodnjo zvezdo ter vrne seznam celic, ki vsebujejo vhodno ogliˇscˇe. Pri tem
mora maksimalna vrednost ogliˇscˇa posamezne celice biti enaka vrednosti vho-
dnega ogliˇscˇa. Na podlagi optimizirane implementacije strukture kubicˇnega
kompleksa, ki smo jo predstavili v 2. poglavju, lahko te celice dobimo v tre-
nutku, in sicer tako, da preverimo samo sosednje elemente podanega ogliˇscˇa.
Cˇe se to ogliˇscˇe nahaja na (i, j)-mestu, potem so kandidati za spodnjo zvezdo
na mestih (i, j), (i − 1, j − 1), (i − 1, j), (i − 1, j + 1), (i, j − 1), (i, j + 1),
(i + 1, j − 1), (i + 1, j) in (i + 1, j + 1). Seznam vrnjenih celic je urejen v
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Slika 3.6: Razred DiscreteVectorField.
narasˇcˇajocˇem vrstnem redu.
3.3.2 Metoda “UnpairedFaces”
Kot je mogocˇe razbrati iz imena metode, vrne metoda “UnpairedFaces” za
dano celico vsa lica iz njene spodnje zvezde, ki niso niti na seznamu kriticˇnih
celic niti v vektorskem polju. Velja poudariti, da so vsa lica, ki jih metoda
vrne, sˇe vedno urejena glede na G, saj se po sami mnozˇici elementov spodnje
zvezde sprehodimo zaporedno in tako tudi vstavljamo elemente v seznam, ki
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ga metoda vrne.
3.3.3 Metoda “Pair”
Pomozˇna metoda “Pair” vrne prvo celico s seznama, dobljenega od metode
UnpairedFaces. Ta celica predstavlja edino dosegljivo celico, ki (sˇe) ni v paru
z nobeno drugo in hkrati tudi (sˇe) ni kriticˇna.
3.3.4 Metoda “GetNumberOfUnpairedFaces”
Pomozˇna metoda “GetNumberOfUnpairedFaces” vrne sˇtevilo lic, ki jih kot
rezultat dobi od metode UnpairedFaces.
3.3.5 Metoda “ProcessLowerStars”
Metoda “ProcessLowerStars” klicˇe vse doslej omenjene metode. Postopek
smo zˇe natancˇno opisali v prejˇsnjem razdelku, zato na tem mestu omenimo
le posebnosti. Da bi priˇsli do seznama kriticˇnih celic in vektorskega polja,
potrebujemo kubicˇni kompleks in seznam slikovnih elementov, urejenega po
slikovnih vrednostih. Za prioritetni vrsti PQZero in PQOne smo dodatno
implementirali razred PriorityQueue (slika 3.7) z vsemi potrebnimi meto-
dami. Za bolj podroben opis postopka pa si oglejmo sledecˇo psevdokodo.
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Algoritem 1: Process Lower Stars
Data: kubicˇni kompleks K, urejeni slikovni elementi P
Result: kriticˇne celice C, diskretno vektorsko polje V [α(p)] = β(p+1)
for p ∈ P do
x := K[p] (celica p v kubicˇnem kompleksu)
if |L(x)| = 1 then
dodaj x v C;
else
δ := prvi rob iz L(x);
V [x] = δ;
dodaj preostale robove iz L(x) v PQZero;
dodaj α ∈ L(x) v PQOne, kjer je α > δ in sˇt. neparnih lic(α)
= 1;
while PQOne 6= ∅ or PQZero 6= ∅ do
while PQOne 6= ∅ do
α := iz PQOne vzemi celico;
if sˇt. neparnih lic(α) = 0 then
dodaj α v PQZero;
else
V [par od α] := α;
odstrani par od α iz PQZero;
dodaj β ∈ L(x) v PQOne, kjer je (β > α ali
β > par(α)) in sˇt. neparnih lic(β) = 1;
if PQZero 6= ∅ then
γ := iz PQZero vzemi celico;
dodaj γ v C;
dodaj β ∈ L(x) v PQOne, kjer je α > γ in sˇt. neparnih
lic(α) = 1;
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Slika 3.7: Razred PriorityQueue.
V algoritmu se na vsakem koraku vecˇkrat izvede preverjanje, ali dolocˇena
celica zˇe obstaja v seznamu kriticˇnih celic ali vektorskem polju, zato smo za
njuni strukturi uporabili HashSet in Dictionary. Glavna prednost teh dveh
struktur je predvsem hitro iskanje, ki deluje s pomocˇjo zgosˇcˇevalne funkcije
in tako v najslabsˇem primeru ni potrebno preveriti celotnega seznama oz.
polja, s cˇimer zelo pohitrimo celoten algoritem.
Poglavje 4
Morsov kompleks
Morsov kompleks zajema podatke o kljucˇnih znacˇilnostih funkcije sivinskih
vrednosti v sliki, kar ima precej velik pozitiven ucˇinek, saj prihrani predvsem
pri prostorski in posledicˇno tudi cˇasovni zahtevnosti, da pridemo do zˇelenih
podatkov. Zato pravimo, da gre pri Morsovemu kompleksu pravzaprav za
posplosˇeni kubicˇni kompleks, ki pa je vendarle skonstruiran precej drugacˇe,
saj omenjene topolosˇke spremembe hrani v drugacˇni obliki od kubicˇnega
kompleksa.
Spremembe, o katerih govorimo, se skrivajo v Morsovem verizˇnem kom-
pleksu (ang. Morse chain complex ) in seznamu lic (ang. Facelist). Prva
predstavlja seznam kriticˇnih celic, medtem ko druga gradientne poti. Slednje
predstavljajo zaporedje celic dveh sosednjih dimenzij, vzdolzˇ katerih sivinske
vrednosti padajo. To pomeni, da za vsako kriticˇno p-celico dolocˇijo smer
padanja funkcijskih vrednosti proti kriticˇnim (p − 1)-celicam. Algoritem,
s katerim izlusˇcˇimo vse te informacije, imenujemo pridobivanje Morsovega
kompleksa (ang. Extract Morse Complex ) [10].
V nadaljevanju tega poglavja si bomo ogledali, kako izlusˇcˇimo Morsov
kompleks iz kubicˇnega s pomocˇjo rezultatov prejˇsnjega algoritma. Nato pa
sledi sˇe opis implementacije, v katerem bomo predstavili algoritme, ki smo
jih pri implementaciji uporabili.
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4.1 Algoritem “Extract Morse Complex”
S tem algoritmom torej dolocˇimo gradientne poti od viˇsje-dimenzionalnih
kriticˇnih celic do kriticˇnih celic, ki so za eno dimenzijo manjˇse. V resnici
tako pridemo do parov kvadrat – rob in rob – ogliˇscˇe, ki predstavljajo vecˇkrat
omenjeni seznam lic.
Sedaj si podrobneje oglejmo algoritem, s katerim dobimo Morsovo ve-
rigo in za vsako kriticˇno p-celico seznam njenih kriticˇnih (p − 1)-lic. V
osnovi algoritem deluje v treh korakih, saj se postopoma premikamo od nizˇje-
dimenzionalnih kriticˇnih celic do viˇsjih. Na prvem koraku, ko obravnavamo
kriticˇna ogliˇscˇa, vsako ogliˇscˇe samo dodamo v Morsovo verigo. Ko se spre-
hodimo cˇez kriticˇne robove in kvadrate, pa je stvar bolj zapletena. Kriticˇen
rob bo namrecˇ preko svojih dveh ogliˇscˇ vedno povezan z enim ali dvema
kriticˇnima ogliˇscˇema, ki ju moramo poiskati. Zato za vsak kriticˇen rob naj-
prej poiˇscˇemo ogliˇscˇa, ki predstavljajo kandidate, s katerimi bi rob lahko bil
povezan. V primeru, da izbrano ogliˇscˇe obstaja v vektorskem polju, ga do-
damo v prioritetno vrsto Qbfs, saj to ni kriticˇno. Taksˇno poimenovanje vrste
izvira iz dejstva, da v resnici za konstruiranje seznama lic uporabimo princip
iskanja v sˇirino (ang. Breadth-first search algorithm). Cˇe ogliˇscˇa ne najdemo
v vektorskem polju, to pomeni, da je to ogliˇscˇe tudi kriticˇno in kombinacijo
dodamo v seznam lic. Vsa preostala ogliˇscˇa, ki se nahajajo v Qbfs, obrav-
navamo posebej in za vsakega od njih poiˇscˇemo rob, po katerem funkcijska
vrednost pada. Cˇe nobeno od ogliˇscˇ najdenega roba sˇe vedno ni kriticˇno,
ponovimo postopek. To pocˇnemo toliko cˇasa, dokler ne najdemo kriticˇnega
ogliˇscˇa in takrat ponovno dodamo kombinacijo kriticˇnega roba in najdenega
kriticˇnega ogliˇscˇa v seznam lic.
Pri kriticˇnih kvadratih je postopek povsem enak, le da celoten algoritem
izvedemo za eno dimenzijo viˇsje in iˇscˇemo ujemanja med kriticˇnimi robovi in
kvadrati.
Cˇe pri kriticˇnih robovih tocˇno vemo, koliko ogliˇscˇ mu pripada, pa to ne
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velja za kriticˇne kvadrate. Za slednje ne moremo natancˇno napovedati, s
koliko kriticˇnimi robovi so povezani [10].
V nadaljevanju si oglejmo, kako smo implementirali algoritem in katere
strukture smo pri tem uporabili.
4.2 Implementacija algoritma “Extract Morse
Complex”
Podobno kot za kubicˇni kompleks smo tudi za Morsovega ustvarili svoj ra-
zred, imenovan MorseComplex. Osnovna ideja je, da s kreiranjem objekta
slednjega zˇe v ozadju zgradimo kubicˇni kompleks ter dobimo seznam kriticˇnih
celic in diskretno vektorsko polje, s cˇimer se izognemo odvecˇnemu pisanju
kode in tako avtomatiziramo vecˇji del postopka. Kako smo to naredili, bomo
pokazali v zakljucˇku tega poglavja, pred tem pa si oglejmo, kako smo de-
jansko implementirali algoritem. Sama implementacija je precej podobna
psevdokodi, zato si na njej oglejmo podrobnosti.
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Algoritem 2: Process Lower Stars
Data: kubicˇni kompleks K, kriticˇne celice C, vektorsko polje V
Result: Morsova veriga M , seznam lic FaceList
for p ∈ {0, 1, 2} do
for γ(p) ∈ C do
dodaj γ v M ;
if p > 0 then
for α(p−1) < γ(p) do
if V [α] 6= ∅ then
dodaj α v Qbfs ;
else
FaceList[γ] = α
while Qbfs 6= ∅ do
α := iz Qbfs vzemi celico;
β := V [α];
for δ(p−1) < β ∧ δ 6= α do
if δ ∈ C then
dodaj δ v FaceList(γ);
else
dodaj δ v Qbfs ;
Razred vsebuje dva seznama, ki ju dobimo kot rezultat pravkar opisanega
algoritma. To sta MorseComplexChain in FaceList, njuna implementacija pa
predstavlja glavni del te diplomskega dela, v kateri zˇelimo pokazati, kako z
najpomembnejˇsimi informacijami opiˇsemo poljubno sliko in na njih naredimo
dolocˇeno poizvedbo. Ravno te informacije so namrecˇ shranjene v Morsovi ve-
rigi in seznamu lic.
Na sliki 4.1 lahko vidimo, kaksˇno je ogrodje razreda MorseComplex, v
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katerem se nahajo tudi 4 metode, ki so bile zˇe opisane v poglavju 3.3, z
izjemo metode BuildMorseComplex.
Slika 4.1: Razred MorseComplex.
Metoda BuildMorseComplex je glavna metoda, ki se poklicˇe pri samem
kreiranju objekta MorseComplex. Vse, kar je potrebno narediti, da zgradimo
Morsov kompleks poljubne digitalne 2-dimenzionalne slike, je, da na vhodu
podamo sivinsko sliko in prag, o katerem smo pisali v poglavju 3. Nekaj
besed bomo o pragu namenili sˇe v poglavju s primeri, ki sledi.
Vsako vhodno sliko, ki jo preberemo z diska, najprej shranimo kot objekt
tipa RGBImage, katerega razred smo prav tako implementirali. Omenjeni
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Slika 4.2: BuildMorseComplex metoda.
razred vsebuje tudi metodo ConvertToGrayscale, ki sliko pretvori v sivin-
sko po formuli, omenjeni na zacˇetku tega diplomskega dela in vrne zahtevan
objekt tipa GrayscaleImage za metodo BuildMorseComplex.
Na sliki 4.2 si lahko poblizˇje pogledamo, kako izgleda metoda BuildMor-
seComplex, ki zajema celoten postopek za gradnjo Morsovega kompleksa.
Najprej (z metodo TresholdFunction) apliciramo prag, ki ga na vhodu po-
damo ob kreiranju objekta MorseComplex in z njim posredno v kubicˇnem
kompleksu kreiramo celice, ki z vrednostmi ogliˇscˇ ne presegajo te pragovne
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vrednosti. Nato pred samo gradnjo kubicˇnega kompleksa z metodo Ensu-
reUniqueValues poskrbimo, da so vse vrednosti ogliˇscˇ, ki so pod pragom,
razlicˇne. Za potrebe pravilnega delovanja samega algoritma Process Lower
Stars pripravimo seznam slikovnih elementov, urejenih po narasˇcˇajocˇem vr-
stnem redu in za tem zgradimo seznam kriticˇnih celic in diskretno vektorsko
polje. V samem zakljucˇku iz seznama kriticˇnih celic in vektorskega polja,
zgradimo sˇe Morsov kompleks.
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Poglavje 5
Racˇunanje Bettijevih sˇtevil
Z Morsovim kompleksom in Bettijevimi sˇtevili, ki so ime dobila po italijan-
skem matematiku Enricu Bettiju, bomo prikazali enega izmed nacˇinov, kako
presˇteti iskane objekte na sliki. Na koncu bomo pokazali sˇe drug nacˇin, ki
smo ga prav tako implementirali in poudarili kljucˇno prednost slednjega v tej
nalogi. O podrobnostih Bettijevih sˇtevil se v tem diplomskem delu ne bomo
ukvarjali, pacˇ pa se bomo posvetili le najpomembnejˇsim dejstvom.
5.1 Robne matrike
Bettijeva sˇtevila racˇunamo z robnimi matrikami (ang. Boundary matrices),
ki opisujejo, kako so kriticˇne p-celice v Morsovem verizˇnem kompleksu po-
vezane s kriticˇnimi (p − 1)-celicami. Formalno predstavljajo robne matrike
homomorfizme iz vektorskega prostora na Z2, ki ima za bazo kriticˇne p-
celice in ga oznacˇimo s Cp, v vektorski prostor Cp−1, ki ima za bazo kriticˇne
(p − 1)-celice. Vektorski podprostor v Cp, ki ga robna matrika preslika v
0, imenujemo podprostor ciklov in oznacˇujemo z Zp, vektorski podprostor,
ki je slika robne matrike iz Cp+1 v Cp, pa imenujemo podprostor robov in
oznacˇujemo z Bp. Cikli in robovi dolocˇajo Bettijeva sˇtevila, kot bo razlozˇeno
v nadaljevanju poglavja.
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Ker se nahajamo v 2-dimenzionalnem prostoru oz. obravnavamo slike
iz tega prostora, moramo zgraditi dve taksˇni matriki. Za potrebe racˇunanja
bomo uporabili binarna sˇtevila in posledicˇno vse operacije izvajali na binarnih
robnih matrikah. Brez kakrsˇnih koli tezˇav bi sicer lahko uporabili tudi sˇtevila
iz kaksˇnega drugega obsega Zp, kjer je p prasˇtevilo.
Robni matriki sta pri incializaciji vedno nicˇelni. Prva vsebuje le 0-celice
in 1-celice, torej ogliˇscˇa in robove, ki jih lahko enostavno dobimo iz Mor-
sovega verizˇnega kompleksa. Celice z manjˇso dimenzijo v matriki vedno
predstavljajo vrstice, medtem ko celice z viˇsjo dimenzijo stolpce. Iz seznama
lic preberemo vse pare med prej omenjenimi celicami, ki jih obravnavamo
v tej prvi matriki, in priˇstejemo 1 na mestih, kjer obstaja povezava med
dolocˇenim ogliˇscˇem in robom. Ker operacije izvajamo na binarnih matrikah,
se lahko zgodi, da bi na poljubnem mestu dvakrat priˇsteli 1, s cˇimer bi vre-
dnost nastavili nazaj na 0. Do taksˇnega primera pridemo, ko imamo npr.
dve gradientni poti od kriticˇnega roba do istega kriticˇnega ogliˇscˇa. Na podo-
ben nacˇin zgradimo tudi drugo matriko, s to razliko, da ta vsebuje 1-celice
(robove) in 2-celice (kvadrate).
Na obeh matrikah nato z Gaussovimi eliminacijami naredimo zgornjo tri-
kotno obliko, tako da dobimo Smithovo normalno obliko, kjer imamo samo
po diagonali lahko 1, povsod drugod pa 0 (kot kazˇe slika 5.1).
S sledecˇo Bettijevo formulo iz ustrezno formiranih matrik enostavno do-
bimo informacijo o sˇtevilu objektov na sliki.
βp = rang(Zp)− rang(Bp) (5.1)
Sˇtevilo iskanih objektov na sliki, kjer so ti izrazˇeni s svetlejˇsimi odtenki,
poiˇscˇemo z izracˇunom sˇtevila β1, ki vrne sˇtevilo vseh t. i. lukenj v kubicˇnem
kompleksu. V primeru, da bi bili iskani objekti poudarjeni s temnejˇsimi
odtenki na svetlejˇsi podlagi, nam jih ne bi bilo potrebno spreminjati v obratno
situacijo. Objekte lahko takrat presˇtejemo z β0, saj sta si β0 in β1 v resnici
inverzni [4].
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Slika 5.1: V robni matriki predstavlja obarvano obmocˇje vrednost 1, povsod
drugod pa so vrednosti enake 0.
Slabost pravkar predstavljenega nacˇina je, da matriki za veliko sliko oz.
sliko, kjer je veliko kriticˇnih celic, zelo hitro narasˇcˇata, zato se prej ali slej
soocˇimo z nekaterimi problemi, kot je npr. maksimalna velikost strukture,
s katero lahko predstavimo matriko v dolocˇenem programskem jeziku ali
racˇunalniku nasploh.
5.2 Algoritem krajˇsanja
Pri drugem nacˇinu, ki ga bomo predstavili, se prej omenjenim slabostim
izognemo. Pri opisu kriticˇnih celic smo omenili, da kriticˇen rob in ogliˇscˇe
skupaj zajemata luknjo v kubicˇnem kompleksu, cˇe se v tem obmocˇju ne
nahaja kaksˇen lokalni maksimum, tj. kriticˇen kvadrat. Na podlagi tega
dejstva bomo skonstruirali naslednji algoritem, ki mu pravimo krajˇsanje (ang.
Cancelling).
Ideja tega algoritma je, da iˇscˇemo kriticˇne robove, kjer sta obe ogliˇscˇi
kriticˇnega roba povezani z enim kriticˇnim ogliˇscˇem. Stanje v seznamu lic je
do tega trenutka taksˇno, da zaradi morebitnega sˇuma ali kaksˇnega drugega
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dejavnika obstaja vecˇ lokalnih minimumov okoli luknje v kubicˇnem komple-
ksu in posledicˇno tudi sedel. Z omenjenim algoritmom bomo take anomalije
odstranili iz seznama lic oz. ga spremenili tako, da bomo dobili zˇeleno obliko,
tj. seznam kriticˇnih robov, kjer obe ogliˇscˇi posameznega roba kazˇeta na isto
kriticˇno ogliˇscˇe. V splosˇnem to pomeni, da dve kriticˇni celici in vse pare celic
na gradientni poti med njima nadomestimo z novimi pari, ki zajemajo obe
kriticˇni celici.
Splosˇni korak algoritma deluje tako, da se sprehodimo le po robovih v se-
znamu lic, kjer za vsak rob velja, da je povezan z natanko dvema ogliˇscˇema.
To lahko simbolicˇno prikazˇemo kot e→ v1 v2, kjer je e rob, v1, v2 pa ogliˇscˇi.
Pri tem odstranimo rob e in enega od ogliˇscˇ, npr. v1, zaradi cˇesar moramo po-
sodobiti celoten seznam, saj odstranjeni celici od tega trenutka ne obstajata
vecˇ. Povsod drugod, kjer se pojavi odstranjeno ogliˇscˇe v1, tega nadomestimo
s preostalim, tj. ogliˇscˇe v2 [5].
Za lazˇje razumevanje opisanega postopka si oglejmo sliko 5.2.
Slika 5.2: Primer krajˇsanja kriticˇnih celic, ki se pojavijo na zgornji simbolicˇni
sliki.
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Po krajˇsanju kriticˇnih celic imamo rezultat prakticˇno zˇe na dlani, saj
presˇtejemo le sˇt. robov, ki so po krajˇsanju ostali v seznamu lic in od njih
odsˇtejemo sˇt. kriticˇnih kvadratov. Sˇtevilo slednjih nam pove, koliko lokalnih
maksimumov obstaja znotraj posameznega obmocˇja, ki ga sestavlja kriticˇen
rob in kriticˇno ogliˇscˇe. Taksˇne primere zˇelimo odsˇteti od koncˇnega rezultata,
ker so posledica sˇuma ali kaksˇne druge napake. Za lazˇje razumevanje spo-
mnimo, da po krajˇsanju za vsak rob velja, da sta obe njegovi ogliˇscˇi povezani
z istim kriticˇnim ogliˇscˇem.
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Poglavje 6
Primeri uporabe
Kot smo zˇe v uvodu omenili, bomo v diplomskem delu kot primer uporabe
implementiranih algoritmov prikazali sˇtetje svetlih objektov na temni pod-
lagi. Predmete, ki jih zˇelimo presˇteti, poskusimo s predprocesiranjem slike
(cˇe je to potrebno), cˇim bolj izpostaviti tako, da ti postanejo karseda sve-
tlejˇsi od ostalih objektov. Drugacˇe povedano, iskani objekti morajo imeti cˇim
viˇsjo, ostali pa cˇim nizˇjo sivinsko vrednost. Zˇe tekom naloge smo omenili, da
na samem zacˇetku dolocˇimo pragovno vrednost z intervala [0, 255]. Namen
praga je torej, da z njim naredimo t. i. luknje v pripadajocˇem kubicˇnem
kompleksu in sicer tako, da iz njega izrezˇemo dele z velikimi sivinskimi vre-
dnostmi. Kaksˇna naj bo vrednost praga, je seveda precej odvisno od same
slike oz. objektov na sliki, od tega pa je na koncu odvisen tudi sam re-
zultat. V primeru, da bi bil prag prenizek, bi lahko zajeli predmete, ki so
neustrezni. Prav tako ne bi bilo nicˇ boljˇse, cˇe bi bil prag previsok, saj bi s
tem lahko izgubili mnozˇico relevantih resˇitev. Zato je toliko bolj pomembno
samo predprocesiranje slik, da z njim objekte, ki jih zˇelimo presˇteti, cˇim bolj
poudarimo oz. locˇimo od ostalih.
V nadaljevanju si bomo ogledali nekaj primerov s komentarji in stati-
sticˇnimi podatki ter rezultate, ki jih dobimo z implementiranimi algoritmi.
Slike, ki smo jih izbrali, predstavljajo nocˇno nebo, rezultat pa sˇtevilo zvezd
z dovolj veliko svetlostjo na njem.
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6.1 Primer 1
Za zacˇetek vzemimo najbolj enostavno sliko (slika 6.1), na kateri bomo
preverili, ali opisani algoritmi vracˇajo pravilne rezultate.
Slika 6.1: Demonstracija nocˇnega neba z umetnimi zvezdami [11].
Tabela 6.1: Analiza slike 6.1.
Podatki o sliki
Velikost slike 259 x 194
Prag 250
Velikost kubicˇnega kompleksa (po sˇt. celic) 200.014
Velikost k. k. z uposˇtevanim pragom (po sˇt. celic) 199.796
Velikost Morsovega kompleksa (po sˇt. celic) 80
Sˇt. najdenih zvezd 19
Cˇas poizvedbe manj kot 1 s
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Opazimo, da so po vecˇini vrednosti slikovnih elementov zvezd, morda celo
vse, vecˇje od 250, saj smo s to pragovno vrednostjo zajeli vse vidne zvezde na
sliki. Posebej zanimiva je razlika v sˇtevilu celic med kubicˇnim in Morsovim
kompleksom. Najpomembnejˇse znacˇilnosti, v nasˇem primeru luknje v sliki,
ki predstavljajo zvezde, smo opisali z zgolj 0, 0004 % celotnega kubicˇnega
kompleksa in v manj kot 1 sekundi dobili pravilen rezultat. Razlika je v tem
primeru sˇe posebej velika, saj je primer res preprost.
6.2 Primer 2
Na drugem primeru smo nekatere zvezde, ki so oznacˇene z rumenim krogom,
potemnili, s cˇimer bi radi pokazali, da za dovolj visok prag algoritem teh
zvezd ne bo nasˇel, saj jih ne sˇtejemo med iskane objekte na sliki.
Slika 6.2: Demonstracija nocˇnega neba z nekaj potemnjenimi umetnimi zvez-
dami.
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Tabela 6.2: Analiza slike 6.2.
Podatki o sliki
Velikost slike 452 x 328
Prag 150 180
Velikost kubicˇnega kompleksa (po sˇt. celic) 591.465
Velikost k. k. z uposˇtevanim pragom (po sˇt. celic) 587.214 588.349
Velikost Morsovega kompleksa (po sˇt. celic) 170 199
Sˇt. najdenih zvezd 19 14
Cˇas poizvedbe ∼ 2 s
Zopet lahko opazimo obcˇutno razliko med sˇtevilom celic v kubicˇnem in
Morsovem kompleksu, kar sˇe enkrat dokazuje, da lahko res obcˇutno zmanjˇsa-
mo prostor oz. lahko luknje opiˇsemo s precej manj podatki, preden se lotimo
sˇtetja.
6.3 Primer 3
Prva dva primera sta bila namenjena temu, da preverimo, ali algoritmi delu-
jejo pravilno. Zadnji primer (slika 6.3) predstavlja realno sliko neba, pa tudi
dimenzija in kompleksnost sta bolj realisticˇni.
Tabela 6.3: Analiza slike 6.3 za dva razlicˇna praga.
Podatki o sliki
Velikost slike 1600 x 1003
Prag 220 250
Velikost kubicˇnega kompleksa (po sˇt. celic) 6.413.995
Velikost k. k. z uposˇtevanim pragom (po sˇt. celic) 6.392.855 6.409.728
Velikost Morsovega kompleksa (po sˇt. celic) 489.143 489.696
Sˇt. najdenih zvezd 394 186
Cˇas poizvedbe ∼ 50 s
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Slika 6.3: Slika nocˇnega neba [12].
Cˇeprav se prag razlikuje “le” za 30 odtenkov, pa je razlika v sˇtevilu naj-
denih zvezd precej ocˇitna. Ta namrecˇ znasˇa za vecˇ kot faktor 2. Tudi sama
velikost slike je bistveno vecˇja kot v prejˇsnjih primerih, s cˇimer se je povecˇal
tudi cˇas, ki smo ga porabili za sˇtetje. Odstotkovno gledano, v tem primeru
razlika v sˇtevilu celic ni tako ocˇitna, vendar pa je sˇe vedno zelo velika. S pra-
govno vrednostjo 220 je Morsov kompleks “tezˇak” priblizˇno 0, 08 % kubicˇnega
kompleksa.
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Poglavje 7
Splosˇne ugotovitve
V diplomskem delu smo spoznali podatkovno strukturo, imenovano kubicˇni
kompleks in jo uporabili za opis digitalnih sivinskih slik. Predstavili in im-
plementirali smo tudi algoritma, ki iz danega kubicˇnega kompleksa zgeneri-
rata novo strukturo. Dobljena struktura se imenuje Morsov kompleks in ima
obicˇajno veliko manjˇso prostorsko zahtevnost ter omogocˇa vpogled v to, kako
se sivinske vrednosti na sliki spreminjajo. Morsov kompleks je zelo uporabno
orodje v topolosˇki analizi. V literaturi [3] obstaja vrsta uspesˇnih primerov
uporabe Morsovih kompleksov pri analizi razlicˇnih, lahko tudi zelo velikih,
podatkovnih mnozˇic. Za konec smo prikazali uporabo Morsovega komple-
ksa, zgrajenega na digitalni sliki, na treh konkretnih primerih, kjer smo sˇteli
svetle objekte na temni podlagi.
Opisani algoritmi delujejo na 2-dimenzionalnih slikah, cˇeprav bi jih brez
vecˇjih sprememb lahko uporabili tudi za slike viˇsjih dimenzij, z izjemo algo-
ritma za krajˇsanje, ki bi ga morali prilagoditi viˇsjim dimenzijam. Vecˇje spre-
membe pa bi morali narediti na podatkovnih strukturah, saj te omogocˇajo
shranjevanje samo za podatke, predstavljene v dveh dimenzijah.
Glavni prispevek diplomskega dela je ucˇinkovitost implementiranih po-
datkovnih struktur in algoritmov. Predvsem nacˇin implementacije prvih
omogocˇa, da je porabljen cˇas za izvedbo algoritmov izdatno manjˇsi, ven-
dar na racˇun prostora. Teoreticˇna prostorska zahtevnost kljub temu ostane
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enaka tisti iz prvotne slike. Gre le za razliko v konstanti, ki jo pri tovrstnem
racˇunanju zanemarimo. Veliko cˇasa smo pridobili tudi pri sˇtetju objektov,
saj smo pokazali, kako se lahko izognemo ogromnim matrikam in izvajanju
operacij na njih.
Uspesˇnost implementiranih algoritmov na prikazanih primerih sˇtetja objek-
tov na sliki je odvisna od vecˇ dejavnikov. Najpomembnejˇsa sta zagotovo
kompleksnost vhodne slike in dolocˇitev pragovne vrednosti. V resnici niti ni
nujno, da je slika kompleksna v smislu same prepletenosti sivinskih odtenkov
ali pa kolicˇine vseh (tudi neiskanih) objektov na sliki. Dovolj je, da se dva
objekta delno prikrivata, saj tega algoritmi ne prepoznajo. V veliki meri na
rezultat vpliva tudi izbrana pragovna vrednost. Eden od izzivov za nadaljnje
delo je poiskati dobre avtomaticˇne metode za dolocˇanje smiselnega praga.
Problem delnega prekrivanja nam lahko koristi kot dobra motivacija za
nadgradnjo diplomskega dela. Torej, kako prepoznati, da sta na sliki npr.
dva objekta, ki se prekrivata, in pravilno presˇteti sˇtevilo objektov tudi v tem
primeru. Vemo pa, da idealnega algoritma ni, zato pa lahko vedno stremimo
k cˇim boljˇsemu priblizˇku.
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