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Strategic Topology Switching for Security–Part I:
Consensus & Switching Times
Yanbing Mao, Emrah Akyol, and Ziang Zhang
Abstract—In this two-part paper, we consider strategic topol-
ogy switching for the second-order multi-agent systems under
a special class of stealthy attacks, namely the “zero-dynamics”
attack (ZDA). The main mathematical tool proposed here is to
strategically switch the network topology to detect a possible
ZDA. However, it is not clear a priori that such a switching strat-
egy still yields consensus in this switched system, in the normal
(un-attacked) operation mode. In Part I, we propose a strategy on
the switching times that enables the topology-switching algorithm
proposed in Part II [2] to reach the second-order consensus in the
absence of a ZDA. Utilizing the theory of stable switched linear
systems with unstable subsystems, we characterize sufficient
conditions for the dwell time of topology-switching signal to reach
consensus. Building on this characterization, we then propose
a decentralized time-dependent topology-switching algorithm.
The proposed algorithm, used in conjunction with a simplified
control protocol, achieves consensus while providing substantial
advantages over other control approaches: it relies only on the
relative position measurements (without any requirement for
velocity measurements); and it does not impose any constraint
on the magnitudes of coupling weights. We finally demonstrate
our theoretical findings via the numerical simulation results.
Index Terms—Multi-agent systems, asymptotic second-order
consensus, strategic topology switching, dwell time.
I. INTRODUCTION
THE consensus of multi-agent systems with the first-order dynamics is a well-studied theoretical problem
(see e.g., [3]–[6]) with many practical applications including
decentralized computation [7], distributed optimization [8],
power sharing for droop-controlled inverters in islanded mi-
crogrids [9], clock synchronization for sensor network [10],
and more. However, current and emerging systems, such as
vehicle [3], [6], spacecraft [11], robot [12] and electrical
power networks [13], rely on the second-order dynamics.
This observation, coupled with the fact that the consensus
algorithms designed for the first-order multi-agent systems
cannot be directly applied to those with the second-order
dynamics, is the main motivation of this work.
A second-order multi-agent system consists of a population
of n agents whose dynamics are governed by the following
equations:
x˙i (t) = vi (t) , (1a)
v˙i (t) = ui(t), i = 1, . . . , n (1b)
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where xi(t) ∈ R is the position, vi(t) ∈ R is the velocity, and
ui(t) ∈ R is the control protocol of agent i.
Substantial research efforts have been devoted to the coor-
dination control of the second-order multi-agent systems (1),
see e.g., the second-order consensus [6], flocking [14], swarm-
ing [15], velocity synchronization and regulation of relative
distances [16], and with their applications in the decentralized
formation control of mobile robots [17] and spacecrafts [18],
and distributed continuous-time optimization [19], etc.
In the following, we define the second-order consensus in
this context.
Definition 1: [20] The second-order consensus in the multi-
agent system (1) is achieved if and only if the following holds
for any initial condition:
lim
t→∞
|xi (t)− xj (t)| = 0, (2a)
lim
t→∞
|vi (t)− vj (t)| = 0, ∀i, j = 1, . . . , n. (2b)
Conventional control protocols that achieve second-order
consensus impose rather restrictive assumptions on the cou-
pling strengths and network connectivity. Recent research
have focused on removing such restrictive assumptions. For
example, Mei et al. [21] propose an adaptive control gain to
relax the conditions on the coupling strengths. Qin et al. [22]
derive lower bounds for coupling strengths of mechanisms of
the leaderless and leader-following consensus. To deal with
the problem of limited interaction ranges, Song and You [23]
propose a range-based varying weighs along coupling matrix
that removes the assumption on the network connectivity.
However, the majority of the aforementioned prior ap-
proaches require the measurements of relative positions as
well as the individual/relative velocities [6], [20]–[23]. A few
recent control protocols that require only relative position
measurements are summarized in Table I. In this paper, we
provide a systematic study on whether the control protocols
summarized in Table I can be simplified to
ui(t) =
n∑
j=1
aij (xj (t)− xi (t)), i = 1, . . . , n. (3)
We note in passing that in prior work, topology changes
have been conventionally treated as disturbances that needs
to be mitigated [4], [29]–[32]. To the best of our knowl-
edge, active/strategic topology switching for networked control
systems has not been systemically studied, with exceptions
being [33]–[36]. Xie and Wang [33] proposed a centralized
topology-switching algorithm to achieve consensus for the
first-order dynamics. We note that Mao and Zhang proposed
2Table I
CONDITIONS OF ASYMPTOTIC SECOND-ORDER CONSENSUS UNDER DIFFERENT CONTROL PROTOCOLS.
Ref. Control Protocol Constraints on
[24] ui (t) = α
n∑
j=1
a˜ij (xj (t) − xi (t))− β
n∑
j=1
a˜ij (xj (tk)− xi (tk)) coupling strengths α and β, sampling period tk+1 − tk , eigenvalues of Laplacian matrix
[25] ui (t) = α
n∑
j=1
a˜ij (xj (tk−1)− xi (tk−1))− β
n∑
j=1
a˜ij (xj (tk)− xi (tk)) coupling strengths α and β, sampling period tk+1 − tk , eigenvalues of Laplacian matrix
[26]


ui (t) = −
n∑
j=1
kij tanh (λr (xj (t) − xi (t))) + φ˙i (t)
φ˙i (t) = −k
φ
i tanh
(
λφφi (t)
)
−
n∑
j=1
kij tanh (λ
r (xj (t) − xi (t)))
scalar gains λφ and λr , coupling weights kij , bound of distributed control inputs ui(t)
[27] ui (t) = α
n∑
j=1
a˜ij (xj(t
j
k
′
j
(t)
h)− xi(tikh))−β
n∑
j=1
a˜ij(xj(t
j
k
′
j
h)− xi(tik−1h)) coupling strengths α and β, sampling period h, eigenvalues of Laplacian matrix
[28]


ui (t) = −β
n∑
j=1
aij (xi (tk) − xj (tk))−wi (t)
w˙i (t) = −α
n∑
j=1
aij (xi (tk)− xj (tk))−wi (t)
coupling strengths α and β, sampling period tk+1 − tk , eigenvalues of Laplacian matrix
a decentralized state-dependent topology-switching algorithm
that achieves the second-order consensus [34]. However, the
approach in [34] rules out only the Chattering Zeno behavior
(zero dwell time of switching topologies [37], [38]), i.e., it
might have Genuinely Zeno behavior (nonzero dwell time but
infinitely switching over finite time [37], [38]). The approach
taken in this paper eliminates both of these undesired behav-
iors.
Stealthy attacks, particularly the “zero-dynamics” attack
(ZDA), poses an existential threat to wide deployment of
networked control systems. ZDA essentially hides its attack
signal in the null-space of the dynamics, and hence it cannot
be detected via conventional detection methods, i.e., it has
”zero” impact on the “dynamics”. Recent experiments [39]
demonstrate that changing the system dynamics can be a
remedy for ZDA. Motivated by this observation, we consider
topology switching as an effective way of altering the system
dynamics and hence detecting ZDA. However, an important
concern is the following: Can switching the topology destroy
the stability in the absence of attacks (in normal operation
mode)? The strategy on switching times proposed in this Part-
I paper addresses this problem. Another relevant question that
pertains to the design of topologies that can be used to detect
ZDA is studied explicitly in Part-II of this two-part paper [2].
The contribution of this paper is twofold, which can be
summarized as follows:
• We propose a simplified second-order control protocol
that only requires measurements of relative positions.
Building on the well-known results on the stability of
switched linear systems with unstable subsystems, we
obtain a strategy on the dwell time of topology-switching
signal that guarantees consensus in the absence of attacks.
• We propose a decentralized time-dependent topology-
switching algorithm, based on the derived characteriza-
tion of switching times. The proposed algorithm achieves
second-order consensus without imposing any constraints
on the magnitudes of coupling weights, in sharp contrast
with prior work.
This paper is organized as follows. In Sections II and III
we present the notation and Problem formulation respectively.
In Section IV, we derive the strategy on switching times.
We present a decentralized time-dependent topology-switching
algorithm in Section V. Numerical examples are provided in
Section VI. Finally, we discuss our conclusions in Section VII.
II. NOTATION
We use P > 0 (≥, <,≤ 0) to denote a positive defi-
nite (positive semi-definite, negative definite, negative semi-
definite) matrix P . We let Rn and Rm×n denote the sets
of n-dimensional real vectors and m × n-dimensional real
matrices, respectively. The symbol N represents the set of
natural numbers and N0 = N ∪ {0}. We let I and 0 denote
the identity matrix and the zero matrix with compatible
dimension, and 1n ∈ R
n and 0n ∈ R
n denote the vector
with all ones and the vector with all zeros, respectively. The
superscript ‘⊤’ stands for matrix transpose. K∞ denotes the
set of strictly increasing, continuous and unbounded functions
[0,∞) → [0,∞) which is zero at zero. For a symmetric
matrixM ∈ Rn×n, we arrange its eigenvalues in an increasing
order as λ1 (M) ≤ λ2 (M) ≤ . . . ≤ λn (M). S is the set
of indices of switching topologies (or the set of indices of
subsystems of switched systems). lcm(·) denotes the operator
of least common multiple among scalers. Q stands for the set
of rational numbers.
The interaction among n agents is modeled by an undirected
graph G = (V,E), where V = {1, 2, . . . , n} is the set of
vertices that represent n agents and E ⊂ V × V is the set
of edges of the graph G. The weighted adjacency matrix
A = [aij ] ∈ R
n×n of the undirected graph G is defined as
aij = aji > 0 if (i, j) ∈ E, and aij = aji = 0 otherwise.
Moreover, by convention, the undirected graphs do not have
self-loops, i.e., for any i ∈ V, aii = 0. The Laplacian matrix of
a graph G is defined as L = [lij ] ∈ R
n×n, where lii =
n∑
j=1
aij
and lij = −aij for i 6= j. The diameter d of a graph is the
longest shortest un-weighted path between any two vertices in
the graph.
III. PROBLEM FORMULATION
The second-order multi-agent system (1) under the simpli-
fied control protocol (3) that involves topology switching is
3described by
x˙i (t) = vi (t) (4a)
v˙i (t) =
n∑
j=1
a
σ(t)
ij (xj (t)− xi (t)), i = 1, . . . , n (4b)
where
• σ(t) : [t0,∞) → S , {1, 2, . . . , s}, is the switching
signal of the interaction topology of the communication
network, i.e., σ(t) = pk ∈ S for t ∈ [tk, tk+1)
means the pth topology is activated over the time interval
[tk, tk+1), k ∈ N0;
• a
pk
ij is the entry of the weighted adjacency matrix that
describes the activated pth topology over the time interval
[tk, tk+1), k ∈ N0.
We refer to a
σ(t)
ij ≥ 0 as the coupling weights. For an
undirected topology, a
σ(t)
ij = a
σ(t)
ji , it is straightforward to
verify from (4b) that
n∑
i=1
v˙i (t) = 0, for t ≥ 0, which implies
that the average position
x¯(t) ,
1
n
n∑
i=1
xi (0) +
1
n
n∑
i=1
vi (0)t, (5)
proceeds with the constant velocity
v¯ ,
1
n
n∑
i=1
vi(t) =
1
n
n∑
i=1
vi(0). (6)
If the second-order consensus is achieved, the individual
velocities will converge asymptotically to the average of initial
of velocities, i.e., lim
t→∞
|vi (t)− v¯| = 0, i = 1, . . . , n. Based on
relations (5) and (6), we define the following fluctuation terms:
x˜i (t) , xi (t)− x¯(t), (7a)
v˜i (t) , vi (t)− v¯. (7b)
The dynamics (4) can be expressed equivalently as
˙˜xi (t) = v˜i (t) (8a)
˙˜vi (t) =
n∑
j=1
a
σ(t)
ij (x˜j (t)− x˜i (t)), i = 1, . . . , n. (8b)
It follows from (5)–(7) that
1
⊤
n x˜ (t) = 0, for t ≥ 0 (9)
1
⊤
n v˜ (t) = 0, for t ≥ 0. (10)
We next present the conditions on topology set S for
consensus in this part-I paper, and observer design in part-
II paper [2].
∀r ∈ S :
√
λi (Lr)
λj (Lr)
∈ Q, for ∀i, j = 2, . . . , n (11a)
∃r ∈ S : Lr has distinct eigenvalues. (11b)
In Section IV, we first show that the multi-agent system (8)
under fixed topology, i.e, σ(t) = p ∈ S for t ∈ [0,∞),
is oscillating. This implies that using the simplified control
protocol (4b) under fixed topology, the multi-agent system (4)
cannot achieve the second-order consensus, even for large
coupling weights a
σ(t)
ij . Fortunately, using the stability of
switched linear system (Lemma 2) and the period of the
system (8) under fixed topology, a strategy on switching times
is derived, which enables the control protocol in (4b) to
achieve consensus.
IV. STRATEGY ON SWITCHING TIMES
We next present
Lemma 1: Consider the following system
˙˜x (t) = −Lr
∫ t
0
x˜ (τ)dτ + v˜(0), t ≥ 0 (12)
where Lr ∈ R
n×n is the Laplacian matrix of a connected
undirected graph; and x˜ (t) ∈ Rn and v˜ (t) = ˙˜x (t) ∈ Rn
satisfy (9) and (10), respectively. The solutions of x˜i(t), i =
1, . . . , n, are
x˜i (t) (13)
=
n∑
l=2
qliq
⊤
l
(˜
x(0)cos
(
t
√
λl(Lr)
)
+
v˜ (0)√
λl(Lr)
sin
(
t
√
λl(Lr)
))
where ql = [ql1, . . . , qln]
⊤ ∈ Rn are the orthogonal vectors
associated with eigenvalues λl(Lr) (λ1(Lr) = 0), l = 2, . . . , n.
Proof: See Appendix A.
The system under switching topology (8) can be viewed
as a switched linear system (14). Its equilibrium point is
(x˜∗, v˜∗) = (0n,0n). Let σ(t) = r ∈ S for t ∈ [tk, tk+1),
k ∈ N0, the subsystem of (8) can be rewritten as ˙˜x (t) =
−Lr
∫ t
tk
x˜ (τ)dτ + v˜(tk), t ∈ [tk, tk+1). Then, Lemma 1
implies that each subsystem of the switched system (8), i.e.,
the multi-agent system (8) under each fixed topology, is not
stable. Hence, the problem of strategic topology switching
would be designing the stabilizing switching rule for the
switched systems with unstable subsystems. Let us first recall
a technical lemma regarding the stability of switched linear
systems without stable subsystems, which will be used to
derive a strategy on switching times for consensus.
Lemma 2 (Stability of Switched Systems without Stable
Subsystems [40]): Consider a switched linear system
z˙ (t) = Aσ(t)z (t) , (14)
where z (t) ∈ Rm, Aσ(t) ∈ R
m×m and σ(t) ∈ S. Given
scalars α > 0, 1 > β > 0, τ̂max ≥ τ̂min > 0 and κ ∈ N, if
there exists a set of matrices Pr,q > 0, q = 0, 1, . . . , κ, r ∈ S,
such that ∀q = 0, 1, . . . , κ− 1, ∀r, s ∈ S, such that
A⊤r Pr,q + Pr,qAr +Ψ
q
r − αPr,q < 0, (15)
A⊤r Pr,q+1 + Pr,q+1Ar +Ψ
q
r − αPr,q+1 < 0, (16)
A⊤r Pr,κ + Pr,κAr − αPr,κ < 0, (17)
Ps,0 − βPr,κ ≤ 0, s 6= r (18)
lnβ + ατ̂max < 0, (19)
4where Ψqr =
κ(Pr,q+1−Pr,q)
τ̂min
, then the system (14) is globally
uniformly asymptotically stable under any switching signal
σ(t) satisfying
τ̂min ≤ tk+1 − tk ≤ τ̂max, ∀k ∈ N0. (20)
However, in the current form, the conditions in Lemma 2
cannot be straightforwardly applied to our system (8), which
is stated formally in the following proposition.
Proposition 1: For the multi-agent system (8), the conditions
in Lemma 2 are infeasible.
Proof: See Appendix B.
To use Lemma 2, we additionally explore whether the
system (8) is periodic and bounded. The solutions (13) in
Lemma 1 imply that under condition (11a), the state of multi-
agent agent system (8) under fixed topology has a period Tr:
Tr = lcm
(
2π√
λi(Lr)
; i = 2, ..., n
)
, (21)
such that{
v˜ (t) = −v˜
(
t+ Tr2
)
,
x˜ (t) = −x˜
(
t+ Tr2
)
, σ(t)=r∈S for t∈ [tk, tk+1) .
(22)
The period Tσ(tk) can be used to make Lemma 2 applicable
to the multi-agent system (8) to derive a strategy on the
switching times, i.e., the dwell time τσ(tk) = tk+1 − tk.
Theorem 1: Consider the second-order multi-agent sys-
tem (4). For the given topology set S satisfying (11a), the
period Tσ(tk) computed by (21), scalars 1 > β > 0, α > 0
and κ ∈ N, if the dwell time τσ(tk) satisfy
τσ(tk) = τ̂max +m
Tσ(tk)
2
, k ∈ N0,m ∈ N (23)
where
0 < τ̂max <
− lnβ
α
, (24)
0 < τ̂max +m
Tσ(tk)
2
−
(
β−
1
κ − 1
) κ
α− ξ
, (25)
ξ < α, (26)
ξ = max
r∈S,i=1,...,n
{1− λi (Lr),−1 + λi (Lr)} , (27)
then the second-order consensus is achieved.
Proof: We recall that the dynamics of fluctuations (8) is
equivalent to (4). Hence, in the proof we consider only the
system (8). We should note that the multi-agent system (8)
can be described by a switched linear system (14), where
z (t) , [x˜1 (t) , . . . , x˜n (t) , v˜1 (t) , . . . , v˜n (t)]
⊤ ∈ R2n, (28)
Aσ(t) ,
[
0 I
−Lσ(t) 0
]
. (29)
It follows from (23)–(25) that the minimum and maximum
dwell times defined as
τmin , min
k∈N0
{tk+1 − tk} = min
k∈N0
{
τσ(tk)
}
, (30)
τmax , max
k∈N0
{tk+1 − tk} = max
k∈N0
{
τσ(tk)
}
, (31)
satisfy
τmax <
− lnβ
α
+m
Tσ(tk)
2
, (32)
τmin >
(
β−
1
κ − 1
) κ
α− ξ
. (33)
For each activated topology of system (8), let us consider
the positive definite matrix
Pr,q ,
[
Pˆr,q 0
0 Pˆr,q
]
> 0, (34)
where
Pˆr,q , β
−
q
κ hI, q = 0, . . . , κ, ∀r ∈ S (35)
with h being a positive scalar. It follows from (35) that
Pˆr,q , β
1
κ Pˆr,q+1, q = 0, . . . , κ− 1, ∀r ∈ S, (36)
Pˆs,0 , βPˆr,κ, ∀r 6= s ∈ S. (37)
Substituting the matrices Pr,q (34) and Aσ(t) (29) into
conditions (15)–(17) yields
Rr,q
∆
=
[
Qr,q (I− Lr)Pˆr,q
(I− Lr)Pˆr,q Qr,q
]
< 0, (38)
R˘r,q
∆
=
[
Q˘r,q (I− Lr)Pˆr,q+1
(I− Lr)Pˆr,q+1 Q˘r,q
]
< 0, (39)
Sr,κ
∆
=
[
−αPˆr,κ (I− Lr)Pˆr,κ
(I− Lr)Pˆr,κ −αPˆr,κ
]
< 0, (40)
where
Qr,q ,
κ
τmin
(Pˆr,q+1 − Pˆr,q)− αPˆr,q, (41)
Q˘r,q ,
κ
τmin
(Pˆr,q+1 − Pˆr,q)− αPˆr,q+1. (42)
Let W be the matrix that is orthogonal to the symmetric
matrix Lr, for which,
Λr , W
⊤LrW = diag {0, λ2 (Lr) , . . . , λn (Lr)} . (43)
Then, considering the matrices Pr,q and Pˆr,q , in (34) and (35),
the conditions (38)–(40) can be equivalently expressed in term
of eigenvalue as
κ
τmin
(Pˆr,q+1 − Pˆr,q)− αPˆr,q ± (1− Λr) Pˆr,q < 0, (44)
κ
τmin
(Pˆr,q+1−Pˆr,q)−αPˆr,q+1±(1− Λr) Pˆr,q+1 < 0, (45)
− αPˆr,κ ± (1− Λr) Pˆr,κ < 0. (46)
In view of Lemma 2, to prove the second-order consensus,
it suffices to verify that the conditions (15)–(19) are satisfied,
as carried out in the following four steps.
Step One: It follows from the definitions in (34), (36),
and (37) that Ps,0 = βPr,κ, r 6= s ∈ S. Thus, the condi-
tion (18) in Lemma 2 holds.
Step Two: Without loss of generality, we let σ (t) = r ∈ S
for t ∈ [tk, tk+1). To obtain Lemma 2, the considered
discretized Lyapunov function for mode r ∈ S in [40] is
Vr (t),
{
z⊤(t)P
(q)
r (ζ)z(t) , t∈Nk,q , q=0, 1,. . . ,κ−1
z⊤(t)Pr,κz (t) , t ∈ [tk + τmin, tk+1)
(47)
5where P
(q)
r (ζ) , (1− ζ)Pr,q+ζPr,q+1 with ζ =
κ(t−tk−θq)
τmin
,
Nk,q , [tk + θq, tk + θq+1), θq+1 ,
(q+1)τmin
κ
, Pr,q > 0,
q = 0, 1, . . . , κ−1. In [40], the purposes of the condition (19)
is to guarantee that
Vσ(tk) (tk+1) ≤ β
∗Vσ(t−
k
) (tk) , (48)
which is based on
Vσ(tk) (tk + τ̂max) ≤ β
∗Vσ(t−
k
) (tk) , (49)
with 1 > β∗ > 0. Noticing that dwell time relation (23) is
equivalent to tk+1 = tk + τ̂max +m
Tr
2 , from (47) we have
Vr (tk+1) (50)
= Vr(tk + τ̂max +m
Tr
2
)
= z⊤(tk + τ̂max +m
Tr
2
)Pr,κz(tk + τ̂max +m
Tr
2
), ∀r ∈ S.
Noting that Pr,κ > 0 and (22), we have
z⊤(tk + τ̂max +m
Tr
2
)Pr,κz(tk + τ̂max +m
Tr
2
) (51)
= z⊤(tk + τ̂max)Pr,κz(tk + τ̂max)=Vr (tk + τ̂max), ∀r∈S.
Combining (50) with (51) yields
Vr (tk+1) = Vr (tk + τ̂max), ∀r∈S. (52)
We note that the condition (24) is equivalent to ατ̂max +
lnβ < 0, which corresponds to the condition (19) in Lemma 2.
Then, it follows from (49) and (52) that
Vσ(tk) (tk+1)=Vσ(tk) (tk+ τ̂max) ≤ β
∗Vσ(t−
k
) (tk) . (53)
From (53) and (48), we conclude that the objective of
m
Tσ(tk)
2 ,m ∈ N, which is imposed on (23), is to maintain
the original goal of the condition (19) through keeping (53)
holding, while ensuring τmax ≥ τmin, where τmax and τmin
are given in (30) and (31), respectively. This also means that
it is the period Tσ(tk) that makes Lemma 2 applicable to
system (8).
Step Three: Since Pˆr,κ > 0, condition (26) implies 0 >
−αPˆr,κ+ξPˆr,κ, while condition (27) implies ξ ≥ ± (1− Λr).
Thus,
0 > −αPˆr,κ + ξPˆr,κ > −αPˆr,κ ± (1− Λr) Pˆr,κ. (54)
From (46), the condition (17) in Lemma 2 is satisfied.
Step Four: It follows from (26) and (33) that
(α− ξ) τmin
κ
+ 1 > β−
1
κ . (55)
Considering the fact of h > 0, from (36) and (55) we have
1 + (α−ξ)τmin
κ
>
Pˆr,q+1
Pˆr,q
= β−
1
κ , which is equivalent to
κ
τmin
(Pˆr,q+1−Pˆr,q)−(α−ξ) Pˆr,q<0, q=0, . . . , κ−1. (56)
Since 1 > β > 0, relation (36) implies that Pˆr,q < Pˆr,q+1.
Condition (26) equates α− ξ > 0. Therefore, (56) implies
κ
τmin
(Pˆr,q+1−Pˆr,q)−(α−ξ) Pˆr,q+1<0, q=0,. . . ,κ− 1. (57)
Figure 1. Achieving time-dependent topology switching through controlling
only one communication link: the state of controlled link a
σ(t)
23 switches
between On and Off.
According to (27) and (54), we have:
0 > −αPˆr,q+1 + ξPˆr,q+1 > −αPˆr,q+1 ± (1− Λr) Pˆr,q+1
0 > −αPˆr,q + ξPˆr,q > −αPˆr,q ± (1− Λr) Pˆr,q,
which together with (56) and (57) imply (44) and (45),
respectively. Thus, the conditions (15) and (16) in Lemma 2
hold.
Remark 1: (No Zeno Behavior) Let us first recall the
formal definitions of Chattering Zeno and Genuinely Zeno
behaviors [41]:
• Chattering Zeno behavior: tk+1 − tk = 0, ∃k ∈ N0;
• Genuinely Zeno behavior: t∞ :=
∑∞
k=0(tk+1− tk) <∞
and tk+1 − tk > 0, ∀k ∈ N0.
Since 0 < β < 1 and κ ∈ N, β−
1
κ − 1 > 0, which together
with (26) show that (β−
1
κ − 1) κ
α−ξ
> 0. From (33), we
conclude that tk+1 − tk = τσ(tk) ≥ τmin > 0, ∀k ∈ N0, and
t∞ =
∑∞
k=0(tk+1 − tk) ≥
∑∞
k=0 τmin = limk→∞ kτmin =
∞. Therefore, neither Chattering Zeno behavior nor Genuinely
Zeno behavior can exist in the strategy on switching times
presented in Theorem 1.
Remark 2: Theorem 1 shows under connected undirected
communication graph, the strategy on switching times has no
constraint on the magnitudes of coupling weights in achiev-
ing the asymptotic second-order consensus, which maintains
the advantage of the traditional control protocol that need
relative position and velocity measurements studied in [6].
Conditions (23) and (27) in Theorem 1 imply that the coupling
weights affect the dwell times of switching topologies, which
can further affect the convergence speed to consensus.
Remark 3: For security, Theorem 1 indicates that in realistic
situation where the defender has no knowledge of the attack-
starting time, when the system dynamics should have changes
(induced by topology switching) to detect ZDA [39], so that
the changes do not destroy the system stability in the absence
of attacks.
The strategy on switching times for asymptotic consensus is
shown in Figure 1, which illustrates that controlling only one
communication link is sufficient for the system (4) to switch
between two different topologies, even for large-scale network.
6V. DECENTRALIZED TIME-DEPENDENT TOPOLOGY
SWITCHING
A. Network Metric
Theorem 1 means that if the dwell time of activated
topology is generated by (23), the asymptotic second-order
consensus by Definition 1 can be achieved through infinitely
topology switching in infinite horizon, which is illustrated
in Figure 1. However, we should note that in real world
applications of consensus algorithms, such as decentralized
computation and distributed optimization, objectives must be
achieved in finite time, rather than in infinite horizon, i.e.,
a consensus algorithm must stop when or shortly after the
consensus error is under a preset bound δ > 0 at a finite time.
This motivates us to define a global network metric that can
capture more properties of the multi-agent system (12), which
would tell the consensus algorithm that whether its consensus
error is under its preset bound. In this context, we first define
a δ-consensus.
Definition 2: (δ-consensus) Given a preset bound δ > 0
and a K∞ function F (z(t)) of consensus error z(t) ,
[x˜⊤ (t) , v˜⊤ (t)]⊤, the δ-consensus in the second-order multi-
agent system (1) is achieved if there exists a time t̂f < ∞
such that F (z(t̂f )) ≤ δ.
In the followings, for simplicity, we use F (t) to denote
F (z(t)). Lemma 1 implies that the system (12) under each
fixed topology can be viewed as a class of coupled oscillators.
However, under some conditions, the inadmissible network
metrics F (t), i.e., nonzero constant scalars, of the multi-
agent system (12) are easy to exist. Take the metric F (t) ,
x˜⊤(t)Lrx˜(t)
2 +
v˜⊤(t)v˜(t)
2 as an example. Differentiating it along
the solutions of (12) yields
F˙ (t) = v˜⊤ (t)Lrx˜ (t) + v˜
⊤ (t) ˙˜v (t)
= v˜⊤ (t)Lrx˜ (t)− v˜
⊤ (t)Lrx˜ (t) = 0
for any t ≥ 0, which means that for any given nonzero initial
condition, the metric is a nonzero scalar over time. Therefore,
this metric is inadmissible, since once a topology-switching
algorithm adopts it, the topology switching would never stop,
even if the δ-consensus is already achieved. Obviously, such
inadmissible metrics are undesirable, since they cannot capture
the oscillating property of the system (12). It is not trivial to
provide a guide to construct an admissible metric. The fol-
lowing lemma analyzes the network metric under the strategy
on switching topologies (11) used for detection of stealthy
attack in Part-II paper [2], which provides an insight for an
admissible metric.
Lemma 3: Consider the function
F (t) , ̟
x˜⊤ (t) x˜ (t)
2
+
v˜⊤ (t) v˜ (t)
2
, (58)
with ˙˜x(t) = v˜(t) ∈ Rn. Along the solutions (13) of the sys-
tem (12), if the Laplacian matrix Lr has distinct eigenvalues
and ̟ satisfies
0 < ̟ 6= λi (Lr) , ∀i = 2, . . . , n, (59)
then for any nonzero initial condition and any nonzero scalar
ϕ, the following equation never holds:
F (t) = ϕ 6= 0, for any t ≥ 0. (60)
Proof: See Appendix C.
Remark 4: For the undirected communication network con-
sidered in this paper, there indeed exist many topologies whose
associated Laplacian matrices have distinct eigenvalues. The
following Lemma 4 provide a guide to design such topologies
with distinct Laplacian eigenvalues:
Lemma 4 (Proposition 1.3.3 in [42]): Let G be a connected
graph with diameter d. Then G has at least d + 1 distinct
Laplace eigenvalues.
B. Topology Switching Algorithm
Recently, finite-time consensus algorithms are well devel-
oped, which can be used to estimate the global network metric
precisely in finite time. Let us recall one described as follows:
Lemma 5 (Simplified Finite-Time Consensus Algorithm with-
out External Disturbances [43]): Consider the multi-agent
system
r˙i= α˜
n∑
j=1
bij(rj−ri)
m¯
n¯+β˜
n∑
j=1
bij(rj−ri)
p¯
q¯ , i=1,. . ., n (61)
where α˜ > 0 and β˜ > 0 are the coupling strengths, bij is the
entry of the un-weighted adjacency matrix of an undirected
connected graph and its corresponding Laplacian matrix is
denoted as LA, the odd numbers m¯ > 0, n¯ > 0, p¯ > 0
and q¯ > 0 satisfy m¯ > n¯ and p¯ < q¯. Its global finite-time
consensus can be achieved, i.e.,
ri (t)−
1
n
n∑
i=1
ri (0) = 0, for t ≥ Ss, i = 1, . . . , n (62)
where Ss is referred to as setting time, which means that if the
running time t exceeds Ss, the distributed estimation errors of
the global metric 1
n
n∑
i=1
ri (0) are zeros at t. Further, the setting
time Ss satisfies
Ss <
1
λ2 (LA)
(
n
m¯−n¯
2n¯
α˜
n¯
m¯− n¯
+
1
β˜
q¯
q¯ − p¯
)
. (63)
This finite-time consensus algorithm is employed to es-
timate global metric to achieve δ-consensus. Furthermore,
from (63) we can see that through adjusting the control gains
α˜ and β˜, we obtain any desirable setting time ∞ > Ss > 0.
Let us adjust parameters α˜ > 0 and β˜ > 0 in the
algorithm (61), such that
1
λ2 (LA)
(
n
m¯−n¯
2n¯
α˜
n¯
m¯− n¯
+
1
β˜
q¯
q¯ − p¯
)
≤ τmin. (64)
Therefore, the setting time Ss in (63) satisfies Ss < τmin.
Condition (64) together with (62) and (63) show that if we
input individual data
Fi (tk) ,
̟
2
x˜2i (tk) +
1
2
v˜2i (tk) . (65)
7and F˙i (tk) to the corresponding agent i in the algorithm (61)
at time tk, at time tk+ τmin each agent in algorithm (61) will
output the exact global metrics:
Fi(tk + τmin) =
1
n
n∑
i=1
Fi(tk)
∆
=
1
n
F (tk), (66)
F˙i(tk + τmin) =
1
n
n∑
i=1
F˙i(tk)
∆
=
1
n
F˙ (tk). (67)
Based on Theorem 1 and Lemma 3, through employing
the finite-time consensus algorithm (61), we propose the
decentralized time-dependent topology-switching algorithm:
Algorithm 1.
Algorithm 1: Decentralized Time-Dependent Topology-
Switching Algorithm
Input: Topology set S satisfying (11); individual
functions Fi(tk−1) (65) with ̟ satisfying (59);
initial time tk−1 = 0; minimum dwell time τmin
satisfying (33); dwell times τr, r ∈ S, generated
by (23); loop-stopping criteria δ ≥ 0.
1 while F (tk−1) > δ do
2 Input individuals Fi(tk) and F˙i(tk) to agent i in the
finite-time consensus algorithm (61) at time tk;
3 Output metrics F (tk) by (66) and F˙ (tk) by (67)
from the finite-time consensus algorithm (61) to the
corresponding agents in (4) at time tk + τmin;
4 if F˙ (tk) = 0 then
5 Switch the topology of network (4b) at
tk + τσ(tk) that satisfies:
• σ(tk + τσ(tk)) 6= σ(tk),
• Lσ(tk+τ) has distinct eigenvalues.
6 else
7 Switch the topology of network (4b) at
tk + τσ(tk) that satisfies σ(tk + τσ(tk)) 6= σ(tk);
8 end
9 Update the topology-switching time: tk−1 ← tk;
10 Update the metric: F (tk−1)← F (tk);
11 Update the topology-switching time: tk ← tk+ τσ(tk).
12 end
Theorem 2: Consider the system (4). If its topology-
switching signal is generated by Algorithm 1, then the fol-
lowing properties hold:
(i) if the loop-stopping criteria δ = 0 (in Line 1 of
Algorithm 1), the agents achieve the asymptotic
second-order consensus;
(ii) if the loop-stopping criteria δ > 0, the agents achieve
the δ-consensus through finitely topology switching,
i.e., the metric F (t) given in (58) satisfies F (tk¯) ≤ δ
with 0 < k¯ <∞.
Proof of Theorem 2: We first prove property (i). The
loop-stopping criteria δ = 0 means topology will stop switch-
ing when F (tk) = 0. The definition of F (t) in (58) implies
that lim
t→∞
F (t) = 0 is equivalent to (2). This analysis means the
topology switching will not stop until the asymptotic second-
order consensus is achieved. Since the provided dwell time
τσ(tk) in Input of Algorithm 1 satisfies (23) in Theorem 1, by
which we conclude that property (i) holds.
We now show that property (ii) holds. Assume the function
F (t) is a non-zero constant over time. If F (0) = ϕ > δ,
from (60) we have F (t) = ϕ > δ for any t ≥ 0. Thus, Line 1
of Algorithm 1 implies that in this situation the topology will
never stop switching regardless of whether the δ consensus is
achieved. The objective of Line 4 and Line 5 in Algorithm 1
is to switch to a topology whose associated Laplacian matrix
has distinct eigenvalues when F˙ (tk) = 0. Hence, by Lemma 3,
F (t) cannot be a constant over time if F˙ (tk) = 0. Therefore,
by Lemma 3 we conclude property (ii) under Algorithm 1.
VI. SIMULATION
We consider a second-order system with n = 4 agents.
Initial position and velocity conditions are randomly set as
x(0) = v(0) = [4, 2, 3, 4]
⊤
. We consider the topology set S,
whose elements are shown in Figure 1, Table II, or Table III,
comprises only two topologies.
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Figure 2. Trajectories of V (t): 1) consensus is not achieved, 2) system is
periodically oscillating.
Lemma 1 implies that the states of the system (8) under
fixed topology keep oscillating, i.e., even with very large cou-
pling weights, the second-order consensus cannot be achieved
8Table II
TOPOLOGY WITH LARGE COUPLINGWEIGHTS
σ(t) a
σ(t)
12 a
σ(t)
13 a
σ(t)
14 a
σ(t)
23 a
σ(t)
24 a
σ(t)
34
1 400 400 400 0 0 0
2 400 400 400 1600 0 0
Table III
TOPOLOGY WITH SMALL COUPLING WEIGHTS
σ(t) a
σ(t)
12 a
σ(t)
13 a
σ(t)
14 a
σ(t)
23 a
σ(t)
24 a
σ(t)
34
1 1 1 1 0 0 0
2 1 1 1 4 0 0
under fixed topology. This is numerically verified by the trajec-
tories of V (t) =
∑
i<j
(xi (t)− xj (t))
2
+
∑
i<j
(vi (t)− vj (t))
2
in Figure 2, where the large coupling weights are given in
Table II. It verifies the topology set that includes the only
two topologies in Table II satisfies (11a), while Figure 2 also
suggests that the states of the system (8) under each fixed
connected topology are periodic.
A. Small Coupling Weights for Asymptotic Consensus
To better show the effectiveness of Algorithm 1, we consider
the same topologies but with small coupling weights, which
is given in Table III. The eigenvalues of Laplacian matrices of
the aforementioned topologies in Table III are computed as
[λ1 (L1), λ2 (L1), λ3 (L1), λ4 (L1)]=[0, 1, 1, 4] , (68)
[λ1 (L2), λ2 (L2), λ3 (L2), λ4 (L2)]=[0, 1, 4, 9] . (69)
It verifies the topology set that includes the only two
topologies in Table III satisfies (11a). Using the eigenvalues
computed in (68) and (69), by (21) the periods are calculated
as T1 = T2 = 2π. By Theorem 1, we choose dwell times
τ1 = τ2 =
T1
2 + 0.5 =
T2
2 + 0.5 = π + 0.5 for the two
topologies 1 and 2 in Table III. Then, under Algorithm 1,
trajectories of position differences and velocity differences
of system (4) are shown in Figure 3 (a) and Figure 3 (b),
respectively. Figure 3 depicts that Algorithm 1 succeeds in
achieving the second-order consensus. Thus, property (i) in
Theorem 2 is numerically verified in this example.
B. Finitely Topology Switching for δ-Consensus
We first note from (69) that the topology 2 with its weights
given in Table III has distinct Laplacian eigenvalues. Thus, Al-
gorithm 1 can achieve the δ-consensus through finitely topol-
ogy switching, i.e., the property (ii) in Theorem 2 holds. For
the condition (59), we consider ̟ < min
i=2,...,n,r=1,2
{λi (Lr)}.
From (69), we choose ̟ = 0.5. Let the loop-stopping criteria
δ = 0.2. Then, under Algorithm 1, the trajectory of metric
F (t) given in (58) and the topology-switching signal are
shown in Figure 4 (a) and Figure 4 (b), respectively. Figure 4
shows that after forty-seven times topology switching, the
metric F (t) is under the preset error bound δ = 0.2, i.e,
F (t47) < δ = 0.2, which well verifies property (ii) in
Theorem 2.
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Figure 3. The trajectories of positions differences and velocities differences:
the second-order consensus is achieved by Algorithm 1.
VII. CONCLUSION
This Part-I paper explains how to take the network topology
as a control variable for the second-order multi-agent system.
The obtained results highlight the merits of topology switch-
ing in achieving the second-order consensus: (i) the control
protocol does not need the velocity measurements, and (ii)
the topology-switching algorithm has no constraint on the
magnitudes of the coupling weights. The strategy on switching
times provides a basis for the strategic topology switching that
is studied in Part-II paper [2].
APPENDIX A
PROOF OF LEMMA 1
It is well-known that the eigenvalues of Laplacian matrix
of a connected graph satisfy λn(Lr) ≥ λn−1(Lr) . . . >
λ1(Lr) = 0. Since Lr is a real symmetric matrix, there
exists an orthogonal matrix Q , [q1; . . . ; qn] ∈ R
n×n with
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Figure 4. Trajectory of F (t) and topology-switching signal σ(t): after sixty
two times topology switching, F (t47) < δ = 0.2.
qi , [qi1, qi2, . . . , qin]
⊤
∈ Rn, i = 1, . . ., n, such that
Q⊤ = Q−1, (70)
q11 = q12 = . . . = q1n, (71)
Q⊤LQ = diag {0, λ2(Lr), . . . , λn(Lr)}
∆
= Λ. (72)
We denote X(s) , L {x˜ (t)}, where L(·) stands for the
Laplace transform operator. The Laplace transform of the
dynamics (12) can be obtained as
sX(s)− x˜ (0) = −
Lr
s
X(s) +
v˜ (0)
s
, (73)
which is equivalent to
X(s) = (s2I+ Lr)
−1 (sx˜ (0) + v˜ (0)) . (74)
We let Λ˜(s) , diag
{
1
s
, s
s2+λ2(Lr)
, . . . , s
s2+λn(Lr)
}
and
Λ¯(s) , diag
{
1
s2
, 1
s2+λ2(Lr)
, . . . , 1
s2+λn(Lr)
}
. It follows
from (70) and (72) that
(s2I+ L)−1sI=
(
Q
(
s2I+ Λ
)
Q⊤
)−1
sI=QΛ˜(s)Q⊤, (75)
(s2I+ L)−1I =
(
Q
(
s2I+ Λ
)
Q⊤
)−1
I = QΛ¯(s)Q⊤. (76)
We let Xi (s), i = 1, . . . , n, be the i
th entry of X(s).
From (74)–(76),
Xi (s) = q1iq
⊤
1
(
1
s
x˜ (0) + 1
s2
v˜ (0)
)
+
n∑
l=2
s
s2+λl(Lr)
qliq
⊤
l
(
x˜ (0) + 1
s
v˜ (0)
)
.
(77)
It follows from (9), (10) and (71) that
q⊤1 x˜ (0) = 0, (78)
q⊤1 v˜ (0) = 0. (79)
Substituting (78) and (79) into (77) yields
Xi (s)=
n∑
l=2
s
s2+λl(Lr)
qliq
⊤
l x˜(0)+
n∑
l=2
1
s2+λl(Lr)
qliq
⊤
l v˜(0) .
then the solution (13) can be obtained immediately from the
inverse Laplace transform of Xi (s).
APPENDIX B
PROOF OF PROPOSITION 1
We prove this proposition via a contradiction. We assume
the conditions in Lemma 2 are feasible along the solutions of
the dynamics (8). We write the multi-agent system (8) in the
form of switched system (14), where Aσ(t) is given by (29).
We next consider a positive definite matrix:
Pr,q ,
[
Gr,q Vr,q
V ⊤r,q Sr,q
]
> 0, where Gr,q, Vr,q, Sr,q ∈ R
n×n.
Then, from (29), we have
Γr,q
∆
= A⊤r Pr,q + Pr,qAr
=
[
−LrV
⊤
r,q − Vr,qLr Gr,q − Sr,qLr
Gr,q − LrSr,q Vr,q + V
⊤
r,q
]
. (80)
For a connected undirected graph, Lr ≥ 0. From (80), we
observe that if Vr,q + V
⊤
r,q ≥ 0 (≤ 0), −LrV
⊤
r,q − Vr,qLr ≤ 0
(≥ 0). Thus, Γr,q has at least one non-negative diagonal entry.
If Vr,q+V
⊤
r,q is indefinite, let us assume that all of the diagonal
entries of Γr,q are negative, Vr,q + V
⊤
r,q would have at least
one positive eigenvalue; then, it is straightforward to verify
that −LrV
⊤
r,q − Vr,qLr has at least one non-negative diagonal
entry, which contradicts with the assumption that “all of the
diagonal entries of Γr,q are negative.” Therefore, we conclude
that Γr,q has at least one non-negative diagonal entry.
Without loss of generality, we let [Γr,q]1,1 ≥ 0. Let us
denote pr,q , [Pr,q]1,1. Considering Ψ
q
r =
κ(Pr,q+1−Pr,q)
τ̂min
(given in Lemma 2) and (80), then it follows from (15)
and (18) that
κ
τ̂min
(pr,q+1−pr,q)<αpr,q, ∀r ∈ S, q=0, 1, . . . , κ−1 (81)
ps,0 ≤ βpr,κ, ∀s 6= r ∈ S. (82)
Since Pr,q > 0 for ∀r ∈ S and ∀q = 0, 1, . . . , κ, pr,q > 0
for ∀r ∈ S and ∀q = 0, 1, . . . , κ. Thus, (81) is equivalent to
τ̂min >
κ
α
(
pr,q+1
pr,q
− 1
)
, ∀q = 0, . . . , κ− 1, ∀r ∈ S. (83)
Condition (19) is equivalent to τ̂max <
− ln β
α
that, together
with (83) and the fact of τ̂max ≥ τ̂min, yields
− lnβ>κ
(
pr,q+1
pr,q
− 1
)
, ∀q=0,. . ., κ− 1, ∀r ∈ S. (84)
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Noting that (82) implies
pr,κ
ps,0
≥ 1
β
> 1 and
ps,κ
p˘r,0
≥ 1
β
> 1,
we have
p−1s,0p
−1
r,0ps,κpr,κ (85)
=
κ−1∏
q=0
p−1s,qp
−1
r,qps,q+1pr,q+1 ≥ β
−2 > 1, ∀r 6= s ∈ S.
Considering (85), we pick up a number qˆ ∈ {0, 1, . . . , κ−1}
such that p−1s,qˆp
−1
r,qˆps,qˆ+1pr,qˆ+1 ≥ β
− 2
κ > 1, ∀r 6= s ∈ S,
which also implies that under one of the indices s and r, say
r, that:
p−1r,qˆpr,qˆ+1 ≥ β
− 1
κ > 1, r ∈ S. (86)
Combining (84) with (86) yields − lnβ > κ(β−
1
κ − 1)
which is equivalent to
β < eκ(1−β
−1
κ ), β ∈ (0, 1). (87)
For (87), let us consider the function
g˜ (β) , eκ(1−β
−1
κ ) − β, β ∈ (0, 1). (88)
It is straightforward to verify from (88) that g˜(0) = 0 and
g˜(1) = 0, which imply that under any fixed κ ∈ N < ∞, the
function g˜ (β) has at least one extreme point over the interval
(0, 1) and g˜ (β) > 0 might happen in its interval (0, 1).
The derivative of g˜ (β) (88) with respect to β ∈ (0, 1) is
obtained as
∂g˜ (β)
∂β
= eκ(1−β
−1
κ )β−(
1
κ
+1) − 1. (89)
For
∂g˜(β∗)
∂β∗
= 0, we obtain from (89): eκ(1−β
−1
κ
∗ ) = β
( 1
κ
+1)
∗ ,
substituting which into (88) yields that at extreme point:
g˜ (β∗) = β
( 1
κ
+1)
∗ − β∗ = β∗(β
1
κ
∗ − 1) < 0. Then, noting
g˜(0) = 0 and g˜(1) = 0, we conclude that under any fixed
κ ∈ N, g˜(β) < 0 for any β ∈ (0, 1). Therefore, (87) never
holds (an illustration is given in Figure 5, where we take κ = 1
as an example), which is a contradiction, and this completes
the proof.
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Figure 5. Take κ = 1 as an example, e(1−β
−1) < β for any β ∈ (0, 1).
APPENDIX C
PROOF OF LEMMA 3
We first reproduce the following well-known result.
Lemma 6: [44] The determinant of the Vandermonde matrix
H ,

1 1 · · · 1
a1 a2 · · · an
a21 a
2
2 · · · a
2
n
a31 a
3
2 · · · a
3
n
...
...
...
...
an−11 a
n−1
2 · · · a
n−1
n

∈ Rn×n,
is det (H) = (−1)
n2−n
2
∏
i<j
(ai − aj).
We prove Lemma 3 via a contradiction. We first assume
that (60) holds, from which we obtain
∂d
∂td
F (t) = 0, for t ≥ 0, ∀d ∈ N. (90)
It follows from the dynamics (12) that
¨˜x (t) = −Lrx˜ (t) , for t ≥ 0 (91)
¨˜v (t) = −Lr v˜ (t) , for t ≥ 0. (92)
The rest of the proof is divided into two steps.
Step One: For the dynamics (12), relations (90)–(92) imply
∂d
∂td
F (t)
=
∂d−1
∂td−1
F˙ (t)
=
∂d−1
∂td−1
v˜⊤(t) (̟I− Lr) x˜ (t)
=
∂d−2
∂td−2
2
(
v˜⊤(t) (̟I−Lr) v˜ (t)−x˜
⊤ (t)Lr (̟I−Lr) x˜ (t)
)
=
∂d−4
∂td−4
−23
(
v˜⊤(t)Lr(̟I−Lr)v˜(t)−x˜
⊤(t)L2r(̟I−Lr)x˜(t)
)
=
∂d−2m
∂td−2m
(
(−1)
m−1
22m−1
) (
v˜⊤(t)Lm−1r (̟I− Lr) v˜ (t)
−x˜⊤(t)Lmr (̟I− Lr) x˜ (t)
)
= 0, for t ≥ 0, ∀m ∈ N, ∀d > 2m ∈ N
which then implies
x˜⊤(t)Lmr (̟I− Lr) x˜ (t)
= v˜⊤(t)Lr
m−1 (̟I− Lr) v˜ (t) , for t ≥ 0, ∀m ∈ N. (93)
It follows from (93), (70), and (72) that
x˜⊤(t)QΛm (̟I− Λ)Q⊤x˜ (t)
= v˜⊤(t)QΛm−1 (̟I−Λ)Q⊤v˜ (t) , for t ≥ 0, ∀m∈N (94)
where Λ is given in (72), and Q = [q1; . . . ; qn] ∈ R
n×n is an
orthogonal matrix produced from the real symmetric matrix
Lr, where q1, q2, . . . , qn are orthogonal vectors that corre-
spond to the eigenvalues 0 = λ1(Lr), λ2(Lr), . . . , λn(Lr).
Let us define:
x̂ (t) , Q⊤x˜ (t) , (95)
v̂ (t) , Q⊤v˜ (t) . (96)
11
Considering (78) and (79), from (95) and (96), we have
x̂1 (t) = 0 and v̂1 (t) = 0, respectively. Hence, x̂ (t) and v̂ (t)
can be rewritten as
x̂ (t) = [0, x̂2 (t) , x̂3 (t) , . . . , x̂n (t)]
⊤
∈ Rn, (97)
v̂ (t) = [0, v̂2 (t) , v̂3 (t) , . . . , v̂n (t)]
⊤
∈ Rn. (98)
Noting the matrix Λ given in (72), we conclude that the
relation (94) is equivalent to
n∑
i=2
λmi (Lr) (̟ − λi(Lr)) x̂
2
i (t)
=
n∑
i=2
λm−1i (Lr) (̟ − λi(Lr)) v̂
2
i (t), for t ≥ 0, ∀m ∈ N,
which is also equivalent to
n∑
i=2
λm−1i (Lr)(̟ − λi(Lr))
(
λi(Lr)x̂
2
i (t)− v̂
2
i (t)
)
= 0, ∀m ∈ N, t ≥ 0. (99)
Let us define:
ẑi (t) , (̟ − λi(Lr))
(
λi(Lr)x̂
2
i (t)− v̂
2
i (t)
)
, (100)
H ,

1 . . . 1 1
λ2(Lr) . . . λn−1(Lr) λn(Lr)
λ22(Lr) . . . λ
2
n−1(Lr) λ
2
n(Lr)
...
...
...
...
λn−22 (Lr) . . . λ
n−2
n−1(Lr) λ
n−2
n (Lr)
 . (101)
Using (100) and (101) in conjunction with (99), we obtain
Hẑ (t) = 0n−1, (102)
where ẑ (t) , [ẑ2 (t) , . . . , ẑn (t)]
⊤ ∈ Rn−1.
The condition that Lr has distinct eigenvalues implies that
the elements λl(Lr), l = 2, . . ., n, in the Vandermonde matrix
H ∈ R(n−1)×(n−1) given by (101) are also distinct. Hence,
by Lemma 6, det (H) 6= 0. Therefore, we conclude that the
solution of (102) is ẑ (t) = 0n−1. Furthermore, considering
the condition (59), we obtain from (100) that λi(Lr)x̂
2
i (t) =
v̂2i (t) , ∀i = 2, . . . , n, for t ≥ 0, which is equivalent to
v̂ (t) = ∆x̂ (t) , for t ≥ 0 (103)
where
∆ , diag
{
0,±
√
λ2(Lr), . . . ,±
√
λn(Lr)
}
∈ Rn×n. (104)
Step Two: In view of the dynamics (12), it follows
from (58), (72), (95) and (96) that
∂m
∂tm
F (t) =
∂m−1
∂tm−1
F˙ (t)
=
∂m−1
∂tm−1
(
v˜⊤ (t) x˜ (t) + v˜⊤ (t) ˙˜v (t)
)
=
∂m−1
∂tm−1
(
v˜⊤ (t) (̟I− Lr) x˜ (t)
)
=
∂m−1
∂tm−1
(
v˜⊤ (t)Q (̟I− Λ)Q⊤x˜ (t)
)
=
∂m−1
∂tm−1
(
v̂⊤ (t) (̟I− Λ) x̂ (t)
)
.
Then, under (90), considering (103), (91) and (92) we obtain
∂m
∂tm
F (t) =
∂m−1
∂tm−1
(
x̂⊤ (t)∆ (̟I− Λ) x̂ (t)
)
=
∂m−2
∂tm−2
(
2v̂⊤ (t)∆ (̟I− Λ) x̂ (t)
)
=
∂m−2
∂tm−2
(
2x̂⊤ (t)∆2 (̟I− Λ) x̂ (t)
)
= 2m−1x̂⊤ (t)∆m (̟I− Λ) x̂ (t)
= 0, for t ≥ 0, ∀m ∈ N
which can be expressed equivalently in term of the entries of
the matrices Λ in (72) and ∆ in (104) as
n∑
i=2
(±λi(Lr))
m
2 (ω − λi(Lr)) x̂
2
i (t) = 0, for t ≥ 0, ∀m ∈ N.
Let m belong to the set of even numbers. Noting the defined
Vandermonde matrix H in (101), from the above equality we
have
HΛ˘z¯ (t) = 0n−1, for t ≥ 0. (105)
where Λ˘ , diag {λ2(Lr), . . . , λn(Lr)} ∈ R
(n−1)×(n−1) and
z¯ (t) , [z¯2 (t) , . . . , z¯n (t)]
⊤
∈ Rn−1 with
z¯i (t) , (̟ − λi(Lr)) x̂
2
i (t) , i = 2, . . . , n. (106)
As obtained in the previous step (Step One) of the proof,
det (H) 6= 0. Since det
(
Λ˘
)
6= 0, we have det
(
HΛ˘
)
=
det (H) det
(
Λ˘
)
6= 0. Therefore, the solution of (105) is
z¯ (t) = 0n−1, for t ≥ 0. We note that the condition (59)
is equivalent to ̟ − λi(Lr) 6= 0, ∀i = 2, . . . , n, which
in conjunction with (106), implies that the obtained solution
z¯ (t) = 0n−1, for t ≥ 0, is equivalent to x̂
2
i (t) = 0, for t ≥ 0,
∀i = 2, . . . , n. Now, considering (103), we have v̂2i (t) = 0,
for t ≥ 0, ∀i = 2, . . . , n. Finally, noting the orthogonal matrix
Q is full-rank, from (95)–(98) we conclude that x˜ (t) = 0n
and v˜ (t) = 0n, for t ≥ 0, which contradicts with (60).
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