Visual and infrared cameras have complementary properties and using them together may increase the performance of human face recognition. This study presents a new efficient method for face recognition which fusing the complementary information from both domains. The fused image is obtained by a new image fusion method based on region segmentation and PCNN for the first step. In the second step, features of the fused images are extracted by ECA and 2DECA according to the entropy contribution. The method has been tested on OTCBVS database.
Introduction
Automatic face recognition has been extensively studied over the past two decades due to its important role in a number of application domains, including access control, visual surveillance, and de-duplication of government issued identity documents (e.g. passport and driver license), to name a few. Face recognition systems generally operate under one of two scenarios: verification or identification [1] .
Many techniques have been proposed which include recognition form high resolution still images, recognition from multiple still images and multimodal face recognition [2] . Out of several factors, which affect face recognition performance in case of visual images, illumination conditions but not very consistent in capturing texture details of the face. Other factors like sunglass, beard, moustache etc. also play active role in adding complicacies to the recognition process. Multimodal face recognition focuses on the use of fusion of complementary information for person identification to tackle the drawbacks of only one of those domains.
In pattern recognition area, principal component analysis (PCA) [3] is a popular method. In PCA, one wants to maximize the variance of the training samples by a projection matrix. Two-dimensional PCA (2DPCA) is proposed by Yang, in which image matrixes are used directly [4] . Compared to these eigenvalue contribution based methods, the kernel entropy component analysis (KECA) method extract features according to the entropy contribution [5] . Inspired by KECA, we proposed entropy component analysis (ECA) and two dimensional entropy component analysis (2DECA) for feature extraction [6] .
This paper presents an image fusion technique which fuses visual and thermal infrared images for multimodal face recognition. In this work at first thermal infrared and visual face image are combined together using the proposed image fusion method to obtain the fused images. Then features of the fused images are extracted by ECA and 2DECA, finally recognition procedure is implemented by minimum distance classifier.
The remainder of this paper is organized as follows: Section 1 summaries pervious work .Section 2 contains an explanation of the proposed algorithm. Section 3 describes the experimental and presents the results. Finally, Section 4 concludes this work.
Feature Extraction of Fused Images

Image Fusion Technique based on PCNN and region segmentation
Image fusion based on regions has the advantage that the fusion process becomes more robust and avoids some of the well-known problems in pixel-level fusion such as blurring effects and high sensitivity to noise and misregistration. Here we present a new feature level image fusion method incorporating region segmentation and PCNN. Firstly, the fuzzy c-means clustering algorithm (FCM) is used to segment the image in the feature space formed by multi-channel Gabor filters and then multi-scale wavelet decomposition is performed on image. Secondly, the low frequency coefficients are fused with edge intensity and the high frequency coefficients are fused with PCNN for all regions. Finally, the fused image is obtained by taking the inverse wavelet transform.
PCNN model
PCNN is a feedback network which constituted by a number of PCNN neurons. In image processing, PCNN is a single two-dimensional connection network, the number of neurons is equal to the input number of pixels in the image. Therefore, the number of neurons corresponding to an image with M N × pixels is M N × . The PCNN neuron is described by the following mathematic model:
The dendritic tree is given by Eqs. (1)- (2), where F ij and L ij are called feeding input and linking input, respectively. α F and α L are the time constants, usually, α F <α L . V F and V L are normalized constants. w and m are the synaptic weighted coefficients and S ij is the external stimulus; generally, S ij is equal to image pixel values. The linking modulation is given by Eq. (3), where U ij is the internal state of the neuron and β is the linking parameter. The pulse generator determines the firing events in the model in Eq. (4) . Y ij depends on the internal state and threshold. The dynamic threshold of the neuron is described in Eq. (5), whereα T and V T are time constant and normalized constant, respectively. Here is a brief review of the standard PCNN. More details about PCNN will be found in the literatures [6] [7] [8] [9] .
Image Segmentation based on FCM
Texture feature extraction based on gabor filters was introduced in [10] . A feature vector is then extracted from each N M × window, each feature vector, 
denotes the grade of the feature vector j fˆ in the i th cluster.
Process of Image Fusion
After multi-scale wavelet decomposition, the low frequency coefficients represent the approximate weight of the image and contain contour information of the image; the high frequency components represent the details of the image and reflect edge and texture feature of the image. As the low frequency and high frequency bands contain different kinds of information, so different fusion method should be used to the low frequency and high frequency bands respectively.
For the low frequency, we choose the maximum frequency as the fused frequency. Assume 
Features Extraction by 2DECA
2DECA is proposed by extracting features using 2DPCA according to the entropy contribution. The difference between 2DECA and ECA is that 2DECA extracts features from images matrixes directly. The 2DECA algorithm is given as follows.
( 
Experimental and results
In this study, all the experiments have been simulated using MALTAB 7. We analyse the performance of our algorithm using OTCBVS database which is a standard benchmark thermal infrared and visual face images for face recognition technologies.
In our study, we select face images from 14 different persons and each one has 8 pairs of thermal infrared and visible images, which contain 4 types of illumination: Lon, Ron, 2on and off. There are 2 pose images for each illumination. Some persons wear eyeglasses.
Then we would like to compare the performance of face recognition between our fused images and other images. In the recognition experiment, one image to seven images per person is selected respectively as the training set, and the rest are selected as the test set. The experiments are implemented by 2DECA and the recognition rates are shown in Figure 1 .
From figure 1 we can see that the recognition rates of our fused images are higher than that of other conditions. Details and characters contained in our fused images are more than that contained in the weighted fused images and wavelet fused images. As a result, the recognition performance of our fused method is better.
Summary and conclusions
This paper presents a new method for face recognition based on feature level image fusion and entropy component analysis. The fused image is obtained by image fusion based on region segmentation and PCNN. The ECA and 2DECA methods are used to extract features of the fused images. The efficiency of our proposed method has been demonstrated on OTVBCS benchmark database and recognition rate is better than other method.
The synergistic confluence of information from the visible and infrared spectrum increases the interpretive content of the fused image. Experiment results show that the proposed method is efficient for the multimodal face recognition, even in the poor illumination. This study enriches multimodal face recognition technique with significant values.
