We propose a new method to analyse seismic time-series and estimate the arrival times of seismic waves. Our approach combines two ingredients: the time-series are first lifted into a highdimensional space using time-delay embedding; the resulting phase space is then parametrized using a non-linear method based on the eigenvectors of the graph Laplacian. We validate our approach using a data set of seismic events that occurred in Idaho, Montana, Wyoming and Utah between 2005 and 2006. Our approach outperforms methods based on singular-spectrum analysis, wavelet analysis and short-term average/long-term average (STA/LTA).
I N T RO D U C T I O N

Estimation of arrival times
Seismic waves arrive at recording stations as distinct bursts, or arrivals, corresponding to different types of motion (e.g. compressional vs. shear) and different propagation paths through the Earth (refracted, reflected and diffracted). Arrival times of seismic waves are indispensable to the determination of the location and type of seismic event; the precise estimation of arrival times remains therefore a fundamental problem. This paper addresses the problem of estimating the timing of different seismic waves from a seismogram. Several methods for estimating arrival times use some variants of the classic current-value-to-predicted-value ratio method (e.g. Allen 1982; Di Stefano et al. 2006; Panagiotakis et al. 2008 , and references therein). The current value is a short-term average (STA) of the energy of the incoming data, while the predicted value is a longterm average (LTA), so the ratio is expressed as STA/LTA. This ratio is constantly updated as new data flow in, and a detection is declared when the ratio exceeds a threshold value. When the signal and the noise are Gaussian distributed, the STA/LTA method yields an optimal detector that strikes the optimal balance between the false alarm rate, or 'mispicks' (Nippress et al. 2010 ) and the missed detections rate (resulting in low accuracy) (Freiberger 1963; Berger & Sax 2001) . As demonstrated by Persson (2003) , this theoretical model is unrealistic since seismic waves are non-Gaussian. As a * Author contributions are as follows. Conception and design of methods and experiments: FGM and KMT. Acquisition of data: MJP and CJY. Analysis and interpretation of data: KMT, MJP, CJY and FGM. Writing of manuscript: FGM and KMT.
result the seismic waves should be characterized, not just by their mean and variance (as in STA/LTA), but by higher order statistics (such as skewness and kurtosis). These higher order moments have been used to detect the onset of seismic waves (Saragiotis et al. 2002; Galiana-Merino et al. 2008; Küperkoch et al. 2010) . The performance of a detector can be improved by enhancing the signal transients relative to the background noise. Several time-frequency and timescale decompositions have been proposed for this purpose (e.g. Withers et al. 1998; Zhang et al. 2003; Bardainne et al. 2006, and references therein) . Advanced statistical methods can use training data (in the form of seismograms labelled by an analyst). For instance, the software developed at the Prototype International Data Center (Arlington, VA, USA) is based on a multilayer neural network that uses labelled waveforms to predict the types of waves of unseen seismograms (Wang 2002 ).
Local analysis of a time-series: the concept of patch
To detect the arrival of a seismic wave, and estimate its arrival time, we propose to characterize the local dynamics of the seismogram using a sliding window, or temporal 'patch' (see Fig. 1 ). Formally, let x(t) be one of the components (e.g. the z component, or the first eigenmode after a singular value decomposition of the three components) of a seismogram. Let t be the sampling period of the seismogram. The patch x(t) is formed by collecting d equally spaced samples of x(t) and stacking them into a d-dimensional vector,
x(t) = [x(t) x(t + t) . . . x(t + (d − 1) t)]
T .
Although we generally think of x(t) as a snippet of the original signal over the interval [t, t + d t) (see Fig. 1 ), in this paper we will think about x(t) as a vector in d dimensions (see Fig. 2 ). We call 'patch-space' the region of R d formed by the patch trajectory {x(t), t ≥ 0} (see Fig. 2 ). Our goal is to detect the presence of a seismic wave in the patch x(t) from the location of the patch in patch-space.
Time-delay embedding and phase space
The concept of patches is equivalent to the concept of 'time-delay coordinates' in the context of the analysis of a dynamical system from a time-series measured from that system (Sauer et al. 1991; Abarbanel et al. 1993; Gilmore 1998) . In this work, we can imagine that there exists a dynamical system-that is, a system of ordinary differential equations (or partial differential equations)-that describes the complicated physical process that gives rise to a seismic event and the corresponding seismic waves. The complexity of the physical processes involved at all scale during an earthquake currently prevents the derivation of a dynamical system from first principles. There are, however, several models that can reproduce the dynamical features of an earthquake fault (e.g. Anghel et al. 2004; Kaneko et al. 2008; Lapusta & Liu 2009; de la Puente et al. 2009; Etienne et al. 2010 , and references therein). We therefore argue that one can think of the seismograms as being measurements of an underlying dynamical system.
The 'phase space' associated with such a dynamical system is the set of all possible configurations (in terms of position and velocity) of the system. Takens embedding theorxxxem (Takens 1981) allows us to replace the unknown phase space with an equivalent phase space formed by the patch trajectory of the time-delay coordinates defined by (1). In plain English, we can learn everything about a complicated dynamical system by simply observing the evolution of a vector of d consecutive measurements (as in 1) from the dynamical system. We note that there exists a rich literature on the analysis of geophysical time-series using this concept of time-delay embedding (e.g. Chouet & Shaw 1991; Godano et al. 1996; Frede & Mazzega 1999a,b; Konstantinou 2002; Konstantinou & Schlindwein 2002; Tiwari et al. 2003; De Martino et al. 2004; Yuan et al. 2004; De Lauro et al. 2008 ).
The manifold assumption
In this work, we offer a novel perspective on the concept of time-delay coordinates by combining several patch trajectories (from several seismograms). In terms of time-delay coordinates, our definition of patch is equivalent to considering the union of the reconstructed 'phase spaces' formed by the patch trajectories associated with multiple seismograms. We propose to compute a non-linear parametrization of the combined phase spaces. This non-linear parametrization assigns to each patch x(t) (defined by 1) a small number of coordinates that uniquely characterize the position of the patch in patch-space, while providing the optimal separation between baseline patches and arrival patches.
Our approach relies on the assumption that the union of phase spaces, which we call 'patch-space', lies along a smooth set in R d (see Fig. 3 ). As explained in Section 3, we can assume that this smooth set is a 'manifold'. Although the exact definition of a manifold (Lee 1997 (Lee , 2000 involves technical details that are not relevant to this discussion, it is important to acquire some intuition about the concept, and understand why it provides a natural framework for our work.
Informally, a manifold is a generalization of the concept of a surface in more than three dimensions. Similar to a linear subspace (a plane in higher dimensions), a manifold has a dimension that characterizes the number of degrees of freedom that are needed to fully parametrize the manifold. For instance, the sphere in three dimension is a 2-D manifold because every point on the sphere can be described uniquely by its latitude and longitude. In addition, every part of an m-dimensional manifold can be smoothly mapped to R m . As a result, all the tools of calculus (differentiation, integration, etc.) can be extended to functions that are defined on a manifold. Examples of manifold include a sphere, a torus, a cone, etc. In this work we use the eigenfunctions of the Laplacian on the manifold to construct from the data a parametrization of the manifold of patches. This is similar to the idea of recovering the equation of a linear subspace using principal component analysis (PCA). The significant advantage of this framework is that manifolds provide more general models than linear subspaces of the same dimensions.
Problem statement
We are interested in detecting seismic waves and estimating the arrival time of each wave. We model the seismogram x(t) as a sum of two components,
where w(t) represents a seismic wave arriving at time τ , and b(t) represents the baseline (or background) activity. We assume that b(t) models the background noise. In contrast, we expect that w(t) will be a fast oscillatory transient localized around the arrival time τ (see Fig. 4 ). Our goal is to detect the seismic wave w(t), and estimate its onset τ . The difficulty of the problem stems from the fact that there is a large variability in the shape and frequency content of the seismic waves w(t). We tackle this question by lifting the model (2) into R d using the time-delay embedding defined by (1). As explained in Section 2.2, after time-delay embedding, 'baseline patches' that do not overlap with the seismic wave w(t) and only contain the baseline signal b(t) become tightly clustered along low-dimensional curves. In contrast, 'arrival patches' that include portions of the seismic wave w(t) remain at a large distance from one another, and are also at a large distance from the baseline patches. The differential organization of the baseline and arrival patches in R d is the first ingredient of our approach.
The second ingredient of our approach is provided by a parametrization of patch-space that manages to cluster baseline patches and arrival patches into two separate groups. This parametrization allows us to represent patches from R d , where d is of the order of 10 3 using only about 25 coordinates. Finally, the last stage of our approach consists in training a classifier to detect patches containing seismic waves. The classifier uses the low-dimensional parametrization of patch-space.
In summary, the contribution of this paper is a novel method to analyse seismograms and estimate arrival times of seismic waves. Our approach includes the following three steps:
(i) Construction of patch-space by time-delay embedding of seismograms;
(ii) Low-dimensional parametrization of patch-space; (iii) Construction of a classifier using the low-dimensional parametrization; detection of the presence of seismic waves and estimation of arrival-times.
Outline
In the next section we explain how the properties of a waveform x(t) will manifest themselves in terms of geometric properties of the patch trajectory {x(t), t ≥ 0}. In particular, we estimate mutual distances between patches and we describe the alignment of patches along low-dimensional subspaces. Our analysis is performed assuming time is continuous (in Section 3.2, we consider the discrete version of the problem). Furthermore, we assume that the set of patches is constructed from a single seismogram. In Section 3 we expand our discussion to the case where patches are extracted from several seismograms collected at different stations. In Section 3.3, we construct a low-dimensional parametrization of the discrete version of patch-space. We use this low-dimensional parametrization in Section 4 to build a classifier that learns to detect patches made up of seismic waves. Finally, the performance of our approach is quantified in Section 5.
PAT C H -S PA C E
Patch trajectories are 1-D
Given a seismogram x(t), the patch x(t) extracted at time t is a vector in R d . As t evolves, the set of points {x(t), t ≥ 0} forms the patch trajectory. This curve is always a 1-D curve, since it only depends only on a single parameter: the time t. Now, we 4 K. M. Taylor et al. claim that if x(t) is a smooth function of time (has s derivatives), then the patch trajectory is also a smooth curve in
are all smooth. Therefore each of the coordinates of x(t) is a smooth function of t, and the map
is a smooth map from R to R d . This proves that the curve is smooth.
Mutual distance between two patches
In the following, we assume that the seismogram is described by the model (2) and we study the Euclidian distance between any two patches x(t i ) and x(t j ) extracted at times t i and t j . We first consider the case where both patches come from the baseline part of the signal. In this case, we assume w(t) = 0 over the intervals [t i , t i + d t) and [t j , t j + d t), and we have
If the baseline signal varies slowly, then we have |b(
, and therefore
We now consider the case where one patch, x(t i ) (without loss of generality), is part of a seismic wave w(t), whereas the other patch, x(t j ), comes from the baseline part. We have
Again, we can assume that for each k, b(
As before, we have
This sum measures the energy of the (sampled) seismic wave over the interval [t i , t i + d t). Because the patch size, d t, is chosen so that w(t) oscillates several times over the patch (see Fig. 4 ), the interval [t i , t i + d t) is comprised of several wavelengths of w(t), and the energy (8) is usually large. Finally, we consider the case where both patches contain part of the seismic wave w(t) (see Fig. 4 ),
If we assume that the baseline signal varies slowly over time, then we have
The sum (9) measures the energy of the difference between two overlapping sections of the seismic wave w(t), sampled every t (see Fig. 4 ). To estimate the size of this energy, we approximate the seismic wave with a cosine function (see Fig. 4 ), w(t) = cos (ωt), where the frequency ω corresponds to the peak of the short-time Fourier transform of w(t) around τ . In this case, we have
and the sum (9) becomes
The sum in the right-hand side of (10) can be written as
The right-hand side of (11) is the energy of the cosine function sampled every t on an interval starting at (t i + t j )/2 + π/2ω of length d t. As explained above d t 2π/ω, and thus the energy (11) is measured over several wavelengths and is therefore large. Finally, given a patch starting at time t i , all patches starting at time t j , where t j = t i + (q + 1/2) 2π/ω, for some q = 0, 1, . . . will satisfy sin 2 ω(t j − t i )/2 = 1. We conclude that given a patch starting at time t i , there are many choices of t j such that the sum in (10), and therefore the norm in (9), are large.
In summary, we expect the mutual distance between patches extracted from the baseline signal to be small, while the mutual distance between baseline and arrival patches will be large. Moreover, we also expect that two arrival patches will often be at a large distance of one another.
Global alignment of the patches
We have seen that, given a seismogram x(t), the patch trajectory {x(t), t ≥ 0} is a 1-D curve in R d . We could imagine that this curve would be wildly scattered all over R d , exploring every part of the space. In fact, this is not the case: if the seismogram has bounded derivatives up to order s, then the patch trajectory will lie near the intersection of s hyperplanes. In other words, the 1-D curve does not explore the entire space, but stays inside a subspace of dimension d − s.
We first observe that we can compute numerical estimates of the first s ≤ d − 1 derivatives from the d coordinates of the patch x(t). We can therefore quantify the local regularity of the function x(t) over the time window [t, t + d t) from the knowledge of x(t). This observation was at the origin of the first embedding theorems (Packard et al. 1980 ) that did not use the notion of timedelay coordinates-which is equivalent to our notion of patch-but involved the differential coordinates
where the constants a j can be computed from the coefficients of a Taylor series expansion (Iserles 1997) . Obviously, more accurate schemes can be obtained using central differences; we use a forward scheme here to simplify the discussion. The finite difference (12) is a linear combination of the first p + 1 coordinates of the patch x(t). We assume that d p x/dt p is bounded by a small constant over an interval U. Consequently, the finite difference (12) is small, and we have
This last statement can be translated as follows: the distance of the patches {x(t), t ∈ U } to the hyperplane of R d defined by the vector
is small. We conclude that if the function x(t) has s bounded derivatives for t ∈ U , then the trajectory of x(t), for t ∈ U , lies near the intersection of s hyperplanes, each of which is defined by a set of coefficients of the form (14).
Normalization of patch-space
We now consider the following question: if we want to use seismograms from different stations to learn the general shape of a seismic wave, how should we normalize the seismograms? The magnitude of an earthquake, which characterizes its damaging effect, is defined as a logarithmic function of the radiated energy (Richter 1935) . The radiated energy can be estimated by integrating the velocity associated with the displacement measured by seismograms (Ben-Zion 2008) . A logarithmic normalization would make it possible to account for the large variability in the energy and would allow us to compare seismograms from different stations or from different events. We favour an equivalent normalization that consists in rescaling each patch by its energy. For every patch x(t), we first compute the mean of
, and we compute the centred patch
This procedure effectively estimates and removes a slowly varying drift by computing a running average over the entire seismogram. Finally, we project the centred patch x 0 (t) on the unit sphere and define the normalized patch
The normalized patch (16) characterizes the local oscillation of x(t) in a manner that is independent of changes in amplitude and of any slow drift of the seismogram. Geometrically, the trajectory of the normalized patch is a curve on the d − 2 dimensional unit sphere in R d−1 (see Fig. 5 ). Indeed, after subtracting the mean x(t), the patch lies on the hyperplane of R d defined by
After the normalization (16), the normalized patch lives at the intersection of the unit sphere in R d , and the hyperplane
This intersection is also a unit sphere, but in R d−1 . In the remaining of the paper we assume that each patch x(t) has been normalized according to (16).
The embedding dimension
The patch size is determined by the number, d, of time-delay coordinates. The selection of d can be guided by several algorithms that have been proposed in the context of the analysis of non-linear dynamical systems from time-series (Judd & Mees 1998; Kennel & Abarbanel 2002; Small & Tse 2004) . In practice, if d is chosen too large, then our understanding of the geometry of patch-space becomes restricted by the number of patches available. Indeed, the number of patches is limited by the number of time samples; however we need a number of patches that grows exponentially with the dimension, d, of patch-space to properly estimate the distribution of the patches (Scott 1992) .
A N E W PA R A M E T R I Z AT I O N O F PAT C H -S PA C E
From a single seismogram to several seismograms
Because we learn to detect arrivals using more than a single seismic trace, we need to understand the structure of patch-space when patches come from different seismograms acquired at different stations. After normalization, all the patches live on the d − 2 dimensional unit sphere in R d−1 , and are therefore characterized by d − 2 coordinates. Each seismogram gives rise to a 1-D trajectory on the unit sphere (see Fig. 5 ). We expect that the patch trajectories created by different seismograms will remain close to one another, and will not be spread across the unit sphere. Our experiments confirm that the trajectories belong to a m-dimensional manifold embedded in the d − 2 dimensional unit sphere, where m d − 2. 
From continuous to discrete patch-space
In practice, each seismogram is sampled with the sampling period t, and we obtain a time-series
The uniform sampling (in time) of the seismogram leads to a nonuniform sampling (in space) of the 1-D trajectory x(t). We define the discrete patch by
To identify patches that contain seismic waves, we want to characterize the m-dimensional manifold of patch trajectories. Formally, we seek a smooth parametrization of the set of patch trajectories that uses the minimum number of parameters-theoretically only m. An answer to this question is provided by the computation of the principal components of the set of patches {x i , i = 0, . . .}. This method, known as singular-spectrum analysis (Broomhead & King 1986; Vautard & Ghil 1989) , has been used to characterize geophysical time-series (Sharma et al. 1993; Gámiz-Fortis et al. 2002) . Unfortunately, unless the patches lie along a low-dimensional linear subspace, many (typically more than m) principal components will be required to capture the curvature and torsion of the patch trajectories. This problem is quite severe since the part of patch-space that corresponds to arrivals exhibits high curvature. Our quest for a parametrization of the manifold of patch trajectories is similar to the problem of reconstructing a space of configurations, or phase space, based on time-delay coordinates. Indeed, we can consider that seismograms are observables from the non-linear dynamical system that is at the origin of the seismic waves. De Lauro et al. (2008) and De Martino et al. (2004) show that patches extracted from volcanic tremors evolve around a low-dimensional attracting manifold (see also Chouet & Shaw 1991; Godano et al. 1996; Konstantinou & Schlindwein 2002; Yuan et al. 2004 , and references therein). The embedding dimension of the phase space reconstructed from Strombolian tremors was estimated in (De Lauro et al. 2008) to be around five (see also Konstantinou 2002; De Martino et al. 2004) .
Our approach provides a new perspective on this question by directly constructing a smooth parametrization of the set of phase spaces associated with the different seismograms. Our hypothesis, confirmed by our experiments, is that the vectors x i live close to a low-dimensional manifold of the unit sphere in R d−1 .
Non-linear parametrization of patch-space via the eigenvectors of the Laplacian
The patch graph: a network of patches
Our plan is to assemble a global parametrization of the manifold of patches from the knowledge of the pairwise distances between patches. If the manifold were to be a subspace, then a PCA would allow us to completely recover the equation of the subspace. In principle, we should measure the geodesic distances between patches along the underlying manifold. Unfortunately, the only distances available to us are Euclidian distances. This issue can be resolved by observing that the Euclidian and the geodesic distances between two patches are very similar if the patches are in close proximity. We therefore use only distances between neighbouring patches, and disregard distances between faraway patches.
We describe patch-space with a graph G that is constructed as follows. We assume that we have access to N patches x i , i = 1, . . . , N extracted from several seismograms recorded at different stations. All the patches have been properly normalized, as explained in Section 2.4. Each patch x i becomes the vertex x i of the graph 1 (see Fig. 6 ). Edges between vertices quantify the proximity between patches. Each vertex x i is connected to its ν NN nearest neighbours according to the Euclidian distance x i −x j . When the vertices x i and x j are connected by an edge {i, j} we write x i ∼x j . The weight W i,j on the edge {i, j} measures the similarity between the patches x i and x j and is defined by
The scaling factor σ modulates our definition of proximity. If σ max i,j x i −x j , then for all edges {i, j} we have W i,j ≈ 1. This choice of σ blurs the distinction between baseline and arrival patches by pretending that all patches are similar to one another (W i,j ≈ 1). On the other hand, if σ ≈ 0, then W i,j ≈ 0 for all edges {i, j} such that x i −x j > 0. Only if x i − x j ≈ 0 do we have W i,j = 0. This choice of σ accentuates the differences between patches by pretending that all patches are different the minute they are slightly different. Obviously, this choice of σ is very sensitive to any noise existing in the data. The weighted graph G is fully characterized by the N × N weight matrix W with entries W i,j . We also define the diagonal degree matrix D with entries
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We trust only local distances between patches
The construction of the parametrization of patch-space is guided by the following two principles:
(i) Distances between patches connected by an edge are small and one can approximate their geodesic distance by their Euclidian distance. This allows one to measure local geodesic distance without an existing knowledge of the underlying manifold of patch trajectories.
(ii) The new parametrization of patch-space assembles the different constraints provided by the local geodesic distances into a set of global coordinates that vary smoothly over the manifold.
Only an isometry will preserve exactly Euclidian distances between patches, and the isometry which is optimal for dimension reduction is given by PCA. However, as shown in the experiments, the coordinates provided by PCA are unable to capture the non-linear structures formed by patch-space. We propose therefore to seek a sequence of functions ψ 1 , ψ 2 , . . . that will become the new coordinates of each patch.
The new coordinate functions: the eigenfunctions of the Laplacian
We define each coordinate function ψ k as the solution to the following minimization problem:
where ψ k is orthogonal to the previous functions {ψ 0 ,
The numerator of the Rayleigh ratio (20) is a weighted sum of the gradient of ψ k measured along the edges {i, j} of the graph; it quantifies the average local distortion introduced by the map ψ k . The distortion is measured locally: if x i and x j are far apart, then W i,j ≈ 0, and the difference (ψ k (x i ) −ψ k (x j )) does not contribute to the sum (20). The denominator provides a natural normalization. The constraint of orthogonality (21) to the previous coordinate functions guarantees that the coordinates ψ 0 , ψ 1 , . . . describe the data set with several resolutions: if ψ k , ψ j = 0 then ψ k experiences more oscillations on the data set than the previous ψ j . Intuitively, ψ k plays the role of an additional digit that describes the location of x i with more precision. It turns out (Chung 1997 ) that the solution of (20,21) is the solution to the generalized eigenvalue problem,
The first eigenvector ψ 0 , associated with λ 0 = 0, is constant, ψ 0 (x i ) = 1, i = 1, . . . , N ; it is therefore not used. Finally, the new parametrization is defined by
The matrix P = D −1 W is a row-stochastic matrix, associated with a Markov chain on the graph, and the matrix L = D −1 ( D − W ) = I − P is known as the graph Laplacian. The idea of parametrizing a manifold using the eigenfunctions of the Laplacian can be traced back to ideas in spectral geometry (Bérard et al. 1994) , and has been developed extensively by several groups recently (Belkin & Niyogi 2003; Coifman & Maggioni 2006; Coifman et al. 2008; Jones et al. 2008) . The construction of the parametrization is summarized in Fig. 7 [see also Saito (2008) for a version that can be implemented with fast algorithms]. Unlike PCA, which yields a set of vectors on which to project each x i , this non-linear parametrization constructs the new coordinates of x i by concatenating the values of the ψ k , k = 1, · · · , m evaluated at x i , as defined in (23).
How many new coordinates do we need?
Our goal is to construct the most parsimonious parametrization of patch-space with the smallest number m of coordinates. We expect that if m is too small, then the new parametrization will not describe the data with enough precision, and the detection of seismic waves will be inaccurate. More precisely, the complexity of patch-space will increase if our data set includes patches with a wide range of local frequencies. Since m is the number of eigenfunctions needed to accurately represent a patch, we expect that we will need a larger m (more eigenfunctions) if the data set includes patches with very different frequency content. On the other hand, if m is too large, then some coordinates will be mainly describing the noise in the data set (and not adding additional information), and the classification algorithm will overfit the training data. The experiments confirmed that m = 25 yields the optimal detection 8 K. M. Taylor et al. of seismic waves-and performed better than m = 50-even when as many as d = 1024 (25.6 s) time samples are included in each patch. Clearly, this approach results in a very significant reduction of dimensionality.
E S T I M AT I O N O F A R R I VA L T I M E S O F S E I S M I C WAV E S
Learning the presence of seismic waves in patch-space
Our goal is to learn the association between the presence of a seismic wave within a patch, and the values of the patch coordinates. As explained before, we advocate a geometric approach: we expect that patches will organize themselves on the unit sphere in R d−1 in a manner that will reveal the presence of seismic waves. We represent all the patches with the coordinates defined by in (23). We then use training data (labelled by experts) to partially populate patchspace with information about the presence or absence of seismic waves. We combine the information provided by the labels with the knowledge about the geometry of patch-space to train a classifier; this approach is known as semi-supervised learning (Chapelle et al. 2006) . We then use the classifier to classify unlabelled patches into baseline, or arrival patches. The classification problem is formulated as a kernel ridge regression problem (Hastie et al. 2009 ): for any given patch, the classifier returns a number between 0 and 1 that quantifies the probability that a seismic wave be present within the patch.
We assume that N l of the N patches have been labelled by an expert (analyst): for each of these patches we know if a seismic wave was observed in the patch, and at what time. We construct a response function f defined on the new coordinates, (x i ) ∈ R m , and taking values in [0, 1],
The range [0, 1] is arbitrary: 0 is the absence of a response, while 1 is the maximum response. The classifier decides that the patch x i contains an arrival if the response f ( (x i )) is greater than some threshold ε > 0. The threshold ε controls the rates of false alarms and missed detections: a small ε results in many false alarms but will rarely miss arrivals, and vice versa. We expand the response function as a linear combination of Gaussian kernels in R m ,
The vector of unknown coefficients β = [β 1 , . . . , β N l ] is computed using the training data. The kernel ridge regression (Hastie et al. 2009 ) combines two ideas: distances between patches are measured using the Gaussian kernel K , with entries
. . , N l ; and the classifier is designed to provide the simplest model of the response in terms of the N l training data. Rather than trying to find the optimal fit of the function f to the N l labelled patches, we penalize the regression (26) by imposing a penalty on the norm of β (Hastie et al. 2009 ). This prevents the model (26) from overfitting the training samples. The optimal regression is defined as the solution to the quadratic minimization problem
where r = r 1 . . . r N l T is the known response on the N l labelled patches. The parameter μ controls the amount of penalization: μ = 0 yields a least-squares fit, while μ = ∞ ignores the data. For a given choice of μ, the optimal vector of coefficients (Hastie et al. 2009 ) is given by
where I is the N l × N l identity matrix. In our experiments, the ridge parameter μ was determined by cross-validation, and the same value, μ = 0.8, was used throughout. The Gaussian width α is chosen to be a multiple of the average kernel distance,
for all experiments we chose C = 0.51.
Defining ground truth
Uncertainty in arrival time
To validate our approach we need to compare the output of the response function f , defined by (26), to the actual decision provided by an expert (analyst). The comparison is performed for every patch being analysed. Before we present the result of the comparison (see Section 5.2) we need to properly define the ground truth. The decision of the analyst is usually formulated as a binary response: an arrival is present at time τ i or not. We claim that this apparent perfect determination of the arrival time is misleading. Indeed, Freedman (1966) argues that the origin time and the arrival time at a given station are, for all practical purposes, random variables whose distributions depend on quality of the seismic record and the training and experience of the analyst detecting the arrivals. We formalize this intuition and model the arrival time estimated by the analyst as a Gaussian distribution with mean τ j and variance h j . The parameter h j controls the width of the Gaussian and quantifies the confidence with which the analyst estimated τ j . Ideally, h j should be a function of the interobserver variability for the estimation of τ j . In this work, we propose to estimate the uncertainty h j directly from the seismogram. For each arrival time τ j , we compute the dominant frequency ω of x(t) using a short Fourier transform. Let T = 1/ω be the period associated with ω, we define the uncertainty h j as follows:
This choice of h j corresponds to the following idea: if the seismogram were to be a pure sinusoidal function oscillating at the frequency ω (see Fig. 4 ), then this choice of h j would guarantee that we observe two periods (cycles) of x(t) over a time interval of length h j . Finally, we define the true response r i at time t i to be the maximum of the Gaussian bumps associated with the arrival-time times τ j nearest to time t i ,
Fig. 8 displays two seismograms with different values for h j . In the top seismogram the first arrival is very localized (small h 1 ), whereas the second arrival corresponds to a lower instantaneous frequency, and is therefore less localized (large h 2 ). In the second seismogram (bottom of Fig. 8 ) the first two arrivals are very close to one another resulting in an overlap of the Gaussians defining the response r i . 
Energy localization of seismic traces
Because we analyse seismic traces of very different quality, we need to find a way to quantify these differences so we can assess the corresponding variability in the response of our proposed methodology. It is well known that variability in the estimation of arrival times by an analyst is less pronounced when a seismic trace contains very localized arrivals (Velasco et al. 2001 ), hence we propose using energy localization as our metric to categorize waveforms. We define the energy localization of a given trace to be the average ratio of the energy of the seismic waves present in the trace over the energy of the baseline activity. This is related to the STA/LTA ratio, but differs in that we form a single statistic for an entire waveform rather than a transformed time-series. For a given trace let A be the subset of patches that contain arrivals, and B the complement of A: the subset of patches that contain only baseline activity. We define the energy localization by the ratio
where |A| and |B| are the numbers of patches in A and B, respectively. Fig. 9 shows two seismic traces with very different energy localizations (S = 26.0 vs. S = 1.3). Arrival times assigned by an analyst are represented by vertical bars, and STA/LTA processed time-series are shown for comparison.
Optimization of the STA/LTA parameters
For STA/LTA processing, we first apply a 0.8-3.5 Hz bandpass Butterworth filter to enhance signal-to-noise ratio. Instead of using fixed window sizes, we adaptively optimize the window sizes. The optimal sizes for the short and long windows were selected using a procedure similar to (Nippress et al. 2010) . As in Nippress et al. (2010) the goal of the optimization is to minimize the number of false alarms ('mispicks') while reducing the number of missed detections ('highest accuracy'). We quantify this optimality criterion with the Receiver Operating Characteristic (ROC) curve (Hastie et al. 2009 ), a standard procedure in statistics. The ROC curve is a plot of the true detection rate-which quantifies the accuracy of the detector, as a function of the false alarm rate-which quantifies the rate of mispicks. To provide a summary of the entire curve, we compute the area under the curve: the closer is the area to 1, the better. Different sizes were selected for the three levels of energy localization ratio S in our Rocky Mountain data set. The optimal short window was selected in the range [1.6 s, 25.6 s ] and the optimal long window was selected in the range [3.2 s, 51.2 s ]. There was no delay between the windows. As in Nippress et al. (2010) we use part of the data to compute the optimal STA/LTA window sizes, and we then use the remaining traces to evaluate the performance of STA/LTA. All the results that are reported in the STA/LTA experiments were obtained after optimizing the parameters. We found that the optimal short/long window sizes were: 1.6/3.2 s, 1.6/51.2 s and 12.8/25.6 s for the low, medium and high localization ratio S, respectively. For the purpose of visual comparison, we normalized the STA/LTA output so that its maximum value is 1. The trace (A) in Fig. 9 has a large energy localization, while the trace (B) has a very low energy localization. The Butterworth filter is able to remove some of the irrelevant low-frequency oscillations in (B) and yields a signal that can be processed by STA/LTA. We note that the second arrival (Lg) in the first trace (A) is missed by the STA/LTA algorithm. We believe that STA/LTA missed the Lg arrival because the interval between the two arrivals is shorter than the LTA window length so the LTA cannot be reset properly, in other words, the primary arrival is still in the LTA window when the secondary arrival moves into the STA window.
R E S U LT S
Rocky mountain data set
We validate our approach with a data set composed of broad-band seismic traces from seismic events that occurred in Idaho, Montana, Wyoming and Utah, between 2005 and 2006 (see Fig. 10 ). Although the data set is small, it provides a set of wave propagation paths and recording station environments that is broad enough to validate our new algorithm. Arrival times have been determined by an analyst. The 10 events with the largest number of arrivals were selected for analysis. In total, we used 84 different station records from 10 different events containing 226 labelled arrivals. Of the 226 labelled arrivals, there are 72 Pn arrivals, 70 Pg arrivals, 6 Sn arrivals and 78 Lg arrivals. The sampling rate was 1/ t = 40 Hz. We consider only the vertical channel in our analysis. To minimize the computational cost, patches are spaced apart by 40 t (1 s).
Validation of the classifier
The performance of the algorithm varies as a function of the energy localization S, and therefore we perform three independent validations by dividing the seismic traces into three homogeneous subsets: n 1 = 27 traces with low-energy localization (S < 3), n 2 = 29 traces with medium-energy localization (3 ≤ S ≤ 18) and the remaining n 3 = 28 traces with high-energy localization (S > 18). For comparison purposes, we also processed the data set with the optimized STA/LTA, as described in Section 4.3. Figs 11, 12 and 13 show 27 seismic traces that are representative of the three energy localization subsets: high, medium and low, respectively. STA/LTA (magenta) always misses the secondary wave for medium-and high-energy localizations, and often misses the secondary wave at low-energy localization levels. Our approach (green) can detect all primary and secondary waves at high-and medium-energy localization levels. At low localization levels, our approach sometimes yields to an early detection.
For each subset s, (s = 1, 2, 3), we perform a standard leave-oneout cross-validation (Hastie et al. 2009) using n s folds as follows. We choose a test seismogram x t (t) among the n s traces and compute the optimal set of weights (28) for the kernel ridge classifier (26) using the remaining n s − 1 traces. Patches x i are then randomly selected from the test seismogram x t (t) and the classifier computes the response function f ( (x i ) ). The response of the classifier is compared to the true response r i for various false alarms and missed detection levels. We repeat this procedure for each possible test seismogram x t (t) among the n s seismograms. Fig. 14 details the cross-validation procedure. We quantify the performance of the classifier using an ROC curve (Hastie et al. 2009 ). The true detection rate is plotted against false alarm rate. We characterize each ROC curve by the area under the curve (the closer to 1, the better).
Optimization of the parameters of the algorithm
The optimal values of the parameters were computed using crossvalidation. This procedure turned out to be very robust, since we used the same parameters for all experiments. The optimal classification performance was achieved by choosing σ = ∞ and ν NN = 32 in the construction of the graph Laplacian. This is equivalent to setting the weights W i,j on the edges to be 1, and yields a graph that is extremely robust to noise. The influence of the patch size on the classification performance can be found in a series of ROC curves in Fig. 15 . We observe in Fig. 15 that the STA/LTA algorithm performs best for seismograms with low-energy localization. We know that STA/LTA cannot trigger unless the energy level in the LTA The manifold of seismogram patches 11 Figure 11 . Example output from high-S partition. Seismic trace x i (blue), true response r i (red), STA/LTA (magenta) and classifier f ( (x i )) (green). window has established a stable level before the signal comes in the STA window at a higher level. This is always more problematic for secondary arrivals, a well-known problem for STA/LTA. For the mid-and high-energy localization partitions, we observe that often the secondary arrivals either arrive before the primary arrival has left the LTA window or before the energy level after the first arrival has settled down (i.e. the secondary arrival is within the coda of the first arrival). Either way, the LTA is too high for a trigger. This problem can be addressed by making LTA shorter, but STA gets shorter too and the STA/LTA output is less stable. For seismic traces with low-energy localization our approach cannot compete with STA/LTA when the patch size drops below 6.4 s, (d < 256). Of course, it is unfair to compare our approach using patches of only 3. a combination of 25.6 s for the long window and 1.6 s for the short window. Indeed, as soon as the window size is larger or equal to 25.6 s (d ≥ 1024), our approach outperforms STA/LTA. Interestingly, our approach does not benefit from using a much larger patch size; when the patch size becomes 51 s (d = 2048) the scale of the local analysis is no longer adapted to the physical process that we study.
So what does the set of patches look like?
To help us gain some insight into the geometric organization of patch-space we display the patches using some of the new coordinates (x i ). For the three subsets of patches (classified according to the energy localization), we display in Fig. 16 each patch as a dot using three coordinates of the coordinate vectors . Because
The manifold of seismogram patches we can only display three coordinates, among the 25 (or 50) that we use to classify the patches, we use the three coordinates that best reveal the organization of patch-space. The colour of the dot encodes the presence (orange) or absence (blue) of an arrival within x i . As the energy localization increases, the separation between baseline patches and arrival patches improves. This visual impression is confirmed using the quantitative evaluation performed with the ROC curves (see Fig. 15 ). Clearly the shape of the set of patches is not linear, and would not be well approximated with a linear subspace.
Classification performance
We first compare our approach to the gold-standard provided by STA/LTA. The second stage of the evaluation consists in quantifying the importance of the non-linear dimension reduction defined by (23). To gauge the effect of we replace it by two linear transforms: a wavelet transform and a PCA transform. In both cases, we reduce the dimensionality of each patch from d to m. Wavelets have been used for a long time in seismology because seismograms can be approximated with very high precision using a small number of wavelet coefficients (e.g. Anant & Dowla 1997; Gendron et al. 2000; Zhang et al. 2003, and references therein) . On the other hand, we can also try to find the best linear approximation to a set of N patches. This linear approximation is obtained using PCA [also known as the singular-spectrum analysis (Vautard & Ghil 1989 ), see Section 3.2]. The first m vectors of a PCA analysis yields the subspace that provides the optimal m-dimensional approximation to the set of patches. 
STA/LTA ratio
As discussed previously in Section 4.3, we implement STA/LTA processing with optimized short-and long-window sizes and a Butterworth 0.8-3.5 Hz bandpass pre-processing filter. An arrival is declared when the output exceeds a threshold.
PCA and wavelet representations of patch-space
An orthonormal wavelet transform (symmlet 8) provides a multiscale decomposition of each patch x i in terms of d coefficients. Many of the coefficients are small and can be ignored. To decide which wavelet coefficients to retain, we select a fixed set of m/2 indices corresponding to the largest coefficients of the baseline patches. Similarly, we select the m/2 indices associated to the largest coefficients among the patches that contain arrivals. This procedure allows us to define a fixed set of m wavelet coefficients that are used for all patches as in input to the ridge regression algorithm. Similarly, we keep the first m coordinates returned by PCA.
Parameters of the classifier based on the PCA and wavelet representations
After applying a wavelet transform, or PCA, we use the same ridge classifier to detect arrivals. The parameters of the classifier are optimized for the wavelet and PCA transforms, respectively. The Gaussian width α was again chosen to be a multiple of the average kernel distance between any two patches (see 29). The parameter C in eq. (29) was set to C = 6.9 for the wavelet parametrization, and C = 4.6 for the PCA parametrization. The ridge regression parameter was the same for both wavelets and PCA and was equal to μ = 10 −3 . Table 1 provides a detailed summary of the performance of our approach. For each energy localization level (see Section 5.2 for the definition of the subsets), we report the performance of the different detection methods as a function of d (patch dimension) and m (reduced dimension). The performance is quantified using the area under the ROC curve (the ROC curves are shown in Fig. 15 ); a perfect detector should have an area equal to 1.
D I S C U S S I O N
Effect of the patch size
As expected, the patch-based methods perform poorly if the patch is too small (there is not enough information to detect the seismic wave) or too large (the information is smeared over too large a window). The choice of the optimal patch size is dictated by the physical processes at stake here, since the optimal size is the same for all methods, irrespective of the transform used to reduce dimensionality. For high-energy localization seismograms, the seismic waves are very localized and therefore all algorithms perform better with smaller patches: 6.4 s (d = 256) or 12.8 s (d = 512) instead of 25.6 s (d = 1024).
Effect of the transform used to reduce dimensionality
The experiments indicate that PCA outperforms a wavelet decomposition at every energy localization level. Both PCA and the wavelet transform are orthonormal transforms that can be understood in terms of a rotation of patch-space. PCA provides the optimal rotation to align patch-space along the m-dimensional subspace of best-fit. Finally, the non-linear transformation based on the eigenfunctions of the Laplacian outperforms both PCA and wavelets. This clearly indicates that the set of patches contains non-linear structures that cannot be well approximated by the optimal linear subspace computed by PCA. Interestingly, the results (not shown) are not improved by applying a wavelet transform before applying the non-linear map (23) [see Schclar et al. (2010) for an example of a combination of wavelet transform with a non-linear map similar to ].
Dimension of patch-space
The performance is not significantly improved when 50 coordinates are used instead of 25. This is a result that is independent of the method used to reduce dimensionality, and is therefore a statement about the complexity of patch-space and about the physical nature of the seismic traces. As mentioned before, several studies have estimated the dimensionality of the low-dimensional inertial manifold reconstructed from the phase space of the tremors of a single volcano. This dimensionality was found in most studies (Konstantinou 2002; De Martino et al. 2004; De Lauro et al. 2008) to be less than 5: a number much smaller than our rough estimate of the dimensionality of patch-space. Because patch-space includes several seismograms from different events measured at different stations, we expect the dimensionality of this set to be greater than the dimensionality of the phase space reconstructed from the tremors of a single volcano measured at a single station. On the other hand, our study confirms that the combined phase spaces associated with regional seismic waves remain remarkably low dimensional. 
Computational complexity
The complexity of this method is mainly determined by the combined complexity of the nearest neighbour search and the eigenvalue problem. We currently use the restarted Arnoldi method for sparse matrices implemented by the Matlab function eigs to solve the eigenvalue problem. We use the fast approximate nearest neighbour algorithm implemented by the ANN library (Arya et al. 1998) to construct the graph of patches. Once the eigenvectors defined by (22) have been computed for the training data set, the new coordinates [defined by (x) in 23] for each incoming patch x can be obtained using a simple interpolation procedure that requires as many operation as a wavelet transform (Zhang et al. 2003) , for instance. The classification stage requires the computation of the coefficients β defined by (28). In summary, our approach is more complex than the STA/LTA, or the combined wavelet/AIC method of Zhang et al. (2003) .
C O N C L U D I N G R E M A R K S
In this paper we presented a novel method to estimate from a seismogram arrival times of seismic waves and tested it using a set of regional distance recordings of events from the Rocky Mountain region of the United States. We use time-delay embedding to characterize the local dynamics over temporal patches extracted from the seismic waveforms. We combine several delay-coordinates phase spaces formed by the different patch trajectories, and construct a graph that quantifies the distances between the different temporal patches. The eigenvectors of the Laplacian defined on the graph provide a low-dimensional parametrization of the combined phase spaces. Finally, a kernel ridge regression learns the association between each configuration of the phase space and the presence of a seismic wave, as determined by an analyst. The regression is performed using the low-dimensional parametrization of the set of patches. Our approach outperforms standard linear techniques, such as wavelets and singular-spectrum analysis, and makes it possible to capture the non-linear structures of the phase space reconstructed from time-delay embedding. This method unites the existing theory on time-delay embedding and the recent results on the non-linear parametrization of manifold-valued data (Belkin & Niyogi 2003; Coifman & Maggioni 2006; Coifman et al. 2008; Jones et al. 2008) . We expect that our approach may be applicable to time-series that are generated by other complex non-linear dynamical processes, such as neurophysiological data, financial data, etc. We also expect that the idea of reconstructing phase space using the eigenvectors of the graph Laplacian may be used to remove noise from data generated by non-linear dynamical systems (Kostelich & Schreiber 1993; Broomhead et al. 1996) , and predict time-series (Casdagli 1989; Kantz & Schreiber 2004) . Although our testing was limited to a relatively small data set from one region, we believe that our results show great promise for broad application to seismic data processing. To more clearly establish the robustness and transportability of our methodology, we plan to apply it to larger data sets from several different regions.
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