ABSTRACT. For any ¿, we prove the following results on theories in the -variable fragment Ä of first-order logic:
INTRODUCTION
It was quite some time ago when Neil Immerman [11] realized the importance of the number of variables as a complexity measure. Since then, the -variable fragments Ä of first-order logic have played a prominent role in finite model theory.
In particular, the relational machines introduced by Abiteboul and Vianu [1] are closely related to these logics. Based on the work of Abiteboul and Vianu [1] , Dawar, Lindell, and Weinstein [5] and Otto [15] further pursued the study of finite variable logics and (independently) introduced the so-called Ä -invariants. For each vocabulary and ½, the invariant Á associates a structure Á ´ µ of some vocabulary depending on and with each structure such that two structures and satisfy the same Ä -sentences if, and only if, Á ´ µ Á ´ µ. Moreover, the mapping Á can be computed in polynomial time. (Here, and for the rest of the paper, we restrict our attention to finite structures.)
The importance of the invariants can be seen in the fact that they give natural finite encodings of (complete) Ä -theories. The Ä -theory of a structure is the set of all Ä sentences holding in , and thus it is infinite even if is finite. The image Á ´ µ, though, is finite, and it contains all essential information about the theory. Such a finite representation of an Ä -theory of a finite structure is made possible by the fact that in a structure of size Ò each Ä -formula is equivalent to a formula of quantifier-rank at most´Ò · µ [5] . So if we want to do computations on Ä -theories, the invariants provide natural encodings.
The basic question that occurs now is if we can compute a finite model for a given theory. In our framework, we rephrase the question as follows: Fix a vocabulary and let ½. Is there a recursive function from the -structures to the -structures such that for all -structures , the function maps Á ´ µ to a structure that has the same Ä -theory as ? If such an exists, we say that Á is recursively invertible on -structures. Equivalently, we can ask if the image of the class of -structures under Á is a recursive set.
Otto [14] proved that Á ¾ is invertible for all vocabularies , even in polynomial time. It is easy to see that Á ½ , though somewhat pathological, is also invertible in polynomial time.
Theorem 1. Let
¿ and a vocabulary that contains at least one´ ½µ-ary relation symbol. Then Á is not recursively invertible on -structures.
One of the main reasons for the interest in the invertibility of the invariants is the connection of this problem with the major open question of whether there is a logic for polynomial time È. Dawar [3] noticed that if the invariants are È-invertible then there is a logic for Ä -invariant È, that is, a logic that captures all È-queries invariant under equivalence in the logic Ä . The reason is that È-invertibility of Á would give rise to a È-canonization function for Ä -equivalence, and that, in general, a canonization function for an equivalence relation on the class of finite structures yields a logic for all È-queries invariant under this equivalence relation.
The proof of our theorem, together with a purely complexity theoretic lemma, also
shows that it is very unlikely that there is a È-canonization function for Ä -equivalence for a ¿. The complexity theoretic assumption AEÈ È ÔÓÐÝ (non-deterministic polynomial time is not contained in non-uniform polynomial time) is considered very likely, in particular, since Karp and Lipton [12] have proved that its failure would imply a collapse of the polynomial hierarchy. 
½
There is also a model-theoretic motivation for our study. For a structure , the size of Á ´ µ equals the number of -types of the logic Ä realized in . This number is called the -size of . Since the -size of only depends on its Ä -theory, we can define the -size of an Ä -theory to be the -size of its models. It can be seen as a natural measure for the complexity of the theory. In [4] , Dawar was trying to find analogues of the classical Löwenheim-Skolem Theorem for the logics Ä in the context of finite model theory. In particular, he asked whether the Löwenheim number of an Ä -theory, that is, the size of its smallest model, can be recursively bounded in terms of its -size. The following corollary of Theorem 1 answers this question negatively. 
Ì
The best previously known lower bound for such a function was simply exponential [5] . Otto [14] showed that there is a linear bound on the size of the smallest model of an Ä ¾ -theory in terms of its 2-size.
Dawar [3] pointed out that another corollary of Theorem 1 is the separation of the intersection of partial fixed-point logic with È from the intersection of Ä ½ with È.
Our results are based on a close connection between Diophantine equations and Ä -theories that is interesting in its own right. The central result, which is formally stated in Theorem 24, says that from a given system of Diophantine equations we can compute an Ä -theory Ì, represented by its invariant Á ´Ìµ, in polynomial time, such that models of Ì yield positive integer solutions of and vice versa. By Matiyasevič's Theorem [13] , this implies Theorem 1. With some additional complexity theory, it also gives Theorem 2.
½ This result did not appear in the conference version of this article [8] , but is the main result of a subsequent paper [9] , in which I was able to improve the original proof of Theorem 1 in such a way that Theorem 2 also follows. Since the canonization problem faced in Theorem 2 was one of the main motivations to study the invertibility of the invariants, I decided to present both results here in a unified framework (which actually contains some further improvements on [9] ).
PRELIMINARIES
We use a standard logical notation, as it can for example be found in [6] . The universe of a structure is denoted by , and the interpretation of a relation symbol Ê in by Ê .
The expansion of a structure by a relation Ê is denoted by´ Ê µ. We always assume structures to be finite with a finite relational vocabulary. denotes the class of all (finite) structures. For each class of structures and for each vocabulary we let ℄ be the class of all -structures in .
An ordered structure is a structure whose vocabulary contains the binary relation symbol and for which is a linear order on . An Ä ℄-theory is a satisfiable set Ì of Ä ℄-sentences that is closed under semantical consequence (that is, if ³ ¾ Ì and is a consequence of ³ than ¾ Ì).
that is closed under implication. An Ä ℄-theory Ì is complete if for each sentence ³ ¾ Ä ℄ either ³ or ³ belongs to Ì. The Ä ℄-theory of a -structure , denoted by Ì Ä´ µ, is the set of all Ä ℄-sentences holding in . Two -structures and are Ä-equivalent if they have the same Ä ℄-theory. We write Ä .
An Ä ℄-Ð-type, for some Ð ½, is a maximal satisfiable set of Ä ℄-formulas whose free variables are contained in some fixed set Ü ½ Ü Ð . The Ä ℄-type of an Ð-tuple in a -structure is the set of all Ä ℄-formulas ³´Üµ such that ³´ µ. We are going to define a È-computable invariant for Ä -equivalence on the class of -structures. It will give rise to an encoding of the complete Ä -theories.
We define a new vocabulary to consist of the binary relation symbols ½ , , and a unary relation symbol È for each atomic -type .
For each structure we define an equivalence relation on by ´µ ØÔ Ä ´ µ ØÔ Ä ´ µ
As usual, denotes the equivalence class of a -tuple ¾ and the factorization of by .
Definition 9.
With each -structure we associate a -structure Á ´ µ defined as follows: (i) The universe of Á ´ µ is .
(ii) For , the relation Á ´ µ is defined by: 
Since there is a canonical way to encode ordered structures by words over ¼ ½ , the mapping Á gives rise to an invariant for Ä -equivalence on the class of -structures. As a matter of fact, this invariant is È-computable. For convenience, we often do not distinguish between the ordered structure Á ´ µ and its codeword. We refer to Á as the Ä -invariant. Occasionally, we also call Á ´ µ the invariant of a structure .
Observe that Ì Ä ´ µ Á ´ µ, for ¾ ℄, is a well-defined injective mapping defined on the complete Ä -theories. We also denote it by Á . Blurring the distinction between an ordered structure Á ´ µ and its codeword over ¼ ½ again, we can consider Á as an encoding of the complete Ä -theories.
For a thorough presentation of the material of this section we refer the reader to [5] or [16] .
2.5. Non-uniform polynomial time. I assume that the reader is familiar with the basics of complexity theory. A complexity class that is not so well-known, but very important for us, is È ÔÓÐÝ, non-uniform È, which has been introduced by Karp and Lipton [12] . A È ÔÓÐÝ-computation is a È-computation that gets some additional information only depending on the size of the input structure for free. This additional information is encoded in a so-called advice string. Of course, scales are not only structures built exactly as above, but also structures isomorphic to one of these. Proof. The class of scales is axiomatized by an Ä ¿ -sentence (s1) saying that Å, AE, È , form a partition of the universe together with the following Ä ¿ -sentences: 
" is not empty and no two elements represent the same bijection."
¾
So for each Ò ½ we have an Ä ¿ -sentence guaranteeing that in each of its models the disjoint sets Å and AE have the same cardinality. We could have had this much easier, for example, by saying that some binary relation Ê is a bijection between Å and AE. What makes our scales interesting is that with the right choice of the set there are no non-trivial Ä ¿ -definable relations on Å AE. For example, we can achieve this by letting be the set of all bijections between Å and AE. One problem is that this makes the scales too big.
We can do better by choosing randomly.
No matter how we choose the set Ë in a scale Ë, we can define the relation
The next lemma shows that with the right choice of Ë this is essentially all we can define in Ä ¿ on a scale. 
It is convenient to fix some notation before we start with the proof. We usually de- Note that a pseudo-scale Ë ¾ Ë´Ò Ðµ is determined by Ë . We turn Ë´Ò Ðµ into a probability space whose elements Ë are obtained by picking randomly and independently Ð elements of Ë Ò with repetitions to determine Ë . We also consider Ë Ò as a probability space with the uniform measure.
The following example is typical for our reasoning in these spaces, and it shows our notation:
¾ As a matter of fact, size is the only problem if we want to build simple scales by letting be the set of all bijections between Å and AE . As an exercise, the reader may try to prove the analogue of Lemma 14 without the constraint on the size of using this construction (it is much simpler than the proof given below for the full statement). However, in the next subsection we are going to introduce a refinement of the simple scales called addition scales. If we want to do the all-bijections construction there, we run into trouble since it is getting real hard to control the Ä ¿ -types. Originally, I introduced the following random construction to get around these problems.
(The size of the scales only became an issue later; Theorem 1 can actually be proved without the size constraints.)
We refer to this fact by saying that almost surely a pseudo-scale Ë ¾ Ë´Ò Ð´Òµµ is a scale.
In the proofs of Lemmas 14 and 15 I have tried to be as detailed as possible without completely getting lost in formalism. This means that I do not always give all computations, and I do not always consider all cases. My guideline was to give each idea needed in the proofs at least once. In some cases this is not the first place the idea is needed, but the most difficult place.
PROOF (OF LEMMA 14): We consider the space Ë´Ò Ò µ. We have seen that almost surely all Ë ¾ Ë´Ò Ò µ are scales. For each atomic Ð-type , where Ð ¾ ½ ¿℄, of vocabulary Ê we prove that one of the following statements holds for Ë ¾ Ë´Ò Ò µ: Almost surely is not realized in´Ë Ê Ë µ.
Almost surely the -extension axiom holds in´Ë Ê Ë µ.
Since there are only finitely many atomic Ð-types of vocabulary Ê , by Lemma 4 this suffices.
Without loss of generality we can restrict our attention to atomic ¿-types ´Ü Ý Þµ such that Ü Ý Ü Þ Þ Ý ¾ . We call an atomic ¿-type of vocabulary Ê scompatible if it is realized in´Ë Ê Ë µ for some scale Ë. Since all atomic ¿-types that are not s-compatible trivially satisfy (3.2), we restrict ourselves to s-compatible types from now on.
For any such ´Ü Ý Þµ there is a unique triple ´ µ ´ µ such that ¾ Å AE È and Ü Ý Þ ¾ . If Ò is clear from the context we abbreviate Ë´Ò Ò µ by Ë. Unless mentioned otherwise, we let Ò be a sufficiently large natural number and Ë ¾ Ë´Ò Ò µ.
Let ´Ü Ý Þµ be an s-compatible atomic 3-type. CASE 1: ´ µ ´È È È µ.
It follows immediately from the s-compatibility of that in this case the -extension axiom holds in all Ë ¾ Ë for all Ò ¿. CASE 2: ´ µ ´È È µ.
Note that for all Ô Õ ¾ ½ Ò℄ ¾ that do not have a coordinate in common we have CASE 3: ´ µ ´È È µ.
As in Case 1, the s-compatibility of implies that the -extension axiom holds in all Ë ¾ Ë for all Ò ¿.
This case is symmetric to the previous one. 
It would be quite easy here to treat the four cases separately in a straightforward manner, but we take an approach that can be generalized later. The idea is as follows: To satisfy the extension axiom associated with a partial type « we have to show that for all ¾ Ë we can find a suitable ¾ Ë . We fix and a small, distinguished subset, say , of Å Ë . Here this subset consists of just two elements ½ and ¾ ; later it will be four or six elements. Now we define a partial function ¼ on that satisfies the requirements of «, for example by being equal to somewhere, but distinct from everywhere. Since ¼ already satisfies the requirements of «, an that extends ¼ to Å Ë in such a way that for all places ¾ Å Ë Ò we have ´ µ ´ µ and ´ µ ´ µ will satisfy «. We prove that with sufficiently high probability a randomly chosen has these two properties ( ¼ and ´ µ ¾ ´ µ ´ µ for all ¾ Å Ë Ò ). It follows that with high probability such an exists in Ë .
We first note that We proceed similarly to the previous case. Let us just consider one example. Say, ÜÝ ¯ÜÞ ÊÝÞ ¾ . We let Ô ´ µ ¾ ½ Ò℄ ¾ and ¾ Ë Ò such that Ô ¾ . We let
This case is symmetric to the previous one. However, the subdivision of Å into Å ½ and Å ¾ poses some new problems. The following three relations are Ä ¿ -definable on an addition scale :
The expansion of by these three relations is denoted by . Moreover, we have two Figure 2 gives a schematic picture of an (expanded) addition scale. 
As in the proof of Lemma 14 we restrict our attention to atomic 3-types ´Ü Ý Þµ such that Ü Ý Ü Þ Þ Ý ¾ . We can extend the notion of s-compatibility in a straightforward manner, saying that an atomic 3-type of vocabulary ¼ is a-compatible if it is realized iń Ê ½ Ê ¾ µ for some addition scale . The definition of the triple ´ µ remains valid for a-compatible types.
If Ò Ñ are clear from the context we abbreviate ´Ò Ñ Ò µ by . Unless mentioned otherwise, we let Ò and Ñ ¾ Á´Òµ be sufficiently large natural numbers and ¾ ´Ò Ñ Ò µ.
We consider the same cases as in the proof of Lemma 14. In CASE 1 and CASE 2 the arguments given there extend without any problems. CASE 3: ´ µ ´È È µ.
We shall prove that satisfies (3.8).
Suppose first that ¾ ÜÞ ¯ÞÝ ¾ . Then Å ½ Þ ¾ ´µ AE ½ ÜÝ ¾ , because is a-compatible. Let 
In all other cases it is easy to see that the -extension axiom holds for all ¾ as long as Ñ ¿.
Again CASE 4 is symmetric. 
It may seem surprising that the relation
does not appear in this list. The reason is that we have Ê Ê .
Once we have proved that these relations are almost surely satisfied, it is easy to prove that in all four cases (a)-(d) almost surely the -extension axiom holds. In Case See [8] or [7] for a proof. 
TRANSLATIONS
In this section, we use our scales to prove Theorems 1 and 2. We do this by a sequence of reductions that are all of a similar form. It is convenient to formulate our results in the following abstract setting.
Let us call a triple A ´Ë Å µ consisting of a class Ë of "sentences", a class Å of "models", and a binary "satisfaction" relation between sentences and models an abstract logic. This notion is not intended to be a meaningful definition of what one might reasonably call a logic, but it helps to understand the following results. No confusion will arise from always denoting the satisfaction relation by . Thus we may just write A ´Ë Åµ. We denote the class of all models of a sentence × ¾ Ë, that is, the set Ñ ¾ Å Ñ × , by Å´×µ. We let DIO be the abstract logic whose sentences are the D-systems and whose models the PIAs, with the obvious satisfaction relation.
Since we are doing computations on our abstract logics, we need to encode sentences and models in some way. Usually, the particular choice of an encoding does not matter. However, we need to encode PIAs in such a way that their size is polynomial in their values (and not logarithmic). This is achieved by encoding the integers in a PIA in unary.
The reason for doing so is that we are going to relate PIAs to models of Ä -theories whose size corresponds to the values of the PIAs.
Example 21. We let 3SAT be the abstract logic whose formulas are the propositional formulas in 3-conjunctive normal form (3CNF), and whose models are the assignments for these formulas. Matiyasevič's well-known Theorem [13] states that there is no recursive function that associates a PIS with each D-system. Thus Theorem 1 follows.
We are going to prove Theorem 24 in Subsections 4.1-4.4, and then Theorem 2 in Subsection 4.5.
Translating theories to theories of hypergraphs.
We start with a simple translation that only uses known techniques.
An Ö-regular hypergraph is a structure´ Ê µ, where Ê is an Ö-ary relation symbol, such that Ê ½ Ö implies that the are all distinct and that Ê ´½µ ´Öµ for each permutation of ½ Ö℄. We let INV ´À Ö µ Ç Ê Á ℄ À À Ö-regular hypergraph ¡ the abstract logic whose models are the Ö-regular hypergraphs and whose sentences are their invariants. Note that a 2-regular hypergraph is just an (undirected, loop-free) graph.
We usually denote the edge relation of a graph by , and we let INV ´ µ INV ´À ¾ µ.
We call a vocabulary Ö-ary if all its relation symbols have arity at most Ö. Proof. We only give a proof for Ö ¾; the generalization to arbitrary Ö is straightforward.
Without loss of generality we can assume that all relation symbols in are binary. Recall that all relation symbols in are binary. Say,
For each -structure we define a graph as follows:
For each ¾ we take a copy Î of Î Ñ . Let us denote the vertex Ú in this copy by Ú (for ¾ Ñ ½℄). We call the edges of the graphs Î the internal edges of .
Ê -edges of are represented as follows: For all ¾ ½ Ð℄ and ¾ with Ê we add an edge between Ú and Ú ·¾ . Let us call the edges obtained this way real edges. Note that each internal edge is incident with a vertex of valence at most two, whereas both ends of a real edge have valence at least 3. This distinguishes internal edges from real edges. Now suppose we are given an invariant Á ´ µ of a -structure , and we want to compute Á ´ µ. Remember that Á ´ µ ´Á ´ µ Á ´ µ µ and that Á ´ µ can be computed in polynomial time from Á ´ µ. Thus we only have to compute Á ´ µ. Using (4.1) we can easily produce a list of all Ä --types of . This gives us the universe of Á ´ µ. For a type ØÔ Ä ´Ü µ we know ØÔ Ä ´«´Üµ µ, which is an element of Á ´ µ, and ´Üµ. This gives us enough information to decide whether two Ä -types are related by an -edge and to compute the corresponding atomic type. Hence we obtain Á ´ µ. Clearly, this computation can be done in polynomial time.
Finally, note that we can retrieve from in polynomial time and that each À with À Ä is isomorphic to a structure where
Our translation´Ø ½ Ø ¾ Ø ¿ µ can be defined as follows: For each PIS « of , the PIA Ô« has a unique extension to a PIS of . We first show that for each Ô-simple D-system there is a complete Ä ¿ -theory Ì´ µ of a vocabulary ´ µ. We show how to obtain models of Ì´ µ from PISs of and vice versa. An analysis of the Ä -types of Ì´ µ yields a way to compute the invariant of Ì´ µ from in polynomial time.
This almost proves the lemma. The only problem is that the vocabulary ´ µ depends on . In a final step we modify the vocabulary (and the rest of the proof) to obtain the full result.
Let be a Ô-simple D-system. 
There are no other intersections between the building blocks.
For ¾ ½ ℄ the set É is defined to be the universe of Ë , for ¾ ½ ¾℄ the set É is defined to be the universe of Ë , and the set É ½ is defined to be the universe of Ë ½ .
The set É Ô is defined to be the universe of Ô , the set É · is defined to be the universe of · , and the set É ¡ is defined to be the universe of ¡ . Figure 5 gives a schematic picture of . 
a sentence saying that there are no other intersections between É Ó s and É s, (10) a sentence saying that if an element or a pair of elements occurs in a relation than this is for one of the reasons listed so far, (11) a sentence saying that each element is contained in some É or É Ó .
We let Ì´ µ be the set of all Ä ¿ -sentences implied by ¦. We are going to see later that if it is satisfiable then Ì´ µ is a complete Ä ¿ -theory. THE MODELS. Ì´ µ tells us how to build a model corresponding to a PIS « of . We use the scales Ë´Òµ provided by Lemma 14, the addition scales ´Ò Ñµ provided by Lemma 15, the constant scale ´Ôµ provided by Lemma 17, and the multiplication gadgets ´Ñ Òµ provided by Lemma 18. Recall that we encode the integers in a PIA in unary.
Since simple scales, addition scales and multiplication gadgets are of size polynomially bounded in Ò, and constant scales only appear of a fixed size, the function « can be computed in È ÔÓÐÝ, taking descriptions of the scales as advice.
On the other hand, let be a finite model of Ì´ µ (if there is one). We define the PIA « by letting «´ µ be the size of the set´É Ó µ Å , for each variable occurring in .
By (6) the size of this set does not depend on the occurrence Ó of , thus « is well-defined.
Clearly, the function « is È-computable. Note that for each PIS « of there are only finitely many models that will be translated to «, since there are only finitely many scales for any fixed set of parameters.
This yields the boundedness of our translation. 
This guarantees (4.6) and (4.7), and thus by the quantifier-elimination statement of Lemma 14
Again by quantifier-elimination for the simple scales we can find a This completes the proof of the claim.
Note that the claim implies that if Ì´ µ is satisfiable then it is a complete theory, because it shows that all of its models are Ä ¿ -equivalent.
COMPUTING THE INVARIANT. We now show how to compute a ´ µ ¿ -structure Á from the system such that Á Á ¿´Ì´ µµ if Ì´ µ is satisfiable. To obtain Á ¿´Ì´ µµ we then just have to expand Á by the order Á ¿´Ì´ µµ , which can be computed from Á in polynomial time.
The claim characterizes the Ä ¿ -types realized in a model of Ì´ µ. Taking into account the quantifier-elimination properties of the scales, we can produce a finite list of these types. The properties of the various scales guarantee that this list is the same for each model of Ì´ µ. Our analysis yields even more: Suppose we have a ¿-tuple in an arbitrary model of Ì´ µ. Let The theory Ì Ä ´ µ guarantees that is well-defined. We let À ´À À µ. We shall prove that Ì Ä ¿´Àµ Ì Ä ¿´ µ. It is not hard to see that À can be computed from in polynomial time. Note that if we have an encoding of the class , then each canonization function for an equivalence relation on gives rise to an invariant in the sense of Definition 8.
To prove Theorem 2, we combine our previous results with the following purely complexity theoretic Lemma 32 proved in [9] . Let Ë Ì be the following equivalence relation on the class of all pairs´¨ «µ whereï s a 3CNF-formula and « a satisfying assignment for¨:¨ The vocabulary for which we have proved that the invariant Á has no recursive inverse depends on -it has to contain at least one´ ½µ-ary relation symbol. It would be desirable to prove the result for a vocabulary not depending on , ideally for graphs. Some of the questions we have studied here can also be asked for arbitrary, not just finite structures. For example, the invariant Á can be extended to arbitrary structures in a straightforward manner. Many infinite structures, for example dense linear orderings, have a finite invariant. We may ask:
Open Question 33. Let

Open Question 35. Let
¿ and a vocabulary that contains at least one binary relation symbol. Is it decidable if a given ordered finite -structure is Á ´ µ for an arbitrary -structure ?
Otto [15] carried out a similar analysis as for the logics Ä for their extensions by counting quantifiers. Among other things it lead to the introduction of invariants, say Â , characterizing -theories. The question of the invertibility also occurred for these.
However, there is an important difference: The size of a structure is fixed by its -theory, so the invariant Â contains information about the size of the structure, and actually about the size of all definable sets. This means that Â has a recursive inverse. The question is whether Â is invertible in polynomial time. Otto [14] 
