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Abstract
Activity recognition from long unstructured egocentric
photo-streams has several applications in assistive technol-
ogy such as health monitoring and frailty detection, just to
name a few. However, one of its main technical challenges is
to deal with the low frame rate of wearable photo-cameras,
which causes abrupt appearance changes between consecu-
tive frames. In consequence, important discriminatory low-
level features from motion such as optical flow cannot be es-
timated. In this paper, we present a batch-driven approach
for training a deep learning architecture that strongly rely
on Long short-term units to tackle this problem. We propose
two different implementations of the same approach that
process a photo-stream sequence using batches of fixed size
with the goal of capturing the temporal evolution of high-
level features. The main difference between these imple-
mentations is that one explicitly models consecutive batches
by overlapping them. Experimental results over a public
dataset acquired by three users demonstrate the validity of
the proposed architectures to exploit the temporal evolution
of convolutional features over time without relying on event
boundaries.
1. Introduction
Automatic human behavior understanding has been for
a long time one of the main goals of artificial intelli-
gence practitioners [22]. Being a fundamental step to-
wards human behavior understanding and having several
application areas like healthcare, ambient intelligence, and
video surveillance, activity recognition has become one
of the most widely studied problems in computer vision
[11, 19, 25, 29, 33].
With the widespread of wearable sensors in recent years
Figure 1: Examples of egocentric images captured by a
chest-mounted OMG Autographer wearable camera from
the NTCIR-12 dataset [15].
[14, 28], there has been growing interest in recognizing
activities from images and videos captured by a wearable
camera [20]. Since wearable cameras do not require any
user intervention, they allow to capture genuine images and
videos in a naturalistic setting. Additionally, the first-person
point of view is specially well-suited to capture interactions
with objects and people; hence tracking the activities of the
wearer (see Fig. 1). However, in comparison with third-
person videos, the camera free motion, the unconstrained
nature of the videos, and the non-visibility of the main ac-
tor impose additional challenges to the activity recognition
problem.
In a lifelogging scenario, where typically the frame-
rate of the camera is very low (2-3 frames per minute),
the lack of temporal coherence and the abrupt changes
of the field of view, further harden the activity recogni-
tion task. As stated in [4], visual lifelogs offer consid-
erable potential to infer behavior patterns through activ-
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Figure 2: Thirteen different day sequences of annotated pictures from users u1 and u2 of the NTCIR-12 dataset.
ity recognition and enable several applications in the field
of technology-driven assistive healthcare, such as prevent-
ing non-communicable diseases associated with unhealthy
trends and risky profiles. Despite that, to the best of our
knowledge, research on activity recognition in a lifelogging
scenario has received comparatively little attention in the
literature [6, 7, 21] with respect to the egocentric video set-
ting [1, 2, 3, 12, 16, 17, 18, 23, 24, 26, 27].
Activity recognition from egocentric videos is mostly fo-
cused on recognizing short-term actions such as take bread
or put ketchup, spanning around a few hundreds of frames
or more long-term activities: walking or running that usu-
ally last for several minutes. Not surprisingly, one of the
most widely exploited features in the video setting was the
ego-motion
Given the low frame-rate, activity recognition from ego-
centric photo-streams has focused on recognizing high-level
activities that may last from a few minutes to several hours
such as cooking or working that have proved to be well char-
acterized by ego-motion [24] in the video scenario. Castro
et al. [7] showed that it is possible to improve the recogni-
tion performance of a fine-tuned CNN by adding a fusion
ensemble method that puts together the output of the CNN
with time meta-data and contextual features through a ran-
dom forest. However, the validity of the proposed approach
was restricted to data belonging to a single user, since the
time meta-data and the contextual features cannot general-
ize to multiple users. In an attempt to improve the general-
ization capability of this model, Cartas et al. [6] proposed
to use the output of a fully connected layer as additional
features to be used in a fusion ensemble model. However,
both works operated at image-level even if images were
manually labeled in batches. This implies that the anno-
tators used to apply temporal information in order to label
certain images, and therefore the labeling of single images
could have been different without taking temporal informa-
tion into account. Oliveria et al. [21] exploited the rela-
tionship between objects and activities for activity recogni-
tion purpose. However, all the above mentioned approaches
treated photo-streams as an unstructured collection of unre-
lated images.
Encouraged by a previous study [5] showing that, be-
sides drastic changes in appearance, the temporal coher-
ence of concepts is preserved in egocentric photo-streams
at event-level, we aim to investigate how to take advantage
of temporal information to improve the recognition perfor-
mance. Our proposed approach is similar to [34], where
the activity recognition problem from third-person cameras
is cast as a video classification problem, whose goal is to
learn a global description of the video while maintaining a
low computational cost. In [34], the video is down-sampled
to a frame-rate of 1 fpm, and explicit motion information
in the form of optical flow images computed over adjacent
frames is added to compensate the lost of implicit motion
information. A Long Short Term Memory (LSTM) recur-
rent neural network operating on frame-level CNN activa-
tions is used to discover long-range temporal relationships
and to learn how to integrate information over time. Con-
trary to [34], in our lifelogging scenario, image sequences
have been originally recorded with a low frame-rate, so that
motion information is not available. Furthermore, since a
single video for us corresponds to the set of all images of
the day, the number of labels may be arbitrarily large and
activity boundaries are unknown. Therefore, we propose a
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Figure 3: Proposed batch-based activity recognition implementations. (a) CNN+LSTM with a timestep of 5 frames; it has
4 repeated frames between consecutive batches. (b) CNN+Piggyback LSTM with a timestep and overlap of 5 and 2 frames,
respectively.
batch-based deep learning training approach aiming to cope
with both the lack of knowledge about event boundaries and
the not negligible length of photo-streams (up to 2,000 im-
ages).
Our contributions can be summarized as follows:
• We propose two end-to-end batch-based implementa-
tions that exploit the temporal coherence of concepts
in photo-streams and outperform the state of the art
end-to-end architectures.
• We demonstrate that it is possible to capture the tem-
poral evolution of features over time in photo-streams
even without knowing event boundaries.
• We show that both implementations improve the clas-
sification performance, but the first one is slightly bet-
ter on day sequences that does present clear temporal
patterns.
The rest of the paper is organized as follows: section
2 details the proposed approach, whereas the experimental
setting, validations and state-of-the-art comparisons are de-
scribed and discussed in section 3. Concluding remarks are
reported in section 4.
2. Proposed approach
Our hypothesis is that the variations between succes-
sive images in a photo-stream encode additional informa-
tion which could be useful in making more accurate activ-
ity predictions. While this hypothesis has been validated in
[34] for conventional videos whose frames share the same
label, there is no evidence that it is applicable to the photo-
stream scenario. Typically, a photo-stream has several la-
bels corresponding to different activities performed by the
user during a day. Due to the sparseness of the observa-
tions, adjacent frames may have distinct labels even if in
general, when the user is performing a long term activity,
several consecutive frames share the same label (see Figure
2). One possible approach would be to first split the photo-
stream or video into events manually or by using a state of
the art approach as [32, 10], and then to classify each event
separately. However, we propose two different CNN-LSTM
implementations,based on the idea of batch-based training,
able to cope with the whole photo-stream set analysis with-
out the necessity for event segmentation.
In the first implementation (see Fig. 3a), the output from
the CNN layer is given as input to a single LSTM layer.
While the architecture itself is not new, the way it is trained
and what it is supposed to learn differs from [34]. Dur-
ing training, we split the photo-stream into overlapping seg-
ments of fixed length and we feed them, together with the
corresponding activity label at frame level, to the network.
Since each segment has a fixed length, its images may not
share the same label. Therefore, we expect the network
to learn not only the temporal evolution of features over
time within a same event, but also to learn to predict event
changes, thus leading to more accurate predictions when
event boundaries are unknown.
In the second implementation (see Fig. 3b), we explicitly
model the temporal relation between two adjacent overlap-
ping batches. After a CNN architecture, we added a fully-
connected layer, a LSTM unit, and one last fully-connected
layer. For frames belonging to the first batch of a sequence
(frames 1-5 in Fig. 3b(b)), the input of the LSTM layer
is the output of the fully-connected layers. For frames be-
longing to two temporally overlapping batches (frames 4-5
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Figure 4: Dataset split summary. All split distributions are normalized, but the corresponding number of instances for each
category is shown on top of each split.
in Fig. 3b(b)), the input of the LSTM layer is the output
of the LSTM layer from the previous batch. The outputs
of the first fully-connected layer and the LSTM unit have
the same size. In this way, the input of the LSTM layer
has the same size of its output, that in the latter is used in
subsequent passes. In other words, after the initial feed-
foward pass of the first sequence batch, the LSTMs output
of the last n frames are stored. In subsequent passes, they
are used as the input for the first n LSTMs. For example,
Fig. 3b shows this configuration composed of 5 timesteps
with an overlapping of 2 output/input. This architecture is
supposed to learn more complex long-range temporal de-
pendencies without the need of considering each one-day
photo-stream as a single sequence. Indeed, since a photo-
stream can be made of up to two thousands frames, even for
an LSTM it would be unfeasible to learn such long range
dependencies[13]. Using both implementations, we finally
obtain the frame-level predictions.
3. Experiments
We describe the dataset in section 3.1 and detail the net-
works training in section 3.2. We then present the experi-
mental results on activity recognition on section 3.3.
3.1. Dataset
We employed the NTCIR-12 dataset [15] on our experi-
ments. This dataset contains 89,593 egocentric images col-
lected in 79 days by three different persons. The data col-
lection was done in a period of almost a month per per-
son. During this time, each user worn a chest-mounted
camera that took two pictures per minute. Continuing pre-
vious work [6], we used an extended subset of 44,902 im-
ages from the NTCIR-12 dataset, around 15,000 images per
person. These images were annotated using 21 activity cat-
egories and correspond to all three users and 78 days at dif-
ferent times. The annotation process was done in batches of
consecutive frames, meaning that the context of a continu-
ous activity across frames was implicitly taken into account
by the annotators.
We split the annotated images subset in training, valida-
tion, and test sets. These splits contain full day sequences
and maintain the inherit class imbalance, as illustrated on
Fig. 4. We accomplished this by doing the following. First,
the day sequences were grouped in bins of similar number
of images by using the first-fit decreasing algorithm. Sec-
ond, all possible combinations of test splits from the bins
were calculated by using the Twiddle algorithm [8]. Then,
two category distributions were computed for each test split
combination and its remaining bins. Then, for each pair of
distributions the sum of the Bhattacharya distances between
them and the whole dataset category distribution was ob-
tained. Finally, the best test split is the one with the shortest
distance. The validation and training split was calculated on
the remaining bins by doing the same steps.
For the recurrent proposed models, the annotated pic-
tures of a day were considered as one sequence. In total, the
training and validation set consisted of 59 and 7 sequences,
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Figure 5: Normalized confusion matrices of all models for the best trained configuration.
respectively. For example, thirteen day sequences from two
users are shown in Fig. 2.
3.2. Training
All the models were implemented using the Keras frame-
work [9]. In addition, all the models have the same data
augmentation process at the frame level. Namely, we
randomly applied horizontal flips, translation and rotation
shifts, and zoom operations. To avoid overfitting, we added
dropout layers [31] and weight normalization to all models.
The VGG CNN architecture is used to process individual
images. To aggregate photostream-level information, we
leverage an LSTM to consider sequences of CNN activa-
tions. The training and configuration details for all models
are described as follows.
VGG-16 CNN. We fine-tuned a VGG-16 network [30]
as our base model. Only the last fully-connected layer was
changed to have a 21 category output. The fine-tuning was
done in two phases using the splits described in the previ-
ous section.The goal of the first phase was to initialize the
weights at the top layers, since only the bottom layers of the
CNN were initialized using the weights of the ImageNet
classification task. Therefore, during the first phase, only
the fully-convolutional layers were backpropagated. The
optimization method used was the Stochastic Gradient De-
scent (SGD) for 10 epochs, a learning rate α = 1× 10−5, a
batch size of 1, a momentum µ = 0.9, and a weight decay
equal to 5× 10−6. In the second phase, the last two convo-
lutional layers were also fine-tuned and the initial weights
were obtained from the best epoch of the first phase. More-
over, the SGD ran for another 10 epochs and set with the
same parameters except the learning rate α = 4 × 10−5.
The best validation results were obtained at the eight epoch.
VGG-16 CNN + LSTM. For this architecture, we added
a LSTM layer of 256 units followed by a fully-connected
Method Accuracy Macro Macro MacroPrecision Recall F1-score
VGG-16 75.97 68.50 67.49 66.80
VGG-16+LSTM 79.68 72.96 71.36 70.87timestep 5
VGG-16+LSTM 80.39 75.25 71.86 71.97timestep 10
VGG-16+LSTM 81.73 76.68 74.04 74.16timestep 15
VGG-16+Piggyback LSTM 75.97 69.74 62.98 63.24timestep 5 overlap 2
VGG-16+Piggyback LSTM 79.04 72.98 71.88 71.06timestep 10 overlap 3
VGG-16+Piggyback LSTM 78.51 73.00 69.52 69.88timestep 15 overlap 4
Table 1: Performance summary of all methods with differ-
ent number of timesteps and overlapping frames.
layer after the first fully-connected layer of the VGG-16
network. Furthermore, in our experiments, we used three
LSTM configurations with a time step of five, ten, and fif-
teen frames. In order to train all the configurations, we froze
the weights of the first four blocks of the convolutional lay-
ers. During training, we used SGD as optimization algo-
rithm. For the timestep 5 configuration, we trained it for
5 epochs with a learning rate α = 2.5 × 10−5, a momen-
tum µ = 0.9, and a weight decay equal to 5 × 10−6. For
the timestep 10 configuration, we trained it for 4 epochs
with a learning rate α = 1 × 10−4, a momentum µ = 0.9,
and a weight decay equal to 5 × 10−6. The timestep 15
configuration was trained for 2 epochs with a learning rate
α = 1 × 10−4, a momentum µ = 0.9, and a weight decay
equal to 5 × 10−6. The initial weights of the optimization
process were the ones obtained for the base model. The
training was performed in batches of 5, 10, and 15 frames,
respectively. These batches were sampled using a sliding
window of frames from each sequence. For instance, Fig.
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Figure 6: Prediction comparison of all models for three test day sequences from all users in the dataset.
3a shows an unrolled version of this model and two consec-
utive batches of 5 frames. Besides being a crucial charac-
teristic of the proposed approach, this form of training can
be understood as a kind of data augmentation over the se-
quence.
VGG-16 CNN + Piggyback LSTM. For this architec-
ture, we added a fully-connected and LSTM layers after the
convolutional architecture of the VGG-16 network. Both
layers have an output vector length of 256 and are followed
by a dense layer with a softmax activation. The feedback
from overlapping frames between batches was implemented
using a filter layer. Therefore, the network had two addi-
tional inputs: one input for the previous batch and another
one used as a mask. We used three different configurations
in the reported experiments. The first configuration had a
batch size of 5 frames and 2 overlapping frames, the sec-
ond one had a batch size of 10 frames and 3 overlapping
frames, and the last one had a batch size of 15 frames and 4
overlapping frames. Our results were achieved by dividing
the training into two phases. The purpose of the first train-
ing phase was to learn the high-level features from adjacent
frames, while the purpose of the second one was to learn
temporal patterns from them throughout the sequence. Dur-
ing the first phase, the day sequences were considered as
consecutive batches without overlapping. Accordingly, this
phase followed the same training procedure as the previous
described architecture. In the second phase, we froze all the
convolutional layers and the first fully-connected layer. The
data augmentation process for the day sequences consisted
in the following. Given a batch size n and a overlapping
number of frames m, the sequential training batches with
m overlapping frames were created from the day sequences
starting at the first n frames. This created more training ex-
amples than the previous architecture and considered all the
frames of a sequence. The first training step was to ran-
domly shuffle the day sequences at each epoch. Then, all
the day sequences were processed one by one. The ordered
training batches from a day sequence were consecutively
feedforwarded to the network. The SGD algorithm was also
used for this second phase. The learning rates for the con-
figurations were α = 2.5 × 10−5 , α = 1 × 10−4, and
α = 1 × 10−4, correspondingly. Moreover, all configura-
tions shared the same momentum µ = 0.9 and weight decay
equal to 5×10−6. Early stopping criteria was used for both
training phases.
3.3. Results and Discussion
The evaluation of the models and their configurations
was done over 12 day sequences from all users, i.e. 6,225
images. In contrast with previous works [11, 34], we are
interested in a many-to-many sequence classification and
we did not apply any kind of average over a processed
batch. Since the dataset is unbalanced, we used other met-
rics besides accuracy to measure the classification perfor-
mance. Table 1 shows the obtained results for the activity
recognition task. These results demonstrated that process-
ing batches of sequential frames improves accuracy perfor-
mances with respect to the pure CNN baseline for most of
the cases. A larger time-step is generally preferred since
it allows to better capture the temporal evolution of fea-
tures over time. By using the first proposed architecture, we
achieve an improvement of more than 4% with respect to
the VGG-16 baseline even considering a very small batch
size. The results of the second proposed architecture also
improved all the performance metrics with respect to the
pure CNN baseline, but only for the largest timestep con-
figuration. In comparison with the former architecture, the
overall performance improvement was less. This might be
explained as a consequence of not having clear temporal
activity patterns throughout the whole day sequences, as
shown in Fig. 2. Moreover, a comparison of the models
over three day sequences is illustrated in Fig. 6. Although,
the proposed architectures improved the overall accuracy,
they still failed at classifying categories highly correlated
like Eating together and Driking together as seen on the
confusion matrices on Fig. 5.
4. Conclusions
We presented a batch-based learning approach for activ-
ity recognition from egocentric photo-stream sequences. In
order to learn temporal activity patterns between frames,
both proposed implementations of this approach uses a
LSTM unit on top of a convolutional neural network to pro-
cess a day sequence of frames using windows of fixed size.
Specifically, our first implementation uses a sliding window
of consecutive frames to generate training batches. More-
over, our second implementation is able to handle informa-
tion of previous batches from a sequence by reprocessing a
fixed number of overlapping frames.
Although this paper has demonstrated that it is possible
to exploit temporal coherence of concepts without know-
ing event boundaries, we consider that clustering a day se-
quence into different scene subsequences could further im-
prove the activity recognition. Additionally, we think that
the second proposed implementation could improve the ac-
tivity recognition performance on video data. Both ideas
will be addressed in future work.
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