A two-person zero-sum differential game of infinite duration with discounted payoff involving hybrid controls is studied. The minimizing player is allowed to take continuous, switching, and impulse controls whereas the maximizing player is allowed to take continuous and switching controls. By taking strategies in the sense of Elliott-Kalton, we prove the existence of value and characterize it as the unique viscosity solution of the associated system of quasi-variational inequalities.
Introduction and preliminaries
The study of differential games with Elliott-Kalton strategies in the viscosity solution framework is initiated by Evans and Souganidis [2] where both players are allowed to take continuous controls. Differential games where both players use switching controls are studied by Yong [3, 4] . In [5] , differential games involving impulse controls are considered; one player is using continuous controls whereas the other uses impulse control. In the final section of [5] , the author mentions that by applying the ideas and techniques used in the previous sections one can study differential games where one player uses continuous, switching, and impulse controls and the other player uses continuous and switching controls. The uniqueness result for the associated system of quasi-variational inequalities (SQVI for short) with bilateral constraints is established under suitable nonzero loop switching-cost condition and cheaper switching condition.
In this paper, we study a two-person zero-sum differential game where the minimizer (Player 2) uses three types of controls: continuous, switching and impulse. The maximizer (Player 1) uses continuous and switching controls. We first prove dynamic programming principle (DPP for short) for this problem. Using this, we prove that the lower and upper value functions satisfy the associated SQVI in the viscosity sense. Finally, we establish the existence of the value by proving a uniqueness theorem for SQVI. We obtain our results without any assumption like nonzero loop switching-cost condition and/or cheaper switching-cost condition on the cost functions. This will be further explained in the concluding section. Hence, we prove the existence of the value under Issacs'-type condition alone.
The paper is organized as follows. We set up necessary notations and assumptions in the rest of this section. The statement of the main result is also given at the end of this introductory section. The DPP is proved in Section 2. Here, we also show that the lower/upper value function is a viscosity solution of SQVI. Section 3 is devoted to the proof of the main uniqueness result for SQVI and the existence of value. The paper ends in Section 4 with some concluding remarks.
We first describe the notations and basic assumptions. 
We next define the strategies and value functions for Players 1 and 2 in the Elliott-Kalton framework. The strategy set for Player 1 is the collection of all nonanticipating maps from C 2 to C 1 . The strategy set for Player 2 is the collection of all nonanticipating maps from C 1 to C 2 . For a strategy of Player 2 if (u 1 
The upper and lower value functions are defined, respectively, as follows:
where
is the restriction of the cost functional
we say that the differential game has a value and V is referred to as the value function.
Since all cost functions involved are bounded, value functions are also bounded. In view of (A1) and (A2), the proof for uniform continuity of V + and V − is standard. Hence, both
The HJI upper systems of equations associated to the hybrid differential game are as follows:
If we replace H
in the above system of equations by H
, then we obtain the HJI lower system of equations denoted, respectively, by (HJI1−) and (HJI2−). If V satisfies both (HJI1+) and (HJI2+), then we say that V satisfies (HJI+) and similarly if it satisfies both (HJI1−) and (HJI2−), we say that V satisfies (HJI−). In the next section, we show that V − satisfies (HJI+) and V + satisfies (HJI−) in the viscosity sense.
We say that the Isaacs min-max condition holds if H − = H + , Under this condition, the equations (HJI1+) and (HJI2+), respectively, coincide with (HJI1−) and (HJI2−). We now state the main result of this paper; the proof will be worked out in subsequent sections. 
Dynamic programming principle
In this section, we first prove the DPP for differential games with hybrid controls. We first state the results and then the proofs will be given. Throughout this section we assume (A1) and (A2). 
(y x (t)). 
Lemma 2.4. (i)
2 ) be such that strict inequality holds in (ii). Letū 2 ∈ U 2 . Then there exists t 0 > 0 such that the following holds:
(y x (t)).
We prove Lemmas 2.1 and 2.3 and the proofs of Lemmas 2.2 and 2.4 are analogous.
Proof of Lemma 2.1.
By change of variables, we get
where (*) denotes the RHS of the above equation. This implies that
This holds for all
We now prove the other way inequality. Fix ∈ d 2 and > 0. Choose (ū 1 (·),d 1 (·) 
By the definition of V − , we can choose
Now, combining (2.2) and (2.3), we get
By change of variables, it follows that
This holds for any ∈ d 2 and hence
The proof is now complete, since is arbitrary.
Proof of Lemma 2.3. We first prove (i) and (ii). By the definition of V − , for anyd 2 
From this we get
The inequality
can be proved in a similar fashion. Clearly for any ∈ K and ∈
First take infimum over ∈
and then over ∈ K, we obtain
We now turn to the proof of (iii). By Lemma 2.1, for each t 0, there exists (
It is enough to show that, for some t 0 > 0,
t for all 0 t t 0 . If this does not happen, then there would exist a sequence t n ↓ 0 such that 1,t n 1 < t n for all n. This would imply that
We may assume that for all n, d
1,t n 1 =d 1 = d 1 . Now by letting n → ∞ in the above inequality, we get
This contradicts the hypothesis that strict inequality holds in (i) and the proof of (iii) is now complete.
We next prove (iv). By Lemma 2.1, for each t > 0, there
It is enough to show that, for some t 0 > 0, min( . By dropping to a subsequence if necessary and proceeding as in the proof of (iii), we get V
](x) in case 1 and case 2 respectively. This contradicts our hypothesis that strict inequality holds in (ii) and the proof is now complete. Remark 2.5. From the proofs it is clear that, instead of the term t 2 in the statement of Lemmas 2.3 and 2.4, we can take any modulus (t).
By properly modifying the arguments in the proof of Lemma 1.11, Chapter VIII in [1] , we can prove the next lemma. We omit the details. Then there exists¯ ∈ We are now ready to prove the fact that V − (resp., V + ) is a viscosity solution of (HJI+) (resp., (HJI−)).
Theorem 2.7. The lower value function V − is a viscosity solution of (HJI+) and the upper value function V + is a viscosity solution of (HJI−).
Proof. We prove that V − is a viscosity solution of (HJI+). The other part can be proved in an analogous manner.
We first prove that V − is a subsolution of (HJI1+ 
