Abstract. The path integral for classical statistical dynamics is used to determine the properties of one-dimensional Darcy flow through a porous medium with a correlated stochastic permeability for several spatial correlation lengths. Pressure statistics are obtained from the numerical evaluation of the path integral by using the Markov chain Monte Carlo method. Comparisons between these pressure distributions and those calculated from the classic finite-volume method for the corresponding stochastic differential equation show excellent agreement for Dirichlet and Neumann boundary conditions. The evaluation of the variance of the pressure based on a continuum description of the medium provides an estimate of the effects of discretization. Log-normal and Gaussian fits to the pressure distributions as a function of position within the porous medium are discussed in relation to the spatial extent of the correlations of the permeability fluctuations.
Introduction
Flow in porous media arises in many branches of science, engineering, and industry, including geologic CO 2 sequestration [1] , enhanced oil recovery [2] , and water infiltration into soil [3] . Examples involving porous biological tissue [4] include the flow of oxygen through lungs [5] , the transport of cerebrospinal fluid through the brain [6] and hemodynamics through blood vessels [7] . Artificial porous media in widespread industrial use include building materials [8] and catalysts [9] . The main computational concern in many applications is based around how the pore structure affects the flow characteristics through the medium. The path integral methodology we describe here is appropriate for slow, single-phase flow, in a porous material with a correlated random permeability. In particular, we consider data that are typical for flow in hydrocarbon reservoirs and groundwater aquifers.
The permeability of a reservoir rock, which describes its resistance to fluid flow, relates the local flow rate to the local pressure gradient. Permeability data are available at only a limited number of points in the rock. For hydrocarbon and groundwater flow applications, the presumed properties of the rock away from those locations can sometimes be inferred from analogue outcrops. The most common way of obtaining a quantitative description of the permeability, however, is through the calibration of a model to observed data. The aim of any reservoir engineering model is to generate simulations of the pressure, flow rates and fluid saturations in terms of probability distributions in a random porous medium.
In this paper, we focus on the simplest case of single-phase, steady-state incompressible flow. There are two basic methods to simulate such flow through a porous medium [10] . One is to solve the Navier-Stokes equations at the pore level [11] . This method is computationally too intensive for our purposes, because our goal is to simulate the flow in a macroscopic volume that spans many pores. The alternative is to invoke Darcy's law [12, 13] , an empirical linear relation between the average velocity of the fluid q, the pressure gradient ∇p, and the effective permeability K of the flow through a porous medium:
Here, K(x) = k(x)/µ, where k(x) is the effective permeability of the medium and µ is the viscosity of the fluid. Darcy's law is valid on a "mesoscopic" scale, large compared to the pore scale, but small on the scale of the macroscopic system. To solve Darcy's law, we must have a realistic representation of K(x). We use a log-normal model for the permeability [14, 15] . For an incompressible fluid, ∇ · q = 0, which, together with Darcy's law (1), yields:
The established way of calculating pressure statistics is by generating discrete realizations of the porous medium and solving for the pressure field using (2) . This way of discretizing and evaluating a differential equation is known as the finite-volume method (FVM) [16] . Here, we propose an alternative approach, based on the path integral formalism, which does not rely on explicit permeability realizations. Instead, we work directly with the probability distribution of the log-permeability field. Subject to Darcy's law, we generate pressure realizations. Both methods require a large number of independent realizations for a reliable error estimate. Casting the problem in path integral form has the advantage of access to existing analytic techniques, notably the renormalization group and applications of perturbation theory [17, 18] , both of which have been applied to Darcy flow [19, 20] , as well as an abundance of numerical methods for the evaluation of path integrals [21, 22] , which is an altogether new approach to this problem [23] .
The organization of our paper is as follows. Section 2 explains how a random permeability is described within Darcy's law for a one-dimensional system, including the generation of correlated log-normal statistics for the permeability. There are two Figure 1 . Schematic depiction of one-dimensional flow through a permeable medium of length X. The term "one-dimensional" refers to the number of spatial coordinates x required to describe the flow. That is, flow is along the x-direction, with no flow in the lateral directions. For Dirichlet boundary conditions, the initial and final pressures P i and P f are specified at the entry and exit points of the medium, respectively, while for Neumann boundary conditions, P i and the flow q 0 are specified at the entry to the medium, leaving the final pressure determined by the realization of the permeability fluctuations.
ways of solving Darcy's law for a one-dimensional system: the direct solution of Darcy's law (2) with a random permeability, and the evaluation of the path integral, which is the approach taken here. The direct solution of Darcy's law by the finite-volume method is described in Sec. 3, and the formulation and numerical solution of the path integral for Darcy's equation with the Markov chain Monte Carlo method are developed in Secs. 4 and 5. The pressure statistics obtained with the two methods are compared for Neumann and Dirichlet boundary conditions in Secs. 6 and 7, with an emphasis on the role of the correlation length in determining the pressure distributions. Section 8 summarizes our results and provides a brief description of future work. The appendices contain derivations for our statistical analysis.
Darcy's Law with Stochastic Permeability

Solutions with Dirichlet and Neumann Boundary Conditions
We consider viscous flow along the x-direction through a one-dimensional permeable "rock" of length X. The one-dimensional form of Darcy's law (1) reads:
In one dimension, incompressible flow reduces to constant flow, q(x) = q 0 , so integrating (3) subject to the initial condition p(0) = P i , yields
where
is a resistance to flow. By setting x = X in (4), we obtain a relation between the initial flow q 0 and the final pressure p(X) = P f : To solve for p(x), one additional variable must be specified. Imposing q 0 , the derivative of p(x) at the boundary, defines a Neumann boundary condition (NBC). In oil-field terms, fixed q 0 corresponds to a constant injection rate. The specification of P f , the pressure at the exit of the well (Fig. 1) , is the condition of constant production, and yields a Dirichlet boundary condition (DBC).
Correlated Permeability Fluctuations
With the log permeability of the rock denoted by L(x) ≡ log K(x), the Gaussian random variable L(x) is modelled as a stationary Ornstein-Uhlenbeck process [24] . Such a process is fully characterized by its mean (which we set to zero) and covariance function
The choice to set the mean of the log-permeability to zero implies that the permeability has geometric mean one. The correlation length ξ describes the typical length scale over which the permeabilities take comparable values; we have set σ = 0.5 for all simulations presented here. More information about the Ornstein-Uhlenbeck process, including a derivation of (7) may be found in Appendix A. The effect of the correlation length is illustrated in Fig. 2 . For a correlation length of a few lattice spacings ( Fig. 2(a) ), the permeability is effectively random on neighboring sites, and so shows substantial fluctuations over small distances. As the correlation length increases to the system size ( Fig. 2(b,c,d) ), the site-to-site variations of the permeability are significantly diminished, as is the magnitude of the fluctuations through the system, though appreciable variations can still occur over larger distances.
Pressure Profiles
Examples of pressure profiles in systems with Neumann and Dirichlet boundary conditions are shown in Fig. 3 . In both cases the pressure decreases monotonically due to the resistance of the permeable medium. The difference is that, for DBC, the pressure is fixed at both ends of the system while, for NBC, the pressure is fixed only at entry (along with the injection rate), so the exit pressure is a free variable. In particular, the distribution of pressures broadens along the system for NBC, but, for DBC, broadens initially, then narrows as the effect of the exit boundary takes hold. Pressure distributions will be analyzed in Secs. 6 and 7.
Finite-Volume Method
The statistics of pressure distributions in a one-dimensional permeable medium are given in terms of the permeability distribution by the solution (4) and (5) to Darcy's equation (3) . In two and three dimensions, the corresponding solutions of (2) are divergence-free vector fields expressed as K(x)∇p(x) = ∇ × A, where A is a vector potential. These do not yield the simple analytic forms of (4) and (5), so we must look to numerical solutions of (2) for each realization of the permeability, then average the results. In this section, we describe the numerical method for accomplishing this, which we will then apply to the one-dimensional Darcy equation (3).
The finite volume method (FVM) is a discretization technique for partial differential equations, especially those associated with conservation laws, such as (2) . The FVM uses a volume integral formulation based on a partition of the system into volumes to discretize the equations by representing their solution as a set of algebraic equations for quantities defined within each volume. Finite volume methods are based on applying conservation principles over each of the small volumes in the partition, so global conservation is ensured. The FVM is an established technique, especially for computational fluid dynamics, but we provide a brief description here for completeness. Simulations for the FVM and the path integral are carried out on a lattice with N x + 2 sites (Fig. 4(a) ). Solving (2) requires a permeability field K(x). The logpermeability L(x) is generated first, after which the relation K(x) = e L(x) is used to obtain the permeabilities. There are various ways of generating L(x). A simple, but slow, method is the Cholesky decomposition of the covariance matrix for L [26] , which takes O(N 3 x ) floating-point operations (flops) [26] . Another method, which is faster, but more involved, employs a fast Fourier transform (FFT) [27, 28] . The computational cost of the FFT method is O(N x log N x ) flops.
Once the permeability field has been determined, we can derive an equation for the pressure by integrating (2) over a small region near the boundary between the ith and (i + 1)st cells ( Fig. 4(b) ):
where p is the pressure at the boundary between the two cells. As there are no sources, the upper (resp. lower) limit of integration can be extended to the right (resp. left) edge of the system without affecting the value of the integral. Hence, the two terms on the right-hand side must each be equal to the same constant:
Elimination of the boundary pressure p yields:
where we have defined the transmissibility t i,i+1 as the harmonic mean of K i and K i+1 . For DBC, we set p 0 = P i and p Nx+1 = P f while, for NBC, where q 0 is fixed, we only set p 0 = P i . In each case, the solution of (2) for Dirichlet boundary conditions,
for Neumann boundary conditions, and
in which B D and B N are the inhomogeneous terms for Dirichlet and Neumann boundary conditions, respectively. The calculations were carried out with the sparse matrix solver UMFPACK [29] , which can solve a sparse matrix equation in O(N x log N x ) flops.
Path Integral Formulation of Solutions to Darcy's Law
The path integral provides an alternative approach to obtaining pressure statistics for flow in a random permeable medium. Introduced as an alternative formulation of quantum mechanics by Feynman in a seminal paper [30] , the path integral is a weighted integral over all possible "paths" (in our case, pressure trajectories) for a noisy system (in our case, random permeabilities). The path integral can be formulated for a broad range of physical problems that have a source of uncertainty or in noisy environments, most notably for quantum field theory [31] , statistical mechanics [32] and stochastic dynamics [33] and, as first pointed out by Wiener [34] , to stochastic differential equations. Here, we derive the path integral for Darcy's law by using using methods of classical statistical dynamics [35, 36] . The methods described in Sec. 5 enable us to numerically evaluate the path integral to obtain pressure statistics and correlations once the statistics of the permeability have been specified. Our initial aim is to calculate the probability associated with some pressure path. Suppose we take a large number N x of pressure measurements p(x 1 ), . . . , p(N x ) at points separated by a small spatial interval δx and subject to the boundary conditions p(0) = P i ; p(N x+1 ) = P f , as illustrated in Fig. 4(a) . We have chosen to use DBC for this example because they are easy to visualize. We denote the value that results from a pressure measurement at position x j by p j . A "pressure path" {p j } is defined by the values of the pressure across the system:
The generating functional for expectations and correlation functions of the pressure that are determined by Darcy's law is, for a fixed log-permeability, expressed as an integral over pressure paths:
We have omitted the Jacobian J = (δx) −N from the argument of the δ-function. A detailed calculation can be found in the article by Jouvet and Phythian [36] . Although J becomes infinite as δx → 0, this quantity is cancelled by the same divergence in the denominator in expressions for averages. Taking the average of Z L over the probability density of the log-permeability, we obtain the generating function for pressure correlations:
The factor q 0 in the Jacobian q 0 exp(− i L i ) has been omitted. The log-permeabilities are taken to follow a multivariate Gaussian distribution:
where C L is the correlation matrix and |C L | its determinant. By substituting (15) and (17) into (16) and again omitting constant prefactors, we obtain
By integrating over the L i , we are left with a path integral for the probability density Q of the pressures:
with the discrete "action"
Averages over pressure are determined by logarithmic derivatives of Z({u i }):
For example, the average p k of the pressure p k at the kth lattice point is
which confirms the cancellation of the omitted factors. Higher-order correlation functions and cumulants are calculated analogously.
Computational Methods for Evaluating Path Integrals
The calculations are carried out on a spatial lattice with N x 1 elements (Fig. 4) . The computational task is to generate N 1 pressure trajectories from the probability e −S({p i }) . Once these trajectories are available, the calculation of the pressure statistics and correlations is straightforward. We use a Markov Chain Monte Carlo (MCMC) method, so called because the "paths" (14) are updated to form a chain, within which each profile {p j } (ν) depends only on its predecessor {p j } (ν−1) . The discrete "action" is given in (21) . Starting from an initial configuration {p j } (0) , typically an array of random numbers that respects the boundary conditions, we use the Metropolis-Hastings [37, 38] (MH) algorithm to update the elements of this array. The N x elements are normally updated in random order. An element may be updated more than once, but will on average be visited once per "sweep" (series of N x updates). The MH algorithm is designed to generate paths from any probability distribution, using a symmetric proposal update. As applied to a specific lattice element p k , the basic MH algorithm consists of four steps:
(i) Generate a random number u from a uniform probability distribution in the interval [−h, h]. The parameter h, known as the "hit size".
(ii) Propose a new value: p k = p k +u. If h is too large, few changes will be accepted; too small and the exploration of the phase space will be slow. An optimal acceptance rate (a conventional choice is 0.5) is obtained by adjusting h after N x Metropolis updates according to the current acceptance rate. If the current acceptance rate is less than optimal, the hit size is decreased by one percent. If the current acceptance rate is greater than optimal, the hit size is increased by one percent.
(iii) Calculate the change ∆S in the action as a result of the proposed change.
(iv) Accept the change with probability Min(1, e −∆S ): changes that lower the action are always accepted. A value of p k that would increase the action is accepted with probability e −∆S .
After one sweep the pressure profile is said to have been updated once. The MH algorithm satisfies the detailed-balance condition, which ensures reversibility of the chain in equilibrium [21] . Two further remarks are in order here. First, some initial number of measurements N therm 1 must be discarded because N therm sweeps are required to generate a path that is representative of the desired probability distribution. Such a path is said to be "thermalized". Second, between every two paths used for measurements, some N sep 1 must be abandoned because each path is created from a previous path, there is strong autocorrelation within the Markov chain. Any set of paths is, therefore, representative of the probability law e −(S{p i }) only if a sufficient number of intermediate paths is discarded. With regard to the boundary conditions, p 0 = P i and q 0 are fixed under NBC. The index 0 cannot chosen as part of the sweep. Under DBC, p 0 = P i and p Nx+1 = P f are fixed. The pressure is initially updated with only p 0 fixed; after N sep updates q 0 is calculated and the pressure is rescaled accordingly. Details of the MH algorithm and the calculation of path integrals on a lattice can be found in Ref. [22] .
In contrast to the finite-volume method, the path integral requires O(N 2 x ) flops to calculate a pressure realization. One factor N x arises from the number of lattice sites. The number of required intermediate updates N sep introduces a further factor N x . However, the implementation of techniques such as overrelaxation [39, 40] and the multigrid method [41] will likely decrease the run time considerably. In addition, the performance of the Metropolis-Hastings algorithm can often be improved through directed sampling [42, 43, 44] .
Pressure Statistics for Neumann Boundary Conditions
Pressure statistics for Darcy flow obtained from the stochastic differential equation and the path integral are shown in Fig. 5 . We have used a system size of X = 240 m with P i /X = 10 4 Pa/m and q 0 = 10 −6 m/s, which are typical estimates for Darcy flow of oil in rocks. The probability density of the pressure was calculated at various points in the rock for several values of the correlation length. These correspond to vertical slices at the chosen points through the realizations of the type shown in Fig. 3 . Because the initial pressure is greater than the final pressure, the pressure distributions are shown at positions that increase from right to left. For the three largest values of the correlation length, the graph corresponding to x = 0.9X was left out to improve clarity. The pressure is fixed at x = 0. Away from this point, the distributions broaden in a manner determined by the correlation length of the permeability (Fig. 2) , but the free boundary condition at x = X means that the broadening continues unabated for x > 0. Two types of distributions are used to fit the data in Fig. 2 : log-normal and Gaussian. The equation
can be interpreted as a steady-state Langevin equation for diffusion with log-normal noise. The resulting expression for the variance of the pressure,
demonstrates the vanishing influence of the correlation length with increasing x/ξ. For NBC, Darcy's law takes the form (4), where R(x), given in (5), is the source of noise. The resistance term R(x) is an integral over correlated log-normal stochastic variables. For small values of x/ξ, R is the integral over weakly correlated log-normal variables over a short distance (small ξ), or the integral over more strongly correlated stochastic variables over a longer distance (larger ξ). In both of these cases, we are able to make a log-normal fit to R(x) and, consequently, to p(x). These fits (Fig. 5) are based on the empirical first and second moments of the simulations. Table 1 compares the mean and standard deviation of the pressure distribution obtained from the evaluation of the path integral (µ s and σ s ), from the solutions (C.3) and (C.5) of the Fokker-Planck equation of the Ornstein-Uhlenbeck process (µ c and σ c ), and the corresponding discrete forms (C.7) and (C.9) corresponding to the discretization of the finite-volume method in Sec. 3 (µ d = µ c and σ d ). There are two sources of the discrepancies between the results from the path integral, which are regarded as "exact", and the two sets of calculations in Appendix C: lattice effects and correlations. Figure 5 shows that the Gaussian approximation is most accurate for the smallest correlation length (Fig. 5(a) ), with correlation effects becoming more evident with increasing correlation length (Fig. 5(b,c,d) ). Correlation effects play a role in both the discrete and the continuous approximations to the path integral calculations. The Gaussian approximation becomes more appropriate as the ratio ξ/x decreases. The "breakdown of Gaussianity" can be clearly seen in Fig. 5(b,c,d ): Gaussian fits are only appropriate for the smallest correlation length. Due to the strong correlation, the pressure distributions are seen to broaden appreciably away from the boundary. The data in Table 1 support this trend in the comparisons between the values of the mean and standard deviation obtained from the path integral and the approximations.
A comparison between the discrete and continuous approximations to the standard deviation (σ d and σ c , respectively) makes apparent that σ c is a better approximation to the standard deviation σ s obtained from the path integral calculation. These discrepancies are indicative of the error caused by the discretization, which diminish with increasingly refined lattice spacing.
We now consider the case of small ξ/x. In the limiting case ξ → 0, each stochastic variable K(x) is drawn from the Gaussian probability function (Appendix A). Indeed, the central limit theorem (CLT) mandates that the sum of N independent, identically distributed random variables tends to a normal distribution in the limit of large N if all moments of the distribution are finite. An alternative version of the CLT holds for correlated random variables and states that the sum of N realizations of an ergodic process (whose long-term average is equal to its expectation value [45]), will behave as a Gaussian random variable in the limit of large N [46] . The process K is a Markov process with continuous trajectories, otherwise known as a "diffusion" process [47] . The probability law of K is invariant under time reversal. Since all reversible diffusions are ergodic [47] , the alternative version of the CLT applies to R(
x).
Under what conditions can R(x) be approximated by a Gaussian random variable? Clearly, the criterion depends on the ratio ξ/x. We have determined the order of magnitude of ξ/x below which R(x) is approximately Gaussian. To do so, we made use of the Kolmogorov-Smirnov (KS) test, which is a statistical test that determines the probability (or "p-value" [48] ) that a data sample follows a given distribution (onesided test), as well as the probability that two data sets follow the same distribution (two-sided test) [49] . For R(x), we performed a one-sided KS test at the 95% confidence level: if the p-value is below 5%, we reject the "null hypothesis" that the sample is normally distributed. Of course, the greater the p-value, the better the quality of the approximation. A two-sided KS test was carried out for all pairs of data sets (FVM and path integral) at the 95% confidence level, which all pairs of data sets passed.
We have carried out a KS test for 100 different values of ξ/x, each based on N = 1000 realizations of R [50] . The realizations were of R(X); if R is found to be Gaussian at any point in [0, X], then it is Gaussian on the entire interval, due to the strict stationarity of Gaussian stochastic processes (Appendix A). From Fig. 6 we infer that the Gaussian approximation breaks down for
For ξ = 0.02X, we were therefore able to make Gaussian fits to p(x) for all values of x. These fits are shown in Fig. 6 . If it is possible to make a Gaussian approximation, it is advantageous to do so, because it can be based on the theoretical mean and variance of p(x) and does not require any simulations. A calculation of the first and second moments of p(x) under NBC can be found in Appendix C.1.
Pressure Statistics for Dirichlet Boundary Conditions
Under Dirichlet boundary conditions, the pressure p(x) takes the form
From the Kolmogorov-Smirnov test in Sec. 6, we know that R(x) can be approximated by a Gaussian random variable if the condition (26) is met. The ratio
is then a function of correlated Gaussians. We have taken as our working assumption that a Gaussian approximation can be made to (28) if x 10ξ. This assumption, verified by further Kolmogorov-Smirnov tests, turns out to be correct. As for NBC, we have made Gaussian approximations to the pressure distributions for the parameter choice ξ = 0.02X; for the other parameter choices, we have made log-normal fits to the pressure distributions. A derivation of these approximations is given in Appendix C.2.
The Gaussian theoretical curves and log-normal fits are shown in Fig. 7 . Other than the final pressure, P f /X = 0 Pa/m, and q 0 , which is not fixed, all parameters were set to the same values as under Neumann boundary conditions. Because the initial and final pressures are fixed, the distributions are narrowest near the ends of the system. The distributions broaden away from the endpoints. The pressure range is greater for the system with the smaller correlation length for the permeability. This results from the pressure paths showing a smaller variation with the smaller correlation length. In the case of DBC, the pressure distributions p(x) are symmetric about x = X/2, due to the strict stationarity of the Ornstein-Uhlenbeck process (Appendix A). The influence of the correlation length is, therefore, felt at both ends of the interval [0, X], and the Gaussian approximation is best in the center of the "rock".
The comparison between the mean and standard deviation obtained from path integral simulations with those from discrete and continuous calculations with the Gaussian approximation is shown in Table 2 . As expected, the accuracy of the Gaussian approximation diminishes with increasing correlation length. The spatial effect of increased Gaussianity is less apparent under Dirichlet boundary conditions: the "rock" has two boundaries. One can only get half as far away from the boundary, where the approximation is most fitting. Contrary to the calculations done for Neumann boundary conditions, there is no exact equality between the mean resulting from the Fokker-Planck equation (µ s ) and its discrete counterpart (µ d ). Under Neumann boundary conditions, the approximate mean depends only on the expectation value of R (Eq. (C.2) ). This quantity does not depend on the nature of the approximation. By contrast, under Dirichlet boundary conditions the standard deviation of the pressure depends on many quantities, including the variance of R and the correlation between values of R at different points. These variables in turn depend on correlation effects, which a discrete setup estimates more crudely than a continuous one.
Conclusions and Future Work
This study has shown that a path integral formulation of Darcy's law can be used to calculate pressure statistics for flow through a one-dimensional permeable medium. The results of these calculations agree with those acquired through conventional finite-volume techniques. A Gaussian approximation, whose advantage lies in the small computational effort, is applicable when the correlation length is much smaller than the system size. For larger correlation lengths, the pressure distributions are best approximated by a log-normal distribution.
The one-dimensional calculations presented here are intended to demonstrate the accuracy and viability of the path integral method and to gain insight into the pressure statistics of constrained Darcy flow through a porous medium. In fact, the onedimensional system has relevance to actual physical settings because Darcy flow is often constrained to flow along one main direction, with negligible flow in the lateral directions. Darcy flow in two and three dimensions requires an extension of the method described here. A full description of this extension and the results of two-dimensional simulations will be published in a forthcoming article.
Apart from the extension of our method to higher dimensions, there are two other main areas where the path integral affords a more general description of Darcy flow. The lognormal distribution of the permeabilities (17) can be replaced by any distribution [35, 52] ; the only effect of such a replacement on our implementation would be to modify the acceptance/rejection criteria in the Metropolis-Hastings method because of the modified Lagrangian.
The other extension, to multiphase flow, is a more substantial endeavor. Multiphase flow through porous media is important for a various applications, such as CO 2 sequestration, [1] and enhanced oil recovery [2] . These often involve the displacement of a nonwetting invading fluid from a porous medium by a wetting fluid (imbibition). There are several formulations of the equations of multiphase flow, with the most realistic expressed in terms of coupled stochastic nonlinear partial differential equations. Casting the solutions to these equations as a path integral and adapting the MCMC method for the evaluation of correlation functions will be the subject of future work.
This function is a Gaussian probability density with mean L 1 e −(x 2 −x 2 )/ξ and variance
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In fact, P in (A.1) is the Green's function for
which is the Fokker-Planck equation for an Ornstein-Uhlenbeck process with drift 1/ξ and diffusion σ 2 /ξ.
Appendix B. Correlation Functions for Permeability
With the initial value L 1 in (A.1) drawn from a Gaussian probability density with mean zero and variance σ 2 ,
2)
The two-point correlation function
from which we obtain
The mean and covariance in (B.2) and (B.4) are clearly invariant under translations of x. Finally, since K −1 (x) = e −L(x) , the probability distribution for K −1 is identical to that of K. (5), we obtain
where the initial pressure P i = p(0). For Neumann boundary conditions, we specify P i and q 0 . If the correlation length is small, we can use the following Gaussian approximation for p(x):
The first and second moments of R(x) are calculated based on those of the permeability in (B.2) and (B. The expressions in (C.3), (C.4), and (C.5) represent statistical characteristics of the permeability associated with a continuous medium. However, the evaluation of the path integral in Sec. 4 is carried out on a lattice with a particular lattice spacing. Thus, for consistency, comparisons between the pressure statistics obtained from the discrete path integral and those calculated directly from the permeability distribution function should be based on discrete approximations to the first and second moments of R. Referring to The Gaussian curves in Fig. 5 are based on the discrete definition of R. The continuum definition, R(x) = x 0 e −L(x ) dx , gives rise to the same expectation values, but smaller variances. The discrepancies are due to the discretization of the lattice: in the limit δx → 0, the expressions (C.9) and (C.4) give rise to the same numerical values. Note, in addition, that R is strictly positive. Because the Gaussian approximation is symmetric, the positivity of R makes for a poor agreement between data and approximation for small values of x, especially for large values of the correlation length. 
