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Abstract
We first recall some basic definitions and facts about Jacobi manifolds, generalized Lie bialgebroids, general-
ized Courant algebroids and Dirac structures. We establish an one–one correspondence between reducible Dirac
structures of the generalized Lie bialgebroid of a Jacobi manifold (M,Λ,E) for which 1 is an admissible function
and Jacobi quotient manifolds of M . We study Jacobi reductions from the point of view of Dirac structures theory
and we present some examples and applications.
 2005 Elsevier B.V. All rights reserved.
MSC: 53D10; 53D17; 53D20; 58A30
Keywords: Dirac structures; Generalized Lie bialgebroids; Generalized Courant algebroids; Jacobi manifolds; Reduction
1. Introduction
The concept of a Dirac structure on a differentiable manifold M was introduced by T. Courant and
A. Weinstein in [2] and developed by T. Courant in [3]. Its principal aim is to present a unified frame-
work for the study of pre-symplectic forms, Poisson structures and foliations. More specifically, a Dirac
structure on M is a subbundle L ⊂ TM ⊕ T ∗M that is maximally isotropic with respect to the canonical
symmetric bilinear form on TM ⊕ T ∗M and satisfies a certain integrability condition. In order to for-
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the space Γ (TM ⊕ T ∗M) of smooth sections of TM ⊕ T ∗M which does not satisfy the Jacobi identity.
The nature of this bracket was clarified by Z.-J. Liu, A. Weinstein and P. Xu in [18] by introducing the
structure of a Courant algebroid on a vector bundle E over M and by extending the notion of a Dirac
structure to the subbundles L ⊂ E. The most important example of Courant algebroid is the direct sum
A⊕A∗ of a Lie bialgebroid (A,A∗) over a smooth manifold M [22].
Alan Weinstein and his collaborators have studied several problems of Poisson geometry via Dirac
structures theory. In [19], Z.-J. Liu et al. establish an one–one correspondence between Dirac subbundles
of the double TM⊕T ∗M of the triangular Lie bialgebroid (TM,T ∗M,Λ) defined by a Poisson structure
Λ on M and Poisson structures on quotient manifolds of M . Using this correspondence and the results
concerning the pull-backs Dirac structures under Lie algebroid morphisms, Z.-J. Liu constructs in [20]
the Poisson reduction in terms of Dirac structures.
On the other hand, it is well known that the notion of Jacobi manifold, i.e., a differentiable man-
ifold M endowed with a bivector field Λ and a vector field E satisfying an integrability condition,
introduced by A. Lichnerowicz in [17], is a rich geometrical notion that generalizes the Poisson, sym-
plectic, contact and co-symplectic manifolds. Thus, it is natural to research a simple interpretation of
Jacobi manifolds by means of Dirac structures. A first approach of this problem is presented in [32]
by A. Wade. Taking into account that to any Jacobi structure (Λ,E) on M is canonically associated
a generalized Lie bialgebroid structure on (TM × R, T ∗M × R) [10], she considers the Whitney sum
E1(M) = (TM × R) ⊕ (T ∗M × R), introduces the notion of E1(M)-Dirac structures by extending the
Courant’s bracket to the space Γ (E1(M)) of smooth sections of E1(M) and shows that the graph of
the vector bundle morphism (Λ,E)# :T ∗M × R→ TM × R is a Dirac subbundle of E1(M). But the
extended bracket does not endow E1(M) with a Courant algebroid structure. A second approach of the
problem is the one proposed by the second author and J. Clemente-Gallardo in the recent paper [30]. They
introduce the notions of generalized Courant algebroid (which is equivalent to the notion of Courant–
Jacobi algebroid independently defined by J. Grabowski and G. Marmo in [8]) and of Dirac structure for
a generalized Courant algebroid and give several connections between Dirac structures for generalized
Courant algebroids and Jacobi manifolds. We note that the construction of [30] includes as particular
case the one of Wade and that the main example of generalized Courant algebroid over M is the direct
sum of a generalized Lie bialgebroid over M .
In the present work, by using the results mentioned above, we establish a reduction theorem of Jacobi
manifolds (Theorem 5.2). It is well known that there are already several geometric and algebraic treat-
ments of the Jacobi reduction problem (see, for instance, [9,26–28]). But, it is an original goal of the
Dirac structures theory to describe Jacobi reduction and to construct a more general framework for the
study of the related problems concerning the projection of Jacobi structures and the existence of Jacobi
structures on certain submanifolds of Jacobi manifolds. Precisely, on the way to our principal result, we
construct an one to one correspondence between Dirac subbundles, satisfying a certain regularity condi-
tion, of the double (TM×R)⊕(T ∗M×R), where M is a Jacobi manifold, and quotient Jacobi manifolds
of M (Theorem 4.14). Also, the reduction theorem (Theorem 5.2) allows us to state sufficient conditions
under which a submanifold N of (M,Λ,E) inherits a Jacobi structure, that include as particular cases
the results presented in [4,12].
The paper is organized as follows. In Sections 2 and 3 we recall some basic definitions and results
concerning, respectively, Jacobi structures, generalized Lie bialgebroids and Dirac structures for gen-
eralized Courant algebroids. In Section 4 we establish a correspondence between Dirac structures and
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Dirac structures by Lie algebroid morphisms, we prove, in Section 5, a Jacobi reduction theorem (Theo-
rem 5.2) which is essentially the Reduction Theorem proved in [27] and independently in [26]. Finally,
in Section 6 we present some applications and examples.
Notation. In this paper, M is a C∞-differentiable manifold of finite dimension. We denote by TM
and T ∗M , respectively, the tangent and cotangent bundles over M , C∞(M,R) the space of all real C∞-
differentiable functions on M , Ωk(M) the space of all differentiable k-forms on M and X (M) the space
of all differentiable vector fields on M . Also, we denote by δ the usual differential operator on the graded
space Ω(M) =⊕k∈Z Ωk(M). For the Schouten bracket and the interior product of a form with a multi-
vector field, we use the convention of sign indicated by Koszul [16] (see also [24]).
2. Jacobi structures and generalized Lie bialgebroids
A Jacobi manifold is a differentiable manifold M equipped with a bivector field Λ and a vector field
E such that
[Λ,Λ] = −2E ∧Λ and [E,Λ] = 0,
where [ , ] denotes the Schouten bracket [17]. In this case, (Λ,E) defines on C∞(M,R) the internal
composition law { , }(Λ,E) :C∞(M,R)×C∞(M,R) → C∞(M,R) given, for all f,g ∈ C∞(M,R), by
(1){f,g}(Λ,E) = Λ(δf, δg)+ 〈f δg − gδf,E〉,
which endows C∞(M,R) with a local Lie algebra structure [14,17] (or with a Jacobi algebra structure in
the terminology of J. Grabowski et al. [6,8]).
Let (M1,Λ1,E1) and (M2,Λ2,E2) be two Jacobi manifolds and Ψ :M1 → M2 a differentiable map. If
Λ1 and E1 are projectable by Ψ on M2 and their projections are, respectively, Λ2 and E2, i.e., Ψ∗Λ1 = Λ2
and Ψ∗E1 = E2, then Ψ :M1 → M2 is said to be a Jacobi morphism or a a Jacobi map. When Ψ :M1 →
M2 is a diffeomorphism, the Jacobi structures (Λ1,E1) and (Λ2,E2) are said to be equivalent.
A Lie algebroid over a smooth manifold M is a vector bundle A → M with a Lie algebra structure
[ , ] on the space Γ (A) of the global cross sections of A → M and a bundle map a :A → TM , called the
anchor map, such that
1. the homomorphism a : (Γ (A), [ , ]) → (X (M), [ , ]), induced by the anchor map, is a Lie algebra
homomorphism;
2. for all f ∈ C∞(M,R) and for all X,Y ∈ Γ (A),
[X,f Y ] = f [X,Y ] + (a(X)f )Y.
We denote a Lie algebroid over M by the triple (A, [ , ], a). For more details see, for example, [1,21,24].
A trivial example of a Lie algebroid over a differentiable manifold M is the triple (TM ×R, [ , ],π);
for all (X,f ), (Y, g) ∈ Γ (TM ×R) ∼=X (M)×C∞(M,R),
(2)[(X,f ), (Y, g)]= ([X,Y ], X · g − Y · f ),
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The Lie algebroid of a Jacobi manifold (M,Λ,E) is defined in [13] as follows. We consider the vector
bundle T ∗M × R over M and the vector bundle morphism (Λ,E)# :T ∗M × R→ TM × R given, for
any (α,f ) ∈ Γ (T ∗M ×R), by
(Λ,E)#
(
(α,f )
)= (Λ#(α)+ fE,−〈α,E〉).
On the space Γ (T ∗M ×R) ∼= Ω1(M)×C∞(M,R) we define the Lie algebra bracket [ , ](Λ,E) given, for
all (α,f ), (β, g) ∈ Γ (T ∗M ×R), by
(3)[(α,f ), (β, g)]
(Λ,E)
:= (γ,h),
where
γ := LΛ#(α)β −LΛ#(β)α − δ
(
Λ(α,β)
)+ fLEβ − gLEα − iE(α ∧ β),
h := −Λ(α,β)+Λ(α, δg)−Λ(β, δf )+ 〈f δg − gδf,E〉.
Then the triple (T ∗M ×R, [ , ](Λ,E),π ◦ (Λ,E)#) is a Lie algebroid over M .
For a Lie algebroid (A, [ , ], a) over M , we denote by A∗ its dual vector bundle over M and by ∧A∗ =⊕
k∈Z
∧k
A∗ the graded exterior algebra of A∗. Sections of
∧
A∗ are called A-differential forms (or A-
forms) on M . There exists a graded endomorphism d :Γ (∧A∗) → Γ (∧A∗), of degree 1, of the exterior
algebra of A-forms, called the exterior derivative, taking an A-k-form η to an A-(k + 1)-form dη such
that, for all X1, . . . ,Xk+1 ∈ Γ (A),
dη(X1, . . . ,Xk+1) =
k+1∑
i=1
(−1)i+1a(Xi) · η(X1, . . . , Xˆi, . . . ,Xk+1)
+
∑
1i<jk+1
(−1)i+jη([Xi,Xj ],X1, . . . , Xˆi, . . . , Xˆj , . . . ,Xk+1).
The Lie algebroid axioms of A imply that d is a C∞(M,R)-multilinear superderivation of degree 1 such
that d2 = 0. Also, we denote by ∧A = ⊕k∈Z
∧k
A the graded exterior algebra of A whose sections
are called A-multivector fields. The Lie bracket on Γ (A) can be extended to the exterior algebra of
A-multivector fields and the result is a graded Lie bracket [ , ], called the Schouten bracket of the Lie
algebroid A. Details may be found, for instance, in [1,15,21].
Let (A, [ , ], a) be a Lie algebroid over M and φ ∈ Γ (A∗) be an 1-cocycle in the Lie algebroid coho-
mology complex with trivial coefficients [10,21], i.e., for any X,Y ∈ Γ (A),
(4)〈φ, [X,Y ]〉= a(X)(〈φ,Y 〉)− a(Y )(〈φ,X〉).
We modify the usual representation of the Lie algebra (Γ (A), [ , ]) on the space C∞(M,R) by defining
a new representation aφ :Γ (A)×C∞(M,R) → C∞(M,R) as
(5)aφ(X,f ) = a(X)f + 〈φ,X〉f, ∀(X,f ) ∈ Γ (A)×C∞(M,R).
The resulting cohomology operator dφ :Γ (
∧
A∗) → Γ (∧A∗) of the new cohomology complex is called
the φ-differential of A and its expression in terms of d is
(6)dφη = dη + φ ∧ η, ∀η ∈ Γ
(∧
kA∗
)
.
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∧k
A∗) → Γ (∧k A∗),
as the commutator of dφ and of the contraction by X, i.e., LφX = dφ ◦ iX + iX ◦ dφ . Its expression in terms
of the usual Lie derivative LX = d ◦ iX + iX ◦ d is, for any η ∈ Γ (∧k A∗),
(7)LφXη = LXη + 〈φ,X〉η.
Using φ we can also modify the Schouten bracket [ , ] on Γ (∧A) to the φ-Schouten bracket [ , ]φ on
Γ (
∧
A). It is defined, for all P ∈ Γ (∧p A) and Q ∈ Γ (∧q A), by
(8)[P,Q]φ = [P,Q] + (p − 1)P ∧ (iφQ)+ (−1)p(q − 1)(iφP )∧Q,
where iφQ can be interpreted as the usual contraction of a multivector field with an 1-form. We remark
that, when p = q = 1, [P,Q]φ = [P,Q], i.e., the brackets [ , ]φ and [ , ] coincide on Γ (A). For a repre-
sentation of the differential calculus using the φ-modified derivative, Lie derivative and Schouten bracket,
see [10] and [7].
The notion of generalized Lie bialgebroid has been introduced by D. Iglesias and J.C. Marrero in [10]
in such a way that a Jacobi manifold has a generalized Lie bialgebroid canonically associated and con-
versely. We consider a Lie algebroid (A, [ , ], a) over M and an 1-cocycle φ ∈ Γ (A∗) and we assume
that the dual vector bundle A∗ → M admits a Lie algebroid structure ([ , ]∗, a∗) and that W ∈ Γ (A) is an
1-cocycle in the Lie algebroid cohomology complex with trivial coefficients of (A∗, [ , ]∗, a∗). Then, we
say that:
Definition 2.1. The pair ((A,φ), (A∗,W)) is a generalized Lie bialgebroid over M if, for all X,Y ∈ Γ (A)
and P ∈ Γ (∧p A), the following conditions hold:
(9)dW∗ [X,Y ] = [dW∗ X,Y ]φ + [X,dW∗ Y ]φ and LW∗φP +LφWP = 0,
where dW∗ and LW∗ are, respectively, the W -differential and the W -Lie derivative of A∗.
An equivalent definition of this notion was presented in [7] by J. Grabowski and G. Marmo under the
name of Jacobi bialgebroid. Precisely, they define that:
Definition 2.2. The pair ((A,φ), (A∗,W)) is a Jacobi bialgebroid over M , if for all P ∈ Γ (∧p A) and
Q ∈ Γ (∧q A),
dW∗ [P,Q]φ = [dW∗ P,Q]φ + (−1)p+1[P,dW∗ Q]φ.
In the particular case where φ = 0 and W = 0, by the above two definitions we recover, respectively,
the notion of Lie bialgebroid introduced by K. Mackenzie and P. Xu in [22] and its equivalent definition
given by Yv. Kosmann-Schwarzbach in [15].
Remark 2.3. The property of duality of a Lie bialgebroid is also verified in the case of a generalized Lie
bialgebroid: i.e., if ((A,φ), (A∗,W)) is a generalized Lie bialgebroid over M , so is ((A∗,W), (A,φ))
(see [7,10]). Consequently, conditions of Definition 2.1 as well as of Definition 2.2 can be replaced by
their dual versions.
The fundamental results of [10], which will be used in the sequel, are the following theorems.
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π ◦ (Λ,E)#, (−E,0))) is a generalized Lie bialgebroid over M .
Theorem 2.5. Let ((A,φ), (A∗,W)) be a generalized Lie bialgebroid over M . Then the bracket
{ , }J :C∞(M,R)×C∞(M,R) → C∞(M,R) given, for all f,g ∈ C∞(M,R), by
(10){f,g}J := 〈dφf, dW∗ g〉,
defines a Jacobi structure on M .
Corollary 2.6. Let ((TM ×R, [ , ],π, (0,1)), (T ∗M ×R, [ , ](Λ,E),π ◦ (Λ,E)#, (−E,0))) be the gener-
alized Lie bialgebroid associated to a Jacobi manifold (M,Λ,E). Then,
(11){f,g}J = {f,g}(Λ,E), ∀f,g ∈ C∞(M,R).
Proof. Effectively, for all f,g ∈ C∞(M,R),
{f,g}J (10)= 〈d(0,1)f, d(−E,0)∗ g〉 =
〈
(δf,f ),
(−Λ#(δg)− gE, 〈δg,E〉)〉
= Λ(δf, δg)+ 〈f δg − gδf,E〉 (1)= {f,g}(Λ,E). 
An important class of generalized Lie bialgebroids is the one of triangular generalized Lie bialge-
broids defined, also in [10,11], as follows:
Definition 2.7. A generalized Lie bialgebroid ((A,φ), (A∗,W)) is said to be a triangular generalized Lie
bialgebroid if there exists P ∈ Γ (∧2 A) such that [P,P ]φ = 0, a∗ = a ◦ P #, W = −P #(φ) and the Lie
bracket [ , ]∗ on Γ (A∗) is the bracket
(12)[α,β]P = LφP #(α)β −LφP #(β)α − dφ
(
P(α,β)
)
, ∀α,β ∈ Γ (A∗).
A characteristic example of triangular generalized Lie bialgebroid is the generalized Lie bialgebroid
of a Jacobi manifold (M,Λ,E) (Theorem 2.4), where [(Λ,E), (Λ,E)](0,1) = 0 holds.
3. Generalized Courant algebroids and Dirac structures
The notion of generalized Courant algebroid has been introduced by the second author and
J. Clemente-Gallardo in [30] and independently, under the name of Courant–Jacobi algebroid, by
J. Grabowski and G. Marmo in [8]. In this section, we recall some basic facts concerning this notion
and its relation with Dirac and Jacobi structures.
Definition 3.1 [30]. A generalized Courant algebroid over a smooth manifold M is a vector bundle E
over M equipped with: (i) a nondegenerate symmetric bilinear form ( , ) on the bundle, (ii) a skew-
symmetric bracket [ , ] on Γ (E), (iii) a bundle map ρ :E → TM and (iv) an E-1-form θ such that, for
any e1, e2 ∈ Γ (E), 〈θ, [e1, e2]〉 = ρ(e1)〈θ, e2〉 − ρ(e2)〈θ, e1〉, which satisfy the following relations:
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2. for any e1, e2 ∈ Γ (E),
(13)ρ([e1, e2])= [ρ(e1), ρ(e2)];
3. for any e1, e2 ∈ Γ (E) and f ∈ C∞(M,R),
(14)[e1, f e2] = f [e1, e2] +
(
ρ(e1)f
)
e2 − (e1, e2)Df ;
4. for any f,g ∈ C∞(M,R),
(Dθf,Dθg) = 0;
5. for any e, e1, e2 ∈ Γ (E),
ρ(e)(e1, e2)+ 〈θ, e〉(e1, e2) =
([e, e1] +Dθ (e, e1), e2)+ (e1, [e, e2] +Dθ (e, e2)).
For any e1, e2, e3 ∈ Γ (E), T (e1, e2, e3) is the function on the base M defined by
T (e1, e2, e3) = 13
([e1, e2], e3)+ c.p.
D,Dθ :C∞(M,R) → Γ (E) are the maps defined, for any f ∈ C∞(M,R), by Df = 12β−1ρ∗δf and
Dθf = Df + 12fβ−1(θ), β being the isomorphism between E and E∗ defined by the nondegenerate
bilinear form ( , ). In other words, for any e ∈ Γ (E),
(Df, e) = 1
2
ρ(e)f and (Dθf, e) = 1
2
(
ρ(e)f + 〈θ, e〉f ).
The above definition is based on the original definition of Courant algebroid presented in [18] by
Z.-J. Liu et al. while its equivalent definition proposed in [8] is based on the alternative definition of
Courant algebroid given by D. Roytenberg in [31]. Their equivalence is established in [30].
By defining, for any e ∈ Γ (E), the first order differential operator ρθ(e) by
(15)ρθ(e) = ρ(e)+ 〈θ, e〉,
we have that (13) is equivalent [30] to
(16)ρθ([e1, e2])= [ρθ(e1), ρθ (e2)],
where the bracket on the right-hand side is the Lie bracket (2).
Definition 3.2. A Dirac structure for a generalized Courant algebroid (E, θ) over M is a subbundle
L ⊂ E that is maximal isotropic under ( , ) and integrable, i.e., Γ (L) is closed under [ , ].
It is immediate from the above definition that a Dirac subbundle L of (E, θ) is a Lie algebroid under
the restrictions of the bracket [ , ] and of the anchor ρ to Γ (L). If θ ∈ Γ (L∗), then it is an 1-cocycle for
the Lie algebroid cohomology with trivial coefficients of (L, [ , ]|L,ρ|L).
We consider now a generalized Lie bialgebroid ((A,φ), (A∗,W)) over M and we denote by E its
vector bundle direct sum, i.e., E = A ⊕ A∗. On E there exist two natural nondegenerate bilinear forms,
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A⊕A∗, by
(17)(e1, e2)± = (X1 + α1,X2 + α2)± = 12
(〈α1,X2〉 ± 〈α2,X1〉).
On Γ (E), which is identified with Γ (A) ⊕ Γ (A∗), we introduce the bracket  ,  defined, for all e1 =
X1 + α1, e2 = X2 + α2 ∈ Γ (E), by
e1, e2 = X1 + α1,X2 + α2
= ([X1,X2]φ +LW∗α1X2 −LW∗α2X1 − dW∗ (e1, e2)−
)
(18)+ ([α1, α2]W∗ +LφX1α2 −LφX2α1 + dφ(e1, e2)−
)
.
Finally, let ρ :E → TM be the bundle map given by ρ = a + a∗, i.e., for any X + α ∈ E,
(19)ρ(X + α) = a(X)+ a∗(α).
The following result, which is proved in [30], shows that the notion of generalized Courant algebroid
permits us to generalize the double construction for Lie bialgebras (the Drinfeld double, [5]) and Lie
bialgebroids [18] to generalized Lie bialgebroids.
Theorem 3.3 [30]. If ((A,φ), (A∗,W)) is a generalized Lie bialgebroid over M , then E = A ⊕ A∗
endowed with ( , , ( , )+, ρ) and θ = φ +W ∈ Γ (E∗) is a generalized Courant algebroid over M . The
operators D and Dθ are, respectively, D = (d∗ + d)|C∞(M,R) and Dθ = (dW∗ + dφ)|C∞(M,R).
There are two important classes of Dirac structures for the generalized Courant algebroid (E, θ) =
(A⊕A∗, φ +W) studied in [30].
The Dirac structure of the graph of an A-bivector field. Let Ω be an A-bivector field and Ω# :A∗ → A
the associated vector bundle map. The graph of Ω# is the maximal isotropic vector subbundle
L = {Ω#α + α/α ∈ A∗}
of (A⊕A∗, ( , )+). L is a Dirac structure for (A⊕A∗, φ+W) if and only if Ω satisfies the Maurer–Cartan
type equation:
dW∗ Ω +
1
2
[Ω,Ω]φ = 0.
Null Dirac structures. Let D ⊂ A be a vector subbundle of A and D⊥ ⊂ A∗ its conormal bundle, i.e.,
(20)D⊥ = {α ∈ A∗/〈α,X〉 = 0, ∀X ∈ D}.
Then, L = D⊕D⊥ is a Dirac structure for (A⊕A∗, φ+W) if and only if D and D⊥ are Lie subalgebroids
[21] of A and A∗, respectively. It is clear that in this context, as in the context of a Lie bialgebroid,
L = D ⊕ D⊥ if and only if the skew-symmetric bilinear form ( , )−, defined on E = A ⊕ A∗ by (17),
vanishes on L. For this reason, L is said to be a null Dirac structure.
A third important category of Dirac structures for (E, θ) = (A ⊕ A∗, φ + W), also studied in [30],
which generalizes both the above presented categories, is:
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D ⊂ A and of an A-bivector field Ω . We construct, following [20], a subbundle L ⊂ A⊕A∗ by setting:
(21)L = {X +Ω#α + α/X ∈ D and α ∈ D⊥} = D ⊕ graph(Ω#|D⊥).
L is maximal isotropic with respect to ( , )+. The pair (D,Ω) is called the characteristic pair of L while
the subbundle D = L ∩ (A ⊕ {0}), also denoted by D = L ∩ A, is called the characteristic subbundle
of L.
For simplicity, we will assume in the sequel that D = L∩A is of constant rank.
Moreover, since D⊥ may be considered as the dual bundle (A/D)∗ of the quotient bundle A/D, the
restricted vector bundle map Ω#|D⊥ can be seen as the bundle map associated to an A/D-bivector field.
Hence, two pairs (D1,Ω1) and (D2,Ω2) of a smooth subbundle and of an A-bivector field determine the
same subbundle L ⊂ A⊕A∗ (given by (21)) if and only if
(22)D1 = D2 =: D and Ω#1 (α)−Ω#2 (α) ∈ D, ∀α ∈ D⊥.
Let pr :Γ (
∧
A) → Γ (∧(A/D)) be the map on the spaces of sections, induced by the natural projection
A → A/D. In order to express that the projection under pr of an A-multivector field Ω ∈ Γ (∧A)
vanishes in Γ (
∧
(A/D)), we write Ω ≡ 0 (mod D). Thus, the second condition of (22) can be written
as Ω1 −Ω2 ≡ 0 (mod D).
The conditions under which L = D ⊕ graph(Ω#|D⊥) is a Dirac subbundle of (A ⊕ A∗, φ + W) are
given by:
Theorem 3.4 [30]. Let L = D ⊕ graph(Ω#|D⊥) be a maximal isotropic subbundle of A⊕A∗. Then, L is
a Dirac structure for the generalized Courant algebroid (A⊕A∗, φ +W) if and only if
(i) D is a Lie subalgebroid of A;
(ii) dW∗ Ω + 12 [Ω,Ω]φ ≡ 0 (mod D);
(iii) D⊥ is integrable for the sum bracket [ , ]∗ + [ , ]Ω , i.e., for all α,β ∈ Γ (D⊥), [α,β]∗ + [α,β]Ω ∈
Γ (D⊥), where [ , ]Ω is the bracket determined on Γ (A∗) by (12).
In the particular case where ((A,φ), (A∗,W)) is a triangular generalized Lie bialgebroid (Defini-
tion 2.7), Theorem 3.4 takes the following form:
Corollary 3.5 [30]. Let ((A,φ), (A∗,W),P ) be a triangular generalized Lie bialgebroid and L ⊂ A ⊕
A∗, L = D ⊕ graph(Ω#|D⊥), a maximal isotropic subbundle of A ⊕ A∗ with a fixed characteristic pair
(D,Ω). Then L is a Dirac structure for the generalized Courant algebroid (A⊕A∗, φ +W) if and only
if
(i) D is a Lie subalgebroid of A;
(ii) [P +Ω,P +Ω]φ ≡ 0 (mod D);
(iii) for any X ∈ Γ (D), LφX(P +Ω) ≡ 0 (mod D).
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We consider a generalized Lie bialgebroid ((A, [ , ], a,φ), (A∗, [ , ]∗, a∗,W)) over M and we construct
the associated generalized Courant algebroid (A ⊕ A∗,  , , ( , )+, ρ, θ) over M , i.e.,  ,  is determined
by (18), ρ = a + a∗ and θ = φ + W . We introduce the notions of reducible Dirac structure for (A ⊕
A∗,  , , ( , )+, ρ, θ) and of admissible function of a Dirac structure for (A ⊕ A∗,  , , ( , )+, ρ, θ) in an
analog manner as in the case of a Dirac structure for a Lie bialgebroid [19].
Definition 4.1. We say that a Dirac subbundle L for (A ⊕ A∗,  , , ( , )+, ρ, θ) is reducible if the image
a(D) of its characteristic subbundle D = L∩A by the anchor map a defines a simple foliation F of M .
By the term “simple foliation”, we mean that F is a regular foliation such that the space M/F is a nice
manifold and the canonical projection M → M/F is a submersion.
Definition 4.2. Let L be a Dirac subbundle for (A ⊕ A∗,  , , ( , )+, ρ, θ). We say that a function f ∈
C∞(M,R) is L-admissible if there exists Yf ∈ Γ (A) such that Yf + dφf ∈ Γ (L).
Obviously, Yf is unique up to a smooth section of L ∩ A. We denote by C∞L (M,R) the set of all
L-admissible functions of C∞(M,R).
Let L ⊂ A ⊕ A∗ be a Dirac structure for (A ⊕ A∗,  , , ( , )+, ρ, θ). On C∞L (M,R) we define the
bracket { , }L by setting, for all f,g ∈ C∞L (M,R),
(23){f,g}L := ρθ(ef )g,
where ef = Yf + dφf . An equivalent expression of (23) is:
(24){f,g}L = 〈Yf , dφg〉 + {f,g}J ,
where { , }J is the bracket (10) of the Jacobi structure on M defined by the generalized Lie bialgebroid
structure ((A,φ), (A∗,W)) over M . Effectively,
{f,g}L (23)= ρθ(ef )g =
(
(aφ + aW∗ )(Yf + dφf )
)
g = aφ(Yf )g + aW∗ (dφf )g
= 〈Yf , dφg〉 + 〈dφf, dW∗ g〉 (10)= 〈Yf , dφg〉 + {f,g}J .
It is easy to check that (23) or equivalently (24) is well defined. In fact, if Y ′f = Yf + X, with X ∈
Γ (L∩A), is an other section of A such that e′f = Y ′f + dφf ∈ Γ (L), we have
〈Y ′f , dφg〉 + {f,g}J = 〈Yf +X,dφg〉 + {f,g}J = {f,g}L + 〈X,dφg〉 = {f,g}L,
since, L being isotropic, (X + 0, Yg + dφg)+ = 0 ⇔ 〈X,dφg〉 = 0.
Proposition 4.3. The space C∞L (M,R) endowed with the bracket { , }L, given by (23), is a Lie algebra.
Proof. We must prove that C∞L (M,R) is closed under { , }L and that { , }L is a bilinear, skew-symmetric
bracket which satisfies the Jacobi identity.
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exist Yf ,Yg ∈ Γ (A) such that ef = Yf + dφf, eg = Yg + dφg ∈ Γ (L). We consider the bracket ef , eg;
according to (18), its component in Γ (A∗) is:
[dφf, dφg]W∗ +LφYf dφg −LφYgdφf + dφ(ef , eg)−.
We have [10],
[dφf, dφg]W∗ = −LφdW∗ f d
φg = −dφ〈dW∗ f,dφg〉 = −dφ{g,f }J = dφ{f,g}J
and, on the other hand,
LφYf dφg −LφYgdφf + dφ(ef , eg)− = −dφ(ef , eg)− = −dφ(ef , eg)− + dφ(ef , eg)+︸ ︷︷ ︸
=0
= dφ〈Yf , dφg〉.
Thus,
[dφf, dφg]W∗ +LφYf dφg −LφYgdφf + dφ(ef , eg)− = dφ{f,g}J + dφ〈Yf , dφg〉
(24)= dφ{f,g}L,
which means that {f,g}L is an L-admissible function, i.e., {f,g}L ∈ C∞L (M,R), and that we can take
ef , eg = e{f,g}L .
Bilinearity and skew-symmetry of { , }L. It is obvious that { , }L is bilinear. Also, for any f ∈ C∞L (M,R),
we have (ef , ef )+ = 0 ⇔ 〈Yf , dφf 〉 = 0, so {f,f }L (24)= 〈Yf , dφf 〉+ {f,f }J = 0 + 0 = 0, which implies
the skew-symmetry of { , }L.
Jacobi identity. By a straightforward, but long, calculation we get that, for any f,g,h ∈ C∞L (M,R), the
Jacobi identity holds:
{
f, {g,h}L
}
L
+ {g, {h,f }L}L +
{
h, {f,g}L
}
L
= 0.
Hence, (C∞L (M,R), { , }L) is a Lie algebra. 
In the particular case where the constant function 1 is an L-admissible function, C∞L (M,R) equipped
with the usual product of functions “ · ” is an associative commutative algebra with unit and { , }L is a first
order differential operator on each of its arguments. In fact, 1 ∈ C∞L (M,R) means that there exists Y1 ∈
Γ (A) such that Y1 + dφ1 = Y1 + φ ∈ Γ (L). Then, for any f,g ∈ C∞L (M,R), f · g ∈ C∞L (M,R) since,
for Yfg = f Yg + gYf − fgY1 ∈ Γ (A), Yfg + dφ(fg) ∈ Γ (L). Moreover, for any f,g,h ∈ C∞L (M,R),
{f,gh}L (24)=
〈
Yf , d
φ(gh)
〉+ {f,gh}J
= 〈Yf , gdh+ hdg + ghφ〉 + g{f,h}J + h{f,g}J − gh{f,1}J
= g(〈Yf , dφh〉 + {f,h}J )+ h(〈Yf , dφg〉 + {f,g}J )− gh(〈Yf ,φ〉 + {f,1}J )
= g{f,h}L + h{f,g}L − gh{f,1}L
and by the skew-symmetry of { , }L we obtain the desired result. Consequently,
Theorem 4.4. If 1 is an L-admissible function, then (C∞(M,R), { , }L) is a Jacobi algebra.L
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In the following we will establish the characteristic equations of a Dirac structure (see, also, [3]).
Lemma 4.5. Let L be a Dirac structure for (A ⊕ A∗,  , , ( , )+, ρ, θ),  :A ⊕ A∗ → A and ∗ :A ⊕
A∗ → A∗ the natural projections from A⊕A∗ onto A and A∗, respectively. Then, ker |L = L∩A∗ and
ker∗|L = L∩A. Also,
(25)(L)⊥ = L∩A∗ and ∗(L) = (L∩A)⊥.
Proof. We denote by Lx , Ax and A∗x the fibers over x ∈ M of L, A and A∗, respectively. It is clear that,
at each point x ∈ M , ker |Lx = Lx ∩A∗x and ker∗|Lx = Lx ∩Ax , thus dim(ker |Lx ) = dim(Lx ∩A∗x)
and dim(ker∗|Lx ) = dim(Lx ∩ Ax). Also, at each point x ∈ M , (Lx)⊥ = Lx ∩ A∗x and ∗(Lx) =
(Lx ∩ Ax)⊥. Effectively, if α(x) ∈ Lx ∩ A∗x , then 0 + α(x) ∈ Lx , thus, for any Y (x) + β(x) ∈ Lx , (0 +
α(x),Y (x)+β(x))+ = 0 ⇔ 〈α(x),Y (x)〉 = 0 that implies that α(x) ∈ (Lx)⊥, i.e., Lx ∩A∗x ⊆ (Lx)⊥,
and by a dimension count we conclude the equality. Analogously, we prove the second equation of (25)
for the fibers over x. Since the above results hold at each point x ∈ M , we get that the characteristic
equations (25) of L hold. 
Lemma 4.6. The constant function 1 is an L-admissible function if and only if, for any Y ∈ Γ (D),
(26)〈φ,Y 〉 = 0.
Proof. In fact, if 1 ∈ C∞L (M,R), then there exists Y1 ∈ Γ (A) such that Y1 + dφ1 = Y1 + φ ∈ Γ (L).
Also, for every Y ∈ Γ (D), Y + 0 ∈ Γ (L) and (L, ( , )+) is maximal isotropic. Thus, for any Y ∈ Γ (D),
(Y +0, Y1 +φ)+ = 0 ⇔ 〈φ,Y 〉 = 0. Conversely, we suppose that, for any Y ∈ Γ (D), 〈φ,Y 〉 = 0; then we
will prove that 1 ∈ C∞L (M,R). Effectively, if 1 is not an L-admissible function, then, for any Y1 ∈ Γ (A),
Y1 +dφ1 = Y1 +φ is not a section of L, fact which implies that φ is not a section of ∗(L) (25)= (L∩A)⊥ =
D⊥. Therefore, there exists Y ∈ Γ (D) such that 〈φ,Y 〉 = 0; contradiction. 
Proposition 4.7. Let L ⊂ A ⊕ A∗ be a reducible Dirac structure for (A ⊕ A∗,  , , ( , )+, ρ, θ) and F
the simple foliation of M defined by the distribution a(D), D = L ∩ A, on M . If 1 is an L-admissible
function, then f ∈ C∞L (M,R) if and only if f is constant along the leaves of F .
Proof. Let f be an L-admissible function, i.e., there exists Yf ∈ Γ (A) such that Yf + dφf ∈ Γ (L), and
X ∈ Γ (a(D)) a section of the distribution a(D). X ∈ Γ (a(D)) means that there exists Y ∈ Γ (D) such
that X = a(Y ) and Y ∈ Γ (D) means that Y + 0 ∈ Γ (L). Since L is maximally isotropic,
(Y + 0, Yf + dφf )+ = 0 ⇔ 〈dφf,Y 〉 = 0 ⇔ 〈df,Y 〉 + f 〈φ,Y 〉 = 0 (26)⇔
〈
δf, a(Y )
〉= 0
⇔ 〈δf,X〉 = 0.
By the last equation, which holds for any X ∈ Γ (a(D)), we get that f is constant along the leaves of
F . Conversely, let f be a function on M constant along the leaves of F , i.e., for any X ∈ Γ (a(D)),
〈δf,X〉 = 0. But, X ∈ Γ (a(D)) means that there exists Y ∈ Γ (D) such that X = a(Y ). Thus, for any
X ∈ Γ (a(D)), X = a(Y ) with Y ∈ Γ (D),
(27)〈δf,X〉 = 0 ⇔ 〈δf, a(Y )〉= 0 ⇔ 〈df,Y 〉 = 0 (26)⇔ 〈df + f φ,Y 〉 = 0 ⇔ 〈dφf,Y 〉 = 0,
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of L. So, dφf is not a section of ∗(L)
(25)= (L∩A)⊥ = D⊥. Therefore, there exists Y ∈ Γ (D) such that
〈dφf,Y 〉 = 0; contradiction. 
By the above study we conclude:
Theorem 4.8. Let L be a reducible Dirac subbundle for (A ⊕ A∗,  , , ( , )+, ρ, θ). We suppose that 1
is an L-admissible function. Then L induces a Jacobi structure on M/F defined by the Jacobi bracket
{ , }L, which is given by (23) or (24).
By applying Theorem 4.8 to the case of the generalized Lie bialgebroid defined by a Jacobi structure
(Λ,E) on M (Theorem 2.4) we deduce:
Corollary 4.9. Let (M,Λ,E) be a Jacobi manifold, ((TM ×R, [ , ],π, (0,1)), (T ∗M ×R, [ , ](Λ,E),π ◦
(Λ,E)#, (−E,0))) the associated generalized Lie bialgebroid and L a reducible Dirac structure for the
generalized Courant algebroid ((TM ×R)⊕ (T ∗M ×R),  , , ( , )+,π +π ◦ (Λ,E)#, (0,1)+ (−E,0)).
We suppose that 1 is an L-admissible function. Then L induces a Jacobi structure on M/F , where F
is the foliation of M defined by the distribution π(D), D = L ∩ (TM ×R), which is exactly the Jacobi
structure defined by { , }L.
Remark 4.10. In the context of Corollary 4.9, the condition “1 is an L-admissible function” is equivalent
to the one “D has only sections of type (X,0) with X ∈ Γ (TM)”. In fact, according to Lemma 4.6,
1 ∈ C∞L (M,R) if and only if, for any (X,f ) ∈ Γ (D), 〈(0,1), (X,f )〉 (26)= 0 ⇔ f = 0.
Taking into account Corollary 2.6, Definition 4.2 and (24), we can easily establish:
Proposition 4.11. Under the assumptions of Corollary 4.9,
1. if L = graph(Λ′,E′)# is the graph of a (TM ×R)-bivector field (Λ′,E′) on M , then C∞L (M,R) =
C∞(M,R) and, for all f,g ∈ C∞L (M,R),
(28){f,g}L = {f,g}(Λ′,E′) + {f,g}(Λ,E);
2. if L = D⊕D⊥ is a null Dirac structure, then C∞L (M,R) = {f ∈ C∞(M,R)/(δf,f ) ∈ Γ (D⊥)} and,
for all f,g ∈ C∞L (M,R),
(29){f,g}L = {f,g}(Λ,E);
3. if L = D ⊕ graph(Λ′,E′)#|D⊥ is defined by a characteristic pair (D, (Λ′,E′)), then C∞L (M,R) ={f ∈ C∞(M,R)/(δf,f ) ∈ Γ (D⊥)} and, for all f,g ∈ C∞L (M,R),
(30){f,g}L = {f,g}(Λ′,E′) + {f,g}(Λ,E).
In what follows, we will prove that in the context of “generalized Lie bialgebroids—Jacobi struc-
tures”, as in the context of “Lie bialgebroids—Poisson structures” [19], the converse result of Corol-
lary 4.9 also holds.
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algebroid D ⊂ TM × R that has only sections of type (X,0) and (ΛM/F ,EM/F ) a Jacobi structure
on the quotient manifold M/F . Then (M/F ,ΛM/F ,EM/F ) defines a reducible Dirac structure L in
(TM ×R)⊕ (T ∗M ×R) such that L∩ (TM ×R) = D, 1 ∈ C∞L (M,R) and the Jacobi structure induced
by L on M/F , in the sense of Corollary 4.9, is the initially given (ΛM/F ,EM/F ).
Proof. We make the proof in several steps.
First step. Let D ⊂ TM ×R be a Lie subalgebroid of (TM ×R, [ , ],π), which has only sections of
type (X,0), such that π(D) defines a simple foliation F of M and let D⊥ be its conormal bundle:
D⊥ = {(α, g) ∈ T ∗M ×R/〈(α, g), (X,0)〉= 〈α,X〉 = 0,∀(X,0) ∈ D}
(31)= π(D)⊥ ×R.
We suppose that the quotient manifold M/F is endowed with a Jacobi structure (ΛM/F ,EM/F ) and we
denote by p :M → M/F the canonical projection.
Second step. We keep under control the fact that p :M → M/F is not a Jacobi map by defining a
“difference” bracket { , }1 :C∞(M/F ,R)×C∞(M/F ,R) → C∞(M,R) as follows:
(32){f,g}1 = p∗{f,g}M/F − {p∗f,p∗g}(Λ,E), ∀f,g ∈ C∞(M/F ,R).
Obviously, { , }1 is a bilinear, skew-symmetric, first order differential operator on each of its arguments.
Thus, { , }1 induces a skew-symmetric bilinear form (Λ1,E1) on T ∗(M/F) × R so that, for all f,g ∈
C∞(M/F ,R),
{f,g}1 = Λ1(δf, δg)+ 〈f δg − gδf,E1〉.
In turn, (Λ1,E1) induces a vector bundle map (Λ1,E1)# :T ∗(M/F) × R → T (M/F) × R. But,
T ∗(M/F) × R ∼= π(D)⊥ × R (31)= D⊥ and T (M/F) × R ∼= (TM/π(D)) × R ∼= (TM × R)/D. Con-
sequently, we can consider that (Λ1,E1)# :D⊥ → (TM ×R)/D.
Third step. We denote by pr :TM × R→ (TM × R)/D the natural projection and we define a sub-
bundle L ⊂ (TM ×R)⊕ (T ∗M ×R) by
(33)L = {(X,f )+ (α, g) ∈ (TM ×R)⊕D⊥/pr(X,f ) = (Λ1,E1)#(α, g)}.
By construction, L is maximally isotropic, C∞L (M,R) ∼= C∞(M/F ,R) and 1 ∈ C∞L (M,R). Effec-
tively, by a straightforward calculation we show that, for any e1 = (X1, f1) + (α1, g1), e2 = (X2, f2) +
(α2, g2) ∈ L, (e1, e2)+ = 0 and f ∈ C∞L (M,R) ⇔ d(0,1)f = (δf,f ) ∈ Γ (D⊥) ∼= Γ (T ∗(M/F) × R) ⇔
f ∈ C∞(M/F ,R). Obviously, 1 ∈ C∞L (M,R) since (0,1) ∈ Γ (D⊥) ∼= Γ (T ∗(M/F) × R). Also, by
Definition 4.2, f ∈ C∞L (M,R) if and only if there exists (Yf ,ϕf ) ∈ Γ (TM × R) such that ef =
(Yf ,ϕf ) + (δf,f ) ∈ Γ (L). Hence, we have that Γ (L) is spanned by all the sections of the type hef ,
where h ∈ C∞(M,R) and f ∈ C∞L (M,R). To verify the integrability of L, it suffices to verify the close-
ness of the bracket  ,  for the sections of L of the form ef = (Yf ,ϕf ) + (δf,f ) with f ∈ C∞L (M,R),
since, according to (14) and because L is isotropic,
ef , heg = hef , eg +
(
ρ(ef )h
)
eg − (ef , eg)+Dh
= hef , eg +
(
ρ(ef )h
)
eg,
for all ef , eg ∈ Γ (L), with f,g ∈ C∞(M,R), and h ∈ C∞(M,R).L
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C∞L (M,R), i.e., there is (Y{f,g}M/F , ϕ{f,g}M/F ) ∈ Γ (TM × R) such that e{f,g}M/F = (Y{f,g}M/F , ϕ{f,g}M/F )+ (δ{f,g}M/F , {f,g}M/F ) ∈ Γ (L). We show that
(34){f,g}M/F = ρθ(ef )g (23)= : {f,g}L.
Effectively,
{f,g}L = ρθ(ef )g =
[(
π(0,1) + (π ◦ (Λ,E)#)(−E,0))((Yf ,ϕf )+ (δf,f ))]g
= (Yf + ϕf +Λ#(δf )+ fE − 〈δf,E〉)g
= (pr(Yf ,ϕf )+ the component of (Yf ,ϕf ) on D)g + {f,g}(Λ,E)
= 〈(δg, g), (Λ1,E1)#(δf,f )〉+ {f,g}(Λ,E)
= {f,g}1 + {f,g}(Λ,E)
(32)= {f,g}M/F .
On the other hand, since { , }M/F is a Jacobi bracket, thus it verifies the Jacobi identity, for any f,g,h ∈
C∞L (M,R) ∼= C∞(M/F ,R),
ρθ
(
ef , eg − e{f,g}M/F
)
h = ρθ(ef , eg)h− ρθ(e{f,g}M/F )h
(16)= [ρθ(ef ), ρθ (eg)]h− ρθ(e{f,g}M/F )h
= ρθ(ef )
(
ρθ(eg)h
)− ρθ(eg)(ρθ(ef )h)− ρθ(e{f,g}M/F )h
(34)= {f, {g,h}M/F}M/F −
{
g, {f,h}M/F
}
M/F −
{{f,g}M/F , h}M/F
(35)= 0.
From the proof of Proposition 4.3, we have that the component of ef , eg in Γ (T ∗M × R) is
d(0,1){f,g}M/F , therefore ef , eg − e{f,g}M/F ∈ Γ (TM × R). So, (35) means that ρθ(ef , eg −
e{f,g}M/F ) ∈ Γ (D). But ρθ(ef , eg − e{f,g}M/F ) = π(0,1)(ef , eg − e{f,g}M/F ) = ef , eg − e{f,g}M/F and
Γ (D) ⊂ Γ (L). Consequently, ef , eg − e{f,g}M/F ∈ Γ (L) which implies ef , eg ∈ Γ (L), whence the
integrability of L.
For the constructed L, L ∩ (TM × R) = {(X,f ) + (0,0) ∈ (TM × R) ⊕ {(0,0)}/pr(X,f ) =
(Λ1,E1)
#(0,0)} = {(X,f ) ∈ TM × R/pr(X,f ) = (0,0)} = D and the induced Jacobi structure on
M/F , in the sense of Corollary 4.9, is the initially given (ΛM/F ,EM/F ) (see (34)). 
Remark 4.13. The condition “D has only sections of type (X,0)” is indispensable in order to ensure that
the constant function 1 is an L-admissible function for the constructed L. In the opposite case, i.e., if D
has at least one section of type (X,f ) with f = 0, we will have that there exists at least one section of D,
the section (X,f ), such that 〈(0,1), (X,f )〉 = f = 0 and, according to Lemma 4.6, this implies that 1 is
not an L-admissible function. Hence, (C∞L (M,R), { , }L) cannot be a Jacobi algebra and C∞L (M,R) does
not coincide with C∞(M/F ,R). Thus, for a Lie subalgebroid D of TM ×R that has at least one section
(X,f ) with f = 0 we cannot construct a reducible Dirac subbundle L ⊂ (TM ×R)⊕ (T ∗M ×R) which
induces, in the sense of Corollary 4.9, a Jacobi structure on M/F .
In conclusion, we have proved:
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ducible Dirac subbundles of the generalized Courant algebroid ((TM×R)⊕(T ∗M×R),  , , ( , )+,π+
π ◦ (Λ,E)#, (0,1)+ (−E,0)) for which 1 is an admissible function and quotient Jacobi manifolds M/F
of M , where F is a simple foliation of M defined by a Lie subalgebroid D ⊂ TM ×R that has sections
only of type (X,0).
Remark 4.15. If, in the proof of Theorem 4.12, p : (M,Λ,E) → (M/F ,ΛM/F ,EM/F ) is a Jacobi map,
then (Λ1,E1) = (0,0). Hence, in this case, L = D ⊕D⊥ is a null Dirac structure. Thus:
Corollary 4.16. A Lie subalgebroid D ⊂ TM ×R which has only sections of type (X,0) defines a simple
foliation F of (M,Λ,E) such that p : (M,Λ,E) → (M/F ,ΛM/F ,EM/F ) is a Jacobi map if and only if
L = D ⊕D⊥.
Remark 4.17. In the case where D = {(0,0)}, a Jacobi structure on M/F ∼= M is a new Jacobi structure
(Λ′,E′) on M and the constructed L is the graph of (Λ′ − Λ,E′ − E)#. Since, by construction, L is a
Dirac subbundle of (TM × R) ⊕ (T ∗M × R), (Λ′ − Λ,E′ − E) is a Jacobi structure on M [30], fact
which implies that (Λ,E) and (Λ′,E′) are compatible Jacobi structures in the sense of [29].
A geometric interpretation of Corollary 3.5. In the context of this paragraph, Corollary 3.5 can be
formulated as: Let (M,Λ,E) be a Jacobi manifold, ((TM × R, (0,1)), (T ∗M × R, (−E,0)), (Λ,E))
the associated triangular generalized Lie bialgebroid over M and (Λ′,E′) a (TM × R)-bivector field
such that L = D ⊕ graph((Λ′,E′)#|D⊥) is a maximal isotropic subbundle of (TM × R) ⊕ (T ∗M × R)
with fixed characteristic pair (D, (Λ′,E′)). Then L is a Dirac structure for ((TM × R) ⊕ (T ∗M ×
R), (0,1)+ (−E,0)) if and only if
(i) D is a Lie subalgebroid of TM ×R;
(ii) [(Λ+Λ′,E +E′), (Λ+Λ′,E +E′)](0,1) ≡ 0 (mod D);
(iii) for any (X,f ) ∈ Γ (D), L(0,1)(X,f )(Λ+Λ′,E +E′) ≡ 0 (mod D).
If L = D⊕graph((Λ′,E′)#|D⊥) is a reducible Dirac structure and 1 is an L-admissible function, after the
proofs of Theorems 4.8 and 4.12, we get that condition (iii) is equivalent to that (Λ+Λ′,E +E′) can be
reduced to a (TM ×R)/D ∼= (T (M/F)×R)-bivector field on M/F and the condition (ii) is equivalent
to the fact that the reduced bivector field is a Jacobi structure on M/F . Furthermore, by Proposition 4.11
(case 3) we get that the induced Jacobi structure on M/F is exactly the one defined by the bracket of
L-admissible functions. Consequently, it is the Jacobi structure induced on M/F by L in the sense of
Corollary 4.9.
5. Dirac structures and Jacobi reduction
In this paragraph, we will establish a Jacobi reduction theorem in terms of Dirac structures. For its
proof, we need to adapt the results concerning the pull-back Dirac structures of a Lie bialgebroid [20] to
the pull-back Dirac structures for a generalized Lie bialgebroid.
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((A2, φ2), (A
∗
2,W2),P2) a triangular generalized Lie bialgebroid over a differentiable manifold M2 and
Φ :A1 → A2 a Lie algebroid morphism of constant rank, which covers a surjective map between the
bases, such that Φ∗(φ2) = φ1. Then the following two statements are equivalent.
1. There exists a Dirac structure for the triangular generalized Lie bialgebroid ((A1, φ1), (A∗1,0),0)
whose characteristic pair is (kerΦ,P1) and Φ(P1) = P2.
2. ImP #2 ⊆ ImΦ .
We note that, since Φ :A1 → A2 is a Lie algebroid morphism such that Φ∗(φ2) = φ1 then, for any
P ∈ Γ (∧p A1) and Q ∈ Γ (∧q A1), Φ([P,Q]φ1) = [Φ(P ),Φ(Q)]φ2 .
Proof. According to Corollary 3.5, it suffices to show that the following two statements are equivalent.
1. There exists P1 ∈ Γ (∧2 A1) such that Φ(P1) = P2 and
(a) kerΦ is a Lie subalgebroid of A1;
(b) [0 + P1,0 + P1]φ1 ≡ 0 (mod kerΦ) ⇔ [P1,P1]φ1 ≡ 0 (mod kerΦ);
(c) for any X ∈ Γ (kerΦ), Lφ1X (0 + P1) ≡ 0 (mod kerΦ) ⇔ Lφ1X (P1) ≡ 0 (mod kerΦ).
2. ImP #2 ⊆ ImΦ .
Obviously, kerΦ is a Lie subalgebroid of A1 since, for all X,Y ∈ Γ (kerΦ),
Φ
([X,Y ])= [Φ(X),Φ(Y )]= [0,0] = 0,
which means that [X,Y ] ∈ Γ (kerΦ). On the other hand, the subbundle kerΦ⊥ = {α ∈ A∗1/〈α,X〉 =
0,∀X ∈ kerΦ} of A∗1 can be identified with the dual bundle (A1/kerΦ)∗ of A1/kerΦ . Also, kerΦ⊥ =
ImΦ∗, where Φ∗ :A∗2 → A∗1 is the dual map of Φ . Effectively, it is clear that, ImΦ∗ ⊆ kerΦ⊥ and, since
Φ is of constant rank, dim ImΦ∗ = dim kerΦ⊥, thus ImΦ∗ = kerΦ⊥ ∼= (A1/kerΦ)∗. Hence, Φ∗ :A∗2 →
(A1/kerΦ)∗ is a surjective map, i.e., for any α¯1, β¯1 ∈ Γ ((A1/kerΦ)∗), there exist α2, β2 ∈ Γ (A∗2) such
that α¯1 = Φ∗(α2) and β¯1 = Φ∗(β2). If there is some P¯1 ∈ Γ (∧2(A1/kerΦ)) which is Φ-related to P2,
i.e., Φ(P¯1) = P2, then it should be defined, for all α¯1, β¯1 ∈ Γ ((A1/kerΦ)∗), by
P¯1(α¯1, β¯1) = P2(α2, β2).
It is clear that P¯1 is well-defined if and only if kerΦ∗ ⊆ kerP #2 , or equivalently, if and only if ImP #2 ⊆
ImΦ . Let P1 be an arbitrary representative of P¯1 in Γ (
∧2
A1). Since Φ :A1 → A2 is a Lie algebroid
morphism such that Φ∗(φ2) = φ1 and ((A2, φ2), (A∗2,W2),P2) is a triangular generalized Lie bialgebroid,
we have that
Φ
([P1,P1]φ1)= [Φ(P1),Φ(P1)]φ2 = [P2,P2]φ2 = 0 ⇔ [P1,P1]φ1 ≡ 0 (mod kerΦ).
Moreover, for any X ∈ Γ (kerΦ),
Φ(Lφ1X P1) = Φ
([X,P1]φ1)= [Φ(X),Φ(P1)]φ2 = [0,Φ(P1)]φ2 = 0 ⇔ Lφ1X P1 ≡ 0 (mod kerΦ).
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for the triangular generalized Lie bialgebroid ((A1, φ1), (A∗1,0),0) if and only if ImP #2 ⊆ ImΦ . 
Reduction of Jacobi manifolds. Let (M,Λ,E) be a Jacobi manifold, N ⊆ M a submanifold of M and
i :N ↪→ M the canonical inclusion, D ⊂ TM ×R a Lie subalgebroid of (TM ×R, [ , ],π) that has only
sections of type (X,0) and D0 = D∩ (T N ×R). We suppose that D and D0 define, respectively, a simple
foliation F of M and a simple foliation F0 of N and we denote by p :M → M/F and p0 :N → N/F0
the canonical projections. Thus, we have the following commutative diagram:
(36)
N
i
p0
M
p
N/F0 ϕ M/F
Since any leaf of F0 is a connected component of the intersection between N and some leaf of F , we
can always suppose, under some clean intersection condition, that ϕ :N/F0 → M/F is an immersion,
locally injective.
We consider L = D ⊕ D⊥ and we suppose that L is a null Dirac structure for the triangular gener-
alized Lie bialgebroid ((TM × R, (0,1)), (T ∗M × R, (−E,0)), (Λ,E)). By the hypothesis on D, we
have that L is also reducible and that 1 is an L-admissible function. Then, by Corollary 4.9, we get that
L induces a Jacobi structure (ΛM/F ,EM/F ) on M/F and by Corollary 4.16 and Remark 4.15, we ob-
tain that p : (M,Λ,E) → (M/F ,ΛM/F ,EM/F ) is a Jacobi map. We consider the triangular generalized
Lie bialgebroids ((T (M/F)×R, (0,1)), (T ∗(M/F)×R, (−EM/F ,0)), (ΛM/F ,EM/F )) over M/F and
((T N ×R, (0,1)), (T ∗N ×R, (0,0)), (0,0)) over N . We note that any function f¯ ∈ C∞(N,R) can be
seen as the image by (p ◦ i)∗ of a function f ∈ C∞(M/F ,R), i.e., f¯ = (p ◦ i)∗f . Since F is a regular
foliation, p has constant rank, thus the map p ◦ i :N → M/F has also constant rank. Hence, the map
Φ :TN × R→ T (M/F) × R ∼= (TM × R)/D defined, for any (X, f¯ ) ∈ Γ (T N × R), f¯ = (p ◦ i)∗f
with f ∈ C∞(M/F ,R), by
(37)Φ(X, f¯ ) = ((p ◦ i)∗X,f ),
can be considered as a Lie algebroid morphism of constant rank such that Φ∗(0,1) = (0,1) and kerΦ =
D ∩ (T N ×R) = D0. Therefore, by Proposition 5.1, there exists a pull-back Dirac structure L0 for the
triangular generalized Lie bialgebroid ((T N × R, (0,1)), (T ∗N × R, (0,0)), (0,0)) with characteristic
pair (D0, (ΛN,EN)) satisfying Φ(ΛN,EN) = (ΛM/F ,EM/F ) if and only if Im(ΛM/F ,EM/F )# ⊆ ImΦ
holds on T (M/F)×R, i.e.,
(38)Γ ((ΛM/F ,EM/F )#(D⊥))⊆ {((p ◦ i)∗X,f )/X ∈ Γ (T N) and f ∈ C∞(M/F ,R)}.
But, p : (M,Λ,E) → (M/F ,ΛM/F ,EM/F ) being a Jacobi map, (ΛM/F ,EM/F ) = p∗(Λ,E). Thus, on
the submanifold N ⊆ M , by identifying i∗(T N) with TN , condition (38) is equivalent to
(39)(Λ,E)#(D⊥) ⊆ TN ×R+D.
On the other hand, since D = π(D)× {0}, D⊥ = π(D)⊥ ×R, consequently, (39) is equivalent to
(40)Λ#(π(D)⊥)⊆ TN + π(D) and E|N ∈ Γ (TN + π(D)).
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R), (0,1)+ (0,0)) and 1 ∈ C∞L0(N,R), it induces a Jacobi structure (ΛN/F0,EN/F0) on N/F0 (see Corol-
lary 4.9) such that (ΛN/F0,EN/F0) = p0∗(ΛN,EN) (see Corollary 3.5 and its geometric interpretation).
By the above results and by the commutativity of the diagram (36), we obtain:
(ΛM/F ,EM/F ) = Φ(ΛN,EN)
= ((p ◦ i)∗ΛN, (p ◦ i)∗EN)
= ((ϕ ◦ p0)∗ΛN, (ϕ ◦ p0)∗EN)
= (ϕ∗(p0∗ΛN),ϕ∗(p0∗EN))
= (ϕ∗ΛN/F0, ϕ∗EN/F0)
(41)= ϕ∗(ΛN/F0,EN/F0),
which means that ϕ : (N/F0,ΛN/F0,EN/F0) → (M/F ,ΛM/F ,EM/F ) is a Jacobi map.
The above study led us to the following theorem:
Theorem 5.2 (Reduction Theorem of Jacobi manifolds). Let (M,Λ,E) be a Jacobi manifold, N ⊆ M a
submanifold of M , D ⊂ TM ×R a Lie subalgebroid of (TM ×R, [ , ],π) that has only sections of type
(X,0) and D0 = D ∩ (T N ×R). We suppose that D and D0 define, respectively, a simple foliation F of
M and a simple foliation F0 of N and that L = D⊕D⊥ is a reducible Dirac structure for the triangular
generalized Lie bialgebroid ((TM ×R, (0,1)), (T ∗M ×R, (−E,0)), (Λ,E)). Then, the following two
statements are equivalent.
1. There exists a Jacobi structure (ΛN/F0,EN/F0) on N/F0 such that
p∗(Λ,E) = ϕ∗(ΛN/F0,EN/F0).
2. Λ#(π(D)⊥) ⊆ TN + π(D) holds on N and E|N ∈ Γ (TN + π(D)).
Remarks 5.3.
1. We remark that, in the context of the Reduction Theorem 5.2, the initial Jacobi manifold (M,Λ,E)
and the reduced Jacobi manifold (N/F0,ΛN/F0,EN/F0) are connected by means of the Jacobi man-
ifold (M/F ,ΛM/F ,EM/F ) with two Jacobi maps.
2. Reduction Theorem 5.2 holds for any reducible Dirac structure L ⊂ (TM ×R)⊕ (T ∗M ×R) having
a characteristic pair (D, (Λ′,E′)), i.e., L = D ⊕ graph((Λ′,E′)#|D⊥), such that D has only sections
of type (X,0), so 1 ∈ C∞L (M,R). Effectively, by Corollary 4.9 we get that L induces a Jacobi struc-
ture (ΛM/F ,EM/F ) on M/F which is exactly the induced Jacobi structure by (Λ + Λ′,E + E′)
(see the geometric interpretation of Corollary 3.5). If (ΛM/F ,EM/F ) verifies (38) or, equivalently,
(Λ + Λ′,E + E′) verifies (40), then, by Proposition 5.1, there exists a pull-back Dirac structure L0
for ((T N × R, (0,1)), (T ∗N × R, (0,0)), (0,0)) with characteristic pair (D0, (ΛN,EN)) such that
Φ(ΛN,EN) = (ΛM/F ,EM/F ). The reducible Dirac subbundle L0 ⊂ (T N ×R)⊕(T ∗N ×R) induces
a Jacobi structure (ΛN/F0,EN/F0) on N/F0 and
p0∗(ΛN,EN) = (ΛN/F0,EN/F0).
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ϕ :N/F0 → M/F is always a Jacobi map. But, the projection p :M → M/F is a Jacobi map if
and only if L is a null Dirac structure, fact which is equivalent to (Λ′,E′) ≡ 0 (mod D).
3. As we have mentioned in introduction, there are already several works treating the Jacobi reduction
problem. These results are, grosso-modo, equivalent to the ones established by the second author
in [27] and, independently, by K. Mikami in [26]. They establish a geometric reduction theorem for
Jacobi manifolds by extending the previous one proved by Marsden and Ratiu for Poisson manifolds
[25], without mentioning Dirac structures. Precisely, they prove:
Theorem 5.4. Let (M,Λ,E) be a Jacobi manifold, N a submanifold of M and ∆ a vector subbundle
of TNM such that: (i) ∆ ∩ TN defines a simple foliation F0 of N ; (ii) for any f,g ∈ C∞(M,R) with
differentials δf and δg, restricted to N , vanishing on ∆, the differential δ{f,g}(Λ,E), restricted to N ,
vanishes on N . Then, (Λ,E) induces a unique Jacobi structure (ΛN/F0,EN/F0) on N/F0 if and only if
Λ#(∆⊥) ⊆ TN + ∆ holds on N and E|N ∈ Γ (T N + ∆). The associated bracket of (ΛN/F0,EN/F0) on
C∞(N/F0,R) is given, for any f0, g0 ∈ C∞(N/F0,R) and any differentiable extensions f of f0 ◦ p0
and g of g0 ◦ p0 with differentials δf and δg, restricted to N , vanish on ∆, by {f0, g0}(ΛN/F0 ,EN/F0 ) ◦
p0 = {f,g}(Λ,E) ◦ i, where p0 :N → N/F0 is the canonical projection and i :N → M is the canonical
inclusion of N into M .
We remark that the above theorem is slightly different from Theorem 5.2. In Theorem 5.2 we suppose
that we have two simple foliations, a foliation F of the initial phase space M determined by π(D) and
a foliation F0 of the considered submanifold N of M determined by π(D0) = π(D) ∩ TN , while in
Theorem 5.4 we only suppose that we have a subbundle ∆ of TNM such that ∆ ∩ TN defines a simple
foliation of N , also denoted by F0. But, in both theorems, the reducibility condition
Λ#
(
π(D)⊥
)⊆ TN + π(D) holds on N and E|N ∈ Γ (TN + π(D))
is exactly the same. Thus, it is natural to ask: What is the advantage of using Dirac structures in the
study of Jacobi reduction problem? The answer can be founded in Remarks 1 and 2 of this paragraph. By
using reducible Dirac structures in this study, we establish the existence, not only, of a reduced Jacobi
manifold (N/F0,ΛN/F0,EN/F0), but also of a quotient Jacobi manifold (M/F ,ΛM/F ,EM/F ) which
is always related with (N/F0,ΛN/F0,EN/F0) by means of a Jacobi map; very important fact when we
treat reduction problems. On the other hand, this study, in this framework, allows us to investigate, in a
future paper, the Dirac reduction problem and its relation with the one of Jacobi, Poisson and symplectic
structures.
6. Applications and examples
6.1. Jacobi submanifolds
From Theorem 5.2 we obtain sufficient conditions under which a Jacobi structure (Λ,E) on a dif-
ferentiable manifold M induces a Jacobi structure on a submanifold N of M . Effectively, under the
assumptions of the above mentioned theorem, if D0 = D ∩ (T N × R) = {(0,0)} and (Λ,E)#(D⊥) ⊆
TN × R + D holds on N , then there exists a (T N × R)-bivector field (ΛN,EN) on N such that
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alized Lie bialgebroid ((T N ×R, (0,1)), (T ∗N ×R, (0,0)),0) and Φ(ΛN,EN) = (ΛM/F ,EM/F ). But,
the fact “L0 = graph(ΛN,EN)# is Dirac for ((T N × R, (0,1)), (T ∗N × R, (0,0)),0)” is equivalent to
the fact “(ΛN,EN) is a Jacobi structure on N” (see Proposition 5.2 in [30]) and
(ΛM/F ,EM/F ) = Φ(ΛN,EN) ⇔ p∗(Λ,E) = (p ◦ i)∗(ΛN,EN)
⇔ p∗
(
(Λ,E)− i∗(ΛN,EN)
)= (0,0).
By the last equality we conclude either that (Λ,E) − i∗(ΛN,EN) = (0,0) ⇔ (Λ,E) = i∗(ΛN,EN),
i.e., i : (N,ΛN,EN) → (M,Λ,E) is a Jacobi map, or that Λ = i∗ΛN +∑kj=1 Xj ∧Yj and E = i∗EN +X,
where Xj,X ∈ Γ (π(D)), Yj ∈ Γ (TM), j = 1, . . . , k, are convenient vector fields such that [Λ,Λ] =
−2E ∧Λ and [E,Λ] = 0.
Particular cases
(a) When D = {(0,0)}, then D⊥ = T ∗M×R, and they verify the assumptions of Theorem 5.2. Condition
D0 = D ∩ (T N × R) = {(0,0)} is automatically satisfied and the reducibility condition (40) takes
the form
Λ#(T ∗M) ⊆ TN on N and E|N ∈ Γ (T N),
which is exactly the condition given in [4] and [23] for the submanifolds N of (M,Λ,E) of the first
kind.
(b) When D = (Λ,E)#((T N × R)⊥), we have that D has only sections of type (X,0) if and only if
E|N ∈ Γ (TN) and D0 = D ∩ (T N × R) = {(0,0)} if and only if TN ∩ Λ#(T N⊥) = {0}. Thus,
under the assumptions
(42)TN ∩Λ#(T N⊥) = {0} on N and E|N ∈ Γ (TN),
by a simple calculation we show that D = Λ#(T N⊥)×{0} is a Lie subalgebroid of (TM ×R, [ , ],π)
if and only if Λ belongs to the ideal generated by the space of smooth sections of TN . Also, since
Λ#((Λ#(T N⊥))⊥) ⊆ TN and E|N ∈ Γ (T N), it is easy to prove that D⊥ = (Λ#(T N⊥))⊥ × R is a
Lie subalgebroid of (T ∗M ×R, [ , ](Λ,E),π ◦ (Λ,E)#).
Consequently, if (42) holds and Λ belongs to the ideal generated by the space of smooth sections
of TN , then we have that the requirements of Theorem 5.2 as the reducibility condition (39) are
verified, therefore (Λ,E) induces a Jacobi structure on N . We note that conditions (42) are exactly
those given in [12].
6.2. Reduction of Jacobi manifolds with symmetry
Let (M,Λ,E) be a Jacobi manifold, G a connected Lie group acting on M by a Jacobi action, G
the Lie algebra of G, G∗ the dual space of G and J :M → G∗ an Ad∗-equivariant moment map for
the considering action. Let D be the vector subbundle of TM × R formed by the pairs (XM,0), where
XM is the fundamental vector field on M associated to an element X ∈ G, and D⊥ its conormal bundle
which is D⊥ = {XM ∈ TM/X ∈ G}⊥ × R. It is easy to check that D and D⊥ are Lie subalgebroids of
(TM × R, [ , ],π) and (T ∗M × R, [ , ](Λ,E),π ◦ (Λ,E)#), respectively. (For D⊥, we take into account
that the action of G on M is a Jacobi action, thus, for any fundamental vector field XM on M , LXMΛ = 0
and LXME = 0.) Consequently, L = D⊕D⊥ is a Dirac subbundle of ((TM ×R)⊕ (T ∗M ×R), (0,1)+
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a submanifold of M and D0 = D ∩ (T N × R) = {(XM,0)/X ∈ G0}, where G0 is the Lie algebra of
the isotropy subgroup G0 of 0. Also, we suppose that π(D) and π(D0) define, respectively, a simple
foliation F of M and a simple foliation F0 of N . Since, (Λ,E)#(D⊥) ⊆ TN ×R+D holds on N , from
the Reduction Theorem 5.2 we get that (Λ,E) induces a Jacobi structure on N/F0. For more details,
see [9,26,28].
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