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Article Info  Selection and determination of majors is something that must be done by 
junior high school students when they want to enter senior high school. 
However, it is not uncommon for students to be confused in choosing the 
right major based on student expertise. The problems faced by many students 
who take majors because they follow their friends or parents and make it 
difficult for students to follow the available subjects according to the chosen 
majors and have an impact on student achievement. In analyzing the 
determination of the right major based on student expertise, the C4.5 
algorithm is used. The classification of the C45 algorithm will produce a 
decision tree that can be used in determining the right direction. The results 
of the confusion matrix Classification of student value data in determining 
majors produce an accuracy value of 95.92%, class precision/class recall in 
Natural Sciences Major is 97.56%, class precision/class recall in Social 
Sciences Major is 87.50% and classification error is 4.08%. Decision tree 
results show the subject variables that influenced the selection of student 
majors were mathematics, science, ICT, skills, and tourism, The highest gain 
value lies in the Pariwista subject which is the root of the decision tree that is 
formed. The resulting rule is a math score above 82, a minimum science 
value of 84.5, a minimum ICT value of 85.5, so that students are more 
suitable for Natural Sciences Major. Meanwhile, if the value of mathematics 
is less than 82, tourism is less than 90.5 and skills are less than 84.5 then the 
student is more suitable for Social Sciences Major. 
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1. INTRODUCTION  
Student data is the most important asset for schools. Student data contains subject values, starting 
from the first semester to the final semester. The stored student values so that can be used as a 
determination of majors at the high school level. Not only the value of the subject, but the value of 
student expertise is also very encouraging in determining majors. Majoring in the process of selecting 
student groupings based on values, interests, and talents so that students can follow lessons with a focus 
(Novianti, Rismawan, & Bahri, 2016). The problem that is often encountered is that most students choose 
majors when entering senior high school because they follow their friends and parents without knowing 
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the selection of majors that match the skills and abilities of these students. This makes some students who 
choose the wrong majors find it difficult to follow the available courses according to the majors they 
choose and have an impact on student achievement. In addition, the selection of majors that do not match 
their interests and abilities will have an effect when these students continue to college and careers 
(Rahmayu & Serli, 2018). Thus, the school must be able to direct and select students to choose majors 
according to their abilities and expertise. To find out which majors are in accordance with their abilities, it 
is necessary to process student score data. In processing student value data for determining majors, data 
mining techniques can be used. Data mining is a process that uses statistics, mathematics, artificial 
intelligence, and machine learning to extract and identify useful information and related knowledge in 
various databases (Galih, 2019). One of the data mining techniques often used is classification. 
Classification is a process to determine a model that explains or distinguishes data and the widely used 
classification is the decision tree (Novianti, Rismawan, & Bahri, 2016). In data mining, there are 
algorithms used in decision trees, one of which is the C4.5 algorithm (Hendrian, 2018). 
The C4.5 algorithm has good accuracy in determining the choice of majors (Hermawanti, 
Asriyanik, & Sunarto, 2019). The C4.5 algorithm has the advantage that it can handle the calculated data 
values and the measured data values (Kustiyahningsih & Rahmanita, 2016). From the results of research 
using the C4.5 algorithm that extra values and psychological tests can affect the majors of new students 
(Nugroho, 2018). In the C4.5 algorithm, there is a decision tree that represents the rules that can be 
understood well (Sammut, 2017). The decision tree of the C4.5 algorithm can be used for classification 
and prediction (Azwanti, 2018).This study will discuss the analysis of the C4.5 algorithm in determining 
the choice of Natural Sciences Major and Social Sciences Major based on the value of the student's area 
of expertise. 
 
2.  METHOD   
Sasongko, Linawati, & Parhusip, 2015) conducted a study by applying the Fuzzy C-Means 
algorithm to determine Natural Sciences Major and Social Sciences Major resulting in a fuzzy 
membership value of 93.79% for each cluster.(Rizky Haqmanullah Pambudi, Setiawan, & Indriati, 2018) 
used the C4.5 algorithm to predict junior high school graduation scores based on external factors. The 
algorithm is a data mining method used to predict students' abilities. Parameters of feature selection are 
factors in the field of mathematics studies. The results of testing and analysis show that the C4.5 
algorithm has an accuracy rate of 60%. (Hermawanti, et al., 2019) in his research implemented the C4.5 
algorithm for prediction of on-time graduation using the C4.5 Algorithm which is a result of the 
development of the ID3 algorithm (Iterative Dichotomiser) developed by Quinlan. This algorithm is used 
to build a decision tree that is easy to understand, flexible, and attractive because it can be visualized in 
the form of an image. The classification technique used is a decision tree with the application of the C4.5 
algorithm. The input used is in the form of attributes from student data including IP (achievement index) 
per semester from semester 1 to 7, and BTQ value in semester 6. The student data is training sample data 
used in the preparation of the decision tree. This test uses data on student training who have graduated 
from 2015 to 2018. This knowledge can be utilized by the UMMI Informatics Engineering Study 
Program as a preventive measure to avoid a decrease in student graduation every year. (Algorithm, et al., 
2015) applying Data Mining for Scholarship Recommendations at SMA Muhammadiyah Gubug Using 
the C4.5 Algorithm based on parents' income, the number of siblings, majors, classes, and total grades. 
This research produces a decision tree with a confusion matrix and the resulting accuracy is 77%. 
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(Tasikmalaya, Sambani, & Nuraeni, 2017) apply the C4.5 Algorithm for Classification of Majoring 
Patterns in Vocational High Schools by knowing students' majors based on report cards, medical tests, 
and sports. This pattern makes it easier for the school to determine the right major for prospective 
students. The direction pattern is obtained by a data mining process following the CRIPS-DM steps. The 
C4.5 algorithm is one part of the classification technique with the capability of the C4.5 algorithm model 
which can perform simple, fast learning and classification processes and generally has a high level of 
accuracy. By using a dataset of 1104 new student data records, the results of the classification of data on 
the selection of SMK majors for the AP, TKJ, RPL, TKR, and TSM majors produce an accuracy of 
92.30% with a good level of accuracy. (Nugroho, 2015) conducted a study on Classification and 
Clustering of Majors of Students at SMA Negeri 3 Boyolali based on the results of research conducted, it 
can be concluded that the classification of student majors has been obtained using the decision tree 
method. The classification results show that the variable that has the highest influence on students' majors 
is the average value of science. 
In this study, the dataset was taken from a private junior high school in North Sumatra Province, 
Medan City. The dataset used is data taken from the student's semester report card which contains the 
value of each subject. Furthermore, the data obtained will be carried out in a preprocessing stage, namely 
data selection by selecting student grade attributes, cleaning data by eliminating null data, duplicate data, 
and performing data transformations to change data according to the dataset model so that the C4.5 
algorithm can be applied. The C4.5 algorithm has advantages in handling calculated and measured data 
values. In the C4.5 algorithm, there is a decision tree that represents the rules of the relationship between 
mutually influential attributes (Setio, Saputro & Winarno, 2020). The decision tree in the C4.5 algorithm 
can be used for prediction and classification so that the resulting knowledge can be used as a support for 
decision making in determining majors (Sirait & Hansun, 2017). The resulting classification results will 
see the value of accuracy, class precision, class recall based on the confusion matrix to test the data 
classification model. Then, the final stage will produce a decision tree from the results of the C4.5 
algorithm analysis in determining the selection of the Natural Sciences Major and Social Sciences Major 





APPLYING ALGORITHM C4.5 
CONFUSION MATRIX
CLASSIFICATION RESULT
DECISION TREE ABOUT 
STUDENTS MAJOR 
SELECTION  
Figure 1. Research Framework  
 
 
 4. RESULTS AND DISCUSSION 
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 This study analyzes the classification of the C4.5 algorithm in determining the selection of the 
Natural Sciences Major and Social Sciences Major based on student expertise in terms of student 
subjects. Table 1 is data on subject scores for grade IX junior high school students with 163 data records 
consisting of attributes of student names and subject scores, namely Mathematics, Science, Social, ICT, 
Tourism, Electronics, and Skills. 
Table 1. Dataset for Students Subject Score 
 
 
This student score data will then be divided into subjects according to majors. Subject values included in 
the natural sciences group are Mathematics, Science and Electronics, ICT while the social sciences fields 
are Mathematics, Social Sciences, Tourism, and Skills. The results of data processing The value of each 
of these subjects will determine a student more suitable for Natural Science Major or Social Sciences 
Major. The results of the transformation of student subject scores can be seen in Table 2. 




JURNAL INFOKUM, Volume 9, No. 2,Juni 2021 ISSN : 2302-9706 
 







Furthermore, the data from the transformation of students' scores will be analyzed using the C4.5 
algorithm using Rapidminer Version 9.8. Figure 2 shows the results of the confusion matrix 
classification with 70% training data and 30% testing data resulting in an accuracy value of 92.92%, 
class precision/class recall Natural sciences Major each of 97.56% and class precision/class recall of 
Social Sciences Major each amounting to 87.50%. The resulting classification model is included in the 
Very Good Classification with a Classification Error of 4.08%, Weighted mean recall and Weighted 
mean precision of 92.53%, square error 0.40 +/- 0.193. 
 
Figure 2. Confusion Matrix Selection of Majors 
The results of the decision tree for selecting student majors based on the student's area of 
expertise can be seen in Figure 3. 
 
 
Figure 3. Decision Tree for Major Selection 
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The results of the major selection decision tree in Fig. 3 show that if the tourism value is 84.5 
then the student is suitable to choose the Social Sciences Major. If the value of tourism and science is > 
84.5 and the value of mathematics is > 82 then the student is suitable to choose the Natural Sciences 
Major. If the value of tourism and science > 84.5 and the value of mathematics 82 then the student is 
suitable to choose the Social Sciences Major. If the value of tourism > 84.5 science 84.5 and the value of 
ICT > 85.5 then students are suitable to choose the Natural Sciences Major. If the value of tourism > 
84.5 science scores and ICT  85.5 tourism > 90.5 then the student is suitable to choose the Natural 
Sciences Major. Tourism value > 84.5, science and ICT scores 85.5, tourism value 90.5, and skills > 
84.5 then students are suitable to choose Natural Sciences Major. If the value of tourism > 84.5, science 
value and tik 85.5, tourism value 90.5, and skills ≤ 84.5 then the student is suitable to choose the Natural 
Sciences Major. 
 
4. CONCLUSIONS  
The results of the analysis of the C4.5 algorithm in the selection of majors based on student 
expertise indicate that the variable value of subjects that influence in determining the selection of 
students' majors is mathematics, science, ICT, Skills, and Tourism, where the highest gain value lies in 
the Tourism subject which is the subject of study. Root in the decision tree that is formed. The resulting 
rule is if the math score is above 82, the science value is at least 84.5, the ICT score is at least 85.5, then 
students are more suitable for choosing Natural Sciences Major. Meanwhile, if the value of mathematics 
is less than 82, tourism is less than 90.5 and skills are less than 84.5, the student is more suitable for 
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