Abstract-A single-letter lower bound on the sum rate of multiple description coding with tree-structured distortion constraints is established by generalizing Ozarow's celebrated converse argument through the introduction of auxiliary random variables that form a Markov tree. For the quadratic vector Gaussian case, this lower bound is shown to be achievable by an extended El Gamal-Cover scheme, yielding a complete characterization of the minimum sum rate.
incorporating a common description layer into the El GamalCover scheme. In contrast, recent years have seen extensive research on the general M-description case (see, e.g., [5] [6] [7] [8] [9] ). Although these investigations have revealed many interesting results and considerably deepened our understanding of the subject, a complete characterization of the rate region, even for the two-description case, is still widely considered to be out of reach.
One way to simplify the problem is to consider a special class of sources and distortion measures. In this respect, special attentions have been paid to the Gaussian source and the mean squared error distortion measure (known as the quadratic Gaussian case). In his lauded paper [10] , Ozarow proved the tightness of the El Gamal-Cover inner bound for the quadratic Gaussian two-description problem via an ingenious converse argument, in which an auxiliary random variable is introduced to exploit an implicit conditional independence structure in the El Gamal-Cover scheme. Ozarow's work ignited the hope of solving the general quadratic Gaussian M-description problem. Unfortunately, this task turns out to be rather formidable (if not impossible). Nevertheless, the bounding technique in [10] has been extended to obtain conclusive results for some special cases where the reconstruction distortion constraints are only imposed on certain subsets of descriptions, including the quadratic Gaussian M-description problem with individual and central distortion constraints [11] as well as the quadratic Gaussian M-description problem with individual and hierarchical distortion constraints [12] . We go one step further in this work by considering the more general tree-structured distortion constraints. It will been seen that Ozarow's converse argument admits a natural generalization in this context, leading to a complete characterization of the minimum sum rate.
The importance of conditional independence structures in the converse arguments is widely recognized, especially for the distributed source coding problems (see, e.g., [13] [14] [15] [16] [17] [18] [19] [20] [21] ). It should be noted that, in distributed source coding, the conditional independence structures, 1 which are either directly present in the source models or created through the introduction of auxiliary random variables, do not depend on the adopted schemes. In contrast, due to its centralized encoding nature, no such non-trivial scheme-independent conditional independence structures exist in multiple description coding. Indeed, Ozarow's converse argument is tailored to an implicit conditional independence structure which is specific to the El Gamal-Cover scheme. In this work we extend Ozarow's method to cope with more sophisticated conditional independence structures in a generalized El Gamal-Cover scheme optimized for tree-structured distortion constraints.
The remainder of this paper is organized as follows. The problem formulation and the main results are stated in Section II. Section III is devoted to characterizing the minimum sum rate of vector Gaussian multiple description coding with tree-structured covariance distortion constraints. We conclude the paper in Section IV.
II. PROBLEM FORMULATION AND MAIN RESULTS
Consider a multiple description coding system (see Fig. 1 ) with M (M ≥ 2) encoders, each generating a description of the source, and a decoder which produces a reconstruction of the source based on the received descriptions. We assume that the source is an i.i.d. process {X (t)} ∞ t =1 with marginal distribution p(x) over alphabet X , and let
be a distortion measure, whereX is the reconstruction alphabet.
Definition 1: Let T be a collection of nonempty subsets of I M {1, · · · , M}. We say that a rate tuple
and decoding functions the closure of the set of all such achievable rate tuples, and the minimum sum rate
Choosing T = 2 + \T . In this work we consider the case where T has a tree structure. Specifically, we say that T has a tree structure if, for any S 1 , S 2 ∈ T , one of the following statements is true:
The following settings considered in the literature correspond to two special tree structures:
• individual and central distortion constraints [11] , i.e., T = {{1}, · · · , {M}, {1, · · · , M}}, • individual and hierarchical distortion constraints [12] , i.e., T = {{1}, · · · , {M}, {1, 2}, · · · , {1, · · · , M}}. Note that 2 I M + has a tree structure if and only if M = 2 (assuming M ≥ 2); in this sense, the two-description problem is inherently simpler than the general M-description problem.
For notational simplicity, henceforth we shall assume that M = 2 L−1 for some L ≥ 2 and that T has a perfect binarytree structure (see Fig. 2 ), i.e.,
It is clear that this assumption incurs no loss of generality since every tree can be converted to a perfect binary tree via inserting dummy nodes (which corresponds to inserting dummy descriptions and imposing redundant distortion constraints in the multiple description coding system) and relabelling. For example, Fig. 3 illustrates how to convert the following treestructured distortion constraints
to a new set of distortion constraints with a perfect binary-tree structure.
We shall establish a single-letter lower bound on the sum rate of multiple description coding for the case where T has a perfect binary-tree structure. The proof is based on the idea of augmenting the probability space with auxiliary random variables that form a Markov tree. This idea was originated in Ozarow's seminal work [10] , in which a single auxiliary random variable is introduced. Later [12] , [22] , [23] considered a more general construction with multiple auxiliary random variables forming a Markov chain (see also [24] for a related construction). Our Markov-tree construction can be viewed as a further generalization along this line of development.
Let P denote the set of conditional distributions p(z|x) satisfying the binary-Markov-tree condition 
Theorem 1: R(d) ≥ r (d).
Proof: See Appendix A. In this work, we focus on the case where {X (t)} ∞ t =1 is an i.i.d. process with each X (t) being an m × 1 Gaussian random vector of mean zero and covariance matrix X 0. Moreover, we adopt the covariance distortion constraints Fig. 3 . Convert tree-structured distortion constraints in (1) to a new set of distortion constraints with a perfect binary-tree structure.
and, without loss of generality, 2 assume that 0
The corresponding minimum sum rate will be denoted by
The next result provides a computable 3 characterization of
III. PROOF OF THEOREM 2
Translating Theorem 1 to the quadratic vector Gaussian setting gives
where P(D) denotes the set of conditional distributions p(x|x) such that the induced p(x) p(x|x) satisfies
2 Under the covariance distortion constraints, the optimal reconstruction is given by the MMSE estimate of the source based on the received descriptions, for which the resulting distortion must be less than or equal to the source covariance matrix in the semidefinite sense. It is also clear that a distortion constraint is redundant if it is set to be equal to the source covariance matrix. 3 An expression is said to be computable if it can be evaluated by solving a finite-dimensional optimization problem.
We divide the proof of Theorem 2 into three parts. Section III-A is devoted to establishing the converse part; specifically, by restricting the auxiliary random variables Z to form a Gauss-Markov chain with the source variable X, we leverage the worst additive noise lemma to derive a lower bound on r G (D), which turns out to coincide with R * G (D). In Section III-B, it is shown via the enhancement argument that R * G (D) can be written in an alternative form by replacing D with a set of (potentially stronger) covariance distortion constraints. The achievability part is presented in Section III-C, where we construct a generalized El GamalCover scheme for this new set of distortion constraints with the sum rate equal to R * G (D).
A. The Converse Part
Let W k,i be an m × 1 Gaussian random vector of mean zero and covariance matrix W k,i 0,
It is clear that Z and X form a binary Gauss-Markov tree; as a consequence, we have p(z|x) ∈ P. LetX be jointly distributed with X and Z such that p(x|x) ∈ P(D) and Z ↔ X ↔X form a Markov chain. Note that
where (4) follows from the conditional version of the worst additive noise lemma [25] , [26] . Similarly, we have
Moreover, it is clear that
Combining (4)- (8) proves
It can be verified that
Note that
where I m denotes the m ×m identity matrix. Therefore, we can write (9) equivalently as
from which the desired result follows immediately.
B. An Alternative Form of R
It can be verified that 1 2 log
Moreover, 1 2 log
and, similarly,
In view of (10)- (13), the maximization problem in (3) can be expressed equivalently as
be an optimal solution of the above maximization problem. The following lemma provides the Karush-Kuhn-Tucker conditions 4 that * needs to satisfy. The proof can be found in Appendix B.
Lemma 1:
Inspired by the enhancement argument in [27] (see also [11] ,
The next lemma collects some useful facts about˜ . The proof is relegated to Appendix C. Lemma 2:˜ has the following properties:
Lemma 3: We have
Proof: See Appendix D.
C. The Achievability Part
are jointly Gaussian and independent of X. A straightforward extension of the El Gamal-Cover scheme (see, e.g., [12] ) shows 5 that
Now we shall leverage * and˜ to construct the covariance matrix of (Q 1 , · · · , Q M ) such that the resulting scheme satisfies the distortion constraints and attains the minimum sum rate. Define
2 
Proof: See Appendix E. 5 Roughly speaking, U j corresponds to the j-th description, j =
is the sum rate, and cov(X|(U j ) j ∈S i,k ) is the reconstruction covariance distortion based on the subset of descriptions specified by
In this way, the joint distribution of X and V is completely specified. Set
It is easy to verify that
Note that the constructed (U 1 , · · · , U M ) satisfies the covariance distortion constraints. Indeed,
= (
where (35) is due to (32) and (33). Now it remains to show that the resulting sum rate coincides with R * G (D). We have 6 Note that˜ S 1,1 and
, are valid covariance matrices as ensured by (25) and (31).
where (37) follows by successively applying the fact that
from k = L−1 to k = 1, and (38) is due to (32) and (33). Write X =X k,i +X k,i , whereX k,i andX k,i are two m ×1 zero-mean Gaussian random vectors with covariance matrices X − * k,i and *
which implies
where (41) is due to (32) and (33) while (42) is due to (40). Substituting (43) into (39) and invoking Lemma 3 shows
as desired.
Finally consider the general case where
Since
Moreover, it follows by the continuity of
Combining (44)- (46) 
In this converse argument, we obtain a lower bound by dropping the terms (50)). For this lower bound to be attainable, one must ensure that the corresponding terms
, in the achievability part can be made equal to zero. Although this is not always possible for a generic version of the extended El Gamal-Cover scheme, as we have shown (see (40)), the specific construction based on * and˜ indeed possesses the desired conditional independence structures, which can be effectively exploited by Gauss-Markov tree-structured auxiliary random variables to establish a matching converse.
IV. CONCLUSION
We have generalized Ozarow's converse argument to establish a single-letter lower bound on the sum rate of multiple description coding with tree-structured distortion constraints. Moreover, this lower bound is shown to be tight for the quadratic vector Gaussian case. It is worth mentioning that the applicability of Ozarow's method is by no means confined to the setting of tree-structured distortion constraints considered in the present work. Indeed, this method has been successfully used to obtain conclusive results for the multiple description problem with symmetrical distortion constraints [23] , [28] . Here it is curious to observe that the projection of the entropy region to the coordinates for which the corresponding subsets form a tree structure and the projected entropy region induced by the symmetric group [29] are both completely characterized by the Shannon type inequalities. This suggests that the difficulty in solving the general M-description problem is potentially related to the lack of explicit characterization of the entropy region, and it might be more fruitful to focus on those special formulations of the multiple description problem for which the corresponding projected entropy regions admit simple characterizations.
APPENDIX A PROOF OF THEOREM 1
Consider arbitrary encoding functions
and decoding functions
Successively applying the fact that
Substituting (48) into (47) and invoking the fact that
Now introduce an auxiliary remote vector source
satisfies the binary Markov tree condition (2) for every t. It can be verified that
We have
Substituting (51) into (49) gives
Let T be a random variable uniformly distributed over {1, · · · , n} and independent of everything else. We have
Similarly, it can be shown that
Substituting (53)- (57) into (52) gives
This completes the proof of Theorem 1.
APPENDIX B PROOF OF LEMMA 1
The Lagrangian of the maximization problem in (14) is given by
It can be shown by leveraging [30, p. 327, Proposition 3.3.11] that, for any optimal solution
, do not appear in the Lagrangian. They are introduced to simplify notation, and are set to zero.
Substituting (59) into (58) completes the proof of Lemma 1.
where (60) is due to (20) while (61) and (62) are due to (17) .
where (64) is due to (21) while (65) and (66) are due to (19) . Combining (63) and (67) proves (22) . The proof of (23) is similar to that of (22) and is thus omitted. It is easy to see that (24) is a simple consequence of (15), (20) , (22) , and (23) . In view of (20) , (22) , and (23), we have
Therefore, for the purpose of proving (25) , it suffices to show that˜ S 1,1 0. Indeed,
where (68) is due to (20) while (69) and (70) are due to (16) .
It can be verified that 
where (73) is due to (17) , and (74) is due to (20) . This proves (27) . The proof of (28) is similar to that of (27) and is thus omitted. Now it remains to prove (29) since (30) is trivially true. Indeed,
which further implies 
