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Abstract
We develop a probabilistic model on the generalized satis"ability problems de"ned by Schaefer
(in: Proceedings of the 10th STOC, San Diego, CA, USA, Association for Computing Machinery,
New York, 1978, pp. 216–226) for which the arity of the constraints is "xed in order to study
the associated phase transition. We establish new results on minimal elements associated with
such generalized satis"ability problems. These results are the keys of the exploration we conduct
on the location and on the nature of the phase transition for generalized satis"ability. We "rst
prove that the phase transition occurs at the same scale for every reasonable problem and we
provide lower and upper bounds for the associated critical ratio. Our framework allows one to
get these bounds in a uniform way, in particular, we obtain a lower bound proportional to the
number of variables for k-SAT without analyzing any algorithm. Finally, we reveal the seed of
coarseness for the phase transition of generalized satis"ability: 2-XOR-SAT.
c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
Boolean satis"ability, 3-SAT, is the prototypical NP-complete problem. Average case
analysis and experiments on this problem have provided evidence of the existence of
a phase transition for the probability of a random formula being satis"able (see for
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instance [16]). More precisely, a sharp threshold phenomenon has been observed in the
probability of a random k-CNF formula being satis"able with respect to the ratio of the
number of clauses to the number of variables. Experiments have revealed that the criti-
cal value of this ratio, ck , at which the phase transition occurs, coincides with the value
at which the average cost of natural solvers for the problem peaks. Therefore, it has be-
come clear that one could gather some interesting information on the deep mechanisms
which govern SAT’s behavior through a probabilistic analysis. Techniques stemming
from random graphs allow to apply the so-called probabilistic method to the SAT prob-
lem. The phase transition from SAT to UNSAT shares common characteristics with
phase transitions studied in statistical physics (see [11]) and now three communities,
namely computer scientists, physicists and mathematicians, meet on the SAT prob-
lem. Thus, three approaches to address the problem of the SAT phase transition have
emerged. The "rst one is to locate the phase transition and to make precise the scaling
window (see for instance [5] for XOR-SAT and [3] for 2-SAT). For instance, for 3-SAT,
there is an observed sharp threshold of about c3 = 4:25 [19]. Upper bounds for c3 have
all been based on probabilistic counting arguments, the best current bound c364:506
is due to Dubois et al. [10]. Lower bounds on the other hand have been algorithmic in
nature, the best current bound c3¿3:41 is due to Kaporis et al. [15]. Secondly, physi-
cists have brought to the fore their techniques in order to get a better estimate of the
location of the phase transition and to give a quantitative understanding of the pattern
of complexity related to the phase transition. The last approach consists in describing
the nature of the transition (sharp or coarse). In a seminal paper Friedgut [13], with an
appendix by Bourgain, initiated this approach, he developed a general sharp threshold
criterion for monotone subsets of the hypercube. In using this criterion he proved that
k-SAT exhibits a sharp threshold for k¿2 but without specifying its location.
Thus, the SAT problem is now recognized as meeting point for the three communi-
ties, not only because it is an NP-complete problem but also because it is well-suited to
test and to compare the diLerent methods used by these scientists. In order to broaden
the joint "eld of investigation we propose to study the phase transition for generalized
satis"ability problems, "rst de"ned by Schaefer [18], SAT(F). In such a problem the
set of types of constraints that are allowed in the input, F, is "xed. Besides k-SAT
(in which there are essentially k+1 types of constraints that correspond to the k+1
diLerent types of clauses of length k), this class captures in a uniform way variants of
satis"ability that have already been studied: 2-SAT [4,12,14,20,3], k-XOR-SAT [6,8],
1-in-k-SAT and NAE-k-SAT [1]. Therefore, this class oLers a suOciently structured
framework and a large spectrum which takes into account the diversity of combinato-
rial problems. Moreover, the most important feature of this class of problems is that it
is very well-known from the computational complexity point of view. In a remarkable
and elegant paper [18] Schaefer proved that every problem SAT(F) is either in P
or NP-complete. In addition, he identi"ed decidable properties such that if every con-
straint function in F satis"es one of these properties then SAT(F) is in P, otherwise
it is NP-complete. Roughly speaking, Schaefer’s theorem states that, unless P=NP,
the well-known tractable cases of SAT, namely 2-SAT, Horn-SAT and XOR-SAT, are
precisely the only tractable cases of SAT. In the last decade generalized satis"abil-
ity problems have been extensively studied in various complexity classes, and many
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complexity classi"cation results, that are usually rare in complexity theory, have been
obtained for them (see [9] for a survey). Thus, these problems, which form the nu-
cleus of many complexity classes and could be interpreted as the combinatorial core
of complexity, naturally appear as an ideal "eld of investigation in order to explore
the link between complexity and phase transitions.
In Section 2 we adapt Schaefer’s framework, SAT(F), in order to make it suitable
for a probabilistic analysis and to capture problems that have already been studied in
a standard way. Section 3 deals with the location of the phase transition, we give a
"rst estimate of this location for all satis"ability problems. Section 4 is an attempt to
capture the essence of the coarseness of phase transitions. At the end of the section
we conjecture a complete classi"cation of the nature of the phase transition, sharp or
coarse, for all generalized satis"ability problems with a "xed arity. This classi"cation,
which is the goal of our project in the end, is based on local properties of the allowed
constraint functions, F, and thus can be interpreted as the counterpart of Schaefer’s
dichotomy theorem when it comes to phase transitions.
It is worth noting that our study is based on new results (Proposition 3.6 and Theo-
rem 4.3) on the size of minimal elements of the property UNSAT(F) and contributes
a new method for obtaining lower bounds on the satis"ability threshold of Boolean
constraint satisfaction problems.
2. Random Boolean constraint satisfaction problems
2.1. Boolean constraint satisfaction problems
Notation. Let f be a function, f : {0; 1}k →{0; 1}, where k is a nonnegative inte-
ger called the arity of f, and ∈Sk . We denote by f : {0; 1}k →{0; 1} the function
f(a1; : : : ; ak)=f(a(1); : : : ; a(k)). Let 〈f〉 denote the functions obtained from f by
permutation of its variables (i.e. the orbit of f under the action of the group Sk):
〈f〉 = {f= ∈Sk}:
Observe that
#〈f〉 = k!
#{ ∈Sk =f = f} :
Example 2.1.
• If f0;3(x; y; z)= (x∨y∨z) , then #〈f0;3〉=1.
• If f1;3(x; y; z)= (¬x∨y∨z), then #〈f1;3〉=3.
Denition 2.2 (Restriction of a function). Let f be a function of arity k. For 16i6k
and ∈{0; 1} the function denoted by i (f) is the restriction of f over k−1 variables
obtained from f in "xing the value of the ith variable to , that is to say:
i (f)(1; : : : ; k−1) = f(1; : : : ; i−1; ; i; : : : ; k−1):
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Given n Boolean variables x1; : : : ; xn, a Boolean function f of arity k and k distinct
indices i1; : : : ik ∈{1; : : : ; n}, the pair 〈f; (xi1 ; : : : ; xik )〉 is referred to as an application of
the function f to x1; : : : ; xn. By abuse of language we call such an application a con-
straint and we denote it by f(xi1 ; : : : ; xik ). A truth assignment  : {x1; : : : ; xn}→{0; 1}
satis"es such a constraint if f((xi1 ); : : : ; (xik ))= 1.
A natural question is how many diLerent constraints can be generated from f over
n variables. To answer this question let us consider functions that are nontrivial and
which really depend on k variables.
Denition 2.3 (Constraint function). A function f : {0; 1}k →{0; 1} is said to be a con-
straint function of arity k if f−1(1) = ∅, f−1(1) = {0; 1}k and f has no "ctive vari-
ables, that is to say 1i (f) =0i (f) for every i.
Let f be a constraint function, Cn(f) denotes the set of all constraints that can be
generated from f over n variables. An element of Cn(f) is given by f and a tuple
(xi1 ; : : : ; xik ) of k distinct variables among n. It can also be given by f, a subset of k
elements and a permutation ∈Sk , hence (f; i1¡i2¡ · · ·¡ik) will denote an element
of Cn(f).
Proposition 2.4. #Cn(f)= (
n
k )#〈f〉.
Let  : {x1; : : : ; xn}→{0; 1} be a truth assignment and C∈Cn(f) be a constraint,
C =(f; i1¡i2¡ · · ·¡ik) . We denote by (C)=f((xi1 ); : : : ; (xik )) and Sn(C)=
{ such that (C)= 1}.
Remark. For every C in Cn(f), #Sn(C)= 2n−k#f−1(1).
Throughout the paper F will denote a "nite set of constraint functions of <xed arity
k over the domain {0; 1}, {f1; : : : ; fl}, such that for every i; 16i6l, fi =∈
⋃
j =i〈fj〉.
The set Cn(F) is the set of all constraints that can be generated over n variables from
any constraint function fi in F, Cn(F)=
⋃l
i=1 Cn(fi). There are NF such constraints:











Example 2.5. Let F= {f0; k ; : : : ; fk; k}, where for 06i6k, fi; k(x1; : : : ; xk)= (¬x1∨ · · ·
∨¬xi∨xi+1∨ · · · ∨xk). The set Cn(F) is the set of all k-clauses over n variables and
there are

























The set of collections of constraints from Cn(F) is denoted by CSPn(F) (or simply
CSP(F) when no confusion can arise), CSPn(F)⊆P(Cn(F)).
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We will denote by SATn(F) (or simply SAT(F)) the property for such a collection
of constraints of being satis"able and by UNSAT(F) the property of being unsatis"-
able. Since we are interested in asymptotical analysis we will suppose throughout the
paper that n is suOciently large.
Let s∈CSPn(F), s=C1 ∧ · · ·CL, observe that
s ∈ SAT(F) ⇔
L⋂
i=1




Observe now that if n¿2k − 2, then any truth assignment takes at least k values
0 or k values 1. Thus, in this case and for every F it is not diOcult to verify that




C∈Cn(F) Sn(C)= ∅ if and only if there exist g0 and g1 in F such
that g0(0˜)= 0 and g1(1˜)= 0.
Therefore, we now restrict our attention to interesting sets F, that are sets F in
which there exist g0 and g1 such that g0(0˜)= 0 and g1(1˜)= 0. These interesting sets
correspond to non-0-valid and non-1-valid sets in Schaefer’s terminology.
Example 2.7.
k-SAT: For 06i6k, let fi; k be de"ned by fi; k(x1; : : : ; xk)= (¬x1∨ · · · ∨¬xi∨xi+1∨ · · ·
∨xk). Then, k-SAT=SAT({f0; k ; : : : ; fk; k}) and Monotone-k-SAT=SAT({f0; k ; fk; k}).
NAE-k-SAT: For 06i6k=2, let gi; k be the Boolean function de"ned by g−1i; k (1)= {0; 1}k\
{0i1k−i ; 1i0k−i}. Then,NAE-k-SAT=SAT({g0; k ; : : : ; gk=2; k}) andNAE-Positive-k-SAT=
SAT({g0; k}).
1-in-k-SAT: For 06i6k, let hi; k be the Boolean function de"ned by hi; k(x1; : : : ; xk)=
1 if and only if ((1 − x1)+ · · ·+(1 − xi)+xi+1+ · · ·+xk)= 1. Then, 1-in-k-SAT=
SAT({h0; k ; : : : ; hk; k}) and 1-in-k-Positive-SAT=SAT({h0; k}).
k-XOR-SAT: Let g0(x1; : : : ; xk)= x1 ⊕ · · · ⊕ xk and g1(x1; : : : ; xk)= x1 ⊕ · · · ⊕ xk ⊕ 1.
Then, k-XOR-SAT=SAT({g0; g1}).
2.2. Probabilistic model
Let us "rst recall some generalities on threshold of monotone properties of the
hypercube. Let N be a positive integer. A nonempty subset E of the hypercube {0; 1}N
is called monotone increasing, or simply monotone, provided if s∈E, s′∈{0; 1}N , si6s′i
for i=1; : : : ; N , then s′∈E. For 06p61, Let  p be the product measure on {0; 1}N
with weights 1− p at 0 and p at 1. Thus, if |s| denotes the size of s,
 p({s}) = (1− p)N−|s|p|s| where |s| = #{i = 1; : : : ; N=si = 1}:
Let A⊆{0; 1}∗ be a monotone property, i.e. for every N , AN :=A∩{0; 1}N is mono-
tone. (It is said to be nontrivial if for every N suOciently large, AN is nontrivial.) Set
fN (p)=  p(AN ). Each fN (p) de"nes an increasing one-to-one correspondence from
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[0; 1] onto [0; 1] (see [2]). Let us write pc(N )=f−1N (c). For c=1=2 , p1=2(N ) is called
the critical probability of A. Let ∈]0; 1=2], the interval "(N )= [p(N ); p1−(N )] is
called the threshold interval. Let #(N ) denote its length, #(N )=p1−(N )− p(N ).
One says that A has a sharp threshold if for every ∈]0; 1=2] the ratio #(N )=p1=2(N )
tends to 0 as N tends to in"nity, otherwise one says that A has a coarse threshold.
Now, consider a set of constraints functions F, NF denotes the number of dif-
ferent constraints that can be generated from F over n variables. SAT(F) can be
considered as a monotone subset of {0; 1}NF . Let SF(n; p)∈{0; 1}NF denote the ran-
dom collection of constraints in Cn(F) where each constraint appears independently
with probability p. The probability that the random formula SF(n; p) is satis"able is
 p(SAT(F)). We are interested in studying the asymptotic behavior of this probability,
when NF (or equivalently n) tends to in"nity. By abuse of notation we write pc(n)
instead of pc(NF).
3. A rst estimate of the location of the phase transition
Our goal in this section is to specify the scale at which the phase transition occurs
for SAT(F). As far as we know for all satis"ability problems with k¿2 that have been
studied, the phase transition occurs when the number of constraints is proportional to n
(see [4,12–14,1,6]), whereas 1-SAT is a special case for which only $(
√
n) constraints
are needed. As we will now prove in our framework this behavior is quite general.
First, let us recall that the average number of constraints in a random collection s












Let us denote by uF; uF=
∑l
i=1 #〈fi〉. On the one hand, the "rst moment method
gives an upper bound.
Proposition 3.1. For every interesting set of constraint functions F and for every
¿uF: ln 2, if NF:p¿:n then  p(SAT(F))→ 0, in particular pc(n)=O(n1−k).
Proof. Let  : {x1; : : : ; xn}→{0; 1} be a truth assignment, let w denote its weight,
w=#{i=(xi)= 1}. By assumption there exist g0 and g1 such that g0(0˜)= g1(1˜)= 0.
Let X be the random variable such that X(s)= 1 if and only if  satis"es s. Among
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By symmetry and since  p(SAT(F))6E[
∑
 X], we get






The conclusion follows from the fact that NF ∼ (nk=k!) · uF and that ( n=2k ) ∼ nk=2kk!.
On the other hand, it is easy to prove that a large number of constraints is needed
to observe the transition as shown by the following estimate.
Lemma 3.2.  p(UNSAT(F))= o(1) as soon as NF:p=o(
√
n).
Proof. It is not diOcult to prove that if NF:p=o(
√
n), then almost surely every
variable appears at most once in the random collection of constraints. Thus in this
case  p(UNSAT)= o(1).
From the previous discussion, it is natural to restrict our attention to functions that
do not strongly depend on one component in the following sense.
Denition 3.3. A Boolean function f : {0; 1}k →{0; 1} strongly depends on one com-
ponent if: ∃∈{0; 1};∃i∈{1; : : : ; k}; ∀(a1; : : : ; ak)∈{0; 1}k ; f(a1; : : : ; ak)= 1⇒ ai = .
Example 3.4. The function f : {0; 1}k →{0; 1} where f−1(1)= {(0; 0; 0); (0; 1; 0);
(0; 1; 1)} strongly depends on its "rst component.
Therefore, we now consider reasonable sets F that are interesting sets F which do
not contain any function that strongly depends on one component.
We are then able to give a better lower bound. It relies on the following observation:
a collection of constraints s is UNSAT if and only if it contains a minimal unsatis"able
collection of constraints.
Denition 3.5 (Minimal unsatis"able collection). A collection of constraints s∈CSP(F)
is said to be minimal for UNSAT(F) if s∈UNSAT(F) and for all s′6s, s′ = s,
s′∈SAT(F).
We have
 p(s ∈ UNSAT(F)) =  p
( ⋃




 p(s ∈ UNSAT(F))6
∑
t
#{s0 is minimal UNSAT; |s0| = t}pt: (1)
We will now gather some useful information on minimal unsatis"able collection of
constraints. Let s be a minimal unsatis"able formula, s∈UNSAT(F) so |s|¿2. Suppose
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that we construct s in adding constraints one at a time (at time t we have t constraints).
Since s is minimal each new constraint can be chosen in such a way that it has at least
one variable in common with the previously selected constraints. Thus, at each time
we have at most (k − 1) new variables in addition. Therefore |Var(s)|6(k − 1)|s|+1.
More precisely, for reasonable sets we have the following:
Proposition 3.6. Let F be a reasonable set of constraint functions. Then for every s
minimal for UNSAT(F) we have
|Var(s)|6(k − 1)|s|:
Moreover if |Var(s)|=(k−1)|s| then either |s|=2 or |s|¿2 and s can be described
by a cycle of length |s|¿2 of the form
s = (f1(x1; : : : ; x2); f2(x2; : : : ; x3); : : : ; f|s|(x|s|; : : : ; x1));
(the variables not speci<ed are variables occurring only once).
Proof. At each time of our process we will say that a constraint is free at time t if it
has (k − 1) variables appearing only once in the formula formed at time t. Let Ft be
the number of free constraints at time t. Observe that F1 = 0 and F2 = 0 or 2.
Observe that for any minimal UNSAT(F) formula s one has necessarily F|s|=0
when F is a reasonable set. Indeed, by contradiction, let us suppose that s contains
a free constraint C. Let us consider s′= s ⊕ C, the formula obtained in removing C
from s. By minimality of s, s′ is satis"able. Let  be a satisfying truth assignment
de"ned on Var(s′). Since F does not contain any function that strongly depends on
one component, one can extend  to a satisfying truth assignment for s, a contradiction.
If |Var(s)|=(k − 1)|s|+1, then the last constraint C|s| is free, this proves the "rst
statement of the proposition.
Let us now study minimal UNSAT formulas s for which |Var(s)|=(k − 1)|s|. To
get such a formula, one has to add a free constraint at each time of the process, but at
time t0 where one has to add a constraint with exactly (k − 2) new variables. Observe
that if F2 = 0 then t0 = 2. Variables occurring only once in free constraints at time t
are also said to be free at time t. The other variables are called dependent. If we add
a free constraint at time t¿2, then if the dependent variable of the constraint added
is chosen among the variables free at time t − 1, then Ft =Ft−1, else Ft =Ft−1+1. In
particular, if Ft−1 = 0, then Ft =1.
This "rst shows that t0 = |s|, otherwise free constraints would be added after time
t0 thus increasing the number of free constraints and preventing F|s|=0. In particular
this proves that F2 = 0 if |s|=2 and F2 = 2 if |s|¿2.
If |s|¿2, as the number of free constraints does not decrease but at time t0 = |s|
where at most two free constraints are suppressed, we have F|s|=0 and Ft =2 for
any 26t¡|s|. In other words, at any time t¡|s| one has to choose only one variable
which is free in one of the two constraints that are free at time t − 1, thus creating a
kind of path, and for the last constraint one has to choose (k − 2) new variables, and
two variables free at time |s| − 1 belonging to the two diLerent free constraints, thus
closing the path.
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Theorem 3.7. Let F be a reasonable set of constraint functions. If NF:p=o(n) then
 p(UNSAT)→ 0.
Proof. From Proposition 3.6 we get that















































































1− [pn(k−1)ek(k − 1)uF=k!]
= o(1):
4. The seed of coarseness: 2-XOR-SAT
We have just proved that in order to observe the phase transition of random SAT-
type problems, as for instance for k-XOR-SAT, k-SAT, 1-in-k-SAT, NAE-k-SAT, one
has to consider a number of constraints proportional to the number of variables. Among
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all these problems 2-XOR-SAT is the only one exhibiting a coarse threshold. In [6] we
proved that
lim
n→+∞  t=n(2-XOR-SAT) = e
t=2(1− 2t)1=4 if 0 ¡ t ¡ 1=2; and 0 otherwise:
For the others the transition is sharp and the scaling window is speci"ed by two
constants Ck and Dk depending on the problem (that is depending on F)
if NF:p6 Ck:n then  p(SAT)→ 1;
if NF:p¿ Dk:n then  p(SAT)→ 0:
We will now prove that this behavior is quite general in our framework.
Denition 4.1. A Boolean constraint function f : {0; 1}k →{0; 1} strongly depends on
a 2XOR-relation if
∃i; j ∈ {1; : : : ; k};∀(a1; : : : ; ak) ∈ {0; 1}k ; f(a1; : : : ; ak) = 1⇒ ai ⊕ aj = 1:
Example 4.2. The function g : {0; 1}k →{0; 1} where g−1(1)= {(0; 1; 0); (0; 1; 1);
(1; 0; 1)} strongly depends on a 2XOR-relation since g(x; y; z)= 1⇒ x ⊕ y=1.
Theorem 4.3. Let F be a reasonable set of constraint functions that does not contain
any constraint function strongly depending on a 2XOR-relation. Then for every s
minimal for UNSAT(F), we have
|Var(s)|6(k − 1)|s| − 1:
Proof. From Proposition 3.6 it suOces to show that |s|¿2 and that s cannot be de-
scribed by a cycle of length |s|.
Suppose that |s|=2. Then, since F is reasonable one can suppose without loss of
generality that s=(f1(x1; : : : ; x2); f2(x2; : : : ; x1)). For i=0 or 1 let
Ai = {(; /) ∈ {0; 1}2=∃y1; : : : ; yk−2 fi(; y1; : : : ; yk−2; /) = 1}:
Observe that |A1|¿1 and that A1 = {(0; 1); (0; 0)}, {(1; 0); (0; 0)}, {(0; 1); (1; 1)}
or {(1; 0); (1; 1)} for f1 does not strongly depend on one component. We also have
A1 = {(0; 1); (1; 0)} for f1 does not strongly depend on a 2XOR-relation. Moreover,
{(0; 0); (1; 1)}*A1 for s is minimal unsat and f2 does not strongly depend on a
2XOR-relation. So, either A1 = {(0; 1); (1; 0); (0; 0)} or A1 = {(0; 1); (1; 0); (1; 1)}.
Since s is UNSAT this implies either A2 = {(1; 1)} or {(0; 0)}, thus contradicting the
fact that f2 does not strongly depend on one component.
Suppose now that s is described by a cycle of the form
s = (f1(x1; : : : ; x2); f2(x2; : : : ; x3); : : : ; f|s|(x|s|; : : : ; x1)):
As above, for i=1 · · · |s|, let
Ai = {(; /) ∈ {0; 1}2=∃y1; : : : ; yk−2fi(; y1; : : : ; yk−2; /) = 1}:
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Recall that no fi strongly depends on a 2XOR-relation or on any component. This
implies that either |Ai|=3 or Ai = {(0; 0); (1; 1)} for every i. If Ai = {(0; 0); (1; 1)} for
all i, then s is clearly SAT, a contradiction. If Ai = {(0; 0); (1; 1)} for some i, then
starting from the corresponding constraint on the cycle, one can choose a truth value
for xi leaving the choice 0 or 1 allowed for the value of xi+1. Thus, following the
constraints of the cycle, it is easy to construct a satisfying assignment for s step by
step, a contradiction.
Theorem 4.4. For every reasonable set of constraint functions F that does not con-
tain any constraint function strongly depending on a 2XOR-relation, for every
¿uF: ln 2 and for every /¡1=ek(k − 1):
if NF:p¿ :n then  p(SAT)→ 0;
if NF:p6 /:n then  p(SAT)→ 1:
Proof. On the one hand, the "rst statement is nothing but Proposition 3.1. On the
other hand, as in the proof of Theorem 3.7, starting from(
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hence  p(UNSAT)= o(1).
This theorem provides upper and lower bounds for the location of the phase transition
for many well-studied satis"ability problems in a uniform way. On the one hand, the
upper bound for the associated critical ratio is obtained in a standard way by the "rst
moment method. For example, we get that the critical ratio for 3-SAT, c3, veri"es
c3¡8 ln 2 ∼ 5:545. On the other hand, we get a uniform lower bound (depending on
k only) for every reasonable set of constraints functions that does not contain any
constraint function strongly depending on a 2XOR-relation. For instance, for k =3,
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this lower bound is 1=e3:2 ∼ 0:025. Despite the fact that this bound is far from the
best lower bounds actually known (3:41 for 3-SAT [5]) it is worth noting that our
method is uniform for all problems and in particular does not rely on any analysis of
algorithms.
Finally, for Boolean constraint satisfaction problems SAT(F) one may raise the
following conjecture.
Conjecture 4.5. Let F be an interesting set of constraint functions. If F contains
some constraint function strongly depending on one component or on a 2XOR-
relation, then SAT(F) exhibits a coarse threshold, otherwise SAT(F) exhibits a
sharp threshold.
A "rst step to prove this conjecture is given by Theorem 4.3. Indeed, this result
shows that the UNSAT(F) property cannot be approximated by the property of hav-
ing certain small unsatis"able formulas as a subformula. More precisely we get the
following result.
Proposition 4.5. Let F be a reasonable set of constraint functions that does not
contain any constraint function strongly depending on a 2XOR-relation.
(C1) ∀K∈N; ∀c∈(0; 1),
 pc(N )(s¿ s
′ where s′ ∈ UNSAT(F) and |s′|6 K) →
N→+∞
0:
Proof. If s¿s′ with s′∈UNSAT(F) and |s′|6K , then s¿w for some w minimal for
UNSAT(F) with |w|6K . Thus, to get (C1) one has to show that a(n)= o(1), where











#{w minimal and |w| = t}pc(n)t :
If every minimal unsatis"able collection of constraints of size t involves at most
(k − 1)t − 1 variables, then






















 pc(n)(s¿ w) =
K∑
t=1
#{w minimal and |w| = t}pc(n)t :
Finally, from Proposition 3.1 we know that pc(n)=O(n1−k); therefore a(n)=O(n−1),
thus concluding the proof.
It is worth pointing out that in his analyze Friedgut suggested that condition (C1) is
the one which really reveals the nature of the threshold and that it should be suOcient
to prove the sharpness of the threshold for nonarti"cial properties of the hypercube.
5. Conclusion
Up to now satis"ability problems have been studied on a problem-by-problem ba-
sis, thus blinding us from seeing evident generalization of techniques and principles,
and from capturing the “essence” of threshold phenomena for natural computational
problems. Our work (which was presented in an earlier version at the conference
SAT’2002 (Cincinatti, May 6–9, 2002), [4]) is a "rst step in a systematic study of
threshold phenomena for satis"ability problems. By adapting Schaefer’s class of prob-
lems we have provided a clear framework which allows to get clean proofs. In the
same spirit as Schaefer we have identi"ed simple conditions on the set of allowed con-
straint functions, F, under which a phase transition occurs. Then, we have speci"ed the
location of this phase transition and given some hints on its nature (sharp or coarse).
Two referees pointed out to us that similar results were independently presented by
Molloy at the conference STOC’2002 (Montreal, May 19–21, 2002) [17]. His approach
is diLerent since he considers constraint satisfaction problems, CSP(C), and works with
“global” conditions for collections of constraints one can build from C. For instance
our “ local ” condition for F “not being dependent on a 2XOR-relation” appears
in [17] as “every F-collection of constraints whose associated hypergraph is a cycle
must be satis<able”. From Theorem 4.3 one can verify that these two notions coincide
on the Boolean domain.
It is worth noting that our lower bound is easily obtained through the study of
minimal unsatis"able formulas and does not rely on any analysis of algorithms. Finally,
our model and, once more, the study of minimal elements suggest that 2-XOR-SAT, and
1-SAT, are the seed properties for the coarseness of the phase transition for generalized
satis"ability problems. Thus, our work enlightens the crucial role of minimal elements
in the analysis of phase transitions.
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