Abstract: Several recent convergence results for numerical schemes for mean-curvature ow in particular in the multi-phase case with arbitrary surface tensions are discussed. The guiding principle of all these works is the gradient-ow structure of multi-phase mean-curvature ow which is explained in the general framework. For simplicity, the convergence results are presented in the simpler two-phase case.
Introduction
This review article is intended to give an overview over the recent progress in the analysis of numerical schemes for multi-phase mean-curvature ow covering thresholding schemes [19, 20, 22] and the Allen-Cahn equation [21] . The guiding principle of these proofs is the (degenerate) gradient-ow structure of multi-phase mean-curvature ow, which is explained in detail here. Furthermore, the compatibility of the schemes with this structure is discussed, which is the basis of the convergence proofs. The details of the proofs are not repeated here but the conceptional di culties for the individual proofs are highlighted and compared.
Phase-eld models such as the Allen-Cahn equation
cf. [1] , see also (10) below for a more general form, are e cient and versatile computational schemes for mean curvature ow and other geometric evolution equations. A standard method of implementing the Allen-Cahn equation is an operator splitting, alternating between linear di usion and fast reaction. The di usion step can be solved explicitly on a regular grid by Fast Fourier Transformation, while the reaction step boils down to solving an ordinary di erential equation at each grid point. The key observation of Merriman, Bence and Osher [27] is that if the time scale h > in the operator splitting of the scalar Allen-Cahn equation (1) is large compared to the time scale induced by the length scale ε, one does not need to solve the ODE but can replace it by its long-time asymptotics, which results in simple thresholding. The original algorithm can be formulated as follows where Ωn corresponds to the set {x : uε(x, nh) ≈ }. Here and throughout G h , denotes the heat kernel at time h, i.e., a Gaussian of variance h, and Ω denotes the characteristic function of the set Ω taking the value inside Ω and otherwise. While their idea facilitates the implementation, it causes new di culties in the analysis as the thresholding map is clearly not a continuous operator on L .
The paper is organized as follows. Section 1 provides some background on literature and a basic introduction to multi-phase mean-curvature ow explaining the (degenerate) gradient-ow structure of multi-phase mean-curvature ow in a mathematically informal but basic and hopefully accessible level. Section 2 deals with the connection between the numerical schemes and the gradient-ow structure, and discusses a series of recent convergence results in collaboration with Felix Otto, Thilo Simon and Drew Swartz at the simpler example of two-phase mean-curvature ow. Section 3 gives an insight into the proofs behind these results and can be used as a manual to read the papers [19] [20] [21] [22] . Some open problems are shown in Section 4.
Multi-phase mean-curvature flow as a gradient flow
One of the most important applications of -and in fact one of the earliest motivations for -mean curvature ow is grain growth, the slow relaxation of grain boundaries in polycrystals [31] . The free energy density σ = σ ij (ν) and the mobility µ = µ ij (ν) associated to a grain boundary depend on the mismatch of the two adjacent crystal lattices (where the grains are indexed by i and j) and on the orientation of the grain boundary w.r.t. these lattices, i.e., on the normal ν of the interface.
The results presented here apply to a wide class of surface tensions σ ij , including the most popular ansatz for small angle grain boundaries [32] and might be extended to smooth anisotropies in the future. In the isotropic case with arbitrary surface tensions, the total free energy is given by
where Σ ij = ∂Ω i ∩ ∂Ω j denotes the interface between Phases i and j, cf. Fig. 2 . Here and throughout, the matrix of surface tensions is assumed to satisfy -next to the obvious symmetry and positivity conditions σ ij = σ ji > for i ≠ j and the convention σ ii = -the important triangle inequality
which guarantees the lower semi-continuity of the energy (2) w.r.t. the convergence of the phases Ω i in measure. The motion law under consideration here is multi-phase mean-curvature ow, which comes as a system Figure 1 : The evolution of a grain boundary network. Computation carried out with the code provided by Selim Esedoğlu [9] . of equations of the form
where V ij denotes the normal velocity and H ij the mean curvature of the interface Σ ij ; these equations are coupled by the balance of forces condition
along triple junctions, where ν ij denotes the normal to the respective interfaces coming together along the junction; in other words, triple junctions are in local equilibrium. An example of such an evolution is given in Figure 1 .
Two-phase mean-curvature ow exhibits a geometric comparison principle, which may be formulated as follows: If Ω( ) and Ω( ) are nested, and both move by their mean curvature, then they stay nested, cf. Fig. 3 . The same comparison principle holds for thresholding since both operations, convolution with a nonnegative kernel and thresholding, are monotone operators. This comparison principle allows to work in the realm of viscosity solutions, which does not only provide a framework to prove well-posedness despite the non-uniqueness of mean curvature ow which manifests in "fattening" on the level of the viscosity solution [7, 13] . It also gives a straightforward de nition of generic ows [14] and its robustness facilitates the development of rigorous long-time convergence results for the two-phase versions of thresholding [5, 11] and the Allen-Cahn equation [12] . However, this notion cannot be generalized to multi-phase mean-curvature ow, where a comparison principle is clearly absent.
Ω(t) Ω(t)
Instead, the guiding principle in the work presented here is the gradient-ow structure of (multi-phase) mean-curvature ow. In general, a gradient-ow structure is given by an energy functional and a dissipation mechanism; in the smooth case the dissipation comes from a Riemannian metric on the con guration space. The following simple computation reveals this structure for mean curvature ow: If the network of hypersurfaces Σ ij = Σ ij (t) evolves smoothly by mean curvature in the sense that all interfaces are smooth, satisfy (4) and meet only along triple junctions with the balance of forces condition (5), the change of area is given by
Hence when xing the energy to be the surface area, the metric tensor is given by the L -metric 
which has been discussed by Esedoğlu and Otto [10] at the example of the natural mobilities µ ij = σ ij for the thresholding scheme and formally guarantees the non-degeneracy of the metric tensor.
However, it is well-known that even under the condition (7), and even in the simpler two-phase case, some care needs to be taken when dealing with this metric as it is completely degenerate: the geodesic distance vanishes identically [29] . Using the proxy h Ω∆Ωn− dist(x, ∂Ω n− )dx for the induced distance, Almgren, Taylor and Wang [2] proposed a very in uential implicit time discretization for mean curvature ow, which was studied independently by Luckhaus and Sturzenhecker [24] at the same time. Chambolle [6] showed that the scheme [2] can be implemented rather e ciently and simpli ed the convergence proof to the viscosity solution in [2] signi cantly. The scheme of Almgren, Taylor and Wang inspired De Giorgi to de ne a general implicit time discretization for abstract gradient ows which he named "movimenti minimizzanti" or minimizing movements [8] and initiated the still ourishing research on gradient ows on metric spaces, see [3] .
Although already Mullins [31] considered mean-curvature ow in order to understand grain boundaries, i.e., multi-phase mean-curvature ow as described above, the mathematical study of these multi-phase systems is fairly young compared to their two-phase counterpart. The analysis of the planar case was initiated by Mantegazza, Novaga and Tortorelli [26] who studied the evolution of a single triple junction with equal surface tensions and in particular generalized Huisken's monotonicity formula [15] to this case. Recently Mantegazza, Novaga and Pluda [25] extended these results to the case of two triple junctions. As in the two-phase case, the monotonicity formula allows to characterize blow-ups at singularities as homethetically shrinking solutions, which have been studied e.g. by Schnürer et al. [36] and in the above mentioned work [25, 26] . One main di culty in these works goes under the name "multiplicity-one conjecture", namely that the blow-ups of the solution have unit density. Ilmanen, Neves and Schulze [17] proved short-time existence even when starting from certain non-regular networks by explicit constructions close to homothetically expanding solutions. The recent and substantial existence result of Kim and Tonegawa [18] proves the convergence of (a variant of) Brakke's original scheme to a non-trivial Brakke ow in any space dimension. While in the two-phase case, generic uniqueness follows immediately from the coarea formula applied to the viscosity solution, it is still not clear in the multi-phase case.
The works [19, 21, 22] establish convergence towards a distributional formulation of multi-phase mean curvature ow in the setting of nite perimeter sets introduced by Luckhaus and Sturzenhecker [24] in the twophase case for which the normal velocities can be de ned straightforwardly by the distributional equation ∂ t χ i = V i |∇χ i |, where χ i denotes the characteristic function of the i-th phase Ω i . Then one can formulate (4) together with (5) in the following equation
for any smooth vector eld ξ = ξ (x, t). Note that here V i is the normal velocity of the boundary of the phase Ω i with the sign convention V i > if Ω i , and in general the interfaces have to be de ned via the reduced boundaries ∂ * Ω i (t) of the time slices, i.e., 
for a smooth surface Σ with boundary Γ and according binormal vector b, the curvature-term in the weak formulation encodes the right-hand side of Equation (4) on the smooth part of the interface but also the balance of forces condition (5) along triple junctions. In other words, this distributional formulation is consistent in the sense that if a weak solution is regular (su ciently smooth, with triple junctions in local equilibrium and without any higher order junctions) it is a classical solution of (4) and (5).
It is easy to see that this notion is stable under strict convergence in BV together with the natural a priori estimate
The work [20] establishes convergence to another weak formulation of (multi-phase) mean-curvature ow, a special case of Brakke varifold solutions, which take the optimal rate of energy dissipation as the very de nition of a weak mean curvature ow. As the metric is completely degenerate, Brakke measures this rate only in terms of the squared mean curvature, not the normal velocity but asks for a family of localized inequalities.
Convergence results
For applications like grain growth but also in image segmentation it is desirable to design algorithms that are e cient enough to handle large numbers of phases but exible enough to incorporate external forces, variable surface tensions and even anisotropies.
For phase-eld models, the extension to multi-phase systems with arbitrary surface tensions is straightforward: One way to generalize the Allen-Cahn equation to the multi-phase case is to consider the system
where the order parameter uε : R d → R N is vector valued and the potential W : R N → [ , ∞) has nitely many wells of equal depth. The surface tensions are then given by the geodesic distances of the wells w.r.t. a metric induced by the potential W, see (22) . Also in this more general case, the equation is a gradient ow for the Cahn-Hilliard energy
which can be seen at the optimal rate of dissipation of energy
The Γ-convergence of the functionals Fε to the total interfacial area was proven by Baldo [4] . Surprisingly, it took more than twenty years to nd a similar generalization of the thresholding scheme to the case of arbitrary surface tensions. While the generalization to the multi-phase case with equal surface tensions was known for a long time [28] , it has not been generalized to the case of di erent surface tensions until the recent impulse of Esedoğlu and Otto [10] which is inspired by the gradient ow structure of multi-phase mean-curvature ow: The combination of linear di usion and thresholding is equivalent to
where the functional E h is given by
and the minimum runs over all measurable partitions, i.e., χ = (χ , . . . , χ P ) such that χ i ∈ { , } and i χ i = a.e., cf. [10] . The functionals E h approximate the total interfacial area, see Figure 4 . Esedoğlu and Otto found a simple but intriguing proof for the Γ-convergence of the energies E h , which extends to the multi-phase case and follows from the consistency
where c = √ π , and the following discrete monotonicity property of the functionals
The second term in the variational problem (12) serves as a proxy of the induced distance, similar to the case of [2, 24] . Asymptotic expansions for parallel half spaces show that both terms behave equally to rst order [10] . The interpretation of the scheme as minimizing movements has several merits. Firstly, by the now obvious choice
these functionals approximate the weighted sum (2) of the interfacial energies; it turns out that the thresholding scheme corresponding to the minimization problem (12) with the new functional (15) generalizes the scheme to arbitrary surface tensions with the natural mobilities µ ij = σ ij while keeping the same complexity as the scheme with equal surface tensions. Secondly, this interpretation of the scheme shows that thresholding is compatible with the gradient-ow structure of mean curvature ow and motivated the rigorous convergence analysis [19, 20, 22] and in fact also indirectly the analysis of the Allen-Cahn equation [21] .
The following statements hold in the general multi-phase case. However, for the sake of simplicity the results are only stated in the simpler two-phase case. The interested reader is referred to the according cited works for the general statements.
The rst theorem is a compactness statement.
Theorem 2.1 ([19]). Let T < ∞ be a nite time horizon and let χ be given with |∇χ | < ∞. Then for every sequence h → there exists a subsequence (which we do not relabel) and χ ∈ L ∞ (( , T); BV([ , Λ) d ; { , })) such that the approximate solutions χ h obtained by Algorithm 0.1 converge to χ.
If the convergence is strong, then the limit is a BV-solution. 
and which are normal velocities in the sense that
Furthermore, under the same assumption, the limit is a unit-density Brakke ow.
Theorem 2.4 ([20]). In the situation of Theorem 2.1 if additionally (23) holds, then there exists a |∇χ|-measurable function H such that
T (∇ · ξ − ν · ∇ξ ν) |∇χ| = − T H ξ · ν |∇χ|(18)
for all smooth test vector elds ξ , and for any smooth and compactly supported test function ζ ≥ it holds
Ruuth and Wetton [34] proposed to change the threshold value from to the number λ = λn such that the volume of the phase stays preserved, i.e., the convolution step ϕn := G h *χ n− is followed by nding the correct value for λ such that the according super level set has the same volume, and the nal step is the update for the phase Ωn = {ϕn > λn}.
The following theorem proves that the limit of this evolution is volume-preserving mean-curvature ow where H = Area(Σ) Σ H denotes the average of the mean curvature.
As the name suggests, this evolution preserves the enclosed volume and still follows the steepest descent for the area functional w.r.t. the L -metric.
However, even the evolution of simple planar curves is non-trivial as one can see at Fig. 5 . 
Theorem 2.5 ([22]). Let T < ∞ be a nite time horizon and let χ be given with
where the Lagrange multiplier Λ ∈ L (( , T); R) is such that
For the Allen-Cahn equation (10), one can prove similar results as the ones above. Let us brie y recall the setting in the general case. The surface tensions are then given by . The main result is the following convergence result which, as the other works discussed here, is conditional in the sense that we assume
The result applies in the general context discussed in the introduction with mild conditions on the growth and convexity of the multi-well potential W at ∞, cf. [21, (3)- (5) 
Idea of proof
Sketch of proof of Proposition 2.1. The minimizing movements interpretation (12) yields the a priori estimate
where
denotes the di erence quotient with increment h. While the bound on the energy amounts to the following control on the modulus of continuity in space
. This is almost a uniform BV-bound, which only fails on scales below the length scale √ h. Clearly, any uniform bound on the modulus of continuity in time below the time scale h is hopeless. Even down to scales h it is not obvious, as the estimate on the L estimate on ∂ h t G h/ * χ h is weighted by the degenerating factor √ h ↓ . Using the identity
h together with the a priori bound and Jensen's inequality one obtains the estimate 
Sketch of proof of Theorem 2.2.
The basic idea is to pass to the limit h → in the Euler-Lagrange equation of the minimizing movements interpretation (12) . The Euler-Lagrange equation is obtained from taking inner variations of χ, i.e., ∂s χs + ξ · ∇χs = .
Using the smoothness of the test vector eld, to leading order as h → , one obtains the equation
The right-hand side converges:
. Indeed, the convergence of the curvature-term is similar to a classical statement of Reshetnyak [33] for the perimeter functional. The proof in the case of the thresholding energy is based on ideas from the Γ-convergence proof [10] , in particular generalizing the consistency (13) to anisotropic (and tensor-valued) measures, and a generalization of the monotonicity (14) , which however does not seem to be essential for the proof.
Let us turn to the main di culty of the proof of Theorem 2.2, namely the convergence of the velocity-term
The structure of this term is
where a priori both convergences are weak. Thinking of the test vector eld ξ as localizing on a small space-time patch, one is lead to "freezing" the approximate normal √ h∇G h * χ h , i.e., replacing it by c ν * , where ν * ∈ S d− is a constant unit vector. This is possible at the expense of an error measured in terms of a combination of the time derivative the local energy gap, that is, the energy excess, which (modulo a localization) is of the form
where χ * is a half space in direction ν * .
In fact, this step is the heart of the paper [19] and has to be carried out on the mesoscopic time scale α √ h instead of the microscopic time scale h (where an additional fudge factor α > comes into play). The interested reader is referred to the detailed outline of this part of the proof [19, pp. 35-38] .
By the convergences (23) and (13) , even when localizing with a partition of unity, this term converges to
After replacing the approximate normal √ h∇G h * χ h , one is left with the convergent term
After the limit h → , one can "unfreeze" the normal at the expense of an error which is a combination of the tilt excess
and the L -norm of the normal velocity, which is bounded. Hence, passing rst to the limit h → , then taking the neness of the localization to zero and nally the fudge factor α → one obtains the convergence
Sketch of proof of Theorem 2.4.
First, observe that the basic a priori estimate (25) is not sharp. Indeed, the prefactor of the metric term in (25) is o by the factor . De Giorgi's ideas to overcome this issue in his general framework was to nd a variational interpolation of the time discretizations which in case of thresholding is given by
where n ∈ N and λ ∈ ( , ] and the minimum runs over all measurable u :
Applying the abstract theory of minimizing movements in metric spaces [3, Chapter 3] to thresholding leads to an evolution equation for the energy along this interpolation which yields the energy-dissipation equality
which yields the sharp inequality
in the limit h → , cf. [20, Proposition 4.8] . This is however only one global inequality, whereas Brakke's weak formulation comes as a family of localized inequalities. The basis of the analysis in [20] is the following simple but rather important observation which is particular about the thresholding scheme and is for example not known for the scheme [2] : Thresholding does not only solve one global minimization problem but a whole family of localized problems. Indeed, for any non-negative test function ζ , the iterate χn obtained from Algorithm 0.1 minimizes the functional
among all u such that ≤ u ≤ , where
denotes the commutator of the multiplication with the test function ζ and the convolution with the kernel G h . Repeating the same argument as above with the penalization λ only in front of the localized metric term, i.e., the last term in (28) , one obtains a localized energy equality, where now the interpolation u h depends on the positive test function ζ as well.
The contribution of the commutator in the metric term, i.e., the third term in (28) is negligible while the second term yields the transport term in Brakke's inequality, cf. [20, Proposition 4.5] .
Sketch of proof of Theorem 2.5. It turns out, cf. [22, Lemma 1.7] , that the scheme of Ruuth and Wetton is equivalent to the same minimization problem (12) subject to the volume constraint χn = χ n− , which may also be expressed by the Lagrange multiplier λn− √ h . The additional di culty compared to Theorems 2.1 and 2.2 is that one needs an estimate on the threshold values λn.
The natural L -estimate on the Lagrange multiplier H , which is available for a solution of volumepreserving mean-curvature ow (20) by Jensen's inequality, and (21) corresponds precisely to the necessary estimate on the (piecewise constant interpolation of the) threshold value λ h = λ h (t) of the form . Indeed, the problem boils down to nding a test vector eld ξ such that ∇ξ is uniformly bounded while (∇ · ξ ) χn is bounded below. Such a vector eld can be achieved as the gradient of the solution of a simple elliptic problem, [22, Proposition 1.12] .
This estimate on the Lagrange multiplier and Chebyshev's inequality imply furthermore that for all but nitely many iterations one has λn − < , which in particular allows to prove the tightness in the sense that the evolution stays in a bounded region, cf. [22, Lemmas 1.15 and 1.16].
Sketch of proof of Theorem 2.6. On the one hand, the analysis of the Allen-Cahn equation is simpler in the sense that one does not have to analyze the non-continuous thresholding operator and a multi-scale analysis as in [19, 22] is not necessary. The compactness part of the theorem has been basically solved (except for minor re nement to the multi-phase case).
On the other hand, a new di culty arises, namely the richer geometry of the state space. To illustrate this di culty, let us imagine to be far away from triple junctions at an almost at part of the limit interface Σ ij . Along the normal direction the solutions uε roughly performs a transition between the two wells α i , α j ∈ R N and (away from multiple junctions) this transition is expected to follow geodesics (w.r.t. the metric W(u) ·, · ) between these two wells. As these geodesics are in general not straight lines (not even unique in general), it is clear that even under the assumption that the energies converge, the gradients ∇uε do not converge strongly. In the best case, the gradients would behave like rank-one matrices δuε ⊗ νε such that δuε ∈ R N is tangential to the geodesic (and therefore oscillates as ε → ) while νε ≈ ν * ∈ R d is almost constant close to the limiting interface.
In fact one can prove that, given the convergence of the energies, the following approximate tilt-excess 
W(s)ds so that ∂u ϕ(uε) = W(uε).
The main idea to recover the distributional solution for the limit is to test the Allen-Cahn equation (1) with ξ · ε∇uε, which yields While the convergence of the left-hand side is a result of Luckhaus and Modica [23] in the two-phase case and can be generalized to the multi-phase case by quantifying their Reshetnyak-type argument [21, Proposition 3.1], the main di culty is the convergence of the velocity-term, i.e., the left-hand side. However, the approximate tilt-excess (29) allows to freeze the approximate normal ε∇uε in the sense that one may replace it by W(uε)ν * and the chain rule yields the convergence of the velocity-term, cf. [21, Proposition 3.5].
Open problems
6. Any weak-strong or generic uniqueness statement for multi-phase mean-curvature ow would be desirable.
