A local projection is a statistical framework that accounts for the relationship between an exogenous variable and an endogenous variable, measured at different time points. Local projections are often applied in impulse response analyses and direct forecasting. While local projections are becoming increasingly popular owing to their robustness to misspecification and their flexibility, they are less statistically efficient than standard methods, such as vector autoregressions. In this study, we seek to improve the statistical efficiency of local projections by developing a fully Bayesian approach that can be used to estimate local projections using roughness penalty priors. By incorporating such prior-induced smoothness, we can use information contained in successive observations to enhance the statistical efficiency of an inference. We apply the proposed approach to an analysis of monetary policy in the United States, showing that the roughness penalty priors successfully estimate the impulse response functions and improve the predictive accuracy of the local projections.
Introduction
Local projections introduced by Jordà (2005) provide a statistical framework that accounts for the relationship between an exogenous variable and an endogenous variable, measured at different time points. Typical applications of local projections include impulse response analyses and direct (non-iterative) forecasting (Stock and Watson, 2007) . A local projection has several advantages over standard methods, such as vector autoregressions (VARs). First, it does not impose a strong assumption on the data-generating process, making it robust to misspecification. Second, it can easily deal with asymmetric and/or state-dependent impulses. On the other hand, local projections do have several disadvantages. First, when using a local projection, the exogenous variable must be identified beforehand. Second, a local projection is statistically less efficient than other methods, and typically obtains a wiggly impulse response function, (e.g., Ramey, 2016) . In an impulse response analysis, a shape of an estimated impulse response function is of concern.Therefore, if an estimated impulse response function is wiggly and has wide confidence/credible intervals, it is difficult to interpret the result, and one might reject or accept a hypothesis wrongly. In this study, we address the second disadvantage of local projection.
In order to improve the statistical efficiency, we develop a fully Bayesian approach that can be used to estimate local projections using roughness penalty priors as well as B-spline basis expansions. The proposed priors, which are adapted from Bayesian splines (Lang and Brezger, 2004) , are generated from an intrinsic Gaussian Markov random field; that is, they induce random-walk behavior on a sequence of parameters. By incorporating such prior-induced smoothness, we can use information contained in successive observations to enhance the statistical efficiency of an inference. We compare the proposed approach with the existing approaches through a series of Monte Carlo experiments. The approach is applied to an analysis of monetary policy shocks in the United States to show how the roughness penalty priors successively smooth impulse responses and improve the statistical efficiency in terms of predictive accuracy. Furthermore, we show that such improvements are almost entirely owing to the roughness penalty priors, and not to the B-spline expansions.
There are three strands of studies related to this work. First, Barnichon and Matthes (forthcoming) approximate a moving average representation of a time series using values from Gaus-sian basis functions. Their approximation is simpler, but rather coarser than ours. As a result, their estimated impulse responses may be excessively smoothed and vulnerable to model misspecification. Second, to smooth an impulse response estimate, Miranda-Agrippino and Ricco (2017) penalize the estimate based on deviations from an impulse response derived from an estimated VAR. However, their approach seems not to work well in cases with asymmetric and/or state-dependent impulse responses (e.g., Riera-Crichton et al., 2015) . Furthermore, their approach uses a same data twice. This shortcoming can be resolved if a time series is long enough to be split into training and estimation samples, but it is not the general situation in macroeconomic studies. In contrast, our approach does not require a reference model, being free from these problems. Third the most relevant studies are those of Barnichon and Brownlees (forthcoming) and El-Shagi (forthcoming), who develop maximum likelihood methods using roughness penalties. Although our approach can be regarded as a Bayesian counterpart of their works, it confers additional benefits. In our approach, smoothing parameters are inferred from priors, rather than being pre-fixed, which means we can systematically consider uncertainty in the smoothness of an impulse response. Barnichon and Brownlees (forthcoming) choose a smoothing parameter via cross-validation, while El-Shagi (forthcoming) determine smoothing parameters on the basis of some information criteria. Our approach is more flexible than Barnichon and Brownlees (forthcoming) : they let a single parameter control the smoothness of all parameter sequences, whereas we can assign different smoothing parameters to individual sequences.
The rest of the paper is organized as follows. Section 2 introduces the model, the priors and the posterior simulation. Section 3 conduct a set of Monte Carlo experiments and report the result. Section 4 demonstrates our approach in an analysis of the macroeconomic effects of monetary policy shocks in the United States. Section 5 concludes.
Proposed Approach
We consider two classes of local projections: those with and without B-spline expansions.
Local Projection without B-spline expansions

Model
We begin by describing a local projection (Jordà, 2005) . Although we consider only time series data, an extension to panel data is straightforward. A model for an individual observation is given by
where
H is a set of projection points such that h 1 < h 2 < · · · h H , y t+h is an endogenous variable observed at period t+h, α (h) is an intercept, z t is an exogenous variable observed at period t, w 1,t , ..., w J−2,t are covariates, which may include lags of the endogenous and exogenous variables, β (h) and γ j,(h) are unknown coefficients, and u (h),t+h is a residual. The model allows asymmetric and/or state-dependent impulse responses, as in Riera-Crichton et al.
(2015), Auerbach and Gorodnichenko (2013) , and Ramey and Zubuairy (forthcoming) . Precise definition of y t+h and z t depends on whether the model is used for an impulse response analysis or forecasting. For the former task, y t+h denotes a response observed h periods after shock z t occurs at t; for the latter, z t is one among predictors observed at t, and y t+h is an h-period-ahead target observation. The following text focuses on the impulse response analysis.
We seek to infer a sequence β (h 1 ) , ..., β (h H ) , representing an impulse response of y to z, namely, f z (h) = β (h) = ∂y t+h /∂z t . The model can be represented as
where x t is a vector of regressors, and θ (h) is a vector of corresponding parameters. For notational convenience, we reindex the coefficient vector as θ (h) = θ (h),1 , ..., θ (h),J . Stacking these over the projection dimension yields a representation resembling a seemingly unrelated regression (SUR): for t = 1, ..., T ,
where Σ is a covariance matrix, and ⊗ denotes the Kronecker product.
Rearranging the above representation, we express the model in matrix notation as
where N (d, B) denotes a multivariate normal distribution with mean d and covariance B.
Letting D denote the data, the likelihood takes a standard form:
is a matrix composed of the realized residuals.
Bayesian Inference
This section first discusses priors on the subsets of θ and then assembles them into a prior on θ,
followed by a description of the priors on the other parameters. Lastly, the posterior simulation method is discussed.
We introduce a class of roughness penalty priors for θ j , j = 1, ..., J. Our prior construction is motivated by Lang and Brezger (2004) . The prior induces an rth-order random-walk behavior on a sequence of parameters θ (h 1 ),j , ..., θ (h H ),j . When r = 2, the relationship between θ (h i ),j and successive parameters is represented by
for k = r+1, ..., H, where τ j and λ (h i ),j are global and local smoothing parameters, respectively.
Controlling local smoothness is potentially beneficial, because an impulse response function often has both strongly bent and smooth areas, for example, fast-growing responses just after an occurrence of shock, and virtually flat responses after convergence to a long-run equilibrium. In some applications, without the adaptation for local smoothness, an estimated impulse response might be oversmoothed in some areas and undersmoothed in others. A prior on θ j is an improper normal prior generated by an intrinsic Gaussian Markov random field (Rue and Held, 2005) , and the smoothing parameters are inferred from gamma priors, unlike in existing approaches (Miranda-Agrippino and Ricco, 2017) and Barnichon and Matthes (forthcoming) . The hierarchy of the prior takes the form
G (a, b) denotes a gamma distribution with shape a and rate b (and, thus, with mean a/b and variance a/b 2 ), and η 1 , η 2 , ν 1 , and ν 2 are pre-fixed hyperparameters. Assembling the priors on the subsets of θ, the prior density for θ conditional on τ = {τ 1 , ..., τ J } and Λ = {Λ 1 , ..., Λ J } is represented as
where E j is a J-by-J zero matrix with jth diagonal element is replaced by one. In turn, we employ an inverse Wishart prior for Σ with scale Ξ and ξ degrees of freedom, Σ ∼ IW (Ξ, ξ).
In what follows, the above prior is referred to as an adaptive roughness penalty (A-RP) prior.
As a special case, the same prior with all local smoothing parameters set to one is called a non-adaptive roughness penalty (N-RP) prior. For the N-RP prior, 9 can be rewritten for computational convenien
A posterior simulation is conducted using the Markov chain Monte Carlo (MCMC) algorithm. Because all of the conditional posterior densities are standard, we can construct a block Gibbs sampler. Each sampling block is specified as follows.
Sampling θ The conditional posterior density of θ is given by the multivariate normal distribution:
This block is computationally demanding, and contains are two bottlenecks. The first is calculation of the prior precision matrix, which involves repeated highdimensional matrix multiplications, Eq. (9). Computational cost declines significantly by treating Q as a sparse matrix.
The second bottleneck is the inversion of P . For speed and numerical stability, we apply the algorithm described in Section 2 of Rue (2001) (see Algorithm 1), which exploits a banded structure of P ; inverting of a lower-triangular Cholesky root of P , (denoted by L), is faster and more numerically stable than inverting P itself.
Algorithm 1 Sampling θ (Rue 2001)
θ ∼ N m, P −1 ,
Step 1. Sample a ∼ N (0 HJ , I HJ ).
Step 2. Solve L b = a to obtain b.
Step 3. Solve Lc = Σ −1 ⊗ X y to obtain c.
Step 4. Solve L m = c to obtain m.
Step 5. Set θ = b + m.
Sampling τ and Λ The conditional posteriors of the smoothing parameters for θ j , j = 1, ..., J, are specified as the following gamma distributions: for j = 1, ..., J,
Sampling Σ The conditional posterior of Σ is the inverse Wishart distribution
Local projection with B-spline expansions
We consider a local projection with B-spline expansions as an additional smoothing device. We intend to infer a smooth function f z (h) that represents an impulse response of y to z, namely, f z (h) = β (h) = ∂y t+h /∂z t , and to approximate f z (h) using a B-spline basis function expansion over a projection horizon
where K is a number of knots, b = (b 1 , ..., b K ) is a vector of coefficients, and ϕ (h) = (ϕ 1 (h) , ..., ϕ K (h)) is a vector of B-spline basis functions. We define approximations of the 1 See, for example, Eilers and Marx (1996) for a detailed description of B-splines.
other coefficientsin a similar fashion. Given the approximation, the model is represented as
is a vector of corresponding parameters. We reindex ϑ = ϑ 1 , ..., ϑ J for expositional convenience. Lettingx (h),t =x t ⊗ ϕ (h), the model can be expressed as
Stacking these over the projection dimension yields a representation à la SUR:
for t = 1, ..., T . Rearranging the above representation delivers
We construct prior and posterior simulator for the model are in a fasion similar to the model without B-spline expansions. Given the same priors for τ and Λ, a prior on ϑ is constructed as
The conditional posterior density of ϑ is derived as the multivariate normal distribution ϑ|− ∼ N m, P −1 ,
As in a model without B-spline expansions, this sampling block presents a major computational burden. On the one hand, the prior precision matrix Q can be calculated easily by virtue of its block diagonal structure (16) (unless the number of covariates J is not extremely large).
On the other hand, the quantityX Σ −1 ⊗ I T X in (18) involves high-dimensional matrix multiplication, and cannot be compressed as in (11), eventually making the posterior simulation more demanding than the previous case. Sampling distributions of the other parameters are derived analogously to those of a model without B-spline expansions, in (12), (13) and (14).
Comparison with the approaches
Recent frequentist approaches to estimate smooth impulse responses tie closely to ours, in that their objective functions have forms similar to the posterior densities we present (i.e., the sum of a Gaussian likelihood and a roughness penalty term). From this perspective, El-Shagi (forthcoming) is a frequentist version of a model using N-RP priors and no B-spline. El-Shagi's (forthcoming) estimator can be written in our notation aŝ Barnichon and Brownlees's (forthcoming) approach bears only one (scholar) smoothing parameterτ , rendering it less flexible than ours. Our fully Bayesian approach differs from other contemporary frequentist approaches in our treatment of smoothing parameters. El-Shagi (forthcoming) determines τ 1 , ..., τ J on the basis of the finite sample corrected Bayesian information criterion modified with the effective loss of degree of freedom. Barnichon and Brownlees (forthcoming) propose to selectτ using k-fold cross validation. In contrast, our proposed approach infers smoothing parameters using priors, letting us systematically consider uncertainty in the smoothness of an impulse response.
Simulation Study
We conducted Monte Carlo simulations to investigate performance of our proposed approaches.
We considered six specifications consisting of the combination of three priors, each with/without B-spline expansions. As with the N-RP and A-RP priors, we considered a weakly informative independent standard normal prior, θ ∼ N (0, 10 2 I). Using this prior enables us, to some degree, to discriminate between the smoothing and shrinkage roles of the roughness penalty priors. A specification with the normal prior and no B-spline can be thought of as a Bayesian version of a standard local projection (Jordà, 2005) . As mentioned in the previous section, a local projection with the N-RP prior and no B-spline corresponds to El-Shagi (forthcoming), whereas a local projection with the N-RP prior and B-spline corresponds to a Bayesian version of Barnichon and Brownlees (forthcoming).
First, we considered a linear data generating processes (DGPs) specified by this moving average representation:
where y t is an endogenous variable, z t is an exogenous variable, and t is a measurement error.
A set of parameters β (0) , ..., β (L) represents an impulse response. True parameter values are defined as a convex curve:
where U (0.1, 1) denotes a uniform distribution with support (0.1, 1), and r governs where the peak of the impulse response is located. Covariates are a constant, and four lags of y t and z t . We fixed the length of the impulse response L = 20, and the effective sample size T = {50, 100}.
Hyperparameters are ν = ν 1 = ν 2 = 0.01, η 1 = η 2 = 0.5, ξ = H + 2, and Ξ = I H . We choose the order of the difference matrix as r = 2, implying that the sequences of parameters to be inferred are induced to straight lines. We use the B-spline basis with equidistant knots ranging from h 1 − 2 to h H − 1 with unitary increments. We set the degree of B-spline to three. We generate 500 sets of synthetic data. Gibbs samplering obtained 40,000 posterior draws, after discarding the initial 10,000. Each chain is initialized to an ordinary least square estimate.
We compared approaches on the basis of four performance measures: mean squared errors (MSE), coverage probability (Coverage), lengths of credible intervals (Length), and computational speed (Speed). MSE is the sum of mean squared errors,
whereβ m,(l) denotes a posterior mean estimate of β (l) in the mth experiment, β true m,(l) denotes the corresponding true value, and M is a total number of experiments. Coverage is the arithmetic mean of the probability that the true value is within 90% credible interval:
m,(l) are posterior 5 and 95 percentile estimates of β (l) in the mth experiment. Length denotes the arithmetic mean of the lengths of 90% credible interval,
Speed is the mean computational time of posterior simulations in seconds.
2 Table 1 is evident from there, B-spline expansions merely allocate observed information to the fixed grids, rather than interpolate neighboring information. In our case, observed information for a single grid point is allocated to neighboring grid points with weights {1/6, 3/2, 1/6}. 4 Therefore, using a B-spline does indeed smooth estimates of impulse responses, but its effectiveness is limited.
We fortified our results by considering nonlinear DGPs characterized by asymmetric and state-dependent impulse responses, respectively. The asymmetric DGP is specified by
while the state-dependent DGP is specified by
where 1 {·} denotes the indicator function. For both cases, two sets of parameters are independently generated in the same way as the linear DGP. We set T = {80, 160}. Other settings are exactly the same as those in the experiment using linear DGP. For computational reasons, we did not consider a model with B-spline expansions. Table 2 presents the result, in which we verified the result of the first experiment. With regard to MSE and Length, the N-RP and A-RP priors consistently improve accuracy versus the normal prior. Coverage values obtained using the N-RP and A-RP priors are shorter than those using the normal prior.
We investigated the sensitivity of inference to the choice of hyperparameter ν. We considered ν = {0.1, 0.01, 0.001. 0.0001} for models with the N-RP prior and no B-spline. Table 3 shows the results, wherein two items are noteworthy. First, as long as ν is set between 0.1 and 0.0001, an estimation using the N-RP prior is more efficient than one using the normal prior.
Second, a bias-variance trade-off is again evident: as ν increases (i.e., shrinkage toward 0), an estimator becomes more efficient but less robust. Recent studies of B-splines propose several methods for choosing the hyperparameter systematically (Jullion and Lambert, 2007; Klein and Kneib, 2016; Ventrucci and Rue, 2016) , but applying these ideas in our context remains for future research.
Application
To demonstrate our model, we applied our approach to an analysis of monetary policy in the United States. We use monetary policy shocks compiled by Coibion et al. (2017) which is an update of Romer and Romer (2004) We then compared the fitness of these estimates based on the deviance information criterion (DIC) (Spiegelhalter et al., 2002) and the Watanabe-Akaike information criterion (WAIC) (Watanabe, 2010) . The upper portion of Table 4 reports on both criteria for different specifica-tions (reported values are on the deviance scale; the smaller, the better). Specifications including the roughness penalty priors outperform the normal prior in predictive accuracy regardless of the fitness measure,but the use of a B-spline does not always yield improvement. Generally both B-spline and the roughness penalty prior enhance fitness, but almost all improvements originate from the latter. This finding supports our simulation results. When B-spline is not used, the posterior simulation takes 26 minutes to generate 50,000 draws; when it is used, the same simulation takes 66 hours. For many applications, the gain in efficiency from use of a B-spline would not justify the higher computational cost.
Conclusion
This study developed a fully Bayesian approach to estimateing local projections using roughness penalty priors. It is also considered a specification involving a B-spline basis function expan- This study addresses with one of the two disadvantages of local projections, compared with the standard statistical framework that includes vector autoregressions, namely that of less statistical efficiency. The other disadvantage that the exogenous variable is identified ex-ante can be resolved by a two-stage regression approach, as in Aikman et al. (2016) . Constructing a Bayesian counterpart of this line of approach is conceptually straightforward, but computationally challenging. In addition, it is potentially beneficial to develop more robust approaches than ours: for example, a choice of hyperparameters, heteroskedasticity and autocorrelations in errors, knot selection, and so on. This study provides a first step for further developments of Bayesian local projections. Note: MSE denotes mean squared error. Coverage denotes the arithmetic mean of the probability that the true value is within 90% credible interval. Length denotes length of 90% credible interval. 
