Today, with the help of Internet technology in the industry and consumers field, big data, cloud computing and artificial intelligence have achieving the maximum value, in data systems, both normal data in normal mode and abnormal data generated in abnormal mode are included. They determine and influence the judgment of the data user. For the identification of abnormal data, previous scholars have mainly studied it from the statistical point of view. In this paper, the idea and principle of Bayesian and Gibbs sampling algorithm are introduced. It implements parameter estimation and outliers detection simultaneously. In this way, the problem of mutual influence between parameter estimation and outliers detection is avoided.
INTRODUCTION
Today, with the help of Internet technology in the industry and consumers field, big data, cloud computing and artificial intelligence have achieving the maximum value, and formed a complex system composed of network. In the data system, the judgment of people's are decided and influenced by both normal data in normal mode and abnormal data produced in abnormal mode together. About the definition of an exception, D. M. Hawkins (1980) believed that exceptions were unusual data in the data set, and that the process was not random, but relied on certain mechanisms. According to Chandola (2009), exceptions were a class of elements that distinguish most of the normal data. Be relative to classification and clustering, anomaly detection and analysis is an important topic in data mining. Anomaly detection can detect new trend based on the characteristics of the data sets that are significantly different from those of other data. Therefore, the outlier detection has been widely applied at telecommunication and credit card fraud, loan approval, drug research, medical analysis, consumer behavior analysis, weather forecasting, financial sector customer classification, network intrusion detection, product quality monitoring and other fields. In previous studies, most of the statistical methods were used to detect abnormal data. With the rapid development of artificial intelligence, this paper attempts to build up the detection system of abnormal data by using the related models and algorithms of artificial intelligence.
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DIVISION OF OUTLIERS

Classification based on category
Among the many data sets, most of them are the time series data, and outliers are significantly different from the general data in the data sets. Hampel believed that the data usually includes an abnormal value of 10% of the total. Hubert and McCann Welsh believed that the total amount of abnormal data should not exceed 25% of the total amount of data, otherwise it would lead to qualitative changes. According to the range of abnormal data, they can be divided into four categories:
(1) Innovational Outlier It arises from internal changes, and affects the subsequent data of the outliers, and its mode of action is related to the dynamic model of the system. Its impact is related to the dynamic model of the system.
(2) Additive Outlier It arises from external errors or exogenous changes in the form of recording or calculation errors, and only affects the observations at that time. It does not affect other subsequent observations.
(3) Level Shift Outlier It causes the mean of the sequence to move horizontally, which changes the whole system structure and has a permanent effect on the time series (4) Temporarily change outlier It not only affect the observations at the moment, but also affects the exponential decay of all subsequent observations. Based on the division of the subject (1) Point Anomaly Generally speaking, there are some Point anomalies in time series events. The causes of point abnormalities are mostly due to changes in their own factors, or some external factors suddenly changed. Point anomaly is the result of the interaction between internal and external factors of a single data source. The detection of point anomalies usually takes other similar data sources as the reference data sequence and takes the pre-set threshold as the standard. The life cycle of a point anomaly is generally short and can normally return to its original level.
(2) Group Anomaly Group anomaly is a superposition of point anomalies over a given time interval. The emergence of group anomalies is mostly influenced by external factors. When the external factors lead to point anomalies in most objects, there will be group anomalies when the threshold is reached or exceeded. Compared with point anomalies, the duration of group abnormalities is longer and the range of influence may continue to expand. Group anomalies in different areas are not the same in different fields.
(3) Based on the nature of the division Abnormal data can be divided into positive and negative according to its nature, in which the positive anomaly refers to the positive incentive and promotion of the data source. For example, sales of a product suddenly growth; Negative exception is the negative impact on the development of the data source, such as the suddenly increase in temperature, or suddenly decline in the stock market. Since positive and negative anomalies affect the development of the whole situation, the threshold setting must be scientific and rational.
ANOMALY DETECTION BASED ON ARTIFICIAL INTELLIGENCE
The steps of detecting outliers are determined by the use of outliers, and generally speaking, there are 2 aspects of the use of outliers: First of all, the abnormal values are identified in real time and processed in a timely manner, followed by the early warning of the abnormal values.
The steps of real-time identification of outliers include: The first step is to establish a classification model; The second step is to classify the observations, which are anomalous data when the threshold is exceeded.
The procedure of early warning of outliers is generally divided into 2 steps: The first step is to estimate the parameters in the model. The second step is to evaluate the residuals, and the observed values of the excess residuals are outliers. In order to reduce the influence of outliers on parameter estimation, there are many robust estimation methods, such as the Least Trimmed Squares, M -estimation and sestimators, etc. However, parameter estimation and outlier detection interact with each other. If the first step parameter estimation is not robust, the accuracy of the second step outlier detection will be reduced; On the other hand, the accuracy of outliers detection can also affect the robustness of parameter estimation.
In the process of studying time series data, the linear and nonlinear time series model are usually used. The former is widely used because of its convenience of operation and explanation. Although the nonlinear time series model is more complex, it can be studied by transforming the formula of Taylor series expansion into linear. There are many methods to detect outliers in time series, such as Likelihood ratio test, Bayes test, Robust estimation, Genetic algorithm and so on. Among them, the Bayesian statistical method can solve all kinds of statistical problems as the calculation of posterior distribution, so we can solve some problems that cannot be solved by some classical statistical methods.
ANOMALY DETECTION PATH BASED ON BAYESIAN
In this paper, we discuss the Bayesian method for parameter estimation and outlier detection at the same time. In this paper, the Bayesian and Gibbs sampling algorithms are used to achieve the overall study, We implement both parameter estimation and outlier detection at the same time. . Taking the prior distribution of parameters as: The data value of i is not normal: 1
Through the above deduction, we can draw the conclusion that: When the posterior probability of 1
) greater than the posterior probability of 0 In summary, in this paper, the idea and principle of Bayesian and Gibbs sampling algorithm are introduced. It implements parameter estimation and outliers detection simultaneously. In this way, the problem of mutual influence between parameter estimation and outliers detection is avoided.
