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Empirical Effort and Schedule Estimation 
Models for Agile Processes in the US DoD 
Wilson Rosa, Bradford K. Clark, Raymond Madachy, and Barry W. Boehm, Member, IEEE 
Abstract— Estimating the cost and schedule of agile software projects is critical at an early phase to establish baseline budgets 
and schedules for the selection of competitive bidders. The challenge is that common agile sizing measures such as story 
points and user stories are not practical for early estimation as these are often reported after contract award in DoD. This study 
provides a set of effort and schedule estimation models for agile projects using a sizing measure that is available before 
proposal evaluation based on data from 36 DoD agile projects. The results suggest that initial software requirements, defined as 
the sum of functions and external interfaces, is an effective sizing measure for early estimation of effort and schedule of agile 
projects. The models’ accuracy improves when application domain groups and peak staff are added as inputs. 
Index Terms— Agile software processes, Cost estimation, Requirements/Specification, Software acquisition, Software process, 
Time estimation 
——————————      —————————— 
1 INTRODUCTION 
N the United States Department of Defense (DoD), the 
cost and schedule estimation of agile software develop-
ment projects is more critical early in the lifecycle when 
limited data is available.  These estimates are needed for 
evaluating contractor cost proposals [2] and to establish in-
itial program budgets and schedules. Accurate estimates 
[[26], [14], [41]) help minimize cost overruns and schedule 
delays ([35], [31]).  
Since 2003, more than 1,000 software project data re-
ports [8] have been collected in the DoD. Of those, less than 
5 percent were identified as agile. The lack of agile soft-
ware project data has hindered DoD's ability to implement 
accurate estimating methods and to articulate whether 
adopting agile could result in significant savings [28]. The 
problem is compounded as agile software processes are in-
creasingly used in the DoD, and acquisition practices must 
keep pace with these changes.  
Studies on agile estimation have either used story 
points ([4],[5], [6], [21], [27], [34], [45]), user stories ([2], 
[39]), function points analysis ([4],[11], [17], [27], [45]), use 
case points ([4], [27], [45]), COSMIC method [27], or object-
oriented [3] artifacts as primary sizing measures. A second 
considerably smaller set of studies ([5], [6], [21], [32]) re-
vealed story points is related to schedule. Although these 
are widely accepted agile sizing measures, using them at 
early phases is challenging [44] as these are typically avail-
able later in the lifecycle ([16], [24], [30], [5]). In the DoD, 
these sizing measures are provided by developers after 
contract award ([18], [20]). Consequently, there is a dire 
need for early phase cost models ([15], [33]) to help pro-
grams get funding before contracting for Agile software 
development projects. 
This study will contribute to the knowledge base by in-
troducing simple models for estimating effort and dura-
tion of agile software development projects at an early 
phase. An important distinction of this approach is choos-
ing sizing measures ([1], [9], [23], [40], [42]) as model inputs 
[10] that are typically available early in the project's lifecy-
cle regardless of the development process.  The sizing 
measure in this study is defined as the sum of  initial func-
tional requirements plus initial external interfaces. This is 
pragmatic as these sizing artifacts are the only ones avail-
able in DoD for budget and proposal evaluation.  
 
This study will address the following research questions: 
1. Do initial, as opposed to final, software requirements, 
defined as functional plus external interface require-
ments, relate to final agile development effort? 
2. Do initial software requirements along with super do-
main, relate to final agile development effort? Super 
domain is defined as group of application domains 
with similar software characteristics. For example, ve-
hicle payload and vehicle control are part of the same 
super domain called real-time embedded. 
3. Do initial software requirements along with initial 
peak staff and super domain relate to final agile devel-
opment effort?  
4. Do initial software requirements relate to the final ag-
ile development schedule? 
5. Do initial software requirements along with  super do-
main relate to the final agile development schedule? 
6. Do initial software requirements along with initial 
peak staff and super domain relate to final agile soft-
ware development schedule?  
7. How do agile and traditional processes compare for 
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productivity, velocity, and cost overruns in the DoD? 
2 BACKGROUND 
2.1 Motivation to Adopt Agile in the DoD 
The recent adoption of agile in the DoD has been triggered 
by the need to move from a capabilities-based to a threat-
based acquisition model to counter the rapid growing ad-
versary capabilities. DoD's traditional development pro-
cess, based on upfront detailed system requirements for 
the entire completed system, is inadequate to meet these 
challenges. Senior officials believe that greater adoption of 
agile would result in significant improved acquisition per-
formance and the ability to quickly respond to adversary 
technological advancements and update DoD software 
systems accordingly. 
In 2009, the U.S. Congress enacted the National Defense 
Authorization Act for Fiscal Year 2010 (2010 NDAA) re-
quiring the DoD to implement a new acquisition process 
for IT systems [51]. This new process included principles 
of agile development such as early and continual involve-
ment of the user, multiple rapidly executed increments or 
releases, early successive prototyping to support an evolu-
tionary approach, and a modular open-systems approach. 
Since the enactment of the 2010 NDAA, an increasing num-
ber of non-IT DoD acquisition programs have turned to ag-
ile software development as a method for delivering new 
and enhanced capabilities to the warfighters on a rapid 
and repeatable basis, avoiding delays and cost overruns as-
sociated with traditional methods such as waterfall [51].  
 
2.2 Traditional Software Development in the DoD 
Waterfall is the traditional software development process 
in the DoD [52]. Waterfall development [66] begins with 
writing down the full software requirements at the lowest 
level.  Those software requirements are finalized and set 
by the government before contract award and documented 
in the software requirements specifications (SRS) and in-
terface requirements specification (IRS). After contract 
award, the developer will use the government's full soft-
ware requirements to write the program code as well as the 
test cases. When the software passes all test cases, it is con-
sidered finished and ready for delivery to the government. 
 
2.3 Agile Software Development in the DoD 
Agile development in the DoD is defined as a life cycle 
model that employs iterative and incremental develop-
ment with active user engagement [53]. The main goal is to 
allow for continuous development throughout the soft-
ware's lifecycle [52]. It involves continuous planning, con-
tinuous testing, continuous integration, continuous feed-
back, and continuous evolution of the product. Software is 
developed in short iterations, called time boxes, which typ-
ically last one to four weeks. Each iteration is like a minia-
ture software project of its own and includes all the tradi-
tional software activities (planning, requirements analysis, 
design, coding, testing, and documentation) to release the 
mini increment of new functionality. At the end of each it-
eration, the team reevaluates project priorities.   
Conversely, hybrid agile combines principles of wa-
terfall [52] and agile development. That is,  Waterfall for 
decomposing the software requirements for the entire sys-
tem upfront; (2) Agile after contract award for segmenting, 
testing, and delivering the software in short iterations. This 
hybrid model is suitable for legacy systems (e.g. KC-46A 
Tanker) that are transitioning to agile, or in fixed-price con-
tracts (e.g. technology demonstration and sustainment) 
where requirements are set or fully defined before award. 
Scrum is the most widely used in DoD as majority of 
agile projects are managed by small teams. However, 
DevSecOps [55] is gradually becoming the preferred 
framework as new defense policies [53] are aiming at ap-
plying security throughout the software lifecycle in a 
cloud-based environment. 
    
2.4 Agile Requirements Decomposition in the DoD 
Most agile software projects in the DoD start by estab-
lishing high-level program goals and high-level software 
requirements (functional, non-functional, interfaces) and 
considered finished when the program goals have been 
met. Those high-level software requirements are written 
by the government [9] and documented in the SRS and IRS. 
After contract award, the developer will enter those high-
level requirements in the product backlog, rewrite and de-
compose them into user stories, and continuously refine 
them (add, delete, modify) as small segments of software 
are developed and presented to the government for feed-
back.   
3 LITERATURE REVIEW  
3.1 Related Works 
Usman, Mendes, Weidt, and Britto [46] conducted a sys-
tematic literature review of the state of the art around ef-
fort estimation for agile software development. A total of 
20 peer-reviewed papers were examined. The analysis re-
vealed whenever software requirements written in the 
form of stories or use case scenarios, use case points and 
story points were the most frequently used size metrics re-
spectively. Very few of those studies used traditional size 
metrics such as function points analysis and source lines of 
code. The authors, however, did not address whether use 
case points and story points were measured during or after 
the contract award. The work by Usman and colleagues 
differs from this study in two ways. It defined software re-
quirements in the form of stories or use cases as opposed 
to functional requirements. Second, it did not specify 
whether story points or use case points were collected at 
contract start. 
Usman, Mendes, and Brstler [47] conducted a survey 
study to report on the state of the practice on estimating 
agile software development effort, focusing on a wide 
range of aspects including estimation techniques and effort 
predictors. The study was based on surveys collected from 
60 agile practitioners across 16 different countries. The re-
sults revealed that 61% of the respondents selected story 
points as the preferred size metric, 17% selected function 
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points analysis, and 10% use case points. Only a few re-
spondents said they’re able to develop an estimate at the 
bidding or earlier phase. In those cases (7 out of 8), re-
spondents said they have used expert judgment instead of 
story points (or other) because of the lack of information. 
The results of this survey suggest story points, function 
points analysis, and use case points, are often not available 
at contract bidding or earlier. 
Our recent work [38] introduced an approach for esti-
mating agile software development effort using the initial 
software requirements. Twenty completed agile projects 
were examined. The results revealed that initial software 
requirements have a statistical effect on agile software de-
velopment effort and that the model’s prediction accuracy 
improves when peak staff and software super domain are 
added to the equation. Our recent work is like this study 
in two ways.  First, it uses the initial software requirements 
as project size derived from the same data repository.  Sec-
ond, it examines the combined effect of software require-
ments, super domain, and peak staff on effort. However, 
our recent work differs from this study in four ways. It did 
not address schedule estimation.  The regression models 
were derived from a smaller dataset (20 versus 36). We 
only addressed two of the six equations described in this 
study. In addition, we did not examine the direct effect of 
software super domain along with software requirements 
on effort. 
Choetkiertikul, Dam, Tran, Pham, Ghose, and Menzies 
[5] introduced a model for estimating story points based 
on two deep learning architectures: long short-term 
memory and recurrent highway network. Sixteen open-
source agile projects containing 23,313 issues (user stories) 
were examined in the study. The study also examined the 
effect of size (in story points) on the development time for 
completing an issue, using Spearman’s rank and Pearson 
rank correlation. The results revealed a significantly (p < 
0:05) positive correlation between story points and the de-
velopment time, and a positive correlation between an is-
sue’s story points and its actual effort.  
The work by Choetkiertikul and colleagues is like this 
study in that it uses size as an independent variable for 
both, agile effort and schedule estimation. Their work, 
however, differs from this study in few ways. Story points 
was used as size measure and collected at the end of the 
project.  Their analysis did not control for the effect of ap-
plication domain on development duration. Actual effort 
was not reported nor tracked unlike this study. 
Garg and Gupta [11] derived an estimation model for 
agile software development by examining the impact of 15 
cost drivers using exploratory factor analysis and factor ex-
traction via principal component analysis (PCA). The anal-
ysis was based on data collected from reputed software de-
velopment firms in various countries including Australia, 
China, Finland, France, Germany, Italy, Japan, Nether-
lands, Spain, Switzerland, and United States. The PCA re-
sults revealed 12 out of 15 factors explained 79% of the var-
iation in agile development cost; as indicated by their high 
extraction (Eigen) values. The analysis also revealed that 
size (in function points) and team size were the top con-
tributors to agile development cost while application do-
main was the ninth highest contributor.  
The work by Garg and Gupta is like this study in that 
it examines the combined effect of size, staff, and applica-
tion domain on agile software development cost. Their 
work, however, differs from this study in four ways. Prod-
uct size was measured in function points. Sample size and 
descriptive statistics were not provided. Variable descrip-
tions and their unit of measures were not included. Their 
study did not address agile schedule estimation 
Hastings and Sajeev [12] proposed a vector size meas-
ure (VSM) to estimate development effort early in the soft-
ware's life cycle. The VSM is based on an algebraic specifi-
cation language derived using software size (Magnitude) 
and application type (Gradient) as primary inputs. Soft-
ware size (Magnitude) is based on software requirement 
specifications (functionality) along with problem complex-
ity. The analysis was based on eight industrial projects var-
ying from control to management information systems. 
The Magnitude vs. effort statistical correlation was higher 
than the two function points vs. effort models. The work 
by Hastings and Sajeev is like our study in that it uses soft-
ware requirements and application domain as effort esti-
mation inputs. Their approach, however, had three limita-
tions. The dataset is only based on eight projects. The soft-
ware requirements rely on UML artifacts not available un-
til after contract award. None of the projects were imple-
mented using agile. 
 
3.2 Summary of the Related Works 
The contrast between our study and related works are 
summarized in Table 1.  Our study differs from previous 
ones in two ways. Previous studies  used final, as opposed 
to initial, software requirements as model input for pre-
dicting development effort and schedule. This indicates 
that prior estimation studies on agile software projects 
were constrained to post contract award sizing measures. 
Secondly, prior estimation studies on agile projects did not 
specifically consider functional plus external interface re-
quirements as primary measure for estimating effort or 
time.  
SP = story point; UCP = use case points; FPA = function point analysis,   
FUNC = functional requirements; EIF = external interface requirements;   
TREC = total requirements; 
 Sizing  Model 
Study Metrics Type  Outputs Utility Method 
Current Study FUNC + EIF Initial  Effort, Time Early Phase Empirical (n=36) 
 [ 38] FUNC + EIF Initial  Effort Early Phase Empirical (n=20) 






Post Award Literature (n=20) 
[47] SP, FPA  
UCP 
Final  Effort 
 
Post Award Survey  (n=60) 
[5] SP Final  Time Post Award Empirical (n=16) 
[11] FPA Final  Effort Post Award Empirical (n=?) 
[12] TREC Final  Effort Post Award Empirical (n=8) 
 
Table 1 Summary of Related Work 
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4 RESEARCH METHOD 
4.1 Instrumentation  
The data collection questionnaire in the study was ob-
tained from an existing one: Software Resource Data Report 
(SRDR) form ([8], [19]). SRDR is the primary source for ac-
tual software industrial data for the DoD and can be ob-
tained by DoD analysts via the Cost Assessment Data En-
terprise (CADE) repository (https://cade.osd.mil) owned 
by the Office of the Secretary of Defense for Cost Assess-
ment and Program Evaluation (OSD CAPE). The SRDR is 
a regulatory contract reporting requirement [8] for defense 
software developers.  
The SRDR is used to obtain both the estimated and ac-
tual characteristics of new or upgrade software projects. 
The developer submits an Initial SRDR shortly after con-
tract award and a Final SRDR after contract completion. 
These constitute a contract data deliverable for contractors 
that formalizes the reporting of software metrics and re-
source data.  The SRDR questionnaire and data item de-








In the SRDR questionnaire, developers are required to 
indicate whether their development process is agile or hy-
brid agile (e.g., waterfall for Architecture and Require-
ments, followed by agile for design, code, and unit test).  
In the SRDR questionnaire, developers are also re-
quired to report the total software requirements by cate-
gory as shown in Table 2. The Initial SRDR includes the in-
itial software requirements that were baselined at early 
phase. The Final SRDR includes the final software require-
ments at contract end.  The final includes baselined plus 
changed requirements (added, modified, deleted) as a re-
sult of continuous refinements after award.  
 
Table 2 Software Requirements Reported 
Requirement Type Initial SRDR  Final SRDR  
Total Requirements X X 
Functional Requirements   
Baselined X X 
Added  X 
Modified  X 
Deleted  X 
External Interface Requirements    
Baselined X X 
Added  X 
Modified  X 
Deleted  X 
Privacy Requirements X X 
Security Requirements X X 
Safety Requirements X X 
 
4.2 Population and Sample 
The sample includes 36 agile projects delivered for the 
DoD from 2008 to 2019.  This study focused on completed 
agile software projects reported as computer software con-
figuration items. The paragraphs below describe how 
these projects were characterized in terms of software re-
quirements, operating environment, and super domain. 
 
Operating Environment: The dataset was grouped 
into operating environments ([7], [8]) as shown In Table 3. 
Operating environment is the host platform in which the 
developed software system operates. The dataset did not 
contain projects developed for space systems. 
 
Table 3 Operating Environment 
Type Definition 
Surface Fixed Software is at a fixed site. 
Air Vehicle Software embedded as part of an aircraft or drone. 
Sea System software is embedded as part of a surface or under-
water boat/ship or boat. 
Ordnance System Software embedded as part of a rocket or ordnance. 
Missile System Software embedded as part of a missile system 
 
    Super Domain: The dataset was grouped into super do-
mains as shown in Table 4. The raw dataset was initially 
reported by application domains ([7], [8], [22], [36], [37]). 
The dataset was then stratified into four general complex-
ity zones called super domains. This stratification was 
adopted from our recent work [38]. The application do-
mains to super domain mapping are shown in Table 4. 
 







Support software assists 
with operator training and 








cessing services to humans 
or other applications. Al-
lows authority to exercise 
control and access to typical 
business processes.  
Enterprise Resource 
Planning (ERP) 




Take outputs of real-time 
software and further pro-
cess them to provide human 
consumable information or 









Most constrained type of 
software. These are specific 
solutions limited by system 
characteristics such as 
memory size, performance, 
or battery life. These take 
the most time and effort due 
to very high reliability or 
hardware constraints 
Communications 
Real Time Embedded 
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4.3 Variables in the Study 
The variables examined are described in Table 5. 
 
Table 5 Variable Names and Definitions 
Variable  Type Definition 
Effort (E) Dependent Actual labor hours associated to all soft-
ware activities: requirements analysis, 
architectural design, coding, Software 
Integration, Software Qualification Test-




Actual development time (in months) to 
complete all software activities from 
Software Requirements Analysis 






Independent Initial functional requirements + initial 
external interface requirements reported 




Independent Initial peak staff measured in terms of 
full-time equivalents reported in the Ini-






Treatment of  4 (r) super domains re-
quired the addition of 3 (r-1) dummy 
variables : 
D1 = 1 if AIS, 0 if SUPP or otherwise 
D2 = 1 if ENG, 0 if otherwise 
D3 = 1 if RTE, 0 if otherwise 
 
4.4 Model Selection  
The model equation forms were chosen based on examin-
ing normal probability plots generated using the Cost 
Analysis Statistical Package [43]. The selection steps for the 
effort and schedule model forms are summarized below: 
 
     Fig. 1 shows the residual plot for the linear regression of 
effort versus initial software requirements. The dataset 
does not appear to be normally distributed as residuals do 
not fall on the normality line. Consequently, lognormal re-
gression was chosen for the three effort models.   
 
Fig. 2 shows the residual plot for the linear regression 
of schedule versus initial software requirements. The da-
taset does not appear to be normally distributed as residu-
als do not fall on the normality line. Consequently, lognor-
mal regression was chosen for the three schedule models.  
 
 
4.5 Model Validation 
The regression models were validated using the measures 
listed in Table 6. 
 
Table 6 Model Validity Measures 
Measure Description 
R2  Coefficient of determination is the percentage of variation in 
the response explained by the model. [25] 
R2 (adj)  Adjusted R2 is the percentage of the variation in the response 
explained by the model, adjusted for the number of predictors 
in the model relative to the number of observations. 
R2 (pred) Predicted R2 is a cross validation method that involves re-
moving each observation from the dataset, estimating the re-
gression equation, determining how well the model predicts 
the removed observation, and repeats this for all data points. 
P-value Statistical significance through the coefficient alpha (α = 0.05).   
VIF Variance Inflation Factor indicates if multicollinearity is pre-
sent in a multi-regression analysis; VIF lower than 10, indi-
cates no multicollinearity. 
SEE Standard Error of the Estimate is the difference between ob-
served and the estimated effort. SEE is to linear models as 
standard deviation is to sample means 
F-test F test is the square of the equivalent t test; the bigger it is, the 
smaller the probability that difference could occur by chance. 
MMRE Mean Magnitude of Relative Error is an indicator of model’s 
accuracy: Low MMRE= high accuracy. [29] 
 
5 DATASET DEMOGRAPHICS  
The sample was identified as 36 agile projects completed 
from 2008 to 2019 (Fig. 3), involving six operating environ-
ments (Fig. 4), and four super domains (Fig. 5). Majority of 
the projects were completed in the last six years and most 
of the software projects were hosted at a surface fixed site Fig. 1.  Effort Normal Probability Plot (Linear) 
Fig. 2. Schedule Normal Probability Plot (Linear) 
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Fig. 6 displays the agile process for the 36 projects. Pro-
jects were characterized as agile or hybrid agile. The pro-
jects identified as hybrid agile used waterfall process for 
requirements analysis, and agile process for design, code, 
unit test, and integration. This information was obtained 
from developer's data item descriptions provided as a sup-
plement to their SRDR submission. We also contacted the 





Fig. 7 displays the agile framework for the dataset. Ma-
jority of the projects used Scrum. This information was ob-
tained from developer's SRDR questionnaire, data item de-
scription, and proprietary documents describing their pro-
cesses. We also contacted the developers to validate and 
verify their responses.  
 
6 DESCRIPTIVE STATISTICS 
Fig. 8 is a histogram of the actual software development 
effort for the agile projects. The average software develop-
ment effort for the sample was 99,959 hours and standard 
deviation of 134,641. The distribution appears to be right 
skewed, confirming the non-normal distribution of effort 






Fig. 8. Effort Histogram 
Fig. 3. Agile Project Completion Year 
Fig. 4. Operating Environment 
Fig. 5. Super Domain 
Fig. 6. Agile Process 
Fig. 7. Agile Framework 
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Fig. 9 is a histogram of the actual development time 
(TDEV) for the agile projects. The average software devel-
opment completion time for the sample was 26.95 months 
and standard deviation of 19.73. The distribution again 
confirms the non-normal distribution of the data as previ-




Fig. 10 provides a histogram of initial software require-
ments.  The average total software requirements for the 
sample was 798. The distribution is lognormal.  
 
 
Fig. 11 shows a histogram of peak staff for the agile pro-
ject dataset showing Full-Time Equivalent (FTE) staff.  The 
average peak staff for the sample was 31. The project with 
largest peak staff was developed using SAFe. This data has 












Fig. 12 provides a histogram of the requirements volatil-
ity (RVOL) for the agile project dataset. RVOL is the sum 
of requirements changes (added, modified, and deleted) 
divided by the total number of baselined requirements. 
Baselined requirements are those initial software require-
ments used in this study. The average RVOL for the sam-
ple was 19%. More than half experienced RVOL ≥ 12%.  
This confirms the notion that software requirements for ag-




This section describes the resulting effort and schedule 
models associated with Research Questions (RQ) 1 
through 6. It also provides the comparative analysis (agile 
vs traditional) associated with RQ 7. Loglinear regression 
was performed for all models using the Cost Analysis Sta-
tistical Package [43].  Log-normal ordinary least squares 
(OLS) regression was used to create the multiplicative 
models in this study. The data is transformed into log-
space and the coefficients are derived using OLS regres-
sion. The derived coefficients for each predictor variable 
are treated as exponents and the regression intercept is 
Fig. 9. Schedule Histogram 
Fig. 10. Software Size Histogram 
Fig. 11. Peak Staff Histogram 
Fig. 12. Requirements Volatility Histogram 
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transformed back into unit-space with an anti-log. Alpha 
(α = 0.05) is used in evaluating the p-values for each model. 
These models are applicable for DoD agile software project 
size ranging between 10 and 5000 initial software require-
ments, and a peak staff between 1 and 150 full-time equiv-
alents.  The sample size, however, may impact models' 
ability to detect statistical effects with any greater power. 
 
7.1 Effort Model 1 
 
RQ 1: Do initial, as opposed to final, software require-
ments, defined as functional plus external interface re-
quirements, relate to final agile development effort? 
 
Equation (1) predicts effort for agile software development 
projects as a function of total initial software requirements.  
 
E = 1006𝑥𝑥𝑥𝑥𝑥𝑥𝑄𝑄0.65                                                                    (1)  
Where: 
E  = Final software development hours 
     REQ  = FUNC + EIF 
     
And: 
FUNC = Initial Functional Requirements 
EIF  = Initial External Interface Requirements 
 
 
Fig. 13 shows the residual plot for equation (1).  The re-
siduals approximate a straight line. This suggests that log-
linear regression is valid for modeling.   
 
 
Table 7 reports the coefficient statistics, goodness-of-fit 
test, and analysis of variance for equation (1). The high t-
statistics and low p-value suggest that initial software re-
quirements are strongly correlated to effort. The result also 
adds insight to the fact that initial functional requirements 
plus initial external interface requirements are effective in 
estimating effort for agile projects. The small difference be-
tween adjusted and predicted R2 suggest that the model 
predicts new observations as well as it fits the existing 
data. However, the low adjusted R2 of 63% suggests add-
ing additional variables for a better model fit.  
 
Table 7 Regression Analysis Results for Equation (1) 
Coefficient Statistics Summary 
Term Coef T-Statistic P-value VIF 
Intercept  6.9138 13.7 0.0000 *** 
REQ 0.6500 7.8 0.0000 *** 
 
Goodness-of-fit test 
SE R2 R2 (adj) R2 (pred) MMRE 
0.7274 64.11% 63.06% 60.29% 68.16% 
     
Analysis of Variance 
Source DF Sum of Sq. Mean Sq. F-stat 
Regression 1 32.14 32.14 60.74 
Residual  34 17.99 0.52  
Total 35 50.13   
     
7.2 Effort Model 2 
 
RQ 2: Do initial software requirements along with super 
domain, relate to final agile development effort?  
 
Equation (2) predicts effort for agile software development 
projects using total initial software requirements as predic-
tor and super domain as categorical variables (D1, D2, D3). 
 
 E = 200.7𝑥𝑥𝑥𝑥𝑥𝑥𝑄𝑄0.7182(3.0𝐷𝐷1)(3.6𝐷𝐷2)(5.1𝐷𝐷3)                      (2)  
Where: 
E  = Final development labor hours 
     REQ  = FUNC + EIF 
 
And: 
FUNC = Initial Functional Requirements 
EIF  = Initial External Interface Requirements 
D1  = 1 if AIS, 0 if otherwise 
D2  = 1 if ENG, 0 if otherwise 
D3  = 1 if RTE, 0 if otherwise 
If D1, D2 and D3 are zero, Equation (2) predicts effort 
for the SUPP super domain 
 
Fig. 14 shows the normal residual plot for equation (2).  
Loglinear regression is valid for this model as its residuals 
approximate a normal distribution.  
Fig. 13. Normal Probability Plot for Equation (1) 
Fig. 14. Normal Probability Plot for Equation (2) 
Authorized licensed use limited to: NPS Dudley Knox Library. Downloaded on September 01,2021 at 21:55:31 UTC from IEEE Xplore.  Restrictions apply. 
0098-5589 (c) 2021 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more
information.
This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TSE.2021.3080666,
IEEE Transactions on Software Engineering
AUTHOR ET AL.:  TITLE 9 
 
 
Table 8 shows the analysis results for equation (2). The 
t-statistics and p-values suggest that super domain is 
strongly correlated to effort, and low VIF values indicates 
no sign of multicollinearity. The small difference between 
adjusted and predicted R2 also suggest the model predicts 
new observations as well as it fits the existing data. This 
model shows higher adjusted R2 and lower MMRE than 
equation (1); signifying that adding super domain categor-
ical variables to equation (1) improves accuracy and fit. 
 
 
Table 8 Regression Analysis Results for Equation (2) 
Coefficient Statistics Summary 
Term Coef T-Statistic P-value VIF 
Intercept 5.3019 9.7 0.0000  
REQ 0.7182 10.2 0.0000 1.2 
D1 1.0929 3.2 0.0028 2.5 
D2 1.2728 3.5 0.0013 2.7 
D3 1.6332 4.9 0.0000 2.8 
 
Goodness-of-fit test 
SE R2 R2 (adj) R2 (pred) MMRE 
0.5676 80.08% 77.51% 73.60% 47.52% 
     
Analysis of Variance 
Source DF Sum of Sq. Mean Sq. F-stat 
Regression 4 40.14 10.0366 31.14 
Residual  31 9.98 0.3222  
Total 35 50.13   
     
 
7.3 Effort Model 3 
 
RQ3: Do initial software requirements along with initial 
peak staff and super domain relate to final agile de-
velopment effort? 
 
Equation (3) predicts software development effort for agile 
projects using peak staff and total initial software require-
ments as predictors, while super domain as categorical 
variables (D1, D2, D3).  
 
E = 173.2𝑥𝑥𝑥𝑥𝑥𝑥𝑄𝑄0.539𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆0.463(2.3𝐷𝐷1)(3.7𝐷𝐷2)(3.9𝐷𝐷3)   (3) 
 
Where: 
E  = Final development labor hours 
     REQ  = FUNC + EIF 
     Staff  = Initial peak staff in full-time equivalent 
 
And: 
FUNC = Initial Functional Requirements 
EIF  = Initial External Interface Requirements 
D1  = 1 if AIS, 0 if otherwise 
D2  = 1 if ENG, 0 if otherwise 
D3  = 1 if RTE, 0 if otherwise 
If D1, D2 and D3 are zero, Equation (3) predicts effort 
for the SUPP super domain 
 
 
Fig. 15 shows the transformed normal residual plot for 
equation (3).  Loglinear regression is valid for this model 
as its residuals approximate a straight line.  
 
 
Table 9 shows the statistical analysis for equation (3). 
The t-statistics suggests that all three variables are strongly 
correlated to effort; with no signs of multicollinearity. The 
small difference between adjusted and predicted R2 sug-
gest the model predicts new observations as well as it fits 
the existing data. This model shows higher adjusted R2 and 
lower MMRE than equations (1) & (2); signifying that this 
model achieves the highest accuracy and best fit when all 
three variables are added to the regression.  
 
Table 9 Regression Analysis Results for Equation (3) 
Coefficient Statistics Summary 
Term Coef T-Statistic P-value VIF 
Intercept 5.1543 12.7 0.0000  
REQ 0.5390 8.6 0.0000 1.7 
Staff 0.4631 5.2 0.0000 1.8 
D1 0.8362 3.3 0.0025 2.6 
D2 1.3025 4.9 0.0000 2.7 
D3 1.3696 5.5 0.0000 2.9 
 
Goodness-of-fit test 
SE R2 R2 (adj) R2 (pred) MMRE 
0.4198 89.46% 87.70% 84.74% 33.85% 
     
Analysis of Variance 
Source DF Sum of Sq. Mean Sq. F-stat 
Regression 5 44.8489 8.9698 50.90 
Residual  30 5.2861 0.1762  
Total 35 50.1350   
     
 
7.4 Schedule Model 4 
 
RQ4: Do initial software requirements relate to the final 
agile development schedule? 
 
Fig. 15. Normal Probability Plot for Equation (3) 
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Equation (4) predicts software development time (in 
months) for agile projects as a function of total initial soft-
ware requirements.   
 
𝑇𝑇𝑇𝑇𝑥𝑥𝑇𝑇 = 6.84𝑥𝑥𝑥𝑥𝑥𝑥𝑄𝑄0.202                                                                 (4) 
Where: 
TDEV = Final development time (in months) 
     REQ  = FUNC + EIF 
     
And: 
FUNC = Initial Functional Requirements 
EIF  = Initial External Interface Requirements 
 
Fig. 16 shows the transformed normal residual plot for 
equation (4).  Loglinear regression is valid for this model 
as its residuals follow approximate a normal distribution.  
 
 
Table 10 reports the coefficient statistics, goodness-of-fit 
test, and analysis of variance for equation (4). The high t-
statistics and low p-value suggests that initial software re-
quirements are strongly correlated to development time 
(TDEV). However, the low R2 is an indication that a sched-
ule model only based on initial software requirements does 
not fit the data well. Adding additional predictors to the 
model may increase the R2.  
 
Table 10 Regression Analysis Results for Equation (4) 
Coefficient Statistics Summary 
Term Coef T-Statistic P-value VIF 
Intercept 1.8998 4.89 0.0000 *** 
REQ 0.2029 3.16 0.0033 *** 
 
Goodness-of-fit test 
SE R2 R2 (adj) R2 (pred) MMRE 
0.5598 22.71% 20.44% 14.53% 46.66% 
     
Analysis of Variance 
Source DF Sum of Sq. Mean Sq. F-stat 
Regression 1 3.1306 3.1306 9.99 
Residual  34 10.6543 0.3134  
Total 35 13.7849   
 
7.5 Schedule Model 5 
 
RQ 5: Do initial software requirements along with  su-
per domain relate to final agile development schedule? 
 
Equation (5) predicts software development time (TDEV) 
for agile projects using total initial software requirements 
as predictor and super domain as categorical variable (D1, 
D2, D3).   
 
𝑇𝑇𝑇𝑇𝑥𝑥𝑇𝑇 = 1.64𝑥𝑥𝑥𝑥𝑥𝑥𝑄𝑄0.272(2.1𝐷𝐷1)(2.9𝐷𝐷2)(4.0𝐷𝐷3)                       (5) 
 
Where: 
TDEV = Final development time (in months) 
     REQ  = FUNC + EIF 
 
And: 
FUNC = Initial Functional Requirements 
EIF  = Initial External Interface Requirements 
D1  = 1 if AIS, 0 if otherwise 
D2  = 1 if ENG, 0 if otherwise 
D3  = 1 if RTE, 0 if otherwise 
If D1, D2 and D3 are zero, Equation (5) predicts effort 
for the SUPP super domain 
 
 
Fig. 17 shows the transformed normal residual plot for 
equation (5).  Loglinear regression is valid for this model 
as its residuals approximate a normal distribution.  
 
 
Table 11 shows the analysis results for equation (5). The 
t-statistics and p-values suggest that super domain is 
strongly correlated to effort, and low VIF values indicate 
no multicollinearity. The small difference between ad-
justed and predicted R2 indicates the model may predict 
new observations as well as it fits the existing data. This 
model shows higher adjusted R2 (20%  65%) and lower 
MMRE (46% 30%) compared to equation (4); signifying 
that adding super domain categorical variables improves 
its accuracy and fit.  
 
 
Fig.16. Normal Probability Plot for Equation (4) 
Fig. 17. Normal Probability Plot for Equation (5) 
Authorized licensed use limited to: NPS Dudley Knox Library. Downloaded on September 01,2021 at 21:55:31 UTC from IEEE Xplore.  Restrictions apply. 
0098-5589 (c) 2021 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more
information.
This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TSE.2021.3080666,
IEEE Transactions on Software Engineering
AUTHOR ET AL.:  TITLE 11 
 
 
Table 11 Regression Analysis Results for Equation (5) 
Coefficient Statistics Summary  
Term Coef T-Statistic P-value VIF 
Intercept 0.4980 1.40 0.1724  
REQ 0.2722 5.97 0.0000 1.2 
D1 0.7639 3.49 0.0015 2.5 
D2 1.0972 4.69 0.0001 2.7 
D3 1.4072 6.56 0.0000 2.8 
 
Goodness-of-fit test 
SE R2 R2 (adj) R2 (pred) MMRE 
0.3691 69.37% 65.42% 59.14% 30.07% 
     
Analysis of Variance 
Source DF Sum of Sq. Mean Sq. F-stat 
Regression 4 9.5625 2.3906 17.5514 
Residual  31 4.2224 0.1362  
Total 35 13.7849   
     
 
7.6 Schedule Model 6 
 
RQ6: Do initial software requirements along with initial 
peak staff and super domain relate to final agile soft-
ware development schedule?   
 
Equation (6) predicts software development time (TDEV) 
for agile projects using peak staff and total initial software 
requirements as predictors, while super domain as cate-
gorical variables (D1, D2, D3). 
 
𝑇𝑇𝑇𝑇𝑥𝑥𝑇𝑇 = 1.74𝑥𝑥𝑥𝑥𝑥𝑥𝑄𝑄0.345𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆−0.189(2.3𝐷𝐷1)(3.0𝐷𝐷2)(4.5𝐷𝐷3) (6) 
Where: 
TDEV = Final development time (in months) 
     REQ  = FUNC + EIF 
     Staff  = Initial peak staff in full-time equivalent 
 
And: 
FUNC = Initial Functional Requirements 
EIF  = Initial External Interface Requirements 
D1  = 1 if AIS, 0 if otherwise 
D2  = 1 if ENG, 0 if otherwise 
D3  = 1 if RTE, 0 if otherwise 
If D1, D2 and D3 are zero, Equation (5) predicts effort 
for the SUPP super domain 
 
 
Fig. 18 shows the transformed normal residual plot for 
equation (6).  Loglinear regression is valid for this model 










Table 12 shows the statistical analysis for equation (6). 
The t-statistics shows all three variables are strongly corre-
lated to TDEV; with no signs of multicollinearity. The 
small difference between adjusted and predicted R2 sug-
gests the model predicts new observations as well as it fits 
the existing data. This model shows higher adjusted R2 and 
lower MMRE than equations (4) & (5); suggesting that this 
model achieves highest accuracy and best fit when all three 
variables are added to the equation. 
 
Table 12 Regression Analysis Results for Equation (6) 
Coefficient Statistics Summary 
Term Coef T-Statistic P-value VIF 
Intercept 0.5585 1.7 0.0986  
REQ 0.3456 6.9 0.0000 1.7 
Staff -0.1896 -2.6 0.0135 1.8 
D1 0.8690 4.2 0.0002 2.6 
D2 1.0850 5.1 0.0000 2.7 
D3 1.5151 7.5 0.0000 2.9 
 
Goodness-of-fit test 
SE R2 R2 (adj) R2 (pred) MMRE 
0.3383 75.09% 70.94% 63.24% 27.50% 
     
Analysis of Variance 
Source DF Sum of Sq. Mean Sq. F-stat 
Regression 5 10.3508 2.0702 18.08 
Residual  30 3.4340 0.1145  
Total 35 13.7849   
     
 
7.7 Agile vs Traditional Development Performance  
 
RQ 7: How do agile and traditional processes compare 
for productivity, velocity, and cost overruns in DoD? 
 
This section shows how agile compares to traditional soft-
ware development projects in terms of productivity, veloc-
ity, and overruns. We analyzed data from 36 agile projects. 
The other portion of the DoD project data for traditional 
development processes (waterfall) was examined similarly 
Fig. 18.  Normal Probability Plot for Equation (6) 
Authorized licensed use limited to: NPS Dudley Knox Library. Downloaded on September 01,2021 at 21:55:31 UTC from IEEE Xplore.  Restrictions apply. 
0098-5589 (c) 2021 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more
information.
This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TSE.2021.3080666,
IEEE Transactions on Software Engineering
12 IEEE TRANSACTIONS ON JOURNAL NAME,  MANUSCRIPT ID 
 
as it used the same instrument [8] and variable definitions.  
The caveat is the uneven sample of 36 for agile vs. 176 for 
traditional. Though not the focus of this study, the two 
groups allowed for comparisons in terms of productivity, 
team’s velocity, and cost overruns.  The comparative re-
sults are summarized below: 
 
Productivity: Fig. 19 compares the median productivity be-
tween agile and traditional software development. 
Productivity is measured as the actual hours per initial 
software requirements. Based on this comparison, agile 
software projects appear to take slightly less effort to de-
velop a software functionality. However, this result is in-
conclusive  
 
Team Velocity: Fig. 20 compares the median team’s rate of 
progress (velocity) between agile and traditional software 
development. Velocity is defined as the total initial soft-
ware requirements per the actual development months. 
Based on the box and whisker plots, agile software projects 
appear to take less time to complete than projects using tra-
ditional methods.  
 
 
Effort Overrun: Fig. 21 compares the median percent effort 
overrun (from contract award to completion) between ag-
ile and traditional projects in DoD. Agile software projects 
seem to experience slightly less overruns than traditional. 
Based on this comparative analysis, project managers 
might consider adopting agile methodologies to control 




7.8 Discussion of Results 
The resulting statistics add insight to the notion that initial, 
as opposed to final, software requirements, when defined 
as functional and external interface requirements in the 
SRS and IRS, is good at predicting effort and time for DoD 
agile projects.  
The multi-variable models ((3) & (6)) based on require-
ments, peak staff and super domain as inputs, perform bet-
ter than single-variable models ((1) & (4)) using require-
ments alone to predict effort or schedule.  
The boxplot charts suggest that agile software projects 
in the DoD appear to perform better than traditional in 
terms of controlling effort overruns and minimizing devel-
opment time (velocity).  Agile software projects appear to 
perform slightly better than traditional in term of produc-
tivity gains. Whether agile development is more effective 
than traditional in general remains unanswered as differ-
ences are not significant. 
 
7.9 Model usefulness and limitations 
The models in this study are useful for effort and schedule 
estimates at proposal evaluation or before. Since these 
models were derived using OLS in log-space, the output 
represents the median estimate, at the 50% confidence 
level, and uncertainty distribution shape is lognormal. To 
assess the uncertainty in the different models, the model 
results should be displayed as a 95% confidence interval 
rather than a single value. Many statistical packages will 
calculate a confidence interval (upper bound, median, 
lower bound) based on the model's output (median), 
standard error (SE), specified confidence level (95%), sam-
ple size (36), and degrees of freedom (DF).  
   The confidence intervals derived from these models can 
help program managers independently assess whether 
their software development contract is in breach status.  
For example, if the contract's latest revised schedule or cost 
estimate exceeds the confidence interval's upper bound, 
the acquisition decision authority may declare a contract 
Fig.20. Team Velocity Comparison 
Fig. 19. Productivity Comparison 
Fig. 21. Effort Overrun Comparison 
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breach or restructure the program. 
 
7.10 Threats to Validity 
Possible threats to validity may be internal, external or con-
structive. These are summarized next. 
 
Internal Validity Threats: 
• The dataset timeframe (2008-2019) raises potential is-
sues as the earlier projects (2008, 2010, 2013) were de-
veloped using agile processes tailored to fit the devel-
oper’s need. It is likely that agile processes evolved 
during the 11-year timeframe. 
• This study is on frameworks commonly considered 
“agile” and a focus on only one of the frameworks may 
produce different results.  
• The developers “self-reported” the data in the SRDR 
questionnaire. We verified 80% (29 out of 36) of the 
project data by contacting the developers and follow-
ing up for additional information.  Whether the unver-
ified projects (20%) are accurate remains unanswered. 
External Validity Threats: 
• The data from this study came from DoD contracts 
that exceeded $50M USD in value for the total contract. 
The performance of these large companies may not be 
generalizable to other organizations. 
• The initial software requirement counts came from 
SRS and IRS, a common artifact in DoD acquisition. 
Non-DoD organizations may not use an SRS to state 
their requirements at early phase. 
• These models proved to be effective in estimating total 
development hours and duration for agile projects re-
ported at the release level in the DoD. However, we 
cannot generalize beyond this group for several rea-
sons. First, majority of the projects were developed us-
ing Scrum and none in XP. Second, the initial software 
requirements were developed at a high-level and only 
included functions and interfaces. Third, models may 
not be suitable for projects using DevOps as the re-
ported effort in the dataset does not capture sustain-
ment activities.   
Construct Validity Threats: 
• A sample size of 36 agile projects poses a threat to sta-
tistical conclusion as it does not allow for detecting ef-
fects with greater power. A larger sample size is 
needed for confirmatory hypothesis testing. 
• The small sample size of agile projects also prevents a 
definitive determination of whether agile develop-
ment outperforms traditional development in terms of 
productivity, velocity or overruns. 
• Projects in this study reported their initial software re-
quirements using the traditional SRS and IRS tem-
plates. After contract award, those initial requirements 
were rewritten into stories and continuously refined 
using agile processes.  Whether the projects should be 
classified as agile or hybrid agile remains debatable.  
 
8 CONCLUSION 
The results add insight to the notion that initial, as opposed 
to final, functional plus external interface requirements, 
when treated as sizing input along with a super domain 
categorical variable, are effective in predicting software de-
velopment effort and schedule of DoD agile projects early 
in the lifecycle; at the time when mainstream agile sizing 
metrics are not available for estimation in DoD and 
budget/schedule baselines are being established. The 
models can be used for building independent government 
cost estimates needed by contract officers before the Re-
quest For Proposal (RFP) cycle. 
The results also suggest that DoD contractors should 
consider adding peak staff along with initial software re-
quirements (as defined in this study) and super domain as 
inputs when building effort and schedule models for their 
agile project cost proposal. These three inputs are generally 
obtained from: contract proposals (i.e. peak staff), request 
for proposals (i.e. super domain), and government pro-
vided requirements (i.e. initial software requirements).  
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