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suggesting changing predictive skill dependent on sign and 
amplitude of the anomaly. The results confirm the impor-
tance of realistic sea ice initial conditions for seasonal fore-
casts. However, correlations do seldom exceed 0.6 indicating 
that Arctic sea ice variations can only explain a part of winter 
climate variations in northern mid and high latitudes.
Keywords Arctic climate · Regional sea ice variations · 
Arctic–midlatitude interaction · Seasonal prediction
1 Introduction
Observations of the last decades indicate an ongoing climate 
change in the Arctic. The observed warming of near surface 
temperature in the Arctic is twice or more the rate of the 
global mean warming in the last decades (Stocker et al. 2013; 
Richter-Menge and Jeffries 2011). Ice-albedo feedback (Ser-
reze et al. 2009; Screen and Simmonds 2010a, b), changes 
in clouds and water vapour (Graversen and Wang 2009; Liu 
et al. 2008), enhanced meridional energy transport in atmos-
phere (Graversen et al. 2008) and ocean (Koenigk and Bro-
deau 2014) and the vertical mixing in Arctic winter inversion 
(Bintanja et al. 2011) are likely contributors to this Arctic 
warming amplification. Snow cover on the Arctic continents 
is subject to extreme changes (Brown and Robinson 2011) 
and Arctic Ocean sea ice cover and volume have dramatically 
been reduced (Comiso et al. 2008; Devasthale et al. 2013).
Global and regional future model simulations indicate 
an accelerated Arctic climate change in the next decades 
(Chapman and Walsh 2007; Vavrus et al. 2012; Koenigk 
et al. 2011, 2013) with a potential total loss of Arctic sea 
ice in late summer until the middle of the twenty first cen-
tury (Holland et al. 2010; Massonnet et al. 2012; Wang and 
Overland 2013).
Abstract Seasonal prediction skill of winter mid and high 
northern latitudes climate from sea ice variations in eight 
different Arctic regions is analyzed using detrended ERA-
interim data and satellite sea ice data for the period 1980–
2013. We find significant correlations between ice areas in 
both September and November and winter sea level pres-
sure, air temperature and precipitation. The prediction skill 
is improved when using November sea ice conditions as pre-
dictor compared to September. This is particularly true for 
predicting winter NAO-like patterns and blocking situations 
in the Euro-Atlantic area. We find that sea ice variations in 
Barents Sea seem to be most important for the sign of the 
following winter NAO—negative after low ice—but ampli-
tude and extension of the patterns are modulated by Green-
land and Labrador Seas ice areas. November ice variability 
in the Greenland Sea provides the best prediction skill for 
central and western European temperature and ice variations 
in the Laptev/East Siberian Seas have the largest impact on 
the blocking number in the Euro-Atlantic region. Over North 
America, prediction skill is largest using September ice 
areas from the Pacific Arctic sector as predictor. Compos-
ite analyses of high and low regional autumn ice conditions 
reveal that the atmospheric response is not entirely linear 
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Sensitivity studies using climate models showed that ice 
anomalies in the Atlantic Arctic sector can affect the large-
scale atmospheric circulation (Magnusdottir et al. 2004; 
Alexander et al. 2004; Kvamstö et al. 2004; Koenigk et al. 
2006). Recent studies based on both observational based 
data sets and model simulations indicated a connection 
between variations of late summer Arctic sea ice extent and 
winter mid-latitude conditions (Petoukhov and Semenov 
2010; Francis et al. 2009; Yang and Christensen 2012; 
Overland and Wang 2010; Hopsch et al. 2012; Garcia-Ser-
rano and Frankkignoul 2014). Most of these studies found 
that a reduction or negative anomaly in late summer sea ice 
extent leads to winter atmospheric circulation anomalies 
resembling the negative phase of the North Atlantic Oscil-
lation (NAO) and thus to cold mid-latitude winters. How-
ever, controversy exists regarding the magnitude of these 
effects and the underlying mechanisms. Furthermore, most 
studies focused either on the entire northern hemispheric 
(NH) ice extent or on the Barents Sea area, which is an 
area with extremely large ocean to atmosphere heat fluxes 
(Simonsen and Haugan 1996; Årthun and Schrum 2010), 
as predictors. It has not been shown yet that these indices 
are most promising for all mid and high latitude regions. 
Similar NH ice anomalies could occur due to very different 
spatial ice patterns—e.g. September 2007 and September 
2012 ice distributions differed strongly (Devasthale et al. 
2013)—leading to different anomalies of the related ocean 
to atmosphere heat fluxes. It has also been noticed that 
ice anomalies with opposite sign occur at the same time, 
e.g. positive ice anomalies in the Labrador Sea and nega-
tive anomalies in the Barents Sea during a positive NAO. 
Such ice distributions might lead to an amplification of the 
atmospheric response or could reduce the signal but in any 
case make the interpretation of the signal difficult.
Here, we systematically analyze the impact of autumn 
ice variations in eight different sub regions of the Arctic, 
one of them being the entire Arctic, on mid and high-lati-
tude climate in the following winter using reanalysis data 
and satellite sea ice data. We discuss how the predictability 
depends on the region and the month used for prediction. 
The article is organized as follows: after the introduction, 
a description of the used data and methods will be given. 
Thereafter, we will present the results and possible mech-
anisms in Sects. 3 and 4, discuss caveats of this study in 
Sect. 5 and end with a conclusion.
2  Data and methods
2.1  Data
In this study, we use ERA-Interim reanalysis data for all 
atmospheric variables and sea ice concentration at 0.25° 
resolution from the Ocean and Sea Ice Satellite Application 
Facility (OSI-SAF) data set (Eastwood et al. 2011). Differ-
ences exist between different satellite-derived sea ice data 
sets (Notz et al. 2013) and to our knowledge, the OSI-SAF 
sea ice data set has not been used so far in any of the existing 
studies on Arctic–mid latitude linkages. The ERA-Interim 
reanalysis is the latest in a series of reanalysis products from 
the European Centre for Medium Range Weather Forecast-
ing (ECMWF, Dee et al. 2011). Reanalysis constitutes an 
optimal blend of model data and observations. ERA-Interim 
is based on cycle Cy31r2 of the ECMWF forecast model 
(Cy31r2) and is run at a spectral resolution of T255 with 60 
hybrid-coordinate levels. It represents a newer generation of 
reanalysis relative to the ERA-40 reanalysis product from 
the ECMWF (Uppala et al. 2005), and many aspects of both 
the model and assimilation systems have been improved 
(see Dee et al. 2011 for a detailed account of model changes 
between ERA-40 and ERA-Interim).
However, one has to keep in mind that the Arctic is a 
data sparse region. Thus, to the extent that observations are 
not available in the Arctic, the data assimilation obviously 
provides less value, although effects from more southerly 
locations with better observational coverage should have a 
positive impact. A study by Jakobson et al. (2012) showed 
that the ERA-Interim reanalysis data is the most reliable 
reanalyses data set for the Arctic.
The main focus of our study is on the period 1980–2013. 
However, to further analyze the robustness of the results 
found in this study, we also used NCEP/NCAR reanalysis 
data (Kalnay et al. 1996) and sea ice data (Chapman and 
National Center for Atmospheric Research Staff 2013) for 
the period from 1960 onward.
2.2  Methods
We analyzed the relationship between Arctic sea ice varia-
tions in September, October and November and variations 
of atmospheric variables in the following winter season 
using lag-correlation and composite techniques. We per-
formed these analyses for sea ice area variations in eight 
different Arctic regions (the entire Arctic and seven sub-
regions, definition and abbreviations used in this study are 
given in Table 1).
The advantage of the composite pattern approach over 
correlation/regression analysis is that no assumption about 
the relationship between the variables is associated. There-
fore nonlinear relationships can be detected as well. A dis-
advantage of the composite analysis is the subjective choice 
of the subsets and in our case, the small number of events. 
We thus used different criteria for the subsets ranging from 
ice anomalies exceeding 0.5 to 1 standard deviation. How-
ever, we will focus on the results using the 0.75 standard 
deviation criteria.
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Since the aim of this study is to investigate seasonal 
predictability, all data have been detrended before apply-
ing statistical methods. Detrending of relatively short 
time series, which might even be subject of decadal or 
longer natural variations, is a difficult task. We tested two 
different ways of detrending. The first approach was to 
subtract the linear trend over the entire period (1980–
2013) as done in Hopsch et al. (2012). The second one 
was to subtract the linear trend separately for the periods 
1980–1999 and 2000–2013. The reason for this is that 
the trend of sea ice area in the Arctic seems to be non-
linear and several sub-regions show an accelerated nega-
tive ice trend after 1999 (Figs. 1, 2). We will focus on 
results using the second approach since a linear detrend-
ing over the entire time period leads in a few sub-regions 
to a large number of positive anomalies in the middle of 
the time series (Fig. 1), which would affect both calcula-
tions of correlations and composites. Although we cannot 
totally exclude the possibility that large multi-decadal 
variations lead to high ice values exactly in the middle 
of the ERA-interim period, we consider this as unlikely. 
However, the main conclusions from this study do not 
change when using the first approach, although the rela-
tionship between sea ice anomalies and following atmos-
pheric response are somewhat different in a few regions. 
In general, we find a slightly reduced signal using our 
second approach. This might indicate that subtracting the 
linear trend over the entire 1980–2013 period could lead 
to overconfidence of the predictability arising from sea 
ice variations.
The significance at each grid point has been calcu-
lated using a student t test (von Storch and Zwiers 1999). 
Assuming 34 degrees of freedom and a normal distribution, 
correlations are significant at the 95 % level, if the correla-
tion coefficient reaches 0.36 (0.30 for 90 % significance). 
Note, that this assumption is not entirely correct for all grid 
points. While the autocorrelation at a lag of 1 year is very 
small for the sea ice areas and sea level pressure (SLP), 
autocorrelations of air temperature reach up to 0.5 over 
some ocean regions. In these regions, the effective num-
bers of freedom is reduced and thus the correlations coef-
ficient needed to reach 95 % significance is increased. The 
assumption of a close to normal distribution is commonly 
made for SLP, air temperature and ice area variations; no 
clear limitation is existing at the lower or upper end as it is 
the case for precipitation or sea surface temperature distri-
bution. For simplicity and due to the spatial limitations of 
the areas with larger autocorrelations, we will mark in our 
figures all values exceeding a correlation coefficient of 0.36 
as significant.
For the composites we assumed that the sample is dis-
tributed as N(a, σ2) with unknown variance σ2. We calcu-
lated if the mean of the sample a is different from zero, 
using a Student t test.
3  Results
The Arctic sea ice area shows large interannual varia-
tions and a negative trend over the 1980–2013 period 
(Fig. 2). The reduction is accelerated since year 2000 
both in September and November. The sea ice area varia-
tions and trends differ substantially among different Arctic 
sub-regions.
The September NH ice area is highly correlated with ice 
area variations in the Laptev/East Siberian Seas (LAPSIB), 
Chukchi/Bering Seas (CHUBER) and Beaufort Sea 
(BEAU) (Table 2, upper right). These areas show a similar 
temporal evolution of the trend (Fig. 2). Other significant 
correlations among ice areas occur between Barents/Kara 
Seas (BAKA)–Central Arctic (CARC), LAPSIB–CHU-
BER and CHUBER–BEAU. Adjacent regions tend to be 
slightly better correlated than regions far away from each 
Table 1  Arctic sub-regions used in this study
Region Abbreviation Area
Northern Hemisphere NH 0–90N, 0E–360E
Barents/Kara Seas BAKA 70–82N, 15E–100E
Greenland Sea GREEN 50–75N, 40W–15E
Labrador Sea/Baffin Bay LAB 55–80N, 70W–40W
Laptev/East Siberian Seas LAPSIB 70–82N, 100E–180E
Chukchi/Bering Seas CHUBER 50–82N, 170E–160W
Beaufort Sea BEAU 70–82N, 160W–90W
Central Arctic CARC 80–90N, 0–360E
Fig. 1  September (black) and November (green) Northern Hemi-
sphere sea ice area anomalies after linear detrending over the entire 
period (solid) and piecewise detrending over the periods 1980–1999 
and 2000–2013 (dashed)
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other. Note, that the CARC area overlaps somewhat with 
the surrounding areas and that there is almost no sea ice in 
the Labrador Sea region (LAB) in September.
In fall, refreezing of sea ice restarts, which changes the 
correlations among regions. In November, the NH ice area 
is not any more significantly correlated with LAPSIB and 
CHUBER. Correlation to BEAU ice area is still high and 
correlations with Atlantic sector ice areas (BAKA, GREEN, 
LAB) are now significant. Ice area in CARC shows similar 
correlations with the other subareas as NH and also ice area 
in BEAU is significantly positively correlated to the sea ice 
areas in GREEN and LAB.
Fig. 2  September (black) and 
November (green) ice area in 
(1012 m2) in all sub regions for 
the period 1980–2013
Table 2  Correlations among 
ice areas in the Arctic sub-
regions in September (upper 
row of each box, italic) and 
correlations among November 
Arctic sub-regions ice area 
variations (lower row of each 
box)
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In Sect. 3.1, we analyze the linear relationship between 
sea ice anomalies in September and November and mid and 
high latitude climate in the following winter by performing 
lagged correlation analyses. Section 3.2 analyzes compos-
ites of anomalously high and low sea ice areas to extract 
non-linear signals in the atmospheric response.
3.1  Linear response of winter atmosphere to autumn 
sea ice anomalies
3.1.1  Sea level pressure
Figure 3 shows the lag-correlation between September 
ice area anomalies in the Arctic sub-regions and winter 
mean (December, January, February, DJF) SLP anoma-
lies. The SLP response is largest after sea ice anomalies 
in BAKA and BEAU. After large ice extents in BAKA, 
significantly negative SLP anomalies occur from Iceland 
across Scandinavia toward Siberia with maximum correla-
tion coefficients of about −0.6. At the same time, a band 
with partly significant high pressure anomalies occurs fur-
ther to the south, particularly over Central Asia and the 
North Pacific. This response is substantially different to 
the NAO like response, which has been reported in for-
mer studies (Hopsch et al. 2012; Petoukhov and Semenov 
2010). However, subtracting the linear trend over the entire 
period 1980–2013, we get a SLP-response, which could be 
characterized as a slightly eastward shifted NAO pattern 
(not shown).
After ice anomalies in the Beaufort Sea, a significant 
signal occurs over the northeastern Pacific and over the 
subtropical Atlantic. A positive correlation can be seen over 
parts of western and central Europe.
The correlation of SLP with ice anomalies in the Green-
land Sea is significantly negative over northwestern Europe 
and positive over the Caspian Sea area, northern China and 
northeastern Canada. Interestingly, the areas with posi-
tive correlation over Asian regions are exactly those areas 
where the positive correlation of SLP with sea ice in BAKA 
is low. Also subtropical Pacific areas are significantly posi-
tively correlated to the Greenland ice area.
The linear relation between winter SLP and September 
ice in the other Arctic areas is predominantly small. How-
ever, CARC and NH correlations versus SLP show simi-
lar correlation patterns over Eurasia as BAKA but smaller 
values. The similarities for CARC and BAKA might be 
explained by the fact that September ice areas in BAKA 
and CARC are significantly correlated. However, the cor-
relation between NH and BAKA ice areas is small.
In contrast to a recent study by Garcia-Serrano and 
Frankkignoul (2014) who found similar predictive skills 
for the Euro-Atlantic region using sea ice in September, 
October and November, Fig. 4 shows increased correla-
tions between November sea ice areas and winter SLP. In 
Fig. 3  Correlation between September sea ice area and SLP in the following winter (DJF) in the period 1980–2013. All data are detrended. 
Black lines indicate significance at the 95 % level
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particular, we see now a strongly pronounced NAO-like 
pattern following BAKA ice anomalies (positive NAO 
after positive ice anomalies). This agrees quite well with 
a recent study by Scaife et al. (2014) who found that ini-
tialization of sea ice in the Kara Sea is important for pre-
dicting the NAO of the following winter. We find simi-
lar—but less pronounced—correlation patterns between 
SLP and preceding ice in NH and CARC. November ice 
area in LAPSIB is significantly negatively correlated with 
winter SLP over Europe and eastern Asia and positively 
correlated over northern Canada. While the correlation pat-
tern between SLP and GREEN ice area remains relatively 
similar in September and November, the high negative cor-
relation of September BEAU ice and winter SLP over the 
eastern North Pacific disappears using November sea ice. 
This might be caused by strongly reduced sea ice variations 
in the Beaufort Sea in November compared to September 
(Fig. 2).
3.1.2  Blocking
Intensive and long lasting blockings, occurring in the 
Euro-Atlantic sector, are in winter related to extremely 
cold conditions while in summer they are associated with 
severe heat waves, for example the heat wave in summer 
2003 over central Europe (Schär et al. 2004) and in sum-
mer 2010 over the central part of Russia (Barriopedro et al. 
2011). Impacts of such intensive blocking events are also 
felt outside of the European region as for example heavy 
flooding in Pakistan in summer 2010 caused by the same 
long-lasting blocking (about 40 days) over central Russia 
(Lau and Kim 2012). Although, mechanisms of blocking 
formation in the Euro-Atlantic sector have been intensively 
studied during the last few decades (e.g. Nakamura et al. 
1997; Orsolini and Nikulin 2006), seasonal forecasting of 
blocking events is still a challenging task.
In this study, blocking statistics are estimated following 
the methodology of Tibaldi and Molteni (1990) with modi-
fications introduced by Barriopedro et al. (2006). First, all 
blocked longitudes are identified for each day using two 
geopotential height gradients (40°–60°N and 60–80°N) at 
the 500 hPa level as the main criteria and then temporal and 
spatial filters are applied to isolate only blocking events, 
which last more than 5 days and have spatial extensions 
of more than 10° of longitudes. Using the temporally- and 
spatially-filtered blocked longitudes and days we estimate 
a number of single blocking events over the Euro-Atlantic 
sector (60°W–60°E).
Figure 5 shows the lag correlation between sea ice con-
centration in September and November and blocking num-
ber in the following winter. In September, in most areas, the 
correlations are relatively low and not significant. The same 
is true for October (not shown). Only sea ice concentra-
tion in the East Siberian and Chukchi Seas show significant 
impact on the blocking number; reduced ice concentration 
in September in this region is related to more blockings 
Fig. 4  The same as Fig. 3 but for November sea ice area
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over the Euro-Atlantic area in the following winter. When 
approaching the winter, in November, sea ice concentration 
is substantially stronger correlated with the winter block-
ing number over the Euro-Atlantic area. Along almost the 
entire Siberian coast, negative ice concentration anomalies 
lead an increased number of winter blockings. Comparing 
to Fig. 4, we find that the winter SLP response to reduced 
ice in these areas resembles a winter blocking pattern over 
the Euro-Atlantic region.
3.1.3  Air temperature
The linear relationship between winter T2m and preceding 
autumn sea ice area anomalies are shown in Figs. 6 and 7. 
The T2m signal is at least partly dominated by the SLP 
response to ice anomalies. September BAKA ice area is 
significantly positively correlated to winter T2m over large 
parts of mid-latitudes of eastern Europe and Asia. This 
agrees well with findings from previous studies (Petoukhov 
Fig. 5  Correlation between 
September (left) and November 
(right) sea ice concentration 
and the following winter (DJF) 
blocking number in the Euro-
Atlantic area (left). All data are 
detrended. Black lines indicate 
significance at the 95 % level
Fig. 6  Correlation between September sea ice area and T2m in the following winter (DJF) in the period 1980–2013. All data are detrended. 
Black lines indicate significance at the 95 % level
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and Semenov 2010; Yang and Christensen 2012). This 
response is very likely caused by advection of warm air 
from the west into these regions (compare Fig. 3). Positive 
correlations with T2m over Asia can also be found for NH 
and CARC ice areas; however, as for SLP, the correlations 
are smaller and only locally significant compared to BAKA 
ice area. Instead, significant correlations occur over parts 
of the United States and over northern Canada (with NH 
ice area). The so called “warm Arctic–cold mid-latitude 
pattern” after low September ice area, which has been 
reported in several other recent studies (Overland et al. 
2011; Inoue et al. 2012; Petoukhov and Semenov 2010) is 
not very pronounced in our analysis although low Septem-
ber BAKA ice area is also followed by warm temperatures 
in the BAKA area itself. One reason for this might be that 
we use detrended data while many other studies analyzed 
differences between the last decade with strongly reduced 
NH ice and the decades before.
September Greenland ice area is significantly posi-
tively correlated with winter T2m over western and cen-
tral Europe and negatively correlated over Labrador and 
Irminger Seas and parts of Greenland as well as over the 
northern North Pacific.
Predictive skill for the North American land areas is 
mainly provided by ice variability in the Pacific Arctic 
sector: Ice variations in BEAU provide significant predict-
ability over parts of Alaska and Canada and over the North 
Pacific. LAPSIB ice area is positively correlated with T2m 
over large areas in Canada. September ice in CHUBER 
shows significantly positive correlations with winter T2m 
over northern Canada.
Similar to SLP, the T2m signal to November ice anom-
alies in a number of Arctic sub-regions is getting larger 
compared to September, particularly over the Atlantic–
Europe–Asia area (Fig. 7). The NAO like pattern related to 
November ice anomalies in BAKA, NH and CARC leads 
to positive correlations with winter T2m over large parts of 
northern Europe and Siberia. The area of positive correla-
tions moves northward compared to the September corre-
lations (compare Fig. 6). Over southern Europe, negative 
correlations occur, most pronounced for BAKA sea ice. 
BAKA ice is also positively correlated to T2m over the 
central United States and NH ice area is significantly cor-
related to T2m over an area from the Labrador Sea/Baffin 
Bay towards northeastern Canada.
High positive correlations are found between November 
GREEN ice area and winter T2m over large parts of Europe. 
Significantly negative correlations with LAPSIB ice occur 
in a band from North America across the North Atlantic and 
northwestern Europe to Kara and Laptev Sea. At the same 
time, positive correlations can be seen from southeastern 
Europe across Asia to northern China and the Pacific Ocean. 
November sea ice area variations in BEAU and CHUBER 
do not provide improved predictions compared to Septem-
ber. Sea ice in LAB is locally highly negatively correlated 
with winter T2m over the LAB area itself and surroundings.
Fig. 7  The same as Fig. 6 but for November sea ice area
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3.1.4  Precipitation
The impact of November sea ice variation on winter pre-
cipitation (P) is shown in Fig. 8. The pattern is more scat-
tered and significant areas are smaller as for T2m and SLP. 
In general, the response of P over land areas away from 
the coastlines is quite small. Here, we will only mention 
the largest areas with significant correlations: Correlations 
versus BAKA, NH and CARC ice areas show positive val-
ues over the Nordic Seas and parts of northern Europe and 
negative values over southwestern Europe and adjacent 
North Atlantic areas. Over the Arctic Ocean and parts of 
the Siberian coast, P and preceding ice areas are positively 
correlated. After positive ice anomalies in CHUBER and 
LAPSIB, western and central Europe experience more P as 
usual and northern Africa below normal P. Ice variations in 
the Labrador Sea affect southeastern Europe and the Mid-
dle East and the east coast of North America.
3.2  Non‑linear atmospheric response to autumn ice 
anomalies
It is still an unsolved question whether the atmospheric 
response to sea ice anomalies is linear. Liptak and Strong 
(2014) showed, performing sensitivity experiments with the 
atmosphere model CAM, a similar response of the NAO to 
both negative and positive sea ice anomalies in the Barents 
Sea. Caian et al. (submitted) using ERA-interim data indi-
cated an increasingly nonlinear SLP-pattern for very high 
and low NAO states. These results indicate that the pre-
dictability might depend on the state of the regional or 
pan-Arctic ice anomalies. In the following, we discuss the 
response of winter SLP and T2m to positive and negative 
autumn sea ice anomalies. We will focus on the response to 
November as November ice variations showed the highest 
predictive skill using correlation analysis in Sect. 3.1. As 
before, detrended values will be used.
3.2.1  Sea level pressure
Figure 9 shows the winter SLP anomalies after preceding 
November sea ice anomalies in the different Arctic regions 
exceeding ±0.75 standard deviation.
The SLP response to high ice in all areas except for 
LAB, LAPSIB and BEAU is dominated by low SLP over 
the Nordic Seas and Arctic Ocean and higher SLP over 
the mid-latitude Euro-Atlantic and Pacific areas. The exact 
position and extension of the anomalies vary depending 
on the predictor sub-region. The SLP anomalies reach up 
to ±4 hPa in several areas but due to the small number of 
cases and high atmospheric variability in winter, the 95 % 
significance level is not reached in all these areas with large 
response. The most significant SLP response appears after 
high ice area in CHUBER. The relatively similar response 
Fig. 8  Correlation between November sea ice area and precipitation in the following winter (DJF) in the period 1980–2013. All data are 
detrended. Black lines indicate significance at the 95 % level
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after high ice in many areas would lead to the conclusion 
that it might not matter too much where exactly the sea ice 
anomaly is situated in the high ice case or that the Arctic 
sea ice patterns are rather similar for high ice anomalies in 
most of the regions. This will be discussed more in Sect. 4. 
Interestingly, the response after high ice in LAPSIB is 
almost reversed over the North Atlantic–European Arctic 
area compared to the signal after high ice in most other 
areas. This is particularly striking since November ice area 
in LAPSIB is relatively well correlated to both NH and 
CHUBER ice area. Furthermore, it would mean that the 
LAPSIB area is special compared to the other areas and it 
is not sufficient to have large positive ice anomalies some-
where in the Arctic for predicting winter atmospheric circu-
lation anomalies in the North Atlantic–Arctic region.
Over the Pacific, the strongest response occurs after pre-
ceding high ice area in CHUBER and CARC. In contrast 
to the Atlantic–European Arctic area, the response to high 
LAPSIB ice anomalies has the same sign as after high ice 
in the other areas.
Fig. 9  SLP anomalies (in hPa) in the winter (DJF) after a November with high (a–h) and low (i–p) sea ice area exceeding ±0.75 standard devi-
ation. All data are detrended. Black lines indicate significance at the 95 % level
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The SLP anomaly patterns after low ice anomalies 
show a relatively high degree of symmetry to the high ice 
response for most sub-regions. However, the SLP response 
to low ice is less uniform and depends more on the region 
of the ice anomaly. After low ice in BAKA and CARC, we 
find a very strong negative NAO pattern, which is highly 
significant. This can be explained by the relatively high 
correlation between ice area in CARC and BAKA (Table 1) 
and particularly the low composites of BAKA and CARC 
consist of almost the same cases. The SLP signal to low 
NH ice is similar but less pronounced. The signal to low 
ice in CHUBER is not symmetric to the high ice case and 
shows almost no significance. After low LAPSIB ice, SLP 
is strongly reduced over the Nordic Seas and Arctic Ocean 
and significantly above normal from Newfoundland across 
the North Atlantic towards Central Europe and further to 
Siberia. Thus, the response to LAPSIB ice is again almost 
reversed to BAKA, NH and CARC, although the anomalies 
are slightly shifted towards the North Pole.
The anomaly patterns do not substantially change if 
we consider all cases exceeding ice anomalies of 0.5 or 1 
standard deviation instead (not shown). This might indicate 
Fig. 10  The same as Fig. 9 but for T2m anomalies (in Kelvin)
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that the asymmetric responses, which we find in a few of 
the areas are not only a feature of subsampling and that 
predictability of next winter atmospheric circulation might 
depend on the sign of the ice anomaly.
3.2.2  Air temperature
The response of winter T2m to severe ice conditions in the 
preceding November (Fig. 10) is strongly governed by the 
related SLP-response (compare Fig. 9). This leads to above 
normal temperatures in many European and Asian regions. 
However, amplitude and position of the anomalies differ. 
The most significant responses occur in eastern and north-
eastern Europe after high ice in CHUBER, in central and 
northern Europe after high ice in GREEN. In contrast, after 
high ice in LAPSIB, northern Europe and parts of Siberia 
are colder than normal while southeastern Europe experi-
ences above normal temperatures.
Over North America, we find significantly negative 
anomalies in the northeast after high ice in NH and LAB 
and positive anomalies related to high ice in LABSIB, cold 
anomalies in central North America related to BEAU ice 
area, warm anomalies after high ice in BAKA in western 
United States and in Canada after high ice in GREEN.
For the low ice case, we find the largest and almost iden-
tically T2m signals after low ice in BAKA and CARC with 
significantly cold anomalies from mid-latitude North Atlan-
tic over northern Europe across most of northern and mid-
latitudes of Asia. In eastern Siberia and Alaska, it is warmer 
than normal while further south over North America, a sig-
nificantly cold anomaly occurs. Over the Greenland area 
and southern Europe/northern Africa region, significantly 
positive anomalies appear. The T2m response after low ice 
in LAPSIB is symmetric to the high ice case but amplitudes 
and significances are higher. Low ice in BEAU leads to a 
checkerboard pattern with positive anomalies over North 
America and central Siberia and cold anomalies over 
Europe and the northeastern Asia, Bering Sea area.
In the following, we analyze how often the simple fore-
cast that temperature is warmer (colder) than normal in the 
winter following an autumn ice anomaly exceeding ±0.75 
standard deviation would have been successful in the period 
1980–2013 (Tables 3, 4 for September ice and November 
ice as predictor, respectively). We perform this forecast 
for nine different land areas in mid and high northern lati-
tudes. If at least 75 % of the cases show the same sign of 
the signal we marked the forecast bold in the table and call 
it in the following skillful. Note, that the 75 %-level is an 
Table 3  Number of winters 
(DJF mean) in the land areas 
on the left side with positive 
T2m anomaly after positive 
(top row of each box) and 
negative (bottom row of each 
box) September ice anomalies 
exceeding ±0.75 standard 
deviation
The number behind the denominator indicates the total number of events exceeding +0.75 (−0.75) stand-
ard deviation. “N1/N2” means e.g. that N2 cases with September ice anomalies exceeding +0.75 (−0.75) 
standard deviation exist and N1 out of N2 cases are followed by a positive (negative) temperature anomaly 
in the following winter. If 75 % or more of the cases (N1/N2 ≥ 0.75) are warmer or colder than normal, the 
numbers are marked bold
Pos ice ≥ 0.75 std
Neg ice ≤ 0.75 std
NH BAKA GREEN LAB LAPSIB CHUBER BEAU CARC
Cent-West Europe 3/7 4/7 8/10 2/5 2/6 7/8 4/7 4/7
45–55N, 5W–20E 4/11 3/6 1/6 2/3 5/9 5/7 2/6 3/5
North Europe 3/7 3/7 5/10 2/5 2/6 5/8 3/7 4/7
55–70N, 5E–35E 5/11 1/6 3/6 0/3 5/9 5/7 4/6 2/5
East Europe 3/7 5/7 6/10 2/5 3/6 5/8 5/7 3/7
40–60N, 15E–60E 5/11 2/6 3/6 2/3 6/9 6/7 3/6 3/5
South Europe 4/7 3/7 5/10 2/5 2/6 5/8 3/7 5/7
30–45N, 5W–25E 5/11 3/6 3/6 2/3 6/9 4/7 3/6 3/5
West Asia 5/7 7/7 3/10 3/5 4/6 4/8 5/7 4/7
40–60N, 60E–100E 3/11 1/6 2/6 1/3 4/9 3/7 3/6 2/5
Middle Asia 3/7 4/7 4/10 2/5 1/6 4/8 3/7 4/7
40–60N, 100–140E 4/11 1/6 3/6 1/3 4/9 4/7 1/6 2/5
East Siberia 3/7 3/7 5/10 3/5 1/6 3/8 3/7 5/7
60–70N, 140E–180E 7/11 4/6 4/6 2/3 4/9 3/7 3/6 3/5
Alaska 6/7 2/7 5/10 2/5 3/6 5/8 6/7 2/7
60–70N, 130–170W 5/11 3/6 3/6 2/3 3/9 5/7 3/6 3/5
North Canada 6/7 3/7 4/10 2/5 3/6 5/8 5/7 3/7
58–68N, 90–130W 3/11 2/6 2/6 1/3 1/9 1/7 4/6 1/5
NE United States 4/7 5/7 5/10 1/5 5/6 4/8 5/7 3/7
35–45N, 70–90W 6/11 2/6 3/6 1/3 6/9 4/7 4/6 4/5
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arbitrary limit, which is neither considering the number of 
Septembers/Novembers exceeding ±0.75 standard devia-
tion, nor the different T2m variance of the land regions to 
predict.
Using September sea ice areas as predictor, we find two 
combinations, providing a good forecast skill both after 
low and high ice anomalies: the central-western Europe 
T2m after ice anomalies in the Greenland Sea (warm after 
high ice, cold after low ice) and western Asia T2m after 
BAKA ice anomalies (warm after high ice, cold after low 
ice). However, there are a number of land areas showing 
good forecasts skill after either high or low ice anomalies 
(e.g. warm winter in ALASKA after high ice in NH or cold 
winter in NCAN after low ice in LAPSIB).
Using November sea ice area anomalies in our eight 
Arctic regions as predictor instead, we find twice as 
many skillful predictor–predictand pairs (43 compared to 
21 if using September ice). For each land region, at least 
one predictor region with high ice and one with low ice 
exist, which provides a skillful prediction. This means 
that in at least 50 % of all winters, a skillful forecast 
is possible for each of the Arctic and mid-latitude land 
areas. Sea ice anomalies in BAKA, NH and GREEN are 
the predictors leading to the largest number of skillful 
predictions. However, land regions exist where ice vari-
ations in other Arctic regions provide a better forecast, 
which indicates the importance to take all Arctic regions 
into account. Simple statistical forecasts like this provide 
a good benchmark for dynamical seasonal predictions 
with models.
4  Processes
The underlying mechanisms of the sea ice effect on the 
large scale atmospheric circulation are still debated. The 
most common explanation in later studies is a link via the 
stratosphere (e.g. Cohen et al. 2012; Jaiser et al. 2013; 
Garcia-Serrano and Frankkignoul 2014). They argue that 
reduced autumn sea ice and thus more humid air affects 
precipitation patterns which lead to enhanced autumn snow 
cover over Siberia. Cohen et al. (2007) showed that this can 
affect the Siberian High and changes planetary wave fluxes 
into the stratosphere. Also a more direct link between sea 
ice and stratospheric circulation through generating anoma-
lous Rossby waves (Honda et al. 2009; Peings and Mag-
nusdottir 2014) or by preconditioning static stability and 
baroclinicity (Rinke et al. 2013) has been suggested. All 
these suggested processes might slow down the Polar Vor-
tex, which in turn feeds back to the troposphere leading to a 
negative NAO/AO signal.
Earlier studies (Magnusdottir et al. 2004; Deser et al. 
2004; Alexander et al. 2004) suggested a link via the merid-
ional temperature gradient caused by sea ice anomalies 
leading to a baroclinic adjustment to the introduced mass 
gradient anomaly. In this section, we will shortly discuss 
Table 4  Same as Table 3 but 
for November ice anomalies
Pos ice > 0.75 std
Neg ice < −0.75 std
NH BAKA GREEN LAB LAPSIB CHUBER BEAU CARC
Cent-West Europe 4/7 3/8 6/8 4/8 4/7 6/7 3/6 4/6
45–55N, 5W–20E 3/9 2/7 3/8 3/10 2/6 5/8 3/5 2/6
North Europe 6/7 5/8 6/8 5/8 3/7 1/7 3/6 5/6
55–70N, 5E–35E 2/9 1/7 3/8 4/10 4/6 3/8 2/5 1/6
East Europe 5/7 6/8 6/8 4/8 4/7 6/7 3/6 4/6
40–60N, 15E–60E 2/9 2/7 3/8 5/10 3/6 4/8 3/5 2/6
South Europe 1/7 2/8 5/8 3/8 4/7 2/7 3/6 4/6
30–45N, 5W–25E 6/9 6/7 3/8 5/10 2/6 5/8 2/5 4/6
West Asia 6/7 6/8 4/8 4/8 3/7 5/7 1/6 4/6
40–60N, 60E–100E 4/9 3/7 4/8 5/10 1/6 3/8 3/5 2/6
Middle Asia 5/7 5/8 5/8 4/8 4/7 4/7 4/6 5/6
40–60N, 100–140E 2/9 1/7 2/8 3/10 2/6 4/8 1/5 0/6
East Siberia 1/7 4/8 2/8 4/8 3/7 0/7 4/6 2/6
60–70N, 140E–180E 7/9 6/7 4/8 6/10 4/6 5/8 2/5 1/6
Alaska 4/7 4/8 6/8 4/8 4/7 3/7 2/6 4/6
60–70N, 130–170W 5/9 6/7 5/8 7/10 1/6 3/8 2/5 6/6
North Canada 5/7 6/8 6/8 2/8 4/7 4/7 4/6 5/6
58–68N, 90–130W 3/9 2/7 4/8 3/10 2/6 2/8 3/5 2/6
NE United States 4/7 4/8 6/8 5/8 2/7 5/7 2/6 3/6
35–45N, 70–90W 4/9 3/7 4/8 5/10 5/6 5/8 3/5 3/6
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these different hypotheses. However, it would go beyond 
the scope of this study to analyze the underlying processes 
in detail.
4.1  Stratosphere
A number of studies (Christiansen 2001; Baldwin et al. 
2003; Charlton et al. 2004) indicate an impact of the strato-
spheric circulation on the troposphere at lead times of a few 
weeks. Figure 11 shows that the early winter (November, 
December, January average, NDJ) Polar Vortex, which we 
defined here as zonal mean at 65°N of the zonal wind in 
10 hPa height, is significantly correlated with the winter 
(DJF) SLP in the detrended ERA-interim data. The SLP 
response reminds a positive NAO pattern for strong Polar 
Vortexes. However, the positive pole is shifted somewhat to 
the east compared to the NAO-pattern. The correlation of 
the Polar Vortex to T2m reveals significantly positive val-
ues from northern and eastern Europe across mid and high 
latitudes of Asia to the Pacific Ocean and highly negative 
correlations from northeastern Africa across southern Asia 
to the Pacific and also in the Labrador and Irminger Seas. 
These SLP and T2m patterns can be found in the winter 
SLP (Figs. 4, 9) and T2m responses (Figs. 7, 10) to Novem-
ber and partly to September sea ice anomalies (Figs. 3, 6).
September and November sea ice anomalies affect the 
winter geopotential height pattern throughout the entire 
troposphere (not shown). The response patterns and corre-
lation coefficients are not strongly varying with height in 
the troposphere. However, in September, ice area in none of 
the Arctic sub-regions is significantly correlated to the NDJ 
Polar Vortex (max correlation coefficient reaches r = 0.27). 
The same is true for correlations between September sea 
ice and the 10 hPa geopotential height field. Also ice vari-
ations in BAKA and BEAU, where SLP showed a stronger 
response to, do not show any significant correlations to the 
stratosphere. If we only consider large ice anomalies, the 
signal in the stratosphere is getting somewhat larger (not 
shown). However, similar stratospheric signals are followed 
by strongly different surface signals and vice versa. Thus, 
interactions with the stratosphere can—if at all—only be a 
contributing factor for explaining the atmospheric signals 
after ice anomalies in September.
This changes somewhat when we use November sea 
ice variations: now correlations between ice area in sev-
eral Arctic sub regions and the NDJ Polar Vortex reach 
up to 0.5. These regions are NH, CARC, BAKA and 
BEAU. While NH, CARC and BAKA show a similar 
tropospheric response, the response to BEAU ice anoma-
lies is quite different. We do not find any significant cor-
relation between LAPSIB and the Polar Vortex. Although 
an involvement of the stratosphere seems more likely 
when considering November ice anomalies, interactions 
with the stratosphere are probably not the major cause 
for the near surface response in the following winter in 
our study.
4.2  Meridional temperature gradient
The meridional temperature gradient in high northern lati-
tudes is mainly affected by the position of sea ice anoma-
lies. According to studies by Alexander et al. (2004) and 
Deser et al. (2004), an increased meridional temperature 
gradient would lead to increased cyclonic activity in order 
to re-establish the original mass and heat-balances. A recent 
study by Inoue et al. (2012) suggested that the meridional 
temperature gradient due to ice variations in the Barents 
Sea is the main reason for the observed SLP anomalies and 
the connected “warm Arctic–cold continent” temperature 
patterns in recent years.
Fig. 11  Correlation between 
Polar Vortex in 10 hPa height 
and 65°N in early winter (aver-
age over NDJ) and winter SLP 
(left, average over DJF) and 
winter mean T2m (right)
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A number of studies showed predictability of sea ice 
anomalies up to 6 months and more (Guemas et al. 2014; 
Tietsche et al. 2014; Chevallier and Salas-Mélia 2012; 
Blanchard-Wrigglesworth et al. 2011a, b; Koenigk and 
Mikolajewicz 2009; Koenigk et al. 2009) mainly due to 
persistence, reemergence and advection processes. Thus, 
September and even more November sea ice anomalies 
(Chevallier et al. 2013) could lead winter ice anomalies, 
which in turn affect the meridional temperature gradient 
and thus atmospheric circulation.
Figure 12 shows the sea ice concentration in November 
for high and low sea ice areas in the Arctic sub-regions in 
November. High ice anomalies are related to strong nega-
tive local temperature anomalies and thus leading to an 
increased meridional temperature gradient between lower 
latitudes and the region with the ice anomaly. Koenigk 
et al. (2006, 2009) showed this for the Labrador Sea and 
Barents Sea, respectively. We see that high ice conditions 
in many of the sub regions are related to a similar pan-
Arctic ice concentration distribution, which would mean 
Fig. 12  Sea ice concentration anomalies (in %) in November during a November with high (a–h) and low (i–p) sea ice area exceeding ±0.75 
standard deviation. All data are detrended
332 T. Koenigk et al.
1 3
similar anomalies in the meridional temperature gradi-
ent. Comparing Figs. 9 and 12, shows that all regions 
with positive ice anomalies in the Greenland and Barents 
Seas in November are connected to a winter SLP pat-
tern similar to the positive NAO case. Those regions that 
at the same time show a positive anomaly in the Labra-
dor Sea lead to an even more pronounced positive pole 
of the NAO, which is also more extended towards north-
eastern Canada. This is the case after high ice in LAB, 
NH, CHUBER while particularly high ice in CARC and 
GREEN leads to less pronounced SLP anomalies in the 
subtropical North Atlantic (compare Fig. 9). High ice 
areas in almost all regions are related to a positive win-
ter SLP anomaly over the North Pacific; sign and ampli-
tude of the November ice anomaly in the Chukchi Sea/
Bering Strait area seems to be of minor importance. High 
ice area in LAPSIB—followed by a negative NAO-like 
SLP pattern—is connected to a negative ice anomaly in 
the Barents Sea but to positive anomalies in the Greenland 
and Labrador Seas and positive ice anomalies occur in the 
entire 90°E–270°E section of the Arctic. Interestingly, the 
SLP pattern is not completely reversed after high ice in 
LAPSIB but SLP over the North Pacific is also positive as 
after high ice in most other regions.
A positive November ice anomaly in the Barents Sea 
area and thus enhanced meridional temperature gradients 
pointing into this area might lead to enhanced baroclinicity 
and thus more cyclonic activity and the formation of a posi-
tive NAO/AO like SLP pattern. Anomalies in the Greenland 
and Labrador Sea seem to modulate the strength of this 
response.
The light ice case shows for many regions a symmetric 
ice distribution compared to the high ice case. Interest-
ingly, the ice anomalies in BAKA and CARC are almost 
exactly the same and in contrast to the high ice case, 
low ice in BAKA is connected to anomalies of the same 
sign both east and west of Greenland meaning a reduc-
tion in the meridional temperature gradient on both sides 
of Greenland. This seems to result in a stronger SLP 
response in the light ice case strengthening the hypothesis 
of the modulating character of sea ice in the Labrador Sea 
region.
Based on these results, which agree well with results 
from AGCM experiments by Alexander et al. (2004) and 
Deser et al. (2004), we speculate that the meridional tem-
perature gradient due to Arctic ice anomalies might play an 
important role for the SLP response to ice anomalies. How-
ever, it can not explain the entire response either.
Furthermore, it is possible that sea ice anomalies co-
exist with other large scale features as e.g. SST anomalies, 
land surface-snow and moisture anomalies, which might 
play a role for the large scale atmospheric response as well.
5  Discussion
5.1  Persistence
Comparing the predictive skill of a prediction to the skill 
arising from the persistence of a signal is a simple meas-
ure to judge the usefulness of a prediction. As persistence, 
we define here the correlation between autumn (Septem-
ber or November) SLP and T2m and the following winter 
SLP and T2m (Fig. 13). The persistence of both September 
and November SLP anomalies is small in almost all north-
ern mid and high latitude areas. Only over the subtropical 
Pacific larger areas with stronger persistence occur. The 
predictive skill using sea ice area variations as predictor 
exceeds the persistence in most areas. For T2m, we find a 
larger persistence as for SLP, particularly over the ocean. 
For temperature over these ocean areas, the persistence out-
perform the sea ice area variations as predictor. However, 
over the continents, persistence is small and sea ice area 
variations provide improved skill.
5.2  Robustness
One caveat of this study is the short period of observations 
and reanalysis data. This raises questions about the robust-
ness of the signal found in this study. In the following, we 
compare the results based on ERA-interim reanalysis data 
and OSISAF satellite sea ice data to results from NCEP/
NCAR reanalysis data (Kalnay et al. 1996). Both for 
temperature and SLP, the results agree relatively well for 
the period 1980–2013. As an example, Fig. 14 shows the 
results for ice variations in the BAKA area: while the cor-
relation with SLP is very similar in ERA-interim (Fig. 4) 
and NCEP/NCAR reanalysis, some differences occur 
between the correlations with T2m (compare Fig. 7). This 
suggests that our main results are robust across data sets. 
However, Fig. 14c, d show a substantially reduced link 
between November sea ice area in the BAKA area and win-
ter SLP and T2m if using NCEP/NCAR-reanalysis data 
between 1960 and 2013. Between, 1960 and 1980, ice area 
variations in the BAKA region even lead to the opposite 
SLP pattern compared to 1980–2013, although much less 
pronounced and not significant. It remains unclear if this 
means that the link between ice and winter climate is not 
robust over time or if sea ice concentrations are too uncer-
tain in this pre-satellite period. Note, that while we have a 
certain confidence to the sea ice extent in the sea ice data 
before 1980, sea ice concentration data needed to calcu-
late our ice area indices are not reliable in the pre-satellite 
period.
The time series used in this study are not only relatively 
short but also originate from a period in transition. Given the 
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strong sea ice reductions in this period, high ice anomalies in 
recent years from the detrended time series would have been 
low ice anomalies in the first two decades of the time period 
using raw data. On the other hand, in a warming climate, thus 
with a locally warmer atmosphere, warmer southerly latitudes 
and generally reduced sea ice concentration and extent, the 
same ice anomaly in the 2000s would possibly have a differ-
ent effect as in the 1980s. Composites from the raw ERA-
interim reanalysis data (not shown) provide relatively similar 
results as from the detrended data. However, the response is 
generally larger, particularly over the Arctic Ocean area. The 
response in the raw data combines the signal from the trend 
and the signal of the ice. Since temperature and sea ice trend 
are obviously linked, it is not surprising that the signal is 
stronger in the raw data. To determine predictability of natu-
ral climate variations using sea ice as predictor, which is the 
main aim of this study, is difficult from the raw data.
6  Summary and conclusions
The impact of autumn sea ice variations in eight dif-
ferent Arctic regions on the winter climate conditions 
in mid and high northern latitudes has been analyzed 
using ERA-interim reanalysis and satellite data. We used 
detrended data and performed both correlation and com-
posites analyses to assess the seasonal predictability con-
nected to the different ice areas. We find significant correla-
tions between ice areas in both September and November 
and winter SLP, T2m and P. However, results differ sub-
stantially dependent on the use of September or November 
ice and maximum correlations do not exceed 0.6 except for 
very small regions. In general, we find a slight improve-
ment in the predictability when starting from November 
sea ice conditions compared to September ice conditions. 
This is particularly the case when using the entire Arctic 
sea ice area, Barents/Kara Sea ice, Central Arctic ice and 
ice area in the Laptev/East Siberian Seas as predictor: start-
ing from November, we find a winter SLP response, which 
resembles the NAO or AO pattern for the first three areas 
(negative NAO/AO after low ice); high ice in Laptev/East 
Siberian Seas is followed by reduced SLP over large parts 
of Europe, northern Canada and eastern Asia. Related to 
this, the impact of November sea ice on blocking over the 
Euro-Atlantic region is substantially increased compared to 
September ice. Particularly ice variations along the Sibe-
rian coast are of importance for the blocking. The winter 
SLP response to September ice area variations does not 
Fig. 13  Correlation between 
September SLP and following 
winter mean (DJF) SLP (a), 
September T2m and DJF T2m 
(b), November SLP and DJF 
SLP (c) and November T2m 
and DJF T2m (d)
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show strong similarity to the NAO-pattern, which is dif-
ferent to preceding studies. One reason for this might be 
differences in detrending techniques. We found that using 
linear detrending instead of detrending the periods 1980–
1999 and 2000–2013 separately, leads to a more NAO-like 
response, although somewhat shifted to the east. However, 
the correlations with September ice in the Barents/Kara 
Sea area are highly significant from the Nordic Seas across 
Scandinavia to Eastern Asia. The response to ice variations 
in the Beaufort Sea are large over the eastern mid and sub-
tropical North Pacific and parts of the North Atlantic and 
Europe and also the response to Greenland Sea ice area var-
iability shows a number of significant areas. In September, 
the Greenland Sea ice is the best predictor for central and 
western European winter T2m; Barents/Kara Sea area is 
best for mid-latitudes of Eastern Europe, Asia and the west-
ern Pacific. North American T2m is best predictable using 
ice areas from Laptev Sea to Beaufort Sea as predictor.
The composites indicate that the response of climate 
to ice variations is not entirely linear. Thus, the predict-
ability might depend on the sign and the amplitude of the 
preceding ice anomaly. This result agrees with findings 
from Petoukhov and Semenov (2010) showing that the 
atmospheric response to sea ice anomalies in the Barents 
Sea largely depends on the amplitude of the ice anomaly. 
Interestingly, we find that the response to November sea 
ice variations (Figs. 10, 11) is much more symmetric than 
the response to September ice anomalies (not shown). This 
might explain the smaller correlations with September ice 
but might also indicate that the response to September ice 
variations is less robust than to November ice variations.
November sea ice area in the Greenland and Barents 
Seas seems to play a dominant role in determining the sign 
of the NAO in the following winter, while sea ice anomalies 
in Labrador Sea are modulating extension and amplitude of 
the NAO-pattern. The process connecting the ice anomalies 
with the large scale atmospheric response can not clearly 
be determined. Many previous studies suggested a link 
via the stratosphere; however we find only for November 
significant correlations up to 0.5 between sea ice area and 
the polar vortex. We thus hypothesize that the response is 
very likely a combination of different factors including 
increased baroclinicity due to changing meridional tem-
perature gradients and troposphere–stratosphere interaction 
to mid-latitude circulation anomalies. Furthermore, most 
ice anomalies are mainly caused by atmospheric circulation 
anomalies, which also introduce e.g. SST anomalies, land 
surface-snow and moisture anomalies co-existing with the 
Fig. 14  Correlation between 
November ice area in Barents 
and Kara Sea area and follow-
ing winter (DJF) SLP (a, c) and 
T2m (b, d) for 1980–2013 (a, 
b) and 1960–2013 (c, d) in the 
NCEP/NCAR reanalysis data
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ice anomalies. At the same time long-term oceanic varia-
tions, which might be related to low-frequency ice varia-
tions, could lead to additional surface anomalies. It is thus 
unclear if the responses shown in lag-correlations and com-
posites are really only caused by the ice anomalies.
Another caveat of this study is that time series are short 
and originate from a period of changing climate condi-
tions. The link between sea ice area variations and winter 
atmospheric conditions is weak before 1980. However, it 
remains unclear if this is due to an unstable temporal rela-
tion or unreliable sea ice concentration data before 1980. 
To overcome these caveats, the use of long climate model 
simulations and model sensitivity experiments is needed. 
Such studies have already been performed with single mod-
els. However, since all modeling studies suffer from both 
model insufficiencies and unavoidable inconsistencies in 
the experiment setups, coordinated multi model, multi-
experiment-efforts are necessary.
Despite, the caveats mentioned above, this study shows 
once again that sea ice plays an important role for seasonal 
predictions. It is thus highly important that sea ice is well 
initialized and well simulated in the seasonal prediction 
tools to improve predictions for mid and high-latitudes.
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