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Abstract
The current thesis attem pts to highlight and offer some insight on the issues of regime shifts, con­
tagion and predictability in financial markets.
The first chapter explores an important variable in finance and economic analysis, the state of the 
equity market. I apply a univariate Markov Switching model and try  to characterise the non-linear 
dynamics of the stock markets in G7 countries. Using this particular class of model, I am able to 
capture the behaviour of the time series in different regimes and consequently to detect bull and 
bear regimes. The empirical findings demonstrate statistically significant evidence of more than one 
regime in each of these stock markets. The in-sample analysis suggests th a t a simple two-state model 
with regimes characterised as a high volatility bear regime with negative mean returns and a bull 
regime with positive mean returns and low volatility is able to capture the time-varying volatility 
in stock returns.
The second chapter examines the correlation between stock and bond returns, considering a range 
of univariate, bivariate and trivariate Markov Switching models for the U.S. and the U.K. using data 
for the sample period 1986-2010. The objective of this chapter is two-fold: first to observe how the 
correlation between returns on stocks and bonds changes as the economy moves from a bull to bear 
regime, and second to explore the effect of monetary policy, as expressed by interest rates, on the 
correlation of stock and bond returns. A specification test reports evidence th a t the joint distribution 
of stock and bond returns may only be described by a two-regime MS-VAR(l) model. I have found 
evidence of flight-to-quality phenomena, as during bear regimes, the prices of the two asset classes 
tend to co-move less compared to a bull regime. This result appears robust to the inclusion of 
an economic predictor variable, the three-month T-bill rate, in which case not only the mean, the 
variance and the correlation between stock and bond returns become time-varying as driven by the 
hidden Markov regime, but also the ability of current interest rate to forecast subsequent stock and 
bond returns becomes strongly time-varying.
The third chapter tests for contagion firstly, within the Euro Area (EA hereafter), and secondly
from the U.S. to the E.A.. Using “co-exceedances” -  the joint occurrences of extreme negative 
and positive returns in different countries in a given day -  I define contagion within regions as the 
fraction of the co-exceedances tha t cannot be explained by fundamentals (covariates). On the other 
hand, contagion across regions can be defined as the fraction of the co-exceedance events in the E.A. 
th a t is left unexplained by its own covariates, but tha t is explained by the exceedances from the 
U.S. Having applied a multinomial logistic regression model to daily returns on 14 European stock 
markets for the period 2004-2012,1 can provide the following summary of the results. Firstly, I found 
evidence of contagion within the E.A. Especially, the E.A. ten-year government bond yield and the 
EUR/USD exchange rate fail to adequately explain the probability of co-exceedances in Europe. 
Therefore, these variables are important determinants of regional crashes. Secondly, I have observed 
th a t negative movements in stock prices follow continuation patterns -  co-exceedances cluster across 
time. Thirdly, there is no statistically significant evidence of contagion from the U.S. to the E.A., 
in the sense th a t U.S. exceedances fail to explain high probabilities of co-exceedances in the E.A.. 
This result holds under a large battery of robustness checks.
The fourth chapter investigates the out-of-sample predictability of stock returns, and addresses 
the issue of whether combinations of individual model forecasts are able to provide significant out- 
of-sample gains relative to the historical average. Empirical analysis for the German stock returns 
over the period from 1973 to 2012 implies that, firstly, term spread has the in-sample ability to 
predict stock returns, secondly, and most importantly, this variable successfully delivers consistent 
out-of-sample forecast gains relative to the historical average, and thirdly, combination forecasts do 
not appear to offer significant evidence of consistently beating the historical average forecasts of 
the stock returns. Results are robust using both statistical and economic criteria, and hold across 
different out-of-sample forecast evaluation periods.
x
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1 Introduction
The contribution of this thesis is to  highlight and offer some insight on the issues of regime shifts, 
contagion and predictability in financial markets.
There is a widespread belief held by investors, policy makers and academics th a t trends do exist 
in the stock market. Traditionally these trends have been labelled as bull and bear markets. If these 
trends do exist, then it is important to extract them from the data, to analyse their properties and 
to consider their use as inputs into investment decisions and risk assessment.
Traditional methods of identifying bull and bear markets are based on an ex-post assessment 
of the peaks and troughs of the price index. Formal dating algorithms based on a set of rules 
for classification are found in Pagan and Sossounov (2003), Lunde and Timmermann (2004) and 
Gonzalez et al. (2005). Most of this work is closely related to the dating methods used to identify 
turning points in the business cycle (Bry and Boschan, 1971). A significant drawback of this approach 
is th a t a turning point can only be identified several observations after it occurs. Consequently, ex­
post dating methods cannot be used for statistical inference on returns or for investment decisions 
which require more information from the return distribution, such as changing risk assessments.
For adequate risk management and investment decisions, we need a probability model for returns 
and one for which the distribution of returns changes over time. For stock markets th a t are perceived 
to have a cyclical pattern, a popular model has been a regime switching model in which the regimes 
are latent and the parameters are estimated from the available data. One popular family is Markov- 
switching (MS hereafter) models for which transitions between regimes are governed by a Markov 
chain.
W ithin these lines, the first chapter, entitled “Identification of Bull and Bear Markets” , asks 
the question of whether or not one can identify bull and bear regimes in stock markets. For th a t 
reason, I use a model which is able to capture the switches between bull and bear regimes and to 
estimate the probabilities tha t such regime shifts will occur. I consider a model-based approach 
-  data-generating process -  th a t allows for prolonged bullish and bearish periods, and produces
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probabilistic inferences on such periods. I apply a univariate MS model and try  to characterise the 
non-linear dynamics of the stock markets in the G7 countries. Using this particular class of model, 
I am able to capture the behaviour of the time series in different regimes and consequently to detect 
bull and bear regimes.
Expanding the MS model to a multivariate version, the second chapter, entitled “Regime Depen­
dent Correlation in Stock and Bond Returns” , examines the correlation between two assets -  stocks 
and bonds -  considering a range of univariate, bivariate and trivariate MS models for the U.S. and 
the U.K. using data for the sample period 1986-2010. The objective of this chapter is two-fold: first 
to observe how the correlation between returns on stocks and bonds changes as the economy moves 
from a bull to bear regime, and second to explore the effect of monetary policy, as expressed by 
interest rates, on the correlation of stock and bond returns.
In the third chapter, entitled “Measuring Financial Contagion with Extreme Co-exceedances” , I 
attem pt to answer the question of whether or not financial contagion can be measured using extreme 
stock returns. The first challenge comes from the definition of contagion. There is a widespread 
disagreement in the existing literature about what is contagion. The World Bank provides three 
definitions -  broad, restrictive and very restrictive -  while according to Pericoli and Sbracia (2003) 
we have five definitions:
1st D efin ition 2nd D efin ition 3rd  D efin ition 4 th  D efin ition 5 th  D efin ition
C ontagion  is a C ontagion  occurs C ontagion  is a C ontagion  occurs S h ift-con tag ion
sign ificant increase w hen vo la tility  of sign ificant increase in w hen  cross-country occurs w hen  the
in th e  p rob ability asse t prices spills com ovem ents o f prices com ovem ents o f tran sm ission  channel
of a crisis in one over from th e and q uan tities  across asset prices cannot b ecom es stronger, or
country, con d ition a l crisis country to m arkets, con d ition a l on be exp la ined  by changes a fter a shock
on a crisis occurring oth er countries. a crisis occurring in fu ndam entals. in on e m arket.
in another country. one m arket or group o f
m arkets.
Each definition has its own limitations. While the first definition does not specify the factors 
tha t trigger the initial crisis and its spread, the second and third definition do not distinguish 
between increased volatility and excessive comovement due to normal interdependence or due to
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some structural break in the data. Additionally, the fourth definition is subjective to the model tha t 
the researcher uses and introduces the idea th a t contagion is something inexplicable on our ordinary 
understanding, and finally the fifth definition is related and somewhat similar to the fourth and 
third.
For the purposes of this chapter, I combine the first and the fourth definition and define contagion 
as the significant increase in the probability of a crisis in one country conditional on a crisis occurring 
in another country, for reasons th a t cannot be explained by fundamentals. Using a multinomial 
logistic regression analysis, I am testing for contagion firstly, within the Euro Area (E.A. hereafter), 
and secondly from the U.S. to the E.A.. Using “co-exceedances” -  the joint occurrences of extreme 
negative and positive returns in different countries on a given day -  I define contagion within regions 
as the fraction of the co-exceedances th a t cannot be explained by fundamentals (covariates). On 
the other hand, I define contagion across regions as the fraction of the co-exceedance events in the 
E.A. th a t is left unexplained by its own covariates, but th a t is explained by the exceedances from 
the U.S..
Finally, the fourth chapter, entitled “Do Combination Forecasts Outperform the Historical Aver­
age? Economic and Statistical Evidence” , deals with the issue of predictability in financial markets. 
Even though the existing literature has found significant evidence of in-sample return predictability, 
the out-of-sample predictability of stock returns is of particular interest among academics and mar­
kets practitioners. During the last decade, a common finding in the stock return prediction literature 
(Campbell and Thompson, 2008; Goyal and Welch, 2008; and Rapach et a t, 2010) is th a t stock re­
turns predictions from empirical models are not better than forecasts from simple naive benchmarks, 
such as the historical average. The lack of out-of-sample evidence from empirical models, led re­
searches in the finance literature to incorporate Bates and Granger’s (1969) idea of combination of 
individual forecasts. According to that, combining forecasts across models produces a forecast th a t 
performs better than the best individual model.
While most of the existing research on the ability of empirical models to predict stock returns
3
relies on statistical measures of out-of-sample predictive accuracy, less attention has been directed to 
assessing whether there is any economic benefit to stock return predictability. Based on the Leitch 
and Tanner (1991) argument th a t utility-based metrics can provide an alternative and more direct 
way to analyse stock return forecasts to economic agents, Marquering and Verbeek (2004) compute 
realised utility gains for a mean-variance investor with a given level of risk aversion who allocates 
his portfolio between a risky and a risk-free asset. Based on that, this chapter examines the out-of- 
sample predictability of stock returns, and addresses the issue of whether combinations of individual 
model forecasts are able to provide significant out-of-sample gains relative to the historical average 
benchmark model.
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2 Chapter
Identification of Bull and Bear Markets
2.1 Introduction
An important variable in finance and economic analysis in general, is the state of the equity market. 
This is often referred to as bullish, where prices gradually rise and volatility is low, or bearish, where 
prices fall dramatically and volatility is high.
The identification of bull and bear markets is not only relevant for agents who are closely involved 
with financial markets, but also for investors who may follow a market timing strategy, with a long 
position in the equity market when it is bullish, and a neutral or short position when it is bearish. 
As Perez-Quiros and Timmermann (2000) suggested, investors tha t do not engage in market timing 
strategies can incorporate the different behaviour of stock returns dependent on market sentiment 
in their risk management. W hat is more, firms also prefer to issue new equity during bull markets, 
while for regulators the state of the equity market can affect the credit supply with destabilising 
effects on real economy. Based on Rigobon and Sack (2003) and Bohl et al. (2007) findings, bull 
markets extend the credit supply when financial assets are used as collateral, while bear markets 
reduce it. Additionally, bull and bear markets are an important source for time variation in risk 
premia and therefore can impact asset pricing, according to Veronesi (1999) and Ang et al. (2006).
As argued by Stock and Watson (2003a), bull and bear markets do not concern only investment, 
but economic analysis as well. For example, stock prices can predict macroeconomic variables, as 
they are discounted future dividends. Marcellino (2006) reports evidence th a t the state of the stock 
market is a valuable ingredient for leading indicators of the business cycle, while Harvey (1989) and 
Stock and Watson (2003b) documented tha t the state of stock market helps predicting the business 
cycle. For all the above-mentioned reasons, I am interested for a model which is able to capture the
switches between good and bad times and to estimate the probabilities th a t such a regime shifts will 
occur.
Financial time series, especially stock prices, always undergo episodes in which the behaviour of 
the series seems to change quite dramatically. Such a phenomenon refers to regime shifts and usually 
occurs because of economic and financial crises taking place around the world. Some examples are 
the Great Crash of 1929 (White, 1990; Romer, 1993; Calomiris and Mason, 1997; Mitchener and 
Richardson, 2013), the oil crisis of 1973, the historic one-day plunge of U.S. stock market in 1987 
(Roll, 1988; King and Washwani, 1990; King et a l, 1994), while in recent years, we have the currency 
crises in Mexico (1994) (Edwards, 1998; Mishkin, 1999a), East Asia (1997) (Corsetti et ah, 1999; 
Kaminsky and Schmukler, 1999; Mishkin, 1999b), Russia (1998) (Kharas, 2001; Dungey et a l, 2002; 
Dungey et a l, 2007), Brazil (1999) (Ferreira and Tullio, 2002), Argentina (2001) (Boschi, 2005), the 
credit-crunch of 2007-2008 (Brunnermeier, 2009; Cecchetti, 2009; Thornton, 2012), as well as the 
still ongoing European sovereign debt crisis (Lane, 2012).
The main aim of this chapter is to describe the regime switching properties of the G7 countries, 
over the period 1973:01-2012:08. To achieve that, I analyse univariate MS models. In these models, 
returns behave differently depending on a discrete latent state process th a t follows a Markov chain. 
I consider models with two, three, four and five distinct states and with zero, one, two, three or four 
autoregressive components, where conditional on the state of the economy returns follow a normal 
distribution. This class of models will enable me to identify periods where the risk-return trade-off 
is attractive -  a positive mean and low volatility -  or unattractive -  a negative mean and high 
volatility. However, periods with high volatility are labeled bearish, even if they exhibit positive 
average returns. On the other hand, periods with negative average returns may be labeled bullish 
as long as the volatility is low.
My analysis adds to the existing literature on at least three issues. First, I consider a model-based 
approach -  a data generating process of a stock market index -  th a t allows for prolonged bullish and 
bearish periods, and produces probabilistic inferences on such periods. Second, I test for the number
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of states in the model, as well as whether such extensions imply significant improvements. Results 
show that the state of the economy determines a switch from a regime with high returns and low 
volatility (bull regime) to one where growth rate is low or negative and volatility high (bear regime). 
Third, models which allow not only coefficients (intercepts) to switch between regimes, but also the 
residual vector (variances), are more realistic interpretations and should be preferred instead of the 
homoscedastic model. The fact th a t both the conditional mean and the conditional variance have 
to switch is consistent with a MS-CAPM model in which, depending on whether stock markets are 
under high or low volatility regime, the systemic risk might be time-variant.
The outline of the chapter is as follows. Subsection 2 provides a literature review. Subsection 
3 describes the MS autoregressive model and its estimation, while Subsection 4 describes the data. 
Subsection 5 provides a range of results from specification tests and Subsection 6 presents the 
empirical results and discusses them. Finally, Section 7 concludes.
2.2 L iterature R eview
The literature offers two fundamentally different types of approaches to identify the state of the 
stock markets. The first approach tries to measure the effect of a shock taking place in one country 
on another country. For example, there are studies th a t employ the threshold principle and they use 
probit/logit models where the initial shock is an extreme value of an indicator of speculative pressures 
(Eichengreen et al., 1996; Caramazza et al., 2000; Forbes, 2001; Van Rijckeghem and Weber, 2001), 
leading indicator approaches, where there is a parsimonious set of indices of vulnerability to  external 
or internal shocks in order to forecast crises (Kaminsky et al., 1998; Berg and Pattillo, 1999), and 
volatility-based studies using G ARCH models (Engle et al., 1990; Hamao et al., 1990; Edwards, 
2000) which deal with the transmission of volatility shocks and, like the two previous studies, they 
do not assume any kind of structural break during the crisis.
The second approach tests for discontinuities in the data-generating process. In this strand of 
literature there are studies tha t employ MS models, which directly test the presence of multiple
equilibria (Jeanne, 1997; Fratzscher, 1999; Jeanne and Masson, 2000; Fratzscher, 2003), and tests of 
structural breaks in the correlation coefficient (King and Wadhwani, 1990; Baig and Goldfajn, 1999; 
Forbes and Rigobon, 2002; Corsetti et a l, 2001; Rigobon, 2000). In this chapter, following recent 
studies (Turner et a l, 1989; Perez-Quiros and Timmermann, 2000; Guidolin and Timmermann, 
2003; Guidolin and Timmermann, 2005) who have shown th a t regime switching models th a t account 
for different phases in the business cycle are quite successful in identifying non-linearities in stock 
markets, I apply a MS model.
Stock market behaviour is one of the areas onto which MS models have been widely applied. 
Turner et al. (1989) were the first to study regime shifts behaviour in stock market returns using the 
Markov-switching Autoegressive (MS-AR) model as they tried to compare the performance between 
different specifications of MS models. The results showed th a t a MS model, which allows regime shifts 
to happen in the conditional mean and conditional variance, manages to fit the data adequately. In 
another study, Chu et al. (1996) explored the relationship between stock market returns and stock 
market volatility. Applying a MS-AR model they conclude tha t return and volatility are related 
nonlinearly and th a t the relationship is asymmetrical. More recently, Guidolin and Timmermann 
(2006) identified two states in the univariate process for UK stock returns and demonstrated the 
ability of this model to  capture time-varying volatility on higher order moments such as the skewness 
and kurtosis. In addition, Guidolin and Hyde (2009) showed that under a univariate analysis, UK 
and U.S. stock markets display overwhelming evidence of recurring nonstationarities, in the form of 
shifts in mean as well as in variance.
2.3 M odel
In recent years, the general consensus from this literature is tha t non-linear models do provide a 
richer understanding of the in-sample dynamics of assets. This is mainly because phenomena such 
as regime shifts in financial and macroeconomic time-series cannot be modelled implicitly using 
linear time-series model, in the tradition of Box and Jenkins (1970). For this reason, non-linear
time-series models were designed to accommodate the non-linear feature in the data. In order to 
measure macroeconomic fluctuations, the MS-AR time series model has become increasingly popular 
since Hamilton’s (1989) work on the U.S. business cycle. In the current chapter, using a univariate 
approach I will try  to identify bull and bear regimes across the G7 countries for the period 1973-2012.
The time-series modelling of regime shifts began when Quandt (1958) introduced the switching 
regression model. Goldfeld and Quandt (1973) extended the switching regression model to allow the 
regime shifts to follow a Markov chain, where the regime shift is serially dependent. They called 
it the Markov-switching regression model. Based on Goldfeld and Quandt’s ideas, Hamilton (1989) 
tried to characterise changes in the parameters of an autoregressive process. As the economy may 
either be in a fast or slow growth phase, the switch between the two regimes was governed by the 
outcome of a Markov process.
The MS model assumes tha t the parameters of the underlying data generating process of the 
observed time series rt depend upon the unobservable regime variable St- This process implies 
th a t we can allow the mean, the variance and possible the dynamics of the series to depend on 
the realisation of a finite number of discrete states. The movements between regimes or regime 
shifts are unrelated to past observations of the process and enable probabilistic statements to be 
made regarding the likelihood of the series being in a particular regime at any particular time. 
Regime shifts can happen exogenously and the probability of different regimes is called the transition 
probability. The latter identifies which regimes occur at each point in time, rather than  imposing 
particular dates a priori. Consequently, it allows the data to tell the nature and frequency of 
significant shifts.
The motivation of my analysis is to assess the presence of regimes in asset returns and to consider 
the degree of coherence across the state variables characterising the regimes in the returns of stock 
markets. W ith a MS model, I can let the mean, the variance and the autoregressive components of 
the series to depend on the realisation of a finite number of discrete states. Overall, in this chapter 
I consider five different models, each of which has been adopted in applied econometric studies. The
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starting point is a zero-lag autoregressive process, AR(0), which satisfies the following equation:
t't — A1 ""h £t) (1)
where rt is the return of stock at time t, /i is the intercept and et is an independently identically 
distributed (iid) random variable of innovations whose elements have zero mean (S (et ) =  0) and 
variance of a2 (E(e2) = a2), £t ~  iid(0, a2). Introducing p  autoregressive components, Equation (1) 
will become:
p
rt =  +  a i r t_ i  +  a 2r i _ 2  +  . . .  +  aprt_p +  =  /  ^+  ^  a j n - j  +  Sf  (2)
j"= i
The basic MS model can be described as a generalisation of Equation (1):
r t  — I^St £t ; (3)
where S t is a latent regime variable which takes values between 1 and k, where k  is the number of 
regimes. In addition, /j,St is a /c x 1 vector th a t collects the k regime-dependent intercepts. W hat is 
more, £t ~  IV(0,cr|t ) is the return innovation white noise process which has zero mean and regime- 
specific variance cr|t and is assumed to be normally distributed conditional on St . The next model, 
which was used by Hamilton (1989), allows for regime-independent autoregressive dynamics:
p
n = Vst + Yl  om -j + Et, (4)
j'= i
where aj is the autoregressive coefficient a t lag j .  Finally, I will also consider a model with regime- 
dependent dynamics in the autoregressive part:
p
n  = /^ st + 53 + £ t  ■ (5)
3 = 1
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Variable S t is assumed to follow a first order, homogenous Markov process which implies tha t 
the current regime S t depends on the regime one period ago, St- i .  Hence, the model is completed 
by defining the transition probabilities of moving from one regime to the other and the transition 
probability matrix P  is given by:
P M  = P r { 5 t  = 3  I S t- i  =  i} = P i j ,  i , j  = (6)
or in matrix formation:
P  =
P u  P21 • • • Pk i
Pl2  P22 ' ' ' Pk2
P l k  P2k
(7)
where =  1 —pn ~Pi2 — • • • —Pi,k-i for i =  1 , . . . ,  fc. Also, all the elements of the transition m atrix 
P  must satisfy the following condition: Y^j=iPij =  Vi, j  e { 1 ,. . .  ,k }  ov pn  + p i2 +  • • • +  Pifc =  1- 
Thus, pij is equal to the probability tha t the Markov chain moves from regime i a t time t —1 to regime 
j  at time t -  or, put differently, the probability th a t regime i at time £ — 1 is followed by regime j  at 
time t. Here, following Hamilton’s assumption, I consider constant transition probabilities, which 
means th a t exogenous variables cannot affect the switching probability from one regime to another.1 
W hat is more, the Markov chain is said to be reducible if pjj =  1, which means th a t if the process 
enters regime j ,  there is no way to go to regime i and so the regime i is called absorbing regime. 
On the other hand, the Markov chain is irreducible if pjj < 1 and pa < 1. The unconditional 
probabilities th a t the process is in each one of the regimes according to Hamilton’s derivation (1994, 
p. 683) are given by:
■P (st =  j )  = 1 -  Pjj
2 P j j  P a (8)
1For m ore details abou t tim e-varying transition  probabilities m odels see at D ieb o ld  et al. (1994) and F ilardo  
(1994).
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From Equation (6), the transition probabilities also provide us with the expected duration, th a t 
is the expected length the system is going to stay in a certain regime. If D j  defines the duration of 
regime j ,  then the expected duration is:
E { D j )  — — — , j  = 1 , . . .  ,k . (9)
1 P j j
2.4 D ata
For the purposes of this study I use monthly data of stock returns for G7 countries (Canada, France, 
Germany, Italy Japan, United Kingdom and United States) for the period 1973:01-2012:08, a total 
of 476 observations. I decided to use monthly data because of the presence of more noise at higher 
frequencies, instead of daily data, which make it more difficult to isolate cyclical variations and as a 
result obscures the analysis of the driving moments of switching behaviour. Returns are calculated 
applying the formula, rt = 100 x [lnpt — lap t-i], where pt is the total market return index. All the 
data cited in this chapter are obtained from Datastream and are expressed in U.S. Dollars.2 Table 
1 gives full description of the exact sources used in the chapter and on their mnemonics. Table 2 
provides summary statistics for the stock return series under consideration.
Mean stock returns in annualised terms vary from 6.75% in the case of Italy to 10.75% in the 
case of France; volatilities -  defined as the standard deviation of returns -  vary between 16.2% per 
year for the U.S. to 26.65% for Italy. The maximum and minimum monthly returns over the sample 
period also reveal the large swings th a t have occurred in these markets. Skewness in all -  except 
Japan and the UK -  stock markets is negative, implying th a t the distributions have a long left 
tail (left-skewed). Kurtosis coefficient for all G7 stock markets is particularly large and above the 
Gaussian benchmark value of three for the normal distribution, suggesting th a t the underlying data 
are leptokurtotic, th a t is, all series have a thicker tail and a higher peak. The considerably large
values of excess kurtosis are reflected in the high values of the Jarque-Bera statistic, which tests
2Follow ing com m on practise in  em pirical finance literature (G uidolin  and T im m erm ann, 2008), I exam in e returns 
in US dollars and consider returns from th e persp ective o f US investor.
whether the standardized residuals are normally distributed or not. For all seven countries the value 
of the JB statistic leads us to the rejection of the null hypothesis of a normal distribution at the 1% 
significance level.3 This means th a t there are significant departures from normality which need to be 
taken into account when analysing financial time series and suggest tha t a flexible model is required 
to incorporate such features.4 Table 2 also reports the Ljung-Box Q statistic for fourth order serial 
correlation in levels and squares of returns. The Q statistic points out tha t apart from France, Italy 
and the UK there is no serial correlation in levels; however, the squared residuals do show serial 
correlation, suggesting strong evidence of time-varying volatility (heteroskedasticity). Finally, all 
the series were tested on whether they are consistent with an 1(1) or 1(0) process. Results from the 
Augmented Dickey Fuller (ADF) test reject the null hypothesis of a unit root in the logarithm of 
price series which means th a t the series are all stationary.
The above results are also consistent with Table 3, which summarises the simultaneous correla­
tion coefficients among monthly excess stock returns. Excess stock returns are generally positively 
correlated, with coefficients between 0.34 (Japan-U.S.) and 0.76 (Canada-U.S.). There are two inter­
esting points tha t one can draw: first the high correlation between the European countries (France,
Germany, Italy and the UK, e.g. 0.73 between France and Germany), and second the low correlation 
of Japanese stock market which varies between 0.34% (Japan-U.S.) and 0.43% (Japan-UK).
Figures 1 and 2 plot the to tal stock market index and the stock return series for the G7 countries 
over the entire sample period, where the shaded areas refer to the chronologies of business cycles 
according to OECD for each country and represent the dates of peaks and troughs in economic 
activity.5
3 For overcom ing th e problem  of non -norm ality using robust standard errors see Sat orra and B en tler  (1994) or using  
boostrapping approaches see H ancock and N ev itt (1999; 2001) and B ollen  (1989).
4For further d iscussion  on th e reason of th is departure from norm ality, see P esaran (2010). A dditionally , and  as 
T im m erm ann (2000) suggests, regim e sw itching m od els are capable o f capturing such non-norm al features.
5T h e O EC D  cyclica l peak and trough dates are available at:
h t tp : // w w w .oecd .org /std /lead in g in d ica torsan d ten d en cysu rveys/oecd com p osite lead in g in d ica torsreferen cetu rn in gp o in tsan d com p on en ts
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2.5 M odel Selection  and Specification Tests
There is controversial evidence in the existing literature of either two (Guidolin and Hyde, 2009; 
Guidolin and Timmermann, 2003) or three (Guidolin and Timmermann, 2005) regimes. The number 
of regimes, k, is a key parameter and a very important task in the proposed model. The MS- 
AR model requires th a t someone has to choose: 1) the number of regimes &, 2) to define the 
variables th a t he will switch -  intercept (mean), autoregressive components, variance -  and 3) 
the order of the lag polynomial p. The selection of the regime-switching process is complicated, 
because the identification of the number of regimes cannot be affected by the usual likelihood ratio, 
Lagrange multiplier or Wald tests since their asymptotic distributions are non-standard under the 
null hypothesis of linearity.6 For th a t reason, in order to determine the number of regimes, k, and 
lags, p, following the literature (Guidolin and Timmermann, 2003; Guidolin and Ono, 2006; Guidolin 
and Timmermann, 2006; Guidolin and Ria 2010; Guidolin and Hyde, 2011), I conduct specification 
tests using i) three information criteria, the Akaike (AIC), the Schwartz (SIC), the Hannan-Quinn 
(H-Q), ii) two likelihood ratio tests, Davies (1987) and Wolfe (1971), and iii) the ratio between 
the number of observations used in estimation and the number of estimated parameters (saturation 
ratio). A detailed explanation of these tests is given bellow.
Looking at statistical testing procedures, the most important hypothesis th a t someone has to 
test in cases of regime-switching models is the number of different regimes k th a t characterise 
the data. Hansen (1992), Hamilton (1996) and Garcia (1998) have tried to test the linear model 
(k =  1) against the univariate MS model. According to Coe (2002), this may not be an easy task 
for two main reasons. First, because under the null of a single regime model, AR(1) or VAR(l), 
some of the parameters which define the transition between regimes (transition probabilities) are 
not identifiable.7 Usually, these parameters are referred to as nuisance parameters. Second, the 
scores (derivatives) with respect to the nuisance parameters and the parameters associated with the
second (third, fourth and fifth) regime of the economy are zero under the null. This has as a result
6 In th e literature, w e can find a few  different approaches to overcom e th is  problem  (see D avies, 1987; H ansen, 
1992; G arcia, 1998; A ng and Bekaert, 2002a).
7For a sim ple tw o-regim e m odel, th e probabilities p i 2 =  P21 and P22 o f th e transition  m atrix  are not identified .
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the likelihood ratio (LR) test statistic not possessing the standard Chi-squared (x2) distribution 
(not having the standard asymptotic distribution) and being no longer valid. This is the so-called 
Davies’ problem in hypothesis testing. W hat Davies (1987) did, was to derive the upper bound for 
the significance level of the LR test under nuisance parameters:
Px(LR > x) < P r(x i > z) 4- v/2^exp(—^ )
r <5> (10)
A modified LR test proposed by Wolfe (1971) and applied by Turner et al. (1989) which allows 
to test the hypothesis of a mixed multivariate normal distribution against the null of a simple 
multivariate normality. The test has the form:
LR —— — (T — 3)(\n Lr — In Lu)d^Xri (H)
where T  is the number of observations, ln L r is the log-likelihood of the single-regime restricted 
model, InL u is the log-likelihood of the unrestricted fc-regime model, and r = k(k  — 1). This is 
because in the absence of regime switching there are k(k  — 1) regimes which cannot be estimated.
Moving now to the model selection, a leading method for selecting one of several competing 
models is the method of penalised likelihood. The model th a t optimises the complexity penalised 
likelihood is the one th a t we have to select. The AIC and the SIC are applicable to general classes 
of models, while the HQ is more appropriate for selecting the order of autoregressive models. More 
precisely, the AIC describes the trade-off between bias and variance and is based on the minimisation 
of the Kullback-Leibler information entropy as a measure of information lost when a particular model 
is used in place of the true (unknown) model. The model is given by:
A I C  = 2 k - 2 l n L ,  (12)
where L  is the maximum likelihood and k  is the number of estimated parameters of the model. On
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the other hand, the Schwartz or Bayesian information criterion (SIC or BIG) can be defined:
S I C  = k l n N  — 2lnL ,  (13)
where N  is the number of observations in the sample. The lower the criteria, the better the spec­
ification.8 The SIC penalises additional parameters more heavily than the AIC and therefore the 
model order selected by the SIC is likely to be smaller than tha t selected by the AIC. Generally, the 
AIC tends to select relatively large and possibly over-parametrised models, while the SIC is in favor 
of small more parsimonious models.9 Additionally, the Hannan-Quinn criterion can be interpreted 
as:
H-Q = 2&[ln(lnA)] -  21nL, (14)
and most of the times yields to estimations which lie between AIC and SIC.
Finally, in order to measure the amount of estimation noise I am employing the saturation ratio 
which can be defined as the number of parameters used for the estimation of the model divided by 
the number of estimated parameters. In other words, this measure shows the number of observations 
tha t have been used for the estimation of one parameter. Although my data sample is large enough 
to allow me to estimate large-scale models, the rule of thumb in the empirical finance literature 
indicates th a t when the saturation ratio drops below 20, one should be very skeptic on the resulting 
estimates, as they can be spurious and insignificant.
Outcomes for a range of MSIAH(fc, q) models are reported in Tables 4 to 10. In the acronym 
MSIAH(fc, g) suggested by Krolzig (1997), M S  indicates Markov-switching , I  stands for the fact
tha t the intercept piSt is regime switching, A  implies the regime-dependent autoregressive {AR)
8 Here, we have to  recall th at by construction  inform ation criteria illu strate  an increasingly good  trade-off betw een  
fit and parsim ony as their values decline.
9K apetan ios (2001) found th at th e AIC tends to  choose longer lag length  in M S-A R  m od els, w hereas th e  SIC selects  
m ore parsim onious m odels. O thers, like Ivanov and K ilian  (2005), suggest th at th e  H annan-Q uinn criterion  is m ore  
accurate for lag  length  selection  in  a V AR m odels. Finally, according to Psaradakis and Sp agnolo (2006) A IC , BIC  
and HQ can accu rately  identify  th e correct m od el structure, particu larly w hen th e  sam ple size and param eter changes  
are not to o  sm all and th e regim e variables are correlated. T h ey  also argued th at th e  AIC perform s considerab ly  w ell 
com pared to  BIC w hen  th e  autoregressive order is known and we are trying to  estim ate  th e  regim e d im en sion  o f a 
Markov Sw itch ing m odel.
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component of order q and H  stands for heteroscedasticity, which means tha t we allow the variances 
to vary across regimes. When k = 1 and ç =  0 we have a single-regime standard linear model, which 
we will use to test whether the null of a single-regime can be rejected in favour oî k > 1.
Following Guidolin and Ria (2010) procedure, for each of the three information criteria Tables 4 to 
10 boldface the best model -  the one th a t receives the lowest value from each information criterion. 
The growth in the maximised log-likelihood function and the decline in information criteria are 
well mentioned when moving from single-regime models (for example, MSI(1,1) which is the simple 
Gaussian homoscedastic AR(1)) to two- and three-regime models. A quick glance at the tables makes 
it evident tha t the AIC tends to pick models th a t are possibly over-parametrised (e.g. MSIAH(4,4) 
for Germany and U.S.; and MSI AH (5,4) for Italy), while the SIC is in favour of models with few 
parameters (e.g. MSI(2,0) for all countries, except UK). Finally, the H-Q is always following the 
Schwartz information criterion.
For only one country, Canada, there is a model -  the one with two-regimes and state-dependent 
mean and variance, MSIH(2,0) -  th a t receives a unanimous solution from all three information 
criteria. On the other hand, for the remaining countries information criteria appear to be split. 
While, SIC and H-Q peak two models: the MSIH(2,0) for France, Germany, Italy, Japan and 
the U.S. and the MSIAH(2,1) for the UK; the AIC always favors high parametrised models -  for 
example MSIAH(4,4) and MSIAH(5,4) for Germany and Italy respectively. However, the large and 
over-parametrised models selected by AIC information criterion, violate the rule of thumb for the 
saturation ratio, as the rate drops below the benchmark value of 20.
In conclusion, the specification tests that I have performed select the relatively and parsimonious 
MSIH(2,0) for six of seven countries and the MSIAH(2,1) for the UK. Applying the two linearity 
tests, I found tha t the data seem to require the specification of MS dynamics, which is consistent with 
previous findings in the literature (Ang and Bekaert, 2002a ; Guidolin and Timmermann, 2008). It 
is also important to note th a t I found weak support for richer models with three, four or five regimes.
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2.6 E stim ation  R esults
Table 11 provides parameter estimates (along with implied standard errors and significance levels) 
of the selected model for each one of the G7 stock markets. For all the countries each of the two 
regimes identified in the stock return series has a clear economic interpretation. The first regime 
is associated with low-negative expected returns -  Canada’s stock returns have a low annual mean 
excess return of -12.5% and the U.S. -11.7.%, while for Germany this is +0.48% -  and high volatility. 
More specific, the per annum volatility varies between 37.6% for the UK and 26.8% for the U.S.. 
Conversely, the second regime can be classified as a bull regime with high mean returns and low 
volatility. For example, the French stock market earned an annualised premium of 20.7% and Italy 
of 8.6%. Furthermore, economic expansion times are lowly volatile, with annualised volatilities of 
11.2% (U.S.) and 16.1% (Japan).
Both regimes are quite persistent, although regime 1 less so than regime 2. The transition 
probabilities indicate th a t both regimes are very stable. The probability th a t the U.S. stock market 
will switch from a bull to bear regime is 4.5%, whereas the probability of a switch from a bear to 
bull is 16.4%. Furthermore, the higher persistence of regime 2 means that the average duration of 
this regime is longer than th a t of regime 1. This implies th a t the stock market will stay in the 
bull regime for longer (on average 52, 36, 27 and 25 months for the UK, Japan, Germany, U.S. and 
Canada, respectively) than in the bear (8, 26, 16, 5 and 7 months, respectively).
One of the advantages of using the MS-AR model is th a t it provides the conditional regime 
probabilities, which are the probabilities of being in bear and bull regime at time t. To further assist 
with the economic interpretation of these states, Figure 3 plots the smoothed state probabilities of 
the two regimes. As one can see, the two states are generally well identified with state probabilities 
near zero or one most of the time, and the probabilities closely match OECD-dated recessions. 
Consistent with the interpretation th a t I offer above, the first regime (bear) occurred during the 
two-year period between 1973 and 1975 as a result of the Bretton Woods system collapse, the early 
1980s when the Fed decided to follow a contractionary monetary policy in order to control high
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inflation, the Black Monday of 1987, the Persian Gulf War of 1990-91. Furthermore, the tech bubble 
of 1999-2000, the subprime mortgage crisis of 2007-2008 and the ongoing sovereign debt crisis of 2010 
are captured by this regime. Common to these episodes are the high degree of uncertainty about 
economic prospects and the associated high volatility of global stock markets. The synchronicity 
of the crises across the G7 countries may reflect inter-dependence between the stock markets of 
those countries, multiple breaks in the fundamental process underlying the stock prices, common 
unobserved shocks, or even contagion. On the other hand, the second (bull) regime captures most of 
the booming years between the mid-1970s and 1980, the 1990s which are characterised as economic 
expansion episodes; and the recent period of 2002-2004.
2.7  C onclusion
This chapter has asked whether there is more than one regime in the return-generating process of G7 
stock markets as well as the specific characteristics of each regime. In particular, two main results 
were proved. First, there is statistically significant evidence of regime-switching behaviour in the 
G7 stock markets. The specification tests th a t I have used suggested tha t standard linear models 
do not capture more complex, dynamic patterns of the return series and th a t a non-linear model is 
more appropriate for all series being analysed.
Second, I found tha t two regimes are required to explain the time-variation in the mean and 
variance of stock returns. The two regimes capture periods with high volatility and low-negative 
returns (bear market) and low volatility with positive returns (bull market). The probability th a t 
the economy will stay in the bear regime, if it is already in this, is lower tha t the probability of being 
in the bull regime and remain in this, and the persistence of the second is higher than the latter.
The work undertaken in this project is subject to several possible extensions th a t would be 
interesting to consider. First, a natural extension is the multivariate version (MS-VAR) of the 
existing analysis, which will allow me to consider the joint distribution of the G7 stock markets. 
Second, while I use only stock returns it would be more sensible to add more assets (i.e. bond) into
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my portfolio as well as a range of macroeconomic-predictive variables (i.e. dividend yield, interest 
rate, exchange rate or inflation) and estimate the effect of changes in these explanatory variables 
on stock returns. Third, while I have argued within a basic MS model with constant transition 
probabilities -  which in practice is rarely the case -  it remains a m atter of interest whether external 
factors (interest rate, exchange rate or other leading economic indicators) can cause probabilities to 
vary over time through the time dependency of these exogenous variables. For this purpose, a regime 
switching model with time-varying transition probability in the spirit of Diebold et al. (1994) and 
Filar do (1994) has to be estimated. Finally, and since the analysis carried in this chapter focused 
only on in-sample analysis, one could select the number of regimes, the number of autoregressive 
components, and therefore the preferred model on the basis of its forecasting performance in an 
out-of-sample inference.
20
3 Chapter
Regime Dependent Correlation in Stock and 
Bond Returns
3.1 Introduction
This chapter studies the correlation between returns on stocks and bonds, and how this changes as 
the economy moves from a bull to bear regime. Additionally, it also explores the effect of monetary 
policy -  as expressed by interest rate -  on the correlation of stock and bond returns.
The understanding of the correlation between financial assets signifies a key question, which has 
spawned numerous studies. This interest is motivated by the theoretical importance of stock-bond 
correlation for price formation and the practical applications for asset allocation, risk management 
and portfolio diversification. Stocks and bonds have very different risk-return characteristics. Stocks 
are expected to yield higher returns than bonds over the long run, even though stocks are more 
volatile than bonds.10 As modern portfolio and diversification theory suggests, by mixing stocks 
and bonds in a portfolio, investors can achieve the desired level of risk, which depends not only on 
the risks of individual assets, but also on the correlation of the individual assets in the portfolio.
It is well known in the literature tha t financial time series always undergo episodes in which the 
behaviour of the series seems to change quite dramatically. Such phenomena refer to regime shifts 
(i.e. a change in the behaviour of a non-modelled variable) which usually occur due to structural 
breaks (i.e. a change in the parameters of the econometric/ return-generating system).11 These are
usually take place because of economic and financial crises which happen around the world. Some
10 T his is related to  th e  lack o f consensus am ong econ om ists on w hy dem and for bonds - w hich return m uch less 
th an  stocks - is as high as it is, and even w hy dem and ex ists  a t all. T h e  in tu itive  notion  th a t stocks are m ore riskier 
th an  bonds is not a sufficient exp lanation  as th e m agn itud e o f th e d isparity  betw een  th e tw o returns (th e  eq u ity  risk  
prem ium ) is so great th at it im plies an im plausib ly  h igh  level o f investor risk aversion. For m ore d iscussion  ab ou t th e  
equ ity  prem ium  puzzle see M ehra and P rescott (1985).
11 See H endry and M izon (2001).
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examples of such crises are the Great Crash of 1929, the oil crisis of 1973, the historic one-day plunge 
of U.S. stock market in 1987, the more recent currency crises in Mexico (1994), East Asia (1997), 
Russia (1998), Brazil (1999), Argentina (2001), the dot-com bubble of 2001, the credit-crunch of 
2007-2008, as well as the European sovereign debt crisis.
In the literature, there are either studies which impose a constant relationship between stock 
and bond returns, where the correlation is time invariant (Campbell and Ammer, 1993), or studies 
(Barsky, 1998) which strongly reject the constant correlation restriction on the covariance matrix 
between stock and bond returns. This means tha t correlation changes as the economy moves from 
a bull to bear regime (David and Veronesi, 2000; Scruggs and Glabadanidis, 2003; Ilmanen, 2003; 
Connolly et al, 2005).
In order to detect and identify significant changes in the distribution of the two asset returns, 
many different approaches have been proposed in the literature. I can classify them  into two classes. 
In the first class, there are empirical analyses tha t simply attem pt to measure the effect of a shock 
in one market on another market. For example, someone can find studies th a t employ the threshold 
principle and use probit/logit models where the initial shock is an extreme value of an indicator of 
speculative pressures (Eichengreen et al,  1996; Forbes, 2001; Van Rijckeghem and Weber, 2001); 
leading indicator approaches, where there is a parsimonious set of indices of vulnerability to external 
or internal shocks in order to forecast crises (Kaminsky et al, 1998; Berg and Pattillo, 1999); and 
finally, volatility-based studies using G ARCH models, which deal with the transmission of volatility 
shocks (Engle et al, 1990; Hamao et al,  1990).
However, in recent years, Ang and Bekaert (2002a) showed th a t G ARCH type models are unable 
to take account of the higher correlations tha t stock markets face during bear regimes as opposed to 
correlations during bull regimes. Not accounting for these structural shifts in the volatility process 
causes G ARCH models to overestimate the persistence of volatility. Hence, it is the regime or the 
nonlinearity tha t is important rather than the changing volatility. W hat is more, studies like the 
one conducted by Turner et al  (1989) and Perez-Quiros and Timmermann (2000) have shown th a t
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regime switching models th a t account for different phases in the business cycle are quite successful 
in this regard. Therefore, in the second group of empirical works, we test the discontinuities in 
the data-generating process and we have: i) tests of structural breaks in the correlation coefficient 
(Corsetti et al, 2001; Forbes and Rigobon, 2002; Rigobon, 2003), and ii) Markov-Switching (MS 
thereafter) models, which directly test the presence of multiple equilibria (Jeanne and Masson, 2000; 
Fratzscher, 2003).12
At this point, I need to highlight the difference of the MS models from the models of structural 
changes. While the former allows for frequent changes at random points, the latter admits only 
occasional and exogenous changes. However, Dungey et al. (2005) tried to unify all the different 
empirical approaches -  the correlation analysis of Forbes and Rigobon (2002) based on crisis and 
non-crisis periods, the probability-based model of Eichengreen et al. (1995), the Favero and Giavazzi 
(2002) VAR approach based on modeling increases in volatility, and the latent factor model approach 
by Corsetti et al. (2001) -  by showing how each of these methods is nested within a latent factor 
framework similar to tha t of Corsetti et al. (2001). In other words, they showed th a t many of 
these tests can be viewed as tests of structural breaks. An alternative approach involves specifying 
a Markov switching model, which is suitable for describing correlated data th a t exhibit distinct 
dynamic patterns during different time periods.
For the purposes of this study, I will concentrate on MS models which were built by Hamilton
(1989) and allow the data to be drawn from two or more possible regimes distributions. W ith MS
models the mean (expected returns), the variance (conditional volatility) and the variance-covariance
matrix can take on different values depending on the realisation of the latent regime variable St,
which is assumed to follow a Markov process and takes values between 1 and k -  where k is the
number of regimes. Likewise, the transition between different regimes is governed by a transition
probability matrix, which describes the random behaviour of the regime variable. Additionally, by
using the MS approach I let the data describe the features of the different phases of the economy,
and most importantly there is no arbitrary (a priori) selection of bear and bull regimes, since these
12For a com plete  review  see D ornbusch e t  al. (2000) and Pericoli and Sbracia (2003).
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are endogenously determined.13
The rest of the chapter is organised as follows. Subsection 2 analytically describes the econometric 
representation which I use to give empirical content to the theory, the MS model and its estimation. 
Subsection 3 describes the data, while Subsection 4 provides a range of results from specification 
tests. Subsection 5 reports the empirical results and interprets the findings. Finally, Subsection 6 
contains the concluding remarks.
3.2 M odel
MS models have generally been adopted in the literature by researchers who were interested in de­
scribing and explaining some specific features of economic time series, such as volatility clustering 
(Pagan and Schwert, 1990), business cycle asymmetries (Hamilton, 1989; Clements and Krolzig, 
1998), non-linear dynamics of asset returns (Guidolin and Timmermann, 2005 and 2006), or impli­
cations of the return predictability into portfolio diversification (Guidolin and Hyde, 2011). The MS 
model assumes th a t the parameters of the underlying data-generating process of the observed time 
series rt depend upon the unobservable regime variable St- This process implies th a t rt depends 
only on the most recent value rt- j  -  where j  the number of the autoregressive components. In 
other words, the movements between regimes or regime shifts enable probabilistic statements to 
be made regarding the likelihood of the series being in a particular regime at any particular time. 
Regime shifts can happen exogenously and the probability of different regimes is called the transition 
probability. The latter identifies which regimes occur at each point in time, rather than imposing 
particular dates a priori. Consequently, it allows the data to reveal the nature and frequency of 
significant shifts.
13T he choice o f b oth  bear and bull periods is very im p ortant and reflects a particu larly difficult problem  in  th e  
financial literature. A  num ber o f stud ies - C lick and R ose (1999), Van R ijckeghem  and W eder (2001), Forbes and  
R igobon (2002), D ungey  et  al. (2002) -  are based on an ad hoc selection  (new spaper or personal v iew ) in  order to  
determ ine th e dating o f recession or expansion  periods. On th e contrary, th e M S m od el dem on strates a m ore ob jective  
procedure for dating such tim e periods based on the data  characteristics.
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3.2.1 M arkov Sw itching M odel
My fist aim is to assess the presence of regimes in the individual stock return series and to consider 
the degree of coherence across the regime variables characterising the regimes in the returns of 
stock markets. For th a t reason, first I will entertain a zero-lag autoregressive process, AR(0), which 
satisfies the following equation:
yt = fi + et, (15)
where yt is the return of an asset at time t, y  is the intercept and £t is an independently identically 
distributed {iid) random variable of innovations whose elements have zero mean {E{et ) = 0) and 
variance o2 (E(e2) =  <r2), et ~  iid(0, o2). Introducing one autoregressive component, AR(1), 
Equation (15) will become:
Vt =  H +  fyVt-i  +  £t) (16)
where </> is the coefficient of lag 1 and y t - i  is the return of the asset at time t — 1. For the process
to be stationary we require th a t the parameter (j) satisfies the restriction th a t \<f>\ < 1, which means
th a t there is a covariance-stationary process for yt satisfying Equation (16). In more general form, 
for an AR(p) process we have:
p
yt = y  + <j>iyt-i +  ^ V t - i  +  • • • +  QpVt-p +  =  p +  ^ 2  +  £t- (17)
i - l
The basic MS model can be described as a generalisation of Equation (15):
Vt =  PSt + £t> (18)
where now St — 1 ,2 , . . . , / :  denotes the unobserved regime indicator which follows an ergodic k- 
regime Markov process with finite number of regimes and regime-dependent intercepts piS t. The
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next step is to introduce regime-independent autoregressive components:
yt — yst + + <i>2yt-2 + • • • + dy/t-p + ^ — ^  diyt-i + (19)
i=l
and by allowing them to be regime-specific we get:
yt — Atst +  +  (j>2,styt-2  +  • • • +  ^p^tVt-p  +  ^  — /%t +  ^ 3  ^hStVt-i +  £t- (20)
i=l
Furthermore, we can let the return innovation term to have regime-specific variance and to be 
normally distributed conditional on St = st .
The variable St is assumed to follow a first order, homogenous Markov process. This implies 
th a t the current regime st only depends on the regime one period ago, st_ 1. Hence, the model is 
completed by defining the transition probabilities of moving from one regime to the other and the 
transition probability matrix P  is given by:
P[i,j] =  P r{S t =  j  I S t - 1  =  t} =  Py, i , j  = l , . . . , k , (21)
or in matrix formation:
P  =
P li P21 • ' ' Pkl
Pl2 P22 ' * - Pk2
Plk P2k
(22)
where pik = 1 —pa ~Pi2 — • • • — for i =  1 , . . . ,  fc. Also, all the elements of the transition m atrix 
P  must satisfy the following condition: ]C jL iPij — 1) V i,j € { 1 ,... ,fc} or pu  + P i2 +  • • • +  Pifc =  1- 
Thus, is equal to the probability tha t the Markov chain moves from regime i a t time £ — 1 to 
regime j  a t time t -  or, in other words, the probability tha t regime i at time £ — 1 is followed by
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regime j  a t time t. For example, P2 1  gives the probability tha t regime 2 will be followed by regime 
1. The Markov chain is said to be reducible if pjj = 1, which means tha t if the process enters regime 
j ,  it is not possible to go to regime i and so the regime i is called absorbing regime. On the other 
hand, the Markov chain is irreducible if pjj < 1 and pa <  I .14 From Equation (21), the transition 
probabilities also provide the expected duration, tha t is the expected length the system is going to 
stay in a certain regime. If D j  defines the duration of regime j ,  then the expected duration is:
£(-Di) =  r r — , j  = l , . . . , k .  (23)
1 P j j
In addition, assuming tha t returns rt are subject to shifts in regime, the Markov Switching Vector 
Autoregressive (MS-VAR) model might be considered. In this case, the parameters of the observed 
time series vector rt depend upon the unobservable regime variable st and Equation (20) can be 
written as:
p
Vt = Pst + '5 2  Vt-i + et , (24)
where p St is the n x 1 vector of regime dependent intercepts, p St =  (//15t,p 25 t , . . .  ,p n s t ), &i,st 
is the n x  n  matrix of autoregressive coefficients associated with lag i >  1 in regime St, and et = 
(sit, £2t) • • •, £nt) ~  H D  N(Q, S 5l) is the vector of identically distributed Gaussian return innovation 
white noise process which has zero mean and regime dependent n x n  variance covariance m atrix E g ,. 
This model is denoted in the literature as the heteroskedastic Markov Switching MSIAH(/c)-VAR(p) 
model with regime dependent intercept and autoregressive component. The homoscedastic version 
of the model assumes constant covariance matrix over time, {et =  I I D  V(0, E)).
It is natural to extend Equation (24) to allow for predictability patterns from an m x 1 vector 
of predictor variables x t - \ .  If we define zt =  (rt , x t ) as an (n +  m) x 1 vector we get:
z‘= Cls.) + tiKs,Zt^  + f c )  ’ (25)
14 Here I assum e th at th e  M arkov process is irreducible since, if  either a single regim e or a block o f regim es is 
absorbing, all o th er sta tes  w ill have zero stea d y -sta te  probabilities.
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where n xSt =  {lixls t ^ X2 St - ■ • ■ ^ x m S t )' is the intercept vector for x t in regime St , {^*,st }^=1 are 
now (n +  m) x (n + m) matrices of autoregressive coefficients in regime St and (et ,£xf)' ~  N(0, S J  ), 
where is an (n +  m) x (n +  m) covariance matrix.
3.2.2 E stim a tion
If we call 0 (/i-L, //2, . . . ,  Un, , 0 "„ ,p ii,p i2 , . . .  ,Pfcfc) a population vector tha t includes all the
estimated parameters, then the log likelihood can be estimated from:
£(9) = ELlog/te6)’ (26)
and the maximum likelihood is obtained by maximising Equation (26). This can be achieved by using 
the Expectation-Maximisation (EM) algorithm as proposed by Dempster et al. (1977) and Hamilton 
(1989), which is designed for a general class of models where the observed time series depends on 
some unobservable stochastic variables (the regimes variables St). By using the EM algorithm, we 
are simply trying to maximise the incomplete-data log likelihood via iterative maximisation of the 
expected complete-data log likelihood, conditional upon the observable data.15
3.3 D ata
For the purposes of this study I use monthly data of to tal stock return index, total bond return
index and 3-month T-bill rate for the U.S. and U.K. for the period 1986:01-2010:10 -  a  to tal of
298 observations. I decided to use monthly data because of the presence of more noise at higher
frequencies, such as daily data, which makes it more difficult to isolate bull and bear periods and
as a result obscures the analysis of the driving moments of switching behaviour.16 Stock and bond
returns are calculated by applying the formula, rt — lnpt — lnpt_ i, where pt is the asset price,
15For m ore details about E M  algorithm  see D iebold  et al. (1994).
16In the ex isting  literature, one can observe two d istin ct stream s. T h e first (C lick  and R ose, 1999; Van R ijckeghem  
and W eder, 2001) involves low -frequency data  and has th e  advantage o f d irectly  incorporating fundam ental variables, 
such as banking flows and trade. On th e other hand, th e m ajority  o f th e em pirical work (correlation, th reshold , la tent 
factor m od els) uses high-frequency data.
28
while the change in short term interest rate is defined as: tbt — where tb denotes the 3 month
Treasury bill. All the data cited in this chapter are obtained from Datastream and are expressed 
in domestic currencies. Table 12 gives full description on the exact sources used in the chapter and 
on their mnemonics. Table 13 provides the business cycle peak and trough dates for U.S. and U.K., 
while Table 14 illustrates summary statistics for all the series under consideration.
The descriptive statistics of the data for the two countries provide very similar features. Mean 
stock returns in annualised terms vary from 9.72% in the case of the U.S. to 9.96% in the case of the 
U.K., while the mean bond returns vary from 7.08% to 8.4% respectively; volatilities -  defined as 
the standard deviation of returns -  vary between 16.21% per year for U.S. stock returns to 16.55% 
for U.K. On the other hand, the annualised bond return volatility varies between 4.85% (U.S.) to 
6.2% (U.K.). The annualised means for interest rate are between —46.32% and —27.84% and the 
volatilities between 113% and 72.57% for the U.K. and the U.S. respectively per year. However, it is 
interesting to note tha t the mean and median changes in short term rates are non-positive, which is 
consistent with the fact tha t most of my sample period is dominated by declining short-term interest 
rates after the peak reached in the late 1980s and early 1990s.
All three series are characterised by negative skewness, implying tha t the distributions have a 
long left tail (large negative returns tend to occur more often than large positive returns), and th a t 
the mass of the distribution is concentrated on the left. However, this is not true for U.K. bond 
returns, for which the skewness is very close to zero. Furthermore, the series display positive kurtosis 
coefficients above the Gaussian benchmark value of three for the normal distribution, suggesting th a t 
the underlying data are leptokurtotic -  that is, all series have a thicker tail and a higher peak. In 
addition, the kurtosis of the stock returns is larger than the kurtosis of the bond returns and interest 
rate returns. This difference may reflect the fact tha t policymakers can affect, by their actions, the 
bond market and the interest rates, while there are virtually no such opportunities in stock markets. 
Surprisingly, the kurtosis for U.K. interest rates is higher than th a t of stock returns, which means 
tha t there are more events at the tails.
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The considerably large values of excess kurtosis are reflected in the high values of the JB statistics, 
which lead to the rejection of the null hypothesis of a normal distribution at the 1% significance 
level. This means th a t there are significant departures from normality, which need to be taken into 
account when analysing financial time series and which suggest th a t a flexible model is required 
to incorporate such features.17 Finally, Table 14 also reports the Ljung-Box Q statistic for the 
fourth order serial correlation in levels and squares of returns. The Q statistic points out tha t, apart 
from the interest rate series there is no strong evidence for serial correlation in levels; however, the 
squared residuals do show serial correlation, suggesting strong evidence of time-varying volatility 
(heteroscedasticity).
Figures 4 and 5 plot the actual and the return series of total stock market return index, total 
bond market return index and 3-month Treasury bill for the U.S. and U.K. over the entire sample 
period, where the shaded areas refer to the chronologies of business cycles according to OECD for 
each country and represent the dates of peaks and troughs in economic activity.18
3.4 M odel Selection  and Specification T ests
For the estimation of the appropriate MS-VAR model I need to specify: i) the number of regimes 
k, ii) to define the variables th a t I will switch -  intercept (mean), autoregressive components, vari­
ance / covariance matrix -  and iii) the order of the lag polynomial p. The selection of the appropriate 
regime-switching model is complicated, because the identification of the number of regimes cannot be 
effected through the usual likelihood ratio, Lagrange multiplier or Wald tests since their asymptotic
distributions are non-standard under the null hypothesis of linearity.19 For th a t reason, in order to
17For further d iscussion  on th e reason o f th is departure from norm ality, see P esaran (2010).
18T h e O EC D  cyclica l peak and trough dates defin ing expansions and recessions are available at: 
h ttp ://w w w .o e cd .O rg /d o cu m en t/2 9 /0 ,3 7 4 6 ,e n _ 2 6 4 9 _ 3 4 3 4 9 _ 3 5 7 2 5 5 9 7 _ l_ l_ l_ l ,0 0 .h t m l . Turning po in ts are re­
p orted  sep arately  for each country.
19In th e literature, we can find a few different approaches to  overcom e th is problem . For exam ple, D avies (1987) 
analyses th e  problem  of unidentified nuisance param eters and bounds th e m axim um  o f th e em pirical process, w hile  
H ansen (1992) extends th is approach considering th e likelihood fu nction  as an em pirical process o f th e  unknow n  
param eters and bounds th e asym p to tic  d istribution  of a standardised  likelihood ratio s ta tistic . O n th e  oth er hand, 
Garcia (1998) argues th a t H ansen’s (1992) procedure has two m ain  drawbacks: first it is com p u ta tion a lly  heavy, and  
second: “[it] provides a bound for th e  likelihood ratio s ta tis tic  and n o t a critica l value, w hich m eans th a t th e  test 
m ay b e  conservative” . For th at reason, Garcia (1999) is treating  th e transition  probability  param eters as nu isan ce  
param eters and sets th e null hyp othesis o f th e linear m odels to  be governed by th e  M arkov variable.
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determine the number of regimes, k, and lags, p, I conduct specification tests using three information 
criteria, the Akaike (AIC), the Schwartz (SIC), the Hannan-Quinn (H-Q), two likelihood ratio tests, 
Davies (1987) and Wolfe (1971), and the saturation rate.
A leading method for selecting one of several competing models is the method of penalised 
likelihood, and the model th a t optimises the complexity penalised likelihood is the one th a t fits 
better the data. The AIC and the SIC are applicable to general classes of models, while the H-Q is 
more appropriate for selecting the order of autoregressive models. More precisely, the AIC describes 
the trade-off between bias and variance and is based on the minimisation of the Kullback-Leibler 
information theory20 as a measure of information loss when a particular model is used in place of 
the true (unknown) model. The criterion is given by:
A I C  =  2m — 2 In L, (27)
where L  is the maximum likelihood and m  is the number of estimated parameters of the model. The 
Schwartz or Bayesian information criterion (SIC or BIC) can be defined as:
S I C  =  m lniV  — 21nL, (28)
where N  is the number of observations in the sample. The lower the criteria, the better the spec­
ification.21 The SIC penalises additional parameters more heavily than the AIC and therefore the 
model selected by the SIC is likely to be smaller than th a t selected by the AIC. Generally, we can 
say tha t the AIC tends to select relatively large and possibly over-parametrised models, while the
SIC is in favour of small more parsimonious models.22 Finally, the Hannan-Quinn criterion can be
20 In b oth  probability  and inform ation theory, th e K ullback-L eibler divergence (or inform ation d ivergence, or relative  
entropy) is a natural d istan ce m easure from a “true” probability  d istr ibu tion  p,  in th is case th e  bias (th e  difference  
betw een th e estim ator’s exp ecta tion  and th e  true value o f th e  param eter being  estim ated ), to  an arbitrary p rob ab ility  
distribution  q, th e variance, (K ullback and Leibler, 1951). T yp ica lly  p  represents data , observations, or a precisely  
ca lculated  probability  distribution; and q represents a theory, a m odel, a description  or an app roxim ation  o f p.
21 H ere, we have to recall th at by construction  inform ation criteria illu strate  an increasingly good  trade-off betw een  
fit and parsim ony as their values decline.
22T h e fact th a t SIC prefers very parsim onious m odels, contain ing on ly  few  param eters, has som etim es im p lication s  
w hen we attem p t to  evaluate  nonlinear tim e series m od els. For exam ple, w hen a qu ite large num ber o f param eters is 
needed to  obtain  on ly  a slightly  im proved fit.
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interpreted as:
H  — Q = 2m[In(InAT)] -2 1 n L , (29)
and most of the times yields to estimations which lie between AIC and SIC.23
The most important hypothesis th a t someone has to test against in cases of such models is 
the number of different regimes k th a t characterise the data. Hansen (1992), Garcia (1998) and 
Hamilton (1996) have tried to test the linear model (k =  1) against the univariate/multivariate MS 
model. According to Coe (2002) this is not an easy task. This is because under the null of a single 
regime model, AR(1) in the case of univariate model and VAR(l) in the case of multivariate model, 
some of the parameters which define the transition between regimes (transition probabilities) are 
not identifiable.24 Usually, these parameters are referred to as nuisance parameters. In addition, 
the scores (derivatives) with respect to the nuisance parameters and the parameters associated with 
the second (third, fourth and so on and so forth) regime of the economy are zero under the null. 
This has as a result the likelihood ratio (LR) test statistic not possessing the standard Chi-squared 
(x2) distribution (not having the standard asymptotic distribution) and being no longer valid. This 
is the so-called Davies’ problem in hypothesis testing. W hat Davies (1987) did was to derive the 
upper bound for the significance level of the LR test under nuisance parameters:
Pr(LR  > x) < P r(x 2 > z) +  V 2æ exp(-^)
r <5>
-1
(30)
A modified LR test proposed by Wolfe (1971) and applied by Turner et al. (1989) which allow 
to test the hypothesis of a mixed multivariate normal distribution against the null of a simple
23K apetan ios (2001) found th at th e A IC  tends to choose longer lag length  in M S-A R  m od els, w hereas th e  SIC selects  
m ore parsim onious m odels. O thers, like Ivanov and K ilian  (2009), suggest th at th e  H annan-Q uinn criterion  is m ore  
accurate for lag length  selection  in a V A R  m odels. F inally, and according to  Psaradakis and Spagnolo (2006), A IC , SIC 
and H-Q can accurately identify th e  correct m od el structure, particu larly w hen th e sam ple size and param eter changes  
are not to o  sm all and the regim e variables are correlated. T h ey  also argued th at th e  AIC perform s considerab ly  w ell 
com pared to SIC w hen th e autoregressive order is known and we are trying to  estim ate  th e sta te  d im en sion  of a 
M arkov-switching m odel.
24For a sim ple tw o-regim e m odel, th e probabilities p i 2  =  P21  and P 2 2  o f th e transition  m atrix  are not identified .
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multivariate normality. The test has the form:
M  =  - | ( T - 3 ) ( l n £ r - l n L „ ) 4 . ^ ,  (31)
where T  is the number of observations, In L r is the log-likelihood of the one-regime restricted model 
and In L u is the log-likelihood of the unrestricted ^-regime model, the MS model.
Outcomes for a range of MSIAH(&, q) models are reported in Tables 15, 16, 19, 20, 23 and 24, 
where the number of regimes k  taking values of 1, 2, 3 and 4, while for the number of lags I consider 
only p =  0 and I .25 The reason th a t I did not go beyond p =  1, for example p =  2, 3 or 4, is 
th a t my data does not allow me to estimate large-scale models, given the fact th a t I have only 297 
observations (when p =  0) and 296 when I have one autoregressive component. The problem is that 
as the number of parameters of the Markov chain increases, the number of observations available for 
the estimation of the regime-dependent parameter shrink. For example, the number of estimated 
parameters in a univariate MSI AH(4,3) model are 32, and the saturation rate, which is the ratio 
between the number of observations used in estimation and the number of parameters, is 9.18. The 
rule of thumb, according to Guidolin and Hyde (2011), implies tha t as the saturation ratio drops 
below 20 we should not have much faith in the resulting estimates, also because a large fraction of 
the estimates fails to be statistically significant.
These tables report the model selection results for the univariate, bivariate and trivariate models 
for the U.S. and U.K. At first glance, the growth in the maximised log-likelihood function and the 
decline in information criteria are well mentioned when moving from single-regime models (MSI(1,1), 
which is the simple Gaussian homoscedastic VAR(l)) to two- and three-regime models. Further­
more, and as mentioned earlier, the AIC tends to pick models th a t are over-parametrised (e.g.
MSIAH(4,1)), while the SIC is in favour of models with few parameters (e.g. MSIH(2,0)). Finally,
25In th e  acronym  M SIAH(fc, q) suggested  by K rolzig (1997), M S ind icates M arkov Sw itch ing , I s tan d s for th e fact 
th a t th e  intercept p St is regim e sw itching, A  im plies th e  regim e-dependent autoregressive { A R )  com pon en t o f order q 
and H stands for heteroscedasticity , w hich m eans th a t w e allow  th e  variances and covariances to  vary across regim es. 
W hen fc =  1 and ç =  0 we have a single-regim e standard linear m od el, w hich we w ill use to  test w hether th e  null o f a 
single-regim e can be rejected in favour o f fc >  1.
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the H-Q is always somewhere in the middle.
For each of the three information criteria, these tables boldface the three best models, following 
the Guidolin and Ria (2010) procedure. The most desirable model is the one th a t minimises all 
three information criteria. This happens in four out of six cases, for the univariate U.K., the 
bivariate U.S. and the trivariate U.S. and U.K. model. When there is not a unique solution from 
the three information criteria, I choose the most generic model -  the one which allows for higher 
number of regimes -  over those where the saturation rate is above the benchmark value of 20. To 
be more precise, in the univariate MS framework where I am testing the presence of regime shifts 
in the individual stock return series, I found th a t a three-regime model, MSIH(3,0), with regime- 
dependent mean, variance, and no-autoregressive component is appropriate to describe the U.S. and 
U.K. stock returns. On the other hand, a two-regime model, MSIAH(2,1), with regime switching 
vector autoregressive components is the best in order to capture the possibility of regimes in the 
joint distribution of stock and bond returns for the U.S., and MSIH(2,0) for the U.K.. Furthermore, 
this former model, the MSIAH(2,1), has been pointed out from all the information criteria as well 
as from the two likelihood ratio tests as the one to incorporate the addition of one predictor variable 
(trivariate model).
Overall, the null hypothesis of a single regime is always strongly rejected in favour of the two- 
or three-regime models. This is clear evidence the data seems to require the specification of MS 
dynamics, which is consistent with the literature (Ang and Bekaert, 2002a; Guidolin and Timmer­
mann, 2008; Guidolin and Hyde, 2011) who have argued tha t linear AR and VAR models do not 
appear to be able to pick up nonlinear patterns.
3.5 E stim ation  R esults
3.5.1 U nivaria te M arkov Sw itching M odel o f Stock R etu rn s
I will begin with the interpretation of the regimes for the univariate case. Tables 17 and 18 provide 
parameter estimates (along with implied standard errors and significance levels) for the selected
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models fitted to monthly stock returns for the U.S. and U.K. respectively. Each of the three regimes 
has a clear economic interpretation. The first regime is the bear regime characterised by large 
negative mean returns and high volatility; U.S. stock returns earn an annualised premium of —47%, 
while U.K. earn almost double (—84%) the premium. The per annum volatility varies between 21.5% 
for the U.S. and 31% for the U.K. The persistent of the first regime is very low, with an average 
duration of almost two months; while when the two stock markets leave the bear regime, this is 
usually to switch to the bull regime, with probabilities 50% (U.S.) and 57% (U.K.).
Contrary, the second regime can be described as “normal” and is characterised by positive mean 
returns and low volatilities. Stock returns are positive, 13.6% in the U.S. and 17.8% in U.K., and 
the two markets display similar risk premia, in the order of 7.2-7.7% a year. Once in the normal 
regime, stock markets tend to stay in this regime for 45 (U.S.) and 26 (U.K.) months on average 
with probabilities reaching almost 97%, which characterises approximately 35% and 29% of the data 
in the long run.26
Finally, the third or bull regime is associated with high mean returns (U.S. stock returns earn an 
annualised premium of 31% and U.K. stock returns 13.4%) and above-normal volatilities (2.5% for 
U.S. and 1.5% for U.K.). The estimates of the transition probability matrices are quite similar for 
the two stock markets. Starting from a bear regime, 57% of the time the U.K. stock market switches 
to a bull regime (43% of the time it stays in a bear regime), while for the U.S. stock market there 
is a 49% probability to switch from a bear to a bull or a 51% probability to stay in a bear regime.
To further assist with the economic interpretation of the three regimes, Figures 6 and 7 plot
the smoothed regime probabilities. These graphs show the most prolonged -  two months in total
-  bear periods, such as the Black Monday of October 1987, the Persian Gulf War of 1990-91, the
roaring 90’s (especially during the mid to late 90's) which lead to the dot-com bubble of March
2000, the stock market downturn of 2002, the credit crunch of 2007-08, as well as the effect of the
2010 sovereign debt crisis in the U.S. and U.K. economies. Furthermore, and in order to see clearly
how the business cycle matches the smoothed sate probabilities, I have calculated the correlations
26E quivalently, th e ergodic probabilities o f th e  norm al sta te  are 0.35 and 0.29 respectively.
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between the OECD recessions and those probabilities and found th a t it takes values of 0.14 (bear 
regime), —0.04 (normal regime) and —0.04 (bull regime) for the U.S. and 0.08, 0.05 and —0.08 for 
the U.K. respectively for each regime. This suggests tha t for both countries the matching is very 
poor. In what follows next, I will examine if with the inclusion of other variables -  bonds and 
interest rates -  the estimated model will be able to better match the business cycle fluctuations.
To conclude, what I have achieved with the univariate MS model is to identify the different 
regimes occurring in the U.S. and U.K. stock markets from 1986 to 2010. The results clearly suggest 
the need of a three-regime model with regimes characterised as bear, normal and bull, in order to 
capture the non-linearity of the stock return series.
3.5.2 B iva ria te  M arkov Sw itching M odel o f  Stock and B on d  R etu rn s
The next step is to add the bond returns in a bivariate MSVAR framework and see if the three- 
regime specification, th a t I found before, continues to fit the joint distribution of the two assets or 
not. I am particularly interested in examining how the two return series behave and interact in 
different phases of the economy. By allowing the asset returns to have different mean, variance and 
correlation in different regimes, I simply allow for a regime-dependent risk-return trade-off, with 
important implications for investors’ asset allocation.
Tables 21 and 22 report the parameters of the selected models. Panel A presents parameter 
estimates for the single-regime VAR(l) and VAR(0) model for the U.S. and U.K. respectively. Most 
of the estimates are statistically significant. Bonds returns are slightly less volatile than stock returns 
and the simultaneous correlation between these assets varies from —0.003 for the U.S. to 0.16 for 
the U.K.
On the other hand, Panel B illustrates maximum likelihood estimates for the two-regime models. 
The interpretation of the regimes is relatively straightforward. The first is a bear regime picking 
up periods with negative returns and very high volatility, while the second regime describes periods 
with positive returns and low volatility. As we move form regime 1 to regime 2 the risk premium 
on stock returns changes from —13.2% to 21.2% for the U.S. and from —11.5% to 20% for the U.K.
per annum, while the volatility declines from 2.7% to 0.9% in the case of the U.S. and from 3.1% to 
0.9% for the U.K. At the same time, U.S. bond returns in regime 1 earn a risk premia of 8.2% and 
U.K. bonds of 7% on annualised basis with volatilities almost two times higher than those in regime 
2 .
The estimated transition matrix shows tha t the markets will remain in the bear regime if they are 
in this, with a probability of the range of 87-91%, while the average duration varies between 8 to 12 
months for the U.K. and U.S. respectively, indicating th a t the bear regime is moderately persistent. 
This regime, as we can see in Figures 8 and 9, appears around the stock market crash of October 
1987, the Kuwait invasion of August 1990, at the end of the 90’s as a consequence of the Asian 
flu, at the beginning of the 00’s with the tech bubble, the global economic recession of 2007-2008, 
but also during 2010 and until the end of my sample period which captures the impact th a t the 
debt crisis has in the two economies. At this point it is worthwhile to mention tha t there is large 
improvement in the correlation between the business cycle dates and the smoothed probabilities for 
the bivariate U.S. model (0.28).27 Opposite to the bear regime, the bull regime is more consistent 
(average duration 16 and 25 months for the U.S. and U.K. respectively) and as a result, around 70% 
of any long sample ought to be generated by this regime.
The estimated correlations between the two asset returns in the U.S. and U.K. exhibit similar 
patterns over the two regimes. In the bear regime the correlation varies from a negative —0.26 
for the U.S. and —0.45 for the U.K. to a positive 0.36 and 0.57 respectively in the bull regime.28 
The intuition behind this relationship is the so-called “flight-to-quality” phenomenon. In turbulent 
financial market periods investors tend to become more risk averse, thereby prompting shifts of funds 
out of the stock market into safer asset classes, such as long-term government bonds. This increase 
in the equity risk premium, on the one side, and decrease in the bond risk premium on the other,
forces stock and bond prices to move in the opposite direction during periods of market turmoil.
27T he correlation th a t G uidolin  and T im m erm ann (2006) found was at th e level o f 0.32.
28G uidolin and T im m erm ann (2005) using an M SIH (3,0) m odel, found th a t th e  correlation  ranges from —0.45 in  
th e bear sta te  to  0 .55 in th e  bull. Sim ilarly, G uidolin  and T im m erm ann (2006), after estim atin g  a M S IA H (4 ,0), th ey  
concluded th at th e correlation betw een large cap and bon d returns varies from 0.37 in th e recovery s ta te  to  —0.40 in  
th e crash.
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There are two important findings which arise from the bivariate stock-bond MS analysis th a t I 
have performed. The first one has to do with the number of regimes. Previously, I found th a t a 
more complicated three-regime model is appropriate to describe the univariate stock return series, 
while a simple two-regime model is needed to capture the dynamics of the joint distribution. This 
implies th a t bond returns appear to be governed by a different process than stocks. The second 
and most important result has to do with the correlation between the two assets in times of falling 
stock markets. From an investor’s point of view, knowing tha t the current regime of the economy is 
a persistent bull market will make the investor more attracted to risky assets (stock) than if he/she 
was in a bear regime. Likewise, when the stock market volatility is higher in recession times than 
in expansion times, investing in equity assets is less attractive than investing in the bond market. 
This switch from stocks to bonds th a t takes place during times of sluggish economy, is referred to 
as flight-to-quality.
3.5.3 T rivaria te  M arkov Sw itching M odel W ith  One P red ic to r  Variable
Here I pose three questions. First, whether the linkages between monetary policy and financial 
returns are stable or not over time; second how the inclusion of one predictor variable, namely 
interest rates, will affect the behaviour and consequently the correlation between stock and bond 
returns in the bear regime; and third, if there are predictability patterns of either stocks or bonds 
based on interest rates.
After estimating many different MS models, I have concluded tha t the best model specification for 
the two countries under examination is the MSIAH(2,1). Estimation results are reported in Tables 
25 and 26, where the first panel (Panel A) presents the estimated parameters of the linear model, 
and the second panel (Panel B) illustrates the two-regime specification with one autoregressive 
component. For both countries, in the linear model the intercepts are positive and statistically 
significant, except for the interest rate.
Looking at Panel A, U.S. stock returns are weakly predictable using bonds (—0.0579), and 
strongly predictable using interest rate which forecasts positive returns (0.5442). U.K. stock returns
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are also positively high and statistically significant predicted from past interest rates (1.0717). Fur­
thermore, interest rates, which are highly persistent (0.4210 for the U.S. and 0.3944 for the U.K.) 
predict statistically significant negative returns on bonds (—4.5304 and —5.6707 for the U.S. and 
U.K. respectively). This result is also consistent with the negative correlation between bonds and 
interest rates, since as it is expected bonds move inversely to interest rates. Finally, the VAR model 
suggest low and negative stock-bond correlation for the U.S. (—0.0028), and positive (0.1596) for 
the U.K..
Switching to the two-regime model (panel B), regimes can be interpreted as bear (regime 1) and 
bull (regime 2). For the U.S. regime 1 continues to pick up market crashes, characterised by negative, 
double-digit mean returns for stocks (—23.4%) and interest rates (—75.2%) on an annualised basis, 
and highly positive bond returns (10.3%). The probability of regime 1 takes values very close to one 
around many well-known episodes -  as in the bivariate case -  with low returns and high volatility, 
but now the bear regime is slightly less persistent with its average duration exceeding 9 months 
(Figure 10). Furthermore, the correlation between interest rate and stock returns is positive and 
statistically significant at 5% significance level, indicating tha t in periods of falling stock markets, 
interest rates respond negatively. The negative correlation between stock-bond returns (—0.1953) in 
this regime implies the existence of flight-to-quality effects from stocks to bonds.
On the other hand, regime 2 is a bull regime in which the annualised mean returns are positive 
and the volatilities are low. This regime is highly persistent, lasting on average almost 24 months, 
while the ergodic probability confirms tha t roughly 72% of the sample period is captured by this 
regime. The stock market rally appears to have a positive and statistically significant effect on the 
correlation between stocks and bonds. This is in line with the expectations, since in bull markets 
both equities and bonds are likely to move up together, thus raising their correlation. In this regime 
we also observe a negative correlation between stock returns and interest rates, indicating th a t lower
rates typically mean higher stock returns and vice versa.29
29T here are tw o possib le  exp lanations o f th is n egative relationship . T he first one links to  th e  m acroeconom ic  
conditions, since low interest rates m ake th e  cost o f borrow ing m on ey cheaper and increase investm ent. T h e second  
is th e asset a ttractiveness. A s interest rates are high , bank deposit rates rise and new  issues o f governm ent securities  
are m ade a t a higher prem ium  rate. A s th e relative reward for investing in  stocks falls, investors m ove m on ey  out o f
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Turning now to the U.K., the interpretation of the two states is slightly different. The regime 
one is a bear regime in which the annualised expected returns are positive (2.76% for stock, 5.4% 
for bond, and 1.7% for interest rate) and the volatilities are low (16.2%, 5% and 34.1% for the three 
assets respectively). This regime is highly persistent with an average duration of 20 months with the 
probability of remaining in this regime reaching 95%. Consequently, the bear regime characterises 
the 71% of any long sample. Contrary, the second regime is a bull regime with positive mean returns 
and higher than the bear regime volatilities on all assets. The probability th a t the economy will 
stay in this regime is 88% and the duration is 8 months. The estimated correlation m atrix in Table 
26 implies th a t the stock-bond correlation is negative (—0.11) in the bear regime indicating that 
investors prefer to switch from stock to bonds in sluggish economy times. Smoothed probabilities of 
both regimes are plotted in Figure 11.
For both countries, estimates of the autoregressive matrices suggest tha t the effect of changes in 
the interest rate on asset returns continues to be strong in the two-regime model. Therefore, the 
inclusion of the short-term interest rate does not weaken the evidence of multiple states. In both 
regimes, the autoregressive coefficients indicate substantial predictability of bonds returns, and to a 
lesser extend of stock returns. To be more precise, interest rates forecast negative and statistically 
significant bond returns in both states, since the interest rate affects the price of bonds through 
changing the discount rate, causing bond prices to be inversely related to interest rate changes.
Regarding the matching of the bear regime smoothed probabilities with the OECD business
cycle dates, the correlation for the U.S. increased even more than before, to the level of 0.31. This
means tha t interest rates add additional explanatory power to the model and further improve the
specification. But this does not happened in the U.K., where the correlation dropped to  zero.
A possible explanation of th a t could be the statistical behaviour tha t U.K. interest rates show.
Surprisingly, the kurtosis coefficient (7.9406) is very large, six times higher than the corresponding
value for the U.S. (1.2520). In other words, there are extreme and infrequent events th a t happen
on the tails of the distribution. This is true if we look at interest rate in Figure 5, where we can see
th e stock  m arket into governm ent bonds.
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how volatile the series is. Also, the large value of excess kurtosis is reflected in the huge value of the 
Jarque-Bera statistic (814.2404) reported in Table 14 which strongly rejects the null hypothesis of 
a normal distribution. Finally, another interesting thing is the divergence of the minimum (—1.82) 
and maximum (1.28) compared to what normally we would have expected, which is the minimum 
and maximum to fall in the region of ±2.33xSt.D ev= ±0.76.30
3.6 C onclusion
This chapter examined the correlation between stock and bond returns, as well as the impact that 
macroeconomic variables, and especially short-term interest rates, have on this relationship. As a 
starting point, I have tried to capture non-linearities in the joint process of stock and bond returns. 
By using an MS model, I found evidence tha t two regimes are required to explain the time-variation 
in the mean, variance and correlation between the two asset classes. The results suggest th a t the 
two-regime specification with a high-volatility regime with negative mean returns and a persistent 
bull regime with positive mean returns and low levels of volatility, is able to capture important 
features of U.S. and U.K. stock and bond returns.
Moreover, my empirical findings indicate th a t in the bear regime the correlation between the 
two assets is negative and switches to a positive as the economy moves to the bull regime. This 
relationship can be explained taking into consideration the fact tha t when the stock market is 
falling investors tend to become more risk averse, thereby prompting shifts of funds out of the stock 
market into safer asset classes, such as long-term government bonds. This result has im p o rta n t  
implications, mainly on two levels. First, it is likely to provide useful and valuable information 
for investors behaviour in normal times and under extreme market conditions; and second, this 
behaviour can contribute to the stability or instability of the financial system which is why it is 
important for regulators and policy makers.
Furthermore, the analysis demonstrates th a t the dynamic linkages between financial markets
and macro economy have been unstable over time, a finding which supports the idea of predictability
30W ith  99% confidence interval.
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patterns from interest rates. In this sense, stock and bond returns become highly predictable using 
past-lagged values of short-term interest rates. This is also evidence tha t MS models are able to 
capture the time-varying and unstable nature of the links between monetary policy and equity 
markets, and thus provide a useful support to optimal decisions.
There is a long list of several extensions th a t would be accommodated in the framework and which 
are likely to improve performance. First, while I allowed only the first (mean) and second (variance) 
moments of returns to switch between the states, another possibility would be to allow for higher 
moments, such as skewness and kurtosis. The intuition behind this is tha t higher-order moments add 
considerable explanatory power compared to standard mean-variance cases, as suggested by Harvey 
and Siddique (2000) and Guidolin and Timmermann (2008). In fact, both higher-order preferences 
and regimes turn  out to play an important role in international asset allocation since they can affect 
investors’ decisions. Also, the descriptive statistics in Table 14 highlight the possibility of additional 
contagious channels operating through higher order co-moments.
An interesting issue tha t goes beyond the analysis of the current chapter is the out-of-sample 
exercise. W hat matters for a model is not its ability to produce an accurate in-sample fit, but rather 
its out-of-sample performance. Forecasting stock returns is a fascinating endeavor with a long history. 
While there is sufficient in-sample evidence th a t stock returns are predictable using a variety of 
economic variables (dividend-price ratio, earning-price ratio, nominal interest rate and inflation rate 
among others), there is also evidence -  Goyal and Welch (2003 and 2008) -  th a t the predictive ability 
of these variables does not hold up in out-of-sample forecasting exercises. In addition, understanding 
the nature of stock return forecast ability in the data helps to produce more realistic asset pricing 
models, but also has important implications for tests of market efficiency. Recent studies, such as 
Guidolin and Timmermann (2005 and 2009), have found th a t regime-switching models may prove 
extremely useful to forecast especially over low frequencies, such as monthly data.
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4 Chapter
Measuring Financial Contagion with Extreme 
Co-exceedances
4.1 Introduction
The aim of this chapter is first to shed light on whether contagion exists or not within the European 
region, and second to detect, if th a t is possible, contagion effects from the U.S. to the Euro Area. 
In other words, I am interested in making a contribution to a better understanding of the degree to 
which European markets have become interconnected and to the level on which the sub-prime crisis 
which started in the U.S., spread across borders and increased or decreased the likelihood of a crisis 
in the E.A.
The understanding of the relationship between financial markets signifies a key question, which 
has spawned a number of studies. Both investors and policymakers are particularly keen to under­
stand the mechanisms th a t link markets, in order to be able firstly to  assess the benefits of portfolio 
diversification and secondly to maintain financial stability. This motivation is even greater in times 
of financial crisis, where the vital question is whether and how the crisis propagates from one market 
to another. Therefore, we need to know whether or not we can classify this diffusion of shocks from 
one market to another as contagion.
In the existing literature, there is widespread disagreement on what is contagion. For some 
economists, contagion exists only when a crisis starts from one economy and spreads to  another, 
when the two economies are located in separate geographic regions, with different structures and 
weak cross-market linkages. Others prefer to use the term shift-contagion (Forbes and Rigobon, 
2002). According to this term, contagion is the significant increase in cross-market linkages after a
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shock to one market or to a group of markets. However, when the degree of comovement between 
two markets is high prior to the shock and continues being high even after the crisis, this does 
not constitute contagion. We would rather describe this as a normal interdependence between the 
countries under research.
In the present chapter, I will use the term “pure contagion” , which means th a t a crisis might 
trigger additional crises elsewhere for reasons unexplained by fundamentals. In other words, a crisis 
in one market increases the likelihood of a crisis in another market over and above what would 
be implied by the interdependence tha t prevails between these markets in non-crises times. This 
contrasts with many studies, which have involved simply comparing co-movements before and during 
the crisis.
For the detection and identification of contagion in financial markets, many different approaches 
have been proposed. On the one hand, we find studies th a t attem pt to measure the effect of a shock 
in one market on another market: i) leading indicator approaches (Kaminsky et at,  1998; Berg 
and Pattillo, 1999) and ii) probit/logit models (Eichengreen et al,  1996; Forbes, 2001; Bae et al, 
2003; Christiansen and Ranaldo, 2009). In another strand of literature, we find studies th a t test 
discontinuities in the data-generating process: i) Markov-Switching models (Jeanne and Masson, 
2000; Fratzscher, 2003) and ii) tests of structural breaks in the correlation coefficients (Corsetti et 
al, 2001; Forbes and Rigobon, 2002; Rigobon, 2003).
There is a vast number of studies, by King and Wadhwani (1990), Boyer et al. (1999), Loretan and 
English (2000) and Forbes and Rigobon (2002) amongst others, which have been conducting tests 
on significant changes in correlations between asset returns during tranquil and turmoil periods. 
There are mainly two reasons why pure correlation-based tests are inappropriate and invalid for 
contagion testing. Firstly, correlation-based tests are a positive function of volatility. Given the 
fact th a t during crises financial returns exhibit high volatility, a correlation test is biased upwards 
resulting in spurious contagion. Secondly, a correlation coefficient is a linear measure which gives 
equal weight to negative and positive return. This contradicts with the definition of contagion as a
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measure which captures non-linear changes in financial markets. For these reasons, this study will 
concentrate on the first strand of empirical approaches and it will attem pt to  measure the effect of 
a shock in one market on another market, using a multinomial logistic regression analysis.
Along this line, there are studies which focus on extreme events in different financial markets 
and on the probability of observing large returns across different markets given th a t in one market 
there already exist extreme tail events. Bae et al. (2003) used a binomial logistic regression model 
for the extreme stock events in the U.S. and the E.A. for the period 1995-2000. Their model, which 
is estimated separately for negative and positive tail events, shows evidence th a t interest rates, 
opposite to stock market volatility and exchange rate, might be a source of contagion within the 
E.A. Additionally, they conclude th a t there is contagion phenomenon from the U.S. to the E.A., as 
extreme returns happening in the U.S. have a significantly large positive impact to shocks occurring 
in E.A. Chan-Lau et al. (2004) apply extreme value theory (EVT) in order to quantify the joint 
behaviour of extremal realisations (co-exceedances) of financial returns across emerging markets in 
Latin America and Asia. The same approach, EVT, was followed by Hartmann et al. (2004) who 
directly measured the expected number of stock and bond market crashes, for the G5 countries, 
conditional on the event th a t at least one market crashes.
The quantile regression model of Koenker and Bassett (1978) was applied by Baur and Schulze 
(2005) in order to analyse not only the occurrence of extreme events, but also the degree of the 
negative joint occurrences. The authors concentrate only on Hong Kong, Thailand and Malaysia, 
as the source countries of the Asian crisis, testing for contagion effects to the U.S., Latin America, 
Europe and other Asian countries. The results are mixed, as in some cases they found contagion, and 
in others interdependence. Investigating the link between extreme events on the stock and currency 
markets, Cumperayot et al. (2006) applied a bivariate probit model and concluded th a t only for 
some countries (Brazil, Canada, U.S. and Switzerland) out of a total of 26, currency depreciation 
does decrease the probability of a stock market decline. Groop et al. (2006), within a multinomial 
logistic framework using the distance to default measure, were able to examine the occurrence of
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large changes in this measure as describing major shocks in banks’ financial condition. The results 
show significant evidence th a t cross-border contagion has increased since the introduction of euro.
Fazio (2007), based on bivariate probit models, tried to identify contagion currency crises using 
exchange market pressure indices between country pairs for a sample of 14 emerging economies. 
By distinguishing between the transmission of shocks due to macroeconomic interdependence and 
contagion due to herding, he found evidence of contagion for a few cases only and especially between 
countries belonging to the same region. In another paper, Christiansen and Ranaldo (2009), used 
a multinomial logit model in order to analyse the financial integration between the old European 
Union (EU) countries and the new EU member states and how this integration changed or not after 
the EU enlargement in 2004. Results show th a t for both old and new EU countries, the currency 
and interest rate play an important role in the transmission of shocks. Markwat et al. (2009) define 
three categories of crashes: local, regional, and global. Following an ordered logit model the authors 
conclude that: first, there is significant evidence th a t less severe crashes tend to be followed by more 
severe crashes; and second, the stock, bond and currency markets are important determinants of the 
probabilities of the different crash events.
In this chapter, I propose to investigate the possible contagion effect within the E.A. as well 
as from the U.S. to the E.A., by examining how often extreme (negative and positive) returns on 
different markets occur simultaneously. Using a negative-positive co-exceedance variable th a t counts 
the number of large negative-positive returns on a given day across countries, I assess how likely it 
is for a market to have large returns on a particular day, given tha t some other market have large 
returns on th a t day or the preceding day. Borrowing the definition of contagion from Bae et al.
(2003), I define contagion within regions as the fraction of exceedance events th a t is not explained 
by the explanatory variables (such as bond yield, interest rate and exchange rate). On the other 
hand, contagion across regions can be defined as the fraction of the exceedance events in a particular 
region th a t is left unexplained by its own covariates but th a t is explained by the exceedances from 
another region.
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In addition, within this particular framework, I am able to allow for both types of transmission 
mechanisms, contagion and interdependence. When two markets are closely linked to each other 
through economic fundamentals, trade links, political links or geographical position, among others, 
then the spillover of shock from one to another will be the result of the normal dependence between 
the two markets. Consequently, we can say tha t interdependence refers to the dependence th a t exists 
both in tranquil or turbulent times. On the other hand, contagion constitutes a form of dependence 
tha t does not exists in tranquil times but only occurs in times when large or extreme shocks to 
financial markets occur. According to  Dornbusch et al. (2000), contagion cannot be linked to 
observed changes in macroeconomics or other fundamentals and is solely the result of the behaviour 
of investors, financial agents or other irrational phenomena, such as financial panic, herd behaviour 
or loss of confidence. As described earlier, in this chapter I define contagion as the dependence tha t 
still exists after correcting for interdependence (fundamentals).
Using a multivariate logistic regression model, I will examine which covariates-factors are asso­
ciated with the co-exceedances count variables. The main results of this chapter can be summarised 
as follows. First, I found th a t the E.A. ten-year government bond yield and the EUR/USD exchange 
rate are important determinants of regional crashes. These covariates fail to explain extreme stock 
returns happening in the E.A., and therefore there is evidence of contagion from these markets to­
wards the stock market. W hat is more, there is evidence in favour of the continuation effect. This 
means th a t extreme negative returns do not occur abruptly, but rather evolve out of prior negative 
extreme returns. The probability of observing a crisis tomorrow in the E.A., in the sense of joint 
occurrence of extreme negative returns in four or more countries simultaneously, increases when 
regional crash occurs today. Second, the results show that there is no evidence of contagion from 
the U.S. to the E.A. The probability of extreme returns in the E.A. is not statistically significantly 
related to extreme returns happening in the U.S. According to the definition of contagion mentioned 
above, this constitutes tha t there is no contagion phenomenon from the U.S. towards the E.A. This 
finding is also supported by the fact tha t the coefficients of the U.S. stock market volatility are
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negatively statistically significant at 1% significance level.
The chapter is structured as follows. Subsection 2 describes the multinomial logit model, while 
Subsection 3 presents the data. In Subsection 4 ,1 set-up the different models to be tested and present 
the empirical results, while Subsection 5 describes all the robustness checks th a t I performed. Finally, 
Subsection 6 presents the conclusions, as well as areas of future research.
4.2 M odel
The chapter follows the approach employed by Bae et al. (2003) and Christiansen and Ranaldo 
(2009), and models extreme returns as a discrete choice among a set of alternatives. The main goal 
is to model the number of extreme negative and positive returns within the E.A. occurring in more 
than one country simultaneously, as a function of some covariates, and to express the results in 
terms of probabilities for choice of different events. McFadden (1974) proposed a modification of the 
logistic regression model and called it multinomial or polychotomous logistic regression.
In this model, the dependent variable is an indicator of a discrete choice. At this point, I need to 
introduce the exceedance and co-exceedance terms. An exceedance can be defined as the occurrence 
of an extreme negative (positive) return which lies below (above) a given threshold value of the return 
empirical distribution in one country. Similarly, co-exceedance refers to the occurrence of extreme 
negative and positive returns in different countries at the same day. In line with the majority of 
the studies examining extreme tail events, I choose the tail probability 5% for the definition of 
extremes. This decision can be defended given the large sample of daily observations, implying 
tha t the empirical distribution will contain a large number of observations in the tails. This will 
ensure tha t sufficient number of observations will be available to estimate the logit model and the 
conditional probabilities.31 After all, I distinguish between the following events: no extreme return 
for a given day; only one country with an extreme return (exceedance); two countries with an extreme
return (co-exceedance) ; three countries with an extreme return (co-exceedance) ; and four or more
31 A s a robustness check and in order to  investigate  th e sen sitiv ity  o f m y results to  th e 5% quantile, in Su bsection  
4.5, I w ill estim ate  all th e  m odels using different exceedances defin itions.
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countries with an extreme event (co-exceedance).
The basic idea is to analyse each of the exceedance/co-exceedance events in the general framework 
of probabilities model:
P r (event j  occurs) =  Pr(Yî =  j )  = F  (covariates -  explanatory variables) for j  = 1 , ,  m, (32)
where the function F(.) on the right-hand side will be devised using a logistic cumulative distribution. 
In addition, the set of covariates reflects the impact of changes in “relevant effects” (the independent 
variables) on the probability of observing a negative or a positive extreme return. In general form, by 
assuming tha t the probability associated with an event j  of m  possible events is given by Pr(Yî =  j ) ,  
then the multinomial distribution can be defined as:
expixBA
Pl(r< = =  i + E iL i« P W W  for =    (33)
where £ is a vector of explanatory variables (including a constant) and fij is a vector of coefficients 
for categories j  to m. In order to  remove the indeterminacy associated with the model, the event 
y  =  0 (zero exceedances) will be the base-benchmark event/model. Therefore, all coefficients are 
estimated in relation to this base:
Pr<y0) l +  E ”=, e x p W  (M)
The model is estimated using the log-likelihood function:
N  TO
M  =  y y / y l n P t i , (35)
i=l j = l
where N  is the number of observations, Fj is an indicator variable th a t equals one if the ith obser­
vation falls in j th event and zero otherwise. If the model contains no covariates, but only a constant
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term, then the restricted log-likelihood is given by:
m m
L L r  =  5 3 n J l n ( ^ " )  l n ^ " » ( 3 6 )
j=l j=l
where pj is the sample proportion of observations th a t make choice j . In order to measure how well 
the model fits the data, as well as the percentage of the variation in the dependent variable th a t is 
explained by the estimated model, I am using the McFadden’s pseudo-i?2 goodness-of-ht:
pseudo — R 2 — 1 — [ ) , (37)
where L L U is the value of the log-likelihood function at the estimated parameters (unrestricted 
model), and L L r is its value when all the parameters -  except constant -  are set equal to  zero (base 
model). Additionally, I use the x 2 Wald test in order to test the hypothesis th a t coefficients of the 
explanatory variables are zero.
Finally, for the interpretation of the coefficient values, I compute the marginal effects of the 
explanatory variables on the probabilities. Following Greene (2008):
k=0
(38)
which measures the marginal changes in the response probabilities for any given unit change in the 
independent covariate. All the models are estimated using PC Give in OxMetrics.
4.3 D ata
While the majority of studies (Bae et al. (2003) among others) calculate exceedances in terms of the 
sample period (unconditional) returns, in this chapter I will use daily close-to-close stock returns and 
construct the co-exceedances variables based on the standardised residuals of a G ARCH model. The 
reason for doing this lies in my aim to control the fact th a t more exceedances happen in periods of
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higher conditional volatility. Otherwise, my results may be influenced by the effects of time-varying 
volatility. As Bae et al. (2003) commented, with this method the probability of observation of an 
exceedance is always the same.
For the purposes of this study, I am using daily (close-to-close)32 data of industrial stock market 
return index for 14 European countries (part of the European Monetary Union) and the United 
States for the period from January 1, 2004 to July 11, 2012 -  a total of 2224 observations.33 All 
the data cited in this chapter are obtained from Datastream and are expressed in euros -  from the 
perspective of an unhedged European investor. I decided to use daily data instead of low-frequency 
data, because I treat contagion as a relatively short-lived phenomenon, whose extremes would not 
be captured by monthly or quarterly data. Return series are calculated by applying the formula, 
rt =  Inpt — lnpt_ i, where pt is the stock price in time t. Table 27 gives details on the exact sources 
employed in this chapter and on their mnemonics, while Table 28 provides summary statistics for 
the industrial stock market index returns for all the countries under consideration. Figures 12 and 
13 plot the industrial stock market return index and the return series, respectively, over the entire 
sample period.
Mean stock returns in annualised terms vary from —17.33% in the case of Slovenia to  14.51% for 
Finland, while volatilities -  defined as the standard deviation of returns -  vary between 17.18% for 
M alta to 37.28% for Ireland.34 W hat is more, all the series -  except for Cyprus and Ireland -  are 
characterised by negative skewness, implying tha t the distributions have a long left tail, and the mass 
of the distribution is concentrated on the right. Opposite to that, the Cypriot and Irish markets 
have large positive skewness, indicating that large positive returns tend to occur more often than 
large negative returns in these countries. Furthermore, all the series display large positive kurtosis 
coefficients well above the Gaussian benchmark value of three for the normal distribution. Kurtosis 
is between 6.0327 (Italy) and 19.0235 (Portugal), a range th a t is inconsistent with the assumption
321 am  aware o f th e p o ten tia l b ias th at is introduced by using th is  typ e  o f returns since trading hours are n o t  
synchronous.
33T h e countries are: A ustria  (A U S), B elgium  (B E L ), C yprus (C Y P ), F in land (F IN ), France (F R A ), G erm any  
(G E R ), G reece (G R E ), Ireland (IR E), Ita ly  (IT A ), M alta  (M A L ), N etherlands (N E T ), P ortu ga l (P O R ), S lovenia  
(SLO ) and Spain (SP A ).
34T he annualised  values are com pu ted  using 252 trading days per year.
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of normality.35
The considerably large values of excess kurtosis are reflected in the high values of JB statistics, 
which lead us to the rejection of the null hypothesis of normal distribution at the 1% significance level. 
Finally, Table 28 also shows the Ljung-Box (LB) Q statistic for fifth order serial correlation in levels 
and squares of returns, since there are five trading days in a week. The Q statistic points out th a t 
for five out of twelve countries (Cyprus, Ireland, Italy, M alta and Italy) there is no strong evidence 
for serial correlation in levels, while the squared returns are strongly correlated, which suggests 
temporal variation in second moments -  evidence of time-varying volatility (heteroskedasticity).
Table 29 illustrates unconditional correlations among the countries for the full sample period. 
One can observe th a t all values (except those involving Malta) are positive, thereby reflecting regional 
and economic relationships among countries. Correlation is taking its largest value between France 
and Germany (0.86). Given the well-known synchronicity problems across markets, these sample 
correlations may be biased and misleading. All the series were tested on whether they are stationary 
or not. Results from the Augmented Dickey Fuller (ADF) test are reported in Table 28.
In Table 30, I report the number of negative (RN t) and positive (RPt) exceedances and co- 
exceedances for the 14 European markets. The total 2224 days in my sample are divided into five 
categories: those for which there are no exceedances in any country (1536 such days for negative 
extreme events); only one exceedance (413 for negative extreme returns); two; three; and four or 
more co-exceedances. I also identify which countries participate in those events and how often. 
The columns labeled “5th quantile” , “95th quantile” , “Mean” and “Volatility” report the 5% and 
95% quantile of the standardised residuals together with the mean value and the volatility. The 
lowest mean for negative extreme returns belongs to Austria, Malta and Spain indicating th a t 
in these countries the extreme returns introduce more risk. Furthermore, the high volatility for 
Malta, Greece and Portugal implies tha t negative returns vary more in these countries than in other
countries. Looking at the top-tail events, Cyprus, Ireland and M alta are experiencing the higher
35T he fact th a t for P ortu gal and Ireland th e kurtosis is tw o to  three tim es larger than for any oth er country, in d icates  
th at in th ese tw o m arkets there are m ore events at th e ta ils (extrem e even ts).
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values of mean and volatility, a result which is expected if one takes a closer look at the descriptive 
statistic of the series.
Table 31 documents some stylised facts on the dynamic properties of the different types of ex­
ceedances events. Following Markwar et al. (2009), I use the “exceedance -  co-exceedance transition 
matrix” , in order to understand how the exceedances evolve and to assess whether modelling ex­
treme returns using co-exceedances is appropriate or not. Each ijth. entry of this transition matrix 
represents the probability of observing the regime in column j ,  given that on the previous day the 
regime in row i occurred. Several interesting results emerge from this matrix. Panel A of this table, 
using sample raw returns shows how the probabilities of observing a bottom-tail co-exceedance (no 
m atter how many countries are involved) on the next day increases from 0.22 when no exceedance 
occurs today to 0.25, 0.43 and 0.43 to 0.51 when four or more exceedances occur today. Probabili­
ties of observing extreme negative returns in three and four or more countries at the same day, are 
conditional on the occurrence of such events on the previous day. For example, the probability of 
four-or-more exceedances today increases from 0.04 when no exceedance occurred on the previous 
day, to 0.13 and 0.17 following the occurrence of a two-countries and three-countries co-exceedances, 
respectively.
The same pattern is also true for extreme positive returns. Furthermore, I found increasing 
probabilities of occurrence for three and four or more exceedances, conditional on the occurrence 
of an exceedance on the previous day. To be more precise, the probabilities of observing a joint 
occurrence of exceedances increase from 0.04 when there are no extreme returns in any country on 
the previous day, to 0.06 when there is only one exceedance, to 0.13 following the occurrence of four 
or more countries in the bottom tail. These results indicate th a t extreme returns do not happen 
abruptly but rather evolve out of prior extreme returns.
Panel B of Table 31 shows the transition probabilities using the definition of exceedances based 
on standardised residuals. As I mentioned earlier, my aim is to examine whether the results of 
exceedances dynamics are driven by the volatility effect which is observed during times of extreme
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downturns, as Boyer et al. (1999), Loretan and English (2000) and Forbes and Rigobon (2002) 
argued. After controlling for volatility, I found lower probabilities for three and four or more ex­
ceedances when an exceedance occurred on the previous day. For instance, the probability of observ­
ing extreme negative return in three countries today and a joint occurrence (four or more countries) 
tomorrow decreases from 0.17 to 0.05. The probability th a t a joint occurrence continues is 0.09, 
compared to the 0.14 for sample returns. Therefore, I conclude th a t there are volatility dependences 
in the dynamic patterns of co-exceedances -  especially concerning the more severe events -  tha t one 
should take into account when testing for contagion using extreme return measures.
Additionally, and in order to discriminate the impact of contagion from the effect of fundamentals, 
I use a large set of explanatory variables. In my choice of variables, I follow the existing literature, 
and select to a large extent the same variables as Bae et al. (2003), Markwat et al. (2009) and 
Christiansen and Ranaldo (2009). Importantly, the frequency of all the explanatory variables does 
correspond with the frequency of my observations. First, since I used industrial stock market return 
index to compute the exceedances, I decide to add to my model the financial stock market return 
index. By doing so I will be able to see how the two sectors are linked, as well as the dynamics th a t 
explain their behaviour. Additionally, to investigate whether shocks in the bond market lead to an 
increased crash likelihood, I include daily yields on long maturity bonds -  ten-year government bond 
yields. I expect a negative effect of bond yields on probabilities of co-exceedances. A fall in their 
yields -  or an increase in their prices -  may point at an increase in the probability of four or more 
countries co-exceedances.
I also include the three-month interbank interest rate, the E U R IB O R ,  which is the reference 
rate at which Euro interbank deposits are being offered within the European Monetary Union zone 
by one bank to another, reflects the average cost of funding of banks in the interbank market for 
a specific maturity. On average, stock market returns are negatively correlated with interest rates, 
since the latter imply higher costs of capital. So, I expect tha t higher interest rates will increase 
the contagion probability. For the currency market I use the exchange rate of the Euro against the
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U.S. Dollar. If Euro depreciates against the U.S. Dollar, extreme returns are more likely to happen. 
This is true if one considers th a t a depreciation will lead to a lower value of the stock index. Figure 
14 illustrates the four explanatory variables.
Finally, I will also use two covariates related to the U.S. These are: i) the exceedance vari­
able counting the number of days with extreme negative (below the 5%) and positive (above the 
95%) percentile of the standardised residuals of the industrial stock market distribution; and ii) the 
volatility of the industrial stock market. Volatility is computed as the squared root of the conditional 
volatility of the AR(1)-GARCH(1,1), following a common practice in the existing literature. To be 
more precise, I estimate the model: USIt  =  CQ + CxUSIt-i+et  where et ~  N(0, a^) and the variance 
follows a GARCH(1,1) process: of =  C2  +  cg o f^  +  c4ef_1.
•  R N t - i  and R P t- i  '■ lagged values of negative and positive co-exceedances variables.
• EAF:  return on financial stock market index for the Europe (EMU only).
• E A lO y: return on 10 year government bond yield for the Europe (EMU only).
• E U R IB O R 3M :  return on 3 month Euro Interbank Offered Rate.
•  E U R /U SD :  return on currency exchange rate.
• U S R N  and USRP:  negative and positive exceedance variable for the U.S.
• U S R N f- i  and U SR P t- i:  lagged values of negative and positive exceedance variable for the 
U.S.
• U S I  and USR-i'. return on industrial stock market index for U.S. and its lagged value.
•  USIvol and USIvolt- i :  volatility of return on industrial stock market index for the U.S. and 
the lagged value.
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4.4  Em pirical Framework and R esults
In this subsection, I perform four sets of estimations -  the base model, the “continuation or reversal 
effect” , the “contagion within the E.A.” model, and the “contagion from the U.S. to E.A.” model.
4.4.1 B ase  model
Model 1 of tables 32 and 33 reports estimates of probabilities of co-exceedances for bottom- and 
top-tail events for the E.A. Equation (32) can be written as a function of the explanatory variables. 
So, the probability of being in category i is given by:
Pr(% =  j )  = F(xPj) fo r  j  =  1 , . . . ,  m. (39)
This is the base model against which I compare all the other models. W hat I found is th a t there 
is an unconditional probability of 69.06% th a t none of the 14 European countries of my sample 
has a negative extreme return, while for the top-tail events this probability reaches 64.52%. The 
probability th a t one country has an extreme negative return is 18.57% (21.71% for top-tail events), 
while joint occurrence of extreme returns in four-and-more countries is 5.44% (4.94% for top-tail 
events). These probabilities are associated with the coefficients /301 and /304 respectively; and can 
be easily computed from Equation (33). For example:
Pr(y  = 1)= exP(A)i) = ____________________   z40)
1 +  J 2 j= i  exp(fl0j ) 1 +  N p(S0i ) + exp(;:502) +  exp(/303) +  exp(,S01)] '
Since Model 1 does not include explanatory variables, but only the constant term, these probabil­
ities can also arise from Table 30, which presents analytically the number of negative and positive 
exceedances and co-exceedances for each country.
56
4.4.2 Continuation  or  reversal effect
Here I am interested to  explore if extreme returns -  negative and positive exceedances -  in stock 
prices are followed by subsequent movements in the opposite (reversal) or in the same direction (con­
tinuation). Existing literature has identified both patterns. DeBondt and Thaler (1985), influenced 
by experiments in psychology showing th a t dramatic and unexpected news make people overreact, 
tried to investigate whether such behaviour affects stock prices. They found a reversal pattern in 
long-term (3- to 5-year) returns, as well as tha t stocks with low past returns tend to have higher 
future returns. Most recent papers by Jegadeesh (1990) and Lehmann (1990) provide evidence of 
shorter-term (3- to 12-month) return reversals. These studies show th a t investors who select their 
stocks based on the previous week or month returns generate significant abnormal returns.
In contrast, Jegadeesh and Titm an (1993) and Fama and French (1996) have found th a t short­
term returns tend to continue (continuation pattern); stocks with higher returns in the previous 
twelve months tend to have higher future returns. This finding is also supported by Christiansen 
and Ranaldo (2009), who have argued th a t the number of extreme negative returns today is positively 
related to the number of extreme negative return yesterday.
Model 2 of tables 32 and 33 has one explanatory variable, the lagged value of either the negative 
or positive co-exceedances (RN t- i /R P t - i ) -  Equation (39) now becomes:
Pr(% =  j) =  F (^ -  +  f  u -m W ) /or j  =  1 , . . . , m. (41)
The first column of each model shows the parameter estimates and their significance level, while the 
second column presents the impact tha t the covariate has on the probability of exceedances. The 
third column reports the joint significance level of each explanatory variable ( / ^  =  j32j  =  =
/34j  =  0). As one observes from those tables, only for the bottom-tail events all (except for one) 
the coefficients are significant and positive, indicating tha t the more extreme negative returns we 
have yesterday, the more likely it is to have extreme negative returns today. In other words, there
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is significant evidence for the presence of a continuation effect. Extreme negative returns follow a 
domino effect. This result is particularly noteworthy given the fact th a t I have taken into account 
volatility, since I computed co-exceedances using the standardised residuals from a G ARCH (1,1)
model. We know by definition tha t extreme negative returns are more likely to occur in times of
high volatility.
Moreover, the Aprob, which expresses the marginal probability of exceedances with respect to 
the covariate, indicates th a t an increase in negative returns yesterday increases the probability of all 
exceedances, but the effect decreases as we move to higher number of joint occurrences. A similar 
interpretation can be applied to the positive co-exceedances, even though the lagged variable is of 
no importance, as it is only significant at 10% level.
4.4.3 Contagion within Euro Area
In Model 3, I am looking whether co-exceedances are related to different asset type returns. For 
this reason, the explanatory variables on top of the past values of the co-exceedances are: the E.A. 
financial stock market index returns {EAF)-, the aggregate ten-year government bond for the Euro 
Area (EAIOT); the short-term three-month E U R IB O R  interest rate (E U RIBO R3M );  and the 
currency exchange rate between Euro and U.S. Dollar {EU R/U SD ).  By adding these covariates, 
I am interested to see first, what is the relationship between the financial and industrial stock 
market; second, the effect of monetary policy decisions, as adopted by international authorities and 
policymakers,; and third, the impact tha t the credit crunch had on the credit and liquidity risk 
perception of the market. The model has the form:
Pr(%  =  j )  =  f  +  A j E A f  +  &%EA10y+
+pAjEURIBOR2>M + p ^ E U R /U S D )  fo r  j  =  l , . . . , m .  (42)
For both negative and positive co-exceedances (Model 3 of tables 32 and 33), only the financial
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stock market has a strong significant effect, with the coefficients to have the expected sign. In 
particular, the likelihood of observing negative co-exceedances is negatively related to stock returns. 
This relationship implies th a t the lower the stock return, the higher the probability th a t four or 
more countries will experience negative returns in a given day. Using a numerical example, looking 
in the marginal effect of this covariate, a 5% decrease in the returns of the financial sector increases 
the probability of four or more exceedances by 7.15%.
To continue, I detect no significant link between the ten-year government bond yield and the 
E U R /U S D  exchange rate with the occurrence of extreme returns. Regarding the ten-year bond 
yield, the result is consistent with Markwat et al. (2009), even though these authors include in 
their study a bond portfolio which consists of bonds with long and short maturities. Moving now 
to the currency rate, my result is consistent with Christiansen and Ranaldo (2009), who also found 
tha t the relation between negative extreme return probabilities and exchange rate movements is 
absent. Noteworthy to say, tha t these authors perform their analysis separately for new and old 
EU countries, and conclude th a t for both cases currency returns fail to adequately explain either 
negative or positive extreme returns. W hat is more, Bae et al. (2009), who employed the Euro-U.S. 
dollar bilateral exchange rate and the short rate in Germany as a proxy, using a binomial logit model 
conclude th a t the coefficient on the exchange rate is positive and significant for bottom -tail events.
Finally, the likelihood of observing bottom-tail events in three and in four-or-more countries is 
statistically significant a t 5% and 1% significance level, respectively, for the E U R IB O R  three-month 
interest rate. The positive coefficients of the interest rate are in line with the expectations. Higher 
reference rate for overnight transactions in the Euro Area will significantly increase the probability 
of stock market extreme tail events. Additionally, the explanatory variable is significant a t 1% level 
as indicates the Wald test for zero exclusion.
Overall, in this exercise I found tha t in neither case is 10 year government bond yield and the 
E U R /U S D  exchange rate of importance for explaining extreme co-exceedances and therefore it 
does not provide any substantial information. In other words, they fail to explain co-exceedances
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happening in the E.A. According to the definition of contagion tha t I use this constitutes evidence 
of contagion. Adding the financial stock returns and the three interest rates to the model increases 
the pseudo-.R2 up to 17.02%.
Figures 15 and 16 illustrate the co-exceedances response curves of the E.A. for the bottom- and 
top-tail events respectively. The curves show the probabilities of the different types of exceedances 
for different levels of explanatory variables. Varying the value of each variable from its minimum to 
its maximum, I compute the probabilities of observing a type of exceedance event for all observations. 
Those figures support the findings presented in tables 32 and 33.
4.4 .4  Contagion fro m  the U.S. to the Euro Area
Here I am interested in investigating if there is a fraction of the co-exceedances in the Euro Area 
left unexplained by its own covariates th a t can be explained by exceedances happening in the U.S., 
as well as other U.S. explanatory variables, and especially stock market volatility. Of interest is, 
whether the United States had an extreme return th a t seems helpful in predicting the number of 
negative or positive extreme returns in the E.A. If so, I will interpret this as an evidence of contagion 
from the U.S. to  the E.A. I reestimate Model 3, but now I add two covariates related to exceedances 
(USRN)  and stock market volatility (USIvol)  from the U.S. during the preceding trading session 
th a t day.36 The new model, Model 4, has the form:
Pr(Yi = j )  =  F ( / 3 0j +  P ^ R N t - i  +  P2jEAF  +  p3jEA10Y  +  p AjEU RIB O R SM +
+ p 5jE U R /U S D  +  P6jUSRN t-i ./U SR Pt-i  +  P ^ U S Ivo l t^ )  for  j  =  1 , . . . ,  m. (43)
The estimated results for the bottom and top tails are given in Table 34. The most im portant 
finding is th a t the regression coefficients on the number of exceedances in the U.S. are insignificant. 
This means th a t U.S. extreme returns do not seem to be helpful in predicting the number of negative
extreme returns in the E.A. Defining contagion from the U.S. to the E.A. as the fraction of the
36In Subsection  4.5, I perform  the sam e exercise using three- and five-day lagged values.
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exceedance events in the E.A. th a t is left unexplained by its own covariates, but th a t is explained 
by the exceedances from the U.S., this finding does not constitute evidence of contagion.
For the other explanatory variable, the U.S. stock market volatility, I found th a t the coefficients 
related with extreme negative returns in three and in four or more countries are statistically signifi­
cant at 1% level. This means th a t the higher the U.S. volatility yesterday, the less likely it is to have 
extreme events on the Euro Area today; falling stock markets in the U.S. do not propagate or diffuse 
shock to the E.A. Furthermore, the Wald statistic indicates tha t we reject the null hypothesis tha t 
the volatility coefficients are equal to zero, or equally the explanatory variable USIvolt- i  is overall 
significant at the 1% level of significance. Unfortunately, there is paucity of studies matching the 
range of covariates th a t I am using and the sample period of my observations. For example, Bae 
et al. (2003) concludes tha t firstly, Europe’s probability of negative extreme returns is significantly 
affected by extreme returns in the U.S.; and secondly th a t the effect of the conditional volatility 
from the U.S. is strangely negative. However, for the estimation of this result the authors employed 
daily data from 1996 to 2000 into a binomial logit model.
Looking to other covariates, EAIOU, E U R IB O R  and E U R /U S D  are all insignificant for both 
bottom- and top-tail events. Any relation between probabilities of extreme returns and movements 
in these covariates seems absent. The only exception is the coefficient of E U R IB O R 3 M  related 
with top-tail events in four or more countries, which is significant at 5% significance level and has a 
negative sign. This implies th a t a lower interest rate will lower the cost for borrowing money and 
will therefore boost the stock market. Consequently the probability of extreme positive returns will 
be higher. Contrary to that, and as presented by my findings in the previous section, for top-tail 
events the rate was insignificant and did not add any explanatory power to the model. A possible 
explanation could be the interconnection between the rate at which European banks lend and borrow 
money from each other, with the U.S. stock market. Co-exceedances response curves are illustrated 
in figures 17 and 18 for negative and positive co-exceedances.
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4.5 R obustness Checks
In this section I perform several checks in order to assess the robustness of previous results.
A concern with these results is th a t the number of exceedances in the U.S. might not reflect its 
real influence upon extreme returns in Europe, since as mentioned already earlier, the two markets 
are open and simultaneously operate for a small fraction of time. This turns out not to be the case. 
I reestimated Model 4, replacing the U.S. negative exceedances and the U.S. industrial volatility by 
their values at time t, t  — 3 and t  — 5.37 The coefficients (table 35, 36 and 37) of U.S. exceedances 
are still insignificant for all exceedance outcomes for both positive and negative tails, and the partial 
derivatives too. Contrary, the stock market volatility of the U.S. does seem to be very helpful 
in predicting exceedances in Europe, as both the coefficients and the derivatives are statistically 
significant at 1% level.
Furthermore, in order to measure the effect of bond, interest rate and currency changes on 
negative and positive extreme returns simultaneously, as well as to capture possible overreaction to 
bad and good news, not captured by the other variables, I include three dummy indexes associated 
with extreme events in bond, interest rate and currency markets. While for bond and interest 
rate the extreme observations are those below the 5% quantile, extreme currency depreciations are 
defined as those depreciations above the 95% quantile of the empirical distribution of currency 
returns. These dummy variables are included in the model with one- and five-day lag, such th a t the 
model will be predictive in nature. For bottom-tail events and only for the model with five-day lag 
there is some significant relation between co-exceedance events in three countries and interest and 
exchange rate movements. The explanatory power of the indicators continues to exist for positive 
extreme returns. Interestingly, even when I include (tables 38 and 39) or exclude (Model 3 of tables 
32 and 33) these variables, the estimated coefficients for average bond, interest rate and currency 
changes remain insignificant. Given the fact tha t each extreme indicator simply subsumes all effects
of the corresponding market rates (bond, interest and currency rate) on stock market returns, this
37T h e reason for going back five days is th a t during crises periods investors m ight need tim e to  assess th e  p o ten tia l 
effect o f extrem e events in th e m arket on other m arkets.
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implies th a t stock markets only react to substantial depreciations. Following Markwat et al. (2009), 
I interpret this finding as another form of contagion, from these markets to stock markets.
Another concern with my results is whether or not the bear market period, starting on June 2007 
and afterwards, may bias my findings. For th a t reason, I performed the same analysis splitting my 
sample period into two sub-periods, from January 2004 to May 2007 and from June 2007 to July 
2012. Results, which are reported on tables 40, 41, 42 and 43, are similar to those reported before.
Another issue th a t I needed to tackle in order to render my results comparable with previous 
studies is the G ARCH standardised residuals. I reestimated all the models, but this time I defined 
exceedances differently from the way I had defined them so far, as I use sample period returns (tables 
44 and 45). Even though this approach does not seem to be appropriate, since I will always have an 
outcome where there are more exceedances in periods of higher conditional volatility, the results are 
somewhere in the middle. W ith this definition of exceedances, more coefficients are significant. For 
Model 3 and for bottom-tail events, I found th a t the probability of co-exceedances is affected by the 
interest rate and by exchange rate shocks. If currency falls (E U R /U S D  rises), extreme returns are 
more likely. Additionally, few of the bond yield and E U R IB O R  rate coefficients are significant and 
of negative sign, which implies tha t negative exceedances will occur when bond yields and interest 
rates are low. If yield decreases by 10% the probability of three exceedances will increase by 1.7%. 
When I examine top-tail events, the interest rate coefficients are negative and significant. In other 
words, the likelihood of observing positive extreme returns in more than one country increases when 
the interest rate in the region falls.
Looking at bottom-tail events of Table 45, the regression coefficients on the number of ex­
ceedances in the U.S. are insignificant for all but three-country co-exceedances. In computing the 
derivative of the exceedance probabilities at the unconditional mean of the covariâtes, I note th a t 
an increase in the number of exceedances in the U.S. increases the probability of three-country 
exceedances in the E.A. In addition, the conditional volatility of the U.S. is helpful to predict ex­
ceedances in the Euro Area. The Wald statistic indicates th a t this variable is significant a t the 1%
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level. This result holds for upper-tail events as well.
I use two more definitions of exceedances. Firstly, I define exceedances by the 2.5% quantile 
rather than the 5% quantile. Obviously, by proceeding this way there are fewer exceedances. Re­
sults (tables 46 and 47) from the multinomial logit model, are not sensitive to  this alternative 
exceedance definition. Secondly, in order to allow for more general specification regarding the pe­
riod of exceedances and their dynamics within a region, I reestimate (not reported) all the model 
regressions, but use exceedances computed over three days instead of over one day. In th a t way, I 
define co-exceedance events as those in which more than one market experiences an extreme return 
within a three-day window. Once again, results, hardly differ from the original one in tables 32, 33 
and 34.
4.6 C onclusions
Using the concept of co-exceedances of Bae et al  (2003), I have in this chapter investigated if there 
is any evidence of contagion, first within the E.A. region, and second, from the U.S. to the E.A. 
The fraction of the E.A. co-exceedances th a t cannot be explained by E.A. fundamentals-covrariates 
constitutes evidence of contagion. Similarly, the fraction of the co-exceedances in Europe th a t is 
left unexplained by its own covariates, but tha t is explained by the exceedances from the U.S., 
implies contagion from the U.S. to the E.A. The results show that: a) the probability of extreme 
returns today is conditional upon the probability of extreme returns yesterday, extreme movements 
of stock prices followed by movements in the same direction; b) regional covariates, like bond yields 
and exchange rate do not seem to explain much about the probability of bottom -tail and top-tail 
events within the E.A. -  consequently, there is evidence of contagion from these markets to the stock 
market; c) U.S. exceedances fail to explain high probabilities of extreme negative returns in Europe 
-  there is no statistically significant evidence of contagion effect from the U.S. to the E.A.
Results emphasize tha t E.A. governments and central banks concerned about the contagion and 
the spillover of extreme stock events should probably pay more attention to the E U R /U S D  ex-
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change rate market and the regional bond markets than global markets. Increased regional currency 
market volatility, extreme regional stock market declines and falling bond yields are useful indica­
tors of extreme negative and positive stock returns. In addition, regarding the results form U.S., it 
seems tha t most of the extreme dependence between the two regions -  E.A. and U.S. -  is due to 
extreme interdependence. On this evidence, as Fazio (2007) commented, it cannot be ruled out tha t 
speculators discriminate on the basis of location and common macroeconomic weakness or perceived 
similarity.
There is a long list of several extensions tha t would be accommodated in the framework and 
are likely to improve performance. First, it would be very interesting to implement this model in 
order to include other regions, like Asia and Latin America, and look for contagion in a global way. 
Second, one could consider alternative estimation approaches. It is well known, and mentioned by 
Bae et al. (2003), tha t multinomial models are unordered models, which means th a t they fail to 
account for the ordinal nature of the co-exceedances. Other options could possibly include the use 
of extreme value theory, in the spirit of Longin and Solnik (2001) and Hartman et al. (2004), or 
the quantile regression analysis introduced by Koenker and Bassett (1978) and applied by Baur and 
Schulze (2005) and Cappiello et al. (2005) in financial contagion tests. Finally, another interesting 
issue would be to examine the out-of-sample exercise. W hat matters in a model is not its ability 
to produce an accurate in-sample fit, but rather its out-of-sample performance. In other words, a 
useful suggestion would be to test the forecasting properties of the model.
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5 Chapter
Do Combination Forecasts Outperform the 
Historical Average? Economic and Statistical 
Evidence
5.1 Introduction
Predictability of stock returns has been a fundamental concern of both market practitioners and 
academic researchers for many years. Nowadays there is an extensive literature on the predictability 
of stock returns by financial and macroeconomic variables. Some variables th a t appear to predict 
future stock returns include the dividend yield (Keim and Stambaugh, 1986; Campbell and Shiller, 
1988a; Fama and French, 1988; Campbell, 1991; Cochrane, 1992; Hodrick, 1992; Ang and Bekaert, 
2007), price-earnings ratio (Campbell and Shiller, 1988b; Weigand and Irons, 2007), short-term 
interest rate (Campbell, 1987; Campbell and Hamao, 1992; Ang and Bekaert, 2002b), term  spread 
(Estrella and Miskin, 1996; Domian and Reichenstein, 1998; Rapach et al, 2005; Hjalmarsson, 2010), 
inflation rate (Nelson, 1976; Fama and Schwert, 1977; Gultekin, 1983; Campbell and Vuolteenaho, 
2004), unemployment rate (Boyd et al, 2005; Chen and Zhang, 2009) and oil prices (Driesprong et 
al, 2008; Casassus and Higuera, 2011) among others.
However, as documented by Rapach and Zhou (2012), stock returns contain a large unpredictable 
component, so tha t a forecaster is able to explain only a small part of high-frequency stock returns. 
Consequently, the degree of return predictability is small. Specifically, someone can distinguish two 
types of predictability, one th a t arises from the in-sample fit of a model and another th a t arises 
from the out-of-sample fit obtained from a sequence of expanding or rolling regressions. In terms of 
in-sample tests of predictability, the main argument put forward by researchers (Granger, 1990; Lo
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and MacKinlay, 1990; Person et al., 2003; Goyal and Welch, 2003; Rapach and Wohar, 2006) is the 
so-called over fitting problem which may spuriously indicate predictability patterns where there is 
none.
In this context and as suggested by Campbell (2008), what matters for a model is not its ability 
to generate an accurate in-sample fit, but rather its out-of-sample performance. In light of this, the 
current chapter undertakes an extensive analysis of both in-sample and out-of-sample tests of stock 
returns predictability in univariate and multivariate level. I assess the in-sample predictability of 
many financial and economic variables th a t have been extensively used in the empirical literature 
by employing the t-statistic of the slope coefficient, and the out-of-sample predictability using three 
statistical measures: the mean squared prediction error (M S P E ) ,  the squared correlation coefficient 
(CORK2), and a recently proposed test statistic. The latter, is the out-of-sample R 2 (R qS), due 
to Campbell and Thompson (2008), which compares the predictive ability of a competing forecast 
model with the historical benchmark model. Furthermore, the evaluation of the significance of the 
R qS will be achieved using the adjusted-M SPE  proposed by Clark and West (2007) and applied 
by Rapach and Wohar (2006) and Rapach et al. (2010).
More importantly, in an effort to evaluate the forecast accuracy from an economic point of view, 
I analyse the stock return forecasts performance with utility-based loss-functions. As suggested by 
Leitch and Tanner (1991) and Pesaran and Timmermann (1995), forecast evaluation made on the 
basis of conventional error-magnitude criteria find little justification for profit-maximising investors 
and has no systematic relationship to profits. Giacomini and W hite (2006) recommend th a t the focus 
should not be only on the forecasting model, but rather on the forecasting method, which includes 
the model as well as the estimation procedures and the possible choices of estimation window. For 
th a t reason, I calculate utility gains from a perspective of a mean-variance investor who optimally 
allocates portfolio between a risky asset and a risk-free asset using equity risk premium forecasts 
based on financial and economic variables relative to an investor who uses the historical average 
equity risk premium forecast.
67
While stock return predictability of the U.S. and UK stock market has been the subject of intense 
research, less academic attention has been given to the predictability of other stock markets, such 
as the German. Germany, in terms of GDP, is the world’s fifth largest economy (after the U.S., 
China, India and Japan) and the largest in Europe, accounting for about one-fifth of the European 
Union’s (EU) GDP.38 In addition, the fact th a t Germany has a welcoming attitude towards foreign 
direct investment (EDI)39, rank Germany among the world’s leading EDI countries with more than 
$713,706 million in inward EDI stocks in 2011 -  this represents a growth of 50% from 2005 to 2011.40 
According.to the World Federation of Exchange statistics, Deutsche Bôrse was the second largest 
domestic equity market in level of capitalisation from within the EU-27, with $1,185 billion at the 
end of 2011. However, given the health and functioning of the German economy, as well as its 
approaches to international and economic policy issues as a driving force in European integration, 
it is of great importance to understand whether predictability patterns arise in German stock.
At this point, I need to highlight tha t the development of the German financial system has 
been characterised by two key features, both of which have their origin in the country’s pattern 
of industrialisation in the nineteenth century. The first is tha t external finance for non-fin an ci al 
firms in Germany has been supplied predominantly by banks -  indeed, Germany provides one of 
the archetypal examples of a bank-based financial system. The second key feature is tha t, while a 
small number of big banks played a dominant role amongst the privately-owned commercial banks, 
the German financial system has also included two other sectors th a t are not primarily motivated 
by making profit, namely the publicly-owned saving banks and the cooperative banks.41
This chapter has four main objectives. First, to present an extensive case study for the pre­
dictability of German stock returns using nine financial and economic predictor variables in which
univariate and multivariate considerations may lead to improving forecasting performance relative
38C ountry G D P  ranking based on purchasing power parity  (P P P ) according to  T h e W orld F actb ook , CIA: 
h ttp s://w w w .c ia .g o v /lib ra ry /p u b lica tio n s/th e-w o rld -fa c tb o o k /ra n k o rd er /2 0 0 1 ra n k .h tm l
39 T his is m ain ly  due to  th e fact th at G erm an law m akes no d istin ction  betw een G erm an and foreign nationals  
regarding investm ents or th e establishm ent o f com panies. A lso because th e  legal fram ework for F D I favors th e  
principle o f freedom  of foreign trade and paym ent.
40U n ited  N ation s Conference on Trade and D evelopm ent S ta tistics  (U N C T A D ).
41 For m ore inform ation abou t th e  developm ent o f th e G erm an financial system  see D etzer et al. (2013).
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to the historical average model. Second, to evaluate the stock returns predictability using statistical 
and economic measures. The former, tests the null hypothesis of equal predictive ability between the 
random walk benchmark and an alternative predictive model, while the latter evaluates the perfor­
mance of a portfolio using mean-variance analysis. Third, after numerous studies which have found 
th a t forecast combinations -  equally weighted, trimmed mean, median and discounted mean square 
prediction error methods -  tend to outperform the historical benchmark model, to  examine the eco­
nomic value of combined forecasts. Fourth, to investigate whether or not the out-of-sample tests of 
forecast performance depend on different evaluation periods -  by considering multiple out-of-sample 
periods and reporting the significance of forecasting performance for each.
Results can be summarised in the following way. First, in-sample analysis over the entire sample 
period 1973:02-2012:01 shows th a t two variables -  the term  spread and the inflation rate -  are able to 
predict excess stock returns in univariate and multivariate level. This is consistent with findings by 
Fama and Schwert (1977), Fama and French (1989) and Campbell and Thompson (2008) who have 
found tha t these variables are capable to predict stock returns. Second, in terms of out-of-sample 
R 2 and adjusted-M SPE  statistic, the term spread appear to be a fairly robust predictor of German 
excess stock returns in all out-of-sample forecast periods considered for the purposes of this analysis. 
This result is in line with Hjalmarsson (2010) who reports an R qS equal to 0.512 for Germany over 
the period 1953:01-2004:06, compared to 0.642 th a t I have found for the 1985 to 2012 period. This 
finding provides evidence tha t a significant in-sample relationship also tends to be associated with 
out-of-sample predictive power. In addition, this variable detects the decline in the actual equity 
premium early in recessions, as well as the increase in the actual equity premium late in recessions. 
Finally, I find tha t despite the success of some individual predictive regression model forecasts to 
outperform the historical average, the combination of individual model forecasts does not deliver 
statistically and economically significant out-of-sample gains relative to the historical average on a 
consistent basis over time.
The chapter is organised as follows. Subsection 2 introduces the econometric methodology th a t
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I use to study the implications of economic and financial variables for forecasting stock market 
returns. D ata are discussed in Subsection 3, while Subsection 4 presents the empirical results. 
Finally, Subsection 5 offers the concluding remarks.
5.2 M ethodology
5.2.1 P redictive R egression M odel
The method th a t typically is used in order to examine excess returns predictability, it is based on 
the simple regression model
T T £t-|-i, i =  N , (44)
where rt+i is the return on the stock market index in excess of the risk-free interest rate; Xi>t is a 
financial or macroeconomic variable tha t can help predict future returns; £t+i is an error term; and 
N  is the number of predictor variables.
I divide the sample into an in-sample and out-of-sample period; given a sample of T  observations, 
the in-sample portion is composed of the first k observations (t = 1 , . . .  ,k), while the out-of-sample 
portion is composed of the last m  observations (k = s , . . .  ,T) ,  and therefore m  = T  — s. Here, 
following Pesaran and Timmermann (1995), Goyal and Welch (2003), Campbell and Thompson 
(2008), Welch and Goyal (2008), Ferreira and Santa-Clara (2011) and Neely et al. (2012), I employ 
an expanding estimation window. This approach uses recursive estimation with data from t =  1 up 
to the time of the forecast, in order to generate a series of one-step-ahead forecasts. This means 
th a t the first forecast is generated for s using data from t  = 1 to k. For the second forecast the 
data window is expanded to include s and the parameters of the forecasting model are re-estimated 
and used to predicfrequity-premium for time period s +  1. This process continues until to  reach the 
end of the sample. In other words, the first k  observations will be used to construct an initial set of
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regression estimates of the equity premium based on the predictor Xi)t
ri,k+l — ai,k "t" i — 1) ■ • • ) (45)
where and (3itk are the O LS  estimates of a* and respectively, in Equation (44) generated by 
regressing {rt }^=2 on a constant and The next out-of-sample forecast is given by
ri,k+2 — ai,k+l "b /3ijk+lx i,k+li î =  1, . . . , iV, (46)
where and /3^ f c + 1  are generated by regressing {rt } ^ 2 on a constant and {xi,t}t=1- Continuing
the process until the end of the out-of-sample period, we generate a series of m  out-of-sample forecasts 
of the equity premium based on x ijt,
I label the model a t Equation (44) as the “predictive model” Pi, when it incorporates only one 
predictor variable at a time; and as the “kitchen sink” K S ,  when a multiple regression forecasting 
model includes all potential predictors
N
rt+i = a,i+ '^2 f i ix i,t + £t+i- (47)
i=l
The in-sample predictive ability of x^t  is typically assessed by examining the t-statistic corre­
sponding to j3ijt in Equation (45). Under the null hypothesis of no predictability, /3 =  0, so th a t 
expected returns are constant. In other words, the predictive model is evaluated against the so-called 
“historical average benchmark model” B  considered by Goyal and Welch (2003), which is a simple 
random walk with drift model in the log prices
log pt+i = ai + log pt + £t+i, (48)
U+l — Q-i Ef+l; (49)
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and
■ r t+i =  logpt+i -  logpt . (50)
Using an expanding window estimation, the return forecasts for the period i + 1 which are produced 
at time t  is given by (t — I ) - 1  53t=i r t+i- As pointed out by Timmermann (2008), under a recursive 
estimation this model assumes “no predictability” , since only the constant term is included and 
therefore, is a first test of the direction of the effect of Xij  on rt+i under the alternative hypothesis.
5.2.2 Forecast Com bination
Next, I consider two general classes of combining methods, those who do not take into account 
previous information, namely simple combination methods; and those who use historical information 
to compute the combination forecasts, namely discounting method.
Sim ple Com bination M ethods Since the seminal work of Bates and Granger (1969), the com­
bination of individual forecasts of the same event has frequently been found to outperform the 
individual forecasts, in the sense tha t the combined forecast delivers a smaller mean squared pre­
diction error (M S P E ).  This is what Granger and Jeon (2004) descibed as “thick modeling” , where 
the forecaster uses many alternative specifications and then combine or synthesise them in order 
to produce the best forecast possible. Studies by Newbold and Granger (1974) and Clemen (1989) 
found th a t simple rules of combining forecasts, such as averages, often outperform more complicated 
weighting schemes (Stock and Watson, 1999; and Stock and Watson, 2004). Hendry and Clements
(2004) showed th a t combining forecasts across individual models can lead to improved forecast ac­
curacy, suggesting tha t combination forecasts are an effective tool for forecasting in the presence 
of structural breaks (see Paye and Timmermann, 2006). For th a t reason, in an effort to generate 
improved equity premium forecasts based on economic variables, I consider combination forecasts of 
the equity premium.
I estimate combination forecasts of excess returns, rt+i, as weighted averages (linear combina-
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tions) of the N  individual predictive regression model forecasts
N
r t + l  — (51)
i = l
where c indicates the different combination schemes (c =mean, trimmed-mean and median), and 
{^v }C :i are the combining weights corresponding to each specific scheme (Y2iLi u<i t  =  !)• In this 
exercise three averaging schemes will be employed. The simplest combination forecast, mean, sets 
^mean _  for z =  1 , . . . ,  iV in Equation (51), where N  is the number of forecasts being combined. 
This is the so-called “naive” rule which sets equal weight on each predictor variable. The trimmed- 
mean combination forecast sets ajti^ rnmed =  0  for the forecasts with the smallest and largest values 
and cv^/mme£i =  l/(jV  — 2) for the remaining individual forecasts. Finally, the median combination 
forecast is the median of the forecasts {rï.t+ ij^L r
D iscounting M ethod Following the literature of combination forecasting which suggests tha t 
methods th a t weight forecasts more heavily will perform better than simple combination forecasts, 
I will also apply the discounted mean squared prediction error (D M S P E )  method. This combining 
method requires a hold-out period in order to estimate the combining weights. T hat is, the total 
data are divided into an “initialisation” period and a “hold-out” period or “test” period. Then, the 
initialisation period is used to estimate any parameters and to initialise the method. Forecasts are 
made for the hold-out period. Since the hold-out period was not used in the model fitting, these 
forecasts are genuine forecasts made without using the values of the observations for these times. 
The accuracy measures (statistical and economic) are computed for the errors in the hold-out period 
only.
Here, I will follow two approaches and I will use as the initial holdout period: i) the first q 
observations from the out-of-sample period, as in Rapach et al. (2010), and ii) the last q observations 
from the in-sample period, as in Rapach and Zhou (2012). The discounted M S  P E  computes the 
combination forecast as a weighted average of the individual forecasts, where the weights depend
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inversely on the historical performance of each individual forecast
U D MSPB  =  .. ^ M S P E i f  > (52)
E  D M S P E ' l
J=1
and
t - i
D M S P E i it = J 2 6 t- 1- ‘in,,+i - h i + i f ,  (53)
l=p
where p +  1  denotes the start of the holdout period and 6 is the discount factor. As a result, the 
combining weights formed at time t  are functions of the historical forecasting performance of the 
individual models over the holdout period.
W ith this method the individual predictive regression model which generates the lower M S  P E
value (better out-of-sample performance) over the holdout period assigns greater weight. When
0 =  1, Equation (53) produces the optimal combination forecasts derived by Bates and Granger 
(1969) for the case where the individual forecasts are uncorrelated. In other words, 0 =  1 ignores 
any correlation in the errors of the individual forecasts. On the other hand, setting values of 0 <  1 
allows for higher (lower) weights to be assigned to more recent (distant) forecast errors in the 
calculation of the combination weights. Following Sarno et al. (2005), Rapach and Strauss (2007), 
Rapach and Strauss (2008), Rapach et al. (2010) and Della Corte and Tsiakas (2012), I consider 
the values 0 =  1 , 0 =  0.9 and 0 =  0.75.
5.2.3 Forecast Evaluation
A common problem that many forecasters face is how to evaluate the performance of two or more 
forecast alternatives. In what follows, I will provide intution why the researcher should focus not 
only on the forecasting model, but rather on the forecasting method. The latter, according to 
Giacomini and W hite (2006) includes the model, the estimation procedure, the combining method, 
as well as the possible choices of estimation window. Following that, firstly I evaluate the accuracy 
of the forecasting model, and secondly I evaluate the accuracy of the forecasting method.
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Statistical Evaluation In order to measure and compare the accuracy of two out-of-sample fore­
casts, from the predictive and the benchmark model, I will consider three well known metrics. The 
first one is the squared value of the correlation coefficient, C O R R 2 (Pesaran and Timmermann, 
1995; Pesaran and Timmermann, 2000). This is a measure of how well the predicted values from 
a forecast model, r j )t+1, fit the actual values, rt+1. The CORR?  is a number between 0 and 1 
(0 <  C O R R 2 < 1), where higher values strengthen the relationship between predicted and actual 
values.
The second one is the Campbell and Thompson (2008) out-of-sample R 2, which compares the 
predictive ability of the predictive model with the historical benchmark model
M  SPE
R o s  = l -  m s p e b ' m  = K S ,P u O ,D M S P E ,  (54)
where M S P E m is the mean square prediction error of the predictive/ forecasting model
1  T _ 1
- % i ) ^  ™ D M SP E , (55)
k = s
and M S P E b  is the mean square prediction error of the historical average benchmark model
1  T _ 1
M S P E b  =  5 > - m  "  Fi+ i)2' (56)
By construction, when the competing forecast outperforms the historical average benchmark in terms 
of M S P E ,  which means th a t M S P E m  <  M S P E b , the out-of-sample R 2 is positive, R qS > 0. 
Contrary to  that, R qS < 0 when the historical average benchmark is at least as good as the 
forecasting model.
In addition, the evaluation of the significance of the R qS will be achieved by using the adjusted- 
M S P E  proposed by Clark and West (2007) and applied by Rapach and Wohar (2006), Welch and 
Goyal (2008), Rapach et al. (2010) and Neely et al. (2010) among others. The adjusted-M SP E
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is based on Diebold and Mariano (1995) and West (1996) (D M W  thereafter) idea of testing for 
significant differences in loss-functions. The D M W  statistic tests the null hypothesis th a t the 
M S P E m of the predictive model is greater than or equal to the M S P E b  of the benchmark model 
against the one-sided alternative hypothesis tha t the the predictive model has lower mean square 
prediction error. Equally, H q : R 2o s  < 0 against > 0.
However, and as showed by Clark and McCracken (2001) and McCracken (2007), the D M W  
statistic has a non-standard distribution when comparing forecasts from nested models, which is 
the case when comparing predictive regression model forecasts of the excess returns to the historical 
average benchmark model.4 2
Based on that, Clark and West (2007) modify the D M W  with the adjusted-M SPE  statistic 
th a t generates asymptotic confidence intervals tha t can be calculated by a normal distribution when 
comparing nested models. Given the forecasts of r t+ i from the historical average benchmark model, 
rf?+1, and the predictive model, r%+1, as well as the corresponding forecasts errors, u f + 1  =  r^+ i—f f + 1  
and v™+1 =  7-/0 4 . i — r^+1 respectively, the adjusted-M SPE  statistic can be defined as
7t+i = (û|+1)2 -  [(sr+i)2 -  (rf+1 -?r+1)2] , m  = K S , Pi, c,D M S P E .  (57)
The additional “adjustment” term, (ff+ 1  — f ^ ) 2, adjusts for the upward bias in M S P E  produced 
by estimation of parameters tha t are zero under the null, since [(«]£+. J 2  — adjustment)] < (u^+1)2- 
By regressing f k+1 on a constant, the adjusted-M SPE  is the t-statistic corresponding to a zero 
constant, while the p-value of a one-sided test is obtained using the standard normal distribution.
Econom ic E valuation Previously, I described how to evaluate the out-of-sample performance of a 
forecasting model, using the squared correlation C O R R 2 measure, the out-of-sample R q S statistic, 
as well as the adjusted-M SPE  statistic. However, statistical forecast performance measures are
sometimes found to be unsatisfactory from an economic point of view. As pointed out by Granger and
42  T h e reason is th a t w hen th e data  are generated from th e  m ore parsim onious m odel, th e  forecasts are id en tica l 
w hen th e param eters are known and as a result th e  asym p to tic  d istr ibu tion  th eory does not holds.
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Machina (2006), statistical forecasts are typically produced by one group of agents ( “forecasters”), 
while they are consumed by a different group (“clients”). But the procedures and desires of the two 
groups typically do not interact.
As an alternative to the statistical criteria, forecast performance can be measured by utility- 
based loss-functions. Leitch and Tanner (1991), using profit measures for interest rate forecast 
conclude th a t forecast evaluations made on the basis of conventional error-magnitude criteria often 
find little justification for profit-maximising investors and have no systematic relationship to profits. 
Similar conclusion draw from Pesaran and Timmermann (1995), Pesaran and Timmermann (2000) 
and Granger and Pesaran (2000) where they argue th a t predictability of stock returns in itself does 
not guarantee tha t an investor can earn profits from a trading strategy based on such forecasts.
Following Campbell and Viceira (2002), Marquering and Verbeek (2004) and Campbell and 
Thompson (2008), I consider a classic portfolio choice problem where two assets -  a risk-free asset 
and a risky asset -  are available to an investor a t time t. The investor has a single-period horizon and 
prefers a high mean and a low variance of portfolio returns (mean-variance preferences). W hat is 
more, I assume that the investor trades off mean and variance in a linear way. That is, he maximises 
a mean-variance utility function, with a positive weight on mean and a negative weight on variance4 3
max
W m t
Emt  (Z/p,m,t+l) CLTmi m  = K S , Pi, B, c, D M S P E , (58)
where m  denotes the forecasting method {K S  for the kitchen sink, P* for the predictive model, 
B  for the historical average benchmark, c for the three simple averaging methods and D M S P E  
for the discounted mean squared prediction error method), E mt and Varmt denote expected excess
returns and variance, respectively, computed under forecasting method m  and conditional upon the
43  A ccording to  D ella  Corte and T siakas (2012), th e m ean-variance analysis m ay involve three rules for op tim al asset 
allocation: m axim um  expected  utility , m axim um  exp ected  return and m inim um  variance. Here I follow  th e  approach  
of H an (2006) and D ella  Corte et  al. (2009) and I focus on th e m axim um  exp ected  u tility  strategy.
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information available at time t; yp,m,t+i is the return on the investor’s portfolio and is defined as
yp,m,t+i  — (1 ^mt)  Vft  — K S ,  Pi,  B , c, D M S P E ,  (59)
where the cvmt and ( 1  — cvmt) denote the proportion of the portfolio allocated to risky assets with 
returns y t + i ,  and a risk-free asset which provide returns y f t , respectively; and 7  is the coefficient of 
relative risk aversion (RRA),  representing the investor’s degree of risk aversion. The solution of the 
maximisation problem which leads to the optimal portfolio weight for the investor indicates th a t the 
portfolio share in the risky asset should equal the expected excess return (risk premium) divided by 
conditional variance times the coefficient 7
Emtiyt+i) y f t  to =  K S  Pi B  c, D M S P E ,  (60)
l V a r mt (t/t+i)
where the expected value [Emt (z/t+i) — yft] is predicted by for each forecasting method, as 
discussed in subsubsections 5.2.1 and 5.2.2. Simply, Equation (60) implies firstly, th a t an investor 
should increase his weight of the risky asset if the expected excess return on the risky asset increases, 
and secondly, the negative relationship between the conditional variance, which represents a measure 
of the risk involved and the weight.
In this chapter I take up Campbell and Thompson’s (2008) view th a t an increase in the average 
return does not necessarily incorporates “pure” gain for a risk-averse investor. Based on tha t, I 
calculate the welfare benefits generated by optimally trading on each predictor variable, as well as 
collectively, for an investor where the relative risk aversion coefficient is set 7  =  5, as in Barberis 
(2000) and Guidolin and Timmermann (2005).44 Additionally, I impose portfolio constraints so
that to prevent the investor from shorting stocks or taking more than 50% leverage. As a result the
44In add ition , and as a robustness check, optim al portfolio  w eights are also obtained using different levels o f risk  
aversion coefficient, 7  — 0 .5 ,1 , and 2. N otice  th at for a sim ple m ean-variance asset a llocation  exercise, th e  op tim al 
w eight for a single risky asset is w* — S R p / f .  K now ing th at th e  Sharpe ratio on th e G erm an equ ity  prem ium  over th e  
period 1973-2012 is 0.086; 7  =  0 .5  im plied th en  a weight o f 0 .0 8 6 /0 .5  =  0.172, i.e. 17.2% in G erm an eq u ity  prem ium . 
T h at represents a rather m od erate  portofolio position .
78
portfolio weights can be defined in the following way:
Umt =  0  i f  cv^t < 0
=  0 < w ^ < 1 . 5 ,  ^  =  (61)
=  1.5 i /  w ^ > 1 . 5
where the investor estimates the stock return variance Varmt (yt+i) a t each point in time under the 
historical average benchmark model using a rolling five-year window of monthly data, as in Campbell 
and Thompson (2008), in order to allow for a time-varying variance.
In order to measure the economic forecast evaluation of the mean-variance analysis I will entertain 
two measures, the Sharpe ratio, SR ,  and the Sortino ratio, SO. The realized S R  can be defined 
as the ratio of the average excess returns of a portfolio and the standard deviation of the portfolio 
returns
S R p,m = yp,™SR V f, m  — K S ,  P i,B , c, D M S P E ,  (62)
where yPjTn is the realised return on the portfolio from the forecasting method m, ÿ f  is the realised
return on the risk-free asset (also known as the minimum acceptable return, M A R ),  aPtm is the
realised standard deviation of the portfolio which are given by
1  T ~ 1
Vp^m ~  JI . (63)
k = s
1 T_1
ÿf =  Y ^ ~ s ^ Vîu (64)
k ~ s
and
=
1  T~1 
rjp s ^  v {jjp,m,t+l yp,m)
1 /2
(65)
respectively. However, because the Sharpe ratio by construction uses the sample standard deviation 
of the realized portfolio returns, it overestimates the conditional risk an investor faces at each point
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in time. Therefore, as pointed out by Marquering and Verbeek (2004) and Han (2006), the S R  
underestimates the performance of dynamic asset allocation strategies.
For tha t reason, I also compute the Sortino ratio, SO, which is a modification of the Sharpe 
ratio, which penalises only those returns falling below a minimum acceptable return (here the risk­
free ra te). SO  ratio essentially compares return on a portfolio to downside risk, the risk of under­
performing the benchmark, by differentiating between volatility due to up and down movements in 
portfolio returns. It is equal to the actual rate of return in excess of the investor’s target rate or 
return, per unit of downside risk
™ B, c, D M gP P , (66)
where
~so
a p , m
1 2
^  "j (yp,m,t+i "  yp,m) i  (yp,m,t+i — yft)
k = s
T —1
T - s (67)
and !(•) is the indicator function. Larger values of SO  ration indicate a low risk of large losses.
If an investor uses the historical benchmark model to make her portfolio decision, then her 
average utility level over the out-of-sample period will be
=  Z/p.a -  (68)
where B and <rP)B correspond to the sample mean and variance for the return on the portfolio 
formed based on Equation (49) over the forecast evaluation (out-of-sample) period. If an investor 
instead uses a forecasting method m  to make her portfolio decision, then her average utility level 
over the out-of-sample period is
U m =  yp>m -  2 ^ 1 , mi m  = K S ,  Pi, c, D M S P E ,  (69)
where m and <fp m correspond to the sample mean and variance for the return on the portfolio
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formed based on Equation (45) over the forecast evaluation (out-of-sample) period. I will attem pt to 
measure the utility gain of using a particular forecasting method as the difference between equations 
(69) and (70)
Am  =  U rn — UB,  m  = K S ,  Pi,  c, D M S P E .  (70)
This utility gain or certainty equivalent return can be viewed as the portfolio management fee tha t 
an investor with mean-variance preferences would be willing to pay to access a particular forecasting 
method. As Marquering and Verbeek (2004), Campbell and Thompson (2008), Rapach et al. (2010), 
Rapach and Zhou (2011) and Dangl and Hailing (2012) found, there are substantial utility gains for 
mean-variance investors when they base equity premium forecasts on economic variables.
5.3 D ata
This study employes monthly data on German stock returns, as well as a large set of predictor 
variables for the period 1973:01-2012:01, a total of 469 observations .4 5  All the data are obtained 
form Datastream. The dependent variable is the equity premium, rt+i = yt+ i—y/t,  th a t is the total 
rate of return on the stock market, %/t+i — (In S R t+i — In S R t )* 100, minus the one-month T-bill rate, 
calculated from the annualised three-month interbank rate S M I R  as y f t = [(1 +  S M IR t) 1^ 12 — 1], 
As in Guidolin et al. (2010), the set of independent variables are: the log-dividend yield (DY), 
the log-price-earning ratio (PER), changes in the short term interest rate (3MIR) expressed as the 
three-month Treasury bill, the term spread (TMS) defined as the difference between the ten-year 
and the three-month government bond yields, the change in the CPI inflation rate (INFL), changes 
in the industrial production growth (IP), changes in the effective log-exchange rate (ER), the change 
in the unemployment rate (UR), and changes in oil prices (OP ) . 4 6  Only the most recently available 
observations were used in the regressions. For tha t reason all the data were available with one-month 
lag while the industrial production was with a two-month lag. Table 48 gives full description on the
exact sources used in the chapter and on their mnemonics.
45T h e beginn ing o f m y sam ple period is d ic ta ted  by d a ta  availab ility  o f all variables.
46Inflation, ind ustria l production  grow th and th e  unem ploym ent rates are a ll seasonally  adjusted .
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Table 49 provides summary statistics for the data. Data on equity premium returns display some 
typical well-known features in the literature. The first thing th a t someone can notice is the large 
standard deviation compared to their mean. To be more precise, mean value is equal to 5.47% in 
annualized terms, while volatility is 12.78% per year over the whole sample period. In addition, 
equity premium return series does not exhibit significant autocorrelation in levels, while they do in 
squares, which is a typical characteristic of the equity premium returns. Figures 21 and 22 plot the 
monthly return series for the equity premium and the predictor variables over time, respectively. 
In order to examine how closely connected to business-cycle phases are the different specification 
forecasts of the equity premium, the vertical bars in these figures depict OECD peaks and troughs 
periods .4 7  Historically, from 1973 until 2012, the German stock market return index reach an all 
time high of 2323.54 in January of 2008 and a record low of 73.49 in October of 1974. W hat is more, 
and as it is expected, equity returns display substantial deviations from normality, as highlighted by 
the rejection of the null of zero skewness and zero excess kurtosis underlying the Jarque-Bera’s test.
Regarding the predictor variables, each exhibits varying degrees of non-normality. Changes in 
short term interest rates have negative mean, which is consistent with the fact th a t most of my 
sample period is dominated by declining short-term rates, especially after the peak reached in the 
early 1980s. On the other hand, the term  spread is positive and values at 1189 basis points. Notice­
ably, changes in industrial production have a standard deviation larger than their mean, implying 
large variability. Considering tha t Germany belongs to the so-called “low-inflation countries” , the 
CPI inflation rate is low, 2.60% per year. Overall, the majority of the predictor variables under
investigation displays strong departures from normality, as the large values of kurtosis imply.
47T he O EC D  peak and trough dates are available at: 
h ttp ://w w w .oecd .org /std /lead in g in d ica torsan d ten d en cysu rveys/germ an y-c licon ip on en tser iestu rn in gp o in ts.h tm  T he  
G erm an econom y was in recession for approxim ately  44% o f th e  m onths during 1973:01-2012:01.
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5.4 Em pirical R esu lts
5.4.1 In-Sam ple A nalysis
To obtain an indication to what extent the German equity premium is predictable using financial and 
macroeconomic variables, Table 50 reports in-sample (within-sample) estimation results (coefficient, 
standard error and t-statistic) for individual (Panel A) and multiple (Panel B) variables respectively, 
over the entire sample period 1973:02 to 2012:01. In Panel A each row uses a different predictor 
variable. The asterisks denote significance of the in-sample regression as measured by the F-statistic. 
The in-sample 17-square -  expressed in percentage points -  shows th a t most of the variables have 
modest predictive power for equity returns. The most successful variables are the term  spread and 
the inflation with an 77-square of 0.99% and 1.12% respectively. Both of them are statistically 
significant at 5% level.4 8
Most of the variables have the expected sign. As Fama and French (1988) document the dividend 
yield forecasts future returns on equity risk premium. On the other hand, increases in the price- 
earnings ratio, short term interest rate and inflation rate will decrease future returns, since they 
enter with a negative coefficient. The latter, the negative relation between inflation and the equity 
premium is highlighted by Fama and Schwert (1977) and Fama (1981). These authors also report 
evidence th a t higher levels of industrial production are expected to yield positive returns on equity 
premium. Finally, changes in oil prices are not good news for future returns.
Results from the in-sample regression analysis for multiple variables are exposed in Panel B. All 
coefficients are at the same magnitude and sign as before, except the dividend yield which now has a 
negative effect on excess returns. In this model the null hypothesis tha t there is no serial correlation 
in the residuals, as well as the null of no heteroskedasticity are always failed to be rejected. Finally,
we always reject the null hypothesis of normality on the standardised residuals.
48For all th e  variables th e  null hyp otheses o f no serial correlation and no heterosk ed asticity  are alw ays rejected.
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5.4.2 Statistical Evaluation
Individual Variables I start the out-of-sample analysis with bivariate predictive regression fore­
casts of the equity premium for each predictor at the time. D ata for 1973:02 to 1984:12 are used to 
estimate the model parameters for the initial out-of-sample forecasts. This decision is taken having 
into account th a t the forecast evaluation period has to have sufficient observations available in order 
to compute reasonably accurate parameter estimates, but also a relatively large number of forecasts 
available for evaluation. Following Welch and Goyal (2008) and Rapach et al. (2010), I consider 
three different out-of-sample forecast evaluation periods, namely 1985:01-2012:01, 1992:01-2012:01 
and 2007:01-2012:01, which corresponds to the last %70%, ~50% and %10% of the sample. The 
consideration of multiple out-of-sample periods will help me to assess the robustness of the out- 
of-sample forecasting results and especially, whether or not any predictability pattern th a t may be 
arise over the whole out-of-sample period is persistent or not over the subperiods.
Results for the three out-of-sample periods are presented at Table 51. Panel A reports evidence 
of equity premium predictability from only one predictor variable over the full out-of-sample period 
1985:01-2012:01. The lowest values of M S P E  belongs to term spread, T M S ,  while the dividend 
yield, D Y ,  has the highest value of C O R R 2. Looking at the A qS, for seven out of nine predictor 
variables the statistic is negative, indicating th a t predictive regression model performs worse than 
the historical benchmark in terms of mean square prediction errors (M S P E p  > M S P E b )- For the 
two predictors with a positive T M S  (0.64%) and UR  (0.09%), the Clark and West (2007) 
adjusted-M SPE  statistic shows significant evidence of predictability only from the term  spread, 
which is statistically significant at 5% level. Contrary, changes in unemployment rate do not imply 
significant out-of-sample predictive ability at any conventional level.
Many of the negative statistics for the individual predictors are large in terms of absolute 
values, so the historical average benchmark outperforms these predictors by a substantial margin. 
For example the R%)S statistic for D Y  and IP  reaches 0.95% and 0.86% in absolute terms, signaling 
tha t these predictors are outperformed by the historical average benchmark model. This result is
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consistent with findings at Welch and Goyal (2008) and Rapach et al. (2010).
Figure 23 presents differences between the cumulative square prediction error for the historical 
benchmark forecasts and the cumulative square prediction error for the predictive regression model 
forecasts on each individual variable separately. The graphs provide an informative visual impression 
about the consistency of the out-of-sample forecasting performance of the predictive model over time 
and should be treated with caution, as suggested by Goyal and Welch (2003). This figure can be 
used in order to determine which model (predictive or historical benchmark) performs better in 
terms of M S P E ,  by simply comparing the height of the curve at the beginning and end points of 
the segment corresponding to the period of interest. Positive values indicate th a t the predictive 
model has outperformed the historical average benchmark model up to th a t point. A positive slope 
implies tha t the predictive regression forecast has lower forecasting error than the historical average 
in a given month. By looking in this figure it is difficult to draw a solid conclusion regarding which 
model perform better tha t the other.
In order to illustrate how stock return forecasts vary over time, Figure 24 graphs individual 
predictive regression model forecasts along with the historical average benchmark for the 1985:01- 
2012:01 out-of-sample period. Overall, these plots confirm that predictive regression forecasts are 
often highly volatile and highlight Rapach et al. (2010) finding th a t there are many false signals and 
quite substantial “noise” in the individual forecasts. Therefore, there is no clear pattern regarding 
the performance of the two models, suggesting th a t it is very difficult to identify individual economic 
variables capable of generating reliable out-of-sample forecasts of the equity premium.
Results from Panel A of Table 51 may not contain a clear view about the out-of-sample pre­
dictability of the individual predictors, due to evidence provided by Welch and Goyal (2008) tha t 
the predictive ability of many variables deteriorates markedly over the 1976-2005 period. Therefore, 
the natural question tha t someone has to ask is how robust are the patterns of predictability to dif­
ferent sample periods. Evidence reported at Panel B (1992:01-2012:01) of Table 51 shows th a t most 
of the models have lower mean square prediction error and higher squared correlation coefficient than
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over the full out-of-sample period. The R^ qS takes positive values for T M S ,  E R  and UR, while the 
adjusted-M SPE  statistic detects significant evidence of predictability at conventional levels only in 
the German term  spread.
Panel C of Table 51 reports results for the 2007:01-2012:01 out-of-sample period. The third 
column of Panel C shows th a t CORR? for seven of nine predictor variables is higher than the 
previous two periods, while the fourth column indicates th a t among the individual predictors, the 
term spread, the inflation and the unemployment rate outperform the historical average benchmark 
model over this recent period. However, evidence of predictability, according to the adjusted-MSTPE, 
arises only from the term spread at 5% significance level.
To conclude, I found evidence of German equity premium predictability, not only over the full 
out-of-sample period, but over the subsample periods as well. To be more precise, predictability 
from the term  spread, which describes the difference between the ten-year government bond and the 
three-month interbank rate, appears to be long-lived and very persistent . 4 9  This is consistent with 
arguments put forward in Campbell and Yogo (2006), Ang and Bekaert (2007), Hjalmarsson (2010) 
and Rapach and Zhou (2012), th a t the term spread is a fairly robust predictor of equity premium. 
On the other hand, this result contradicts the evidence put forward by Timmermann (2008) about 
short-lived predictability patterns, what the author call “elusive predictability” .
M u ltip le  V ariab les Table 52 shows results for monthly equity premium forecasts based on multi­
ple variables for ten different methods: a predictive regression method th a t includes all nine economic 
variables as regressors {kitchen sink), three simple averaging methods {Mean, Tr im m ed-M ean  and 
Median), as well as six different specifications of combining weight methods {D M S P E )  th a t de­
pends on recent forecasting performance. As pointed in Welch and Goyal (2008), Rapach et al. 
(2010) and Rapach and Zhou (2012), the “kitchen sink” model performs poorly in terms of R qs  
statistic -  values range from —3.19% for the full out-of-sample period to —10.30% for the short
2007:01-2012:01 out-of-sample period -  with an insignificant adjusted-M SPE.
49 T his finding is fairly robust under different forecast horizons; 3-, 6- and 12-step ahead (see tab les 55-66).
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Figure 25 plots the differences between the cumulative square prediction errors for the historical 
average benchmark forecast and those based on the multiple predictive regression model, while 
Figure 26 graphs the forecasts themselves. By looking at panel A of Figure 25, there is no clear 
conclusion (either negative or positive trend in the slope) th a t someone can draw regarding if the 
kitchen sink forecast underperform or overperforrm the historical average benchmark model in terms 
of M S P E .  This is even more obvious if we look at panel A of Figure 26, where the kitchen sink 
forecast is highly volatile, more so than any of the individual bivariate predictive regression forecasts 
in Figure 24. Particularly, someone has to note the difference in the vertical axis scales in figures 24 
and 26. The kitchen sink model forecasts nearly 12% in monthly expected equity premium a t the 
beginning of 1991, while two years later falls to —4% . 5 0  Such extreme values are clearly reflected to 
the MSPE criterion which delivers the largest value, 35.1187, among the combination methods. This 
is due to the so called “in-sample over fitting” problem th a t causes highly parameterised models to 
produce large forecast errors.
Next rows in Panel A of Table 52 consider forecasts based on four recently proposed combination 
methods. Particularly, the simple combining scheme (Mean) and the D M S P E  deliver positive R qS 
statistics, even though the Clack and West (2007) adjusted-M SPE  is insignificant. Panels B-F of 
Figure 26 shows th a t all combining methods shrink the forecast toward the historical average. The 
observed stabilisation of these forecasts compared to many of the individual bivariate predictive 
regression forecasts of Figure 24, is simply accomplished by weighting the forecasts. These methods 
seem to be necessary in order to accommodate the uncertainty and instability describing stock 
returns (Timmermann, 2006; Rapach et al,  2010; Don et al. 2012).
By looking at panels B and C someone can notice th a t for all the combining methods th a t have 
been considered in this exercise, the out-of-sample R 2 is always negative and insignificant a t any 
significance level. A more careful look points out th a t the D M S P E  combination forecasts select
weights relatively close to the naive 1JN  rule. In particular this happens only for the case where the
50T hese results are in  lin e w ith  th e  results o f W elch and G oyal (2008) and R apach and Zhou (2012), in  w hich  th e  
kitchen sink forecast im plies an annualised exp ected  equ ity  prem ium  o f nearly 48% and —50%.
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combining weights computed over an out-of-sample holdout period (1985:01-1998:06). As commented 
by Rapach et al. (2010), this is true because of the uncertainty associated with individual models, 
which has as a result meant th a t none of the individual models tend to dominate for a reasonably 
long holdout out-of-sample period, resulting in D M S P E  combining weights close to the 1 /N  rule. 
This is in contrast with the case where the DMSPE combining weights depend on in-sample holdout 
fit (1981:01-1984:12).
To conclude, I found th a t prediction methods based on multiple variables do not provide any 
statistical significant predictive pattern. By incorporating information from multiple predictor vari­
ables, it does not produce forecasts th a t are statistically plausible. Next I will try  to see if there 
is any economic evidence supporting the general argument th a t combination methods overperforrm 
the historical average.
5.4.3 E conom ic Evaluation
Results from economic evaluation of out-of-sample predictability from individual and multiple vari­
ables are reported in tables 52 and 54. At a first glance, one variable, the term spread (T M S )  
maximises the Sharpe ratio (SR)  and the Sortino ratio (SO), over the three out-of-sample periods. 
On the other hand in terms of utility gains, none of the predictor variables in panels A and B are 
able to generate positive gains for a mean-variance investor. The only case where there are positive 
utility gains, relative to the historical average benchmark model, is for T M S  and UR  over the pe­
riod 2007:01-2012:01. In annualised terms, the utility gain for the term spread is greater than  1% 
(1.11%) when 7  =  5, implying th a t the investor would be willing to pay more than 100 basis points 
to have access to the information in the predictive regression forecasts compared to the historical 
average forecast. This is coming to add to the fact th a t the average utility gains are typically higher 
during recessions than expansions (Rapach et al, 2010; Henkel et al,  2011; Neely et al,  2012; ). 
Consider, for example, T M S ,  which generates a negative utility gain of —12.6% in annualised terms 
during the full 1985:01-2012:01 forecast evaluation period when the risk aversion coefficient is 0.5, 
while during the 2007:01-2012:01 period the annualised out-of-sample gain is 11.5%. These results
are in line with the findings from the statistical evaluation (Table 51), indicating th a t only the term 
spread seems to be able to identify predictability patterns.
Turning to Table 54, results for the combination forecasts demonstrate th a t combining methods 
do not provide any help in order to predict German equity premium returns. During 1985-2012 and 
1992-2012 equity premium returns are predicted only according to the S R  and SO  ratio; but not 
according to the utility gain measure which takes always negative values. Indeed, it is very difficult 
to identify forecast combination methods with multiple variables capable of generating reliable and 
consistent out-of-sample forecasts of the equity premium. These empirical facts, alongside those 
of Table 52, indicate th a t combining forecasts fail to outperform the historical average either by 
statistically and economically motivated evidence for a variety of out-of-sample periods.
5.4.4 Forecast N ear Peaks and Troughs
I examine the behaviour of the actual equity premium and forecasts around business cycle peaks 
and troughs. I am interested to see, firstly how forecasts from individual predictor variables and 
multiple variables using combination methods behave during peaks and troughs, and secondly if 
out-of-sample gains are concentrated in recessions or expansions. As in Neely et al. (2012), I first 
estimate a regression model around peaks (beginnings of recessions)
4
n  - r ^  = ap + ^ 2  b p j t f t  + £p,t, (71)
l=-2
where l£t is an indicator variable tha t takes a value of unity I months after an OECD-dated peak
and zero otherwise, and bpj is the coefficient which measures the change in the average difference
between the forecasts from the realised equity risk premium and the historical average benchmark 
model I months after a peak. Then I estimate the difference between a forecast based on a predictor 
variable relative to the historical average benchmark forecast I months after a peak
4
r ?  ~ r f  = a p + ' 5 2  bP ,itft + ep,t, m  = P,i, c. (72)
l=-2
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Following similar procedure around troughs (ends of recessions)
4
rt - r f  =  aT +  ^ b r ^ t  +  £T,u (73)
l=—2
4
-  f f  =  aT +  ^  br,il^t +  eT,t, m  = P,i, c, (74)
l=-2
where is an indicator variable equal to unity I months after an OECD-dated trough and zero 
otherwise.
The top-left panel of Figure 27 depicts estimates of the slope coefficients in Equation (71), while 
the remaining panels depict estimates for Equation (72) based on individual economic-financial 
variables. The first panel shows tha t the actual equity premium moves below the historical average 
forecast one month before and two and three months after a peak, while on the other hand, it tends 
to move above the historical average benchmark forecast two months before the peak, during the 
peak, as well as one and four months after the peak. Most of the predictor variables fail to pick up 
these fluctuations in the equity risk premium early in recessions. The P E R ,  the 3 M IR  and the OP  
forecasts are above the historical average forecast during the month of a peak and also one month 
after a peak, matching the higher-than-average actual equity premium for those months. However, 
the OP forecast is also significantly higher than the historical average forecast for the full period of 
two months before through four months after a peak, unlike the actual equity risk premium. W hat 
is more, two variables, the T M S  and the UR, are always below the historical average and do detect 
the decline in the actual equity premium one month before and two and three months after a peak.
Figure 29 plots the slope coefficient estimates for Equation (73) -  top-left panel -  and Equation
(74) -  remaining panels -  based on individual economic variables. The first panel shows th a t the
actual equity premium tends to move significantly below the historical average benchmark forecast 
four months through two months before a business-cycle trough, while it tends to move above the 
historical average benchmark forecast one month before through one month after a trough. The 
remaining panels show th a t the majority of the economic variables fail to pick up these movements
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in the equity premium late in recessions. In particular, forecasts based on variables such as the 
3 M IR , T M S  and UR  are significantly above the historical average benchmark forecast for any of 
the months in the late stages of recessions when the equity premium itself is higher than average, 
although the size of the increase in the T M S  forecast is very small. None of the nine economic 
variables ares able to match the lower-than-average actual equity premium for the four through 
two months before a trough. However, the S M IR  and the UR  forecasts are also higher than the 
historical average benchmark forecast for the whole period under investigation, unlike the actual 
equity premium.
In conclusion, the analysis of the forecast behaviour near beginnings and ends of recessions, 
highlight the out-of-sample gains during recessions for forecasts based on economic variables. While 
some of them (DY, I  N F L ,  I P  and ER )  consistently fail to explain any movement in the actual 
equity premium, others, such as T M S  and UR, do detect the decline in the actual equity premium 
early in recessions, as well as the increase in the actual equity premium late in recessions. This result 
supports the idea th a t business cycle troughs are associated with stronger return predictability in 
the stock market (Rapach et al., 2011; Henkel et al,  2011).
5.5 C onclusion
While finance literature has extensively looked at the U.S., primarily, and the UK secondly, in terms 
of out-of-sample stock return predictability, little attention has been paid to the German equity 
market. Considering th a t Germany is the fifth largest economy in the world in terms of GDP, and 
the second largest domestic equity market in level of capitalisation from within the EU-27, it is of 
great importance to understand whether any predictability patterns arise in German returns.
In this chapter, firstly, I have explored whether Welch and Goyal’s (2008) argument -  th a t in- 
sample predictability of stock returns from some economic variables fails to deliver consistent out-of- 
sample forecasting gains relative to the historical average -  holds or not for German stock returns; 
and secondly, I have examined whether Bates and Granger’s (1969) finding -  th a t combination of
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individual forecasts may improve upon individual forecasts -  can be validated by statistical and 
economic gains in terms of mean-variance investor.
The results show th a t only one variable, the term spread, has in-sample and out-of-sample fore­
casting power and consistently outperforms the historical average benchmark model. This variable 
recognises the typical drop in the equity premium near business cycle peaks, as well as the typical 
increase in the equity premium near business cycle troughs. In addition, there is also evidence tha t 
combinations of individual model forecasts do not deliver any statistical and economic significant 
out-of-sample gains relative to the historical average on a consistent basis over time.
This paper provide evidence th a t there is a predictable component in stock returns, which is 
captured by the term spread -  yield curve. This finding has important implications for monetary 
policy and investor expectations. Monetary policy can influence the slope of the yield curve. A 
tightening of monetary policy usually means a rise in short-term interest rates. Other things being 
equal, tha t would tend to flatten or invert the yield curve at the same time th a t it chokes the 
supply of credit to the economy and produces and economic slowdown. On the other hand, long­
term interest rates are determined more directly by investor behaviour. If investors are risk averse, 
they tend to flock toward the safety of bonds when they sense th a t an economic downturn is on 
the horizon. That tends to push long-term interest rates below short-term interest rates when a 
recession is approaching. Therefore, the yield curve is a simple tool for reading the collective mind 
of the stock market both near peaks and troughs.#
I conclude by suggesting avenues for future research. The literature on stock return forecasting 
primarily relies on popular economic variables as predictors. However, other variables th a t poten­
tially contain relevant information for forecasting stock returns have received less attention. Such 
variables include options, features and other derivative prices; microstructure measures of liquidity; 
and institutional trading variables such as trading volumes and money flows for mutual and hedge 
funds. In addition, learning appears to play an important role in stock return predictability (Tim­
mermann, 1993; Pastor and Veronesi, 2009). Theoretical models th a t explain how investors form
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return forecasts in light of available information and respond to their forecasting errors serves as 
a promising building blocks for forecasting models based on learning. Finally, recent studies find 
significant in-sample evidence of a positive relationship between expected returns and risk (Guo and 
Whitelaw, 2006; Lundblad, 2007; Bali, 2008). It would be interesting to examine whether these 
approaches could be used to generate reliable out-of-sample stock return forecasts based on the 
expected risk-return relationship (Ludvigson and Ng, 2007).
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6 Concluding Remarks
In this thesis I have presented four independent chapters tha t enrich the existing literature in the field
of empirical finance through contributions in the area of regime shifts, contagion and predictability 
in financial markets from both a methodological and applied point of view. From a methodological 
point of view, the thesis presents a model for the identification of bull and bear regimes, a model for 
examining regime-dependent correlations between assets, a test for the presence of contagion phe­
nomena within and across regions, and finally an extensive out-of-sample study for the forecastability 
of stock returns. From an applied point of view, the present research reports very interesting novel 
results concerning firstly, the evidence of contagion from the U.S. to the E.A., and secondly the 
lack of combinations of individual model forecasts to outperform the historical average benchmark 
model.
More specifically, the first chapter, entitled “Identification of Bull and Bear Markets” , comprises 
thorough specification tests concerning the identification of bull and bear regimes in financial mar­
kets. Using a univariate regime switching model I found statistically significant evidence of more 
than one regime in each of the G7 stock markets. The in-sample analysis suggests th a t a simple two- 
state model with regimes characterised as a high volatility bear regime with negative mean returns 
and a bull regime with positive mean returns and low volatility is able to capture the time-varying 
volatility in stock returns.
The second chapter, entitled “Regime Dependent Correlation in Stock and Bond Returns” , gen­
eralises the univariate framework employed in the previous chapter to account for two assets and 
to explore the correlation between them as the economy switches between regimes. The analysis 
is also extended to study the effect of monetary policy, as expressed by interest rate, on the cor­
relation between the two assets. Specification tests report evidence th a t the joint distribution of 
stock and bond returns may only be described by a two-regime MS-VAR(l) model. The analysis 
I have conducted shows statistically significant evidence of flight-to-quality phenomena, as during 
bear regimes, the prices of the two asset classes tend to co-move less compared to a bull regime.
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These results appear robust to the inclusion of an economic predictor variable, the three-month 
T-bill rate, in which case not only mean, variance and correlation between stock and bond returns 
become time-varying as driven by the hidden Markov regime, but also the ability of current interest 
rate to forecast subsequent stock and bond returns becomes strongly time-varying.
The third chapter, entitled “Measuring Financial Contagion with Extreme Co-exceedances” , 
explores whether contagion phenomena exist or not, first within the E.A. and second from the U.S. 
to the E.A. I estimate how likely it is for a market to have extreme large positive and negative 
stock returns on a particular day, given th a t some other markets have extreme large positive and 
negative stock returns on th a t day or the preceding day, by using the Bae et al. (2003) definition of 
contagion and applying a multinomial logistic regression procedure. Having applied a multinomial 
logistic regression model to daily returns on 14 European stock markets for the period 2004-2012, 
I can provide the following summary of the results. Firstly, I found evidence of contagion within 
the E.A. Especially, the E.A. ten-year government bond yield and the EUR/USD exchange rate 
fail to adequately explain the probability of co-exceedances in Europe. Therefore, these variables 
are important determinants of regional crashes. Secondly, I have observed th a t negative movements 
in stock prices follow continuation patterns -  co-exceedances cluster across time. Thirdly, there is 
no statistically significant evidence of contagion from the U.S. to the E.A., in the sense th a t U.S. 
exceedances fail to explain high probabilities of co-exceedances in the E.A.. This result holds under 
a large battery of robustness checks.
The fourth chapter, entitled “Do Combination Forecasts Outperform the Historical Average? 
Economics and Statistical Evaluation” , confers rationales concerning the importance of combination 
forecasts relative to the historical benchmark model. I undertake a thorough in-sample and out-of- 
sample analysis of stock returns in both univariate and multivariate levels. In an effort to evaluate 
the predictability of stock returns by financial and economic variables, I employ not only statistical 
measures, but economic as well. Results for the German stock returns over the period from 1973 
to 2012 can be summarised in the following way. First, term  spread appears to be a fairly robust
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predictor of excess stock returns in all out-of-sample forecast periods considered. Second, this 
variable detects the decline in the actual equity premium near beginnings of recessions, as well as 
the increase in the actual equity premium near ends of recessions. Finally, combination of individual 
model forecasts does not deliver statistically and economically significant out-of-sample gains relative 
to the historical average, on a consistent basis over time.
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A P P E N D IX  A
Variable Source M n em on ic/C od e
Stock Return Total Market Index, TOTMKCN(RI), TOTMKFR(RI)
1 0 0  * [In (pt) -  In (pt_i)] Datastream TOTMKBD(RI), TOTMKIT(RI)
TOTM KJP(RI), TOTMKUK(RI)
TOTMKUS(RI)
N otes: T h e to ta l m arket in d ex  covers a ll th e  sectors in each country. RI stan d s for return in d ex and p resents th e  th eoretica l 
grow th  in value o f a n o tion a l share hold in g, th e  price o f w hich is th a t o f th e  selected  price in d ex. T h is hold in g is deem ed to  
return a d aily  d iv id en d , w hich is used (re-in vested) to  purchase new  (ad d ition a l) u n its  o f th e  stock  at th e  current price.
Table 1: Data of Stock Returns
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Variables Canada_________ France________ Germany_________ Italy
Mean 0.7932 0.8957 0.7710 0.5629
Median 1.0439 1.2630 1.1152 0.4921
Maximum 20.5944 23.6077 18.2565 24.8945
Minimum -23.7793 -29.7176 -22.4584 -25.5821
St. Dev. 5.6947 6.9105 6.1524 7.6922
Skewness -0.6239 -0.5753 -0.4891 -0.1151
Kurtosis 5.5596 4.5839 4.3350 3.6630
JB statistic 160.4883*** 75.8619*** 54.2149*** 9.7508***
LB (4) 1.6714 11.965** 5.9348 13.465***
LB (4) squares 221.06*** 182.25*** 191.75*** 169.02***
ADF(5) -20.9273*** -20.1834*** -20.9045*** -19.9959***
Observations 475 475 475 475
Japan United
Kingdom
United
States
Mean 0.5713 0.8667 0.7880
Median 0.1994 1.1359 1.1527
Maximum 22.3143 42.4076 17.5797
Minimum -25.9323 -24.2401 -24.1111
St. Dev. 6.2926 6.3128 4.6769
Skewness 0.0372 0.2795 -0.5956
Kurtosis 4.0219 7.7395 5.6421
JB statistic 20.7803*** 450.7677*** 166.2480***
LB (4) 6.9640 8.7059* 3.2480
LB (4) squares 182.67*** 177.03*** 199.15***
ADF(5) -19.8728*** -19.5242*** -21.1349***
Observations 475 475 475
N otes: T h e tab le  reports sum m ary s ta t is tic s  for m on th ly  stock  return series for each o f th e  G 7 cou n tries. T h e  sam ple  
period is 2000:01-2009:10. L B (j) den otes th e  j-th  order L ju ng-B ox Q s ta tis tic . * denotes significance at 10% , **
significance at 5%, *** significance at 1%.
Table 2: Summary Statistics for Stock Returns
Series Canada France Germany Italy Japan United United
Kingdom States
Canada 1 . 0 0 0 0
France 0.5858 1 . 0 0 0 0
Germany 0.5504 0.7334 1 . 0 0 0 0
Italy 0.4766 0.6286 0.5901 1 . 0 0 0 0
Japan 0.3535 0.4310 0.4234 0.3684 1 . 0 0 0 0
United Kingdom 0.6057 0.6619 0.6094 0.5365 0.4313 1 . 0 0 0 0
United States 0.7585 0.5967 0.5786 0.4550 0.3368 0.6451 1 . 0 0 0 0
Table 3: Correlations Between G7 Countries for Stock Returns
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M odel N o. o f  
param .
Log-
likelihood
D avies
test
W olfe AIC BIG H-Q S aturation
B a s t  M odel:  M S I ( 1 ,0 ) 2 - 1 4 9 9 .7 7 9 6 .31 9 0 g.& gyg g .g g g f 237.5
M S I(2 ,0) 7 -1473.5636 52.431*** 52.0996*** 6.2297 6.2823 6.2504 67.86
M S I H ( 2 ,0 ) 8 -1453.9900 91.578*** 90.9996*** 6 .1 5 1 5 6 .2 1 2 8 6 .1 7 5 6 59.37
M SI(3 ,0) 13 -1453.9941 91.570*** 90.9914*** 6.1726 6.2777 6.2139 36.54
M SIH (3,0) 15 -1451.2398 97.079*** 96.4652*** 6.1694 6.2921 6.2176 31 .67
M S I(4 ,0) 21 -1446.7443 106.07*** 105.3994*** 6.1757 6.3510 6.2447 54.28
M S IH (4,0) 24 -1443.6085 112.34*** 111.6314*** 6.1751 6.3767 6.2544 19.79
M SI(5 ,0) 31 -1440.8884 117.78*** 117.0373*** 6.1932 6.4561 6.2966 15.32
M SIH (5,0) 35 -1435.5875 128.38*** 127.5721*** 6.1877 6.4857 6.3049 13.57
B a s e  M odel:  M S I ( 1 ,1 ) 3 -14 9 6 .7 6 1 g.& gjg 6.3414 g .a p o y 158.00
M S IA (2 ,1 ) 9 -1475 .8424 41.837*** 41.5729*** 6.2609 6.3311 6.2885 52.67
M S IA H (2,1) 10 -1451.6561 90.210*** 89.6400*** 6.1631 6.2421 6.1941 47.40
M S IA (3 ,1 ) 16 -1456 .3909 80.740*** 80.2302*** 6.2084 6.3400 6.2601 29.62
M SIA H (3,1) 18 -1441.8802 109.76*** 109.0683*** 6.1556 6.3048 6.2143 26.33
M S IA (4 ,1 ) 25 -1442 .6479 108.23*** 107.5426*** 6.1883 6.3990 6.2712 18.96
M SIA H (4,1) 28 -1439.4764 114.57*** 113.8456*** 6.1876 6.4246 6.2808 16.93
M S IA (5 ,1 ) 36 -1437.2713 118.98*** 118.2279*** 6.2121 6.5193 6.3329 13.17
M SIA H (5,1) 40 -1431.5345 130.45*** 129.6290*** 6.2047 6.5471 6.3394 11.85
B a s e  M odel:  M S I ( 1 ,2 ) 4 -1 4 9 3 .8 9 1 G .aggJ g.& ?97 118.25
M S IA (2 ,2 ) 11 -1464.9509 57.881*** 57.5146*** 6.2365 6.3245 6.2711 43 .00
M SIA H (2,2) 12 -1449.2779 89.227*** 88.6626*** 6.1745 6.2712 6.2125 39.42
M S IA (3 ,2 ) 19 -1441.6005 102.58*** 103.9204*** 6.1759 6.3299 6.2339 24.89
M SIA H (3,2) 21 -1441.6105 104.56*** 103.9006*** 6.1801 6.3560 6.2493 22.52
M S IA (4 ,2 ) 29 -1429.4331 128.92*** 128.1015*** 6.1625 6.4087 6.2593 16.31
M SIA H (4,2) 32 -1434.0565 119.67*** 118.9131*** 6.1947 6.4673 6.3019 14.78
M S IA (5 ,2 ) 41 -1424.7331 138.32*** 137.4422*** 6.1933 6.5450 6.3317 11.54
M SIA H (5,2) 45 -1420.9592 145.86*** 144.9423*** 6.1943 6.5812 6.3465 10.51
B a s e  M odel:  M S I ( 1 , 3 ) 5 -1 4 9 0 .9 7 1 G.JCPg 94.40
M S IA (2 ,3 ) 13 -1461.8867 58.168*** 57.8012*** 6.2452 6.3509 6.2868 36.31
M SIA H (2,3) 14 -1446.9460 88.050*** 87.4938*** 6.1862 6.3007 6.2312 33.71
M S IA (3 ,3 ) 22 -1443.2069 95.528*** 94.9248*** 6.2042 6.3892 6.2770 21.45
M SIA H (3,3) 24 -1440.7746 100.39*** 99.7587*** 6.2024 6.4049 6.2821 19.67
M S IA (4 ,3 ) 33 -1428.9059 124.13*** 123.3462*** 6.1902 6.4721 6.3011 14.30
M SIA H (4,3) 36 -1429.7271 122.49*** 121.7141*** 6.2064 6.5147 6 .3277 13.11
M S IA (5 ,3 ) 46 -1409.1746 163.59*** 162.5595*** 6.1617 6.5580 6.3276 10.26
M SIA H (5,3) 50 -1419.7825 142.38*** 141.4777*** 6.2236 6.6552 6.3934 9.44
B a s e  M odel:  M S I ( 1 , 4 ) 6 e .g g j o g .jg& e 78.50
M S IA (2 ,4 ) 15 -1455.1107 65.416*** 65.0034*** 6.2382 6.3617 6 .2868 31.40
M SIA H (2,4) 16 -1442.7737 90.090*** 89.5216*** 6.1901 6.3224 6.2421 29.44
M S IA (3,4) 25 -1435 .2939 105.05*** 104.3867*** 6.1965 6.4082 6.2798 18.84
M SIA H (3,4) 27 -1435.9159 103.81*** 103.1505*** 6.2077 6.4370 6.2979 17.44
M S IA (4 ,4 ) 37 -1421.192 133.25*** 132.4123*** 6.1876 6.5052 6.3125 12.73
M SIA H (4,4) 40 -1409.8631 155.91*** 154.9270*** 6.1522 6.4963 6.2876 11.77
M S IA (5,4) 51 -1404.0093 167.62*** 166.5607*** 6.1741 6.6152 6.3476 9.23
M SIA H (5,4) 55 -1407.9930 159.65*** 158.6436*** 6.2080 6.6843 6.3954 8.56
Table 4: Model Selection Results for Canada
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V
I-
M odel N o. o f  
param .
Log-
likelihood
D avies W olfe AIC BIG H-Q S aturatio
B a s e  m ode l:  M S I ( 1 , 0 ) 2 - 1 5 9 1 .6 9 1 6 .7 0 6 0 g .T lj g 6 .7 0 9 5 237.5
M SI(2 ,0) 7 -1573 .6422 36.098*** 35.8696*** 6.6511 6.7037 6.6718 67.86
M S I H ( 2 ,0 ) 8 -1561 .0594 61.264*** 60.8762*** 6.6023 6 .6 6 3 7 6 .6 2 6 4 59 .37
M SI(3 ,0) 13 -1558 .4444 66.494*** 66.0732*** 6.6123 6.7175 6 .6537 36.54
M SIH (3,0) 15 -1553 .0819 77.219*** 76.7305*** 6.5898 6.7209 6.6464 31 .67
M SI(4,0) 21 -1550 .4242 82.534*** 82.0123*** 6.6123 6.7876 6.6812 54.28
M SIH (4,0) 24 -1547 .7173 87.948*** 87.3919*** 6.6135 6.8152 6.6928 19.79
M SI(5 ,0) 31 -1545.1221 93.138*** 92.5495*** 6.6320 6.8950 6.7354 15.32
M SIH (5,0) 35 -1543.9455 95.491*** 94.8878*** 6.6439 6.9419 6.7611 13.57
B a s e  mode l:  M S I ( 1 ,1 ) 3 -1 5 8 6 .9 0 4 g.y& fg 6 .7 2 1 7 6.7111 158.00
M S IA (2 ,1 ) 9 -1569 .8473 34.113*** 33.8979*** 6.6575 6.7278 6.6852 52.67
M SIA H (2,1) 10 -1556.6136 60.580*** 60.1981*** 6.6059 6.6849 6.6370 47.40
M S IA (3 ,1 ) 16 -1553.7484 66.311*** 65.8923*** 6.6191 6.7508 6.6709 29.62
M SIA H (3,1) 18 -1546 .9399 79.928*** 79.4233*** 6.5989 6.7481 6.6575 26.33
M S IA (4 ,1 ) 25 -1546.2085 81.391*** 80.8769*** 6.6253 6.8360 6.7082 18.96
M SIA H (4,1) 28 -1539.5878 94.632*** 94.0347*** 6.6100 6.8471 6.7032 16.93
M S IA (5,1) 36 -1538 .2066 97.394*** 96.7796*** 6.6380 6.9452 6.7588 13.17
M SIA H (5,1) 40 -1538 .6837 96.440*** 95.8315*** 6.6568 6.9992 6.7915 11.85
B a s e  mode l:  M S I ( 1 , 2 ) 4 - 1 5 8 0 .9 7 1 5 .5 9 7 5 5 .7 5 5 9 6 .7 0 7 9 118.25
M S IA (2,2) 11 -1563 .2567 35.428*** 35.2048*** 6.6522 6.7401 6.6868 43.00
M SIA H (2,2) 12 -1548.9185 64.104*** 63.7001*** 6.5958 6.6925 6.6338 39.42
M S IA (3,2) 19 -1551 .8007 58.340*** 57.9721*** 6.6376 6.7959 6 .6998 24.89
M SIA H (3,2) 21 -1536.3523 89.237*** 88.6737*** 6.5807 6.7566 6 .6499 22.52
M S IA (4,2) 29 -1533.7045 94.532*** 93.9359*** 6.6034 6.8496 6.7002 16.31
M SIA H (4,2) 32 -1529.1862 103.57*** 102.9154*** 6.5969 6.8695 6.7041 14.78
M S IA (5,2) 41 -1525.6816 110.58*** 109.8804*** 6.6202 6.9719 6.7585 11.54
M SIA H (5,2) 45 -1519.4250 123.09*** 122.3145*** 6.6106 6.9975 6.7628 10.51
B a s e  mode l:  M S I ( 1 , 3 ) 5 - 1 5 7 3 .9 2 6 6.6 861 5 .5751 6 .6 9 9 9 94.40
M S IA (2,3) 13 -1549 .2566 49.339*** 49.0271*** 6.6154 6.7211 6.6570 36.31
M SIA H (2,3) 14 -1542.2926 63.267*** 62.8672*** 6.5902 6.7047 6.6352 33.71
M S IA (3,3) 22 -1534 .8557 78.141*** 77.6470*** 6.5926 6.7775 6.6653 21.45
M SIA H (3,3) 24 -1527.981 91.890*** 91.3096*** 6 .5 7 1 9 6.7745 6 .6516 19.67
M S IA (4,3) 33 -1519.8135 108.22*** 107.5414*** 6.5754 6.8573 6 .6863 14.30
M SIA H (4,3) 36 -1520.2621 107.33*** 106.6499*** 6.5900 6.8983 6.7113 13.11
M S IA (5,3) 46 -1512 .3829 123.09*** 122.3088*** 6.5990 6.9954 6.7549 10.26
M SIA H (5,3) 50 -1506.9467 133.96*** 133.1125*** 6.5929 7.0245 6 .7627 9.44
B a s e  mode l:  M S I ( 1 ,4 ) 6 -1 5 7 0 .0 7 4 5 .7 9 5 9 6 .7 0 5 5 78.50
M S IA (2,4) 15 -1543.3244 53.499*** 53.1613*** 6.6128 6.7363 6.6614 31.40
M SIA H (2,4) 16 -1538.7745 62.598*** 62.2036*** 6.5977 6.7300 6.6498 29.44
M S IA (3,4) 25 -1526 .8950 86.357*** 85.8125*** 6.5855 6.7972 6 .6688 18.84
M SIA H (3,4) 27 -1524 .8846 90.378*** 89.8079*** 6.5854 6.8148 6.6757 17.44
M S IA (4,4) 37 -1515 .1644 109.82*** 109.1256*** 6.5866 6.9042 6.7116 12.73
M SIA H (4,4) 40 -1514.2729 111.60*** 110.8973*** 6.5956 6.9396 6.7309 11.77
M S IA (5,4) 51 -1502 .0168 136.11*** 135.2547*** 6.5903 7.0313 6.7638 9 .23
M SIA H (5,4) 55 -1502.2658 135.62*** 134.7598*** 6.6083 7.0847 6 .7957 8.56
Table 5: Model Selection Results for France
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M odel N o. o f Log- D avies
param . likelihood  test
W olfe A IC BIG H-Q Saturation
B a s e  m ode l:  M S I ( 1 ,0 ) 2 - 1 5 3 6 .4 9 6 g .j 7 7 f 237.5
M SI(2 ,0) 7 -1513.8005 45.390*** 45.1043*** 6.3991 6.4517 6.4198 67.86
M S I H ( 2 ,0 ) 8 -1503.5752 65.841*** 65.4257*** 6.3603 6 .4 2 1 6 6 .3 8 4 4 59.37
M S I(3 ,0) 13 -1497.8785 77.234*** 76.7472*** 6.3573 6.4625 6.3987 36.54
M SIH (3,0) 15 -1497.1225 78.746*** 78.2496*** 6.3626 6.4853 6.4108 31.67
M S I(4 ,0) 21 -1490.4909 92.010*** 91.4290*** 6.3599 6.5352 6.4288 54.28
M SIH (4,0) 24 -1494 .1367 84.718*** 84.1835*** 6.3879 6.5895 6.4672 19.79
M S I(5 ,0) 31 -1482.7365 107.52*** 106.8399*** 6.3694 6.6323 6.4728 15.32
M SIH (5,0) 35 -1487 .5768 97.838*** 97.2204*** 6.4066 6.7046 6.5238 13.57
B a s e  mode l:  M S I ( 1 , 1 ) 3 g .j& w 158.00
M S IA (2 ,1 ) 9 -1512 .7818 40.505*** 40.2485*** 6.4168 6.4870 6.4444 52.67
M SIA H (2,1) 10 -1499.1617 67.745*** 67.3167*** 6.3635 6.4425 6.3946 47.40
M S IA (3 ,1 ) 16 -1493.7752 78.518*** 78.0216*** 6.3661 6.4978 6.4179 29.62
M SIA H (3,1) 18 -1490.7064 84.656*** 84.1205*** 6.3616 6.5108 6.4203 26.33
M S IA (4 ,1 ) 25 -1485.8804 94.308*** 93.7115*** 6.3708 6.5814 6.4536 18.96
M SIA H (4,1) 28 -1485.7177 94.633*** 94.0349*** 6.3827 6.6198 6.4759 16.93
M S IA (5 ,1 ) 36 -1477.2053 111.66*** 110.9521*** 6.3806 6.6878 6.5014 13.17
M SIA H (5,1) 40 -1482.3593 101.35*** 100.7092*** 6.4192 6.7616 6.5538 11.85
B a s e  m ode l:  M S I ( 1 ,Z ) 4 - 1 5 2 9 .2 0 6 g .jy g g 6 .5 0 5 0 118.25
M S IA (2 ,2 ) 11 -1507.2368 43.938*** 43.6608*** 6.4153 6.5033 6.4499 43.00
M SIA H (2,2) 12 -1497.5599 63.292*** 62.8924*** 6.3786 6.4754 6.4167 39.42
M S IA (3,2) 19 -1487.8185 82.775*** 82.2522*** 6.3670 6.5253 6.4293 24.89
M SIA H (3,2) 21 -1484.1371 90.138*** 89.5685*** 6.3599 6.5358 6.4291 22.52
M S IA (4,2) 29 -1481.2195 95.973*** 95.3668*** 6.3814 6.6276 6.4783 16.31
M SIA H (4,2) 32 -1483.4981 91.416*** 90.8384*** 6.4037 6.6763 6.5110 14.78
M S IA (5 ,2 ) 41 -1470.3900 117.63*** 116.8890*** 6.3864 6.7381 6.5247 11.54
M SIA H (5,2) 45 -1468.3710 121.67*** 120.9015*** 6.3948 6.7816 6.5469 10.51
B a s e  mode l:  M S I ( 1 ,3 ) 5 6 .5 1 1 2 g.jgfW 94.40
M S IA (2 ,3 ) 13 -1493.2702 62.130*** 61.7372*** 6.3782 6.4839 6.4198 36.31
M SIA H (2,3) 14 -1488.3113 72.048*** 71.5923*** 6.3614 6.4759 6.4065 33.71
M S IA (3 ,3 ) 22 -1481.2769 86.117*** 85.5723*** 6.3655 6.5505 6.4383 21.45
M SIA H (3,3) 24 -1475.1442 98.382*** 97.7602*** 6.3480 6.5506 6.4277 19.67
M S IA (4 ,3 ) 33 -1473.9621 100.75*** 100.1095*** 6.3811 6.6630 6.4920 14.30
M SIA H (4,3) 36 -1477.2014 94.268*** 93.6718*** 6.4076 6.7158 6.5288 13.11
M S IA (5 ,3 ) 46 -1462 .7340 123.20*** 122.4238*** 6.3887 6.7850 6.5445 10.26
M SIA H (5,3) 50 -1467.7989 113.07*** 112.3580*** 6.4271 6.8586 6.5968 9.44
B a s e  m ode l:  M S I ( 1 , 4 ) 6 - 1 5 2 0 .8 0 0 G .j7 M G.&gfO 78.50
M S IA (2 ,4 ) 15 -1489 .1807 63.238*** 62.8391*** 6.3829 6.5064 6.4315 31.40
M SIA H (2,4) 16 -1485 .5267 70.546*** 70.1010*** 6.3716 6.5039 6.4237 29.44
M S IA (3 ,4 ) 25 -1478.8074 83.985*** 83.4547*** 6.3813 6.5930 6.4646 18.84
M SIA H (3,4) 27 -1474.1230 93.353*** 92.7643*** 6.3699 6.5993 6.4601 17.44
M S IA (4,4) 37 -1461 .8687 117.86*** 117.1182*** 6.3603 6.6779 6.4853 12.73
M SIA H (4,4) 40 -1452.8987 135.80*** 134.9448*** 6 .3 3 5 0 6.6790 6.4703 11.77
M S IA (5 ,4 ) 51 -1448.4520 144.70*** 143.7821*** 6.3628 6.8039 6.5363 9.23
M SIA H (5,4) 55 -1455.1848 131.23*** 130.4015*** 6.4084 6 .8847 6.5958 8.56
Table 6: Model Selection Results for Germany
102
M odel N o. of 
param .
Log-
likelihood
D avies
te s t
W olfe
te s t
AIC BIG H-Q S aturatio
B a s e  m ode l:  M S I ( 1 , 0 ) ê - 1 6 4 2 .5 9 6 G.&gOj 6.9 291 3 .9 2 3 3 237.5
M S I(2 ,0) 7 -1638 .4558 8.2804* 8.2281** 6.9240 6.9766 6 .9447 67.86
M S I H ( 2 ,0 ) 8 -1626 .2174 32.757*** 32.5503*** 6.8767 6 .9 3 8 0 6 .9 0 0 8 59.37
M SI(3 ,0) 13 -1622 .2173 40.757*** 40.4999*** 6.8809 6.9860 6.9222 36.54
M S IH (3,0) 15 -1621.1121 42.968*** 42.6964*** 6.8846 7.0073 6.9329 31.67
M SI(4 ,0) 21 -1619 .3705 46.451*** 46.1576*** 6.9026 7.0779 6.9715 54.28
M SIH (4,0) 24 -1611 .7443 61.703*** 61.3136*** 6.8831 7.0847 6.9624 19.79
M SI(5 ,0) 31 -1612.6181 59.956*** 59.5771*** 6.9162 7.1792 7.0196 15.32
M SIH (5,0) 35 -1607 .3504 70.491*** 70.0459*** 6.9109 7.2089 7.0281 13.57
B a s e  m ode l:  M S I ( 1 , 1 ) 3 - 1 6 3 7 .5 5 9 6 .91 7 9 6 .9 3 5 5 158.00
M S IA (2 ,1 ) 9 -1627 .6637 19.790*** 19.6656*** 6.9015 6.9717 6.9291 52.67
M SIA H (2,1) 10 -1625.1534 24.811*** 24.6544*** 6.8951 6.9741 6.9262 47.40
M S IA (3 ,1 ) 16 -1617 .8818 39.354*** 39.1058*** 6.8897 7.0214 6.9415 29.62
M SIA H (3,1) 18 -1616.2701 42.578*** 42.3088*** 6.8914 7.0406 6.9501 26.33
M S IA (4 ,1 ) 25 -1605 .4953 64.127*** 63.7223*** 6.8755 7.0862 6.9583 18.96
M SIA H (4,1) 28 -1601.9559 71.206*** 70.7564*** 6.8732 7.1102 6.9664 16.93
M S IA (5 ,1 ) 36 -1599.0072 77.103*** 76.6166*** 6.8945 7.2018 7.0153 13.17
M SIA H (5,1) 40 -1594.9645 85.189*** 84.6509*** 6.8943 7.2367 7.0290 11.85
B a s e  m ode l:  M S I ( 1 , 2 ) 4 - 1 6 3 1 .1 6 3 g .g o p ? 6.9361 6.9 201 118.25
M S IA (2 ,2 ) 11 -1619.9365 22.453*** 22.3111*** 6.8919 6.9798 6.9264 43.00
M SIA H (2,2) 12 -1614 .203 33 .920*** 33.7057*** 6.8718 6.9686 6.9099 39.42
M S IA (3 ,2 ) 19 -1610 .1823 41 .961*** 41.6963*** 6.8844 7.0427 6 .9467 24.89
M SIA H (3,2) 21 -1607.3918 47 .542*** 47.2421*** 6.8811 7.0570 6.9503 22.52
M S IA (4,2) 29 -1600 .4310 61.463*** 61.0758*** 6.8855 7.1317 6.9823 16.31
M SIA H (4,2) 32 -1599.0179 64.290*** 63.8841*** 6.8922 7.1648 6.9994 14.78
M S IA (5,2) 41 -1589 .5139 83.298*** 82.7721*** 6.8901 7.2418 7.0284 11.54
M SIA H (5,2) 45 -1587.7731 86.779*** 86.2317*** 6.8996 7.2865 7.0518 10.51
B a s e  mode l:  M S I ( 1 ,S ) 5 6.9 021 5 .4 3  73 6 .9 1 5 9 94.40
M S IA (2,3) 13 -1610.6555 28.491*** 28.3110*** 6.8756 6.9813 6.9172 36.31
M SIA H (2,3) 14 -1607.5327 34 .737*** 34.5172*** 6.8666 6.9811 6.9117 33.71
M S IA (3,3) 22 -1606.2189 37 .365*** 37.1282*** 6.8949 7.0799 6.9677 21.45
M SIA H (3,3) 24 -1601.2228 47 .357*** 47.0573*** 6.8823 7.0848 6.9619 19.67
M S IA (4 ,3 ) 33 -1592.1869 65.428*** 65.0149*** 6.8821 7.1639 6.9930 14.30
M SIA H (4,3) 36 -1593.9448 61.913*** 61.5213*** 6.9023 7.2105 7.0235 13.11
M S IA (5 ,3 ) 46 -1575 .4257 98.951*** 98.3256*** 6.8662 7.2625 7.0221 10.26
M SIA H (5,3) 50 -1582.5298 84.743*** 84.2071*** 6.9132 7.3448 7.0830 9.44
B a s e  m ode l:  M S I ( 1 , 4 ) 6 - 1 6 2 0 .6 6 5 6.9471 3 .3 2 0 3 78.50
M S IA (2 ,4 ) 15 -1605.3705 30 .589*** 30.3958*** 6.8763 6.9998 6.9248 31.40
M SIA H (2,4) 16 -1601.5248 38 .280*** 38.0386*** 6.8642 6.9965 6.9162 29.44
M S IA (3,4) 25 -1600.8772 39.575*** 39.3256*** 6.8996 7.1114 6.9829 18.84
M SIA H (3,4) 27 -1595.8155 49.699*** 49.3851*** 6.8866 7.1160 6.9769 17.44
M S IA (4 ,4 ) 37 -1582 .3566 76.616*** 76.1329*** 6.8720 7.1895 6.9969 12.73
M SIA H (4,4) 40 -1575.6868 89.956*** 89.3882*** 6.8564 7.2004 6.9917 11.77
M S IA (5 ,4 ) 51 -1569.7718 101.79*** 101.1435*** 6.8780 7.3190 7.0515 9.23
M SIA H (5,4) 55 -1558.1392 125.05*** 124.2618*** 6 .8 4 5 6 7.3219 7.0329 8.56
Table 7: Model Selection Results for Italy
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M odel N o. of  
param .
Log-
likelihood
D avies W olfe
test
AIC BIG H-Q Saturatio
B a s e  mode l:  M S I ( 1 , 0 ) 2 - 1 5 4 7 .1 9 8 6 .5 1 8 7 G.&ggf 237.5
M SI(2 ,0) 7 -1544.2351 5.9259 5.8883* 6.5273 6.5798 6.5479 67.86
M S I H ( 2 ,0 ) 8 -1533.8563 26.683*** 26.5148*** 6.4878 6 .5 4 9 1 6 .5 1 1 9 59.37
M SI(3 ,0) 13 -1532.9525 28.491*** 28.3110*** 6.5050 6.6102 6.5464 36.54
M SIH (3,0) 15 -1528 .0366 38.323*** 38.0807*** 6.4927 6.6154 6.5410 31.67
M SI(4 ,0) 21 -1526 .8437 40.709*** 40.4514*** 6.5130 6.6883 6.5819 54.28
M SIH (4,0) 24 -1519 .0150 56.366*** 56.0100*** 6.4926 6.6942 6.5719 19.79
M SI(5 ,0) 31 -1514 .7627 64.871*** 64.4608*** 6.5042 6.7672 6.6076 15.32
M SIH (5,0) 35 -1509.7901 74.816*** 74.3432*** 6.5001 6.7981 6.6173 13.57
B a s e  mode l:  M S I ( 1 ,1 ) 3 6 .5171 G.&gjO 158.00
M S IA (2,1) 9 -1532 .2180 20.709*** 20.5792*** 6.4988 6.5690 6.5264 52.67
M SIA H (2,1) 10 -1531.1819 22.781*** 22.6383*** 6.4986 6.5776 6.5297 47.40
M S IA (3,1) 16 -1520 .2367 44.672*** 44.3904*** 6.4777 6.6094 6.5295 29.62
M SIA H (3,1) 18 -1523.2045 38.736*** 38.4923*** 6.4987 6.6479 6.5574 26.33
M S IA (4,1) 25 -1511.9679 61.209*** 60.8236*** 6.4808 6.6915 6.5637 18.96
M SIA H (4,1) 28 -1506.6265 71.892*** 71.4389*** 6.4709 6.7080 6.5642 16.93
M S IA (5,1) 36 -1497 .9304 89.284*** 88.7212*** 6.4680 6.7753 6.5889 13.17
M SIA H (5,1) 40 -1507.1929 70.759*** 70.3132*** 6.5240 6.8663 6.6586 11.85
B a s e  mode l:  M S I ( 1 ,2 ) 4 e .g f g y 6.5451 6.5291 118.25
M S IA (2,2) 11 -1526.4704 24.448*** 24.2947*** 6.4967 6.5846 6.5312 43.00
M SIA H (2,2) 12 -1522.2128 32.964*** 32.7562*** 6.4829 6.5796 6.5209 39.42
M S IA (3 ,2 ) 19 -1516 .7157 43.958*** 43.6809*** 6.4892 6.6475 6.5515 24.89
M SIA H (3,2) 21 -1509.1980 58.993*** 58.6214*** 6.4659 6.6418 6.5351 22.52
M S IA (4,2) 29 -1504.7963 67.796*** 67.3692*** 6.4811 6.7273 6.5780 16.31
M SIA H (4,2) 32 -1496.4476 84.494*** 83.9611*** 6 .4 5 8 5 6.7311 6.5657 14.78
M S IA (5,2) 41 -1494.4774 88.434*** 87.8766*** 6.4882 6.8399 6.6266 11.54
M SIA H (5,2) 45 -1500.1757 77.038*** 76.5520*** 6.5292 6.9161 6.6814 10.51
B a s e  mode l:  M S I ( 1 , 3 ) 5 -1 5 3 4 - 5 0 7 6 .5 1 9 0 g .g g g g 94.40
M S IA (2,3) 13 -1520.5792 27.855*** 27.6796*** 6.4939 6.5996 6.5355 36.31
M SIA H (2,3) 14 -1519 .9257 29.162*** 28.9784*** 6.4954 6.6099 6.5404 33.71
M S IA (3,3) 22 -1507.1425 54.728*** 54.3833*** 6.4751 6.6601 6.5479 21.45
M SIA H (3,3) 24 -1506.0802 56.853*** 56.4945*** 6.4791 6 .6817 6.5588 19.67
M S IA (4,3) 33 -1499 .3338 70.346*** 69.9021*** 6.4887 6.7705 6.5995 14.30
M SIA H (4,3) 36 -1497 .9887 73.036*** 72.5753*** 6.4957 6.8039 6.6169 13.11
M S IA (5,3) 46 -1480.7991 107.42*** 106.7373*** 6.4652 6.58615 6.6211 10.26
M SIA H (5,3) 50 -1476.3941 116.23*** 115.4917*** 6.4635 6.8950 6.6332 9.44
B a s e  mode l:  M S I ( 1 , 4 ) 6 -1 5 3 0 .6 6 6 g.& gog 78.50
M S IA (2,4) 15 -1515.9154 29.501*** 29.3148*** 6.4964 6.6199 6.5450 31.40
M SIA H (2,4) 16 -1515.0203 31.291*** 31.0937*** 6.4969 6.6292 6.5489 29.44
M S IA (3 ,4 ) 25 -1500.7882 59.755*** 59.3781*** 6.4746 6.6863 6.5579 18.84
M SIA H (3,4) 27 -1501.5590 58.213*** 57.8463*** 6.4864 6.7158 6.5766 17.44
M S IA (4 ,4 ) 37 -1492.6911 75.949*** 75.4701*** 6.4912 6.8088 6.6161 12.73
M SIA H (4,4) 40 -1491.1476 79.036*** 78.5376*** 6.4974 6.8414 6.6327 11.77
M S IA (5,4) 51 -1473 .0627 115.21*** 114.4789*** 6.4673 6.9084 6.6408 9.23
M SIA H (5,4) 55 -1475.9919 109.35*** 108.6575*** 6.4967 6.9731 6.6841 8.56
Table 8: Model Selection Results for Japan
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M odel N o. of  
param .
Log-
likelihood
D avies W olfe AIC BIG H-Q Saturatio
B a s e  m ode l:  M S I ( 1 ,0 ) 2 6 .5 251 e.&M P g .fg g g 237.5
M S I(2 ,0) 7 -1539 .5369 18.372*** 18.2561*** 6.5075 6.5601 6.5282 67.86
M SIH (2,0) 8 -1529.9505 37.545*** 37.3078*** 6.4713 6.5327 6.4954 59.37
M S I(3 ,0) 13 -1508 .6746 80.097*** 79.5909*** 6.4028 6.5080 6.4442 36.54
M SIH (3,0) 15 -1499.6245 98.217*** 97.5768*** 6.3731 6.4958 6.4214 31.67
M SI(4 ,0) 21 -1508.2572 80.932*** 80.4204*** 6.4347 6.6100 6.5037 54.28
M S IH (4,0) 24 -1484.0612 129.32*** 128.5068*** 6.3455 6.5471 6.4247 19.79
M SI(5 ,0) 31 -1508.2310 80.984*** 80.4725*** 6.4767 6.7397 6.5801 15.32
M S IH (5,0) 35 -1478.5723 140.30*** 139.4152*** 6 .3687 6.6667 6.5859 13.57
B a s e  m ode l:  M S I ( 1 , 1 ) 3 6 .5 1 7 3 g .& ejg 158.00
M S IA (2 ,1 ) 9 -1530.0071 25.192*** 25.0326*** 6.4894 6.5597 6.5171 52.67
M S I A H ( 2 ,1 ) 10 -1498.1043 88.998*** 88.3756*** 6.3590 6 .4 3 8 1 6 .3 9 0 1 47.40
M S IA (3 ,1 ) 16 -1506 .6609 71.884*** 71.3705*** 6.4205 6.5521 6.4723 29.62
M SIA H (3,1) 18 -1491.0638 103.08*** 102.3677*** 6.3631 6.5123 6.4218 26.33
M S IA (4 ,1 ) 25 -1495 .5310 94.144*** 93.4897*** 6.4115 6.6222 6.4943 18.96
M SIA H (4,1) 28 -1484.0158 117.17*** 116.3747*** 6.3755 6.6126 6.4688 16.93
M S IA (5 ,1 ) 36 -1480.3902 124.43*** 123.5801*** 6.3940 6.7013 6.5149 13.17
M SIA H (5,1) 40 -1475 .743 133.72*** 132.8158*** 6.3913 6.7336 6.5259 11.85
B a s e  m ode l:  M S I ( 1 ,2 ) 4 g .& gfg e .& fgo 6 .5 3 2 0 118.25
M S IA (2 ,2 ) 11 -1512.9275 52.897*** 52.5629*** 6.4394 6.5273 6.4740 43.00
M SIA H (2,2) 12 -1512.9007 52.950*** 52.6161*** 6.4435 6.5402 6.4815 39.42
M S IA (3 ,2 ) 19 -1496.4818 85.788*** 85.2465*** 6.4037 6.5620 6.4659 24.89
M SIA H (3,2) 21 -1486.1616 106.43*** 105.7566*** 6.3685 6.5444 6.4377 22.52
M S IA (4 ,2 ) 29 -1480.7893 117.17*** 116.4333*** 6.3796 6.6258 6.4764 16.31
M SIA H (4,2) 32 -1476.2889 126.17*** 125.3773*** 6.3733 6.6458 6.4805 14.78
M S IA (5 ,2 ) 41 -1468.4742 141.80*** 140.9079*** 6.3783 6.7300 6.5166 11.54
M SIA H (5,2) 45 -1469.6899 139.37*** 138.4919*** 6.4003 6.7872 6.5525 10.51
B a s e  mode l:  M S I ( 1 ,S ) 5 -1 5 3 5 .5 7 9 e .g g g g g .fg g g 94.40
M S IA (2 ,3 ) 13 -1505.2416 60.674*** 60.2915*** 6.4289 6.5346 6.4705 36.31
M SIA H (2,3) 14 -1505.2322 60.693*** 60.3102*** 6.4331 6.5476 6.4782 33.71
M S IA (3 ,3 ) 22 -1484.5336 102.09*** 101.4460*** 6.3793 6.5643 6.4521 21.45
M SIA H (3,3) 24 -1477.0905 116.98*** 116.2381*** 6.3563 6.5588 6.4359 19.67
M S IA (4 ,3 ) 33 -1474.1764 122.80*** 122.0295*** 6.3821 6.6639 6.4929 14.30
M S IA H (4,3) 36 -1471.3248 128.51*** 127.6967*** 6 .3827 6.6909 6.5039 13.11
M S IA (5 ,3 ) 46 -1465 .8437 139.47*** 138.5897*** 6.4018 6.7982 6.5577 10.26
M S IA H (5,3) 50 -1440 .0197 191.12*** 189.9115*** 6 .3 0 9 4 6.7409 6.4791 9.44
B a s e  mode l:  M S I ( 1 , 4 ) 6 g.gy& f 78.50
M S IA (2 ,4 ) 15 -1499.9902 64.874*** 64.4638*** 6.4288 6.5523 6.4774 31.40
M SIA H (2,4) 16 -1499.9835 64.888*** 64.4771*** 6.4330 6.5653 6.4851 29.44
M S IA (3 ,4 ) 25 -1482 .6523 99.550*** 98.9206*** 6.3976 6.6093 6.4809 18.84
M SIA H (3,4) 27 -1475 .2409 114.37*** 113.6498*** 6.3746 6.6040 6.4649 17.44
M S IA (4 ,4 ) 37 -1461 .4660 141.92*** 141.0256*** 6.3586 6.6762 6.4835 12.73
M S IA H (4,4) 40 -1467.232 130.39*** 129.5664*** 6.3958 6.7399 6.5312 11.77
M S IA (5 ,4 ) 51 -1448 .6509 167.55*** 166.4939*** 6.3636 6.8047 6.5372 9.23
M SIA H (5,4) 55 -1456.8672 151.12*** 150.1651*** 6.4155 6.8919 6.6029 8.56
Table 9: Model Selection Results for United Kingdom
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M odel N o. of  
param .
Log-
likelihood
D avies W olfe
test
AIC BIG H-Q S aturation
B a s e  mode l:  M S I ( 1 ,0 ) 2 -1 4 0 6 .2 5 6 f.ag& g 5 .9 9 j 0 5 .9 2 2 7 237.5
M S I(2 ,0) 7 -1380.5636 51.385*** 51.0602*** 5.8381 5 .8907 5.8588 67.86
M S I H ( 2 ,0 ) 8 -1358.7959 94.921*** 94.3207*** 5.7507 5 .8 1 2 0 5 .7 7 4 8 59.37
M SI(3 ,0) 13 -1352.9995 106.51*** 105.8402*** 5.7473 5.8525 8 .7887 36 .54
M SIH (3,0) 15 -1349.4476 113.62*** 112.8992*** 5.7408 5.8635 5.7890 31 .67
M SI(4 ,0) 21 -1350.0609 112.39*** 111.6803*** 5.7686 5.9439 5.8376 54.28
M SIH (4,0) 24 -1346.0361 120.44*** 119.6791*** 5.7643 5.9659 5.8436 19.79
M SI(5 ,0) 31 -1350 .0567 112.40*** 111.6887*** 5.8107 6.0737 5.9141 15.32
M SIH (5,0) 35 -1344 .3922 123.73*** 122.9461*** 5.8037 6.1017 5.9209 13.57
B a s e  m ode l:  M S I ( 1 , 1 ) 3 -1 4 0 3 .1 8 4 5 .9 2 9 0 5.9466 5.9359 158.00
M S IA (2,1) 9 -1376 .0869 54.194*** 53.8519*** 5.8400 5.9102 5.8676 52.67
M SIA H (2,1) 10 -1355.4276 95.513*** 94.9095*** 5.7570 5.8360 5.7881 47.40
M S IA (3 ,1 ) 16 -1348.9981 108.37*** 107.6873*** 5.7552 5.8869 5.8070 29.62
M SIA H (3,1) 18 -1341.5652 123.24*** 122.4592*** 5.7323 5.8815 5.7910 26.33
M S IA (4 ,1 ) 25 -1344 .8088 116.75*** 116.0130*** 5.7755 5.9862 5.8584 18.96
M SIA H (4,1) 28 -1329.9520 146.46*** 145.5389*** 5.7255 5.9625 5.8187 16.93
M S IA (5 ,1 ) 36 -1340.851 124.67*** 123.8786*** 5.8052 6.1125 5.9261 13.17
M SIA H (5,1) 40 -1323.7553 158.86*** 157.8540*** 5.7500 6.0924 5.8846 11.85
B a s e  mode l:  M S I ( 1 , 2 ) 4 - 1 4 0 0 . 4 8 7 5.9&W 5 .9 6 0 7 5.& W 7 118.25
M S IA (2 ,2 ) 11 -1371.8856 57.203*** 56.8415*** 5.8430 5.9309 5.8776 43 .00
M SIA H (2,2) 12 -1361.3806 78.212*** 77.7188*** 5.8028 5.8996 5.8409 39.42
M S IA (3 ,2 ) 19 -1346 .0497 108.87*** 108.1869*** 5.7676 5.9259 5.8299 24.89
M SIA H (3,2) 21 -1336.8654 127.24*** 126.4395*** 5.7372 5.9131 5.8064 22.52
M S IA (4 ,2 ) 29 -1340.3751 120.22*** 119.4644*** 5.7859 6.0321 5.8827 16.31
M SIA H (4,2) 32 -1325.2263 150.52*** 149.5707*** 5.7345 6.0071 5.8417 14.78
M S IA (5 ,2 ) 41 -1332.0294 136.91*** 136.0504*** 5.8013 6.1531 5.9397 11.54
M SIA H (5,2) 45 -1312.7113 175.55*** 174.4426*** 5.7366 6.1235 5 .8887 10.51
B a s e  m ode l:  M S I ( 1 , 3 ) 5 5 .9 9 5 9 5 .9 7 1 0 94.40
M S IA (2 ,3 ) 13 -1361.3265 71.052*** 70.6042*** 5.8191 5.9248 5 .8607 36.31
M SIA H (2,3) 14 -1353.1045 87.496*** 86.9443*** 5.7885 5.9030 5.8336 33.71
M S IA (3 ,3 ) 22 -1341.2530 111.20*** 110.4976*** 5.7722 5.9572 5.8450 21.45
M SIA H (3,3) 24 -1330.8769 131.95*** 131.1188*** 5.7367 5.9393 5.8164 19.67
M S IA (4 ,3 ) 33 -1327.5842 138.54*** 137.6626*** 5.7609 6.0427 5.8718 14.30
M SIA H (4,3) 36 -1317.3093 159.09*** 158.0826*** 5.7301 6.0383 5.8513 13.11
M S IA (5 ,3 ) 46 -1323 .4899 146.73*** 145.7995*** 5.7986 6.1950 5.9545 10.26
M SIA H (5,3) 50 -1302.5209 188.66*** 187.4726*** 5.7267 6.1583 5.8965 9.44
B a s e  m ode l:  M S I ( 1 ,4 ) 6 - 1 3 9 4 .0 2 5 5 .9 4 0 6 5 .9 5 2 0 78.50
M S IA (2 ,4 ) 15 -1351.0156 86.018*** 85.4755*** 5.7962 5.9197 5.8448 31.40
M SIA H (2,4) 16 -1347 .3460 93.358*** 92.7683*** 5.7849 5.9172 5.8369 29 .44
M S IA (3 ,4 ) 25 -1334.6165 118.82*** 118.0665*** 5.7690 5.9807 5.8523 18.84
M SIA H (3,4) 27 -1324.2816 139.49*** 138.6058*** 5.7336 5.9630 5.8239 17.44
M S IA (4,4) 37 -1321.8352 144.38*** 143.4677*** 5.7657 6.0833 5.8906 12.73
M SIA H (4,4) 40 -1307.2454 173.56*** 172.4630*** 5 .7 1 6 5 6.0605 5.8518 11.77
M S IA (5 ,4 ) 51 -1311.6572 164.76*** 163.6951*** 5.7819 6.2230 5.9554 9.23
M SIA H (5,4) 55 -1303 .1393 181.77*** 180.6233*** 5.7627 6.2391 5.9501 8.56
Table 10: Model Selection Results for United States
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Variable Source M nem onic /  Code
Stock Return Total Stock Market Index, TOTMKUK(RI), TOTMKUS(RI)
In (pt ) -  In (p t-i) Datastream
Bond Return Total Bond Return Index UKMGUKRI, USMGUSRI
In (pt ) -  In (p t-i) Datastream
Change in Sort-term 3 Month Treasury Bill (tb), U.K.I60C, U.S.I60C
interest rate Datastream
tbt — tbt—i
Table 12: Data of Stock Returns, Bond Returns and Short-term Interest Rates
United
States
United
Kingdom
P-T P-T
1984:07-1986:09 -
1988:11-1991:04 1988:11-1992:05
1994:12-1996:02 1994:10-1999:01
2000:05-2001:12 2000:11-2003:04
2002:09-2005:08 2004:04-2005:09
2008:02-2009:05 2008:02-2009:05
N otes: T h e chronologies o f tu rn in g p o in ts are ob ta in ed  from O EC D  and th e  m ain  reference series used are in d u stria l 
prod uction  (IIP ) -  in clud ing all in d u stry  sectors excep t con stru ction - and th e  Gross D om estic  P rod u ct (G D P ) to  
supplem ent th e  IIP  series. A  recession  is a period b etw een  a p eak  and a trough . A n exp an sion  is a period  b etw een  a trou gh
and a peak.
Table 13: Business Cycle Peak and Trough Dates
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United States
Variables Stock Bond Interest Rate
Maximum 0.1256 0.0547 0.4500
Minimum -0.2325 -0.0478 -0.8300
Mean 0.0081 0.0059 -0.0232
Median 0.0142 0.0065 -0 . 0 1 0 0
St. Dev. 0.0468 0.0140 0.2095
Skewness -1.0862 -0.1792 -0.8461
Kurtosis 6.0477 3.8393 4.2520
JB statistic 173.3568*** 10.3092*** 54.8371***
LB(4) 3.6349 8.2980* 137.88***
LB (4) squares 114.96*** 101.53*** 100.22***
Observations 297 297 297
United Kingdom
Variables Stock Bond Interest Rate
Maximum 0.1400 0.0710 1.2800
Minimum -0.2963 -0.0678 -1.8200
Mean 0.0083 0.0070 -0.0386
Median 0.0129 0.0075 -0 . 0 1 0 0
St. Dev. 0.0478 0.0179 0.3260
Skewness -1.2295 -0.0032 -0.8281
Kurtosis 8.2851 4.3215 10.9406
JB statistic 420.5041*** 21.6137*** 814.2404***
LB(4) 8.7843* 5.9025 86.410***
LB (4) squares 114.33*** 107.81*** 103.54***
Observations 297 297 297
N otes: * den otes sign ificance at 10%, ** sign ificance at 5%, *** sign ificance at 1%.
Table 14: Summary Statistics for United States and United Kingdom
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M odel
Stock returns
M S IH (3 ,0 )
1. Intercept
/U -0.0391 (0.0215)
^ 2 0.0114*** (0.0023)
Vs 0.0259*** (0.0072)
2. Volatilities
Regime 1 0.0621*** (0.0089)
Regime 2 0.0222*** (0.0017)
Regime 3 0.0389*** (0.0044)
3. Transition probabilities Regime 1 Regime 2 Regime 3
Regime 1 0.5093 (17.6115) 8 .650xl0"5 (12.3155) 0.4906
Regime 2 0.0217 (0.8224) 0.9776 (0.9475) 0.0006
Regime 3 0.1927 (0.8125) 0.0175 (0.7454) 0.7898
4- Regime Duration
Regime 1 2.04 {0.1932}
Regime 2 44.65 {0.3548}
Regime 3 4.76 {0.4520}
N otes: Standard  errors in p arentheses. * den otes sign ificance at 10%, ** sign ificance at 5%, *** sign ificance a t 1%.
Table 17: Estimation Results of the Univariate Regime Switching Model for U.S. Stock Returns
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Stock returns
M odel M S IH (3 ,0 )
1. Intercept
/U -0.0702 (0.0509)
1-2 0.0149*** (0.0024)
^3 0.0112*** (0.0043)
2. Volatilities
Regime 1 0.0897** (0.0247)
Regime 2 0.0207*** (0.0017)
Regime 3 0.0468*** (0.0032)
3. Transition probabilities Regime 1 Regime 2 Regime 3
Regime 1 0.4308 (21.5962) 0.0002 (0.6762) 0.5689
Regime 2 7.310x10-5 (1.2136) 0.9611 (0.9810) 0.0388
Regime 3 0.0399 (19.8702) 0.0168 (0.7199) 0.9432
4- Regime Duration
Regime 1 1.76 {0.0467}
Regime 2 25.70 {0.2881}
Regime 3 17.62 {0.6652}
N otes: S tandard errors in p arentheses. * den otes sign ificance a t 10%, ** sign ificance at 5%, *** sign ificance at 1%.
Table 18: Estimation Results of the Univariate Regime Switching Model for U.K. Stock Returns
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Stock Bond
A. M odel V A R (l)
1. Mean return
c 0.0065** (0.0029) 0.0058*** (0.0008)
2. V AR(l) matrix
Stock 0.0917 (0.0580) -0.0575*** (0.0169)
Bond 0.1142 (0.1931) 0.0753 (0.0565)
3. Correlations/Volatilities
Stock 0 .0 0 2 1 ***
Bond -0.0033** 0 .0 0 0 1 ***
B. M odel M SIA H (2,1)
4- Intercept
/u -0.0111 (0.0079) 0.0068*** (0 .0 0 2 0 )
^ 2 0.0177*** (0.0027) 0.0051*** (0.0009)
5. V AR(l) matrix
Regime 1
Stock 0.2429** (0.1235) -0.0834*** (0.0321)
Bond 0.5119 (0.4395) -0.1442 (0.1187)
Regime 2
Stock -0.2425*** (0.0838) -0.0718*** (0.0266)
Bond 0.3041 (0.2240) 0.2749*** (0.0757)
6. Correlations/Volatilities
Regime 1
Stock 0.0628*** (0.0050)
Bond -0.2634*** (0.0019) 0.0170*** (0.0008)
Regime 2
Stock 0.0321*** (0.0013)
Bond 0.3631*** (0.0019) 0.0112*** (0.0005)
7. Transition probabilities Regime 1 Regime 2
State 1 0.9134 (0.5116) 0.0866
State 2 0.0405 (0.4465) 0.9595
8. Regime Duration
Regime 1 11.55 {0.3186}
Regime 2 24.70 {0.6814}
N otes: T he VAR coefficient estim ates  should  be read in th e  follow ing way: th e  coefficient illu strates th e  im p act o f a change  
in th e  variable listed  in th e  corresponding colum n on th e  variable listed  in th e  corresponding row. S tandard  errors are 
reported  in p arentheses. * d en otes sign ificance a t 10%, ** sign ificance a t 5%, *** sign ificance at 1%.
Table 21: Estimation Results of the Bivariate Regime Switching Model for U.S. Stock and Bond 
Returns
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Stock Bond
A. M odel V AR
1. Intercept
c 0.0083*** (0.0027) 0.0070*** (0.0010)
2. Correlations/Volatilities
Stock 0.0022***
Bond 0.1677** 0.0003***
B. M odel M SIH (2,0)
3. Intercept
-0.0096 (0.0091) 0.0058*** (0.0021)
At 2 0.0167*** (0.0028) 0.0076* (0.0015)
4- Correlations/Volatilities
Regime 1
Stock 0.0623*** (0.0061)
Bond -0.4511*** (0.0016) 0.0150*** (0.0018)
Regime 2
Stock 0.0362*** (0.0013)
Bond 0.5696*** (0.0020) 0.0190*** (0.0010)
5. Transition probabilities Regime 1 Regime 2
Regime 1 0.8718 (0.6170) 0.1282
Regime 2 0.0622 (0.5012) 0.9378
6. Regime duration
Regime 1 7.80 {0.3266}
Regime 2 16.08(0.6734}
N otes: S tandard errors are reported in p arentheses. * d en otes sign ificance a t 10%, ** sign ificance at 5%, *** sign ifican ce at
1%.
Table 22: Estimation Results of the Bivariate Regime Switching Model for U.K. Stock and Bond 
Returns
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Stock Bond Interest rate
A. M odel V A R (l)
1. Mean return
c 0.0065** (0.0029) 0.0058*** (0.0008) 0.0091 (0.0109)
2. V A R(l) matrix
Stock 0.0931 (0.0581) -0.0579*** (0.0170) 0.5442*** (0.2117)
Bond 0.0948 (0.1985) 0.0797 (0.0580) -4.5304*** (0.7224)
Interest rate -0.0058 (0.0133) 0.0013 (0.0039) 0.4210*** (0.0485)
3. Correlations/Volatilities
Stock 0.6400***
Bond -0.0028** 0.0547**
Interest rate 0.0822** -0.2241*** 8.4746***
B. M odel M SIA H (2,1)
4. Intercept
/U -0.0195* (0.0101) 0.0086*** (0.0024) -0.0627** (0.0300)
^ 2 0.0194*** (0.0026) 0.0049*** (0.0009) 0.0434*** (0.0123)
5. V AR(l) matrices
Regime 1
Stock 0.2166* (0.1165) -0.0772** (0.0326) 0.6929* (0.3806)
Bond 0.4165 (0.4140) -0.0847 (0.1235) -4.5490*** (1.4867)
Interest rate -0.0409 (0.0303) 0.0081 (0.0078) 0.3269*** (0.0972)
Regime 2
Stock -0.2503*** (0.0755) -0.0526* (0.0292) -0.3359 (0.3236)
Bond 0.2675 (0.2106) 0.1995* (0.1009 -3.4180*** (1.0405)
Interest rate -0.0204 (0.0141) -0.0023 (0.0050) 0.3690*** (0.0680)
6. Correlations/Volatilities
Regime 1
Stock 0.0630*** (0.0050)
Bond -0.1953*** (0.0020) 0.0172*** (0.0016)
Interest rate 0.0888** (0.0244) -0.1603*** (0.0009) 0.2110*** (0.0098)
Regime 2
Stock 0.0315*** (0.0014)
Bond 0.3039** (0.0238) 0.0114** (0.0100)
Interest rate -0.1681** (0.0178) -0.2905*** (0.0007) 0.1370*** (0.0077)
7. Transition probabilities Regime 1 Regime 2
Regime 1 0.8918 (0.4892) 0.1082
Regime 2 0.0418 (0.4368) 0.9582
8. Regime duration
Regime 1 9.25 {0.2790}
Regime 2 23.90 {0.7210}
N otes: T h e first p anel refers to  th e  sin gle-regim e benchm ark case ( k  —  1 ) . T h e VAR coefficient e stim a tes  should  be read  
in th e  follow ing way: th e  coefficient illu stra tes th e  im pact o f a change in th e  variable listed  in th e  corresponding colum n on  
th e  variable listed  in th e  corresponding row. Standard errors are reported  in paren th eses. * d en otes sign ificance a t 10%, **
sign ificance at 5%, *** sign ificance a t 1%.
Table 25: Estimation Results of the Trivariate Regime Switching Model for U.S. Stock, Bond and 
Interest Rate Returns
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Stock Bond Interest Rate
A. M odel V A R (l)
1. Mean return
c 0.0064** (0.0030) 0.0062*** (0 .0 0 1 1 ) 0.0078 (0.0169)
2. V AR(l) matrix
Stock 0.0827 (0.0588) -0.0311 (0.0217) 1.0717*** (0.3314)
Bond 0.1816 (0.1656) 0.1520** (0.0613) -5.6707*** (0.9335)
Interest rate 0.0078 (0.0089) 0.0026 (0.0033) 0.3944*** (0.0505)
3. Correlations/Volatilities
Stock 0.6651***
Bond 0.1596*** 0.0913**
Interest rate -0.0933** -0.3384*** 21.1175***
B . M odel M SIA H (2,1)
4- Intercept
0.0023 (0.0036) 0.0045*** (0.0012) 0.0014 (0.0076)
^ 2 0.0182*** (0.0060) 0.0105*** (0.0029) 0.0302 (0.0526)
5. V AR(l) matrices
Regime 1
Stock -0 . 0 0 0 2  (0.0802) -0.0339 (0.0256) 0.506*** (0.1730)
Bond 0.3180 (0.2202) 0.1814** (0.0721) -1.4239** (0.4803)
Interest rate 0.0063 (0.0250) 0.0073 (0.0081) 0.5047*** (0.0606)
Regime 2
Stock 0.1961** (0.0876) -0.0233 (0.0421) 2.0206** (0.8027)
Bond -0.1508 (0.2659) 0.0680 (0.1297) -11.5543*** (2.4227)
Interest rate 0.0065 (0.0101) 0.0016 (0.0049) 0.2884*** (0.0935)
6. Correlations/Volatilities
Regime 1
Stock 0.0467*** (0.0023)
Bond -0.1109*** (0.0011) 0.0145*** (0.0008)
Interest rate 0.0875*** (0.0071) -0.1915*** (0.0073) 0.0986*** (0.0055)
Regime 2
Stock 0.0465*** (0.0038)
Bond 0.5250*** (0.0023) 0.0225*** (0.0015)
Interest rate -0.2879** (0.0460) -0.4864** (0.0433) 0.4330*** (0.030)
7. Transition probabilities Regime 1 Regime 2
Regime 1 0.9505 (0.4122) 0.0495
Regime 2 0.1223 (0.4330) 0.8777
8. Regime duration
Regime 1 20.22 {0.7121}
Regime 2 8.18 {0.2879}
N otes: T h e first p anel refers to  th e  sin gle-regim e benchm ark case ( k  —  1 ) . T h e V AR  coefficient es tim a tes  shou ld  be read  
in th e  follow ing way: th e  coefficient illu strates th e  im p act o f a change in th e  variable listed  in th e  corresponding colum n  on  
th e  variable listed  in th e  corresponding row. Standard errors are reported  in  paren th eses. * d en o tes  sign ificance a t 10%, **
sign ificance at 5%, *** sign ificance at 1%.
Table 26: Estimation Results of the Trivariate Regime Switching Model for U.K. Stock, Bond and 
Interest Rate Returns
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Variable Source Mnemonic/Code
In d u s tr ia l  S tock  R e tu rn
1 0 0  * [ln(pt ) -  ln(pt_i)]
Stock Market Industrial Index, 
Datastream
INDUS-OE(RI), -BG(RI), 
-CP(RI), -FN(RI), -FR(RI), 
-BD(RI), -GR(RI), -IR(RI), 
-IT(RI), -MA(RI), -NL(RI), 
-PT(RI), -ES(RI), -SJ(RI), 
-EM(RI), -US(RI)
F in an c ia l S tock  R e tu rn
1 0 0  * [In(pt ) -  ln(pt_i)]
Stock Market Financial Index, 
Datastream
FINANEM(RI), -US(RI)
B ond  Y ield
1 0 0  * [ln(pt) -  ln(pt_i)]
10 Yea Benchmark Bond Index, 
Datastream
S08729(RY), S96475(RY
C hange in  S h o rt- te rm  
In te re s t  R a te
Pt ~  P t-i
EURIBOR 3 Month, 
Datastream
Y03728
E xchange R a te
1 0 0  * [ln(pt ) -  ln(pf_i)]
U.S. to EURO 
Datastream
Y12764
Table 27: Data
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AUS BEL CYP FIN FRA GER
Mean 0.0410 0.0058 -0.0343 0.0576 0.0307 0.0176
Median 0.0823 0.0776 0.0113 0.0971 0.0626 0.0676
Maximum 7.2556 9.4607 15.919 10.0217 10.5267 11.3452
Minimum -6.8762 -8.4949 -10.0463 -8.8469 -8.6128 -10.9461
Std. Dev. 1.3262 1.5372 1.4386 1.7180 1.4779 1.5881
Skewness -0.6534 -0.3934 0.5918 -0.0465 -0.0663 -0.3396
Kurtosis 6.7534 7.0719 14.3736 6.2789 8.1378 9.4300
Jarque-Bera 1463.788*** 1593.889*** 12117.16*** 997.0841*** 2447.772*** 3874.139***
LB (5) 40.926*** 22.788*** 9.7366* 14.120** 13.585** 12.354**
LB (5) squares 1090.9*** 983.97*** 1146.4*** 1059.3*** 1109.6*** 993.43***
ADF -29.3514*** -42.8544*** -47.2255*** -45.4187*** -46.6178*** -45.2227***
Observations 2224 2224 2224 2224 2224 2224
GRE IRE ITA MAL NET POR
Mean -0.0066 0.0518 -0.0081 0.0568 0.0119 0.0121
Median 0.0097 0.0003 0.0412 0.0210 0.0467 0.0457
Maximum 10.5594 30.2040 6.9346 7.8288 10.3118 10.2696
Minimum -17.3290 -14.8419 -8.1958 -6.3757 -9.4108 -17.5869
Std. Dev. 1.9028 2.3485 1.3777 1.0826 1.6227 1.3934
Skewness -0.5401 0.9589 -0.4008 -0.0357 -0.2422 -0.9627
Kurtosis 9.4672 18.7405 6.0327 12.3314 6.9977 19.0235
Jarque-Bera 3983.926*** 23300.47*** 911.9051*** 8069.469*** 1502.746*** 24135.96***
LB (5) 30.100*** 8.9718 10.409* 11.031* 21.327*** 24.762***
LB (5) squares 866.42*** 1026.4*** 1119.4*** 941.49*** 1043.0*** 989.72***
ADF -42.5293*** -48.0227*** -45.5102*** -45.2467*** -43.6853*** -43.1789***
Observations 2224 2224 2224 2224 2224 2224
SLO SPA E.A. U.S.
Mean -0.0688 0.0119 0.0183 0.0213
Median -0.0009 0.0803 0.0867 0.0605
Maximum 12.1809 8.0541 9.7730 9.0832
Minimum -9.0942 -7.5817 -8.1131 -9.2310
Std. Dev 1.6484 1.4295 1.3953 1.4717
Skewness -0.0022 -0.3159 -0.2474 -0.2991
Kurtosis 8.0063 6.5257 7.8961 7.8778
Jarque-Bera 2322.546*** 1188.939*** 2244.131*** 2238.038***
LB (5) 17.815*** 2.3430 14.493** 27.723***
LB(5) squares 1084.5*** 1018.5*** 1050.2*** 1116.3***
ADF -43.8801*** -46.3066*** -45.0905*** -52.5282***
Observations 2224 2224 2224 2224
N otes: * den otes sign ificance at 10%, ** sign ificance at 5%, *** sign ificance a t 1%.
Table 28: Descriptive Statistics of Daily Returns on the Industrial Stock Market Index, January 2, 
2004, to July 11, 2012
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Negative Co-exceedances Positive Co-exceedances
A . Sample Raw Returns
0 1 2 3 >4 0 1 2 3 >4
0 0.78 0.14 0.03 0 . 0 1 0.04 0 0.70 0 . 2 0 0.04 0 . 0 1 0.04
(1271) (227) (53) (18) (61) (1065) (305) (61) (23) (60)
1 0.66 0.19 0.04 0 . 0 1 0 . 0 1 1 0.68 0.18 0.05 0 . 0 2 0.06
(226) (65) (14) (5) (33) (297) (80) (22) (1 0 ) (29)
2 0.57 0.25 0.04 0 . 0 1 0.13 2 0.62 0 . 2 0 0.08 0.05 0.05
(46) (20) (3) (1 ) (H ) (66) (22) (9) (5) (5)
3 0.57 0.14 0.06 0.06 0.17 3 0.67 0.16 0.06 0 . 1 0 0.08
(20) (5) (2 ) (2 ) (6 ) (29) (8 ) (3) (5) (4 )
4 0.50 0 . 2 0 0.07 0.07 0.17 4 0.50 0 . 2 0 0 . 1 1 0.06 0.13
(66) (26) (1 0 ) (9) (23) (56) (23) (12) (7) (15)
B. Standardised Residuals
0 1 2 3 >4 0 1 2 3 >4
0 0.71 0.18 0.04 0 . 0 1 0.04 0 0.67 0 . 2 1 0.05 0.03 0.05
(1093) (283) (65) (26) (73) (959) (296) (72) (42) (67)
1 0.69 0.17 0.05 0 . 0 2 0.06 1 0.62 0.23 0.06 0.03 0.05
(281) (71) (22) (8 ) (27) (301) (113) (29) (14) (26)
2 0.62 0 . 2 0 0.09 0 . 0 2 0.07 2 0.54 0.28 0.08 0.05 0.04
(70) (23) (1 0 ) (2 ) (8 ) (68) (35) (H ) (7) (5)
3 0.67 0.22 0 . 0 2 0 . 0 2 0.05 3 0.58 0.26 0.04 0.04 0.07
(27) (9) (1 ) (1 ) (2 ) (40) (18) (3) (3) (5)
4 0.54 0.23 0 . 1 2 0 . 0 2 0.09 4 0.61 0.22 0.08 0.04 0.05
(65) (28) (15) (2 ) (H ) (67) (24) (9) (4) (6 )
N otes: T h e p rob abilities should  b e interpreted  in th e  follow ing way: th e  ZJth elem ent is th e  p rob ability  o f ob serv in g  th e  
sta te  in colum n J ,  given th a t on th e  previous th e  sta te  in  row I occurred. P an els A  and B are based on th e  exceed an ce - 
co-exceed an ce events id en tified  in th e  series o f sam ple returns and stand ard ised  residu als, resp ectively , o f th e  14 E uropean  
stock  m arket in d u str ia l ind ices over th e  sam ple period  January 2, 2004 - Ju ly  11, 2012 (2224 ob servation s).
Table 31: Exceedance - Coexceedance Transition Probabilities
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Negative Co-exceedances Positive Co-exceedances
Model 4
Coeff. A prob. Coeff. A prob.
/30 1  (constant) -1.4036*** -0.2013*** -0.4575*** -0.0529*
0 0 2 -2.7984*** -0.0972*** *** -1.9603*** -0.0736*** ***
003 -3.1251*** -0.0172*** -2.4923*** -0.0304***
004 -2.5511*** -0.0068*** -1.9060*** -0.0070***
0.0981* 0.0140 0.0804 0.0118
0 1 2 0.2310*** 0.0082** * 0.1897** 0.0067** **
013 0.0510 0 . 0 0 0 1 0.1703 0.0018
014 0 . 1 0 1 1 0 . 0 0 0 2 0.2534** 0.0009**
021 (2 ^ ) -0.3903*** -0.0525*** 0.4778*** 0.0688***
0 2 2 -0.9331*** -0.0327*** *** 1.0086*** 0.0350*** ***
023 -1.6346*** -0.0095*** 1.4969*** 0.0176***
024 -2.3888*** -0.0073*** 2.4092*** 0.0093***
f s i  (EAior) -0.0107 -0.0031 0.0283 0.0036
032 0.1422* 0.0056* 0.1419* 0.0055*
033 0.0643 0.0003 0.0362 0.0003
034 0.0639 0 . 0 0 0 1 -0.0646 -0.0003
04i (E U R IB O R 3M ) -0.0303 -0.0046 -0.0769 -0.0115
042 -0.0726 -0.0026 -0.1349 -0.0045
043 0.1337 0.009 -0.2215* -0.0026*
044 0.1098 0.0003 -0.2455** -0.0009*
05i (E U R /U SD ) -0.0559 -0.0078 -0.1062 -0.0208
052 -0.1533 -0.0055 -0.0793 0.0041
053 0.0896 0.0006 0.1952 0.0028
054 -0.2027 -0.0006 0.2857 0 . 0 0 1 2
06i (^RN t_i/^RPt_i) 0.3608 0.0506 0.3818 0.0610
0 6 2 0.9022** 0.0323** * 0.2816 0.0067 **
063 0.3065 0 . 0 0 1 2 1.2283*** 0.0149***
064 0.8999* 0.0025* 1.0852** 0.0040**
0 7 1  (U SIvolt-i) 0.0386 0.0114 -0.5368*** -0.0828***
072 -0.2140 -0.0081 *** -0.7367*** -0.0234*** ***
073 -1.2890*** -0.0081*** -1.2416*** -0.0142***
074 -2.3016*** -0.0074*** -2.6126*** -0.0102***
Log-likelihood -1718.9232 -1922.3871
Pseudo-R 2 18.74% 16.42%
X2  stat 791.7*** 749.1***
Table 34: Multinomial Logit Regression Results for Negative and Positive Daily Return Co-
exceedances of 11 European Countries Industrial Market Indices, January 2, 2004, to July 11, 2012
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Negative Co-exceedances Positive Co-exceedances
Model 4
Coeff. A prob. Coeff. A prob.
jSqi (constant) -1.4278*** -0.2031*** -0.4443*** -0.0493*
002 -2.9224*** -0.1045*** *** -1.9596*** -0.0729*** ***
003 -3.1436*** -0.0174*** -2.6196*** -0.0353***
004 -2.6767*** -0.0077*** -1.8789*** -0.0071***
0.1127** 0.0157* 0.0932* 0.0136
0 1 2 0.2910*** 0.0107*** *** 0.2017** 0.0070** ***
013 0.0971 0.0003 0.2245** 0.0028*
014 0.2155* 0.0006 0.3028*** 0.0011**
021 (2 AF) -0.3932*** -0.0528*** 0.4848*** 0.0699***
022 -0.9140*** -0.0327*** *** 0.9930*** 0.0340*** ***
023 -1.6202*** -0.0096*** 1.4198*** 0.0182***
024 -2.3082*** -0.0075*** 2.3847*** 0.0095***
#,1 (EAIOY) -0.0105 -0.0030 0.0304 0.0039
032 0.1324* 0.0054* 0.1397* 0.0053*
033 0.0604 0.0003 0.0494 0.0005
034 0.0689 0 . 0 0 0 2 -0.0571 -0.0003
04i (E U R IB O R 3M ) -0.0259 -0.0040 -0.0764 -0 . 0 1 1 2
042 -0.0528 -0.0019 -0.1485 -0.0050
043 0.1313 0.0008 -0.2120* -0.0027
044 0.073 0.0003 -0.2493** -0.0009*
0 5 1  {EU R/U SD ) -0.0575 -0.0081 -0.1268 -0.0250
052 -0.1415 -0.0052 0 . 1 2 0 1 0.0059
053 0.1005 0.0007 0.2213 0.0035
054 -0.2502 -0.0008 0.2920 0.0013
06i ([/&RN/C/&RP) 0.1851 0.0263 -0.1944 -0.0437
0 6 2 0.3659 0.0129 0.6105* 0.0261*
063 0.1851 0.0008 0.6782 0 . 0 1 0 1
064 0.9485** 0.0030** 0.3295 0.0014
0n (I/^iuoZ) 0.0588 0.0138 -0.5345*** -0.0820***
072 -0.1006 -0.0039 *** -0.7643*** -0.0244*** ***
073 -1.2778*** -0.0082*** -1.0776*** -0.0132***
074 -2.2035*** -0.0076*** -2.6029*** -0.0105***
Log-likelihood -1721.1083 -1925.9232
Pseudo-J22 18.64% 16.27%
X2  stat 788.07*** 742.9***
Table 35: Multinomial Logit Regression Results for Negative and Positive Daily Return Co-
exceedances of 11 European Countries Industrial Market Indices, January 2, 2004, to July 11, 2012
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Negative Co-exceedances Positive Co-exceedances
Model 4
Coeff. A prob. Coeff. A prob.
j0 Oi (constant) -1.3803*** -0.1975*** -0.4912*** -0.0573**
P02 -2.7031*** -0.0935*** *** -2.0594*** -0.0783*** ***
A)3 -3.0954*** -0.0169*** -2.4480*** -0.0305***
004 -2.7067*** -0.0086*** -1.9718*** -0.0078***
011 (R N t - ^ R P t - i ) 0.1160** 0.0162* 0.0943* 0.0139
0 1 2 0.2990*** 0.0107*** *** 0.1989** 0.0070** **
013 0.0686 0 . 0 0 0 1 0.2229** 0.0026*
014 0.1697 0.0005 0.2839** 0.0011**
021 (2 AF) -0.3997*** -0.0535*** 0.4803*** 0.0688***
0 2 2 -0.9624*** -0.0337*** *** 0.9968*** 0.0349*** ***
023 -1.6396*** -0.0095*** 1.5010*** 0.0182***
024 -2.3176*** -0.0082*** 2.3659*** 0.0099***
#,1 (EAIOY) -0.0097 -0.0028 0.0262 0.0031
032 0.1366* 0.0054* 0.1440* 0.0056*
033 0.0545 0.0003 0.0476 0.0004
034 0.0395 0 . 0 0 0 1 -0.0539 -0.0003
/?41 (EURIBOBZM) -0.0329 -0.0049 -0.0731 -0.0109
042 -0.0850 -0.0031 -0.1218 -0.0041
043 0.1204 0.0008 -0.2308* -0.0028*
044 0.1157 0.0004 -0.2271* -0.0009*
051 (EUR/USD) -0.0529 -0.0076 -0.1052 -0.0206
052 -0.1156 -0.0041 0.0804 0.0042
053 0.0956 0.0007 0.1890 0.0028
054 -0.1911 -0.0006 0.2972 0.0014
06i (CLSTüV/Cf&RPLs) 0.1135 0.0199 0.2171 0.0429
0 6 2 -0.2337 -0.0103 -0.1065 -0.0061
063 0.1359 0.0007 -0.4444 -0.0066
064 0.6939 0.0025 -1.2448 -0.0058
0 7 ! (USIvok-a) 0 . 0 2 0 0 0.0090 -0.5126*** -0.0792***
072 -0.2743 -0.0103 *** -0.6385*** -0.0199** ***
073 -1.3192*** -0.0082*** -1.2136*** -0.0144***
074 -2.0874*** -0.0078*** -2.4252*** -0.0102***
Log-likelihood -1722.1841 -1926.6335
Pseudo-R 2 18.59% 16.24%
X2  stat 781.07*** 736.68***
Table 36: Multinomial Logit Regression Results for Negative and Positive Daily Return Co-
exceedances of 11 European Countries Industrial Market Indices, January 2, 2004, to July 11, 2012
131
Negative Co-exceedances Positive Co-exceedances
Model 4
Coeff. A prob. Coeff. A prob.
/30 1  (constant) -1.3822*** -0.1976*** -0.5021*** -0.0591**
002 -2.7218*** -0.0942*** *** -2.0988*** -0.0806*** ***
003 -3.0776*** -0.0164*** -2.3832*** -0.0289***
0OA -2.6181*** -0.0083*** -2.0194*** -0.0079***
0.1141** 0.0160* 0.0963* 0.0142
012 0.2900*** 0.0104*** *** 0.2002** 0.0071** ***
013 0.0739 0 . 0 0 0 2 0.2309** 0.0026*
014 0.1497 0.0004 0.2999*** 0.0011**
#21 (27LF) -0.4055*** -0.0543*** 0.4810*** 0.0692***
022 -0.9663*** -0.0338*** *** 0.9862*** 0.0348*** ***
023 -1.6549*** -0.0093*** 1.5096*** 0.0179***
024 -2.3203*** -0.0082*** 2.3604*** 0.0097***
(E A ioy) -0.0064 -0.0023 0.0265 0.0032
032 0.1349* 0.0053* 0.1414* 0.0056*
033 0.0627 0.0003 0.0435 0.0004
034 0.0408 0 . 0 0 0 1 -0.0551 -0.0003
yS4 1  (E U R IB O R 3M ) -0.0367 -0.0054 -0.0707 -0.0105
042 -0.0940 -0.0034 -0.1167 -0.0039
043 0.1274 0.0008 -0.2440** -0.0029*
044 0.1075 0.0004 -0.2236* -0.0008
-0.0563 -0.0082 -0.1046 -0.0207
052 -0.1107 -0.0038 0.0864 0.0045
053 0.0985 0.0007 0.1993 0.0029
054 -0.1758 -0.0006 0.3309 0.0015
0.6101** 0.0936** -0.2450 -0.0404
062 0.8193** 0.0271* ** -0.0934 -0.0008
063 -0.6496 -0.0050 -0.5401 -0.0063
064 0.4913 0 . 0 0 1 2 -0.9613 -0.0039
0 71 (U SIvolt-5) 0.0009 0.0060 -0.4836*** -0.0743***
072 -0.2992 -0 . 0 1 1 1 *** -0.6006*** -0.0188** ***
073 -1.3220*** -0.0080*** -1.2779*** -0.0150***
074 -2.1377*** -0.0080*** -2.4132*** -0.0100***
Log-likelihood -1715.5163 -1925.8793
Pseudo-J? 2 18.90% 16.27%
X2  stat 790.3*** 731.29***
Table 37: Multinomial Logit Regression Results for Negative and Positive Daily Return Co-
exceedances of 11 European Countries Industrial Market Indices, January 2, 2004, to July 11, 2012
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Negative Co-exceedances Positive Co-exceedances
Model 3
Coeff. A  prob. Coeff. A prob.
/301 (constant) -1.3584*** -0.1855*** -1.0800*** -0.0480***
@02 -3.0674*** -0.1042*** *** -2.8074*** -0.1150*** ***
003 -4.4621*** -0.0208*** -3.7542*** -0.0695***
004 -4.5557*** -0.0314*** -4.2767*** -0.0432***
0 i i  ( R N t - i / RP t - i ) 0.1151** 0.0156* 0.0736 0.0032
012 0.3205*** 0.0112*** *** 0.2236*** 0.0092** ***
013 0.1429 0.0005 0.2253** 0.0041*
014 0.2563** 0.0016** 0.2973*** 0.0030***
An (24LE) -0.4022*** -0.0532*** 0.4683*** 0.0219***
022 -0.9838*** -0.0335*** *** 0.9549*** 0.0385*** ***
023 -1.5123*** -0.0071*** 1.3154*** 0.0241***
024 -1.8954*** -0.0134*** 1.8862*** 0.0192***
A i  (2 A io y ) -0.0090 -0.0025 0.0165 0.0004
032 0.1349* 0.0052* 0.1561** 0.0067**
033 0.0394 0.0001 0.0470 0.0007
034 -0.0267 -0.0002 0.0323 0.0002
A i  {EURIBOR3M) -0.0154 -0.0020 0.0519 0.0029
042 -0.1167 -0.0044 * -0.0018 -0.0003
043 0.0802 0.0004 0.0059 9 .3656x l0 -6
^44 0.2273** 0.0017** 0.1948* 0.0020*
05i (EU R/ USD) -0.05425 -0.0075 -0.1191 -0.0076
A : -0.1251 -0.0043 0.0751 0.0034
053 0.1113 0.0006 0.1631 0.0032
054 -0.1195 -0.0007 0.2020 0.0021
A i  (E A lO y dummyt- i ) 0.0146 0.0129 0.3317 0.0242*
062 -0.7717 -0.0289 * -0.8689* -0.0378* ***
063 -1.8604* -0.0094* -0.4832 -0.0087
064 -1.3760** -0.0102** -2.0711*** -0.0220***
A i  (E U RI BO R 3M  dummyt- i ) 0.2752 0.0624 -0.7007** -0.0383**
072 -0.6554 -0.0251 -0.2946 -0.0092 **
073 -9.0735 -0.0480 -0.6655 -0.0115
074 -1.2856* -0.0096* -2.1223** -0.0221**
A i  (E U R / U S D  dummy t - i ) -0.0477 -0.0100 -3423.64*** -201.87***
082 0.5120 0.0204 -380.063*** -6.6219*** ***
083 -0.8724 -0.0045 -112.237*** 2.5258***
084 -0.6748 -0.0051 -18.3762*** 2.3894***
Log-likelihood -1742.2647 ■1955.6297
Pseudo-R2 17.64% 14.98%
X2 stat 745.76*** 683.49***
Table 38: Multinomial Logit Regression Results for Negative and Positive Daily Return Co-
exceedances of 11 European Countries Industrial Market Indices, January 2, 2004, to July 11, 2012
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Negative Co-exceedances Positive Co-exceedances
M odel 3
Coeff. A  prob. . Coeff. A  prob.
£ o i (constant) -1.3606*** -0.1897*** -1.0483*** -0.1269***
002 -3 .0548*** -0.1080*** *** -2.7765*** -0.1049*** ***
003 -4.3952*** -0.0013*** -3.7422*** -0.0523***
004 -4.5231*** -0.0324*** -4.2628*** -0.0376***
0 n  { R N t - i / R P t - i . ) 0.1158** 0.0162* 0.0876* 0.0116
021 0.2895*** 0.0104*** *** 0.1909** 0.0071** **
013 0.0461 2 .9 9 6 6 x 1 0 -6 0.1955* 0.0025
014 0.1531 0.0009 0.2264** 0.0019*
021 ( S A F ) -0.4079*** -0.0556*** 0.4681*** 0.0607***
022 -0 .9643*** -0.0341*** *** 0.9430*** 0.0343*** ***
023 -1.4870*** -0.0004*** 1.3480*** 0.0185***
024 -1.8754*** -0.0137*** 1.8470*** 0.0164***
031 (F A 1 0 Y ) -0.0061 -0.0021 0.0304 0.0034
032 0.1420* 0.0057* 0.1374* 0.0055*
033 0.0339 9 .9 5 3 8 x 1 0 -6 0.0681 0.0008
034 -0.0261 -0.0002 0.0383 0.0002
041 ( E U R I B O R 3 M ) -0 .0480 -0.0076 0.0277 0.0046
042 -0.0786 -0 .0027 -0.0072 -0 .0005
043 0.1297 4 .7 5 1 6 x 1 0 -6 -0.0499 -0 .0008
044 0.2585*** 0.0021*** 0.0848 0.0007
051 ( E U R / U S D ) -0 .0545 -0 .0077 -0.1171 -0 .0214
052 -0.1198 -0.0042 0.0689 0.0038
053 0.0967 3 .8 4 7 3 x 1 0 -6 0.1951 0.0033
054 -0.1421 -0.0009 0.2622 0.0027
0 6 i  (F A 1 0 Y  d u m m y t - z ) 0.2282 0.0374 -0.5158* -0 .0686
062 0.2033 0.0064 -0.5654 -0 .0168
063 -1.2492 -0.0004 -2.4900** -0 .0365**
064 -0.9388 -0 .0078 -1.7187*** -0 .0150**
071 ( E U R I B O R 3 M  d u m m y t - 5 ) -0 .1232 -0 .0124 -0.7950*** -0.1258***
072 -0.3261 -0.0108 -0.4005 -0 .0090 *
073 -38.0166*** -0.0127*** -0.5062 -0 .0048
074 -1.4341** -0.0108** -0.5990 -0 .0039
081 ( E U R / U S D  d u m m y t - 5 ) 0.1045 0.0191 -327.308*** -53.618***
082 -0.0172 -0.0012 -85.1460*** -0 .5091*** ***
083 -27.9417*** -0.0094*** -35.1611*** 0.6147***
084 0.1105 0.0007 -21.6649*** 0.5146***
Log-likelihood -1742.3953 -1952.5896
P se u d o -F 2 17.63% 15.11%
X2 stat 739.91*** 678.75***
Table 39: Multinomial Logit Regression Results for Negative and Positive Daily Return Co-
exceedances of 11 European Countries Industrial Market Indices, January 2, 2004, to July 11, 2012
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Negative Co-exceedances Positive Co-exceedances
Model 3
Coeff. A prob. Coeff. A prob.
0 0 1  (constant) -1.1809*** -0.1652*** -0.7530*** -0.0785***
0 0 2 -2.8356*** -0.0897*** *** -2.4523*** -0.1352*** ***
003 -5.0786*** -0.0174*** -4.1278*** -0.0532***
004 -7.0400*** -0.0032*** -5.1139*** -0.0324***
0 ii  (R N t- i / R P t- i ) -0.0048 -0.0017 0.0664 0.0060
0 1 2 0.1456 0.0051 0.2347* 0.0129* ***
013 -0.1814 -0.0006 0.3813** 0.0049*
014 0.2674 0 . 0 0 0 1 0.6609*** 0.0043***
021 (2 AF) -0.7087*** -0.0971*** 0.7747*** 0.1122***
022 -1.9539*** -0.0626*** *** 1.5056*** 0.0760*** ***
023 -3.2043*** -0.0109*** 2.7379*** 0.0342***
024 -4.8289*** -0.0022*** 3.6575*** 0.0228***
0 3 1  (E A ioy) 0.0487 0.0065 0.0297 0.0048
032 0.2245 0.0075 * 0.1275 0.0078
033 -0.3971 -0.0015 -0.2946 -0.0045
043 -0.8921** -0.0004** 0.0384 0 . 0 0 0 1
04i (E U R IB O R SM ) -0.3410** -0.0520** -0.1939 -0.0382
042 -0.4490* -0.0132* ** -0.0155 0.0036
043 0.5131* 0.0022** -0.3447 -0.0040
044 -0 . 1 0 2 0 -9.0049 xlO-G -0.4192 -0.0024
05i {EU R/U SD ) -0.1960 -0.0269 -0.2651* -0.0575*
052 -0.5073* -0.0161 * 0.1003 0 . 0 1 2 1
053 -1.1828** -0.0041** -0.0917 -0 . 0 0 0 2
054 -0.9634* -0.0004 -0.1027 -0 . 0 0 0 1
Log-likelihood -638.8298 - 872.7635
Pseudo-i? 2 17.48% 11.25%
X2  stat 270.12*** 216.21***
Table 40: Multinomial Logit Regression Results for Negative and Positive Daily Return Co- 
exceedances of 11 European Countries Industrial Market Indices, January 2, 2004, to May 31, 
2007
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Negative Co-exceedances Positive Co-exceedances
Model 4
Coeff. A prob. Coeff. A prob.
/30 1  (constant) -1.8336*** -0.2549*** -0.7003 -0.0911
002 -5.0273*** -0.1545*** *** -2.1789*** -0.1235** *
003 -8.8446*** -0.0280*** -2.2349 -0.0238
004 -7.8307*** -0.0032*** -1.4398 -0.0055
-0.0343 -0.0053 0.0682 0.0078
012 0.0008 0.0003 0.2128* 0.0118 **
013 -0.3150 -0 . 0 0 1 0 0.2849 0.0031
014 0.2028 9.5818x10-5 0.5849*** 0.0029***
-0.7157*** -0.0996*** 0.7736*** 0.2251***
022 -1.9450*** -0.0597*** *** 1.4935*** 0.0762*** ***
023 -3.1410*** -0.0098*** 2.7658*** 0.0307***
024 -4.8914*** -0.0021*** 3.8617*** 0.0186***
An OGAioy) 0.0487 0.0068 0.0290 0.0048
032 0.2148 0.0069 * 0.1214 0.0075
033 -0.4779 -0.0016 -0.3272 -0.0044
034 -0.9202** -0.0004** 0.0353 0 . 0 0 0 1
/34 1  (E U R IB O R ZM ) -0.3064** -0.0471* -0.1951 -0.0387
042 -0.4081* -0.0115 * -0 . 0 2 0 2 0.0033
043 0.4930* 0.0019** -0.3568 -0.0037
044 -0.0566 8.3242x10-5 -0.5283* -0.0024
(EZ/A/CLS'D) -0.2128 -0.0296 -0.2560 -0.0563*
052 -0.5709* -0.0175* * 0.1225 0.0135
053 -1.0787** -0.0034* -0.0808 -0 . 0 0 0 1
054 -1.0383* -0.0004* -0.1738 -0.0005
An 0.4359 0.0604 0.2181 0.0181
062 1.3500* 0.0420* 0.8458 0.0477 **
063 0.9838 0.0028 1.9387*** 0.0231***
064 0.5993 0 . 0 0 0 2 1.4691** 0.0070**
? I a* 0.6631 0.0892 -0.0583 0.0087
072 2.1997** 0.0686** ** -0.2931 -0.0143
073 3.7750** 0.0120** -2.0730 -0.0258
074 0.7444 0 . 0 0 0 2 -4.0220** -0.0211**
Log-likelihood -632.2362 -861.8604
Pseudo-R 2 18.34% 12.36%
X2  stat 282.64*** 236.9***
Table 41: Multinomial Logit Regression Results for Negative and Positive Daily Return Co- 
exceedances of 11 European Countries Industrial Market Indices, January 2, 2004, to May 31, 
2007
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Negative Co-exceedances Positive Co-exceedances
Model 3
CoeE. A prob. Coeff. A prob.
y90 1  (constant) -1.3951*** -0.1869*** -1.3717*** -0.1838***
P 02 -3.2479*** -0.1066*** *** -3.3944*** -0.0769*** ***
@03 -4.5730*** -0.0352*** -4.0450*** -0.0463***
@04 -4.4544*** -0.0395*** -4.7571*** -0.0235***
0.1683*** 0.0242** 0.0916 0.0135
@12 0.3692*** 0.0123*** *** 0.1350 0.0029
@13 0.1393 0.0007 -0.0948 0.0009
@14 0.1715 0 . 0 0 1 1 -0.0068 -0 . 0 0 0 1
A i -0.3553*** -0.0463*** 0.3793*** 0.0505***
@22 -0.8522*** -0.0279*** *** 0.9120*** 0.0205*** ***
@23 -1.2118*** -0.0093*** 1.1209*** 0.0128***
@24 -1.5780*** -0.0144*** 1.7212*** 0.0087***
(EA10Y) -0.0375 -0.0065 0.0420 0.0049
@32 0.0728 -0.0030 0.2109** 0.0050**
@33 -0.0483 -0.0003 0.1804* 0 . 0 0 2 1
@34 -0.0835 -0.0007 0.1098 0.0005
/34 1  (E U R IB O R 3M ) -0.0147 -0.0029 0.0016 0.0009
@42 -0.0570 -0 . 0 0 2 1 *** -0.1265 -0.0031
@43 0.1901 0.0016* -0.0731 -0.0008
@44 0.3034*** 0.0030*** 0.0887 0.0005
0.0042 0.0008 0.0031 -0 . 0 0 2 2
@52 -0.0463 -0.0018 0.1871 0.0044 *
@53 0.3373 0.0029 0.4419* 0.0054*
@54 -0.1985 -0.0019 0.6267** 0.0033***
Log-likelihood -1067.1715 -1035.1653
Pseudo-i? 2 19.76% 19.72%
X2 stat 525.61*** 508.66***
Table 42: Multinomial Logit Regression Results for Negative and Positive Daily Return Co- 
exceedances of 11 European Countries Industrial Market Indices, June 1, 2007, to July 11, 2012
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Negative Co-exceedances Positive Co-exceedances
Model 4
Coeff. A prob. Coeff. A prob.
/30 1  (constant) -1.5118*** -0.2206*** -0.9451*** -0.1248***
P o 2 -3.1455*** -0.1062*** *** -2.8943*** -0.0663*** ***
003 -3.0419*** -0.0135*** -3.2173*** -0.0340***
004 -2.6339*** -0.0072*** -2.8265*** -0.0057***
0.1514** 0.0224** 0.0772 0 . 0 1 1 1
0 1 2 0.3127*** 0.0106*** ** 0.1467 0.0032
013 0.1223 0.0004 0.0927 0.0008
014 0.0915 0 . 0 0 0 1 0.0148 -1.1207x10-5
021 ( ^ ) -0.3413*** -0.0470*** 0.3830*** 0.0515***
0 2 2 -0.8080*** -0.0273*** *** 0.9281*** 0.0207*** ***
023 -1.5104*** -0.0073*** 1.1971*** 0.0126***
024 -2.1118*** -0.0066*** 2.1616*** 0.0046***
(EL4ioy) -0.0387 -0.0071 0.0406 0.0048
032 0.0699 0.0029 0.2171** 0.0051**
033 0.0180 0 . 0 0 0 1 0.1698 0.0018
034 0.0398 0 . 0 0 0 1 0.0135 -4.2756x10-6
/34 1  (E U R IB O R SM ) 0.0043 0.0009 -0.0558 -0.0071
042 -0.0480 -0.0018 -0.1925* -0.0044*
043 0.0474 0 . 0 0 0 2 -0.1802 -0.0018
044 0.1172 0.0003 -0.1593 -0.0003
0.0004 0 . 0 0 0 2 0.0166 0.0004
052 -0.0553 -0 . 0 0 2 1 0.1779 0.0041 *
053 0.4433 0.0023 0.4335 0.0048
054 -0.2157 -0.0007 0.6938*** 0.0015***
06i (CL&&N/[L&RP,_i) 0.3303 0.0475 0.5655* 0.0881*
0 6 2 0.8320** 0.0288* -0.2214 -0.0084
063 0.0864 -0 . 0 0 0 1 0.4896 0.0044
064 0.6798 0.0019 0.3739 0.0005
0 7 1  (USIvolt- i ) 0.0758 0.0161 -0.3201** -0.0459**
072 -0.0656 -0.0025 *** -0.3529 -0.0069 ***
073 -1.3747*** -0.0072*** -0.6466** -0.0065*
074 -1.9685*** -0.0066*** -1.8995*** -0.0041***
Log-likelihood -1041.3059 -1015.9221
Pseudo-R 2 21.70% 21.25%
X2  stat 577.34*** 547.14***
Table 43: Multinomial Logit Regression Results for Negative and Positive Daily Return Co-
exceedances of 11 European Countries Industrial Market Indices, June 1, 2007, to July 11, 2012
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Negative Co-exceedances Positive Co-exceedances
Model 3
Coeff. A prob. Coeff. A prob.
j301 (constant) -1.6440*** -0.2139*** -1.2375*** -0.1783***
P 02 -3.5806*** -0.0852*** *** -2.3092*** -0.0944*** ***
P os -5.4086*** -0.0256*** -4.9042*** -0.0326***
004 -6.5019*** -0.0097*** -5.7943*** -0.0148***
0 i i  ( R N t - i /R P t - i ) 0.2400*** 0.0324*** 0.0771 0.0094
012 0.3201*** 0.0071*** *** 0.3816*** 0.0114*** ***
013 0.6441*** 0.0030*** 0.5213*** 0.0035***
014 0.5015*** 0.0007*** 0.4083*** 0 .0 0 1 0 ***
0 2 1  (2 AF) -0.3124*** -0.0392*** 0.3870*** 0.0544***
022 -0.8272*** -0.0199*** *** 1.1301*** 0.0324*** ***
023 -1.4293*** -0.0068*** 1.6631*** 0 .0 1 1 1 ***
024 -2.6429*** -0.0040*** 2.4257*** 0.0063***
(E A io y ) 0.0226 0.0045 0.0617 0.0098
032 -0.1900** -0.0050** ** 0.0863 0.0022
033 -0.3343*** -0.0017*** 0.0392 0.0001
034 -0.1164 -0.0001 0.2134** 0.0005**
/34 1  ( E U R I B O R S M ) -0.1262*** -0.0172** -0 .1 2 1 2 *** -0.0192**
042 -0 .2 1 1 1 *** -0.0049*** *** -0.1123 -0.0025 ***
043 -0.0134 7.3671 x  H T 5 -0.3776*** -0.0025***
044 0.0717 0.0001 -0.4561*** -0 .0 0 1 1 ***
(E[fA/[L&D) -0.0915 -0.0099 -0.0352 -0.0095
052 -0.7095*** -0.0182*** *** 0.3935** 0.0126** *
053 0.0767 0.0005 0.3525 0.0025
054 -0.1460 -0.0001 0.0584 0.0001
Log-likelihood -1457.0941 -1712.5521
Pseudo-i? 2 24.89% 20.24%
X2  stat 965.27*** 861.69***
Table 44: Multinomial Logit Regression Results for Negative and Positive Daily Return Co- 
exceedances (Computed on Sample Returns) of 11 European Countries Industrial Market Indices, 
January 2, 2004, to July 11, 2012
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Negative Co-exceedances Positive Co-exceedances
Model 4
Coeff. A prob. Coeff. A prob.
/301 (constant) -2.2605*** -0.3000*** -1.3465*** -0.1902***
Po2 -4.8669*** -0.1121*** *** -3.9546*** -0.1176*** ***
& 0 3 -6.3538*** -0.0281*** -5.3245*** -0.0367***
& 0 4 -8.2019*** -0.0116*** -6.9144*** -0.0178***
y9n  (R N t - i / R P t - i ) 0.1963*** 0.0272*** 0.0716 0.0092
Pl2 0.1968* 0.0040 *** 0.3016*** 0.0092*** ***
P l 3 0.4339*** 0.0019*** 0.4409*** 0.0031***
Pu 0.3786*** 0.0005*** 0.2639** 0.0006*
^21 (^AF) -0.3489*** -0.0449*** 0.3936*** 0.0558***
@22 -0.8802*** -0.0204*** *** 1.0880*** 0.0321*** ***
^ 2 3 -1.4246*** -0.0064*** 1.6286*** 0.0113***
024 -2.6140*** -0.0038*** 2.3147*** 0.0006***
0 3 1  ( E A i o y ) 0.0259 0.0049 0.0597 0.0095
032 -0.1792** -0.0046** ** 0.0852 0.0023 *
033 -0.3393*** -0.0016*** 0.0276 7.9866x10-*
034 -0.1273 -0.0001 0.2463** 0.0006**
/341 (EURIBOR3M) -0.0332 -0.0049 -0.1078** -0.0180**
042 -0.0179 -0.0003 * -0.0037 0.0007 **
043 0.1174 0.0005 -0.2785** -0.0019**
044 0.2465*** 0.0003*** -0.2276** -0.0005*
f s i  (EC/R/I/SD) -0.1135 -0.0124 -0.0356 -0.0095
052 -0.6602*** -0.0162*** *** 0.3632** 0.0121**
053 -0.0428 -2.3820x10-* 0.3404 0.0025
054 -0.2165 -0.0002 0.0974 0.0002
06i ( U S R N t - i / U S R P t - i ) 0.0682 0.0071 -0.0035 -0.0020
062 0.3721 0.0089 0.0854 0.0027
063 1.2706** 0.0060** 0.3404 0.0025
064 -0.1294 -0.0002 0.2460 0.0006
/371 (USIvol t - i ) 0.5041*** 0.0680*** 0.0924 0.0105
072 1.0054*** 0.0230*** *** 0.5603*** 0.0175*** ***
073 0.7234** 0.0029* 0.3816 0.0025
074 1.3293*** 0.0018*** 0.9277*** 0.0024***
Log-likelihood -1426.7515 -1702.2431
Pseudo-R2 26.45% 20.72%
X2 stat 1022.2*** 881.54***
Table 45: Multinomial Logit Regression Results for Negative and Positive Daily Return Co- 
exceedances (Computed on Sample Returns) of 11 European Countries Industrial Market Indices, 
January 2, 2004, to July 11, 2012
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Negative Co-exceedances Positive Co-exceedances
Model 3
Coeff. A prob. Coeff. A prob.
/30 1  (constant) -2.1002*** -0.1975*** -1.7249*** -0.2052***
002 -3.9807*** -0.0653*** *** -3.7553*** -0.0668*** ***
003 -5.9298*** -0.0121*** -5.2632*** -0.0232***
004 -5.6142*** -0.0172*** -5.2484*** -0.0186***
0 i i  (RiVt_ i/R P t_ i) 0.1600** 0.0151** 0.1775** 0.0224**
0 1 2 0.3567*** 0.0059*** ** 0.1383 0 . 0 0 2 1  **
013 -0.1313 -0.0003 0.4453** 0.0019**
014 0.1549 0.0004 -0.2688 -0 . 0 0 1 1
02i (EAP) -0.3770*** -0.0351*** 0.4780*** 0.0578***
0 2 2 -0.7481*** -0.0122*** *** 0.8532*** 0.0149*** ***
023 -1.4563*** -0.0030*** 1.1286*** 0.0048***
024 -1.5633*** -0.0049*** 1.2629*** 0.0044***
03i (E A ioy) -0.0143 -0 . 0 0 1 2 0.0423 0.0052
032 -0.1180 -0 . 0 0 2 0 0.0551 0.0009
033 0.2392 0.0005* 0.0062 -8.2801x10-5
034 0.0143 5.7152x10-5 0.1099 0.0003
04i (E U R IB O R 3M ) -0.0509 -0.0058 -0.0048 -0.0005
042 0.2401** 0.0042*** *** -0.0901 -0.0017
043 0.3555*** 0.0007*** 0.1451 0.0006
044 0.4246*** 0.0013*** 0.0910 0.0003
0 5 1  (EZ/R/yS'D ) -0.2198** -0.0212** -0.1455 -0.0195
052 -0.3252 -0.0052 0.0491 0.0013
053 -0.0653 -7.5771x10-5 0.4552 0 . 0 0 2 2
054 0.0450 0 . 0 0 0 2 0.3411 0.0013
Log-likelihood -1196.1397 -1391.6114
Pseudo-P 2 16.24% 11.87%
X2  stat 463.55*** 374.49**
Table 46: Multinomial Logit Regression Results for Negative and Positive Daily Return Co- 
exceedances (Computed as the 2.5 Percent Quantile) of 11 European Countries Industrial Market 
Indices, January 2, 2004, to July 11, 2012
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Negative Co-exceedances Positive Co-exceedances
Model 4
Coeff. A prob. Coeff. A prob.
j301 (constant) -2.1195*** -0.2075*** -1.0335*** -0.1222***
P 02 -3.1339*** -0.0439*** *** -2.4210*** -0.0347*** ***
@03 -3.6033*** -0.0013*** -3.4285*** -0.0094***
004 -3.1162*** -0.0014*** -3.2968*** -0.0063***
0 i i  ( R N t - i / R P t - i ) 0.1472* 0.0143* 0.1914** 0.0237**
012 0.2725** 0.0038** 0.1371 0.0016 **
013 -0.0641 -3.5312x10-5 0.4357** 0.0011**
014 0.0861 3.4355 x IQ-5 -0.2903 -0.0006
021 ( 2 ^ ) -0.3517*** -0.0336*** 0.5267*** 0.0628***
022 -0.8632*** -0.0124*** *** 1.0576*** 0.0150*** ***
023 -2.1661*** -0.0008*** 1.4887*** 0.0040***
024 -2.5072*** -0.0012*** 1.6682*** 0.0032***
031 (2 A io y ) -0.0210 -0.0019 0.0476 0.0059
032 -0.1074 -0.0016 ** 0.0378 0.0004
033 0.3757** 0.0001** -0.0521 -0.0001
034 0.1954* 0.0001* 0.0495 8 .6015x10-5
041 ( E U R I B O R 3 M ) -0.0320 -0.0035 -0.1097* -0.0130*
042 0.1880* 0.0029* -0.3015*** -0.0043** **
043 0.1037 4.3284x10-5 -0.0915 -0.0002
044 0.2136* 0.0001* -0.2052 -0.0003
05i (EC/R/CASD) -0.2166** -0.0210* -0.1580 -0.0204
052 -0.4106* -0.0058* 0.0545 0.0011
053 -0.0845 -2.2206x10-5 0.5669* 0.0017*
054 0.0098 2.1536x10-5 0.3916 0.0008
06i ( U S R N t - i / U S R P t - i ) 0.2880 0.0277 -0.0932 -0.0136
062 1.1834** 0.0176 0.6486 0.0102
063 -19.5946 -0.0081 -0.1757 -0.0005
064 1.3544* 0.0006 1.4178** 0.0029**
> Ï 1 0.0181 0.0035 -0.5730*** -0.0680***
072 -0.7757** -0.0117** *** -1.2352*** -0.0176*** ***
073 -2.7092*** -0.0011*** -1.7912*** -0.0049***
074 -3.3429*** -0.0017*** -2.0215*** -0.0039***
Log-likelihood -1156.7197 -1362.7701
Pseudo-R2 19% 13.7%
X2 stat 542.01*** 431.68***
Table 47: Multinomial Logit Regression Results for Negative and Positive Daily Return Co- 
exceedances (Computed as the 2.5 Percent Quantile) of 11 European Countries Industrial Market 
Indices, January 2, 2004, to July 11, 2012
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V ariable Source M n em o n ic /C o d e
Stock  R etu rn  (SR ) Total Market Index, TOTMKBD(IR)
100 X [ln (pt) -  In (pt-i)] Datastream
D iv id en d  Y ie ld  (D Y ) Total Market Index, TOTMKBD(DY)
Datastream
P rice-E arn ings R atio  (P E R ) Total Market Index, TOTMKBD(PE)
ln{PEt ) Datastream
C hange in  S h ort-term 3 Month Interbank Rate, BDINTER3
In terest R a te  (3M IR ) Datastream
ir t — ir t - i
T erm  Spread (T M S) 10 Year Government Bond, BDI61...
gbt -  i n Datastream
Inflation  (IN F L ) Consumer Price Index, BDUUFA01F
100 x [In (pt) -  In (pt-i)] Datastream
In d u str ia l P ro d u ctio n  (IP ) Production of Total Industry, DEUPROINDMISMEI
100 x [In (pt) -  In (pt-i)] Federal Reserve Bank of 
St. Louis
E xchange R a te  (E R ) Nominal Effective Exchange BDI..NECE
100 x [In (pt ) -  In (pt- i)] Rate, Datastream
C hange in  U n em p loym en t Unemployment Rate, BDOUN013Q
R a te  (U R ) Datastream
unt — u n t- i
C hange in  O il P rices (O P ) World Crude Petroleum Price, WDI76AADF
100 x [In (pt ) -  In (pt-i)] Datastream
Table 48: Data
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P anel A: Individual Variables (1973:02-2012:01)
Method Coefficients Standard
Errors
OLS
T-Ratios
P-Values In-sample 
R-square (%)
D Y 0.1430 0.7230 0.1978 0.8433 0.0084
P E R -0.6269 1.0042 -0.6242 0.5328 0.0836
S M IR -0.8506 0.6852 -1.2413 0.2151 0.3303
T M S 0.3383 0.1564 2.1632** 0.0310 0.9964
I N F L -2.1046 0.9152 -2.2294** 0.0219 1.1243
I P 0.0541 0.1425 0.3802 0.7040 0.0311
E R -0.2143 0.2389 -0.8972 0.3700 0.1728
UR 2.1963 1.7081 1.2858 0.1991 0.3543
OP -0 . 0 2 2 0 0.0241 -0.9144 0.3609 0.1795
Panel B: M ultip le Variables (1973:04-2012:01)
Method Coefficients Standard
Errors
OLS
T-Ratios
P-Values
D Y -0.1603 1.0737 -0.1493 0.8814
P E R -1.4532 1.4305 -1.0158 0.3102
3 M IR -0.4107 0.7091 -0.5793 0.5627
T M S 0.2962 0.1671 1.7723* 0.0770
I N F L -1.9369 1.0286 -1.8829* 0.0603
I P 0.0831 0.1443 0.5757 0.5651
E R -0.1995 0.2401 -0.8311 0.4063
UR 2.9308 1.7935 1.6342 0.1029
OP -0.0128 0.0245 -0.5226 0.6015
R? 0.0301
R 2 0 . 0 1 1 0
Diagnostic Tests
Test Statistics LM Version F version
Serial Correlation CHSQ(12):=12.9952 (0.3694) F(12,444)==1.0614 (0.3913)
Normality CHSQ(2)==190.1624 (0.0000) Not applicable
Heteroscedasticity CHSQ(9):=9.7587 (0.3704) F(9,546)==1.0837 (0.3732)
N otes: T h e ta b le  presents resu lts  from in -sam ple regression  an a lysis . S tock  m arket return forecastab ility  is te s ted  for each  
pred ictor variable sep arately  (P an el A ) and for a ll th e  p red ictor variables to g eth er  (P an el B ). In -sam p le R -squares are 
estim ated  over th e  fu ll-sam ple period , fo llow ing Ferreira and S anta-C lara (2011 ). For D Y  and P E R  th e  to ta l num ber of  
ob servation s is 468 , for IP is 466 and for all th e  o ther is 467. T h e serial correlation  te s t  is a te s t  for th e  null h y p o th esis  o f 
no serial correlation  o f order up to  12 in th e  residuals w ith  12 degrees o f freedom ; th e  n orm ality  te s t  is th e  Jarq u e-B era te s t  
for th e  null h yp oth esis  o f norm ality  in th e  d istr ib u tion  o f th e  residuals; th e  h eterosced astic ity  te s t  is th e  
B reusch -P agan -G od frey  te s t  for th e  null h yp oth esis  in th e  residuals ob ta in ed  from th e  u nique squared regressors in th e  
con d ition a l m ean eq u ation . * d en otes sign ificance at 10%, ** sign ificance at 5%, *** sign ificance a t 1%.
Table 50: In-Sample Analysis Results
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P anel A: January 1985 - January 2012 (325 observations)
Method M S P E COÆR2 R qs  (%) adjusted-M SPE
Benchmark 34.0331 0.0152 -
D Y 34.3586 0.0090 -0.9565 -1.3686*
P E R 34.2120 0.0068 -0.5258 -0.6529
S M IR 34.1984 0.0051 -0.4785 -0.3771
T M S 33.8167 0.0028 0.6429 1.7799**
I N F L 34.2687 0.0023 -0.6850 1.0942
I P 34.3257 0.0042 -0.8597 -0.6904
E R 34.0660 0.0003 -0.0895 0.2352
UR 34.0022 0.0003 0.0978 0.6752
OP 34.1389 0.0022 -0.3038 -0.1219
P anel B: January 1992 - January 2012 (241 observations)
Method M S P E C O R R 2 R q s  (%) adjusted-M SPE
Benchmark 32.3733 0.0067 -
D Y 32.5407 0.0117 -0.5169 -1.6532**
P E R 32.6837 0.0129 -0.9587 -1.1473
S M IR 32.6022 0 . 0 1 1 0 -0.7092 -0.8098
T M S 31.9955 0.0152 1.1647 2.5182***
I N F L 32.3827 0.0014 -0.0312 0.6301
I P 32.9109 0.0293 -1.6601 -2.3028**
E R 32.3509 0.0003 0.0671 0.4717
UR 32.2805 0.0005 0.2844 0.9499
OP 32.4444 0.0002 -0.2219 0.0745
Panel C: January 2007 - January 2012 (61 observations)
Method M S P E CORAf R o s  (%) adjusted-M S P E
Benchmark 40.8333 0.0181 -
D Y 41.0756 0.1684 -0.5933 -2.2685**
P E R 41.5916 0.0595 -1.8571 -1.7311**
S M IR 41.6813 0.0921 -2.1064 -1.1605
T M S 39.6941 0.0831 2.7615 2.3124**
I N F L 40.5605 0.0126 0.6392 0.5627
I P 41.0898 0.0151 -0.6380 -0.5855
E R 42.7886 0.1573 -4.8189 -2.7137***
UR 40.5573 0 . 0 0 0 2 0.6469 0.9985
OP 42.4730 0.1090 -4.0457 -1.4795*
N otes: T h is ta b le  presents resu lts from ou t-o f-sam p le regression  an a lysis  from in d iv id u al variables. M SPE  d en otes th e  m ean  
squared p red iction  error, C O R R ^ d en otes th e  squared value o f th e  correlation  coefficient betw een  th e  forecast and th e  
actu a l rea lisa tion  o f th e  excess return. T h e ou t-o f-sam p le R -squares com pare th e  forecast error o f th e  m od el w ith  th e  
forecast error of th e  h istorica l m ean. S ta tis tica l sign ificance o f R -squares is assessed  w ith  th e  Clark and W est (2007)  
ad justed -M S P E  s ta tis tic . * d en otes sign ificance at 10%, ** sign ificance at 5%, *** sign ificance at 1%.
Table 51: 1-Step Ahead Out-of-Sample Analysis Results, Statistical Evaluation, Individual Variables
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P an el A: January 1985 - January  2012 (325 observations)
Method M S P E C O R R 2 A os (%) adj usted-M S P E
Benchmark 34.0331 0.0152 - -
K itchen Sink 35.1187 0.0010 -3.1897 0.7063
Mean 34.0226 0.0016 0.0308 0.3303
T rim m ed-M  ean 34.0502 0.0058 -0.0502 -0.0782
Median 34.1085 0.0188 -0.2217 -1.0210
D M S P E  (tf^l.O)1 34.0228 0.0017 0.0303 0.3269
D M S P E  (0=0.9)1 34.0202 0.0014 0.0379 0.3584
D M S P E  (0=0.75)1 34.0188 0.0012 0.0419 0.3771
D M S P E  (0=1.0)2 34.0109 0.0009 0.0651 0.4659
D M S P E  (0=0.9)2 34.0175 0.0012 0.0457 0.3956
D M S P E  (0=0.75)2 34.0241 0.0015 0.0263 0.3251
P a n e l B: January 1992 - Janu ary  2012 (241 observations)
Method M S P E C O R R 2 (%) adjus ted-M SPE
Benchmark 32.3733 0.0067 - -
K itchen Sink 33.5418 0.0003 -3.6093 -0.1587
Mean 32.3904 0.0033 -0.0526 -0.0721
Trim med-M ean 32.3944 0.0046 -0.0652 -0.1418
Median 32.4353 0.0119 -0.1914 -0.6805
D M S P E  (0=1.O)1 32.3904 0.0034 -0.0528 -0.0735
D M S P E  (0=0.9)1 32.3877 0.0029 -0.0444 -0.0392
D M S P E  (0=0.75)1 32.3872 0.0028 -0.0428 -0.0296
D M S P E  (0=1.0)2 32.3855 0.0025 -0.0375 -0.0062
D M S P E  (0=0.9)2 32.3966 0.0035 -0.0720 -0.1287
D M S P E  (0=0.75)2 32.4071 0.0045 -0.1043 -0.2455
P an el C: January 2007 -• January  2012 (61 observations)
Method M S P E C O R R 2 A os (%) adjus ted-M SPE
Benchmark 40.8333 0.0181 - -
K itchen Sink 45.0403 0.1020 -10.3029 -1.6545*
Mean 41.2061 0.1264 -0.9130 -1.3287*
T rim m ed-M  ean 41.1915 0.1303 -0.8771 -1.3175*
Median 41.0471 0.1015 -0.5235 -0.9257
D M S P E  (0=1.0)i 41.2092 0.1283 -0.9206 -1.3401*
D M S P E  (0=0.9)i 41.2120 0.1213 -0.9274 -1.3191*
D M S P E  (0=0.75)1 41.2115 0.1153 -0.9262 -1.2937
D M S P E  (0=1.O)2 41.1855 0.1026 -0.8624 -1.2190
D M S P E  (0=0.9)2 41.1851 0.1100 -0.8616 -1.2542
D M S P E  (0=0.75)2 41.1803 0.1148 -0.8498 -1.2806
N otes: T h is ta b le  presents resu lts from ou t-o f-sam p le regression  an alysis  from m u ltip le  variables. M S P E  d en otes  th e  m ean  
squared p red iction  error, C O R R  d en otes th e  squared va lu e o f th e  correlation  coefficient b etw een  th e  forecast and th e  
actu a l rea lisa tion  of th e  excess return. T h e ou t-o f-sam p le  R -squares com pare th e  forecast error of th e  m od el w ith  th e  
forecast error o f th e  h istorica l m ean. S ta tis tica l s ign ificance o f R -squares is assessed  w ith  th e  Clark and W est (2007)  
ad justed -M S P E  s ta tis tic . A s th e  in itia l h old ou t ou t-o f-sam p le  period w hen com p u tin g  th e  D M S P E  forecast, I use  
1985:01-1998:06 ( 1) and 1981:01-1984:12 (2 ). * d en otes sign ificance at 10%, ** sign ificance at 5%, *** sign ificance at 1%.
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P anel A: January 1985 - January 2012 (325 observations)
Variance S R a o A(%), 7=0.5 A(%), 7=1 A(%), 7=2 A(%), 7=5
D Y 0.0255 0.0331 -2.1423 -1.6875 -0.8750 -0.3496
P E R 0.0347 0.0436 -0.2078 -0.1041 -0.0523 -0 . 0 2 1 2
S M IR 0.0364 0.0449 -1.3056 -0.9879 -0.4951 -0.1995
T M S 0.0968 0.1246 -1.0533 -0.5242 -0.2597 -0.1009
I N F L 0.0933 0.1248 -6.2761 -6.9708 -3.8543 -1.5424
I P 0.0444 0.0585 -1.6445 -1.0607 -0.5319 -0.2146
E R 0.0725 0.0942 -1.2671 -0.8263 -0.4132 -0.1653
UR 0.0664 0.0867 -0.0006 -0.0801 -0.0406 -0.0169
OP 0.0456 0.0560 -1.2344 -1.3344 -0.6670 -0.2666
Panel B: January 1992 - January 2012 (241 observations)
Variance S R 2 0 A(%), 7=0.5 A(%), 7 = 1 A(%), 7=2 A(%), 7=5
D Y 0.0334 0.0422 -0.9227 -0.4628 -0.2311 -0.0920
P E R 0.0079 0.0098 -0.9151 -0.4567 -0.2276 -0.0900
S M IR 0.0299 0.0367 -2.0207 -1.2890 -0.6455 -0.2593
T M S 0.1276 0.1696 -0.3252 -0.1607 -0.0785 -0.0292
I N F L 0.0854 0.1132 -5.3153 -3.5469 -1.7695 -0.7030
I P -0.0085 -0.0104 -1.5797 -0.9070 -0.4535 -0.1814
E R 0.0850 0.1108 -1.3094 -0.9157 -0.4586 -0.1843
UR 0.0740 0.0984 0 . 1 0 1 1 -0.0576 -0.0300 -0.0135
OP 0.0478 0.0588 -1.4997 -1.7188 -0.8593 -0.3437
Panel C: January 2007 - January 2012 (61 observations)
Variance S R 2 0 A(%), 7=0.5 A(%), 7=1 A(%), 7=2 A(%), 7=5
D Y -0.0852 -0.1055 -0.6429 -0.3203 -0.1590 -0.0622
P E R -0.1170 -0.1432 -4.2347 -2.1164 -1.0573 -0.4218
S M IR -0.1164 -0.1378 -4.6357 -3.3482 -1.6703 -0.6636
T M S 0.1476 0.2088 0.9571 0.4769 0.2368 0.0928
I N F L 0.0216 0.0282 -6.6243 -4.3989 -2.1919 -0.8662
I P -0.0887 -0.1078 -0.4937 -0.2481 -0.1253 -0.0516
E R -0.2077 -0.4867 -4.2032 -2.8496 -1.4196 -0.5618
UR -0 . 0 2 1 2 -0.0287 0.2400 0.1199 0.0599 0.0238
OP -0.1611 -0.1789 -4.6353 -5.8044 -2.8948 -1.1491
N otes: T h is tab le  presents resu lts  from th e  econom ic eva luation  o f ou t-o f-sam p le regression an a lysis  from in d iv id u al 
variables. SR den otes th e  Sharpe ratio , w hile SO d en otes th e  Sortino ratio . T h e u tility  gain  A (%) is th e  m axim um  
p ortfo lio  fee (in m on th ly  p ercent return) th a t a m ean-variance investor w ould  be w illin g  to  pay to  have access to  th e  
forecasting m eth od  based on th e  econom ic variable g iven  in each row re la tive to  th e  h istorica l benchm ark  m eth od .
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P an el A: January 1985 - Jan uary  2012 (325 observation s)
Variance SR g o A(%), 7= 0.5 A(%), 7 = 1 A(%), 7=2 A(%), 7 = 5
Kitchen Sink 0.0722 0.0994 -5.9175 -10.4872 -7.2449 -2.9774
Mean 0.0648 0.0833 -1.3138 -0.6695 -0.3349 -0.1342
T  rim m ed-M  ean 0.0591 0.0753 -0.9626 -0.4812 -0.2405 -0.0960
M  edian 0.0495 0.0624 -0.6045 -0.3021 -0.1508 -0.0601
D M S P E  (0=1.0)1 0.0647 0.0834 -1.3010 -0.6615 -0.3309 -0.1326
D M S P E  (0=0.9)1 0.0653 0.0843 -1.3628 -0.6963 -0.3483 -0.1396
D M S P E  (0=0.75)1 0.0657 0.0846 -1.4196 -0.7298 -0.3651 -0.1463
D M S P E  (0=1.O)2 0.0670 0.0864 -1.4306 -0.7337 -0.3671 -0.1471
D M S P E  (0=0.9)2 0.0660 0.0850 -1.3770 -0.7014 -0.3509 -0.1406
D M S P E  (0=0.75)2 0.0650 0.0838 -1.3432 -0.6826 -0.3415 -0.1369
P an el B: January 1992 - Janu ary  2012 (241 observations)
Variance S R g o A(%), 7= 0.5 A(%), 7= 1 A(%), 7= 2 A(% ), 7 = 5
K itchen Sink 0.0283 0.0366 -6.8329 -9.6590 -6.5410 -2.7159
Mean 0.0567 0.0715 -0.9452 -0.4721 -0.2355 -0.0936
T  rim m ed-M  ean 0.0558 0.0703 -0.8143 -0.4067 -0.2029 -0.0806
Median 0.0493 0.0619 -0.5319 -0.2656 -0.1324 -0.0526
D M S P E  (0=1.O)1 0.0567 0.0715 -0.9396 -0.4693 -0.2341 -0.0930
D M S P E  (0=0.9)1 0.0573 0.0723 -0.9802 -0.4896 -0.2442 -0.0970
D M S P E  (0=0.75)1 0.0575 0.0726 -1.0173 -0.5081 -0.2535 -0.1007
D M S P E  (0=1.O)2 0.0580 0.0733 -1.0178 -0.5104 -0.2546 -0.1011
D M S P E  (0=0.9)2 0.0562 0.0709 -1.0005 -0.5018 -0.2503 -0.0994
D M S P E  (0=0.75)2 0.0546 0.0687 -0.9816 -0.4924 -0.2460 -0.0976
P an el C: January 2007 - Jan uary  2012 (61 observations)
Variance S R g o A(% ), 7= 0.5 A(% ), 7= 1 A(%), 7= 2 A(% ), 7 = 5
Kitchen Sink -0.1875 -0.2068 -10.1734 -13.1509 -10.3953 -4.1367
Mean -0.0909 -0.1110 -2.2491 -1.1219 -0.5583 -0.2201
T rim m ed-M  ean -0.0905 -0.1107 -2.1177 -1.0564 -0.5257 -0.2073
Median -0.0753 -0.0933 -1.5665 -0.7813 -0.3886 -0.1531
D M S P E  (0=1.0)1 -0.0914 -0.1115 -2.2484 -1.1215 -0.5581 -0.2200
D M S P E  (0=0.9)1 -0.0911 - 0 .1 1 1 1 -2.3064 -1.1504 -0.5725 -0.2257
D M S P E  (0=0.75)1 -0.0904 -0.1103 -2.3570 -1.1757 -0.5850 -0.2307
D M S P E  (0=1.O)2 -0.0872 -0.1066 -2.2920 -1.1432 -0.5689 -0.2242
D M S P E  (0=0.9)2 -0.0879 -0.1074 -2.2199 -1.1073 -0.5510 -0.2172
D M S P E  (0=0.75)2 -0.0880 -0.1076 -2.1308 -1.0628 -0.5289 -0.2085
N otes: T h is ta b le  presents resu lts from th e  econom ic eva lu ation  o f ou t-o f-sam p le regression  an alysis from in d iv id u al
variables. SR den otes th e  Sharpe ratio , w hile SO d en otes th e  Sortino ratio. T h e u tility  gain  A  (%) is th e  m axim um
p ortfo lio  fee (in  m on th ly  p ercent return) th a t a m ean-variance in vestor w ould  be w illin g  to  pay to  have access to  th e
forecasting m eth od  based on th e  econom ic variable g iven  in each row re la tive to  th e  h istorica l benchm ark  m eth od . A s th e  
in itia l h old ou t ou t-o f-sam p le period w hen com p u tin g th e  D M S P E  forecast, I use 1985:01-1998:06 ( 1) and 1981:01-1984:12
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P an el A: January 1985 - January  2012 (325 observations)
Variance M S P E C O R R 2 R os (%) adjusted-M S P E
D Y 34.5525 0.0104 -0.9355 -1.3535*
P E R 34.4304 0.0075 -0.5787 -0.6580
3 M IR 34.3703 0.0044 -0.3975 -0.2586
T M S 34.0316 0.0016 0.5922 1.6817**
IN F L 34.5119 0.0018 -0.8113 0.9863
I P 34.5046 0.0043 -0.7903 -0.6071
E R 34.3030 0.0013 -0.2010 0.0597
UR 34.2083 0.0009 0.0756 0.6147
O P 34.4301 0.0055 -0.5724 -0.4151
P an el B: Jan uary  1992 - January 2012 (241 observation s)
Variance M S P E C O R R 2 R os (%) adjusted-M SPE
D Y 32.7112 0.0169 -0.5784 -1.7477**
P E R 32.8416 0.0119 -0.9796 -1.0184
3 M IR 32.7480 0.0113 -0.6961 -0.7498
T M S 32.1234 0.0159 1.2243 2.7072***
IN F L 32.5630 0.0009 -0.1274 0.5327
I P 33.0276 0.0288 -1.5512 -2.1901**
E R 32.5605 1.284x10-= -0.1197 0.2477
UR 32.4788 0.0001 0.1312 0.6685
O P 32.6533 0.0011 -0.4050 -0.0700
P an el C: Janu ary  2007 - January 2012 (61 observation s)
Variance M S P E C O R R 2 R os (%) adjusted-M SPE
D Y 41.8481 0.0809 -0.4529 . -1.2185
P E R 42.4290 0.0461 -1.8472 -1.4716*
3M IR 42.4738 0.0630 -1.9913 -1.0126
T M S 40.4358 0.0998 2.9024 2.5044***
IN F L 41.4321 0.0119 0.5101 0.4755
I P 41.7932 0.0073 -0.3330 -0.3186
E R 43.8880 0.1727 -5.3872 -2.6999***
UR 41.2195 0.0052 1.0205 1.5408*
O P 43.5892 0.1064 -4.6695 -1.3778*
N otes: T h is tab le  presents resu lts from ou t-o f-sam p le regression  ana lysis  from in d iv id u al variables. M SP E  d en otes th e  m ean  
squared p red iction  error, C O R R  d en otes th e  squared value o f th e  correlation  coefficient b etw een  th e  forecast and th e  
actu a l realisation  o f th e  excess return. T h e ou t-o f-sam p le R -squares com pare th e  forecast error o f th e  m od el w ith  th e  
forecast error of th e  h istorica l m ean . S ta tis tica l sign ificance o f R -squares is assessed  w ith  th e  Clark and W est (2007) 
ad justed -M S P E  sta t is t ic . * d en otes sign ificance at 10%, ** sign ificance at 5%, *** sign ificance at 1%.
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P an el A: January 1985 - January 2012 (325 ob servation s)
Method M S P E C O R R 2 (%) adjusted-M SPE
Benchmark 34.2342 0.0236 - -
K itchen Sink 35.4842 0.0006 -3.6512 0.5588
M ean 34.2369 0.0034 -0.0079 0.1917
T  r im m ed-M  ean 34.2525 0.0084 -0.0535 -0.0749
Median 34.3244 0.0269 -0.2635 -1.1631
D M S P E  (2 = l.o y 34.2370 0.0034 -0.0083 0.1881
D M S P E  (0=0.9)1 34.2350 0.0031 -0.0023 0.2152
D M S P E  (0=0.75)1 34.2339 0.0028 0.0006 0.2328
D M S P E  (0=1.O)2 34.1823 0.0008 0.1515 0.7585
D M S P E  (0=0.9)2 34.1888 0.0011 0.1324 0.6979
D M S P E  (0=0.75)2 34.1954 0.0014 0.1131 0.6333
P an el B: Janu ary  1992 - January  2012 (241 ob servation s)
Method M S P E C O R R 2 A os (%) adjusted-M SPE
Benchmark 32.5215 0.0121 - -
Kitchen Sink 34.0905 0.0029 -4.8243 -0.5610
M ean 32.5565 0.0068 -0.1074 -0.2226
T rim m ed-M  ean 32.5394 0.0062 -0.0549 -0.0876
Median 32.6025 0.0192 -0.2490 -0.8492
D M S P E  (0=1.O)1 32.5566 0.0069 -0.1076 -0.2241
D M S P E  (0=0.9)1 32.5540 0.0063 -0.0997 -0.1923
D M S P E  (0=0.75)1 32.5536 0.0059 -0.0984 -0.1820
D M S P E  (0=1.O)2 32.5515 0.0055 -0.0921 -0.1584
D M S P E  (0=0.9)2 32.5613 0.0068 -0.1221 -0.2562
D M S P E  (0=0.75)2 32.5705 0.0081 -0.1505 -0.3512
P an el C: January 2007 - Jan uary  2012 (61 observations)
Method M S P E C O R R 2 A os (%) adjusted-M SPE
Benchmark 41.6445 0.0305 - -
K itchen Sink 46.4771 0.0836 -11.6043 -1.4201
Mean 42.0426 0.0917 -0.9558 -1.1193
T  r im m ed-M  ean 41.9685 0.0694 -0.7778 -0.9718
Median 41.8990 0.0787 -0.6109 -0.8821
D M S P E  (0=1.O)1 42.0459 0.0933 -0.9637 -1.1293
D M S P E  (0=0.9)! 42.0514 0.0901 -0.9768 -1.1206
D M S P E  (0=0.75)1 42.0522 0.0861 -0.9789 -1.1038
D M S P E  (0=1.O)2 42.0229 0.0768 -0.9085 -1.0395
D M S P E  (0=0.9)2 42.0189 0.0802 -0.8988 -1.0550
D M S P E  (0=0.75)2 42.0106 0.0821 -0.8789 -1.0633
N otes: T h is tab le  presents resu lts from ou t-o f-sam p le regression  an alysis  from m u ltip le  variables. M S P E  d en otes  th e  m ean  
squared p red iction  error, C O R R  d en otes th e  squared value o f th e  correlation  coefficient b etw een  th e  forecast and th e  
a ctu a l rea lisa tion  o f th e  excess return. T h e ou t-o f-sam p le R -squares com pare th e  forecast error o f th e  m od el w ith  th e  
forecast error o f th e  h istorica l m ean . S ta tis tica l s ign ificance of R -squares is assessed  w ith  th e  Clark and W est (2007) 
ad ju sted -M S P E  s ta tis tic . A s th e  in itia l h oldout ou t-o f-sam p le period w hen  com p u tin g  th e  D M S P E  forecast, I use  
1985:01-1998:06 ( 1) and 1981:01-1984:12 (2 ). * den otes sign ificance at 10%, ** sign ificance a t 5%, *** sign ificance at 1%.
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P an el A: Janu ary  1985 - January 2012 (325 ob servations)
Variance S R g o A(%), -y=0.5 A(%), 7=1 A(%), 7= 2 A(%), 7= 5
D Y 0.0216 0.0284 -2.6152 -1.9651 -0.9876 -0.3944
P E R 0.0279 0.0353 -0.7573 -0.3787 -0.1894 -0.0755
3 M IR 0.0348 0.0431 -1.5118 -1.1395 -0.5708 -0.2297
T M S 0.0904 0.1158 -1.2893 -0.6421 -0.3185 -0.1231
I N F L 0.0861 0.1152 -6.7762 -7.5803 -4.2099 -1.6847
I P 0.0422 0.0554 -1.9551 -1.1548 -0.5788 -0.2331
E R 0.0628 0.0808 -1.5246 -0.9687 -0.4845 -0.1939
UR 0.0582 0.0754 -0.2876 -0.1986 -0.1072 -0.0403
O P 0.0288 0.0349 -1.2001 -1.9667 -0.9826 -0.3922
P an el B: Jan uary  1992 - January 2012 (241 observations)
Variance S R SO A(%), 7=0.5 A(%), 7=1 A(%), 7= 2 A(%), 7= 5
D Y 0.0217 0.0272 -1.3369 -0.6689 -0.3338 -0.1328
P E R 0.0084 0.0102 -1.5912 -0.7948 -0.3965 -0.1632
3 M IR 0.0237 0.0293 -2.2824 -1.5322 -0.7669 -0.3077
T M S 0.1253 0.1661 -0.4633 -0.2302 -0.1136 -0.0419
I N F L 0.0762 0.1006 -5.7433 -3.9181 -1.9549 -0.7771
I P -0.0100 -0.0121 -1.7684 -0.9949 -0.4973 -0.1988
E R 0.0710 0.0914 -1.6126 -1.0871 -0.5442 -0.2185
UR 0.0566 0.0736 -0.0897 -0.0778 -0.0391 -0.0158
O P 0.0332 0.0404 -1.6224 -2.4411 -1.2202 -0.4877
P an el C:: January 2007 - January  2012 (61 observation s)
Variance S R g o A(%), 7=0.5 A(%), 7=1 A(%), 7= 2 A(%), 7= 5
D Y -0.0963 -0.1209 -1.5943 -0.7952 -0.3957 -0.1261
P E R -0.1311 -0.1633 -5.7381 -2.8668 -1.4312 -0.5699
3 M IR -0.1229 -0.1482 -5.1485 -4.0197 -2.0058 -0.7975
T M S 0.1308 0.1871 0.7896 0.3927 0.1942 0.0752
IN F L 0.0013 0.0017 -6.9508 -5.2459 -2.6137 -1.0343
I P -0.0941 -0.1151 -0.7153 -0.3585 -0.1801 -0.0731
E R -0.2364 -0.2757 -5.0229 -3.4534 -1.7203 -0.6805
UR -0.0247 -0.0338 -0.1370 -0.0692 -0.0354 -0.0150
O P -0.1710 -0.1909 -4.7629 -8.4809 -4.2305 -1.6802
N otes: T h is ta b le  presents resu lts from th e  econom ic eva luation  o f ou t-o f-sam p le regression  an alysis from in d iv id u al 
variables. SR den otes th e  Sharpe ratio , w hile SO d en otes th e  Sortino ratio . T h e u tility  gain A (%) is th e  m axim um  
p ortfolio  fee (in  m on th ly  p ercent return) th a t a m ean-variance in vestor w ould be w illin g  to  pay to  have access to  th e  
forecasting m eth od  based on th e  econom ic variable g iven  in each row rela tive to  th e  h istorica l benchm ark  m eth od .
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P a n e l A : January  1985 - January 2012 (325 ob servations)
Variance S R SO A(%), 7= 0.5 A(%), 7=1 A(%), 7=2 A(%), 7= 5
Kitchen Sink 0.0671 0.0904 -8.5922 -11.5474 -8.7511 -3.5605
Mean 0.0557 0.0714 -1.7264 -0.8852 -0.4426 -0.1771
T  rimm ed-M  ean 0.0516 0.0656 -1.3380 -0.6687 -0.3340 -0.1332
Median 0.0403 0.0504 -0.8989 -0.4492 -0.2243 -0.0894
D M S P E  ( ^ l .O )1 0.0556 0.0713 -1.7113 -0.8766 -0.4383 -0.1754
D M S P E  (0=0.9)1 0.0562 0.0720 -1.7805 -0.9140 -0.4570 -0.1863
D M S P E  (0=0.75)1 0.0566 0.0726 -1.8464 -0.9503 -0.4752 -0.1936
D M S P E  (0=1.O)2 0.0654 0.0843 -1.4402 -0.7386 -0.3695 -0.1480
D M S P E  (0=O.9)2 0.0643 0.0829 -1.3862 -0.7061 -0.3533 -0.1451
D M S P E  (0=O.75)2 0.0631 0.0815 -1.3162 0.6695 -0.3354 -0.1385
P an el B: Janu ary  1992 - January  2012 (241 observation s)
Variance S R SO A(%), 7= 0.5 A(%), 7=1 A(%), 7 = 2 A(%), 7= 5
Kitchen Sink 0.0049 0.0060 -6.8948 -10.8680 -8.0575 -3.2182
Mean 0.0453 0.0569 -1.3596 -0.6790 -0.3388 -0.1346
T  rim m ed-M  ean 0.0475 0.0597 -1.1817 -0.5902 -0.2945 -0.1170
Median 0.0377 0.0471 -0.8789 -0.4390 -0.2190 -0.0870
D M S P E  (0=1.O)1 0.0452 0.0568 -1.3535 -0.6760 -0.3372 -0.1340
D M S P E  (0=0.9)1 0.0459 0.0576 -1.4357 -0.7170 -0.3576 -0.1419
D M S P E  (0=0.75)1 0.0461 0.0579 -1.4769 -0.7376 -0.3679 -0.1460
D M S P E  (0=1.O)2 0.0467 0.0587 -1.4378 -0.7181 -0.3582 -0.1423
D M S P E  (0=0.9)2 0.0451 0.0567 -1.4159 -0.7072 -0.3528 -0.1437
D M S P E  (0=0.75)2 0.0437 0.0548 -1.3925 -0.6955 -0.3469 -0.1414
P an el C: January 2007' - Janu ary  2012 (61 ob servation s)
Variance S R SO A(%), 7= 0.5 A(%), 7=1 A(%), 7 = 2 A(%), 7= 5
Kitchen Sink -0.1719 -0.1902 -11.9672 -15.7179 -15.7767 -6.2824
Mean -0.1085 -0.1331 -3.3302 -1.6618 -0.8275 -0.3270
T  rim m ed-M  ean -0.1016 -0.1258 -3.0194 -1.5067 -0.7504 -0.2966
Median -0.0991 -0.1228 -2.4193 -1.2072 -0.6011 -0.2375
D M S P E  (0=1.O)1 -0.1090 -0.1336 -3.3287 -1.6610 -0.8272 -0.3268
D M S P E  (0=0.9)1 -0.1089 -0.1334 -3.4006 -1.6969 -0.8450 -0.3339
D M S P E  (0=0.75)1 -0.1083 -0.1326 -3.4635 -1.7282 -0.8606 -0.3400
D M S P E  (0=1.O)2 -0.1052 -0.1292 -3.3725 -1.6828 -0.8380 -0.3311
D M S P E  (0=O.9)2 -0.1054 -0.1296 -3.2862 -1.6398 -0.8166 -0.3357
D M S P E  (0=0.75)2 -0.1052 -0.1294 -3.1810 -1.5873 -0.7904 -0.3123
N otes: T h is tab le  presents resu lts from th e  econom ic eva luation  o f ou t-o f-sam p le  regression  an a lysis  from in d iv id u al 
variables. SR d en otes th e  Sharpe ratio , w hile  SO d en otes th e  Sortino ratio . T h e u tility  gain  A (%) is th e  m axim um  
p ortfo lio  fee (in  m on th ly  p ercent return) th a t a m ean-variance in vestor w ould  be w illin g  to  pay to  have access to  th e  
forecasting m eth od  based on th e  econom ic variable given in each row rela tive to  th e  h istorica l benchm ark  m eth od . A s th e  
in itia l h old ou t ou t-o f-sam p le  period w hen  com p u tin g  th e  D M S P E  forecast, I use 1985:01-1998:06 ( 1 ) and 1981:01-1984:12
(2).
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P an el A: January 1985 - January 2012 (325 observations)
Variance M S P E CORR: a& s (%) adjusted-M S  P E
D Y 34.8774 0.0141 -1.0734 -1.7737**
P E R 34.6975 0.0058 -0.5522 -0.4957
3 M IR 34.6420 0.0043 -0.3881 -0.2443
T M S 34.3082 0.0014 0.5792 1.6520**
IN F L 34.7636 0.0018 -0.7403 0.9333
I P 34.8165 0.0058 -0.8927 -0.7579
E R 34.6052 0.0021 -0.2814 -0.0645
UR 34.5022 0.0015 0.0171 0.4649
O P 34.6603 0.0040 -0.4411 -0.2593
P an el B: January  1992 - January  2012 (241 observation s)
Variance M S P E C O R R 2 R o s  (%) adjusted-M S  P E
D Y 33.0470 0.0150 -0.5109 -1.5365*
P E R 32.2054 0.0103 -0.9925 -0.9040
3 M IR 33.1082 0.0113 -0.7015 -0.7424
T M S 32.4766 0.0161 1.2194 2.7251***
I N F L 32.9036 0.0010 -0.0791 0.5810
I P 33.4461 0.0405 -1.7245 -2.5618***
E R 32.9622 0.0004 -0.2575 0.0886
UR 32.8488 0.0003 0.0874 0.5813
O P 33.0214 0.0015 -0.4377 -0.1039
P an el C: Janu ary  2007 - January 2012 (61 observation s)
Variance M S P E C O R R 2 R o s  (%) adjusted-M SPE
D Y 43.4772 0.1022 -0.6343 -1.1171
P E R 44.1290 0.0565 -2.1430 -1.5173*
SM IR 44.0406 0.0627 -1.9793 -0.9692
T M S 41.9012 0.1063 2.9745 2.6131***
IN F L 42.9303 0.0128 0.5916 0.4999
I P 43.4835 0.0555 -0.6618 -1.0944
E R 45.6796 0.1841 -5.7746 -2.6765***
UR 42.7058 0.0019 1.1114 1.6984**
O P 45.2157 0.1097 -4.7004 -1.3685*
N otes: T h is tab le  presents resu lts from ou t-o f-sam p le regression an a lysis  from in d iv id u al variables. M SPE  d en otes th e  m ean  
squared p red iction  error, C O R R  d en otes th e  squared value o f th e  correlation  coefficient b etw een  th e  forecast and th e  
actu a l rea lisa tion  o f th e  excess return. T h e ou t-o f-sam p le R -squares com pare th e  forecast error o f th e  m od el w ith  th e  
forecast error o f th e  h istorical m ean. S ta tis tica l s ign ificance o f R -squares is assessed  w ith  th e  Clark and W est (2007)  
ad justed -M S P E  s ta tis tic . * d en otes sign ificance at 10%, ** sign ificance at 5%, *** sign ificance at 1%.
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Panel A: January  1985 - January  2012 (325 observations)
Method M S P E C O R R 2 R os (%) adjusted-M SPE
Benchmark 34.5081 0.0257 - -
K itchen Sink 35.7491 0.0004 -3.5963 0.4141
Mean 34.5208 0.0041 -0.0370 0.0929
T rim m ed-M  ean 34.5285 0.0089 -0.0592 -0.0954
Median 34.5635 0.0183 -0.1606 -0.5950
D M S P E  (#=1.0)i 34.5211 0.0042 -0.0376 0.0883
D M S P E  (#=0.9)i 34.5184 0.0038 -0.0299 0.1221
D M S P E  (#=0.75)i 34.5170 0.0035 -0.0259 0.1436
D M S P E  (#=1.0)2 34.5096 0.0029 -0.0044 0.2193
D M S P E  (#=0.9)2 34.5154 0.0034 -0.0212 0.1598
D M S P E  (#=0.75)2 34.5217 0.0039 -0.0395 0.0975
Panel B: January  1992 - January  2012 (241 observations)
Method M S P E C O R R 2 (%) adjusted-M S P E
Benchmark 32.8775 0.0162 - -
K itchen Sink 34.6702 0.0044 -5.4526 -0.6877
M ean 32.9225 0.0093 -0.1368 -0.3000
T  rim m ed-M  ean 32.8991 0.0082 -0.0657 -0.1181
Median 32.9326 0.0144 -0.1675 -0.4858
D M S P E  (#=1.0)i 32.9227 0.0093 -0.1374 -0.3027
D M S P E  (#=0.9)i 32.9200 0.0086 -0.1291 -0.2704
D M S P E  (#=0.75)i 32.9193 0.0082 -0.1271 -0.2577
D M S P E  (#=1.0)2 32.9182 0.0079 -0.1238 -0.2446
D M S P E  (#=0.9)2 32.9289 0.0095 -0.1561 -0.3470
D M S P E  (#=0.75)2 32.9389 0.0111 -0.1865 -0.4455
Panel C: January  2007 - January  2012 (61 observations)
Method M S P E C O R R 2 (%) adjusted-M SPE
Benchmark 43.1858 0.0874 - -
K itchen Sink 48.8487 0.0948 -13.1129 -1.4865
M ean 43.6442 0.1135 -1.0613 -1.1598
T rim m ed-M  ean 43.5497 0.0818 -0.8426 -0.9660
Median 43.4306 0.0647 -0.5668 -0.7143
D M S P E  (#=1.0)i 43.6476 0.1152 -1.0694 -1.1694
D M S P E  (#=0.9)i 43.6527 0.1120 -1.0811 -1.1611
D M S P E  (#=0.75)i 43.6533 0.1076 -1.0824 -1.1449
D M S P E  (#=1.0)2 43.6223 0.1149 -1.0107 -1.0869
D M S P E  (#=0.9)2 43.6199 0.1036 -1.0052 -1.1045
D M S P E  (#=0.75)2 43.6138 0.1073 -0.9909 -1.1175
N otes: T h is tab le  presents resu lts from ou t-o f-sam p le regression  an a lysis  from m u ltip le  variables. M S P E  d en otes  th e  m ean  
squared p red iction  error, C O R R 2 d en otes th e  squared value o f th e  correlation  coefficient b etw een  th e  forecast and th e  
actu a l rea lisa tion  o f th e  excess return. T h e ou t-o f-sam p le  R -squares com pare th e  forecast error o f th e  m od el w ith  th e  
forecast error o f th e  h istorical m ean. S ta tis tica l sign ificance o f R -squares is assessed  w ith  th e  Clark and W est (2007)  
a d justed -M S P E  s ta tis tic . A s th e  in itia l h old ou t ou t-o f-sam p le period w hen com p u tin g  th e  D M S P E  forecast, I use  
1985:01-1998:06 ( 1) and 1981:01-1984:12 (2 ). * den otes sign ificance at 10%, ** sign ificance a t 5%, *** sign ificance at 1%.
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Panel A: January  1985 - January  2012 (325 observations)
Variance S R g o A(%), 7=0.5 A(%), 7 -1 A(%), 7 = 2 A(%), 7 = 5
D Y 0.0109 0.0143 -2.2803 -1.6562 -0.8271 -0.3296
P E R 0.0273 0.0347 -0.9264 -0.4684 -0.2341 -0.0936
3 M IR 0.0302 0.0375 -1.7299 -1.2499 -0.6260 -0.2516
T M S 0.0850 0 . 1 1 0 1 -1.2518 -0.6418 -0.3182 -0.1241
I N F L 0.0826 0.1107 -7.0235 -7.7457 -4.2289 -1.6922
I P 0.0346 0.0452 -2.0489 -1.2522 -0.6275 -0.2527
E R 0.0577 0.0741 -1.5300 -0.9985 -0.4998 -0 . 2 0 0 0
UR 0.0516 0.0670 -0.3226 -0.2104 -0.1055 -0.0426
O P 0.0305 0.0374 -1.5339 -1.9630 -0.9810 -0.3917
Panel B: January  1992 - January  2012 (241 observations)
Variance S R g o A(%), 7=0.5 A(%), 7=1 A(%), 7=2 A(%), 7=5
D Y 0.0218 0.0275 -1.5419 -0.7702 -0.3844 -0.1529
P E R 0.0091 0.0114 -2.1430 -1.0778 -0.5381 -0.2142
3 M IR 0.0213 0.0263 -2.6385 -1.7312 -0.8663 -0.3474
T M S 0.1194 0.1577 -0.5903 -0.2938 -0.1456 -0.0567
IN F L 0.0764 0.1015 -6.0758 -4.1738 -2.0828 -0.8282
I P -0 . 0 2 0 2 -0.0244 -2.1407 -1.1558 -0.5777 -0.2308
E R 0.0645 0.0824 -1.8578 -1.2478 -0.6246 -0.2507
UR 0.0504 0.0654 -0.3251 -0.1942 -0.0972 -0.0390
O P 0.0303 0.0369 -1.7957 -2.5223 -1.2610 -0.5042
Panel C:: January  2007 - January  2012 (61 observations)
Variance S R g o A(%), 7=0.5 A(%), 7=1 A(%), 7 = 2 A(%), 7=5
D Y -0.1230 -0.1547 -3.1944 -1.5945 -0.7945 -0.3145
P E R -0.1565 -0.1951 -7.4457 -3.7195 -1.8563 -0.7385
3 M IR -0.1377 -0.1668 -6.3837 -4.7771 -2.3837 -0.9477
T M S 0.1049 0.1497 0.4566 0.2255 0 . 1 1 0 0 0.0406
IN F L -0.0123 -0.0162 -7.7674 -5.9749 -2.9950 -1.1864
I P -0.1417 -0.1732 -1.5001 -0.7502 -0.3740 -0.1503
E R -0.2552 -0.2985 -6.2071 -4.2119 -2.0984 -0.8302
UR -0.0478 -0.0653 -0.7533 -0.3777 -0.1898 -0.0771
O P -0.1857 -0.2093 -5.6752 -9.2291 -4.6041 -1.8291
N otes: T h is ta b le  presents resu lts from th e  econom ic eva luation  o f ou t-o f-sam p le regression  ana lysis  from in d iv id u al 
variables. SR den otes th e  Sharpe ratio , w hile SO d en otes th e  Sortino ratio . T h e u tility  gain  A (%) is th e  m axim um  
portfo lio  fee (in m on th ly  percent return) th a t a m ean-variance in vestor w ould  be w illin g  to  pay to  have access to  th e  
forecasting m eth od  based on th e  econom ic variable g iven  in each row re la tive  to  th e  h istorica l benchm ark m eth od .
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Panel A: January  1985 - January  2012 (325 observations)
Variance S R 2 0 A(%), 7 = 0 . 5  A(%), 7 = 1 A(%), 7 = 2 A(%), 7=5
K itchen Sink 0.0538 0.0728 -6.3194 -12.2315 -9.8197 -3.9973
M ean 0.0509 0.0655 -1.7515 -0.8811 -0.4405 -0.1761
T  rim m ed-M  ean 0.0477 0.0609 -1.3198 -0.6594 -0.3293 -0.1312
Median 0.0415 0.0526 -1.0214 -0.5103 -0.2547 -0.1014
D M S P E  (9=1.0)i 0.0509 0.0654 -1.7357 -0.8729 -0.4364 -0.1745
D M S P E  (0=0.9) 1 0.0515 0.0662 -1.8108 -0.9113 -0.4556 -0.1909
D M S P E  (0=O.75) 1 0.0525 0.0678 -1.8790 -0.9464 -0.4731 -0.1979
D M S P E  (0=1.O) 2 0.0533 0.0686 -1.8883 -0.9513 -0.4756 -0.1902
D M S P E  (0=O.9) 2 0.0523 0.0673 -1.8259 -0.9189 -0.4594 -0.1925
D M S P E  (0=0.75) 2 0.0513 0.0660 -1.7861 -0.8985 -0.4492 -0.1884
Panel B: January  1992 - January  2012 (241 observations)
Variance S R 2 0 A(%), 7 = 0 . 5  A(%), 7 = 1 A(%), 7=2 A(%), 7=5
K itchen Sink -0.0052 -0.0064 -6.7453 -12.1847 -9.4667 -3.7836
M ean 0.0407 0.0511 -1.6562 -0.8273 -0.4129 -0.1643
T rim m ed-M  ean 0.0432 0.0545 -1.3506 -0.6761 -0.3388 -0.1365
Median 0.0384 0.0481 -1.1663 -0.5826 -0.2907 -0.1156
D M S P E  (0=1.O) 1 0.0407 0.0510 -1.6498 -0.8242 -0.4113 -0.1636
D M S P E  (0=0.9) 1 0.0413 0.0518 -1.7815 -0.8904 -0.4447 -0.1772
D M S P E  (0=O.75) 1 0.0415 0.0522 -1.8234 -0.9113 -0.4552 -0.1814
D M S P E  (0=1.O) 2 0.0420 0.0527 -1.7361 -0.8672 -0.4328 -0.1721
D M S P E  (0=0.9) 2 0.0403 0.0506 -1.7165 -0.8574 -0.4279 -0.1794
D M S P E  (0=O.75) 2 0.0388 0.0486 -1.6945 -0.8465 -0.4224 -0.1772
Panel C: January  2007 - January  2 0 1 2  (61 observations)
Variance S R 2 0 A(%), 7 = 0 . 5  A(%), 7 = 1 A(%), 7 = 2 A(%), 7 = 5
Kitchen Sink -0.1986 -0.2214 -13.0954 -20.0820 -19.2867 -7.6855
M ean -0.1336 -0.1639 -4.4798 -2.2360 -1.1141 -0.4410
T rim m ed-M  ean -0.1248 -0.1548 -4.1625 -2.0777 -1.0353 -0.4098
Median -0.1159 -0.1446 -3.6049 -1.7994 -0.8966 -0.3550
D M S P E  (0=1.O) 1 -0.1341 -0.1644 -4.4770 -2.2346 -1.1134 -0.4407
D M S P E  (0=0.9) 1 -0.1338 -0.1641 -4.5485 -2.2703 -1.1312 -0.4477
D M S P E  (0=O.75) 1 -0.1331 -0.1632 -4.6146 -2.3032 -1.1476 -0.4542
D M S P E  (0=1.O) 2 -0.1303 -0.1601 -4.5068 -2.2495 -1.1208 -0.4436
D M S P E  (0=0.9) 2 -0.1308 -0.1607 -4.4263 -2.2093 -1.1008 -0.4660
D M S P E  (0=0.75) 2 -0.1310 -0.1610 -4.3267 -2.1596 -1.0761 -0.4260
N otes: T h is tab le  presents resu lts  from th e econom ic eva lu ation  o f ou t-o f-sam p le  regression  an alysis  from in d iv id u al 
variables. SR den otes th e  Sharpe ratio , w hile SO d en otes th e  Sortino ratio . T h e u tility  gain  A (%) is th e  m axim um  
p ortfo lio  fee (in m on th ly  p ercent return) th a t a m ean-variance in vestor w ould  be w illin g  to  pay to  have access to  th e  
forecasting m eth od  based on th e  econom ic variable given in each row re la tive  to  th e  h istorica l benchm ark m eth od . A s th e  
in itia l h old ou t ou t-o f-sam p le  period w hen com p u tin g th e  D M S P E  forecast, I use 1985:01-1998:06 ( 1) and 1981:01-1984:12
(2).
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Panel A: January  1985 - January  2012 (325 observations)
Variance M S P E C O R R 2 R os (%) adjusted-M S P E
D Y 34.9234 0.0316 -1.5733 -2.6852***
P E R 34.6156 0.0080 -0.6781 -0.6042
3 M IR 34.5229 0.0049 -0.4191 -0.2623
T M S 34.2267 0.0004 0.4422 1.3587*
IN F L 34.8932 0.0005 -1.4961 0.4614
I P 34.6994 0.0071 -0.9221 -0.8276
E R 34.5218 0.0004 -0.41600 -0.2748
UR 34.3295 0.0008 0.1432 0.7874
O P 34.5380 0.0046 -0.4631 -0.2720
Panel B: January  1992 - January  2012 (241 observations)
Variance M S P E C O R R 2 R os (%) adjusted-M SPE
D Y 33.3563 0.0214 -0.6786 -1.9364**
P E R 33.5176 0.0102 -1.1656 -0.9398
3 M IR 33.3651 0.0115 -0.7015 -0.7113
T M S 32.8122 0.0087 0.9670 2.3306**
I N F L 33.0750 0.0015 0.1738 0.8054
I P 33.8204 0.0617 -2.0760 -3.1044***
E R 33.2534 0.0013 -0.3644 -0.0370
UR 33.0553 7.225 x 10-^ 0.2332 0.8664
O P 33.2648 0.0015 -0.3988 -0.0594
Panel C: January  2007 - January  2012 (61 observations)
Variance M S P E C O R R 2 Ros (%) adjusted-M SPE
D Y 47.6093 0.0132 -0.3700 -0.5300
P E R 48.5301 0.0516 -2.3113 -1.4872*
3 M IR 48.3523 0.0414 -1.9796 -0.9001
T M S 46.0066 0.1376 2.9678 2.7249***
I N F L 47.0271 0.0208 0.8153 0.5833
I P 47.7535 0.0745 -0.6878 -1.3516*
E R 50.2290 0.1770 -5.9377 -2.6396***
UR 46.8612 0.0048 1.1652 1.8087**
O P 49.6864 0.0989 -4.7932 -1.3616*
N otes: T his tab le  presents resu lts from ou t-o f-sam p le regression  an alysis  from in d iv id u al variables. M S P E  d en otes th e  m ean  
squared p red iction  error, C O R R 2 d en otes th e  squared value o f th e  correlation  coefficient b etw een  th e  forecast and  th e  
actu a l rea lisa tion  o f th e  excess return. T h e ou t-o f-sam p le R -squares com pare th e  forecast error o f th e  m od el w ith  th e  
forecast error o f th e  h istorica l m ean. S ta tis tica l s ign ificance o f R -squares is assessed  w ith  th e  Clark and W est (2007)  
ad justed -M S P E  s ta tis tic . * d en otes sign ificance a t 10%, ** sign ificance at 5%, *** sign ificance at 1%.
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Panel A: January  1985 - January  2012 (325 observations)
Method M S P E C O R R 2 R o s  (%) adjusted-M SPE
Benchmark 34.3824 0.0302 - -
K itchen Sink 36.0677 9.3758xl0-6 -4.9017 0.0336
Mean 34.4501 0.0095 -0.1969 -0.4455
T  r im m ed-M  ean 34.4534 0.0169 -0.2064 -0.6677
Median 34.4790 0.0278 -0.2810 -1.0662
D M S P E  (0=1.0)1 34.4498 0.0096 -0.1959 -0.4470
D M S P E  (0=O.9)i 34.4487 0.0090 -0.1929 -0.4172
D M S P E  (0=0.75)1 34.4490 0.0085 -0.1936 -0.4000
D M S P E  (0=1.O)2 34.4400 0.0074 -0.1674 -0.3048
D M S P E  (0=O.9)2 34.4440 0.0082 -0.1793 -0.3613
D M S P E  (0=O.75)2 34.4498 0.0090 -0.1960 -0.4283
Panel B: January  1992 - January  2012 (241 observations)
Method M S P E C O R R 2 R o s  (%) adjusted-M S P E
Benchmark 33.1326 0.0214 - -
Kitchen Sink 35.1277 0.0048 -6.0213 -0.6742
Mean 33.1969 0.0139 -0.1939 -0.4465
T rim m ed-M  ean 33.1821 0.0142 -0.1494 -0.3633
M  edian 33.2101 0.0204 -0.2339 -0.6645
D M S P E  (0=1.O)1 33.1972 0.0140 -0.1948 -0.4500
D M S P E  (0=0.9)1 33.1939 0.0131 -0.1850 -0.4134
D M S P E  (0=0.75)1 33.1926 0.0125 -0.1811 -0.3943
D M S P E  (0=1.O)2 33.1910 0.0122 -0.1761 -0.3778
D M S P E  (0=O.9)2 33.2041 0.0146 -0.2156 -0.4987
D M S P E  (0=O.75)2 33.2166 0.0169 -0.2535 -0.6178
Panel C: January  2007 -■ January  2012 (61 observations)
Method M S P E C O R R 2 R o s (%) adjusted-M SPE
Benchmark 47.4137 0.0591 - -
K itchen Sink 53.5983 0.0710 -13.0440 -1.3313
M ean 47.9104 0.0679 -1.0475 -1.0891
T  r im m ed-M  ean 47.8032 0.0442 -0.8215 -0.8847
Median 47.6515 0.0267 -0.5015 -0.5902
D M S P E  (0=1.0) i 47.9145 0.0692 -1.0562 -1.0992
D M S P E  (0=0.9)i 47.9194 0.0674 -1.0664 -1.0906
D M S P E  (0=0.75)1 47.9191 0.0647 -1.0658 -1.0738
D M S P E  (0=1.O)2 47.8865 0.0988 -0.9971 -1.0869
D M S P E  (0=0.9)2 47.8845 0.1036 -0.9928 -1.1045
D M S P E  (0=0.75)2 47.8778 0.1073 -0.9788 -1.1175
N otes: T h is tab le  presents resu lts  from ou t-o f-sam p le regression  ana lysis  from m u ltip le  variables. M S P E  d en otes  th e  m ean  
squared p red iction  error, C O R R 2 d en otes th e  squared value o f th e  correlation  coefficient betw een  th e  forecast and th e  
actu a l rea lisa tion  o f th e  excess return. T h e ou t-o f-sam p le R -squares com pare th e  forecast error o f th e  m od el w ith  th e  
forecast error o f th e  h istorica l m ean. S ta tis tica l sign ificance o f R -squares is assessed  w ith  th e  Clark and W est (2007)  
ad justed -M S P E  s ta tis tic . A s th e  in itia l holdout ou t-o f-sam p le period w hen  com p u tin g  th e  D M S P E  forecast, I use 
1985:01-1998:06 ( 1) and 1981:01-1984:12 (2 ). * den otes sign ificance at 10%, ** sign ificance at 5%, *** sign ificance at 1%.
Table 64: 12-Step Ahead Out-of-Sample Analysis Results, Statistical Evaluation, Multiple Variables
159
P an el A: Janu ary  1985 - January 2012 (325 observation s)
Variance S R g o A(%), 7=0.5 A(%), 7=1 A(%), 7= 2 A(%), 7=5
D Y -0.0267 -0.0323 -2.7346 -1.7900 -0.8935 -0.3557
P E R 0.0033 0.0042 -1.5159 -0.8022 -0.4010 -0.1603
S M IR 0.0135 0.0166 -1.6985 -1.4327 -0.7171 -0.2877
T M S 0.0627 0.0799 -1.4859 -0.7428 -0.3686 -0.1441
I N F L 0.0541 0.0697 -7.0475 -8.1288 -4.3026 -1.7193
I P 0.0151 0.0194 -2.0902 -1.2885 -0.6456 -0.2599
E R 0.0355 0.0450 -1.6606 -1.0809 -0.5404 -0.2161
UR 0.0397 0.0513 -0.3550 -0.2438 -0.1222 -0.0493
O P 0.0151 0.0183 -1.5965 -2.0784 -1.0383 -0.4142
Panel B: January  1992 - January  2012 (241 observations)
Variance S R g o A(%), 7=0.5 A(%), 7=1 A(%), 7= 2 A(%), 7=5
D Y 0.0228 0.0289 -1.6640 -0.8305 -0.4138 -0.1637
P E R 0.0094 0.0119 -2.6361 -1.3769 -0.6867 -0.2726
S M IR 0.0283 0.0349 -2.7983 -2.0011 -1.0008 -0.4007
T M S 0.1156 0.1533 -0.8213 -0.4082 -0.2017 -0.0778
IN F L 0.0898 0.1207 -6.2407 -4.5396 -2.2657 -0.9013
I P -0.0252 -0.0304 -2.6677 -1.3967 -0.6965 -0.2764
E R 0.0663 0.0848 -2.0376 -1.3631 -0.6819 -0.2732
UR 0.0661 0.0865 -0.3592 -0.2149 -0.1077 -0.0434
O P 0.0371 0.0452 -1.8554 -2.6825 -1.3408 -0.5357
Panel C: January  2007 - January  2012 (61 observations)
Variance S R g o A(%), 7=0.5 A(%), 7=1 A(%), 7= 2 A(%), 7=5
D Y -0.1091 -0.1427 -4.6053 -2.2983 -1.1448 -0.4527
P E R -0.1712 -0.2165 -9.3169 -4.6523 -2.3200 -0.9207
S M IR -0.1375 -0.1691 -7.5486 -6.0942 -3.0402 -1.2078
T M S 0.1026 0.1481 0.3352 0.1627 0.0765 0.0248
IN F L -0.0073 -0.0099 -8.9430 -7.4501 -3.7130 -1.4707
I P -0.1536 -0.1920 -2.1125 -1.0554 -0.5268 -0.2097
E R -0.2688 -0.3201 -7.5366 -5.1424 -2.5589 -1.0089
UR -0.0500 -0.0692 -1.2144 -0.6086 -0.3057 -0.1239
O P -0.1968 -0.2239 -6.5658 -10.6251 -5.2968 -2.0998
N otes: T h is ta b le  presents resu lts from th e  econom ic eva luation  o f ou t-o f-sam p le regression  analysis  from in d iv id u al 
variables. SR  d en otes th e  Sharpe ratio , w hile SO d en otes th e  Sortino ratio. T he u tility  gain  A (%) is th e  m axim um  
portfo lio  fee (in m on th ly  percent return) th a t a m ean-variance in vestor w ould be w illin g  to  pay to  have access to  th e  
forecasting m eth od  based on th e  econom ic variable g iven  in each row rela tive to  th e  h istorica l benchm ark m eth od .
Table 65: 12-Step Ahead Out-of-Sample Analysis Results, Economic Evaluation, Individual Vari­
ables
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P an el A: Janu ary  1985 - January 2012 (325 observations)
Variance S R g o A(%), 7 = 0 . 5  A(%), 7 = 1 A(%), 7= 2 A(%), 7=5
K itchen Sink 0.0245 0.0321 -5.8618 -12.8293 -10.1952 -4.1642
Mean 0.0267 0.0334 -1.9741 -0.9868 -0.4930 -0.1967
T rim m ed-M  ean 0.0239 0.0298 -1.5865 -0.7925 -0.3955 -0.1573
Median 0.0187 0.0233 -1.2252 -0.6119 -0.3052 -0 . 1 2 1 2
D M S P E  (0=1.0)i 0.0266 0.0334 -1.9563 -0.9779 -0.4885 -0.1949
D M S P E  (0=0.9) 1 0.0272 0.0341 -2.0307 -1.0151 -0.5072 -0.2160
D M S P E  (0=0.75)1 0.0275 0.0345 -2 . 1 0 1 0 -1.0504 -0.5248 -0.2230
D M S P E  (0=1.O) 2 0.0289 0.0363 -2.1159 -1.0580 -0.5286 -0 . 2 1 1 0
D M S P E  (0=0.9) 2 0.0281 0.0353 -2.0459 -1.0229 -0.5111 -0.2176
D M S P E  (0=0.75) 2 0.0272 0.0341 -2.0016 -1.0007 -0.5000 -0.2132
P an el B: Janu ary  1992 - January 2012 (241 observation s)
Variance S R g o A(%), 7= 0.5 A(%), 7=1 A(%), 7= 2 A(%), 7=5
Kitchen Sink -0.0005 -0.0007 -7.1070 -13.7538 -11.0616 -4.4333
Mean 0.0461 0.0579 -1.9569 -0.9771 -0.4872 -0.1932
T  rimm ed-M  ean 0.0480 0.0604 -1.7751 -0.8863 -0.4419 -0.1753
Median 0.0437 0.0548 -1.4427 -0.7202 -0.3590 -0.1423
D M S P E  (0=1.O) 1 0.0460 0.0578 -1.9503 -0.9738 -0.4856 -0.1926
D M S P E  (0=0.9)! 0.0467 0.0587 -2.0836 -1.0430 -0.5226 -0 . 2 1 0 0
D M S P E  (0=0.75)1 0.0470 0.0591 -2.1277 -1.0650 -0.5336 -0.2144
D M S P E  (0=1.O) 2 0.0474 0.0597 -2.0451 -1 . 0 2 1 1 -0.5091 -0.2019
D M S P E  (0=0.9) 2 0.0455 0.0572 -2.0283 -1.0127 -0.5049 -0.2131
D M S P E  (0=0.75) 2 0.0437 0.0549 -2.0073 -1 . 0 0 2 2 -0.4997 -0 . 2 1 1 0
P an el C: January 2007' - January 2012 (61 observation s)
Variance SR g o A(%), 7 = 0 . 5  A(%), 7 = 1 A(%), 7= 2 A(%), 7=5
Kitchen Sink -0.1905 -0.2166 -14.8370 -24.7812 -23.7248 -9.5147
Mean -0.1379 -0.1723 -5.7880 -2.8881 -1.4382 -0.5682
T  rim m ed-M  ean -0.1276 -0.1614 -5.5133 -2.7513 -1.3704 -0.5418
Median -0.1156 -0.1482 -4.8616 -2.4264 -1.2087 -0.4781
D M S P E  (0=1.0)i -0.1384 -0.1729 -5.7838 -2.8860 -1.4371 -0.5678
D M S P E  (0=0.9)i -0.1381 -0.1724 -5.8684 -2.9282 -1.4581 -0.5760
D M S P E  (0=0.75)1 -0.1373 -0.1714 -5.9474 -2.9676 -1.4777 -0.5838
D M S P E  (0=1.O) 2 -0.1347 -0.1684 -5.8162 -2.9022 -1.4451 -0.5709
D M S P E  (0=0.9) 2 -0.1352 -0.1692 -5.7248 -2.8566 -1.4225 -0.6380
D M S P E  (0=O.75) 2 -0.1354 -0.1695 -5.6093 -2.7990 -1.3938 -0.5507
N otes: T h is tab le  presents resu lts from th e  econom ic eva luation  of ou t-o f-sam p le regression  analysis  from in d iv id u al 
variables. SR d en otes th e  Sharpe ratio , w hile SO d en otes th e  Sortino ratio . T h e u tility  gain  A  (%) is th e  m axim um  
p ortfolio  fee (in  m on th ly  p ercent return) th a t a m ean-variance investor w ould  be w illin g  to  pay to  have access to  th e  
forecasting m eth od  based on th e  econom ic variable given in each row re la tive to  th e  h istorica l benchm ark m eth od . A s th e  
in itia l h old ou t ou t-o f-sam p le period w hen  com p u tin g th e  D M S P E  forecast, I use 1985:01-1998:06 ( 1) and 1981:01-1984:12
(2).
Table 66: 12-Step Ahead Out-of-Sample Analysis Results, Economic Evaluation, Multiple Variables
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Figure 1: Total Stock Market Return Index of G7 Countries
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Figure 2: Total Stock Market Return Series of G7 Countries
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Figure 3: Smoothed State Probabilities of G7 Countries
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Figure 4: Actual and Return Series of Stock, Bond and 3-Month T-bill for United States
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Figure 5: Actual and Return Series of Stock, Bond and 3-Month T-bill for United Kingdom
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Figure 6: Smoothed State Probabilities of the Univariate Model for U.S. Stock Returns
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Figure 7: Smoothed State Probabilities of the Univariate Model for U.K. Stock Returns
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Figure 8: Smoothed State Probabilities of the Bivariate Model for U.S. Stock and Bond and Returns
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Figure 9: Smoothed State Probabilities of the Bivariate Model for U.K. Stock and Bond and Returns
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Figure 10: Smoothed State Probabilities of the Trivariate Model for U.S. Stock, Bond and Interest 
Rate Returns
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Figure 11: Smoothed State Probabilities of the Trivariate Model for U.K. Stock, Bond and Interest 
Rate Returns
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Figure 21: Germany Total Stock Market Return Index (1973:01-2012:01) and Excess Returns 
(1973:02-2012:01)
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N otes: Figures show cum u lative differences betw een squared forecast errors for th e  historical average forecast and  
th e predictive regression forecast based on th e com bination  m eth od  given in th e  panel heading. V ertical bars dep ict
O E C D -dated  peaks and troughs.
Figure 25: Cumulative Differences in Squared Forecast Errors, Monthly German Equity Premium 
Out-of-Sample Forecasts Based on Multiple Economic Variables, 1985:01-2012:01
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N otes: D o tted  (straight) lines describe predictive regression forecasts based on th e com bin ation  m eth od  given  in th e  
panel heading (h istorical average forecast). V ertical bars depict O E C D -dated  peaks and troughs.
Figure 26: Monthly German Equity Premium Out-of-Sample Forecasts Based on Multiple Economic 
Variables, 1985:01-2012:01
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A  Kitchen Sink B. Mean
C. Trimmed-Mean D. Median
E. DMSPE (discount factor=1) F. DMSPE (discount factor=0.9)
N otes: T he panels show th e difference betw een th e actu a l equity  prem ium  or equity  prem ium  forecast based  on th e  
com bination  m eth od  given in th e  panel heading and th e  historical average benchm ark m od el forecast tw o m on ths  
before through four m onths after an O E C D -dated  peak. D otes ind icate  poin t estim ates.
Figure 28: Actual Equity Premium and Equity Premium Forecasts Based on Multiple Economic 
Variables Near OECD Business-Cycle Peak, 1985:01-2012:01
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N otes: T h e panels show th e difference betw een th e actu a l equity  prem ium  or equ ity  prem ium  forecast based  on th e  
com bination  m eth od  given in th e  panel heading and th e  historical average benchm ark m od el forecast tw o m on ths  
before through four m onths after an O E C D -dated  peak. D otes  ind icate  poin t estim ates.
Figure 30: Actual Equity Premium and Equity Premium Forecasts Based on Multiple Economic 
Variables Near OECD Business-Cycle Trough, 1985:01-2012:01
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