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The calculation of interaction integrals is a bottleneck for the treatment of many-body quantum
systems due to its high numerical cost. We conduct configuration interaction calculations of the
few-electron states confined in III-V semiconductor 2D structures using a shallow neural network
to calculate the two-electron integrals, that can be used for general isotropic interaction potentials.
This approach allows for a speed up of the evaluation of the energy levels and a controllable accuracy.
I. INTRODUCTION
Computation of quantum problems for interacting par-
ticles is a challenging task that has been dealt with var-
ious approaches including machine learning (ML)1–13.
The difficulty of accurate many-body calculations arises
from the high dimensionality of the space required when
taking into account the electron-electron and electron-
ion interactions. Methods developed to solve the many-
body quantum problems include the density functional
theory (DFT)14, Hartree-Fock method15,16, and configu-
ration interaction (CI) method17–20. These methods con-
tain the computation of the non-local potentials due to
the particle-particle interaction. This is a computation-
ally demanding task because of its O(n2x) nature with nx
being the mesh size. There exists a number of approaches
trying to improve the scalability of the non-local poten-
tial computation, probably most common being methods
based on Fourier transform which allow to reduce the
computational complexity to O(nx log(nx)).
The problem of the nonlocal potential calculation has
been tackled using plane-wave functions and Gaussian-
sum (GS) approximations21–23. The authors of Ref. 22
developed a method of calculating the kernel via expan-
sion of the density in terms of scaling functions, and ap-
proximation of the 1/r potential in terms of Gaussian
functions which served to avoid costly three-dimensional
integral of the original kernel. Ref. 23 proposed an ap-
proach to improve the accuracy based on the GS ap-
proximation of the kernel with a near-field correction
added to account for the discrepancy between the GS-
approximated and original kernel.
On the other hand, calculations for complex quan-
tum systems were done using the machine-learning meth-
ods. The problem was solved through the variational
quantum Monte Carlo8,9, or using ML for effective
models10, that are also used in self-learning Monte Carlo
methodologies11–13.
In this work we propose an approach to solve the few-
electron problem via the CI method. The need to calcu-
late a huge number of Coulomb integrals24–26 is a main
bottleneck of this method. Although the number of the
integrals can be reduced by taking into consideration
symmetries of the problem and building a basis out of
functions that satisfy some constraints (e.g. have the nec-
essary spatial symmetry or spin), the calculation time of
Coulomb integrals prevails in this problem, especially in
two or more dimensions. The methods of the calculation
of the nonlocal potential developed in Ref.21–23 mostly
aim to obtain the best precision of the calculations. On
the other hand, our objective is to develop an approx-
imate and fast method, which can be used to evaluate
the energies of few-electron-states with a precision suffi-
cient to describe the quantum phenomena in mesoscopic
systems.
In this paper we developed a method of the calcula-
tion of the two-electron integrals based on shallow neural
network27, which can be used for any interaction poten-
tial that is isotropic. We present the application of our
approach for Coulomb as well as non-Coulomb poten-
tials in one or two dimensions. This method can be ex-
tended to three dimensions as well. The source code for
the implementation of the proposed method is available
online28.
II. METHODS
A. Hamiltonian
We consider N electrons confined in a one- or two-
dimensional III-V semiconductor nanostructure. The
Hamiltonian, within the effective mass approximation,
is
H =
N∑
i=1
hi +
N∑
i=1
N∑
j>i
u(ri − rj), (1)
where u(ri − rj) is the interaction potential between ith
and jth electron, and hi is the single-electron Hamilto-
nian
hi = − ~
2
2m∗
∇2i + V (ri), (2)
with V (ri) being the external potential at position ri.
The interaction potential may have various forms, de-
pending on the dimensionality of the system. In thin
insulating layers it gets an effective form different from
the Coulomb due to screening29, and for quasi-one-
dimensional systems the form of exponentially scaled
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2complementary error function30. We will focus on
isotropic interaction potentials that satisfy u(ri − rj) =
u(|ri − rj |).
The calculation is performed using the CI
method19,24,31 within the basis set formed by Slater
determinants Φk constructed from the one-electron
wavefunctions
Ψn(r1, . . . , rN ) =
∑
k c
(n)
k Φk(r1, . . . , rN ) (3)
Φk(r1, . . . , rN ) =
1√
N !
∣∣∣∣∣∣
φk1 (r1) ... φkN (r1)
...
. . .
...
φk1 (rN ) ... φkN (rN )
∣∣∣∣∣∣ (4)
As the single-electron wavefunctions φk we use the eigen-
functions of the h operator in the first order finite-
difference approximation on a mesh of points. The coef-
ficients c(n)k are found by solving the eigenproblem of the
matrix with the elements given by
Hpq = 〈Φp|H|Φq〉. (5)
Using the Slater-Condon rules one can show that the ma-
trix elements Hpq can be represented in terms of the one-
electron and two-electron integrals:
〈i|h|j〉 =
ˆ
dr1φ
∗
i (r1)h(r1)φj(r1),
〈ij|u(r1 − r2)|kl〉 =ˆ
dr1dr2φ
∗
i (r1)φ
∗
j (r2)u(r1 − r2)φl(r2)φk(r1).
We use a basis formed with Slater determinants build of
a finite number of one-electron states φk. Their number
is determined by verifying by the convergence of the en-
ergies of N -electron system, and given a basis containing
n states, we have (nN ) Slater determinants.
B. Evaluation of the two-electron integrals
The two-electron integral can be written as
〈ij|u(r1 − r2)|kl〉 =
ˆ
dr1φ
∗
i (r1)ujl(r1)φk(r1), (6)
where the effective potential ujl(r1) is
ujl(r1) =
ˆ
dr2φ
∗
j (r2)u(r1 − r2)φl(r2). (7)
Denoting the complex function ρjl(r2) = φ∗j (r2)φl(r2)
one can reformulate the integral as a convolution opera-
tion
ujl(r1) =
ˆ
dr2u(r1 − r2)ρjl(r2) = (u ∗ ρjl)(r1), (8)
where ∗ is the convolution operator and u(r) is a nonlocal
kernel e.g. Coulomb interaction u(r) ≈ 1/r.
+
convolution 
upsampling 
downsampling
FIG. 1. Schematic of the neural net trained to evaluate the
two-electron integrals desribed by Eq. (9).
1. Evaluating integrals with FFT
The integral in Eq. (8) can be efficiently evaluated us-
ing FFT method available in many numerical libraries32.
For example, in case of one dimensional grid of size nx
the computational cost of evaluating single integral with
FFT is
O((nx + P ) log (nx + P )),
where P is a padding which is added to both sides of
the grid symmetrically. The size of the padding depends
on size the convolutional kernel. For closed systems (i.e.
systems for which ρjl = 0 outside the computational box)
with long range interactions, the size of the kernel is 2nx+
1, and the size of the padding is equal to the size of
the computational box P = nx. We use this approach
as our baseline method. However, in the special case
of short range interactions, the convolution kernel may
be truncated and P  nx. In such case padding has
a negligible effect on the computation time. From the
above we can see that the evaluation time of the integral
in Eq. (8) can be improved in two ways, (a) truncating
the kernel size which will reduce padding or (b) using
faster implementation of FFT.
In this paper we show that the long range interaction
kernel can be approximated by a series of finite size ker-
nels for which P  nx, so that the total computational
time is smaller than the baseline FFT implementation.
Additionally, we show that using the existing neural net-
work frameworks33,34, we can improve further the com-
putational cost using efficient GPU implementations of
the convolution operator. The CPU implementation of
the convolution is performed using the fast Fourier trans-
form from the Intel® MKL library in Fortran language
and GPU implementation is provided in Python language
and TensorFlow framework.
2. Approximating the integral in 1D
Let ρ be a discretized 1D density array of size nx. We
define the downsampling operator Ds, as
ρˆ = Dsρ,
3which reduces the spatial size of the ρ by a factor of two
in the sth step (for example, for starting from s = 0 with
nx = 512, operator D1 downsamples ρ to nx = 256, D2
from 256 to 128, and so on). In our implementation we
use standard average pool operator, defined as
ρˆi =
1
2
(ρ2i + ρ2i+1), where i ∈ (1, nx/2).
Similarly, we define the upsampling operator Us as
ρˆ = Usρ,
which in sth step resizes the input array back to size nx
(for example, for s = 0 it is an identity operation). In
practice, the composition of the downsampling and up-
sampling operations results in an approximated identity
operation
UsDsDs−1 . . .D1ρ ≈ ρ.
For the upsampling operation we use standard bilinear
interpolation (e.g. resize_bilinear operator from Tensor-
Flow library33). The role of the downsampling operation
is to increase the receptive field.
We approximate the integral in Eq. (8) with the fol-
lowing definition of the linear neural network
uapprox = F0ρ+U1F1D1ρ+U2F2D2D1ρ
+ · · ·+US−1FS−1DS−1 . . .D2D1ρ (9)
= NS(ρ),
where S denotes the number of scales used to approxi-
mate the long-range interaction. In each of the S steps,
the network downsamples the density, performs a convo-
lution with filter Fs, upsamples the result back to the
original mesh size, and sums all the contributions to get
the approximate effective potential. Here we assume that
nx is a power of 2 or can be divided by 2 at least S − 1
times, and Fi is the convolution operator at ith scale
with learnable kernel of size K = 2nx/2S−1 + 1 (we keep
the filter size odd). The kernel parameters are not shared
between the scales. The schematic of the architecture is
shown in Fig. 1. In the next section we describe how to
find the optimal parameters NS .
In the special case, with the number of scales S =
1 we have a single convolution with the kernel of size
K = 2nx + 1, and we recover the exact baseline method
uapprox = F0ρ = u described in the previous section. If
S > 1, the computations are no more exact, however, as
we show in Sec. III, in such case we can gain a significant
improvement in the performance. Note that we don’t use
any nonlinear activation function in our neural network
NS , Eq. (9), hence it preserves the physically required
charge superposition condition NS(aρ+bρ′) = aNS(ρ)+
bNS(ρ′).
3. Finding optimal parameters of NS
In order to find the optimal kernel parameters of the
neural network NS we apply the widely used gradient de-
0 1000 2000 3000 4000 5000 6000
step
0.1
0.2
L
0 100 200
x
0
2
u
u 100 · (u− uapprox)
FIG. 2. The loss function across the training iterations.
Inset: The potential obtained by the baseline method, and
the difference between the baseline and approximate result
scaled by 100.
scent (GD) method27. We use the TensorFlow library33,
which uses backpropagation method (i.e. chain-rule) to
compute the analytical value of the gradient of the loss
function with respect to the network parameters. In the
following we present the loss function and the methodol-
ogy used to train the network35.
The effective potential can be treated as a superposi-
tion of contributions from point-like charges at each mesh
point. We use this property to define the loss function for
our problem. Given a point charge ρp(r) = δ(r − rp) at
position rp, we get the exact solution for the integral (8),
and the effective potential is given by the kernel func-
tion up(r) = u(r − rp). Substituting Dirac delta for the
density in Eq. (8), one obtains
up(r1) =
ˆ
dr2u(r1 − r2)δ(r2 − rp) = u(r1 − rp). (10)
To obtain the same result on a discrete grid we use Kro-
necker delta instead of Dirac delta. Using this property
we train the network NS to minimize the difference be-
tween the exact up discretized potential and the approx-
imated one [Eq. (9)]
L = 1
nx
nx∑
p=1
‖NS(ρp)− up‖2, (11)
where ||x||2 = ∑i x2i is the L2 norm of vector x, and the
sum in the above equation runs over all grid sites. In
order to minimize Eq. (11) we use the standard gradient
descent using basic momentum GD optimizer, with de-
caying learning rate. We decay the learning rate lr by
factor  every Nit gradient updates. The hyperparam-
eters lr, , and Nit are obtained semi-automatically via
grid search. Nit is chosen to be of the order of 2000,
and we train the kernels varying lr,  in discrete steps
and find their combination that yields the lowest loss
function. Note that once the model is trained it can be
reused in many problems assuming that the grid size or
the estimated kernel does not change.
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FIG. 3. The kernels obtained from the training in Fig. 2 using Coulomb interaction potential. Upper row: the one-dimensional
kernels, lower row: the kernels after the projection to two dimensions [Eq. (12)].
Figure 2 shows the loss function throughout the train-
ing for Coulomb interaction potential on the mesh of
nx = 256, S = 4, K = 65, and initial lr = 0.003. The
abrupt drop at each multiple of Nit = 1000 steps oc-
curs when the learning rate is decreased by  = 0.5. The
potential evaluated by the integral (7) with the baseline
method is shown in the inset of Fig. 2. The difference be-
tween the baseline result and the potential obtained with
the trained kernels is shown with the black line. The er-
ror is scaled by a factor of 100 to be visible, but the
approximated potential is close to the baseline. A more
quantitative assessment of the accuracy of our method
will follow in Sec. III.
4. Isotropic potentials in 2D
In case of isotropic potentials a one dimensional ker-
nel k1D array obtained from the method described in the
previous section can be projected to 2D Cartesian coor-
dinates using projection tensor R
k2Dij =
K∑
l=1
Rijlk
1D
l , with i, j ∈ (1,K), (12)
for more information about details on implementation of
the R see Ref. 28. Having computed the two dimensional
kernels k2D from Eq. (12) we can use them to solve the
two dimensional integrals by replacing all the 1D opera-
tors in Eq. (9) by their 2D analog. Similar approach can
be used to project 1D kernel to 3D.
Figure 3 shows the best kernels at subsequent scales
obtained from the training in Fig. 2. The kernels pro-
jected to two dimensions are shown in the lower row of
Fig. 3.
C. Benchmark
First we determine the computation time using the ker-
nels obtained by our method. Fig. 4 shows the average
time of the computation for various mesh sizes and num-
bers of scales, compared to the baseline. The time in-
cludes the computation of the integrals only, and not the
training. We calculate 100 integrals with ρ and kernels
filled with random values. The dashed line shows the
average time T = 2 and 5 ms for reference. The compu-
tational time is shown for the calculation for single thread
and 40 threads, with the neural net implemented in For-
tran, and for the calculation on CPU and GPU for the
TensorFlow implementation. We used the GPU GeForce
GTX 1080 Ti.
The implementation on GPU works faster for more
scales. On the other hand, MKL implementation is faster
with a smaller number of scales, i.e. for the case that is
potentially more precise.
III. APPLICATIONS
A. Two electrons in harmonic potential
As a first application for the method we present the
solution of a problem of two interacting electrons confined
in a 2D harmonic potential
V (ri) =
1
2m
∗ω2r2i , (13)
with Coulomb interaction potential
u(|ri − rj |) = e
2
4piε0ε
1
|ri − rj | . (14)
We use the GaAs parameters m∗ = 0.067me, and ε =
12.4, where me is the electron mass. We solve the prob-
lem using the configuration interaction method with the
coulomb integrals calculated by (i) a convolution with an
exact (2nx + 1) × (2nx + 1) filter by Fourier transform,
and (ii) using our method.
This problem can also be solved for two electrons us-
ing the semi-analytical method described in Ref. 36. In
the center-of-mass coordinates the Hamiltonian can be
written in a form
H = Hcm +Hrel, (15)
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FIG. 4. The calculation time averaged over 100 integrals as a function of the number of scales for mesh size (a) nx = 128, (b)
nx = 256 and (c) nx = 512.
Where Hcm is the center of mass Hamiltonian, and Href
describes the relative motion of the electrons. Hcm is
independent on the interaction, and the center of mass
energy is ER = ~ω(nxR + n
y
R + 1), where n
x
R, n
y
R are the
quantum numbers for the center of mass energy. Fur-
ther noting that Href commutes with the z-component
of angular momentum operator, one can write it in the
cylindrical coordinates
Hrel,ρ = −2
(
d2
dρ2
+
1
ρ
d
dρ
− M
2
ρ2
− γ
2
4
ρ2 − 1
ρ
)
, (16)
with γ = ω/2, which yields states with a well defined
angular momentum quantum number M . Equation (16)
is written in donor units with energy in RD = m
∗κ2e4
2~2ε2 ,
length in the units of aD = ~
2ε
m∗κe2 , and κ = 1/4piε0.
Further E = Erel + ER. We calculate Erel using the
shooting method (see Appendix A). The lowest 4 levels
and their degeneracies d are given in Fig. 5.
For the CI method we take as a basis set nbasis=20
spinorbitals. We solve the problem on a nx × nx mesh.
The results of the calculation with nx = 64 are shown in
Fig. 5 together with the results of the shooting method.
The results of both methods agree very well. For com-
pleteness, we show the results of methods (i) and (ii) for
three electrons in Fig. 6.
We present the performance of our method as nx is var-
ied from 64 to 512, doubling nx at each step. The results
are obtained for ~ω = 200 meV. The hyperparameters
used for each mesh size are summarized in Tab. I.
Figs. 7(a) and (b) shows the difference between the
energies obtained with both methods relative to the re-
sult of method (i). Method (i), although not exact, will
be more accurate than the approximation of the integral
with the sum of scaled convolutions, so we treat it as a
reference. Our approach gives the energies that are rela-
tively close to the baseline result, and the difference is of
the order of 10−4 of the baseline energy. For the energies
in the scale of hundreds of meV (see Fig. 5) the difference
is impossible to spot.
We consider the accuracy of the method depending on
the number of scales S and size of the kernel K. Fig. 8
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FIG. 5. The lowest 4 energy levels of two electrons trapped
in a harmonic potential as a function of ω. The lines show
the solution with the shooting method, and the tiny circles –
with the CI method with the coulomb integrals calculated by
our method. M is the angular momentum quantum number
and d denotes the degeneracy of the levels.
Interaction potential Eq. (14), 2 dimensions
nx S K lr  Nit L
64 2 65 0.004 0.2 2000 0.0122
128 3 65 0.007 0.4 2000 0.0212
256 4 65 0.003 0.4 2000 0.0271
512 5 65 0.002 0.4 2000 0.0293
TABLE I. Hyperparameters used for the training of the ker-
nels for Fig. 7 for each mesh of size nx×nx and the obtained
loss function L for the interaction potential Eq. (14) in 2 di-
mensions.
shows the relative error as a function of the number of
scales for the mesh 256×256. For S =2, 3, 4, 5, and 6, the
filter sizes are K =257, 129, 65, 33, and 17, respectively.
The parameters used for the training of the kernels are
summarized in Tab. II.
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FIG. 6. The lowest 4 energy levels of three electrons trapped
in a harmonic potential as a function of ω. The lines show
the numerical solution with method (i), and the tiny circles –
with method (ii). d denotes the degeneracy of the levels.
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FIG. 7. The difference between energies obtained with both
methods relative to the result of method (i) for the respective
energy levels shown in the same line color as in Fig. 5 and
Fig. 6, for (a) two electrons, and (b) three electrons, respec-
tively.
As can be expected, for smaller kernels (and higher
number of scales NS) the error increases. However, even
for the smallest kernel size, the errors do not exceed 4×
10−3 of the reference energies. The benchmark in Fig. 4
shows that the method tends to be faster for a larger
NS . Thus choosing the hyperparameters K and NS is a
trade-off between speedup and accuracy.
B. Effective 1D interaction potential
As a next example of the application of our ap-
proach we present the results for the integration of a
non-Coulomb interaction potential in 1D systems. We
consider a quasi-one-dimensional quantum dot, formed
in a semiconductor by a strong confinement in two
directions31. We assume a harmonic oscillator confining
potential in (x, y) direction. Assuming that for a strong
lateral confinement the electrons are frozen to the ground
Interaction potential Eq. (14), 2 dimensions
nx S K lr  Nit L
256 2 257 0.008 0.2 2000 0.0050
256 3 129 0.010 0.2 2000 0.0142
256 4 65 0.005 0.3 2000 0.0267
256 5 33 0.008 0.3 2000 0.0549
256 6 17 0.004 0.3 1800 0.1251
TABLE II. Hyperparameters used for the training of the ker-
nels for Fig. 8 for the mesh 256 × 256 for each K and the
obtained loss function L for the interaction potential Eq. (14)
in 2 dimensions.
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FIG. 8. The difference between energies obtained with both
methods relative to the result of method (i) for mesh size
nx = 256 as a function of the number of scales. The results
are shown for the respective energy levels with the same line
color as in Fig. 5. The results are obtained for (a) 2 electrons
and (b) 3 electrons. The lines are guides to the eye.
harmonic potential state, and integrating over the lateral
coordinates, one obtains the interaction potential30
u(zij) = (pi/2)
1
2 (κ/l)× erfc(zij/2 12 l) exp(z2ij/2l2), (17)
Here zij = |zi − zj |, and l =
√
~/m∗ω. The single-
electron Hamiltonian (2) is
hi = − ~
2
2m∗
d2
dz2i
+ V (zi), (18)
and we assume a 1D infinite well confinement potential
in V (zi).
For few electrons confined in such quasi-one-
dimensional systems, formation of Wigner molecules was
observed31 for sufficiently long dots. Fig. 9(a) and
Fig. 9(c) show the energies as a function of the length
d of the potential well in z, for two and three electrons
confined in the dot, respectively. The calculations are
done for mesh nx = 256. For the evaluation of the ker-
nels for our method we used the parameters: S = 4,
K = 65, initial learning rate 0.02 decayed by  = 0.65 in
10 steps, and Nit = 300 iterations.
In Fig. 9(b) and Fig. 9(d) the relative difference be-
tween the results of method (ii) and method (i) is shown.
7(a) (b)
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
40 80 120 160 200
E 
x 
d 
[eV
 n
m
]
d [nm]
0+
1-
0-
1+
-0.5
0
0.5
1
1.5
2
2.5
3
3.5
4
4.5
40 80 120 160 200
x10-4
(E
ke
rn
els
-E
FF
T)
/E
FF
T
d [nm]
(c) (d)
1
1.5
2
2.5
3
3.5
4
40 80 120 160 200
E 
x 
d 
[eV
 n
m
]
d [nm]
1/2-
1/2+
3/2-
3/2+
-2.5
-2
-1.5
-1
-0.5
0
0.5
1
1.5
2
40 80 120 160 200
x10-4
(E
ke
rn
els
-E
FF
T)
/E
FF
T
d [nm]
FIG. 9. (a, c) The lowest energy levels as a function of the
quantum dot length d and (b, d) the difference between the
results of both methods relative to the method (i) result, for
the respective energy levels shown in the same line color as in
(a, c). The results are obtained for 2 electrons in (a, b), and
for 3 electrons in (c, d).
The line colors correspond to the energy levels in Fig. 9(a)
and (c). The relative error is of the order of 10−4, which
allows for a sufficiently good evaluation of the energy lev-
els.
IV. SUMMARY
The calculation of the energy levels of many-body
quantum systems is a long-established challenge. Even
with the approximate methods including DFT or CI, the
computation is time-consuming due to its high complex-
ity, resulting, among other causes, from the need to eval-
uate a large number of two-electron integrals. The aim of
this work was developing a fast and efficient approach to
calculate the two-electron integrals for the few-electron
calculations. For many problems, it is not crucial to
obtain extremely high precision of the integration, and
the acceleration of the computation is beneficial provided
that the error is much smaller than the order of magni-
tude of the energies in the system. Our method allows
to significantly reduce the computation time, while main-
taining reasonable accuracy. Picking the number of scales
in our method one can choose between higher precision,
or faster computation. The optimized evaluation of the
two-electron integrals can also be used in other methods
used on a discrete mesh, e.g. Hartree-Fock method.
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Appendix A: Shooting method
The problem of two electrons confined in 2D har-
monic potential can be solved semi-analytically36. The
relative motion of the electrons is described in cylin-
drical coordinates by the Hamiltonian Eq. (16). We
solve it in a discrete mesh using the shooting method.
The wavefunction of the relative motion of the electrons
ψ(ρ, φ) = R(ρ)eiMφ, and the mesh is discretized into
nodes ρi. The relative motion of electrons written in
cylindrical coordinates
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can be written in finite difference approximation with
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where Ri = R(ρi) is the wavefunction at node ρi of the
finite-difference mesh. In the shooting method we assume
the boundary condition R0 = 0 at the left edge of the
mesh, and for a given energy we calculate the values of Ri
at the nodes of the mesh. We proceed to the right edge
of the mesh, and Rnx needs to vanish. This condition
is satisfied at discrete values of energy. The problem
essentially is to find energies E′ at which Rnx = 0 in
Eq. A2.
Appendix B: Effectiveness of the method
We consider the effectiveness of the method with re-
spect to the number of electrons and dimensionality. We
use the CI method, with n basis states φk(r) from which
we form the Slater determinants [Eq. (4)], and the num-
ber of the two-electron integrals depends only on the size
of the basis n, irrespective of the number of electrons.
In our method the calculation of two-electron integrals
is optimized via ML, thus the speedup depends only on
the number of the basis states. In Fig. 10 we present
the speedup (the ratio of the time of calculation by our
method to the baseline time) as a function of n, obtained
for electrons in one dimension [Fig. 10(a)] and two di-
mensions [Fig. 10(b)] on a mesh with nx = 256, and
kernel with K = 65, S = 4. In 2D the calculation with
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FIG. 10. Speedup of the method as a function of number of
base states n for calculations of 2 electrons in (a) 1D, (b) 2D,
and (c) time of the calculation for the 2D case.
our method is sereval times faster than using FFT. In
1D our method is slightly slower than the baseline, be-
cause it performs several additional operations (upsam-
pling, downsampling) that in 1D get less boost in paral-
lelization. Importantly, our method gains more boost for
two or more dimensions, and the results in 1D are shown
for presentation purposes.
Tab. III shows total energies and the interaction ener-
gies of the lowest two levels calculated for 2 to 4 electrons,
and the error of our method relative to the baseline. The
error tends to increase with the number of electrons, how-
ever it does not change linearly, as one would expect. We
found that the increase is of the same order as the in-
crease of the interaction energy. The reason is that our
method optimizes the evaluation of the interaction inte-
grals, thus the error will scale in a similar manner as the
interaction energy.
N level EFFT [eV] Eint [eV] EFFT − Ekernels [eV]
2 1 0.32727 0.04727 6 · 10−6
2 2 0.44457 0.16457 3.2 · 10−5
3 1 0.66788 0.24788 6.1 · 10−5
3 2 0.773875 0.353875 9.6 · 10−5
4 1 1.03282 0.47282 1.6 · 10−4
4 2 1.04097 0.48097 1.8 · 10−4
TABLE III. Total energy and interaction energy of the lowest
levels, and the error of our method relative to the baseline
calculated for 2, 3 and 4 electrons confined in a 2D harmonic
potential.
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