A method is given by which one may associate (uniquely) certain differential equations with analytic functions defined by certain Euler product expressions. Some of the consequences of this construction include results relating the location of the zeros of the analytic functions to asymptotic properties of the solutions of the differential equations, as well as a differential equation characterization of those Dirichlet series with multiplicative coefficients.
ON DIFFERENTIAL EQUATIONS ASSOCIATED WITH EULER PRODUCT EXPRESSIONS BY IAN KNOWLES
Abstract. A method is given by which one may associate (uniquely) certain differential equations with analytic functions defined by certain Euler product expressions. Some of the consequences of this construction include results relating the location of the zeros of the analytic functions to asymptotic properties of the solutions of the differential equations, as well as a differential equation characterization of those Dirichlet series with multiplicative coefficients. For the case (1.4) above, it was shown in [4] that one can associate with the Euler product (1.3) a second-order differential equation [4, (4.6) ] arising from a sequence of eigenvalue problems [4, (3.4) -(3.5)] associated with the partial products of (1.3). Our main intention here is to extend this process to cover the more general Euler product (1.3) and to investigate in detail some of the consequences of this construction. Included here are a proof ( § §2, 3) that the differential equations are uniquely determined by the Euler products and the fact that such differential equations and their associated eigenfunctions may be used to characterize those Dirichlet series Y,^^xa"n~s that have Euler products n"_i(l + dnpfs). This is somewhat comparable to the Hecke-Petersson modular form characteriztion, although the functional equation aspect of the latter is not apparent as yet. It is possible that by considering higher-order differential operators, one can similarly represent more complicated Euler products, but this remains to be seen. In §4 we consider some properties relating the (limiting) differential equation, its corresponding integral equation, and the zeros of the analytic function E(s), and in §5 we briefly consider the formal connection between E(s) and a certain hyperbolic partial differential equation resembling, in the special cases (1.4)-(1.5), the familiar automorphic wave equation [5] . 2 . Construction of the associated differential equations. Here we outline a modified version of the construction in [4] . The idea is as follows. Beginning with the Euler product (1.3), we write this as a series (2,) n(1+£)-ñf£, n-x \ A«/ n-x q(n)
where the numbers q(n) and e*(zz) are formed from the sequences [Xn] and [dn] , respectively, according to the formulae (2.2) ?(1) = 1, q(2) = Xx, q(2" + k) = Xn + xq(k), 1 < k < 2», « > 1, (2. 3) £*(1) = 1, e*(2) = dx, e*(2" + k) = d" + xe*(k), 1 < * < 2", ft > 1.
Notice that for N > 1, (2.4) |1 + i)_E*i5i
Kl "-i q{n)s
We next attempt to form an eigenvalue problem En(n > 1) of the form (2.5) y" -sb"(x)y' + s2cn(x)y = 0, 0 < x < oo, (2.6) v(0) = 0, (2.7) y(x) ~ eß"*lSX as x -> oo in such a way that the equation for the eigenvalues is of the form
Here, for each zz, ßn + l is a suitably chosen constant, and the functions bn(x) and cn(x) are assumed to be step fucntions defined on a certain infinite partition 0 = a0 < Of < • • ■ of [0, oo) by certain number sequences {br}r>l and (cr}r>1 according to the formulae (2.9) b"(x) = br, ar_f < x < ar, 1 < r < zz,
cn(x) = cr, ar_f < x < ar, 1 < r < n, = c" + 1, x>a".
Observe that the same partition {ar)r>0 and number sequences {br) and {cr} serve to define each of the functions bn(x) and cn(x), n > 1. Due to degeneracies in the resulting equations for the numbers ßr, ar, br and cr, one cannot choose these numbers to obtain precisely (2. where x"(x, s> 8) is a certain solution of (2.5) for which x,,(0> s;0) ¥= 0 for all n, s (see (2.78)); thus (2.8) is essentially the case 8 = 0 in (2.11).
The precise formulae for the constants in (2.5)-(2.7) can be obtained by a somewhat tedious process of trial and error involving the solutions of (2.5). For simplicity we proceed by stating the appropriate formulae and then deriving their properties directly. Define the sequence e(zz) by (2.12) e(l) = 1, e(2) = dx, and, for zz > 1, (2.13) e(2" + k) = dn + le(k), 1 < k < 2"~\ = (l+8n)dn + le(k), 1 + 2""1 < k < 2". (ii) e(l + 3 • 2""1 + q ■ 2" + 1) = (1 + 8")dne(l + 2 ■ 2"~l + q ■ 2" + i).
Next, define the sequence {wB(r)}, zz > 0, 0 < r ^ zz, by (2.14) w"(r) = e(l) + e(l + 2r) + ■ ■ ■ + e(l + k ■ 2r) + ■ ■ ■ + e(l + 2" -2r) and set vv,J0) = w". Observe that (2.15) w(]"-1)=e(1) + e(1 + 2"-1) = 1+d", w¡,") = e(l) = 1.
We also have Lemma 2.2. For n > 3 and zz > r + 2, 
For zz > r + 3 one can show by induction (and Lemma 2.2(i)) that
Consequently, as required.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use The remainder of this development closely follows that in [4, §3] , modulo some minor alterations. In particular, the formulae (3.9)-(3.58) in [4] are all valid in the general case, when ar"\ ßy\ a^ are replaced by ar, ßr, ar, respectively, dn replaces p~e, and X" replaces pn. In all cases the terms p%+s in [4] become d~lXsn (e.g. in (3.45)-(3.58)). Thus, from the continuity of <?"(x, s) and <t>'n(x, s) at ar we have (cf. [4, (3.11 
then the numbers C¡ff, D$, yff}, and v(k"J, 1 < k < zz, are generated recursively by the formulae
Using Lemma 2.5, we see that (2.35)-(2.36) become
We also have Lemma 2.7. (i) For 1 < fc < n, 1 < i < 2*, (2.41) rß?w = V/Vi,■+(«* + !-* -fVi-*K+i-*-
We next derive generating formulae for A{rn) and B}tt) analogous to that given in In the next section we show that the existence of the solutions 4>n(x, s) °f tne equations (2.5), zz > 1, may be used to characterize which Dirichlet series have Euler products of the form 11(1 + dnpfs). In this vein it is worth noting that, for a fixed 8, the set of solutions <¡>"(x, s) together with their differential equations (2.5) are uniquely associated with (1.3) in the sense that if the sequences {aa)">l, [ß")">x, and {a")n>0 (with ax = 0, ßx = -1, a0 = 0) defining the differential equation are given and satisfy an -an + x > 0 and an -ßn > 0 for all n > 1, then the original Euler product (1.3) can be recovered as follows. Define (cf. Lemma 2.5(i)) wr, r > 0, by w0 = 1 and Notice that ß2 # 0 as ß2 < a2 < at = 0, and Also, using {d"} and {8n} defined above, define e(zz) by the formulae (2.12)- (2.13) and set (2.88) wn = e(l) + e(2) + ■■■+e(2").
Then, by the argument of Lemma 2.2(i), (2.89) wr+x = (1 + dr+l)wr + 8,dr+l(wr -wr_f).
As w0 = e(l) = 1 and wx = e(l) + e(2) = 1 + dx, it follows from (2.86)-(2.87) and in which case dn = a(pf) for each zz. This is perhaps the simplest example in a much wider theory in which the existence of more complicated Euler products may be used to characterize a wide variety of multiplicative properties of the arithmetic function a(zz)(seee.g. [6, 8] Proof. Observe that from (3.11),
while wn is equal to a similar sum with the factor a(q(i)) replaced by the product Y\a(p), where p runs through all prime factors of q(i). Thus the result follows easily if, for each fixed zz, the polynomials/(8, k), 1 < z < 2", are linearly independent. We prove this by induction. From (3.10) it is clear that {fx,f2) is independent. Assume that {/: 1 < ; < 2""1} is independent and let C" 1 < z < 2", be constants such that LC,/(8,k) = 0, i = \ i.e., by (3.10), for fixed k"_, and 8"_x,
Consequently, by the induction assumption, (3.13) C,+(l + K^x)Ci+r , = 0, l<z<2"-2, (3.14) C,+(l + K^x)(l+8"_x)Cl + 2"-> = 0, 1 + 2""2 < z < 2"-1, for all k"_x and S"_v From (3.13) we have C, = 0, 1 + 2""1 < i < 2"~2 + 2"~l, and from (3.14), C, = 0, 1 + 2""2 + 2B_1 < i < 2". Finally, as C, -0,1 + 2"'1 < / < 2", (3.13)-(3.14) also give C, = 0,1 < i < 2*~\ as required. D Next, define The main result of this section can now be stated. for a = Re(s) > a2. As a consequence of (1.2), Lemma 2.3, and Lemma 2.4, it follows that for fixed r the numbers w^r) (defined by (2.14)) tend to a finite positive limit as n -* oo, which we denote by w¿r), i.e. as n -» oo, by (4.12).
These differential equations and the associated integral equations (see below) have a number of interesting properties relating to the analytic function E(s).
In the seque! we assume, in addition to (1. (4.3) ), the function z(x, s) is a solution of (4.9) and satisfies z(x, s) -» 1 as x -» oo, then exp is j h(w) dw \z'(x, s) -* 0 asx-^ao.
Proof. Observe first that on integrating (4.13) from 0 to x, one obtains
As a consequence, z'(x, s)exp(-sffb) approaches a finite limit, l(s), as x -* oo. This is obvious if 5 = 0, while if í ¥= 0 and Re 5 = a, we have Thus, as |z| is bounded, the right side of (4.19) approaches a limit, as required. We now show that l(s) = 0 for all s. Res > ax. Assume / ¥= 0. There are several cases. (ii) Observe that a2 (defined in (4.3)) is no larger than ax (defined in (4.31)). As \p(x(r), s), Res > ax, is already a solution of (4.16), the result is a consequence of Theorem 4.2(h). Although the precise connection between (5.1) and the analytic function E(s) is not clear as yet, the following possible application indicates that this connection could be quite useful. The application involves a theorem which is a special case of a result of Müntz [7] and Szász [12] (cf. also [9, 11] ). Consider the function sequence Thus, in particular, if E/x;,1 < oo then {e~M"'} is not closed. To prove the latter statement one needs to show that if E/x,,1 < oo, then there is a nontrivial function /(f) in L2(0, oo) whose Laplace transform F(s) vanishes at the prescribed set of points {/x"}. One might attempt to construct such an/as follows. Set 
