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ABSTRACT
Sparse coding (SC) is an automatic feature extraction and se-
lection technique that is widely used in unsupervised learning.
However, conventional SC vectorizes the input images, which
breaks apart the local proximity of pixels and destructs the el-
ementary object structures of images. In this paper, we pro-
pose a novel two-dimensional sparse coding (2DSC) scheme
that represents the input images as the tensor-linear combina-
tions under a novel algebraic framework. 2DSC learns much
more concise dictionaries because it uses the circular convo-
lution operator, since the shifted versions of atoms learned
by conventional SC are treated as the same ones. We ap-
ply 2DSC to natural images and demonstrate that 2DSC re-
turns meaningful dictionaries for large patches. Moreover,
for mutli-spectral images denoising, the proposed 2DSC re-
duces computational costs with competitive performance in
comparison with the state-of-the-art algorithms.
Index Terms— Tensor-Linear Combination, Circular
Convolutional Operator, Dictionary Learning, Multi-Spectral
Image Denoising
1. INTRODUCTION
Sparse coding (SC) is a classical unsupervised feature extrac-
tion technique for finding concise representations of the data,
which has been successfully applied to numerous areas across
computer vision and pattern recognition [1]. Conventional SC
[9] aims to approximate vector-valued inputs by linear combi-
nations of a few bases. Such bases correspond to patterns that
physically represent elementary objects, and they compose a
dictionary.
Conventional SC [9] model suffers from the following two
major problems: 1) the vectorization preprocess elementarily
breaks apart the local proximity and destructs the object struc-
tures of images; and 2) the high computational complexity re-
stricts its applications, thus small sizes of patches are usually
used. Usually, the dictionary is overcomplete as the number
of bases is larger than the dimension of the input image data.
Therefore, the dictionary size is significantly large for high
dimensional data, meaning that it requires prohibitive large
number of computations for conventional SC.
However, existing approaches cannot solve the above two
problems satisfactorily. Two kinds of SC models are proposed
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Fig. 1. Shifting invariance involved in tensor-product. The
shifted versions correspond to a dynamic flight in a counter-
clockwise direction.
to preserve the spatial proximity of images, which are tensor
sparse coding (TenSR) [2, 3] and convolutional sparse coding
(CSC) [12, 13]. For TenSR models [2, 3], a series of separable
dictionaries are adopted to approximate the structures in each
mode of the input data. Though the sizes of the dictionaries
are significantly reduced, the relationships among the modes
are ignored. The object structures usually distribute across
all modes of the data. For CSC models [12, 13], the dictio-
naries are used to capture local patterns, and the convolution
operator is introduced to learn the shifting-invariant patterns.
However, optimizing such models with the convolution oper-
ator are computational challenging. Moreover, each feature
map (sparse representation) has nearly the same size as the
input image, which is quite larger than conventional SC, and
will increase the resources for storage and the computational
complexity.
The basic idea that motivates us to address these chal-
lenges lies in two aspects: 1) tensor representation is able to
preserve the local proximity and to capture the elementary ob-
ject structures; and 2) we exploit the tensor-product operation
under a novel algebraic framework where the tensor-linear
combinations are used to approximate the images, instead of
the tucker decomposition used in TenSR [2, 3] and convolu-
tion operation in CSC [12, 13]. For one aspect, tensor-product
based on circular convolution operation, which can generate
the data by shifted versions of bases. Fig. 1 shows the shifted
versions generated from the tensor-product without storing
them. For another aspect, the tensor-linear combination (see
Definition 4) is a generalization of the standard linear com-
bination. The number of required bases can be significantly
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reduced, which also reduces the computational complexity.
In this paper, we propose a novel sparse coding model,
two-dimensional sparse coding (2DSC), in which the input
images are represented as third-order tensors, and the tensor-
linear combinations are used for data approximation. To solve
the 2DSC problem, a novel alternating minimization algo-
rithm is presented which includes a sparse coding learning
step and a dictionary learning step. For sparse coding, we pro-
pose a new iterative shrinkage thresholding algorithm based
on tensor-product, which is directly implemented in the tensor
space. For dictionary learning, we show that it can be solved
efficiently by transforming to a Lagrange dual problem in the
frequency domain.
The rest of this paper is organized as follows: Section
3 introduces the notations and preliminary used in our paper.
Section 4 presents the proposed 2DSC model, followed by the
novelties of our model. In Section 5, an efficient alternating
minimization algorithm for 2DSC is proposed. We demon-
strate the effectiveness of our 2DSC model by simulation ex-
periment and multi-spectral images denoising in Section 6.
Finally, we conclude the paper in Section 7. To summarize,
this paper makes the following contributions:
• We propose a novel two-dimensional sparse coding
model (2DSC) for image representation, which pre-
serves the local proximity of pixels and elementary ob-
ject structures of images. 2DSC is superior in dealing
with high dimensional data.
• We discuss the geometric properties of the dictionary
returned by 2DSC, and show that there exists an equiv-
alent sum space spanned by the corresponding vector-
izations of the bases. Therefore, the dictionary of 2DSC
has a stronger representation capability than that of the
conventional SC.
• We propose an efficient alternating minimization algo-
rithm. For coefficient learning, a novel iterative shrink-
age thresholding algorithm based on tensor-product is
provided which exploits the optimization of mechanism
in the tensor space. For dictionary learning, we convert
it into a corresponding problem in the frequency do-
main and solve the dictionary by dual Lagrange which
significantly reduces the number of variables to be op-
timized.
2. RELATED WORK
In this section, we briefly review the related work on sparse
coding models with consideration of spatial structures of the
images, including sparse coding based on tensor representa-
tions [2, 3] and convolutional sparse coding [12, 13].
The first stream is the tensor-based sparse coding (TenSR)
models [2, 3], which preserves the spatial structures of images
by tensor representations. The data is represented based on
tucker decomposition. Instead of using one dictionary as con-
ventional SC, a series of separable dictionaries are adopted to
model data, and each dictionary is corresponding to one di-
mension of the data. Therefore, the sizes of the dictionaries
are significantly reduced due to the small size of each dimen-
sion compared with the sizes of the data. Though the sizes
of dictionaries are significantly reduced, the relationships be-
tween the modes are ignored. The object structures are usu-
ally distributed across all dimensions of the data.
The second stream is the convolutional sparse coding
(CSC) models [12, 13], which represents an image as the
summation of convolutions of the feature maps and the cor-
responding filters. Convolution operator models the similar-
ities of the proximal pixels, which further preserves the spa-
tial structures of images. However, optimizing CSC models
are computational challenging. Moreover, each feature map
(sparse representation) has nearly the same size as the image,
which is quite larger than conventional SC, and will increase
the resources for storage and the computational complexity.
3. NOTATION AND PRELIMINARY
A third-order tensor is denoted as X ∈ Rm×n×k. The expan-
sion of X along the third dimension is represented as X =
[X (1);X (2); · · · ;X (k)]. The transpose of tensor X is denoted
as X †, where X †(1) = X (1)T , and X †(`) = X (k+2−`)T ,
2 ≤ ` ≤ k, and the superscript “T” represents the transpose
of matrices. The discrete Fourier transform (DFT) along the
third dimension of X is denoted as X̂ .
For convenience, tensor spaces R1×1×k, Rm×1×k, and
Rm×n×k are denoted as K, Km, and Km×n, respectively. [k]
denotes the set {1, 2, · · · , k}. The `1 and Frobenius norms
of tensors are denoted as ‖X‖1 =
∑
i,j,` |X (i, j, `)|, and
‖X‖F =
(∑
i,j,` X (i, j, `)2
)1/2
. Furthermore, we need the
following definitions.
Definition 1 [14] The tensor-product between D ∈ Km×r
and B ∈ Kr×n is a tensor X ∈ Km×n where X (i, j, :) =∑r
q=1D(i, q, :) ∗ B(q, j, :), and ∗ denotes the circular convo-
lution operation.
Remark 1 The tensor-product X = D ∗ B can be efficiently
computed in the frequency domain as:
X̂ (`) = D̂(`)B̂(`), ` ∈ [k]. (1)
Lemma 1 [14] The tensor-product X = D∗B has an equiv-
alent matrix-product as:
X = DcB, (2)
where Dc is the circular matrix of D defined as follows:
Dc =

D(1) D(k) · · · D(2)
D(2) D(1) · · · · · ·
· · · · · · · · · D(k)
D(k) D(k−1) · · · D(1)
 . (3)
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Fig. 2. Sparse Coding Models. (i) an m × k image, (ii) SC is based on linear combination, where mk bases can represent the
Rmk space. (iii) TenSR [2] is based on tucker decomposition and (iv) CSC [13] is based on convolution operator, which are not
easy to determine the number of bases in their spaces. (v) Our model is based on tensor-linear combination, where m tensor
bases can represent the Km tensor space.
Definition 2 [14] The tensor-linear combinations of the ten-
sor bases {Dj}rj=1 ⊂ Km with the corresponding tensor co-
efficient {Bj}rj=1 ⊂ K are defined as:
D1 ∗ B1 + · · ·+Dr ∗ Br = D ∗ B. (4)
where D ∈ Km×r with D(:, j, :) = Dj , and B ∈ Kr with
B(j, 1, :) = Bj .
Remark 2 The tensor-linear combination is a generalization
of the linear combination.
Definition 3 The spanned tensor space W by the ten-
sor bases set of D ∈ Km×r is defined as W =
{X ∈ Km|X = D ∗ B,B ∈ Kr}.
4. PROBLEM STATEMENT
4.1. Problem Formulation
Instead of preprocessing images into vectors, we represent n
images of size m × k by X ∈ Km×n, and propose a novel
sparse coding model, named two-dimensional sparse coding
(2DSC), as follows:
min
D,B
1
2
‖X − D ∗ B‖2F + β‖B‖1
s.t. ‖D(:, j, :)‖2F ≤ 1, j ∈ [r], (5)
where D ∈ Km×r is the tensor dictionary where each lat-
eral slice D(:, j, :) is a basis, B ∈ Kr×n is the tensor coeffi-
cient. The parameter β balances the approximation error and
the sparsity of the tensor coefficients, and r is the number of
atoms. Conventional SC is a special case of (5) when k = 1.
4.2. Novelties of 2DSC
The proposed 2DSC is not a simply extension of conventional
SC on the two-dimensional data, which has novel properties.
The first one is the size of dictionary in 2DSC can be signifi-
cantly reduced without damaging the reconstruction accuracy
due to the tensor-linear combination. The second one is shift-
ing invariant which means that the data can be generated from
2DSC model by the shifted versions of bases without explic-
itly storing them.
4.2.1. “Slim” Dictionary
Lemma 2 [14] Tensor spaceKm can be generated bym ten-
sors from an orthogonal set.
Fig. 2 shows four kinds of sparse coding models for anm×k
image representation. In SC [9], Rmk space is generated by
mk bases based on linear combination, while in 2DSC, Km
can be spanned with only m bases. In TenSR [2] and CSC
[13], it is not easy to determine the number of bases for the
image space. Though CSC [13] is also based on convolu-
tion operator, the sparse representations are nearly the size as
the input images, which are quite larger than ours. Lemma 2
means an m × k data can be generated by only m elements
with the same size based on tensor linear combination. How-
ever, mk elements are required based on linear combinations.
With much fewer atoms for data representation can signif-
icantly reduce the computational complexity, which shows
the potential applications of 2DSC model in high dimensional
data.
4.2.2. Shifting Invariance
Theorem 1 The tensor space spanned byD ∈ Km×r defined
in (3) is equivalent to a sum space of k vector subspaces in
Rmk.
As shown in (2), (4) is equivalent to DcB ∈ Rmk in the
vector space which is actually a sum space as following:
DcB = [D,D1, · · · ,Dk−1][b; b1; · · · ; bk−1]
= Db+D1b1 + · · ·+Dk−1bk−1.
(6)
where D is the vectorizations of D, the bases in Dj are cir-
cular shifted versions of those in D. b and bj are the coef-
ficients to the corresponding dictionaries D and Dj . Fig. 1
explicitly shows the shifted versions of a base generated by
tensor-product if the image of helicopter is seen as a basis.
The space generated by the tensor linear combination can be
transferred to a sum space of vector spaces generated by the
linear combination, which includes the shifted versions of the
original atoms. Fig. 3 explicitly shows the equivalent linear
combination and the shifted versions of a m× 3 atom gener-
ated from tensor product by its twisted form of sizem×1×3
and a 1× 1× 3 coefficient.
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Fig. 3. The leftmost tensor production is equivalent to the
linear combination in middle one, which corresponds to the
shifted versions in rightmost one.
Algorithm 1 Algorithm for 2DSC
Input: n images: X ∈ Km×n, the number of atoms: r, spar-
sity regularizer: β > 0, maximum iterative steps: num,
1: Initialization: Randomly initialize D ∈ Km×r, B :=
0 ∈ Kr×n, and Lagrange dual variables λ ∈ Rr,
2: for iter = 1 to num do
3: //Tensor Sparse Coding Learning
4: Solving B via Equation (10) in Algorithm 2,
5: //Tensor Dictionary Learning
6: X̂ = fft(X , [ ], 3), B̂ = fft(B, [ ], 3),
7: for ` = 1 to k do
8: Solving (18) for Λ by Newton’s method,
9: Calculate D̂(`) from (17),
10: end for
11: D = ifft(D̂, [ ], 3),
12: end for
Output: D, B.
5. ALTERNATING MINIMIZATION ALGORITHM
Problem (5) is quite challenging due to the non-convex ob-
jective function and the convolution operator. Instead of
transforming (5) into conventional SC formulation based on
Lemma 1, we propose an efficient algorithm by alternately
optimizing B and D in the tensor space, as shown in Algo-
rithm 1.
5.1. Learning Tensor Coefficient
For clarity, we discuss how to solve the tensor sparse repre-
sentation for an image of size m× k, which is represented as
X ∈ Km.
Given the dictionaryD ∈ Km×r, solving the tensor sparse
representations of images B ∈ Kr are converted to the follow-
ing problem as:
min
S∈Kr
1
2
‖X − D ∗ B‖2F + β‖B‖1. (7)
By Lemma 1, (7) can be solved by conventional sparse coding
algorithms, which is equivalent to
min
b∈Rrk
1
2
‖x−Db‖2F + β‖b‖1 (8)
where x = X ∈ Rmk, D = Dc ∈ Rmk×rk, and b = B ∈
Rrk. The size of the dictionary D in (8) is significantly in-
creased with the size of images, which also increase the com-
putational complexity.
To alleviate this problem, we propose a novel Iterative
Shrinkage Thresholding algorithm based on Tensor-product
(ISTA-T) to solve (7) directly. We first rewrite (7) as:
min
B∈Kr×n
f(B) + βg(B), (9)
where f(B) stands for the data reconstruction term 12‖X−D∗B‖2F and g(B) stands for the sparsity constraint term ‖B‖1.
An iterative shrinkage algorithm is used to solve (9), which
can be rewritten as a linearized function around the previous
estimation Bp with the proximal regularization and the non-
smooth regularization. Thus, at the p + 1- th iteration, Bp+1
can be updated by
Bp+1 = arg minB f(Bp) + 〈∇f(Bp),B − Bp〉
+
Lp+1
2
‖B − Bp‖2F + βg(B),
(10)
whereLp+1 is a Lipschitz constant, and∇f(B) is the gradient
defined in the tensor space. Then, (10) is equivalent to
Bp+1 = arg minB
1
2
‖B−(Bp− 1
Lp+1
∇f(Bp))‖2F+
β
Lp+1
‖B‖1.
(11)
To solve (11), we firstly show ∇f(B) w.r.t. the data recon-
struction term 12‖X − D ∗ B‖2F :
∇f(B) = D† ∗ D ∗ B − D† ∗ X . (12)
Secondly, we discuss how to determine the Lipschitz constant
Lp+1 in (11). For every B, C, we have
‖∇f(B)−∇f(C)‖F = ‖(D† ∗ D)c(B − C)‖F
= ‖(D† ∗ D)c(B − C)‖2
≤ ‖(D† ∗ D)c‖2‖B − C‖2
≤ ‖(D† ∗ D)c‖F ‖B − C‖F
=
k∑
`=1
‖Dˆ(`)H Dˆ(`)‖2F ‖B − C‖F ,
(13)
where the superscript “H” represents conjugate transpose.
Thus the Lipschitz constant of f(B) used in our algorithm
is L(f) =
∑k
`=1 ‖D̂(`)
H D̂(`)‖2F .
Lastly, (11) can be solved by the proximal operator
Proxβ/Lp+1(Bp − 1Lp+1∇f(Bp)), where Proxτ is the soft-
thresholding operator Proxτ (·)→ sign(·) max(| · | − τ, 0).
To speed up the convergence of the proposed ISTA-T, an
extrapolation operator is adopted [22]. Algorithm 2 summa-
rizes the proposed ISTA-T algorithm.
Algorithm 2 Iterative Shrinkage Thresholding Algorithm
based on Tensor-production
Input: n images X ∈ Km×n, dictionary D ∈ Km×r, and
the maximum iterations: num,
1: Initialization: B0 := 0 ∈ Kr×n, Set C1 = B0 ∈ Kr,
t1 = 1,
2: for p = 1 To num do
3: Set Lp = ηp(
∑k
`=1 ‖D̂(`)
H D̂`‖F ),
4: Compute ∇f(Cp) via Equation (12),
5: Compute Bp via Proxβ/Lp(Cp − 1Lp∇f(Cp)),
6: tp+1 =
1+
√
1+4t2p
2 ,
7: Cp+1 = Bp + tp−1tp+1 (Bp − Bp−1),
8: end for
Output: Sparse Coefficient B.
Table 1. Complexity Analysis and Memory Usage of Sparse
Represenation (SR) and Dictionary Learning (DL) for TenSR
[2] and Ours.
Operation Complexity in Detail Complexity
SR TenSR [2] ∇f(B)
O(r21r2 + r
2
2r1 + r
2
1m
+r22k + r1r2k + r1mk)
O(r21r2 + r1r
2
2)
Ours D† ∗ D ∗ B − D† ∗ X O(3k log k + 3rmk) O(rmk + k log k)
DL TenSR [2]
A(i) O(r1r2kn+ r1r2mn) O(r21kn+ r22mn+
r1r2kn+ r1r2mn)minDi ‖Xi −DiA(i)‖2F O(r21kn+ r22mn)
Ours minD ‖X − D ∗ B‖2F O(r3 + r2n+ rmn) O(r2n)
5.2. Tensor Dictionary learning
For learning the dictionary D while fixed B, the optimization
problem is:
min
D∈Km×r
1
2
‖X − D ∗ B‖2F
s.t. ‖D(:, j, :)‖2F ≤ 1, j ∈ [r]. (14)
where atoms are coupled together due to the circular convo-
lution operator. Therefore, we firstly decompose (14) into k
nearly-independent problems (that are coupled only through
the norm constraint) by DFT as follows:
min
D̂(`),`∈[k]
k∑
`=1
‖X̂ (`) − D̂(`)B̂(`)‖2F
s.t.
k∑
`=1
‖D̂(`)(:, j)‖2F ≤ k, j ∈ [r] (15)
Then, we adopt the Lagrange dual [9] for solving (15) in
frequency domain. The advantage of Lagrange dual is that the
number of optimization variables is r, which is much smaller
than mkr in the primal problem (14).
To use the Lagrange dual algorithm, firstly, we consider
SC16 SC32 2DSC16 2DSC32
Fig. 4. Dictionaries learned from SC and 2DSC. For 16× 16
patches, both SC and 2DSC can learn Gabor-like features,
while for 32 × 32 patches, only 2DSC can learn meaningful
features.
the Lagrangian of (15):
L(D̂,Λ) =
k∑
`=1
‖X̂ (`) − D̂(`)B̂(`)‖2F +
r∑
j=1
λj
(
k∑
`=1
‖D̂(`)(:, j)‖2F − k
)
, (16)
where λj ≥ 0, j ∈ [r] is a dual variable, and Λ = diag(λ).
Secondly, minimizing over D̂ analytically, we obtain the
optimal formulation of D̂:
D̂(`) =
(
X̂ (`)B̂(`)H
)(
B̂(`)B̂(`)H + Λ
)−1
, ` ∈ [k]. (17)
Substituting (17) into the Lagrangian L(D̂,Λ), we obtain the
Lagrange dual function D(Λ):
D(Λ) = −
k∑
`=1
Tr
(
B̂(`)H X̂ (`)Ŝ(`)H
)
− k
r∑
j=1
λj , (18)
which is solved by Newton’s method. Once getting the dual
variables, the dictionary can be recovered by Equation (17).
5.3. Complexity Analysis
Table 1 shows the computational complexity of our proposed
2DSC and TenSR [2]. The definitions of ∇f(B) and Ai can
be found in [2]. r ≥ min{m, k}, r1 ≥ m and r2 ≥ k are the
sizes of dictionaries in our model and TenSR [2]. The com-
putational complexity of TenSR [2] is higher than ours. As
shown in [2], for 21168 patches of size 5 × 5 × 5, TenSR
takes 189 seconds for tensor coefficient learning, while in
our model, it only takes about 23 seconds. The reason is
due to the faster computation of tensor-product in frequency
domain, which divides the original large size problems into
much smaller ones.
6. EVALUATION
6.1. Dictionaries for Large Patches
We analyze the learned dictionaries from conventional SC
and 2DSC with the same bases and other parameters settings.
Fig. 5. Visual comparison of reconstruction results by differ-
ent methods on “balloons” in dataset [20]. From left to right:
original image at 420nm band, noisy image, BwK-SVD[19],
PARAFAC [17], LRTA [18], TenSR [2], and Ours.
Patches of sizes d × d (d = 16, 32) extracted from Natural
Images data are normalized to have zero means. The sparsity
regularizers β is set to 0.1, and the number of bases are 64,
which makes sure the dictionary for 2DSC is overcompleted
but not for SC. Fig. 4 shows the learned dictionaries from
2DSC and conventional SC with different sizes of patches
(d = 16, 32). For small size of patches (d = 16), both mod-
els can learn the meaningful dictionaries (Gabor-like featues),
such as edges, corners. For large size patches (d = 32), the
performances of SC are significantly degenerated, even the
bases are becoming sparsity. But 2DSC still can learn mean-
ingful features.
6.2. Multi-spectral Image Denoising
We apply 2DSC on multispectral images – Columbia MSI
Database [20]. Each dataset contains 31 real-world images
of size 512 × 512 and is collected from 400nm to 700nm
at 10nm steps. We firstly to scale these images to [0, 255],
and then add Gaussian white noise at different noise lev-
els σ = [5, 10, 20, 30, 50]. In our 2DSC model, we extract
5×5×5 patches of size from each noisy multi-spectral image,
and save each patch into a tensor of size 25 × 1 × 5. Dictio-
nary of size 25× 30× 5 are randomly initialized and trained
iteratively (≤ 30 iterations). Then we use the learned dictio-
naries to denoise the MSI images. Parameters in our scheme
are β = 10, 28, 200, 220, 290, for σ = 5, 10, 20, 30, 50, re-
spectively.
Table 2 shows the comparison results in terms of peak
signal-to-noise ratio (PSNR) and structure similarity (SSIM)
[21] . There are 5 state-of-the-art MSI denoising methods are
involved, including band-wise KSVD (BwK-SVD) method
[19], 3D-cube KSVD (3DK-SVD) method [19], LRTA [18],
PARAFAC [17], and TenSR [2]. As shown in Table 2, our
2DSC outperforms all the comparison algorithms for the eval-
uations by SSIM, which measures the structure consistency
between the target image and the reference image. For PSNR,
our 2DSC works much better on higher level noises, espe-
cially for σ = 30 and σ = 50. For lower noise levels, LRTA
[18] is the best one, ours and TenSR [2] are comparable.
We add CSC [13] in the visualization of the denoising per-
formances. Due to the high memory required by CSC [13] for
the high resolution images, we resize the spectral images of
balloons into 101 × 101, and only considering the first five
bands. Fig. 5 shows the denoising results with the noise level
σ = 30. It is easy to observe that our method achieves the
best denoising results. Note that for CSC [13], we denoise
each images separately which does not consider the infor-
mation along the brands of spectral images. Filters of size
5×5×100 are used, and the sparsity parameters are adjusted
between [0.1, 10]. We guess the reason for the denoising re-
sults of CSC [13] may come from the small size of images.
Due to the powerful representations of convolution operation,
filters learn much noise information.
7. CONCLUSION
In this paper, we propose a novel tensor based sparse coding
algorithm, which can learn an efficient tensor representations
of images by much smaller size of dictionary compared with
conventional SC. Moreover, an much more efficient algorithm
for the tensor sparse coefficients learning in tensor space is
proposed. The effectiveness of our model has been demon-
strated by dictionary learning for large sizes of patches. A
following up work [23] applies the 2DSC scheme to image
clustering by incorporating a graph regularizer.
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