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Abstract
Let X be a bounded linear operator on the Hardy space H2 of the unit disk. We show that if
X  TyXTy is of ﬁnite rank for every inner function y; then X ¼ Tj þ F for some Toeplitz
operator Tj and some ﬁnite rank operator F on H
2: This solves a variant of an open question
where the compactness replaces the ﬁnite rank conditions.
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1. Introduction
Let L2 be the space of Lebesgue square integrable functions on the unit circle and
LN be the space of essentially bounded functions on the unit circle. The Hardy space
H2 is the closed linear span of analytic polynomials in L2: Let P be the projection of
L2 onto H2: For fALN; the Toeplitz operator Tf : H2-H2 with symbol f is deﬁned
by the rule Tf h ¼ Pð fhÞ: Let S ¼ Tz be the unilateral shift. The Hankel operator Hf :
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H2-L2~H2 with symbol f is deﬁned by Hf h ¼ ðI  PÞð fhÞ: Let gALN: The
Toeplitz operators and Hankel operators are connected by the following important
relation:
T %fg  T %fTg ¼ Hf Hg:
The present paper is motivated by the following open question on page 184 of
Douglas [5]: If X is a bounded linear operator on H2 such that X  TyXTy is
compact for each inner function y; then is X ¼ Tc þ K for some cALN and
compact operator K? In this paper, we solve a variant of this question by replacing
the compactness condition with the ﬁnite rank condition.
Theorem A. Let X be a bounded linear operator on H2: If X  TyXTy is of finite rank
for every inner function y; then X ¼ Tc þ F where cALN and F is a finite rank
operator on H2:
Davidson [3] proved the following theorem. Let C denote the space of continuous
functions on the unit circle.
Davidson’s Theorem. If the commutator ½Tj; X  is compact for every j in HN; then
X ¼ Tc þ K where cAHN þ C and F is a compact operator.
As a corollary of Theorem A, we prove the following analogue of Davidson’s
result.
Theorem B. Let X be a bounded linear operator on H2: If the commutator ½Tj; X  is of
finite rank for every j in HN; then X ¼ Tc þ F where c is the sum of a function in
HN and a rational function and F is a finite rank operator.
We now provide an outline of the proof of Theorem A. Assume X  TyXTy is of
ﬁnite rank for every inner function y: In particular for y ¼ z; X  SXS is of ﬁnite
rank. Write




for some fi; giAH2: To explain our approach, let us ﬁrst assume fi; giAHN: A key






then (see Lemma 1 below)
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Therefore ðX  XpÞ  SðX  XpÞS ¼ 0: This implies that X  Xp ¼ Tc for some
cALN [2]. We thus need to solve the following problem for Xp: If Xp  TyXpTy is of
ﬁnite rank for every inner function y; then is Xp of ﬁnite rank? Note that






















We need to understand when a ﬁnite sum of products of Hankel operators is of
ﬁnite rank. Axler et al. [1] proved, among other things, that Hf Hg is of ﬁnite rank if
and only if Hf or Hg is ﬁnite rank. Kronecker’s theorem states that Hf is of ﬁnite






Hdi is of ﬁnite rank for k41 seems complicated, only a
necessary condition in the case k ¼ 3 was derived in Lemma 3.1 by the author [6],
where the question of when the product of four Hankel operators is of ﬁnite rank





Hdi is of ﬁnite rank, then ci or di; i ¼
1;y; k are themselves not necessarily rational functions but they are related by
rational functions. We note that in our case, k ¼ 2n and
ci ¼ zfiðzÞ; ciþn ¼ zfiðzÞy; i ¼ 1;y; n:
By choosing an appropriate irrational inner function y; we will show that the Xp 
TyXpTy cannot be ﬁnite rank unless Xp itself is of ﬁnite rank. Rigorous development
of these ideas is to follow. We start with a bilinear form Dðh1; h2Þ deﬁned on HN 	
HN to replace Xp since in general fi; gieHN:
2. Modeling with Hankel operators
For x; yAH2; let x#y be the rank one operator deﬁned by ðx#yÞh ¼ /h; ySx for
hAH2: Let X be a bounded linear operator on H2 such that




for some fi; giAH2:




/ðI  PÞ½zgiðzÞh1ðzÞ; ðI  PÞ½zfiðzÞh2ðzÞS: ð2:2Þ
ARTICLE IN PRESS
C. Gu / Journal of Functional Analysis 215 (2004) 178–205180














Theorem 1. Suppose X satisfies (2.1). Let y be an inner function. Then
/ðX  TyXTyÞh1; h2S ¼ Dðh1; h2Þ  Dðyh1; yh2Þ; ðh1; h2ÞAHN 	 HN: ð2:3Þ
We divide the proof of the theorem into several steps. We ﬁrst prove the theorem
for y ¼ z; we then prove the theorem for y a ﬁnite Blaschke product, and by a limit
argument we prove the theorem for an inﬁnite Blaschke product y; and ﬁnally, we
prove the theorem for an arbitrary inner function y by using a result of Frostman on
inner functions.
Lemma 1. Let D be defined by (2.2). Then








Proof. First note that P½giðzÞh1ðzÞ  zP½zgiðzÞh1ðzÞ is a constant. Indeed
P½giðzÞh1ðzÞ  zP½zgiðzÞh1ðzÞ ¼ /giðzÞh1ðzÞ; 1S ¼ /h1ðzÞ; giðzÞS:



































The proof is complete. &
Lemma 2. Suppose X satisfies (2.1). If for an inner function y;
/ðX  TyXTyÞh1; h2S ¼ Dðh1; h2Þ  Dðyh1; yh2Þ; ðh1; h2ÞAHN 	 HN;
then for all ðh1; h2ÞAHN 	 HN;
/ðX  TmaðyÞXTmaðyÞÞh1; h2S ¼ Dðh1; h2Þ  DðmaðyÞh1; maðyÞh2Þ; ð2:4Þ
where a belongs to the open unit disk D; and
maðyÞ ¼ y a
1 %ay:
Proof. Since 1 %ay; ð1 %ayÞ1AHN; h1 ¼ ð1 %ayÞh11AHN if and only if h11AHN:
We only need to prove (2.4) for h1 ¼ ð1 %ayÞh11 and h2 ¼ ð1 %ayÞh21 where
ðh11; h21ÞAHN 	 HN: That is
/ðX  TmaðyÞXTmaðyÞÞð1 %ayÞh11; ð1 %ayÞh21S
¼ Dðð1 %ayÞh11; ð1 %ayÞh21Þ  DðmaðyÞð1 %ayÞh11; maðyÞð1 %ayÞh21Þ:
Equivalently,
/ðX  TmaðyÞXTmaðyÞÞð1 %ayÞh11; ð1 %ayÞh21S
¼ Dðð1 %ayÞh11; ð1 %ayÞh21Þ  Dððy aÞh11; ðy aÞh21Þ:
The right side of the above equation is
Dðð1 %ayÞh11; ð1 %ayÞh21Þ  Dððy aÞh11; ðy aÞh21Þ
¼ ð1 jaj2Þ½Dðh11; h21Þ  Dðyh11; yh21Þ:
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Similarly
/ðX  TmaðyÞXTmaðyÞÞð1 %ayÞh11; ð1 %ayÞh21S
¼ /Xð1 %ayÞh11; ð1 %ayÞh21S/XmaðyÞð1 %ayÞh11; maðyÞð1 %ayÞh21S
¼ /Xð1 %ayÞh11; ð1 %ayÞh21S/Xðy aÞh11; ðy aÞh21S
¼ ð1 jaj2Þ/ðX  TyXTyÞh11; h21S:
By the hypothesis, the proof is complete. &
We now prove Theorem 1.
Proof of Theorem 1. By Lemma 1 and (2.1), we know that (2.3) holds for y ¼ z: By
Lemma 2, we know that (2.3) holds for y ¼ maðzÞ ¼ za1%az: Let mbðzÞ ¼ zb1 %bz for some
jbjo1: We have
Dðh1; h2Þ  DðmaðzÞmbðzÞh1; maðzÞmbðzÞh2Þ
¼ Dðh1; h2Þ  DðmbðzÞh1; mbðzÞh2Þ
þ DðmbðzÞh1; mbðzÞh2Þ  DðmaðzÞmbðzÞh1; maðzÞmbðzÞh2Þ
¼ /ðX  TmbðzÞXTmbðzÞÞh1; h2S/ðX  TmaðzÞXTmaðzÞÞmbðzÞh1; mbðzÞh2S
¼ /ðX  TmaðzÞmbðzÞXTmaðzÞmbðzÞÞh1; h2S:
That is, (2.3) holds for y ¼ maðzÞmbðzÞ: By iteration, (2.3) holds for any ﬁnite

















i¼1ð1 jaijÞoN: The sequence fykðzÞg converges uniformly on
compact subsets of D to yðzÞ and a subsequence of the fykðzÞg converges pointwise
almost everywhere to yðzÞ on the circle. By passing to a subsequence, we assume
fykðzÞg converges pointwise almost everywhere to yðzÞ: We claim that for any ﬁxed
ðh1; h2ÞAHN 	 HN;
Dðykh1; ykh2Þ-Dðyh1; yh2Þ:
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Note that
Dðykh1; ykh2Þ  Dðyh1; yh2Þ
¼ Dðykh1; ykh2Þ  Dðykh1; yh2Þ þ Dðykh1; h2Þ  Dðyh1; yh2Þ
¼ Dðykh1; ðyk  yÞh2Þ þ Dððyk  yÞh1; yh2Þ:
But
jDðykh1; ðyk  yÞh2Þj ¼
Xn
i¼1











Since zfiðzÞðykðzÞ  yðzÞÞ converges to zero pointwise on the circle and
jzfiðzÞðykðzÞ  yðzÞÞjp2j fiðzÞj
by Lebesgue Convergence Theorem, jjzfiðyk  yÞjj2-0: Therefore,
Dðykh1; ðyk  yÞh2Þ-0:
Similarly Dððyk  yÞh1; yh2Þ-0: This proves our claim. We have shown that (2.3)
holds for y any ﬁnite Blaschke product, that is
/ðX  Tyk XTykÞh1; h2S ¼ Dðh1; h2Þ  Dðykh1; ykh2Þ:
Taking the limit, the left side is /ðX  TyXTyÞh1; h2S because
/Tyk XTyk h1; h2S ¼ /Xykh1; ykh2S;
X is a bounded operator and jjðyk  yÞh2jj2-0: By the above claim, the right side is
Dðh1; h2Þ  Dðyh1; yh2Þ: That is, (2.3) holds for y any inﬁnite Blaschke product.
Let y0 be an arbitrary inner function. Frostman’s theorem states that, for almost
all aAD; except a set of capacity zero, y1 :¼ maðy0Þ ¼ y0a1%ay0 is a Blaschke product. By
the above argument (2.3) holds for y ¼ y1; a ﬁnite or inﬁnite Blaschke product. But
y0 ¼ maðy1Þ; thus by Lemma 2, (2.3) holds for y ¼ y0; an arbitrary inner function.
This completes the proof of Theorem 1. &
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3. The main results
Proposition 1. Let D be defined by (2.2). If for every inner function y; there exists a
finite rank operator Fy such that
Dðh1; h2Þ  Dðyh1; yh2Þ ¼ /Fyh1; h2S; ðh1; h2ÞAHN 	 HN;
then there exist two nonzero polynomials p; qAHN and a finite rank operator F such
that
Dðph1; qh2Þ ¼ /Fh1; h2S; ðh1; h2ÞAHN 	 HN:
The proof of the proposition will be postponed to the next two sections. We ﬁrst
prove a result which is needed to handle the two polynomials p and q in the above
proposition.
Lemma 3. Let Y be a bounded linear operator on H2: Let p; q be two nonzero
polynomials in H2: If Tp YTq ¼ Tj þ F for some jALN and finite rank operator F ;
then Y ¼ Tc þ G for some cALN and finite rank operator G:
Proof. Assume Tp YTq ¼ Tj þ F : Let Y1 ¼ YTq: Then Tp Y1 ¼ Tj þ F : We ﬁrst
prove that Y1 ¼ Tc1 þ G1 for some c1ALN and ﬁnite rank operator G1: Now YTq ¼
Tc1 þ G1; equivalently Tq Y  ¼ Tc1 þ G

1 : A similar argument will show that Y
 ¼
T %c þ G for some cALN and ﬁnite rank operator G: That is Y ¼ Tc þ G: Thus
without loss of generality, assume Tp Y ¼ Tj þ F for some jALN and ﬁnite rank
operator F :
Write pðzÞ ¼ p1ðzÞp2ðzÞ for some polynomials p1ðzÞ and p2ðzÞ: Let Y1 ¼ Tp1Y :
Then Tp2Y1 ¼ Tp2Tp1Y ¼ Tp Y ¼ Tj þ F : We ﬁrst prove that Y1 ¼ Tc1 þ G1 for
some c1AL
N and ﬁnite rank operator G1: Now T

p1
Y ¼ Tc1 þ G1: A similar
argument will show that Y ¼ Tc þ G for some cALN and ﬁnite rank operator G:
Therefore, by iteration, we can assume pðzÞ ¼ z  a: There are three cases.
If jaj41; then T1=pTp ¼ 1: Therefore, Tp Y ¼ Tj þ F implies that Y ¼ T1p Tj þ
T1p F ¼ Tj= %p þ G with G ¼ T1p F is a ﬁnite rank operator.
Assume jajo1: Let maðzÞ ¼ za1%az: Then TzaY ¼ Tj þ F implies that
TmaðzÞY ¼ T1=ð1%azÞTzaY ¼ T1=ð1%azÞTj þ T1=ð1%azÞF
TmaðzÞT

maðzÞY ¼TmaðzÞT1=ð1%azÞTj þ TmaðzÞT1=ð1%azÞF
¼TmaðzÞTj=ð1a %zÞ þ TmaðzÞT1=ð1%azÞF :
Equivalently, by the connection between Hankel and Toeplitz operators,
ðI  H
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Since H
maðzÞ
is of rank one, we conclude that Y ¼ TmaðzÞj=ð1a%zÞ þ G for some ﬁnite
rank operator G:
Finally, assume jaj ¼ 1: That is, assume TzaY ¼ Tj þ F ; we want to show that
Y ¼ Tc þ G: We prove the result by induction on the rank of F : If the rank of F is
zero or F ¼ 0; then TzaY ¼ Tj: Thus Y Tza ¼ Tj ¼ T %j and
Tz Y
TzaTz  Y Tza ¼ Tz T %jTz  T %j ¼ 0:
But Tz Y
TzaTz  Y Tza ¼ ðTz Y Tz  Y ÞTza ¼ 0: Since jaj ¼ 1; the operator
Tza has a dense range. Therefore, Tz Y
Tz  Y  ¼ 0 and Y is a Toeplitz operator.
The induction hypothesis is that the result is true if the rank of F is less than k:
Now assume the rank of F is k: Write F ¼Pki¼1 xi#yi: Note that TzaY ¼
Tj þ F implies that
ðTzaYÞ  Tz ðTzaYÞTz ¼ ðTj þ FÞ  Tz ðTj þ FÞTz ¼ F  Tz FTz:
Equivalently,


























By applying the above operator equation to ðyk  aSykÞ; we have
Xk
i¼1
/ðyi  aSyiÞ; ðyk  aSykÞSxi








for some h1AH2: Since jaj ¼ 1; /yk  aSyk; yk  aSykSa0: Dividing the above
equation by /yk  aSyk; yk  aSykS; we get
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for some h0AH2 and constants mi: Now T

zaY ¼ Tj þ
Pk
i¼1 xi#yi becomes
TzaY ¼ Tj þ
Xk1
i¼1




TzaðY  h0#ykÞ ¼ Tj þ F1;
where F1 ¼
Pk1
i¼1 xi#ðyi þ miykÞ is of rank k  1: By the induction hypothesis, Y 
h0#yk ¼ Tc þ G1 for some cALN and ﬁnite rank operator G1: Therefore, Y ¼
Tc þ G for some ﬁnite rank operator G: This completes the proof of the lemma. &
Theorem 2. Let X be a bounded linear operator on H2: If X  TyXTy is of finite rank
for every inner function y; then X ¼ Tj þ F where jALN and F is a finite rank
operator on H2:
Proof. Assume X  TyXTy is of ﬁnite rank for every inner function y: In particular,




for some fi; giAH2 and dimffi; i ¼ 1;y; ng ¼ dimfgi; i ¼ 1;y; ng ¼ n:
Deﬁne a bilinear form Dðh1; h2Þ on HN 	 HN as in the last section. By Theorem 1,
for any inner function y;
Dðh1; h2Þ  Dðyh1; yh2Þ
¼ /ðX  TyXTyÞh1; h2S ¼ /Fyh1; h2S; ðh1; h2ÞAHN 	 HN ð3:2Þ
for some ﬁnite rank operator Fy depending on y (not on ðh1; h2ÞÞ: By Proposition 1,
there exist two analytic polynomials p; q and a ﬁnite rank operator G such that
Dðph1; qh2Þ ¼ /Gh1; h2S; ðh1; h2ÞAHN 	 HN: ð3:3Þ
Therefore,
/ð½Tq XTp  G  Tz ½Tq XTp  GTzÞh1; h2S
¼ /ðTq XTp  Tz Tq XTpTzÞh1; h2S/ðG  Tz GTzÞh1; h2S
¼ /Tq ðX  Tz XTzÞTph1; h2S/ðG  Tz GTzÞh1; h2S
¼ /ðX  Tz XTzÞph1; qh2S/ðG  Tz GTzÞh1; h2S
¼ Dðph1; qh2Þ  Dðpzh1; qzh2Þ /Gh1; h2Sþ/Gzh1; zh2S ¼ 0;
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where the fourth equality follows from the ﬁrst equality in (3.2) with y ¼ z and
ðph1; qh2Þ replacing ðh1; h2Þ and the last equality follows from (3.3). That is, Tq XTp 
G ¼ Tz ½Tq XTp  GTz: Therefore Tq XTp  G ¼ Tc for some cALN: By Lemma 3,
X ¼ Tj þ F where jALN and F is a ﬁnite rank operator. The proof is
complete. &
The following result is a ﬁnite rank version of the Davidson result.
Theorem 3. Let X be a bounded linear operator on H2: If TyX  XTy is of finite rank
for every inner function y; then X ¼ Tj þ F where j ¼ hðzÞ þ rðzÞ with hðzÞAHN and
rðzÞ a rational function, and F is a finite rank operator on H2:
Proof. If TyX  XTy is of ﬁnite rank for every inner function y; then
X  TyXTy ¼ TyTyX  TyXTy ¼ Ty ðTyX  XTyÞ
is of ﬁnite rank for every inner function y: By Theorem, X ¼ Tj þ F where jALN
and F is a ﬁnite rank operator on H2: Note
TyX  XTy ¼TyTj  TjTy þ TyF  FTy
¼TyTj  Tjy þ TyF  FTy ¼ H%yHj þ TyF  FTy:
Thus TyX  XTy is of ﬁnite rank for every inner function y if and only if H%yHj is of
ﬁnite rank every inner function y: By a result of Axler et al. [1], H%yHj is of ﬁnite rank
if and only if H%y or Hj is ﬁnite rank. But if y is not a ﬁnite Blaschke product, H%y is
not of ﬁnite rank, therefore Hj is of ﬁnite rank. By Kronecker’s theorem, j is the
sum of an analytic function and a rational function. This completes the proof of the
theorem. &
Corollary 1. Let X be a bounded linear operator on H2: Then the commutator ½Tj; X 
is of finite rank for every j in LN if and only if X ¼ TrðzÞ þ F where rðzÞ is a rational
function in LN and F is a finite rank operator on H2:
Proof. One direction of the corollary is easy to see. Now assume the commutator
½Tj; X  is of ﬁnite rank for every j in LN: This implies that TyX  XTy and TyX 
XTy are of ﬁnite for every inner function y: Note that ðTyX  XTy Þ ¼ TyX  
X Ty: Therefore, X ¼ Tj1 þ F1 and X  ¼ Tj2 þ F2 where
j1 ¼ h1ðzÞ þ r1ðzÞ; h1ðzÞAHN and r1ðzÞ a rational function;
j2 ¼ h2ðzÞ þ r2ðzÞ; h2ðzÞAHN and r2ðzÞ a rational function
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and F1; F1 are ﬁnite rank operators. It follows that X
 ¼ Tj1 þ F1 ¼ Tj2 þ F2; hence
F2 ¼ F 1 and j2 ¼ j1 is a rational function. &
Using Davidson’s result, Power [8] has characterized when an operator X has
compact commutators with all the Toeplitz and Hankel operators. See also [7] for a
different proof of Power’s result. Since the Hankel operator Hf deﬁned here is an
operator from H2 into L2~H2; we need the unitary operator J; deﬁned on L2 by
Jf ðzÞ ¼ %zf ð%zÞ: Note that J maps L2~H2 onto H2 and J2 ¼ I :
Power’s Theorem. If the commutators ½Tj; X  and ½JHj; X  are compact for every j in
LN; then X ¼ Tc þ K where cAðHN þ CÞ-ðHN þ CÞ satisfying cðzÞ ¼ cð%zÞ for all
zA@D and K is a compact operator.
We have the following analogue of Power’s result.
Corollary 2. Let X be a bounded linear operator on H2: The commutators ½Tc; X  and
½JHc; X  are of finite rank for every cALN if and only if X ¼ TrðzÞ þ F where rðzÞ is a
rational function in LN satisfying rð%zÞ ¼ rðzÞ and F is a finite rank operator on H2:
We need the following identity from Lemma 1.1 in [8]. Because our notation is
different, we include a proof.
Lemma 4. Let j;cALN: Then
TjðzÞJHcðzÞ ¼ JHjð%zÞcðzÞ  JHjð%zÞTcðzÞ:
Proof. Note that P ¼ JðI  PÞJ and for hðzÞAH2;
TjðzÞJHcðzÞhðzÞ ¼PfjðzÞJðI  PÞcðzÞhðzÞg
¼ JðI  PÞJfjðzÞJðI  PÞcðzÞhðzÞg
¼ JðI  PÞfjð%zÞJ2ðI  PÞcðzÞhðzÞg
¼ JðI  PÞfjð%zÞðI  PÞcðzÞhðzÞg
¼ JðI  PÞfjð%zÞcðzÞhðzÞg  JðI  PÞfjð%zÞP½cðzÞhðzÞg
¼ JH
jð%zÞcðzÞhðzÞ  JHjð%zÞTcðzÞhðzÞ:
This completes the proof. &
Now we prove Corollary 2.
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Proof of Corollary 2. By Corollary 1, we can assume X ¼ TrðzÞ þ F where rðzÞ is a
rational function in LN: We need to show that ½JHcðzÞ; TrðzÞ is of ﬁnite rank for
every cALN if and only if rð%zÞ ¼ rðzÞ: Using the above lemma twice, we have
½JHcðzÞ; TrðzÞ ¼ JHcðzÞTrðzÞ  TrðzÞJHcðzÞ
¼ JHcðzÞTrðzÞ  fJHrð%zÞcðzÞ  JHrð%zÞTcðzÞg
¼ JHcðzÞTrðzÞ  JHrðzÞcðzÞ þ JHrðzÞcðzÞ  JHrð %zÞcðzÞ þ JHrð%zÞTcðzÞ
¼  Tcð%zÞJHrðzÞ þ JH½rðzÞrð%zÞcðzÞ þ JHrð%zÞTcðzÞ:
Since both HrðzÞ and Hrð%zÞ are of ﬁnite rank, ½JHcðzÞ; TrðzÞ is of ﬁnite rank if and only
if H½rðzÞrð%zÞcðzÞ is of ﬁnite rank. It is clear that H½rðzÞrð%zÞcðzÞ is of ﬁnite rank for every
cALN if and only if rð%zÞ ¼ rðzÞ: The proof is complete. &
4. Operator equation Y  SYS ¼ F
The rest of the paper is devoted to the proof of Proposition 1. In this section, we
study the operator equation Y  SYS ¼ F where Y and F are ﬁnite rank operators.
For x1;y; xkAH2; let fxi; i ¼ 1;y; kg be the subspace spanned by xi; i ¼ 1;y; k:
Let dim H0 denote the dimension of a ﬁnite-dimensional vector space H0: Set
Poly½z ¼ QðzÞ : QðzÞ is a finite matrix with entries
being analytic polynomials in z
 
:
The size of the matrix QðzÞ in Poly½z is ﬁnite but arbitrary and will be clear from
context.
Lemma 5. Let xiAH2 for i ¼ 1;y; k: Suppose dimfxi; i ¼ 1;y; kg ¼ k: If
dimfxi; Sxi; i ¼ 1;y; kg ¼ k þ l; then there exists a nonzero analytic polynomial
pðzÞ such that
zpðzÞ½x1;y; xk; Sx1;y; SxkT ¼ P1ðzÞ½xsð1Þ;y; xsðlÞT þ P2ðzÞ;
where P1ðzÞ; P2ðzÞAPoly½z and s is a permutation of f1;y; kg:
Proof. Without loss of generality, assume
dimfxi; Sxi; i ¼ 1;y; kg
¼ dimfxi; i ¼ 1;y; k; Sxj; j ¼ 1;y; l; g ¼ k þ l:
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Let A and B be constant matrices such that
½Sxlþ1;y; SxkT
¼ A½xlþ1;y; xkT þ B½x1;y; xl T þ C½Sx1;y; Sxl T : ð4:1Þ
Applying S to both sides of the above equation and using the fact that SSh ¼






375 ¼ zB x1^
xl
264







Multiplying both sides of the above equation by adjðI  zAÞ and letting pðzÞ ¼
detðI  zAÞ; the determinant of ðI  zAÞ; we conclude that
pðzÞ½xlþ1;y; xkT ¼ P3ðzÞ½x1;y; xl T þ P4ðzÞ; ð4:2Þ
where P3ðzÞ; P4ðzÞAPoly½z: Note that
zpðzÞ½Sx1;y; Sxl T ¼ pðzÞ½x1;y; xl T  pðzÞ½x1ð0Þ;y; xlð0ÞT
and by (4.2)
zpðzÞ½Sxlþ1;y; SxkT
¼ pðzÞ½xlþ1;y; xkT  pðzÞ½xlþ1ð0Þ;y; xkð0ÞT
¼ pðzÞP3ðzÞ½x1;y; xl T þ pðzÞP4ðzÞ  pðzÞ½xlþ1ð0Þ;y; xkð0ÞT :
Therefore,
zpðzÞ½x1;y; xl ; xlþ1;y; xk; Sx1;y; Sxl ; Sxlþ1;y; SxkT
¼ P1ðzÞ½x1;y; xl T þ P2ðzÞ;
where P1ðzÞ; P2ðzÞAPoly½z: The proof is complete. &
In the following lemma we use some ideas from Lemma 3.1 by the author [6].
Lemma 6. Let xi; yiAH2 for i ¼ 1;y; k: Assume dimfxi; i ¼ 1;y; kg ¼ dimfyi; i ¼
1;y; kg ¼ k: Set
l1 :¼ dimfxi; Sxi; i ¼ 1;y; kg  k;
l2 :¼ dimfxi; Syi; i ¼ 1;y; kg  k;
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If the rank of F is m; then
l1 þ l2pm:











It is clear that dimfai; i ¼ 1;y; mg ¼ m and dimfbi; i ¼ 1;y; mg ¼ m: Without loss
of generality, assume
dimfxi; Sxi; i ¼ 1;y; kg
¼ dimfxi; i ¼ 1;y; k; Sxj; j ¼ 1;y; l1; g ¼ k þ l1:
Let A be the constant matrix such that
½Sxl1þ1;y; SxkT ¼ A½x1;y; xk; Sx1;y; Sxl1 T : ð4:5Þ














¼ ½Ikþl1 ;A½y1;y; yk; Sy1;y; Syl1 ; Syl1þ1;y; SykT
and Ikþl1 is the identity matrix of order k þ l1:
By (4.4) and the linear independence of bi; i ¼ 1;y; m;
fa1;y; amgCfx1;y; xk; Sx1;y; Sxl1g:
That is, there exists a constant matrix B such that
½a1;y; amT ¼ B½x1;y; xk; Sx1;y; Sxl1 T : ð4:6Þ
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where ½bb1;y; bbkþl1 T ¼ B½b1;y; bmT :
Now Eq. (4.4) becomes
Xk
i¼1
xi#ðbyi  bbiÞ þXl1
j¼1
Sxj#ðbyjþk  bbjþkÞ ¼ 0:
Therefore ½by1;y; bykþl1  ¼ ½bb1;y; bbkþl1 : That is
½Ikþl1 ;A;B½yi;y; yk; Sy1;y; Syk; b1;y; bmT ¼ 0:
Since rank½Ikþl1 ;A;B ¼ k þ l1;
k þ l2 ¼ dimfyi;y; yk; Sy1;y; Sykg
¼ dimfyi;y; yk; Sy1;y; Syk; b1;y; bmg
p ð2k þ mÞ  ðk þ l1Þ:
Therefore l1 þ l2pm: The proof is complete. &
















then one of the following two statements holds.
ð1Þ There exist bxiAH2 for i ¼ 1;y; n; such that
zpðzÞ½ f1;y; fnT ¼ Q1ðzÞ½bx1;y; bxnT þ Q2ðzÞ
zpðzÞ½T%yf1;y; T%yfnT ¼ Q3ðzÞ½bx1;y; bxnT þ Q4ðzÞ ð4:9Þ
for some Q1ðzÞ; Q2ðzÞ; Q3ðzÞ; Q4ðzÞAPoly½z:
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ð2Þ There exist byiAH2 for i ¼ 1;y; n; such that
zpðzÞ½g1;y; gnT ¼ Q1ðzÞ½by1;y; bynT þ Q2ðzÞ;
zpðzÞ½T%yg1;y; T%ygnT ¼ Q3ðzÞ½by1;y; bynT þ Q4ðzÞ ð4:10Þ
for some Q1ðzÞ; Q2ðzÞ; Q3ðzÞ; Q4ðzÞAPoly½z:
Proof. Let Sn be the permutation group of f1;y; ng: Set
rank of F ¼ m;
dimfxi; Sxi; i ¼ 1;y; kg ¼ k þ l1;
dimfyi; Syi; i ¼ 1;y; kg ¼ k þ l2;
dimffi; T%yfi; i ¼ 1;y; ng ¼ n þ n1;
dimfgi; T%ygi; i ¼ 1;y; ng ¼ n þ n2:
By assumption (4.8) and Lemma 6, we have
l1 þ l2pm: ð4:11Þ
By Lemma 5, there exist nonzero analytic polynomials q1ðzÞ; q2ðzÞ such that
zq1ðzÞ½x1;y; xk; Sx1;y; SxkT
¼ Q1ðzÞ½xsð1Þ;y; xsðl1ÞT þ Q2ðzÞ ð4:12Þ
zq2ðzÞ½y1;y; yk; Sy1;y; SykT
¼ Q3ðzÞ½yrð1Þ;y; yrðl2ÞT þ Q4ðzÞ; ð4:13Þ
where QiðzÞAPoly½z for i ¼ 1; 2; 3; 4; and s; rASk:
By changing indexes, we can assume
dimfgi; T%ygi; i ¼ 1;y; ng
¼ dimfgi; i ¼ 1;y; n; T%ygj; j ¼ 1;y; n2g ¼ n þ n2: ð4:14Þ
Let A be the constant matrix such that
½T%ygn2þ1;y; T%ygnT ¼ A½g1;y; gn; T%yg1;y; T%ygn2 T : ð4:15Þ
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Since we have already ﬁxed the indexes of gi; we assume
dimffi; T%yfi; i ¼ 1;y; ng
¼ dimffi; i ¼ 1;y; n; T%yfjð jÞ; j ¼ 1;y; n1g ¼ n þ n1 ð4:16Þ
for some jASn: Let B be the constant matrix such that










¼ ½Inþn1 ;B½g1;y; gk; T%ygjð1Þ;y; T%ygjðnÞT ð4:18Þ
and Inþn1 is the identity matrix of order n þ n1: By the linear independence of














fbg1;y; bgnþn1gCfy1;y; yk; Sy1;y; Sykg:
Equivalently, for some constant matrix C;
½bg1;y; bgnþn1 T ¼ C½y1;y; yk; Sy1;y; SykT : ð4:19Þ
By (4.13),
zq2ðzÞ½bg1;y; bgnþn1 T ¼Czq2ðzÞ½y1;y; yk; Sy1;y; SykT
¼CQ3ðzÞ½yrð1Þ;y; yrðl2ÞT þ CQ4ðzÞ
¼ bQ3ðzÞ½yrð1Þ;y; yrðl2ÞT þ bQ4ðzÞ;
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where bQ3ðzÞ ¼ CQ3ðzÞ; bQ4ðzÞ ¼ CQ4ðzÞAPoly½z: By the above equation and
Eq. (4.18),
½Inþn1 ;Bzq2ðzÞ½g1;y; gn; T%ygjð1Þ;y; T%ygjðnÞT
¼ bQ3ðzÞ½yrð1Þ;y; yrðl2ÞT þ bQ4ðzÞ:
Rewrite the above equation as
zq2ðzÞ½g1;y; gn; T%ygjð1Þ;y; T%ygjðn1ÞT
¼ ½ bQ3ðzÞ; zq2ðzÞB½yrð1Þ;y; yrðl2Þ; T%ygjðn1þ1Þ;y; T%ygjðnÞT þ bQ4ðzÞ:
Adding more vectors in the above equation, we have










The ﬁrst n rows in the above vector equation become
zq2ðzÞ½g1;y; gn
¼ P1ðzÞ½yrð1Þ;y; yrðl2Þ; T%ygjðn1þ1Þ;y; T%ygjðnÞT þ P2ðzÞ
and the remaining n rows become
zq2ðzÞ½T%ygjð1Þ;y; T%ygjðnÞT
¼ P3ðzÞ½yrð1Þ;y; yrðl2Þ; T%ygjðn1þ1Þ;y; T%ygjðnÞT þ P4ðzÞ;
where QiðzÞAPoly½z for i ¼ 1; 2; 3; 4:
If l2 þ n  n1pn or l2pn1; set
½by1;y; bynT ¼ ½yrð1Þ;y; yrðl2Þ; T%ygjðn1þ1Þ;y; T%ygjðnÞ; 0;y; 0T ;
we see that (4.10) holds. Thus we now assume
l24n1: ð4:20Þ
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where
½bf1;y; bfnþn2 T ¼ ½Inþn2 ;A½ f1ðzÞ;y; fnðzÞ; T%yf1;y; T%yfnT ; ð4:21Þ
and furthermore there exists a constant matrix E such that (as in (4.19))
½bf1;y; bfnþn2 T ¼ E½x1;y; xk; Sx1;y; SxkT : ð4:22Þ
Recall by (4.17),
fT%yfjðn1þ1Þ;y; T%yfjðnÞgCff1ðzÞ;y; fnðzÞ; T%yfjð1Þ;y; T%yfjðn1Þg:
We can write (4.21) as
½bf1;y; bfnþn2 T ¼ D½ f1ðzÞ;y; fnðzÞ; T%yfjð1Þ;y; T%yfjðn1ÞT
for some constant matrix D: By (4.22) and (4.12)
zq1ðzÞ½bf1;y; bfnþn2 T ¼ zq1ðzÞD½ f1ðzÞ;y; fnðzÞ; T%yfjð1Þ;y; T%yfjðn1ÞT
¼Ezq1ðzÞ½x1;y; xk; Sx1;y; SxkT
¼EQ1ðzÞ½xsð1Þ;y; xsðl1ÞT þ EQ2ðzÞ:
Since
dimfbfi; i ¼ 1;y; n þ n2g ¼ rank of F ¼ m; ð4:23Þ
the matrix D is of rank m: Let Dm be the matrix consisting of m rows in D which are
linearly independent. The above equation implies that
zq1ðzÞDm½ f1ðzÞ;y; fnðzÞ; T%yfjð1Þ;y; T%yfjðn1Þ
¼ bQ1ðzÞ½xsð1Þ;y; xsðl1ÞT þ bQ2ðzÞ
for some bQ1ðzÞ; bQ2ðzÞAPoly½z: Let að1Þ;y; aðm1Þ; n þ bðjð1ÞÞ;y; n þ bðjðm2ÞÞ be
the indexes of the columns in Dm which are linearly independent, here aASn; b is a
permutation of ðjð1Þ;y;jðn1ÞÞ and m1 þ m2 ¼ m: The above equation becomes
zq1ðzÞ½ fað1ÞðzÞ;y; faðm1ÞðzÞ; T%yfbðjð1ÞÞ;y; T%yfbðjðm2ÞÞT
¼ bQ3ðzÞ½xsð1Þ;y; xsðl1Þ; faðm1þ1ÞðzÞ;y; faðnÞðzÞ;
T%yfbðjðm2þ1ÞÞ;y; T%yfbðjðn1ÞÞT þ bQ4ðzÞ ð4:24Þ
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for some bQ3ðzÞ; bQ4ðzÞAPoly½z: Set
bx0 ¼ ½xsð1Þ;y; xsðl1Þ; faðm1þ1ÞðzÞ;y; faðnÞðzÞ; T%yfbðjðm2þ1ÞÞ;y; T%yfbðjðn1ÞÞ:
The dimension of the vector bx0 is l1 þ n  m1 þ n1  m2 ¼ l1 þ n1  m þ n: By (4.11)
and (4.20),
l1 þ n1  mol1 þ l2  mp0:
Thus the dimension of the vector bx0 is less than n: Let bx be the vector of length n;
bx ¼ ½bx0; 0;y; 0:
Using (4.24), (4.17) and a similar argument as in establishing (4.10), we have
zq1ðzÞ½ fað1ÞðzÞ;y; faðnÞðzÞT ¼ P1ðzÞbxT þ P2ðzÞ;
zq1ðzÞ½T%yfbðjð1ÞÞ;y; T%yfbðjðn1ÞÞ; T%yfn1þ1;y; T%yfnT ¼ P3ðzÞbxT þ P4ðzÞ;
where PiðzÞAPoly½z for i ¼ 1; 2; 3; 4: The is (4.9). The proof is complete. &
5. Proof of Proposition 1
Lemma 8. Let D be defined by (2.2). Let y be a fixed inner function and y not be a finite
Blaschke product. If there exists a finite rank operator Fy such that
Dðh1; h2Þ  Dðyh1; yh2Þ ¼ /Fyh1; h2S; ðh1; h2ÞAHN 	 HN; ð5:1Þ
then one of the following statements holds.
(a) There exists an inner function y0 such that Dðy0h1; y0h2Þ ¼ 0 for all
ðh1; h2ÞAHN 	 HN:
(b) There exist analytic polynomials piðzÞ; i ¼ 0; 1;y; n; not all of them being zero,
such that Xn
i¼1
piðzÞfiðzÞ ¼ p0ðzÞ: ð5:2Þ




piðzÞgiðzÞ ¼ p0ðzÞ: ð5:3Þ
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Proof. Set Fy ¼
Pk
i¼1 xi#yi where xi; yiAH
2 and dimfxi; i ¼ 1;y; kg ¼ dimfyi; i ¼
1;y; kg ¼ k: The assumption (5.1) is







for all ðh1; h2ÞAHN 	 HN: Thus

















































































By Lemma 7, the above equation implies either (4.9) or (4.10) holds. Without loss of
generality, assume that there exists a nonzero polynomial pðzÞ such that
zpðzÞ½ f1;y; fnT ¼ Q1ðzÞ½x1;y; xnT þ Q2ðzÞ; ð5:4Þ
zpðzÞ½T%yf1;y; T%yfnT ¼ Q3ðzÞ½x1;y; xnT þ Q4ðzÞ; ð5:5Þ
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where Q1ðzÞ; Q2ðzÞ; Q3ðzÞ;Q4ðzÞAPoly½z: Let l be a positive integer. It is clear that
zlP½hðzÞ ¼ P½zlhðzÞ þ qðzÞ;
where qðzÞ is an analytic polynomial in z of degree at most l: Thus by an abuse of
notation we can write (5.5) as
½P½zpyðzÞf ;y; P½zpyðzÞf T ¼ Q3ðzÞ½x1;y; xnT þ Q4ðzÞ:
Applying T%y to both sides of (5.4) and using the above equation, we have
P½yðzÞQ1ðzÞ½x1;y; xnT þ yðzÞQ2ðzÞ
¼ ½P½zpyðzÞf ;y; P½zpyðzÞf T
¼ Q3ðzÞ½x1;y; xnT þ Q4ðzÞ:
Since P½yðzÞQ2ðzÞAPoly½z; we have
P½ðyðzÞQ1ðzÞ  Q3ðzÞÞ½x1;y; xnT  ¼ Q5ðzÞ
for some Q5ðzÞAPoly½z: That is,
ðyðzÞQ1ðzÞ  Q3ðzÞÞ½x1;y; xnT ¼ Q5ðzÞ þ %z½k1ðzÞ;y; knðzÞT ð5:6Þ
for some kiAH2:
Let N be an integer such that
P½%zNQ1ðzÞ ¼ P½%zNQ3ðzÞ ¼ P½%zNQ5ðzÞ ¼ 0
and set Q#1 ðzÞ ¼ %zNQ1ðzÞ and Q#3 ðzÞ ¼ %zNQ3ðzÞ: Multiplying (5.6) by %zN ; we get
ðyðzÞQ#1 ðzÞ  Q#3 ðzÞÞ½x1;y; xnT ¼ %z½h1ðzÞ;y; hnðzÞT ð5:7Þ
for some hiAH2: There are two cases.
Case (a): Assume detðyðzÞQ#1 ðzÞ  Q#3 ðzÞÞ ¼ r1ðzÞa0 for some r1ðzÞAHN: Then
multiplying (5.7) by adjðyðzÞQ#1 ðzÞ  Q#3 ðzÞÞ yields
P½r1ðzÞ½x1;y; xnT  ¼ 0:
Let M be an integer such that
P½%zMzpðzÞ ¼ P½%zMQ1ðzÞ ¼ P½%zMQ2ðzÞ ¼ 0:
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It follows from (5.4) that
P½r1ðzÞzMzpðzÞ½ f1;y; fnT 
¼ P½zMQ1ðzÞr1ðzÞ½x1;y; xnT þ r1ðzÞzNQ2ðzÞ ¼ 0:
That is, for rðzÞ ¼ r1ðzÞzMzpðzÞAHN;
P½rðzÞ½ f1;y; fnT  ¼ 0:
We claim that there is an inner function y0ðzÞ such that
P½y0ðzÞ½ f1;y; fnT  ¼ 0:
Assume P½rðzÞf1ðzÞ ¼ 0; i.e., rðzÞf1ðzÞ ¼ zhðzÞ: Thus f1ðzÞ ¼ zhðzÞ=rðzÞ; so f1ðzÞ ¼
zy1ðzÞzh1ðzÞ for some inner function y1 and some h1AH2: Therefore,
P½zy1ðzÞf1ðzÞ ¼ P½zh1ðzÞ ¼ 0:
Similarly, P½zyiðzÞfiðzÞ ¼ 0 for some inner function yi; i ¼ 2;y; n: Set y0 ¼
zn
Qn
i¼1 yi: This proves the claim.
Case (b): Assume detðyðzÞQ#1 ðzÞ  Q#3 ðzÞÞ ¼ detðyðzÞQ#1 ðzÞ  Q#3 ðzÞÞ ¼ 0: We
expand the determinant as a polynomial in yðzÞ to get
detðyðzÞQ#1 ðzÞ  Q#3 ðzÞÞ ¼ yðzÞnrnðzÞ þ yðzÞn1rnðzÞ þ?þ r0ðzÞ ¼ 0
where riðzÞ; i ¼ 0; 1;y; n; are analytic polynomials; in particular
rnðzÞ ¼ detðQ#1 ðzÞÞ and r0ðzÞ ¼ ð1ÞndetðQ#3 ðzÞÞ:
Since yðzÞ is not a ﬁnite Blaschke product, riðzÞ ¼ 0 for i ¼ 0; 1;y; n: In particular
rnðzÞ ¼ detðQ#1 ðzÞÞ ¼ 0 or detðQ1ðzÞÞ ¼ 0: Let qi; i ¼ 1;y; n; be analytic polyno-
mials such that ½q1;y; qnQ1ðzÞ ¼ 0: Set q0 ¼ ½q1;y; qnQ2ðzÞ: Then by (5.4),
½q1;y; qnzpðzÞ½ f1;y; fnT
¼ ½q1;y; qnQ1ðzÞ½x1;y; xnT þ ½q1;y; qnQ2ðzÞ
¼ ½q1;y; qnQ2ðzÞ ¼ q0:
It follows that (5.2) holds. &
Now we are ready to present the proof of Proposition 1.
Proof of Proposition 1. We prove the proposition by induction on n: For the case
n ¼ 1; let y be an inner function which is not a ﬁnite Blaschke product. By
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assumption, there exists a ﬁnite rank operator Fy such that
Dðh1; h2Þ  Dðyh1; yh2Þ ¼ /Fyh1; h2S; ðh1; h2ÞAHN 	 HN: ð5:8Þ
By Lemma 8, there are three cases. Since the treatments of the second case and the
third case are the same. We will discuss the ﬁrst two cases.
In the ﬁrst case there exists an inner function y0 such that
Dðy0h1; y0h2Þ ¼ 0; ðh1; h2ÞAHN 	 HN:
Again by assumption,
Dðh1; h2Þ  Dðy0h1; y0h2Þ ¼ Dðh1; h2Þ ¼ /Fy0h1; h2S; ðh1; h2ÞAHN 	 HN
for some ﬁnite rank operatorFy0 : Proposition 1 holds with p ¼ q ¼ 1:
In the second case, there exists p1; p0 such that, p1f1 ¼ p0: Thus f1 is a rational
function in HN and H
zf1ðzÞ is of ﬁnite rank. Write Hzf1ðzÞ ¼
Pk
i¼1 zxi#yi where
xi; yiAHN are rational functions.















Proposition 1 holds again with p ¼ q ¼ 1:
Now assume Proposition 1 holds for n  1: By assumption (5.8) holds. By Lemma
8, there are three cases. We will discuss the second case since the ﬁrst case can be
treated as above and the third case is similar to the second case.
In the second case, without loss of generality, there exists analytic polynomials





Let N be an integer such that P½%zNpiðzÞ ¼ 0 and set qi ¼ zNpiðzÞ for i ¼ 0; 1;y; n:
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where qi is analytic. We claim that there exists a ﬁnite rank operator F such that for
ðh1; h2ÞAHN 	 HN;Xn1
i¼1
/qiðI  PÞ½zgnh1 þ qnðI  PÞ½zgih1; zfih2S




/ðI  PÞ½fzgnqi þ zgiqngh1; zfih2Sþ/Fh1; h2S: ð5:9Þ
The claim follows if we can show that
/ðI  PÞ½zgnh1; %zq0h2S ¼ /zgnh1; ðI  PÞ½%zq0h2S ¼ /F0h1; h2S;
/qiðI  PÞ½zgnh1; zfih2S ¼ /ðI  PÞ½qizgnh1; zfih2Sþ/Fih1; h2S;
/qnðI  PÞ½zgih1; zfih2S ¼ /ðI  PÞ½qnzgih1; zfih2Sþ/Gih1; h2S
for some ﬁnite rank operators F0 and Fi; Gi; i ¼ 1;y; n: We prove the existence of
F1: Since an analytic polynomial is a ﬁnite linear combination of the positive powers
of z; we can assume q1ðzÞ ¼ zm for some mX1: Note that




It is a straightforward to verify that
/zmðI  PÞ½zgnh1; zf1h2S










/ðI  PÞ½zgih1; zfiqnh2S
¼/ðI  PÞ½zgnh1; zfnqnh2Sþ
Xn1
i¼1








/ðI  PÞ½zgih1; zfiqnh2S
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/qiðI  PÞ½zgnh1 þ qnðI  PÞ½zgih1; zfih2S




/ðI  PÞ½fzgiqn þ zgnqigh1; zfih2Sþ/Fh1; h2S
¼D1ðh1; h2Þ þ/Fh1; h2S;




/ðI  PÞ½fzgipn þ zgnpigh1; ðI  PÞ½zfih2S:
For any inner function y; (5.8) holds by assumption. Therefore,
D1ðh1; h2Þ  D1ðyh1; yh2Þ
¼ Dðh1; qnh2Þ  Dðyh1; yqnh2Þ /Fh1; h2Sþ/FTyh1; Tyh2S
¼ /fTqn Fy  F þ TyFTygh1; h2S;
where fTqn Fy  F þ TyFTyg is of ﬁnite rank. By induction hypothesis on D1 for
n  1; there exists two polynomials d1; d2AHN such that
D1ðd1h1; d2h2Þ ¼ /Gh1; h2S; ðh1; h2ÞAHN 	 HN
for some ﬁnite rank operator G on H2: Therefore,
Dðd1h1; d2qnh2Þ ¼D1ðd1h1; d2h2Þ þ/Fd1h1; d2h2S
¼/Gh1; h2Sþ/Td2FTd1h1; q2h2S
¼/fG þ Td2FTd1gh1; h2S;
where fG þ Td2FTd1g is of ﬁnite rank. Proposition 1 holds with p ¼ d1 and q ¼ d2qn:
This completes the proof of Proposition 1. &
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