Abstract-In this paper we consider a local area network (LAN) of dual mode service where one is a token bus and the other is a carrier sense multiple access with a collision detection (CSMA/CD) bus. The objective of the paper is to find the overall cell/packet dropping probability of a dual mode LAN for finite length queue M/G/1(m) traffic. Here, the offered traffic of the LAN is taken to be the equivalent carried traffic of a one-millisecond delay. The concept of a tabular solution for two-dimensional Poisson's traffic of circuit switching is adapted here to find the cell dropping probability of the dual mode packet service. Although the work is done for the traffic of similar bandwidth, it can be extended for the case of a dissimilar bandwidth of a circuit switched network.
INTRODUCTION
In many communication systems, two or more traffic links are usually merged together to form a common trunk line or different types of traffic may share the bus or ring of a local area network (LAN). If a communication network is in statistical equilibrium and serving two or more different types of traffic, it can be modeled by the help of a multi-dimensional state transition diagram. The transmission of real time data, like audio or video, which needs a constant arrival rate in sequential order to play the signal instantly at the receiving end requires circuit switching. On the other hand, packet switching is more efficient for data, which can withstand delays (such as e-mails, word files, etc.). For example, if any link experiences two types of Poisson's offered traffic 1 A and 2 A , then a two-dimensional Markov chain is considered as the simplest solution. The solution of the two-dimensional Markov chain (both similar and dissimilar bandwidth traffic) can be obtained in tabular form [1] [2] [3] for a limited trunk case. A good example of multidimensional traffic is the mobile cellular network, where two different arrivals, (i.e., new originating and handoff arrival traffic) are prevalent, as summarized in [4] [5] [6] , where the bandwidth of both the traffic is the same since both are voice signals. If there is a provision of another offered traffic of a different bandwidth, say, if video/text/image data is added with the conventional mobile cellular system, then the system is known as a voice-data integrated network [7] [8] .
For non-Markovian traffic, the situation is different. For example, in packet switching, the information/message, regardless of content, type, or structure is converted into suitably-sized blocks, called packets. The sequences of packets from different information sources can share the common trunk and arrival of these packets (variable-bit-rate data streams) upon which a switch /router is routed to the appropriate outgoing link. In case of an appropriate router (because of huge traffic) being available, the packets are buffered or queued. After some instant of time (variable amount of delay), the outgoing link becomes free and the packets are routed to appropriate directions.
In this paper, we consider dual mode terminals of a LAN of BUS topology, where each terminal can send packets using either a token bus or a carrier sense multiple access with collision detection (CSMA/CD) protocol. We consider the packet traffic of a LAN that follows the M/G/1 model, where a packet may experience infinite delay since the size of the buffer is infinite. If a similarly offered traffic is applied to a limited buffer system, for example the M/G/1(m) model, some packets will be lost.
According to teletraffic theory, the probability of occupancy by a full buffer is the probability of loss of packets. The probability of delay and cell/packet loss is prevalent but it is a cumbersome task to determine the traffic parameters of a combined packet traffic stream [9, 10] . In this paper, the probability states of M/G/1(m) before normalization are evaluated and the corresponding analysis is presented in the next section. The triangular matrix of a two-dimensional Markov chain is built for token bus and CSMA/CD traffic. Finally, the triangular matrix is normalized and complete occupied states are selected. The sum of the complete occupied states gives the packet loss probability. Sometimes it is necessary to determine the cell loss probability of a finite buffer network, which is equivalent to a finite amount of delay of an infinite buffer network. The model used here can solve the condition of the determination of the length of the queue to keep the quality of service (QoS) equivalent to the delay of an infinite buffer case.
The paper is organized as follows: Section II deals with the theoretical analysis of determination of the mean delay of the Token BUS and the CSMA/CD traffic of the M/G/1 model. Section III provides the theoretical analysis of determination for the probability states and for the probability of cell loss rate of a finite buffer network. Section IV gives the results corresponding to a combined traffic model along with an example, and finally, Section V concludes the entire analysis.
THE PACKET TRAFFIC OF AN INFINITE BUFFER

Token Ring
In a token ring LAN, a special packet called a token (permission to access the ring) circulates among a number of terminals in a ring configuration as shown in Fig. 1 . Terminals get the opportunity to seize the token sequentially. Once the terminal gets the token, the terminal converts it to a busy packet with a destination address. After receiving the packet, the destination node sends the acknowledgment to the source node. Receiving the acknowledgment, the sending node generates a new token to be used by another station.
Under the independent Poisson's process, the mean message arrival rate at queue is assumed to be: 
; where  is the round trip propagation delay. The propagation time p T is the time elapsed from the beginning of the transmission of the message until the arrival of the first bit of the message at the destination. The mean transfer delay is:
. In Eq. (1), the negative (-) sign in the numerator of the second term of the right-hand side is for the exhaustive service (the server serves a queue of work station transmitting all of the data, including the date received during the transmission, until there is no message left in that queue) and the positive (+) sign for the gated service. (The server does a similar job only for the data that was waiting before the transmission began. In this type of service a gate is closed behind the waiting customer at the instant the server in that queue. The customers in front of the gate are served.) The transmission/service time S is the time elapsed between the arrival of the first bit of the message at the destination and the arrival of the last bit. 
Token Bus
The operation for token bus protocol is similar to that of the token ring. Here, instead of a ring, bus topology is used and the stations are ordered in such a way that they form a logical ring. The typical ordering of stations on a bus (token bus) is shown in Fig. 2 . Let the length of the bus be l and corresponding end-to-end propagation delay be  . Furthermore, let us consider that the mean message arrival rate at the queue according to the independent Poisson's process is: N /  , as mentioned in the previous subsection. Similarly, the switchover time is:
. For a token passing bus, we have
L is the length of the token in bits and b L is the bit delay by each station.
If the mean transfer delay is D, including waiting time W (queuing delay) at the sending station, if the service time of the message is S and if the propagation delay is p T , then the average of D can be written as:
In Eq. (2), the minus (-) sign is for exhaustive service and the plus (+) sign is for the gated service.
CSMA/CD Bus
In CSMA/CD, a node starts its transmission after sensing that there is no carrier in the bus, therefore, the collision of packets from simultaneous users are reduced. If the node finds the bus busy then it waits for a random amount of time and re-sensed the channel. If a node experiences collision during transmission it stops the transmission and waits for a random amount of time for retransmission.
Considering the M/G/1 queuing source, the mean delay will be: 
Entire analysis of the above network is done for the case of an infinite queue so the packet/cell will experience only a delay but no cells will be lost. We will check the cell loss rate of the above network for a finite queuing model. where B is the call blocking probability, c L is the cell length (53 bytes for ATM), p L is the payload length (48 bytes for an asynchronous transfer mode (ATM)), and c is the transmission speed. From Erlang's loss formula, the cell loss rate is given with the following expression:
CONNECTION ORIENTED PACKET SWITCHING OF M/G/1(M) TRAFFIC
where s is the number of virtual channels (VCs) assigned to the transmission line. According to [11] for M/G/1 system, we have the steady probability state:
where p j is the probability that j calls arrive during the service time.
The mean cell delay of M/G/1 traffic is:
where a = λh, λ is the packet arrival rate, h is the service time, and the parameter C is defined after Eq. ((10).
For the M/G/1(m) system, 0 *   j for j ≥ m+1 and Eq. (7) takes the following recurrence form:
Taking * 0
, we get: 
The cell loss rate is:
Form the Little formula, the mean cell delay co W can be written as:
where h c =L c /c is the cell transmission time and
. For a very small value of B or large value of m, the approximate formula of co W can be derived to be:
Equation (14) gives the approximate expression for the mean cell delay and can be derived using Little's formula and taking the mean residual service time 2 / c h and the waiting probabil-
To reduce the computational complexity, the above approximate equation, Eq. (14), for the mean cell delay, can be used instead of using Eq. (13) for a network of large buffer.
RESULTS
Fig . 3 shows the profile for carried traffic intensity (Erls/trunk) against the mean delay in mille-second (ms) for both CSMA/CD BUS and Token BUS by taking the length of the payload part of the packet as a parameter. For the length of the payload of a packet of 500 bits and a delay of 1 ms, the carried traffic intensity of CSMA/CD BUS is 0.53 Erls/trunk and that of the Token BUS is 0.66 Erls/trunk. The carried traffic for the two cases are decreased to 0.3 and 0.33 respectively when the length of the payload is increased to 800 bits. Now our aim is to determine the cell loss rate of the finite queuing system for the offered traffic intensity of 0.53 Erls/trunk of the CSMA/CD BUS and 0.66Erls/trunk for that of the Token BUS. This cell loss rate will be equivalent to the delay of 1ms for an infinite queuing system. Let us now consider the length of the queue of a router to be 7 and considering the arrival of two types of M/G/1 (7) traffic. Let the vector of probability states of CSMA/CD BUS be Q (for 0.53 Erls/trunk) and that of Token BUS be P (for 0.66 Erls/trunk). Applying the traffic model of M/G/1(m) of Sec. III, we determine the probability states for C j (before normalization) and put them in the following vectors: Now the vectors P and Q can be applied to a two-dimensional traffic model of the tabular form of [12] as shown in Table 1 (a) and (b) respectively.
From the above vectors and tables, we can easily determine the individual and combined system blocking probability. For only CSMA/CD BUS traffic, the blocking probability (from normalization vector P) is found to be B 1 = 0.00327. Similarly, only for Token BUS traffic, the blocking probability (from normalization vector Q) is found to be B 2 = 7.906E-05.
Let us now determine the overall/combined cell blocking probability when both types of traffic exist simultaneously on a BUS. The work can be done in the tabular form of a twodimensional traffic model of [13] as shown in Table 1 . In Table 1 (a) and Table 1(b), the probability states are determined before and after normalization. The sum of the complete occupied states provides the overall cell blocking probability. Thus, the overall blocking probability is found to be:
=1.08E-03, which is seen to be greater than the sum of the individual blocking probabilities. This happens because of the statistical distribution of the offered traffic.
CONCLUSION
The paper deals with the two-dimensional packet traffic of a M/G/1(m) case. Usually, the performance of two-dimensional packet traffic for a general service-time distribution case is analyzed by incorporating the Markov modulated Poisson's process (MMPP) model with M/G/1(m) traffic. Our present analysis has the flexibility of enhancement for a multi-dimensional dissimilar bandwidth case of packet traffic even for complete sharing or partitioning a call admission scheme. It has been demonstrated that the packet dropping probability of the combined traffic is much larger than the individual service case and is even larger than the sum of the individual service cases. This happens because of the statistical distribution of the occupancy of the states. This work can be extended for the case of a dissimilar bandwidth or three-dimensional traffic or even for star LAN. The work will be helpful for a network planar to select the capacity of the link for a LAN to maintain the desired QoS in multi-dimensional traffic services.
