Abstract-The increasing gap between processor and main memory speeds makes the role of the memory hierarchy behavior in the system performance essential. Both hardware and software techniques to improve this behavior require good analysis tools that help predict and understand such behavior. Analytical modeling arises as a good choice in this field due to its high speed if its traditional limited precision is overcome. We present a modular analytical modeling strategy for arbitrary set-associative caches with LRU replacement policy. The model differs from all the previous related works in its probabilistic approach. Both perfectly and nonperfectly nested loops as well as reuse between different nests are considered by this model, so it makes the analysis of complete programs with regular computations feasible. Moreover, the model achieves good levels of accuracy while being extremely fast and flexible enough to allow its extension. Our approach has been extensively validated using well-known benchmarks. Finally, the model has also proven its ability to drive code optimizations even more successfully than current production compilers.
INTRODUCTION
T HE correct understanding and exploitation of the locality in the caches is crucial for the performance of current computing systems. This is particularly true in large scientific and engineering codes. As a result, users either hand-tune their codes by themselves or let compilers do it automatically. No matter which approach they follow, an analysis of the interaction between the code and the memory system is required. Both trace-driven simulations [1] and profiling (using, for example, built-in hardware counters [2] , [3] ) are strategies that, although very accurate, provide very little information about the memory behavior besides requiring prohibitive computing times. Thus, computer architects have devoted increasing efforts to develop faster and reliable approaches. This way, current compilers use limited scope heuristics and simple analyses that, although often effective, lack the necessary generality and precision. Another field of research is the analytical models as they are very fast and they can provide much information on the code/memory hierarchy interaction. The models based on the analysis of the source code, rather than those based on a trace generated by that code, deserve special interest from our point of view. Unfortunately, the analytical approach has traditionally had two main drawbacks: little accuracy and a limited field of application. The former is a direct consequence of the inherently unstable nature of the cache behavior, very sensitive to small changes in a large number of parameters [4] , [5] , [6] such as code structure, problem sizes, base addresses, or cache layout. The latter drawback refers to a restriction either of the code structure or of the memory hierarchy that can be analyzed. Besides, models based on the code tend to be designed in a monolithic fashion that puts together several aspects of the analysis instead of separating the different steps. This lack of modularity makes it very difficult for their extension to handle a wide range of codes. Finally, it would be desirable that such models be suitable to be integrated in optimizing compiler environments. Such a possibility would provide automatic analysis of memory hierarchy behavior and its performance tuning by means of the corresponding prediction-based code transformations.
An accurate and fast model oriented to set-associative caches with LRU replacement policy that handles general loop-oriented codes is presented in this work. This model analyzes the cache behavior by generating one equation for each reference in each nesting level in order to estimate the number of misses generated by that reference in the corresponding loop. Such an estimation may be completely deterministic, as in most available memory analytic models, but, in general, it will be built on miss probabilities calculated by the model; this is why we talk about probabilistic miss equations. This is a major difference of our model with respect to all the previous related works in the literature. These equations take into account the different kinds of reuse that the references may have, including reuses from references in different loop nests. The model allows us to handle not only nonperfectly nested loops, but even whole programs, contrary to all the other works of this kind found in the bibliography at the time that this paper was submitted for review. This is particularly important since most misses may occur between loop executions [7] . Currently, a conservative limited approach is followed to estimate the value of this kind of reuse. Still, it has proven to be quite valid in our tests. Another important issue is the degree of modularity achieved in the design of the model. Different tasks have been identified, such as the calculation of the miss equations, the description of the regions accessed during a reuse distance, or the estimation of the associated miss probability. This modularity makes the model easier to expand in several ways. In particular, the decoupling among the model stages makes the integration of access patterns not considered yet much easier. This flexibility is illustrated here by extending the initial modeling environment to cope with access patterns generated by references inside triangular loops. Finally, it deserves mention that this model is much faster than the other models with similar degrees of accuracy.
The model has been integrated in the Polaris [8] compiler in order to drive source code optimization. The paper includes validations both of the accuracy of the predictions provided by the model and its usability for deriving program optimizations in order to reduce the execution time. Well-known codes from the SPECfp95 and Perfect Benchmarks collections were used in these validations. The absolute miss ratio errors achieved were almost always less than 1 percent and the average value of this error index in our experiments was about 0.12 percent. As for the speed, complete programs like tomcatv could be analyzed in a few dozen milliseconds in a 180MHz R10000. The accuracy of the model has allowed us to beat a highly developed production compiler (MIPSpro version 7.3.1.1m) when choosing tile sizes for these programs.
This work is structured as follows: The next section introduces the underlying modeling ideas on which our approach is based. Then, Section 3 shows how to develop a probabilistic miss equation providing the number of misses for each reference in a set of nested loops. The miss probabilities generated by the accesses performed during the given reuse distances are required input parameters for the miss equations formulation. Section 4 explains how to derive these probabilities. Model flexibility is shown in Section 5, where an example on how to handle triangular loops is presented. The predictions of the model are compared with the measurements generated by tracedriven simulations and hardware counters in Section 6; then, a practical application of the model in order to optimize real codes in real systems is shown in Section 7. Finally, related work is discussed in Section 8, followed by our conclusions in Section 9.
BASIC IDEAS
Misses can be classified as either compulsory or interference misses. Compulsory misses correspond to the number of different lines accessed, while interferences on a given line depend on the accesses performed between two consecutive accesses to such line. Let us consider the case of a K-way associative cache with LRU replacement policy. The probability of generating an interference miss when accessing a line corresponds to the probability that K (or more) different lines, mapped to the cache set associated with that line, have been referenced since its previous access. As a result, the misses generated by a given reference may be estimated through a formula that includes the number of different lines it accesses (for compulsory misses), as well as the number of line reuses it gives place to and the interference probability for such accesses (for interference misses). As we have explained, such probabilities depend on the cache area affected by the accesses performed between consecutive accesses to each line. This way, the problem of estimating the number of misses that take place in a given loop can be divided into three tasks: generating a miss equation for each reference (the number of misses generated by that reference is obtained as a function of the probability of miss in the reference reuses), calculating the regions of data accessed between such reuses, and, finally, mapping these regions on the cache to obtain their associated miss probability.
We have developed the algorithms to implement the previous ideas in nested loops like the one in Fig. 1 : Several arrays are accessed through references whose indexes are affine functions of the enclosing loop variables. Such references can be found in any nesting level, not just in the innermost one. The number of iterations of each loop is to be known at compile time and it is the same in each execution of the loop. In order to simplify our analysis, we shall consider arrays for which all the references are uniformly generated [9] , that is, their references only differ in one or more of the added constants. Other researchers have also focused on basing their cache analyses on these simple yet very common references [10] . Under these conditions, an estimation of the number of misses generated by each reference, in each nesting level, can be derived following some of the next simple principles:
. A direct relation can be found between a loop and a reference through the dimension the loop variable indexes (if any). This relation gives place to a function to estimate the number of misses for that reference during the execution of that loop. . When there are several references to a given array, most of the time there will be reuses of lines accessed by some of these references. Miss equations for loops in which these reuses happen will then not reflect the total size of such loops, but rather the number of iterations between reuses. . Given a reference and a number of executions of a given loop, the cache area affected by the associated accesses can be computed either analytically or through simulation (or following a mixed approach). This area can be used to estimate the probability of generating interferences that affect this reference or other ones. The reuse distances between references in nonperfectly nested loops can also be calculated or estimated following these steps. The same methods may be applied in those cases when the reuse distance between references in different nests is constant. This allows the modeling of complete programs when certain restrictions are met.
When discussing the limitations of our strategy, we must distinguish between the abstract ideas for analysis and representation and their implementation. As for the latter, it can lead to an automatic application of the model in a tool or require human intervention. This paper addresses the general concepts as well as a subset of our model for which we have found an easy automatic implementation. We acknowledge that several important applications exhibit access patterns like indirections, or nonuniformly generated references, that are not covered by this automatic implementation. Neither do we support the analysis of certain constructions like conditional statements. Even so, the key ideas of our model are also completely valid for the analysis of other types of frequent constructions in many scientific applications like irregular codes. For example, the authors have successfully modeled codes with extremely irregular access patterns [11] applying the same basic principles described in this work. The difficulty with irregular codes arises when automatic model implementation must be addressed.
Still, a wide range of array-based codes meet the restrictions of this automated approach and can thus be analyzed with our tool. This is proven in Sections 6 and 7, where the complete codes of standard benchmarks, or the most relevant parts of them, are analyzed. Besides, our modeling ideas are general enough to extend this initial range of the automatic implementation. Model expansion capabilities will be shown in Section 5, where loops with different number of iterations in different executions (like triangular loops) have been considered. Although not explained here, other kinds of loop dependences (like those of blocking) are currently supported by our tool, too (see validations in Section 6).
The modeling requires input data as the size of the loops, the indexes of the references, and so on. Many times these data are not available at compile time. On such occasions, an instrumentation of the code could capture such data at runtime, which is, for example, the approach of Delphi [12] . As for data locations, the model can use them if they are available, but it can also predict the memory behavior using a completely probabilistic approach that does not use them. This is further explained in Section 4.1.
Let us see now briefly examine the way our model implements the ideas of miss equations and miss probabilities in the following two sections.
PROBABILISTIC MISS EQUATIONS
The number of misses generated by a reference R to an array A during the execution of the loop in nesting level i can be expressed through a miss equation F Ri ðpÞ, where p is the miss probability in the first access of the reference to a line of this data structure during the execution of that loop. This parameter depends on the access pattern for this data structure in the outer loops from the same nested loop, or a previous loop in the case of nonperfectly nested loops, so it is to be calculated externally. This makes the calculation of F Ri ðpÞ natural in terms of F Rðiþ1Þ ðpÞ. During the analysis of loop i, we will be able to provide p for the immediately inner level i þ 1. Thus, we analyze each reference starting in the innermost level containing it, where F Rðiþ1Þ ðpÞ ¼ p, and finishing in the outermost level, where the number of misses is computed as F R0 ð1Þ. The reason is that there are no portions of the data structure in the cache when the code execution begins, so any first access to a given line results in a compulsory miss.
The miss equation for a reference is basically a summary of the number of accesses it generates that have a given reuse distance, multiplied by the probability of interference due to the accesses that take place during this distance. As a result, its construction is based on determining the different reuse distances that the accesses of this reference may have and how many of them are associated to each reuse distance. In our modeling environment, two main kinds of reuses may be distinguished: those that take place among the references inside a set of perfectly nested loops and those that take place among references found in consecutive (nonnested) loop nests. Both kinds of reuses will be analyzed in the following two subsections.
Let us start considering the calculation of F Ri ðpÞ for a reference that carries no reuse with other references (either uniformly generated or in loops in different nests). This means that R is the only reference to a given data structure inside nesting level i. The miss equation depends on the value of 0 Aj ¼ Aj d Aj (see Fig. 1 ), where j is the dimension indexed by I i , d Aj is the size of that dimension for the considered array, and Aj is the constant multiplying the variable in the affine indexing function. If I i is not used in the indexing of any dimension, we consider j ¼ 0, and 0 A0 ¼ 0. Then, we can calculate the number of different lines accessed by R due to the execution of loop i, L Ri , as
L s being the number of array elements a cache line holds. Notice that we are only taking into account the information and number of lines accessed due to this loop, not the ones it includes; this latter information is already contained in F Rðiþ1Þ ðpÞ, previously calculated. It is not possible to know in this nesting level the value of the miss probability p for the first access to each of these L Ri different lines. Anyway, we know that the remaining N i À L Ri accesses take place on these same lines and that they always have a reuse distance of one iteration of this loop. Thus, F Ri ðpÞ is given by
where Itði; nÞ stands for the memory regions accessed during n iterations of the loop at nesting level i and P R ðRegÞ is the interference probability that the access to region(s), Reg, generates on the accesses of R. Its calculation is explained in Section 4.
Example. In order to illustrate the modeling process, we will use the following simple loop, where the references have been numbered:
We will consider for our example a 2-way 1 Kword cache with lines of four words, a word being the size of an element of these arrays. According to our explanation, the miss equations in this loop for references R 2 , A(I+1), and R 3 , B(50,I), would be:
where we have used i ¼ 0 for the loop level and, as it is a loop that contains no other loops, F Rðiþ1Þ ðpÞ is just p. Reference R 1 , A 1 ðIÞ, is not modeled here because it carries reuse with R 2 , A 2 ðI þ 1Þ.
Reuse Due to Uniformly Generated References
When several references to the same array appear in a set of perfectly nested loops and they are uniformly generated, a systematic reuse arises among them. This reuse can be analyzed exploiting the fact that these references have a fixed distance among them. In the modeling scope we have established, all the references to the same array are uniformly generated. This means that they can only differ in the values of one (or several) of the A constants (see, in Fig. 1 , the affine functions that make up the indexes). Our strategy to derive the right miss equations is based on the calculation of the reuse distances between any two references that access a line consecutively: We will estimate the probability of getting cache hits due to the group-spatial reuse of this set of references, the group-temporal reuse being a subset of it [13] .
Our algorithm begins by sorting the < references in descending order of the position they access. The first reference carries no reuse as it is the first one to access any line in the loop, so its miss equations are derived following the method previously described in this section. For each one of the following references, all the loops are modeled in the same way except the one associated with the greatest dimension that changes with respect to the preceding reference. The reason is that this one will be the dimension in which the reuse takes place. This approach is completely accurate for references that only differ with the preceding one in the indexing of one dimension. When the references differ in the indexing of several dimensions, it simplifies the treatment of the problem while providing good estimations in the most usual cases. Such cases are those in which the variations introduced by the differences in the smaller dimensions are much smaller than those produced by the greater dimension.
A series of equations that classify the accesses generated by each reference with this kind of reuse attending to their reuse distance have been developed. Such equations and the way to use them to estimate the number of misses generated are explained in Appendix A.
Example. The miss equation for reference R 1 in our example loop would be given by the expression
The reason is that R 1 accesses the same line that R 2 accesses in 75 iterations, which precludes any possibility of a miss. In the remaining 25 iterations, the last access to the line took place in the previous iteration. Thus, for them, the reuse distance is Itð0; 1Þ, one execution of the loop we are considering.
Reuse due to References in Different Loop Nests
Now, we will study references that may benefit from the reuse of lines in the caches while being located in different nests. Let us take, for example, the situation depicted in Fig. 2 , where a series of loops named ði þ 1Þ k ; 1 k n enclose references to the same data structure A. In our example, the loops are enclosed inside common outer loops, but that is not required at all. Taking into account that the analysis is performed beginning with the innermost loop containing the references, the approach described so far can be applied to calculate separately the miss equations F Rðiþ1Þ k ðpÞ; 1 k n. The calculation of the miss equation in level i requires different considerations depending on whether the reference is inside the first nest that accesses the data structure (ði þ 1Þ 1 ) or any of the following ones (ði þ 1Þ k , k > 1).
The references inside any loop ði þ 1Þ k ; k > 1 generate a constant number of misses in each complete execution of that loop if they have a fixed reuse distance with respect to the references that access the same array in loop ði þ 1Þ kÀ1 . This way, the value of p required to compute F Rðiþ1Þ k ðpÞ for k > 1 can be estimated as p ¼ Internest miss prob ðði þ 1Þ kÀ1 ; ði þ 1Þ k Þ, being
where the [ operator is used to merge the regions belonging to the same data structure when possible. Analyzing (3), the interfering regions between two nests in sequence will be those accessed by the references between the two loops, Between loops ðl 1 ; l 2 Þ, and those generated during the full execution of the outermost loop inside loop l 1 (including it) that is not a reuse loop for the accesses to the analyzed array, NrðA; l 1 Þ. This approach is valid provided the accesses take place in the same order and to similar data structures in both loops. The estimation accuracy is particularly dependent on the similarity of the access pattern for the analyzed array. This is also a good approach when loop ði þ 1Þ k contains at least one reuse loop for the studied reference. If neither of these conditions holds, precision can be seriously affected. In this case, a deeper analysis may be required: The miss probability has to be calculated for each line, studying the accesses that take place between its last access in the preceding loop and its first access in the analyzed loop. A nonautomated modeling of this kind has already been developed by the authors in [11] .
The miss equations for the references in loop ði þ 1Þ 1 at nesting level i cannot be constants. They are in the first loop of the sequence that accesses the array A, thus the value of p in their miss equations depends on the accesses in the outer loops, as in the preceding sections. If there were no outer common loops, p would be one unless there were some previous nests where the same data structure was accessed. In that case, the corresponding miss probability would be calculated using (3).
Example. Let us consider the references to vector ZB in the loops in Fig. 3 , taken from the routine gridco of the benchmark hydro2d. The model starts analyzing separately the loops I 00 and I 01 to generate the miss equations for each reference. This procedure has been explained and illustrated in the preceding sections. When the immediately outer level is considered, the two loops are found to be in sequence and to access the common vector ZB. This means that there is a probability of getting reuses in the accesses to this vector in the second loop due to the accesses in the first one. This is taken into account to estimate the miss probability in each first access to the lines of this vector in the second loop, p, which constitutes the input parameter for its probabilistic miss equations. According to (3), the miss equations for the references to ZB in the second loop have p ¼ Internest miss prob ð0 0 ; 0 1 Þ ¼ Itð0 0 ; MPÞ. This way, the whole vector ZB is considered for self-interference, which is correct, and the whole vector Z is considered for cross-interference, which overestimates the miss probability. On the other hand, the references to the vector DZ are not considered as a source of interference that may affect the reuse between loops. Notice that the area of the cache footprint of Z that we are overestimating as a source of interference has exactly the same size as the cache footprint of DZ that is not being considered. This leads the probabilistic model to provide a good estimation of the available reuse in this case.
MISS PROBABILITIES
In this section, we shall deal with the problem of turning the reuse distances that appear in the miss equations into their associated miss probabilities. There are three steps involved in this process, as Fig. 4 depicts:
. In the first step, we describe the access pattern that the references inside the reuse distance follow. The indexes of each dimension are examined, together with the number of iterations during the reuse distance for each one of the loops that control these indexes. The shape and size of the region accessed by the references during the studied execution period can be obtained considering these two factors. . The second step lies in analyzing each one of these regions in order to describe mathematically its effects on the cache. This basically means applying formulas or algorithms that calculate the cache footprint of the region and its impact on the miss probability we are estimating. Simulation must also be used in case analytical tools are not enough to calculate this impact. . Finally, the complete effect on the cache results from adding the mathematical structures obtained in the second step for the different accessed regions. Regarding the first step, it may be accomplished following relatively simple algorithms, provided that the indexing functions are affine. Such algorithms just count the size of the regions accessed in each dimension and the distance among them. Their output (a memory region) may be represented using different notations: One possibility is described in [14] , but more general notations supporting more access patterns, like that of the Access Region Descriptors [15] , may be applied. Also, it must be taken into account that the regions accessed by different references to the same data structure will often overlap. As a result, it is necessary to merge them in only one region in order to avoid having overlapped memory regions considered several times as a source of interference.
Once the regions are described, the influence of their access on the cache must be estimated. Our model bases its approach to accomplish this on the access patterns that generate these regions. The reason is that we have found that, really, a few basic patterns account for the vast majority of the accesses in the kind of loops we are considering. This way, building formulas and algorithms as a function of the parameters of a given access pattern in order to estimate its influence on the cache seems to be a very general and modular answer. Appendix B shows the mathematical analysis we have developed for the two most common access patterns: the sequential one and the access to a series of regions of the same size with a constant stride among them. Formulas for more complex access patterns have already been presented by our group in previous works [11] . As we have mentioned before, if an access pattern is found for which no analytical methods have been developed, simulation may be used in order to calculate its footprint and impact on the cache. The footprint is represented using a vector notation no matter which method is followed to estimate it. Given a data structure, A, and a cache associativity K, we call S A ¼ S A0 ; S A1 ; . . . ; S AK the area vector associated with the accesses to A during a given period of the program execution. The element in the ith position of the vector stands for the ratio of sets that have received K À i lines of this structure. The exception is S A0 as it is the ratio of sets that have received K or more lines. This is, S A0 is the probability that the accesses to array A give place to an interference.
Two kinds of interference area vectors can be calculated for a given pattern. Self-interference area vectors contain the information required to estimate the miss probability on the reference(s) that access the region they depict. On the other hand, cross interference area vectors are generated by the accesses of the references to other regions. Fig. 5 illustrates these concepts with a simple footprint. We see that the cross interference area vector points out the ratio of cache sets that have received K or more lines (two in the example), the ratio of cache sets with one line, and, finally, the ratio of empty cache sets. On the other hand, the self-interference area vector reflects that no line of the region is competing with K ¼ 2 or more lines for the same set; additionally, six out of the 10 lines of this footprint compete with another line in the cache set they are mapped to and, finally, the rest of the lines (i.e., four lines) are assigned to sets where no other line is mapped. The calculation of both kinds of area vectors for a given access pattern is different, although they have many similarities.
Once the area vectors for the different regions have been calculated, they must be added to get the global area vector. The following section describes the approach to do this taking into account the relative positions of such regions.
Example. Now, we can complete the miss equations developed in our example from Section 3.1 by including, at this point, the miss probabilities calculation. Both F R10 ðpÞ and F R20 ðpÞ depend on the miss probability due to the regions accessed during one iteration of the loop on the line they access. In this case, in each iteration of the loop, two consecutive elements from A and one element from B are accessed. Both regions can be modeled as a sequential access following the explanation in Appendix B. Applying (14) and considering the parameters of the example cache, we estimate the corresponding cross interference area vectors during one iteration as: S cross A Itð0;1Þ ¼ S s ð2Þ ¼ ð0; 1:25=128; 126:75=128Þ for matrix A, and S cross BItð0;1Þ ¼ S s ð1Þ ¼ ð0; 1=128; 127=128Þ for matrix B.
The self-interference area vectors for both data structures would be ð0; 0; 1Þ as neither of these regions interferes with itself in the cache.
Adding Area Vectors
Several data structures may be referenced between two consecutive accesses to a line of the array we are studying. This implies the need for a mechanism to add the area vectors associated with the references to each of these structures in order to get a global interference area vector. Given two area vectors S U ¼ ðS U0 ; S U1 ; . . . ; S UK Þ and S V ¼ ðS V0 ; S V1 ; . . . ; S VK Þ, the union area vector S U [ S V that comprises the accesses corresponding to both area vectors is defined as
This method is based on the addition as independent probabilities of the area ratios, which means that it does not take into account the relative positions of the program data structures in memory. Then, the model precision can be improved by modifying the original interference area vector using the overlapping coefficient of a given structure with the one whose behavior is being modeled. Given two structures A and B, with sizes T A and T B , the overlapping coefficient between them, OverðA; BÞ, is defined as follows:
where ComðA; BÞ is the number of cache sets that may contain lines belonging to both structures, L s is the line size, and N K is the number of cache sets. Fig. 6 helps understand these concepts. The value of ComðA; BÞ depends both on the sizes and the relative positions of these structures. On the other hand, when the areas to add are uniformly generated, that is, when they move with the same stride in consecutive iterations of the loop we are considering, the calculation of the overlapping coefficient is optimized considering such areas instead of the whole data structures. When adding an area vector S B to the global area vector that stands for the interferences with structure A, the following scaling is performed:
When both the interfering reference and the reference whose behavior is being modeled have a sequential access, a completely different method may be applied. A simple algorithm that gives the average number of interference lines is used. It takes into account the relative position of the data structures, so it does not require the calculation of the overlapping coefficient. Both this algorithm and the calculation of ComðA; BÞ are not included here due to space limitations.
Effective use of these extensions to take into account the relative positions of the data structures to scale their area vectors can be determined by a switch. In this way, they can be disabled when there is no information about such positions.
Example. The final step to estimate the miss probability lies in adding the area vectors we calculated previously for our ongoing example. Both P R 2 ðItð0; 1ÞÞ and P R 1 ðItð0; 1ÞÞ are the first element resulting from the addition of S cross B Itð0;1Þ and S self A Itð0;1Þ . Its value is 0, so the final expression for the miss equations of the three references in our example code is: F R 1 0 ðpÞ ¼ 0, F R 2 0 ðpÞ ¼ 25 Á p ,and F R30 ðpÞ ¼ 100 Á p.
AN EASILY EXPANDABLE MODEL: TRIANGULAR LOOPS
Triangular loops are usually found in different types of codes, but the modeling scope we have explained so far cannot handle them. Let us see how to extend it in order to consider the kind of access patterns such loops generate. Obtaining the miss equation for a given reference in a triangular loop brings up a particular problem as that loop has a different number of iterations in each execution. Fortunately, this value ranges from 1 to N j , where j is the level of the controlling loop. Then, the average value of this number of iterations (N j =2) can be used to calculate the miss equations using just the same expressions considered up to now for the regular loops.
On the other hand, the area accessed by a reference in which one of the dimensions is indexed by the variable associated to a triangular loop can be described in a way that is similar to the one associated with an access to regions with a constant stride. The difference is that the size of such regions either increases or decreases a constant number of elements in each new region. Besides, such change in the size of the region can take place either at the end or at the beginning of each region. Let us take as an example the forward substitution code shown in Fig. 7 . During its execution, N À i þ 1 elements of column i, 1 i N, of matrix A are accessed. Besides, the first element accessed in column i is in row i. As a result, this code accesses N regions of decreasing size, taking the place of this decrement (of one element) at the beginning of each new region.
In this case, the estimation of the area vector associated with this kind of pattern has been performed through a simulation that provides the relative positions of the regions on the cache. For the calculation of area vectors associated with only one execution of the triangular loop, some The number of iterations to sample may be regarded as a parameter of the model to achieve a tradeoff between modeling time and estimation accuracy.
MODEL VALIDATION
Two kinds of tests were made in order to check the accuracy of the model. As a first stage, model estimations were compared with the results of trace-driven simulations on a series of standard benchmarks from the SPECfp95 and Perfect Benchmarks suites. Then, comparisons with the number of misses measured on a real system could be made thanks to the use of the built-in hardware counters of an SGI Origin 200 platform.
Analytical Modeling versus Trace-Driven Simulations
The main validation of our model has been performed comparing the number of misses it predicts with the values measured using trace-driven simulations. We have developed, for this purpose, a very optimized simulator that has been extensively validated using the dineroIII simulator [16] . In this way, we have applied both approaches to a series of codes using a wide variety of combinations of cache parameters. Besides, for each combination, several simulations were performed changing the value of the data structures base addresses using a random generator. Table 1 shows the codes from the SPECfp95 and Perfect Benchmarks suites used in our trials, including the resulting number of loops and references analyzed (Loops and Refs columns, respectively). The percentage of the program execution time associated with these codes and the average validation results are also shown (Á MR , Á NM , and '). In the case of the two first SPECfp95 programs, we have analyzed the whole code, while, in the remaining codes, we have chosen the most CPU time consuming routine. In those cases where such a routine calls other routines, they have been inlined in the calling routine. It deserves mention that only one loop could not be analyzed in the code sections chosen because its limit was computed at runtime (loop 237 in the bdna-actfor subroutine); besides, several of these codes included triangular loops. Four SPECfp95 benchmarks were not analyzed due to different reasons: In turb3d and apsi, most demanding loops are very small and, so, they generate very few misses; fppp main routines contain many nonregular loops and conditional sentences; finally, wave5 has many indirect accesses, not suitable for our modeling techniques.
Two kinds of metrics have been calculated for each cache parameter combination: Á MR , which is based on the miss ratio (MR), and Á NM , based on the number of misses. The first metric is the average of the differences between the predicted and measured miss ratios obtained for each combination of array base addresses tried for each cache; Á NM is the average error in the prediction of the number of misses in these trials expressed as a percentage of the number of measured misses. Both the miss ratio differences and the percentage error in the prediction of the number of misses were taken in absolute value to calculate the averages so that negative and positive values did not compensate each other. The typical deviation, ', of the number of measured misses in the simulations expressed as a percentage of the average number of measured misses, is also taken into account to help understand the memory behavior of the algorithms.
The trials show that miss ratio errors (Á MR ) are very good, with a maximum average value of only 0.36 percent. The average error relative to the number of misses takes relatively larger values mainly for two of the codes (bdna-actfor and mdginterf): As their ' points out, these are just the codes where the number of misses experiences large variations depending on the relative positions of the data structures. We can see that the magnitude of their error is similar to this standard deviation, which means that, although the prediction has a relative large error, it takes values within the usual range of misses. Notice also that large relative deviations take place in codes with small miss ratios: Memory hierarchy is working better and the small number of misses turns an error of a few misses into a very large relative error. This behavior is related to the probabilistic nature of the model: The smaller the size of a given problem, the smaller the accuracy that can be expected from a probabilistic estimation on that problem. Anyway, we must not forget that, for the other codes, Á NM exhibits excellent values. In fact, Fig. 8 proves the high precision of the model for some caches with different sizes and degrees of associativity: su2cor-matmat was not included because of its reduced number of misses; on the other hand, the number of misses generated by tomcatv, swim, and bdna-actfor have been scaled to fit in the plot. In this figure and the following ones, C s and L s denote the cache size and line size (in array elements, which we abbreviate as words), respectively, while K is the degree of associativity. This way, for example, if the array elements are double precision floating-point values (8 bytes), the 4Kw-4-2 configuration corresponds to a 2-way set associative cache of 32 Kbytes with lines of 32 bytes.
Figs. 9 and 10 show the miss ratio deviations, Á MR , and modeling times for the same cache configurations, respectively. All the times reported in our experiments are measured in our SGI Origin 200 server with 180MHz R10000 processors. The times in Fig. 10 refer only to the model execution itself, so they do not include the time required by the Polaris compiler to read the file, parse it, etc., which ranges from 0.2 seconds for su2cor-matmat to almost 2.5 for bdna-actfor. The difference between the analysis times corresponding to bdna-actfor and mdg-interf and the remaining codes is due to the sampled simulations required to study the triangular loops these two codes include. Still, the modeling times are at least one order of magnitude faster than the simulation (and even the execution). For example, it takes at least 2,300 seconds to simulate tomcatv (the time depends on the simulation parameters) and 192 seconds to execute it.
Analytical Modeling versus Hardware Counters
Some architectures include hardware event counters that can be used to measure the number of misses in the caches during the execution of a given program. This is the case of the SGI Origin 200 server we have used for our tests. Taking advantage of this feature, the counters of this machine have been used to compare the predictions of our model not just with trace-driven simulations, but with the behavior of a real system. Fig. 11 shows the evolution of the number of misses measured for a test code in the first and second level caches and compares it with the prediction of the model. Our system has a first level 2-way associative data cache of 32 Kbytes with lines of 32 bytes and a second level 2-way associative unified cache with lines of 128 bytes. The test code, a matrix-matrix product with blocking in the three dimensions, was executed trying 3,375 different block combinations for 1; 000 Â 1; 000 double precision floatingpoint matrices. The optimization level chosen for the compiler was -O2 so that it did not modify the access pattern. The horizontal axes in both parts of the figure stand Both trace-driven simulations and hardware counters pointed out a good level of accuracy for the model, so we thought that the next natural stage would be to try to use it to drive automatic optimizations. We have chosen the problem of selecting the optimum size for a blocking due to its degree of complexity and the large number of possible solutions. This way, a module to choose the optimal block size when applying the blocking technique was built in the Polaris environment and the execution times obtained using the blocks proposed by the model were compared with those obtained by a current good production compiler. The trials in the preceding section measured the precision in terms of number of misses in a given cache configuration, but, when tuning performance, we have to cope with the time spent in the whole memory system. Thus, we extend the model both to consider a whole memory hierarchy and to translate the number of misses generated in each level into time. Each memory hierarchy level i of a given system is specified to our model by means of C s i , L s i , and K i , and a new parameter W i , the relative miss penalty. The values of such parameters can be obtained either from the manuals of the architecture or using microbenchmarking [17] . Then, the cost of a given block B in a system with L levels can be computed as
where function M provides the number of misses the model estimates for a given cache level and block. The estimation of the block size leading to the minimum execution time requires taking into account both the stalls due to cache misses and the computation cycles, which implies the need for a CPU model. As this is beyond the scope of our work, we took the CPU model of Delphi [12] , which is already integrated in Polaris [8] . The CPU computation cycles predicted by Delphi were added to the stall cycles due to the misses predicted by our model in order to estimate the total number of execution cycles for a given code. The platform chosen for this set of experiments was the SGI Origin 200 due to two reasons: We know the CPU parameters that Delphi requires for the R10000 and the availability of a good compiler (MIPSpro version 7.3.1.1m), with many flags that allow control of the optimization and code generation process.
The procedure to perform this experiment was the following: Each code was first fed to the MIPSpro compiler in such a way that it decided where to apply blocking, as well as the size of the block using the -O3 optimization level. The resulting code was then analyzed and rewritten by Polaris, modifying the block sizes and the sentences related to them according to the predictions of our tool. The set of block sizes evaluated by the tool for each dimension of size N were the original value proposed by the compiler and the blocks with sizes dN=ie (for 0 < i 128), discarding those values that differ in less than three units. It also deserves mention that the model was run without taking into account the relative position of the data structures, just using pure probabilities. It is obvious that this mode is less accurate as it has less information to perform the modeling. This conservative approach has been taken because our algorithm is not running in the MIPSpro compiler, so it really has no information at all about where it is going to locate the different data structures.
The experiment was applied to all the codes in Table 1 , but the MIPSpro compiler only chose to apply blocking in five of then: tomcatv, swim, hydro2d-filter, bdna-actfor, and flo52-eflux. We must point out that these codes can only benefit from reuse in the borders of the blocks, and not in the whole block, as is the case in the typical example of the matrix-matrix product. Besides, the workset of the loops blocked in the two last codes fits in the second level cache of our processor (1 MByte). As a result, large improvements in the execution time cannot be expected by optimizing the size of such blocks. Unfortunately, the execution time of the loops modified in the last three codes is so small that it is very difficult to measure them alone with a certain meaning. This problem was overcome using the whole hydro2d, bdna, and flo52 programs to make the measurements, just changing the block size(s) in the places where the compiler chose to apply blocking in the mentioned routines. Fig. 12 shows the percentage of improvement in the execution time obtained applying our tool with respect to the one obtained with the MIPSpro compiler using the -O2 and -O3 optimization levels. Except for one case, our tool always improves the execution times, although, as expected, there are no big improvements, mainly due to the reasons mentioned above. Anyway, we feel that the improvements are quite good, taking into account that only one column and/or row of the blocks can be reused and that we are comparing with the results of a highly developed production compiler. The prediction for hydro2d is inaccurate because, inside one of its tiled loops, there is a sequence of two loop nests (generated by compiler transformations) that do not fulfill the conditions specified in Section 3.2. Namely, both nests access the same arrays, but completely different parts of them. The current version of our tool calculates the regions of the arrays accessed in each different nest, but they are not compared to adjust the amount of real reuse available. Rather, it assumes that both nests access the same region of each array. There is no conceptual complexity in adding this check to our tool and adjusting correspondingly the reuse, so this feature could be implemented if that case were found to be more usual than what we initially expected.
There are several points that make very difficult to compare our approach with the traditional algorithms for tile size selection [4] , [18] . First, such algorithms only focus on the memory hierarchy behavior, while our approach is the first one that takes into account the CPU time too, as far as we know. This happened to play an essential role as ignoring it (this feature can be disabled) leads the tool to choose very small blocks that have the maximum reuse, but that require too high computing overheads to manage them. Another important point is that these algorithms can consider just the parameters of one cache to choose the block size, while our tool takes into account all the levels of the memory hierarchy at once to make the selection. Furthermore, these strategies are specifically devoted to driving the optimization of choosing a good tile size, while the tool used in this experiment is just a particular application of a general memory hierarchy behavior prediction system that can be used for many other purposes. No less important is the fact that these algorithms look for block sizes that can keep the whole block in cache between reuses, but the blocks found in these codes only reuse their borders, so it is only interesting to keep the last row and/or column. Finally, these approaches only consider a block of one given matrix and they pay little or no attention to its interaction with other data structures, which could include other blocks generated by the dimension partitioning implied by blocking. Nevertheless, such interferences must be taken into account, particularly as the dimension tiling may simultaneously affect many arrays accessed in the same nesting (up to seven in these codes), giving place to many blocks interacting in the caches. This is not a problem for our tool because of its general approach.
RELATED WORK
Many of the first attempts to try to understand and improve the memory hierarchy performance used trace-driven simulations as research tool [16] , [19] , [1] . Still, given the limitations of this approach, several works have been devoted to building analytical models to try to estimate this performance. Most of them were based on the use of traces, with the drawbacks explained in Section 1. Thus, Agarwal [20] obtains access probabilities to code blocks from traces and aims his model at the estimation of the performance in a multiprogrammed system, paying special attention to the O.S. Also, the model described by Quong in [21] (gap model) is applied to probabilities extracted from particular executions of programs. It is based, as is our model, on the calculation of the mean area accessed between two references to the same block. However, that work focuses on the estimation of the miss rate in the access to the instructions of a program, grouping them into blocks.
Unlike the previous two works, which consider both direct mapped and associative caches, Buck and Singhal [22] study a fully associative cache with LRU replacement. It is based on the IRM model (Independent Reference Model), which assumes an access probability to each block that is constant in time. This simplifies the model, reducing its application domain. Jacob et al. in [23] work with fully associative caches and build a model based on traces aimed at the optimization of the memory hierarchy. In particular, the optimal sizes of each level of the hierarchy are derived.
A number of analytical models based on the code structure have been developed, although they all have some limitations. For example, [24] tries to estimate the hit rate on a fully-associative LRU cache. On the other hand, [25] considers an arbitrary degree of associativity, but it estimates the number of different lines accessed by the references in a given loop nest rather than the real number of misses. Similarly, [10] estimates the total number of lines accessed by a given code to drive a series of compiler optimizations. These approaches are often misleading as they do not consider conflict and capacity misses, which may play a very important role.
An analytical model based on the code that considers all the kinds of misses and can be applied to general numerical codes is presented in [6] , although it is restricted to directmapped caches and we do not know of any automatic implementation. More recently, [26] and [27] have overcome some of these limitations. The first one is based on the construction of Cache Miss Equations (CMEs), which are a system of linear Diophantine equations where each solution corresponds to a potential cache miss. Although CMEs can be generated in a few seconds for standard benchmark programs, using them to try to predict or optimize the cache behavior seems to have heavy computing requirements. On the other hand, the modeling times reported in [27] are very similar to those of our approach, but our tests show that the error of our model is usually between two and three times smaller using the example codes they propose. Besides, both works share a common limitation that we have overcome: Their modeling is suitable for regular access patterns in isolated perfectly nested loops and it does not take into account the probability of hit in the reuse of data structures referenced in loops in different nests. This is a very important issue, as [7] points out.
Concurrently to our work, two other works have appeared that have addressed the cache behavior prediction problem. Presburger formulas are used by [28] to derive exact miss counts. The model can analyze imperfect loop nests, certain conditional statements, and nonlinear data layouts. On the other hand, only modest values of associativity can be handled. Besides, it seems too costly to drive compiler optimizations for realistic codes. The behavior of complete codes with regular computations can also be predicted by [29] . This work is based on an extension to [13] for quantifying reuse and also uses the CMEs formulation [26] for characterizing cache misses. After a comparison with respect to our model, we have found that both models achieve similar accuracies, while ours is between one and two orders of magnitude faster. As an added benefit, our model is able to predict the behavior of a code without knowing the base addresses of the data structures.
Some other tools recently designed like Delphi [12] and SPLAT [30] analyze codes both through runtime profiling and analytical models. Delphi bases its model on stack distances by generating stack histograms for each individual loop nest. This restricts the accurate estimation to fully associative caches with LRU replacement policy, although it includes a probabilistic approach to handle general setassociative caches, and makes it lose the information of reuse between different loop nests. On the other hand, it also includes a model for indirect accesses and a CPU model. We have used the latter in Section 7 as a complement to our model to estimate real computing times. The locality analysis in SPLAT uses a series of phases: In some of them (volume phase), the cache behavior is considered to be similar to that of an LRU fully associative cache, while, in others (interference phase), the model focuses only on direct-mapped caches. Still, it relies on the CMEs to estimate the behavior of set-associative caches. Both tools require computing times to perform their analysis which are typically several orders of magnitude larger than those of our tool. In both cases, prediction errors are usually similar or larger than ours, but only considering codes in which the vast majority of the accesses are sequential, like tomcatv and swim. This kind of codes better suit their modeling of a set-associative or direct-mapped cache as a fully associative one. Experiments using the matrix product with blocking, a code which presents a larger variety of access patterns, reported large deviations in the predictions of Delphi (we had no access to SPLAT), while our model generated very good predictions, as we have already shown.
CONCLUSIONS
A fast and flexible analytical modeling technique to study the memory hierarchy performance has been described. It has been built in a modular way based on the main concepts of a miss equation for each reference and nesting level and a miss probability for each access to a given line. The miss probabilities depend on the cache areas affected by the references between the reuses of a line, which are represented using the unified notation of the area vectors. This gives place to many structural advantages not illustrated in this work because they seem clear when one carefully studies the way the formulas are built. For example, it allows us to estimate the number of misses for each reference and each given loop. The use of the area vectors also allows the study of the relative contribution of each different data structure, or even individual reference, to the miss probability of the accesses generated by any reference. Other advantages which are not so obvious, like the ability to take into account the probability of hit due to reuses of data accessed in previous loops, which enables the analysis of nonperfect loop nests and even complete programs, have been illustrated here.
This model can be easily extended thanks to its modularity by developing the miss equations and area vectors associated to new access patterns, as we have shown with the extension devoted to handle triangular loops. These calculations may be performed either analytically or through simulations that can be sampled to reduce their computing requirements. The probabilistic nature of the model allows it to handle nonregular access patterns like those generated by indirections, which are precisely those for which it was originally designed [11] . The modeling of irregular access patterns is based on the same basic ideas explained in this paper (reuse distances, area vectors, etc.). The main difference is that these patterns give place to different algorithms to estimate their impact on the cache and the probabilistic miss equations are also more complex. The difficulty for analyzing this kind of codes has precluded us by now from developing an automatic tool that handles them, but it is completely feasible to build a model to estimate the behavior of a program with regular and nonregular access patterns. In fact, all the codes analyzed in [11] also include very regular access patterns such as the sequential one.
The systematization achieved in the subset of the model oriented to regular access patterns has allowed its implementation inside the Polaris compiler infrastructure. This allows us to apply it automatically, which turns it into a powerful tool for system designers and programmers.
Validations using trace-driven simulations and built-in hardware counters were performed. These experiments showed that, although relatively large errors may arise in the number of predicted misses (usually when the miss ratio and the number of misses are very small), such predictions are still very reasonable and the average accuracy of the model is very good. On the other hand, the times required by our model to generate the predictions are very small in comparison not just with the simulation times, but even with the compilation and native execution times. Both facts encouraged us to use the model to derive optimal block sizes using the parameters of a real system memory hierarchy. Successful results were achieved and a current production compiler was outperformed when real codes were chosen from the SPECfp95 and Perfect Benchmarks suites.
We are considering three directions for our future work: extending our approach to provide more accurate, general, and robust support for modeling the reuse among multiple nests, developing miss equations and algorithms to calculate the area vectors associated with new access patterns, and building more modules that use our model to provide performance estimations and drive code optimizations.
APPENDIX A EQUATIONS FOR UNIFORMLY GENERATED REFERENCES
Once the uniformly generated references have been sorted by descending order of their associated access position, a fixed set of formulas can be applied to calculate the number of accesses they generate with a given reuse distance. Let Aj be the value of the added constant in the indexing function of dimension j for references R (the one we are studying) and . There may be positions that are accessed in the same iteration both by the present reference and the one analyzed in the previous step. The number of positions of this kind N same is estimated as
where q stands for the address of the first access modulus , ¼ ð 0 Aj À Aj Þd Aj and x þ ¼ maxf0; xg.
The interference probability in the access to these positions only depends on the accesses between both references in the same iteration. We shall denote this memory region as Between refs ðR 1 ; R 2 Þ, R 1 being the first reference to appear in the code. . Another possibility is that the reference we are studying accesses the same cache line in consecutive iterations of the loop i without there being reuse due to accesses of the previous reference in the order (because it is accessing a different line). In this case, the interference probability is associated with a full iteration of the loop we are studying. There are N self positions of this kind
where Alignða; b; cÞ ¼ b þ dða À bÞ=ce þ c. . Although the previous reference in the order has a greater value of Aj , there may be lines that such reference access and the one we are studying does not. Let us take, for example, 
where 
On the other hand, there are = maxf 0 j ; L s g positions at the beginning of the accessed area that are never accessed by the preceding reference. As a result, the number of misses on them can be estimated as F Rðiþ1Þ ðpÞ.
Putting it all together, the number of misses generated by reference R in loop i is given by:
APPENDIX B ANALYSIS OF TWO COMMON ACCESS PATTERNS
The formulas and algorithms developed to estimate the cross interference area vectors associated to the sequential access and the access with a constant stride are presented here. Self-interference area vectors are not included due to space limitations, but their calculation is similar.
B.1 Sequential Access
The sequential access to n consecutive words generates a cross interference area vector S s ðnÞ: 
B.2 Access with a Constant Stride
As for the second pattern, the estimation of its area vector is performed through a mixed method that involves the calculation of the starting and ending points of each region on the cache. From this we obtain the arithmetic mean of the number of lines mapped to each cache set. The corresponding area vector is obtained from these values. Let us consider the access to N R regions of size T R with a constant stride S R between two consecutive regions. In the first step, the positions C i and F i corresponding to the start and the end of each region in the cache are calculated, considering that: 
where C s is the cache size and K is the degree of associativity. From now on, C sk ¼ C s =K. In two vectors, CV and FV of size C sk , initialized to zero, we add one unit for each position associated with a C i or an F i , respectively. They are then analyzed calculating the average number of lines of the access corresponding to each set of L s positions in these vectors, that is to say, to a line of a cache set. Three values are used to do this. The first one is given by:
i¼C sk ÀðT R À1ÞmodC sk CVðiÞ ð16Þ
that stands for the number of lines corresponding to different regions that are guaranteed to be associated with the first set in the considered cache. These lines come from all of the regions if T R ! C sk , which is the first term in the addition, and/or from those regions that start in the preceding sets and whose end has not been reached. For a set starting in position j, this value is recalculated as:
On the other hand, we have L F ðjÞ, the average number of lines associated with regions that end in the set starting in position j of the cache having chosen C 0 ¼ 0, but that, with shifts C 0 ¼ 1; . . . L s À 1, might finish in the next set. It is calculated as:
The number of regions that start in a given cache set must be taken into account to calculate the average number of lines associated to it. This requires using a weight similar to the one used in (18) to take into account the possibility that, with different starting positions for C 0 , the regions start in the next set. This value, L C , would be calculated for each set starting in position j as:
We are now in a position to calculate the average number of lines associated to the cache sets starting in positions j ¼ 0; L s ; . . . ; C sk À L s as:
Finally, the cross interference area vector associated with this access would be calculated from these values as:
because an average of LðiL s Þ lines will be mapped to the ith cache set and the cross interference area vector associated with an interference with n different lines is S s ðnC sk Þ. . For more information on this or any computing topic, please visit our Digital Library at http://computer.org/publications/dlib.
