Objective: To calibrate and correct the gradient errors including gradient amplitude scaling errors, background/imaging gradients, and residual gradients in diffusion tensor imaging (DTI). Methods: A calibration protocol using an isotropic phantom was proposed. Gradient errors were estimated by using linear regression analyses on quadratic functions of diffusion gradients along 3 orthogonal directions. A 6-element total effective scaling vector is generated from the calibration protocol to retrospectively correct gradient errors in DTI experiments. Results: The accuracy of the calibration protocol was within 1% or less in estimating gradient scaling errors. On both the brain study and the computer simulations, the retrospective correction minimized undesirable estimate biases of DTI measurements due to gradient errors. Conclusion: The protocol and retrospective correction are shown to be effective. The method may be used for prospective correction if actual diffusion-gradient waveforms are available. The methodology is expandable to general diffusion imaging schemes.
D
iffusion tensor imaging (DTI) is a noninvasive magnetic resonance imaging method for measuring microstructural information about biological tissues. 1, 2 The clinical and research applications of DTI are rapidly expanding. The trace of the diffusion tensor (DT) describes the magnitude of diffusion in tissues. Measures of diffusion anisotropy appear to be highly sensitive to changes in tissue microstructure. Further, white matter tractography algorithms may be used to estimate patterns of white matter connectivity using the major eigenvector.
In 1965, Stejskal and Tanner proposed methods for diffusion-weighted (DW) nuclear magnetic resonance using gradient pulses. 3 Imperfections of diffusion-weighting gradients may cause errors in estimating the mean diffusivity (MD; trace divided by 3), the fractional anisotropy (FA), and the tensor orientation. 4Y6 The gradient imperfections may be classified into 3 categories: (1) gradient errors with constant directions including background and imaging gradients, (2) gradient errors whose directions are associated with diffusion-weighting gradients including gradient scaling and residual gradients, and (3) spatial nonuniformity and nonlinearity.
Background gradients and imaging gradients may be the most significant sources of gradient errors. 5 Many research studies have demonstrated that using opposite diffusionweighting gradient polarities can eliminate the cross-terms of background gradients 7Y11 and imaging gradients. 12Y15 Residual gradients arising from long-term Eddy currents can also be corrected by reversing diffusion-weighting gradients to estimate the symmetry of distortions through a crosscorrelation approach. 16 Finally, Bammer et al 17 developed a method to estimate and correct errors relating to gradient spatial uniformity and linearity using an isotropic water phantom.
Herein, we propose a calibration method that uses these correction strategies described above and the basic concept of gradient errors to form a more comprehensive correction protocol. Similar to previous research studies, this method takes advantage of opposite diffusion-weighting gradient polarities and an isotropic phantom. However, the difference is that this method acquires images at multiple diffusionweighting levels along 3 orthogonal directions, instead of single diffusion-weighting used in previous studies.
9Y11,14Y16
The gradient errors may be estimated through linear regression analyses (one on combined images of opposite gradient polarities and one on images of single polarity) on quadratic functions of the diffusion gradients. A 6-element total effective scaling vector is generated for retrospective correction. This approach corrects all possible gradient errors in a single calibration protocol and is potential for prospective gradient correction if gradient waveforms are available. This protocol does not attempt to calibrate the spatial errors of diffusion-weighting gradients, but there should be no difficulties in combining with the method developed by Bammer et al, 17 which also uses an isotropic phantom. In this article, a calibration protocol and gradient error estimation framework are described. The calibration protocol may be applied on a regular basis (ie, weekly) to monitor gradient performances over time and compare measurements between scanners. The calibration protocol lasts less than 10 minutes and is independent of DTI experiments. Therefore, for regular DTI experiments, it does not require any additional images for the purpose of gradient calibration. A retrospective correction is demonstrated on both brain DTI experiments and computer simulations. If the gradient errors are not expected to change dramatically from time to time, the same correction vector may be applied between calibration periods.
THEORY Estimations of Gradient Scaling Factor, Residual Gradients, and Background Gradients
The gradient amplitude scaling factor (c) and residual gradients (G r ) change with the polarity of the diffusion gradients. They may be estimated using linear regression analysis of the geometric mean of the DW signals, S + and S j , with opposite diffusion-weighting polarities. The geometric mean eliminates background and image gradient effects 7Y15 and leaves the gradient scaling and residual gradient effects for calibration. The linear regression model is
where G is the prescribed gradient strength, S o is the intensity without diffusion-weighting, A's are the model coefficients, and ? is the model error. The estimated diffusion coefficient from the calibration experiment, D cal , is calculated as
where B(C,$) = j(FC) 2 ($ j C/3). If the true diffusion coefficient (D true ) of the isotropic phantom is known, the signal attenuation has the form as
where R 1 and R 2 are functions of time intervals related to the diffusion-weighting gradients waveforms. Note that the analytical expression of R 1 and R 2 may be derived if the gradient waveforms are available. Appendix A shows an example of deriving R 1 and R 2 for a simplified waveform. From Eqs. (1) and (3), the gradient scaling factor is estimated using the coefficient of the second-order term:
In addition, the strength of residual gradient is estimated using the coefficient of the first-order term:
To estimate the background gradient, the effects of the residual gradients and gradient scaling must be first eliminated, which is done by scaling the prescribed gradient strength to the corrected strength, G c = c effR G. c effR is the effective scaling factor for correcting residual gradients and the gradient scaling:
See Appendix A for the derivation of c effR . 
Total Effective Scaling Vector and Retrospective Correction of DTI Data
The total effective scaling factor is defined as the multiplication of c effR and c effOT . By combining the total effective factors of 3 physical and corresponding antipodal directions (Tx, Ty, and Tz), the total effective scaling vector becomes a 6-element vector:
Accurate measurements of the waveforms of residual gradients, background gradients, and the associate functions (R 1 or O 1 ) are not required to estimate c effR and c effO . These factors are estimated directly using the results of regression analyses: A 1 and A c1 [see Eqs. (6) and (8)]. Also note that these factors decrease as the diffusion gradient strength increases because G is the denominator.
In the discussion below, the DT encoding formalism described by Hasan et al 18 is used. To best estimate the true diffusion measurement, the diffusion-encoding gradient (g ¼ ½g x g y g z ) must be corrected by the total effective scaling vector. Thus, the true diffusion-tensor elements, d true , may be estimated by singular value decomposition of the following formula:
where the corrected diffusion-encoding vector is Note that positive components of g are scaled by c eff+ and negative components are scaled by c effj .
MATERIALS AND METHODS

Diffusion-Weighted Image Calibration
An isotropic liquid phantom containing n-undecane was used for DW image calibration experiments. Because thê diffusivity depends upon temperature, the phantom temperature was measured before each calibration experiment. The true diffusivity, D true , was estimated by interpolating the temperature function described by Tofts et al. 19 Calibration of DW imaging was performed on a 3.0T magnetic resonance imaging scanner (GE Signa; GE Healthcare, Waukesha, Wis) using a single-shot, spin echo, echo-planar imaging pulse sequence with diffusion encoding measurements obtained in 3 orthogonal directions (x, y, and z). For each direction, 46 images were acquired at different gradient strengths (from jG max to G max ) that corresponded to equal steps in b value between 0 and 1000 s/mm 2 . Several of the measurements were repeated to increase the number of degrees of freedom for statistical analysis. Each image had a slice thickness of 3 mm, a matrix size of 100 Â 100, a field of view of 18 cm, and TE/TR of 74/3000 milliseconds. The diffusion gradient timing parameters C (duration) and $ (separation from onset to onset) were 21 and 32 milliseconds, respectively. The maximum diffusion gradient (G max ) was 3.5 G/cm. The overall imaging time was roughly 7 minutes. A region of interest (ROI; 60% of the phantom) was selected at the center of the phantom image. The mean signal intensity in the ROI was measured for each image. As described in the BTheory^section, the linear regression analyses were performed to estimate gradient errors and the total effective scaling vector. The gradient scaling factor c was calculated using Eq. (4) if the 95% confidence interval of D cal does not includes D true . G r and G o were estimated using Eqs. (5) and (7), respectively, if the tests of the null hypotheses that A 1 and A c1 equal zero were rejected for P G 0.01.
Imaging Experiments With Gradient Scaling and Background Gradients
To evaluate the calibration protocol, experiments on the phantom were performed using 6 different simulated gradient scaling conditions both with and without background gradients Brain DTI experiments were also performed under the 6 gradient scaling conditions both with and without the introduced background gradients. Twelve diffusion-encoding directions were selected using a numerically optimized, minimum-energyYencoding scheme (Table 1) . 18 The diffusion parameters: C, $, and gradient amplitude of null scaling condition were 21 milliseconds, 32 milliseconds, and 3.5 G/ cm, respectively, which generated a diffusion weighting of 966 s/mm 2 . Two coronal 3-mm thick slices were obtained using cardiac gating (TR È 2 seconds). The other imaging parameters were TE of 74 milliseconds, field of view of 18 cm, and a 100 Â 100 acquisition matrix size. Correction of eddy current distortion was initially performed using 2-dimensional registration algorithm in Flirt from the FSL software library. 20 The DTI data of all conditions were analyzed using both uncorrected and corrected gradients.
Computer Simulation
Discrete tensor orientations over a range of azimuthal angles were simulated without noise to investigate the impact of gradient scaling errors and background gradients on DTI measures. A set of cylindrically symmetric DTs, with trace 2100 Â 10 j6 mm 2 /s and a range of FA values between 0.0 and 0.9 were generated. The gradient errors were simulated by adding the background gradients 3% to 12% of G max or scaling the gradients by discrete values between 1 and 1.2.
A numerical anisotropy phantom was generated with rectified Gaussian random noise 21 to demonstrate the effects of gradient errors on DTI measurements and evaluate the correction method. As shown in Figure 1A , the phantom is a circular disk with an MD of 700 Â 10 j6 mm 2 /s. The FA was the distance of that voxel to the center of the disk normalized by the disk radius. Diffusion-tensors were assumed to be cylindrical symmetry, and each one was orientated along the vector pointing to that voxel from the center of the disk. In addition, a Monte Carlo simulation using a numerical isotropic phantom was used to investigate the minimum detectable gradient errors of the calibration protocol. Thirty repeated trials with SNR = 30 were used in the simulation. The ranges of studied gradient errors were between 1.012 and 1.050 for scaling factor and between 0.02 and 0.66 G/cm for background/residual gradient errors. The maximum diffusion-weighting gradient was set to be 4 G/cm.
RESULTS
Measurements in Diffusion Phantom
The calibration experiment with 6 simulated gradient scaling conditions was repeated 3 times within 1 month. Comparisons between the estimated gradient scaling factors, c, and the prescribed c are listed in Table 2 . The estimated values were accurate to the third decimal. The overall uncertainty was less than 1% of the prescribed c. When a linear gradient shim was manually applied in the y direction, the calibration technique detected highly significant background gradients of 0.12 to 0.15 G/cm, which was 3.46% to 4.48% of the maximum diffusion gradient. When the linear and higher-order gradient shims were optimized on our system (eg, minimal B o inhomogeneities), no significant residual gradients were detected. The calibration protocol was also used to assess diffusion gradient performance on the 3.0T system for 13 months. No gradient errors were introduced. The results in Table 3 demonstrate that the gradient performance was very stable over this period. The gradient scaling was perfect for all sessions. Significant, but small, residual gradients were only detected on 2 occasions. Fairly systematic background gradients were observed in the z direction, although it is possible that this was caused by field distortions in the phantom. The results also demonstrated no significant changes j6 mm 2 /s. The FA was increased with the distance from the center of the disk normalized by the disk radius. The DT of each voxel had the orientation along its position vector. The signal-to-noise ratio was 30. B, Diffusion tensor imaging measures under the influence of a combination of gradient errors (10% of the maximum DW gradient) including gradient scaling error along the x axis, background gradients along y axis, and residual gradients along z axis. C, Diffusion tensor imaging measures corrected by the total effective scaling vector. The uncertainty is one SD across repeated experiments. Each simulated condition was repeated for 3 dates and analyzed twice by drawing different ROIs.
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Computer Simulation
The Monte Carlo simulation of minimum detectable gradient errors was showed in Figure 2 . The estimation error (across 30 trials) of the gradient errors using the proposed calibration protocol increases dramatically when the gradient scaling factor was smaller than 1.015 ( Fig. 2A) and background/residual gradients were smaller than 0.12 G/cm (Fig. 2B) . These values were defined as the minimum detectable thresholds, and the calibration protocol yields reliable results when gradient errors are larger than the minimum detectable thresholds.
The computer-stimulated errors in MD and FA for gradient scaling factors, c x = 1.10, are plotted in Figure 3A , C.
The errors varied substantially both as functions of FA and the orientation of the tensor relative to the encoding directions. There was an increasing spread in the estimated MD as a function of tensor orientation for increasing FA. As the ideal tensors became more anisotropic, the estimated FA varied widely as a function of tensor orientation, but this spread decreased for highly anisotropic tensors. The computersimulated errors in MD and FA with background gradients of 10% of the maximum diffusion gradient along the y axis are plotted in Figure 3B , D. Unlike the scaling factors (Fig. 3A) , the background gradients demonstrated a minimum effect on the estimated MD (Fig. 3B ). Significant errors (results not shown) in the estimated major eigenvector direction were observed for low anisotropy tensors, especially those that were highly oblique to the gradient error (either scaling error or background gradient) direction. At each date, the calibration experiment was repeated 5 times. c, G r , and G o were estimated using linear regression analyses [Eqs. (4), (5), and (7)] at significance levels of 95%, 99%, and 99%, respectively. The maximum gradient strength of our system is 3.98 G/cm. *Our scanner system was upgraded during March 6 to April 15, 2005.
FIGURE 2.
Computer simulation of minimum detectable gradient errors of the calibration protocol using an isotropy phantom. The signal-to-noise ratio was set to be 30. A, The simulated gradient scaling factor was increased from 1.012 to 1.050 (1.2%Y5% error). B, The simulated background and residual gradient errors were increased from 0.02 to 0.66 G/cm (0.5%Y17%, if G max = 4 G/cm). The estimation error was defined as the SD of the estimated gradient errors across 30 repeated trials. The minimum detectable gradient thresholds were the minimum gradient errors that reach stable estimation error. The computer simulation of an anisotropy phantom showed that if diffusion-weighting gradients were underestimated, which happens when there were gradient scaling or residual gradients, the MD and FA were overestimated along the direction of scaling/residual gradient error (results not shown). For a 5% scaling error, the maximum overestimation was 3.99% T 6.23% for MD, and FA errors ranged between j0.2 and 0.25 (larger at lower anisotropy, but near zero at high anisotropy). For a 5% background gradient error, MD was overestimated by 0.32% T 5.78%, and FA errors ranged between j0.22 and 0.22 (results not shown).
The effects of combining gradient scaling error along x axis, background gradients along y axis, and residual gradients along z axis on DTI measurements were shown in Figure 1B . The overall MD was overestimated by 14%. The effects on FA and the color hue of the major eigenvector colormap were dependent on the tensor orientations. In Figure 1C , after retrospective correction using the total effective scaling vector [Eq. (9)], the overestimation of MD was minimized, and the patterns of the FA map and colormap were similar to the originals in Figure 1A .
Diffusion Measurements in Brain
The brain DTI experiment with 6 introduced gradient scaling conditions was repeated on 3 occasions with similar results. The MD, FA, and eigenvector colormaps from a pair of brain DTI experiments using null gradient scaling and a gradient scaling are shown in Figure 4 . The maps in Figure 4A were acquired with null gradient scaling c = [1.0, 1.0, 1.0]. In Figure 4B , C, the gradient scaling condition was c =[1.1, 1.0, 1.0], with introduced background gradients. Before correction ( Figure 4B ), increased FA values were observed in most gray matter regions, and a red bias was apparent in the eigenvector colormap. After retrospective correction of the gradient scaling ( Figure 4C ), the apparent overestimation of FA and the color bias of the colormap were eliminated. Note that it is difficult to visualize the bias in MD based upon visualization of the map alone because of the maximum overestimation of MD is about 10% whose distribution depends on the orientation of DT and the noise variation is also about 10% in the brain MD image. The results were similar in other gradient scaling conditions (not shown), except the bias of eigenvector color was different according to the simulated conditions.
Histograms of whole-brain FA and the x component of the major eigenvector are plotted in Figure 5A and B, respectively. Some of the differences between histograms may be attributed to variations from image noise. However, there was an obvious shift in the histogram peaks when gradient scaling is present (red lines). The difference histogram peaks were shifted toward null-scaled condition after correction (blue lines).
DISCUSSION
The proposed calibration protocol may be performed regularly to monitor the systemic drifts in diffusion gradient and pulse sequence performances. The evaluation of gradient performances on our system demonstrated very minor gradient errors during a period of 13 months (Table 3) . For the synthesized gradient error studies (Table 2) , the protocol was capable of characterizing the scaling to within 0.7% or better. In addition, the minimum detectable gradient errors using this method were scaling errors of roughly 1.5% and background/residual gradients of roughly 3% (assuming G max = 4 G/cm) (Fig. 2) . A diffusion gradient error of this order would lead to errors in the estimated diffusion weighting of 1% or less. These results demonstrate that the protocol described here is a valid approach for quality control studies of gradient system performance. An organic hydrocarbon fluid, n-undecane, was selected as the reference material for characterizing and calibrating the diffusion encoding gradients in this study. This material has isotropic diffusion properties with similar MD (1027 Â 10 j6 mm 2 /s at 21-C) to that of brain tissue, relatively low flammability (flash point 9 65-C), high chemical stability, and small diffusion temperature dependence (Â1.9%/-C). 19 In addition, its chemical and diffusion properties will be stable for long periods, which may not be true for agar phantom, which can change water content over time. The most significant limitation with this material is the flammability, which, although low, does require specific storage requirements, which may be problematic in a clinical setting. The methodology described here would also be immediately applicable to other isotropic diffusing materials such as deionized water or glycerol. Indeed, we have compared measurements from both n-undecane and distilled water, which yielded the same results. One potential problem with water phantoms is that the temperature dependence is somewhat higher, so that absolute diffusion measurements may be less accurate. We have also observed more Bvibrational^artifacts at the edges of water phantoms because of its lower viscosity.
Anisotropic phantoms have been suggested for diffusion calibration. Although they might be useful for specific applications such as testing tractography algorithms, this study and the study by Bammer et al 17 clearly demonstrate that an isotropic diffusion phantom is sufficient for characterizing scanner gradient performance. Anisotropic diffusion phantoms may also present certain challenges because the measurements will change with the phantom orientation.
Other researchers have also demonstrated that underestimation of gradients will lead to overestimation of diffusivities and tensor orientation errors. 5, 8, 13 The degree of error not only depends upon the gradient properties but also the tensor anisotropy and orientation relative to the encoding gradient directions. Thus, it would be very difficult to accurately correct the errors in computed scalar DTI maps such as MD or FA, and it is more preferable to correct the original diffusivities before tensor estimation. In this study, we have shown that the retrospective correction using a 6-element vector is effective. If the actual gradient waveforms are available, the method also provides the mathematical formula for prospective corrections.
Errors in the major eigenvector orientation will propagate into white matter tractography leading to errors in the estimated trajectories. The directional accuracy of diffusion weighting gradients is also extremely important in highangular resolution diffusion imaging (HARDI). Although this study focused on DTI, the gradient calibration can easily be adapted to higher b value measurements obtained for HARDI, 22 q-ball imaging, 23 or diffusion spectrum imaging. 24 Similar to the case of DTI retrospective correction, the prescribed gradients of those diffusion imaging techniques may be corrected using the total effective scaling vector before subsequent reconstruction processes. To generalize this technique for wide range of DW imaging applications, a phantom containing multiple fluids with a broad range of diffusivities may improve the utility.
Note that this method cannot distinguish background gradients from imaging gradients because they both have constant directions and amplitude. Therefore, Eq. (7) may combine effects of both background and imaging gradients. However, although inseparable, both gradient errors can be simultaneously corrected with opposite diffusion weighting gradients or by the total effective scaling vector [Eq. (9) ] as long as the calibration protocol has the same imaging parameters as the DTI experiments. One limitation of this method is that it assumes that the residual gradients that arise from the diffusionweighting gradients are along the same axis. Consequently, it will be suboptimal for calibrating the residual gradients arising from diffusion-weighting gradients of other axes.
In conclusion, a DTI calibration method using an isotropic phantom is described and evaluated. Diffusion tensor imaging images can be corrected retrospectively by correcting the diffusion encoding vectors used in the DT estimation. For a more comprehensive calibration protocol, this method may be combined with the method described by Bammer et al 17 to include the spatial calibration of gradient errors. Both the calibration and correction frameworks may be applied to general DW imaging including HARDI, 22 q-ball imaging, 23 and diffusion spectrum imaging. 24 In addition, these techniques may facilitate longitudinal study designs and the comparison of studies between scanners.
ACKNOWLEDGMENTS
The authors thank Jee Eun Lee for the support with the image registration. The authors also thank Paul Joseph Thottakara for help in phantom construction. Figure A .1 illustrates a simplified example of the sources of gradient errors that may occur in the Stejskal-Tanner gradient pulse sequence for DW imaging experiments. These errors include gradient amplitude scaling errors (cG, where c is the scaling factor), constant background gradients (G o ), imaging gradients (G i , G sl ), and residual gradients (G r ) from long-term eddy currents. Gradient errors contribute scaling, crossing, and quadratic terms in the diffusion signal attenuation. 3 In the absence of background gradients and gradient scaling factors (Fig. A.1) , the resultant gradient waveform is the combination of the pulsed diffusion gradients and the residual gradients. The analytical expression of the signal attenuation can be derived by integrations 3 of
APPENDIX A
where G is the prescribed diffusion gradient and G r is the residual gradient. The first term, BG 2 , describes the signal attenuation caused by diffusion gradients where BðC ; $ Þ ¼ jðFC Þ 2 ð$ jC =3Þ. The second term, R 1 G r G, describes the attenuation from the coupling effect between diffusion and residual gradients, where
The last term, R 2 G r 2 , described the attenuation caused by residual gradients, where 90-degree RF pulse and the onset of the first gradient, the end of the first gradient and the 180-degree RF pulse, the 180-degree RF pulse and the onset of the second gradient, and the end of the second gradient and the top of the echo, respectively (Fig. A.1 ). Note that the residual gradient was assumed constant, and t 3 was set to be equal to t 2 in this derivation. Rewriting Eq. (A.1):
ðA:4Þ
The effective scaling factor for both the residual gradient and the gradient scaling factor is
Note that the last term (R 2 G r 2 ) in Eq. (A.1) has been omitted in Eq. (A.4) because this quadratic term of the residual gradient is usually negligible with respect to diffusion weighting gradient term (BG 2 ) and the cross-term (R 1 G r G).
APPENDIX B
The model for the second linear regression analysis is FIGURE A.1. Simplified waveforms of gradient errors (color lines) in a pulsed gradient spin-echo pulse sequence. G ¶ (blue) denotes the scaled diffusion gradients: G ¶ = cG, where c is the scaling factor. G o (red), G i (black), G sl (black), and G r (brown) denote the background, imaging, slice selection, and residual gradients, respectively. G and jG symbolize opposite polarities of diffusion gradients in an arbitrary direction. In this study, both the background and the residual gradients are assumed to have constant amplitudes. C and $ are the diffusion gradient pulse duration and separation, respectively. t 1 , t 2 , t 3 , and t 4 are the time intervals between the 90-degree radio frequency (RF) pulse and the onset of the first gradient, the end of the first gradient and the 180-degree RF pulse, the 180-degree RF pulse and the onset of the second gradient, and the end of the second gradient and the top of the echo, respectively. These time variables have effects on the coupling terms of diffusion gradients and gradient errors in the diffusion signal attenuation. In this study, t 1 = t 4 = 3 milliseconds, t 2 = t 3 = 5.5 milliseconds, and C = 21 milliseconds were used for both DW image calibration and brain DTI experiments.
