In this study, we present three experiments investigating the influence of visual movement on auditory judgments.
Introduction
Structured correspondences exist between different dimensions of perception (such as luminance, weight, size, pitch, loudness) both within and across sensory modalities. For instance, darker objects look heavier (but feel lighter - , a sound may be perceived as louder when accompanied by a bright light (Odgaard et al., 2004) , and higher pitch and smaller size tend to be perceived as perceptually grouped (Grassi et al., 2013; Parise and Spence, 2009) . These cross-modal correspondences do have real world consequences in cognition (e.g. in sound symbolism - Monaghan et al., 2012) and perception (Parise and Spence, 2009 ). This study documents a novel cross-modal correspondence between visual motion and loudness judgments: sounds accompanied by visual motion are judged as louder.
The movement of objects can be perceived through multiple senses particularly vision, hearing and touch (Soto-Faraco et al., 2003) . The brain processes motion in both unimodal sensory cortices and polymodal areas, located in the parietal and frontal regions, that gather inputs from different senses, as revealed by fMRI (Bremmer et al., 2001) . The magnitude of this polymodal activity is greatest when auditory and visual motion are coherent (Baumann and Greenlee, 2007) . In the audio visual bouncing effect (ABE), the the perception of bouncing is induced by the presence of an acoustic stimulus at the moment of two moving stimuli intercepting in a display otherwise perceived as streaming (Sekuler, Sekuler and Lau, 1997) . This is associated with higher activation in multimodal areas and concomitant reduction of activation in unimodal regions, hinting at a competitive interaction between unimodal and multimodal areas, and that this process may be disrupted through brain stimulation Maniglia et al., 2012; Sekuler et al., 1997) . Certain static sounds, such as pitch modulations (which imply ascending/descending), can activate regions involved in visual motion that have been traditionally classed as unimodal (Sadaghiani et al., 2009 ). In summary, these studies demonstrate how motion perception is constructed from multiple sensory signals both static and moving.
In terms of behaviour, the timing of a static sound (Freeman and Driver, 2008) or the spatial position of two static sounds (Teramoto et al., 2012) can drive the direction of apparent visual motion. Moreover, the use of congruent auditory movement facilitates learning of visual motion detection (but see Alais and Burr, 2004; Seitz et al., 2006) . The movement of our own bodies can also affect the way that we structure our percepts. Phillips-Silver and Trainor (2007) showed that participants perceived unaccented beats as waltz or march according to their previous motor movements to the same rhythms. Similarly, observed lip movements can change what is heard when the two streams are incongruent (McGurk and MacDonald, 1976 ).
While it is well known that visual motion information can bias auditory and tactile perception of motion (and the other way around, with sound biasing the perceived number of visual stimuli or the perceived trajectory of moving objects, see Shams et al., 2000, and Sekuler et al., 1997, respectively) however, no studies -to date -investigated the influence of visual motion on the perception of other acoustic parameters such as loudness or pitch (but see Grassi and Pavan, 2012 , for a modulatory action of a fronto-parallel visual motion on the subjective duration of a sound). The preferential pairing of certain auditory and visual dimensions (e.g., brightness and loudness) has been investigated in a number of ways. Stein et al. (1996) reported that observers rated the brightness of a weak visual stimulus as higher when it was accompanied by a brief burst of white noise relative to when it was presented alone. The auditory stimulus produced brightness enhancement regardless of the relative location of the auditory cue source. Odgaard et al. (2003) attempted to replicate this finding and tested whether the reported enhancement reflected an early-stage sensory interaction or a later-stage response bias effect.
They argued that single stimulus ratings are more susceptible to criterion shifts or response bias (Green and Swets, 1966; Tanner et al., 1967) than two interval forced choice procedures (2IFC). In their procedure, two visual stimuli were presented consecutively (with one accompanied by a sound) and the task was to determine which was brighter. Under these test conditions there was no tendency to perceive the visual stimulus that was accompanied by a sound as brighter (when the two visual stimuli were equated). They concluded that the influence of sound on brightness is not a perceptual phenomenon but rather a post-perceptual decision. In a subsequent study, using the same 2IFC procedure, Odgaard et al. (2004) demonstrated that when two sounds are presented in succession the presence of a visual stimulus during one of the sounds enhanced the perceived loudness (when the intensity of the sounds was in fact identical). Thus, there appears to be an asymmetry in cross-modal correspondences: a visual stimulus can make a sound appear louder, but an auditory stimulus does not make a visual stimulus appear brighter (Note 1).
This basic paradigm has been adapted by others to explore, for instance, auditoryvibrotactile interactions (Yarrow et al., 2008) and auditory influences on contrast detection (Lippert et al., 2007) . Jaekl and Soto-Faraco (2010) , in particular, showed that audiovisual enhancement induced by multisensory integration is more effective when visual stimuli present features compatible with the magnocellular pathway. In the present study we extend it to consider the influence of visual movement on loudness judgments. Our initial motivation for exploring this was from unpublished observations of individuals with a visual-to-auditory synaesthesia (Saenz and Koch, 2008) for whom faster moving visual stimuli were reported as louder. In natural environments there also tends to be a correlation between whether an object moves and whether it makes a sound that may form the basis of such a cross-modal correspondence. Sounds originate because of a vibration (i.e., a motion). Therefore, still objects tend to be silent whereas moving ones often produce sounds.
The current study includes three experiments. In Experiments 1 and 2, we investigated whether visual motion enhances loudness perception. Participants were asked to judge which of two bursts of noise was louder in a two interval forced choice paradigm. In each trial, one interval (i.e., one noise burst) was accompanied by a moving visual stimulus whereas the other was accompanied by no visual stimulus or a static stimulus. In Experiment 3, the experiment was replicated to investigate whether visual motion perception enhances pitch perception.
Participants were asked to judge which of two tone intervals was higher in pitch.
Experiment 1

Method
Participants
A group of eight participants (five females) were recruited from the University of Sussex (mean age = 21.23 years, S.D. = 8.19). They all reported normal hearing and normal (or corrected to normal) vision. Each participant was tested for up to one hour as described below. They were refunded with credits or paid £5 for participating.
Materials
The experiment was conducted in a dark, sound-attenuating booth (thereby occluding background luminance and ambient noise), with a chinrest mounted in place to keep the participant's head positioned 57 cm from the computer's monitor. The monitor used was a 19 inch, Dell 1908FP, ATI Radeon HD 2400 pro. The maximum luminance was 70 c/d 2 as measured with a Minolta-LS100. Visual stimuli were generated using the Psychophysics toolbox (Brainard, 1997; Pelli, 1997) . The auditory stimulus was a broadband noise, 20 Hz-20 kHz, produced using the Matlab PSYCHOACOUSTICS toolboxe (Soranzo and Grassi, 2014) .
For the auditory stimuli, we selected five intensities spaced by approximately by 0.4 log units, similarly to Odgaard et al. (2003 Odgaard et al. ( , 2004 
Procedure
The design followed Odgaard et al. (2003) , except that the target was the auditory stimulus.
The participants' first dark adapted for 15 minutes in the dark room before entering the booth and received further instructions. On each trial, the participants heard two noises in succession, separated by a brief delay (temporal two interval forced-choice); the task was to decide whether the first or second of them was louder by pressing key 'z' or 'm' on a keyboard. The participants were instructed to fixate a central point of the screen and also informed that sometimes a moving stimulus (a white disc) would appear simultaneously with one of the two noises in each
pair, but that they should ignore it when performing the task.
Each trial began with a 1 s fixation. Both sounds in the first and second interval were presented for 80 ms, with a 500 ms Inter Stimulus Interval. Movement started at the onset of the sound, either in the first or in the second interval, and lasted for 80 msec. The disc's diameter was 2 degrees of visual angle. The speed of the disc was 12.6 deg/sec, with the disc moving randomly towards the left or right, starting from the centre of the screen. After the presentation of the second stimulus participants were cued to enter their responses (without time constraint) before the next trial began.
The combination of each possible intensity level (5) 
Results
First, we compared the overall accuracy when participants judged the intensities of the two bursts without visual stimuli and when they judged them with it. This comparison was performed by excluding the trials in which the intensity of the auditory stimuli was identical.
The mean accuracy in the audio-visual trials was 78.1% (S.D. = 11.4) and in the audio only trials was 78.5% (S.D. = 10.6). The accuracy did not differ in the two conditions (t7 = 0.16, p = 0.87).
Then, following Odgaard et al. (2004) , trials were divided into two categories: trials in which the intensity of the two bursts was identical (the 'diagonal' of the factorial design -the 'same intensity' condition), and the remaining trials (the 'different intensity' condition). We then considered for each participant the proportion of trials in which the interval accompanied by the visual movement was selected as louder. The average proportion by condition across participants is plotted in Fig. 1 . We compared the proportion of answers with the chance level (50%), in order to verify the effect of motion on loudness judgment. A one-sample t-test
showed that when the intensity of the auditory stimuli were identical ('same intensity' condition), participants were significantly more likely to choose the interval with movement as the loudest one (t7 = 3.44, p = 0.011; Cohen's d = 2.60), while in the 'different intensity' condition, the difference between the observed proportion of answers and chance is not different (t7 = 1.94, p = 0.093; Cohen's d = 1.46). Furthermore, a comparison between the two conditions showed a greater influence of visual movement for the 'same intensity' condition relative to the 'different intensity' condition (t7= 2.57, p = 0.036).
As a further analysis, we calculated the proportion of 'louder' responses for each stimulus intensity separately for motion and non-motion condition, in order to test for effects of movement at different stimulus intensities. We fitted a logistic psychometric function on the average data (see Fig. 2 ) via maximum likelihood estimation. Successively, we conducted a two-way ANOVA on the 'louder' proportions with Intensity (33, 37, 41, 44, 49 dB) and
Presence of movement (present vs absent) as within factors. Results of the two way ANOVA showed a main effect of intensity (F4,28 = 44.76, p < 0.0001, partial-η 2 == 0.865) and the interaction between the two factors (F4,28 = 9.46, p < 0.0001, partial-η 2 = 0.575). Moreover, post hoc comparisons (Bonferroni-corrected t-tests) showed a significant difference between the intervals with movement and those without movement for the second highest intensity (p = 0.034 for 45 dB), were participants rater the interval with the movement as louder.
Discussion
The results show an effect of cross-modal interaction between visual movement and loudness judgments. Moreover, the procedure we adopted allowed us to reduce the effect of response bias (Odgaard et al., 2003; , suggesting an early-stage, perceptual origin for this crossmodal interaction. Observers tended to choose the interval with the movement as being louder, although intensity was identical in both sound intervals. Additionally, we compute the overall proportion of intervals accompanied by movement chosen as louder than those without movement, observing the tendency to rate as louder the intervals with movement when presented at the second highest intensity (45 dB). This result seems to reflect an interaction between stimulus intensity and crossmodal modulation, i.e. the effect emerges for high stimulus intensities.
Experiment 2
In the first experiment we showed that the presence of a moving stimulus in one interval during a two interval forced choice procedure enhances the loudness of a simultaneous acoustic stimulus. However, since we presented a moving visual stimulus in one interval and just the fixation point in the other one, it could be argued that the mere presence of a visual stimulus per se (or its brightness) can account for this enhancing effect rather than the movement (as in Odgaard et al., 2004) . In order to disentangle the role of brightness from the role of movement, we created a new version of the experiment in which the white disc was always presented during the experiment (in this way brightness cannot account for loudness enhancement).
Methods
Participants
A new group of twelve participants (six females) was recruited from the University of Sussex (age = 20.25 SD = 2.76). They all reported normal (or corrected to normal) vision and normal hearing. Each participant completed two 30-min sessions as described above. They were refunded with credits or paid £5 for participating.
Materials and Procedure
Materials and procedures were identical to Experiment 1. Here, however, the sound interval that did not contain the visual motion was presented simultaneously with a static disc.
Results
As for Experiment 1, we calculated the accuracy for the intensity judgments with moving stimuli in one of the intervals (audio-visual) and for the condition without moving stimuli Successively, we divided the trials into two categories (same intensity and different intensity). The average proportion of trials in which the burst accompanied by visual movement was reported as louder is plotted in Fig . 3 . A one-sample t-test showed that in the 'same intensity' condition participants significantly rated the interval with movement as louder (t11 = 4.04, p = 0.002; Cohen's d = 2.43) with respect to the chance (50%). In the 'different intensity' condition, the difference between the observed proportion of answers and chance is not different but shows the same trend (t11 = 2.08, p = 0.061; Cohen's d = 1.25). Furthermore, a comparison between the two conditions showed a greater influence of visual movement for the 'same intensity' condition over the 'different intensity' condition (t11= 3.86, p = 0.003).
As for Experiment 1, we calculated the proportion of 'louder' responses for each stimulus intensity separately for motion and non-motion condition. We fitted a logistic psychometric function on the average data (see Fig. 4 ) via maximum likelihood estimation.
Successively, we conducted a two-way ANOVA on the 'louder' proportions with Intensity (33, Post hoc comparisons (Bonferroni-corrected t-tests) showed no significant difference between the intervals with movement and those without movement for any of the stimuli intensities.
Discussion
The results of the current experiment replicated those of Experiment 1 and extend them by ruling out a rival interpretation, namely that it is the presence of a visual stimulus per se (e.g., its brightness) rather than motion that affects loudness perception. However, differently from Experiment 1, in which participants showed a tendency to rate as overall louder the stimuli with movement when presented at mid-high intensities, here we did not find intensity-specific effects. A reason for this difference might lie in the paradigm used in Experiment 2, in which, unlike Experiment 1, we presented a visual stimulus, although static, in the no movement interval.
Experiment 3
Experiments 1 and 2 show that if we present a sound together with a moving stimulus, a perceptual characteristics of the sound (i.e., its loudness) can be enhanced. However, they do not enable to understand whether visual motion enhances loudness only or any perceptual characteristic of sound (e.g., its pitch).
Methods
Participants
Fourteen participants (seven females) were recruited from the University of Padova, Italy (age = 21.4 SD = 3.55). They all reported normal (or corrected to normal) vision and normal hearing.
Each participant completed two 30-min sessions as described above.
Materials and Procedure
The procedure was the same as in Experiment 2, with the difference that participants had to judge which one of two consecutively presented sounds had the highest pitch. The sounds accompanying the visual stimulus were pure tones of five different frequencies: 872, 936, 1000, 1063 and 1127 Hz. The experiment was administered using an ASUS computer (Cpu Intel i5 650 3.20 GHz; Motherboard Asus P7H55-V; RAM 4 GB; Graphic Card AMD Radeon HD 5700 Series; OS Windows 7 Professional 64 bit). The computer was connected to a monitor NEC MultiSync FE950+ and to a M-AUDIO FastTrack Pro sound card. The output of the sound card was presented dichotically through Sennheiser HD 580 headphones at 60 dB SPL.
Sounds were synthesized in real time at 44.1 kHz sample rate and 24 bits resolution. The participant took the experiment inside a single walled IAC sound-proof booth.
Results
We computed the accuracy for pitch judgment for the moving and non-moving condition for the trials in which the frequency was actually different in the two intervals (i.e., by excluding the diagonal trial in the factorial design matrix). Accuracy in the moving trials was 83.8% (S.D.
= 6.1) and 85.1% (S.D. = 8.75 %) in the non-moving trials. The accuracy did not differ statistically between the two conditions (t13 = 1.052, p = 0.312).
Then we compared trials in the two categories 'same frequency' and 'different frequency', by plotting the proportion of trials in which participants rated as higher in pitch the interval containing the moving stimulus (Fig. 5) . A one-sample t-test showed that in the 'same frequency' condition participants did not rate the interval with movement as higher (or lower) in pitch (t13 = 0.663, p = 0.52) with respect to the chance (50%). Interestingly, in the 'different frequency' condition, there is a bias towards reporting the interval with the moving stimulus as lower in pitch (t13 = 2.28, p = 0.044). Finally, a paired t-test between the two conditions showed no difference in the proportion of trials with movement rated as higher (or lower) in pitch (t13= 1.86, p = 0.085).
Similarly to Experiment 1 and Experiment 2, we calculated the proportion of 'higher in pitch' responses for each stimulus frequency separately for motion and no motion condition. We fitted a logistic psychometric function on the average data (see Experiments, reported in the Appendix. In general, participants were accurate in their loudness and pitch judgements (77% to 84% among the three experiments).
Discussion
The results of Experiment 3 showed that when asked to judge the pitch of two consecutively presented tones, participants do not perceive as 'higher in pitch' the interval containing the moving stimulus more often than the one containing the static stimulus. However, there seems to be a little effect, overall, of movement: In fact, when presented with movement, participants rated the sound as being lower in pitch for the middle frequency (1000 Hz). As for loudness, it seems that the amount of the crossmodal interaction depends on the level of the sound feature that we manipulated, being intensity in Experiment 1 and 2 and frequency in Experiment 3.
However, taking into account only the trials in which participants were asked to rate the sounds when they were of the same frequency, we did not observe this effect (however the means show a trend in the same direction). Overall, the result of Experiment 3 supports the idea that the effect observed in Experiment 1 and Experiment 2 is specific for loudness and it is not a response bias.
General Discussion
In recent years, a number of studies showed that auditory stimuli can alter visual perception in different ways: sounds can aid detection, improve temporal resolution, guide attention, and affect motion perception in visual processing (Bolognini et al., 2005; Frassinetti et al., 2002; Lippert et al., 2007) . In this study we add to the literature showing that the reverse is also true:
namely, visual stimuli can affect auditory perception. Odgaard et al. (2004) had previously demonstrated that visual brightness can affect judgments of loudness. Using the same methodology we established that visual motion can also affect judgments of loudness (even when visual brightness is identical). The effect is greater when auditory stimuli are the same intensity, similarly to what reported by Odgaard et al. (2004) , but the effect is still present when the intensities are higher, as showed by the psychometric fit in Experiment 1 and 2. The method and procedure used here are less contaminated by response bias than, say, perceptual ratings of individual stimuli and -hence -is consistent with a pre-decision, perceptual locus (Odgaard et al., 2004) . Moreover, a control experiment in which, presented with the same experimental configuration, participants had to judge the pitch of the sound showed no effect of movement on the task in case of physically identical stimuli (although in the trials in which the sound were physically different in pitch, we observed a slight bias towards judging the sound accompanying the interval with movement as lower in pitch). We speculate that the origins of this correspondence may lie in the natural tendency for moving (relative to static) objects to produce sound. This may affect the way that the auditory and visual pathways communicate leading to an automatic tendency for purely auditory judgments, such as loudness discrimination, to be affected by potentially relevant (although in this case, wholly irrelevant) information concerning visual motion.
Although it is perhaps unsurprising that auditory motion and visual motion should interact (Baumann and Greenlee, 2007) , as has been shown, for example, in a number of brain stimulation studies targeting parietal cortex (Maniglia et al., 2012) it is more surprising that visual motion should interact with other qualities of audition such as loudness or pitch. Some previous research has examined cross-modal correspondences between visual motion and pitch. For instance, ascending and descending pitch modulations are linked to preferential looking towards upwards and downwards visual movement in children (Nava et al, 2016) and infants ; but see Lewkowicz and Minar, 2014 who did not observe a difference). However, this probably reflects spatial position rather than movement per se because the same tendency is found for static visual stimuli occupying high and low positions (Ben-Artzi and Marks, 1995) . The effect reported here of visual motion on loudness is unlikely to affect spatial position as the visual motion was collapsed across leftwards and rightwards motion. Using a similar audiovisual paradigm, in which participants were asked to judge the brightness of a visual stimulus while concomitantly exposed to auditory stimulation, Odgaard et al. (2003) demonstrated that the enhancing effect of noise observed by Stein et al. (1996) , and by these authors interpreted as a product of multisensory interaction, was likely the result of late stage response bias (however see Jaekl and Soto-Faraco, 2010 for a different take on the possible multisensory nature of this effect). Odgaard et al. (2003) reported two manipulations of the original experimental paradigm that removed the effect, first, asking participants to compare two intervals rather than rate the brightness for each trial; second, reducing the probability of co-occurrence of brightness and noise from 0.5 to 0.25. While in the present study we kept the same probability of co-occurrence of audio and movement stimulation (~80% of the trials), we did test a two-interval paradigm, that, unlike Odgaard et al. (2003) , showed that the multisensory modulation was present. Consequently, while we cannot exclude that a change in the probability of co-occurrence might modulate the effect reported in the present paper, the two-interval paradigm seems to offer a certain degree of certainty about the genuine multisensory origin of the effect rather than it being the product of a response bias.
Of note, Experiment 1 showed an intensity specific interaction, with participants rating as overall louder the stimuli with movement when presented at mid-high intensities, while in Experiment 2 such tendency was not observed. A possible reason for this discrepancy might be that while in Experiment 1 the static interval contained a blank display, in Experiment 2 it had a (static) visual stimulus. Hence, the brightness quality of the interval without movement might have induced an enhancement of perceived loudness, as in Odgaard et al. (2004) .
Future research is needed to clarify the correspondence further. For instance, it is unclear whether a faster speed would produce a stronger effect than a slower speed. That is, is the effect due to visual movement per se or to speed of movement? Also it is unclear whether the effect is asymmetric. Using the same procedure as used here, Odgaard et al. (2003 Odgaard et al. ( , 2004 demonstrated that brightness affects loudness perception, but loudness does not affect brightness perception. In the present context it is unknown whether a loud sound influences perceptual judgments of the speed of movement. It would also be interesting to explore receding and approaching motion. As far as we know, only subjective duration as been investigated with audiovisual looming stimuli (Grassi and Pavan, 2012) whereas no investigation studies the effect on perceived speed. Nonetheless, an approaching (unseen) sound source is judged as louder (Neuhoff, 2001 ), so we would expect an approaching visual stimulus (paired with a static sound source) to elicit a comparable effect.
In summary, we established that visual motion affects the perception of auditory loudness and this adds to the growing literature on normal cross-modal correspondences between different sensory dimensions.
Note 1 However, it is worth noticing that some crossmodal effects might emerge from a general perception that two stimuli 'go well together'. 
