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Newsletter now available on-line
Technical Group members are being offered the option of receiving the Robotics and Machine Perception Newsletter
in an electronic format. An e-mail notice is being sent to all group members advising you of the web site location for
this issue and asking you to choose between the electronic or printed version for future issues. If you have not yet
received this e-mail message, then SPIE does not have your correct e-mail address in our database. To receive
future issues of this newsletter in the electronic format please send your e-mail address to spie-membership@spie.org
with the word ROBOTICS in the subject line of the message and the words "Electronic version" in the body of the
message.
If you prefer to continue to receive the newsletter in the printed format, but want to send your correct e-mail
address for our database, include the words "Print version preferred" in the body of your message.
Special Issue: Advances in telemanipulator and
telepresence technologies for Space, Industry, and Internet
Audio-feedback experiments on Engineering Test
Satellite VII and its assessment using eye-mark recorder
We get a lot of information from sound, not
only from verbal utterances but also non-ver-
bal sounds and noise. Consider the case of turn-
ing the ignition key in a car. How do you know
the engine has started normally? Perhaps by
the sound it makes: an engine emitting an un-
usual sound or noise is usually not functioning
normally. Moreover you probably received in-
formation about the engine cycle aurally be-
fore you looked at the tachometer.
Audio information has fascinating features
that make it potentially useful in man-machine
interfaces. In particular, it can be acquired with-
out attention, which is not true of visual infor-
mation (at least the sort of information that is
intentionally displayed on an interface). Hu-
mans notice changes and the tendency of
change in the tone of a continuous sound very
easily. Sound also increases the sense of real-
ity and presence we get from an interface sys-
tem (if we use realistic noises or sounds).
Our research is on the effect of adding
meaningful sound to the operator interface of
space robots operated from the ground. From
1998 to 1999, we performed more than 50
teleoperation experiments on Engineering Test
Satellite VII, which was launched in 1997 and
is the first telerobotic satellite developed by the
National Space Development Agency of Japan.
The operation of space robots is a stressful task
that is dominated by concerns about safety and
reliability. Collisions are the biggest worry;
they may damage the robot and/or other equip-
ment, and damaged equipment is inevitably
very expensive to repair in space (and often
cannot be repaired).
In particular, for safe operation of a space
robot, operators must quickly analyze large
amounts of information about the targets and
rapidly make accurate decisions about how to
proceed. The majority of this information is
presented by visual cues, such as digital val-
ues, status displays, 3D computer simulations,
and camera images. Complex recognition tasks
that carry either high risk or huge stakes make
the operator’s job even more stressful and in-
crease the likelihood of misrecognition and
misoperation.
Based on these considerations, we thought
that audio feedback could reduce operator
workload and improve the reliability of space-
robot teleoperation procedures. We developed
an audio feedback system (AFS) to present te-
lemetry information. It uses three computers.
Computer A analyzes the telemetry data and
detects changes in the status information of the
robot and other equipment (for example, robot
starting to move or AAM latch opening). These
changes are announced by pre-recorded voices
to verify the commands.
Computer B analyzes the telemetry data and
detects the magnitudes of the force and torque
Figure 1. Downlink image during experiments on
Engineering Test Satellite VII.
Figure 2. Experiment using Eye Mark Recorder
and its readout image.
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Guest Editorial
Editorial
Remote control of physical systems by hu-
mans through the mediation of computers has
been a fascinating topic for scientists and
engineers for almost four decades. Depend-
ing on the field of application and the tech-
nology involved, different terms were coined
to describe the process of controlling a sys-
tem at a remote site: teleoperation, tele-ro-
botics, tele-service or telepresence are just the
most often repeated terms. In the early years
the development was mainly driven by space,
underwater, and automation applications for
hazardous areas, but especially in the recent
five years, different factors have led to an in-
creasing number of applications. The first
important factor was the exponentially grow-
ing computational power, enhanced control
algorithms, and new mechatronic sensors and
actuators which made it possible to actively
enhance the operator’s—visual, acoustical
and haptic—perception of the remote loca-
tion; new qualities of man–machine inter-
faces originated from these developments.
The second important factor for the increas-
ing number of applications is the broad avail-
ability of communication networks like the
Internet. The Internet makes it a snap to ac-
cess remote computers. It actually takes very
little to deploy a remote system and make it
available to many users over the Internet—
not just for “fun and fame”, but also for in-
dustrial, e.g., teleservice, applications.
All developments have the aim of intro-
ducing human perception, planning, and
control into a technical process. Some
people tend to consider this as just an inter-
mediate step on the way to fully autono-
mous systems, but the contributions in this
issue clearly show that the described tech-
nologies provide a new quality of coopera-
tion and coexistence of humans and ma-
chines—where, of course, the human al-
ways keeps control. As we are now intro-
ducing the latest insights from the fields of
human perception, sensing, and cognition into
telepresence systems, we are not just making
the automation part of such a system smarter
but we are also laying the groundwork for a
broad range of intuitively comprehensible
man–machine interfaces. The articles in this
issue cover this aspect from different view-
points.
Multisensory feedback
To increase the sense of reality and presence
in teleoperation systems is a major issue of cur-
rent developments. Besides the stimulation of
the visual sense by realistic computer graphi-
cal representations of virtual worlds, the stimu-
lation of additional senses becomes very im-
portant—and the solutions become more and
more effective. The paper by Schmidt/Kron/
Kammermeier outlines the developments re-
lated to providing tactile feedback for the user’s
arm, hand, and fingers. Different devices are
being used and versatile control strategies are
being developed and implemented to allow
users to “feel” virtual objects. Whereas this
work aims at providing a realistic sensation of
physical objects, Fong/Thorpe/Bauer use hap-
tic feedback to teleoperate a vehicle. In this
case, the forces felt are artificial force fields to
support the precise driving of a vehicles; vir-
tual forces here enhance the user’s intuition. In
a third paper on this topic, Kimura proposes to
enhance teleoperation systems by a further sen-
sual stimulation, by audio-feedback. Find out
about the psychophysical background of his
suggestion in this issue.
Projective Virtual Reality
Virtual reality used to be only about immer-
sion and interaction; the  papers by Hirzinger/
Landzettel/Brunner and by Freund/Rossmann
add the aspect of “projection.” Allowing users
to handle objects in the virtual world like they
would do in the real world is just the basis; the
key idea then is to automatically project these
actions onto robots and other means of au-
tomation. This implies that robots make ex-
actly the changes to the physical world that
correspond to the changes the user made to
the virtual world. The approaches presented
in both papers are different, but the aims are
the same: make the teleoperation of robots
safe and easy!
The idea of controling a real-world de-
vice via a graphical user interface is also pur-
sued by Tomatis/Moreau. They describe a
comprehensive web interface used to con-
trol a mobile robot. The ideas presented are
made complete by the work of Lane because
he summarizes the results on the effect of
time delay for the control of robot manipu-
lators over long distances.
Space Exploration
The exploration of space has always been a
driving force for the development of new
ideas related to teleoperation. In their paper,
Pirjanian/Huntsberger/Kennedy/Schenker
look into the more distant future of planetary
exploration where multiple rovers are to co-
operate to explore planetary surfaces. Their
ambitious plans are an inspiration and a driv-
ing force for the work in this field.
Teleoperated systems pioneered space,
the planets, and the deep seas. The contri-
butions to this newsletter show how the
methods and tools are now evolving to make
further pioneering more intuitive, more cost-
effective, and also more fun. Please read and
enjoy the authors’ thoughts about the present
and the future in this field.
Dr.-Ing. Jürgen Rossmann
Institute of Robotics Research
Otto-Hahn-Str. 8
44227 Dortmund, Germany
E-mailto:rossmann@irf.de
http://www.irf.de/~rossmann
Welcome to this special issue of the Robot-
ics and Machine Perception newsletter.
Our guest editor, Dr Jürgen Rossmann
of the Institute of Robotics Research in
Dortmund, Germany, has assembled a fo-
cused perspective on recent advances in
telemanipulation and telepresence technolo-
gies in the areas of Space, Industry, and the
Internet. This issue illustrates the applica-
tion of robotics and machine perception
techniques in developing advanced coopera-
tive man–machine systems. I would like to
thank Jürgen for his efforts in the preparation
of this special issue, and my thanks also to all
of the authors for their contributions.
Dr. Gerard McKee
Robotics and Machine Perception
Technical Group Chair
The University of Reading, UK
E-mail: Gerard.McKee@Reading.ac.uk
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A new telepresence approach through the combination
of virtual reality and robot control techniques
Since 1990, the application of virtual
reality (VR) techniques have been
investigated at the Institute of Robot-
ics Research, leading to the devel-
opment of COSIMIR/VR, IRF’s 3D
simulation and virtual reality system.
It has been established that the po-
tential for new virtual-reality-based
approaches to man-machine inter-
faces is extremely promising. Such
techniques offer a means of convey-
ing information about an automation
system in an intuitive manner and
can combine supervisory capabilities
with new, intuitive approaches to the
commanding of complex technical
systems over long and short dis-
tances.
In this context, the new paradigm
of Projective Virtual Reality has been
realized as a sophisticated new ap-
proach to teleoperate and supervise
robotic and automatic systems. The
idea behind Projective Virtual Real-
ity is to “project” actions that are car-
ried out by users in the virtual world
into the real world, primarily by
means of robots but also by other
forms of automation. Robot control
technology thus provides the user in
the virtual reality with a “prolonged
arm” into the physical environment,
paving the way for a new quality of
a user-friendly man-machine inter-
face for automation applications.
Projective Virtual Reality is based on
the latest results in the fields of task
planning, world modelling, coopera-
tive robot control and sensor-based
robot control.
Figure 1 depicts the main idea of
Projective Virtual Reality. A user is
immersed into the virtual world by
means of a data helmet and he inter-
acts with the virtual objects by means of his data
glove. All changes the user makes to objects in the
virtual world are “evaluated” by means of a petri-
net-based tracking technique that returns a high-level
task description1 like, “open heater” or “move
sample from A to B” after the user has completed a
task. This task description is then fed to a planning
component that decomposes this task description
into elementary actions and programs for the robots
and automation devices involved. Using this task-
oriented approach gets the user out of the real-time
control loop, so that stability problems typically en-
countered when controlling systems over long dis-
tances do not arise. Figure 1 depicts a sce-
nario where a user on the ground com-
mands a robotic system: e.g. on board the
Columbus module, the European contri-
bution to the International Space Station
(ISS). In such an application, the task-ori-
ented approach has the further appeal that
we can have multiple users in different vir-
tual reality systems who all carry out tasks
simultaneously. Each user thus generates
task descriptions that are then sent to the
planning system on board the module. The
planning system then can let the robots
work in a time-sharing mode for all
users.
The realization shown in Figure
2 shows that the development of
projective virtual reality has already
left the state of laboratory experi-
ments. In April 1999 it was used to
realize the ground control station for
the robot ERA on board the Japa-
nese satellite ETS VII. This mission
to control the first free-flying robot
in space with our colleagues from
Japan was a great success. It is de-
scribed in greater detail elsewhere.1
In addition to being useful for
commanding complex automation
systems, Projective Virtual Reality
also provides new features and ideas
to intuitively supervise such systems.
In order to make system information
available “at a glance” to the user,
different metaphors1 were introduced
to provide the user with important
information. In Figure 1, the spheres
inside the virtual robot are metaphors
to visualize the robot’s motor cur-
rents: at the robot’s tip, a coordinate
frame depicts the exerted forces and
torques. In the ERA world shown in
Figure 2, the numeric figures are dis-
played in a “visor-metaphor” (re-
member Geordie from the Start Trek:
The Next Generation), and the trans-
lucent copy of the robot is a “look-
into-the-future” metaphor—it always
shows where the physical robot will
be five seconds later.
Besides the two applications men-
tioned, Projective Virtual Reality is
currently being using for different
kinds of telepresence applications in
space, and recently also for
teleservice applications in manufac-
turing applications. Examples appli-
cations and more detailed descriptions can be
found at our web-sites.
Eckhard Freund and Juergen Rossmann
Institute of Robotics Research
Dortmund, Germany
http://www.irf.de
http://www.cosimir.com.
References
Figure 1. Telepresence by means of Projective Virtual Reality.
Figure 2. Teleoperation of the Japanese robot ERA on board the ETS VII
satellite.
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Intuitive haptic perception in virtual prototyping tasks
The Institute of Auto-
matic Control Engineer-
ing (IACE) in the Depart-
ment of Electrical Engi-
neering and Information
Technology at the
Technische Universität
München performs re-
search in human-oriented
robotics with a focus on
haptic feedback technolo-
gies for multi-modal
telepresence and telero-
botic applications.
Haptics for virtual
prototyping
The need to lower time-
to-market and reduce the
development cost for
physical prototypes has
stimulated the demand
for virtual prototyping
techniques in the auto-
mobile and other indus-
tries. Today, highly de-
veloped 3D visualization
systems are available for
graphical display and
animation of CAD ob-
jects or workpieces.
Since such displays are
constrained to the visual modality: spectators
or human operators play a more or less passive
role.
Because of this unsatisfactory situation, a
major goal of current research in telepresence
and telerobotics is to provide multi-modal sen-
sory feedback to human operators. Technical
setups in the human system interface have been
developed for advanced haptic feedback and
multi-fingered object manipulation. Applying
this technology to virtual prototyping allows
intuitive exploratory procedures to be per-
formed: procedures that consist of more than
just passively viewing an object.
Current haptic interfaces
Haptic displays, such as Sensable’s
PHANToM, have proven their usefulness for
an improved understanding of object shapes
and properties compared to vision-only sys-
tems. However, most available force-feedback
systems only provide kinesthetic feedback with
a single contact point for the whole hand. De-
vices with wider mechanical bandwidth, as e.g.
the PHANToM or the Pantograph, are also ca-
pable of displaying high-frequency vibration
in order to represent texture as one component
of tactile information. This shift from kines-
thetic to tactile display only refers to the corre-
sponding frequency range of feedback signals
in the spectrum of human haptic perception.
Even if we assume ideal sensors and displays
and an absolutely transparent overall system
behavior, this kind of interaction only allows
for an exploration “through” a rigid probe that
is directly fixed to the end-effector of a kines-
thetic display. Six-DoF force/moment reflec-
tion and line-based haptic rendering techniques
take into account the shape of this probe.
Being restricted to touching objects through
a single rigid probe, can provide a certain de-
gree of haptic information to the human opera-
tor. However, he or she is forced to explore
and manipulate objects in a not-entirely-intui-
tive manner. The objective of this research
project is to overcome these restrictions by two
major improvements: multi-finger kinesthetic
feedback and distributed tactile feedback.1
Multi-finger kinesthetic feedback
Typical exploration and manipulation proce-
dures carried out intuitively by humans imply
the use of multiple fingers. Sampling of finger
position/posture and independent force reflec-
tion to each finger enable the operator in an
advanced virtual prototyping system to execute
his/her intuitive motion patterns.
Besides allowing the operator intuitive fin-
ger/hand postures, a
corresponding haptic
feedback device must
also display a multi-
tude of forces such as
varying contact forces,
dynamic friction
forces, or weight. This
type of feedback helps
to prevent the operator
from penetrating ob-
jects with his/her fin-
gers in the virtual
prototyping environ-
ment.
The IACE has
developed a com-
bined Wrist Finger
Kinesthetic Display
(WFKD)2 capable of
displaying finger
forces as well  as
wrist/arm forces. A
commercial 5-DoF
haptic glove is
mounted as the end-
effector on a desktop
kinesthetic feedback
device generating 3-
DoF forces in 3D
space (see Figure 1).
The fixation of the
lower part of the operator’s arm behind the
wrist allows for execution of intuitive mo-
tion patterns. Through this device, the op-
erator can perceive separated force stimuli
on fingers and wrist as a single high-fidel-
ity force sensation. This could be demon-
strated by an experiment simulating the in-
sertion of a radio into a virtual car dash-
board. In addition to visual information, the
WFKD provides detailed feedback of all
forces that occur during the operator’s ex-
ploratory and manipulatory operations. The
ability to perceive physical interactions
leads to an increased degree of immersion
and improved task execution.
Distributed tactile feedback
Haptic exploration means the simultaneous and
consistent evocation and processing of kines-
thetic and tactile information. Beyond vibra-
tion-representing textures, tactile perception
comprises further components, such as small-
scale shape information, that is considered to
be crucial in haptic exploration tasks.
Actuator pin arrays have been proposed as
a reasonable approach for representing a dis-
crete approximation of a contact situation at
Figure 1. Multi-modal, multi-fingered installation of a virtual car radio.
Figure 2. Tactile exploration of parts of a virtual car engine prototype.
continued on p. 11
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Space exploration and the expanding domain of
robotic telepresence
The recent development of
robotics technology for
space has significantly el-
evated both the human and
robotic roles.1 Early
teleoperative manipulation
has progressed to high dex-
terity telerobotics wherein
a remote human operator
shares/trades controls with
robot autonomy, often
guided by virtual/aug-
mented reality displays
and sensor feedback.
Complementing this, plan-
etary/lunar surface vehicu-
lar capabilities are rapidly
progressing from low-
level programmed automa-
tion to longer-ranging
semi-autonomous naviga-
tion, exploiting on-board
machine perception, and
reactive control, and
simple deliberative plan-
ning for hazard detection,
obstacle avoidance/man-
agement, target tracking,
and science sample acqui-
sition. These technology
advances will migrate into
near-future flight systems
such as the planned Mars
Exploration Rovers of
2003 and possible later
highly anthropomorphic
telerobotic work stations
for shuttle/space station
servicing.
Looking into the more
distant future, the National
Aeronautics and Space
Administration (NASA) is
considering missions that involve not one ro-
bot, but rather an extended telepresence based
on multiple cooperating robotic agents. One
example is planetary outposts, wherein robot
work crews act to prepare and maintain a habi-
tat for future shared human/robot presence.
Thus, there is potential for a wide-ranging
telerobotic functionality spanning autonomous
cooperation of remotely operating, closely in-
teracting robots, to a later human-robot syn-
ergy and community.
Within the Planetary Robotics Laboratory at
the Jet Propulsion Laboratory, Pasadena, we are
developing related autonomy technologies that
can enable and significantly reduce the sustain-
ing cost of deploying, operating, and command-
ing such complex missions. One such develop-
ment is the Control Architecture for Multi-robot
Planetary OUTposts (CAMPOUT), which is a
distributed, hybrid, behavior-based system in that
it couples reactive and local deliberative behav-
iors without the need for a centralized planner.2
It provides facilities for behavior representation,
behavior generation, inter-and-intra-robot behav-
ior coordination, and communications infrastruc-
ture for distributed robot coordination to support
not only cooperative but also tightly coordinated
tasks. CAMPOUT constructs a methodological
framework that builds on behavior-based syn-
thesis, multiple objective decision theory, ap-
proximate reasoning, and symbolic planning.
During 2000, we successfully demonstrated
a tight, kinematics-and-force-constrained coop-
eration between two prototype planetary rovers
(see Figure 1), SRR (Sample Return Rover) and
SRR2K, for transport of an extended payload
2.5 meters long over natural terrain. Neither of
the rovers is capable of transporting this simu-
lated PV (photovoltaic tent container) without
assistance. The physical constraints imposed by
the physical link between the rovers and the non-
holonomy constraints of each rover make this
task a real challenge, especially on natural ter-
rain. However, we demonstrated that
Figure 1. Transport of an extended container by two rovers in the arroyo at JPL. Left: Rovers in a column (offset) transport
formation. Right: Rovers in a row (side-by-side) formation.
Figure 2. The All Terrain Explorer system concept for cliff descent.
continued on p. 13
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MARCO—DLR’s task-directed sensor-based
teleprogramming system
DLR’s telerobotics concepts have been veri-
fied in two real space-robot projects, namely
in our own project ROTEX—the first remotely
controlled space robot flying inside shuttle
COLUMBIA1 in April 93—and in ETS VII,
the first free-flying space robot developed by
Japan’s space agency NASDA.
Based on the ROTEX experience, we have
focused our work in telerobotics on the design
of a high-level task-directed robot program-
ming system, MARCO, that may be character-
ized as learning by showing in a virtual envi-
ronment.2 This system is applicable to the pro-
gramming of terrestrial robots as well. The goal
(see Figure 1) was to develop a unified con-
cept for:
• A flexible, highly interactive, on-line
teleoperation station based on predictive
ground simulation (including sensor-based
local autonomy)
• An off-line programming environment. This
includes all the sensor-based control and lo-
cal autonomy features as tested already in
ROTEX, provides the additional possibility
of programming a robotic system
on an implicit, task-oriented
level.
A non-specialist user—e.g. a
payload expert—should be able to
remotely control the robot system
in case of internal servicing in a
space station (i.e. in a well-defined
environment). However, for exter-
nal servicing (e.g. the repair of a
defect satellite), high levels of
interactivity between man and ma-
chine are desirable. To fulfil the re-
quirements of both applications, we
have developed a 2-in-2-layer-
model that represents the program-
ming hierarchy from the executive
to the planning level (see Figure 2).
Based on this four-level hierarchy,3 an op-
erator working on the (implicit) task level no
longer needs real robotic expertise. With a 3D
cursor (controlled by a space mouse) or with a
human-hand-simulator (controlled by a data
glove) he picks up any desired object in the
virtual world, releases it, moves it to a new lo-
cation, and fixes it there. Sequences of these
kind of operations are easily tied together as
complex tasks. Before they are executed re-
motely, the simulated robot engaging its path
planner demonstrates how it intends to perform
the task (implying automatic collision avoid-
ance). See Figure 3.
Nevertheless in the explicit layer (the learn-
ing phase) the robot expert has to show and
demonstrate the elementary operations (these
include the relevant sensory patterns) and, if
necessary, train the mapping between non-
nominal sensory patterns and motion com-
mands that servo into the nominal patterns later
on, in the real world. He performs these dem-
onstrations by moving the robot’s simulated
gripper or hand (preferably without the arm)
into the proximity of the objects to be handled
(e.g. drawers, bayonet closures, doors in a lab
environment), so that all sensory patterns are
simulated correspondingly. The robot expert,
at this stage, must have knowledge of position-
and sensor-controlled subspaces, and must be
able to define them, massively supported by
MARCO function. He also has to define how
operations (e.g. remove bayonet closure) are
composed of elementary operations (approach,
touch, grasp, turn etc.).
MARCO’s two-handed VR interface
concept
Thus, on the implicit as well as on the explicit
layer statement, we have to move 3D-pointers
or grippers / hands around in the virtual lab
environment. Using classic “immersive”
cyberspace techniques with data-glove and
helmet were not adequate for our approach, as
the human arm’s reaching space is fairly small
(e.g. in a lab environment). Also, with head
motions, only very limited translational shifts
of the simulated world are feasible. An alter-
native to the position control devices, the data-
glove and helmet, is the velocity control de-
vice: the space mouse. This is particularly true
if the robot system to be programmed has no
articulated hand. Velocity control here means
we may easily steer around an object in VR,
over arbitrary distances and rotations, via small
deflections (which command velocities) of an
elastic sensorized cap. Another important point
(confirmed by extensive tests of car
manufacturers in the context of 3D
CAD-design) is that, just as in real
life, two-handed operations—when
interacting with 3D-graphics—are
the optimum. Indeed, whenever hu-
mans can make use of both hands,
they will (e.g. when carving, mod-
elling, cutting). In the northern hemi-
sphere, the right hand is the work-
ing hand for around 90% of the
population. The left hand is the guid-
ance and observation hand, which
holds the object to be worked (vice
versa for left-handers).
This ideal situation for a human
is easily transferred to the VR inter-
face scenario. A right-hander preferably moves
around the whole virtual world in 6-DoF with
a space mouse in his left hand (the guidance
hand). At the same time his right hand moves
around the 3D cursor with a second space
mouse (velocity control) or a simulated hand
with a data glove (position control). One should
note that now, even for the glove, the problem
of limited workspace disappears. With the left
hand, the operator is always able to move the
virtual lab world around such that the objects
to be grasped are very close. Thus, even in po-
sition-control mode with a data glove, only
small, convenient motions of the operator’s
Figure 1. ROTEX telerobotic control concept.
Figure 2. The 2-in-2-layer-model.
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Active interfaces for vehicle teleoperation
Since 1997, the Robotics Institute of Carnegie
Mellon University and the Virtual Reality and
Active Interfaces (VRAI) Group1 of the Swiss
Federal Institute of Technology have been de-
veloping tools and technology for vehicle
teleoperation. The goal of our collaboration is
to make such teleoperation easier and more
productive for all users, novices and experts
alike. Thus, we have developed a variety of
active interfaces incorporating sensor-fusion
displays, gesture and haptic input, personal
digital assistants, and the wwweb.2,3
Sensor fusion displays
Perhaps the most difficult aspect of vehicle
teleoperation is that the operator is unable to
directly perceive the remote environment. In-
stead, he is forced to rely on sensors, band-
width-limited communications links, and an
interface to provide him with information. As
a result, the operator often fails to understand
the remote environment and makes judgement
errors. Thus, we need to make it easier for the
operator to understand the remote environment,
to assess the situation, and to make decisions.4
Our approach is to develop sensor fusion
displays that combine information from mul-
tiple sensors or data sources to present a single,
integrated view. These displays are important
for applications in which the operator must rap-
idly interpret multispectral or dynamic data.
Figure 1 shows an example in which lidar, ste-
reo, and ultrasonic sonar range data are fused.5
This display is designed to direct the operator’s
attention to close obstacles and to improve situ-
ational awareness in cluttered environments.
Gesture and haptic input
Almost all teleoperation interfaces rely on in-
put devices such as joysticks or two-dimen-
sional computer pointers (mouse, pen, etc.).
One problem with this approach is that the hu-
man-machine interaction is essentially static:
the form and range of input is limited to physi-
cal device properties. With computer vision,
however, we can create gesture-based inter-
faces that provide flexible, user-adaptive inter-
action. Moreover, since the interpretation is
software-based, it is possible to customize in-
put processing to minimize sensorimotor
workload, to accommodate operator prefer-
ences, and to adapt to the task/operator in real-
time.3
GestureDriver is a remote driving interface
based on visual gesturing (see Figure 2). Hand
motions are tracked with a color and stereo vi-
sion system and classified into gestures using
a simple geometric model. The gestures are
then mapped into motion commands that are
transmitted to the remote vehicle. In our test-
ing, we found that GestureDriver works well
almost anywhere within the vision system’s
field of view. Thus, users were free to move
about when they were not directly command-
ing the robot. Additionally, GestureDriver was
able to easily accommodate users of different
sizes and with different control preferences.
The most difficult aspect of remote driv-
ing, as with all teleoperation, is that the opera-
tor is separated from the point of action. As a
result, he must rely on information from sen-
sors (mediated by communication links and
displays) to perceive the remote environment.
Consequently, the operator often fails to un-
derstand the remote environment and makes
judgement errors. This problem is most acute
when precise motion is required, such as ma-
neuvering in cluttered spaces or approaching a
target.3
HapticDriver addresses this problem by pro-
viding force feedback to the operator (see Fig-
ure 3). Range-sensor information is trans-
formed to spatial forces using a linear model
and then displayed to the operator using a large-
workspace haptic hand controller (the Delta
Haptic Device). Thus, HapticDriver enables the
operator to feel the remote environment and to
achieve better performance in precise driving
tasks.
Personal interfaces
For some remote driving applications, install-
ing operator stations with multiple displays,
bulky control devices and high-bandwidth/low-
latency communication links is infeasible (or
even impossible) due to environmental, mon-
etary, or technical constraints. For other appli-
cations, a range of operators having diverse
backgrounds and skills drive the vehicle. In
these situations, extensive training is impracti-
cal and we need interfaces that require mini-
mal infrastructure, can function with poor com-
munications, and do not tightly couple perfor-
mance to training.
PdaDriver is a PDA-based interface for ve-
hicle teleoperation and is shown in Figure 4.
PdaDriver uses multiple control modes, sen-
sor-fusion displays, and safeguarded
teleoperation to make remote driving fast and
efficient. We designed the PdaDriver user in-
terface to minimize the need for training, to
enable rapid command generation, and to im-
prove situational awareness. The current inter-
face is has four interaction modes: video, map,
command, and sensors (see Figure 4). We have
conducted a number of field tests with the
PdaDriver and found the interface to have high
usability, robustness, and performance.3
To date, we have created two Web-based
systems: WebPioneer and WebDriver. The
WebPioneer (developed in collaboration with
ActivMedia Inc.) enables novices to explore
an indoor environment. The WebPioneer, how-
ever, requires significant network resources and
only provides a limited command set. We de-
signed our second system, WebDriver, to ad-
dress these problems. In particular, WebDriver
minimizes network bandwidth usage, provides
a dynamic user interface, and uses waypoint-
Figure 1. Sensor fusion display incorporating lidar,
stereo vision, and sonar range data.
Figure 2. GestureDriver: a visual, gesture-based
interface for vehicle teleoperation.
Figure 3. HapticDriver provides force feedback for
precision driving tasks.
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Time delay and communication-bandwidth limitation on
telerobotic control
Remote teleoperation allows humans to extend
their capabilities to environments too danger-
ous for biological organisms. The communi-
cation between the operator and the robot needs
to be fast in order to accommodate quick inter-
action with the environment. However, certain
remote environments, such as deep-sea and
space operations, impose restrictions on the
communication link that limits the available
bandwidth. In addition, as the distance in-
creases, the communication between the op-
erator and robot is further handicapped by sig-
nificant time delays.
The experiment
A simulation was developed (see Figure 1) al-
lowing an operator to control a 7-DoF manipu-
lator to perform a manipulation positioning
task. The task was to pop a target sphere with
the tip of the manipulator that was commanded
using a Cartesian rate controller using a pair of
3-DoF hand controllers. The operator switched
between three fixed views to perform the task.
The default view was an overall shot of the arm
and work site, useful for coarse positioning of
the manipulator. As the tip neared the target
sphere, one of the two orthogonal views could
be used (a side or top view) to help perform
the final movements.
Four independent variables were altered
during testing: time delay, the use of predic-
tive displays, the communication bandwidth,
and the manipulator velocity. Four different
round-trip time delays were chosen that the
operators could feasibly handle: 0s, 1.5s, 3s,
and 6s. During preliminary testing, it was de-
termined that, at 3s and 6s time delay, some
form of predictive display was required to as-
sist the operator. Three display methods were
compared: an unmitigated display showing
only the telemetry of the actual position, one
with an added predictive display that estimated
where the manipulator would move after the
delay, and one that commanded the joints to
move to the position as shown using an addi-
tional commanded display. Since the predic-
tive and commanded displays were used to re-
duce the effects of time delay, they were only
used during time-delayed treatments. The
communication bandwidth between the
ground and space is limited: it is, therefore,
advantageous to limit the number of com-
mands sent to the robot. Four sampling rates
were used as treatments: the baseline rate
(20Hz), half rate (10Hz), quarter rate (5Hz),
and one-eighth rate (2.5Hz). The maximum
velocity of the manipulator tip was also al-
tered testing 6in/s and 1.3in/s.
Results
The strongest effect on task completion time
was time delay, up to a 480% increase at 6s.
Figure 2 distinctly shows that completion time
increases linearly with time delay. Each dis-
play method is affected by time delay differ-
ently, but all have this linear correlation. The
slope of the commanded display, in Figure 2,
is less than one: therefore the commanded dis-
play made up for the additional time delay.
While still helpful for alleviating the time-de-
lay effect, the predictive display was only half
as effective as the commanded display. Cali-
bration errors between the predictive display’s
estimated position and the actual position made
the predictive display less helpful. It would be
expected that any error causing a deviation
between the commanded/predictive and actual
output would reduce the effectiveness of the
extra display. However, even with moderate
errors, the predictive display still reduced the
completion time considerably.
Command sampling rate was a less impor-
tant factor in influencing performance. As can
be seen in Figure 3, only a minor difference
was found by cutting the rate in half from 20Hz
to 10Hz. However, at around 5Hz, a break point
was reached and performance becomes more
affected by a reduction of sampling rate. More
testing would likely show that further reduc-
tion of the sampling rate from 2.5Hz would sig-
nificantly increase completion time.
The least influential factor was the change
in manipulator velocity. It can be seen from
Figure 3 that the 1.3in/s sampling rate curve is
flatter when compared to the faster manipula-
tor speed. The flatter shape of the sampling rate
curve, which can be seen in Figures 16 and 17,
indicates that sampling rate has less effect on
the slower manipulator speed. On average, the
slower manipulator speed increased the
completion time by about 27%.
Overall, very few impacts were made on the
work site. On average, an impact would occur
Figure 1. Modified Fitts1 law task screenshot with
exaggerated size sphere.
Figure 2. Linear correlation of time delay and
completion time.
Figure 4. Number of impacts at 6in/s manipulator
speed.
continued on p. 12
Figure 3. Comparing 1.3in/s and 6in/s manipulator
speeds for changing sampling rate curves.
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on the end-effector. These values are converted
into MIDI tone signal commands and are trans-
mitted to the audio sampler. A sound source of
motor noise is stored in the audio sampler, and
the audio sampler generates the motor noise
according to the magnitudes of the force and
torque. We examined several kinds of sound
sources and found motor noise to be the most
feasible and realistic.
Computer C analyzes the command data
and detects the transmission of the command
to the robot. Mac 5 announces the type of the
command. This information can be used to
check that the proper command was transmit-
ted.
We chose an objective and psychophysical
assessment of the AFS, the eye mark recorder
(EMR), which can record an operator’s eye
movements in response to very small stimuli.
As far as we know, this is the first experiment
to deal with psychophysical phenomena dur-
ing the teleoperation of space robots on board
a space craft. It is important to assess the psy-
chophysical phenomena during actual satellite
operation, since the psychophysical state dur-
ing actual operation is different from that of
simulation-based training, even if the experi-
menter and operator try to maintain the same
conditions.
From the experiments we found the follow-
ing results.
• Operation time can be significantly reduced,
and the operator can easily avoid collisions.
• The operator didn’t have to concentrate on
the telemetry console and thus was free to
monitor other items.
• The spectrum patterns of eye movement ve-
locity reflect the expertise level of the op-
erators.
• The spectrum of a well-trained operator
changes from a naive operator’s spectrum
to an astronaut’s spectrum when using the
AFS.
These results suggest that the audio feedback
system aids in teleoperation of space robots and
that the eye mark recorder is a unique and ef-
fective tool to assess interface systems.
Shinichi Kimura
Space Communications Division
Communications Research Laboratory
4-2-1, Nukui-Kitamachi, Koganei
Tokyo 184-8795, Japan
Phone: +81 423 27-7514
Fax: +81 423 27-6699
E-mail: shin@crl.go.jp
Audio-feedback
experiments
continued from cover
hand are required (see Figures 4 and 5).
More details on MARCO’s high level user
interface and Java/VRML client techniques are
given in Reference 4 (see Figure 6).
The sensor-based task-level-teleprogram-
ming system, MARCO, has reached a high
level of universality. It was not only used as a
ground-control station for the ETS VII experi-
MARCO—DLR’s task-directed sensor-based
teleprogramming system
continued from p. 6
Figure 3. DLR’s universal telerobotic station
MARCO (Modular A&R Controller).
Figure 4. Two handed VR-interface using space
mouse and data glove (space-station scenario as
example).
Figure 5. Two-handed VR interface using two
space mice (ETS VII scenario as example).
ment, but it is also being studied for Germany’s
Experimental Service Satellite ESS project, for
remote ground-control of a new, climbing,
space-station robot, and for mobile terrestrial
and planetary robot projects.
G. Hirzinger, K. Landzettel, and B.
Brunner
DLR Oberpfaffenhofen
German Aerospace Center
Institute of Robotics and System Dynamics
D-82234 Wessling/Germany
E-mail: Gerd.Hirzinger@dlr.de
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Figure 6. Internet-programming with VRML /3D
Java.
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the human fingertip. However, the ideal speci-
fication profile for such an array (which can be
derived from physiological and biomechanical
as well as task-oriented data) poses severe chal-
lenges in system design. The IACE has devel-
oped an actuator array with extraordinarily high
pin forces and mechanical bandwidth3 that is
used for tactile representation of the interac-
tion between the operator’s fingertip and stiff
objects in virtual prototyping tasks. Experi-
ments have been performed with respect to
detailed haptic exploration of an automobile
engine (see Figure 2). In this scenario, the op-
erator can examine the head of a screw to be
fixed, judge the quality of workmanship at the
edge of a workpiece, or localize a visually-oc-
cluded marker that indicates the assembly-ro-
tation of a pulley.
Perspective
The benefits of including the proposed ad-
Intuitive haptic perception in virtual prototyping tasks
continued from p. 4
vanced haptic feedback technologies in virtual
prototyping environments have been demon-
strated in various laboratory experiments. Be-
yond the automobile industry, potential appli-
cations of this technique can be found in other
industrial areas, as well as in medical simula-
tion and education.
This work is supported by the German Re-
search Council (DFG) within the Collabora-
tive Research Center “High-Fidelity
Telepresence and Teleaction” (SFB 453).
A. Kron, P. Kammermeier, and G.
Schmidt
Institute of Automatic Control Engineering
Technische Universität München
80290 München,Germany
Phone: +49 89 289-23415
Fax: +49 89 289-28340
E-mail: alexander.kron@ei.tum.de
based safeguarded teleoperation. WebDriver
differs from other web-based driving because
it is highly effective in unknown, unstructured,
and dynamic environments.6
Future work
We believe that our tools and technologies are
well-suited for tasks such as remote explora-
tion. Thus, we are planning to apply our re-
search to the exploration of planetary surfaces.
In the next year, we intend to develop user in-
terfaces that enable EVA crew members (e.g.,
suited geologists) and mobile robots to collabo-
rate and jointly perform tasks such as survey-
ing, sampling, and in-situ site characterization.
This work is partially supported by the
DARPA ITO Mobile Autonomous Robot Soft-
ware program (SAIC/CMU task) and the Swiss
Commission for Technology and Innovation
(CTI project 4327.1). Contributors include
Gilbert Bouzeid, Francois Conti, Sebastien
Grange, Roger Meier, and Gregoire Terrien.
Terry Fong and Charles Thorpe
The Robotics Institute
Carnegie Mellon University
Pittsburgh, PA 15213
E-mail: {terry, cet}@cs.cmu.edu
http://www.cs.cmu.edu/~{terry, cet}
Charles Baur
Institut de Systèmes Robotiques
Swiss Federal Institute of Technology
CH-1015 Lausanne, Switzerland
E-mail: charles.baur@epfl.ch
http://imtsg7.epfl.ch/~baur
Active interfaces for vehicle teleoperation
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Figure 4. PdaDriver is a PDA-based interface for remote driving.
Figure 5. WebDriver enables safeguarded vehicle teleoperation via the
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and correct.
• Crashes of one or more processes can cause
a loss of information that would be impor-
tant for the off-line analysis
On-line supervision (see Figure 1) is there-
fore an important tool for speeding up progress
in research on applications such as mobile ro-
botics by allowing on-line detection of charac-
teristics of the tested approaches. Having ac-
cess to the machine’s perception permits us to
identify the correspondence between the per-
ception and behavior of the robot. This is done
by visualizing sensory information on several
levels of abstraction, using state-of-the-art web
technology yielding a plug-in-free interface that
can be viewed with a standard browser. It pro-
vides multi-modal information in several rep-
resentations: off- and on-board vision, laser
data, and odometry (see Figure 2).
This tool proved to be indispensable in the
developing phase of navigation algorithms for
localization, obstacle avoidance, and path plan-
ning.3,4
Specification
By performing public presentations and com-
mon experiments with distant labs, some limi-
tations of our system become evident. Obscure
in-line commands were used to control the ro-
bot and the only feedback was the robot be-
havior and some text output. This was not sat-
isfying for people who were not familiar with
this development and operating system. Includ-
ing task specification in a graphical feedback
interface, making the results of the robotics re-
search accessible to potential end-users became
a major aspect of the development.
For this, a means for controlling the robot—
which was not a basic aim of the project—has
been developed. This has been achieved by in-
troducing modern guidelines for ergonomic
interface design (like context-sensitive pop-up
menus or clickable goal specification). Defin-
ing a navigation goal on a graphical interface
by clicking on an image showing the known
environment, makes the interface very intui-
tive for the end-user. In the same way, local
goals near the current robot position can be
defined on the image showing the neighbor-
hood of the robot and the raw data from the
laser scanner. Furthermore, the robot behavior
can even be seen by distant users by means of
external cameras (see Figure 2).
Its practicality has been extensively dem-
onstrated at the ‘Computer2000’ exhibition,
where the robot was remote-controlled using
this interface for four days, in a fully autono-
mous mode, by visitors of the tradeshow.2 The
visitors defined 724 missions for the robot,
which had to travel a total of 5.013km in order
to fulfill them.
Nicola Tomatis and Benoit Moreau
Autonomous Systems Lab, Prof. Roland
Siegwart
Swiss Federal Institute of Technology
Lausanne (EPFL)
CH-1015 Lausanne, Switzerland
E-mail: {nicola.tomatis,
benoit.moreau}@epfl.ch
http://dmtwww.epfl.ch/isr/asl
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0.04 times per trial, or about once in every 25
attempts at popping a sphere. More evidence
showing the usefulness of the commanded dis-
play was that the number of impacts was sig-
nificantly lower. When using the commanded
display, the number of impacts was reduced
by 95%. Operations using the commanded dis-
play were practically flawless. In all 1,440
sphere-popping trials conducted in the 6in/s
manipulator speed study, impacts occurred only
three times when using a commanded display.
No significant difference in the number of im-
pacts was found for the predictive display or
due to changes in time delay. When the veloc-
ity was slowed from 6in/s to 1.3in/s, the prob-
ability of errors decreased by a third.
Conclusion
Each of the individual effects was ranked to
determine which factors were most influential
to performance. For completion times, the rank-
ing of importance from most to least influen-
tial was the following: time delay and use of
commanded display, sampling rate, and (fi-
nally) manipulator speed. A wider range of
speeds may find that the manipulator speed
would be more important. For number of im-
pacts, the only conclusive effect was the use
of a commanded display: all other factors had
very little significance.
Continued research into determining what
factors are most influential on user operation
can be used to develop better interface appli-
cations to control robotics under adverse con-
ditions. Creating an interface that is both easy
to use and helpful in ameliorating time delay
and communication bandwidth limitations will
allow humans to effectively extend their capa-
bilities to remote regions with the use of ro-
botics.
J. Corde Lane
Engineering Research Building 806
Suite 4105
College Park, MD 20742
E-mail: corde@ssl.umd.edu
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CAMPOUT provides the
necessary autonomy
functions to operate and
command the two rovers
as one single rover with
capabilities for transpor-
tation of a PV tent.3
We are currently ex-
tending this work-scal-
ing the concept—to de-
velop techniques that
enable command and
distributed coordination
of larger teams (three to
tens) of agents for vari-
ous space applications.
As one example, the All
Terrain Explorer3 is a
distributed/modular ro-
botic system for access
to high-risk, high-value
locations such as cliffs,
fissures, etc. This aggres-
sive mobility platform
will support operational
functionality such as rappelling down a cliff,
moving to a designated waypoint, and safe ob-
stacle avoidance, all on a cliff wall (see Figure
2). The system concept consists of a tethered
ensemble of three robotic entities; the rappeller,
and two anchoring assistants, anchors, that will
cooperatively direct and safely guide the
rappeller to descend to way-points which are
on the cliff-side and which are within the
workspace defined by the tether lengths and
the anchoring points. In this work we are using
CAMPOUT to demonstrate elements includ-
ing collective fused mapping, state estimation,
and distributed controls.
Second, we have recently begun work in ap-
plying the same techniques for control and co-
ordination of hundreds of satellites for tasks
involving formation flying and collective data
acquisition. CAMPOUT provides the core tech-
nology for a high degree of autonomy that is
key to a cost-efficient deployment of such dis-
tributed satellite systems.
Finally, we note in passing an effort aimed at
both planetary and orbital platforms: the LEMUR
(Legged Excursion Mechanical Utility Robot)5
(see Figure 3) is being developed by us as a
highly dexterous system (22 independent degrees
of freedom) for assembly, inspection, and main-
tenance operations. Sporting six limbs that can
be used for both mobility and manipulation,
much like a primate, LEMUR can be
reconfigured using easily exchanged end effec-
tors to perform different tasks. To date LEMUR
has been equipped with gripper, hex-key driver,
and visual inspection end effectors. Eventually,
we expect to show cooperative behavior between
Space exploration and the expanding domain of robotic telepresence
continued from p. 5
LEMUR and heterogeneous platforms, in a man-
ner related to the robot work crew activities de-
scribed above.
P. Pirjanian, T. L. Huntsberger, B. A.
Kennedy, and P. S. Schenker
Jet Propulsion Laboratory, California
Institute of Technology
4800 Oak Grove Drive/MS 125-106
Pasadena, CA 91109-8099
paolo.pirjanian@jpl.nasa.gov
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Figure 3. LEMUR with the right limb in manipulation configuration.
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ROBOTICSONLINE
New Robotics Web
Discussion Forum launched
You are invited to participate in SPIE’s new
online discussion forum on Robotics. The
INFO-ROBO mailing list is being “retired”
as we move the discussions to the more
full-featured web forums. We hope you will
participate. To post a message, log in to
create a user account. For options see
“subscribe to this forum.”
You’ll find our forums well-designed and
easy to use, with many helpful features
such as automated email notifications,
easy-to-follow “threads,” and searchability.
There is a full FAQ for more details on how
to use the forums.
Main link to the new Robotics forum:
http://spie.org/app/forums/
tech/
Related questions or suggestions can
be sent to forums@spie.org.
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Web interfacing for task supervision and specification
The Autonomous Systems Lab at the Swiss
Federal Institute of Technology Lausanne
(EPFL) is engaged in mobile robotics research.
The lab’s research focuses mainly on indoor
localization and map building, outdoor loco-
motion and navigation, and micro mobile ro-
botics. In the framework of a research project
on mobile robot localization, a graphical web
interface for our indoor robots has been devel-
oped.1 The purpose of this interface is twofold:
it serves as a tool for task supervision for the
researcher, and for task specification for the
end-user. Our indoor robots are fully autono-
mous systems based on the VME-bus standard
with a six-axis robot controller carrying a
PowerPC processor at 300 MHz. Among the
various peripheral devices, they have three
main sensors: the wheel encoders, a 360° laser
range finder, and a CCD camera. The localiza-
tion approach is feature based and uses an Ex-
tended Kalman Filter to integrate measure-
ments from the encoders, the laser scanner, and
the CCD camera. Features are infinite lines for
the laser scanner and vertical edges for the vi-
sion system.
Supervision
Testing algorithms like localization and ob-
stacle avoidance on an autonomous self-con-
tained robot2 requires a means for the researcher
to check the algorithmic reactions to the
machine’s perception of the world. However,
the perceived data and the processing results
remain embedded in the mobile vehicle until
they are explicitly transferred to a local PC for
analysis. This can be done by tracing the robot
position (odometry), and by saving all the raw
data from the sensors along with the extracted
features and the results of each algorithm, then
transferring this information when an experi-
ment is finished. The analysis can then be per-
formed off-board. Nevertheless, this procedure
has several disadvantages:
• The correspondence between the behavior
of the robot, and the data that caused this
behavior, is difficult to identify.
• Critical states of algorithms that may cause
a failure cannot be detected immediately
before and are therefore difficult to isolate
Figure 1. For research and development in mobile robotics, the correspondence between robot behavior
(3) and robot perception (2) is very important. This correspondence is easier to understand by using on-
line supervision, where robot perception is visualized using a graphical interface (4-5). 1: Human
perception of the real world. 2: Machine perception of the real world. 3: Human perception of the robot
behavior. 4: On-line transfer of the machine perception and machine states. 5: On-line visualization of the
machine perception and machine states. 6: Human commands via in-line text commands. 7: Visual task
specification.
Figure 2. The web interface. A: Multi sensor localization monitor. B: On board video. C: External video. D:
Local robot position (x,y,τ). E: Global robot position (x,y). F: Message window. G: Pop-up menu on each
window to access corresponding functionality. H: Office information pop-up menu on global map.
Numbered mice are possible way to control the robot. Mouse1: Set a room as new global goal. Mouse2:
Set (x,y) as new local goal. Mouse3: Assign new orientation (τ).
