Abstract -In this article we evaluate the variance of the union performance bound for a turbo-code over all possible interleavers of length N. The asymptotic analysis (for large N) shows that the ratio of the standard deviation over the mean value of the bound remains constant with respect to N. Numerical results corresponding to turbo-codes with two-memory component codes indicate that this ratio increases with the signal to noise ratio. Theoretical and simulation results demonstrate that the majority of the interleavers result in performance bounds very close to the average value of the bound. This effect is stronger for larger interleaver lengths.
I. INTRODUCTION
Turbo-codes, introduced in 1993 [l] , are composed of the parallel concatenation of two (or more) recursive systematic convolutional (RSC) component codes, connected through an interleaver(s). The interleaver, which re-orders the input block of data given to the second encoder, plays a key role in the pseudo-random nature and consequently the high performance of turbo-codes. Thus, the study and design of the interleaver has become an attractive subject for many researchers in this area (e.g., [2]- [5] ). These works are mainly focused on either search algorithms for the best (or at least good) interleaver(s) or explaining the behavior of these codes in general. So far, the only statistical study of turbo-code behavior with respect to interleavers, considers the upper bound on the maximum likelihood ML) performance of the turboIn this article, we study the effect of the interleaver by looking at a higher order statistic, the variance, of the turbo-code performance with respect to all possible interleavers. This study will give some more insight regarding what performance to expect from a turbo-code with fixed component codes and interleaver length. It will also provide an estimate of how well a particular interleaver performs among the range of all possible interleavers and help to evaluate the performance of an interleaver search algorithm. In Section 11, the mathematical formulations for the vari- derived. Asymptotic approximations of the derived formulas for large interleaver lengths are presented in Section 111. Section IV shows some numerical and simulation results, and finally Section V summarizes the results.
VARIANCE OF THE PERFORMANCE BOUND
The presence of the interleaver in turbo-code structure makes it very difficult to enumerate the exact weight distribution of the code. The idea of averaging the performance of the code over the structure of the interleaver was presented in [6] by introducing the concept of the "Uniform Interleaver (UI)". The U1 is a hypothetical interleaver which for every block of data produces equally likely all the possible permutations of the input. Coding with this hypothetical turbocode is equivalent to coding with a turbo-code which randomly chooses an interleaver for each block of input data independently from the previous block. The 
(2)
Due to the definition of the UI, the random variables Xi,jl,j2 and Xp,j;,j; are independent unless (i, j l ) = (it, j v . Thb)independence does not affect the validity o Eq , since only the first moment of these 0-7803-5565-2/99/$10.00 0 1999 IEEE variables should be evaluated. However, to evaluate the higher order statistics of the WEF, the correlation between the above random variables should be evaluated. Thus, in evaluating the MSWEF, we assume that every probabilistic experiment consists of choosing any one of the N! possible interleavers with equal probability, and fixing it for the rest of that experiment. We call this experiment "One Interleaver at a Time (OIaT)". It can be shown that:
where "+" indicates the re-ordering process of the interleaver. Pr(sg + sr n s f i + s'I) is the probability that the randomly ctosen interkaver re-orders the input words sg and s; into sf and si', respectively. and the mean square value of the performance bound is found as where Q(i, j,, j 2 ) = gerfc( d&(i + j1+ jl)) and $ is the signal to noise ratio (SNR) per information bit.
ASYMPTOTIC BEHAVIOR
In this section we study MSWEF and E respectively, where min(1,r) 5 m 5 min(r,n) and min(1, T < rn' 5 min(r, n'). We call these error this name is that each of these error events is bound to be placed in a certain position(s) relative to one or more tied up events of the other codeword, such that these events have T overlapping 1's. The remaining (n -m) and (n' -m') error events (called "loose" 
where k, k ' = 1,2,3,. ... and I = 0, 1,2,. . .,min(k, k'). and keeping only the terms with the largest power of N , we get the following formula for asymptotic MSWEF
The asymptotic formula for the mean square of the bound is then 
Thus, E[B2] is proportional to N d 2 . On the other hand, E[B] is proportional to N -l [7] . Thus, the variance of the performance bound is also proportional to N -2 . As a result, we see that the ratio of the standard deviation to the mean does not change with N a s N + m .
IV. NUMERICAL RESULTS AND DISCUSSION
To reduce the operational complexity in calculating the numerical results, the error functions have been replaced with their exponential upper bounds. Table 1 shows the ratio of standard deviation over the mean value of the bound (stdv[B]/E B]) f codes and interleaver lengths N = 100 and N = 1000.
In order to obtain an estimation of the distribution of the performance with respect to different interleavers, and SNR=5 (dB), less than 7% of the randomly chosen interleavers result in error performance bounds higher than and for N = 1000 and SNR=5 (dB) only 0.37% of the interleavers result in bounds higher than 0.7 x SNR. This is the due to the very I ow percentage of Finally, in order to compare turbo-codes with primitive feedback polynomials and those with nonprimitive feedback polynomials, the asymptotic results corresponding to (5,7) and (7,5) turbo-codes are shown in Table . Table 2: Asymptotic results corresponding to turbo-codes with (5,7) and (7,5) component codes. In this article, the variance of the turbo-code performance bound over all possible interleavers is evaluated. It is shown that the ratio of the standard deviation over the mean of the bound is asymptotically constant with the interleaver length. Furthermore, this ratio is relatively small for lower SNR values and increases as the SNR increases. The sample distri- The asymptotic results corresponding to turbo-codes of memory two show that turbo-codes with nonprimitive feedback polynomials have smaller standard deviations. This suggests that the choice of the interleaver has a stronger effect on the performance of turbo-codes with primitive than for those with nonprimitive feedback component codes. 
V. SUMMARY

