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Abstract
We introduce computational methods that allow for effective estimation of a flex-
ible, parametric non-stationary spatial model when the field size is too large to com-
pute the multivariate normal likelihood directly. In this method, the field is defined as
a weighted spatially varying linear combination of a globally stationary process and
locally stationary processes. Often in such a model, the difficulty in its practical use
is in the definition of the boundaries for the local processes, and therefore we describe
one such selection procedure that generally captures complex non-stationary relation-
ships. We generalize the use of stochastic approximation to the score equations for
data on a partial grid in this non-stationary case and provide tools for evaluating the
approximate score in O(n log n) operations and O(n) storage. We perform various
simulations to explore the effectiveness and speed of the proposed methods and con-
clude by making inference on the accumulation behavior of arsenic applied to a sand
grain.
Keywords: computational efficiency, circulant embedding, gridded data, spectral density,
soil science
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1 Introduction
Large environmental datasets are often defined on naturally heterogeneous fields or have
other inherently spatially varying conditions. Therefore, it is unreasonable to expect a
response variable to be well-modeled by a stationary process over a large domain space.
However, using non-stationary models is difficult in practice due to the conceptual chal-
lenges in specifying the model and the computational challenges of fitting the model when
the data is so large that memory constraints prevent formation of the covariance matrix.
We propose a simple, but flexible parametric non-stationary model and corresponding com-
putationally efficient statistical methods for estimating the model from large datasets.
Our modeling approach is similar to that in Fuentes (2001, 2002), but our estimation
method differs and allows us to extend its practical implementation. Fuentes models the
non-stationary process Y (s) at spatial location s as locally-stationary processes:
Y (s) =
q∑
i=0
ωi(s)Zi(s)
where s is the spatial location and Zi ∼ GP (µi, C(θi)) i = 0, 1, 2....q and C(θi) is any
parametric form of a covariance function. The covariance function of Zi is specified para-
metrically with parameters θi, and inference on θi is the primary goal of estimation. The
ωi are assumed to be non-random, unknown, and positive spatially contiguous weights.
Though the model specification allows the weighting functions ωi to be quite general func-
tions, in this paper we assume the weighting functions form a partition of the domain in
order to capture non-smooth changes in the covariance. Our parameter estimation method,
however, is more broadly applicable to the model and is not limited to this simplification.
We formally define partitioning the domain D by {D1, . . . , Dq} such that D = ∪qi=1Di. Let
s ∈ D and ωi(s) = 1 if s ∈ Di and 0 otherwise.
This particular formulation of the model has many application-driven advantages. First,
its structure (ω) has an intuitive and scientifically flexible design. For example, there may
be scientifically relevant reasons to partition the field in a certain way or specific known
features that are expected to influence the correlation structure of certain points. For
example, in spatial data across the United States, the partition structure could be defined
along state lines in order for analysis to inform policy decisions. However in the application
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considered in this paper, we do not have a priori knowledge of a partition for analysis. Next,
the model lends itself to well-known testing and model selection procedures. Likelihood
ratio tests could be performed to explore null hypotheses about the Gaussian processes in
order to interpret the parameters and how they change across the field. Finally, familiar
choices of covariance structures can continue to be used and interpreted as such.
In Fuentes’ implementation of this model, computational necessity drives its practical
application. Some adjacent points are assumed independent so that the data is divided
into equally-sized blocks and analyzed individually. Similarly, Risser et al. (2016) use
a partitioned model for non-stationary data, but use the covariate information to define
the boundaries. In both cases, these blocks must be small enough so that the maximum
likelihood parameters can be estimated directly through formation of the covariance matrix,
or they must be rectangular in shape so that spectral methods such as the Whittle likelihood
can be implemented. Our method of estimation relaxes these assumptions by allowing
partition blocks of any size and shape as chosen by the data-driven procedure introduced in
Section 2. Additionally, our model generalizes the practical application of Fuentes’ model
by defining ω1(s) = 1. This defines globally stationary component that was previously
computationally difficult so that all points are potentially spatially correlated (Fuentes
et al., 2007).
Of importance to estimating the model well is the number of processes q and their
accompanying structure, and we present a computationally efficient method to select this
in Section 2. In Risser et al. (2016), they define blocks only through covariate information.
We instead implement a method based on likelihood ratio testing that directly uses the
estimated spatial correlation of the data to cluster the locations into spatially contigu-
ous partition blocks. To overcome previous restrictions to the model to estimate µi, θi,
we propose a new estimation method involving the generalization of Stein et al. (2013)
stochastic score approximation to the non-stationary case. Our work describes the solving
of non-linear systems with non-stationary covariances through unique application of circu-
lant embedding, new preconditioners, and spectral density differentiation. Implementation
details are provided for data in the gridded case and yield a corresponding new estimation
method that is computationally O(nlogn) and O(n) memory.
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Guinness and Fuentes (2015) extend spectral techniques and the Whittle likelihood to
the non-stationary case by using evolutionary spectral theory. They show in simulation
that when a tapering method is applied, they obtain asymptotically unbiased and efficient
estimates of their specified parameters. Finally, the structure selection method they present
utilizes the Ising model to uncover stationary blocks of the domain. However, their estima-
tion procedure depends on a determinant approximation that is not well understood, and
since the Ising model relies on a fixed number of partition blocks, they must fully estimate
parameters in several models to select a partition.
Another common non-stationary model is kernel convolution (Higdon, 1998; Higdon
et al., 1999). In this model, spatially-varying kernel functions are convolved with a sta-
tionary, often white noise, process. The parameters of the model are defined in the kernel
function, and they demonstrate the model’s benefits using Bayesian estimation.While this
type of model is flexible, its practical implementation approximates the convolution in-
tegral with a small number of components, which leads to a low-rank covariance matrix.
Our method requires no rank reduction of the covariance matrix in order to be computed
quickly.
Other classical non-stationary models have been well-studied. Deformation models re-
quire the formation of full covariance matrices and are therefore computationally inefficient
for large datasets (Sampson and Guttorp, 1992). Another attractive classical model is the
moving window approach (Haas, 1995). However, since it involves defining the covariance
with a moving window of the data, there is no guarantee that the resulting global model
covariance is positive definite or can even be fully defined.
The environmental application we consider is in micro-scale soil science. When trace
amounts of arsenic are dispersed into the environment, it can be harmful to life through
contamination of water, plants, and soil. Although the theoretical chemical binding of pure
arsenic is well understood, it is not clear how it will chemically bind in the heterogeneous
conditions of the soil, where both organic matter and minerals coexist. By studying the
micro-scale accumulation behavior of arsenic applied to a sand grain, we can characterize
its spatial correlation. Studying this gives us insight to potential lurking variables that
can describe arsenic’s preference to bond beyond elemental structure. However, since there
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are diverse elemental compositions across a 100x100 micron region, we expect the spatial
correlation to vary with space. Thus, our objective is to better understand the diversity of
micro-scale spatial correlation of the accumulation of arsenic on a sand grain.
In this paper, we first introduce a useful non-stationary model for large data. In Section
2, we describe a partition structure of the ω obtained from applying a new algorithm to
the data, and then in Section 3 we generalize the use stochastic approximation to the score
function to the non-stationary case and detail other computational tools involving the FFT
for fast score computation for gridded data. Next in Section 4, we describe an algorithm to
estimate the parameters quickly. In Section 5, we perform simulation studies to numerically
validate the estimation method, and finally in Section 6, we apply our method in order to
draw scientific conclusions.
2 Partition Estimation Method
The first step in our estimation procedure is to estimate the partition structure of the ω.
These blocks define the areas of local stationarity and will be held as fixed in later parame-
ter estimation. In some applications there may be a scientifically motivated partition of the
domain. However, in many applications, the partition must be estimated from the data.
Therefore, it is important to have a method for selecting possible partitions. Since enumer-
ating all possible partitions is intractable, our strategy is to first generate an ensemble of
candidate partitions and use an information criterion to choose the best partitions in the
ensemble. In Fuentes (2001) the partition structure is chosen via BIC from an ensemble of
candidates of only equal size blocks. This structure is not likely in natural systems so we
propose a method that self-selects shape and size of the partition blocks through likelihood
ratio testing.
To estimate one partition candidate, we begin by partitioning the domain into a base
partitionB. This partition is made of q(0) equally-spaced blocks so thatB = {B1, B2, ...Bq(0)}.
B is chosen by the modeler to be as small as possible to estimate spatial covariance param-
eters, and we chose square blocks of 10×10 pixels as seen in Figure 1, though other choices
are possible. Our method for generating a partition D is iterative and is initialized with
D(0) = B so that D
(0)
i = Bi. At step j+1 of the partition selection algorithm, the partition
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D(j+1) is formed by possibly joining two neighboring blocks of the partition D(j), according
to a likelihood ratio test to be described below. This means that any block D
(j)
i consists
of a subset of {B1, . . . , Bq(0)}. Partitions define an equivalence relation, in the sense that
i
(j)∼ k if Bi and Bk are both in the same block of D(j). Let θi be a length p vector of
covariance parameters describing block Bi and when i
(j)∼ k, θi = θk.
Define the set NB of all pairs of neighbor blocks NB = {{Bs, Bk}|Bs neighbors Bk}
with nB elements. Then at the (j + 1)th step of the algorithm, we randomly sample one
pair {Bs, Bk} from NB test the hypothesis:
H0 : θs = θk
H1 : θs 6= θk
with a likelihood ratio test statistic Λ(Bs, Bk|D(j)) defined below. Assume for illustration
that Bs ∈ D(j)s and Bk ∈ D(j)k . If we cannot reject H0, we join the blocks setting D(j+1)s =
D
(j)
s ∪D(j)k and D(j+1)k = ∅. However, if we reject H0, all values are unchanged in the update
so that D(j+1) = D(j).
The likelihood ratio test is based on the test statistic:
Λ(Bs, Bk|D(j)) =
∏
i
(j)∼ s,i(j)∼k
L(θ˜(j+1)|Bi)
∏
g
(j)∼ s
L(θˆ
(j)
g |Bg)
∏
h
(j)∼k
L(θˆ
(j)
h |Bh)
where θ˜(j+1) be the maximized parameter values such that H0 is true at stage j + 1 for the
likelihood
∏
g
(j)∼ s
L(θg|Bg)
∏
h
(j)∼k
L(θh|Bh) and θˆ(j)i is the maximized parameter values for block
Bi at the stage j. We compare −2log(Λ) to the χ2p distribution to obtain a p-value for the
test. This is compared to a small p-value cutoff that anticipates increased type I errors
from multiplicity, and the appropriate action is made to obtain D(j+1).
We continue to sample neighbor pairs from NB without replacement exhaustively. The
final state of the partition D(nB) gives a candidate partition structure. The candidate
depends on the significance level chosen for the likelihood ratio testing as well as the
random sampling of the neighbor pairs. Thus, we suggest trying a variety of small p-value
cutoffs and repeating this procedure to obtain a set of l viable partitions {P 1, P 2, ..., P l}.
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l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l
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l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l
l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l
l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l
l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l
l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l
l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l
l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l
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D(j)
 Bs
Bk
Figure 1: Example of block joining step of Bk and Bs at the j
th step of the algorithm
assuming we cannot reject H0 in step j. Color represents membership of the block to a
partition segment Di.
Let θˆm be the vector of all maximized covariance parameters describing partition Pm and
θˆmi be the vector of length p of maximized covariance parameters for data in block Bi in
partition Pm. Thus, each candidate partition has the block-independent likelihood
L(θˆm|Pm) =
q(0)∏
i=1
L(θˆmi |Bi, Pm)
We use this likelihood to calculate the BIC for each candidate Pm and select the best
partition from this ensemble. Simulations of the effectiveness of this approximate partition
selection method can be seen in Section 5.2.
3 Efficient Computation of the Stochastic Score
Given the estimate of the structure ω from Section 2, we assume the definitions of the
locally stationary processes are fixed. The next objective in our estimation procedure is to
estimate the parameters describing the mean function (µ) and the covariance function (θ).
Typical maximum likelihood estimation would involve an optimization algorithm such as
Newton’s method or gradient descent, where the score and likelihood would be evaluated
repeatedly. However, this is not an option in the case of large data since memory constraints
prevent formation of the covariance matrix as necessary for both evaluations. Therefore,
in the next two sections we detail approximate methods where estimates of µ and θ can be
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obtained in large gridded datasets in a computationally efficient manner. In this section,
we detail computational tools to compute a stochastic approximation to the score that will
be implemented in an estimation algorithm described in Section 4.
We extend the Stein et al. (2013) stochastic score approximation to the non-stationary
case. Let θ = (θ0, . . . , θq) be a vector of the covariance parameters for partition D and K(θ)
be the covariance of the multivariate normal likelihood with Y0 as the data vector with mean
trend removed. We consider a mean linear in the covariates so Y0(s) = Y (s)−X(s)βˆGLS.
where βˆGLS = (X
TK−1(θ)X)−1XTK−1(θ)Y . Thus, by using the Hutchinson (1990) trace
approximation, Stein et al. (2013) approximate the score of the multivariate normal log
likelihood by:
S(θi|Y0) ≈ S˜(θi|Y0) = 1
2
Y T0 K
−1(θ)Ki(θ)K−1(θ)Y0 − 1
2N
N∑
j=1
UTj K
−1(θ)Ki(θ)Uj
whereKi(θ) =
∂
∂θi
K(θ) and element k of the n×1 Uj vector is independently sampled so that
Ujk ∼ Bernoulli(p = 12 ; 1,−1), j = 1, 2, 3....N . These assumptions imply that the expected
value of the score is zero, making S˜(θi|Y0) a set of unbiased estimation equations. Stein
et. al (2013) describe a dependent sampling scheme of the entries of orthogonal Uj vectors.
Using orthogonal vectors ensures that the trace approximation converges to the true trace
as N approaches n, but we have had good success with small N , in which case using
orthogonal vectors provides negligible improvement. Demonstration of the comparison of
the dependent sampling scheme can be seen in the Appendix A.
Stein et al. (2013) considered a stationary model with data on a regular grid. This
allows for the use of circulant embedding techniques to accelerate the linear solves in
preconditioned conjugate gradient. In the rest of this section, we develop extensions of these
methods to the non-stationary case where data is on a grid. This involves describing how to
leverage circulant embedding in non-stationary models, and the development and testing of
new preconditioners for non-stationary covariance matrices. Following the recommendation
of Guinness and Fuentes (2017), we model the stationary covariances in the spectral domain
using the quasi matern spectral density for each partitioned Gaussian Proccess Zi i =
0, 1, 2..., q. With scale, range, smoothness, and nugget parameters given as respectively
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(σ2i , αi, νi, τi), the stationary form is given below for 2-dimensional fields:
fi(γ) = σ
2
i [ci(1− τi){α2i + [sin2(
γ1
2
) + sin2(
γ2
2
)]}−1−νi + τi],
where ci is the normalizing constant where and γ = (γ1, γ2) are the 2-dimensional Fourier
frequencies defined on the interval [0, 2pi]2. Therefore including the overall stationary Gaus-
sian Proccess Z0, for each partition Di, we induce the following stationary spectral density
for each block i:
f0i(γ) = f0(γ) + fi(γ)
3.1 Preconditioned Conjugate Gradient
Stochastic approximation to the score is effective because it eliminates the need to form
the covariance matrix, which means that instead of storing a n × n matrix, we only need
to have capacity to store a 1 × n vector. This is because each inversion of a matrix is
adjacent to a vector Y0 or Uj. This means primary computational burden of computing
the stochastic score itself is in the linear solves of the form K(θ)x = y, where y = Y0 or
Uj. Since the covariance matrix is symmetric and positive definite, we can apply the pre-
conditioned conjugate gradient algorithm to approximate x within a threshold of accuracy,
typically taken to be a vector norm of 10−6 or smaller. Preconditioned conjugate gradient
is an iterative solving method computationally dominated by matrix-vector multiplication
where instead of solving the linear system K(θ)x = y, we solve the equivalent equations
P (θ)K(θ)x = P (θ)y where P (θ) is an n × n preconditioning matrix. In order for P (θ) to
be an effective preconditioner where it speeds up computation time, the condition num-
ber of P (θ)K(θ) should be smaller than the condition number of K(θ), and the forward
multiplication P (θ)x should be fast, ideally less than O(n2).
Anitescu et al. (2012) fit stationary models and explore preconditioners based on the
inverse of the spectral density. We extend their work to our non-stationary covariance case
by considering 4 possible preconditioners with different spectral densities g(γ, s) at spatial
location s. The forward multiplication of the preconditioners with a vector x is of the form
n∑
s=1
[
n∑
γ=1
g(γ, s′)e−iγ(s−s
′)]x(s)
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The resulting multiplication of each of these preconditioners is O(n log(n)) due to circulant
embedding using the Fast Fourier Transform (FFT). The forms of spectral densities we
consider are
g1(γ, s) =
1
f0(γ)
g2(γ, s) =
q∑
i=1
I{s ∈ Di} 1
fi(γ)
g3(γ, s) =
1
f0(γ)
+
q∑
i=1
I{s ∈ Di} 1
fi(γ)
g4(γ, s) =
1∑q
i=1 f0i(γ)
Guinness and Stein (2013) explore similar forms of preconditioners under a different non-
stationary model in the time series case.
To test these preconditioners, we generate parameter values from three settings with
three partition blocks with sample data draws seen in Figure 2. An ideal preconditioner
would perform well in all scenarios so that it would quickly solve the linear system through-
out the algorithm smoothly no matter the starting or true maximum likelihood estimates
of the parameters. We record the time to convergence within a set tolerance using the
various methods for a sample size of 20,000 data points with a 200 × 100 data matrix for
500 replications. We give a poor starting value for all algorithms, but expect the algorithms
to perform much better in practice since we use the solution from the previous step in the
estimation as the starting value.
All preconditioners were effective at significantly reducing the convergence time and
number of iterations under all parameter settings. We choose to implement the precondi-
tioner g2 in simulation since it performs well in all cases, but other choices may be selected
and will only impact speed of the algorithm.
The procedure of matrix-vector multiplication within the preconditioned conjugate gra-
dient is typically O(n2), but since we assume our points to be on a grid, we speed up this
process by circulant embedding. In this non-stationary case, circulant embedding is appli-
cable because we can rewrite matrix-vector multiplication as follows
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Figure 2: Sample draws from 3 non-stationary models with increasingly different parameter
settings. We use these parameter settings for simulations in Section 5.
[K(θ)x]` =
n∑
j=1
K0(θ0)xj +
q∑
i=1
wi(s`)
n∑
j=1
Ki(θi)wi(sj)xj,
which can be computed with q + 1 FFTs since each of the individual matrices Ki come
from stationary processes. The above process is O(n log n), but we further accelerate
computation by approximating the circulant embedding with expansion factor 5
4
(Guinness
and Fuentes, 2017). Although smaller embedding matrices are possible for parameters that
belong to the locally stationary Gaussian proccesses, we choose to embed in the size of the
entire field in order to increase accuracy of the approximation without adding much to the
computing time or limiting shape or size of the selected partition blocks.
3.2 Differentiated Circulant Embedding
Also vital to computing the approximate score, forwards multiplication of Ki(θ) =
∂
∂θi
K(θ)
must be fast without formation of Ki(θ). It is often that covariance functions in spatial
domain are slower than the spectral density to evaluate. For example, the Mate´rn covari-
ance includes a Bessel function in spatial domain, but only includes ordinary operations
in spectral domain. We can differentiate the spectral density in order to quickly multiply
Ki(θ) using circulant embedding. We include the derivatives of the quasi-matern spectral
density for a stationary covariance in Appendix B for reference. Since our model induces a
covariance that is the weighted sum of stationary covariances, this principle can be applied
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Pre-Conditioner Time Iters Time Iters Time Iters
Not Conditioned 0.80 (0.001) 59 1.64 (0.003) 118 2.29 (0.005) 164
Stat (g1) 0.26 (0.000) 14 0.61 (0.001) 34 0.89 (0.001) 49
Block Stat (g2) 0.47 (0.003) 18 0.57 (0.001) 22 0.72 (0.004) 28
Combo (g3) 0.29 (0.001) 10 0.62 (0.003) 21 0.88 (0.002) 30
Weighted Stat (g4) 0.39 (0.001) 16 1.09 (0.003) 46 1.82 (0.004) 77
Table 1: Mean total time in seconds until convergence and median iterations until con-
vergence of conjugate gradient solve using various preconditioner matrices. Convergence
is defined as the square of the L2-norm of the error vector less than 1e-4. Parentheses are
standard error of the estimate and the standard error median iterations is less than 0.006
in all cases.
to each of the stationary covariances.
Note that if the field is not defined on a partial grid, circulant embedding is not typically
an option. However, if a finer grid can well approximate to the data locations, circulant
embedding could still be potentially implemented since missingness does not deteriorate its
use. Alternately, methods of Chen et al. (2014) could be implemented in order to retain
O(nlog(n)) matrix-vector multiplication.
4 Nonlinear Solver
Finally in this section we describe the solver with which one can ultimately obtain param-
eter estimates for our model. We use the methods from the previous section to compute
an approximate gradient at each step. However, this problem is non-standard optimization
since we cannot evaluate the likelihood to verify our the appropriateness of our step size.
Because of this and a few other computational challenges specific to this problem, we design
a parameter estimation algorithm as described in this section.
In parameter estimation, if some spatial covariance parameters become too large or too
small, the covariance matrix is numerically singular. Therefore, we implement a proximal
gradient descent algorithm on the negative log likelihood to estimate the covariance param-
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eters θ (Nesterov, 2005). This algorithm has the same computational complexity in each
step as a regular gradient descent algorithm, but includes a projection into a restricted
parameter space in each step.
Proximal gradient is a descent algorithm on a convex problem, and therefore step size
selection is often straightforward. However, since we cannot evaluate the likelihood directly,
there is no direct method of step size selection. Other methods derive a fixed step size, but
they require deriving boundings that have no closed solution for our likelihood. In order
to select a step size in each step of estimation, we pose the problem as a non-convex, non-
linear solve. Hence, we make all entries of the score close to 0 as a means of estimating the
parameters. Standard non-linear solvers such as Dennis Jr and Schnabel (1996) converge
slowly or not at all in our case since the score for many of the covariance parameters is
also small near the boundary or outside evaluative space. For that reason, we write our
own algorithm that is designed to not only make the score of each parameter close to 0,
but guaranteeing it is in the interior of the parameter space. Therefore, we choose the
step size so that the sign of the score is unchanged for all parameters. Since the quasi-
matern parameters are often on very different scales, we leverage thresholding in order
to move only the furthest parameters towards their solution first, which greatly speeds
up the maximization process. Finally, as a stopping criterion, we stop progress when the
maximum score value is below a threshold or the relative movement of all parameters from
a step is less than 1e-6.
In order to leverage the exact closed form solution for an overall scale parameter, we
reparameterize σ2i = φiσ
2
0 for i = 1, 2, ...q
(0) so that K(θ) = σ20Ω(θ). The likelihood for σ
2
0
is maximized by
σˆ20 =
1
n
Y T0 Ω(θ)
−1Y0
Similarly, maximum likelihood estimates for the linear mean parameters can be explicitly
solved in each iteration. Combining these tools, we are able to obtain estimates of mean
and covariance parameters as needed effectively.
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5 Simulations
We perform two simulations to explore our two-step estimation procedure. First, we assume
the partition structure is known and compare our stochastic score estimation method to
its primary competitor in smaller sample size test cases. Second, we test our procedure in
the realistic case for data analysis where both partition and the parameters are unknown
with more realistic sample sizes.
1. We assume the correct partition structure is known and compare the computation
time and accuracy of our estimation method to Vecchia’s Likelihood Approximation
(Vecchia, 1988). We also evaluate the impact of the choice of number of vectors N
in the stochastic score approximation. We assume zero mean and measure accuracy
in the likelihood gain of estimation vs oracle parameters.
2. We show use of our method with the realistic assumptions where the partition struc-
ture is unknown and the parameters are estimated. First, we extract the selected
partitions and compare their success using clustering criterion. Then, we evaluate the
overall effectiveness of our approximation method. We compare our method to the
previously employed equal partition division. Here we also estimate a non-constant
mean function as described in Section 3.
Through all simulations, we generate non-stationary data under our model where the form
of stationary covariances is quasi-Mate´rn. The partition setting and a sample draw from
parameter settings for this generation can be seen in Figure 2. All timings were obtained
using an Intel i7- 6700HQ with 16 GB of DDR3 RAM running Windows 10 in the 64
program R version 3.4.3 with Microsoft R Open.
5.1 Known Partition Estimation Simulation
Our primary goal in this simulation is to evaluate the accuracy and time investment of our
score approximation method. Therefore we focus only on the second stage of our analysis
method and assume the partition is correctly selected in order to analyze only speed and
accuracy of this stage of the estimation. We compare our score approximation method
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to its main computational competitor: estimation via approximate likelihood using the
Vecchia approximation (Vecchia, 1988).
Joint distributions can always be written as a product of an ordered sequence of condi-
tional distributions. Vecchia’s likelihood replaces the random variables in the conditioning
sets with a subsets in order to reduce computational burden. Here, we consider subsets of
30 nearest neighbors,
L(θ, Y0(s1), Y0(s2), ..., Y0(sn)|D) ≈ L(θ, Y0(s1)|D)
n∏
i=2
L(θ, Y0(si)|Y0(Si), D)
where Si is the set of nearest neighbors to si in the conditioning set (Vecchia, 1988).
We generate multivariate normal data with zero mean under the assumption that our
non-stationary model is the truth. We consider varying grid sizes of 20×40, 26×52, 30×60,
36 × 72, and 40 × 80. We compare these results under 50 sample replicates assuming the
underlying partition is known. This allows us to explore the accuracy of estimates and the
time required to obtain them.
In addition to varying sample size, we explore how many Uj vectors (N) are necessary
for sufficient approximation to the score function. Thus for each of the settings above, we
consider the score method for N = 1, N = 5, and N = 20. As the number of vectors
approaches the sample size, we know that the approximation to the score becomes more
accurate, but the computing time is slowed. We investigate which of these settings is
sufficiently accurate in order to obtain estimates as fast as possible.
As a criterion for evaluation of the accuracy, we define likelihood gain as
2 logL(θˆ, Y0)− 2 logL(θ, Y0),
where L is the likelihood, θ are the simulation setting parameters, and θˆ are the maximum
likelihood parameters using approximate methods. Note that because θ oracle parameters
and are not in fact the maximum likelihood parameters, there is likelihood to be gained
by even approximate estimation. This leads to potentially positive likelihood gain values,
and a larger value is preferred because our goal is to approximate the maximum likelihood
estimates.
As sample size increases, estimation using the Vecchia likelihood approximation is less
accurate. This mean difference is greater, with a larger variance, as the parameter settings
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Method n=800 n=1352 n=1800 n=2592 n=3200
Score N = 1 7.60(0.63) 12.07(0.86) 15.23(1.04) 19.45(1.38) 25.67(2.20)
a Score N = 5 14.57(1.10) 24.68(1.67) 30.54(1.58) 39.07(2.10) 57.28(3.80)
Score N = 20 45.36(2.52) 81.82(5.44) 96.94(4.69) 122.95(5.20) 173.24(10.80)
Vecchia App. 113.35(4.23) 211.23(5.96) 288.44(11.39) 451.00(16.07) 604.18(27.00)
Score N = 1 20.38(4.97) 36.94(4.72) 31.93(2.21) 62.77(8.53) 69.80(8.44)
b Score N = 5 33.25(8.70) 44.22(3.90) 90.12(18.91) 104.25(10.34) 129.22(18.10)
Score N = 20 74.86(4.04) 142.50(12.79) 236.48(26.15) 299.07(29.87) 414.35(64.00)
Vecchia App. 111.70(4.92) 194.88(8.22) 263.04(10.91) 385.56(16.56) 476.37(13.62)
Score N = 1 25.42(5.49) 28.65(2.89) 51.64(11.89) 66.03(14.13) 98.47(21.66)
c Score N = 5 28.28(2.43) 54.28(4.09) 65.98(3.50) 89.30(4.26) 133.48(9.40)
Score N = 20 87.17(9.03) 171.06(23.57) 199.84(12.36) 276.94(16.13) 378.64(22.04)
Vecchia App 128.53(4.68) 227.41(8.12) 315.01(10.81) 465.68(16.81) 627.62(20.42)
Table 2: Mean time in seconds until convergence of estimates in various methods and
sample sizes in simulation. In parentheses is the simulation standard error.
become more non-stationary. These results can be seen in Figure 3. Note that although
the likelihood lost increases as the sample size increases, it is due to the general increase
in likelihood. In fact, the likelihood lost by the method performs relatively proportional
in all sample sizes. On the contrary, in all sample sizes, the stochastic score methods on
average gain likelihood as compared to the oracle parameter settings. Likelihood results
from N = 5 and N = 20 are non-statistically significantly different. In a few cases, these
results are statistically more accurate than those where N = 1. Therefore, we conclude
that N = 5 vectors is sufficient for estimation, and we include only N = 1 and N = 5 in
the next simulation.
In terms of computation time, the stochastic score estimation method also outperforms
estimation with the Vecchia likelihood in all cases for N = 1 and N = 5. Even in the
relatively small sample size of 3200, it takes just over 10 minutes on average for the Vec-
chia likelihood to converge in non-stationary setting a, but only about 25 seconds for the
stochastic score approximation with 1 vector to reach a statistically better solution. This
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Figure 3: Mean likelihood gain under non-stationary settings (a,b,c). The shaded regions
represent 95% pointwise confidence intervals for the mean value in simulation.
approximately 24 times speed up is significant even in small samples and is prohibitive in
large samples. Since we need to perform roughly five times as many linear solves in N = 5
as compared to N = 1, we would expect time to scale as such. However, the computation
time for the solution with N = 5 is generally less than two times as long. This implies that
each step taken with more vectors actually moves closer to the solution, and therefore less
iterations are needed. Hence, we conclude that especially in larger samples, the stochas-
tic score approximation as more accurate and faster than the Vecchia approximation at
estimating the maximum likelihood parameters in our non-stationary model.
5.2 Unknown Partition Estimation Simulation
Finally, we design a comprehensive simulation where we evaluate the loss in likelihood
using our method in the situation where the partition structure and maximum likelihood
estimates are unknown. We also allow for a non-constant, linear mean function that is
simultaneously estimated with the covariance parameters. First, we fit a simple linear
regression model to the data and use the residuals to estimate a partition structure for
a candidate pool of 30 partition structures as previously described. As a base partition,
we divide the field into small sub-blocks Bk of size 10 × 10. We consider the p-value
cutoffs for the likelihood ratio tests as (.0005, .001, .002, .003, .004, .005, .006, .007, .008,
.009). Then we select the best partition structure using BIC. We use the original simulated
data to estimate the parameters using the stochastic score method with 1 and 5 vectors.
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For comparison, we also use the stochastic score method to estimate parameters using
an equally divided partition structure with 2 blocks, as this model has previously been
implemented. We explore the accuracy of the estimation over the varying sample sizes of
50× 100, 70× 140 and 90× 180 using the parameter settings with realizations seen in 2.
This two-step estimation procedure begins with partition selection. Therefore we eval-
uate the success of our method through the Rand index (Rand, 1971). This criterion was
conceived to evaluate the accuracy of clustering, and it is applicable here as the partition
selection procedure is essentially a spatially-contiguous clustering problem. Note however,
this problem is more challenging than typical clustering because we do not assign clusters
based on grouping values, but rather by the relationship among them (ie. spatial corre-
lation). The Rand index is defined as the proportion of these points that are correctly
grouped based on the true model partition Pi. Mathematically, the Rand index when there
are q sub-blocks is
Rand =
1(
n
2
) n∑
i=1
∑
j<i
I{tij = t̂ij}
where
(
n
2
)
is the total number of pairs of points, tij is an indicator of whether observation
i ∼ j in the true model, and t̂ij is a similar indicator for the estimated partition.
Although inefficient, the memory of our available hardware allows for the true evaluation
of the likelihood at these sample sizes so we again use likelihood gain again as a measure of
our accuracy as in the last simulation. For reference of these gain values, we also include
the mean true 2 * log likelihood value using the true partition in each setting.
The automatic partition selection methods always produce better results than the tra-
ditional approach of simply splitting the domain in half as seen in Figure 6. So while we
expect the performance of partition selection to depend on the model and p-value cutoffs
chosen, we expect the methods to outperform traditional ad-hoc partitioning methods.
Demonstration for the justification of selection criterion based on BIC as a proxy for the
Rand index can be seen in Appendix D. Although unrestricted, the algorithm selects the
correct mean number of blocks as the closest whole number in all settings. In the more
non-stationary simulation settings, the partition selection method produces partitions with
a higher mean Rand index with a smaller variance. This difference is settings is smaller
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Figure 4: a. True partition b. Base partition c. Best possible partition with assumed base
structure (Rand=0.96) d. Minimum BIC partition from random iteration for setting 3c
(Rand=0.92).
in the larger sample sizes and therefore the method performs well in all cases with a large
sample size. With the base partition we select, the closest possible partition to the truth
has a maximum Rand index of 0.96. One example of a selected partition can be seen in
Figure 4.
Because we estimate both the partition structure and the estimates, we do lose some
log likelihood as compared to the oracle parameters. However, this loss is small relative to
sample size. In these larger sample size settings, there is no statistical difference in the log
likelihood value lost by the stochastic score method using N = 1 and N = 5. However,
there is a statistically significant benefit to estimating the partition structure as opposed to
equally dividing the domain. Additionally, in Figure 5, we conclude that in all simulations
settings, the mean slope estimate is unbiased in simulation as the true value is contained in
the confidence intervals. Hence, we conclude our estimation procedure demonstrates little
sacrifice in accuracy, no bias in mean parameter estimation, and therefore this method can
be leveraged to analyze our data.
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n # Blocks Like Gain N=1 Like Gain N=5 Like Gain Eq Part True Like
5,000 2.82 (0.0619) -66.7 (2.5) -65.2 (2.6) -139.1(3.0) 3972.6 (11.8)
a 9,800 3.08 (0.0388) -129.8(4.9) -127.4(4.8) -240.9(5.9) 7772.0 (17.8)
16,200 3.08(0.0388) -193.0(9.5) -190.2(9.2) -344.3 (9.0) 12805.4 (25.8)
5,000 3.06 (0.0339) -112.0(4.3) -108.6(4.3) -261.8(4.6) 4860.4 (15.7)
b 9,800 3.16(0.0524) -188.1 (7.1) -184.4(6.9) -425.6(7.2) 9443.9 (22.2)
16,200 3.26 (0.0689) -287.8 (12.8) -282.9 (13.1) -602.7 (12.5) 15554.0 (24.5)
5,000 3.04(0.0280) -152.3 (4.8) -149.2(4.6) -421.9 (6.6) 5160.2 (16.1)
c 9,800 3.18 (0.0549) -246.7(6.6) -243.3(6.6) -632.2 (7.9) 10020.8 (19.1)
16,200 3.40(0.0808) -364.7 (11.7) -354.9 (10.2) -895.6(11.9) 16574.4 (21.0)
Table 3: Results from the unknown partition simulation that include estimated number
of partition blocks, log likelihood gain as previously defined for 3 implementations of the
stochastic score estimation, and finally, the true log likelihood value 2 logL(θ, Y0), where
the true simulation parameter settings θ and partition are used.
6 Data Analysis
We use the model and methods presented in this article to provide inference on the spa-
tial correlation of arsenic’s bonding behavior using the data described in the Introduction.
Because of the heterogeneous elemental composition of sand grains, we expect arsenic to
accumulate on the sand grain differently by spatial location. We hypothesize these dif-
ferences can be characterized by the mean and covariance of accumulation. Since the
elemental composition changes sharply over the space, we expect these non-stationarities
to be potentially sharp and varied. However, the non-stationarity of arsenic’s bonds has
not been well studied. Therefore, our primary objective in this analysis is to first evaluate
whether the accumulation of arsenic is better modeled by a non-stationary model through
implementation of our partition selection method. We then want to characterize the differ-
ences in estimated mean and covariance parameters in these blocks to draw inference that
could motivate further directed research in this area.
The data were collected at the Submicron Resolution X-ray Spectroscopy (SRX) beam-
line at the NSLS-II synchrotron Brookhaven National Laboratory. This newly-developing
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Figure 5: Each plot shows simulation mean slope estimate confidence intervals for sample
size (1,2,3) and non-stationary setting (a,b,c). All intervals contain the true slope parameter
1 and are therefore unbiased in simulation.
technology was designed for high quality sub-micron spectroscopy, where complex hetero-
geneous elemental compositions can be identified (Andrade et al., 2011). We used step
scanning as a means of collection of flourescence data with a dwell time of 0.5 seconds. Us-
ing a very high intensity beam at 14 keV, above the absorption edge of arsenic of 11.8667
keV, the relative elemental abundances and speciation of arsenic of a (sub)micrometer area
of a sand grain were measured. A detector positioned close to the sample recorded the count
of fluoresced photons returned from the irradiated portion of the sample at various known
frequencies, which allowed us to measure the abundance of other elements such as iron, cal-
cium, and titanium simultaneously. This technology allows us to form elemental 100x100
µm2 image maps at a about a 0.5 micrometer overlapping pixel resolution (n=40,000) for
the various elements. The images obtained consisted primarily of the mineral and oxide
outer coating of a principally quartz sand grain.
The sand grain is first mapped to understand pre-existing elemental structures. Then
the sample is treated with sodium arsenate and is re-mapped at the same location. Because
the sample was removed from the beam for treatment and then replaced, some realignment
is necessary. Hence, we are left with a 180 x 150 pixel data matrix. In Figure 7 we see
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Figure 6: Box plot of Rand indexes for sample sizes (1,2,3) and non-stationary settings
(a,b,c). The blue line represents the maximum possible Rand index given the base partition
for the largest sample size, and the black line represents the Rand index for equal block
division.
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Figure 7: Arsenic flourescence before and after lab treatment.
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Figure 8: a. Log iron flourescence before treatment. b. Log Arsenic flourescence after
treatement. c. Residuals of linear fit of simple linear regression of a. and b. d. Scatterplot
of a. and b.
there is no signal (beyond scattering noise) of any arsenic accumulation prior to treatment.
However, once the treatment is performed, a distinctive possibly non-stationary spatial
pattern of arsenic is present.
Guinness et al. (2014) noted a strong arsenic-iron correlation, and therefore we use the
pre-treatment iron concentration map as a linear predictor of arsenic accumulation. With a
log transformation of both variables, the linear fit seems plausible. The residuals from this
fit seem to exhibit changing spatial covariances over the area. For example, the hotspot in
the residuals map seems to exhibit high spatial covariance for low distances, but most of
the map shows low spatial covariance for adjacent points.
We use the the residuals from the simple linear regression fit in order to select a pool
of 100 possible partitions. The BIC criterion discussed in Section 2 returned the partition
shown in 9 (c). Then we compare the BIC for these maximized surrogate partitions and
select the partition structure produced by p-value = 0.001. This model can be seen in
the below partition structure and is then assumed as fixed ωi for maximum likelihood
23
estimation. We formally define the model we estimate as:
log(As(s)) = Z0(s) +
4∑
i=1
ωi(s)Zi(s)
where s is the spatial location and Zi ∼ GP (µi, Ci)
µi(s) = β0i + β1ilog(Fe(s))
For identifiability, we assume µ0 = 0. Also, we assume that Ci is quasi-Mate´rn with a
nugget. In applying the stochastic score approximation, we use 5 Uj vectors.
The estimates of β0i and β1i exhibit a diverse set of relationships between log arsenic
and log iron. By accounting for the complex non-stationarity, the mean influence of log
iron on log arsenic accumulation is much smaller than that estimated via simple linear
regression. The largest slope estimate is given in block 4, which encompasses one of areas
of the hotspots of iron accumulation. The opposite is true in block 2, where there is
the highest arsenic accumulation yields the lowest slope estimate. All slope estimates are
statistically different, but the estimates for blocks 1 and 3 are qualitatively similar. One
possible explanation would be that there is complex multivariate interactions with other
elements in these hotspots unused in this analysis that cause the varied accumulation
behavior. Another cause could be the influence of varying topography of the sand grain on
binding architecture. Further research may be done in order to determine the underlying
cause.
β0 β1 σ
2 ρ ν τ
Z0 – – 0.013 0.586 0.032 0.006
Z1 2.528 0.327 1.602 15.791 0.069 0.005
Z2 3.528 0.229 5.151 3.581 2.176 0.005
Z3 2.785 0.294 1.182 46.012 0.204 0.005
Z4 1.607 0.475 1.023 4.304 1.313 0.005
Table 4: Estimated mean and covariance parameters in the final data analysis model.
With selected parameter estimates, we see that the contribution of the overall stationary
portion of the covariance structure is relatively small. Since the model is weighted in favor of
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Figure 9: a. Log arsenic distribution. b. Spatial residuals recovered a different regression
in each block. c. Selected partition structure for analysis (with color scheme that matches
the subsequent plots). d. Maximized parameter estimates of mean influence of log iron on
log arsenic. e. Maximized variograms where black is the overall spectrum variogram. f.
Maximized local correlation functions.
the non-stationary portion of the model, we interpret the parameters as a means to dampen
the edge effects of drops in the correlation for points on the edge of the blocks. In contrast,
the locally stationary portions of the model contribute highly to the ultimate covariance
defined by the model. The blocks 2 and 4 have similar spatially smooth correlation structure
with large smoothness parameter estimates and moderate range estimates, but block 2 has a
significantly higher variance than block 4. Blocks 1 and 3 both demonstrate less correlation
at short distances, but block 3 demonstrates lingering long-scale correlation. Although the
mean parameters were relatively similar for blocks 1 and 3, their correlation functions vary
significantly, highlighting the necessity of fitting a non-stationary covariance model. In
conclusion, the blocks that contain hotspots of arsenic have different mean accumulation
patterns, but similar spatially smooth covariance functions.
25
7 Conclusion
In this paper, we have presented a new estimation method for a non-stationarity model
represented as the weighted linear combination of locally stationary processes and a glob-
ally stationary process. We estimate the parameters in large gridded datasets with only
O(n log n) computational complexity per each step of estimation and O(n) storage. The
biggest hurdle in such a model is often the definitions of the locally stationary processes,
and we offer an algorithm that uses the data to estimate irregularly shaped non-stationary
processes. We demonstrate that using BIC to choose between candidate partitions of-
fers a significant advantage in increasing the Rand index of a partition, therefore better
approximating the underlying non-stationary process.
Second, we introduced a method of parameter estimation that generalized the use of the
stochastic score approximation and other computational tools to the non-stationary case.
Within our estimation method, we proposed a pre-conditioner matrix that approximates the
inverse of the induced covariance matrix without the need to form the large pre-conditioner
matrix, which reduces computing time by approximately 3 times under any parameter
estimates. We generalize the use circulant embedding to this non-stationary case, and
describe implementation of the complex estimation algorithm where step-size selection is
non-trivial.
In simulation, we have showed that our estimation method is more accurate and up to
24 times faster than competing methods even in relatively small sample sizes even with
only one approximation vector. Finally, by applying our method to x-ray fluorescence
data, we were able to see that arsenic has significant non-stationarity in both the mean
and covariance parameter estimates. Spatially smooth covariance structure in the hotspots
of arsenic unexplained by iron accumulation motivates further scientific inquiry.
This estimation method could be adapted to a multivariate or spatio-temporal frame-
work which would involve further work on defining multivariate or spatial-temporal non-
stationary models and developing the corresponding computational tools to evaluate the
stochastic score efficiently. Alternately, many large datasets have irregularly spaced obser-
vations. Further work could be done in order to extend these methods to the non-gridded
case where an approximate fine grid is utilized as a surrogate to the irregular locations. Ad-
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ditionally, the uncertainty quantification of the parameters does not account for the selected
partition structure. Bayesian model averaging may be able to be applied to fully specify
the posterior distributions of the parameters over these partitions. Additionally, Bayesian
estimation methods would offer a natural framework with which to consider prediction and
kriging from the model.
In conclusion, we have presented a non-stationary model that is scientifically intuitive
and can account for sharp changes in spatial correlation across the field. We have found that
stochastic approximation to the score function is fast at estimating the maximum likelihood
parameters in the gridded data case. It offers little loss in likelihood maximization when
evaluating changes in spatial correlation across the field and makes evaluation of a complex
non-stationary model viable for large data sets.
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SUPPLEMENTARY MATERIALS
9 Appendix A
Below are the results of a simulation where we compare the absolute error in the approxi-
mation to the score when use of the dependent sampling scheme developed by Stein et al.
(2013) and the original stochastic score (Hutchinson, 1990). There is a significant benefit
to the dependent sampling scheme when the number of vectors are large, but since we show
very few vectors are needed for approximate solutions, we adpot Hutchinson (1990).
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Figure 10: Absolute Error in estimating the score using the independent and dependent
generation schemes. The dotted lines represent 95% prediction intervals for the absolute
error in score estimation using 100 iterations at each sample size. The total sample size for
the simulation was 400.
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10 Appendix B
For the stationary quasi-Mate´rn spectral density, we define the normalizing constant c so
that
c =
1∑
γ{α2 + sin2(γ12 ) + sin2(γ22 )}(−1−ν)
For ease of notation, let g = {α2 + sin2(γ1
2
) + sin2(γ2
2
)}(−1−ν) and thus c = 1∑
γ g
.
Then the quasi-Mate´rn spectral density is
f(γ) = σ2[
1∑
γ g
(1− τ){α2 + [sin2(γ1
2
) + sin2(
γ2
2
)]}−1−ν + τ ]
Therefore the differentiated spectral densities are as follows:
∂
∂σ2
=
f(γ)
σ2
∂
∂α2
= 2α(1 + ν)σ2c(1− τ){1− gc}g1+ 1ν+1
∂
∂ν
= σ2c(1− τ)g{1− gc}log(g− 1ν+1 )
∂
∂τ
= σ2{1− gc}
For optimization purposes, we suggest re-parameterizing σ2, α, ν on the log scale and τ
on the logit scale.
11 Appendix C
Stein et al. (2013) show this formulation is convenient computationally in the stationary
case since we can avoid forming the covariance matrix directly through iterative solves and
straightforward circulant embedding. We extend this work by proposing a non-stationary
model that can leverage adaptations of these tools in this more complex case. Thus, we are
able to evaluate an unbiased approximation of the score in O(n) storage and O(n log(n))
operations as compared to O(n2) storage and O(n3) operations of computing the likelihood
directly for a full-rank, non-stationary covariance matrix.
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By computing the Fisher information matrix for θ, the asymptotic variance of the max-
imum likelihood parameters in the multivariate normal are 1
2
tr(K−1(θ)Ki(θ)K−1(θ)Ki(θ))
(Stein, 1999). Therefore, in Stein et. al (2013), they derive that the i, j element of the
information matrix B of estimates obtained via stochastic score have elements:
Bi,j = (
1
2
+
1
2N
)tr(K−1(θ)Ki(θ)K−1(θ)Kj(θ))− 1
2N
tr((KiK
−1) ∗ (KjK−1))
where ∗ is element-wise multiplication. In this formulation, we observe a few properties
of the approximation to keep in mind. First, as N → ∞, the asymptotic variance of the
estimates approaches that of the traditional maximum likelihood estimation. Additionally,
it is important to observe that the variance of the approximation does vary by the function
of the parameter and therefore parameters with large maximum likelihood variances, will
also have higher variance induced by use of the stochastic score.
12 Appendix D
As you can see from Figure 11, in all settings, there is a statistically significantly negative
correlation between BIC and Rand index. Since we cannot calculate the Rand index of an
unknown partition structure, this validates the use of BIC as a selection criterion.
13 Appendix E
In this section, we outline the non-linear solver in Section 4. Since likelihood evaluation is
not possible in this case, we define an algorithm for step size selection so that the direction
of the gradient is not changed by parameter movement. Hence, if we assume our starting
value is in a convex space that contains the solution, we do not step over that solution,
and therefore find it more quickly. We first select the stochastic score vectors Uj and
fix these throughout the algorithm. As a starting value, we assume that the parameter
settings are the same in all blocks, and are therefore stationary. Let g = (g1, g2, ...gp) be
the approximate score at these initial parameters and g0 = max(|gi|). As an initial step
size choice, we have found that .5
g0
works well. Additionally, we initialize a threshold for
movement as g0
10
. By moving only the parameters with absolute value scores larger than this
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Figure 11: Each plot shows one iteration of partition estimation for sample size (1,2,3) and
non-stationary setting (a,b,c). All regression lines are statistically significant. Red point
indicates the chosen partition in each case.
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threshold, we have found we are able to move toward the solution more quickly by selecting
a larger step size. Then, our modified proximal gradient algorithm has the following steps
in each iteration:
1. For all parameters with an absolute score value above the threshold (excluding σ20
and β), we propose new parameters as
candidate parameter = parameter + step size ∗ approximate score
2. Solve for σ20 in the candidate parameters as shown in Section 4
3. Project candidate parameters into space where there are no computational difficulties
with singularity of the covariance matrix.
4. Evaluate approximate score of these candidate parameters.
5. Test if new approximate score has the same sign as current parameter’s approximate
score for each parameter.
(a) If it is the same all cases, we update parameters as the candidate parameters
and solve for β and σ20. Again, we project the covariance parameters into a
computationally feasible space. Then, we evaluate the approximate score for
direction in the next step. Step size is multiplied by 2, and movement tolerance
for the next step is re-evalutated as max(|gi|)
10
, where g = (g1, g2, ...gp) is the current
approximate score.
(b) Otherwise, step size is multiplied by 0.1 and the candidate parameters are re-
jected.
As a stopping criterion, we exit the algorithm when the maximum absolute value of
approximate score value is less than 2∗g0√
n
.
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