Perturbation theory for dual semigroups and its applications to age-dependent population dynamics by Inaba, H.
I 
Centrum voor Wiskunde en lnformatica 
Centre for Mathematics and Computer Science 
H. Inaba 
Perturbation theory for dual semigroups and its applications 
to age-dependent population dynamics 
Department of Analysis, Algebra and Geometry Report AM-R8916 October 
The Centre for Mathematics and Computer Science is a research institute of 
the Stichting Mathematisch Centrum, which was founded on February 11, 
1946, as a nonprofit institution aiming at the promotion of mathematics, com-
puter science, and their applications. It is sponsored by the Dutch Govern-
ment through the Netherlands Organization for the Advancement of Research 
(N.W.O.). 
I 
Copyright © Stichting Mathematisch Centrum, Amsterdam 
Perturbation theory for dual semigroups and its applications 
to age-dependent population dynamics 
Hisashi Inaba 
Institute of Theoretical Biology, UnlWNsily of Leiden 
P.O.Box 9516, 2300 RA Leidfn, The Netherlands 
and 
Centre for Mathematics and Computer Science 
P.O. Box 4079, 1009 AB AmstNdam, The Netherlands 
I 
In this paper we first summarize the perturbation theory In a sun-reflexive Banach space developed by 
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1. INTRODUCTION 
In age-dependent population dynamics, the basic population model is described by the Lot.ka-
McKendrick-Von Foerster system: 
a a 
<aa +at)p(a,t) = -µ(a)p(a,t), t>O, O<a<w, (Ua) 
"' 
p (O,t) = J m (a)p (a,t)da, t >0, (Ub) 
0 
p(a, 0) = cp(_a), O~a.;;;;w. (Uc) 
tl 
In this system, p (a,t) denotes the age-density at time t, that is, J p (a,t)da is the number of individuals 
" at time t between age a and age /j. µ.(a) and m (a) are the per capita death rate and birth rate at age 
a, respectively. The integral boundary condition (I.lb) implies that newborns have age zero. The 
number w is the life span of the members of the population or is the upper bound of the reproductive 
age, i.e. m(a) = 0 for a >w. 
Although traditionally the system (U) has been solved by reducing it to a renewal integral equa-
tion, recently the sernigroup approach to the above system has been widely developed by several 
authors and has shown its usefulness to study the asymptotic behavior of the population system 
(WEBB, 1985; METZ and DIEKMANN, 1986; INA.BA, 1988). Assume that cpEX: = L 1(0,w), 
µ., m EL~ (0, w) and define the population operator A as 
d (Aij>)(a) = - da cp(_a)-µ.(a)cp(_a), (1.2) 
., 
D(A) = {'i>EX: 4>EAC[O,w], cp(_O) = j m(a)cp(_a)da}, 
0 
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where AC[O,w] is the set of absolutely continuous functions on [0,w). Then the system (1.1) can be 
formulated as an abstract Cauchy problem in the Banach space X: 
d dtp (t) = Ap (t), p (0) = tpEX, (1.3) 
where p(t)=p(.,t)EX. Since the population operator A generates a C0-semigroup T(t), 1;;;.o, called 
the population semigroup, the evolution of the population in the state space X is given by 
p (t) = T(t)tp, t ;;;.O. (1.4) 
However, if we want to deal with the time-inhomogeneous problem, i.e. the population with time-
dependent vital rates, the semigroup approach has to be extended. In this case, since the domain of 
the population operator includes the time-dependent fertility rate m (a,t), we have not so far had a 
general way to construct the evolutionary system U(t,s), O~s~t, such that U(t,s)tp,tpEX gives the 
solution of the Cauchy problem 
d dtp(t) = A(t)p(t),p(s) = tpEX, I (1.5) 
where 
d (A (t)tp)(a) = - da tp(a)-µ(a,t)tp(a), (1.6) 
w 
D(A (t)) = { l/>EX:tpEAC[O,w], tp(O) = j m(a,t)tp(a)da}. 
0 
Recently CLEMENT et al. (1987a, 1988) developed a systematic method to construct evolutionary sys-
tems by perturbing C 0-semigroups in sun-reflexive Banach spaces. Instead of the general system (1.3), 
consider the special simple case; 
d dtp(t) = AoP(t), p(O) = '/JEX, (1.7) 
where the operator A 0 is the closed operator in X given by 
d (A 0cp)(a) = - datp(a)-µ(a)tp(a), (1.8) 
D(A 0) = {q>EX: !/>EAC(O,w], tp(O) = O}. 
Note that A 0 generates a C 0-semigroup T 0(t), t;;J1:0. Then, formally speaking, the system (LI) can be 
seen as a perturbed system 
d dtp(t) = A 0p(t)+Bp(t),p(O) =!/>EX (1.9a) 
The operator B is defined by 
w 
(Bq,)(a) = C> J m (a)tp(a)da, (l.9b) 
0 
where B denotes Dirac's delta function. If the operator Bis a bounded linear operator from X to X, it 
is well known that A 0 + B generates the C 0-semigroup T(t), t ;;;.o defined as a solution of the 
variation-of-constants formula 
I 
T(t)q, = T0(t)q,+ jT0(t -T)BT(-r)q,dT. (UO) 
0 
However, since the operator given by (l.9b) maps out of the space X into some bigger space Y, we 
cannot apply this well known result to our problem (1.9). However CLEMENT et al. (1987a) proved 
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that in a sun-reflexive Banach space with respect to A 0, such a bigger space can be constructed sys-
tematically and the extended variation-of-constants formula defines the C0-semigroup T(t), 1;;;.0. 
Moreover, they proved that the time-dependent perturbation B(t):X~Y defines the evolutionary sys-
tem U(t,s), O:e;;;;soe;;;t (CLEMENT et al., 1988). 
In this paper we first summarize the perturbation theory in a sun-reflexive Banach space developed 
by CLEMENT et al. (1987a, 1988). Next we shall introduce the concept of strong ergodicity for the 
evolutionary system, which is a natural extension of the idea of asynchronous exponential growth for 
C 0-semigroups introduced by WEBB (1987). Then we investigate conditions under which the evolu-
tionary system generated by the perturbation of a C0-semigroup in a sun-reflexive space becomes 
strongly ergodic. We shall apply this perturbation approach to two demographic problems. First, we 
construct the evolutionary system corresponding to Lotk.a's renewal equation. We shall prove 
sufficient conditions for strong ergodicity of the age-structured population with time-dependent vital 
rates. Next we study the controllability of the age-structured population controlled by changing its 
total fertility rate. 
I 
2. DUAL SEMIGROUPS 
In this section we summarize the results for dual semigroups which are needed for our purpose. For 
their proofs, the reader may refer to BUTZER and BERENS (1967), CLEMENT, HEUMANS, et al. (1987c), 
HILLE and PHILLIPS (1957) and YosrnA (1980). Let X be a (non-reflexive) Banach space and let 
T(t), 1;;;;.o be a strongly continuous semigroup of bounded linear operators on X with infinitesimal 
generator A. Let T*(t), 1;;;.o denote the semigroup of adjoint operators acting on the dual space x• 
and let A• denote the adjoint of A. 
PROPOSITION 2.1. (1) For any x· EX* the map t~T*(t)x* from R + into x• is weakly * continuous. 
(2) A• is the weak *generator of T*(t), that is, x• belongs to D(A *)if and only if l.(T*(t)x* -x") con-
t 
verges in the weak * topology as t ,J,O, and whenever there is convergence the limit is A • x •. 
The above proposition implies that u*(t) = T*(t)x* is a solution of the Cauchy problem 
~ u*(t) =A *u'(t), u*(O) = x• EX*, (2.1) 
whenever x • ED (A*) if differentiation is understood in the weak * sense. Generally the semigroup of 
bounded linear operators T* (t), t ;;;.o is not necessarily strongly continuous, although T* (t), t ;;;.o is a 
weak* continuous semigroup. Now we define a subspace x 0 of x· by 
X 8 := {x*EX*: lim!!T*(t)x*-x*ll = 0}. (2.2) 
1io 
Then it is easily seen that the subspace x 0 is invariant under T* (t) and that x 0 is norm-closed. Let 
T 8 (t), 1;;;.o denote the restriction of T*(t) to x 0 . Then T 8 (t), 1;;;.o is strongly continuous. More-
over the following holds: 
PROPOSITION 2.2. Let A 0 be the infinitesimal generator of T 8 (t), t ;;;.o. Then the following holds; 
(I) X 8 = D(A*). 
(2) A 0 is the part of A• in X 8 , i.e. the largest restriction of A• with both domain and range in X 8 . 
(3) D(A 8 ) is weak* dense in x•. 
In what follows the elements of x,x·,x0 etc. are denoted by x,x',x 8 etc. We use <x,x*> and 
<x • ,x > interchangeably to denote the value of x • at x when x EX and x •EX*. Moreover integrals 
of functions with values in a dual Banach space are regarded as weak * Riemann integrals. Hence if 
b 
t-x'(t) is continuous from [a,b] to x· equipped with its weak* topology, then J x'(,,.)dT is defined 
(J 
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as the unique element of X* satisfying 
b b 
<x,j x•(.,.)th> = J <x,x*(.,.)>dT for all xeX 
u u 
The prime norm on X is defined as follows: 
llx II' : = sup{ I <x,x 0 > I : x 0 eX0 , llx 0 11o;;;;1} for x eX 
Then it follows that 
LEMMA. 2.3. (1) The prime norm is equivalent with the original norm and when T(t) is a contraction 
semigroup the two norms are actually the same. 
(2) If we equip X with the prime norm, the norm on x 0 remains unchanged, i.e. 
llx 0 11 := sup{l<x,x 0 >1: xeX, llxll'o;;;;l} forx 0 ex0 . 
I 
By taking the dual once more, we have again a weak * continuous semigroup r 0 • (t) with weak * 
generator A 0 • on x 0 •. Every x eX defines a continuous linear functional on x•, and hence can be 
considered as an element of x 0 •. Since x 0 is weak* dense in x· and x· separates the points of x, 
<x -y,x 0 > = 0 for all x 0 ex0 implies that x = y for x,y eX. Therefore if we equip X with the 
prime norm there exists an isometric isomorphism of X onto a closed subspace of x 0 •, that is, we 
can embed X into x 0 • by means of the natural mapping. In the following we shall identify X with its 
embedding into x 0 •. By taking the restriction we introduce the subspace; 
x 00 := {x 0 *eX8 *: limllT8 *(t)x 0 •-x 0 *11 = O}. 
t!O 
In this case it can be proved that the prime norm on x 0 is the same as the original norm (see HILLE 
and PHILLIPS, 1957). It is clear that xcx00 since T(t) is strongly continuous. 
DEFINITION 2.4. X is called sun-reflexive (0-refiexive) with respect to A if and only if X = x 00 . 
3. EVOLUTIONARY SYSTEMS AND THE VARIATION-OF-CONSTANTS FORMULA 
In this section we state some results for the perturbation theory of dual semigroups in sun-reflexive 
Banach spaces without proofs. The reader may refer to CLEMENT et al.(l987a, 1988) for their proofs. 
Let Xbe a Banach space and let T0(t), t;;;;.O be a C0-semigroup with generator A 0 and assume that 
X is sun-reflexive with respect to A 0 • Let T >0 and let B (t), t e[O, TJ be a family of bounded linear 
operators from X to x 0 •. We assume that B (t), t e[O, T] is strongly continuous, i.e. for each x eX the 
mapping t"'B(t)x is continuous from [O,T] to x 0 •. .. 
DEFINITION 3.1. Let T>O and let A:= {(t,s)eR 2: Oo;;;;so;;;;to;;;;T}, A*:= {(s,t)eR 2: Oo;;;;so;;;;ro;;;;T}. A 
two-parameter family U(t,s), (t,s)eL\ of bounded linear operators on a Banach space X is called a 
forward evolutionary system on X if the following tw9 conditions are satisfied: 
(1) U(s,s)=I (the identity), Oo;;;;so;;;;T, 
(2) U(t,r)U(r,s)= U(t,s), Oo;;;;so;;;;ro;;;;1o;;;;T, (multiplicative property). 
A two-parameter family V(s,t),(s,t)eL\* of bounded linear operators on X is called a backward evolu-
tionary system if 
(1) V(t,t)=l, O~to;;;;T, 
(2) V(s,r)V(r,t)= V(s,t), Oo;;;;so;;;;ro;;;;to;;;;T. 
An evolutionary system U(t,s),(t,s)eA (or V(s,t),(s,t)eL\*) is said to be strongly continuous if for 
each x EX the mapping (t,s)°"'U(t,s)x ((s,t)"'V(s,t)x) is continuous from !!i. (A*) to X. Let U(t,s)* be 
the adjoint operator of U(t,s). If we define the system U*(s,t), (s,t)e!!i.* by U*(s,t) := U(t,s)', 
Oo;;;;so;;;;to;;;;T, then it is easily seen that U"(s,t), (s,t)eA* forms a backward evolutionary system. We 
call it the dual system of U(t,s), (t,s)E6.. 
LEMMA 3.2. Let f: !::.-.+X 8 * be continuous. Then the function F defined by 
I 
F(t,s) = J T[f* (t--r)f (-r,s)d-r, (t,s)E!::., 
is continuous from /j. to X. 
PROPOSITION 3.3. The variation-of-constants formula 
I 
U(t,s)x = T0(t-s)x+ jT[f*(t--r)B(T)U(-r,s)xd-r, (t,s)E/::., XEX, 
s 
uniquely defines a strongly continuous forward evolutionary system U(t,s), (t,s)EA satisfying 
II U(t,s)ll.;;;;Mexp{[w+ MK(t,s)](t -s)}, 
where Mand ware such that llT0(t)ll.;;;;Mexp(wt) and 
K(t,s) : = sup llB(-r)ll. 
so;;;Ti;;;I 
I 
In particular, if t-+llB (t)ll is measurable, we can sharpen the estimate (3.2) as follows: 
I 
II U(t,s)il ,,.-.;Mexp{j[w+ Ml\B(-r)l\]d-r}. 
s 
The generation expansion 
U(t,s) = ~ U,.(t,s), 
n;;i.o 
t 
U0(t,s) = T0(t-s), U,.(t,s) = jT{f'(t-T)B(-r)U,,_ 1(-r,s)xd-r, 
s 
converges in the uniform operator topology uniformly on ll. 
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(3.1) 
(3.2) 
(3.3) 
(3.4) 
In the case that the perturbation B (t) is time-independent, the variation-of-constants formula (3J) 
defines a C 0-semigroup T(t)= U(t, 0), 1;;;..o which is generated by the part of A[f• + B in X (see 
CLEMENT et al., 1987a, 1987c). Hence T(t)<[>,cpED(A) is the unique solution for the Cauchy problem 
d dt u(t) = Au(t), u(O) = cp, (3.5) 
Ax = A{f* x +Bx, x ED(A), 
D(A) = {xED(A{f*): A{f*x +Bx EX}. 
In the non-autonomous case we are confronted with a more complicated situation. Let A (s) be the 
part of A ff• + B (s) in X, i.e. 
A(s)x = A{f*x+B(s)x, (3.6) 
xED(A(s)) := {xED(Ag>•): A[f•x +B(s)xEX}. 
Then it can be proved that: 
PROPOSITION 3.4. Let x ED(A (s)). Then 
a+ Tt U(t,s)x 11 =s = A (s)x, (3.7a) 
6 
a a; U (t,s )x = - U (t,s )A (s )x, (3.7b) 
where the right derivative in (3. 7a) and the derivative in (3. 7b) are in the norm topology of X 
Since in general we cannot expect that U(t,s)x is differentiable with respect tot in the norm topol-
ogy of X, U(t,s)x is not necessarily the solution of the Cauchy problem 
d dt u(t) = A (t)u(t), u(s) = x ED(A (s)). (3.8) 
However, since X is embedded into x0 •, there are at least two other natural topologies in which 
U(t,s)x could be differentiable. We can introduce some definitions: 
DEFINITION 3.5. A function J :[a,b ]~x0• is weak *- differentiable with weak *-derivative g if for 
every x 0 EX0 , the real valued function t~<J (t),x 0 >is differentiable with derivative <g(t),x 0 >. 
A weak *-differentiable function f is continuously weak *-differ~able if in addition the function 
t~<g(t),x 0 >is continuous for all x 0 EX0 • 
Now let us consider the (forward) Cauchy problem 
~ u(t) = (Ag'* +B(t))u(t), u(s) = x 0 •. (3.9) 
DEFINITION 3.6. (a) A function u :[s, T]~X is called a weak solution to the Cauchy problem (3.9) with 
x 0 • = xEX if u(s) = x and if for every x 0 ED(A0) the real-vl,llued function t~<u(t),x 0 > is 
continuously differentiable and 
~ <u(t),x 0 > = <u(t),(A0+B"(t))x 0 > fors<t~T. (3.10) 
(b) A function u:[s,T]~x0• is called a weak *-solution to (3.9) if u(s) = x 0 •, u(t)ED(.Ag'*), 
s <t ~ T and u is continuously weak *-differentiable on (s, T] with weak *-derivative (Ag'* + B (t))u (t), 
i.e. 
PROPOSITION 3.7. (a) For all x EX,s E[O, T),t~U(t,s)x is the unique weak solution to the forward prob-
lem (3.9). .. 
(b) If U(t,s)D(Ag'*)cD(Ag'*) for every (t,s)E~ and suo llAS'* U(t,s)xll<oo for all 
s.,;;14'.T 
xED(Ag:'*),sE[O,T), then/or every xED(Ag'*), sE[O,T), the/unction t~U(t,s)x is the unique weak 
*-solution of the forward problem 
REMARK 3.8. If t~B(t) is Lipschitz continuous from [O,T] to B(X,x0 •) then the condition of the 
above proposition (b) is satisfied. (CLEMENT et. al, 1988, Theorem 4.9). Therefore the Cauchy prob-
lem (3.9) has a unique weak *-solution under this condition. 
Next we consider the backward problem. Here we assume that the mapping t~B (t) is continuous 
from [O,T] to B(X,X0 *) equipped with the operator norm. Then the following can be proved: 
PROPOSITION 3.9. The subspace X 0 is invariant under U*(s,t). 
Since x 0 is invariant under U*(s,t),(s,t)Eil.*, we can define a backward system U0 (s,t) on x 0 by 
restricting U*(s,t) on x0 , and u0 *(t,s) forms a forward system on x0 •, which extends U(t,s). 
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Then it follows that: 
PROPOSITION 3.10. The backward system U 8 (s,t),(s,t)EA* is strongly continuous. 
PROPOSITION 3.11. The fwzction s-7U8 *(t,s)x 8 • is continuously weak *-differentiable on [O,t} if and 
only if x 0 • = x ED (Ag'*) and in that case the derivative equals - u0 • (t,s )(Ag'* + B (s ))x. 
REMARK 3.12. Although we only deal with linear problems here, it is easily seen that the perturbation 
theory for dual semigroups would provide a suitable framework to semilinear Cauchy problems. The 
reader may refer to CLEMENT et al. (1987b) for such problems. 
4. ASYMPTOTIC PROPERTIBS OF EVOLUTIONARY SYSTEMS 
In this section we consider asymptotic properties of the evolutionary system generated by a Lipschitz 
continuous perturbation of a C0-semigroup. Of our interest here is to find out conditions under which 
the evolutionary system has a time-independent asymptotic structqte. First we introduce a concept of 
strong ergodicity for the evolutionary system. This concept has been developed in the theory of Mar-
kov chains (MADSEN and CoNN, 1973; SENETA, 1981) and originally stems from the theory of infinite 
products of matrices (THOMPSON, 1978; ARTZROUNI, 1986a). 
DEFINITION 4.1. The evolutionary system U(t,s),O~s~t<oo is called strongly ergodic with asymptotic 
growth rate r if there exists a rank one operator Ps such that 
limexp(-r(t -s))U(t,s) = P3 , (4.1) 
1--*CO 
where the limit is in the operator norm topology. 
From the definition, it follows immediately that 
LEMMA 4.2. Let Ps be the rank one operator defined by (4.1). Then there exists cf>o EX,ft ex• such that 
PA> = <f.s,cp>c/lo, U*(s,t)ft = exp(r(t -s))f.s. (4.2) 
PROOF. From (4.1) and the equality 
exp(-r(u -t))U(u,t)exp(-r(t -s))U(t,s) = exp(-r(u -s))U(u,s), 
it follows that 
P,exp(-r(t-s))U(t,s) = Ps, 1;;:;:,s. (4.3) 
Hence we know that Range P1 = Range Ps,t ;:;:::s and that there exist 4'o EX, ft EX* such that 
PA> = <f.s,'/>>c/lo. Moreover, from (4.3), we have 
<ft,exp(-r(t -s))U(t,s)<j>> = <f.s,cp>, 
for each <j>EX. Consequently Is = exp(-r(t -s))U*(s,t)ft. D 
A C0-semigroup of bounded linear operators T(t),t;:;:::O is an example of a strongly ergodic evolu-
tionary system if T(t),t;:;:::O has asynchronous exponential growth with intrinsic growth constant r in the 
sense of WEBB (1987) and if the operator P : = limexp(-rt)T(t) is rank one. Another important 
1-?CO 
example is derived from the theory of weakly ergodic multiplicative processes (BIRKHOFF, 1965, 1967; 
INABA, 1989). Assume that the Banach space X forms a Banach lattice with a natural positive cone 
K. If the evolutionary system U(t,s),O~s~t is nonnegative, i.e. U(t,s)KCK, it forms a time-
inhomogeneous multiplicative process in the sense of Birkhoff. Let d(x,y),x,y EK\ {O} be Hilbert's pro-
jective metric. That is, 
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. _ sup(xly) 
d(x,y). - log[ inf(xly) ], for x,yEK\ {O}, 
where sup(x/y) := inf{A:x~Ay}, inf(xly) := sup{µ.:µx~y} for xEX,yEK\ {O} and we adopt the 
convention inf<[> = oo and sup<[> = - oo. Then the multiplicative process U(t,s),O~s ~t is called 
weakly ergodic if 
limd(U(t,s)x, U(t,s)y) = 0 for all x,y EK\ {O}. 
1->00 
The definition of weak ergodicity implies that any two orbits U(t,s)x and U(t,s)y,x,y EK\ {O} will be 
asymptotically proportional as time evolves. Then we can state that if U(t,s) is a weakly ergodic pro-
cess, then there exists a positive functional v'(s)EK• such that for d(x,y)<oo 
U(t,s)x = <v*(s),x >U(t,s)y +o(llU(t,s)yll), (4.4) 
where o(llU(t,s)yll)/llU(t,s)yll_,,O as t-l>OO and v*(s) = U*(s,t)v*(t) (INABA, 1989, Proposition 3.2). 
More precisely, the following estimate holds I 
II U(t,s)x - <v*(s),x > U(t,s)y 11~11 U(t,s)yllosc(U(t,s)xl U(t,s)y), (4.5) 
where osc(xly) is the oscillation of x andy defined by 
osc(xly) = sup(xly)-inf(xly) for x,yEK\ {O}. 
A time-inhomogeneous multiplicative process is called uniformly primitive for positive time when for 
some a>O, there exist for. any K>O some t and s with K <s <t such that Ll(U(t,s))~a, where 
.1.(U(t,s)) is the projective diameter defined by 
Li(U(t,s)) : = sup{d(U(t,s)x, U(t,s)y):x,y EK\ {O}} 
Then it can be proved that if U(t,s), O~s~t is uniformly primitive, it is weakly ergodic (INABA, 1989, 
Proposition 3.3). Using these facts, we can prove that: 
PROPOSITION 4.3. Let X be a Banach lattice with positive cone K. Suppose that the evolutionary system 
U(t,s),O~s~t is nonnegative and has an invariant element 4'oEK\ {O} such that 
U(t,s)4'o = exp(r(t -s))4'o. If U(t,s),O~s~t is uniformly primitive, then U(t,s),O~s~t is strongly 
ergodic with asymptotic growth rate r. 
PRooF. From uniform primitivity of U(t,s), we can prove that for xEK\ {O} 
llexp(-r(t -s))U(t,s)x -<v*(s),x >it>oll~llit>ollosc(U(t,s)x/ U(t,s)it>o), 
where the functional v • (s) is defined by 
<v*(s),x > : = liminf(U(t,s)x I U(t,s)cf>o) = limsup(U(t,s)x/ U(t,s)itio), 
l-'>00 1-'>00 
(4.6) 
(see INABA, 1989, Proposition 3.2). Originally the domain of the positive functional v'(s) is the cone 
K, but it can be extended to the whole space X by-
<v * (s),x > := <v*(s),x+>-<v*(s),x_>, 
where x = x + -x _ EX,x + EK,x _EK are the positive part and the negative part of x respectively. 
Then if we define a rank one operator Ps as 
P.x : = <v*(s),x >it>o, x EX, 
then from (4.6) we obtain that for x = x + - x _ EX, 
llexp(-r(t -s))U(t,s)x - Psx II ~llit>oll[osc(U(t,s)x +I U(t,s)itio)+osc(U(t,s)x _I U(t,s)it>o)J, (4.7) 
where we adopt the convention osc(O/y) = 0 for yEK\{O}. Let N(A) be the oscillation ratio of a 
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positive operator A defined by 
N(A) : = inf{h:osc(Ax/Ay)os;;;hosc(xly),x,y EK\ {O}}. 
Then it follows from Birkhoff's theorem and Ostrowski's theorem (see BUSHELL, 1973) that 
N (A) is;;; tanh{ A~». 
from which we have N(A)<l as long as A(A) is finite. On the other hand, from uniform primitivity 
of the multiplicative process U(t,s), there exist a number a>O and an infinite sequence of positive 
numbers s = t 0 <t 1< ... tending to co such that A(U(t211 + 1.tin)):s;;;a. Then it is easily seen that for 
XEK\ {O},t;;;:i.t2n+1' 
a 
osc(U(t,s)xl U(t,s)</>o)os;;;(tanh(4 )tosc(U(t1>s)xl U(ti,s)<J>o). (4.8) 
Thus it follows that for xEK\ {O} I 
osc(U(t i.s)x I U(t i.s)<J>o)is;;;(e" - l)inf(U(t 1>s)xl U(t i,s)</>o) 
.,;:::( "-l) llU(t1>s)xll .,;:::( "-l) -r(t,-s) llU(t1>s)IJ 11 II (4.9) 
.._,, e llU(t1>s)</>oll.....,, e e ll<Poll x ' 
where we use the monotonicity of llx II as a function of Ix I. Therefore we conclude that 
a -r(1-s)llU(t1>s)ll 
llexp(-r(t-s))U(t,s)x-Psxllos;;;211<Poll(tanh(4))n(e"-l)e ' ll<Poll llxll, (4.10) 
for all x EX. Then we have 
lim llexp(-r(t -s))U(t,s)-Psll = 0. 
1->CO 
This completes our proof. D 
Next we consider the asymptotic behavior of the evolutionary systems generated by a Lipschitz 
continuous perturbation of a C0- semigroup in a sun-reflexive Banach space. Of our concern here is 
to show conditions such that a perturbed strongly ergodic evolutionary system is again strongly 
ergodic. Let A 0 be the infinitesimal generator of the C 0-semigroup T 0(t),t ;;;i.o, let X be sun-reflexive 
with respect to A 0 and let ~ be the set of Lipschitz continuous perturbations defined by 
0: = {B(t): t~B(t) is Lipschitz continuous from R + to B(X,x0 •)}, where B(X,x0 •) is the set of 
hounded linear operators from X to x 0 •. Let U8 (t,s), B ESl be the evolutionary system defined by the 
variation-of-constants formula .. 
I 
U8 (t,s)x = T0(t -s)x + J T{f*(t -T)B(7')U8 (7',s)xdT. (4.11) 
s 
If U.s(t,s) is strongly ergodic with asymptotic growth rate r, we define the rank one operator Ps(B) by 
limexp(-r(t-s))U8 (t,s) = P5 (B), (4.12) 
1->00 
We define a subset 
00 
1l(B0) := {BEO: j llB(T)-B0(T)ildT<oo}, B0E1l. 
0 
LEMMA 4.4. If B (t), C (t) EQ. then the following variation-of- constants formula holds 
I 
Ua(t,s)x = Uc(t,s)x + ju~*(t,'r)(B(-r)-C(-r))U8(7',s)x,h, xEX 
s 
(4.13) 
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PROOF. Note that under our assumption, U9 (t,s)D(Ag1*)CD(Ag1*) (CLEMENT et al., 1988, Theorem 
4.9), and for every xED(Ag>*), the function <J-'>U9 (o,s)x, s:s;;;o has the weak *-derivative 
(Ag1*+B(o))U(o,s)x and the function O-'>Uc(t,a)x has the weak * derivative 
- U2*(t, a)(Ag1* +C(o))x. Then for x 0 EX0 ,xED(Ag>*) we obtain 
; 0 < Uc(t, a)U9 (a,s)x,x 0 > 
= < U2*(t, a)(Ag>• + B(a))U9 (a,s)x,x 0 >- < U2*(t,a)(Ag>* +C(o))Ua(o,s)x,x 0 > 
= < ug*(t, a)(B(a}-C(a))U9 (a,s)x,x 0 >. 
Hence it follows that 
I I 
<j ug•(t, a)(B(a)- C(a))U8 (a,s}xdo,x 8 > = j <Ug'(t, o)(B(a)- C(o))U9 (o,s)x,x 0 >do 
s s 
= j ;0 <Uc(t,a)U.B(a,s)x,x 0 >da= <U9 (t,s)x,x 0 >j_<Uc(t,s)x,x 8 >. 
s 
Since D (Ag>*) is dense in X, we arrive at the variation-of- constants formula (4.13). D 
PROPOSITION 4.5. Suppose that U9 (t,s) is strongly ergodic with asymptotic growth rate rat B = B 0 ED. 
Then for every B E~(B0), Ua(t,s) is strongly ergodic with asymptotic growth rate r, and 
P3 (B)x = lim<fi,exp(-r(t-s))Ua(t,s)x>I/>(), (4.14) 
1->00 
where Ji EX* and I/>() EX are such that P5 (B 0)x = <fs,x >I/>(). 
PRooF. From Lemma 4.4, for B E'2(B0), we have an expression for Ua(t,s) by the variation-of-
constants formula 
I 
U8 (t,s)x = U90 (t,s)x + juCJ;(t,7)(B(7) - B 0(7))U.B(7,s)xd7, xeX, (4.15) 
where we assume that 
limexp(-r(t -s))U.B,(t,s) = P.(B0). 
1-+00 
For simplicity, we define the evolutionary system V8 (t,s), O:s;;;s.;;;;t by V9 (t,s): = 
exp(-r(t -s))U.B(t,s). Observe that for s ..;,.10<t<t', 
llV8 (t',s)x -V8 (t,s)xll..;,.i!V.B(t',s)x - Va0 (t',to)V.B(to,s)xll 
+ llV9 ,(t',t0) V.B(t 0 ,s)x - V90 (t,t 0 )V.B(t0 ,s)xll + llV.B(t,s)x - V9 ,(t,t0 ) V.B(t 0 ,s)xll : = I +J + K. 
Then it follows that 
I:= llVa(t',s)x -V.B.(t',to)V.B(to,s)xll:s;;;llV.B(t',to)-Va0 (t',to)llllV.B(to,s)llllxll. (4.16) 
From ( 4.15), we obtain 
I' 
llV.B(t',to)- Vo, (t',to)ll..;,. j II V~.* (t, 7)11 llB (7)- Bo(7)11 II Va('r,t o)lid'I". 
'· 
Since lim V.B 0 (t,s) = Ps(B0 ), then there exists a number M(s,B 0) such that 
l-+00 
11v~;(t,s)Jl:s;;;J1V80 (t,s)ii..;,.M(s,B 0) for all 1-;;;;.s. From (4.15) the following inequality holds 
I 
II V.B(t,s)Jl :s;;;M(s,B 0)+ M(s,B 0) j JIB (7)- B 0(.,.)llll V8 (7,s)lld7, 
s 
from which we have 
t 
II V8 (t,s)ll .;;;;M(s,Bo)exp(M(s,B0 ) /llB ('r)- Bo(r)lld-r).;;;;M(s,B) 
for all t ;;o.s, where 
co 
M(s,B): = M(s,B0)exp(M(s,Bo) J llB(-r)-Bo(-r)lld-r). 
0 
Therefore we arrive at the inequality 
t' 
I .;;;;M (s,B 0)M (s,B)2 j llB ( -r)- Bo( 'T)lld'Tllx II. 
'• 
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( 
Then for any t:>O we can choose t0 so large that Jos;;;3llxll. In e1actly the same way, we can show 
( 
that K.;;;;3llxll for large t 0 >s. Next observe that 
J : = II vB.(t',to)VB(to,s)x - vB.(t,to)VB(to,s)xll.;;;;IJVB.(t',to)- vB.(t,to)llM(s,B)llxll. 
Since lim V80 (t,s) = Ps(B0), for any tE>O we can choose a T 0>t0 such that for t',t>T0, J.;;;; 3£ /Ix/I. 1->00 
Then for any (>0 if t,t', t 0 are sufficiently large, we have I +J +K.;;;;t:/lxll, which shows that there 
exists an operator Ps(B) such that 
lim VB(t,s) = Ps(.B). 
1->CO 
From (4.16), we obtain 
llPs(B)- P10 (Bo)VB(to,s)ll-?O as to~oo. 
Then P5 (B) is a rank one operator and 
Ps(B)x = fun <ft, V8 (t,s)x ><f>o. 
1->00 
This completes the proof. D 
COROLLARY 4.6. Suppose that T(t), 1;;..o is a C 0 -semigroup generated by a constant perturbation 
.80 ESl, T(t) has asynchronous exponential growth with intrinsic growth constant rand the operator 
" 
P = liroexp(-rt)T(t), 
1->CO 
is rank one. If 
00 J llB('T)-.B0 lld-r<oo, 
0 
then the evolutionary system U8 (t,s) is strongly ergodic with asymptotic growth rate rand 
P0(B) = limexp(-rt)PU8 (t,O). 
1->00 
REMARK 4.7. The case that B(t)ED has a period w>O is another interesting case for which we can 
expect that there exists a time-invariant asymptotic structure for the evolutionary system. First, using 
the variation-of-constants formula, it is easily seen that the following holds, though we omit the proof: 
UB(t +w,s +w) = Ua(t,s) for all o.;;;;s.;;;;t. (4.17) 
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Suppose that the evolutionary system U(t,s), o...;so;;;;t forms a weakly ergodic multiplicative process 
on the Banach lattice (X,K). We assume that U(t,s) satisfies the property (4.17) and the positive 
operator U(s +w,s) has a positive eigenvector x 0EK\ {O} associated with the eigenvalue A(s)>O. 
Then we have 
U(t +w,s)x0 = U(t +w,s +w)U(s +w,s)x0 = A.(s)U(t,s)xo. (4.18) 
Defining a continuous function t ~g (t) from [s, oo) to K by 
g{t) = exp(-rt)U(t,s)x0 , r = logi\(s) · 
w 
(4.19) 
Then, by using (4.18), it is easy to check. tha.t g(t) has the period w. From (4.4), there exists a positive 
functional v • (s) as 
exp(-rt)U(t,s)x = <v*(s),x>g(t)+o(llg(t)ll) 
for any x such that d(x,x 0)<oo. Since llg(t)ll is bounded above, i7follows that for d(x,x 0)<oo 
Iimllexp(-rt)U(t,s)x-<v*(s),x>g(t)ll = 0. (4.20) 
1--+00 
This can be seen as an infinite dimensional analogue of the Floquet theory for systems of ordinary 
differential equation. 
5. GENERALIZED STABLE POPULATION THEORY 
In this section we consider a demographic application of the results obtained in the previous section. 
Classical stable population theory states that a closed population subject to constant mortality and 
fertility schedule will asymptotically grow exponentially while the age distribution converges to a 
stable distribution. This phenomenon is generally called strong ergodicity of the population process in 
demography. Precisely speaking, the strong ergodicity means that if p (a,t) is the age-density of the 
population at time t, there exist a number r, a positive functional C(cp) and an age-density function 
u(a) such that 
Iimexp(-rt)p(a,t) = C(cp)u(a), 
/->CO 
for the initial data cp = p (a, 0) in L 1 -convergence. Then the classical stable population theory implies 
that the constant mortality and fertility schedule is a sufficient condition for strong ergodicity of a 
population described by the Lotk.a- McKendrick.-Von Foerster model. 
In the real world, mortality and fertility rates are never constant. Instead they adapt to the chang-
ing technological and social environment. Once we remove the restriction that the vital rates are 
time-independent, we cannot generally expect that there exists a .. time-invariant stable age-structure. 
The most general result for the population process with time-dependent vital rates is known as the 
weak ergodicity theorem, and states that the age distribution will be asymptotically independent of 
the initial population (LOPEZ, 1961; KIM, 1987; INABA, 1989). However, there remains a gap between 
weak and strong ergodicity and it is a problem to decide whether or not the population process with 
time-dependent vital rates converges to a fixed age 'distribution. 
The purpose of the generalized stable population theory introduced by M. Artzrouni ( 1985) is to 
derive necessary and sufficient conditions under which a population subject to time-dependent vital 
rates is strongly ergodic. In the linear discrete-time model (Leslie model), GoLUBITSKY et al. (1975), 
THOMPSON (1978), ARTZROUNI (1985) have already provided some conditions which guarantee the 
strong ergodicity of the age-dependent population with time-dependent vital rates. Moreover 
ARTZROUNI (1985) conjectured the necessary and the sufficient conditions for the strong ergodicity of 
the continuous-time model. In the following, we shall prove sufficient conditions, although they are 
slightly different from the conditions conjectured by Artzrouni. 
The continuous-time population model (Lotk.a model) is formulated by system (1.1) or by the 
renewal integral equation. Here it is more convenient to start from the renewal integral equation: Let 
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B(t) be the density of newborn children at time t, m(a,t) be the fertility rate at age a and time t, 
µ.(a,t) be the death rate at age a and time t and p (a,t) be the age-density of the population at time t. 
Let IT(a,t) be the survival function given by 
" IT(a,t) : = exp(- J µ.(p,t -a+ p)dp). (5.1) 
0 
Then IT(a,t) denotes the proportion of individuals born at time t-a which survive to age a at time t. 
The dynamics of the population is described by the renewal equation (LANGHAAR, 1972); 
/l 
B(t) = f #..a,t)B(t-a)da, t>O, (5.2) 
0 
B(-a) = x(a)eL 1(0,jl), 
where P is the upper bound of the reproductive age, i.e. m(a,t)=O for a;a.p, 1-;;a.O, #,.a,t) is the net 
maternity function defined by #,.a,t) = m(a,t)IT(a,t) and x(a) is t,be initial data (the starting function). 
In the following we assume that m(·,t),µ.(·,t)eL~(O,p). Once B(t) is determined by (5.2), the age-
density function is given by 
p(a,t) = IT(a,t)B(t -a). (5.3) 
At first, we shall clear the meaning of the generalized stable population. 
DEFINITION 5.1. The population governed by (5.1)-(5.3) is called a generalized stable population (or 
strongly ergodic) if there exists a number r, a positive functional C(q,),cpeL 1 and an age-density func-
tion u(a)eL 1(0,p) such that 
fJ 
lim J lexp(-rt)p(a,t)-C(cp)u(a)lda = 0, (5.4) 
t-+cco 
for the initial condition p (a, 0) = cpeL 1(0,jl). 
Then the following lemma follows immediately. 
LEMMA 5.2. A population p(a,t) represented by (5.1)-(5.3) is a generalized stable population if (1) there 
exist a constant K = K (x) and a constant r such that 
fJ 
lim J lexp(-rt)B(t -a)-Kexp(-ra)lda = 0, (5.5) 
t-+cco 
(2) there exists a time-independent function IT(a) such that 
fJ 
lim f IIT(a,t)-II(a)lda = 0. 
t-+cco 
Under the above conditions, it follows that 
fJ 
lim J lexp(-rt)p(a,t)-Kexp(-ra)IT(a)lda = 0. 
t-+cco 
(5.6) 
(5.7) 
In the following we consider sufficient conditions which guarantee (5.5). If we define a function 
t~u(·,t) from R + to X = L 1(0,p) by u(a,t) = B(t -a), we can rewrite the renewal equation (5.2) . 
as the initial-boundary value problem 
a a <aa +ai)u(a,t) = 0, t>O, O<a<Jl, (5.8a) 
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p 
u(O,t) = J #._a,t)u(a,t)da, 
0 
u(a, 0) = x(a). 
Now we define an unperturbed operator A 0 on Xby 
A 0x = -x', D(Ao) = {x EX:x(O) = 0, x EAC[O,fl]}, 
(5.8b) 
(5.8c) 
(5.9) 
where AC[O,fl] denotes the set of absolutely continuous functions on [O,p]. Then it is easily seen that 
the unperturbed C0- semigroup T 0 (t),t;;a.O generated by Ao is given by 
{
x(a-t), a-t>O, 
(To(t)x)(a) = XEX. 
0, t-a >0, 
(5.10) 
Moreover X* = L 00 (0,fl) and the weak "'-continuous semigroup TQ(t), i;;a.O on X* is given by 
{
o/(a + t), a + t e;;;;,.p, 
(TQ (t)i/J)(a) = If EX*. 
0, a +t >fJ, 
(5.11) 
Its weak *-generator A0 is given by 
Aoi/I = If', D(Ao) = {lfEAC[0,,8]: lf'EX*, "1(,8) = O}. (5.12) 
Hence it follows that 
x 0 = Co[O,/JJ = D(Ao) = {lfEC(O,fJJ: AA = O}, (5.13) 
and the action of T[f (t) is the same as the action of TQ(t). Let A[f be the part of Ao in x 0 . Then 
Aff if = If', D(A[f) = {"1EC 1[0,/1]: if(fJ) = lf'(fJ) = O}. (5.14) 
In general, C[O,,BY can be identified with NBV[0,/1], i.e. the space of functions of bounded variation 
which vanish on (-- oo,O], are right continuous on (O,/J) and constant on [,8, oo ), with duality pairing 
p 
<i/J,p> = j"1(a)dp(a), i/;EC(0,,8), pENBV(0,/1]. (5.15) 
0 
Let H(a)ENBV[O,,BJ be the Heaviside function and let Hp = H(q -fl). Then it is easily seen that 
C0[0,fJ]* = NBV[O,,B]!{a.Hp:aER}, that is, x 0 • can be identified with the set of equivalence classes 
{P} = {p+ aH p:aER, pENBV[O,,B]}. The weak "'-continuous semigroup T[f* (t),t ;;:;.o is given by 
(T[f*(t)p)(a) = pE,X8 *, (5.16) {
p(a -t), a -t >0, 
0, a-t<O, 
where p denotes the equivalence class {P}. The infinitesimal generator is given by 
A[f* p = -p',D(A[f*) = {pEX 8 *:pEAC(0,,8],p'ENBV[0,,8]}. 
Therefore it follows that 
X88 = {pEX8 * :pEAC(O,fl]}. 
(5.17) 
(5.18) 
The space of all absolutely continuous functions x00 is a closed linear subspace of NBV[O,,BJ and 
there is an isometric isomorphism between AC[O,PJ and L 1(0,,8) given by correspondence p'<H>fwith 
15 
co 
llpliNBV = llf!IL•,llpllNBV := f ldp(a)I. Then we can identify x00 with x = L 1(0,/J), that is, the 
-co 
Banach space X is sun-reflexive. 
Now the system (5.8) can be formulated as an abstract Cauchy problem 
.!Lu(t) =(Ag>* +B(t))u(t), u(O) = xEX, dt 
where the perturbation term B(t): x~x0• is given by 
fJ 
(B(t)x)(a) = H(a)/#..a,t)x(a)da, xEX 
0 
(5.19) 
(5.20) 
If the net maternity function #.,a,t) is Lipschitz continuous in the time variable uniformly in the age 
variable, then t~B(t) is Lipschitz continuous from R + to B(X,X8 '). Then the weak *- solution for 
x ED CA?*) is given by 
I 
u(t) = U(t, O)x, i;;;.:o, (5.21) 
where the evolutionary system U (t,s ), Oo;;;;s o;;;;t is defined by the variation-of-constants formula 
I 
U(t,s)x = T 0(t-s)x+ jT?*(t-T)B('r)U(T,s)xdT, xEX (5.22) 
Next we shall check that the weak *-solution U(t,s) is indeed the evolutionary system correspond-
ing to the system (5.8). First observe that 
I I 
<jT?*(T)HdT,#.,·,t)> = f #..a,t)da. 
0 0 
If we define y (t,s ;x ),/ (t,s ;x) by 
fJ 
y(t,s;x) := <U(t,s)x,cp(_·,t)> = f#..a,t)u(a,t)da, 
0 
fJ 
f(t,s;x) := <T0(t-s)x,cp(_·,t)> = j cp(_a,t)x(a-t+s)da, 
I --s 
then, from (5.22), we have 
I 
y(t,s ;x) = f (t,s ;x)+ <jrg>• (t -T)Hy(T,s ;x)tlT,#.,·,t)>. 
By using Lemma 5.1 in CLEMENT et al. (1987a), it follows that 
I I 
<f Tg>* (t -T)Hy(T,S ;x)dT,cp(_·,t)> = f cp(_t -T,t)y(T,S ;x)dT. 
s 
By substituting (5.25) into (5.24), we obtain the Volterra integral equation 
I 
y(t,s ;x) = f (t,s ;x)+ f #..t -T,t)y(T,s ;x)dT. 
Oncey(t,s;x) is solved from (5.26), the evolutionary system U(t,s) is obtained as 
I 
U(t,s)x = To(t -s)x + j rg>• (t--r)Hy(-r,s ;x)dT, 
s 
from which we have the direct representation 
(5.23) 
(S.24) 
(5.25) 
(5.26) 
(5.27) 
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fx(a-t+s), a>t-s, 
(U(t,s)x)(a) = 1.J(t-a,s ;x), t -s >a. (5.28) 
This shows that the weak *-solution U(t,s)x, OE;;sE;;;t indeed gives the evolutionary system 
corresponding to the system (5.8) or the renewal equation (5.2). 
Now we set up the following assumption: 
Assumption 5.3. (a) There exist an interval [Yi.Y2]C(O,ft) and a positive number t:>O such that 
4>(.a,t)';a.t for all (a,t)E(Yi.Y2]X(O,oo). 
(b) There exists a small number '1)>0 such that m(a,t)>O for almost all a E(/j-1),Jl) and all 1;;;..0. 
Under the above assumption, it can be shown that the evolutionary system U(t,s) given by (5.28) is 
uniformly primitive (INABA, 1989). Therefore, U(t,s) is weakly ergodic. Next we introduce another 
assumption: 
Assumption 5.4. There exists a number r ER such that 
co p 
JI f 4><.a,t)exp(-ra)da -1 ldt<oo. 
0 0 
p 
I 
(5.29) 
REMARK 5.5. The relation (5.29) implies that the function t-7 J 4>(.a,t)exp(-ra)da rapidly converges to 
0 
unity as t-700 in the sense of ARTZROUNI (1985). An important case that (5.29) is satisfied is the case 
that the kernel 4>(.a,t) rapidly converges to a time-independent positive kernel 4>(.a) in the following 
sense 
oop j j 14><,a,t)-4>(.a)ldadt<oo. 
0 0 
In fact, in this case it is easy to see that there exists a unique real valuer such that 
p j 4>(.a)exp(-ra)da = 1, 
0 
and then it follows that 
00 p 
JI jcp(a,t)exp(-ra)da -1 ldt<oo. 
0 0 
(5.30) 
So Assumption 5.4 is satisfied. Moreover note that Assumption 5.4 is different from the condition 
conjectured by Artzrouni (1985, Conjecture 6.1, Al). His condition is that there exists a number r 
such that 
00 J lr(t)-rldt<oo, 
0 
where r(t) is a unique real root of the characteristic equation 
p 
jexp(-r(t)a)4>(.a,t)da = 1. 
0 
However if r(t) converges tor in the sense that 
cop J j lexp(-r(t)a)-exp(-ra)ldadt<oo, 
0 0 
(5.31) 
(5.32) 
then it is easily seen that Assumption 5.4 is satisfied. 
Under Assumption 5.4, we can decompose the net maternity function <P(a,t) as 
<P(a,t) = rJ>o(a,t)+(h(t)- l)rJ>o(a,t), 
rJ>o(a,t) : = ~~;;), h (t) : = le -ra<P(a,t)da. 
Then it follows necessarily that 
p 
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(5.33) 
J exp(-ra~(a,t)da = 1, (5.34) 
0 
and rJ>o(a,t) satisfies Assumption 5.3. Let U0(t,s), O=e;;;s=e;;;t be the evolutionary system defined by 
I 
U0(t,s)x = T 0(t -s)x + jr[p• (t -T)B0('r)U0 (T,s)xdT,/x EX, (5.35) 
s 
where the perturbation term B 0(t) is given by 
p 
(B 0(t)x)(a) = H (a) j fJ>o(a,t)x (a)da. 
0 
It is easily seen that U0(t,s) has an invariant element i/;0(a) : = exp(-ra) such that 
(U0(t,s)i/10)(a) = exp(r(t -s))i/10(a). 
(5.36) 
(5.37) 
Since U0(t,s) is uniformly primitive by Assumption 5.3, it follows from Proposition 4.3 that U0(t,s) is 
strongly ergodic, i.e. there exists a rank one operator P9 (B 0 ) such that 
limexp(-r(t-s))U0(t,s) = P9 (B 0). (5.38) 
1->0IJ 
Note that from Assumption 5.4, we have 
OfJ OfJ j llB (T)- B0(T)lldT=e;;;llHllsupl '1>o I J lh (t)-11 dt<oo. (5.39) 
0 0 
Therefore, from Proposition 4.5, we know that the evolutionary system U(t,s), Oo;;;;;s=e;;;t is also 
strongly ergodic with asymptotic growth rate r. Moreover if we define a rank one operator Ps(B) by 
Iimexp(-r(t-s))U(t,s) = Ps(B), (5.40) 
1-'>0IJ 
then 
P9 (B)x = lim<ft,exp(-r(t-s))U(t,s)x>i/;0 , 
1-->0IJ 
(5.41) 
where ft EX* is defined such that P9 (B 0)x = <fs,x >i/10 • This implies that there exists a number 
K(x) = lim <ft,exp(-rt)U(t, O)x > such that 
1-+0IJ 
llexp(-rt)U(t, O)x - Kitioll~O as t~oo. (5.42) 
This shows exactly that (5.5) holds. From Lemma 5.2, we arrive at the following conclusion: 
PROPOSITION 5.5. Suppose that the condition (5.6), Assumption 5.3 and 5.4 hold and the net maternity 
function <P(a, t) is Lipschitz continuous in the time variable t uniformly in the age variable a. Then the 
population p (a,t) governed by (5.1)-(5.3) is a generalized stable population. 
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REMARK 5.6. By using the evolutionary system U(t,s), the age distributionp(a,t) of the system (5.1)-
(5.3) is expressed as 
p(a,t) = (L(t)U(t,s)L - 1(s)cp)(a), 
where cp(a) = p(a,s) and the operator L(t) in L 1 is defined by 
(L(t)o/)(a) = IT(a,t)o/(a), if;EL 1(0,fl). 
Then V(t,s) := L(t)U(t,s)L - 1(s) forms an evolutionary system on the state space for the age distri-
butions. 
6. TFR-CONTROLLABILITY OF THE POPULATION SYSTEM 
It is well known that many problems of infinite-dimensional control systems can be formulated in the 
canonical form 
d dtx(t) = Ax(t)+Bu(t), x(O) = x 0 EX, I (6.1) 
where X is a Banach space (the state space), x(t) is the state vector of the system, x 0 is the initial 
state, A is the infinitesimal generator of the C 0-semigroup T(t),t ;;..Q on X, B is the bounded linear 
operator from another Banach space U (the control space) to X and u(t) is the control term. The mild 
solution of (6.1) is given by the variation-of-constants formula 
I 
x(t) = T(t)x 0 + J T(t -s)Bu(s)ds. (6.2) 
0 
However it is often too restrictive for many applications to assume that the operator B maps U into 
X. For example, in the boundary control system, B maps U into some space Y bigger than X. So it is 
clear that the perturbation theory for dual semigroups in sun-reflexive Banach spaces could give a 
suitable framework to generalize the classical control theory. HEDMANS (1986) first gave controllabil-
ity and observability results for the canonical control system in sun-reflexive Banach spaces. 
In this section we consider a control problem in demography which cannot be formulated by the 
canonical form as (6.1). Consider a one-sex dosed population system described by the equation 
a a Ca;;+at)p(a,t) = -µ(a)p(a,t), (6.3a) 
., 
p(O,t) = P(t)jh(a)p(a,t)da, (6.3b) 
0 
p (a, 0) = xo(a). (6.3c) 
where p (a,t) is the age-density at time t, x 0(a) is the initial data, h (a) is the normalized fertility func-
tion such that 
., 
jh(a)fi..a)da = 1, (6.4) 
0 
where w is a fixed number larger than the upper bound of reproductive age and !(a) is the survival 
rate function given by 
a 
!(a) = exp(-J µ.(p)dp), 
0 
and /1(t) is the control variable. Demographically fl(t) is the total fertility rate (TFR) of the population 
at time t, i.e. the average number of childbirths per female during her reproductive period and h (a) is 
the age-pattern of the fertility rate. We call (6.3) the TFR-control system. The TFR-control system 
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corresponds to the situation that the controller wants to control the age-structured population only 
through changing its TFR without changing the age-pattern of the fertility rate. Titls problem has 
been first investigated by Chinese scientists in order to provide a mathematical foundation for the one 
child policy in the People's Republic of China (SONG et al., 1985; Yu et al., 1987a, 1987b; SONG and 
Yu, 1988). Though they have already investigated the above problem by using the discrete or the 
semi-discrete model, we here deal with the full continuous model. 
Let X = L 1 (0, "') be the state space of the population and assume that h (a), µ(a) EL~ (0, "') and 
h (a) has a compact support in [O,w]. Then the feedback control system (6.3) can be formulated as 
d dtp (t) = A oP (t) + fj(t)Bp (t), p (0) = x EX, (6.5) 
where the operator A 0 is defined by 
d (A 0x)(a) = - dax(a)-µ(a)x(a), (6.6) 
D(A 0) = {x EX: x EAC[O,w], x(O) = O}. I 
Then it can be proved that X is sun-reflexive with respect to A 0 and the space x0 • can be identified 
with C0[0,w]" given in the previous section 5 (also see CLfil.mNT, HEIJMANS, et al., 1987c, Chap.10). 
The perturbation B :x_,,,x0 • is defined by 
"' (Bx)(a) = H(a)jh(a)x(a)da, (6.7) 
0 
where H EX0 • is the Heaviside function. If /J(t) = y = con.c:;t., the Cauchy problem (6.5) has the 
unique mild solution T .,(t)x, t ;;a.O, x EX where T .,(t) is the C 0-semigroup generated by the ogerator 
A.,= A~* +yB, D(A.,) = {xED(A~*): A~*x +yBxEX}. Furthermore, if we identify x 0 . with 
X = L 1(0,w), it follows that 
d ~~~)=-daxW-JL($~~ ~~ 
"' D(A.,) = {xEX: .xEAC[O,w],x(O) = yjh(a)x(a)da}. 
0 
Then the operator A., has a strictly dominant real eigenvalue r., such that 
"' yjh(a)f{a)exp(-rya)da = l. (6.9) 
0 
In particular, r y = 0 if y = 1; r y >0 if y> l; r y <0 if y< 1. The eigenvector v y of A; corresponding 
to r r is called the reproductive value vector. By the strong ergodic theorem, the following holds 
(INABA, 1988) 
limexp(-r.,t)T.,(t)x = <vr,x>exp(-,rya)l(a), 
1->00 
(6.10) 
where v y is normalized as <v.,, 1/;y > = 1, tf;y(a) : = exp( - r .,a )f{a ). Moreover it follows that 
<v.,,Ty(t)x> = <vrx>exp(r.,t), 1;;;;.o. (6.11) 
The most important question for the control system (6.5) is whether the desired state can be 
attained from a given initial state by changing the control variable. From the perturbation theory for 
dual semigroups in sun-reflexive Banach spaces, we know that if ,8(t) EPC[O, oo) (i.e. the set of piece-
wise continuous function on R + ), then the system (6.5) defines the evolutionary system U p(t,s) by 
I 
Up(t,s)x = To(t -s)x +fr~· (t -T)/J(T)BUp(T,s)xdT, x EX, (6.12) 
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where T0(t) is the C0-semigroup generated by A 0 • Now we introduce a definition: 
DEFINITION 6.1. Let O,(x 0 ;A) : = { U p(t, O)x 0 : p EA} where A is a subset of PC [O, oo) and let 
Sl(x0;A) = U Il,(x0;A). (6.13) 
t>O 
Then O(x0 ;A) is called the controllability space with respect to x 0 EX under the admissible control A 
and O(x 0 ;A) is called the approximately controllability space with respect to x 0 under the admissible 
control A. 
Then it is easy to see that x E0(x0 ;A) if and only if there exist t 0 >0 and P(t)EA such that 
Up(t0,0)x0 = x, and xEO(x0 ;A) if and only if for any E>O there exist t0 >0,P(t)EA such that 
llUp(t 0 ,0)x0 -xll<E. In the TFR-control problem, the desired state (the target population) is a sta-
tionary population, i.e. the target population has a form such that bl'(a),b ER+, where bis given by 
N b=---
., 
jfl...a)da 
0 
I 
and N is the total size of the target population. Since {J(t) is TFR of the population, the largest 
admissible control~ is given by~ = {,B(t)EPC[O,oo): Ooc;;;,B(t)...;M} where the number M <oo is 
the upper bound of TFR. However, in practice, the admissible control should be more restricted than 
A0, because there exist a lot of socio-economic, ethical and psychological constraints for reproductive 
behavior in real human societies. Here we choose the set 
A = {,8(t)EC 00 [0,oo): 0<1-Soc;;;p(t)...;1 +B<M}, (6.14) 
as the admissible control, where 8 is a given small number. Our main purpose here is to prove the fol-
lowing: 
PROPOSITION 6.2. Let X + be the natural positive cone of X and let II : = {bf(a): b ER+} be the set of 
target populations. If xEK\ {O},<v1>x>=#), then IIcll(x;A), that is, the TFR-control system is 
approximately controllable with respect to the initial population whose total reproductive value is not zero. 
PRooF. Let b•l(a)Eil be a target population. Suppose that the reproductive value vector v 1 is normal-
ized such that <vJ.l/;1 > = 1 where l/;1 = l'(a) is the eigenvector of the operator A 1 corresponding to 
the eigenvalue r 1 = 0. Note that the condition <v I>x >:;t=O for x EK\ {O} implies that <vrx >:;t=O 
for all y>O, because v1 has the form 
vy(a) = cJexp(-ry(t-a))yh~~Fdt, 
a 
where a constant C is given as <vy.i/;1 > = 1. From (6.10) it follows that if <v1>x > = b*, then 
IimT1(t)x = limUp(t,O)x = b*~a), (6.15) 
f-"CO 1-"CO 
where /J(t) = 1 for all 1;;;..o. Next assume that <v1>x><b•. For any small number 8>0, it follows 
that r1+a>O and <v1>T1+a(t)x >goes to infinity as t-'700, because 
lim <v1>exp(-r1+at)T1+a(t)x > = <v 1+a,x ><v1>1h+a>, 
t~oo 
where ¥11+6 is the eigenvector of A l+B corresponding to the eigenvalue ri+B· Then we can choose a 
time t0 >0 such that 
(6.16) 
Now we define .Bo(t) ePC[O, oo) such that 
_ {l +B, O:e;;;to;;;;;to, 
/Jo(t) - 1, t0 <t. 
Then we obtain the representation 
{T1+1l(t)
x, O:e;;;1.e;;;t 0 , 
U (t O)x = flo ' T 1(t -to)TJ+ll(to)x, to<t. 
From (6.10) and (6.16), it follows that 
limU~(t,O)x = limT1(t-t 0)T1+1l(t0)x = <v1>T1+a(to)x>l(a) = b*f(a). 1->CQ • 1->CQ 
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(6.17) 
(6.18) 
Similarly if <v1>x>>b*, we can prove that there exists Po(t)ePC[O,oo) such that 
0< 1-8..;,,fJ0(t)E;;;; 1 and 
lim U p,,(t, O)x = b*l(a). 
1->CQ 
I (6.19) 
Therefore we conclude that II is included in the approximately controllability space under the admis-
sible control A1 := {fJ(t)ePC[O,oo): 0<1-Bos;;;;fJ(t)o;;;;;I+B} with respect to xeX+ \ {O} such that 
<vi.x >>0. Let Po(t)eA1 satisfy (6.19). Then we can choose Pn(t)ECCQ[O,oo) such that 
00 
l,811(t)-ll:e;;;B, limj 1.Bn(T)-.Bo(T)ldT = 0. 
11-->00 0 
Then we have the following estimation from (6.12) 
llUp.(t, O)xll:e;;;Mllxllexp{M(l +B)llBllt}, 
(6.20) 
(6.21) 
where the constant Mis given such that llT0(t)llEO;;M. By using (6.12), (6.21) and Gronwall's inequal-
ity, it is easily seen that the following holds 
00 
II U p,(t, O)x - U p0 (t, O)xll o;;;;M2 11xll 11Bllexp{2MllBll(l +B)t} j 1.Bn(T)-.Bo(T) ldT. (6.22) 
0 
By the definition of Po. for any t:>O we can take a large T >0 such that 
llUp0 (T, O)x -b*l(·)ll<; • 
and from (6.20) and (6.22) there exists a sufficiently large n =n(T)~such that 
( II Up,(T, O)x - U p0 (T, O)xll<2 · 
Then we arrive at 
llUp,(T, O)x -b*t(-)11<(, 
which shows that II c~(x ;A) when <vl>x >::#)for x eX + \ {O}. This completes the proof. 0 
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