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ERGODIC THEOREMS IN QUANTUM PROBABILITY:
AN APPLICATION TO THE MONOTONE
STOCHASTIC PROCESSES
VITONOFRIO CRISMALE, FRANCESCO FIDALEO, AND YUN GANG LU
Abstract. We give sufficient conditions ensuring the strong er-
godic property of unique mixing for C∗-dynamical systems arising
from Yang-Baxter-Hecke quantisation. We discuss whether they
can be applied to some important cases including Monotone, Bo-
son, Fermion and Boolean C∗-algebras in a unified version. The
Monotone and the Boolean cases are treated in full generality, the
Bose/Fermi cases being already widely investigated. In fact, on
one hand we show that the set of stationary stochastic processes
are isomorphic to a segment in both the Monotone and Boolean
situations, on the other hand the Boolean processes enjoy the very
strong property of unique mixing with respect to the fixed point
subalgebra and the Monotone ones do not.
Mathematics Subject Classification: 60G10, 46L55, 37A30,
46L30, 46N50.
Key words: Non commutative Probability; Stationary processes;
Non commutative dynamical systems; Ergodic theorems; C∗-algebras
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1. introduction
One of main tasks in studying dynamical systems consists in finding
suitable conditions yielding some convergence to the equilibrium. From
the classical viewpoint, given a dynamical system (Ω, T ), consisting
of a compact Hausdorff space Ω and a homeomorphism T , one finds,
among the most prominent, the unique ergodicity, which deals with
the existence of a unique invariant Borel probability measure µ for the
dynamics T . Such a strong property possesses many generalisations,
even if one considers a non-commutative, or quantum, dynamics, given
by the couple (A, α) made of a C∗-algebra A and an automorphism α.
In fact, the fast recent growing up of such investigations has shown that,
besides the unique ergodicity, other notions of convergence to a unique
invariant state can be studied, which are meaningless or reduced to the
usual one in the classical case. Among them, we mention the unique
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weak mixing and the unique mixing, see [12, 15, 16]. In addition, the
emergence of non trivial fixed point subalgebras of A for the action of
α, has suggested the analogue of the cited above properties when there
exists an invariant conditional expectation onto such subalgebra which
plays the role of the state in the previous case.
Very recently, it has been pointed out that there is a one-to-one
correspondence between quantum stochastic processes based on a C∗-
algebra, and states on the free product C∗-algebra of the infinitely
many copies of the same algebra [8, 9]. This approach, based on the
universal property of free product C∗-algebra, can be applied to several
remarkable examples including the classical ones. Thus, quite naturally
in many cases of interest, the investigation of stochastic processes can
be achieved directly on concrete C∗-algebras seen as the quotient. This
is the case of CCR and CAR algebras, the most known and investigated
examples both for the natural applications in Quantum Physics (see [6]
and references cited therein), the Boolean algebra useful in quantum
optics [27], as well as the classical (i.e. commutative) case, covered by
considering directly the free Abelian product which corresponds to the
free product C∗-algebra factored out by the ideal generated by all the
commutators [9].
It seems then natural to address the study of ergodicity for a family
of dynamical systems whose set of algebras contains those listed above,
and the automorphism is the simplest one, i.e. the shift. The natural
action of the permutation group can be also considered achieving the
so-called de Finetti-like Theorems, see e.g. [1, 7, 25]. Indeed, it is
our goal to study such properties when A is a concrete C∗-algebra
whose generators realise the commutation relations between creators
and annihilators in suitable Fock spaces, and α is the action of group
Z (i.e. the shift), or of the group of permutations on the algebra.
We mention that the study or ergodicity for algebras generated by
elements having Fock representation as creators and annihilators has
been already done for the case of q-commutation relations (|q| < 1) in
[11] and [8]. There it was shown that the shift and the permutations
have both the strong ergodic property of unique mixing.
The goal of the present paper is to extend the investigation of ergodic
states with respect to the action of the shift in the case of a C∗-algebra
whose generators arise as creators and annihilators on the so-called
T -deformed Fock space [4]. This situation slightly differs from the q-
deformed one. Namely, the selfadjoint Yang-Baxter operator T on the
tensor product of a Hilbert space with himself which originates the
q-deformation is a strict contraction, whereas here we require it is of
Hecke type, see below. This entails it is necessarily bounded, with
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norm bigger or equal to one [4]. Such a quantisation scheme covers the
CCRs, the CARs, as well as the Boolean or the Monotone commutation
relations, among the most important examples. As it is well known that
the free (or Boltzmann) commutation relations are a particular case of
T (i.e. T = 0), one can say that, after our results, the description
of the ergodic behaviour of some relevant dynamical systems giving
rise to the five universal independencies in Quantum Probability (cf.
[3, 23]) has been made. In particular, here we find sufficient conditions
under which achieve strong ergodic results for T -deformed C∗-algebras.
Moreover, we check whether they can be applied in the Monotone case.
The Boolean case is analysed in full generality too, and the Boson and
Fermion cases are reviewed to provide a unified treatment. More in
detail, the paper is organised as follows.
In Section 2 we introduce some definitions and known results about
ergodicity and stochastic processes we will use throughout the succes-
sive parts.
Section 3 is devoted to Yang-Baxter quantisation. There we write
down the natural condition that, if satisfied, ensures that a group acts
as Bogoliubov automorphisms on the T -deformed C∗-algebra RT .
In Section 4, we search for and give sufficient conditions under which
(RT , α) is uniquely mixing. These are summarised in Theorem 4.3.
Section 5 deals with the Monotone stochastic processes. Here, af-
ter checking that some of the technical conditions presented in Sec-
tion 4 are satisfied, we recognise that, as a consequence of relations
between Monotone creators and annihilators, Theorem 4.3 cannot be
applied. Furthermore, by a simple computation we find the Monotone
C∗-algebra is not uniquely ergodic with respect to the shift. We show
that this obstruction is not a fatal one. In fact, we first completely
clarify the fine structure of the Monotone C∗-algebra. After, we use it
in order to gain the exact structure of the convex set of shift invariant
states (Theorem 5.12), which, quite surprisingly, results isomorphic to
a segment of the real line.
Section 6 starts with the Anti-Monotone case which can be immedi-
ately brought back to the Monotone one. We furthermore show that
it is possible to construct a C∗-dynamical system which can enjoy the
unique mixing property with respect to the fixed point subalgebra,
although in presence of another obstruction, that is the unbounded-
ness of the annihilators, which cannot allow directly to apply Theorem
4.3. We exploit such a result for the C∗-algebra coming from the Bose
commutation relations, by providing a pivotal example for potential
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physical applications. In such a section devoted to examples, we re-
view the status of arts for the Boson and Fermi cases, concerning the
ergodic properties.
Finally, in Section 7 the ergodic properties of Boolean stochastic pro-
cesses are treated in full generality. Here, the general ergodic properties
of Section 4 cannot be applied too, because of the particular commu-
tation relations involved. However, even in this case, after showing the
fixed point subalgebras with respect to the shift and permutations are
not trivial but equal, we are able to prove that the Boolean C∗-algebra
and the shift are an example of unique mixing dynamical system. Fi-
nally, we find that the shift invariant states are isomorphic to a segment
of the real line, exactly the same one it has been achieved in [8] for per-
mutation invariant states.
Acknowledgements. The first and second named authors have
been partially supported by Gruppo Nazionale per l’ Analisi Matem-
atica, la Probabilita` e le loro Applicazioni of Istituto Nazionale di Alta
Matematica.
2. preliminaries and notations
In this section we report for the convenience of the reader, some
known definitions, notations and results. All the involved operators
are considered bounded if it is not otherwise specified. In addition, the
morphisms considered in the present paper preserve all the algebraic
properties, included the ∗-operation, without any further mention.
2.1. ergodic properties. A C∗-dynamical system based on the group
G, is a pair (A, α) made of C∗-algebraA which always we suppose unital
with unity 1I, and an action (i.e. a group homomorphism of G into the
group of all the automorphisms Aut(A))
α : g ∈ G 7→ αg ∈ aut(A) .
The fixed point subalgebra is defined as
AG := {a ∈ A | αg(a) = a , g ∈ G} .
A state ϕ ∈ S(A) is called G-invariant if ϕ = ϕ ◦ αg for each g ∈ G.
The subset of the G-invariant states is denoted by SG(A). It is ∗-weakly
compact, and its extremal points EG(A) are called ergodic states. For
(A, α) as above and an invariant state ϕ on A, (πϕ,Hϕ, Uϕ,Ωϕ) is the
Gelfand-Naimark-Segal (GNS for short) covariant quadruple canoni-
cally associated to ϕ, see e.g. [6, 26]. By Zϕ := πϕ(A)
′′
∧
πϕ(A)
′ we
denote the center of πϕ(A)
′′.
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Wemention the action of the group of the permutations PJ :=
⋃{PI |I ⊆
J finite} of an arbitrary set leaving fixed all the elements in J , except
a finite number of them. If PJ is acting on A, an element ϕ ∈ SPJ (A) is
called symmetric. We also mention the simplest case when the Abelian
group Z made of the integer numbers is acting on a C∗-algebra. In
fact, a (discrete) C∗-dynamical system is a pair (A, α) based on a sin-
gle automorphism α of A, which automatically generates the action of
Z. To achieve dissipative (i.e. non unitary) dynamics, one can suppose
that α is merely a completely positive, identity preserving map. In the
latter, only the monoid N is naturally acting on A.
Suppose that SZ(A) = {ω} is a singleton. Such a dynamical system
is said to be uniquely ergodic. One can see that unique ergodicity is
equivalent to
(2.1) lim
n→+∞
1
n
n−1∑
k=0
f(αk(a)) = f(1I)ω(a) , a ∈ A , f ∈ A∗ ,
or again to
lim
n→+∞
1
n
n−1∑
k=0
αk(a) = ω(a)1I, a ∈ A ,
pointwise in norm. Some natural generalisations of such a strong er-
godic property are the following. The first ones concern to replace the
ergodic average (2.1) with
lim
n→+∞
1
n
n−1∑
k=0
|f(αk(a))− f(1I)ω(a)| = 0 , a ∈ A , f ∈ A∗ ,
or simply
lim
n→+∞
f(αn(a)) = f(1I)ω(a) , a ∈ A , f ∈ A∗ ,
for some state ω ∈ S(A) which is necessarily unique and invariant.
In this case, (A, α) is called uniquely weak mixing or uniquely mixing,
respectively. For all these cases, AZ = C1I, and the (unique) invariant
conditional expectation onto the fixed point subalgebra is precisely
E(a) = ω(a)1I.
Another natural generalisation is to look at the fixed point subalge-
bra whenever it is nontrivial, and at the unique invariant conditional
expectation onto such a subalgebra EZ : A → AZ, provided the last
exists. The unique ergodicity, weak mixing, and mixing w.r.t. the fixed
point subalgebra (denoted also as EZ-ergodicity, EZ-weak mixing, and
EZ-mixing, EZ being the invariant conditional expectation onto AZ
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which necessarily exists and it is unique) are given by definition, for
a ∈ A and f ∈ A∗, by
lim
n→+∞
1
n
n−1∑
k=0
f(αk(a)) = f(EZ(a)) ,
lim
n→+∞
1
n
n−1∑
k=0
|f(αk(a))− f(EZ(a))| = 0 ,
lim
n→+∞
f(αn(a)) = f(EZ(a)) .
A systematic study of general strong ergodic properties of quantum
dynamical systems including unique mixing and weakly mixing is con-
tained in [12], and some applications to free and q-deformed probability
appeared in [11, 15, 16] . The reader is referred to those papers and
the literature cited therein for further details.
2.2. (quantum) stochastic processes. We recall some notations and
facts concerning the notion of quantum stochastic processes, firstly in-
troduced in the seminal paper [2], which is suitable for Quantum Prob-
ability, but includes the classical case as a particular one (cf. [8, 9]).
A stochastic process labelled by the index set J is a quadruple(
A,H, {ιj}j∈J ,Ω
)
, where A is a C∗-algebra, H is an Hilbert space, the
ιj ’s are ∗-homomorphisms of A in B(H), and Ω ∈ H is a unit vector,
cyclic for the von Neumann algebra M :=
∨
j∈J ιj(A) naturally acting
on H. The quadruple defining a given stochastic process is uniquely
determined up to unitary equivalence.
The process is said to be exchangeable if, for each g ∈ PJ , n ∈ N,
j1, . . . jn ∈ J , A1, . . .An ∈ A
〈ιj1(A1) · · · ιjn(An)Ω,Ω〉 = 〈ιg(j1)(A1) · · · ιg(jn)(An)Ω,Ω〉.
Suppose that J = Z. The process is said to be stationary if for each
n ∈ N, j1, . . . jn ∈ Z, A1, . . . An ∈ A
〈ιj1(A1) · · · ιjn(An)Ω,Ω〉 = 〈ιj1+1(A1) · · · ιjn+1(An)Ω,Ω〉.
In [8] it was established that there is a one-to-one correspondence be-
tween quantum stochastic processes, either preserving or not the iden-
tity, and states on free product C∗-algebras, unital or not unital re-
spectively. To simplify, we deal ever with the unital case, i.e. when A
has the unity 1I and ιj(1I) = 1I, j ∈ J .
For a stochastic process
(
A,H, {ιj}j∈J ,Ω
)
or for its corresponding
state ϕ ∈ S(F) on the free product C∗-algebra F := ∗j∈JA, the tail
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algebra (or the algebra at infinity in physical language) is defined as
Z⊥ϕ :=
⋂
I⊂J, Ifinite
( ⋃
K
⋂
I=∅,
Kfinite
( ∨
k∈K
ιk(A)
))′′
.
In this unified setting, exchangeable or stationary stochastic processes
correspond to symmetric or shift invariant states on the free product
C∗-algebra F, respectively. If a process is exchangeable, it is automati-
cally stationary, then it is meaningful to compare the tail, exchangeable
and invariant algebras. It is a fundamental result of classical probabil-
ity (cf. [17, 24]) that
Z⊥ϕ = (πϕ(F)
′′)PZ = (πϕ(F)
′′)Z .
In quantum probability, such equalities do not hold in general. In
fact, there are examples for which Z⊥ϕ 6= (πϕ(F)′′)PZ (cf. [18]), and
Z⊥ϕ 6= (πϕ(F)′′)Z (cf. [14]).
Processes arising from a C∗-algebra Q = F/ ∼ generated by some
closed two sides ideal (often generated by commutation relations in
concrete cases), that is stochastic processes factoring through Q, like
q-deformed including the Bose/Fermi and the free (i.e. Boltzmann)
cases, or Boolean and Monotone ones, can be viewed directly as states
on Q. From this, it is customary to call such processes directly as q-
deformed (including the Bose/Fermi and the free alternative), Boolean
or Monotone, respectively.
3. Yang-Baxter-Hecke quantisation
Let H be a Hilbert space. A selfadjoint, not necessarily bounded
operator T : H⊗H → H ⊗H such that T ≥ −I and
T1T2T1 = T2T1T2 ,
where T1 := T⊗I and T2 := I⊗T onH⊗H⊗H, is called a Yang-Baxter
operator. For each n ∈ N, denote H⊗n := H ⊗ · · · ⊗H︸ ︷︷ ︸
n
and
Tk := I ⊗ · · · ⊗ I︸ ︷︷ ︸
k−1 times
⊗T ⊗ I ⊗ · · · ⊗ I︸ ︷︷ ︸
n−k−1 times
on H⊗n.
Then a Yang-Baxter operator is such that TiTj = TjTi when |i− j| ≥ 2
and TiTi+1Ti = Ti+1TiTi+1. For each n, the T -symmetrizator is defined
as P
(n)
T : H
⊗n → H⊗n, where P (1)T := I, P (2)T := I + T1 and, for n ≥ 2,
is recursively given by
(3.1) P
(n+1)
T := (I ⊗ P (n)T )R(n+1) = (R(n+1))∗(I ⊗ P (n)T ) ,
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where R(n) : H⊗n → H⊗n is such that
(3.2) R(n) := I + T1 + T1T2 + . . .+ T1T2 · · ·Tn−1 .
We notice that, if P
(n)
T = 0 then P
(n+m)
T = 0, for m ≥ 0. Recall that an
operator V : H → H is called a Hecke operator if there exists q ≥ −1
such that
(3.3) V 2 = (q − 1)V + qI .
A Yang-Baxter operator satisfying (3.3) is called a Yang-Baxter-Hecke
one. Notice that, in such a case, T is necessarily bounded with ‖T‖ =
max(1, |q|). From now on, we get T a selfadjoint Yang-Baxter-Hecke
operator.
In Proposition 1 of [4], it was proven that, for each n, P
(n)
T is similar
to a selfadjoint projection, namely
(3.4) (P
(n)
T )
2 = n!P
(n)
T = n!(P
(n)
T )
∗ ≥ 0 ,
where n := 1 + q + q2 + . . .+ qn−1, n! := 1 · 2 · · ·n and moreover,
(3.5) ‖P (n)T ‖ = n! .
As a consequence, one can define a pre-inner product, called T -deformed,
given for ξ ∈ H⊗n, η ∈ H⊗m, by
(3.6) 〈ξ, η〉T := δn,m〈ξ, P (n)T η〉 ,
where in the r.h.s. one finds the usual scalar product in the full Fock
space
⊕∞
n=0H
⊗n, and H⊗0 = C. For each n, after dividing out by the
kernel of 〈·, ·〉T , denote by HnT the Hilbert space completion of H⊗n
w.r.t. the scalar product (3.6). The T -deformed Fock space FT (H) is
then defined as
⊕∞
n=0H
n
T , with H
0
T = C and H
1
T = H. The vector
Ω := (1, 0, 0, . . .) is called the vacuum and HnT is said the n-particles
space. The T -vacuum expectation, denoted directly as the Fock vacuum
is the vector state induced by Ω.
For each f ∈ H, n ∈ N, the creation operator (written without the
subscript ”T” for not to load the terminology) is given by
a†(f)ξ := f ⊗ ξ , ξ ∈ H⊗n/Ker(〈·, ·〉T ) .
By (3.1), it is well defined fromH⊗n/Ker(〈·, ·〉T ) onH⊗(n+1)/Ker(〈·, ·〉T ).
The boundedness of P (n) ensures that a†(f) can be extended as bounded
operator from HnT into H
(n+1)
T . The annihilation operator a(f) is de-
fined as the conjugate of a†(f) w.r.t. 〈·, ·〉T with the property a(f)Ω =
0. Since the total set of the finite particle vectors
F
0
T (H) :=
{
N∑
n=0
cnξn | N ∈ N, cn ∈ C, Gn ∈ HnT , n = 0, 1, 2, . . .
}
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is included in both the domains of creator and annihilator and it is
invariant under their action, it yields a dense domain in FT (H) where
such operators are formally adjoint each other. Finally, it is easily seen
that, for f ∈ H,
(3.7)
∥∥a(f)⌈Hn
T
∥∥
T
=
∥∥a†(f)⌈Hn
T
∥∥
T
≤ ∥∥R(n+1)∥∥ 12∥∥f∥∥ ,
where the norms without the subscript ”T” correspond to the free case
(i.e. on the so called full Fock space).
Now we pass to the description of the analogue of the Bogoliubov
automorphisms for the Yang-Baxter-Hecke quantisation.
Proposition 3.1. Let U ∈ B(H) be a unitary operator such that
(3.8) [T, U ⊗ U ] = 0 .
Then UΩ = Ω, U ⊗ · · · ⊗ U︸ ︷︷ ︸
n times
acting on H⊗n, n = 1, 2, . . . , uniquely
defines a unitary operator FT (U) ∈ B(FT (H)) satisfying
FT (U)a(f)FT (U
∗) = a(Uf) , f ∈ H .
Proof. Since (3.8), one gets that for any n, the n-th tensor products
of U respects the kernel of T , so they are well defined on the relative
quotient space H⊗nT , giving a unitary FT (U) acting on FT (H). This
allows to reach the thesis using the well known fact that it holds true
in the free case (i.e. T = 0). The details are left to the reader. 
Such an automorphism unitarily implemented as in Proposition 3.1 is
simply called a Bogoliubov automorphism.
Fix an Hilbert space H, and consider the T -deformed Fock space
FT (H), where T is a selfadjoint Yang-Baxter-Hecke operator on H.
Let us take without loss of generality, H = l2(J) for some index set
J with cardinality the Hilbertian dimension of H. If ej , j ∈ J , is the
generic element of the canonical basis, we use the following notations
aj := a(ej) , a
†
j := a
†(ej) .
After defining the matrix t (see [5]) by
T (ei ⊗ ej) :=
∑
k,l∈J
tklijek ⊗ el,
one obtains the following commutation rule for creation and annihila-
tions operators (cf. [5]):
(3.9) aia
†
j −
∑
k,l∈J
tikjla
†
kal = δijI , i, j ∈ J.
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Because of the possibly infinite sum in (3.9), such a commutation rule
is a-priori only formal, even on the finite particle vectors F0T (H), where
every summand is always well defined by (3.7). The next results shows
it is meaningful in all the situations considered in the present paper.
Proposition 3.2. Fix a vector ξ ∈ H⊗n. For each finite subset J0 ⊂ J ,
we get ∥∥∥∥∥∑
k,l∈J0
tikjla
†
kalξ
∥∥∥∥∥
T
≤ ‖T‖‖R(n)‖‖ξ‖T .
Proof. Define Γij := 〈 · ei, ej〉 ⊗ id (the partial integration in the first
variable w.r.t. the matrix elements 〈 · ei, ej〉). By using the free annihi-
lator (cf. [5]) l(f) satisfying a(f) = l(f)R(n) on the n-particle subspace
H⊗n, and taking into account that the norms, as well as the inner prod-
ucts without suffix are referred to the free ones, it is straightforward to
show by a repeated application of (3.4), and (3.1),∥∥ ∑
k,l∈J0
tikjla
†
kalξ
∥∥2
T
=
〈
P
(n)
T (Γji(T )⊗ I)R(n)ξ, (Γji(T )⊗ I)R(n)ξ
〉
=1/n!
〈
(Γji(T )
∗ ⊗ I)R(n)(R(n))∗(Γji(T )⊗ I)P (n)T ξ, P (n)T ξ
〉
≤1/n!‖T‖2‖R(n)‖2〈(P (n)T )2ξ, ξ〉 = ‖T‖2‖R(n)‖2‖ξ‖2T .

If the sum in (3.9) is finite, one can express any word in the a, a† in
the so called Wick form (from the terminology introduced in Quantum
Field Theory by the Italian theoretical physicist Gian Carlo Wick), that
is when all the creators appears on the left w.r.t. all the annihilators.
Concerning details on the various quantisation schemes, we refer the
reader to [4, 6, 5] for the proofs and further details
4. ergodic properties for dynamical systems arising from
Yang-Baxter-Hecke quantisation
It is our aim to study some ergodic properties for the dynamical sys-
tems based on the shift naturally acting on some concrete C∗-algebras
generated by creation and annihilation operators on FT (H). In so do-
ing, we meet two obstructions. The first one is that, from (3.7) it
follows that ai and a
†
i are not necessarily bounded on F
0
T (H). The
simplest well known example is the Canonical Commutation Relation
(CCR for short) algebra describing physical particles obeying to the
Bose statistics. We will see below in Subsection 6.2 that we can in-
deed consider (concrete) suitable C∗-dynamical systems enjoying very
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strong ergodic properties, even in this situation. Another obstruction
concerns the fact that the sum appearing in (3.9) might be infinite. In
this case we cannot express any words in annihilators and creators in
the Wick order. This is indeed the case of the Boolean (cf. [8, 14]), as
well as the Monotone C∗-algebras. Yet, we can reach or program even
for these stochastic processes, as we will see below.
In order to pursue our goal, we need to make another condition,
namely
(4.1) MT := sup
n∈N
‖R(n)‖ <∞ .
In this case, by means of (3.7) one has that, for each f ∈ H
‖a(f)‖T = ‖a†(f)‖T ≤
√
MT ‖f‖ .
The uniform boundedness (4.1) is satisfied in many cases of interests,
either when the Yang-Baxter T is of Hecke type or when it is a strict
contraction. Among the latter family, we mention the q-deformed cases,
q ∈ (−1, 1). Moreover we will see below that, within the Hecke class,
it is satisfied also for the Boolean and Monotone cases. It is worth
noticing that (4.1) is only sufficient for the boundedness of the anni-
hilators. In fact, one can exhibit examples (i.e. the CAR algebra) in
which creators and annihilators are bounded but the operators R(n)
are not uniformly bounded. From now on, we deal only with cases for
which MT < +∞, if it is not otherwise specified.
From now on, we put H = ℓ2(Z) and consider the unital selfadjoint
algebraR0T generated by {ai | i ∈ Z} acting on FT (H). Its norm closure
RT is the concrete C
∗-algebra associated to the T -quantisation. We
also consider the unital C∗-subalgebra GT generated by the selfadjoint
part of the annihilators {ai + a†i | i ∈ Z}.
Let {Ug | g ∈ G} ⊂ B(H) be a unitary representation of the group
G such that
[T, Ug ⊗ Ug] = 0 , g ∈ G .
From Proposition 3.8, one has that
g ∈ G 7→ FT (Ug) ∈ B(FT (H))
defines a unitary representation of G on FT (H), and
αg(A) := FT (Ug)AFT (Ug−1) , g ∈ G ,A ∈ RT
is an action of G on RT . Concerning the C
∗-subalgebra GT , the sit-
uation looks a bit more complicated as it is generated by the quanti-
sation of the real part ℓ2
R
(Z). For this situation, the orthogonal group
O(ℓ2
R
(Z)) is naturally involved, see e.g. [16] and the references cited
therein. We decide not to pursue this aspect because in the cases
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treated in detail in the present paper (Monotone and Boolean), one
has GT = RT .
In the sequel, we suppose that the unitary ei 7→ ei+1, i ∈ Z generating
the right shift on ℓ2(Z), satisfies the condition of Proposition 3.1, and
then it acts as Bogoliubov automorphisms αn, n ∈ Z on RT by
α(ai) := ai+1 , i ∈ Z
on the generators. Then it acts also on GT by restriction. We denote
by RZT and G
Z
T the corresponding fixed point subalgebras of RT and
GT respectively. By construction, the Fock vacuum expectation ω =
〈 ·Ω,Ω〉 is invariant for α.
Here, we want to determine some conditions which make easier to
understand if the C∗-dynamical systems (RT , α) and (GT , α) enjoy the
strong ergodic property like unique ergodicity or unique mixing. For a
Yang-Baxter operator T with norm strictly less than 1, it was proven
in [11] that these C∗-algebras are uniquely mixing for the shift with the
the vacuum expectation as the only invariant state. If one considers
a Yang-Baxter-Hecke operator, this result cannot be directly applied
since ‖T‖ ≥ 1. Indeed, we will show that condition (4.1) is sufficient
to achieve partially the above mentioned strong mixing property. The
following technical results will be useful for this purpose.
Lemma 4.1. For a Yang-Baxter-Hecke selfadjoint operator T on H =
ℓ2(Z) for which (3.8) holds, if {ξi}ni=1 ⊂ HkT and {fi}ni=1 is an orthonor-
mal set of H, then
∥∥∥∥∥
n∑
i=1
a†(fi)ξi
∥∥∥∥∥
T
≤
√
nMT max
i=1,...,n
‖ξi‖T .
Proof. Since (4.1), by (3.1), (3.4) and the positivity of P
(n)
T operators,
one has for each k,
(P
(k+1)
T )
2 = (I ⊗ P (k)T )R(k+1)T (R(k+1)T )∗(I ⊗ P (k)T ) ≤M2T (I ⊗ P (k)T )2 ,
which immediately leads to P
(k+1)
T ≤ MT (1 ⊗ P (k)T ) as the square root
is operator monotone. From now on the proof follows, up to slight
modifications, the same ideas of Lemma 3.1 in [11]. We report it here
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for the convenience of the reader.
〈 n∑
j=1
a†(fj)ξj,
n∑
j=1
a†(fj)ξj
〉
T
=
〈
P
(k+1)
T
n∑
j=1
a†(fj)ξj,
n∑
j=1
a†(fj)ξj
〉
≤MT
〈
(I ⊗ P (k)T )
n∑
i=1
fj ⊗ ξj ,
n∑
i=1
fj ⊗ ξj
〉
= MT
n∑
i,j=1
〈
fi ⊗ P (k)T ξi, fj ⊗ ξj
〉
=MT
n∑
i,j=1
〈fi, fj〉
〈
P
(k)
T ξi, ξj
〉
= MT
n∑
i,j=1
〈fi, fj〉〈ξi, ξj〉T
=MT
n∑
i=1
〈ξi, ξi〉T ≤ nMT max
i=1,...,n
‖ξi‖2T .

Proposition 4.2. Let T a Yang-Baxter-Hecke selfadjoint operator on
H = ℓ2(Z) satisfying (4.1), (3.8). If 0 ≤ k1 < k2 < . . . < kn are natural
numbers and ei1 , ei2, . . . , eir are vectors of the canonical basis of ℓ
2(Z),
then ∥∥∥∥∥
n∑
h=1
αkh(a†(ei1)a
♯(ei2) · · · a♯(eir))
∥∥∥∥∥
T
≤
√
n(MT )r ,
∥∥∥∥∥
n∑
h=1
αkh(a♯(ei1)a
♯(ei2) · · · a(eir))
∥∥∥∥∥
T
≤
√
n(MT )r ,
where ♯ ∈ {1, †}.
Proof. Suppose j is the number of annihilators in the sequences
a†(ei1)a
♯(ei2) · · ·a♯(eir)
and
a♯(ei1)a
♯(ei2) · · ·a(eir) .
Fix ξ a unit vector in HmT , m ≥ j and denote
ξh := a
♯(ei2+kh) · · ·a♯(eir+kh)ξ .
Since (3.7), one has ‖ξh‖T ≤
√
(MT )r−1. Now we consider
(4.2)
∥∥∥∥∥
n∑
h=1
αkh(a♯(ei1)a
♯(ei2) · · ·a(e♯ir))
∥∥∥∥∥
T
.
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We first suppose a♯(ei1) = a
†(ei1) in (4.2). Then, taking into account
that 〈eii+kh, eii+kĥ〉 = δh,ĥ, δh,ĥ being the Kronecker symbol, one has∥∥∥∥∥
n∑
h=1
αkh(a†(ei1)a
♯(ei2) · · ·a♯(eir))ξ
∥∥∥∥∥
T
=
∥∥∥∥∥
n∑
h=1
a†(ei1+kh)a
♯(ei2+kh) · · ·a♯(eir+kh)ξ
∥∥∥∥∥
T
=
∥∥∥∥∥
n∑
h=1
a†(ei1+kh)ξh
∥∥∥∥∥
T
≤
√
n(MT )r ,
where the last inequality follows from Lemma 4.1. If instead, a♯(eir) =
a(eir) in (4.2), the desired inequality follows from the first part by
taking the adjoint. 
Here, there is the main result of the present section concerning the
ergodic properties of (RT , α).
Theorem 4.3. Let T be a Yang-Baxter-Hecke selfadjoint operator on
H = ℓ2(Z). Suppose that the sum in (3.9) is finite, and furthermore
(4.1), (3.8) hold true. Then the dynamical system (RT , α) is uniquely
mixing with ω the unique invariant state.
Proof. For X ∈ R0T , put E(X) := ω(X)I. Proposition 4.2 easily im-
plies that
(4.3) lim
n
1
n
n∑
k=1
αlk(X) = E(X) , X ∈ R0T ,
for each fixed subsequence {l1, . . . , lk, . . . } ⊂ N, where the limit is un-
derstood in norm. A standard 3-ε argument implies that (4.3) holds
true for a generic element of RT as well. The proof follows from Propo-
sition 2.3 in [12]. 
Theorem 4.3 holds true even for the C∗-dynamical system (GT , α) by
restriction. In addition, it holds true for all the cases listed in [4] which
fulfil the hypothesis requested in the above statement, for the forward
shift α, and for the backward one corresponding to the automorphism
α−1 as well.
5. shift invariant states of the monotone C∗-algebra
In the following lines, we will see as some of the general results
contained in Section 4 can be directly applied to study the set of the
shift invariant states on the Monotone C∗-algebra, and their ergodic
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properties. For such a purpose, we explicitly describe some basic facts
on Monotone Fock space and fundamental operators acting on them,
see for more details [10, 20, 21, 22].
For k ≥ 1, denote Ik := {(i1, i2, . . . , ik) | i1 < i2 < · · · < ik, ij ∈ Z},
and for k = 0, we take I0 := {∅}, ∅ being the empty sequence. The
Hilbert space Hk := ℓ
2(Ik) is precisely the k-particles space for the
Monotone quantisation. In particular, the 0-particle space H0 = ℓ
2(∅)
is identified with the complex scalar field C. The Monotone Fock space
is precisely Fm =
⊕∞
k=0Hk.
Given an increasing sequence α = (i1, i2, . . . , ik) of natural numbers,
we denote by e(α) the generic element of canonical basis of Fm. For
each pair of such sequences α = (i1, i2, . . . , ik), β = (j1, j2, . . . , jl), we
say α < β if ik < j1. By convention, I0 < α for each α 6= I0. The
Monotone creation and annihilation operators are respectively given,
for any i ∈ Z, by
a†ie(i1,i2,...,ik) :=
{
e(i,i1,i2,...,ik) if (i) < (i1, i2, . . . , ik) ,
0 otherwise ,
aie(i1,i2,...,ik) :=
{
e(i2,...,ik) if k ≥ 1 and i = i1 ,
0 otherwise .
By dropping the subscript ”m” for the norms, one can check that
‖a†i‖ = ‖ai‖ = 1, see e.g. [4], Proposition 8. Moreover, a†i and ai
are mutually adjoint and satisfy the following relations
(5.1)
a†ia
†
j = ajai = 0 if i ≥ j ,
aia
†
j = 0 if i 6= j .
In addition, the following commutation relation
aia
†
i = I −
∑
k≤i
a†kak
is also satisfied. The latter is indeed of the type of those considered
in (3.9). In fact, the Monotone corresponds to the Yang-Baxter-Hecke
operator Tm : H1 ⊗H1 → H1 ⊗H1 given for i, j ∈ N,
(5.2) Tm(ei ⊗ ej) :=
{
0 if i < j ,
−(ei ⊗ ej) if i ≥ j .
Indeed, by Proposition 7 of [4], the Tm-deformed Fock space coincides
with the Monotone Fock space. Here, q = 0 and n! = 1 for all n,
whereas P
(n)
m is the orthogonal projection of H⊗n onto the linear span
of {ei1 ⊗ ei2 ⊗ · · · ⊗ ein |i1 < i2 < · · · < in}.
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The next result ensures in addition that operators which give rise to
the Monotone deformation of the full scalar product realise the funda-
mental condition (4.1).
Lemma 5.1. Let Tm be defined as in (5.2). Then for each n ∈ N, one
has 0 ≤ R(n) ≤ I.
Proof. Notice that R(1) = I, and R(2) = I + Tm is the orthogonal
projection onto the linear space generated by the vectors ei1 ⊗ ei2 with
i1 < i2. Moreover, fix n and take i1, i2, . . . , in ∈ Z. Using (5.2), we
have for i1 ≥ i2 ≥ . . . ≥ in,
R(n)(ei1 ⊗ · · · ⊗ ein) =
{
ei1 ⊗ · · · ⊗ ein if n is odd ,
0 if n is even ,
and if j = min{1, . . . , n− 1} s.t. ij < ij+1,
R(n)(ei1 ⊗ · · · ⊗ ein) =
(
R(j) ⊗ I ⊗ · · · ⊗ I)(ei1 ⊗ · · · ⊗ ein) .
The thesis follows by induction. 
The C∗-algebra Rm and its subalgebra Gm acting on Fm, are the unital
C∗-algebras generated by the annihilators {ai | i ∈ Z}, and the selfad-
joint part of annihilators {si | i ∈ Z} respectively, with si := ai + a+i .
We will see later (cf. Proposition 5.13) that these two algebras coincide.
Notice that (5.2) ensures that (3.8) is satisfied when U is the unitary
shift on ℓ2(Z). Then from Proposition 3.1, the right shift α acts on Rm
in the usual way:
α(ai) := ai+1 , i ∈ Z .
From now on, PΩ will denote the orthogonal projection onto the linear
space generated by the vacuum vector Ω.
We first notice that (Rm, α) cannot be uniquely ergodic (w.r.t. the
fixed point algebra). Indeed, let us fix i ∈ Z. As for n → +∞,
αn(aia
†
i) ↓ PΩ (see e.g. the proof of Proposition 5.9 below), we get
lim
n→∞
1
n
n−1∑
k=0
αk(aia
†
i ) = PΩ
in the strong operator topology. On the other hand, the convergence
is not in norm, since
1 ≥
∥∥∥∥ 1n
n−1∑
k=0
αk(aia
†
i )− PΩ
∥∥∥∥ ≥
∥∥∥∥
(
1
n
n−1∑
k=0
αk(aia
†
i)− PΩ
)
e(i+n)
∥∥∥∥ = 1 .
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Remark 5.2. This fact performs an example for the general failure of
the thesis exposed in Theorem 4.3 when the sum (3.9) is not finite, even
if all the other conditions are satisfied. Conversely, for the Boolean case
(cf. Section 7) we are able to see that (RBoole, α) is indeed uniquely
mixing w.r.t. the fixed point algebra, even if the sum (3.9) is not finite.
The goal of the present section is to study the convex set of the shift
invariant states SZ(Rm) on the Monotone algebra Rm. We start by de-
scribing in details the unital ∗-algebra R0m generated by the Monotone
commutation relations acting on the Monotone Fock space.
Definition 5.3. A word X in R0m is said to have a λ-form if there
are m,n ∈ {0, 1, 2, . . .} and i1 < i2 < · · · < im, j1 > j2 > · · · > jn such
that
X = a†i1 · · · a†imaj1 · · · ajn ,
with X = I, the empty word, if m = n = 0. Its length is l(X) =
m + n. Furthermore, X is said to have a π-form if there are m,n ∈
{0, 1, 2, . . .}, k ∈ Z, i1 < i2 < · · · < im, j1 > j2 > · · · > jn such that
im < k > j1 and
X = a†i1 · · · a†imaka†kaj1 · · · ajn .
Its length is l(X) = m+ 2 + n.
Lemma 5.4. For each aj, ak ∈ Rm, one has
(5.3) akaja
†
j = δk) (j) ak , aja
†
ja
†
k = δk) (j) a
†
k.
In addition, if j ≤ k,
(5.4) aja
†
jak = ak , a
†
kaja
†
j = a
†
k,
where
δk) (j) :=
{
1 if j < k ,
0 otherwise .
Proof. By the definition of Monotone creation and annihilation opera-
tors, one easily obtains (5.3). Concerning (5.4), we get
aja
†
jakΩ = 0 = akΩ ,
aja
†
jakeh = δk,haja
†
jΩ = δk,hΩ = akeh , h ∈ Z .
If moreover, h1 < h2 and ξ ∈ Fm,
aja
†
jak (eh1 ⊗ eh2 ⊗ ξ) = δk,h1aja†j (eh2 ⊗ ξ)
= δk,h1δh2) (j) (eh2 ⊗ ξ)
= ak (eh1 ⊗ eh2 ⊗ ξ)
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where, in the last line we used the identity δk,h1δh2) (j) = δk,h1, which
holds since j ≤ k and h1 < h2. The second formula of (5.4) is achieved
form the first one by taking the adjoint. 
Lemma 5.5. Any nonnull element X in R0m is a finite linear combi-
nations of λ-forms or π-forms.
Proof. Let X = a♯ii · · · a♯in with n ∈ N, i1, . . . , in ∈ Z and ♯ ∈ {1, †}. If
n = 1, 2, one easily achieves the result. Now we prove it by induction
on the length l(X).
Let us denote X = X1a
♯
in
, where X1 = a
♯
i1
· · · a♯in−1 . If X is non null,
then X1 is so, and consequently by induction, X1 has the λ-form or the
π-form. We also suppose that l(X1) ≥ 2.
We first assume that X1 has a λ-form, i.e. X1 = a
†
i1
· · ·a†imaj1 · · ·ajk
and i1 < · · · < im, j1 > · · · > jk. If k > 0 and take a♯in = ain , from
(5.1) one has jk > in, i.e. X has a λ-form. If instead, k > 0 and take
a♯in = a
†
in
, again (5.1), (5.3) and (5.4) give a λ-form for X . Namely,
X = a†i1 · · · a†imaj1 · · · ajk−1 (in fact, in this case necessarily jk = in since
X is non null). Suppose that k = 0, then according to our assumptions,
m ≥ 2. After taking a♯in = ain , we get X has a λ-form, whereas when
we consider a♯in = a
†
in
, from (5.1) one has i1 < i2 < · · · < im < in, then
giving also a λ-form to X .
Now we assume X1 has a π-form, i.e. X1 = a
†
i1
· · · a†imapa†paj1 · · · ajk ,
i1 < · · · < im, j1 > · · · > jk and im < p > j1. If k > 0, one uses the
same arguments developed above to achieve a π-form for X . If instead,
k = 0 and get a♯in = ain , we have to discuss the cases p ≤ in and p > in,
respectively. In the former, from (5.4) one has X = a†i1 · · · a†imain , i.e.
X has a λ-form. When, instead p > in, X has a π-form. The last case
can occur when k = 0 and a♯in = a
†
in
. Here, from (5.3) it follows X does
not vanish only if p < in, and in this circumstance X = a
†
i1
· · ·a†ima†in ,
i.e. X has a λ-form.
As each element in the ∗-algebra is a linear combination of X as
above, the thesis follows if one achieves the same representation for the
left multiplication. Indeed, since the adjoint of any word in λ-form or
π-form is again a word in λ-form or π-form respectively, we get
a♯iX =
(
X∗(a♯i)
∗
)∗
= Y ∗ = Z ,
where Y := X∗(a♯i)
∗, and consequently Z := Y ∗ are words in λ-form or
π-form. 
Lemma 5.6.
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(i) Two words in λ-form
X = a†i1 · · · a†im1aj1 · · ·ajn1 , Y = a
†
k1
· · · a†km2ah1 · · ·ahn2
are equal if and only if m1 = m2 = m, n1 = n2 = n (with the
convention that m = n = 0 corresponds to the identity), and in
addition, il = kl, l = 1, 2, . . . , m, jl = hl, l = 1, 2, . . . , n.
(ii) Two words in π-form
X = a†i1 · · · a†im1ar1a
†
r1
aj1 · · ·ajn1 , Y = a†k1 · · · a†km2ar2a
†
r2
ah1 · · · ahn2
are equal if and only if m1 = m2 = m, n1 = n2 = n, and
in addition, il = kl, l = 1, 2, . . . , m, r1 = r2, jl = hl, l =
1, 2, . . . , n.
(iii) If two words X, Y of R0m are equal, then those must be both of
λ-form or of π-form.
Proof. (i) We need to prove just the ”only if” assertion. We suppose
that X, Y are both not coinciding with the empty word and X = Y .
If n1 < n2, one has
a†i1 · · · a†im1aj1 · · · ajn1 (ejn1 ⊗ · · · ⊗ ej1) =
{
ei1 ⊗ · · · ⊗ eim1 , if m1 > 0 ,
Ω if m1 = 0 ,
whereas
a†k1 · · ·a†km2ah1 · · · ahn2 (ejn1 ⊗ · · · ⊗ ej1) = 0 .
Then, n1 ≥ n2. Similarly one can achieve n2 ≥ n1, and so n1 = n2. By
taking the adjoint, m1 = m2 holds too. In this case,
a†i1 · · · a†im1aj1 · · · ajn1 (ejn1 ⊗ · · · ⊗ ej1)
=a†k1 · · ·a†km1ah1 · · · ahn1 (ejn1 ⊗ · · · ⊗ ej1) ,
or equivalently,
ei1 ⊗ · · · ⊗ eim1 =
n1∏
p=1
δhp,jpek1 ⊗ · · · ⊗ ekm1 .
(ii) Here, we again need to prove just the ”only if” assertion. So we
suppose X = Y . The equalities m1 = m2, n1 = n2, ip = kp, p ∈
{1, · · · , m1}, jp = hp, p ∈ {1, · · · , n1}, can be realised as above. Now
we prove r1 = r2. Indeed, after recalling that the involved words do
not vanish only if min{r1, r2} > max{im1 , j1}, when r1 < r2,
a†i1 · · · a†im1ar1a
†
r1
aj1 · · · ajn1 (ejn1 ⊗ · · · ⊗ ej1 ⊗ er2)
=ei1 ⊗ · · · ⊗ eim1 ⊗ er2
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and
a†k1 · · · a†km1ar2a
†
r2
ah1 · · · ahn1 (ejn1 ⊗ · · · ⊗ ej1 ⊗ er2) = 0 .
Similarly one cannot have r1 > r2.
(iii) We take X in λ-form and Y in π-form, that is
X = a†i1 · · · a†im1aj1 · · · ajn1 , Y = a
†
k1
· · · a†km2ar2a
†
r2
ah1 · · · ahn2 .
Suppose without loss of generality, they are both reduced and prove
that, necessarily, X 6= Y . Indeed, assume X = Y . Arguing as above,
one gets such an equality cannot holds when n1 6= n2, or taking the
adjoint, when m1 6= m2. Thus, from now on we assume n := n1 = n2
and m := m1 = m2. Since
a†i1 · · · a†imaj1 · · · ajn(ejn ⊗ · · · ⊗ ej1) = ei1 ⊗ · · · ⊗ eim ,
and
a†k1 · · · a†kmara†rah1 · · · ahn(ejn ⊗ · · · ⊗ ej1) =
n∏
p=1
δhp,jpek1 ⊗ ekm ,
we need further to require ip = kp, p ∈ {1, · · · , m}, and jp = hp, p ∈
{1, · · · , n}. But in this case, for a given p s.t. max{im, j1} < p ≤ r,
a†i1 · · · a†imaj1 · · · ajn(ejn ⊗ · · · ⊗ ej1 ⊗ ep) = ei1 ⊗ · · · ⊗ eim ⊗ ep ,
and
a†i1 · · · a†imara†raj1 · · · ajn(ejn ⊗ · · · ⊗ ej1 ⊗ ep) = 0 ,
which contradicts X = Y . 
Remark 5.7. Lemma 5.5 and Lemma 5.6 ensure that, first the words
in λ-form and in π-form are reduced, and in addition they generate the
whole R0m. It is possible to see (cf. Section 4.5 of [9]) that they are not
a basis for R0m. We again stress the identity I ∈ B(Fm) corresponds to
the empty word (which is by definition of λ-form).
Denote A0m := span
{
X ∈ R0m | l(X) > 0
}
. It is a ∗-subalgebra of R0m.
We are going to show that I does not belong to Am := A0m. It is worth
of mention that, for each i ∈ Z, ∑k≤i a†kak might not belong to Am,
since it is easy to check ‖a†kak‖ = 1 for any k, and so the series cannot
be convergent in norm.
The following results are meaningful in the investigation of the rela-
tion between Rm and Am.
Proposition 5.8. For each X ∈ Am and α ∈ C, one has ‖X + αI‖ ≥
|α|, and consequently I /∈ Am.
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Proof. Let X ∈ A0m. It is a finite sum X =
∑
i βiXi, with each Xi
in λ-form or π-form and l(Xi) > 0, that is Xi = Yia
♯
ji
. Take the unit
vector en ∈ Fm for any n ∈ Z with n < min ji. Obviously, a♯jien = 0
for each ji. Then we get
‖X + αI‖ ≥ ‖(X + αI)en‖ = |α|‖en‖ = |α| .
For each ε > 0 and X ∈ Am, we choose Xε ∈ A0m such that ‖X−Xε‖ <
ε. By the triangle inequality and the above considerations, we get
|α| ≤‖Xε + αI‖ = ‖(Xε −X) + (X + αI)‖
≤‖X −Xε‖+ ‖X + αI‖ < ε+ ‖X + αI‖ .
The thesis follows as ε is arbitrary. 
Proposition 5.9. Am is irreducible. Thus, it does not have an identity.
Proof. Since Ω is separating for A′m, we only need to prove that PΩ
belongs to A′′m = πω(Rm)
′′
. In fact,
∑
k∈Z a
†
kakΩ = 0, and for each
n ∈ N, ξ := ei1 ⊗ ei2 ⊗ · · · ⊗ ein , i1 < i2 < · · · < in, ij ∈ Z, one has∑
k∈Z a
†
kakξ = ξ. After noticing that {ak}k∈Z have orthogonal ranges,
from the above computations, one has
∑
k∈Z a
†
kak converges pointwise
strongly to I − PΩ.
If Am had an identity, it would be a selfadjoint projection belonging
to the center. But this is impossible by the first half. 
Thus, the relationship between Rm and Am is given by the next result.
Corollary 5.10. Rm = Am + CI.
Once having established the fine structure of the Monotone C∗-algebra
Rm, we pass to the investigation of the convex set consisting of its
shift invariant states. The first step is to show that the fixed point
subalgebra is trivial.
Proposition 5.11. The the fixed point subalgebra RZm w.r.t. the action
of the shift α is trivial: RZm = CI.
Proof. As α(Am) = Am, by Corollary 5.10 it is enough to see that
AZm = 0. First we note that for each X ∈ A0m, there exists a sufficiently
large k(X) ∈ N such that αk(X)(X)X = 0. Now let 0 6= Y ∈ Am such
that α(Y ) = Y . Without loss of generality, we can take Y selfadjoint
with ‖Y ‖ ≤ 1. Let (Yn)n be a sequence of polynomials in A0m such
that ‖Y − Yn‖ < 1/n. Moreover, for each n ∈ N there is kn ∈ N s.t.
αkn(Yn)Yn = 0. As a consequence, since ‖Yn‖ < 1 + 1/n and α is an
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automorphism,
‖Y 2‖ =‖αkn(Y )Y ‖ ≤ ‖(αkn(Y − Yn))(Y − Yn)‖+ ‖αkn(Y − Yn)Yn‖
+‖αkn(Yn)(Y − Yn)‖+ ‖αkn(Yn)(Yn)‖ < 1
n
(
2 +
3
n
)
,
which contradicts Y 6= 0. 
We are now ready to describe all the shift invariant states on the Mono-
tone algebra Rm. As we have Rm = Am+CI, and the former does not
contain any own identity, S(Rm) is the one-point compactification of
all the positive functionals on Am with norm less than 1. The state at
infinity
ω∞(X + cI) := c , X ∈ Am , c ∈ C ,
provides such a ”point at infinity”. It is shift invariant. Together with
the Monotone vacuum,
ω(Y ) := 〈Y Ω,Ω〉 , Y ∈ Rm ,
which we recall is also shift invariant, the structure of such invariant
states is described in the following
Theorem 5.12. The ∗-weakly compact set of shift invariant states on
Rm is given by
SZ(Rm) = {(1− γ)ω∞ + γω | γ ∈ [0, 1]} .
Proof. As any state ϕ ∈ S(Rm) is uniquely determined by its values on
the dense subalgebra R0m, we consider a generic element
X = cI + Y +
l∑
i=1
βiajia
†
ji
.
Here, Y ∈ A0m is a finite combination of reduced words in λ-form with
lengths >0, and in π-form with lengths >2. For the vacuum, we get
ω(X) = c +
∑l
i=1 βi, whereas for the state at infinity, ω∞(X) = c.
Consider now an arbitrary ϕ ∈ SZ(Rm). By Proposition 4.2,
lim
n
(
1
n
n−1∑
k=0
αk(Y )
)
= 0
in norm. By invariance, we get
ϕ(Y ) =
1
n
n−1∑
k=0
ϕ(αk(Y )) = ϕ
(
1
n
n−1∑
k=0
αk(Y )
)
= lim
n
(
1
n
n−1∑
k=0
ϕ
(
αk(Y )
))
= ϕ
(
lim
n
(
1
n
n−1∑
k=0
αk(Y )
))
= 0 .
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Denote γ := ϕ(aia
†
i ), i ∈ Z the common value of ϕ on the reduced
words of the form aa†. We get
ϕ(X) = c+ γ
l∑
i=1
βi = (1− γ)ω∞(X) + γω(X) .

The next Proposition shows that Gm and Rm are equal. The result
is analogous to the Boolean case (cf. [8], Proposition 7.1), whereas
differs from the q-deformed cases including the Free one corresponding
to q = 0. In fact, for the latter the von Neumann algebra generated
by the annihilators and that generated by their selfadjoint parts act
irreducibly and in standard form on the Fock space respectively, see
e.g. [5, 11] and the references cited therein.
Proposition 5.13. Gm and Rm coincide.
Proof. We show that the generators of Rm belong to Gm. To this aim
we firstly notice that, for each i ∈ Z,
(5.5) a†i+1ai+1 = aia
†
i − ai+1a†i+1 .
Indeed, both a†i+1ai+1 and aia
†
i − ai+1a†i+1 vanish on Ω = e∅. Further-
more, for n ∈ N and ξ := e(j1,j2,··· ,jn),
a†i+1ai+1ξ =
{
ξ if i+ 1 = j1 ,
0 otherwise ,
and
(aia
†
i − ai+1a†i+1)ξ =


0 if i ≥ j1 ,
ξ if i+ 1 = j1 ,
0 if i+ 1 < j1 .
This implies that a†i ∈ Gm, i ∈ Z, since, from (5.5) and (5.4) it follows
sis
2
i+1 = (ai + a
†
i)(ai+1a
†
i+1 + a
†
i+1ai+1) = (ai + a
†
i )aia
†
i = a
†
i .

We end the present section by noticing that the condition (3.8) is not
satisfied for the Monotone quantisation, if U = Ug, and for the canon-
ical basis {ej | j ∈ Z} of ℓ2(Z),
Ugej = eg(j) , g ∈ PZ , j ∈ Z
is the usual representation of PZ on ℓ
2(Z). Thus, the permutations do
not act on Rm in a canonical way as Bogoliubov automorphisms.
24 VITONOFRIO CRISMALE, FRANCESCO FIDALEO, AND YUN GANG LU
6. examples
6.1. Anti-Monotone case. The Anti-Monotone quantisation is as-
sociated with the Yang-Baxter-Hecke operator T : ℓ2(Z) ⊗ ℓ2(Z) →
ℓ2(Z)⊗ ℓ2(Z) given by
Tam(ei ⊗ ej) :=
{
0 if i > j ,
−(ei ⊗ ej) if i ≤ j .
It is easy to show that, if one defines the unitary reflection R on the
canonical basis of ℓ2(Z) given by
Rej := e−j , j ∈ Z ,
we have
Tam = (R⊗R)Tm(R⊗ R) .
Denote am and aam the Monotone and Anti-Monotone annihilator, re-
spectively. Thus, R⊗ · · · ⊗R︸ ︷︷ ︸
n times
acting on ℓ2(Z)⊗n, uniquely defines a
unitary operator
FTm,Tam(R) : FTm(ℓ
2(Z))→ FTam(ℓ2(Z))
(whose adjoint is FTam,Tm(R)) satisfying
FTm,Tam(R)am(f)FTm,Tam(R)
∗ = aam(Rf) , f ∈ ℓ2(Z) .
We immediately conclude that all the results of Section 5 apply also to
the Anti-Monotone case.
6.2. uniquely mixing dynamical systems. Due to Lemma 4.1, we
see that it is always possible to associate to any Yang-Baxter-Hecke
operator, a concrete C∗-dynamical system enjoying the very strong
ergodic property of the unique mixing w.r.t. the fixed point subalgebra,
even if (4.1) is not satisfied. This case covers the most known one,
that is the Bose quantisation case for which (4.1) does not hold. For
such a purpose, denote EnT the selfadjoint projection onto the n-particle
subspaceHnT , and consider the concrete C
∗-algebra ET acting on FT (H)
and generated by the identity I together with elements of the form
X = EmT a
♯(ei1)a
♯(ei2) · · · a♯(eir)EnT ,
where m,n, r = 0, 1, 2, . . . .
Let H = ℓ2(Z). Suppose that the Yang-Baxter-Hecke operator T
satisfies (3.8), and in addition that the sum appearing in (3.9) is a
finite one. In this situation, the shift α acts also on ET by restriction,
because all the projections EnT are invariant by construction.
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Proposition 6.1. Let T be a Yang-Baxter-Hecke selfadjoint operator
on H = ℓ2(Z). Suppose that the sum in (3.9) is finite, and furthermore
(3.8) holds. Then the C∗-dynamical system (ET , α) is uniquely mixing
w.r.t. the fixed-point subalgebra.
Proof. The proof, which we are going to sketch, follows the same lines of
Theorem 4.3. By a standard approximation argument, we can reduce
the matter to managing only the algebraic generators. Thus, as the
sum in (3.9) is finite, each nonempty word (not necessarily reduced)
in annihilators and creators can be expressed in the Wick form. In
addition, by passing to the adjoint, we can suppose that all the involved
nontrivial words have the form EmT a
†(ei)Y , where Y is another word,
either starting with some a♯ or with some projection EmT . Considering
a general linear combination X of words as above, and reasoning as
in the proof of Proposition 4.2, there exists a sufficiently large natural
number n(X) such that∥∥∥∥∥
n∑
h=1
αkh(X)
∥∥∥∥∥ ≤ √n‖R(n(X))‖ .
The proof now follows as in Theorem 4.3. 
6.3. Bose case. The case of the CCR corresponding to the Bose case,
is covered by considering the flip map σ : H⊗H → H⊗H s.t. σ(x⊗
y) := y⊗x. The flip map generates in a canonical way a representation
of the permutations on the wholeH⊗n, denoted by an abuse of notation
by π. In this case, TBose = σ, and the corresponding P are given by (a
multiple of) the classical symmetrizator on each H⊗n, i.e.
P
(n)
Bose =
∑
π∈Pn
π .
It is well known that (even for the simple case of one degree of freedom
for which H = C) the CCR cannot be realised by bounded operators.
Thus, the above analysis cannot apply. However, by considering the
Weyl construction for the CCR via the Weyl algebra, it is still possible
to investigate the ergodic properties enjoyed by the Bose particles. For
the caseH = ℓ2(Z), it is easy to see that the shift and the permutations
naturally act on the Weyl CCR algebra. It is well known that there
exists plenty of shift invariant states. In addition, by using the results
on the Weyl algebra in [19] (see also [6]), the structure of the symmetric
states are covered by the quantum De Finetti Theorem in [25].
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It is worth noticing that, unlike the dynamical systems based on the
Weyl algebra, the particular Bose-like system (EBose, α) of the Subsec-
tion 6.2 is uniquely mixing w.r.t. the fixed point subalgebra
EZBose ∼ C0(N) + C1I ∼ C(N∞) ,
even if it is unknown to the authors potential physical applications of
such a system.
6.4. Fermi case. The Fermi case associated to the so called CAR
algebra, also falls into the class we are dealing with. In fact TFermi =
−σ, the latter being the flip unitary, and
P
(n)
Fermi =
∑
π∈Pn
ǫ(π)π ,
where ǫ(π) denotes the sign of the permutation π. In this case, one
recognises that, up to normalisation factors, the TFermi-deformed Fock
space as the Fermi Fock space over ℓ2(Z), and the unital C∗-algebra
generated by {ai | i ∈ Z} as the CAR algebra over Z. It is well known
that in such a case, creators and annihilators are bounded, that is for
each i, ‖ai‖ = ‖a†i‖ = 1 (see, e.g. [6], Proposition 5.2.2), even if (4.1)
does not hold. Indeed, suppose that (4.1) holds. Then it would exist
MT < ∞ s.t. for each n, ‖R(n)‖ ≤ MT . By (3.5) and (3.1) one should
obtain that for any n ∈ N,
(n+ 1)! =
∥∥P (n+1)Fermi ∥∥ = ∥∥(I ⊗ P (n)Fermi)R(n+1)∥∥ ≤ n!MT ,
in contradiction to the unboundedness of natural integers.
For H = ℓ2(Z), the shift as well as the permutation group act on
RFermi. As for the Bose case, it is well known that there exists plenty of
shift invariant states. The structure of the symmetric states is instead
fully covered by the quantum De Finetti Theorem in [7].
7. E-mixing for the Boolean shift
We investigate in some detail the ergodic properties of the Boolean
C∗-algebra, even if the general results of Section 4 cannot be directly
applied to this case.
Let H be a complex Hilbert space. Recall that the Boolean Fock
space over H is given by Γ(H) := C⊕H, where the vacuum vector Ω
is (1, 0). On Γ(H) we define the creation and annihilation operators
(denoted again with a†, a), respectively given for f ∈ H, by
a†(f)(α⊕ g) := 0⊕ αf, a(f)(α⊕ g) := 〈g, f〉H ⊕ 0, α ∈ C, g ∈ H.
MONOTONE PROCESSES AND ERGODIC THEOREMS 27
They are mutually adjoint, and satisfy the following relations
a(f)a(g) = a†(f)a†(g) = 0 , f, g ∈ H
a(f)a†(g) = 〈g, f〉PΩ = 〈g, f〉(I −
∑
j∈J
a†(ej)a(ej)) ,(7.1)
for any orthonormal basis {ej | j ∈ J} of the involved Hilbert space.
The Boolean Fock space is also obtained as a T -deformed one, simply
by taking T = −I, that is Γ(H) = F−I(H). Therefore, P (n)Boole = 0
whenever n ≥ 2. The commutation (7.1) is just the analogous of (3.9)
for T = −I. If dim(H) = +∞, the sum in (7.1) is infinite and the
result in Section 4 cannot be directly applied for the investigation of
the ergodic properties of the Boolean C∗-algebra RBoole.
We put H = ℓ2(Z), and in this situation Γ(l2(Z)) = ℓ2({#} ∪ Z),
where the vacuum vector and the vacuum state are Ω = e# and ω# :=
〈 · e#, e#〉, respectively. In [8] it was shown that
K(Γ(ℓ2({#} ∪ Z)) + CI = RBoole =: b ,
andK(Γ(ℓ2({#}∪Z)) denotes the compact linear operators on ℓ2({#}∪
Z). In addition, the C∗-subalgebra generated by the selfadjoint part of
the annihilators coincides with the Boolean one: GBoole = RBoole. The
shift, as well as the permutations PZ naturally act on b as Bogoliubov
automorphisms. Denote bPZ, bZ the fixed point subalgebras w.r.t. the
actions of the permutations and the shift, that is the exchangeable and
the invariant C∗-subalgebra, respectively. We get
Proposition 7.1. For the fixed point subalgebras bPZ, bZ, one has
bPZ = bZ = CP# ⊕ CP⊥# ,
where, for each i, P# = aia
†
i denotes the orthogonal projection onto the
linear span of e#.
Proof. Denote by {Vg | g ∈ PZ} and V the unitary implementations
of the permutations PZ and the shift on ℓ
2(Z), respectively. The cor-
responding implementation of the permutations and the shift on the
Boolean Fock space are given, respectively, by
Ug = P# ⊕ Vg , g ∈ PZ , U = P# ⊕ V ,
see [13] for more details. It is easy to show that, first (cf. Proposition
3 of [14])
B(ℓ2(Z))PZ = {Vτ | τ transposition}′ = CIℓ2(Z) ,
and second (cf. Lemma 7.2 of [8]),
(K(ℓ2({#} ∪ Z)))Z = CP# ,
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which lead to the assertion. 
Denote E the conditional expectation onto bZ given by
E(A+ bI) := 〈Ae#, e#〉P# + bI , A ∈ K(ℓ2({#} ∪ Z)) , b ∈ C .
Notice that it is invariant both for the action of the shift and the
permutations. Although the fixed point subalgebra is non trivial, the
following result ensures that, in the Boolean case, the EZ-mixing prop-
erty for the shift holds.
Proposition 7.2. The C∗-dynamical system (b, α) is EZ-mixing, with
E = EZ the unique invariant conditional expectation onto the fixed
point subalgebra.
Proof. Let {ej | j ∈ {#} ∪ Z} be the canonical basis of ℓ2({#} ∪ Z).
By a standard approximation argument and Proposition 2.3 of [12], it
is enough to show that, for each subsequence {l1, l2, . . . , lk, . . . } ⊂ N,
lim
n
1
n
n∑
k=1
αlk(A) = 〈Ae#, e#〉P# ,
where A is the rank-one operator of the form A = 〈 · , ei〉ej, i, j ∈
{#} ∪ Z}, and the limit is meant in norm. If A = P#, it is invariant
and the above condition is automatically satisfied. For A = 〈 · , e#〉ej,
j ∈ Z, and a unit vector ξ ∈ ℓ2({#} ∪ Z), we get by orthogonality,∥∥∥∥ n∑
k=1
αlk(A)ξ
∥∥∥∥ =
∥∥∥∥ n∑
k=1
〈ξ, e#〉ej+lk
∥∥∥∥ =
√√√√ n∑
k=1
|〈ξ, e#〉|2 ≤
√
n .
The same is true for A = 〈 · , ei〉e#, i ∈ Z, by taking the adjoint. For
A = 〈 · , ei〉ej, i, j ∈ Z, we again get∥∥∥∥ n∑
k=1
αlk(A)ξ
∥∥∥∥ =
∥∥∥∥ n∑
k=1
〈ξ, ei+lk〉ej+lk
∥∥∥∥ =
√√√√ n∑
k=1
|〈ξ, ei+lk〉|2 ≤
√
n .
The proof follows by dividing by n and taking the limit. 
Corollary 7.3. For the set of the stationary states, we get
SZ(b) = {ϕ ◦ E | ϕ ∈ S(bZ)} .
Remark 7.4. Concerning the action β of the permutation group, fol-
lowing the same lines of Proposition 7.2 we can show that
lim
J↑Z
1
|J |!
∑
g∈PJ
βg(A) = E(A) , A ∈ b ,
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where {J | J ⊂ Z} is the direct net made of all the finite subset of Z,
and the limit is meant in norm. In addition, for the symmetric states
we again have
SPZ(b) = {ϕ ◦ E | ϕ ∈ S(bPZ)} .
Relatively to the symmetric and stationary states on b, collecting to-
gether the above results and Proposition 7.3 of [8], one obtains that all
of them are exactly those lying on a segment. Namely,
SZ(b) = SPZ(b) = {γω# + (1− γ)ω∞ | γ ∈ [0, 1]} ,
where
ω∞(A + bI) := b , A ∈ K(ℓ2({#} ∪ Z)) , b ∈ C .
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