Abstract. In this paper we provide a characterization of second order fully nonlinear CR invariant equations on the Heisenberg group, which is the analogue in the CR setting of the result proved in the Euclidean setting by A. Li and the first author in [21] . We also prove a comparison principle for solutions of second order fully nonlinear CR invariant equations defined on bounded domains of the Heisenberg group and a comparison principle for solutions of a family of second order fully nonlinear equations on a punctured ball.
Introduction and main results
As it was pointed out by Jerison and Lee in [16] , there are important similarities between conformal geometry and the geometry of CR manifolds, which serve as abstract models of real hypersurfaces in complex manifolds, which we are going to discuss briefly in the following. On this subject see also the survey article by Beals, Fefferman and Grossman [2] and the book by Dragomir and Tomassini [8] .
A CR manifold is a differentiable manifold M equipped with a subbundle H of the complexified tangent bundle CT M = T M ⊗ C such that [H, H] ⊆ H (i.e. H is formally integrable) and H ∩H = {0} (i.e. H is almost Lagrangian). The bundle H is called a CR structure on the manifold M . An abstract CR manifold is said to be of hypersurface type if dim R M = 2n + 1 and dim C H = n.
If the CR manifold M is of hypersurface type and oriented, it is possible to associate to its CR structure H a one form θ globally defined on M such that Ker(θ) = H. θ is unique modulo a multiple of nonzero function on M : a choice of a nonzero multiple of such θ is called a pseudohermitian structure on M . dθ defines the Levi form L θ on H. If the Levi form L θ is strictly positive definite, we say that M , with this CR structure, is strictly pseudoconvex. In this case, the form θ, as well as a nonzero function multiple of θ, is a contact form on M . See for instance [8] .
A scalar curvature associated to the pseudohermitian structure has been introduced by Webster in [30] , [31] and by Tanaka in [27] . Thus the CR Yamabe problem is formulated as follows: on a strictly pseudoconvex CR manifold, find a choice of pseudohermitian structure, or equivalently a choice of contact form θ, with constant pseudohermitian scalar curvature.
Jerison and Lee proved in [16] that there exists a CR numerical invariant λ(M ) associated to every compact strictly pseudoconvex orientable CR manifold M of dimension 2n + 1, such that λ(M ) is always less than or equal to the value corresponding to the sphere S 2n+1 ⊂ C n+1 and such that the CR Yamabe problem admits solution on M , provided that λ(M ) < λ(S 2n+1 ). This result is an analogue in the CR setting of the classical result of Aubin [1] on Riemannian manifolds.
Jerison and Lee also proved in [17] that if θ is a contact form associated to the standard CR structure on S 2n+1 having constant pseudohermitian scalar curvature, then it is obtained from a constant multiple of the standard contact form on S 2n+1 via a CR automorphism of the sphere. This result is then an analogue in the CR setting of the well known result by Obata in [26] and by Gidas, Ni and Nirenberg in [11] .
The Heisenberg group H n is CR equivalent to the sphere S 2n+1 ⊂ C n+1 minus a point via the Cayley transform, see e.g. [16] , so that the Heisenberg group plays in CR geometry the same role as R n in conformal geometry while the Cayley transform corresponds to the stereographic projection.
Under a change of pseudohermitian structure given by θ = u p−2 θ with p = 2n+2 n , the pseudohermitian scalar curvature R changes according to the following equation (1) b n ∆ b u + Ru = Ru p−1 , b n := 2n + 2 n ,
as one can find in [16] . Here ∆ b is the sublaplacian operator on the CR manifold M , which is a linear second order subelliptic operator, see also [8] , [16] and references therein. On the sublaplacian on the Heisenberg group, which we will denote by ∆ H , see also section 2. One interesting feature of equation (1) is that the exponent p in the nonlinearity is the same as the one appearing in a Sobolev-type inequality for functions in C ∞ 0 (H n ), which is related to the CR structure defined on H n , that was proved by Folland and Stein in [9] .
We report here a very nice table that summarizes many important similarities between CR geometry and conformal geometry, as it appears in [16] . Many authors have already expanded the previous list with important contributions, as Gover and Graham did in [12] , where they derived the CR analogues on CR manifolds of the GJMS operators defined on Riemannian manifolds. For the original result on Riemannian manifolds, see the paper by Graham, Jenne, Mason and Sparling [13] .
The point of this paper is to provide a new characterization of fully nonlinear CR invariant equations of the second order on the Heisenberg group, thus adding another interesting similarity between CR geometry and conformal geometry. We then also provide comparison principles for solutions of families of fully nonlinear second order operators on H n , which have suitable invariances.
The original result on the Euclidean space R n was proved by A. Li and the first author in [21] . There, among many other results, they showed that any fully nonlinear conformally invariant equation on R n takes the form
and F (0, 1, 0, ·) is invariant under orthogonal conjugation, i.e.
for every real symmetric n × n matrix A and real every orthogonal n × n matrix O. The tensor A u is very closely related to the Schouten tensor of a Riemannian manifold (M, g), which is defined by setting
where Ric g and R g denote the Ricci tensor and the scalar curvature associated with g, respectively. Indeed, let g 1 = u 4 n−2 g be a conformal change of metrics on M ; then, as one can see in [28] ,
If one lets g = u 4 n−2 g flat , where g flat denotes the Euclidean metric on R n , then by the above transformation formula
where A u is given by (2) .
Lee derived in [20] the analogue transformation law for the CR Schouten tensor under a CR conformal change of the contact form θ on a CR manifold. Remark 1.1. Let N denote the set of positive integers. For any N ∈ N we will denote by I N and 0 N the identity N × N matrix and the zero N × N matrix respectively. We will denote by Mat(N, R) the set of N × N real matrices and by S N ×N the set of real symmetric N × N matrices.
If v, w ∈ R N for some N ∈ N, we will denote by v ⊗ w the N × N real matrix
Notice that for all v, w ∈ R N and all A, B ∈ Mat(N, R) one has
With some abuse of notation then we will simply write it as Av ⊗ wB.
1.1.
Fully nonlinear CR invariant equations of the second order on H n . The Heisenberg group H n is the set R n × R n × R endowed with the group action • defined by
. . ,ŷ n ) denoting elements of R n . We will also use the notation ξ = (z, t) with z = x + iy, z ∈ C n ≃ R n × R n . Let Q := 2n + 2 denote the homogenous dimension of H n , see also [10] . We consider the norm on H n defined by
The corresponding distance on H n is defined accordingly by setting
whereξ −1 is the inverse ofξ with respect to •, i.e.ξ −1 = −ξ. For every ξ ∈ H n and R > 0 we will use the notation
For any fixedξ ∈ H n we will denote by τξ : H n → H n the left translation on H n byξ, defined by
where • denotes the group action defined in (4), while for any λ > 0 we will denote by δ λ : H n → H n the dilation defined by
for every ξ,ξ ∈ H n and every λ > 0. Notice that the norm on H n defined by (5) is homogeneous of degree 1 with respect to the dilations δ λ , i.e.
Another group of automorphisms of H n is given by the action of the n-dimensional unitary group U (n). Using the complex numbers notation, its action is given by
for any M ∈ U (n) and every ξ = (z, t) ∈ H n . It is a known fact that a complex matrix M ∈ Mat(n, C) belongs to U (n), i.e. it satisfies M · (M ) T = I n , if and only if the block matrix M ∈ Mat(2n, R) defined as in Theorem 1.3 by
belongs to O(2n), i.e. one has M · ( M ) T = I 2n . Using the real numbers notation, one has ρ M (ξ) = ρ M (x, y, t) = (Bx − Cy, By + Cx, t)
for any M ∈ U (n) and every ξ = (x, y, t) ∈ H n . In the case of the Euclidean space R n , the analogues of these maps are the usual rotations, given by the action of the group O(n) on R n . We finally introduce the inversion map ι :
for every ξ = (x, y, t) ∈ H n , and the map ϕ : H n → H n defined by Jerison and Lee in [16] which we shall refer to as the CR inversion and which is defined by the following relations:
where ξ = ( x, y, t) and
We explicitly remark that ϕ(ξ)
The CR inversion of H n plays the role of the usual inversion with respect to the unitary sphere in R n .
The elements of the group of automorphisms of H n generated by the left translations (7), by the dilations (8) , by the rotations (9) , by the inversion map (10) and by the CR inversion (12) are called CR maps on H n .
For further references on these maps, on their definitions and their properties we also refer to the works of Koranyi [19] , Jerison and Lee [16] and Birindelli and Prajapat [4] , [3] .
The vector fields (13)
form a base of the Lie algebra of vector fields on the Heisenberg group which are left invariant with respect to the group action •. The Heisenberg gradient, or horizontal gradient, of a regular function u : H n → H n is then defined by
while its Heisenberg hessian matrix is (14) ∇ 2
We also define
T which is the symmetric part of the matrix ∇ 2 H u(ξ). Now let n ∈ N and define G, J ∈ Mat(2n, R) by setting
We notice that ∇ 2 H u ∈ S 2n×2n ⊕ JR, see also section 2.1. We now introduce the definition of CR invariance for an operator F depending on ξ, u, ∇ H u, ∇ 2 H u. We refer to section 2 for some further basic facts concerning the Heisenberg group.
is CR invariant on the Heisenberg group H n if for any positive function u ∈ C 2 (H n ) and any CR map ψ : H n → H n one has that
for every ξ, where the function u ψ is the transformed function of u through the CR map ψ, which is defined by
The main results of the present paper are now contained in the following theorems.
is CR invariant on the Heisenberg group H n if and only if
where
and moreover for every A ∈ S 2n×2n ⊕ JR one has i)
where we have set
for every α ∈ R, with J, G being defined as in (16) .
We want to stress here that A u ∈ S 2n×2n , thus it always has real eigenvalues, even if the Heisenberg hessian matrix ∇ 2 H u in general is not symmetric. Let
denote the eigenvalues of A u . Using Theorem 1.3 we can then provide some examples of fully nonlinear CR invariant operators of the second order on the Heisenberg group. Indeed, for k = 1, . . . , 2n, let
denote the k th symmetric function on R 2n . Then ω k λ(A u ) is a fully nonlinear CR invariant differential operator of the second order on H n . Similar operators, involving the tensors in equations (2) and (3), were studied in the context of conformal geometry on R n and on more general Riemannian manifolds by many authors, see the works by Viaclovsky [28] and [29] , the papers by Chang, Gursky, and Yang [6] and [7] and the works by A. Li and the first author [21] and [22] , and the references therein.
1.2.
Comparison principle on a domain Ω ⊂ H n for fully nonlinear CR invariant equations.
where we denoted with ·, · R N the usual scalar product in R N . If A − B is a diagonalizable matrix, this is equivalent to A − B having nonnegative eigenvalues, i.e. to A − B being nonnegative definite.
Let Σ ⊂ S 2n×2n be an open set of matrices such that
Notice that condition ii) in particular implies iii) A ∈ Σ, B ∈ S 2n×2n and B ≥ 0 =⇒ A + B ∈ Σ.
be an open set of matrices satisfying condition (21) and let u, w ∈ C 2 (Ω)
ii) if u > w on ∂Ω, u > w in Ω.
Comparison principle for a family of fully nonlinear equations on a punc
Remark 1.6. In this section we will consider an operator T ∈ C 1 R + ×R 2n ×(S 2n×2n ⊕JR) satisfying the following assumptions i) T = T (s, v, U ) is elliptic with respect to the family of vector fields X 1 , . . . , X n , Y 1 , . . . , Y n , i.e.
T is invariant with respect to dilations in H n , i.e. for every λ > 0 and every positive function u ∈ C 2 (H n ) one has
for every ξ ∈ H n . Notice that since the operator T does not explicitly depend on ξ ∈ H n , it is automatically invariant with respect to left translations in H n , i.e. for everyξ ∈ H n and every positive function u ∈ C 2 (H n ) one has
for every ξ ∈ H n . Theorem 1.7. Assume that the operator T satisfies the hypotheses above. Consider
This result is an analogue in the Heisenberg group setting of the original result proved in the Euclidean setting by the first author (see Theorem 1.7 in [23] ). From Theorem 1.3 and Theorem 1.7, the following Corollary immediately follows. Corollary 1.8. Let F (A u ) be a CR invariant operator on the Heisenberg group, with A u being defined as in equation (20) and F ∈ C 1 (S 2n×2n ). Assume that for every A ∈ S 2n×2n one has
The paper is organized as follows: in section 2 we introduce notations, definitions and some known facts about the Heisenberg group and the sublaplacian operator defined on it, which we are going to use throughout the paper. Section 2 also contains the formulae for ∇ H u ψ and ∇ 2 H u ψ , when u ∈ C 2 (H n ) and ψ is any of the generators of the group of CR maps on H n .
In section 3 we give the proof of Theorem 1.3, in section 4 we prove Theorem 1.5 while in section 5 we give the proof of Theorem 1.7. Section 4 also contains another result of interest, where we study "the first variation" of the operator A u defined in (20) , and which is the equivalent on the Heisenberg group of an analogous lemma proved in the Euclidean setting by the first author (see lemma 3.7 in [24] ).
Finally in section 6 we collect some technical results, which are used in the previous sections.
Notation and preliminary facts
For future use we notice here that if we denote by J ψ (ξ) the Jacobian matrix of a CR map ψ : H n → H n evaluated at ξ ∈ H n and by |J ψ (ξ)| its determinant, then we have
where we recall that Q = 2n + 2 denote the homogenous dimension of H n .
Next we recall that, for any CR map ψ on H n and any function u : H n → H n , the transformed function u ψ is defined as in (18) by
Then we have
u( x, y, t).
2.1.
The sublaplacian on the Heisenberg group. Consider the vector fields X j , Y j for j = 1, . . . , n defined in (13) . The sublaplacian on the Heisenberg group is the linear differential operator of the second order defined by
The sublaplacian is the trace of the Heisenberg hessian matrix defined in (14) and it is degenerate elliptic. Furthermore it has divergence form. Indeed one has
where here ∇u denotes the gradient of u in R 2n+1 and
with I n and 0 n denoting respectively the identity matrix and the zero matrix in R n . Now notice that the smooth vector fields X j , Y j , j = 1, . . . , n satisfy the following commutation relations (24) [
and hence they and their first order commutators span the whole Lie Algebra. It is then a consequence of the classical theorem of Hörmander [14] that the sublaplacian is hypoelliptic, i.e. if ∆ H u ∈ C ∞ then u ∈ C ∞ . Moreover ∆ H satisfies the Strong Maximum Principle, as one finds in the work of Bony [5] .
Remark 2.1. Notice that, by the commutation relations (24), the Heisenberg hessian matrix of a regular function u is not symmetric, in general. Indeed, it's easy to see that
with J ∈ Mat(2n, R) being defined as in (16) by
Using the definition of the matrix J in (16), for every regular function u one has
where ∆ z , ∇ 2 z and ∇ z are respectively the ordinary Laplace operator, the Hessian matrix and the gradient with respect to the variables z = (x, y) ∈ R 2n . This in particular implies
Remark 2.3. It is not difficult to see that
with G ∈ Mat(2n, R) being defined as in Theorem 1.3 by G = I n 0 n 0 n −I n , and that
Then it follows that
2.2.
A useful CR map. Instead of using the CR inversion ϕ defined in (11) as one of the generators of the group of CR maps on H n , throughout the rest of the paper we will use the mapφ := ϕ • ι, i.e.φ(ξ) = x,y,ť for every ξ ∈ H n with (x,y,ť) being in turn defined by
We make this choice becauseφ φ(ξ) = ξ, while ϕ ϕ(ξ) = (−x, −y, t) for every ξ = (x, y, t) ∈ H n \ {0}.
We now derive the transformation formulae for ∇ H uφ and ∇ 2 H uφ.
Moreover for every j = 1, . . . , n and every ξ = (x, y, t) ∈ H n \ {0} one has
Proof: By definition (18) one has uφ(ξ) = |Jφ(ξ)| Q−2 2Q u(φ(ξ)). Since for every ξ ∈ H n one has that
Then one also gets
and in a similar way
Now it suffices to use the formulae for
, which are provided in lemma 6.1 in the appendix, in order to conclude the proof.
Remark 2.5. We can rewrite formulae (30) and (31) in the following form
where J ∈ Mat(2n, R) is the matrix defined in (16) and where E ∈ Mat(2n, R) is the block matrix defined by
Using lemma 6.1 we see that the matrix E can be written in the form
where G ∈ Mat(2n, R) is the matrix defined in (16) and where R, S ∈ Mat(n, R) are given by
With these definitions it's easy to see that R + iS ∈ U (n) and hence that E ∈ O(2n).
for every ξ ∈ H n \ {0}, where E is the matrix defined in (33).
Proof: In order to obtain formula (35) it's sufficient to recall the definition of the Heisenberg hessian matrix ∇ 2 H given in formula (14) and use formula (32).
Remark 2.7. Notice that for every ξ = (z, t) ∈ H n \ {0} one has
where G, J ∈ Mat(2n, R) are the matrices defined in (16) and where it's understood that in the previous equality ∇ H u is to be evaluated at the pointφ(ξ).
Proof: In order to conclude one only needs to compute the trace of the matrix ∇ 2 H uφ, given in formula (35).
On the formula which is the analogue to (36) when the CR inversion ϕ is involved, see also [16] , [3] and references therein .
Remark 2.9. By relations (28) and (36) one has
and it is thus a CR invariant operator on H n . In particular, if u ∈ C 2 is a positive solution of
Q−2 , so is u ψ for any CR map ψ on H n . Equation (37) is related to the CR Yamabe problem on H n , see e.g. [16] .
3. Proof of Theorem 1.3 Lemma 3.1. Given ξ 0 ∈ H n , s ∈ R + , V ∈ R 2n , c ∈ R and S ∈ S 2n×2n a symmetric 2n × 2n real matrix, there exists u ∈ C ∞ (H n ) which is positive and such that
Proof: Let w ∈ C ∞ (R 2n+1 ) be a positive function such that
Then by relations (26), (27) and remark 2.2 one has
Proof of Theorem 1.3. We start by showing that a second order differential operator of the form (19) defined on H n which satisfies the invariance properties (i), (ii) and (iii) of the statement is CR invariant on H n . Indeed, using formulae (26) and (27) , for every positive function u ∈ C 2 (H n ) it's easy to see that on H n one has
Moreover, using formulae (32) and (35) one can see that for every ξ ∈ H n \ {0}
where G, E ∈ Mat(2n, R) are the matrices defined respectively in (16) and in (33). The first part of the proof is thus complete. We are now going to prove that a CR invariant differential operator of the second order on H n necessarily satisfies (19) and the invariance properties (i), (ii) and (iii) of the statement.
Let ξ 0 ∈ H n , s ∈ R + , v ∈ R 2n and U ∈ S 2n×2n ⊕ JR. Now consider a positive function φ ∈ C ∞ (H n ) such that φ(ξ 0 ) = s, ∇ H φ(ξ 0 ) = v and ∇ 2 H φ(ξ 0 ) = U , see lemma 3.1. Now use relation (17) with the CR transformation
see also definition (7), and the function φ. By relations (23) , (26) and (27) one has
Evaluating this equality in ξ = 0 yields
Since this holds for every ξ 0 ∈ H n , F (ξ 0 , s, v, U ) does not depend explicitly on ξ 0 . From now on we will write F (s, v, U ) in place of F (ξ 0 , s, v, U ). Now let φ ∈ C ∞ (H n ) be a positive function such that φ(0) = s, ∇ H φ(0) = 0 and ∇ 2 H φ(0) = U and consider the CR transformation ψ(ξ) = ρ M (ξ) = (Bx − Cy, By + Cx, t) for a matrix M = B +iC ∈ U (n), see also definition (9) . Using relation (17) , by formulae (23), (26) and (27) we get
Evaluating such equality in ξ = 0 yields
Consider again a positive function φ ∈ C ∞ (H n ) such that φ(0) = s, ∇ H φ(0) = 0 and ∇ 2 H φ(0) = U and the CR transformation ι(ξ) = ι(x, y, t) = (x, −y, −t), see definition (10) . Using relations (17) , (23), (26) and (27) as in the previous cases and evaluating the resulting equality in 0 ∈ H n gives (40) F s, 0, GU G = F s, 0, U .
Let φ ∈ C ∞ (H n ) be a positive function such that φ(0) = s, ∇ H φ(0) = 0 and ∇ 2 H φ(0) = U , let Q = 2n + 2 and
see definition (8) . By (23) , (26) and (27) , relation (17) yields
.
Evaluating this equality in ξ = 0 gives
Now let v = (p, q) ∈ R n × R n , v = 0 and let ξ 0 := (x 0 , y 0 , t 0 ) with
and define
Then consider a positive function φ ∈ C ∞ (H n ) such that φ(ξ 0 ) = s, ∇ H φ(ξ 0 ) = v and ∇ 2 H φ(ξ 0 ) = U and the CR transformation (10) and (12) . Then one has φ ψ (ξ) = λ Q−2 |ξ| Q−2 H φ λ 2x , λ 2y , λ 4ť , and by relation (17) evaluated in ψ −1 (ξ 0 ) one has
Now by Lemma 6.4 in the appendix we have that φ ψ (ψ −1 (ξ 0 )) = s, ∇ H φ ψ (ψ −1 (ξ 0 )) = 0 and that
with G, J being defined as in (16) and where we recall that v 1 , v 2 R 2n denotes the scalar product of the vectors v 1 , v 2 ∈ R 2n . Then
Now consider the matrix E ∈ O(2n) defined in (33). It's not difficult to see that, when evaluated at the point ψ −1 (ξ 0 ),
Notice that we can apply results (39) and (40) to relation (45) using the orthogonal matrix E, since it can be written in the form G M with
An easy calculation then yields
and hence from relation (46) we get
This equality trivially holds also in the case v = 0, then for every s ∈ R + , v ∈ R 2n , U ∈ S 2n×2n ⊕ JR by (41) one has (47)
Now let λ > 0 and consider the CR map ψ defined in (42). Let ξ 0 = (0, 0, λ 2 ) ∈ H n and pick a positive function φ ∈ C ∞ (H n ) such that φ(ξ 0 ) = 1, ∇ H φ(ξ 0 ) = 0 and ∇ 2 H φ(ξ 0 ) = U . By Lemma 6.5 in the appendix we have that
We now use (40) together with the relation
to conclude that for every λ > 0 one has
Since λ > 0 is arbitrary, we have that for every α > 0
If we consider λ > 0, the CR map ψ defined in (42), the point ξ 0 = (0, 0, −λ 2 ) ∈ H n and a positive function φ ∈ C ∞ (H n ) such that φ(ξ 0 ) = 1, ∇ H φ(ξ 0 ) = 0 and ∇ 2 H φ(ξ 0 ) = U , we can use Lemma 6.6 and repeat the above argument. Thus we obtain 
for a suitable α ∈ R. Then by relations (47) and (50) we finally get that for every s ∈ R + , v ∈ R 2n , U ∈ S 2n×2n ⊕ JR one has
Theorem 1.3 is now proved.
Remark 3.2. Notice that for every positive function u ∈ C 2 (H n ) one has
which, modulo the harmless constant − 2 Q−2 , is the example recalled in remark 2.9.
Proof of Theorem 1.5
We start this section with a lemma which will be needed in the course of the proof of Theorem 1.5.
For u ∈ C 2 (Ω), u > 0 define φ := u
Lemma 4.1. Let Ω ⊂ H n be a bounded open domain, φ ∈ C 2 (Ω) and φ > 0 in Ω. Let η(ξ) = η(z, t) := e δ|z| 2 for δ > 0. Then there existsδ > 0, depending only on sup Ω |z|, such that ∀ δ ∈ (0,δ) and ∀ ε > 0 one has
Proof: For every φ, η ∈ C 2 (Ω) with φ, η > 0 in Ω and every ε > 0 one has
By definition (51) then one gets
A φ+εη = 1 + ε η φ A φ + ε φ∇ 2 H,s η + ∇ H φ 2 2φ ηI 2n + η φ J∇ H φ ⊗ J∇ H φ (53) − ∇ H φ, ∇ H η R 2n I 2n − J∇ H φ ⊗ J∇ H η − J∇ H η ⊗ J∇ H φ + ε 2 A η .
Now notice that
then it follows that
Inserting relation (54) into (53) we get
Now let η(ξ) = η(z, t) := e δ|z| 2 , with δ > 0 to be chosen later. Then for every ξ ∈ H n one has η(ξ) ≥ 1 and
By relations (56) and since
and hence A η is nonnegative definite in Ω. Moreover one also has
and hence
Then from (55) by relations (57) and (58) we have
The proof of the lemma is now complete.
Remark 4.2. Inequality (52) is equivalent to
We are now ready to start with the proof of Theorem 1.5. Proof of Theorem 1.5: We start by proving part (i) of the statement. Let φ := u 
Now by contradiction suppose there exists ξ 0 ∈ Ω such that u(ξ 0 ) < w(ξ 0 ), i.e. such that φ(ξ 0 ) > θ(ξ 0 ). Multiply φ by a constant α * ∈ (0, 1) so that
One can easily prove that α * = sup α ∈ (0, 1) : βφ ≤ θ in Ω, ∀ β ∈ (0, α) . Now use lemma 4.1, and let η(ξ) = e δ|z| 2 for some δ > 0 small enough so that for ε > 0 one has
Choose ε > 0 small enough, so that
For instance this can be achieved by choosing 0 < ε < 1 2 inf
. Then we have θ(ξ 1 ) < α * φ(ξ 1 ) + εη(ξ 1 ). Now, in a similar way as we already did with α * in relations (60), let γ ∈ (0, 1) be such that
for some ξ 2 ∈ Ω, where γ = sup c ∈ (0, 1) : β α * φ + εη ≤ θ in Ω, ∀ β ∈ (0, c) . Consider the CR map τ ξ 2 (ξ) and the transformed functions φ τ ξ 2 , θ τ ξ 2 and η τ ξ 2 , see also definition (7) and relation (23) . By relations (62) then we have
where we recall that ∇ and ∇ 2 denote respectively the gradient and the Hessian matrix of a regular function in R 2n+1 . Now recall that by remark 2.2 for any function f ∈ C 1 (Ω) one has ∇ H f (0) = ∇ z f (0), hence by relation (64) we have
We notice also that (65) implies
Indeed for any z ∈ R 2n let ζ := (z, 0) ∈ R 2n+1 , then we have
Now, by relation (65), this in turn implies that
, so that inequality (68) finally implies (67).
But then by formulae (26) and (27) we have
by (63),
This in turn implies that at ξ 2 ∈ Ω one has
Since A φ ∈ Σ and since γ 2 α 2 * 1 + ε η α * φ > 0 in Ω, by condition (21) we get
Then in ξ 2 ∈ Ω we have
with cA φ ∈ Σ by (70) and with B ∈ S 2n×2n , B ≥ εδγ 2 α * ηφI 2n > 0 by (69). By condition (21) it follows that A θ ∈ Σ when evaluated in ξ 2 ∈ Ω, which contradicts our hypothesis A θ ∈ Σ c in Ω, see condition (59). Then we have u ≥ w in Ω.
Part (i) of the statement of the theorem is thus proved. Now we turn our attention to part (ii).
Consider again φ := u Now suppose by contradiction that there exists ξ 1 ∈ Ω such that u(ξ 1 ) = w(ξ 1 ), i.e. θ(ξ 1 ) = φ(ξ 1 ). Then we have condition (60), this time with α * = 1.
The proof now proceeds as in the previous case (i), where one has just to substitute α * = 1 in all the calculations. Then we can conclude that at some point ξ 2 ∈ Ω one has A θ ∈ Σ, which again contradicts our hypothesis A θ ∈ Σ c in Ω. Thus u > w in Ω, and the proof of the theorem is now complete. 
This is also a consequence of the weak maximum principle applied to the sublaplacian on the Heisenberg group.
Proof of Theorem 1.7
We start this section with some results that will be needed in the course of the proof of Theorem 1.7.
Theorem 5.1. Let n ≥ 1, Q = 2n + 2 and consider
and for ξ ∈ D 1 (0) define
where ∇ denotes the usual gradient of a function defined in a domain of R 2n+1 . Then u, f , g satisfy all of the hypotheses of the theorem, moreover with
If we prove that the result of the theorem holds for the functions u, f , g, that is if we have
Thus we obtain the desired result on u, i.e. lim
Hence without loss of generality we can assume that the functions u, f, g also satisfy
and thus we have to prove that lim
Conditions (71) in particular imply that as |ξ| → 0 one has
where | · | denotes the usual Euclidean norm. Then in D 1 (0) we have 
with 0 < λ ≪ 1 and δ λ (ξ) defined by relation (8) . Notice that, as λ tends to 0, we have on
Hence h δ λ (ξ) = o(λ) as λ → 0, uniformly for ξ ∈ D 1 (0). By relations (72) then we have
uniformly in ξ = (z, t) as λ → 0. By (73) for every ε > 0 there exists λ 0 > 0 such that
Moreover, if we set ξ 0 := 
with c 0 := 1 8 |z 1 | > 0, for every positive λ which is smaller than a suitable λ 1 > 0. From now on we will assume that 0 < λ <λ := min{λ 0 , λ 1 }. Now let σ (ε) be the solution of
Since Ω :
(ξ 0 ) is a smooth domain and since its boundary is characteristic for ∆ H only in the north and south poles of the two balls, i.e. in
problem (77) admits a unique solution which is C ∞ in the interior of the domain, because the operator is hypoelliptic since it satisfies Hörmander's condition (see [14] ), and also up to the boundary in any point which is different from N 1 , S 1 , N 2 , S 2 (see [18] and [15] ). The unique solution of problem (77) is also continuous up to the boundary in all the points, see [15] . By the maximum principle, see [5] , the solution depends continuously on the data of the problem and as ε tends to 0 we have (78) sup
where σ (0) is the unique solution of (79)
By the strong maximum principle, see [5] , we have that σ (0) ≥ 0 in Ω and σ (0) cannot attain its minimum value in Ω. In particular we have σ (0) (0) > 0. Then by (78) if we choose ε > 0 small enough we have
Notice moreover that by the maximum principle one also has
Now fix ε > 0 such that (80) holds, and for 0 < λ <λ and any 0 < r < (ξ 0 ) = ∅. Moreover one also has ∆ H |ξ| −(Q−2)
H is a constant multiple of the fundamental solution of ∆ H centered at 0.
Now notice that σ (ε) = −2ε on ∂D 1 (0), and hence σ (ε) ≤ − 3 2 ε near ∂D 1 (0). But then near ∂D 1 (0) by (75) one has
On ∂D 1
4
(ξ 0 ), by (76) and (77), one has
Finally on ∂D r (0), by (82) and (81), one has
(ξ 0 ) . From the maximum principle then it follows that Θ λ > 0 on the whole domain. Now fix ξ ∈ D 1 (0) \ {0} and let 0 < r < min |ξ| H , 1 8 . For all 0 < λ <λ then we have u λ (ξ) + Ar Q−2 |ξ|
and by letting r tend to 0 we get
Hence by the continuity of σ (ε) and by relation (80) we get
Thus the proof of the theorem is now complete. Exploiting left translations and dilations, defined respectively in (7) and (8), one can easily derive the following Corollary from Theorem 5.1.
For any positive function w ∈ C 2 D 2 (0) , ξ ∈ D 2 (0) and λ > 0 let
for every ξ, η ∈ H n and ε > 0 such that |ξ| H < ε < ε 1 and 0 < |η| H ≤ 1.
Proof: Let γ, ε 0 ∈ (0, 1) be small constants to be chosen later. Let ξ, η ∈ H n and ε > 0 be such that |ξ| H < ε < ε 0 and 0 < |η| H ≤ γ. Then one has This is possible by our hypotheses on the functions u, w. Now for every ξ, η ∈ H n such that |ξ| H < ε < ε 1 and γ ≤ |η| H ≤ 1 we have (86) w ξ,1− √ ε (η) = w(η) + O( √ ε) < w(η) + u(η) − w(η) = u(η).
Relations (85) and (86) together give the desired result.
Lemma 5.4. Assume u ∈ C 2 D 2 (0) \ {0} , w ∈ C 2 D 2 (0) , u > w in D 2 (0) \ {0}, w > 0 in D 2 (0). Then there exists ε 2 ∈ (0, 1) such that for every ε ∈ (0, ε 2 ) one has w ξ,λ (η) < u(η)
for every ξ ∈ H n such that |ξ| H < ε, every η ∈ H n such that |η| H = 1 and every λ ∈ [1 − √ ε, 1 + √ ε].
Proof: Let ε 0 := inf . By inequality (87), for every ε ∈ (0, ε 2 ), every λ ∈ [1 − √ ε, 1 + √ ε], every ξ, η ∈ H n such that |ξ| H < ε and |η| H = 1 we have
The proof of the lemma is now complete. for every ξ ∈ H n and every ε > 0 such that |ξ| H < ε < ε 3 .
Proof: For ε 3 > 0 small enough and every ε ∈ (0, ε 3 ), if |ξ| H < ε < ε 3 one has lim sup We are now ready to prove Theorem 1.7. Proof of Theorem 1.7: Without loss of generality, up to a translation we can assume that ξ 0 = 0.
Arguing by contradiction, suppose that the conclusion of the theorem does not hold, i.e. that where δ jh is the Kronecker's symbol.
∇ H φ ψ (ψ −1 ξ 0 ) = 0 and
