[1] We have modeled the effects of moderate-sized (30-100 km diameter) impacts on Mars using a one-dimensional radiative-convective model. The model computes the evolution of temperature following an impact and includes a subsurface model to compute the evolution of the ground temperature; a hydrological cycle to follow the evaporation, condensation, and precipitation of injected and surface-evaporated water; a radiative transfer code to compute greenhouse warming by CO 2 , water vapor, and water clouds; and an atmospheric thermodynamics module to compute the latent heating due to cloud formation/dissipation. We have found that parts of the Martian regolith may be kept above freezing for 95 days to decades by the modeled events. However, if we include the radiative effects of water clouds, a sustained greenhouse climate is computed for impactors 50 km in size that could be centuries long. The amount of water precipitated out of the atmosphere from vaporization of impactor, target, and polar caps yields global rainfall totals ranging from 40 to 18 m depending on the size of the impactor and assumed background CO 2 atmosphere. We also estimate the surface erosion following precipitation events and find that the total erosion done by all impactors in time is the same order of magnitude as the total erosion estimated to have occurred on early Mars. 
Introduction
[2] The Martian surface contains evidence of fluvial activity in the past, about 3.5 -3.8 billion years ago, in the form of the valley networks. These channels have been estimated [Carr, 1996] to be between 20 and 200 km long with an average length of 60-70 km; the longest valley is 1350 km. Several have large drainage networks and tributaries , suggestive of formation by precipitation. Some channels also show evidence of episodic runoff production rates similar to terrestrial floods supplied by precipitation , while others show evidence of formation by groundwater sapping [e.g., Carr, 1996] . If we consider surface precipitation and groundwater sapping to be the promising mechanisms that formed the valley networks then the properties of the Martian atmosphere and/or surface must have been different as the current average surface pressure and temperature of 6.1 mbar and 220K do not support liquid water on the surface. For groundwater sapping and/or surface runoff to occur, the requirements are available precipitation, substantial enough such that surface runoff is possible either as an erosion agent or as a mechanism for recharging the groundwater table after a sapping episode; and a heat source, either for the surface, the atmosphere, or both, to keep the surface at pressures and temperatures conducive to fluvial erosion for a significant amount of time.
[3] Mars (like the other terrestrial planets) probably acquired water over time from comets and carbonaceous asteroid impacts during the period of heavy bombardment [Chyba, 1990] . Indeed, observations have determined that ice may be ubiquitous in the Martian soil [Boynton et al., 2002] and that water ice resides in both the northern [Malin, 1986] and southern [Bibring et al., 2004] polar caps. Water vapor is an effective greenhouse gas, and if ice were ubiquitous in the Martian soil, then the challenge would be to extract this ice from the ground and release it into the atmosphere where it could contribute to warming by the greenhouse effect, raise the surface pressure, and eventually precipitate out.
[4] The surface pressure of Mars, comprised predominantly of CO 2 , was likely higher 3.5-4 billion years ago, and the enhanced greenhouse due to this increased CO 2 is one way early Mars might have been warm enough to support liquid water on the surface. If one considers the effects of impact erosion, sputtering, and solar wind release of gases, then for Mars to have its current surface pressure, the pressure in the past must have been at least an order of magnitude larger [Brain and Jakosky, 1998 ], and perhaps as large as 5 bars. However, the greenhouse warming due to even this much CO 2 is not enough to bring the surface temperature above 273K [Kasting, 1991; Colaprete and Toon, 2003] if the solar luminosity is 75% of its current value [Gough, 1981] , unless the climate effects of SO 2 are considered [Halevy et al., 2007] . Although surface warming by the scattering effects of CO 2 clouds is possible [Forget and Pierrehumbert, 1997] , the amount of surface warming is sensitive to the presence of dust and water vapor in the atmosphere, both of which act to dampen cloud effects [Colaprete and Toon, 2003] . Indeed, Colaprete and Toon found that the radiative warming of the atmosphere associated with CO 2 cloud formation, as well as latent heating, work to dissipate the clouds when present, leading to only 5 -10K surface warming, depending on the surface pressure. Thus an enhanced CO 2 greenhouse atmosphere is not enough by itself to raise the average surface temperature above the freezing point of water.
[5] A mechanism that could provide both water and heat, and was prevalent during the time period when these valleys are thought to have formed, is a large asteroid or comet impact. The current Martian surface features hundreds of impact basins 100 km in diameter and larger. These large impact basins probably date back to the earliest history of the planet, 3 -4 billion years ago, when large asteroids and comets were prevalent [Kieffer et al., 1992] . The delivery of an impact's tremendous kinetic energy to a planet manifests itself in the destruction of the impactor itself, creation of its crater, and production of ejecta. The ejecta are made up of impactor and target materials and may be in the form of solid rock, melt, or vapor [Sleep and Zahnle, 1998 ] at high temperatures. Along with the vaporization of rocky impactor and target materials is the vaporization of any volatiles in the impactor or target materials, including water, and all of these (rock vapors and volatiles) are subsequently injected into the atmosphere. Water is likely a significant contributor as an asteroid may be 5 -20% water by volume [Lodders and Fegley, 1998 ], a comet may be 50% water [Kuppers et al., 2005] , and the target may be up to 100% water if the impact strikes an ocean or polar caps, or perhaps as much as 20 -40% if the impact strikes Martian permafrost or saturated soil [e.g., Mellon and Jakosky, 1995] . Eventually the hot rock vapor will condense and precipitate out (see following section). Potentially the injected water vapor and precipitated hot debris layer could establish an extensive hydrological cycle on the impacted planet. The debris layer will conduct heat downward, and may melt subsurface ice; the injected water will rain out, causing erosion of the surface; and the massive amount of energy delivered by the impact could take many years to finally radiate to space. Thus impacts could provide both the heat and water necessary to promote erosion of the valley networks by surface runoff, precipitation, and groundwater sapping or a combination of these.
[6] Formation of hydrological systems by the effects of large asteroid or comet impacts has been suggested in the past [e.g., Newson et al., 1996] but has never been studied thoroughly, within the context of large global effects, or with a time-dependent model. Newson et al. focused on ''crater lakes'' and hydrothermal systems within craters: the stability of water and warmth from impact melt within the crater formed by a large impact, and the duration of its existence and effect on the local terrain. These studies take the amount of melt predicted to be left in the crater after impact (often up to km deep) and use a numerical model to compute the lifetime of the lake. There are variations on this, depending on if one assumes the lake is ice-covered, and depending on the various regolith properties such as permeability and composition. However, most studies [e.g., Newson et al., 1996; Rathbun and Squyres, 2002] predict lifetimes of >10 4 years. These studies do not include any sort of coupling to the atmosphere, and focus on conduction of the heat into the subsurface.
[7] This paper is an extension of the work done by Segura et al. [2002] , who determined that one 250-kmdiameter impactor would provide enough melting and rainfall to produce the 50 m global water layer suggested by Carr and Malin [2000] to be necessary to form all known networks. Such large impacts correspond to the earliest history of the planet (>4.2 billion years ago), and hence would have been responsible for formation of the oldest networks on the planet. Since there is evidence of later valley network formation (3.3 -3.8 billion years ago) modeling of smaller objects, corresponding to impacts later in geologic time, must be considered. In this study, we focused on the effects of impactors 30, 50, and 100 km in diameter. We used a new model that includes a simple hydrological cycle (triggered by the melting, evaporation, and precipitation of water at the surface), the latent heat release/absorption during the condensation/evaporation of water vapor into/from clouds, and the radiative effects of the water clouds once they have formed.
Ejecta Production and Model Initial Conditions
[8] It has been shown previously [Sleep and Zahnle, 1998; Toon et al., 1997] that the production of globally extensive, hot debris layers on the surface of a planet is a result of collision with a large object. An impactor (asteroid or comet) will crash into Mars at average velocities of 7-10 km/s [Sleep and Zahnle, 1998 ]; these velocities are planetary-dependent. When the object collides with Mars, the shock of impact will obliterate the object itself and a significant part of the target [Melosh, 1989; Toon et al., 1997] . Most of this target material originates from the crater material but some originates from secondary impacts as pieces of the destroyed main object are launched from the initial site and thrown again to the ground (called gardening). The force of the impact event will pulverize, melt, and/or vaporize these impactor and target materials. The pulverized portion of the material is the portion that remains solid. Because of this, it is not expected to travel far from the impact site, though the smallest, sub-micron, particles might be carried by the wind. The vapor and melt portion of the material have a large amount of stored thermal energy, and expand ballistically from the impact site to great altitude. A part of these ejecta re-enters the atmosphere with little memory of the impact site, and thus, may be globally distributed. Some of the debris exceeds the escape velocity and is lost. The temperature of the ejecta is relatively high; it may be 1000 -3000K [Sleep and Zahnle, 1998 ]. The ejecta retain their high temperature because the energy required for their transport is high, and their low surface to volume ratios inhibit radiative cooling.
[9] Initially, the atmosphere will be too hot for the rock to condense. While the rock is suspended in the atmosphere it will radiate downward onto the surface and upward to space. The radiated heat will evaporate some exposed surface ice, such as the polar caps. The suspended rock vapor will eventually condense and rain out into a global rock rain layer whose thickness depends on the kinetic energy of the impacting body. The precipitated rock is hot because it did not completely radiatively cool. It may be as hot as 2200K, depending on how assumptions are made regarding the partitioning of the debris into vaporized and melted portions, and depending on impactor size and surface pressure [Sleep and Zahnle, 1998 ]; we choose a median value of 1600K. We use the methods employed by Zahnle [1990] and Sleep and Zahnle [1998] to compute the total thicknesses of these globally dispersed ejecta; these are listed in Table 1 . For the Chicxulub impactor, a terrestrial example we can use for comparison, the methods we used (described in detail by Zahnle [1990] and Sleep and Zahnle [1998] , section 3.2) yield roughly 1 -5 mm of globally distributed ejecta, for different assumptions on impactor size. This is consistent with the few millimeter-thick K/T distal ejecta layer existing today [Smit, 1999] , found up to 15,000 km from the impact site. Although this is only one example, it illustrates the potential accuracy of our estimates.
[10] Since the rock ejecta are melted and/or vaporized, any water contained in the ejecta would also be vaporized [Toon et al., 1997] . The vaporized water will expand away from the impactor site in the same manner as the melt/vapor cloud, and some will be lost to space. There are three primary sources of water that make up the total injected water. Following Segura et al. [2002] , these include the ice in the impactor itself, the ice in the target material that makes up the crater, and any surface ice that evaporates while the hot rock vapor is suspended in the atmosphere. The totals from these sources are listed in Table 1 ; please note that the amount of water that has escaped to space has already been subtracted. The injected water remains as vapor in the hot atmosphere because as the rock vapor condenses, it gives off its latent heat to the atmosphere and the atmosphere remains hot. The water will also condense and rain out of the atmosphere, but at a later time than the rock, because of the difference in their vapor pressures.
[11] There are other sources of water that have not been considered. One is the water liberated by ''gardening'' effects. Gardening, or secondary ejecta production, occurs when large pulverized (solid) pieces of ejecta are launched from the initial impact site only to land elsewhere with a large amount of kinetic energy. The force of impact could melt and evaporate additional water. Another source is water that could be ''sizzled'' by the rock vapor as it falls from the atmosphere and lands on the surface. This would be water not originating from the impactor or crater materials, but water that is evaporated or melted by the precipitation of the rock rain onto the top surface layer. Inclusion of these sources could increase the amount of injected water by a factor of two (K. Zahnle, personal communication, 2002) , however they are not considered here because of uncertainties in their actual quantities.
[12] We modeled the climate effects of impacting objects of size 30 km, 50 km, and 100 km in the following manner. Each event includes a hot (1600K, as described previously) debris layer of a defined thickness, a defined injected water amount, and an assumed initial atmospheric temperature profile. The atmospheric temperature at the ground is assumed to be near the debris temperature (600K); the profile follows the moist adiabat to the stratosphere, and then is isothermal (200K) to the top of the atmosphere. Thus time = 0 for our one-dimensional model is after the rock vapor has condensed and rained out onto the surface, but the injected water remains in the hot atmosphere. It is possible that at this stage some sub-micron dust will remain in the atmosphere but the effects of this are not considered here and remain for a further study. The ambient background surface pressure is 100% CO 2 at a partial pressure of 150 mbar, which is small enough to track the effects of the added water and heat accurately. Later we describe how the results are affected by predicted larger background CO 2 pressures. The solar luminosity is set at 75% of the current value. These input parameters are listed in Tables 1 and 2. Parameters that remain constant regardless of impactor size include the solar luminosity, the impactor velocity, 9 km/s, the asteroid water content, 5% by mass, and the average regolith water content, 20% by mass under a 40-cm dry cap [Boynton et al., 2002] .
[13] The injected water and the debris layer have energies associated with them, and these energies are responsible for the global warming following the event. Firstly, the injected water delivers energy in the form of latent heat. Secondly, there is energy associated with heating the atmosphere to above-ambient temperatures. Thirdly there is the energy in heating the debris layer to 1600K. The sum of these energy terms is the total energy assumed to remain on the planet after the event, and is responsible for driving the modeled processes immediately following the impact event. Table 3 summarizes these energies; the sum of all three is only a small percentage of the total kinetic energy of the impact.
Description of the Numerical Model
[14] The model used for this study differs from that used by Segura et al. [2002] . Its basis is the same 1-D radiative- convective model coupled to a 1-D finite difference subsurface model. However, in this study, it was necessary for the model to properly handle the addition and removal of water at the surface at each time step. When there is no surface precipitation or evaporation, the pressure, masses, and mixing ratios stay constant in time. When there is surface removal/addition of mass, the surface pressure is changed to reflect this difference, and the pressures at all levels are all recomputed, keeping the same ratio of pressure differences between them.
[15] When water vapor is present in the atmosphere, the equivalent potential temperature is a quasi-conserved quantity. In our model potential temperature is used to update the temperature, pressure, and gas amounts at every time step. Once the potential temperature is updated via both radiative transfer and vertical diffusion, the model updates the atmospheric temperatures, incorporating any latent heating from the condensation or evaporation of clouds. Density and height are computed via hydrostatics, and pressure is kept a constant with time, unless water is fluxing into/out of the atmosphere.
[16] The water may condense and evaporate within the atmosphere, releasing latent heat with each phase change, may evaporate into the atmosphere from the surface, and may precipitate out of the atmosphere when it is saturated. The model saturates from the top of the atmosphere downward, as the top layers cool off first. When the relative humidity in a layer exceeds 100%, that layer is saturated. The part of the vapor mass in the layer that is supersaturated condenses, and the remaining mass stays as vapor. The portion that condenses is assigned to be cloud. If instead the atmosphere warms a little, and a previously saturated layer becomes unsaturated, the cloud is allowed to evaporate: the mass of the layer previously assigned to be cloud particles becomes vapor once again. The latent heat exchange between the atmosphere and the water during these phase changes is computed and used to update the temperature in the next time step.
[17] The first layers to saturate are in the upper atmosphere. Then as the atmosphere continues to cool, lower layers also saturate and the cloud moves downward in height. When the cloud reaches the surface (bottom layer is at 100% humidity), the cloud particles precipitate out of the atmosphere. When precipitation occurs, water is removed equally from the entire atmospheric column. The pressures at the remaining layers are then recomputed but kept as equal fractions of the surface pressure. The total remaining water column is then redistributed such that the total (cloud plus vapor) water mixing ratio is the same at all heights.
[18] The water module also handles evaporation of water from the surface. When the density of water corresponding to the vapor pressure at the ground temperature exceeds the density of the partial pressure of water at the ground, evaporation occurs. The following equation is used to compute the evaporation rate at every time step:
where W s is the average wind speed in the boundary layer, assumed to be 1 m/s following Colaprete and Toon [2003] , C d is an average drag coefficient, assumed to be 0.015 and computed from the equations in a Mars boundary layer model [Haberle et al., 1999] , and the expression in parentheses is the density gradient. This evaporation will turn off if the density gradient is negative or if the surface reservoir of water has been exhausted. When evaporation occurs, water (as vapor) is added equally to the entire atmospheric column. The surface pressure is adjusted for the added water mass and the pressures at the remaining layers are kept as equal fractions of the surface pressure.
[19] There is no vertical sedimentation of the cloud particles in the model. In reality the cloud particles will fall down and evaporate as they fall through warmer air. However, if particles fall and enhance the pressure below, creating a pressure gradient, the wind would move material back up at very high speed to maintain hydrostatic balance. In this way, the particles do not really move down. As time goes on, the cloud slowly spreads to cover the atmosphere, not because it falls, but because the lower layers cool and the water vapor in those layers condenses. The water is ultimately removed from the atmosphere at the ground via precipitation.
[20] We modeled two sets of runs: in the first, the radiative effects of the water clouds are not considered, and in the second, the radiative effects are considered. In the second case, the radiation code computes the optical effects of water cloud particles. Water clouds strongly absorb in the infrared but mainly scatter at visible wavelengths. All water cloud particles are assumed to be spherical and to have radii of 100 mm or 1 mm (depending on the particular simulation, see section 4); there is no size distribution. The single scattering albedo, w, the asymmetry parameter, g, and the extinction coefficient, Q e , associated with the 100-mm or 1-mm cloud particles are all read in from a Mie code for the 60 individual wavenumbers used in our radiative transfer model and are considered to be constant across the eight probability intervals (see Colaprete and Toon [2003, section 5 .2] for a description of the radiative transfer model). The optical depth due to clouds is: where M cloud is the mass of cloud in the layer and r eff is the effective radius of the cloud particles. The asymmetry parameter, g, and the single scattering albedo, w, are crosssection weighted with the gas values in the two-stream model to compute the total scattering and absorption due to gas and cloud together. The total optical depth in a layer is then the sum of the cloud, gas, and Rayleigh optical depths. The use of only 100-mm-and 1-mm-sized particles reduces the cloud optical depth as governed by equation (2), compared with smaller sized particles. In a real atmosphere, particles of sizes 1 mm to 1 mm could be present.
Results and Discussion
[21] First we consider the case where a 150-mbar background CO 2 atmosphere is assumed, latent heating and the hydrological cycle are included, but the radiative effects of the clouds are excluded. As clouds form, the vapor gives up its latent heat to the atmosphere and as clouds dissipate, they remove heat from the atmosphere in the phase change. When surface evaporation occurred water would be added as vapor to the cooling atmosphere, and more clouds would form. The hydrological cycle and the latent heating associated with this prolonged condensation kept the atmosphere warm, and the ground temperature remained above 273K for 0.2, 0.5, and 2.5 years after impact for the 30, 50, and 100-km objects, respectively (Figure 1) . Results from Segura et al. [2002] show that following the 100-km impact, the planet's surface temperature remains above freezing for about 1.5 years. Thus the difference between the warm periods computed by the two models is small. In both cases the same amount of energy is available in the debris layer. Energy can dissipate from the planet only by radiating to space out of the top of the atmosphere, and in the new runs the energy is dissipated slightly more slowly because the hydrological cycle, which allows recycling of water at the surface, increases the water residence time in the atmosphere.
[22] We kept track of the quantities of water precipitated from the atmosphere, evaporated from the ground, and collected on the surface as functions of time. The water that contributes to any of these three totals originates from two processes. The first is the initial water injected following impact from the three possible sources described in section 2 (impactor, target crater material, and polar caps/ surface ice). The second is water that melts in the subsurface as the thermal pulse from the 1600K surface propagates downward. Both of these sources contribute to the surface water total, from which, if the gradient in equation (1) is positive, water may evaporate back into the atmosphere and condense and precipitate out. Therefore one drop of water from either the initial atmospheric injecting or the subsurface melting may find itself in any one of the three water totals as water is recycled in this hydrological cycle. The travel to the surface of water melted in the subsurface is not explicitly modeled, and it is assumed that all water melted below ground could potentially be evaporated. Therefore the subsurface melt totals reported here are maxima. However, the water mobilization may play a role in erosion of the surface by groundwater sapping and precipitation of the initially injected water could recharge the water table. Since the focus of this paper is on the climatic effects of impacts, the infiltration of surface water into the subsurface and the flow of water on the surface are not explicitly modeled. A more detailed, and probably three-dimensional, surface model would be required.
[23] Figure 2 shows the precipitation, surface water total, evaporation, and subsurface melt, as functions of time for all three objects modeled, with 150-mbar background CO 2 and the radiative effects of water clouds excluded. While the initially injected water remains too warm to condense and precipitate out in the atmosphere, the only water available to contribute to the evaporation total is that which is melted in the subsurface. This is shown in Figure 2 where for all objects, the evaporation total follows the subsurface total initially. As the atmosphere cools and water (both the initially injected quantity and the quantity evaporated from subsurface melt) condenses, precipitation begins and evaporation and precipitation occur simultaneously. The surface water reservoir total begins to fill when the subsurface melting has ceased, and when precipitation exceeds evaporation. Thus the surface water total represents the water that is on the surface at any given time, able to form lakes, flow, and erode surface materials. Figure 2 shows that at any given time this ''ocean'' may be meters deep globally. A global average thickness of water equal to 1 m is equivalent to some 10 5 km 3 of water, which could completely fill seven 50-km-diameter craters, or 880 10-km-diameter craters, assuming the volume of a crater, V = pHD 2 /8 and H, the crater depth, is $0.29 D [Melosh, 1989, p. 119] . The temperatures in Figure 1 show when this surface reservoir will probably freeze, although liquid water could persist under a frozen surface [McKay and Davis, 1991] . The total precipitation curve is also important, as it represents the total flux of water through the system: water may cycle through the atmosphere several times before evaporation shuts off.
[24] In addition to extending the time the surface is above freezing, the prolonged residence time of the atmospheric water also contributes to higher rainfall totals in our present calculations than in Segura et al. [2002] , shown in Table 4 . Precipitation rates may be determined from Figure 2 . Precipitation is continuous for 0.5, 0.7, and 3 years after impact for the 30-, 50-, and 100-km objects, respectively. If Figures 1 and 2 are compared, one can see that the last stages of precipitation probably represent snowfall, rather than rainfall, but valleys could form by snow by the basal melting of snow packs [Carr and Head, 2003] .
[25] The energy added to the model to represent the impact was summarized in Table 3 . The only way this energy may leave the planet is out the top of the model, as the atmosphere radiates to space. As a conservation check on the model, we kept track of this energy as the model progressed in time. The product of the net flux at the top of the atmosphere (F IR,net À F sol,net ) and the time step was recorded at each time step and summed over the entire simulation time of the run. This sum is the total energy radiated out the top and should be equal to the energy put Figure 2 . (dashed curve) Precipitation, (dash-dotted) evaporation, (solid) surface water total, and (dotted) subsurface melt as functions of time for the (top) 30-km object, (middle) 50-km object, and (bottom) 100-km object with 150-mbar background CO 2 and the radiative effects of water clouds excluded. From this figure, precipitation rates may be determined (Table 4) . Figures 1, 2, 4 , and 5. If precipitation lasts for longer than 1 year, annual precipitation is given. None of these runs includes the radiative effects of water clouds.
into the model initially (Table 3 ). Figure 3 confirms that this is so, using the 50 km object as an example.
[26] Additional runs were performed where larger background CO 2 atmospheres were considered. In these runs, 1 or 2 bars of CO 2 were combined with the impact-generated water vapor. For these higher CO 2 pressures, it was necessary to consider the effects of pressure broadening using pressure-induced absorption parameters [Colaprete and Toon, 2003] . The extra absorption determined by these parameters is simply included in the optical depth sum for each layer at each wavelength. Runs for a 50-km object with 1 and 2 bars of CO 2 and a 100-km object with 1 bar of CO 2 were performed. Because of the added greenhouse effect from the increased CO 2 pressure, the planet stays above freezing for a longer period of time, and therefore produces more rainfall than the lower-pressure cases. As expected following the results of Colaprete and Toon, although the added CO 2 contributed some to the greenhouse, the final equilibrium temperatures were nowhere near the freezing point. Temperature and precipitation curves are shown in Figures 4 and 5.
[27] The next cases included latent heating, the hydrological cycle, and the radiative effects of water clouds composed of 100-mm or 1-mm particles. Water clouds absorb in the infrared but scatter in the visible. It is expected that the clouds will be thick and will block much of the incoming sunlight to the surface. However, the clouds also create a greenhouse effect. Figure 6 shows a typical profile of the net upwelling and downwelling solar and infrared fluxes as functions of height when the atmosphere is near saturation and the entire atmosphere contains water clouds (100-mm example). This figure shows the atmospheric radiative fluxes with water cloud effects included 600 days following the 30-km impact. The atmosphere is out of equilibrium, which is why the fluxes do not balance at the top of the atmosphere. The net flux, F IR,net À F sol,net , is negative meaning the planet is receiving more energy from the sun than it is radiating away in the infrared. This illustrates the greenhouse effect of the clouds.
[28] Figure 7 shows the surface temperature as a function of time for the 30-and 50-km objects, with 100-mm cloud radiative effects included. The period of warmth has now Figure 3 . F net, top Â dtime integrated as a function of time for the 50-km object. The curve is asymptoting to a value near the calculated value of 3.38 Â 10 9 (Table 3 ). Figure 7 shows that the planet does not return to the same equilibrium temperature of 212K as it did in previous results. Instead, it equilibrated at about 250K and maintained this temperature to the end of the simulation time. Indeed, Figure 8 shows that this warmer temperature is maintained for centuries. Thus the presence of the clouds maintains a new greenhouse climate regime. If the planet warms up, the cloud particles may evaporate and the clouds begin to thin, reducing their effect. However, if the planet then cools, the atmosphere saturates more vapor, the clouds thicken again, radiate less to space and serve to warm the planet. Although the global mean temperature of 250K is below freezing, it is likely that there will be regions of the planet above freezing seasonally. This model included 100-mm particles but as stated previously, particles of sizes 1 mm to 1 mm would be present. To show the effect of differing particle size, we ran cases where the clouds were made of 1-mm particles. In these runs (illustrated by the temperature profiles in Figure 9 ), the sustained greenhouse climate regime is observed for the 50-km object, but not the 30-km object. For the 30 km object, although F IR,net À F sol,net falls to negative values, as more water rains from the Figure 5 . (dashed curve) Precipitation, (dash-dotted) evaporation, (solid) surface water total, and (dotted) subsurface melt as functions of time for the (top) 50-km 1-bar background CO 2 , and (middle) 50-km 2-bar and (bottom) 100-km 1-bar objects, excluding the radiative effects of water clouds. From this figure, precipitation rates may be determined (Table 5 ). atmosphere, this quantity eventually becomes positive and the planet cools down. With the inclusion of 1mm particles, the time the planet is above 273K is about the same as the cases where cloud radiative effects are excluded, and are shorter than those time periods determined for the 100-mm cloud cases. The cloud model used assumes the clouds are distributed throughout the vertical range of the model. As described above, the strength of the greenhouse effect depends on the height at which the clouds are radiating: high thin clouds are more efficient warmers than are low thick clouds. Perhaps this simplification of the model leads to overestimated warming by the clouds. To understand this we looked at 3-D model studies of this same problem.
[29] In a 3-D model study [Colaprete et al., 2005] of a 10 km impact event, 1/3 the diameter of the smallest modeled here, the global mean surface temperature remains above freezing for decades, maintained by the greenhouse effect of the clouds (the F IR,net À F sol,net is negative). In the 3-D model, the greenhouse finally collapses when sufficient water vapor is removed from the atmosphere and is deposited at the poles. To mimic this sink, we added an additional water vapor removal rate equal to 1 mm/day, which is about equal to the magnitude of the water vapor sink in the study by Colaprete et al. When this sink was included in the 30-and 50-km cloud simulations (with 100-mm cloud particles), again the 30 and 50 km results differed. For the 30-km object, the temperature decreased all the way down to the equilibrium temperature of 212K, after the net flux at the top of the atmosphere became positive. For the 50-km impactor, with the same water vapor deposition (sink) rate, the greenhouse climate regime is sustained as it was for the 1-mm particles (Figure 10 ). This suggests that there may be a minimum impactor energy needed to push the planet to this sustained climate regime. When larger particles, contributing less to the optical depth, are assumed and when a polar cap deposition is mimicked, the larger object carrying Since the planet is radiating away less than it is receiving from the sun, the net flux is less than zero and the planet continues to warm. 5 times greater kinetic energy reached the warmer climate; the smaller object did not. Thus the greenhouse might be altered by the size of the impactor, changes in particle size, where the cloud is located vertically, and whether there are additional sinks for the water vapor not properly modeled in this 1-D model.
[30] Precipitation lasts much longer in the runs where the cloud effects are included, because the clouds keep the planet warm. Figure 11 shows the precipitation, evaporation, surface water, and subsurface melt as functions of time for the 30-and 50-km objects with 100-mm cloud particles. After an initial quick rainout period, the atmosphere continues to evaporate surface water and to generate rainfall for several years. The precipitation rate during this longer period of rainfall is only about 1 mm/year but precipitation (probably as snow, but perhaps as rain in more equatorial regions) continues for at least centuries after impact while the greenhouse climate is sustained. It is difficult to compute a precise precipitation rate for the objects where cloud effects are included because there are essentially two distinct phases: the first 1 -2 years following impact when the rainfall is quick, and later times when prolonged slow evaporation and precipitation of the hydrological cycle propelled by the cloud greenhouse.
[31] Results from all of the runs described previously are summarized in Tables 4 and 5 .
Erosion Rates due to Precipitation
[32] Exactly how much erosion was required to carve the Martian valley networks remains unclear. Carr and Malin [2000] have suggested that a global water layer equal to 50 m deep would be required. After one 50-km impact event, we found that 85 cm of global rainfall and 75-cm deep bodies of water are probable. The total rainfall caused by all Martian impacts may be estimated using a power law fit to the points obtained in this research. Figure 12 shows a plot of total rainfall as a function of impactor size for cases where the CO 2 pressure is 150 mbar and the water cloud effects are excluded. The three modeled points for cloudfree 30-, 50-, and 100-km-diameter objects are shown, and a line is fitted to these points. The best power law fit to these points is the following equation:
where R tot is the total rainfall, D is the diameter of the impacting object, and the impacting velocity is assumed to be 9 km/s. Because the power in equation (3) is <3, it can be assumed that smaller objects are more efficient at causing rainfall than are larger objects, and that the cumulative effects of many small objects will probably contribute more to the rainfall totals than a few large objects. Figure 12 also shows the points for the 200-and 250-km-diameter objects from Segura et al. [2002] . These points do not exactly fit on the curve because for these runs effects such as surface water recycling and the cloud latent heating effects were excluded. From the data in Figure 13 we know the number of objects that have impacted Mars for a given size. This information, plus the amount of rainfall expected following each impact, permits integration of the total rainfall caused by all impact events. Including impacts of objects larger than 10 km diameter, and only considering cases where the cloud effects are not included, the total rainfall supplied by impacts is about 650 m, which is 12 times greater than the amount of water needed to carve the rivers suggested by Carr and Malin [2000] . It must be noted, however, that Carr and Malin may have underestimated the total amount of erosion required as other analyses [e.g., Hynek and Phillips, 2003] suggest that the networks are far more extensive than determined previously.
[33] If the atmospheric CO 2 content was greater than 150 mbar, the rainfall total will be much larger. We again fit a power law curve to the rainfall totals in Table 4 for cases with 1 bar of CO 2 and cumulatively summed the number of impactors greater than 10 km. Including impacts Figure 11 . (dashed curve) Precipitation, (dash-dotted) evaporation, (solid) surface water, and (dotted) subsurface melt as functions of time for the (top) 30-km and (bottom) 50-km objects with 100-mm water particles and 150-mbar background CO 2 . Initially, precipitation is rapid but as the temperature becomes constant, so does the precipitation rate. Summaries of runs including cloud radiative effects, latent heating, the hydrological cycle, and the polar cap sink for atmospheric vapor. If precipitation lasts for longer than 1 year, annual precipitation is given. Rainfall totals and precipitation rates apply to the quick rainout phase only and not the sustained greenhouse regime. Compare with Figures 7 -11 . of objects larger than 10 km diameter, and only considering cases where the cloud effects are not included and the background CO 2 pressure is 1 bar, the total rainfall supplied by impacts is 3 km, which is about 60 times the total suggested by Carr and Malin [2000] .
[34] Our rainfall estimates are globally averaged numbers because they were determined using a 1-D model. In reality there will be some places on Mars that receive very little rainfall, and there will be places that receive several tens of centimeters after every impact. It is not expected that rivers would be located only near the craters of the objects that created the rivers. Most of the hot debris layers that melt out groundwater are global in extent and have little memory of the impact event; however, there is also a local debris layer that could cause melting. Moreover most of the water from the impactor would remain in the atmosphere sometime before it rained out. Topography would govern where clouds would form, where the water would eventually rain out, and where surface water would pond, collect, and flow. Determining the spatial distribution of rainfall requires a 3-D model with proper topography.
[35] Denudation rates for Mars in the Noachian have been estimated in the past on the basis of crater degradation.
Rates of 0.1-5 mm/year would be consistent with the erosion that seems to have occurred on early Mars [Craddock and Maxwell, 1993] . It has been estimated [Golombek and Bridges, 2000] that these high (by Martian standards) erosion rates existed for about a half billion years during the Noachian. If so, then they correspond to 50-2500 m of total erosion during this period. We now attempt to make rough estimates of the amount of erosion provided by precipitation following these events and compare these numbers to the 50-2500 m introduced above.
[36] Erosion due to surface runoff on the Earth may be either measured outright or computed using the Universal Soil Loss Equation (USLE) or some variant of it. Here we estimate the erosion due to precipitation following impacts and compare this with the predicted erosion on Mars during the Noachian. The USLE, developed by Wischmeier and Smith [1978] to estimate terrestrial topsoil erosion is:
where A is the average annual soil loss in tons/acre over the period of R (usually one year), R is the erosivity index which is a function of annual rainfall rate and drop size, K is Figure 12 . Total rainfall as a function of impactor size, extrapolated from the points for the cloud-free, low-CO 2 (150 mbar) cases (triangles). The 200-and 250-km cloud-free, 150-mbar CO 2 objects modeled in Segura et al. [2002] are also included (squares). [Cheeseman and Wolpert, 1994] . Each data point represents craters that are actual features on the planet and does not include lunar isochron data or extrapolations.
the soil erodibility factor in tons/acre, the product LS is the topographic factor and depends on slope and the slope length of the basin (horizontal distance from the start of flow to the deposition area at the channel), C is the cropping factor and depends on crop type and number, and P is the conservation factor and depends on how an agricultural field is set up (for example, whether terracing is used). K can vary from 0.12 (bedrock) to 0.48 (silt) [Schwab and Frevert, 1985] . Values of both L and S equal 1 for the unit plot conditions of 72.6-ft length and 9% slope. The product LS is typically 4 -6 for large basins [Faye et al., 1980] . R is defined as the product of the kinetic energy in a particular storm (in ft ton/acre) and its maximum 30-minute intensity (in inch/hr) summed over all storms in a year. Typical R factors for the Earth include 700 (New Orleans), 575 (Miami), and up to 1000 and higher for devastating storms in monsoon regions such as India [Renard et al., 1997] , in units of ft-ton-inch hr À1 acre À1 year
À1
. The value of R may be estimated with the following empirical formula, which is a function of annual rainfall:
where R is in 10 2 N/hr (1 ft ton inch hr À1 acre À1 = 0.01702 N/hr) and X is the annual precipitation in cm [Lo, 1985] . To test the validity of the USLE and this empirical formula we looked at a measured terrestrial erosion example and compared those results with the results obtained using the USLE and equation (5) for R. Data collected from 1959 -1964 in the Arroyo de los Frijoles Basin, New Mexico [Leopold et al., 1966] , found that the average erosion for the basin was 0.015 ft/year = 0.46 cm/year = 45 tons/acre/yr in USLE units, assuming the density of the soil is 2200 kg/m 3 . According to their data, the average annual rainfall for the region was 12 in/year = 30.5 cm/year. Using equation (5) this corresponds to R = 85. Using the USLE for R = 85, and estimates of K = 0.12 (this data was for erosion of the Santa Fe Group bedrock), LS $ 4, and P $ C $ 1, we compute the erosion using the USLE to be 41 tons/acre/yr, very close to the measured erosion of 45 tons/acre/yr, demonstrating the potential effectiveness of equation (5) and the USLE in estimating erosion.
[37] We assume that the USLE may be applied to Mars, and define the factors as follows. For Mars, C and P are both 1 because there is no vegetation on Mars. K again ranges from 0.12 (bedrock) to 0.48 (silt) [Schwab and Frevert, 1985] . LS ranges over orders of magnitude depending on the steepness and slope length of the basin. For a slope of 0.2%, LS ranges from 0.05 to 0.06; for a 10% slope, LS ranges from 0.35 to 7.02; for a 30% slope, the range is 0.48-34.7. The highest value of LS is 72 for a slope of 60% and a slope length of 1000 ft. Table 6 shows how the product of LS and K varies, which is useful because we will be applying the USLE to the entire Martian globe. There will be places where the slope is steep, the slope length long, and the soil dusty, and there will be places where the slope is gentle, and the soil like bedrock. The most likely average values of the KLS product are 0.60 to 2.1 because LS is usually equal to 2.0 -6.0 for large basins [Schwab and Frevert, 1985] and K again ranges from 0.15 -0.45.
[38] Table 4 gives the total precipitation for each of the events modeled without the effects of clouds included. Table 7 shows the erosion rate computed by the USLE (assuming a soil density of 2200 kg/m 3 ) and the total denudation per event estimated by the USLE. This is found by multiplying the estimated erosion rate by the time length of the precipitation. For example, for the 100-km object with water cloud radiative effects excluded, rain falls for about 2 years after impact, so the total erosion per event is the rate times 2 years.
[39] With estimates of the total erosion per event, we need only multiply by the number of events to get the total erosion by rainfall from all contributing impactors ( Figure 13 ). We again fit a power law curve to the erosion totals in Table 7 for cases with 1 bar of CO 2 and cumulatively summed the number of impactors greater than 10 km. If there was 1 bar of CO 2 on early Mars, the total erosion by rainfall from all impactors 10 km diameter and larger is 2.6-46 m depending on whether we use the high or low values in Table 7 , which of course depend on LS and K. The high-value erosion total of 46 m matches the lowest hypothesized Noachian erosion rate, 0.1 mm/year for 500 million years, or 50 m.
[40] The above computations show that nearly 50 m of erosion may be done by precipitation/runoff following all objects 10 km and larger if the surface pressure was 1 bar. These erosion totals, however, are certainly minima. Firstly, the erosion totals are likely higher in localized regions but due to limits of the 1-D model these are not considered, Table 6 ; ''high'' values use the largest bold number in Table 6 .
although they are important for smaller impactors, whose effects are not predominantly global. The effects of these smaller impactors are being studied currently [Colaprete et al., 2005] . Secondly, these estimates stem from consideration of the global portion of the impact debris only; the pulverized portion is not included, from which more water could be mobilized. Thirdly, the precipitation is not really global as we assume: some areas will be more eroded than others. It does not seem appropriate to use one value of R for the entire planet, as we know the Earth has a range of values from arid to wet. Fourthly, these estimates were made using the data for which cloud radiative effects are not included, so the effects of the sustained greenhouse regime are not included. Finally, the erosion estimates include the total effects of only those impacts whose craters are visible today. The number of events from Figure 13 does not include buried craters or craters that have been eroded away so the total number of impactors is certainly greater.
[41] Roughly 92% of valley networks are Noachian in age, 4% are Hesperian, and 4% are Amazonian [Carr, 1996] , and although the exactness of these numbers may be argued, they suggest a ''falling off'' of network formation and development over time. If impacts are responsible for network formation and development, there are two possible explanations for this decline. Firstly, as the period of Heavy Bombardment came to an end, large (!10 km) impactors became less and less frequent. It has been suggested that today, the impacting rate for a 10 km object on the Earth is roughly once every 100 million years, but might have been 10 -100 times greater 3 -4 billion years ago [Hartmann, 1999] . For Mars, with a possibly higher average crater production rate of 1.3 times that of Earth [Hartmann, 1999] , but about 1 = 4 the surface area, the current impacting rate for a 10 km object is then only about once every 300 million years. Secondly, because the surface pressure of Mars was predictably higher in the past, the higher heat capacity of the thicker atmosphere likely slowed down the radiative cooling of the atmosphere, so the climate effects lasted much longer in the thicker atmosphere. This was shown in our comparisons of the 150-mbar, 1-bar, and 2-bar CO 2 atmospheres (Table 4) . To demonstrate the climatic effects of an impact on current Mars, we ran a 30 km impactor case (with no cloud radiative effects) with a 6.1-mbar background CO 2 atmosphere and found that the global surface temperature fell below freezing after only one day as all energy radiated to space rather quickly in the thinner atmosphere. Considering the two of these possible scenarios, we might see a day or two of precipitation on Mars every 300 million years, which pales in comparison to the months to centuries of climate effects described here caused by larger objects impacting more frequently in the early history of Mars.
Conclusions
[42] We have shown how impacts may have caused intense but brief periods of precipitation and warm surface temperatures on early Mars. Several recent morphological analyses [e.g., Stepinski et al., 2004; Stepinski and Stepinski, 2005; Luo and Howard, 2005] suggest that many Martian drainage systems are more extensive than previously thought, but may have formed in a predominantly dry and cold climate interrupted by brief periods of rainfall. For example, a fractal analysis of the Martian drainage networks concluded [Stepinski et al., 2004] that the Martian terrain experienced enough limited rainfall to begin the carving of channels, but not enough to form a complex slope distribution. Specific examples of basins possibly formed by intense precipitation events have also been found [e.g., Irwin et al., 2005] . Impacts may have provided the periodic intense climate episodes suggested by these researchers, in the ways demonstrated previously.
[43] In addition to the valley networks, impact effects could have formed other geological features. The precipitation and runoff following impacts could have formed recently discovered fluvial deposits [Malin and Edgett, 2003; Moore and Howard, 2005] , especially if the effects are seasonal as 3-D modeling suggests [Colaprete et al., 2005] . The flow and ponding of the surface water following impacts could have formed the hematite spherules, sulfates, and deposition marks at Meridiani Planum [Squyres et al., 2004] . Gray crystalline hematite typically forms on Earth in temperature above 373K [Catling and Moore, 2003] and in the results shown here, the temperature of the rain produced exceeds 350K and falls on a surface of 300+ K (Figures 1  and 2 ).
[44] The erosion due to precipitation computed here is the same order of magnitude as the assumed lower limit of erosion during the Noachian but it is possible that these 1-D results represent minima of the precipitation and surface water totals. Research has begun on the study of impacts in three dimensions using the General Circulation Model (GCM) at NASA-Ames Research Center [Colaprete et al., 2005] . The GCM includes many more processes than are included in this simple 1-D model such as cloud microphysics, atmospheric dynamics, and polar cap sublimation/ deposition. Initial results from the GCM suggest that the global average rainfall totals might be a factor of three or more larger than the values reported here, with some individual areas possibly receiving a hundred meters or so of direct rainfall. The same sustained greenhouse climate is seen in both the 1-D and the 3-D models when the radiative effects of water clouds are included. When the effects of clouds are considered, it has been found that perhaps 10-20 seasons of warmth are possible following impact with only a 10-km-diameter object [Colaprete et al., 2005] , which may be long enough to form some observed fluvial features [Jerolmack et al., 2004] . Additional runs should be attempted where the radiative effects of clouds and an ambient CO 2 atmosphere greater than 150 mbar are included. There is obviously much more research that can be done on impacts on Mars.
[45] The impact mechanism as a source for the Martian valley networks is appealing for several reasons. Firstly, we know impacts occurred because their craters remain. Secondly, it was already well accepted that large impacts on Earth might have produced extraordinary terrestrial phenomena such as boiling the oceans [e.g., Sleep et al., 1989] . Finally, it is well known that the valley networks in general date from the earliest history of Mars, which is also a time of enhanced impacts. In summary, impacts have occurred for certain, they are a solar system-wide phenomenon that is already suspected of producing high-temperature events on terrestrial planets, even modest impacts can lead to large water releases, and the timing of enhanced large impact events generally corresponds to the period of formation of the fluvial features on Mars. The hypothesis that impacts caused the formation of the valley networks is a wholly uniformitarian picture of how the valley networks formed on Mars.
