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Abstract. We establish the rectifiability of measures satisfying a linear
PDE constraint. The obtained rectifiability dimensions are optimal for
many usual PDE operators, including all first-order systems and all second-
order scalar operators. In particular, our general theorem provides a new
proof of the rectifiability results for functions of bounded variations (BV)
and functions of bounded deformation (BD). For divergence-free tensors
we obtain refinements and new proofs of several known results on the
rectifiability of varifolds and defect measures.
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1. Introduction
Let A be a kth-order linear constant-coefficient PDE operator acting on
R
m-valued functions on Rd via
Aϕ :=
∑
|α|≤k
Aα∂
αϕ for all ϕ ∈ C∞(Rd;Rm),
where Aα ∈ R
n ⊗ Rm (∼= Rn×m) are (constant) matrices, α = (α1, . . . , αd) ∈
(N∪{0})d is a multi-index and ∂α := ∂α11 . . . ∂
αd
d . We also assume that at least
one Aα with |α| = k is non-zero.
An Rm-valued Radon measure µ ∈ M(U ;Rm) defined on an open set U ⊂
R
d is said to be A-free if
Aµ = 0 in the sense of distributions on U . (1.1)
The Lebesgue–Radon–Nikody´m theorem implies that
µ = gLd +
dµ
d|µ|
|µ|s,
where g ∈ L1(U ;Rm), |µ|s is the singular part of the total variation measure
|µ| with respect to the d-dimensional Lebesgue measure Ld, and
dµ
d|µ|
(x) := lim
r→0
µ(Br(x))
|µ|(Br(x))
is the polar of µ, which exists and belongs to Sm−1 for |µ|-almost every x ∈ U .
In [16] it was shown that for any A-free measure there is a strong constraint
on the directions of the polar at singular points:
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Theorem 1.1 ([16, Theorem 1.1]). Let U ⊂ Rd be an open set, let A be
a kth-order linear constant-coefficient differential operator as above, and let
µ ∈ M(U ;Rm) be an A-free Radon measure on U with values in Rm. Then,
dµ
d|µ|
(x) ∈ ΛA for |µ|
s-a.e. x ∈ U ,
where ΛA is the wave cone associated to A, namely
ΛA :=
⋃
ξ∈Rd\{0}
kerAk(ξ), Ak(ξ) :=
∑
|α|=k
Aαξ
α. (1.2)
It has been shown in [16], see also [12, 15] for recent surveys and [29, Chap-
ter 10] for further explanation, that by suitably choosing the operator A, the
study of the singular part of A-free measures has several consequences in the
calculus of variations and in geometric measure theory. In particular, we recall
the following:
• If A = curl, the above theorem gives a new proof of Alberti’s rank-one
theorem [1] (see also [24] for a different proof based on a geometrical
argument).
• If A = div, combining Theorem 1.1 with the result of [2], one obtains
the weak converse of Rademacher’s theorem (see [14, 19, 21] for other
consequences in metric geometry).
The main results of this paper is to show how Theorem 1.1 can be improved
by further constraining the direction of the polars on “lower dimensional parts”
of the measure µ and to establish some consequences of this fact concerning
dimensional estimates and rectifiability of A-free measures. To this end let us
define a hierarchy of wave cones as follows:
Definition 1.2 (ℓ-wave cone). Let Gr(ℓ, d) be the Grassmannian of ℓ-
planes in Rd. For ℓ = 1, . . . , d we define the ℓ-dimensional wave cone as
ΛℓA :=
⋂
π∈Gr(ℓ,d)
⋃
ξ∈π\{0}
kerAk(ξ),
where Ak(ξ) is defined as in (1.2).
Equivalently, ΛℓA can be defined by the following analytical property:
λ /∈ ΛℓA ⇐⇒ (A π)λ is elliptic for some π ∈ Gr(ℓ, d),
where (A π) is the partial differential operator
C∞(π;Rm) ∋ ϕ 7→ (A π)(ϕ) := A(ϕ ◦ pπ),
with pπ the orthogonal projection onto π.
Note that, by the very definition of ΛℓA, we have the following inclusions:
Λ1A =
⋂
ξ∈Rd\{0}
kerAk(ξ) ⊂ ΛjA ⊂ Λ
ℓ
A ⊂ Λ
d
A = ΛA, 1 ≤ j ≤ ℓ ≤ d. (1.3)
To state our main theorem, we also recall the definition of the integral-
geometric measure, see [25, Section 5.14]: Let ℓ ∈ {0, . . . , d}. For a Borel set
E ⊂ Rd, the ℓ-dimensional integral-geometric (outer) measure is
Iℓ(E) :=
∫
Gr(ℓ,d)
∫
π
H0(E ∩ p−1π (x)) dH
ℓ(x) dγℓ,d(π),
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where γℓ,d is the unique O(d)-invariant probability measure on Gr(ℓ, d) and
Hℓ is the ℓ-dimensional Hausdorff measure (normalized as in [25] such that
Hℓ(Bℓ1) = 2
ℓ, where Bℓ1 is the ℓ-dimensional unit ball).
Our main result establishes that the polar of an A-free measure is con-
strained to lie in a smaller cone on Iℓ-null sets:
Theorem 1.3. Let U ⊂ Rd be open, let A be as in (1.1), and let µ ∈
M(U ;Rm) be an A-free measure on U . If E ⊂ U is a Borel set with Iℓ(E) = 0
for some ℓ ∈ {0, . . . , d}, then
dµ
d|µ|
(x) ∈ ΛℓA for |µ|-a.e. x ∈ E.
Note that, by taking ℓ = d, Theorem 1.3 recovers Theorem 1.1. As a
corollary we obtain the following dimensional estimates on A-free measures;
see also [9] for a different proof of (1.4) in the case of first-order systems.
Corollary 1.4 (dimensional estimate). Let A and µ be as in Theorem 1.3
and assume that ΛℓA = {0} for some ℓ ∈ {0, . . . , d}. Then,
E ⊂ U Borel with Iℓ(E) = 0 =⇒ |µ|(E) = 0.
In particular,
µ≪ Iℓ ≪Hℓ
and thus
dimH µ := sup
{
ℓ : µ≪Hℓ
}
≥ ℓA, (1.4)
where
ℓA := max
{
ℓ : ΛℓA = {0}
}
. (1.5)
The results above and (1.3) entail that the smaller the dimension of an A-
free measure µ is, the more its polar is constrained at singular points. Let us
also remark that the 1-dimensional wave cone Λ1A has been implicitly intro-
duced by van Schaftigen in [32]. There, the author calls a (homogeneous)
oparator A cocanceling provided that Λ1A = {0}. Moreover, it is shown that
the cocanceling condition is equivalent to the property
A(λδ0) = 0 for some λ ∈ R
m =⇒ λ = 0.
Thus, the conclusion of Theorem 1.3 improves upon the dimensional estimates
for A-free measures with A cocanceling.
The use of the integral-geometric measure, besides being natural in the
proof, allows one to use the Besicovitch–Federer rectifiability criterion to de-
duce the following rectifiability result. Recall that for a positive measure
σ ∈ M+(U) the upper ℓ-dimensional density is defined as
θ∗ℓ (σ)(x) := lim sup
r→0
σ(Br(x))
(2r)ℓ
= lim sup
r→0
σ(Br(x))
Hℓ(Bℓr)
, x ∈ U.
Theorem 1.5 (rectifiability). Let A and µ be as in Theorem 1.3, and
assume that ΛℓA = {0}. Then, the set {θ
∗
ℓ (|µ|) = +∞} is |µ|-negligible. More-
over, µ {θ∗ℓ (|µ|) > 0} is concentrated on an ℓ-rectifiable set R and
µ R = θ∗ℓ (|µ|)λH
ℓ R,
4 A. ARROYO-RABASA, G. DE PHILIPPIS, J. HIRSCH, AND F. RINDLER
where λ : R→ Sm−1 is Hℓ-measurable; for Hℓ-almost every x0 ∈ R (or, equiv-
alently, for |µ|-almost every x0 ∈ R),
(2r)−ℓ(T x0,r)#µ
∗
⇀ θ∗ℓ (|µ|)(x0)λ(x0)H
ℓ (Tx0R) as r ↓ 0; (1.6)
and
λ(x0) ∈
⋂
ξ∈(Tx0R)
⊥
kerAk(ξ). (1.7)
Here T x0,r(x) := (x− x0)/r and Tx0R is the the approximate tangent plane to
R at x0.
Theorem 1.5 contains the classical rectfiability result for the jump part
of the gradient of a BV function, see [7], and the analogous result for BD,
see [22, 6]. By choosing A = div we also recover and (in some cases slightly
generalize) several known rectifiability criteria, such as Allard’s rectifiability
theorem for varifolds [4], its recent extensions to anisotropic energies [13], the
rectifiability of generalized varifolds established in [8], and the rectifiability of
various defect measures in the spirit of [23], see also [26]. We refer the reader
to Section 3 for some of these statements.
It is worth noting that, with the exception of the BD-rectifiability result
in [6, Proposition 3.5], none of the above rectifiability criteria rely on the
Besicovitch–Federer theorem and their proofs are based on more standard
blow-up techniques. However, in the generality of Theorem 1.5 a blow-up
proof seems hard to obtain. Indeed, roughly, a blow-up argument follows two
steps:
• By some measure-theoretic arguments one shows that, up to a subse-
quence,
r−ℓT x0,rµ
∗
⇀ λσ
for some positive measure σ and some fixed vector λ.
• One exploits this information together with the Ak-freeness of λσ,
where Ak is the principal part of A, to deduce that σ is translation-
invariant along the directions in an ℓ-dimensional plane π and thus
σ = Hℓ π. In this step one usually uses that π is uniquely determined
by λ and A.
However, assuming that σ = Hℓ π, the only information one can get is
λ ∈
⋂
ξ∈π⊥
kerAk(ξ),
see Lemma 2.3, and this does not uniquely determine π in general.
Let us now briefly discuss the optimality of our results. First note that
(1.6) and (1.7) are true whenever an A-free measure µ has a non-trivial part
concentrated on an ℓ-rectifiable set R, see Lemma 2.3 below.
In particular, defining for ℓ = 0, . . . , d− 1 the cone
N ℓA :=
⋃
π∈Gr(ℓ,d)
⋂
ξ∈π⊥
kerAk(ξ) =
⋃
π˜∈Gr(d−ℓ,d)
⋂
ξ∈π˜
kerAk(ξ),
we have that
Λ1A = N
0
A ⊂ N
ℓ
A ⊂ N
j
A ⊂ N
d−1
A = ΛA, 0 ≤ ℓ ≤ j ≤ d− 1,
and
N ℓA ⊂ Λ
ℓ+1
A , 0 ≤ ℓ ≤ d− 2.
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Hence, setting
ℓ∗A := min
{
ℓ : N ℓA 6= {0}
}
, (1.8)
the above discussion yields that if µ has a non-trivial ℓ-rectifiable part, then
necessarily
ℓ ≥ ℓ∗A,
and this bound is sharp for homogeneous operators since if λ ∈
⋂
ξ∈π⊥ kerA
k(ξ)\
{0} for some ℓ-plane π, then λHℓ π is an Ak-free measure.
Recalling the definition of ℓA in (1.5), this discussion together with Corol-
lary 1.4 and (1.8) can then be summarized for homogeneous operators A as
ℓA ≤ min
{
dimH µ : µ is A-free
}
≤ ℓ∗A.
For first-order operators it is not hard to check that ℓA = ℓ
∗
A (by the linearity
of ξ 7→ Ak(ξ)). The same is true for second-order scalar operators (n =
1) by reducing the polynomial to canonical form (which makes Ak(ξ) linear
in ξ21 , . . . , ξ
2
d). Hence, the above inequality for such homogeneous operators
becomes an equality and our theorem is sharp.
On the other hand, it is easy to build examples where ℓA < ℓ
∗
A. For instance,
one can easily check that for the 3rd-order scalar operator defined on C∞(R3)
by
A := ∂3x1 + ∂
3
x2 + ∂
3
x3
we have ℓA = 1 < 2 = ℓ
∗
A since its characteristic set { ξ ∈ R
3 : ξ31+ξ
3
2+ξ
3
3 = 0 }
is a ruled surface (and hence it contains lines) but it does not contain planes.
Moreover, let A˜ be the 6th-order operator acting on maps from R3 to R2 with
symbol
A˜(ξ)
(
w1
w2
)
:= (ξ61 + ξ
6
2 + ξ
6
3)w1 + (ξ
3
1 + ξ
3
2 + ξ
3
3)
2w2, ξ ∈ R
3.
For this operator we still have ℓ
A˜
= 1 < 2 = ℓ∗
A˜
, but A˜ additionally satisfies
Murat’s constant rank condition [27].
Let us remark that in the case ℓA < ℓ
∗
A, Theorem 1.5 implies that if µ is an
A-free measure, then
|µ|
(
{θ∗ℓA(|µ|) > 0}) = 0.
Hence µ is “more diffuse” than an ℓA-dimensional measure. Furthermore, µ
cannot sit on rectifiable sets of any (integer) dimension ℓ ∈ [ℓA, ℓ
∗
A). It seems
thus reasonable to expect that its dimension should be larger than ℓA. In
particular, one might conjecture the following improvement of Corollary 1.4:
Conjecture 1.6. Let µ be A-free and let ℓ∗A be the rectifiability dimension
defined in (1.8). Then,
dimH µ ≥ ℓ
∗
A.
We note that the same conjecture has also been advanced by Raita in [28,
Question 5.11]; also see [10, Conjecture 1.5].
Further, if one extends van Schaftigen’s terminology [32] by saying that
A is “ℓ-cocanceling” provided that N ℓ−1A = {0} (classical cocanceling then
being 1-cocanceling while ellipticity is d-cocancelling), the above conjecture
reads as
A ℓ-cocanceling, Aµ = 0 =⇒ µ≪Hℓ.
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Recently, a related (dual) notion of “ℓ-canceling” operators has been intro-
duced in [30].
We conclude this introduction by remarking that the above results can
be used to provide dimensional estimates and rectifiability results for mea-
sures whose decomposability bundle, defined in [2], has dimension at least ℓ.
Namely, in this case the measure is absolutely continuous with respect to Iℓ
and the set where the upper ℓ-dimensional density is positive, is rectifiable,
compare with [11, Theorem 2.19] and with [3]. However, since by its very
definition the dimension of the decomposability bundle is stable under pro-
jections, in this setting one can directly rely on [16, Corollary 1.12]. This is
essentially the strategy followed in the cited references.
Acknowledgments. This project has received funding from the European
Research Council (ERC) under the European Union’s Horizon 2020 research
and innovation programe, grant agreement No 757254 (SINGULARITY), and
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2. Proofs
The proof of Theorem 1.3 is a combination of ideas from [16] and [13]. We
start with the following lemma.
Lemma 2.1. Let B be a homogeneous kth-order linear constant-coefficient
operator on Rℓ,
B :=
∑
|β|=k
Aβ∂
β , Aβ ∈ R
n ⊗Rm, β ∈ (N ∪ {0})ℓ.
Let {νj} ⊂ M(B
ℓ
1;R
m), where Bℓ1 ⊂ R
ℓ is the unit ball in Rℓ, be a uniformly
norm-bounded sequence of Radon measures satisfying the following assump-
tions:
(a1) Bλ is elliptic for some λ ∈ Rm, that is,
λ /∈ kerB(ξ) for all ξ ∈ Rℓ \ {0},
where B(ξ) :=
∑
|β|=kAβξ
β ∈ Rn ⊗ Rm;
(a2) {(Id−∆)−
s
2Bνj}j is pre-compact in L
1(Bℓ1;R
n) for some s < k;
(a3) lim
j→∞
∫
Bℓ
1
∣∣∣∣ dνjd|νj| − λ
∣∣∣∣ d|νj| = 0.
Then, up to taking a subsequence, there exists θ ∈ L1(Bℓ1) such that∣∣|νj | − θLℓ∣∣(Bℓt )→ 0 for all 0 < t < 1. (2.1)
Proof. The proof is a straightforward modification of the main step of the
proof of [16, Theorem 1.1], see also [5] and [29, Chapter 10]. We give it here
in terse form for the sake of completeness.
Passing to a subsequence we may assume that |νj |
∗
⇀ σ in C∞c (B
ℓ
1)
∗ for some
positive measure σ ∈ M+(Bℓ1). We must show that σ = θL
d and that (2.1)
holds. Fix t < 1 and two smooth cut-off functions 0 ≤ χ ≤ χ˜ ≤ 1 with χ = 1
on Bt, χ˜ = 1 on spt(χ), and spt(χ) ⊂ spt(χ˜) ⊂ B1. Let (ϕε)ε>0 be a family of
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smooth approximations of the identity. Choose ǫj ↓ 0 with 0 < ǫj < 1− t for
all j, such that ∣∣|νj | − σ∣∣(Bt) ≤ ∣∣ϕǫj ⋆|νj | − σ∣∣(Bt) + 2−j .
We will show that the sequence
uj := χ (ϕǫj ⋆|νj |)
is pre-compact in L1(B1), which proves the lemma.
For every j we set fj := Bνj and compute
B(λuj) = χB
[
ϕǫj ⋆
((
λ−
dνj
d|νj |
)
|νj|
)]
+ χ (ϕǫj ⋆fj) + [B, χ](λϕǫj ⋆|νj |)
= B
[
χϕǫj ⋆
((
λ−
dνj
d|νj |
)
|νj|
)]
+ χ (ϕǫj ⋆fj) + [B, χ](χ˜ ϕǫj ⋆νj)
=: BVj + χ (ϕǫj ⋆fj) + [B, χ]Wj.
Note that the commutator [B, χ] := B ◦ χ− χ ◦ B is a differential operator of
order at most k − 1 with smooth coefficients. Taking the Fourier transform
(which we denote by F or by the hat “̂”), multiplying by [B(ξ)λ]∗, and adding
ûj(ξ), we obtain
(1 + |Bλ|2)ûj = [Bλ]
∗
BV̂j + [Bλ]
∗F [χ (ϕǫj ⋆fj)] + [Bλ]
∗F [[B, χ]Wj ] + ûj .
Hence,
uj = T0[Vj ] + T1[χ (ϕǫj ⋆fj)] + T2[Wj] + T3[uj ]
with the pseudo-differential operators T0, . . . , T3 defined as follows:
T0[V ] := F
−1
[
[Bλ]∗B
1 + |Bλ|2
V̂
]
,
T1[f ] := F
−1
[
[Bλ]∗
1 + |Bλ|2
f̂
]
,
T2[W ] := F
−1
[
[Bλ]∗
1 + |Bλ|2
F [[B, χ]W ]
]
,
T3[u] := F
−1
[
1
1 + |Bλ|2
û
]
.
We see that, in the language of pseudo-differential operators (see for in-
stance [31, Chapter VI]):
(i) the symbol for T0 is a Ho¨rmander–Mihlin multiplier (i.e. a pseudo-
differential operator with smooth symbol of order 0) since, due to (a1),
|B(ξ)λ| ≥ c|ξ|k for some c > 0 and all ξ ∈ Rℓ;
(ii) T1 is a pseudo-differential operator with smooth symbol of order −k;
(iii) T2 is a pseudo-differential operator with smooth symbol of order −1;
(iv) T3 is a pseudo-differential operator with smooth symbol of order −2k.
By the classical theory of Fourier multipliers and pseudo-differential operators
we then get the following:
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(I) T0 is bounded from L
1 to L1,∞ (weak-L1), see e.g. [20, Theorem 6.2.7].
Owing to (a3), it follows that for j →∞ we obtain∫
|Vj | dx ≤
∫
χϕǫj ⋆
(∣∣∣∣ dνjd|νj| − λ
∣∣∣∣ |νj|
)
dx
≤
∫
B1
∣∣∣∣ dνjd|νj| − λ
∣∣∣∣ d|νj|
→ 0.
Thus,
sup
t≥0
tLd({|T0[Vj ]| > t}) ≤ C
∫
|Vj | dx→ 0 as j →∞.
That is, T0[Vj ]→ 0 in measure.
(II) Due to (a2), T1[fj] is pre-compact in L
1 (this follows directly by the
symbolic calculus [31, Section VI.3] or direct manipulation of Fourier
multipliers).
(III) T2 and T3 are compact operators from L
1
c to L
1
loc (see for instance [31,
Propositions VI.4, VI.5] in conjunction with Lemma 10.1 in [16] or
Lemma 10.11 in [29]) and thus the families {T2[Wj ]}, {T3[uj]} are
pre-compact in L1.
Hence, passing to a subsequence, we may assume that T1[fj ] + T2[Wj] +
T3[uj ] → θ in L
1
loc and T0[Vj ] → 0 in measure. Since furthermore uj ≥ 0,
we can apply Lemma 2.2 below and deduce that T0[Vj] → 0 strongly in L
1.
This concludes the proof. 
The following is Lemma 2.2 in [16], we report here its straightforward proof
for the sake of completeness.
Lemma 2.2. Let {fj} ⊂ L
1(B1) be such that
(i) fj
∗
⇀ 0 in C∞c (B1)
∗;
(ii) the negative parts f−j := max{−fj, 0} of the fj’s converge to zero in
measure, i.e.,
lim
j→∞
∣∣{ x ∈ B1 : f−j (x) > δ }∣∣ = 0 for every δ > 0;
(iii) the family of negative parts {f−j } is equiintegrable.
Then, fj → 0 in L
1
loc(B1).
Proof. Let ϕ ∈ C∞c (B1; [0, 1]). Then,∫
ϕ|fj | dx =
∫
ϕfj dx+ 2
∫
ϕf−j dx ≤
∫
ϕfj dx+ 2
∫
f−j dx.
The first term on the right-hand side vanishes as j → ∞ by assumption (i).
Vitali’s convergence theorem in conjunction with assumptions (ii) and (iii)
further gives that the second term also tends to zero in the limit. 
Proof of Theorem 1.3. Let E be such that Iℓ(E) = 0 and let us define
F :=
{
x ∈ E : λx :=
dµ
d|µ|
(x) exists, belongs to Sd−1, and
dµ
d|µ|
(x) /∈ ΛℓA
}
.
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By contradiction, let us suppose that |µ|(F ) > 0. Note that, by the very
definition of F , for all x ∈ F there exists an ℓ-dimensional plane π˜x ⊂ R
d such
that it holds that
A
k(ξ)λx 6= 0 for all ξ ∈ π˜x \ {0}.
By continuity, the same is true for all planes π′ in a neighbourhood of π˜x.
In particular, since by assumption Iℓ(F ) = 0, for every x ∈ E there is an
ℓ-dimensional plane πx such that
A
k(ξ)λx 6= 0 for all ξ ∈ πx \ {0} and H
ℓ(pπx(F )) = 0. (2.2)
Since we assume |µ|(F ) > 0, by standard measure-theoretic arguments (see
the proof of [16, Theorem 1.1] for details), we can find a point x0 ∈ F , an
ℓ-dimensional plane π0, and a sequence of radii rj ↓ 0 with the following
properties:
(b1) λ :=
dµ
d|µ|
(x0) exists, belongs to S
m−1, and satisfies
A
k(ξ)λ 6= 0 for all ξ ∈ π0 \ {0}; (2.3)
(b2) setting µ˜s := µ F ,
lim
j→∞
|µ˜s|(B2rj (x0))
|µ|(B2rj (x0))
= 1 and lim
j→∞
−
∫
B2rj (x0)
∣∣∣∣ dµd|µ| − λ
∣∣∣∣ d|µ| = 0;
(b3) for
µj :=
T
x0,rj
# µ
|µ|(B2rj (x0))
the following convergence holds:
|µj | :=
T
x0,rj
# |µ|
|µ|(B2rj (x0))
∗
⇀ σ
for some σ ∈ M+(B2) with σ B1/2 6= 0. Here, T
x0,rj(x) :=
x− x0
rj
.
After a rotation we may assume that π0 = R
ℓ×{0}. We shall use the coor-
dinates (y, z) ∈ Rℓ × Rd−ℓ and we will denote by p the orthogonal projection
onto Rℓ. Note that
Akµj = Rj in the sense of distributions,
where Ak is the kth-order homogeneous part of A, i.e.,
Ak :=
∑
|α|=k
Aα∂
α,
and Rj contains all derivatives of µj of order at most k − 1. Thus,
{Rj} is pre-compact in W
−k,q
loc (R
d) for 1 < q < d/(d − 1), (2.4)
whereW−k,qloc (R
d) is the local version of the dual of the Sobolev space Wk,q
′
(Rd),
q′ = q/(q − 1).
Define
B := Ak π0 :=
∑
|α|=k
αi=0 for i≥ℓ+1
Aα∂
α.
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Note that B is a homogeneous constant-coefficient linear differential operator
such that for any ψ ∈ C∞(Rℓ),
(Bψ)(px) = Ak(ψ ◦ p)(x), x ∈ Rd, (2.5)
and, by (2.3),
λ /∈ kerB(ξ) for all ξ ∈ Rℓ \ {0}.
Moreover, the measure
µ˜sj :=
T
x0,rj
# µ˜
s
|µ|(B2rj (x0))
is concentrated on the the set Fj := T
x0,rj(F ), which by (2.2) satisfies
Hℓ(p(Fj)) = 0. (2.6)
We consider the (localized) sequence of measures
νj := p#(χµj) ∈ M(B
ℓ
2),
where χ(y, z) = χ˜(z) for some cut-off function χ˜ ∈ C∞c (B
d−ℓ
1 ; [0, 1]) satisfying
χ ≡ 1 on Bd−ℓ1/2 . Our goal is to apply Lemma 2.1 to the sequence {νj} ⊂
M(Bℓ1;R
m), from where we will reach a contradiction. We must first check
that {νj} satisfies the assumptions of Lemma 2.1. Since
|νj |(B
ℓ
1) ≤ |χµj|(B2) ≤ 1,
the sequence is equi-bounded. We further claim that (b2) implies that
lim
j→∞
∣∣|νj | − p#(χ|µj |)∣∣(Bℓ1) = 0 and lim
j→∞
∫
Bℓ
1
∣∣∣∣ dνjd|νj| − λ
∣∣∣∣ dνj = 0. (2.7)
Consequently, assumption (a3) in Lemma 2.1 is then satisfied for {νj}.
Concerning the assumption (a2), we argue as follows. Let ψ ∈ C∞c (B
ℓ
1;R
n).
Then, for the adjoint
B∗ := (−1)k
∑
α∈(N∪{0})ℓ
|α|=k
A∗α ∂
α,
equation (2.5) gives∫
B∗ψ dνj =
∫
(Ak)∗(ψ ◦ p)(y)χ(z) dµj(y, z)
=
∫
(Ak)∗(χ(ψ ◦ p))− [(Ak)∗, χ](ψ ◦ p) dµj
=
〈
χRj, ψ ◦ p
〉
+
∑
β∈(N∪{0})ℓ
|β|<k
∫
∂βψ(y) Cβ(z) dµj(y, z),
where [(Ak)∗, χ] = (Ak)∗ ◦ χ − χ ◦ (Ak)∗ is the commutator of (Ak)∗ and χ,
as well as Cβ ∈ C
∞
c (B
d−ℓ
1 ). Hence, in the sense of distributions,
Bνj = p#(χRj) +
∑
β∈(N∪{0})ℓ
|β|<k
(−1)|β|∂βp#(Cβµj).
Note that χRj is compactly supported in the z-direction and thus the push-
forward under p is well defined. Exactly as in the proof of [16, Theorem 1.1]
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we infer the following: since for each β we have p#(Cβµj) ∈ M(B
ℓ
1;R
m) and
|β| < k, the family {(Id−∆)−
s
2∂βp#(Cβµj)}j is pre-compact in L
1
loc(R
ℓ) for
every s ∈ (k − 1, k), and by (2.4) the same holds for {(Id−∆)−
s
2p#(χRj)}j .
Thus, we can apply Lemma 2.1 to deduce (up to taking a subsequence) that
lim
j→∞
∣∣|νj| − θLℓ∣∣(Bℓ1/2) = 0
for some θ ∈ L1(Bℓ1). Consequently,
σ(B1/2)
(b3)
≤ lim inf
j→∞
|µj |(B1/2)
(b2)
= lim inf
j→∞
|µ˜sj |(B1/2)
= lim inf
j→∞
|µj|(B1/2 ∩ Fj)
≤ lim inf
j→∞
∣∣p#(χ|µj|)∣∣(Bℓ1/2 ∩ p(Fj))
(2.7)
≤ lim inf
j→∞
|νj|(B
ℓ
1/2 ∩ p(Fj))
≤
∫
Bℓ
1/2
∩p(Fj)
θ dLℓ + lim
j→∞
∣∣|νj | − θdL∣∣(Bℓ1/2)
(2.6)
= 0.
However, σ(B1/2) = 0 is a contradiction to (b3).
It remains to show the claim (2.7). By disintegration, see for instance [7,
Theorem 2.28], for every j ∈ N,
χ|µj | = ν
j
y ⊗ κj with κj = p#(χ|µj|).
Here, each νjy is a probability measure supported in B
d−ℓ
1 . Let
fj(y, z) :=
dµj
d|µj|
(y, z).
Then,
p#(χµj) = gj(y)κj(dy) = νj with gj(y) :=
∫
Rd−ℓ
fj(y, z) dν
j
y(z).
In particular, |gj | ≤ 1. Furthermore, since |λ| = 1,
0 ≤
∫
Bℓ
1
(1− |gj(y)|) dκj(y)
=
∫
Bℓ
1
∣∣∣∣
∫
Bd−ℓ
1
λ dνjy(z)
∣∣∣∣ dκj(y)−
∫
Bℓ
1
∣∣∣∣
∫
Bd−ℓ
1
fj(y, z) dν
j
y(z)
∣∣∣∣ dκj(y)
≤
∫
Bℓ
1
×Bd−ℓ
1
|fj − λ| d(ν
j
y ⊗ κj)
≤
∫
B2
|fj − λ| d|µj|
(b2)
→ 0 as j →∞.
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Since |νj | = |gj |κj , this proves the first part of (2.7). The second part follows
from this estimate and (b2) because∫
Bℓ
1
∣∣∣∣ gj|gj | − λ
∣∣∣∣ d|νj | =
∫
Bℓ
1
∣∣gj − |gj |λ∣∣ dκj
≤
∫
Bℓ
1
|gj − λ| dκj +
∫
Bℓ
1
(1− |gj |) dκj
≤
∫
B2
|fj − λ|d|µj|+
∫
Bℓ
1
(1− |gj |) dκj → 0 as j →∞.
This concludes the proof. 
Before proving Theorem 1.5, let us start with the following elementary
lemma:
Lemma 2.3. Let µ be an A-free measure and assume that there exists an
ℓ-rectifiable set R such that
Hℓ R≪ |µ| R≪Hℓ R. (2.8)
Then,
µ R = θ∗ℓ (|µ|)λH
ℓ R, (2.9)
where λ : R→ Sm−1 is Hℓ-measurable. Moreover for Hℓ-almost every x0 ∈ R,
(2r)−ℓ(T x0,r)#µ
∗
⇀ θ∗ℓ (|µ|)(x0)λ(x0)H
ℓ (Tx0R) as r ↓ 0, (2.10)
and
λ(x0) ∈
⋂
ξ∈(Tx0R)
⊥
kerAk(ξ),
where Tx0R is the the approximate tangent plane to R at x0.
Proof. By [25, Theorem 6.9],
Hℓ
(
{θ∗ℓ (|µ|) = +∞}
)
= 0.
Hence, by (2.8), we can assume that R ⊂ {θ∗ℓ (|µ|) < +∞}. In particular,
by [25, Theorem 6.9] again,Hℓ R is σ-finite and the Radon–Nikody´m theorem
implies
µ R = fHℓ R
with f ∈ L1(R,Hℓ;Rm) such that |f | > 0 (Hℓ R)-almost everywhere. A
standard blow-up argument then gives (2.9) and (2.10). Choosing a point
such that the conclusion of (2.10) holds true and blowing up around that
point, one deduces that the measure
µ¯ := λ(x0)H
ℓ (Tx0R)
is Ak-free, where Ak is the k-homogeneous part of A. Since Hℓ (Tx0R)
is a tempered distribution, by taking the Fourier transform of the equation
Akµ¯ = 0, we obtain
A
k(ξ)λ(x0)H
d−ℓ (Tx0R)
⊥ = 0,
which implies that Ak(ξ)λ(x0) = 0 for all ξ ∈ (Tx0R)
⊥. This concludes the
proof. 
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Proof of Theorem 1.5. By classical measure theory, see [25, Theorem 6.9],
Hℓ
(
{θ∗ℓ (|µ|) = +∞}
)
= 0.
Hence, the assumption ΛℓA = {0} and Corollary 1.4 together imply that
|µ|
(
{θ∗ℓ (|µ|) = +∞}
)
= 0.
By [25, Theorem 6.9], the set
G := {θ∗ℓ (µ) ∈ (0,+∞)}
is Hℓ σ-finite and
|µ| G≪Hℓ G≪ |µ| G. (2.11)
According to [25, Theorem 15.6] we may write
G = R ∪ S,
where R is Hℓ-rectifiable, S is purely unrectifiable and Hℓ(R ∩ S) = 0. By
the Besicovitch–Federer rectifiability theorem, see [17, Section 3.3.13], [25,
Chapter 18] or [33],
Iℓ(S) = 0.
Hence, since ΛℓA = {0}, Corollary 1.4 implies that |µ|(S) = 0. Therefore,
µ {θ∗ℓ (|µ|) > 0} = µ G = µ R.
Owing to this and to (2.11) we can apply Lemma 2.3 and thus conclude the
proof. 
3. Applications
In this section we sketch applications of the abstract results to several com-
mon differential operators A. In this way we recover and improve several
known results.
3.1. Rectifiability of BV-gradients. Let µ = Du ∈ M(U ;Rp⊗Rd), where
u ∈ BV(U ;Rp), U ⊂ Rd open; see [7] for details on this space of functions of
bounded variation. Then µ is curl-free. By a direct computation,
ker(curl)(ξ) =
{
a⊗ ξ : a ∈ Rp, ξ ∈ Rd
}
, ξ ∈ Rd,
hence Λd−1curl = {0} and Corollary 1.4 in conjunction with Theorem 1.5 implies
the well-known fact that |Du| ≪ Hd−1 and
Du {θ∗d−1(|Du|) > 0} = a(x)⊗ nR(x)H
d−1
x R
for some (d−1)-rectifiable set R ⊂ U and where nR : R→ S
d−1 is a measurable
map with the property that nR(x) is orthogonal to TxR at H
d−1-almost every
x. This is the well-known rectifiability result of BV-maps (see [7]).
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3.2. Rectifiability of symmetrized gradients. Let U ⊂ Rd be an open set
and let µ = Eu ∈ M(U, (Rd ⊗ Rd)sym), where u ∈ BD(U ;R
d) is a function of
bounded deformation and
Eu :=
Du+DuT
2
is the symmetric part of the distributional derivative of u. Then µ is curl curl-
free (see [18, Example 3.10(e)]), where
curl curlµ :=
d∑
i=1
∂ikµ
j
i + ∂ijµ
k
i − ∂jkµ
i
i − ∂iiµ
k
j , j, k = 1, . . . , d .
In this case,
ker(curl curl)(ξ) =
{
a⊙ ξ : a ∈ Rd, ξ ∈ Rd
}
, ξ ∈ Rd,
where a ⊙ ξ := (a ⊗ ξ + ξ ⊗ a)/2. Hence, Λd−1curl curl = {0}. Corollary 1.4 and
Theorem 1.5 yield that |Eu| ≪ Hd−1 and
Eu {θ∗d−1(|Eu|) > 0} = a(x)⊙ nR(x)H
d−1
x R,
for some (d−1)-rectifiable set R ⊂ U and nR(x) is orthogonal to TxR at H
d−1
almost every x. This comprises the dimensional estimates and rectifiability of
BD-functions from [22, 6] (see in particular [6, Proposition 3.5]).
3.3. Rectifiability of varifolds and defect measures. Let U ⊂ Rd be an
open set and let us assume that µ ∈ M(U ;Rd⊗Rd) is a matrix-valued measure
satisfying
divµ = σ ∈ M(U ;Rd),
where “div” is the row-wise divergence.
Proposition 3.1. Let µ ∈ M(U ;Rd ⊗ Rd) be as above. Assume that for
|µ|-almost every x ∈ U ,
rank
(
dµ
d|µ|
(x)
)
≥ ℓ.
Then, |µ| ≪ Iℓ ≪ Hℓ and there exists an ℓ-rectifiable set R ⊂ U and a
Hℓ-measurable map λ : R→ Rd ⊗ Rd satisfying
rankλ(x) = ℓ Hℓ-almost everywhere,
such that
µ {θ∗ℓ (|µ|) > 0} = λ(x)H
ℓ
x R.
Proof. Let µ˜ := (µ, σ) ∈ M(U ; (Rd ⊗ Rd) × Rd) and let us define the (non-
homogeneous) operator A via
Aµ˜ := divµ− σ,
so that kerA1(ξ) = ker(div)(ξ)× Rd. Since
ker(div)(ξ) =
{
M ∈ Rd ⊗ Rd : ξ ∈ kerM
}
,
we see that
ΛℓA =
⋂
π∈Gr(ℓ,d)
{
M ∈ Rd ⊗ Rd : kerM ∩ π 6= {0}
}
× Rd
=
{
M ∈ Rd ⊗ Rd : dimkerM > d− ℓ
}
× Rd.
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Since |µ| ≪ |µ˜|, for |µ|-almost every x there exists a scalar τ(x) 6= 0 such that
dµ
d|µ|
(x) = τ(x)
dµ
d|µ˜|
(x),
and hence by Theorem 1.3,
Iℓ(B) = 0 for B Borel =⇒ rank
(
dµ
d|µ|
(x)
)
< ℓ for |µ|-a.e. x ∈ B.
In particular, by the assumption on the lower bound of the rank, we deduce
that |µ| ≪ Iℓ ≪Hℓ and that there exists a rectifiable set R such that
|µ| {θ∗ℓ (|µ|) > 0} = H
ℓ R.
The last part of the theorem then easily follows from Lemma 2.3. 
The above proposition allows, for instance, to reprove the results of [4] and
to slightly improve the one in [13]. To see this, recall that an ℓ-dimensional
varifold can be seen as a measure V on Rd×Gr(ℓ, d) and that the condition of
having bounded first variation with respect to an integrand F can be written
as
div
(
AF (Vx)‖V ‖
)
∈ M(Rd;Rd),
where ‖V ‖ is the projection of V on Rd (the first factor), V (dx,dT ) = Vx(dT )⊗
‖V ‖(dx) is the disintegration of V with respect to this projection,
AF (Vx) :=
∫
Gr(ℓ,d)
BF (x, T ) dVx(T ) ∈ R
d × Rd,
and BF : R
d×Gr(ℓ, d)→ Rd⊗Rd is a matrix-valued map that depends on the
specific integrand F , see the introduction of [13] for details.
The (AC)-condition in [13, Definition 1.1] exactly implies that the assump-
tions of Proposition 3.1 are satisfied. We remark that in fact Proposition 3.1
allows to slightly improve [13, Theorem 1.2] in the following respects:
(a) One obtains that V {θ∗ℓ > 0} is rectifiable while in [13] only the recti-
fiability of V {θ∗,ℓ > 0} is shown (here, θ∗,ℓ is the lower ℓ-dimensional
Hausdorff density map).
(b) If one only wants to get the rectifiability of the measure ‖V ‖ {θ∗ℓ > 0},
then condition (i) in [13, Definition 1.1] is enough. This allows, in the
case ℓ = d− 1, to work with convex but not necessarily strictly convex
integrands.
By similar arguments one recovers the results of Ambrosio & Soner [8],
and of Lin [23] and Moser [26]; we omit the details.
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