Large scatter in published experimental data has been observed with respect to classical theory. Recent data have confirmed that liquid, fully-developed, laminar flow in smooth microchannels of various cross-section is governed by the Navier-Stokes equations. However, when the dimensions of the channels are comparable with the wall roughness, surface effects become significant, as shown experimentally. To better assess the effect of surface phenomena such as wall roughness, sources of systematic bias must be eliminated. Some of the observed inconsistencies in data could originate from the experimental method. This paper explores and categorizes different approaches found in literature for measuring microflow characteristics and highlights the advantages and disadvantages inherent to these experimental techniques. A discussion of system components, experimental measurement and error analyses is included in the paper, with an emphasis on important issues which may have been overlooked in previous research. This study serves as a summary of experimental procedure and is a useful guideline for research in microfluidics. Moreover, several recommendations are proposed for improvement in areas requiring further study. C o p y r i g h t c°2005 by ASME
1 Undergraduate Research Assistant, Microelectronics Heat Transfer Laboratory. 2 Post-Doctoral Fellow, Department of Mechanical Engineering. 3 Associate Professor, Director, Microelectronics Heat Transfer Laboratory. Member ASME. A better understanding of thermal and hydrodynamic characteristics of flow in microchannels and microtubes is necessary as microfabrication has become widely used for microelectronic heat sinks, microfluidic devices and MEMS.
Much research has been undertaken to characterize microflow. Several research papers [1] [2] [3] [4] have been published examining experimental work on microchannels. Large scatter is observed in the empirical data and no definitive conclusions can be drawn as to whether dimensional scale affects flow behaviour, or if conventional theory can be applied to microchannels. Recently, however, [5] [6] [7] , conducted experiments in smooth channels of different cross-section, and concluded that the Navier-Stokes equations are valid for laminar flow in smooth microchannels.
A possible cause of some of the observed inconsistencies in data may be the experimental design and procedure. Indeed, Pfund et al. [8] found that in some analyses, researchers were attempting to compare their data with classical data for channels of different cross-sectional shape. It is thus evident that more research must be undertaken to further our knowledge in this field and to create consistent and coherent explanations of flow behavior. This paper explores different techniques found in literature for measuring microflow characteristics, and highlights the advantages and disadvantages inherent to these experimental methods. A discussion of system component selection, experimental measurement and error analysis is included in the paper, with an emphasis on important issues which may have been overlooked in previous research. This paper serves as a summary of experimental procedures to date, and is a useful starting point for new research into microchannels.
APPARATUS
The experimental apparatus used to test microchannels can be grouped into one of three categories: Open loop systems are "once through" designs. The liquid is pressurized either by a compressed, inert gas or a pump. The liquid flows from the source, through a microfilter, into the test section and is then discharged to atmosphere. These systems are characterized by their relative simplicity and small number of components.
In closed loop systems, the liquid is pumped through a flow control, often one or more needle valves, microfilter, flow meter and then through the test section. The flow is recirculated into a liquid reservoir after it is returned to the test temperature via a heat exchanger and/or constant temperature bath. Table 1 summarizes the experimental apparatus with the system type indicated in the first column. It is interesting to note the variety of channel sizes, 1.6 ≤ D h ≤ 1900, and shapes tested using a wide range of flow conditions, 8 ≤ Re ≤ 23000, where D h and Re are defined as follows:
and
2.1 Pressure Source Type 1 systems have a pressurized liquid reservoir (PLR) that contains the test liquid and a compressed inert gas, Fig. 4 . All systems used compressed nitrogen gas except for Pfund et al. [8] , who attached the PLR to a water main to supply both the test fluid and system pressure and used an in-line deionizing column to purify the water. Type 2 and 3 systems are pressurized by a pump. For the open-loop systems, it is possible to run precision syringe Table 1 shows the liquids tested in the reviewed literature. Water was predominantly used, often after being distilled or deionized. Deionized water can be made by replacing unwanted cations and anions or organic solids with harmless ions or with H + and OH − which combine to form water molecules. Deionized water of lower purity can be made by reverse osmosis which involves using mechanical pressure to force water through a semi-permeable membrane that removes many ionic and non-ionic particles. 4 In comparison, distilled water will have less impurities than deionized water. However, distillers require significant cleaning and maintenance in order to keep the condensing surface free of impurities which may dissolve or mix into the newly-condensed water. Other sources of contamination of the condensed liquid in the distillation process include entrainment of other dissolvable gases and particles in unvapourized droplets transported by the water vapour.
Pressure Measurement
When examining the hydrodynamic behavior of a system, the most important measurement is the pressure drop across the test section. Determination of this parameter is required for calculation of the Darcy friction factor defined as:
and Reynolds friction factor product
These parameters are used to compare data against classical theory. Uncertainty in pressure measurements are a function of the accuracy of the measurement device and the pressure losses due to inlet, outlet, and entrance length effects.
As previously mentioned, Type 1 and 2 systems are open to atmosphere at the test section outlet. Thus if the gauge pressure is measured at the test section inlet only, the total pressure drop across the test section can be easily determined [11; 12; 16] . The inlet and outlet losses must be accounted for when using this method.
Other researchers used pressure gauges, pressure transducers, or differential pressure transducers to measure pressure drop at the inlet and outlet of the specimen. More frequently, the pressure is tapped in the inlet and outlet manifolds, before the entrance and after the exit of the channel, respectively, if the channel is too narrow to install pressure probes in the channel itself, see Fig. 5 .
2.2.1 Pressure Losses. The most common approach to account for pressure loss due to the inlet, outlet, and entrance effects was to utilize loss coefficients, K. The pressure drop was calculated as follows:
inlet manifold outlet manifold microchannel pressure measurement for wide channels pressure measurement for narrow channels Figure 5 . MICROCHANNEL PRESSURE MEASUREMENT K values, based on conventional analytical and empirical data, can be found in [25] , but little data are available for small scale applications. Thus the assumption must be made that mini and microscale flow behave similarly to the corresponding macroscale flow. Pressure drop in the developing region is larger than that of the fully developed region and the entrance length is a function of D h and Re for laminar flow [26] :
For example, at Re = 2300, the length of the developing region,L e , is 138D h . Therefore, the contribution of the developing region must be considered in the total measured pressure drop. Alternatively, channel length must be selected based on the range of Reynolds number such that the developing region effect is negligible. In some cases, researchers such as [6; 21; 13] have used relatively short microchannels, L/D h on the order of 100, at Re > 2000, and did not consider this effect. The observed deviation from Hagen-Poiseuille theory, especially at high Re could be partially explained by developing region effects. The reported K values from various authors are found in Table 2 . [5; 19; 20; 24] accounted for pressure drops but did not indicate what K values and/or calculation methods were used. Wu and Cheng [6] used the same values given by Li et al. [11] .
Liu and Garimella [5] and Pfund et al. [8] used sufficiently wide channels such that they were able to tap the pressure along the channel, eliminating the effects of the inlet and outlet.
Mala and Li [16] utilized another method to eliminate the effects of losses in pressure drop measurement. For each tube diameter, their experiments were performed with a short and long tube. Assuming inlet and outlet effects are independent of tube length, they were able to calculate pressure drop without these losses. For the shorter tube of length, L 1 , a pressure drop, ∆p 1 , is measured. Similarly 1.0 --L 2 and ∆p 2 are determined for the longer tube. For both microtubes, ∆p = ∆p 2 − ∆p 1 and ∆L = L 2 − L 1 giving the pressure drop, ∆p, over the tube length ∆L. However, as mentioned above, the inlet and outlet pressure losses are proportional to V 2 and so V for both tubes must be equal in order to subtract the pressure drops. Mala and Li stated that the ∆p is valid only for the same flow rate without reporting how the identical flow rates were achieved, but it can be assumed that they accounted for this factor in their experiment.
Flow Measurement
Volumetric flow rates were measured using an in-line flow meter or by collecting and measuring the volume of flow leaving the system over a period of time.
Turbine flow meters (also known as rotameters) were the most common type of in-line flow measurement [5; 8; 18] . Often, the flow meter was placed upstream of the test section and a microfilter was placed directly upstream of the flow meter to protect it and the test section from particles which might cause damage or inaccurate readings on the meter.
Judy et al. [7] measured the volumetric flow rate by measuring the flow until a minimum of 5 ml was collected in a graduated cylinder with a least count of 0.1 ml. This took a relatively long period of time, so they conducted tests to estimate the evaporation rates of the three test fluids to determine if liquid loss to the surroundings was significant. There was no detectable evaporation for water and methanol. Isopropanol, which is more volatile than the other two fluids, had a maximum of only 2.5% evaporation rate with respect to the slowest flow rate measured. Nonetheless, the collection container was capped with a vented stopper for all three test fluids to minimize evaporation. The liquid level in the graduated cylinder was maintained above the exit of the channel to eliminate losses due to surface tension. They found that the hydrostatic pressure of the fluid column ∆p hydrostatic = ρgh
was less than 0.05% of the minimum pressure difference across the microtube, and thus was negligible.
To determine the mass flow rate, the flow exiting the system was collected in a container, and was weighed by a precision scale. The flow rate was calculated by determining the rate of change of mass in the collection container with respect to time [5; 6; 11; 16].
Heat Transfer and Temperature Measurement
Many papers investigated the thermal performance of individual or banks of microtubes and channels for both single and multi-phase flow. In order to measure heat transfer coefficients or Nusselt numbers, Nu, it is necessary to know the inlet and outlet fluid temperatures and either the input energy into the test section, or the temperature of the test section walls.
Thermocouples (K or T type) were used in the majority of the reviewed literature. Typically, the thermocouples were located at the inlet and outlet manifolds of the microchannel test section. To measure temperature distribution along the channel length, thermocouples were attached to the outside or buried in the microchannel wall, depending on the size of the housing.
In order to heat the test sections for thermal testing, [13; 14; 18; 22] utilized electrical resistance, and supplied DC voltage across the specimen itself.
Gao et al. [17] and Qu and Mudawar [24] designed the housing to incorporate cartridge heaters and Adams et al. [23] used band heaters which surrounded a cylindrical test section.
Tuckerman and Pease [9] used thin-film W S 2 resistors which were sputter coated to a thickness of 1 µm onto the channel outer surface. Zhang et al. [12] utilized temperature-sensitive resistors to heat the specimen, and by measuring the voltage supplied to the resistor, it was possible to determine the resistor temperature and thus the wall temperature at that location.
Celata et al. [15] heated a bank of six microtubes, connected to common inlet and outlet headers, by condensing water vapor on the test section. By measuring the vapour pressure of the water, and finding the corresponding saturation temperature, they indirectly measured the temperature of the tubes without attaching any external bodies that may have influenced the wall temperature.
Another issue which has not drawn much attention in literature is the effect of viscous heating. With the relatively large pressure drops found at small flow rates, a large amount of kinetic energy is converted into heat. Judy et al. [7] were the only authors to report this phenomenon, finding that in some cases the fluid temperature from inlet to outlet increased by as much 6 • C. The variation in temperature implies that liquid properties are not constant along the channel length and this variation must be considered in Table 3 .
ROUGHNESS ESTIMATES

Authors
Reported Roughness Chen et al. [13] R a = 0.1 µm Kandlikar et al. [14] R a = 1.0-3.0 µm M ala & Li [16] R a = 1.75 µm Gao et al. [17] R a < 0.1 µm Pfund et al. [8] R a = 0.09-1.90 µm Hsieh et al. [20] R a = 0.6 µm
Li et al. [11] ² = n glass, silicon:<0.1% SS:3-4%
Wu & Cheng [6] ² < 0.12%
Peng et al. [18] ² = 0.6%-1% calculations.
Roughness Creation and Measurement
An effort by a number of researchers has been made to determine the effect of wall roughness on flow in microchannels. Wall asperities which would have little influence on laminar flow in large scale ducts [27] , are important when the channel dimensions become comparable to the roughness. Table 3 summarizes the reported roughness found in the literature. An ANSI standard [28] provides a method for statistically determining surface roughness, however it is unclear how many, if any, of the authors followed this standard. The roughness can be reported as average roughness which is a average of the absolute value for the asperity height in µm
or as relative roughness which is commonly defined as:
It should be noted, however, numerous different approaches were taken to measure and calculate roughness statistically, often without a description of the method in the paper; thus the values cannot be directly compared with confidence.
For circular channels, Jiang et al. [29] used microscopic image-acquisition and processing software to measure the microtube diameter. An image of each end of the glass tube cross-section was obtained using a 100x optical lens. The software took the image and made measurements within a reported accuracy of 1% for diameters as small as 8 µm.
For non-circular channels, the same algorithm could also be used to measure channel dimensions but they used a profiler with 0.2 nm resolution instead. The surface roughness of the micro-channel was measured along its length and plotted to show peak-to-valley heights.
Judy et al. [7] used a calibrated scanning electron microscope to measure the diameter of the test specimens under magnifications of 450 to 2200 x. The specimens were sputter-coated with gold to allow easier imaging of the tubes. Eight different diameter measurements, at both the inlet and outlet, were taken at user-defined points for circular tubes and an average diameter was calculated. Similarly, eight different measurements are made at each end of the rectangular channels to determine the width and height.
Pfund et al. [8] obtained the surface profile using a white light interferometer which allowed for non-contact profilometery and for false colour photographs to be taken which illustrated surface topography. The depth of the channels were measured with a microscope which had a stage with micro adjustment. The microscope was focussed on the top surface of the channel initially and then the stage was moved until the bottom surface of the channel came into focus. The depth was determined by how far the stage moved, measured by the micrometer adjustment of the microscope, between seeing the two surfaces in focus. Measurements were made at 9 points along the centerline, and 9 near the wall to provide an average depth.
Kandlikar et al. [14] used acid etching techniques to create test samples with different roughnesses. The tube was filled with acid for 1 minute before emptying. This procedure was then repeated several times and then the channel was soaked for a few hours. To measure the average roughness, the samples were cut longitudinally and a profilometer was used to obtain the roughness profile along the length of the channel. Photographs of the surface were taken with a scanning electron microscope to analyze the roughness qualitatively.
Li et al. [11] used a scanning electron microscope to measure the diameters of the test samples. To measure roughness, the specimens were milled open, and a micrometer was used to measure the peak-to-valley roughness.
Similarly, Celata et al. [15] measured superficial roughness heights from electron microscope images with the average roughness being calculated using a statistical method.
ERROR ANALYSIS
In most of the reviewed papers, some error analysis or uncertainty data were provided, but few authors included a comprehensive list of error sources. Table 4 lists the maximum values for the most frequently reported measurement percentage error.
In general, from the estimates provided by the authors, the pressure measurement uncertainties do not vary substantially between all three types of systems. However it can be noted that the authors who used pressure transducers or differential pressure transducers to measure pressure [16] both calculated greater uncertainty when using only measuring pressure at the inlet and assuming the outlet pressure was atmospheric. Both Chen et al. [13] and Peng et al. [18] , who used closed-loop systems, found the pressure measurement using differential pressure transducers or pressure sensors to be very similar to Li et al. [11] and Mala and Li [16] . The lowest uncertainty for flow rate was reported by the four authors who calculated it using a precision scale. The closed loop system appears to be subject to greater uncertainty in flow rate when using in-line flow meters [13; 15; 18] .
To provide an overall estimate of the uncertainty associated with each system type, uncertainty in the two most important hydrodynamic flow parameters f , and Re, are compared in Table 5 . Alternatively, some authors provided the error associated with the product, f Re. In order to provide a common error calculation, in addition to the reported values, a differential error analysis is done by the authors for f , Re, and f Re for each set of uncertainty data.
The differential error is calculated as follows. Given the function, F = F (x 1 , x 2 , ..., x n ), the absolute uncertainty of F , ω F , is a function of the uncertainies of the independent variables, ω 1 , ω 2 , ..., ω n according to the equation [30] , 
it can be shown that Eq. (11) can be reduced to Figure 6 . STAINLESS STEEL MICROTUBE, [7] which gives the percentage error in F [31] .
Almost all values calculated from the reported uncertainties are lower than the reported values, and thus other sources of errors which increase the reported overall error must have not been reported in the literature.
Many authors did not report uncertainty in dimensional measurement of Table 4 . An uncertainty estimation for dimensions is particularly important given the differential error analysis by Judy et al. [7] into the strong influence of the error in diametric measurement on the uncertainty of the f Re flow parameter. Since the hydraulic diameter appears in the equation raised to the fourth power, see Eq. (4), according to Eq. (12), the error associated with diameter measurements must be multiplied by a factor of four when calculating the error in f Re. Thus any small amount of error in this measurement is magnified dramatically. A significant source of error in diameter measurement is the selection of measurement points. Particularly on rough surfaces, such as the SS microtubes used in the study by Judy et al [7] , Fig. 6 , it is difficult to select points in an unbiased manner around the tube or channel which are representative of the dimensions of the object. Human bias is difficult to quantify, and creates further uncertainty in diameter measurement.
SUMMARY AND RECOMMENDATIONS
A review of reported experiments on flow through microchannels and tubes is made with emphasis on how the experiments are conducted.
Upon consideration of the reported information in literature, it is not possible to conclude the method by which the most accurate data can be acquired, however, the following recommendations are made for future experimentation:
• Measurement of cross-sectional dimensions must be 
