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ABSTRACT 
The partial realization problem is treated for the special case in which the given 
data are a sequence of symmetric matrices. The induced algebraic structure of the 
state space for this special case is analyzed and implemented to construct rational 
matrix functions whose coefficients in the power-series expansion match with the 
given sequence up to a certain finite number. The interrelation between the McMillan 
degree and the number of coefficients that match is also treated. 
1. INTRODUCTION 
In the classical systems theoretical formulation of the partial realization 
problem, we are given a finite sequence of constant matrices G,, . . . , G, that 
represent input/output data, and we want to find a system (A, B, C) whose 
transfer function has these given coefficients as its first s Markov parameters. 
This means that for i = 1,. . . , s, Gj = CA’-‘B, and the matrix A is to be of 
minimal possible size, or, equivalently, that the state space is of minimal 
dimension, which is called the McMillan degree of transfer function. 
In other words, we want to extend the finite sequence G,, . . . , G, to an 
infinite one in such a way that the rational function determined as the power 
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series whose coefficients are the extended sequence has smallest possible 
McMillan degree. Such a function is called a minimal partial realization of 
the sequence. 
More generally, assume we are “given” a function G which is any 
rational extension of the given finite sequence, not necessarily minimal, and 
this function represents our given data. For example, G can be taken as the 
finite sum G = C”,,lGi~-i. 
A strictly proper rational matrix function G(z) is a matrix whose entries 
are rational functions whose denominator degrees are higher than the numer- 
ator degrees. Hence G(z) + 0 as ]z] -+ cc. G(z) has a power-series expansion 
G(z) = E Gi~-i, 
i=l 
where G, are constant matrices. 
A partial realization of G of matching order at least s is another rational 
matrix function H(z) such that the first s coefficients in its power-series 
expansion are precisely G i, . . . , G,. In other words, at least the first s 
coefficients of H match with those of G. For each integer s, such a function 
H(z) is called a minimal partial realization of matching order at least s if it 
has smallest possible McMillan degree among’ all partial realizations of 
matching order at least s. 
The partial-realization problem was formulated originally by R. E. 
Kalman in connection with systems theory. It can be viewed as an abstract 
mathematical problem pertaining to approximations of power-series func- 
tions. It was solved rather completely in the scalar case in [l] and [8]. The 
matrix case is naturally more complicated. Some constructive results were 
obtained in [l, 3, 4, 51. 
This paper treats the problem in the special case where the “given” 
function G is a symmetric matrix. The construction scheme for a partial 
realization of G is obtained via an algebraic analysis, which was laid out in 
[ll] and [12]. 
The scalar case was treated in [ll], where the state-space structure, 
involving a certain descending sequence of nested subspaces, yielded poly- 
nomials which are the denominators of minimal partial realizations. This 
structure was generalized in [12] to the matrix case. However, certain 
difficulties arose in the general matrix case in [ 121, that prevented a construc- 
tive generalization of some of the results of [ll]. These difficulties can be 
overcome in the case where the given matrix is symmetric. 
The objective of this paper is to implement the results of [ll] and [12] in 
the special, symmetric case. The algebraic setting is based on polynomial 
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models [6] in which the state space is a certain set of polynomial vectors (see 
Section 2). 
The algebraic structure that is used in relation to partial realizations 
consists of a sequence of nested subspaces, which are the null sets of 
truncations of the Hankel map determined by G [see (1.2)], and orthogonal- 
ity with respect to an indefinite inner product induced by the Hankel map. 
To be more specific, let G be a strictly proper rational p X m matrix, f a 
polynomial m-vector, and h a strictly proper pvector. The Hankel map 
induced by G is 
h= H,f= r_Gf, 0.1) 
where 7~_ denotes the natural (truncation) projection on the strictly proper 
part of a rational function. For each integer n, let 
Hg'f = HGf - z-"H,(z"f) w 
be the projection on the first n terms in the power-series expansion of H,f. 
In other words, if H, f = CTs Ihiz-i, then 
H$')f = f h,~-~. 
i=l 
Hence Ker H$‘) is the set of all polynomial vectors f such that the first n 
coefficients in the power series expansion of HGf are zero. It was shown in 
[12] that the denominator matrix in a polynomial fraction description of a 
partial realization of G is connected with the kernels of HJ”’ in the sense that 
the columns are elements of these kernels. The numerator matrix is de- 
termined uniquely by the denominator matrix. Therefore, we concentrated in 
[12] on analysis of the algebraic structure of these kernels. 
In Section 2, we shall give some preliminaries on polynomial models and 
state some of the main results of [ll] and [12]. In Section 3, we shall give a 
scheme for construction of minimal partial realizations in specific cases, 
assuming the given function is a symmetric matrix (see Theorems 3.3 and 
3.7), and prove uniqueness and symmetry of the matrix functions thus 
constructed. This scheme does not cover all the possible cases, nor does it 
solve the problem completely. It does, however, give a complete solution to 
the partial realization problem in a certain “generic” case. The case where 
the Hankel map is definite is a particular case of this “generic” case. 
142 T. SHAMIR 
2. PRELIMINARIES 
Let G(z) = ND-’ be a strictly proper rational m X m matrix function, 
where N(z) and D(z) are polynomial matrices, assumed (without loss of 
generality) to be right coprime. Assume (w.1.o.g) also that D is column 
proper, with column indices K~,. . . , K,, arranged in descending order. In 
other words, ~~ is the highest degree of a polynomial entry in the ith column. 
Column properness means that degdet D = K~ + . . . + K,. The column in- 
dices are called the Kronecker indices. 
To define a polynomial model, as in [6], consider the set of all polynomial 
m-vectors f, and define the projection rnf = Da_ D- ‘f, where r_ denotes 
the natural projection on the strictly proper part of a rational (vector or 
matrix) function. r+ will denote the corresponding projection on the poly- 
nomial part. The polynomial model X, = Imlr, will be called the state 
space. Equivalently, X, is the set of all polynomial m-vectors f such that 
D-If is strictly proper. It is a finite-dimensional vector space, and dim X, = 
degdetD=K,+ a.. +K,. The indices ~~ are the reachability indices of a 
realization of G. It was also shown in [6] that the set of all polynomial 
m-vectors can be decomposed as a direct sum of X, and all the vectors of the 
form Df, which we shall denote by DFm[ z], and that Ker Ho = DF”‘[ z], 
where Ifof is the Hankel map defined in (1.1). This means that rank H, = 
dim X,, which is the McMillan degree of G. 
For each integer n (n = 0,1,2,. . . we define operator Hg) in 
(1.2) be the truncation of Hankel map. Ker HJ”) 
DF”[z] for every integer n. (Hence, of course, it is infinite-dimensional.) 
The following theorem is a restatement of Theorem 2.2 of [12], and it 
provides the main motivation for our approach. 
THEOREM 2.1. Let G(z) be a given strictly proper rational p x m matrix 
fkction, and let P(z), Q(z) be polynomiul matrices such that Q is rwnsingu- 
lar and column proper with column indices d 1,. . . , d ,,,; denote its ith column 
by Qi. Then the function PQ- ’ is a partial realization of G of matching order 
at least s iff 
(1) there exist integers n, such that Qj E Ker Hz, 
(2) P = s+GQ, 
(3) s=mini{ni+di}. 
This means that the numerator matrix and the matching order of a partial 
realization are determined uniquely by an “eligible” denominator matrix, 
satisfying an algebraic condition. Therefore, the gist of the partial-realization 
problem in our approach is to construct denominator matrices having the 
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required properties. This motivates the analysis of the structure of the state 
space Xo with respect to the kernels of the operators I@), restricted to X,. 
The denominator matrices for minimal partial realizations of G will be 
composed of linearly independent polynomial vectors having minimal degree. 
Hence, we want to characterize such minimal elements and analyze their 
properties. This analysis was made in [ll] and [12], and we restate some of 
the main results. 
Denote by V, the kernel of the operator HP) restricted to X,. Then 
v,= {fEXDI~nHcf=Hc(z”f)}, (2-l) 
so that KerH$-J) = V,@DFm[z]. Since DP[z] c KerH&“) for every integer 
n, then the restriction of the operator HP) to the state space X, imposes no 
loss of information about the elements of these kernels. In other words, since 
every polynomial vector fcan be written uniquely in the form f = r,,f + Of, 
for some polynomial vector fi, then f is an element of Ker H&“) if and only if 
7rnf is an element of V,. 
We showed in [12] that the following strict inclusion holds: 
x,=v,3v13 WK.= (0) (2.2) 
and that 
dimV,= c (Ki-12). 
I$ z n 
The subspaces V,, can be calculated by solving a system of homogeneous 
linear equations. 
Let m, denote the number of indices ~~ that are strictly greater than 12. 
This number will be very significant in the sequel. It is equal to the difference 
in dimension between V, and V,, i, i.e. 
dimV,-dimV,+,=m,. (2.3) 
Assume that G is a symmetric (or Hermitian) matrix, i.e. G = G*. Then 
and the operator Ho is represented by a symmetric Hankel matrix. 
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We define a symmetric (or Hermitian) inner product on X,, induced by 
the Hankel map, as follows. If f= Ci s ,,xz’, g = .Ei a Ogizi are polynomial 
vectors in Xo, with $, gi constant m-vectors, then 
(fy g> = C Cfi*Gi+j+lgj. (24 
This inner product may be indefinite in the sense that there may be some 
f#Oforwhich(f,f)=O. 
The orthogonal complement of V, under this inner product is the set of 
all g E X, such that (f, g) = 0 for all f E V,. We shall denote this set by 
V”‘. Since the inner product may be indefinite, V, and V,,’ may intersect 
nontrivially, but their dimensions are complementary. It was shown in [12] 
that 
V” = { fE X,Idegf< n}, (2.5) 
where, for a polynomial vector f, deg f is the highest degree appearing in 
any of the coordinates of f. 
Just as a side remark, note that if g is not symmetric, then the scalar 
product defined in (2.4) is a pairing of vectors that do not belong to the same 
space X, (even if they are of the same size), and so the orthogonal subspace 
of V, is not a subspace of the same space X,. This fact is discussed in [12]. 
This means that intersections of the form V, n V,’ are meaningful only in 
the symmetric case. By using such intersections, it can be shown (see [12]) 
that: 
LEMMA 2.2. 
(1) In each subspace V, (n < K~) there exists a nonzero element of degree 
less than or equal to n. Therefore the minimal elements of V, are of degree 
< n. 
(2) Zf f E V,, g E V, are elements of minimal degree, where n # k, then 
(f, g) = 0, so that f and g are orthogonal polynomial vectors. 
Since our inner product may be indefinite, it may happen that V,, n V,’ 
# (0) for some n. If n is such an integer for which this intersection contains 
only the zero vector, then the minimal-degree elements of V,, are of degree 
exactly 12. 
It was shown in [12] that “genericity” in the analogous sense of Kalman 
[lo], pertaining to the “maximal possible rank of all the sub-Hankel matrices” 
but extended to the symmetric matrix case, is equivalent to the property that 
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V,, fl V,’ = {0} for every integer n. In particular, this happens when H, 
(restricted to X,) is definite. In such a case, the minimal elements of every 
V, are of degree exactly n for n < K~ (where pi is the largest Kronecker index 
of G). 
To be more explicit, suppose G,, G,,. . . is a given (finite or infinite) 
sequence of symmetric (or Hermitian) m X m matrices. Let G(z) = CG,z-’ 
= ND-‘, where N and D are right coprime polynomial matrices such that D 
is column proper with column indices { K~, . . . , K, }. Let H, denote the 
Hankel operator defined in (1.1). Then the matrix representation of H, with 
respect to the standard bases is 
I 
Gl 
G2 
G3 
\ * 
G3 
G4 
G5 
Let Hz) be the nth truncation of the Hankel map, defined in (1.2). The 
matrix representation of it with respect to the standard bases is: 
G, G, +.- G, G,+l -.. 
G, G, ... G,+l Gn+2 --- 
. . 
. . 
G” 6”+1 a’* i&,-l 6srr ..* 
00 .**o 0 . . . 
00 -**o 0 . . . 
\ 
/ 
Motivated by [lo] and [3], we define genericity in the sense of linear 
dependencies of the columns of H, as follows: If for every integer n, the 
main mn X mn sub-Hankel matrix has maximal possible rank (given the 
Kronecker indices), then G will be called generic. The following was proven 
in [12]: 
THEOREM 2.3. Let G(z) be a given symmetric matrix rational function, 
and let V, be the subspaces defined in (2.1). Then it is generic if and only if, 
for every integer n, 
v,nv,~ = {O}, 
where the orthogonal complement is with respect to the indefinite inner 
product induced by H,, as defined in (2.4). 
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This means, by (2.5), that G is generic iff the minimal elements of each V, 
(assuming n -Z ki, the largest Kronecker index), are of degree exactly n. The 
subspace spanned by these minimal elements is 
We want to know the dimension of this subspace. In the scalar case, this 
dimension is 1 (there is only one Kronecker index). In the matrix case, this 
dimension depends on the Kronecker indices. 
Let X be a general indefinite-inner-product space, and U, W subspaces of 
it. Then 
dim(UnW*)>dimU-dimW, (2.7) 
and if the inner product is nondegenerate and X is finite-dimensional, then 
dimUI=dimX-dimU.Itiseasytoprovethatif WGUandUnU’= 
{0}, then we have equality in (2.7). In our case, since V,, i c V,, this implies: 
LEMMA 2.4. Let V,, be the subspaces of X, as defined in (2.1). Zf 
v, n V,l = {O}, then 
dim(V, n V,:,) = dimV, - dimV,+,, 
which, by (2.3), is equal to m,, the number of Krmcker indices { ~~ } that 
are greater than 12. 
We assume in the sequel that n is an integer such that V, n V,’ = (0); 
hence the minimal degree elements of V, are of degree exactly n, and they 
form the subspace W, of (2.6) and 
dim W, = m, . (2.8) 
We shall also need some properties of polynomial and rational matrices, 
which are well known (see for example [9]). 
A bicausal matrix is a rational (square) matrix that can be written as the 
sum of a constant, nonsingnlar matrix and a strictly proper matrix. It is 
invertible, and its inverse is also a bicausal matrix. The sum of a bicausal 
matrix and a strictly proper one is bicausal. 
A polynomial matrix Q is column-proper, as stated before, if the degree of 
its determinant is equal to the sum of its column indices. (In general, the 
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determinantal degree is less than or equal to this sum.) This is equivalent to 
the fact that the constant matrix Q,, defined as the highestcolumndegree 
coefficient matrix, is nonsingular. If the column indices of Q are d,, . . . , d, 
and A,:= diag{ zdi}, then Q can be written as Q = QCAo + Ql, where Q1 is 
a matrix whose column degrees are lower than the column indices dj. Then Q 
is column-proper iff the matrix QAoi is bicausal, with leading coefficient 
matrix Q,. If Q is column-proper, then Q- ’ exists and is a proper rational 
matrix function. 
If I is a bicausal matrix, the Toeplitz operator T,, induced by I’, acting 
on polynomial vectors f, is defined by 
T,f = r+rf> (2.9) 
and it was shown in [12] that this operator is degree-preserving, i.e., 
LEMMA 2.5. L.et I’ be a bicausal matrix, f a polynomial vector, and 
g=T,f=Ir+rf. Then degf=degg. 
The Toeplitz operator and its relationship to feedback were treated 
extensively in [7]. It was shown that if I = DA-i is a polynomial matrix 
fraction of a bicausal matrix, then T,, restricted to X,, is a vector-space 
isomorphism between X, and X,. We shall use this fact in Lemma 3.2. In 
particular, this implies equality of dimensions, so that degdet A = degdet D. 
As a direct result of Lemma 2.5 we have the following simple lemmas, 
which will be used in Theorems 3.6 and 3.7. 
LEMMA 2.6. L-et A be an m X m column-proper matrix and I? a bicausal 
matrix. Let B = 8, rA. Then B is also column-proper with the same column 
indices as A. 
Proof. Let the column indices of A be a 1,. . . , a,,,. Then by Lemma 2.5, 
they are also the column indices of B, so that degdet B d a, + . . - + a, = 
degdet A. To show that B is column-proper, it suffices to show equality. 
Since A is column-proper, then A- ’ is proper, so that 
BA-‘=(a+I’A)A-‘=F+_rA)A-’ 
is bicausal, because the last term on the right is strictly proper, and hence the 
difference is bicausal. This implies, by the remark above, that degdet B = 
deg det A. n 
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LEMMA 2.7. Let D be a column-proper polynomial matrix and 7~~ the 
projection on X,, as in [6]. Then deg(nof) Q deg 5 
[Note that if D is not column-proper, it may happen that deg(lr,f) > 
deg f.1 
3. CONSTRUCTION 
In this section, we shall devise a scheme for construction of minimal 
partial realizations for a given symmetric matrix function G. It is based on 
elements of Ker HP), whenever n is such an integer that the subspace V, 
satisfies 
v, n V,’ = (0) , 
As mentioned before, this property is not a far-fetched assumption, but is 
“generic.” We shall show that our construction yields a unique, symmetric, 
minimal partial realization of G, of matching order 2n. 
Let G = ND-‘, and assume w.1.o.g. that D is column-proper, with 
column indices K~, . . . , K,, arranged in descending order. 
The number m, of (2.3) and (2.7) wiIl be important in the construction 
scheme that follows. We first construct a rectangular m x m, matrix F,,, 
whose columns are minimal elements of V,, and then complete it with 
minimal elements of DF m [ z], to form a squure, column proper matrix Q,,. 
All the columns of Qn are elements of KerHJ”), so Q,, is an “eligible” 
denominator matrix for a partial realization of G. 
To this end, we first want to know the structure of polynomial vectors of 
degree n in X,. The highest degree of an entry in such a vector is n, and we 
want to know where these entries can be located. We shall first answer this 
question in the space X,, where 
A = diag{ z”i}. 
Since D is column-proper, then Y = DA- ’ is bicausal. Let f E X,, which is 
equivalent to the assumption that Ah-If is strictly proper. Hence, the ith 
coordinate of f is any polynomial of degree less than K~, by the diagonal 
structure of A and A-‘. If deg f = n, then obviously f has all its n-degree 
entries in the first m, coordinates. 
LEMMA 3.1. Let U be a subspace of X, of dimension m,, all of whose 
nonzero elements are of degree exactly n. Then U has a basis composed of 
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vectors g,, . . . , g,” such that gi has one single manic entry of degree n which 
appears in the i th coordinate, and the other coordinates contain polynomials 
of lower degree. 
Proof. Note first that only the first m, coordinates of any f E X, can 
contain an entry of degree n. 
Let {fly..., f,, } be any basis for U. If, say, both fi and fi have a 
polynomial of degree n appearing in the first coordinate, we can assume 
w.1.o.g. that it is manic in both of them. Then fi - fi has a lower-degree 
entry in the first coordinate. Since ( fi - f,) # 0, and all nonzero elements are 
of degree n, we can conclude that, say, fi must have another entry of degree 
n in another coordinate. Now fi, fi - fi, f3,. . . , f,” are linearly independent, 
so that we can replace fi by fi - fi. 
We continue in this fashion until fi is the only element having its 
nthdegree entry in the first coordinate, and all other basis vectors have an 
nthdegree entry in some other coordinate. Note that if fi, . . , , f,, are linearly 
independent, then so are fi, fi - fi,. . , fi - f,,; hence the resulting set of 
vectors is a basis for U. 
We continue this process for all the first m, coordinates, to obtain a basis 
glY***, .Gn” such that gi has only one entry of degree n in the ith coordinate, 
and this entry can be made manic. 
In the above process, we assumed that for each of the first m, coordi- 
nates, there is at least one x that has its nthdegree entry in that coordinate. 
If this were not the case, then the above process would have yielded m, 
linearly independent vectors, some of them with (highest) degree lower than 
n, which is impossible by the assumption. n 
A rectangular polynomial matrix F it is called column-prqxr if its 
highestcolumndegreeoefficient matrix, F,, has full column rank. 
COROLLARY. Let E be the m x m, matrix composed of the gi’s of 
Lemma 3.1. Then E is column proper, and the highest-columndegree coeffi- 
cient matrix E, of E is of the form 
E, = (3.1) 
The next lemma takes us back from X, to X,. Let Y = DA-‘, and recall 
that the Toeplitz operator T,, restricted to X,, is a vector-space isomorphism 
of X, onto X,. 
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LEMMA 3.2. Let W be a subspace of X, of dimension m,, all of whose 
nonzero elements are of degree exactly n. Then 
(a) W = T,U for some subspace U of X, that satisfies the conditions of 
L&mm&l 3.1. 
(b) If gl~~~~~gm, is the basis for U constructed in Lemma 3.1, and 
A = Trgi> th fi>*.*> fm, is a basis for W such that the m x m, matrix F, 
whose columns are fi, . . . , f,,, is column-proper. 
Proof. The first statement (a) follows directly from the fact that T, is a 
degree-preserving vector-space isomorphism. 
Statement (b) follows from the fact that Y = DC + Y,, where DC is the 
highestcolumndegree coefficient matrix of D and Yi is strictly proper, so 
that 
A=Dcgi + r+(Yigi)* 
Since DC is a constant nonsingular matrix, then deg D,g, = deg gi = n and 
deg rr+ Yigi < deg gi; hence the highest-degree coefficient matrix of F is 
F, = D$, , 
where E, is as in (3.1). This implies that F, has full column rank, m,, so F is 
column-proper. n 
To summarize Lemmas 2.4 and 3.2, we have shown that if V,, n V,’ = {0}, 
then the subspace 
which contains all the (minimal) n-degree elements of V,, has dimension m,, 
and there exists a basis for W,, such that the (rectangular) m X m, matrix, F,, 
composed of them, is column-proper. The highestcolumndegree coefficient 
matrix of F,, is 
We shall use the rectangular matrix F,, as part of the denominator matrix for 
our partial realization. For the other part, recall that 
KerH&!‘)=V,@DF”[z]; 
hence, even if V, does not contain any elements of degree less than n, 
Ker H$) may. In particular, if i > m,, then K~ < n and De, (the ith column 
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of D) is an element of KerH$‘), of degree JC~ < n. We shall use this fact to 
construct a nonsingular square matrix whose column are elements of Ker HJ”). 
We complete F, to a square matrix, Q,, using the last m - m, columns of D 
itself. In other words, let 
r,=m-m,, (3.2) 
(3.3) 
(3.4) 
where F,, is the m X m, matrix, constructed in Lemma 3.2. 
THEOREM 3.3. Let Qn be as constructed in (3.4). Then it is non-singular 
and column-proper, with column indices 
(which are automatically arranged in descending order), and all the columns 
of Q,, are elements of Ker H$‘). 
Proof. The highest-cohunndegree coefficient matrix of Q, is DC, which 
is assumed nonsingular; hence Qn is column-proper. The first m, columns of 
Q, areinv,, andthelast columnsin DFm[z]. SinceKerH$‘)=V,@DFm[z], 
then all the columns of Q, are elements of Ker H&“). n 
Note that for n = 0 we have Q,, = DC, and for n = K~, QK, = D. 
LEMMA 3.4. Let Qn be as defined in (3.4), and suppose we defmed Qk 
similarly for k # n. Then Q,, and Qk are ort~gonal polynomial matrices in 
the sense that each column of Q, is orthogonal to each column of Qk, with 
rqect to the inner product induced by the Hankel map. 
Proof. Suppose n < k; then m, > mk. The first m, columns of Q,, are in 
VkL, and the first m& COhmnS of Qk in V&. The last COhmnS of both are in 
DF” [ z], which is orthogonal to any polynomial vector, since H,( DF”[ z]) = 
(01. n 
In the sequel, we shall denote by Q, the matrix constructed in (3.4), and 
P,, = “+GQ,,, (3.5) 
H, = P,,Q;? (3.6) 
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It is our next aim to prove that H, is a minimal, unique, and symmetric 
partial realization of G, of matching order at least 2n. 
THEOREM 3.5. Let H, be the rational matrix function defined in (3.6). 
Then it is a partial realization of G of mutching order at least 2n. 
Proof. This is a direct consequence of the construct and Theorem 2.1, 
since every column of Q, is an element of Ker HP). Recall that the matching 
order is at least 
s = min 
i ’ 
nj + deg Q,ej ) 
(where { ej} is the standard basis), and Q,ej (the jth column) is an element 
of Ker H$J’j). The first m, columns are of degree n, and nj = n for 1~ j < m,; 
hence 
nj+degQ,ej=n+n=2n. 
The last columns are of lower degree, but they are elements of Ker HLk) for 
all k; hence the number nj + deg Q,,e. is arbitrarily large. In both cases (i.e. 
for all columns) it is at least 2n, an d so s, the minimum over all columns, 
satisfies s >, 2n. n 
To show that H, is a minimal partial realization, we shall show that its 
column indices are minimal. Since Qn is column proper, this implies minimal- 
ity of the McMillan degree, but is a stronger property. 
A partial realization H of G with Kronecker indices d 1,. . . , d,, arranged 
in descending order, will be called columnwise minimal if for any other 
partial realization H’, of at least the same matching order, having Kronecker 
indices (Y~,...,(Y,, arranged in descending order, we have that d i G q 
(i = I..., m). Note that this implies the minimality of the McMillan degree, 
but the converse is not necessarily true. 
The next theorem shows that the partial realization H, which we 
constructed is indeed coZumnwise minimal (and hence minimal). 
THEOREM 3.6. Let H, be the partial realization of G defined in (3.6). 
Then it is columnwise minimal of matching order at least 2n. 
Proof. To show minimality, recall that the column indices d 1,. . . , d m of 
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Q, are 
if Kj>fl, 
if Kj<n. 
Let H = PQ- 1 be another partial realization of G, of matching order at least 
2n, such that Q is column-proper, with column indices ai,. . . , a,, and 
assume the indices are arranged in descending order. Hence it suffices to 
show either a j > n or a j >, K j. Let 
where R is an m x m polynomial matrix. Let 9j be the jth column of nDQ. 
Since H is a partial realization of G, then there exists an integer nj such that 
9j E Vni. We shall consider two cases: 
(a) 9j # 0 in which case we shall show aj > n 
(b) 9j = 0 in which case we shall show a j >, K j. 
Pi 
Case (a): Suppose 9j # 0, and let Rj = deg 9j. Then by Lemma 2.7, 
< a . . 
the J 4 
Suppose 9j E V,,] for some integer n . . Then, for the total matrix Q, 
column, Qej. is an element of KerH “j). $ 
If n. > n, then by the inclusion (2.2), 9j E V,; hence Pj > n since n is the 
minim ai degree of elements in V,. Therefore aj z pj > n. On the other hand, 
if nj < n, then, since Qej E KerHgj), and the matching order by Theorem 
2.1 is at least s = mini{ ai + n,}, we have s d aj + nj. But this number is at 
least 2n, so that 
2n d s 6 aj + nj < aj + n, 
and this implies aj > n. 
Case (b): If 9j = then Qej = DRej. If aj > n, we are finished. Otherwise, 
whenever aj < n, we want to show aj 2 K j. Since the indices { aj } are 
arranged in descending order, this happens in the last (say) r columns of Q, 
i.e. r < j < m. Since Q is nonsingular, the last T columns are linearly 
independent. By the structure of Q, this means that the last 7 columns of R 
are linearly independent. 
Denote the ijth entry of R by rij. Let A = diag{ Pi} and Y = DA-’ as 
before (Y is a bicausal matrix). Now 
DRej = YARej = n,YARej + T,( ARej), 
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and by Lemma 2.5, T, is degreepreserving. Hence (Y j = deg DRej = 
deg ARej. But 
ARei = z”l(rrj)el + * * * + zKm(r,j)e,, 
where z”j( ri j) are scalar polynomials. Recall that ‘Y~ is the highest degree 
appearing in the coordinates of DRej; hence for any i such that rij # 0, we 
have 
Let 
(3.7) 
i.e., i(j) is the index of the first nonzero entry in the jth column of R. By 
(3.7) and the definition of i(j), 
(Y.>K.. 
J ’ a(J)' 
Therefore: 
If i(j) G j, then the arrangement of the indices implies ~~~~~ >, uj, so that 
a!. > K . and we are finished. 
J -LA erwise, we shall use the linear independence of the last r columns of 
R and the descending arrangement of the indices ~~ and (Y~ to show that 
aj > K~. This is done by backward induction and contradiction. 
For the last column of Q, i.e. j = m, we must have i(m) G m; otherwise 
the mth column of Q would be zero. Let r < j Q m, and suppose we showed 
i(t) < t for all t > j. Let t be any index such that t >, j, and assume oj < K j. 
We shall contradict this assumption. 
By (3.8) and the arrangement of the indices we have ~~~~~ Q (Y~ Q OLD, so 
that our assumption implies tciCt) < K j, which implies, by the arrangement of 
the indices { K }, that i(t) > j. This means that in the last m - j + 1 columns 
of R, at least th e first j entries are zero. Hence the last m - j + 1 columns of 
R are linearly dependent. But this contradicts the nonsingularity of R, so we 
must have aj > K~. n 
COROLLARY. Let H, = P,,Q;l be the partial realization of G which we 
constructed, of matching order at least 2n, and let H = PQ-’ be atwther 
partial realization of at least the same matching order. Then 
deg det Q,, d deg det Q; 
hence the McMillan degree of H, is minimal. 
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The minimality of degdet Q, implies right coprimeness of P,, and Q,,, for 
otherwise there could have been cancellations to yield a partial realization of 
lower McMilhn degree. 
THEOREM 3.7. Let H, = P,,Q;l be the aboue-constructed partial realiza- 
tion, and H = PQ- ’ be another minimal partial realization of G = ND- ‘, of 
matching order at least 2n. Then Q and Q,, haoe the same Kronecker indices. 
Proof. Since both are minimal, then 
deg det Q = deg det Q,, . 
Assume, without loss of generality, that Q is column-proper, with indices 
{o r, . . . , a,}. Then by Theorem 3.6, 
ai>di 
for all i=l,..., m, where { di} are the descending indices of Qn. However, 
hence oi = di. n 
Theorem 3.7 means that any other minimal partial realization of G has 
the same indices. This still does not guarantee the uniqueness of H,. This is 
proven in the next theorem. 
THEOREM 3.8. H,, is a unique minimal partial realization of G, of 
matching order at least 2n. That is, any other partial realization with the 
same (minimal) Kronecker indices, of matching order at least 2n, is equal to 
HII. 
Proof. Let H = PQ- ’ be another partial realization of G of matching 
order at least 2n, such that Q is column proper with column indices { oj} 
where 
i 
n if 1, tc.> n, 
aj = 
~~ if tcj<n. 
We shall show that there exists a unimodular matrix U (i.e., U is a polynomial 
matrix such that det U is a nonzero constant) such that 
Q=QJJ and P=PJJ. 
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The proof is subdivided into several steps. 
Step 1. As before, let 
Q=vDQ+ DR 
for some polynomial matrix R. By the proof of Theorem 3.6 and by the 
assumption on the column indices of Q, the term ?roQ must be of the form 
where F is an m X m, polynomial matrix with column indices all equal to n, 
and the columns are elements of V,. So the columns of F are elements of the 
subspace W,, = V’ n V,,: r of dimension mnr which consists of minimal ele- 
ments whose degrees are n, with a basis composed of the columns of the 
matrix F,,. Therefore the columns of F are linear combinations of the 
columns of F,,. Hence there exists a constant nonsingular m, X m, matrix A 
such that 
F = F,,A. (3.9) 
Step 2. We claim that the structure of the matrix R = { ri j } is such that 
the first m, rows of R are zero. To show this, suppose i < m,. By the 
arrangement of the indices ~~ and the definition of the number m,, it follows 
that ~~ > n, and from (3.7) it follows that, if rjj # 0, then 
But we assumed 
whenever i < m,. 
deg(DRej)<n, so rij must be zero for all j=l,...,m 
Hence the matrix R is of the form 
Let r, = m - m,, so that S and T are r,, X r,, matrices. 
Step 3. We shall see that T is a unimodular matrix. To see this, let (as 
before) A = diag{ z’(d) and Y = DA-‘, so that Y-IQ = Y-‘[F,O]+ AR. Let 
us subdivide A into diag{A.,,A,} where Al=diag{z”l,...,z“m~} and As is 
the complementary r, X r, diagonal matrix. Then 
AR=(& ZT)’ 
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so that m+(Y-‘Q) is of the form 
where the asterisks denote an m X m, column proper matrix, all of whose 
columns are of degree n. But Y-r is bicausal, so by Lemma 2.6, 
degdetQ=degdet(r+Y-‘Q) =n*m,+degdet(A.J). 
But we assumed 
degdetQ=n*m,+ 2 K~, 
j=m,+l 
so that 
degdet( AaT) = E ~~ = degdet As. 
j=m,+l 
Hence det T is a nonzero constant, or T is a unimodular matrix. 
Step 4. To construct the required unimodular matrix U, let A be the 
constant nonsingular m, x m, matrix of (3.9), and define 
Then U is unimodular, since A is constant nonsingular and T is unimodular. 
Hence 
To show that Q = QJJ, note that [F, 0] = [F,, A, 0] = [F,, 01 U, so that 
Q= [F,o]+DR= [F,,o]u+DR,,u=Q,u. 
To show that P = PJJ, recall that the numerator matrix P associated with a 
denominator matrix Q is given by P = +r+GQ, where G = ND- ’ is the given 
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function. Therefore, 
P = s+GQ = r+G [ F,O] + NR, 
P, = vr+GQ, = a+G[F,,O] + NR,. 
Since A is constant, then 
~+G[F,O] = “+G[F,A,O] = (T+G[F,,O])U 
so that 
P = T+GQ = n+G[F,O] + NR= (r+G[F,,,O])U+ NR,U= PJJ. 
Hence we have that 
H = PQ-‘= P,JJVIQ;l = P,,Q;l= H,. w 
The uniqueness of the minimal partial realization H, which was con- 
structed also guarantees its symmetry. 
THEOREM 3.9. Let G be a symm&ic matrix. Then H,, as constructed 
abooe, is a symmetric matrix. 
Proof. Since G is symmetric, all the coefficients in its power-series 
expansion are symmetric matrices. Now if the first 2n coefficients of H, 
match with those of G, then so do the first 2n coefficients of H,*. But H, 
and H,* have the same McMillan degree, so the uniqueness of H,, guarantees 
that H,= H,*. n 
We conclude this section with a simple example. Let 
(z+ly 
z3 
1 
- 
z 
\ 
1 
- 
z = (z+lY 
1 ( z2 
7, 
The Kronecker indices are respectively JC~ = 3, 
z z3 0 -l 
1 I( ) 0 .z2 * 
K2 = 2. 
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By solving systems of homogeneous linear equations, we have 
v~=Sp((z2-l,z)t,(z-2)‘,( -l,z+l)‘), 
V2=Sp((3z2-2z+l, -z)‘), 
v,= {O}, 
so this is a “generic” example, since none of the subspaces V, contain 
elements of degree less than II. 
For n = 1, we have m, = 2, so Q1 = FI is composed of two minimal 
linearly independent elements of V,, i.e. 
a= ( -“2 t;ll) 
1 1 
J’,=a+GQ,= 1 o ( 1 
and 
1 
( 
2+3 z+l 
H1=PIQT’= (z+2)(2-1) z+1 1 1 
i 
2-l +22-2 + O(z-3) 2-‘+0~2-2+0(z-3) 
= 
2-‘+o.z-2+0(2-3) i OX’+z-2+0(2-3) * 
Hence we have a matching of the first two coefficients. 
For n = 2, we have the 2 x 1 matrix F,, composed of the minimal element 
of V,, namely 
F, = 
Let 
and Q2= [F,,O]+DR,. 
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For convenience, we shall multiply everything by 3, so that 
3Q,I 3z2-2z+l 0 
i -2 i 3z2 ’ 
3P2=3s+GQz= ( ,“,z’“, “3” 1 , 
I 32+4 1 \ 
- 
H2=P2Q+ 3z2-;2+1 ; , 
- 
\ 2 2, 
and we only need to show that the element (32 +4)/(3z2 - 22 + 1) matches 
the first four coefficients of (z + 1)2/z3. Indeed, 
32+4 z2+2z+l 1 
3z2-2z+l - z3 = z3(3z2-2z+l) 
= O( z-s), 
so that H, is a partial realization of matching order 4. 
4. CONCLUSION 
This paper has utilized the theoretical tools laid out in [ 111 and [ 121 to 
yield a constructive scheme for obtaining minimal partial realizations for a 
symmetric function G, of blockwise matching order at least 2n, whenever n 
is an integer for which V, n V, I = (0). The subspaces V, are the kernels of 
the restricted truncated Hankel operators, and the orthogonal complement is 
with respect to the (indefinite) inner product induced by the Hankel map. 
These subspaces can be computed simply by solving linear systems of 
equations. 
We showed how to construct an “eligible” denominator matrix Q,, which 
determines a partial realization of G. For each such integer n, the partial 
realization thus obtained is unique and symmetric. 
In particular, in a “generic” case, this property of V, holds for every 
integer n, so we obtain a complete solution to the minimal partial realization 
problem. 
If we omit the restriction that V, must not intersect its orthogonal 
complement, we can still construct minimal partial realizations using a similar 
SYMMETRIC MATRIX RATIONAL FUNCTIONS 161 
scheme (with some modifications), but they are not necessarily unique or 
symmetric. (Some examples of this fact have been worked out, but are not 
shown here.) 
I am grate&l to Professor Allen Tanner&urn for his help and encourage- 
ment. 
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