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Abstract
A remarkable connection between the order of a maximum clique and the
Lagrangian of a graph was established by Motzkin and Straus in 1965. This
connection and its extensions were applied in Tura´n problems of graphs and uni-
form hypergraphs. Very recently, the study of Tura´n densities of non-uniform
hypergraphs has been motivated by extremal poset problems. In this paper,
we give some Motzkin-Straus type results for non-uniform hypergraphs.
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1 Introduction
In 1965, Motzkin and Straus [6] established a connection between the order of
a maximum clique and the Lagrangian of a graph, which was used to give another
proof of Tura´n’s theorem. This type of connection aroused interests in the study
of Lagrangians of uniform hypergraphs. Actually, the Lagrangian of a hypergraph
has been a useful tool in hypergraph extremal problems. Very recently, the study of
∗Supported by NSFC and the 973 program.
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Tura´n densities of non-uniform hypergraphs has been motivated by extremal poset
problems; see [7, 8]. In this paper, we intend to study the connection between the
order of a maximum clique and the Lagrangian of a non-uniform hypergraph.
A hypergraph is a pair H = (V,E) consisting of a vertex set V and an edge set
E, where each edge is a subset of V . The set R(H) = {|F | : F ∈ E} is called
the set of edge types of H . We also say that H is an R(H)-graph. For example,
if R(H) = {1, 3}, then we say that H is a {1, 3}-graph. If all edges have the same
cardinality r, then H is an r-uniform hypergraph, which is simply written as r-graph.
A 2-uniform hypergraph is exactly a simple graph. A hypergraph is non-uniform if
it has at least two edge types. For any r ∈ R(H), the level hypergraph Hr is the
hypergraph consisting of all edges with r vertices of H . We also use notation Er to
denote the set of all edges with r vertices of H . We write HRn for a hypergraph H on
n vertices with R(H) = R. For convenience, an edge {i1, i2, . . . , ir} in a hypergraph
is simply written as i1i2 . . . ir throughout the paper.
For an integer n, let [n] denote the set {1, 2, · · · , n}. The complete hypergraph
KRn is a hypergraph on vertex set [n] with edge set
⋃
i∈R
(
[n]
i
)
. For example, K
{r}
n is
the complete r-uniform hypergraph on n vertices. K
[r]
n is the non-uniform hypergraph
with all possible edges of cardinality at most r. Let [n]R represent the complete R-type
hypergraph on vertex set [n]. For example, [n]{1,3} represents the complete {1, 3}-
hypergraph on vertex set [n]. We also let [n](r) represent the complete r-uniform
hypergraph on vertex set [n].
Definition 1 For an r-uniform hypergraph G with vertex set {1, 2, · · · , n}, edge set
E(G) and a vector ~x = (x1, . . . , xn) ∈ R
n, define
λ(G,~x) =
∑
i1i2...ir∈E(G)
xi1xi2 . . . xir .
Definition 2 Let S = {~x = (x1, · · · , xn) :
n∑
i=1
xi = 1, xi ≥ 0 for i = 1, 2, · · · , n}.
The Lagrangian of G, denoted by λ(G), is defined as
λ(G) = max{λ(G,~x) : ~x ∈ S}.
The value xi is called the weight of the vertex i and any vector ~x ∈ S is called a legal
weighting. A weighting ~y ∈ S is called an optimal weighting for G if λ(G, ~y) = λ(G).
Motzkin and Straus in [6] proved the following result for the Lagrangian of a
2-graph. It shows that the Lagrangian of a graph is determined by the order of its
maximum clique.
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Theorem 1 [6] If G is a 2-graph in which a largest clique has order t, then,
λ(G) = λ
(
Kt
{2}
)
= λ
(
[t](2)
)
=
1
2
(
1−
1
t
)
.
This connection provided another proof of Tura´n’s theorem. More generally, the con-
nection between Lagrangians and Tura´n densities can be used to give another proof
of the fundamental result of Erds¨-Stone-Simonovits on Tura´n densities of graphs;
see Keevash’s survey paper [9]. In 1980’s, Sidorenko [11] and Frankl and Fu¨redi [1]
developed the method of applying Lagrangians in determining hypergraph Tura´n den-
sities. More applications of Lagrangians can be found in [2, 9]. Recently, the study
of Tura´n densities of non-uniform hypergraphs has been motivated by the study of
extremal poset problems [7, 8]. A generalization of the concept of Tura´n density to
a non-uniform hypergraph was given in [10].
In [5], the authors studied the Lagrangian of a 3-graph and proved the following
result.
Theorem 2 [5] Let m and t be positive integers satisfying
(
t
3
)
≤ m ≤
(
t
3
)
+
(
t−1
2
)
.
Let G be a 3-graph with m edges and contain a clique of order t. Then,
λ(G) = λ
(
[t](3)
)
.
They pointed out that the upper bound
(
t
3
)
+
(
t−1
2
)
in this theorem is the best possible.
When m =
(
t
3
)
+
(
t−1
2
)
+ 1, let H be the 3-graph with the vertex set [t + 1] and the
edge set [t](3) ∪
{
i1i2(t+ 1) : i1i2 ∈ [t− 1]
(2)
}
∪ {1t(t+ 1)}. Take a legal weighting
~x = (x1, · · · , xn), where x1 = x2 = · · · = xt−1 =
1
t
and xt = xt+1 =
1
2t
. Then
λ (H) ≥ λ (H,~x) > λ
(
[t](3)
)
.
Very recently, Peng et al. [4] introduced the Lagrangian of a non-uniform hyper-
graph.
Definition 3 [4] For a hypergraph HRn and a vector ~x = (x1, . . . , xn) ∈ R
n, define
λ′(HRn , ~x)=
∑
j∈R

j! ∑
i1i2...ij∈Hj
xi1xi2 . . . xij

.
Definition 4 [4] Let S = {~x = (x1, · · · , xn) :
n∑
i=1
xi = 1, xi ≥ 0 for i = 1, 2, · · · , n}.
The Lagrangian of HRn , denoted by λ
′(HRn ), is defined as
λ′(HRn ) = max{λ
′(HRn , ~x) : ~x ∈ S}.
The value xi is called the weight of the vertex i and any vector ~x ∈ S is called a legal
weighting. A weighting ~y ∈ S is called an optimal weighting for H if λ′(H, ~y) = λ′(H).
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Remark 1 Consider the connection between Definition 2 and Definition 4. If G is
an r-uniform graph, then
λ′(G) = r!λ(G).
In [4], the authors proved the following generalization of Motzkin-Straus result to
{1, 2}-graphs.
Theorem 3 [4] If H is a {1, 2}-graph and the order of its maximum complete {1, 2}-
subgraph is t (where t ≥ 2), then,
λ′(H) = λ′
(
Kt
{1,2}
)
= 2−
1
t
.
In this paper, we give a Motzkin-Straus type result to {1, r}-graphs. For any
hypergragh (graph) G, denote the number of its edges by e(G).
Theorem 4 Let H be a {1, r}-graph. If both the order of its maximum complete
{1, r}-subgraph and the order of its maximum complete {1}-subgraph are t, where
t ≥ ⌈
[r(r − 1)− 1]r−2
[r(r − 1)]r−3
⌉, then,
λ′(H) = λ′
(
Kt
{1,r}
)
= 1 +
∏r−1
i=1 (t− i)
tr−1
.
Furthermore, for {1, 3}-graph, we give a result as follows.
Theorem 5 Let H be a {1, 3}-graph. If the order of its maximum complete {1, 3}-
subgraph is t, where t ≥ 5, H3 contains a maximum complete 3-graph of order s,
where s ≥ t, and the number of edges in H3 satisfies
(
s
3
)
≤ e(H3) ≤
(
s
3
)
+
(
t−1
2
)
, then,
λ′(H) = λ′
(
Kt
{1,3}
)
= 1 +
(t− 1)(t− 2)
t2
.
Notice that, if r = 3, we require t ≥ 5 in Theorems 4 and 5. In fact, for the
case t = 3 or 4, it follows from the proof of Theorem 5, Theorem 5 holds when
s = t. However, Theorem 5 fails to hold when t = 3 or 4 and s ≥ t + 1. For
t = 3, s ≥ t + 1, let G be the {1, 3}-graph with the vertex set V (G) = [n] for
some integer n ≥ s, and the edge set E(G) = E1 ∪ E3, where E1 = {{1}, {2}, {3}},
[s](3) ⊆ E3 and
(
s
3
)
≤ |E3| ≤
(
s
3
)
+
(
t−1
2
)
. Take a legal weighting ~x = (x1, · · · , xn),
where x1 = x2 = x3 = 0.333, x4 = · · · = xs =
0.001
s−3
, xs+1 = · · · = xn = 0,
then λ′ (G) ≥ λ′ (G,~x) > 1 + (3−1)(3−2)
32
= λ′
(
K3
{1,3}
)
. This example also shows
that Theorem 4 fails to hold when t = 3 and r = 3. For t = 4, s ≥ t + 1, let
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G be a {1, 3}-graph with the vertex set V (G) = [n] for some integer n ≥ s, and
the edge set E(G) = E1 ∪ E3, where E1 = {{1}, {2}, {3}, {4}}, [s](3) ⊆ E3 and(
s
3
)
≤ |E3| ≤
(
s
3
)
+
(
t−1
2
)
. Take a legal weighting ~x = (x1, · · · , xn), where x1 =
x2 = x3 = x4 = 0.2498, x5 = · · · = xs =
0.0008
s−4
, xs+1 = · · · = xn = 0, then
λ′ (G) ≥ λ′ (G,~x) > 1 + (4−1)(4−2)
42
= λ′
(
K4
{1,3}
)
. This example also shows that
Theorem 4 fails to hold when t = 4 and r = 3.
The bound of e(H3) in Theorem 5 is necessary, and it is also the best possible.
When e(H3) =
(
s
3
)
+
(
t−1
2
)
+1, let H be a {1, 3}-graph with the vertex set [n] for some
integer n ≥ s+1, and the edge set E(H) = E1 ∪E3, where E1 = {{1}, · · · , {t}, {s+
1}}, E3 = {[s](3)∪{1t (s + 1)}∪{i1i2(s+ 1) : i1i2 ∈ [t− 1]
(2)}}. Then [s+1](3) * E3,
|E3| =
(
s
3
)
+
(
t−1
2
)
+ 1. Take a legal weighting ~x = (x1, · · · , xn), where x1 = x2 =
· · · = xt−1 =
1
t
, xt = xs+1 =
1
2t
and the remaining coordinates of ~x are equal to zero.
Then λ′ (H) ≥ λ′ (H,~x) > λ′
(
[t](3)
)
.
2 Some preliminaries
We will impose two additional conditions on any optimal legal weighting ~x =
(x1, · · · , xn) for an R(H)-graph H :
(i) x1 ≥ x2 ≥ · · · ≥ xn ≥ 0,
(ii) |{j : xj > 0}| is minimal, i.e., if ~y is a legal weighting for H satisfying
|{j : yj > 0}| < |{j : xj > 0}|, then λ
′ (H, ~y) < λ′ (H).
Let H = (V,E) be an R(H)-graph. For r ∈ R(H), we will denote the (r − 1)-
neighborhood of a vertex i ∈ V by Eri = {A ∈ V
(r−1) : A ∪ {i} ∈ Er}. Similarly, we
denote the (r − 2)-neighborhood of a pair of vertices i, j ∈ V by Erij = {B ∈ V
(r−2) :
B ∪ {i, j} ∈ Er}. We also denote the complement of Eri by E
r
i = {A ∈ V
(r−1) :
A ∪ {i} ∈ V (r) \ Er}, and define E
r
ij = {B ∈ V
(r−2) : B ∪ {i, j} ∈ V (r) \ Er}. For
ease of notation, define Eri\j = E
r
i ∩ E
r
j . The following lemma gives some necessary
conditions of an optimal weighting for an r-graph G.
Lemma 1 [3] Let G = (V,E) be an r-graph and ~x = (x1, · · · , xn) be an optimal legal
weighting for G with k(≤ n) positive weights x1, · · · , xk. Then for every {i, j} ∈ [k]
(2),
(a) λ(Eri , ~x) = λ(E
r
j , ~x) = rλ(G), (b) there is an edge in E containing both i and j.
Consider the non-uniform hypergraph H , with Lagrangian λ′(H), in [4], Peng et
al. gave a similar result for an R(H)-graph.
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Lemma 2 [4] If x1 ≥ x2 ≥ . . . ≥ xk > xk+1 = xk+2 = . . . = xn = 0 and
~x = (x1, · · · , xn) be an optimal legal weighting of a hypergraph H, then,
∂λ′(H,~x)
∂x1
=
∂λ′(H,~x)
∂x2
= · · · = ∂λ
′(H,~x)
∂xk
, and for every {i, j} ∈ [k](2), there is an edge in E containing
both i and j.
In [12], Talbot introduced the definition of a left-compressed r-uniform hyper-
graph. Let us generalize this concept to non-uniform hypergraphs.
Let H = ([n], E) be an R(H)-graph, where n is a positive integer. For e ∈ E, and
i, j ∈ [n] with i < j, then, define
Lij (e) =

(e\{j}) ∪ {i} if i /∈ e and j ∈ e,e otherwise.
and
Lij(E) = {Lij(e) : e ∈ E} ∪ {e : e, Lij (e) ∈ E}. (1)
Note that |Lij(E)| = |E| from the definition of Lij(E).
We say that E (H) is left-compressed if Lij(E) = E for every 1 ≤ i < j.
Lemma 3 Let H = ([n], E) be an R(H)-graph, i, j ∈ [n] with i < j and ~x =
(x1, · · · , xn) be an optimal legal weighting of H. Write Hij = ([n],Lij(E)). Then,
λ′(H,~x) ≤ λ′(Hij , ~x).
Proof. If 1 /∈ R(H), then,
λ′(Hij, ~x)− λ
′(H,~x) =
∑
r∈R(H)
∑
e∈Er,Lij(e)/∈E
r
i/∈e,j∈e
λ′(e\{j}, ~x) (xi − xj),
and if 1 ∈ R(H), then,
λ′(Hij, ~x)− λ
′(H,~x) =
∑
r∈R(H)
r≥2
∑
e∈Er,Lij(e)/∈Er
i/∈e,j∈e
λ′(e\{j}, ~x) (xi − xj) + (xi − xj) I,
where I satisfies that I = 1, if i /∈ E1 j ∈ E1, and otherwise I = 0. Hence λ′(Hij, ~x)−
λ′(H,~x) is nonnegative in any case, since i < j implies that xi ≥ xj . So this lemma
holds. 
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3 Proof of Theorem 4
Applying the theory of Lagrangian multipliers, it is easy to get that an optimal
weighting ~x for Kt
{1,r} is given by xi = 1/t for each i, 1 ≤ i ≤ t. So λ
′(Kt
{1,r}) =
1 +
∏r−1
i=1
(t−i)
tr−1
. So we only need to prove λ′(H) = λ′
(
Kt
{1,r}
)
. Since Kt
{1,r} ⊆ H ,
clearly, λ′(H) ≥ λ′
(
Kt
{1,r}
)
. Thus, to prove Theorem 4, it suffices to prove that
λ′(H) ≤ λ′
(
Kt
{1,r}
)
. Denote λ′{t,{1,r}} = max{λ
′(G) : G is a {1, r}-graph, G contains
a maximum complete subgraph K
{1,r}
t and a maximum complete subgraph K
{1}
t }. If
λ′{t,{1,r}} ≤ λ
′
(
Kt
{1,r}
)
, then λ′(H) ≤ λ′
(
Kt
{1,r}
)
. Hence we can assume H is an
extremal hypergraph, i.e., λ′(H) = λ′{t,{1,r}}. If H is not left-compressed, performing
a sequence of left-compressing operations (i.e. replace E by Lij(E) if Lij(E) 6= E),
we will get a left-compressed {1, r}-graph H ′ with the same number of edges. The
condition that the order of a maximum complete {1}-subgraph of H is t guarantees
that both the order of a maximum {1, r} complete subgraph of H ′ and the order
of a maximum {1} complete subgraph of H ′ are still t. By Lemma 3, H ′ is an
extremal graph as well. So we can assume that the edge set of H is left-compressed,
H1 = [t] and [t](r) ⊆ Hr. Let ~x = (x1, · · · , xn) be an optimal legal weighting for
H , where x1 ≥ x2 ≥ . . . ≥ xk > xk+1 = xk+2 = . . . = xn = 0. If k ≤ t, then
λ′(H) ≤ λ′([k]{1,r}) ≤ λ′([t]{1,r}). So it suffices to show that xt+1 = 0.
Let 1 ≤ i ≤ t. If xt+1 > 0, then by Lemma 2, there exists e ∈ H
r such that
{i, t+ 1} ⊂ e and ∂λ
′(H,~x)
∂xi
= ∂λ
′(H,~x)
∂xt+1
.
Recall that i ∈ E1 and t + 1 /∈ E1, then,
∂λ′ (H,~x)
∂xi
= 1 + r!λ
(
Eri\(t+1), ~x
)
+ r!xt+1λ
(
Eri(t+1), ~x
)
,
∂λ′ (H,~x)
∂xt+1
= r!xiλ
(
Eri(t+1), ~x
)
.
Let A = r!λ
(
Eri\(t+1), ~x
)
, and C = r!λ
(
Eri(t+1), ~x
)
. Thus, xi ≥
1
C
+ xt+1, with
0 < C ≤ r! (1−xi−xt+1)
r−2
(r−2)!
. So
xi >
1
r(r − 1)(1− xi − xt+1)r−2
+ xt+1. (2)
The above inequality clearly implies that xi >
1
r(r−1)
. Combining this with (2),
we have
xi >
[r(r − 1)]r−3
[r(r − 1)− 1]r−2
. (3)
Recall that t ≥ ⌈
[r(r − 1)− 1]r−2
[r(r − 1)]r−3
⌉, with the aid of (3),
t∑
i=1
xi > 1, a contradiction to
the definition of legal weighting vectors. So xt+1 = 0. The proof is thus complete.
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4 Proof of Theorem 5
As shown in Theorem 4, λ′(Kt
{1,3}) = 1 + (t−1)(t−2)
t2
. So we only need to prove
λ′(H) = λ′
(
Kt
{1,3}
)
. Since Kt
{1,3} ⊆ H , clearly, λ′(H) ≥ λ′
(
Kt
{1,3}
)
. Thus, to
prove Theorem 5, it suffices to prove that λ′(H) ≤ λ′
(
Kt
{1,3}
)
= 1 + (t−1)(t−2)
t2
.
This time we denote µ{t,s,m,{1,3}} = max{λ
′(G) : G is a {1, 3}-graph, G contains a
maximum complete subgraph K
{1,3}
t , G
3 contains a maximum clique of order s and
e(G3) = m, where
(
s
3
)
≤ m ≤
(
s
3
)
+
(
t−1
2
)
}. If µ{t,s,m,{1,3}} ≤ 1 +
(t−1)(t−2)
t2
, then
λ′(H) ≤ 1 + (t−1)(t−2)
t2
. Hence we can assume H is an extremal hypergraph, i.e.,
λ′(H) = µ{t,s,m,{1,3}}. Let ~x = (x1, · · · , xn) be an optimal legal weighting for H ,
where x1 ≥ x2 ≥ . . . ≥ xk > xk+1 = xk+2 = . . . = xn = 0. Note that if k ≤ t,
then λ′(H,~x) ≤
k∑
i=1
xi + λ
′([k](3), ~x) ≤ 1 + λ′([k](3)) = 1 + (k−1)(k−2)
k2
≤ 1 + (t−1)(t−2)
t2
.
Also, if s = t, then from Theorem 2 and Remark 1, λ′(H,~x) ≤
k∑
i=1
xi + λ
′(H3, ~x) ≤
1+λ′(H3) = 1+ (s−1)(s−2)
s2
= 1+ (t−1)(t−2)
t2
. So in the sequel, we assume k ≥ t+1 and
s ≥ t+ 1.
Since e(H3) ≤
(
s
3
)
+
(
t−1
2
)
, there is a unique K
{3}
s in H3, otherwise, if H3 contains
two different K
{3}
s , then e(H3) ≥
(
s
3
)
+
(
s−1
2
)
, a contradiction to the range of e(H3).
Let {i1, . . . , is} be the vertex set of that unique K
{3}
s in H3. We can assume there
exists a unique vertex set {j1, . . . , jt} ⊆ {i1, . . . , is} such that {j1, . . . , jt} induces a
K
{1,3}
t in H . Otherwise, since e(H
3) ≤
(
s
3
)
+
(
t−1
2
)
, there is a K
{1,3}
t whose vertex
set consists of a vertex a /∈ {i1, . . . , is} and t − 1 vertices from {i1, . . . , is}, denote
these t − 1 vertices by b1, . . . , bt−1. Notice that this K
{1,3}
t is the unique K
{1,3}
t
in H . Then we take one vertex b from {i1, . . . , is} \ {b1, . . . , bt−1}, add a new 1-
edge {b} to H , we can see that the new {1, 3}-graph H ′ satisfies the conditions of
Theorem 5, and λ′(H ′) ≥ λ′(H) since H ⊂ H ′, which implies that H ′ is also an
extremal hypergraph. Hence we can assume that there exists a unique vertex set
{j1, . . . , jt} ⊆ {i1, . . . , is} such that {j1, . . . , jt} induces a K
{1,3}
t in H . Note that any
vertex in {i1, . . . , is} \ {j1, . . . , jt} is not a 1-edge in H .
Consider the relationship between the set [k] and {i1, . . . , is}, we have three cases.
Case 1. [k] ⊆ {i1, . . . , is}.
Denote H0 the {1, 3}-subgraph induced by [k] in H , then λ
′(H0) = λ
′(H0, ~x) =
λ′(H). We can see that H0 satisfies the conditions of Theorem 4 (r = 3), thus
λ′(H0) = λ
′
(
Kt
{1,3}
)
= 1 + (t−1)(t−2)
t2
, so λ′(H) = λ′
(
Kt
{1,3}
)
= 1 + (t−1)(t−2)
t2
.
Case 2. [k] ∩ {i1, . . . , is} = ∅.
In this case, there are at most
(
t−1
2
)
3-edges contributing nonzero value to λ′(H,~x).
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Let H30 be the subgraph induced by [k] in H
3, then e(H30 ) ≤
(
t−1
2
)
. By adding
some 3-edges to H30 , we can find a 3-graph G such that H
3
0 ⊂ G, K
{3}
t ⊂ G, and
e(G) ≤
(
t
3
)
+
(
t−1
2
)
, by Theorem 2 and Remark 1, λ′(H30 ) ≤ λ
′(G) = (t−1)(t−2)
t2
. Hence
λ′(H,~x) ≤ 1 + λ′(H3, ~x) = 1 + λ′(H30 , ~x) ≤ 1 + λ
′(H30 ) ≤ 1 + λ
′(G) = 1 + (t−1)(t−2)
t2
.
Case 3. [k] ∩ {i1, . . . , is} 6= ∅, and [k] * {i1, . . . , is}.
Let |[k] ∩ {i1, . . . , is}| = p, and we will prove the claim below.
Claim 1 |{j : j ∈ {j1, . . . , jt}, xj > 0}| = min{p, t}.
Proof. Clearly, |{j : j ∈ {j1, . . . , jt}, xj > 0}| ≤ min{p, t}. If |{j : j ∈ {j1, . . . , jt}, xj >
0}| < min{p, t}, then there exist two vertices i, j such that i ∈ {i1, . . . , is}\{j1, . . . , jt},
xi > 0 and j ∈ {j1, . . . , jt}, xj = 0. Denote E
3
S the edge set of K
{3}
s induced
by {i1, . . . , is} in H
3. We construct a new {1, 3}-graph H ′ = ([n], E ′), with E ′ =
(E\A) ∪ A′, where A is the edge set of all 3-edges containing i but not j in E\E3S,
A′ is the edge set obtained from A by replacing i by j for all 3-edges in A. It is
obvious that |E ′3| = |E3|, H ′ contains a K
{1,3}
t and the order of maximum complete
3-subgraph in H ′ is still s, moreover, we say that there is no K
{1,3}
t+1 in H
′. Other-
wise, there is a K
{1,3}
t+1 in H
′, then the vertex set of K
{1,3}
t+1 can not include vertices in
{i1, . . . , is} \ {j1, . . . , jt}, which indicates that there are at least
(
s
3
)
+
(
t
2
)
3-edges in
H ′. Since |E ′3| = |E3| ≤
(
s
3
)
+
(
t−1
2
)
, it is a contradiction. So the order of maximum
complete {1, 3}-subgraph in H ′ is still t. We define a legal weighting ~x′ for H ′, such
that x′l = xl, for l 6= i, j, and x
′
i = xj = 0, x
′
j = xi. Then we can derive that
λ′(H ′, ~x′) − λ′(H,~x) ≥ xi > 0. This implies that λ
′(H ′) > λ′(H), a contradiction to
the assumption of H . 
We still denote H30 the subgraph induced by [k] in H
3, and there are two subcases to
consider.
Subcase 3.1. p ≤ t.
In this subcase, H30 consists of a K
{3}
p and at most
(
t−1
2
)
other 3-edges. Sim-
ilarly to Case 2, by adding some 3-edges, we can deduce that λ(H30 ) ≤ λ(K
{3}
t ),
then, λ′(H3, ~x) = λ′(H30 , ~x) ≤ 3!λ(H
3
0) ≤ 3!λ(K
{3}
t ) =
(t−1)(t−2)
t2
, so λ′(H,~x) ≤
1 + λ′(H3, ~x) ≤ 1 + (t−1)(t−2)
t2
.
Subcase 3.2. p ≥ t+ 1.
We prove that we may assume for any j ∈ {j1, . . . , jt}, i ∈ {i1, . . . , is}\{j1, . . . , jt},
xj ≥ xi, (4)
and
λ
(
E3j\i, ~x
)
≥ λ
(
E3i\j , ~x
)
(5)
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hold.
In fact, if H dose not satisfy (4) and (5), through the following two steps, we will
find a new {1, 3}-graph H∗ and a new legal weighting vector ~z satisfying (4) and (5),
and H∗ is an extremal hypergraph as well.
Step 1. For every i ∈ {i1, . . . , is}\{j1, . . . , jt}, search for a vertex j ∈ {j1, . . . , jt}
satisfying E3i\j \ E
3
j\i 6= ∅. If such a vertex exists (and if there is more than one such
vertices, just take one of them), then for each U ∈ E3i\j \ E
3
i\j , replace the 3-edge
{U ∪ {i}} by {U ∪ {j}}. Check the value of xi and xj , if xi > xj , then exchange the
weight of these two vertices i, j.
Denote the new {1, 3}-graph H∗ = ([n], E∗) and the new legal weighting vector
~y obtained from Step 1. We see that |E∗3| = |E3|, the order of maximum complete
3-subgraph in H ′ is still s. Similar to the argument we used in Claim 1, there is no
K
{1,3}
t+1 in H
∗. Otherwise, there is a K
{1,3}
t+1 in H
∗, then the vertex set of K
{1,3}
t+1 can not
include vertices in {i1, . . . , is} \ {j1, . . . , jt}, which indicates that there are at least(
s
3
)
+
(
t
2
)
3-edges in H∗. Since |E∗3| = |E3| ≤
(
s
3
)
+
(
t−1
2
)
, it is a contradiction. So
the order of maximum complete {1, 3}-subgraph in H∗ is still t. Moreover, H∗ with
the weighting vector ~y satisfies (5).
Step 2. For every i ∈ {i1, . . . , is} \ {j1, . . . , jt} in H
∗, search for a vertex j ∈
{j1, . . . , jt} satisfying yi > yj (if there are more than one such vertices, just take one
of them). Then exchange the weight of vertices i, j.
Denote the new legal weighting vector ~z for H∗ obtained after Step 2, then,
clearly, H∗ with the weighting vector ~z satisfies (4) and (5), besides, one can easily
get that λ′(H∗) ≥ λ′(H∗, ~z) ≥ λ′(H,~x) = λ′(H). That implies H∗ is also an extremal
hypergraph. Hence we can assume H and its optimal weighting vector ~x satisfy that
for any j ∈ {j1, . . . , jt}, i ∈ {i1, . . . , is} \ {j1, . . . , jt}, (4) and (5) hold.
For any pair i, j ∈ [k], if i ∈ {i1, . . . , is} \ {j1, . . . , jt}, j ∈ {j1, . . . , jt}, then,
∂λ′ (H,~x)
∂xj
= 1 + 3!λ
(
E3j\i, ~x
)
+ 3!xiλ
(
E3ij , ~x
)
,
∂λ′ (H,~x)
∂xi
= 3!λ
(
E3i\j , ~x
)
+ 3!xjλ
(
E3ij, ~x
)
.
Let A = 3!λ
(
E3j\i, ~x
)
, B = 3!λ
(
E3i\j , ~x
)
, C = 3!λ
(
E3ij , ~x
)
. By Lemma 2, 1 +
A + xiC = B + xjC. With (5), we have A ≥ B, thus, xj >
1
C
+ xi, with 0 < C ≤
6(1− xi − xj). So
xj ≥
1
6(1− xi − xj)
+ xi. (6)
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The above inequality clearly implies that xj >
1
6
. Combining this with (6), we have
xj >
1
5
+ xi. (7)
Since p ≥ t + 1, there exists a vertex b ∈ [k] ∩ {i1, . . . , is} \ {j1, . . . , jt}. If t ≥ 5,
then
∑
a∈E1
xa =
∑
a∈{j1,... jt}
xa > 1 + 5xb > 1, a contradiction to the definition of legal
weighting vectors. Hence t < 5, which contradicts to the the condition t ≥ 5 in
Theorem 5.
Combining all these cases, the proof is thus complete.
5 Results for {1, r2, · · · , rl}-graphs
Applying similar method used in the proof of Theorem 4, we can obtain a result
similar to Theorem 4 for {1, r2, · · · , rl}-graphs, where l ≥ 3. Let us state this result.
Theorem 6 Let H be a {1, r2, · · · , rl}-graph. If both the order of its maximum com-
plete {1, r2, · · · , rl}-subgraph and the order of its maximum complete {1}-subgraph
are t, where t ≥ f(r2, · · · , rl) for some function f(r2, · · · , rl), then,
λ′(H) = λ′
(
Kt
{1,r2,··· ,rl}
)
.
A formula for function f(r2, · · · , rl) could be given directly. But we omit the
details. Let us skip the proof of the above result and give a detail proof for {1, 2, 3}-
graphs.
Theorem 7 Let H be a {1, 2, 3}-graph. If both the order of its maximum complete
{1, 2, 3}-subgraph and the order of its maximum complete {1}-subgraph are t, where
t ≥ 8, then,
λ′(H) = λ′
(
Kt
{1,2,3}
)
= 1 +
t− 1
t
+
(t− 1)(t− 2)
t2
.
Proof of Theorem 7. The proof is similar to the proof of Theorem 4. Applying
the theory of Lagrangian multipliers, it is easy to get that an optimal weighting
~x for Kt
{1,2,3} is given by xi = 1/t for each i, 1 ≤ i ≤ t. So λ
′
(
Kt
{1,2,3}
)
=
1 + t−1
t
+ (t−1)(t−2)
t2
. So we only need to prove λ′(H) = λ′
(
Kt
{1,2,3}
)
. Since Kt
{1,2,3} ⊆
H , clearly, λ′(H) ≥ λ′
(
Kt
{1,2,3}
)
. Thus, to prove Theorem 7, it suffices to prove that
λ′(H) ≤ λ′
(
Kt
{1,2,3}
)
. Denote λ′{t,{1,2,3}} = max{λ
′(G) : G is a {1, 2, 3}-graph, G
contains a maximum complete subgraph K
{1,2,3}
t and a maximum complete subgraph
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K
{1}
t }. If λ
′
{t,{1,2,3}} ≤ λ
′
(
Kt
{1,2,3}
)
, then λ′(H) ≤ λ′
(
Kt
{1,2,3}
)
. Hence we can
assume H is an extremal hypergraph, i.e., λ′(H) = λ′{t,{1,2,3}}. If H is not left-
compressed, performing a sequence of left-compressing operations (i.e. replace E by
Lij(E) if Lij(E) 6= E), we will get a left-compressed {1, 2, 3}-graph H
′ with the same
number of edges. The condition that the order of a maximum complete {1}-subgraph
of H is t guarantees that both the order of a maximum {1, 2, 3} complete subgraph of
H ′ and the order of a maximum {1} complete subgraph of H ′ are still t. By Lemma
3, H ′ is an extremal graph as well. So we can assume that the edge set of H is left-
compressed, H1 = [t], [t](2) ⊆ H2 and [t](3) ⊆ H3. Let ~x = (x1, · · · , xn) be an optimal
legal weighting for H , where x1 ≥ x2 ≥ . . . ≥ xk > xk+1 = xk+2 = . . . = xn = 0. If
k ≤ t, then λ′(H) ≤ λ′([k]{1,2,3}) ≤ λ′([t]{1,2,3}). So it suffices to show that xt+1 = 0.
Let 1 ≤ i ≤ t. If xt+1 > 0, then by Lemma 2, there exists e ∈ E such that
{i, t + 1} ⊂ e and ∂λ
′(H,~x)
∂xi
= ∂λ
′(H,~x)
∂xt+1
. Let λ(E2i(t+1), ~x) = 1, if i(t + 1) ∈ E
2, and let
λ(E2i(t+1), ~x) = 0, if i(t+ 1) /∈ E
2. Recall that i ∈ E1 and t+ 1 /∈ E1, then,
∂λ′ (H,~x)
∂xi
= 1 + 2!λ
(
E2i\(t+1), ~x
)
+ 2!xt+1λ
(
E2i(t+1), ~x
)
+ 3!λ
(
E3i\(t+1), ~x
)
+3!xt+1λ
(
E3i(t+1), ~x
)
;
∂λ′ (H,~x)
∂xt+1
= 2!xiλ
(
E2i(t+1), ~x
)
+ 3!xiλ
(
E3i(t+1), ~x
)
.
Let A = 2!λ
(
E2i\t+1, ~x
)
+3!λ
(
E3i\t+1, ~x
)
, and C = 2!λ
(
E2i(t+1), ~x
)
+3!λ
(
E3i(t+1), ~x
)
.
By Lemma 2, 1 + A + xt+1C = xiC. Thus, xi ≥
1
C
+ xt+1, with 0 < C ≤ 2 + 6(1 −
xi − xt+1). Hence
xi >
1
2 + 6(1− xi − xt+1)
+ xt+1. (8)
The above inequality clearly implies that xi >
1
8
. Combining this with (8), we
have
xi >
4
29
. (9)
Recall that t ≥ 8, with the aid of (9),
t∑
i=1
xi > 1, a contradiction to the definition of
legal weighting vectors. So xt+1 = 0. The proof is thus complete.
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