The concept of sparse representation is gaining momentum in image processing applications, especially in image compression, from last one decade. Sparse coding algorithms represent signals as a sparse linear combination of atoms of an overcomplete dictionary. Earlier works shows that sparse coding of images using learned dictionaries outperforms the JPEG standard for image compression. The conventional method of image compression based on sparse coding, though successful, does not adapting the compression rate based on the image local block characteristics. Here, we have proposed a new framework in which the image is classified into three classes by measuring the block activities followed by sparse coding each of the classes using dictionaries learned specific to each class. K-SVD algorithm has been used for dictionary learning. The sparse coefficients for each class are Huffman encoded and combined to form a single bit stream. The model imparts some rate-distortion attributes to compression as there is provision for setting a different constraint for each class depending on its characteristics. We analyse and compare this model with the conventional model. The outcomes are encouraging and the model makes way for an efficient sparse representation based image compression. key words: image compression, JPEG, sparse coding, K-SVD dictionary learning, OMP
Introduction
Image compression is possible because of the spatial redundancy present in the images. Standard algorithms like JPEG, JPEG2000 are very much established and widely adopted image compression schemes [1] , [2] . Though, transform coding is the basis for all these existing compression algorithms, the notion of using learned dictionaries for sparse coding is also being experimented and finding it effective. The idea of sparse representation for natural images are represented in the human visual cortex which was illustrated in [3] . Fundamentally the idea states that every signal y ∈ R n×N can be represented as a sparse linear combination of basis atoms taken from an overcomplete dictionary D ∈ R n×K where K >> n [4] , [5] . Such a representation satisfies an error criterion ||y − Dx|| p ≤ v , where the vector x ∈ R K is the sparse representation obtained and v is the representation [6] , where c is the number of non-zero coefficients in sparse representation and τ is the variance of the distribution from which elements of dictionary atoms are drawn. The representation error is measured using the norm p = 2 which in turn is the mean square error. The problem statement of sparse coding can be written as
The objective of Eq. (1) is to minimize the number of nonzero coefficients in the sparse vector x without losing much data of the image. The dictionary D used for sparse coding can be chosen in two ways. Either predefined dictionaries like wavelets, curvelets, Discrete Cosine Transform(DCT), contourlets etc. can be used or a training strategy can be adopted in which the dictionary trained or learned from training data. JPEG and JPEG2000 conforms to the former category. Redundant or overcomplete dictionaries for sparse representation of the image are presented in [7] . Karl Skretting, in [8] , uses Recursive Least Square Dictionary Learning Algorithm (RLS-DLA) [9] to achieve a better sparse representation in the wavelet domain which removes the blocking artifacts. Recent works proposes use of content specific dictionaries which are intended for specific class of images. In [10] , author proposes a facial image compression scheme with a pre-processing stage which divides the image into fixed patches. Simulation results indiacte improvement over the existing standards JPEG and JPEG2000. Another work [11] , in which Iteration tuned dictionaries are learned for specific classes of images and results were comparable to JPEG and JPEG2000. However, such an approach is inefficient when it comes to an arbitrary image, belonging to a different class, since it is beyond the scope of the dictionary. In one of the recent work [12] dictionaries specifically trained for images result in an adaptive image compression scheme. But it requires the dictionary to be transmitted along with the compressed data for which author proposes a parametric dictionary structure to reduce the additional overhead of transmitting the dictionary.
When it comes to classification based compression methods, though they had been used in the past, their application in sparse coding using learned dictionaries are seldom reported. In [13] DCT image block are classified uniformely according to the AC energy and then adapting the quantizer to the class being encoded. Later, it is shown that the classiCopyright c 2015 The Institute of Electronics, Information and Communication Engineers fication gain can be maximised by having non-uniform classification [14] . In [15] sub-band coding of the wavelet coefficients of the image is done after classifying into different classes. In this approach Equal Mean Normalised Standard Deviation(EMNSD) algorithm can be used for finding the number of blocks in each class such that the resulting classes have similar statistical properties. In this paper we propose a similar framework of classifying the image into three classes namely smooth, edge and texture based on the block activity and then sparse coding of these different classes of data which is an online process using three offline learned dictionaries. It is implicit that we can incorporate some flexibility to the system by independently processing the three classes. As each class varies in their requirements to be perceived efficiently, we have a provision for choosing different v or number of non-zero coefficients for different classes which forms a rate distortion framework. .
Other than compression, quite a few applications like denoising, deblurring, inpainting are also reported utilising the sparse nature of signals with the help of learned dictionaries [6] , which were found to be successful.
Organization of This Paper
The entire process of image compression is carried out in two stages. First is an offline stage which involves learning of dictionaries for the three classes followed by the second stage of sparse coding and encoding of the image data, which is an online process. These two processes are explained in Sect. 3 and 4 respectively. Both stages involve the classification of images, which is explained in Sect. 3.1. Section 3.2 discusses the K-Singular value decomposition(K-SVD) dictionary learning algorithm and Orthogonal Matching Pursuit(OMP) sparse coding algorithm. In online compression stage, OMP sparse coding of the input image and entropy coding are explained in Sects. 4.1 and 4.2 respectively. Section 5 describes the experiments performed and their results along with discussion of the results obtained. Finally we conclude in Sect. 6.
Offline Dictionary Learning
Offline dictionary learning stage is to be performed only once since the three dictionaries learned are global and can be used for the online compression of any image. Offline stage consists image classification, training vector formation and dictionary learning steps for each class which are explained in further subsections.
Image Classification
As one dictionary is to be learned for each class, there would be a requirement of three sets of training vectors of each class. So the first stage of dictionary learning is the classification of training data set in to respective classes. Natural images are composed of different activity parts, which, we can easily distinguish and identify as smooth, edge and texture data class. (2) Now to classify the images, they are divided into non-overlapping blocks and are classified into three classes based on the level of activity in each block, assessed by calculating the dispersion of the block gains (g b ). Here g b is defined as square root of mean square energy of the image block given by Eq. (3) where E b is the block energy and e
represents the block DCT coefficient energy. Let j = 1, 2 and 3 represents the smooth, edge and texture classes respectively. Standard deviation(σ j ) of block gains belonging to a class being a measure of dispersion of block energies of that class, each class having a different σ j will have a different level of activity. Thus grouping the blocks such that each of them conforms to either of the three specified activity level will do the process of classification. This activity level can be specified in terms of σ j . Since comparison of standard deviation of classes having different mean being meaningless, coefficient of variation or the Mean Normalised Standard Deviation (MNSD) is used as the criterion of classification [15] .
The algorithms, known as EMNSD [15] , works as follows. Assume after dividing into blocks of size 8 × 8 there are N image blocks to be classified. All blocks are arranged in the increasing order of their g b . Now, out of this N, the first N 1 blocks are to be chosen as smooth class, next N 2 as edge and the next N 3 as texture class initially. This can be justified on the basis of the fact that since the first N 1 blocks are having the least energy when taken together which is attributed to their smooth, non-varying nature. And the last N 3 being the highest in energy, due to their highly varying or texture nature, are considered as texture data. The blocks in between then belongs to the edge data. The algorithm starts with N 1 , N 2 and N 3 as same and calculates the MNSD value for each class. In this arrangement first N 1 blocks will be having the least MNSD and the last N 3 blocks have the most and the algorithm tries to perform a grouping such that each group or class has the same MNSD. Consider m j as mean of j th class defined as,
and σ 2 j is given by,
Then MNSD is defined as the ratio of m j to σ j , as given by Eq. (6)
Based on MNSD values, algorithm tries to adjust the values of N 1 , N 2 and N 3 such that the three classes will have the same MNSD or MNSD values which differs by a value within a tolerance level. In the next iteration again MNSD for each class is found and the process is repeated until a target condition is reached given by (7).
Value of ρ can be sufficiently low such that the difference in MNSD values is within the tolerance level. For adjusting N 1 , N 2 and N 3 in each step, different step sizes ΔN can be used. After completion of EMNSD algorithm an activity map is formed for the image by assigning 0,1 and 2 respectively for smooth, edge and texture blocks for assessing the block information in further processing. Figure 1 shows an example of Lena image subjected to EMNSD classifica- tion. Activity map of selected region is enlarged and shown along with an image showing three classes of blocks in different grayscale.
Dictionary Learning
As sparse coding approximates every input vector as a weighted linear combination of atoms of an overcomplete dictionary, the selection of dictionary is equally important. We can use either any of the linear transform based dictionary or dictionaries exclusively trained or adapted to the class of images to be operated. Since latter approach results in a better sparse approximation, this work uses learned dictionaries. In this work K-SVD dictionary learning algorithm is used with Orthogonal Matching Pursuit(OMP) for sparse coding stage. K-SVD essentially includes two steps. K-SVD algorithm pseudo-code [16] is represented here.
Algorithm 1 The K-SVD algorithm
Objective : Find the dictionary that is best fit to the data samples
such that sparse coding results sparser X, as given by
Initialization : Initial dictionary D (0) ∈ R n×K is chosen as either DCT dictionary (or any transform based dictionary) or training data itself with l 2 normalized columns. Set J = 1 Repeat either until stopping rule is satisfied or for a fixed number of iterations.
• sparse coding stage: Use any of the sparse coding algorithms to compute the sparse vector x i for each y i in Y, by solving
update it by -Define the indices of the signals that use this atom,
, where x k T is the k th row o f x -Compute the overall representation of error matrix, E k , by
-Restrict E k by choosing only the columns corresponding to ω k and obtain E R k = E k Ω k , where Ω k as a matrix of size N×|ω k | , with ones on the (ω k (i),i) th entries and zeros elshwhere.
-Perform SVD decomposition E R k = UΔV T and choose new d k as first column of U and non-zero coefficients in x k R as first column of V multiplied by Δ(1, 1). The training data for learning in our work is obtained from a training image set. As three dictionaries are to be learned, one for each class, there is requirement of three training data set. To prepare the three training data sets, images are first passed through the image classifier block sequentially and based on the activity maps generated three separate row images are prepared. These three row images correspond to three horizontally stacked, disjoint similar activity blocks selected sequentially from the training images. Non-overlapping blocks are taken from these row images separately and the pixels in each block is lexicographically ordered into column vectors forming three set of training vectors. In addition to this an initial dictionary is also needed for K-SVD to work, which as suggested, can be either a DCT dictionary or the one made from the training data itself. Former is used when sparse coding of DCT transformed image is done and the latter in spatial domain sparse coding.
A greedy pursuit approach called OMP [17] was used in the second step or the sparse coding stage of K-SVD algorithm that finds the weights with which dictionary atoms are to be combined to approximate the input data vector. This weight matrix is the sparse vector corresponding to that input vector. OMP requires a stopping criterion while sparse coding each input data vector which can be either the average number of non-zero coefficients per vector required (c) or the maximum permissible average representation error per vector ( v ) up to which it is tolerable. Latter can be found from the target PSNR of the image to be reconstructed if a lossless entropy coding would have been used. In addition OMP is to be carried out on mean subtracted input data vectors.
Thus the three processes image classification, training vector formation and K-SVD learning constitutes the offline dictionary learning stage. Figure 2 shows the block diagram representation of the offline dictionary learning stage. In our proposed model once dictionaries for three classes are learned, it can be used for any image and are considered as global dictionaries.
Online Compression Process

Sparse Coding
The important step towards achieving compression is to sparse code the input image data using the learned global dictionaries. This stage performs this on the pre-processed input image using the dictionaries obtained in the previous Our proposed model includes the classification of the image into three classes and then sparse coding the three sets of input vectors corresponding to these classes using the global dictionaries learned in the offline stage. Using activity map corresponding to the input image, generated by the classifier, the image is transformed into three row images smooth, edge and texture as in dictionary learning stage. Now data vectors Y smooth , Y edge and Y texture are obtained from the row images by taking the non-overlapping blocks and lexicographically ordering the pixels in it. One can also go for overlapping blocks which would result in significant quality improvement in the reconstructed image [7] and minimization of blocking artifacts.
Once the data vectors are formed the next step is to sparse code them. OMP, the algorithm is used in the stage 1 during learning, is used for sparse coding. Either v or c required for the resulting sparse vector can be used as the stopping criterion of OMP. of fixed l 0 norm. After sparse coding, we got three set of sparse representations corresponding to smooth, edge and texture classes. Figure 4 shows different steps in the online compression stage.
Entropy Encoding
For encoding of the sparse coefficients formed, any lossless coding scheme can be used. As the vectors are sparse, only the non-zero coefficients and their position information are to be encoded. Huffman encoding being the most efficient lossless coding scheme, it was used for entropy encoding. Once the sparse vectors are obtained, the non-zero coefficients in the sparse representation of each class are collected along with their position information and they are encoded separately. In addition to this, parameters of the dictionary and activity map of the image are also to be transmitted as the receiver needs these to properly reconstruct the original image.
Experiments and Results
This section describes the experiments performed along with their results. As mentioned, the entire work was carried out in two stages. The first stage, dictionary learning, is covered in Sect. 5.1 followed by the compression process in Sect. 5.2.
Offline Dictionary Learning
Classification and Training Vector Formation
For the first part of the work i.e. to learn the dictionaries 8 images were used as training set as shown in Fig. 5 . The Image classifier divides the image into non-overlapping n = 8 × 8 blocks and apply the EMNSD algorithm. Each image was of size 512 × 512 and a total of 32768 blocks were there to be classified. In EMNSD the step sizes ΔN used were 2. As a trade of between speed and computational complexity the block size was chosen as 8 × 8 even though one can go for other sizes also. The activity maps generated by the classifier is constituted by the digits 0,1 and 2 in every block position respectively for smooth, edge and texture classes. Thus 8 such activity maps are generated by the classifier in the learning stage. Table 1 gives the details of 8 images and Table 1 8 Images used as training set and the number of smooth, edge and texture blocks in each image found using EMNSD. number of blocks in each belonging to three class. The experiment was performed in both spatial and DCT domain. To prepare training vectors, both spatial and DCT values of the images were separately used. From both the domains, based on activity maps generated by classifier, two sets of three row images were made. The size of row images formed were 8 × 8N smooth for smooth, 8 × 8N edge for edge and 8 × 8N texture for texture in both spatial and DCT domain. These are then transformed into training vectors of sizes 64 × N smooth , 64 × N edge and 64 × N smooth . In our case the values of N smooth , N edge and N texture respectively were 11991, 11559 and 9168.
Number of blocks (N) (N) (N)
K-SVD Dictionary Learning
Once training vector formation in both domains is done, K-SVD learning of three dictionaries of sizes D smooth = 64 × K S , D edge = 64 × K E and D texture = 64 × K T where K S , K E and K T = 441 atoms, was performed. Thus two sets of dictionaries were learned, each containing three dictionaries. One set was learned in spatial while the other in DCT domain. The initial dictionaries used were 1) dictio-nary formed from input data vectors and 2) fixed DCT dictionary respectively for spatial and DCT domain. For every dictionary the OMP stage of dictionary learning used a mean square error of 1000 per vector designated as v as the stopping criterion which corresponds to a PSNR of 36.19 dB.
The number of iterations used for K-SVD learning was 200 for every class as the number of training vectors for each class is almost the same. The unequal number of training vectors for each class may result in an unequal learning for the dictionaries. It can be mitigated by having different number of iterations for different class in learning of dictionary. Figure 6 shows the progress in learning of the dictionary in terms of the number of non-zero coefficients per vector (c avg ) resulted when the training data is sparse coded for an v = 1000 against the iteration number when a total of 200 iterations of K-SVD were done for each class.
From Fig. 6 it can be observed that with each iteration the average l 0 norm of the sparse representation obtained (c avg ) getting reduced which indicates the dictionary getting adapted to the image content. For smooth class dictionary, initially an average of 1.1 non-zero coefficients were there in the sparse vectors while it reduced to 0.8 after 40 iterations of K-SVD. For edge dictionary this value reduced from In addition to the above two sets of dictionaries, single dictionaries of size D = 64 × K for spatial and DCT domain, where K = 1369, were also learned from the same training image set without any classification process. It was done for comparing the performance of classification based compression model to the conventional non-classification model. K is chosen as 1369, which is equivalent to three class based dictionary atoms taken together, to compensate for the added advantage of using three dictionaries in the proposed model. The dictionary was learned from the same training set of 8 images using K-SVD with the parameter values being the same.
Online Compression
In this stage, sparse coding of input image Lena.bmp of size 512 × 512 was performed using dictionaries D smooth , D edge and D texture after classification and transforming into matrices Y smooth , Y edge and Y texture . OMP with number of non-zero coefficients per vector, c, as the stopping criterion, was chosen for sparse coding. Hence it is important to determine the range of c optimum for each class to get a better compression. For that, sparse coding was done with c having different ranges for each class. The result of this experiment on Lena image is shown in Table 2 . The input parameter, c, was varied from 1 to 6. The representation error ( A ) resulting per vector for each class is calculated using Eq. (8),
where i = ||y i − Dx i || 2 2 and j is the class. From the table it can be observed that for smooth class, c required for a particular A is less than that of edge and texture classes. The same is maximum for texture class. For instance, Lena image consist 2044, 1249 and 803 number of smooth, edge and texture blocks respectively as in Table  1 . If c = 1, the resulting A for smooth blocks is 345.45. i.e. each reconstructed smooth vector will be having an average of 345.45 as mean square error from the original one. The same for edge and texture class result is 2515.54 and 12203.70 as A . Similar test was performed in the DCT domain also and the result shows the same trend. Based on this analysis further experiments for classification based model were conducted.
Sparse Coding-Proposed Model
Results of compression of the image Lena.bmp using our classification model is shown in Table 3 . Table gives the the compression rate and PSNR on reconstruction. It uses the three dictionaries D smooth , D edge and D texture to sparse code the image after performing the pre-processing steps. The input parameters considered as the required number of nonzero coefficients per sparse vector denoted by c S , c E and c T for the three classes. These were varied in certain ranges based on the analysis done in the previous experiment. i.e. smooth class required the least number of non-zero coefficients and texture required the most to achieve the same target representation error. A repetition of the same experiment was done for DCT domain also and results are given in Table 4 . On analysis of the results, it is noticed that as the value of any of c S , c E and c T increases the resulting PSNR as well as bit rate increase as expected. But at certain points, typically in the third and fourth entries in Table 3 , for the same bit rate, the resulting PSNR is different. It is a direct consequence of choosing different values of c E and c T for the two cases. Further from these two entries, it is understood that the edge part plays vital role in deciding the output quality. Result say that if more c T is allocated at the expense of some c S the reconstructed quality is better for the same compression rate. Similar response can be found in the DCT domain also from Table 4 Before going in to the conventional model results and further discussion, following section explains the entropy coding part and measurement of compression rate that were used in taking the above results.
Entropy Coding
Entropy coding stage included coding of all non-zero coefficients along with their position information, DC values of training vectors, activity map and the dictionary parameters. The non-zero coefficients are quantized using uniform quantization before Entropy encoding. The maximum possible error is 0.5. Lossless Huffman coding with recursive splitting, using the function Huff06.m written by Skretting [18] , was used for performing the encoding part. The input to the function is a cell containing the sets of elements to be encoded. The function will return a sequence of integers as the compressed stream for all the elements in the cell together. The integer sequence upon converting to 8-bit binary values and placing together will give the output compressed bit stream. Consider the case for Lena image with the parameters specified as c S = 1, c E = 2 and c T = 4. Let the DC coefficients, removed from the training vectors, for each class be represented by DC smooth , DC edge and DC texture . For Lena, N smooth = 2105, N edge = 1333 and N texture = 658. So total number of non-zero coefficients resulting in the sparse representation will be C S ,total = 2105, C E,total = 2666 and C T,total = 2632 in X smooth , X edge and X texture respectively. Table 5 details the bit requirement of each set of coefficients and their DC values. Out of the 928305 elements in X smooth , only 2105 non-zero coefficients are there. Similarly for edge and texture it is 2666 and 2632 out of 587853 and 290178 respectively. The specs set consists the number of atoms of the three dictionaries and the other necessary identity informations like the target error those were used while learning. we can calculate the bit rate as, 
Sparse Coding-Conventional Model
To evaluate the performance of proposed classification based model, it needs comparison with the conventional system. The same Lena.bmp image was sparse coded without prior classification using the single dictionary D learned in the previous stage and was performed in both domains. The results are tabulated in Table 6 .
Comparison of Two Models
If we analyse the results, for example, in the classification model using 1,3 and 4 non-zero coefficients in the resulting sparse representation for smooth, edge and texture respectively. The total non-zero coefficients in spatial domain are i.e. a total of 1 × 2044,2 × 1249 and 4 × 803 for each class. For this combination the PSNR value obtained is 35.67 dB with a bit rate of 0.69 bpp. The results of the same experiment performed using the conventional single dictionary model having 1369 atoms, as given in Table 6 . The PSNR value is 34.68 dB which is lower by an amount equal to 1.0 dB for the same bit rate. This would be clear on interpolating the results in Table 6 . Similarly, in DCT domain also the same trend can be observed. It can be concluded that for the same compression rate, higher quality reconstructed image, can be obtained in proposed classification based compression model compared to the conventional non-classification model. As sparse coding is the representation of an input signal as a linear combination of the dictionary elements Table 6 Results of Lena image sparse coding in spatial and DCT domain using Dictionary with 1369 atoms. where sparsity is acheived by preserving a few most indicative dictionary elements to resemble the input pattern. Limiting the training of dictionary by a finite number of patterns may not be adaptive over other types of data both sparsely and accurately, typical for complex inputs involving varying activities. In simple words, single dictionary is under fitting. Single dictionary does not efficiently preserve the high order statistical manifolds of pattern. For accurate representation of complex patterns one has to either increase the size of the dictionary to accomodate more prototype atoms or for a given dictionary increase the number of nonzero coefficeints to add high order nonlinearity in approximation. But large size of dictionary requires more comparision, memory and hence more complexity. Learning of multiple dictionaries based on local activity are used to select the most appropriate dictionary to encode the input pattern based on associated local activity so as to improve the quality of the decoded image. So the input pattern adaptive multiple dictionaries perform better than single dictionary.
Spatial domain DCT domain c c c
Further Improvements
Results can be further improved by selecting unequal number of atoms in the three dictionaries. Fig. 9 . The experiment was performed based on the analysis that edge and texture vectors require more non-zero coefficients in the sparse code than smooth vectors for the same output quality. Accordingly number of atoms of D texture has increased with a corresponding decrease in D smooth such that more atoms are available to choose from to approximate a texture vector. This may considerably reduce c avg as the input vector may have larger projection along the additional atoms introduced. The simulation results obtained also justify the same. The simulation results for man.bmp and boat.bmp images are shown in Fig. 10 and Fig. 11 respectively. These results compares the source rate vesus image quality measurement parameter (PSNR) for single dictionary, three dictionaries with same atom no 441 and three dictionaries with different atoms 225,441,and 625 corresponds to smooth, edge and texture. These images are not considered for training signals formation in dictionary learning. So, these proposed compression algorithm can be used for multiple images. In addition to the above modification, one more fact is clear from the results obtained. On carefully examining the results of proposed model in two domains, it can be found that the DCT domain sparse coding leads to more compact representation with minimum A for the same c values. This inference hints at a possible mixed sparse coding technique.
Conclusion
From the results of the experiments, it is clear that the proposed classification based compression scheme is superior to the conventional model. The simulation results shows, almost 1 dB to 1.5 dB improvement is there for the PSNR of the reconstructed image for the same bit rate with our proposed model. It suggests that according to our bandwidth availability, we can achieve the required quality of the output image by properly choosing the sparse coding parameters for each class.The sparse coding computations involved mostly matrix operations which can be done quite quickly with the state of the art computing software available.
Though, the method works superiorly, it can't achieve all possible output quality as it uses the number of non-zeros of the sparse vector as criterion for stopping in OMP. Also the use of unequal number of atoms in dictionaries also improves the result considerably.
