Abstract. Lejeune-Jalabert showed that the fundamental class of a Cohen-Macaulay ideal a ⊂ O0 admits a representation as a residue, constructed from a free resolution of a, multiplied by a certain differential form coming from the resolution. We give an explicit description of this differential form in the case when the free resolution is the Scarf resolution of a generic monomial ideal. As a consequence we get a new proof and a refinement of Lejeune-Jalabert's result in this case.
Introduction
In [L-J] Lejeune-Jalabert showed that the fundamental class of a Cohen-Macaulay ideal a in the ring of germs of holomorphic functions O 0 at 0 ∈ C n admits a representation as a residue, constructed from a free resolution of a, multiplied by a certain differential form coming from the resolution, see also . This representation generalizes the well-known fact that if a is generated by a regular sequence f = (f 1 , . . . , f n ), then
where res f is the Grothendieck residue of f 1 , . . . , f n and Γ = {|f j | = ǫ} for some ǫ such that f j are defined in a neighborhood of {|f j | ≤ ǫ}, see [GH, Chapter 5.2] .
We will present a formulation of Lejeune-Jalabert's result in terms of currents. Recall that the fundamental cycle of a is the cycle
where Z j are the irreducible components of the variety Z of a, and m j are the geometric multiplicites of Z j in Z, defined as the length of the Artinian ring O Z j ,Z , see, e.g., [F, Chapter 1.5] . In particular, if Z = {0}, then [a] = dim C (O 0 /a) [{0}] . Assume that
is a free resolution of of O 0 /a of minimal length p := codim a; here the E k are free O 0 -modules and E 0 ∼ = O 0 . In [AW] , together with Andersson we constructed from (1.2) a (residue) current R, which has support on Z, takes values in E p , and is of bidegree (0, p). If (1.2) is the Koszul complex of a regular sequence f = (f 1 , . . . , f p ), then R coincides with the Coleff-Herrera residue current R f CH =∂[1/f 1 ]∧· · ·∧∂[1/f p ] of f , introduced in [CH] . Given bases of E k , let dϕ k be the Hom(E k , E k−1 )-valued (1, 0)-form with entries (dϕ k ) ij = d(ϕ k ) ij if (ϕ k ) ij are the entries of ϕ k and let dϕ denote the E * p -valued (p, 0)-form dϕ := dϕ 1 • · · · • dϕ p .
Now, identifying [a]
with the current of integration along [a] , see, e.g., [D, Chapter III.2 .B], our current version of the theorem in [L-J] states that [a] admits the factorization (1.3)
[a] = 1 p!(−2πi) p dϕ • R. In particular, the right hand side is independent of the choice of bases of E k .
If a is generated by a regular sequence f = (f 1 , . . . , f p ) and (1.2) is the Koszul complex, then dϕ = p!df p ∧ · · · ∧ df 1 and thus (1.3) reads (1.4)
[a] = 1 (2πi) p R f CH ∧ df p ∧ · · · ∧ df 1 , cf. (1.1); this factorization appeared already in [CH] , see also [DP] . A special case is the Poincaré-Lelong formula: if f ∈ O 0 , then∂[1/f ] ∧ df = 2πi [f = 0] , where [f = 0] is the current of integration along the zero set of f , counted with multiplicities.
The factorization (1.3) can be obtained from Lejeune-Jalabert's original result using residue theory. In a forthcoming paper [LW2] with Lärkäng we give a proof of (1.3), which does not rely on [L-J] and which extends to equi-dimensional ideals (i.e., all minimal primes are of the same dimension).
In [LW2] and [L-J] , the factorization (1.3) is proved by comparing R and dϕ to a residue and differential form constructed from a certain Koszul complex; in [LW2] this is done using a recent comparison formula for residue currents due to Lärkäng, [L] .
To explicitly describe the factors in (1.3) seems to be a delicate problem in general. In this note we compute the form dϕ when a is a monomial ideal. More precisely, let A be the ring O 0 of holomorphic germs at the origin in C n with coordinates z 1 , . . . , z n , or let A be the polynomial ring C[z 1 , . . . , z n ]. We give an explicit description of the form
when (1.2) is the Scarf resolution, introduced in [BPS] , of an Artinian, i.e., zerodimensional, generic monomial ideal M in A, see Section 3 for definitions. Here the sum is over all permutations σ of {1, . . . , n}. It turns out that each summand in (1.5) is a vector of monomials whose coefficients have a neat description in terms of the so-called staircase of M and sum up to the geometric multiplicity of M , see Theorem 1.1 below. This can be seen as a far-reaching generalization of the fact that the coefficent of dz a equals a, which is the geometric multiplicity of the principal ideal (z a ), cf. Example 5.1 below. Thus in a certain sense the fundamental class of M is captured already in the form dϕ. In the case of the Scarf resolution we recently, together with Lärkäng, [LW] , gave an complete description of the current R. Combining Theorem 1.1 below with Theorem 1.1 in [LW] we obtain new proof of (1.3) in this case, cf. Corollary 1.2 below. Let us describe our result in more detail. Let M be an Artinian monomial ideal in A. By the staircase S = S M of M we will mean the set
The name is motivated by the shape of S, cf. Figures 5.1, 5.2, and 6.1. We will refer to the finitely many maximal elements in S as outer corners. The Scarf resolution E • , ϕ • of M is encoded in the Scarf complex, ∆ M , which is a labeled simplicial complex of dimension n − 1 with one vertex for each minimal monomial generator of M and one top-dimensional simplex for each outer corner of S, see Section 3. The rank of E k equals the number of (k − 1)-dimensional simplices in ∆ M . In particular, E • , ϕ • ends at level n and the rank of E n equals the number of outer cornes of S. Thus dϕ is a vector with one entry for each outer corner of S.
For our description of dϕ we need to introduce certain partitions of S. Given a permutation σ of {1, . . . , n} let ≥ σ be the lexicographical order induced by σ,
be the total ordering of the outer corners induced by ≥ σ , and define inductively
For a fixed σ, {S σ,α } α provides a partition of S, cf. Section 2.
Theorem 1.1. Let M be an Artinian generic monomial ideal in A, and let
where the sum is over the outer corners α of S, sgn(α) = ±1 comes from the orientation of the Scarf complex, {e * α } is a basis for E * n , dz = dz n ∧ · · · ∧ dz 1 , and
Theorem 1.1 in [LW] asserts that the residue current associated with the Scarf resolution equals (1.9) R = α sgn(α)∂ 1 z Corollary 1.2. Let M and (1.7) be as in Theorem 1.1 and let R be the associated residue current. Then
Summing over all permutations σ we get back (1.3).
The core of the proof of Theorem 1.1 is an alternative description of the S σ,α as certain cuboids, see Lemma 4.1. Given this description it is fairly straightforward to see that the volumes of S σ,α are precisely the coefficents of the monomials in d σ ϕ.
We suspect that Theorem 1.1 and Corollary 1.2 extend to a more general setting than the one above. Indeed, if M is an Artinian non-generic monomial ideal, we can still construct the partitions {S σ,α } α . The elements S σ,α will, however, no longer be cuboids in general. Also, the computation of dϕ is more delicate in general. In Example 6.1 we compute dϕ for a non-generic monomial ideal for which the hull resolution, introduced in [BS] , is minimal, and show that Theorem 1.1 holds in this case. On the other hand, in Example 6.2 we consider an example where the hull resolution is not a minimal resolution and where Theorem 1.1 fails to hold. However, for all examples we have considered Corollary 1.2 does hold, which raises the question whether it is always true that
We do not know whether the proofs of (1.3) in [LW2] and [L-J] could be modified to answer this question. The paper is organized as follows. In Section 2 and 3 we provide some background on staircases of monomial ideals and the Scarf complex, respectively. In Section 3 we also present a version Theorem 3.1 of Theorem 1.1 where we specify the sign sgn(α). The proof of Theorem 1.1 occupies Section 4 and in Section 5 we illustrate the proof by some examples. Finally, in Section 6 we consider resolutions of non-generic monomial ideals and look at some examples.
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Staircases
We let ≥ denote the standard partial order on R n , i.e., a = (a 1 , . . . , a n ) ≥ b = (b 1 , . . . , b n ) if and only if a ℓ ≥ b ℓ for all ℓ. If a ℓ > b ℓ for all ℓ we write a ≻ b. Throughout we let A denote the ring C[z 1 , . . . , z n ] or the ring of holomorphic germs at 0 ∈ C n z 1 ,...,zn . For a = (a 1 , . . . , a n ) ∈ N n , where N = 0, 1, . . ., we will use the short hand notation z a for the monomial z
For a general reference on (resolutions of) monomial ideals, see, e.g., [MS] Unless otherwise stated M will be a monomial ideal in A, i.e., an ideal generated by monomials, and S will be the staircase of M as defined in (1.6). We let ∂S denote the boundary of S and and S c = R n >0 \ S the complement of S in R n >0 . As in the introduction we will refer to the maximal elements of S as outer corners. The minimal elements of the closure S c of S c in R n we will call inner corners.
One can check that for any monomial ideal M there is a unique set of exponents B ⊂ N n such that the monomials {z a } a∈B generate M . We refer to these monomials as minimal monomial generators of M . Moreover
In particular, the inner corners of S are precisely the elements in B.
Dually, M can be described as an intersection of so-called irreducible monomial ideals, i.e., ideals of the form (z α 1 1 , . . . , z αn n ) =: m α (more generally an ideal is irreducible if it can not be written as a non-trivial intersection of two ideals). For every monomial ideal M there is a unique minimal set C ⊂ N n such that
The ideal M is Artinian if and only if each α ∈ C satisfies α ≻ 0 (α ℓ > 0 for each ℓ). If α ≻ 0, then note that a monomial z b ∈ m α if and only if b ≺ α. It follows that
In particular, the outer corners of S are precisely the elements in C. If M is not Artinian, then S is not bounded in R n and the representation (2.3) fails to hold. Note that (2.3) guarantees that for a fixed σ, {S σ,α } α , as defined in the introduction, is a partition of S.
Inspired by (2.1) we will call any set of this form a staircase. Let H be an affine subspace of R n spanned by an affine sublattice
We say that a set S ⊂ H is a staircase if it is of the form
We say that a 0 is the origin of S and that a 1 , . . . , a s are the inner corners of S. We call the maximal elements of S the outer corners of S. Since L is a lattice, the outer corners are in L.
Assume that L has rank k and that ρ : L → Z k is a lattice isomorphism that maps a 0 to 0 ∈ Z k . Let M (S) be the monomial ideal in C[z 1 , . . . , z k ] (or the ring of holomorphic germs at 0 ∈ C k z 1 ,...,z k ) that is generated by y z ρ(a j ) , where a j are the inner corners of S. Then the staircase of M (S) equals ρ(S).
where the union is taken over all outer corners of S. In particular, S is a lower set in U a 0 : if x ∈ S, then {y ∈ U a 0 | y ≤ x} ⊂ S.
The Scarf complex
For a, b ∈ R n , we will denote by a ∨ b the join of a and b, i.e., the unique c such that c ≥ a, b, and c ≤ d for all d ≥ a, b.
Let M be an Artinian monomial ideal in A, with minimal monomial generators m 1 = z a 1 , . . . , m r = z a r . The Scarf complex ∆ = ∆ M of M was introduced by Bayer-Peeva-Sturmfels, [BPS] , based on previous work by H. Scarf. It is the collection of subsets I = {i 1 , . . . , i k } ⊂ {1, . . . , r} whose corresponding least common multiple
Clearly the vertices of ∆ are the minimal monomial generators of M , i.e., the inner corners of S M . One can prove that the Scarf complex is a simplicial complex of dimension is a most n − 1. We let ∆(k) denote the simplices in ∆ with k vertices, i.e., of dimension k − 1. Moreover we will label the faces I ⊂ ∆ by the monomials m I . We will sometimes be sloppy and identify the faces in ∆ with their labels or exponents of the labels and write m I or α for the face with label m I = z α . This means we will sometimes also write
The ideal M is said to be generic in the sense of [BPS, MSY] if whenever two distinct minimal generators m i and m j have the same positive degree in some variable, then there is a third generator m k that strictly divides m {i,j} , which means that m k divides m {i,j} /z ℓ for all variables z ℓ dividing m {i,j} . In particular, M is generic if no two generators have the same positive degree in any variable. If M is generic, then ∆ has precisely dimension n − 1; it is a regular triangulation of the (n − 1)-dimensional simplex. The (labels of) the top-dimensional faces of ∆ are precisely the exponents α in a minimal irreducible decomposition (2.2) of M , i.e., the outer corners of S M .
For k = 0, . . . , n, let E k be the free A-module with basis {e I } I∈∆(k) and let the differential ϕ k :
where
• is exact and thus gives a free resolution of the cokernel of ϕ 0 , which with the identification E 0 = A equals A/M , see [BPS, Theorem 3.2] . In fact, this so-called Scarf resolution is a minimal resolution of A/M , i.e., for each k, ϕ k maps a basis of E k to a minimal set of generators of Im ϕ k , see, e.g., [E, Corollary 1.5] . Originally, in [BPS] , the situtation A = C[z 1 , . . . , z n ] was considered. However, since O 0 is flat over C[z 1 , . . . , z n ], see, e.g., [T, Theorem 13.3 .5], the complex
Let I = {i 1 , . . . , i n } be a top-dimensional simplex in ∆ with label α. Then there is a permutation η of {1, . . . , n} such that for 1 ≤ ℓ ≤ n there is a unique vertex i η(ℓ) of I that satisfy α ℓ = a iη(ℓ) ℓ ; we will refer to this vertex as the x ℓ -vertex of I. To see this, first of all, since α = lcm(a i ), a i ℓ ≤ α ℓ and there must be at least one vertex i of I such that a i ℓ = α ℓ . Assume that i and j are vertices of I such that a i ℓ = a j ℓ = α ℓ . Then, since M is generic, there is a generator z b of M such that b strictly divides a i ∨ a j . But then a i ∨ a j = a i ∨ a j ∨ b and so {i, j} is not in ∆, which contradicts that i and j are both vertices of I. We can now specify the sign in Theorem 1.1. Let sgn(η) denote the sign of the permutation η.
Theorem 3.1. Let M and (1.2) be as in Theorem 1.1. Then, using the notation from Theorem 1.1,
Also the sign in (1.9) equals sgn(η), see [LW, Theorem 5 .1]. We should remark that we use a different sign convention in this paper than in [LW] , which essentially corresponds to a different orientation of the (n − 1)-simplex or to a different choice of bases for the modules E k , cf. [AW, LW2] . In this paper we will use the convention that if (1.2) is the Koszul complex, then the coefficient of the only basis element of
3.1. The subcomplex ∆ σ,a 1 ,...,a k . Given a permutation σ of {1, . . . , n}, and vertices a 1 , . . . , a k of ∆, let ∆ σ,a 1 ,...,a k be the (possibly empty) subcomplex of ∆, with topdimensional simplices α that satisfy α σ(ℓ) = a ℓ σ(ℓ) for ℓ = 1, . . . , k. In other words, the top-dimensional simplices in ∆ σ,a 1 ,...,a k are the ones that have a ℓ as x σ(ℓ) -vertex for ℓ = 1, . . . , k.
Note that for each choice of permutation σ, k ∈ {1, . . . , n}, and α ∈ ∆(n) there is a unique sequence a 1 , . . . , a k such that α ∈ ∆ σ,a 1 ,...,a k . Moreover, ∆ σ,a 1 ,...,a n is the unique simplex α ∈ ∆(n) that satisfies a ℓ σ(ℓ) = α σ(ℓ) for ℓ = 1, . . . , n. We will write ∆ * σ,a 1 ,...,a k for the subcomplex of
Proof of Theorem 1.1
To prove the theorem we will first give an alternative description of the S σ,α as certain cuboids. Througout this section we will assume that E • , ϕ • is the Scarf resolution of a generic monomial ideal and we will use the notation of last section.
Lemma 4.1. Assume that α is the label of the face I = {i 1 , . . . , i n } ∈ ∆(n). Let η be the permutation of {1, . . . , n} such that i η(ℓ) is the x ℓ -vertex of α and set τ = η • σ.
Then S σ,α is a cuboid with side lengths
In particular,
.
4.1.
Proof of Lemma 4.1. To prove the lemma, let us first assume that σ is the identity permutation and write S α = S σ,α , ∆ a 1 ,...,a k = ∆ σ,a 1 ,...,a k , and ∆ * a 1 ,...,a k = ∆ * σ,a 1 ,...,a k . We will decompose S in a seemingly different way. First we will construct certain lower-dimensional staircases with corners in ∆. Given an inner corner a = (a 1 , . . . , a n ) of S let R a = {x ∈ S | x 1 = a 1 , x ℓ > a ℓ , ℓ = 2, . . . , n}.
Note that R a ⊂ ∂S.
Claim 4.2. Let S be the staircase in R n x 1 ,...,xn of an Artinian generic monomial ideal, and let a be an inner corner of S. Then R a is a staircase in the hyperplane {x 1 = a 1 } with origin a. The outer corners of R a are the top-dimensional faces of ∆ a . The inner corners are the lattice points a ∨ b, where b is a vertex in ∆ * a . In particular R a is empty precisely if ∆ * a is empty. Proof. Assume that β = (β 1 , . . . , β n ) is maximal in R a . Since R a ⊂ {x 1 = a 1 }, β 1 = a 1 . Moreover, since S is a lower set, there is a γ ≥ β that is maximal in S. Assume that γ 1 > a 1 . By the definition of R a , γ ℓ ≥ β ℓ > a ℓ for ℓ = 2, . . . , n and thus γ ≻ a, which contradicts that γ ∈ S. Hence γ 1 = a 1 and since γ ≥ β ≥ a, γ ∈ R a and thus γ = β, so, in fact, β is maximal in S. Since β 1 = a 1 , we conclude that β ∈ ∆ a (n).
On the other hand, if β ∈ ∆ a (n), then β is maximal in S and contained in R a , and thus is maximal in R a . Thus we conclude that the maximal elements in R a are the top-dimensional faces of ∆ a .
Since S is a lower set,
which in light of (2.4) means that R a is a staircase in {x 1 = a 1 } with origin a and outer corners ∆ a (n).
a and a ∨ b < β, which contradicts that β is minimal in R c a . Thus we can conclude that b ℓ = β ℓ for ℓ = 2, . . . , n; in particular, β = a ∨ b. Since β is minimal in R c a , β and thus b divide at least one α ∈ ∆ a (n). It follows that b ∈ ∆ * a (1).
Then there is a γ = (a 1 , γ 2 , . . . , γ n ) = β such that γ ≤ β, and as above a minimal c ≤ γ in S c of the form c = (c 1 , γ 2 , . . . , γ n ). Now lcm(z a , z b , z c ) = lcm(z a , z b ), which contradicts that {a, b} ∈ ∆ a ⊂ ∆. Hence β is minimal in R c a . We conclude that the inner corners of R a are exactly the lattice points a ∨ b, where b ∈ ∆ * a (1).
Let π : R n x 1 ,...,xn → R n−1 x 2 ,...,xn be the projection π : (x 1 , . . . , x n ) → (x 2 , . . . , x n ) and let ρ : R n x 1 ,...,xn → R n−1 x 2 ,...,xn be the affine mapping defined by ρ(x) = π(x − a). Then the restriction to {x 1 = a 1 } ∩ Z n is a lattice isomorphism that maps a to 0 ∈ Z n−1 . Let M a be the monomial ideal in C[z 2 , . . . , z n ] (or the ring of holomorphic germs at 0 ∈ C n−1 z 2 ,...,zn ) defined by R a and ρ as in Section 2. Note that Claim 4.2 implies in particular that if for b ∈ ∆ a (1), (b 2 , . . . , b n ) ≥ (a 2 , . . . , a n ) and thus ρ(a ∨ b) = ρ(b). Thus, in fact, M a is generated by ρ(b), where b is a vertex of ∆ * a . Claim 4.3. M a is a generic Artinian monomial ideal.
Proof. First, M a is Artinian since R a is bounded.
To show that M a is generic, assume that β and γ are minimial generators of M a such that β ℓ = γ ℓ for some 2 ≤ ℓ ≤ n. Then β = ρ(b) and γ = ρ(c) for some minimal generators b and c of M . Note that β ℓ = γ ℓ is equivalent to b ℓ = c ℓ . Since M is generic there exists a minimal generator z d of M that strictly divides lcm(z b , z c ), i.e.,
Assume that z δ / ∈ M a . Then there is an outer corner of R a , i.e., α ∈ ∆ a (n), with vertices a and, say, a 2 , . . . , a n , such that δ ≤ ρ(α). It follows that lcm(z δ , z a , z a 2 , . . . , z a n ) = lcm(z a , z a 2 , . . . , z a n ), which contradicts that α ∈ ∆. Therefore z δ ∈ M a and we conclude that M a is generic. 
Claim 4.5. Assume that a = b are inner corners of S.
Proof. We first assume that a 1 = b 1 and that π(R a ) ∩ π(R b ) = ∅; pick β ∈ π(R a ) ∩ π(R b ). Without loss of generality we may assume that a 1 > b 1 . Since β ∈ π(R b ), β j > b j for j = 2, . . . , n and thus γ := (a 1 , β 2 , . . . , β n ) is contained in the interior of S c . On the other hand, β ∈ π(R a ) implies that γ ∈ R a ⊂ ∂S. Thus π(R a )∩π(R b ) = ∅ if a 1 = b 1 . Next, assume that a 1 = b 1 and that π(R a ) ∩ π(R b ) = ∅. Since R a and R b are both contained in the hyperplane {x 1 = a 1 }, π(R a ) ∩ π(R b ) = ∅ is equivalent to that R a ∩ R b = ∅. Assume that β ∈ R a ∩ R b . Since M is generic there is a minimal generator z c that strictly divides lcm(z a , z b ). It follows that β ℓ > c ℓ for ℓ = 1, . . . , n, and thus β is contained in the interior of S c , which contradicts that β ∈ R a ∩ R b . Thus we have proved that π(R a ) ∩ π(R b ) = ∅ when a = b. Claim 4.6. For each x ∈ S, there is an inner corner a of S such that π(x) ∈ π(R a ).
Proof. Assume that x ∈ S. Then there is a minimal generator z a , such that π(x) ℓ > π(a) ℓ for ℓ = 2, . . . , n. Indeed, since M is Artinian, there is a minimal generator of the form z a 1 1 , whose exponent is mapped to the origin in R n−1 . On the other hand, since M is Artinian, if π(b) is maximal among the images π(a) of inner corners a, then in fact the x 1 -coordinate of b is zero, which implies that π(x) ℓ cannot be greater than π(b) ℓ for all ℓ = 2, . . . , n. Now the claim follows from the following fact, which is a consequence of Claim 4.2: each ξ ∈ R n−1 , such that ξ ℓ > π(a) ℓ for ℓ = 2, . . . , n is in π(R a ) unless ξ ℓ > π(b) ℓ for ℓ = 2, . . . , n for some inner corner b such that π(b) ≥ π(a).
Next, we will use the staircases R a to construct a partition of S. For each inner corner of S, let P a = {x ∈ S | π(x) ∈ π(R a )}.
In other words, P a consists of everything in S "below" the staircase R a . By a slight abuse of notation, P a =]0, a 1 ] × R a . From Claims 4.5 and 4.6 it follows that the (non-empty) P a give a partition of S. Note that P a is a staircase itself with origin π(a), outer corners α ∈ ∆ a (n), and inner corners a and π(b), where b is a vertex of ∆ * a and where we think of π(R n ) as embedded as the hyperplane
Proof. First, note that (4.1)
Next, let β be an outer corner of S such that β 1 > α 1 . Assume that x ∈ P a satisfies x ≤ β. Then β ℓ ≥ x ℓ > a ℓ for ℓ = 2, . . . , n. Hence β ℓ > a ℓ for ℓ = 1, . . . , n, which contradicts that a is an inner corner of S. Therefore S β ∩ P a = ∅, and hence P a ⊂ S \ β 1 ≥α 1 S β . If α ∈ ∆ a , then from Claim 4.2 we know that α is contained in P a and since P a is a lower set we conclude that the rightmost expression in (4.1) is contained in P a ; in particular, S α ⊂ P a .
Next, we will inductively define staircases and partitions associated with faces of ∆ of higher dimension. Given vertices a 1 , . . . , a k−1 of ∆, (such that ∆ a 1 ,...,a k−1 is nonempty) and an inner corner a k of ∆ * a 1 ,...,a k−1 , assuming that R a 1 ,...,a k−1 is defined, we let
Let π k : R n x 1 ,...,xn → R n−k x k+1 ,...,xn be the projection π k : (x 1 , . . . , x n ) → (x k+1 , . . . , x n ), and let ρ k : R n x 1 ,...,xn → R n−k x k+1 ,...,xn be the affine mapping defined by ρ k : x → π k (x − a 1 ∨ · · · ∨ a k ). Then note that the restriction to H k ∩ Z n , where H k is the codimension k-plane
..,xn be the embedding ι k : (x k+1 , . . . , x n ) → (0, . . . , 0, x k+1 , . . . , x n ). We will somewhat abusively denote by ρ
..,xn that maps x to ι k (x) + a 1 ∨ · · · ∨ a k . The notation is motivated by the fact that ρ
k is the identity on R n−k . Claim 4.8. Assume that a 1 , . . . , a k are inner corners of S, such that a j is in ∆ a 1 ,...,a j−1 for j = 2, . . . , k. Then R a 1 ,...,a k is a staircase in H k . The origin of R a 1 ,...,a k is a 1 ∨ · · · ∨ a k , the outer corners are the top-dimensional faces of ∆ a 1 ,...,a k and the inner corners are the lattice points of the form a 1 ∨ . . . ∨ a k ∨ b, where b is a vertex of ∆ * a 1 ,...,a k .
The monomial ideal M a 1 ,...,a k defined by R a 1 ,...,a k and ρ k as in Section 2 is an Artinian generic monomial ideal. The Scarf complex of M a 1 ,...,a k is equal to ∆ * a 1 ,...,a k , with the face with label α relabeled by
Proof. First, it is clear from the definition that R a 1 ,...,a k is contained in H k .
Assume that the claim is true for k − 1.
To show that R a 1 ,...,a k is a staircase, apply Claim 4.2 to the staircase S := ρ k−1 (R a 1 ,. ..,a k−1 ) of M a 1 ,...,a k−1 in R n−k+1 x k ,...,xn and the inner cornerã :
is a staircase in the hyperplane {x k =ã k } with originã. The outer corners of Rã are the top-dimensional faces of the subcomplex ∆ã of ∆ M a 1 ,...,a k−1 , which consists of the top-dimensional faces of ∆ M a 1 ,...,a k−1 whose x k -vertex isã. The inner corners of Rã are the lattice pointsã ∨b whereb is a vertex of ∆ã not equal toã.
..,a k . Moreover, note thatα is a top-dimensional simpex in ∆ã if and only if ρ
It follows that R a 1 ,...,a k is a staircase in R n with origin ρ
Then the restriction to {x k =ã k }∩Z n−k+1 is a lattice isomorphism that mapsã to 0 ∈ Z n−k . Note that ρ k = ρ ′ • ρ k−1 . It follows that M a 1 ,...,a k is the ideal defined by Rã and ρ ′ as in Section 2 and thus by Claim 4.3 it is an Artinian generic monomial ideal. Moreover the generators of M a 1 ,...,a k are precisely
where we have used the induction hypothesis that the claim holds for k − 1 for the third equality. By arguing as in the proof of Claim 4.4 one sees that
is unique if and only if b 1 ∨ · · · ∨ b j is unique. Thus the Scarf complex of M a 1 ,...,a k is of the desired form.
To construct the partitions associated with the staircases R a 1 ,...,a k , we define inductively
Then P a 1 ,...,a k is a k-dimensional cuboid times the (n − k)-dimensional staircase R a 1 ,...,a k . The ℓth side length is given as the "height" of R a 1 ,...,a ℓ in R a 1 ,...,a ℓ−1 . By a slight abuse of notation
In particular, (4.2) P a 1 ,...,a n =]0, a
Note that P a 1 ,...,a k is in fact a staircase with origin ι k (π k (a 1 ∨ · · · ∨ a k )), outer corners α ∈ ∆ a 1 ,...,a k (n), and inner corners a 1 ∨ · · · ∨ a k and ι k (π k (b)), where b ∈ ∆ * a 1 ,...,a k (1). By inductively applying Claims 4.5 and 4.6 we get that for each k the set of (nonvanishing) P a 1 ,...,a k gives a partition of S.
Next, assume that α ∈ ∆ a 1 ,...,a k (n) and pick j ≤ k. Let a := a 1 ∨ · · · ∨ a j , and let β be an outer corner of S such that β 1 = a 1 , . . . , β j−1 = a j−1 , and β j > a j . Assume that x ∈ P a 1 ,...,a j satisfies x ≤ β. Then β ℓ ≥ x ℓ > a ℓ for ℓ = j + 1, . . . , n, so that β ℓ > a ℓ for ℓ = j, . . . , n. But this cannot happen since a is an inner corner of R a 1 ,...,a j−1 . Thus
and it follows that
Since α ∈ P a 1 ,...,a k and P a 1 ,...,a k is a staircase and thus a lower set we conclude that the rightmost expression in (4.3) is contained in P a 1 ,...,a k and thus S α ⊂ P a 1 ,...,a k .
Recall from Section 3.1 that ∆ a 1 ,...,a n is just the simplex α ∈ ∆(n) with vertices a 1 , . . . , a n . On the other hand, each outer corner α gives rise to a nonempty P α := P a 1 ,...,a n by choosing a ℓ as the x ℓ -vertex of α, cf. Section 3. By Claim 4.9, S α ⊂ P α and since both P α and S α give partitions of S, we conclude that S α = P α . Now given I = {i 1 , . . . , i n } ∈ ∆(n) we choose a ℓ as the x ℓ -vertex a iη(ℓ) . Then Lemma 4.1 follows in light of (4.2).
For a general choice of σ the above proof works verbatim, with coordinates x ℓ and variables z ℓ replaced by x σ(ℓ) and z σ(ℓ) , respectively, and η replaced by τ .
Computing dϕ.
Let us now compute the e * I -entry of d σ ϕ for a given I = {i 1 , . . . , i n } ∈ ∆(n). Recall from (3.1) that
where ϕ ′ k are the remaining terms that will not contribute to the e * I -entry. It follows that the coefficient of e * I in d σ ϕ equals (4.5)
where the sum is over all permutations τ of {1, . . . , n}.
Note that z a
Therefore the last factor in F τ vanishes unless τ (n) = η(σ(n)). Given, τ (n) = η(σ(n)), the next to last factor vanishes unless τ (n − 1) = η(σ(n − 1)) etc. To conclude, F τ , where τ = η • σ, is the only nonvanishing term in (4.5). Now with τ = η • σ,
where the last equality follows from Lemma 4.1. This concludes the proof of Theorem 1.1.
Examples
Let us illustrate Theorem 1.1 by some examples.
Example 5.1. Assume that n = 1. Then each monomial ideal M is a principal ideal generated by a monomial z a . The staircase of M is just the line segment ]0, a] ⊂ R >0 with one outer corner α = a so that S α = S. Moreover, the Scarf complex is just a point with label z a , and thus the Scarf resolution is just 0 → A Note that σ = (1, 2) corresponds to the ordering α 1 ≥ σ . . . ≥ σ α r−1 of the outer corners and S (1,2),α j = {x ∈ R 2 >0 | 0 ≤ x 1 < a j , b j ≤ x 2 < b j+1 }, whereas σ = (2, 1) corresponds to the reverse ordering of the outer corners and so Figure 5 .1. The staircase S of M in Example 5.2 and the partitions {S α j } j = {S σ,α j } j of S corresponding to the permutations σ = (1, 2) and σ = (2, 1), respectively. In this case the Scarf complex is a line segment, and it is not very hard to directly compute dϕ, cf. [LW, Section 7] .
Example 5.3. Let M be the generic monomial ideal M = (z 3 1 , z 2 1 z 2 , z 1 z 2 2 z 2 3 , z 4 2 , z 3 2 z 3 , z 3 3 ). The staircase S of M , depicted in Figure 5 .2, has five outer corners, α 1 = (3, 1, 3), α 2 = (2, 4, 1), α 3 = (2, 3, 2), α 4 = (2, 2, 3), and α 5 = (1, 3, 3) . The six different permutations σ of {1, 2, 3} give rise to six different orderings of the α j : for example σ 1 := (1, 2, 3) and σ 2 := (2, 3, 1) correspond to the orderings α 1 ≥ σ α 2 ≥ σ α 3 ≥ σ α 4 ≥ σ α 5 and α 2 ≥ σ α 5 ≥ σ α 3 ≥ σ α 4 ≥ σ α 1 , respectively. In the first case Figure 5 .2, where also the S σ 2 ,α j are depicted.
General (monomial) ideals
The Scarf resolution is an instance of a more general construction of so-called cellular resolutions of monomial ideals, introduced by Bayer-Sturmfels [BS] . The Scarf complex is then replaced by a more general oriented polyhedral cell complex X, with vertices corresponding to and labeled by the generators of the monomial ideal M ; as above a face γ of X is labeled by the least common multiple m γ of the vertices. Analogously to the Scarf complex X encodes a graded complex of free Amodules: for k = 0, . . . , dim X + 1, let E k be a free A-module of rank equal to the Figure 6.1. The staircase of M in Example 6.1, the partitions S α 1 and S α 2 corresponding to the orderings α 1 , α 2 and α 2 , α 1 , respectively, and the hull complex of M . number of (k − 1)-dimensional faces of X and let ϕ k : E k → E k−1 be defined by ϕ k : e γ → δ⊂γ sgn(δ, γ) mγ m δ e δ , where γ and δ are faces of X of dimension k − 1 and k − 2, respectively, and where sgn(δ, γ) = ±1 comes from the orientation of X. The complex E • , ϕ • is exact if X satisfies a certain acyclicity condition see, e.g., [MS, Proposition 4.5] , and thus gives a resolution -a so-called cellular resolution -of the cokernel of ϕ 0 , which, with the identification E −1 = A equals A/M . For more details we refer to [BS] or [MS] .
In [BS] was also introduced a certain canonical choice of X. Given t ∈ R, let P t = P t (M ) be the convex hull in R n of {(t α 1 , . . . , t αn ) | z α ∈ M }. Then P t is a unbounded polyhedron in R n of dimension n and the face poset (i.e., the set of faces partially ordered by inclusion) of bounded faces of P t is independent of t if t ≫ 0. The hull complex of M is the polyhedral cell complex of all bounded faces of P t for t ≫ 0. The corresponding complex E • , ϕ • is exact and thus gives a resolution, the hull resolution, of A/M . It is in general not minimal, but it has length at most n. If M is generic, however, the Hull complex coincides with the Scarf complex; in particular it is minimal.
In [LW] together with Lärkäng we computed the residue current R associated with the hull resolution, or any cellular resolution where the underlying polyhedral complex X is a polyhedral subdivision of the (n − 1)-simplex, of an Artinian monomial ideal. Theorem 5.1 in [LW] states that R is of the form (1.9), where the sum is now over all top-dimensional faces (with label α) of X and sgn(α) comes from the orientation of X.
Note that the definition of S σ,α still makes sense when M is a general Artinian monomial ideal. However, in general the S σ,α will not be cuboids as the following example shows.
Example 6.1. Let M = (z 2 1 , z 1 z 2 , z 1 z 3 , z 2 2 , z 2 3 ). Then M is not generic, since there is no generator that strictly divides lcm(z 1 z 2 , z 1 z 3 ) = z 1 z 2 z 3 .
The staircase S of M is depicted in Figure 6 .1. Note that S has two outer corners α 1 = (2, 2, 1) and α 2 = (1, 1, 2).
Assume that σ is a permutation of {1, 2, 3} such that σ(1) equals 1 or 2. Then the lexicographical order of the outer corners is α 1 ≥ σ α 2 . Otherwise, if σ(1) = 3, the lexicographical order is reversed. In the first case S In this case, the hull resolution is a minimal resolution of A/M . There are two top-dimensional faces in the hull complex, with vertices {z 2 1 , z 1 z 2 , z 1 z 3 , z 2 2 } and {z 1 z 2 , z 1 z 3 , z 2 3 } and thus labels z α 1 and z α 2 , respectively, see Figure 6 .1. A computation yields that if σ(1) = 3, then the coefficient of sgn(α 1 )z α 1 −1 dze * α 1 is 3 = Vol(S σ,α 1 ) and the coefficient of sgn(α 2 )z α 2 −1 dze * α 2 is 2 = Vol(S σ,α 2 ). Otherwise the coefficients are 4 = Vol(S σ,α 1 ) and 1 = Vol(S σ,α 2 ), respectively. Thus in this case Theorem 1.1 holds.
Example 6.1 suggests that Theorem 1.1 might hold when (1.2) is the hull resolution of an Artinian monomial and this resolution is minimal. However, we do not know how to prove it in general. The proof in Section 4 does not extend to this situation. For example the staircases R a constructed in Section 4.1 are not disjoint in general, cf. Claim 4.5. Consider the inner corners a = (1, 1, 0) and b = (1, 0, 1) of the staircase S in Example 6.1. Then R a ∩ R b = {x ∈ R 3 |x 1 = 1, 1 < x j ≤ 2, j = 2, 3}. for all σ except σ = (3, 2, 1), in which case the coefficient of sgn(α 1 )z α 1 −1 dze * α 1 , sgn(α 2 )z α 2 −1 dze * α 2 , and sgn(α 2 )z α 3 −1 dze * α 3 equal Vol(S σ,α 1 ) + 1 Vol(S e α 2 ) − 1, and Vol(S e α 3 ), respectively. To sum up, Corollary 1.2 holds but Theorem 1.1 fails to hold also in this case.
