A general model for the single server semi-Markov queue is studied. Its solution is reduced to a matrix factorization problem. Given this factorization, results are obtained for the distributions of actual and virtual waiting times, queue lengths both at arrival epochs and in continuous time, the number of customers during a busy period, its length and the length of a busy cycle. Two examples are discussed for which explicit factorizations have been obtained.
Introduction
The single server semi-Markov queue is described as follows. Customers arrive at a single server at time epochs Ti , T2, . . . ; with T, = 0. The interarrival times are denotedbyA,=T,-T,_,,n=2,3 ,... ; and the service time of the n-th customer by S,, n = 1,2, . . . . The queue discipline is first-come-first-served. Let (Y,, n = . . ) be an irreducible aperiodic Markov chain with finite state space l';,';;. . . ) N} and assume that, for all choices of n, x, y and j, This model has been studied before by Arjas [2] . He gives a formal solution using a matrix generalization of an identity for random walks. Takacs [25] has analysed the model by an algebraic method generalizing the algebraic solution for the ordinary single server queue, while in [24] he has studied a discrete version. The departure i.e. Poisson arrivals and semi-Markov service times, has been studied by Neuts [ 181, Cinlar [6] and Arjas [2] . They have obtained formal results which, however, are not numerically tractable. In [19] Neuts has treated a more general model also allowing for group arrivals and he describes a numerical method leading to results for the busy period, the queue length and the waiting time. The case Gj(+, $1 = A,(4) -$ (1. 3) i.e. semi-Markov arrivals and exponential services, has been studied by Cinlar [7] and Arjas [2] . In the latter paper the model (1.3) is treated as the dual case of (1.2). Both authors obtain formal solutions. Latouche [ 121 gives a numerical solution for the queue length for the special case [4] and Arndt [3] . Formal results have also been obtained for models in which the underlying Markov process has a more general state space (see Kaspi [lo] and the references in that paper). In Section 2 we derive a system of Wiener-Hopf type equations the solution of which reduces to a factorization problem. The same factorization problem arises from the analysis in Arjas [2] which is based on an identity for the corresponding random walk defined on a Markov chain. Arjas gives a formal factorization in which the factors have a probabilistic interpretation related to the busy period. From his results one does not find numerical solutions. Our interest is in explicit factorizations leading to numerical algorithms such as those in [9] and [23] . Moreover, in Section 3 we show how the distributions of waiting times, queue lengths and busy period can be found once the factorization problem has been solved. The relationships are generalizations of results obtained by Cohen [8] for the ordinary single server queue. Finally in Section 4 we give examples of explicit factorizations.
The actual waiting time of the n-th customer is denoted by W,,, the virtual time at time t by WT, the total number of customers in the system just before the arrival of the n-th customer by C,, the total number of customers in the system at time t by CT, the length of the n-th busy period by P,,, the length of the n-th busy cycle by L, and the number of customers during the n-th busy period by M,,.
We shall write x+ = max(O, x), x-= min(O, x), while 6, is Kronecker's symbol, i.e. aii = 1, and S, = 0 for i f j. I is the N x N-identity matrix and 1 is the Ndimensional column vector with all components equal to 1.
Reduction to a factorization problem
Let U, =S,+. ..+s,, n=l,2,...; U,, = 0; be the cumulative service time of the first n customers and assume that the system is initially empty, i.e. W, = 0. Let Z(r, 4, 7, 0) and V( r, 4, 7, 0) be the N x N-matrices with elements Z,( r, 4, 7, 0) and V-,(r, 4,q O), respectively.
Then we obtain the following system of WienerHopf-type equations. With a standard Wiener-Hopf argument we then find the following solution of (2.1). The following factorization is given in [2] H+(r, 4, T, 0) = L&1; 77 -4,++ e)i-1, It is easily checked that this factorization satisfies (2.4)-(2.6).
Moreover such a factorization is unique up to a constant matrix, so any factorization with lim b_m H+( r, c$, n, 0) = I is identical to the one given above. Expressions (2.9) and (2.10) do not lead to explicit numerically tractable results. As in the scalar case (the ordinary GIlGIl queue) such results can only be obtained in special cases. In Section 4 we give two examples.
Waiting time, queue length and busy period
Assuming that we have been able to factorize I -rG( n -4, 4 + 0) according to (2.4)-(2.6) and that we have found the solution for Z(r, 4, 7, 6) given by (2. .
The interchange of the order of integration and of summation that we have applied here is justified by absolute convergence using Fubini's theorem. For 0 < Re 5 < Re 4
and Re n > 0 we thus obtain exp(-(7 -5)t) ~E(exp(-SSn)l(An+l > t) 1 Yn =A dt&Jl, &no) (3.9) which generalizes the corresponding result for the ordinary single server queue given by Cohen [8] . for IsI< 1,
E(exp(-+W*)) = 1 -P+-$-Z(4)[I -G(O,4)11,
with Re 5 > 0 and so small that sp( sG( -5, 0)) < 1. If G( 4, $) is a rational function of 4 it will be possible to evaluate the above integral by considering a closed contour in the right half plane. If on the other hand G(+, I,!J) is a rational function of + it is shown, using Theorem 1 in [3] , that Z(4) is a rational function of C#J so that the integral can be evaluated by considering a closed contour in the left half plane. The above expressions can be used for calculating P( C = 0, Y = i), P( C* = 0) and the moments of C and C* (see [23] ).
Number of customers in the system in continuous time
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