Cauchy problem for effectively hyperbolic operators with triple
  characteristics by Nishitani, Tatsuo & Petkov, Vesselin
ar
X
iv
:1
70
6.
05
96
5v
2 
 [m
ath
.A
P]
  7
 A
ug
 20
17
CAUCHY PROBLEM FOR EFFECTIVELY HYPERBOLIC OPERATORS WITH
TRIPLE CHARACTERISTICS
TATSUO NISHITANI AND VESSELIN PETKOV
Abstract. We study the Cauchy problem for effectively hyperbolic operators P with principal
symbol p(t, x, τ, ξ) having triple characteristics on t = 0. Under a condition (E) we show that such
operators are strongly hyperbolic, that is the Cauchy problem is well posed for p(t, x,Dt, Dx) +
Q(t, x,Dt, Dx) with arbitrary lower order term Q. The proof is based on energy estimates with
weight t−N for a first order pseudo-differential system, where N depends on lower order terms.
For our analysis we construct a non-negative definite symmetrizer S(t) and we prove a version of
Fefferman-Phong type inequality for Re (S(t)U,U)L2(Rn) with a lower bound−Ct
−1‖〈D〉−1U‖L2(Rn).
1. Introduction
Consider a differential operator
P (t, x,Dt,Dx) =
∑
α+|β|≤m
cα,β(t, x)D
α
t D
β
x , Dt = −i∂t, Dxj = −i∂xj
of order m with smooth coefficients cα,β(t, x), t ∈ R, x ∈ Rn. Denote by
p(t, x, τ, ξ) =
∑
α+|β|=m
cα,β(t, x)τ
αξβ
the principal symbol of P . Let U ⊂ Rn+1 be an open set and let
U−η = U ∩ {t ≤ η}, U+η = U ∩ {t ≥ η}, Uη = U ∩ {t = η}.
We say that P is hyperbolic with respect to N0 = (1, 0, . . . , 0) at (t0, x0) if
(i) p(t0, x0, N0) 6= 0,
(ii) the equation
p(t0, x0, τ, ξ) = 0 (1.1)
with respect to τ has only real roots τ = λj(t0, x0, ξ) for all ξ ∈ Rn.
Definition 1.1. We say that the Cauchy problem
Pu = f in U+T , D
j
tu
∣∣
UT
= 0 (j = 0, . . . ,m− 1) (1.2)
is well posed in U+T if
(i) (existence) for every f ∈ C∞0 (U+T ) there exists a solution u ∈ Cm(U+T ) satisfying (1.2).
(ii) (uniqueness) if u ∈ Cm(U+T ) satisfies (1.2), then for every s, s > T, if Pu = 0 in U−s , then
u = 0 in U−s .
Key words and phrases. Cauchy Problem, Effectively Hyperbolic Operators, Triple Characteristics, Energy
Estimates.
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Let Ω ⊂ Rn+1 be an open set and let G = Ω ∩ {0 ≤ t ≤ T}. A necessary condition for the
well-posedness of the Cauchy problem in G is the hyperbolicity of the operator P at every point
(t, x) ∈ G.
Definition 1.2. We say that the operator P with principal symbol pm is strongly hyperbolic in G
if for every point z0 = (t0, x0) ∈ G there exist a neighborhood U of z0 and T0 ≥ 0 (T0 < t0 if t0 > 0
and T0 = 0 if t0 = 0) such that (1.2) is well posed in (U ∩ {t < T})+s for every T0 ≤ s < T and
every operator L = p(t, x,Dt,Dx) + Qm−1(t, x,Dt,Dx), Qm−1 being any operator of order less or
equal to m− 1.
Set x = (x0, x1, . . . , xn), ξ = (ξ0, ξ1, . . . , ξn) = (ξ0, ξ
′) with x0 = t, ξ0 = τ and consider the
fundamental matrix Fp of the principal symbol p
Fp(x, ξ) =
(
pξ,x(x, ξ) pξ,ξ(x, ξ)
−px,x(x, ξ) −px,ξ(x, ξ)
)
,
introduced in [7]. If P is hyperbolic in G and z is a critical point of p, then Fp(z) has at most
two non-vanishing real simple eigenvalues µ and −µ and all other eigenvalues are contained in
iR. It was also proved in [7] a necessary condition for P to be strongly hyperbolic in G. Namely
this condition says that at every critical point z of p the fundamental matrix Fp(z) has two non-
zero real eigenvalues. Moreover, if P is strongly hyperbolic in G then for (x, ξ′) ∈ (Ω ∩ {0 <
x0 < T}) × (Rn \ {0}) the multiplicities of the roots of (1.1) are not greater than two, and for
(x, ξ′) ∈ (Ω ∩{x0 = 0})× (Rn \ {0}) or for (x, ξ′) ∈ (Ω∩{x0 = T})× (Rn \ {0}) these multiplicities
are not greater than three (see [7] for more details).
Definition 1.3. A hyperbolic operator is called effectively hyperbolic, if the matrix Fp(z) has non-
vanishing real eigenvalues at every critical point z of p.
It was conjectured [7] that a hyperbolic operator with at most triple characteristics is strongly
hyperbolic if and only if it is effectively hyperbolic. For operators with double characteristics the
sufficiency of this condition has been proved by Iwasaki [9], [10] and by the first author [12] (see also
[13] for another proof). Some results for special class of operators have been obtained by Oleinik
[15], Ivrii [8], Ho¨rmander [5] and Melrose [11].
The analysis of effectively hyperbolic operators with triple characteristics is more complicated.
As we mentioned above such operators could have triple characteristics only for t = 0 or t =
T . If this happens for t = 0, the operator is hyperbolic only for t ≥ 0 and for t < 0 it has
complex characteristics. In [8] it was investigated the case when the principal symbol p3 is smoothly
factorized
p3 = ((τ − c(t, x, ξ))2 − q(t, x, ξ))(τ − λ(t, x, ξ))
with smooth root λ(t, x, ξ) and smooth c(t, x, ξ) and q(t, x, ξ) ≥ 0. The proof is based on construc-
tion of a parametrix for the factors and for this the factorization is crucial. On the other hand, there
are simple examples of effectively hyperbolic operators with triple characteristics whose principal
symbol cannot be factorized (see [2]).
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Let U ⊂ Rn be an open domain and let G = [0, T ] × U . In this paper we study an effectively
hyperbolic operator P of third order
P = D3t + q1(t, x,Dx)D
2
t + q2(t, x,Dx)Dt + q3(t, x,Dx)
+r2(t, x,Dx) + r1(t, x,Dx)Dt + r0(t, x)D
2
t
+m1(t, x,Dx) +m0(t, x)Dt + c0(t, x)
(1.3)
with triple characteristics points lying on t = 0. Here qj, j = 1, 2, 3 are operators of order j and
rj ,mj are operators of order j. Let p(t, x, τ, ξ) be the principal symbol of P . Consider the set
Σ3 = {ζ = (t, x, τ, ξ) : ∂
jp
∂τ j
(ζ) = 0, j = 0, 1, 2} ⊂ {(0, x, τ, ξ) ∈ T ∗(G) \ {0}}
of triple characteristics points of P lying on t = 0. Then P is effectively hyperbolic if and only if
(see [7]) we have
∂2p
∂t∂τ
∣∣
Σ3
< 0.
Introduce the symbols
∆1 = 27q3 − 9q1q2 + 2q31 , ∆0 = q21 − 3q2, ∆ = −
1
27〈ξ〉6 (∆
2
1 − 4∆30),
where 〈ξ〉 = (1+ |ξ|2)1/2. The symbol ∆〈ξ〉6 is the discriminant of the equation p = 0 with respect
to τ and we have three real roots for t ≥ 0 if and only if ∆ ≥ 0. The symbol ∆0 is the discriminant
of the equation ∂τp = 3τ
2 + 2q1τ + q2 = 0 with respect to τ and if we have a triple root at
ρ = (0, x0, ξ), we get ∆(ρ) = ∆0(ρ) = 0.
After a change of variables preserving t, an effectively hyperbolic operators of third order with
triple characteristics points lying on t = 0 can be transformed into a pseudo-differential operator
P with principal symbol (see [2])
p(t, x, τ, ξ) = τ3 − (t+ α(x, ξ))a˜(t, x, ξ)〈ξ〉2τ + b(t, x, ξ)〈ξ〉3, t ∈ [0, T ], (x, ξ) ∈ T ∗(U), (1.4)
where α(x, ξ), a˜(t, x, ξ), b(t, x, ξ) are real-valued symbols homogeneous of degree 0 in ξ satisfying
a˜(t, x, ξ) ≥ c0 > 0 for (t, x, ξ) ∈ [0, T ]× T ∗(U),
α(x, ξ) ≥ 0, (x, ξ) ∈ T ∗(U).
Set a(t, x, ξ) = (t+α)a˜(t, x, ξ). Since P is hyperbolic for t ≥ 0, the symbol ∆ satisfies the inequality
∆(t, x, ξ) :=
(
4a3(t, x, ξ) − 27b2(t, x, ξ)
)
≥ 0, (t, x, ξ) ∈ [0, T ] × T ∗(U) (1.5)
and this guarantees that the equation p = 0 with respect to τ has only real roots for (t, x, ξ) ∈
[0, T ]× T ∗(U). The set Σ3 has the form
Σ3 = {(t, x, ξ) : t = τ = 0, α(x, ξ) = 0}.
We can write the symbol b(t, x, ξ) as
b(t, x, ξ) = β0(x, ξ) + tβ1(x, ξ) + t
2β2(t, x, ξ).
The hyperbolicity of P implies
β0
∣∣
Σ3
= β1
∣∣
Σ3
= 0.
Under the stronger assumption that β0(x, ξ) and β1(x, ξ) vanish in a small neighborhood of every
point of Σ3 it has been proved in [2] that P is strongly hyperbolic.
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In this paper we prove that P is strongly hyperbolic under weaker assumption (E) (see section
2) saying that microlocally we have
∆(t, x, ξ) ≥ δt(t+ α(x, ξ))2, δ > 0. (1.6)
According to Lemma 2.1, this condition is satisfied under an estimate on β1. This generalizes the
result in [2]. Since the symbols ∆ and ∆0 are invariant under the change of variables preserving t,
it follows that (E) is equivalent to the condition
∆(t, x, ξ) ≥ δ1t∆0(t, x, ξ), δ1 > 0, |ξ| = 1.
To understand the condition (1.6), consider the case of a hyperbolic operator P with double
characteristic with principal symbol
p2 = τ
2 − q(t, x, ξ),
where q(t, x, ξ) ≥ 0. The first author proved in [13] that P is effectively hyperbolic if and only if
for every double characteristic point z0 = (t0, x0, 0, ξ0) where q(t0, x0, ξ0) = 0 there exists a smooth
function f(t, x, ξ) (independent of τ) which is homogeneous of degree 0 in ξ and defined in a small
conic neighborhood W of z′0 = (t0, x0, ξ0) such that
q(t, x, ξ) ≥ δf2(t, x, ξ)|ξ|2, δ > 0, (t, x, ξ) ∈W
and
Cz0 ∩ Tz0{(t, x, τ, ξ) : f(t, x, ξ) = 0} = {0}, (equivalently −Hf (z0) ∈ Cz0), (1.7)
Cz0 being the propagation cone at z0. Such f(t, x, τ, ξ) verifying (1.7) is called a time function at
z0. Notice that if zj are simple characteristic points and if
zj → z0, λjHp2(zj)→ X, λj > 0,
then X ∈ Cz0 . So Cz0 contains the directions of all (simple) bicharacteristics converging to z0.
We have a loss of regularity passing across the manifold given by f = 0 and for this reason it is
convenient to obtain microlocal energy estimates with weight f−N and a big N ≫ 1 depending on
lower order terms.
The situation on the case with triple characteristics points is quite different. We show in
Example 2.2 in the next section that there are effectively hyperbolic operators of third order with
triple characteristics points lying on t = 0 for which even a weaker condition
∆ ≥ δtm(t+ α(x, ξ))k , δ > 0
with arbitrary large m,k ∈ N is not microlocally satisfied. Thus in general the construction of a
time function seems impossible and it is an open problem if the operator in Examples 2.2 is strongly
hyperbolic.
Our approach is based on two new ideas. First one reduces the equation Pu = f to a first order
pseudo-differential system DtU(t) = A〈D〉U(t) +BU(t) + F with
A =

 0 a b1 0 0
0 1 0


which is not diagonalizable for z ∈ Σ3. Hence it is not possible to construct a positive definite
symmetrizer for A. On the other hand, it is easy to see that a non-negative definite symmetrizer
S(t) exists. To obtain energy estimates with (big) loss of derivatives, we need to work with an
energy Re (S(t)U,U)L2(Rn) which in our case is not positive. An application of the sharp G˚arding
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inequality for Re (S(t)U,U)L2(Rn) is not sufficient, while the Fefferman-Phong inequality for matrix
symbols
Re (S(t)U,U)L2(Rn) ≥ −C‖〈D〉−1U‖2, 0 ≤ t ≤ T, C > 0
in general is false (see [3], [16]). Our second idea is to prove under the condition (E) the following
inequality
Re(S(t)U,U)L2(Rn) ≥ δt
( 2∑
j=1
‖Uj‖2 + (aU3, U3)
)− Ct−1‖〈D〉−1U‖2, 0 < t ≤ T, δ > 0, C > 0
which is a version of Fefferman-Phong inequality with a constant Ct−1. By using the latter in-
equality, we define the energy (S˜(t)U,U) with S˜(t) = S(t) + λt−1〈ξ〉−2I choosing λ ≥ λ0 large
enough. The main point is to obtain local energy estimates with weight t−N (see Theorem 4.1).
First, in Section 3 we obtain these estimates assuming (E) being globally satisfied. Next in Section
4 we show how we can deduce global estimates from microlocal ones. Consequently, under the
assumptions of Theorem 4.1 the operator P is strongly hyperbolic. Finally, in Appendix we give a
representation of a Friedrichs symmetrization by Weyl quantized pseudo-differential operator.
2. Hyperbolic symbols with triple characteristics
In this section we use the notation of Section 1 and for brevity we will write below ∆, α, a˜
instead of ∆(t, x, ξ), α(x, ξ), a˜(t, x, ξ). Assume that α(x0, ξ0) = 0. For our analysis of the Cauchy
problem we introduce two conditions:
(H) There exist a small conic neighborhood W of (x0, ξ0) and a small δ > 0 such that for
(x, ξ) ∈W and small t ≥ 0 we have
∆(t, x, ξ) ≥ δt2(t+ α(x, ξ)). (2.1)
(E) There exist a small conic neighborhood W of (x0, ξ0) and a small δ > 0 such that for
(x, ξ) ∈W and small t ≥ 0 we have
∆(t, x, ξ) ≥ δt(t+ α(x, ξ))2. (2.2)
Clearly, (E) implies (H), but the inverse is not true. It is easy to see that (H) is satisfied if there
exists ε > 0 such that
∆(t, x, ξ) ≥ ε(t3 + α3), (x, ξ) ∈W.
Lemma 2.1. Assume that for (x, ξ) ∈W we have
|β1(x, ξ)| ≤ 1√
3
√
α(x, ξ). (2.3)
Then (H) holds for (x, ξ) in a possibly smaller neighborhood W1 ⊂ W . Next assume that there
exists ε > 0 such that for (x, ξ) ∈W we have
|β1(x, ξ)| ≤ 1− ε√
3
√
α(x, ξ). (2.4)
Then (E) holds for (x, ξ) ∈W1.
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Proof. Assume that (2.3) is fulfilled. Since |β0| ≤ 23√3α3/2, we get
2α2 − 9β1β0 ≥ 2α3/2[α1/2 −
√
3|β1|] ≥ 0.
Then 12α2 − 54β1β0 ≥ 0 and we have
∆ ≥
(
4− 54β2β1 − 27tβ22
)
t3 + (12α − 27(β21 + 2β2β0))t2.
Next, for small α and t > 0 for (x, ξ) ∈W1 we arrange
12α− 27(β21 + 2β2β0) ≥ 3(4α − 3α− 4
√
3|β2|α3/2) ≥ 2α,
4− 54β2β1 − 27tβ22 ≥ 2,
and this implies
∆ ≥ 2t2(t+ α).
Now suppose that (2.4) is satisfied. Then 9|β1β0| ≤ 2(1 − ε)α2 and 12α2 − 54β1β0 ≥ εα2. This
implies for small t and α the estimate
∆ ≥ 2t3 + εtα2 ≥ ε1t(t+ α)2, ε1 > 0
and the proof is complete. 
We present below some examples when the condition (H) is not satisfied.
Example 2.1. Consider the symbols
p±(t, x, τ, ξ) = τ3 − (t+ x2)τξ2 ± txξ3. (2.5)
Clearly, p± are hyperbolic for t ≥ 0, since
∆± = 4(t+ x2)3 − 27t2x2 = (t− 2x2)2(4t+ x2) ≥ 0, t ≥ 0.
For t = 2x2 and x 6= 0 we have a double characteristic roots, while for t = x = 0 we have a triple
root. For t = x = 0 the symbols p± are effectively hyperbolic and for small t ≥ 0 and small x the
fundamental matrix Fp± has non-zero real eigenvalues by perturbation. On the other hand, both
symbols admit a factorization with a smooth root τ = ±xξ, that is
p+ = (τ
2 + xτξ − tξ2)(τ − xξ),
p− = (τ2 − xτξ − tξ2)(τ + xξ).
Examples 2.2. Consider the symbol
p(t, x, τ, ξ) = τ3 − (t+ α(x))ξ2τ + (tm/2− t)
√
α(x)ξ3, m≫ 2, (2.6)
where α(x) ≥ 0 and
√
α(x) is smooth. The symbol p is hyperbolic for 0 ≤ t ≤ 1 since
∆ = 4(t+ α)3 − 27(tm/2− t)2α
= 4t3 − 15t2α+ 12tα2 + 4α3 + 27tm+1α(1− tm−1/4)
= (t− 2α)2(4t+ α) + 27tm+1α(1− tm−1/4) ≥ 0
and ∆ > 0 for t+ α > 0.
For t = 2α we have ∆ = 27 · 2m+1αm+2(1− 2m−3αm−1) and clearly we cannot have an estimate
∆ ≥ δtk(t+ α)q, δ > 0
for small α > 0 if m > k + q − 2.
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Finally, we will discuss some link between the conditions (H) and (E) and the behavior of the
real roots λk(t, x, ξ), k = 1, 2, 3 of the equation p = 0 with respect to τ. These roots have the
trigonometric form 

λ1 = 2ρ cos(θ/3),
λ2 = 2ρ cos(θ/3 +
2pi
3 ),
λ3 = 2ρ cos(θ/3 +
4pi
3 ),
where
ρ =
(a
3
)1/2
〈ξ〉, θ = arccos
(3√3b
2a3/2
)
.
We assume below that |ξ| = 1. If the condition (H) holds, for t ≥ 0 we have
sin2 θ = 1− cos2 θ = ∆
4(t+ α)3a˜3
≥ c20
t2
(t+ α)2
hence | sin θ| ≥ c0t(t+ α)−1, c0 > 0 if t+ α > 0.
We apply the elementary inequality
| sin θ| = | sin(θ/3)|(3 cos2(θ/3)− sin2(θ/3))| ≤ 4| sin(θ/3)|
and consider two cases: (i) −pi/2 ≤ θ ≤ pi/2, (ii) pi/2 < θ < 3pi/2. First we deal with the case (i).
We obtain
| sin(θ/3)| ≥ | sin θ|/4 ≥ t
4c0(t+ α)
.
Next
|λ2 − λ3| = 2ρ
∣∣∣cos(θ/3 + 2pi
3
)
− cos
(
θ/3 +
4pi
3
)∣∣∣
= 4ρ| sin(θ/3)| sin(2pi
3
) ≥ C0 t√
t+ α
.
For the differences λ1−λ2, λ1−λ3 it is easy to obtain bounds, since we have obvious estimates for
sin(θ/3 + pi/3) and sin(θ/3 + 2pi/3) because
pi/6 ≤ θ/3 + pi/3 ≤ pi/2, pi/2 ≤ θ/3 + 2pi/3 ≤ 5
6
pi.
Thus we have
C1
√
t ≤ C1
√
(t+ α) ≤ |λ1 − λk| ≤ C2
√
(t+ α), k = 2, 3.
Consequently,
|(λ1 − λk)(λ2 − λ3)| ≥ C0C1t, k = 2, 3, (2.7)
while
|(λ1 − λ2)(λ1 − λ3)| ≥ C21 (t+ α) ≥ C21 t. (2.8)
The analysis of the case (ii) is very similar. In this case we have
pi
6
< θ/3 <
pi
2
,
pi
2
< θ/3 +
pi
3
<
5pi
6
,
while
5pi
6
< θ/3 +
2pi
3
<
7pi
6
.
To estimate | sin(θ/3 + 2pi/3)|, notice that 3(θ/3 + 2pi/3) = θ + 2pi, hence
| sin
(
θ/3 +
2pi
3
)
| ≥ | sin θ|
4
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and we repeat the above argument.
In the case when (E) holds one has a sharper result, since for t+ α > 0 we have
| sin θ| ≥ c0
√
t
t+ α
, c0 > 0
and
|λ2 − λ3| ≥ C0
√
t,
|(λ1 − λk)(λ2 − λ3)| ≥ C2
√
t(t+ α), k = 2, 3.
Thus we have proved the following
Proposition 2.1. Let
δk(t, x, ξ) =
∂p(t, x, τ, ξ)
∂τ
∣∣∣
τ=λk(t,x,ξ)
, k = 1, 2, 3
and assume the condition (H). Then there exist a constant c1 > 0 and a conic neighborhood W1 of
(x0, ξ0) such that for sufficiently small t ≥ 0 and (x, ξ) ∈W1 we have
|δk(t, x, ξ)| ≥ c1t〈ξ〉2, k = 1, 2, 3. (2.9)
In the case when the condition (E) is satisfied we have a sharper estimate
|δk(t, x, ξ)| ≥ c1
√
t(t+ α)〈ξ〉2, k = 1, 2, 3. (2.10)
3. Symmetrizer and energy estimates
In this paper we work with symbols a(t, x, ξ) which depend on t smoothly and use the Weyl
quantization of a
a(t, x,D)u = (Opw(a)u)(x) = (2pi)−n
∫ ∫
ei(x−y)ξa
(
t,
x+ y
2
, ξ
)
u(y)dydξ.
We will often write au instead of a(t, x,D)u or Opw(a)u if there is no confusion. We abbreviate
Sm1,0 to S
m. We study the operator P
P = D3t − a(t, x,D)Dt〈D〉2 − b(t, x,D)〈D〉3 +
2∑
j=0
b1j(t, x,D)D
2−j
t 〈D〉j (3.1)
which is differential operator in t where b1j ∈ S0. Here we assume
a(t, x, ξ) = (t+ α(x, ξ))a˜(t, x, ξ), (3.2)
where 0 < c0 ≤ a˜(t, x, ξ) ∈ S0 and b(t, x, ξ) ∈ S0 depend smoothly on t ∈ [0, T ] and 0 ≤ α(x, ξ) ∈
S0,
∆(t, x, ξ) = 4a3(t, x, ξ)− 27b2(t, x, ξ) ≥ 0, (t, x, ξ) ∈ [0, T ]× Rn × Rn. (3.3)
We will study the Cauchy problem for P for t ≥ 0. According to Lemma 8.1 in [7], we have
gradx α(x0, ξ0) = 0, gradt,x,ξ b(0, x0, ξ0) = 0, (3.4)
∂2x,ξb(0, x0, ξ0) = ∂
2
x,xb(0, x0, ξ0) = 0 (3.5)
if α(x0, ξ0) = 0. The hyperbolicity (3.3) implies stronger conditions:
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Lemma 3.2. For small t ≥ 0 one has
∂tb(t, x, ξ) = O(
√
a), ∂βx∂
γ
ξ b(t, x, ξ) = O(a), |β + γ| = 1, (3.6)
∂βx∂
γ
ξ b(t, x, ξ) = O(
√
a), |β + γ| = 2. (3.7)
Proof. Set X = (y, η), |X| ≤ 1 and consider (3.3) which implies for |s| ≤ s0 with some s0 > 0
|b(t, x+ sy, ξ + sη)| = |b(t, x, ξ) + s〈∇b,X〉+ s2〈H(b)X,X〉 +O(s3)|
≤ C
(
a(t, x, ξ) + s〈∇a,X〉+ s2〈H(a)X,X〉 +O(s3)
)3/2
,
(3.8)
where H(b), H(a) denote the Hessian of b and a with respect to (x, ξ) and ∇b, ∇a is the gradient
with respect to (x, ξ). If a(t, x, ξ) = 0, we deduce that b(t, x, ξ) = 0, while a(t, x, ξ) ≥ 0 implies
∇a(t, x, ξ) = 0. Therefore
|s〈∇b,X〉 + s2〈H(b)X,X〉| ≤ C|s|3
and we get ∇b(t, x, ξ) = 0 and H(b)(t, x, ξ) = 0. Now assume that a(t, x, ξ) 6= 0. If a(t, x, ξ) ≥ s20,
then
|∇b| ≤ C = Cs−20 s20 ≤ C1s−20 a, ‖H(b)‖ ≤ C = Cs−10 s0 ≤ C2s−10
√
a.
Now suppose that 0 < a(t, x, ξ) < s0. Then we take s =
√
a(t, x, ξ) in (3.8) and obtain
|b+√a〈∇b,X〉+ a〈H(b)X,X〉 +O(a3/2)|
≤ C
(
a+
√
a〈∇a,X〉 + a〈H(a)X,X〉 +O(a3/2)
)3/2
≤ Ca3/2
since |∇a| ≤ C√a by Gleaser inequality. Consequently,∣∣∣ b
a3/2
+
1
a
〈∇b,X〉+ 1√
a
〈H(b)X,X〉 +O(1)
∣∣∣ ≤ C.
Since |b/a3/2| ≤ C, we replace X by µX with |X| = 1 and 0 < |µ| ≤ 1 and deduce
|µ|
∣∣∣1
a
〈∇b,X〉 + µ 1√
a
〈H(b)X,X〉
∣∣∣ ≤ C.
Choosing µ = ±1, one gets
−C ≤ 1
a
〈∇b,X〉 ± 1√
a
〈H(b)X,X〉 ≤ C
and this yields ∣∣∣〈∇b,X〉∣∣∣ ≤ Ca, ∣∣∣〈H(b)X,X〉∣∣∣ ≤ C√a.
Since X with |X| = 1 is arbitrary, we obtain the desired estimates.
For the derivative ∂tb we apply (3.4) if t+ α = 0. To examine ∂tb for t+ α 6= 0, set
β0(x, ξ) = b(0, x, ξ), β1(x, ξ) = (∂tb)(0, x, ξ)
and write
b(t, x, ξ) = β0(x, ξ) + tβ1(x, ξ) + t
2β2(t, x, ξ).
It is sufficient to prove that
β1(x, ξ) = O(
√
α). (3.9)
From ∆ ≥ 0 we deduce
(t2β1 + tβ1 + β0)
2 ≤ C(t+ α)3.
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If α(x, ξ) = 0, we obtain β0(x, ξ) = 0 and hence β1(x, ξ) = 0 because t > 0. If α(x, ξ) 6= 0, we take
t = α(x, ξ) and since β0 = O(α3/2), one concludes that
α|β1| = O(α3/2)
which yields (3.9). This completes the proof. 
In the following up to the end of this section we assume that (2.2) is satisfied globally, that is
∆(t, x, ξ) ≥ δt(t+ α(x, ξ))2, (t, x, ξ) ∈ [0, T ]× Rn × Rn. (3.10)
With U = t(D2t u,Dt〈D〉u, 〈D〉2u) the equation Pu = f is reduced to
DtU = (A〈D〉 +B)U + F, (3.11)
where F = t(f, 0, 0) and
A =

 0 a b1 0 0
0 1 0

 , B =

 b10 b11 b120 0 0
0 0 0

 .
Denote
S(t, x, ξ) =

 3 0 −a0 2a 3b
−a 3b a2


which is a symmetrizer of A such that
S(t, x, ξ)A(t, x, ξ) =

 0 2a 3b2a 3b 0
3b 0 −ab


is symmetric.
Lemma 3.3. There exists δ > 0 such that
S(t, x, ξ)≫ 2δt

 1 0 00 1 0
0 0 a

 = 2δtJ.
Proof. Since
S − 2δtJ =

 3− 2δt 0 −a0 2a− 2δt 3b
−a 3b a2 − 2δta

 ,
it is enough to note
det (S − 2δtJ) = ∆ + 2δO(t(t+ α)2).

To derive energy estimates we apply the sharp G˚arding inequality for which proof we employ
the symmetrization method of Friedrichs and we make detailed looks at the difference between the
original operator and its Friedrichs symmetrization as in [14]. The details of this representation
are given in the Appendix for convenience sake. Denote Q = S − δtJ . Then Q ∈ S0 and Q ≫ 0,
that is Q is non-negative definite by Lemma 3.3. Denote by QF the Friedrichs part of Q (the
Friedrichs symmetrization of Q) which we define precisely in the Appendix. By the construction of
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QF we get (QFU,U) ≥ 0 for any U ∈ C∞(Rt : C∞0 (Rn)). For our argument we need a more precise
representation of the difference
QF −Opw(Q) = Opw
( ∑
2≤|α+β|≤3
ψα,β(ξ)Q
(α)
(β)
)
+Opw(R), R ∈ S−21/2,0, (3.12)
where ψα,β ∈ S(|α|−|β|)/2 are real symbols and we have used the notation Q(α)(β) = ∂αξ D
β
xQ. We give
a proof of (3.12) in Appendix.
Lemma 3.4. There exists C > 0 such that for U ∈ C∞(Rt : C∞0 (Rn)) we have
Re(SU,U) ≥ δt(
2∑
j=1
‖Uj‖2 + (aU3, U3)
)− Ct−1‖〈D〉−1U‖2.
Remark 3.1. It is important to note that the sharp G˚arding inequality for the matrix operators
implies the estimate
Re (SU,U) ≥ −C‖〈D〉−1/2U‖2.
On the other hand, in general the Fefferman-Phong type inequality for matrix operators with non-
negative symbols does not hold (see [3], [16]).
Proof. Notice that a is real, hence (aU3, U3) = Re (aU3, U3). Since
Re (SU,U) = Re (Opw(Q)U,U) + 2δt
( 2∑
j=1
‖Uj‖2 + (aU3, U3)
)
,
it is enough to prove
∣∣Re(Opw( ∑
2≤|α+β|≤3
ψα,βQ
(α)
(β)
)
U,U)
∣∣ ≤ δt(
2∑
j=1
‖Uj‖2 + (aU3, U3)
)
+ Cδ−1t−1‖〈D〉−1U‖2. (3.13)
Indeed if this is true, then we have
Re(Opw(Q)U,U) ≥ (QFU,U)− δt
( 2∑
j=1
‖Uj‖2 + (aU3, U3)
)
−Cδ−1t−1‖〈D〉−1U‖2 −C‖〈D〉−1U‖2
≥ −δt(
2∑
j=1
‖Uj‖2 + (aU3, U3)
)− Cδ−1t−1‖〈D〉−1U‖2,
hence we conclude the assertion.
To prove (3.13), consider Re(Opw(ψα,βQ
(α)
(β))U,U) with |α+ β| = 3. Note that
Q
(α)
(β) =


0 0 −a(α)(β)
0 2a
(α)
(β) 3b
(α)
(β)
−a(α)(β) 3b
(α)
(β) (a
2)
(α)
(β) − δta
(α)
(β)

 .
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Since ψα,βa
(α)
(β), ψα,βb
(α)
(β) ∈ S−3/2, it is easy to see that
Re(Opw(ψα,βQ
(α)
(β))U,U) ≤ δt
2∑
j=1
‖Uj‖2 + Cδ−1t−1‖〈D〉−3/2U‖2
+Re(Opw(ψα,β((a
2)
(α)
(β) − δta
(α)
(β)))U3, U3).
(3.14)
To estimate the third term on the right-hand side, one can assume that ψα,β((a
2)
(α)
(β)−δta
(α)
(β)) ∈ S−3/2
is real. Writing ψα,β((a
2)
(α)
(β) − δta
(α)
(β)) = Re (T#〈ξ〉−3/2) +R with T = 〈ξ〉3/2ψα,β
(
(a2)
(α)
(β) − δta
(α)
(β)
)
and R ∈ S−2, one gets
Re(Opw(ψα,β((a
2)
(α)
(β))− δta
(α)
(β))U3, U3) ≤ δt‖TU3‖2 + Cδ−1t−1‖〈D〉−1U3‖2. (3.15)
Thanks to Glaeser inequality we have |(a2)(α)(β)| ≤ C ′
√
a which yields C
√
a−T ≥ 0 with some C > 0
because a ≥ t. Note that ‖TU3‖2 = (Opw(T#T )U3, U3) and Re (T#T )− T 2 ∈ S−2. On the other
hand, since S0 ∋ Ca− T 2 ≥ 0, the Fefferman-Phong inequality for scalar symbols proves that
C(aU3, U3) ≥ ‖TU3‖2 − C‖〈D〉−1U3‖2 (3.16)
from which we have
Re(Opw(ψα,β((a
2)
(α)
(β) − δta
(α)
(β)))U3, U3) ≤ δt(aU3, U3) + Cδ−1t−1‖〈D〉−1U3‖2. (3.17)
For the case |α+β| = 2, observing that ψα,β(a2)(α)(β) ∈ S−1, it suffices to repeat the same arguments.

Corollary 3.1. Let S˜ = S + λ t−1〈ξ〉−2I. Then there exists λ0 > 0 such that for λ ≥ λ0 we have
Re(S˜U, U) = Re(SU,U) + λt−1‖〈D〉−1U‖2
≥ δt(
2∑
j=1
‖Uj‖2 + (aU3, U3)
)
+ (λ/2)t−1‖〈D〉−1U‖2.
Corollary 3.2. There exist δ1 > 0 and λ0 > 0 such that
Re(S˜U, U) ≥ δ1t2‖U‖2 + (λ/2)t−1‖〈D〉−1U‖2, λ ≥ λ0.
Proof. Clearly, there exists δ1 > 0 such that a ≥ δ1t by (3.2). Then from the Fefferman-Phong
inequality for the symbol a− δ1t one has
(aU3, U3) ≥ δ1t‖U3‖2 −C‖〈D〉−1U3‖2
which proves the assertion thanks to Corollary 3.1. 
Consider the energy (t−Ne−γtS˜U, U), where (·, ·) is the L2(Rn) inner product and N > 0, γ > 0
are positive parameters. Then one has
∂t(t
−Ne−γtS˜U, U) = −N(t−N−1e−γtS˜U, U)− γ(t−Ne−γtS˜U, U)
+(t−Ne−γt∂tSU,U)− λ(N + 1)t−N−2e−γt‖〈D〉−1U‖2 − λγt−N−1e−γt‖〈D〉−1U‖2
−2Im (t−Ne−γt((S˜(A〈D〉+B)U,U)− 2Im(t−Ne−γtS˜F, U).
(3.18)
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Consider 2Im(SA〈D〉U,U) = −i((SA〈D〉 − 〈D〉A∗S)U,U). By the calculus of Weyl pseudo-
differential operators for the symbol of the operator SA〈D〉 − 〈D〉A∗S we get the representation
S#A#〈ξ〉 − 〈ξ〉#A∗#S
=
∑
1≤|α+β+δ+ν|≤2
(−1)|β+δ+ν|
(2i)|α+β+δ+ν|α!β!δ!ν!
S
(α)
(β+δ)A
(β)
(α+ν)〈ξ〉(δ+ν)
−
∑
1≤|α+β+δ+ν|≤2
(−1)|α|
(2i)|α+β+δ+ν|α!β!δ!ν!
(A∗)(β)(α+ν)S
(α)
(β+δ)〈ξ〉(δ+ν) +R
=
∑
|α+β+δ+ν|=1
+
∑
|α+β+δ+ν|=2
+R = K1 +K2 +R,
where R ∈ S−2 and Kj ∈ S1−j denotes the sum over |α+ β + δ + ν| = j. Note that
S
(α)
(β+δ) =


0 0 −a(α)(β+δ)
0 2a
(α)
(β+δ)
3b
(α)
(β+δ)
−a(α)(β+δ) 3b
(α)
(β+δ) (a
2)
(α)
(β+δ)


and if |α+ β + ν| 6= 0
A
(β)
(α+ν)
=

 0 a
(β)
(α+ν) b
(β)
(α+ν)
0 0 0
0 0 0


so that
S
(α)
(β+δ)A
(β)
(α+ν) =


0 0 0
0 0 0
0 −a(α)(β+δ)a
(β)
(α+ν) −a
(α)
(β+δ)b
(β)
(α+ν)

 . (3.19)
If |α+ β + ν| = 0 then
S(δ)A =

 0 −a(δ) 02a(δ) 3b(δ) 0
3b(δ) (a
2)(δ) − aa(δ) −a(δ)b

 . (3.20)
From Lemma 3.2 it follows that for |α+ β + δ + ν| = 1
S
(α)
(β+δ)A
(β)
(α+ν)〈ξ〉(δ+ν) − (A∗)
(β)
(α+ν)S
(α)
(β+δ)〈ξ〉(δ+ν) =

 0 0 00 0 O(a)
0 O(a) O(a3/2)


and
S(δ)A〈ξ〉(δ) −A∗S(δ)〈ξ〉(δ) =

 0 O(
√
a) O(a)
O(√a) O(a) O(a3/2)
O(a) O(a3/2) O(a2)

 .
Therefore we deduce
S + ε1tImK1 =

 3 ε1O(t
√
a) −a+ ε1O(ta)
ε1O(t
√
a) 2a+ ε1O(ta) 3b+ ε1O(ta)
−a+ ε1O(ta) 3b+ ε1O(ta) a2 + ε1O(ta3/2)

 . (3.21)
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On the other hand,
t∂tS =

 0 0 O(t)0 O(t) O(ta1/2)
O(t) O(ta1/2) O(ta)

 . (3.22)
This proves that there exists N1 > 0 such that one has
N1S + tImK1 − t∂tS = N1(S + ε1tImK1 − ε1t∂tS)≫ 0, (3.23)
where ε1 = N
−1
1 .
Lemma 3.5. For any ε > 0 there exists Cε > 0 such that
Re
(
(N1S − t∂tS − itK1)U,U
)
≥ −εt(
2∑
j=1
‖Uj‖2 + (aU3, U3)
)− Cεt−1‖〈D〉−1U‖2.
Proof. Setting Q = N1S− t∂tS+ tImK1 ∈ S0 one has Q≫ 0 by (3.23). Taking (3.12) into account
and repeating the same arguments proving (3.16), it is enough to show
ψα,βQ
(α)
(β) =

 O(〈ξ〉
−1) O(〈ξ〉−1) O(〈ξ〉−1)
O(〈ξ〉−1) O(〈ξ〉−1) O(〈ξ〉−1)
O(〈ξ〉−1) O(〈ξ〉−1) O(〈ξ〉−1√a)


for 2 ≤ |α+ β| ≤ 3. To check this it suffices to apply (3.21), (3.22) and t = O(a). 
We turn to K2. From (3.19) and (3.20) if follows that
K2 =

 O(〈ξ〉
−1) O(〈ξ〉−1) O(〈ξ〉−1)
O(〈ξ〉−1) O(〈ξ〉−1) O(〈ξ〉−1)
O(〈ξ〉−1) O(〈ξ〉−1) O(〈ξ〉−1√a)

 .
Repeating the same arguments as above, we get
|(K2U,U)| ≤ ε
2∑
j=1
‖Uj‖2 + Cε−1‖〈D〉−1U‖2 + ε‖TU3‖2,
where T ∈ S0 and |T | ≤ C√a. Applying the Fefferman-Phong inequality again, one concludes
|(K2U,U)| ≤ ε
( 2∑
j=1
‖Uj‖2 + (aU3, U3)
)
+ Cε−1‖〈D〉−1U‖2.
Noting that (3, 3)-entry of A is zero, it is clear that
t−N−1λ
∣∣((〈D〉−2A〈D〉 − 〈D〉A∗〈D〉−2)U,U)∣∣ ≤ εt−N
2∑
j=1
‖Uj‖2 + Cλ2ε−1t−N−2‖〈D〉−1U‖2.
On the other hand, it is easy to see that
t−N−1λ
∣∣((〈D〉−2B −B∗〈D〉−2)U,U)∣∣ ≤ C1λt−N−1‖〈D〉−1U‖2
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with a constant C1 > 0 independent of λ and t. Therefore from the above estimates one deduces
∂tRe(t
−Ne−γtS˜U, U) ≤ −2Im(t−Ne−γtS˜F, U)− (N −N1)t−N−1e−γtRe
(
S˜U, U)
+
[
Cε − λ
(
(N + 1)− λCε−1
)]
t−N−2e−γt‖〈D〉−1U‖2
+2εt−Ne−γt
( 2∑
j=1
‖Uj‖2 + (aU3, U3)
)− 2t−Ne−γtIm (S˜BU,U)
−(γ − λC1)t−N−1e−γt‖〈D〉−1U‖2,
(3.24)
where C is independent of t.
Consider 2Im(S˜BU,U) and recall that S˜ ≫ 0 by Corollary 3.1. Consequently,
2|(S˜BU,U)| ≤ N−1/2(tS˜BU,BU) +N1/2(t−1S˜U, U)
= N−1/2(t−1t2B∗S˜BU,U) +N1/2(t−1S˜U, U)
≤ N−1/2(t−1t2B∗SBU,U) +N1/2(t−1S˜U, U) + CλN−1/2‖〈D〉−1U‖2.
(3.25)
Note that
B∗#S#B − 3

 b¯10b¯11
b¯12

 (b10, b11, b12) ∈ S−1.
Lemma 3.6. There exists N2 > 0 such that for any ε > 0 there exists Dε > 0 such that
Re
(
(N2S − t2B∗SB)U,U
) ≥ −εt(
2∑
j=1
‖Uj‖2 + (aU3, U3))−Dεt−1‖〈D〉−1U‖2.
Proof. Recall
S − ε1t2B∗SB =

 3 + ε1O(t
2) ε1O(t2) −a+ ε1O(t2)
ε1O(t2) 2a+ ε1O(t2) 3b+ ε1O(t2)
−a+ ε1O(t2) 3b+ ε1O(t2) a2 + ε1O(t2)


which proves S − ε1t2B∗SB ≫ 0 with some ε1 > 0. Then the rest of the proof is just a repetition
of the proof of Lemma 3.5. 
According to Lemma 3.6 and (3.25), one has
2|(S˜BU,U)| ≤ N1/22 (t−1S˜U, U) + εt(
2∑
j=1
‖Uj‖2 + (aU3, U3))
+Dεt
−1‖〈D〉−1U‖2 +CλN−1/22 ‖〈D〉−1U‖2.
(3.26)
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From (3.24) and (3.26) it follows that
∂tRe(t
−Ne−γtS˜U, U) ≤ −2Im(t−Ne−γtS˜F, U)
−(N −N1 −N1/22 )t−N−1e−γtRe(S˜U, U)
+
[
Cε − λ
(
(N + 1)− λCε−1
)]
t−N−2e−γt‖〈D〉−1U‖2
+3εt−Ne−γt
( 2∑
j=1
‖Uj‖2 + (aU3, U3)
)
−(γ −Dε − C1λ−CλtN−1/22 )t−N−1e−γt‖〈D〉−1U‖2.
Note that
2|(t−Ne−γtS˜F, U)| ≤ 2(t−N+1e−γtS˜F, F )1/2(t−N−1e−γtS˜U, U)1/2
≤ (t−N+1e−γtS˜F, F ) + (t−N−1e−γtS˜U, U).
Denote N∗ = N1 + 2N
1/2
2 + 2 and we choose 0 < 3ε ≤ δ. The term with coefficient Cε can be
absorbed by the term −Re (S˜U, U) by applying Corollary 3.2 and taking λ/2 > Cε. Fixing ε and
λ, we choose N > N∗ so that
N + 1 > λCε−1.
Finally we choose γ such that γ −Dε − C1λ− CλN−1/22 T ≥ 0. Then we have
∂tRe(t
−Ne−γtS˜U, U) ≤ (t−N+1e−γtS˜F, F )− (N −N∗)Re (t−N−1e−γtS˜U, U). (3.27)
Integrating (3.27) in τ from ε > 0 to t and taking Corollary 3.2 into account, one obtains
Proposition 3.2. Assume the condition (3.10). Let U ∈ C∞(Rt : C∞0 (Rn))). Then there exist
δ > 0 and C > 0 such that
δt−N+2e−γt‖U(t)‖2 + δ(N −N∗)
∫ t
ε
τ−N+1e−γτ‖U(τ)‖2dτ
≤ Cε−N−1e−γε‖U(ε)‖2 +
∫ t
ε
(τ−N+1e−γτ S˜F (τ), F (τ))dτ.
Remark 3.2. In the case when the condition (H) is globally satisfied by an argument similar to
that used for Lemma 3.4 we may establish the inequality
Re(SU,U) ≥ δt2(
2∑
j=1
‖Uj‖2 + (aU3, U3)
)− Ct−2‖〈D〉−1U‖2.
However with this weaker version of the Fefferman-Phong inequality we must change the weight
t−N by e
N
t and use the energy (e
N
t e−γt(S + λt−2〈D〉−2)U,U). This will be a subject of a further
work.
4. Microlocal energy estimates
We turn to the original differential operator
P = D3t −
∑
|α|=2
aα(t, x)D
α
xDt +
∑
|α|=3
aα(t, x)D
α
x +
∑
|β|+j≤2
bjβ(t, x)D
β
xD
j
t
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with which we are working. Let {χα} be a finite partition of unity with χα(x, ξ) ∈ S0 so that∑
α
χ2α(x, ξ) = χ
2(x),
where χ(x) = 1 for |x| ≤ r1 and 0 for |x| ≥ r2. Let u ∈ C∞(Rt : C∞0 (Rn)) be such that u = 0 for
|x| ≥ r1. We can assume that (2.2) is verified globally. Indeed we have the following
Lemma 4.7. Assume that (2.2) is satisfied in a conic neighborhood of (0, ξ0). Then there exist
extensions of α(x, ξ), a˜(t, x, ξ) and b(t, x, ξ) to S0 such that (2.2) holds globally.
Proof. Assume that (2.2) is satisfied in a conic neighborhood W of (0, ξ0). Choose conic neighbor-
hoods U , V of (0, ξ0) such that U ⋐ V ⋐ W . Take 0 ≤ χi(x, ξ) ∈ S0, i = 1, 2 such that χ1 = 1
on V and 0 outside W and χ2 = 0 on U and 1 outside V . Extend a˜ outside W so that a˜ ∈ S0
and a˜ ≥ c0 > 0. Denote the extended symbol again by a˜. Define α˜ = χ1α + Mχ2 ∈ S0 and
b˜ = χ1b ∈ S0, where M > 0 is a positive constant. If (x, ξ) ∈ V we see that
∆ = 4(t+ α+Mχ2)
3a˜3 − 27b2 ≥ 4(t+ α)3a˜3 − 27b2
+12
(
(t+ α)2Mχ2 + (t+ α)M
2χ22
)
a˜3
≥ δt(t+ α)2 + c′0t(t+ α)Mχ2 + c′0tM2χ22
≥ δ′t(t+ α+Mχ2)2 = δ′t(t+ α˜)2.
If (x, ξ) is outside W , it is clear that ∆ = 4(t +M)3a˜3 ≥ δ′t(t +M)2 = δ′t(t + α˜)2. On the other
hand, if (x, ξ) ∈W \ V one has
∆ = 4(t+ χ1α+M)
3a˜3 − 27(χ1b)2
≥ 4t((t+ χ1α)2 + 3(t+ χ1α)M + 3tM2)a˜3 + 4M3a˜3 − 27(χ1b)2
≥ δ′t(t+ χ1α+M)2 = δ′t(t+ α˜)2
choosing M such that 4M3a˜3 ≥ 27(χ1b)2. 
We consider pseudo-differential operators with symbols χα(x, ξ) and without loss of generality
we can assume that χα(x, ξ) = 0 for |x| ≥ r2. First we shall estimate χαu ∈ C∞0 (Rn+1). To do this
we observe that
Pχαu− χαPu = Rαu,
where Rα has the form
c1,αD
2
t u+ c2,αDt〈D〉u+ c3,α〈D〉2u =
3∑
j=1
cj,αUj . (4.1)
Here U = t(D2t u,Dt〈D〉u, 〈D〉2u) = (U1, U2, U3) again and cj,α ∈ S0 are symbols vanishing for
|x| ≥ r2. Thanks to Lemma 4.7 extending P outside the support of χα, we can assume that P has
the form (3.1) and (3.10) is satisfied. Then with Uα =
t(D2tχαu,Dt〈D〉χαu, 〈D〉2χαu) the equation
can be written as
DtUα = (A〈D〉+B)Uα + Fα, Fα = t
(
χαf +
3∑
j=1
cj,αUj , 0, 0
)
, (4.2)
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From Proposition 3.2 we deduce
δt−N+2e−γt‖Uα(t)‖2 + δ(N −N∗)
∫ t
ε
τ−N+1e−γτ‖Uα(τ)‖2dτ
≤ Cε−N−1e−γε‖Uα(ε)‖2 +
∫ t
ε
(τ−N+1e−γτ S˜Fα(τ), Fα(τ))dτ.
(4.3)
From (4.2) it follows that |(S˜Fα, Fα)| ≤ C(‖f‖2 + ‖U‖2) and hence
∑
α
∫ t
ε
(τ−N+1e−γτ S˜Fα(τ), Fα(τ))dτ ≤ C
∫ t
ε
τ−N+1e−γτ (‖f(τ)‖2 + ‖U(τ)‖2)dτ. (4.4)
Since ∑
α
χα#〈ξ〉k#χα = χ#〈ξ〉k#χ+Rk, Rk ∈ Sk−2,
there is C > 0 such that∑
α
‖Uα‖2 =
∑
α
{
(χαD
2
t u, χαD
2
t u) + (〈D〉χαDtu, 〈D〉χαDtu)
+(〈D〉2χαu, 〈D〉2χαu)
} ≥ ‖U‖2 − C‖〈D〉−1U‖2
because χDkt u = D
k
t u. Therefore summing up (4.3) over α and choosing N such that the second
term on the left-hand side of (4.3) absorbs (4.4), one can find c > 0 and C1, C2 > 0 such that
c t−N+2e−γt‖U(t)‖2 + c
∫ t
ε
τ−N+1e−γτ‖U(τ)‖2dτ
≤ C1
(
ε−N−1e−γε‖U(ε)‖2 +
∫ t
ε
τ−N+1e−γτ‖f(τ)‖2dτ
)
+C2
(
t−N+2e−γt‖〈D〉−1U(t)‖2 +
∫ t
ε
τ−N+1e−γτ‖〈D〉−1U(τ)‖2dτ
)
.
(4.5)
Let χ(ξ) ∈ C∞0 (Rn : [0, 1]) be a function which is equal to 1 in |ξ| ≤ 1 and to 0 for |ξ| ≥ 2. Set
χν(ξ) = χ(νξ),
where ν > 0 is a small parameter. Then we have the following
Lemma 4.8. Assume that U satisfies (3.11). Then there exists a constant C > 0 such that the
function Uν = χνU satisfies the estimate
t−N+1e−γt‖Uν(t)‖2 + (γ − Cν−1)
∫ t
ε
τ−N+1e−γτ‖Uν(τ)‖2dτ
≤ ε−N+1e−γε‖U(ε)‖2 + Cν2
∫ t
ε
τ−N+1e−γτ‖U(τ)‖2dτ
+C
∫ t
ε
τ−N+1e−γτ‖f(τ)‖2dτ.
(4.6)
Proof. Note that one has
DtUν = AνUν + χνF +RνU (4.7)
with Aν = (A〈D〉 + B)χν/2 and Rν = [χν , A〈D〉 + B], where we have used the equality χν/2χν =
χν . It is clear that Aν , Rν ∈ S0 and moreover νAν , ν−1Rν ∈ S0 uniformly in ν > 0 because
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|∂αξ χν(ξ)| ≤ Cα(ν−1 + |ξ|)−|α| and 〈ξ〉 ≤ Cν−1 on the support of χν/2. This shows that there is
C > 0 independent of ν such that
‖AνU‖ ≤ Cν−1‖U‖, ‖RνU‖ ≤ Cν‖U‖. (4.8)
From (4.7) we have
∂t
(
t−N+1e−γt‖Uν‖2
)
+ (N − 1)t−Ne−γt‖Uν‖2 + γt−N+1e−γt‖Uν‖2
= −2t−N+1e−γtIm (AνUν + χνF +RνU,Uν)
≤ Ct−N+1e−γt(ν−1‖Uν‖2 + ‖f‖2 + ν2‖U‖2)
by using (4.8). Integrating this inequality, we obtain the assertion. 
Since 〈ξ〉−1(1− χν) ≤ ν writing 〈D〉−1U = 〈D〉−1χνU + 〈D〉−1(1− χν)U , it is clear that
‖〈D〉−1U‖ ≤ ‖Uν‖+ ν‖U‖.
Thus the second term on the right-hand side of (4.5) is bounded by
C2t
−N+2e−γt
(
ν2‖U(t)‖2 + ‖Uν(t)‖2
)
+ C2
∫ t
ε
τ−N+1e−γτ
(
ν2‖U(τ)‖2 + ‖Uν(τ)‖2
)
dτ.
Thus choosing ν > 0 small and γ such that γ ≥ Cν−1 + 1, from (4.6) and (4.5) we obtain the
following
Theorem 4.1. Let U ∈ C∞(Rt : C∞0 (Rn)). Assume that for every point (x0, ξ0) ∈ T ∗(U)\{0} with
α(x0, ξ0) = 0 there exist a conic neighborhood W ⊂ T ∗(U) \ {0} and T (x0, ξ0) > 0 such that the
condition (E) is satisfied for 0 ≤ t ≤ T (x0, ξ0) and (x, ξ) ∈W . Then there exist c > 0, T0 > 0, C > 0
and N ∈ N such that for 0 < ε < t ≤ T0 we have
c t−N+2e−γt‖U(t)‖2 + c
∫ t
ε
τ−N+1e−γτ‖U(τ)‖2dτ
≤ Cε−N−1e−γε‖U(ε)‖2 + C
∫ t
ε
τ−N+1e−γτ‖f(τ)‖2dτ.
(4.9)
We may absorb the weight τ−N passing to energy estimates with a loss of derivatives. Denote
P = Dt − A〈D〉 − B and consider PU = F for U ∈ C∞(Rt : C∞0 (Rn)). Differentiating PU = F
with respect to t, we can find the functions DjtU(0, x) = Uj(x) ∈ C∞0 (Rn). Next we set
UM (t, x) =
M∑
j=0
1
j!
Uj(x)(it)
j .
Then W = U − UM ∈ C∞(Rt : C∞0 (Rn)) satisfies PW = FM , where
DjtFM (0, x) = 0, j = 0, 1, . . . ,M − 1, DjtW (0, x) = 0, j = 0, 1, . . . ,M.
Note that
‖UM (t, ·)‖ ≤ CM
(‖U(0)‖HM (Rn) +
M−1∑
j=0
‖DjtF (t, ·)‖HM−1−j (Rn)
)
and for 2M ≥ N ∫ t
ε
e−γττ−N+1‖FM (τ, ·)‖2dτ ≤ CN,M
∫ t
0
e−γτ‖DMt F (τ, ·)‖2dτ.
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Choosing 2M ≥ N + 1, we apply Theorem 4.1 for W . Since ε−N−1‖W (ε)‖2 → 0 as ε → 0, we
obtain
Corollary 4.3. Under the assumptions of Theorem 4.1 there exist N ∈ N, T > 0, C > 0 such that
for 0 < t ≤ T we have the estimate
∫ t
0
e−γτ‖U(τ, ·)‖2dτ ≤ C
(
‖U(0, ·)‖HN (Rn) +
N∑
j=0
∫ t
0
e−γτ‖Djt f(τ, ·)‖2HN−j (Rn)dτ
)
(4.10)
for U ∈ C∞(Rt : C∞0 (Rn)) and γ ≥ γ0.
By the same argument we can obtain an estimate for the adjoint operator P ∗ which has the
same principal symbol as P . These estimates imply by a standard method the well-posedness of
the Cauchy problem for P and we get the following
Corollary 4.4. Under the assumptions of Theorem 4.1 the operator P is strongly hyperbolic.
We can also obtain the result by another way. Consider the operator Pε obtained from P
replacing α by α + ε with ε > 0. Then it is clear that Pε is strictly hyperbolic in t ≥ 0. On the
other hand, as it was seen in the proof of Lemma 4.7, the condition (2.2) holds with some δ > 0
independent of ε > 0. It is also easy to check that Lemma 3.2 holds uniformly in ε > 0. Therefore
thanks to Corollary 4.3 we obtain a priori estimates which is uniform in ε > 0 for the solution uε
to the Cauchy problem
Pεu
ε = f, ∂jt u
ε(0, x) = uj(x), j = 0, 1, 2.
Thus there is a subsequence of {uε} convergent to the solution to the Cauchy problem for P .
Appendix
In this appendix we give a proof of (3.12). Assume that p(x, ξ) is a m×m matrix with entries
in S01,0(R
n × Rn) such that p ≫ 0. To define pF we follow [4]. Choose 0 ≤ q(σ) ∈ C∞0 (Rn) such
that
q(−σ) = q(σ),
∫
q2(σ)dσ = 1.
Let us put
F (ξ, ζ) = q((ζ − ξ)〈ξ〉−1/2)〈ξ〉−n/4.
We first check that one can write
∂βξ F (ξ, ζ) = 〈ξ〉−n/4
∑
|γ|≤|β|,γ1≤γ
((ζ − ξ)〈ξ〉−1/2)γ1
×(∂γσq)((ζ − ξ)〈ξ〉−1/2)ψβ,γ,γ1 ,
(A.1)
where ψβ,γ,γ1 ∈ S−(|β|−|γ−γ1|/2)1,0 . Indeed noting that
∂αξ 〈ξ〉s = 〈ξ〉sψ, ψ ∈ S−|α|1,0 ,
the assertion follows from the condition on |β|. Let us put
pF (η, y, ξ) =
∫
F (η, ζ)p(y, ζ)F (ξ, ζ)dζ
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which is called the Friedrichs part of p and define the operator pF by
(pFu)(x) = (2pi)
−2n
∫
ei(x−x
′)ξ+ix′ξ′pF (ξ, x
′, ξ′)uˆ(ξ′)dξ′dx′dξ.
We first remark that
(pFu, v) =
∫
p(x′, ζ)
(∫
eix
′ξ′F (ξ′, ζ)uˆ(ξ′)dξ′
)(∫
eix′ξF (ξ, ζ)vˆ(ξ)dξ
)
dx′dζ
which implies
(pFu, u) =
∫
p(x′, ζ)
∣∣∣
∫
eix
′ξ′F (ξ′, ζ)uˆ(ξ′)dξ′
∣∣∣2dx′dζ ≥ 0 (A.2)
since p(x′, ζ)≫ 0. We next check that
pFu = q
wu, q(x, ξ) = (2pi)−n
∫
e−iyηpF
(
ξ +
η
2
, x+ y, ξ − η
2
)
dydη. (A.3)
In fact we see that
pFu = (2pi)
−n
∫
eixξ
′
uˆ(ξ′)dξ′
(
(2pi)−n
∫
ei(x−x
′)ξ−ixξ′+ix′ξ′pF (ξ, x′, ξ′)dx′dξ
)
= (2pi)−n
∫
eixξ
(
(2pi)−n
∫
e−ix
′ξ′pF (ξ + ξ
′, x+ x′, ξ)dξ′dx′
)
uˆ(ξ)dξ = p˜(x,D)u,
where
p˜(x, ξ) = (2pi)−n
∫
e−iyηpF (ξ + η, x+ y, ξ)dηdy. (A.4)
Since we have p˜(x,D) = qw(x,D) with
q(x, ξ) = (2pi)−n
∫
eizζ p˜
(
x+
z√
2
, ξ +
ζ√
2
)
dzdζ,
inserting (A.4) into the above formula, we get the desired assertion.
Lemma A.9. We have
q(x, ξ) = p(x, ξ) +
∑
2≤|α+β|≤3
Ψα,β(ξ)p
(α)
(β)(x, ξ) + r(x, ξ), r ∈ S−21/2,0,
where Ψα,β ∈ S(|α|−|β|)/21,0 .
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From (A.3) one can write
q(x, ξ) = (2pi)−n
∫
e−iyη(iy)β
{ ∑
|β|<4
1
β!
pF (β)(ξ + η/2, x, ξ − η/2)
+4
∑
|β|=4
1
β!
∫ 1
0
(1− θ)3pF (β)(ξ + η/2, x+ θy, ξ − η/2)dθ
}
dydη
=
∑
β1+β2=β,|β|<4
(−1)|β2|
2|β|β1!β2!
p
(β1,β2)
F (β) (ξ, x, ξ)
+4(2pi)−n
∑
β1+β2=β,|β|=4
(−1)|β2|
2|β|β1!β2!
∫ ∫ 1
0
e−iyη(1− θ)3
×p(β1,β2)F (β) (ξ + η/2, x + θy, ξ − η/2)dθdydη
=
∑
β1+β2=β,|β|<4
(−1)|β2|
2|β|β1!β2!
p
(β1,β2)
F (β) (ξ, x, ξ) +R(x, ξ),
where we have used the notation
p
(β,γ)
F (α)(η, y, ξ) = ∂
β
η ∂
γ
ξD
α
xpF (η, y, ξ).
Let us consider P
(β1,β2)
F (β) (ξ, x, ξ). Note
p
(β1,β2)
F (β) (ξ, x, ξ) =
∫
F (β1)(ξ, ζ)p(β)(x, ζ)F
(β2)(ξ, ζ)dζ
=
∑∫
〈ξ〉−n/2[(ζ − ξ)〈ξ〉−1/2]γ1∂γσq((ζ − ξ)〈ξ〉−1/2)[(ζ − ξ)〈ξ〉−1/2]δ1
×∂δσq((ζ − ξ)〈ξ〉−1/2)ψβ1,γ,γ1ψβ2,δ,δ1p(β)(x, ζ)dζ
=
∑
|γ|≤|β1|,|δ|≤|β2|
ψβ1,γ,γ1ψβ2,δ,δ1
∫
σγ1∂γσq(σ)σ
δ1∂δσq(σ)p(β)(x, ξ + σ〈ξ〉1/2)dσ
=
∑
|γ|≤|β1|,|δ|≤|β2|
ψβ1,γ,γ1ψβ2,δ,δ1
∫
σγ1∂γσq(σ)σ
δ1∂δσq(σ)
{ ∑
|α|<N
1
α!
p
(α)
(β)(x, ξ)σ
α〈ξ〉|α|/2
+N
∑
|α|=N
〈ξ〉N/2σα
α!
∫ 1
0
(1− θ)N−1p(α)(β)(x, ξ + θσ〈ξ〉1/2)dθ
}
dσ.
Setting
Ψα,β =
∑
β1+β2=β
∑
|γ|≤|β1|,|δ|≤|β2|
(−1)|β2|
2|β|β1!β2!
ψβ1,γ,γ1ψβ2,δ,δ1
〈ξ〉|α|/2
α!
×
∫
σα+γ1+δ1∂γσq(σ)∂
δ
σq(σ)dσ,
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it is clear that Ψα,β ∈ S(|α|−|β|)/21,0 . Then we have
∑
β1+β2=β
(−1)|β2|
2|β|β1!β2!
p
(β1,β2)
F (β) (ξ, x, ξ) =
∑
|α|<N
Ψα,β(ξ)p
(α)
(β)(x, ξ)
+
∑
β1+β2=β
∑
|γ|≤|β1|,|δ|≤|β2|
(−1)|β2|
2|β|β1!β2!
ψβ1,γ,γ1ψβ2,δ,δ1〈ξ〉N/2
×
∑
|α|=N
1
α!
∫ ∫ 1
0
σα+γ1+δ1∂γσq(σ)∂
δ
σq(σ)
×(1− θ)N−1p(α)(β)(x, ξ + θσ〈ξ〉1/2)dθdσ
=
∑
|α|<N
Ψα,β(ξ)p
(α)
(β)(x, ξ) + Φβ,N ,
where Φβ,N ∈ S−(N+|β|)/21/2,0 . Hence one has
q(x, ξ) =
∑
|α|<4−|β|,|β|<4
Ψα,β(ξ)p
(α)
(β)(x, ξ) +
∑
|β|<4
Φβ,4−|β| +R(x, ξ)
=
∑
|α+β|<4
Ψα,β(ξ)p
(α)
(β)(x, ξ) +
∑
|β|<4
Φβ,4−|β| +R(x, ξ),
where
∑
|β|<4Φβ,4−|β| ∈ S−21/2,0. Then we obtain
Ψ0,0 = ψ0,0,0ψ0,0,0
∫
q(σ)2dσ = 1,
Ψα,0 = ψ0,0,0ψ0,0,0〈ξ〉1/2
∫
σαq(σ)2dσ = 0 (|α| = 1),
Ψ0,β =
∑
β1+β2=β
∑
|γ|≤|β1|,|δ|≤|β2|
(−1)|β2|
2|β|β1!β2!
ψβ1,γ,γ1ψβ2,δ,δ1
∫
σγ1+δ1∂γσq(σ)∂
δ
σq(σ)dσ
=
1
2
∑
|γ|≤|β|
ψβ,γ,γ1
∫
σγ1∂γσq(σ)q(σ)dσ −
1
2
∑
|δ|≤|β|
ψβ,δ,δ1
∫
σδ1∂δσq(σ)q(σ)dσ = 0
= 0 (|β| = 1).
Therefore we have
q(x, ξ) = p(x, ξ) +
∑
2≤|α+β|≤3
Ψα,βp
(α)
(β)(x, ξ) +R(x, ξ) + S
−2
1/2,0.
It remains to show that R ∈ S−21/2,0. To do this we prepare the following
Lemma A.10. We have
|p(γ,δ)F (β)(η, x, ξ)| ≤ Cβ,γ,δ〈η〉−|γ|/2〈ξ〉−|δ|/2.
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Proof. By the Cauchy-Schwartz inequality we have
|p(γ,δ)F (β)(η, x, ξ)| ≤
∫
|F (γ)(η, ζ)p(β)(x, ζ)F (δ)(ξ, ζ)|dζ
≤
( ∫
|F (γ)(η, ζ)p(β)(x, ζ)|2dζ
)1/2( ∫
|F (δ)(ξ, ζ)|2dζ
)1/2
.
Changing the integration variables σ = (ζ − η)〈η〉−1/2 and applying (A.1), we get∫ |F (γ)(η, ζ)p(β)(x, ζ)|2dζ
≤∑∫ |σγ2∂γ1σ q(σ)ψγ,γ1,γ2p(β)(x, η + σ〈η〉1/2)|2dσ
≤∑Cγ, γi ∫ |〈η〉−(|γ|−|γ1−γ2|/2)σγ2∂γ1σ q(σ)p(β)(x, η + σ〈η〉1/2)|2dσ.
Since |γ| ≥ |γ1| ≥ |γ1 − γ2| it is clear that
〈η〉−(|γ|−|γ1−γ2|/2)|p(β)(x, η + σ〈η〉1/2)| ≤ C〈η〉−|γ|/2
which proves ( ∫
|F (γ)(η, ζ)p(β)(x, ζ)|2dζ
)1/2
≤ C〈η〉−|γ|/2.
On the other hand,∫
|F (δ)(ξ, ζ)|2dζ ≤
∑∫
|σδ2∂δ1σ q(σ)ψδ,δ1,δ2 |2dσ ≤ Cδ〈ξ〉−|δ|/2
hence the proof is complete. 
Note that
Dδx∂
γ
ξR(x, ξ) =
∑
|β|=4
∑
γ′+γ′′=γ
Cγ′
∫
(1− θ)3e−iyη〈Dη〉n+1〈Dy〉p
×
[
〈η〉−p〈y〉−n−1p(β1+γ′,β2+γ′′)F (β+δ) (ξ +
η
2
, x+ θy, ξ − η
2
)
]
dydηdθ.
Consequently, it follows from Lemma A.10 that
|Dδx∂γξR(x, ξ)| ≤
∑∑ ∑
|µ|≤p,|ν|≤n+1
C
∫ ∫ 1
0
|〈η〉−p〈y〉−n−1
×p(β1+γ′+ν′,β2+γ′′+ν′′)F (β+δ+µ) (ξ +
η
2
, x+ θy, ξ − η
2
)|dydηdθ
≤
∑∫
〈η〉−p〈y〉−n−1〈ξ + η
2
〉−|β1+γ′+ν′|/2〈ξ − η
2
〉−|β2+γ′′+ν′′|/2dydη
≤
∑∫
〈η〉−p〈y〉−n−1〈ξ〉−|β+γ|/2〈η〉|β+γ+ν|/2dydη ≤ C〈ξ〉−2−|γ|/2
which shows R ∈ S−21/2,0 and hence the assertion. 
Finally, we get the following
Lemma A.11. We have
Opw(p) = pF −Opw
( ∑
2≤|α+β|≤3
Ψα,β(ξ)p
(α)
(β)(x, ξ)
)
+Opw(r),
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where Ψα,β ∈ S(|α|−|β|)/21,0 and r ∈ S−21/2,0.
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