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In this lecture, we would like to present some recent results on Gaussian (or Rademacher)
random series of trace class operators, (cf. mainly [17]). We will emphasize the probabilistic refor-
mulation of the results of [17], as well as the open problems suggested by these results. We will
start by a survey of what is known about the following problems.
Let B be a Banach space. Let (xn) be a sequence of elements of B. Let (gn) be a sequence of
i.i.d. Gaussian random variables.
Problem 1. Find a necessary and sufficient condition on the sequence (xn) for the a.s. convergence
in norm of the series
(1)
∞∑
n=1
gnxn.
A similar question can be raised for series of the form
∑
±xn, where the signs are chosen
at random. More precisely, let (εn) be a sequence of i.i.d. ±1-value random variables such that
P (εn = +1) = P (εn = −1) = 1/2. We can ask
Problem 2. Find a necessary and sufficient on condition (xn) for the a.s. convergence of the series
(2)
∞∑
n=1
εnxn.
Let Sn =
∑
k≤n
gkxk and Rn =
∑
k≤n
εkxk. Let 0 ≤ p ≤ ∞. We will say that the sequence of partial
sums {Sn} converges in Lp(B) if there is a Bochner-measurable B-valued random variable S∞ such
that ‖Sn − S∞‖ → 0 in Lp. For p = 0, this corresponds to the convergence in probability of the
series (1). (Recall that the definition of a Bochner-measurable random variable is equivalent to
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requiring that the variable essentially takes its values in a separable subspace of B. Equivalently,
the image probability measure on B is a Radon measure.)
The following result is well known. In the Gaussian case, it goes back to [5] and [13], while the
Rademacher case goes back to [10] and [11] (cf. also [9] for the case p = 0).
Theorem 1. The following assertions are equivalent:
(i) The sequence of partial sums {Sn} converges a.s. in the norm of B.
(ii) The sequence {Sn} converges in Lp(B) for some 0 ≤ p <∞.
(iii) The sequence {Sn} converges in Lp(B) for all 0 ≤ p <∞.
The same equivalence holds with the partial sums {Rn} of the series (2) instead of the series
(1). Moreover, when the series (1) or (2) is convergent a.s. to a limit denoted by S, necessarily
there is a δ > 0 such that ∫
exp(δ‖S‖2) <∞.
Corollary. For all 0 < p < q < ∞, the norms induced by Lp(B) and Lq(B) on the set of all a.s.
convergent series of the form (1) (resp. (2)) are equivalent. (In particular, they are all equivalent
to the norm induced by L2(B).)
Remark. Of course, the preceding result gives an answer to Problem 1: the convergence in L2(B)
for instance is necessary and sufficient for the a.s. convergence. However, this does not help us
(except in the few simple cases below) since we usually cannot compute the norm in L2(B) for a
general Banach space B. We are looking for a condition as simple as possible characterizing the
a.s. convergence of (1).
Remark. Recently, Talagrand [30] gave a remarkable necessary and sufficient condition for the a.s.
continuity of Gaussian processes. This can be rephrased as a solution of Problem 1 in full generality,
as follows. Let K be the closed unit ball of the dual B∗ equipped with the topology σ(B∗, B) for
which it is compact. The series (1) converges a.s. in B iff the “majorizing measure condition” holds.
The latter means that there is a positive finite measure m on K such that if we set ∀t, s ∈ K
d(t, s) =
(∑
|〈xn, t− s〉|
2
)1/2
and ∀ε > 0 B(t, ε) = {s ∈ K | d(t, s) < ε} then the condition can be stated as
lim
δ→0
sup
t∈K
∫ δ
0
(
Log
1
m(B(t, ε))
)1/2
dε = 0.
This completely solves the problem when we do not have any extra information on the Banach
space B. However, as the discussion below will show, the spaces B which arise in analysis are often
given with an additional structure (for instance a function space, or an operator space . . .) which
allows to find a simple very explicit necessary and sufficient condition. For instance, it is not easy
at all (although Talagrand did do it) to deduce the condition in Example 1 below (the Hilbert space
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case) from the majorizing measure condition. In this lecture we want to concentrate on Banach
spaces B which are as “concrete” as possible. This is somehow the other end of the spectrum from
Talagrand’s result which completely answers (and quite remarkably so) the “abstract” case.
One interesting feature of Theorem 1 is that it allows us to define the Banach space of all a.s.
convergent series of the form (1) or (2). Indeed, given a fixed sequence (gn) of i.i.d. Gaussian
normal variables on a probability space (Ω,A,P), we define the space G(B) as the subspace of
L2(Ω,A,P;B) formed by all the convergent series of the form (1), and we equip it with the norm
induced by L2(B). Similarly, we define the space R(B) as the subspace of all convergent series of
the form (2) in L2(B).
It is not hard to show that G(B) (resp. R(B)) is a Banach space which coincides with the
closure in L2(B) of all the finite sums of the form (1) (resp. (2)).
By Theorem 1, our Problems 1 and 2 are the same as finding a “simple” description of the
Banach spaces G(B) and R(B).
Let us first review several known cases to illustrate what we mean by a “simple” characterization.
Example 1. If B is a Hilbert space, it is well known that (1) [resp. (2)] converges a.s. iff∑
‖xn‖
2 <∞.
Moreover, G(B) (resp. R(B)) can be identified with ℓ2(B) with equivalent norms.
Example 2. If B = Lp(S,Σ, µ) for some measure space (S,Σ, µ) and if 1 ≤ p <∞ (we insist that
p <∞) then the series (1) [resp. (2)] is a.s. convergent iff
∫ (∑
n
|xn(s)|
2
)p/2
dµ(s) <∞.
Moreover, there is a constant C (depending only on p) such that
1
C
(∫ (∑
|xn(s)|
2
)p/2
dµ(s)
)1/p
≤
∥∥∥∑ gnxn∥∥∥
L2(B)
≤
(∫ (∑
|xn(s)|
2
)p/2
dµ(s)
)1/p
,
and similarly with the series (2) instead of (1).
In particular, if B = Lp(µ), the spaces G(B) and R(B) can be identified with the space Lp(µ; ℓ2),
with equivalent norms. This has been known for a long time, as a consequence of classical inequal-
ities. The “modern” way to prove this is to use Fubini’s theorem and the Corollary of Theorem 1
and to work with the Lp(B) norm on G(B) or R(B) instead of the L2(B)-norm.
The basic examples above have been one of the motivation for the theory of type and cotype
of Banach spaces, (cf. [19]). A Banach space B is called of type p (1 ≤ p ≤ 2) if the condition∑
‖xn‖
p <∞ is sufficient for the a.s. convergence of the series (2). Similarly, the space B is called
of cotype q (2 ≤ q <∞) if the condition
∑
‖xn‖
q <∞ is necessary for the a.s. convergence of the
series (2).
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With this terminology, we find that (by Example 1) if B is isomorphic to a Hilbert space then
B is of type 2 and cotype 2. By a well known result of Kwapien´ [12] the converse is also true, so
that only in spaces isomorphic to Hilbert do we have as simple a characterization as in Example 1.
From Example 2, it is rather easy to deduce (by Ho¨lder–Minkowski) that Lp is of cotype max(p, 2)
and, if p 6=∞, of type min(p, 2).
In our discussion, it is natural to ask for which spaces B the series of the form (1) and (2) are
equivalent in the sense that (1) converges a.s. iff (2) also does. This was answered in [19] as follows.
Theorem 2. The following properties of a Banach space B are equivalent:
(i) The space B is of cotype q for some q <∞.
(ii) The a.s. convergence of a series of the form (1) is equivalent to the a.s. convergence of the
corresponding series of the form (2).
(iii) The spaces G(B) and R(B) can be naturally identified.
This is also equivalent to the nonexistence in B of a constant λ for which there exists a sequence
of finite dimensional subspaces Bn ⊂ B with Bn λ-isomorphic to ℓ
n
∞. (Note that the natural
inclusion G(B) ⊂ R(B) holds for an arbitrary B, it is the converse inclusion which only holds if B
has a finite cotype.)
Since all the spaces that we will consider below fall into that category, we will sometimes only
state our results for R(B), which is more natural in view of the methods of proof, but the reader
should recall that the same results holds for G(B) as well.
Example 3. Let B be a Banach lattice of cotype q for some q < ∞. Without loss of generality,
we can assume that B is a Banach lattice of functions on some measure space (S,Σ,m). Consider
again xn ∈ B. Then the series (2) converges a.s. if
(3)
(
∞∑
1
|xn(·)|
2
)1/2
∈ B.
Moreover, there is a constant C such that
(4)
1
C
∥∥∥∥(∑ |xn|2)12/2∥∥∥∥
B
≤
∥∥∥∑ εnxn∥∥∥
L2(B)
≤ C
∥∥∥∥(∑ |xn|2)1/2∥∥∥∥
B
.
This useful result can be found (in a different but equivalent or more general formulation) in the
work of Maurey [18]. It gives us an identification of R(B) and G(B) with the space B(ℓ2) of all
sequences (xn) such that (3) holds equipped with the norm appearing on the left side of (4). For
a more thorough discussion of the many inequalities satisfied by a Banach lattice of finite cotype,
(cf. e.g. the first chapter in the book [14]). In another direction, we refer the reader to [25, 26]
for a class of function spaces which, although they are not Banach lattices, satisfy an inequality
analogous to (4).
4
Recently, F. Lust-Piquard has obtained a striking noncommutative version of Example 2 (and
of Example 3 but we will not discuss this here, see [16]). Although her results are valid in a
more general framework, we will state them only for the simplest examples of noncommutative
Lp-spaces, namely the Schatten p-classes Cp. For 1 ≤ p < ∞, we denote by Cp the space of all
compact operators x : ℓ2 → ℓ2 such that tr|x|
p < ∞, where |x| = (x∗x)1/2. We equip this space
with the norm
‖x‖Cp = (tr|x|
p)1/p.
It is well known that tr|x|p = tr(x∗x)p/2 = tr(xx∗)p/2 for each x in Cp.
We will now consider our main Problems 1 and 2 with B = Cp.
The first part (Theorem 3) seems perhaps less surprising at first glance than the second one
(Theorem 4), because it appears more similar to the commutative case, but see below for a clarifi-
cation of the duality between the two cases.
Theorem 3 ([15]). Assume 2 ≤ q <∞. Let B = Cq and let xn ∈ B. Then the series (2) (or (1))
converges a.s. iff the series
∞∑
1
x∗nxn and
∞∑
1
xnx
∗
n are both convergent in the strong operator topology
and satisfy
(5) tr
(∑
x∗nxn
)q/2
<∞ and tr
(∑
xnx
∗
n
)q/2
<∞.
Moreover, the norm in the space R(B) (or G(B)) is equivalent to the expression
(6) max

∥∥∥∥∥∥
(
∞∑
1
x∗nxn
)1/2∥∥∥∥∥∥
Cq
,
∥∥∥∥∥∥
(
∞∑
1
xnx
∗
n
)1/2∥∥∥∥∥∥
Cq
 .
Remark. Here the two conditions appearing in (5) are not equivalent and the theorem does not
hold if we drop one condition in (5).
The second part comes from [15] for 1 < p < 2 and from [17] for p = 1. Surprisingly, the
condition is different for the interval [1,2[ than for the interval ]2,∞[.
Theorem 4 ([15, 17]). Assume 1 ≤ p ≤ 2. Let B = Cp and let xn ∈ B. Then the series (2) (or
(1)) converges a.s. iff there is a decomposition xn = yn+ zn with yn, zn ∈ Cp such that
∞∑
1
y∗nyn and
∞∑
1
znz
∗
n converge in the strong operator topology and satisfy
(7) tr
(∑
y∗nyn
)p/2
<∞ and tr
(∑
znz
∗
n
)p/2
<∞.
Moreover, if we define
(8) |||(xn)|||p = inf
{∥∥∥∥(∑ y∗nyn)1/2∥∥∥∥
Cp
+
∥∥∥∥(∑ znz∗n)1/2∥∥∥∥
Cp
}
.
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where the infimum runs over all possible decompositions xn = yn + zn, then there is a constant C
(depending only on p) such that
1
C
|||(xn)|||p ≤
∥∥∥∥∥
∞∑
1
εnxn
∥∥∥∥∥
R(Cp)
≤ C|||(xn)|||p.
Remark. To illustrate the preceding result, let us consider the following illuminating special case
given in [15]. Let (εij) be a collection of i.i.d. symmetric ±1 valued random variables as before, but
this time indexed by N× N instead of N.
Let A = (aij) be an infinite matrix with complex entries. Then, if 2 ≤ q < ∞, the random
matrix (εij , aij) is a.s. in Cq iff we have both
∑
i
∑
j
|aij |
2
q/2 <∞ and ∑
j
(∑
i
|aji|
2
)q/2
<∞.
Moreover, if 1 ≤ p < 2, then (εijaij) is a.s. in Cp iff aij can be decomposed as aij = bij + cij
with ∑
i
∑
j
|bij|
2
p/2 <∞ and ∑
j
(∑
i
|cij |
2
)p/2
<∞.
(Note: the case 0 < p < 1 does not seem to be known.)
Remark. The norm appearing in (8) is equivalent to the dual norm to the norm appearing in (6)
when 1p +
1
q = 1. This is a special case of the general duality between the intersection of two
spaces and the sum of their duals. However, the reader should be warned that (6) and (8) are not
equivalent norms when p = q unless p = q = 2!
Remark. In the preceding examples, when B = Lp or Cp, we can observe that if 1 < p < ∞ the
dual of G(B) (resp. R(B)) can be identified with G(B∗) (resp. R(B∗)). This property has been
extensively studied under the name of K-convexity. It means equivalently that there is a natural
bounded linear projection from L2(B) onto G(B) or R(B). We refer the reader to [20, 24] for more
details on that property. In particular, we proved (cf. [24]) that B is K-convex iff B is of type
p for some p > 1 or iff B does not contain a sequence of finite dimensional subspaces uniformly
isomorphic to ℓn1 .
In the case p = 1, the space C1 is the space of all trace class operators which can also be viewed
as a tensor product. Let us recall the definition of the projective tensor product of two Banach
spaces. Let E,F be Banach spaces and let u =
n∑
i=1
xi⊗ yi ∈ E ⊗F with xi ∈ E, yi ∈ F . We define
‖u‖Λ = inf
{
n∑
1
‖xi‖‖yi‖
}
where the infimum runs over all possible representations of u as a finite sum as above. The projective
tensor product E⊗̂F is defined as the completion of E ⊗ F for this norm. It is well known that
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its dual (E⊗̂F )∗ can be identified with the space of all bounded bilinear forms on E × F , or with
the spaces of all bounded operators either B(E,F ∗) (from E into F ∗) or B(F,E∗) (from F into
E∗). We will see below that for a certain class of Banach spaces E and F , there is a rather simple
characterization of the sequences xn ∈ E⊗̂F such that the series (1) or (2) converges a.s. in E⊗̂F .
Quite surprisingly the only known proof (at the moment) of these results uses the factorization of
operator valued analytic functions. In the case of C1 this factorization goes back to Sarason [29],
following classical work in the matrix case by Wiener–Masani and Helson–Lowdenslager. Recently,
these classical results have been generalized in [22] to the setting of type 2 Banach spaces (cf. also
[8, 21, 23]). To explain more clearly the connection with series of independent random variables as
in (1) and (2), we present our results on the infinite dimensional torus ∆ = T N, equipped with the
probability measure m which is the infinite product of copies of the normalized Haar measure on
the one dimensional torus T . Let B be a Banach space. Consider first a function F : T → B which
is in L1(T , dt;B). We will say that F is analytic if its Fourier transform vanishes on the negative
integers.
Let 1 ≤ p ≤ ∞. Now consider a function f in Lp(∆,m;B). Let us denote by En the conditional
expectation operator on Lp(∆,m;B) with respect to the σ-algebra generated by the first (n + 1)
coordinates (t0, t1, . . . , tn) on the infinite dimensional torus ∆ = T
N. We will say that f is a
Hardy function if for each integer n ≥ 0 the function Enf is analytic as a function of the last
variable tn, more precisely, the function t → E0f(t) is analytic and for all n > 0, for any fixed
(t0, . . . , tn−1) ∈ T
n the function t→ Enf(t0, . . . , tn−1, t) is analytic in the above sense.
We will denote by Hp(∆, B) the closed subspace of Lp(∆,m;B) formed by all the Hardy func-
tions f . This is the same as the set of all Hardy martingales considered in [4] and [6]. These Hardy
martingales are a convenient discretization of a certain kind of stochastic integrals which includes
analytic functions of the complex Brownian motion, (cf. e.g. [3, 32, 33]).
We will need the following.
Definition 1. Let E be a Banach space. We will say that E has the analytic UMD property if
there is a constant K such that for all g in H2(∆, E) and for all choices of signs εn = ±1 the series
∞∑
n=1
εn(Eng − En−1g) converges in H
2(∆, E) and satisfies
(9)
(∫ ∥∥∥∑ εn(Eng − En−1g)∥∥∥2 dm)1/2 ≤ K (∫ ‖g‖2dm)1/2 .
We will denote by K(E) the smallest constant K such that this holds.
We observe for further use that if we denote by µ the normalized uniform probability measure
on all the choices of signs ε = (εn)n≥0 ∈ {−1, 1}
N, then by averaging (9) over all choices of signs
we find (denoting dng = Eng − En−1g)∫∫ ∥∥∥∑ εndng(t)∥∥∥2 dm(t)dµ(ε) ≤ K2 ∫ ‖g‖2dm,
hence by Fubini and a simple invariance argument, we also have for all points t ∈ T N
(10)
∫∫ ∥∥∥∑ εne−itndng(t)∥∥∥2 dm(t)dµ(ε) ≤ 4K2 ∫ ‖g‖2dm.
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This property is slightly weaker than the so-called UMD property for which we refer to Burkholder’s
paper [2]. Here we only require that “analytic” martingales (meaning those associated to a Hardy
function g) are unconditional in L2(∆,m;B). The UMD property corresponds to the same as (9)
but for arbitrary E-valued martingales. We refer to [6] for a discussion of the analytic UMD prop-
erty. Note that the spaces Lp or Cp are UMD for 1 < p < ∞, and that L1 has the analytic UMD
property (see [6]), while C1 fails it (cf. [8]).
Remark. To illustrate the possible applications of Theorems 3 and 4, let us consider their significance
for martaingales with values in Cq. Let (Mn) be a martingale with values in a UMD Banach space
B. Let us denote as usual dMn = Mn −Mn−1. We can define the vector valued version of the
maximal function and of the square function, as follows
M∗ = sup
n
‖Mn‖ and S(M) =
sup
n
∫ ∣∣∣∣∣
n∑
1
ǫkdMk
∥∥∥∥∥
2
dµ(ǫ)
1/2 .
Then, it is known (cf. [2]) that for any 1 ≤ r ≤ ∞, there is a constant Kr such that for all B-valued
martingales (Mn) in Lr(B), we have
(Kr)
−1‖S(M)‖r ≤ ‖M
∗‖r ≤ Kr‖S(M)‖r .
It was observed in [1] (cf. also [27] for more information) that the spaces Cq are all UMD spaces
when 1 < q < ∞. Thus, we can reformulate Theorems 3 and 4 in a martingale setting as follows.
Given a martingale (Mn) with values in Cq, for any ω in our probability space, let xn = dMn(ω)
and let us denote if 2 ≤ q < ∞ (resp. 1 ≤ p ≤ 2) by Sq(M)(ω) (resp. Sp(M)(ω)) the expression
(6) (resp. (8)). Then, we can state for all 1 ≤ r, q < ∞, there is a constant Kr,q such that for all
Cq-valued martingales (Mn), we have
(Kr,q)
−1‖Sq(M)‖r ≤ ‖M
∗‖r ≤ Kr,q‖Sq(M)‖r .
Since it is well known that C1 can be identified with ℓ2⊗̂ℓ2 it is natural to try to extend the
case p = 1 of Theorem 4 to more general projective tensor products. Indeed, we have
Theorem 5. Assume that E,F are both Banach spaces of type 2 with the analytic UMD property.
Let B = E⊗̂F and let xn ∈ E⊗̂F . Then the series (1) or (2) converges a.s. iff there are positive
scalars λm with
∑
λm <∞ and elements y
m
n ∈ E, z
m ∈ F , ym ∈ E, zmn ∈ F such that
(11) xn =
∞∑
m=1
λm[y
m
n ⊗ z
m + ym ⊗ zmn ]
such that
sup
m
∥∥∥∥∥∑
n
ǫny
m
n
∥∥∥∥∥
L2(E)
≤ 1, sup
n
∥∥∥∥∥∑
n
ǫnz
m
n
∥∥∥∥∥
L2(F )
≤ 1, sup
m
‖ym‖E ≤ 1, sup
m
‖zm‖F ≤ 1.
Equivalently, we have the isomorphic identification
(12) R(E⊗̂F ) ≈ R(E)⊗̂F + E⊗̂R(F ),
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and the norm of R(E⊗̂F ) is equivalent to the natural norm in the space R(E)⊗̂F +E⊗̂R(F ) which
is defined as
|||(xn)||| = inf
{
‖(yn)‖R(E)⊗̂F + ‖(zn)‖E⊗̂R(F )
}
where the infimum runs over all decompositions xn = yn + zn. (Another trivially equivalent norm
can be defined as the infimum of
∑
λm over all possible representations as in (11) above.)
Remark. The sum in (12) is not a direct sum. The meaning of (12) is that the three spaces
appearing in (9) are all naturally continuously injected into the set of all sequences of elements of
E⊗̂F and a sequence (xn) comes from R(E⊗̂F ) iff it can be decomposed as the sum of a sequence
in R(E)⊗̂F and a sequence in E⊗̂R(F ).
For example, if we take E = F = ℓ2, then R(E) ≈ ℓ2(E) and R(F ) ≈ ℓ2(F ), and one can check
rather easily that ‖(yn)‖ℓ2(E)⊗̂F (resp. ‖(zn)‖E⊗̂ℓ2(F )) can be identified with∥∥∥∥(∑ y∗nyn)1/2∥∥∥∥
E⊗̂F
(
resp.
∥∥∥∥(∑ znz∗n)1/2∥∥∥∥
E⊗̂F
)
.
Thus, Theorem 5 extends the case p = 1 of Theorem 4.
The proof of Theorem 5 is based on a factorization property of functions of H1(∆, E⊗̂F ) as
a convex hull of tensor products of bounded sets of functions in H2(E) and H2(F ). From the
viewpoint of Harmonic Analysis the space Hp(∆, B) is nothing but the B-valued case of the Hp-
space associated to the compact group ∆ with its dual group ZN ordered by the lexicographical
order, as is explained for instance in the chapter devoted to compact groups with ordered duals
in [28]. It is easy to see that if g, h are complex valued functions in H2(∆), then the pointwise
product gh is in H1(∆) with ‖gh‖1 ≤ ‖g‖2‖h‖2. Since the methods described in Rudin’s book,
(which are due to Helson–Lowdenslager) extend to the matrix valued case (cf. [7]) they allow us to
trivially modify the proofs of the Appendix B in the paper [22] (cf. also [23]) to obtain the following
statement (which could alternatively be phrased as a factorization of H1-functions with values in
the space of all nuclear operators from E∗ into F ).
Theorem 6. Let E,F be Banach spaces for type 2. Then the natural product mapping
H2(∆)×H2(∆)→ H1(∆)
defines canonically a surjective norm one mapping
QE,F : H
2(∆, E)⊗̂H2(∆, F )→ H1(∆, E⊗̂F ).
More explicitly, there is a constant C such that for any f in H1(∆, E⊗̂F ) there are functions
gm ∈ H
2(∆, E) and hm ∈ H
2(∆, F ) such that
∀z ∈ ∆ f(z) =
∞∑
1
gm(z) ⊗ hm(z)
and
(13)
∑
‖gm‖H2(∆,E)‖hm‖H2(∆,F ) ≤ C‖f‖H1(∆,E⊗̂F ).
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Using this result, it is not hard to complete the
Proof of Theorem 5. We first note that there is obviously a norm one inclusion
R(E)⊗̂F + E⊗̂R(F )→ R(E⊗̂F ).
Equivalently, for every sequence (xn) of the form (11), the series
∑
εnxn is in R(E⊗̂F ) with
norm ‖
∑
εnxn‖R(E⊗̂F ) ≤ 2
∑
|λn|. This is immediate from the definitions. We will prove the
converse assuming (as we clearly may) that B is a complex Banach space. We will work with the
complex version of the series (2). (The corresponding series are sometimes called Steinhaus series.)
Consider xn ∈ E⊗̂F such that the series S =
∑
εnxn converges a.s. in E⊗̂F and consider the
function f : ∆→ B defined by
f(t0, t1, . . .) =
∑
n≥0
eitnxn.
Then, it is easy to check (working with finite sums) that f converges a.s. and that
(14)
∫
∆
‖f‖dm ≤ 2‖S‖L1(E⊗̂F ).
Moreover (since f is a polynomial of degree one in each complex variable) f is clearly in H1(∆, B).
By Theorem 6, we can find gm, hm such that (13) holds.
Now let us denote
dnf = Enf − En−1f.
A simple calculation shows that
xn =
∫
e−itnf(t0, t1, . . .)dm(t) =
∑
m
∫
e−itngm ⊗ hmdm(t)(15)
=
∑
m
∫
e−itn [dngm ⊗ hm + gm ⊗ dnhm]dm(t).(16)
Let us set
ymn (t) = e
−itndngm(t), z
m(t) = hm(t), y
m(t) = gm(t), z
m
n (t) = e
−itndnhm(t).
Then by (10) (the analytic UMD property) we have
∑
εny
m
n (t) ∈ L2(∆, dm;R(E)) with
(17)
(∫ ∥∥∥∑ εnymn (t)∥∥∥2
R(E)
dm(t)
)1/2
≤ 2K(E)‖gm‖H2(∆,E),
and
∑
εnz
m
n (t) ∈ L2(∆, dm;R(F )) with
(18)
(∫ ∥∥∥∑ εnzmn (t)∥∥∥2
R(F )
dm(t)
)1/2
≤ 2K(F )‖hm‖H2(∆,F ),
therefore it follows from (16) that we have
∑
n
εnxn =
∑
n
∫ [(∑
n
εny
m
h (t)
)
⊗ zm(t) + ym(t)⊗
(∑
n
εnz
m
n (t)
)]
dm(t)
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so that recalling (13), (14), (17) and (18) we find∥∥∥∑ εnxn∥∥∥
R(E)⊗̂F+E⊗̂R(F )
≤ (2CK(E) + 2CK(F ))‖f‖H1(∆,E⊗̂F )
≤ 4(CK(E) + CK(F ))‖S‖R(E⊗̂F )
so that we obtain the announced converse inclusion
R(E⊗̂F ) ⊂ R(E)⊗̂F + E⊗̂R(F ),
and this concludes the proof.
Final Remarks.
(i) Note that Theorem 5 applies in the case E = Lp, F = Lq and 2 ≤ p, q <∞. We do not know
what happens for 1 < p, q < 2 or even in the case E = Lp, F = L2 for 1 < p < 2.
(ii) Similarly it is easy to deduce from Theorem 5 that the space Lp⊗̂Lq is of cotype max(p, q) if
2 ≤ p, q <∞. However it remains an open problem whether Lp⊗̂Lq is of finite cotype (cotype
2?) for 1 < p < 2 and 1 < q ≤ 2. For the case p = q = 2, the result goes back to [31].
(iii) The preceding Theorem 5 raises many other natural questions. One fascinating point is that
(12) appears like a derivation formula. It seems that R operates on the tensor product exactly
as a derivation does on a product of noncommuting objects.
Therefore, it is natural to ask the following two questions:
Is there a similar result for R(E⊗̂F ⊗̂G)?
The guess is that we should find the sum
R(E)⊗̂F ⊗̂G+ E⊗̂R(F )⊗̂G+ E⊗̂F ⊗̂R(G).
The most interesting open case is the case E = F = G = ℓ2. It is a long standing
open question whether the space E⊗̂F ⊗̂G has finite cotype in this case.
We can also ask about “second derivatives”:
Is there an analogous result for R[R(E⊗̂F )]?
Here the guess is that we should have a formula analogous to the second derivative.
We must distinguish the first R (associated to a first sequence (ǫ1n)) and the second one
(associated to a second sequence (ǫ2n), independent of the first one) so let us denote them by
R1 and R2 respectively. Then the guess is that we should have
R1(R2(E⊗̂F )) ≈ R1(R2(E))⊗̂F +R2(E)⊗̂R1(F ) +R1(E)⊗̂R2(F ) + E⊗̂R1(R2(F )).
Even in the case E = F = ℓ2, we could not check this.
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