Presented herein is a new method for analyzing the long-time behavior of solutions of nonlinear, dispersive, dissipative wave equations. The method is applied to the generalized Korteweg-de Vries equation posed on the entire real axis, with a homogeneous dissipative mechanism included. Solutions of such equations that commence with nite energy decay to zero as time becomes unboundedly large. In circumstances to be spelled out presently, we establish the existence of a universal asymptotic structure that governs the nal stages of decay of solutions. The method entails a splitting of Fourier modes into long-and short-wavelengths which permits the exploitation of the Hamiltonian structure of the equation obtained by ignoring dissipation. We also develop a helpful enhancement of Schwartz's inequality. This approach applies particularly well to cases where the damping increases in strength sub-linearly with wave number. Thus the present theory complements earlier work using center-manifold and grouprenormalization ideas to tackle the situation wherein the nonlinearity is quasi-linear with regard to the dissipative mechanism.
Introduction
This paper is concerned with the long-time behavior of solutions of the class of one-dimensional model wave equations having the form u t + u x + g(u) A circum ex adorning a function de ned on R denotes that function's Fourier transform. The dependent variable u = u(x; t) is a real-valued function of the two real variables x 2 R and t 0. The symbols and of the operators L and M, respectively, are typically real-valued, even, non-negative, functions that increase at 1. Consequently, the terms Lu x and Mu model dispersive and dissipative e ects, respectively.
When equations in the class (1.1) arise as models of physical phenomena, u often represents a velocity or a displacement, x is typically proportional to distance in the direction of primary propagation and t is proportional to elapsed time. When 0; ( ) = 2 and g(y) = 1 2 y 2 , the equation recovers the classical Korteweg-de Vries equation rst derived as a model for unidirectional propagation of small-amplitude, long, water waves on the surface of a canal.
Equations of the form depicted in (1.1) with M = 0 have arisen in a variety of physical contexts
where the e ects of nonlinearity and dispersion comprise weak, but non-negligible perturbations to a basic unidirectional propagation represented by the simple equation u t + u x = 0: If the equation without the dissipative operator M is an adequate approximation, the the evolution of disturbances is governed by a Hamiltonian system that often features solitary waves as an important aspect of the resolution of disturbances, see Benjamin 2] , Bona 4] , Gardner et al. 12, 13] , Hammack 14] , and Hammack and Segur 15] . In many practical situations, however, the e ect of dissipation comes in at the same general level as nonlinearity and dispersion. For example, waves propagating in a channel or in near-shore zones of large bodies of water su er signi cant dissipation (see Bona, Pritchard, and Scott 9] and Mahony and Pritchard 19] ). This has led to the development of models of the form displayed in (1.1) when quantitatively accurate predictions are needed. Interestingly, both the dispersion operator L and the dissipation operator M may have non-polynomial symbols in modeling situations that arise in practice. Hence they need not be local operators and the level of generality encompassed in the class (1.1) is thus seen not to be excessive. For example, when considering the propagation of surface water waves in a horizontal channel, Kakutani and Matsuuchi 16] (see also Ott and Sudan 21] ) derived an approximate description of damping based on ignoring dissipation at the surface layer and at the moving contact line at the channel wall while analyzing the viscous boundary layers on the sides and bottom.
The symbol associated with this approximation has real part j j 1 2 with > 0, corresponding to dissipative e ects (the imaginary part of the symbol corresponds to a real operator that makes a small, non-local contribution to dispersion).
The class (1. 25] , and the survey monograph of Naumkin and Shishmarev 20] . Note that the works cited above focus on the case that the nonlinearity is at most quasilinear with respect to the dissipation. By the latter terminology the following is meant. Let exp (M + L x )(t ? s)] g(u(x; s)) x ds = (T u)(x; t); (1.4) where u 0 is the initial value, and attempt to apply a contraction-mapping argument in a suitable function space to the operator T whose action is de ned by the right-hand side of (1.4). When successful, one conclusion of such an analysis is existence of global solutions of the initial-value problem for (1.1), but more subtle information about the long-time asymptotics can be won by this approach. This idea is at the heart of the center-manifold analysis carried out by Wayne 26] in determining the long-time behavior of nonlinear heat equations in higher space dimensions. The renormalization-group methods introduced by Bricmont et al. 10] and applied in Bona et al. 7, 8 ] to equations like (1.1) have as an essential ingredient the analysis of the nonlinear portion of the operator T in (1.4). In case the symbol grows at least linearly at in nity as in (1.3) with 1, the theory for the large-time asymptotics of solutions of (1.1) can proceed by essentially ignoring dispersive e ects as embodied in the operator L. Indeed, if ( ) 0, ( ) = j j 2 with 1 2 and g(z) = z p+1 p + 1 are homogeneous, then the conviction that damping dominates the long-time behavior indicates considering the problem in the frame of reference moving to the right with speed one and then making the change of variables u(x; t) = t ? The remainder of the spectrum is su ciently buried in the left-half complex plane that there follows the exponential convergence of v to an invariant manifold that is tangent to the subspace spanned by f . In the original variables, this implies algebraic temporal convergence of u to the self-similar form c t 1 2 f ( t 1 2 ) as t ! 1, for a constant c determined by the mass b u 0 (0) of the initial data.
In case 1 2 where the analysis just sketched is e ective, the conclusion can even be strengthened to include higher-order asymptotics (see 8]). However the crucial estimates on which this theory depends are currently unavailable in case < 1 2 , even when account is taken of dispersive e ects. Since the case = 1 4 arises in an important application of models in the class (1.1), it is natural to attempt to extend the range of dissipative symbols for which the general conclusions about long-time asymptotics are valid. We introduce here a new technical aspect which avoids the restriction that the nonlinearity be quasi-linear with respect to the dissipation. The analysis to be presented is similar in its overall aspect to that just outlined. The details are decidedly di erent. Employing a family of orthogonal projections, the solution u of (1.1) is decomposed into a long-wavelength part y and a short-wavelength component z.
To compensate for the relatively weak dissipation, the dispersion and the conservative form of the nonlinearity are exploited. The evolution of y, which can be thought of as the center portion of the solution, is shown to be governed by the linear, parabolic equation y t +My = 0, up to an asymptotically negligible contribution from the nonlinearity and dispersion. On the other hand, the L 2 -norm of the short-wave component jzj L 2 can be written as a sum of a term of order quadratic in jyj L 2 plus a term that decays exponentially with time (see equation (3.10) ). Thus z is eventually negligible, and the results follow.
It is worth emphasis that the theory developed in the manner just indicated does not rely upon assumptions about the size of the initial data. If the initial state is large, however, then the proof proceeds by deriving sub-optimal decay which results in a time , say, when the solution u( ; ) is small in a suitable sense. For t , we are faced with an initial value problem with small data, and in this regime the analysis may be applied in its full extent to obtain the ultimate convergence to a universal asymptotic structure and associated optimal decay rates. It is possible that this waiting time is not just an artifact of the proof in the case of large initial data. Indeed, in the absence of dissipation, large initial data may decompose into a train of solitary waves followed by a dispersive disturbance. In the presence of small, but non-zero dissipation, the solitary waves may still emerge (cf. the numerical simulation in Bona et al. 5]) but will then decay, though because of their strong stability, perhaps not so rapidly as genuinely small-amplitude disturbances. Thus the waiting period that arises in our proof may re ect a real aspect of the solution in which the ghosts of solitary waves must move su ciently close to the center-manifold before the long-term asymptotic structure becomes visible.
The paper is organized as follows. In Section 2 the generalized KdV equations which are the focus of discussion are set forth, notation is introduced, and global well-posedness of the initial-value problem for these evolutionary systems is demonstrated. These results are contained in Theorem 2. Section 3 contains the main technical work required to establish the sharp temporal decay estimates, including the enhancement of Schwartz's inequality. Finally, in Section 4 the form f introduced above is shown to provide a universal, self-similar asymptotic for the long-time ow.
Generalized KdV
In the sequel, attention will be focused on the class of initial value problems u t + u xxx + u p u x + Mu = 0; x 2 R; t 0;
u(x; 0) = u 0 (x);
x 2 R; The space comprised of functions u of a spatial variable x 2 R and temporal variable t 2 R + whose H k -norm in x lies temporally in L p will be denoted L p (R + ; H k (R)): A note about the use of constants is merited. An unadorned constant c will denote any continuous function of the parameters and p and of the initial data u 0 in various norms.
In particular, if a spatial norm of the solution ku( ; t)k is known to be uniformly bounded in terms of the initial data, then it may be absorbed into such a constant c without comment.
Linearized Equations
Our objective is to describe the decay of solutions of (2.1) as t grows unboundedly. It is instructive to examine the behavior of the solutions of the linearized initial-value problem u t + u xxx + Mu = 0; x 2 R; t 0; u(x; 0) = u 0 (x); x 2 R: (2. 3)
The large-time asymptotic behavior of solutions of (2.3) is easily obtained, and is summarized in the result below. r ; with the choice r 1 = p 1 ; r 2 = q 1 , and r = 2 for the rst term of the right-hand side above and with r 1 = p 2 ; r 2 = q 2 , and r = 2 for the second term. The inequality (2.9) follows from applying (2.8) p times.
To complete the estimation begun in (2.7), the following inequalities play a key role. 
We prove (a); the proof of (b) is similar to that of (a) and (c) is a standard interpolation inequality. Attention is now turned to the case k = 2. To establish a priori bounds in H 2 , we generalize a relation of Kato 17] and Schechter 22] . For notational simplicity, the convention is adopted that u n 0 if n < 0. Take the inner product of (2.1) 
Temporal Decay Rates
The primary subject of this section is the derivation of temporal decay rates for various norms of solutions u of (2.1). The theory subsists on assuming that the initial value u 0 satis es the hypothesis of Theorem 2, thereby assuring that the solution u lies in L 1 (R + ; H k ) for some k 2. Because ju( ; t)j H 2 is uniformly bounded, the arguments needed to settle the case where the nonlinearity u p u x has p > 1 are quite similar to those that come to the fore for the case p = 1. In consequence, the detailed proofs are presented for this latter case, though the theorems will be stated for the range of p for which they apply. In the sequel y 0 and z 0 will denote P u 0 and Q u 0 .
The approach taken to studying the coupled system (3.2) is to obtain pointwise bounds on jb y(k; t)j which depend upon u( ; t) only through the temporal decay of ju( ; t)j L 2 and to estimate the Sobolev norms jD j z( ; t)j L 2 in terms of and t. For xed values of , it is found that there is a waiting time j ( ; u 0 ) such that jD j z( ; t)j L 2 decays slowly for 0 < t < j , but that for t > j , the dissipative terms dominate nonlinearity in an appropriate sense and optimal decay estimates are obtained. The time j can be interpreted as that required for the nonlinear self-interaction of the short-wavelength terms to be small with respect to dissipation.
For times t > j , the evolution of jD j z( ; t)j L 2 is dominated by the linearization of (3.2b) about y. Exploiting an enhancement of Schwartz's inequality, optimal decay rates on z are obtained. Piecing together the di erent estimates on y and z yields temporal decay of the Sobolev-norms of u in terms of t and ; choosing an optimal curve in the t ? plane leads to sharp decay rates for u. These results are summarized in Theorem 3.
The analysis of the high-frequency term z depends sensitively on the value of the dissipation parameter . Only the case 0 < < 3 4 is treated here, the range 1 2 < 1 having been considered elsewhere 11, 8] .
The following Lemma collects together elementary properties of the orthogonal projections P and Q which will be used frequently in the sequel. We now endeavor to show temporal decay of jz( ; t)j L 2 , which in conjunction with (3.5) will yield sharp explicit bounds on jb y(k; t)j. These results set the stage for the more technical estimates on the higher derivatives of z. Take the L 2 -inner product of (2.1) with z, use the orthogonality of y and z, and integrate by parts to obtain 1 2 d dt jzj 2 L 2 + jD zj 2 L 2 j(uu x ; z)j = j(yy x + (yz) x + zz x ; z)j:
The contribution (zz x ; z), describing the self-interaction of the high frequency modes within the nonlinearity, is in fact zero via integration by parts. The derivatives in the mixed term may all be moved onto the variable y, viz.
((yz) x ; z) = ? 1 2 (y x ; z 2 ); and with this simpli cation in hand the integrals on the right-hand side of (3.6) are bounded in obvious ways to obtain
In view of the estimates in Lemma 3, the right-hand side of (3.7) may be bounded Proof From Theorem 2 it is known that u 2 L 1 (R + ; L 2 ); which is equivalent to (3.11) with = 0 = 0. Assuming (3.11) holds with = n satisfying 0 n < 1 2 , it remains to verify the recursion relation (3.12). Using H olders inequality on the integral term in (3.5) with conjugate exponents (r( n ); q( n )) given by (r; q) = (3.20) Observe that on the curve = (t) = (1 + t) ? In light of the de nition of r = r( n ) above, (3.21) veri es the recurrence relation (3.12) and (3.13) is thereby established. The formula (3.14) comes from (3.16) evaluated with r = r( n = 1 2 ).
Remarks
We observe for future reference that (3.14) implies jy( ; t)j L 2 c 1 2 ; (3.22) while the optimal version of (3.19) for satisfying 0 < < 0 is jz( ; t)j L 2 c exp ? 1 A referee kindly pointed out that if we were willing to restrict attention to 0 < 1 2 , a more transparent proof of Proposition 1 is available. We have preferred to keep the argument presented above because, as the referee is aware, it contributes to our knowledge in the well-studied quasilinear case > 1 2 by removing the hypothesis of small initial data.
The following result demonstrates that the H 1 -norm of u decays at the same temporal rate as the L 2 -norm of u. The proof relies on an exploitation of the balance between the conservation law structure in (2.1) and the orthogonal decomposition u = y + z: It will be shown in Theorem 3 that ju x ( ; t)j L 2 decays more quickly than ju( ; t)j L 2 , but the intermediate result below represents a crucial step towards this goal.
Proposition 2 For given in the range 0 < < 3 4 and for initial data u 0 2 H 1 (R) \ L 1 (R), the solution u of (2.1) satis es sup t 0
(1 + t) : In particular, (3.35) holds for t large enough and = 0 < 1, thus proving (3.24).
The following enhancement of Schwartz's inequality provides a sharp bound on the interaction of the z-modes with the long wavelength y-modes, improving upon the standard Schwartz inequality by the small factor exp ? 2 For the second integral, employ the estimate (3.14) for jb y(k; t)j, the triangle inequality, and the fact that for (k 1 ; k 2 ) 2 the sum jk 1 j 2 + jk 2 j 2 jk 1 + k 2 j 2 2 to nd ( R jb y(k 1 )j 2 jb y(k 2 )j 2 ) We are now prepared to state and prove our principal decay estimate.
Theorem 3 Let 0 < < 3 4 be given. For initial data u 0 2 H k (R) \ L 1 (R), for some k 2, the solution u of (2.1) satis es,
jD j u( ; t)j 2 L 2 < 1;
for j = 0; ; k: Fix k 2. Inequality (3.50) is proven rst, and inequality (3.49) follows from (3.50) and (3.22) . For j = 0, return to (3.6) and follow the subsequent arguments with the exception of using the enhanced Schwartz inequality to bound j(yy x ; z)j. In the place of (3.9) (3.52) which is exactly (3.50) for j = 0. Arguing inductively, assume (3.50) is valid for j < n and aim to prove it for j = n. Taking the L 2 -inner product of the nth spatial derivative of (2.1) with the quantity D n z and integrating by parts, there results the equation (3.59) valid for t n . For the special cases n = 1; 2; and 3; the quadratic terms can be handled as above by taking small enough. After integration by parts the cubic terms reduce, in each of the three cases at hand, to a single term of the form c j(DzD n z; D n z)j : This may be estimated using Schwartz's inequality, the bound jDzj L 1 (jDzj L 2 jD 2 zj L 2 ) ; for j = 0; : : : ; k: (4.6) Here the universal form f is given by (4.1), the constant A denotes the total mass of the initial data, and the exponent ( ) is as given in Proposition 1. In the case p = 2 or 3 the same result holds with the exponent replaced by 1.
Proof
The function u satis es (2.1) with initial data u 0 , while v satis es (2.3) with the same initial data. It is natural to introduce the quantity w = u ? v, which is a solution of w t + Mw + w xxx = ?u p u x ; x 2 R; t > 0;
w(x; 0) = 0; x 2 R: (4.7)
Fixing our attention on the case p = 1 for de niteness, the nonlinear term uu x may be regarded as a forcing term, and w may be solved for explicitly in the form ; (4.14) and (4.6) then follows from (4.13) and (4.2) . This completes the proof in the case p = 1; the cases p = 2; 3 are similar and omitted.
Discussion
Introducing a family of orthogonal Fourier projections, we have shown them to be an e ective tool in the analysis of the long-time evolution of model equations of the form (2.1). This methodology facilitates the extraction of dispersive smoothing e ects and provides a natural mathematical truncation which reduces the short wavelength component of the ow to a linear regime, forced by the long wavelengths. The asymptotic results of Theorem 4 can be extended to include higher-order terms. Moreover the foregoing analysis does not rely upon a small data assumption, lending currency to the idea that a hybrid matched asymptotic could be developed connecting short-time perturbative formulas to the long-time asymptotic results presented here.
