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Abstract
Extending classical nucleation theory: Understanding the effects of trace additives and
inhomogeneous concentration distributions
by
Geoffrey G. Poon
Nucleation is the first step in the conversion of a metastable phase to a more stable
one. It involves the formation of a post-critical nucleus that is thermodynamically fa-
vorable to grow and is important in most phase transitions. Our understanding of the
thermodynamics and kinetics of nucleation is largely based on classical nucleation theory
(CNT). It was formulated on the basic principle developed by Gibbs, who reasoned that
the free energy required to form a nucleus involves two competing contributions: (1) a
favorable bulk driving force and (2) an unfavorable surface penalty, and the subsequent
work by Volmer and Weber, Farkas, Becker and Doring, and Zeldovich that developed
rate laws. Almost 100 years later, most studies of nucleation still borrow at least some el-
ements of CNT. Although CNT provides a simple and intuitive framework to understand
nucleation, it is not applicable in many important situations.
In this thesis, we develop corollary theories that adapt CNT to understand solute
precipitate nucleation when different factors affect the driving force or surface energy.
We introduce a spatio-temporal survival probability model to provide the first stochastic
model of nucleation due to solute enrichment ahead of a crystallizing front. The model
predicts the distribution of nucleation times as a function of CNT rate parameters and
growth conditions. Finally, we investigate how adsorbing additives can promote nucle-
ation. We created a theoretical framework for modeling the thermodynamics and kinetics
of solute precipitate nucleation when molecular surfactants can adsorb onto nuclei and
viii
reduce the surface energy. We also used lattice simulations to study how properties of
adsorbing molecular and oligomeric additives affect nucleation barriers.
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Chapter 1
Introduction to nucleation
1.1 Background
A thermodynamic phase is a region of space with essentially uniform physical proper-
ties (e.g. density and chemical composition). Different phases are often physically and/or
chemically distinct and are stable at different thermodynamic conditions (i.e. tempera-
ture, pressure, and composition). However if two phases coexist at equilibrium, they are
equally stable, and the thermodynamic conditions define the coexistence or binodal curve
on a phase diagram. If the system is not in equilibrium, one phase will have a lower free
energy and be truly stable while the higher free energy phase will be metastable. [1] The
transition from the metastable phase to the stable phase is a first-order phase transition
from a metastable state.1 A common example of a first-order phase transition is the
boiling of water which involves converting pure liquid water (a high density fluid) to a
vapor (a low density fluid), as shown in Figure 1.1a. The metastable state is created by
heating water above its boiling point. Beyond the boiling point, water vapor is more sta-
1For the sake of completeness, the chemical potential of each phase is equivalent but their first derivate
(i.e. molar volume) is not for first-order phase transitions at equilibrium.
1
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Figure 1.1: (a) Quench and phase separation path overlaid on top of a phase diagram.
Shows that a more stable phase will be born from the metastable one. The metastable
zone is shown in red, and the unstable region under the spinoidal curve is shown in
yellow. (b) A schematic of liquid-vapor water nucleation which also illustrates the
time scale separation between waiting times and the length of a nucleation event.
2
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ble, and the superheated liquid is converted into water vapor. Metastable states in other
systems can also be prepared by quickly changing the thermodynamic conditions (e.g.
temperature, pressure, and/or composition) until a different phase is the more stable
equilibrium state.
Phase transitions occur because of the necessity for the system to occupy the lowest
free energy state at macroscopic equilibrium. However, the transition is often not in-
stantaneous, and the metastable state can persist for a long time (see Figure 1.1b). For
example, distilled water can survive indefinitely without freezing at −10◦C. [2] This long
lifetime is because the initial state is metastable instead of unstable. Metastable states
are stable to small thermal fluctuations; however, eventually there is a rare fluctuation
that is large enough to drive the formation of clusters of the more stable phase. This
process of cluster formation is nucleation.
Since nucleation is the first step in many phase transitions, the ability to under-
stand, predict, and control nucleation is of great practical significance. Even if we just
consider pure water systems, nucleation has many implications including heat transfer
in boilers, [3] ice and cloud formation in the atmosphere, [4,5] and intracellular freezing
of biological organisms in subzero environments. [6,7] Nucleation and the early stages of
crystallization can also affect properties, such as polymorph type, shape, and purity, of
crystalline ingredients of pharmaceutical drugs. [8] These properties can affect the drug’s
bio-availability and down-stream processing. The nucleation and growth of gas hydrates
can result in the plugging and corrosion of oil and gas pipelines where the temperature
is low and the pressure is high. [9]
Unfortunately, our ability to study nucleation via experiments is limited by the time
and length scales of nucleation. Nucleation has two relevant time scales: (1) the induction
time or waiting time and (2) the formation time or transition path time. The induction
time is a measure of how long the metastable phase persists before a phase transition
3
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occurs and, as we mentioned previously, can be as long as days. However, the time for
a cluster of the stable phase to form and grow to post-critical size is often much faster
and can be as short as a few nanoseconds. The large separation time scales makes it
difficult to study nucleation. To obtain enough statistics to study a stochastic process,
an experiment should be carried out over a long time (i.e. hours to days) observe tens
to hundreds of nucleation events. But measurements to detect and characterize nuclei
should be taken very quickly (i.e. nanoseconds) to study the properties of near-critical
nuclei, which quickly redissolves or grows to macroscopic size. This means measurements
are ideally taken very frequently over the entire experiment to probe nucleation. In
addition to the separation of time scales, the nano-scale size of nuclei makes it even
more difficult for experiments to directly observe nucleation and typically limits studies
to rate measurements from induction time data. Therefore, it is especially important to
use theory and simulations to connect these rate measurements to physically meaningful
parameters and mechanistic insights.
In the following sections, we will briefly review classical nucleation theory (CNT) and
suggest opportunities to extend its theoretical framework. We outline the thermodynam-
ics and kinetics of both homogeneous (HON) and heterogeneous nucleation (HEN). We
finally discuss the assumptions built into CNT and the opportunities to relax them using
corollary theories.
4
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1.2 Classical nucleation theory (CNT)
1.2.1 Thermodynamics of nucleation
The thermodynamic foundation of classical nucleation theory (CNT) was developed
by J.W. Gibbs.2 Gibbs reasoned that the free energy required to form a nucleus involves
two competing contributions: (1) a favorable (negative) bulk free energy driving force
and (2) an unfavorable (positive) surface free energy penalty.
Homogeneous nucleation (HON)
For homogeneous nucleation (HON), the free energy to create a cluster composed of
n molecules or building units is (see Figure 1.2)
FCNT(n) = −n∆µ+ γaφn2/3, (1.1)
where ∆µ is the positive difference between the chemical potential of the metastable
parent phase and that of the more stable nucleating phase and γ is the interfacial free
energy per unit area. φ is a shape factor and a is an area term such that aφn2/3 is the
surface area of the cluster. The competition between the unfavorable surface term and
favorable bulk term gives FCNT(n) its non-monotonic behavior, which we will discuss
later in this section.
The constant value of aφ is due to the CNT assumption that the shape of clusters
are approximately the same for all sizes. That constant can be derived for any geometric
cluster shape, but the most commonly assumed shape is a sphere. For a spherical nucleus
of size n, the volume the cluster occupies is nv0 = 4piR
3/3 where v0 is the volume of the
2The longer I study thermodynamics, the more convinced I am that Gibbs has his impact on almost
every field in thermodynamics. It is no surprise that Albert Einstein called him ”the greatest mind in
American history.” (J. Willard Gibbs, Physics History. American Physical Society)
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Figure 1.2: Diagram of classical nucleation theory free energy model for homogeneous
nucleation and the two competing contributions: unfavorable surface free energy and
favorable driving force.
nucleating phase per building unit and R = (3nv0/4pi)
1/3 is the radius of the nucleus. aφ
is therefore
aφ = 4pi
(
3v0
4pi
)2/3
≈ 4.84v2/30 . (1.2)
aφv
−2/3
0 is larger for other three dimensional shapes because of the increased surface
area to volume ratio (e.g. aφ ≈ 7.21v2/30 for tetrahedrons, aφ ≈ 6v2/30 for cubes, and
aφ ≈ 5.72v2/30 for octahedrons).
The thermodynamic driving force ∆µ is
∆µ = kBT ln(f0/fsat) (1.3)
for nucleation in the gas phase and
∆µ = kBT ln(a0/asat) (1.4)
6
Introduction to nucleation Chapter 1
for nucleation in a liquid solution where f0 and a0 are the fugacity and activity of the nu-
cleating species and fsat and asat are the equilibrium fugacity and activity. For sufficiently
low concentrations, the ratio of fugacities f0/fsat and activities a0/asat is commonly esti-
mated as the supersaturation S = c0/csat. As suggested by Equation 1.1, the system must
be supersaturated (i.e. S > 1 and therefore ∆µ > 0), not just saturated, for nucleation
to be possible.
For the nucleation of a fluid from a fluid (e.g. bubble or droplet nucleation), the
surface energy γ is equivalent to the surface tension of that interface. For the nucleation
of a solid precipitate from solution, γ is the interfacial free energy. It should be noted that
γ is traditionally defined as the bulk surface energy. However, since there is no reason to
expect a nano-scale cluster has the same interfacial properties as a macroscopically flat
surface, γ is commonly treated as an effective parameter.
The non-monotonic shape of the nucleation free energy FCNT(n) suggests differing
behavior for nuclei of different sizes. Small nuclei tend to dissolve because of the surface
penalty for growth, but large nuclei tend to grow because the bulk driving force domi-
nates. The critical nucleus size n‡ that separates these two distinct behaviors is the size
that maximizes FCNT(n) in Equation 1.1 (i.e. size where ∂FCNT/∂n = 0):
n‡ =
(
2γa
3∆µ
)3
. (1.5)
The maximum free energy F ‡CNT = FCNT(n
‡) is
F ‡CNT =
4(γaφ)3
27∆µ2
. (1.6)
FCNT(n) also tells us the relative abundance of nuclei of different sizes. The equilib-
rium populations ρeq(n) of nuclei of size n relative to the population ρ1 of monomeric
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building units (i.e. n = 1) follows a Boltzman distribution:
ρeq(n)
ρ1
= exp [−βFCNT(n) + βFCNT(1)]
= exp [−β∆FCNT(n)] , (1.7)
where 1/β = kBT is the thermal energy at a temperature T and ∆FCNT(n) ≡ FCNT(n)−
FCNT(1).
Heterogeneous nucleation (HEN)
In practice, nucleation is generally not in a clean environment, and the presence of a
foreign substrate or surface can reduce the free energy of nucleation. The nucleation on
a nucleation site on the surface is known as heterogeneous nucleation (HEN). CNT takes
a similar thermodynamic approach for HEN (see Figure 1.3):
FCNT(n) = −n∆µ+ γnpaφv1/3HEN(θ)n2/3, (1.8)
where the first and second term is still the favorable bulk and unfavorable surface terms
respectively. A key difference in the free energy expression is the factor vHEN which is
the ratio of the volume of the heterogeneous nucleus relative to that of a sphere of the
same curvature (see Figure 1.3). For a spherical-cap-shaped nucleus growing on a flat
substrate,
vHEN(θ) =
1
4
(2 + cos θ)(1− cos θ)2. (1.9)
where θ is the contact angle between the tangent of the spherical cap and the surface.
θ can be estimated using Young’s equation which sets the net force along each of the
8
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Figure 1.3: Diagram of classical nucleation theory free energy model for heteroge-
neous nucleation and the two competing contributions: unfavorable surface free energy
and favorable driving force. The dotted curves are the corresponding homogeneous
nucleation curves.
interface to zero at equilibrium:
cos θ = (γsp − γsn)/γnp (1.10)
where γsp, γsn, and γnp are the surface energies of the substrate-parent, substrate-nucleus,
and nucleus-parent interfaces respectively. Other models for vHEN are necessary for other
surface geometries (e.g. pores and rough surfaces).
Equation 1.8 and Figure 1.3 clearly show that the free energy barrier for HEN is
always lower than HON. This is because vHEN acts as a scaling factor that reduces the
surface penalty and therefore decreases both the barrier and critical nucleus size:
n‡HEN = vHENn
‡
HON (1.11a)
F ‡HEN = vHENF
‡
HON. (1.11b)
9
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Since 0 ≥ vHEN ≥ 1, a substrate can only promote nucleation,3 and nucleation behavior
is often sensitive to the amount and morphology of solid impurities or surfaces.
1.2.2 Kinetics of nucleation
In Section 1.2.1, we discussed the thermodynamics of cluster formation, the equilib-
rium concentration of nuclei of size n relative to the concentration of monomers (n = 1),
and identified the critical nucleus size n‡ and its population. However, nucleation is a
non-equilibrium process, and any model of nucleation rates requires some information
about the dynamics. Volmer and Weber proposed the first rate expression to account for
this. They modeled the nucleation rate as the product of the equilibrium probability of
forming a critical nucleus ρeq(n
‡)/ρ1 = exp[−β∆FCNT(n‡)] and the attachment rate (or
rate clusters grow to a larger size). [10] In this section, we will briefly review the deriva-
tions of CNT rate equations and how the parameters can be connected to meaningful
quantities.
Becker-Do¨ring equation
Instead of directly using the equilibrium distribution like Volmer and Weber, Becker
and Do¨ring obtained the nucleation rate from the steady state distribution of cluster
sizes. [11] Here, we will briefly outline this result. CNT assumes that molecules (or building
units) attach and detach from a cluster one unit at a time, so the non-equilibrium steady
state population ρ(n) of clusters of each size n can be described by the following discrete
master equation (see Figure 1.4):
dρ(n)
dt
= kn−1ρ(n− 1)− k(−)n ρ(n) + knρ(n) + k(−)n+1ρ(n+ 1), (1.12)
3This is true at least from a free energy perspective. The rate prefactor should also be considered for
an accurate comparison.
10
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Figure 1.4: Diagram of Becker-Doring master equation. Building units (red) at-
tach/detach to clusters (light red) one at a time.
where kn is the rate to attach a building unit to the cluster of size n and k
(−)
n is the rate
to detach a building unit. It is important to note that an equilibrium cannot be reached
in this model. As suggested by Equation 1.1 and 1.7, the free energy of a post-critical
nucleus continues to decline and ρeq → ∞ as n → ∞. However, a steady state can be
reached by including adsorb-and-replace boundary conditions:
source (or replace) : ξ(n) = 1 for n = 1 (1.13a)
sink (or adsorb) : ξ(n)→ 0 for n→∞, (1.13b)
where ξ(n) ≡ ρ(n)/ρeq(n). The first boundary condition sets the number of monomers
equal to the equilibrium population of monomers at that supersaturation. The second
boundary condition ensures that the number of very large nuclei are vanishingly large
because they are constantly removed when formed. At steady state (i.e. dρ/dt = 0), the
nucleation rate J (or net flux) is constant for all values of n and is
J = knρss(n)− k(−)n+1ρss(n+ 1) = knρeq(n) [ξss(n)− ξss(n+ 1)] , (1.14)
where ρss is the population density at steady state and ξss(n) = ρss(n)/ρeq(n). The
second equality in Equation 1.14 is due to detailed balance (i.e. where the forward and
reverse rates must be equivalent at equilibrium for all n, knρeq(n) = k
(−)
n+1ρeq(n + 1)).
11
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Since
∞∑
n=1
J
ρeq(n)kn
= J
∞∑
n=1
1
ρeq(n)kn
=
∞∑
n=1
[ξss(n)− ξss(n+ 1)] = 1
due to arithmetic cancellations and the boundary conditions, the steady state nucleation
rate is
J =
[ ∞∑
n=1
1
knρeq(n)
]−1
(1.15)
Although Equation 1.15 (also known as the Becker-Do¨ring equation) does not explicitly
mention a critical nucleus size, the dominate contribution to the summation is when
ρeq(n) is the smallest (i.e. when the size is near the critical nucleus size, n ∼ n‡).
This feature is consistent with Volmer and Weber’s approach and reemphasizes that the
rate primarily depends on the equilibrium population ρ(n‡) of critical nuclei and the
attachment frequency kn‡ onto critical nuclei.
CNT rate law from Zeldovich-Frenkel equation
The more commonly used CNT rate expression
J = A exp
[
− B
ln2 S
]
, (1.16)
where A and B are constants, comes from a continuous (instead of discrete) representa-
tion of nucleus size. Equation 1.12 is a ”one-step” type master equation (where transi-
tions only exist between neighboring states) and can be converted into a corresponding
Smoluchowski equation:
∂ρ(n, t)
∂t
=
∂
∂n
{
D(n)ρeq(n) ∂
∂n
[
ρ(n, t)
ρeq(n)
]}
, (1.17)
12
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where D(n) is the diffusion coefficient along the n-coordinate. At steady state, Equation
1.17 simplifies to
0 =
d
dn
{
D(n)ρeq(n)dξss
dn
}
=
dD
dn
{
ρeq(n)
dξss
dn
}
+D(n) d
dn
{
ρeq(n)
dξss
dn
}
. (1.18)
If we assume that D varies slowly (i.e. dD/dn is small), we can neglect the first term of
the second equality. We can can approximate the solution ξss(n) by approximating the
nucleation free energy as a harmonic barrier top:
βFCNT(n
‡ + δn) ≈ βFCNT(n‡) + 1
2
d2(βFCNT)
dn2
∣∣∣∣
n=n‡
δn2
≈ βFCNT(n‡)− piZ2δn2 (1.19)
where Z =
√
βF ′′CNT(n‡)/2pi is the Zeldovich factor and imposing the adsorb-and-replace
boundary conditions far from the critical nucleus size:
source (or replace) : ξss(n
‡ + δn)→ 1 for δn→ −∞ (1.20a)
sink (or adsorb) : ξss(n
‡ + δn)→ 0 for δn→∞. (1.20b)
After substituting Equation 1.19, ρeq(n)/ρ1 = exp [−β∆FCNT(n)], and n = n‡ + δn into
Equation 1.18, the solution ξss(n) that matches the boundary conditions is
ξss(n) =
1
2
erfc
[
Z
√
pi(n− n‡)] . (1.21)
Therefore, the steady state rate is
J = −D(n‡)dρss
dn
∣∣∣∣
n=n‡
. (1.22)
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Since ξ′ss(n
‡) = −ξ′ss(n‡)ρ′eq(n‡) + ρ′ss(n‡)/ρeq(n‡) and ξ′ss(n‡) = 0 ,
J = −D(n‡)dξss
dn
∣∣∣∣
n=n‡
ρeq(n
‡)
= D(n‡)Zρ1 exp
[−β∆FCNT(n‡)]
= ρ1D(n‡)Z exp [FCNT(1)] exp
[
−βF ‡CNT
]
. (1.23)
After comparing the second equality with Equation 1.16, we can see that coefficients A
and B are
A = ρ1D(n‡)Z exp [FCNT(1)] (1.24a)
B = βF ‡CNT when S = e. (1.24b)
Once again, we see that the nucleation rate can be predicted by the equilibrium proba-
bility to form critical nuclei and the dynamics at the barrier top.
The huge benefit we get from Equation 1.16 and 1.24a and b is the ability to relate rate
predictions to physically meaningful variables. For example, we can inspect how CNT
rate parameters depend on the supersaturation S. Remember, B has no S dependence
because the S-dependence of F ‡CNT is factored out (i.e. F
‡
CNT = B/ ln
2 S), but the
prefactor A does depend on S. The concentration of monomers ρ1 is proportional to
S. If we use the CNT free energy model (Equation 1.1), Z is proportional to ln2 S,
exp [FCNT(1)] is approximately proportional to 1/S, and the radius of critical nuclei R‡
is proportional to (n‡)1/3 and therefore 1/ lnS. The S-dependence of D(n‡) depends on
the rate of monomers attachment to clusters. Monomer attachment generally follows
two sequential steps: (1) diffusion to the nucleus surface and (2) incorporation into the
nucleus. Therefore, the upper bound on the rate is when the process is diffusion-limited
and incorporation is very fast. However, the incorporation into the nucleus could be a
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drastically slower activated process (e.g. slow desolvation or slow reaction). In that case,
the attachment frequency is addition-limited. For a spherical nucleus,
diffusion limited : D(n‡) = 4piR2‡ [Dρ1/R‡] (1.25a)
activated addition limited : D(n‡) = 4piR2‡ [ksρ1] , (1.25b)
where D is the diffusion coefficient of the monomer and ks is the incorporation rate.
Therefore,
diffusion limited : A = 4piR‡Dρ21Z [FCNT(1)] ∝ S lnS (1.26a)
activated addition limited : A = 4piR2‡ksρ
2
1Z [FCNT(1)] ∝ S. (1.26b)
In Equation 1.16, it is important to note that the exponential term has a much stronger
supersaturation dependence than the prefactor, so the prefactor is often treated as a
constant.
Summary
In Section 1.2.2, we have briefly reviewed classical nucleation theory (CNT) and its
derivation of the nucleation free energy FCNT and nucleation rate J . Rate predictions
using Equation 1.15 or 1.23 do not explicitly require the use of the CNT free energy model.
However, when we do use either Equation 1.1 or 1.8, we obtain a beautiful and simple
theoretical framework that allows us to predict kinetic trends from physically meaningful
parameters, including supersaturation, surface energy, and diffusion constants. Many
experimental and computational studies have verified the predicted approximately linear
relationship4 between ln J and 1/ ln2 S. [12–20]
4ln J ∝ 1/ ln2 S if we neglect the prefactor’s much weaker S-dependence.
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1.3 Corollary theories of classical nucleation theory
Even though CNT absolute rate predictions are notoriously inaccurate when bulk
parameters are used, CNT remains the primary theory used to understand and interpret
nucleation. Unlike purely empirical models, CNT offers a theoretical framework to in-
terpret kinetic trends, estimate relevant and physically meaningful parameters, and infer
mechanisms using nucleation rate data. However, CNT makes a number of assumptions
that might be responsible for its poor predictions in specific cases. To obtain FCNT for
homogeneous nucleation using Equation 1.1, CNT assumes that:
1. Nuclei and the metastable parent phase are separated by a sharp interface defined
by the Gibbs dividing surface. This allows the assumption that the excess free
energy Fex(n) ≡ FCNT(n) − n∆µ scales with area (i.e Fex(n) = γaφn2/3). Other
factors that could affect the excess free energy are neglected. For example in solid-
solid nucleation, long-range strain effects due to a lattice mismatch between the
nucleating and parent phases may not scale with the nucleus surface area.
2. The nucleating phase has a size-independent bulk chemical potential ∆µ and surface
tension γ. Both are often assumed to be their macroscopic quantities, but effective
properties can also be used for γ if the interfacial properties of small nuclei differ
from that of a macroscopic flat interface.
To obtain J using Equation 1.23, CNT assumes that:
1. The primary dynamic variable of interest (i.e. the reaction coordinate) is nucleus
size n. The dynamics of all other variables thermalize much faster than that of n, so
nucleation can be modeled as a ”one-dimensional” process along the n-coordinate.
2. The growth/dissolution of nuclei is only due to the attachment/detachment of
monomeric growth units. CNT does not account for aggregation.
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3. Nucleation is an activated one-step process. This means that no stable intermediate
phases are formed during the transition from the metastable phase to the stable
nucleating phase.
4. The barrier is sufficiently high. This assumption improves the accuracy of the
quadratic approximation of the barrier top and allows us to approximate the rate
using only the equilibrium and dynamical properties of near critical nuclei. There-
fore, Equation 1.23 is generally more suitable for modeling nucleation at moderate
supersaturations.
5. The process is in steady state, so supersaturation remains constant. If supersat-
uration changes in time, the quasi-steady rate predictions are only appropriate if
the cluster distribution of the metastable state re-equilibrates much faster than the
rate supersaturation changes.
We can generate corollary theories that invoke some elements of CNT but relaxes an
assumption and/or relates CNT parameters (e.g. driving force or surface energy) to other
factors. An example of a corollary theory is δ-CNT, where the surface energy in the CNT
free energy and rate law now includes a cluster size correction. CNT assumes that the
surface energy (or surface tension) is constant and equivalent to that of the macroscopic
flat interface. However, it is questionable to expect nanometer-sized nuclei composed
of fewer than hundreds of solute molecule to have the same interfacial properties as a
macroscopic flat surface. [12,21,22] A common thermodynamic size-dependent correction to
the surface energy is the Tolman equation: [23]
γ(R) = γ
[
1− 2δ
R
+ · · ·
]
, (1.27)
where δ is the Tolman length (i.e. δ = Re −Rs, the difference between the radii defined
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by the Gibbs dividing surface Re and the surface of tension Rs). δ can be positive or
negative, depending on where the dividing surfaces are located, so the surface energy can
either increase or decrease with increasing size. Joswiak et al. showed that CNT can
accurately predict experimental water droplet nucleation rates if the Tolman correction
is included. [24,25] Without the correction, CNT-predicted and experimentally-measured
rates differ by several orders of magnitude because the planar surface tension used in
CNT underestimates the surface tension of nano-scale droplets.
In the following chapters, we develop several extensions of CNT. Chapter 2 addresses
a situation where the creation of localized enrichment enhances nucleation. We study how
the macroscopic concentration boundary layer that develops during freeze-concentration
localizes and accelerates nucleation of a dissolved solute. We relate the growth velocity
to the distribution of nucleation times. Chapter 4 and 5 address situations when adsorb-
ing additives lower the surface energy and therefore accelerates nucleation. In Chapter
4, we develop a theoretical framework to understand how dilute molecular surfactants
can promote nucleation. We combine CNT free energy expressions and rate laws with
Langmuir adsorption theory to relate nucleation rates to surfactant binding strength and
concentration. We also show that our theory is consistent with our lattice simulations.
In Chapter 5, we study the how oligomeric additives promote nucleation. We use lattice
simulations to show that the rate is very sensitive to chain length and binding strength.
We also show that oligomers can sometimes be more much more effective promoters than
their monomeric counterpoint.
1.4 Summary
Nucleation is notoriously difficult to directly observe experimentally; however, con-
tributions from theory and simulations have provided more context for experimental
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measurements. Classical nucleation theory (CNT), in particular, provides a simple yet
intuitive framework to relate nucleation rates to physically meaningful thermodynamic
and kinetic properties (e.g. supersaturation, interfacial energy, and attachment rate)
and understand trends. [26] CNT makes several assumptions about these properties. For
example, it assumes that the shape, surface energy, and bulk chemical potential of nuclei
remains the same as it grows. However, these assumptions can be relaxed by modifying
those parameters in CNT. Corollary theories that borrow many elements of CNT can
predict other kinetic and thermodynamics trends by relating CNT parameters to other
variables that do not explicitly appear in CNT. This allows us to understand nucleation
in situations where the original formulations of CNT are not applicable.
Bibliography
[1] P. G. Debenedetti, Metastable liquids: concepts and principles. Princeton
University Press, 1996.
[2] D. W. Oxtoby, Nucleation of first-order phase transitions, Accounts of Chemical
Research 31 (1998), no. 2 91–97, [http://dx.doi.org/10.1021/ar9702278].
[3] D. F. Chao and M. M. Hasan, Nucleate boiling heat transfer studied under
reduced-gravity conditions, .
[4] T. Bartels-Rausch, Chemistry: Ten things we need to know about ice and snow,
Nature 494 (2013), no. 7435 27–29.
[5] B. J. Murray, T. W. Wilson, S. Dobbie, Z. Cui, S. M. Al-Jumur, O. Mo¨hler,
M. Schnaiter, R. Wagner, S. Benz, M. Niemand, et. al., Heterogeneous nucleation
of ice particles on glassy aerosols under cirrus conditions, Nature Geoscience 3
(2010), no. 4 233–237.
[6] A. Lintunen, T. Ho¨ltta¨, and M. Kulmala, Anatomical regulation of ice nucleation
and cavitation helps trees to survive freezing and drought stress, Scientific reports 3
(2013).
[7] P. Mazur, Cryobiology: the freezing of biological systems, Science 168 (1970),
no. 3934 939–949.
[8] J. Bernstein, Cultivating crystal forms, Chemical Communications (2005), no. 40
5007–5012.
19
Introduction to nucleation Chapter 1
[9] A. K. Sum, C. A. Koh, and E. D. Sloan, Clathrate hydrates: From laboratory
science to engineering practice, Ind. Eng. Chem. Res. 48 (2009), no. 16 7457–7465.
[10] M. Volmer and A. Weber, Nuclei formation in supersaturated states, Z. Phys.
Chem. 119 (1926) 277–301.
[11] R. Becker and W. Doring, Kinetic treatment of grain-formation in super-saturated
vapours, Annalen der Physik 24 (1935), no. 8 719–752.
[12] D. Kashchiev, Nucleation: Basic Theory With Applications.
Butterworth-Heinemann, Oxford, 2000.
[13] D. Kashchiev and G. M. van Rosmalen, Review: Nucleation in solutions revisited,
Cryst. Res. Technol. 38 (2003), no. 7-8 555–574.
[14] D. Kashchiev and A. Firoozabadi, Nucleation of gas hydrates, J. Cryst. Growth
243 (2002), no. 3-4 476–489.
[15] A. E. Nielsen, Homogeneous nucleation in barium sulfate precipitation, Acta Chem.
Scand. 15 (1961), no. 2 441–&.
[16] A. E. Nielsen, Nucleation in aqueous solution, J. Phys. Chem. Solids S (1967)
419–&.
[17] K. F. Kelton, A. L. Greer, and C. V. Thompson, Transient nucleation in condensed
systems, J. Chem. Phys. 79 (1983), no. 12 6261–6276.
[18] R. J. Davey, S. L. M. Schroeder, and J. H. ter Horst, Nucleation of organic
crystalsa molecular perspective, Angew. Chem. Int. Ed. 52 (2013), no. 8 2166–2179.
[19] M. Horsch, J. Vrabec, and H. Hasse, Modification of the classical nucleation theory
based on molecular simulation data for surface tension, critical nucleus size, and
nucleation rate, Physical Review E 78 (2008), no. 1 011603.
[20] J. Wo¨lk and R. Strey, Homogeneous nucleation of h2o and d2o in comparison: the
isotope effect, The Journal of Physical Chemistry B 105 (2001), no. 47
11683–11701.
[21] V. Agarwal and B. Peters, Precipitate Nucleation: A Review of Theory and
Simulation Advances, vol. 155 of Advances in Chemical Physics. John Wiley &
Sons, New Jersey, USA, 2014.
[22] K. Kelton and A. L. Greer, Nucleation in condensed matter: applications in
materials and biology, vol. 15. Elsevier, 2010.
[23] R. C. Tolman, The effect of droplet size on surface tension, The journal of
chemical physics 17 (1949), no. 3 333–337.
20
Introduction to nucleation Chapter 1
[24] M. N. Joswiak, N. Duff, M. F. Doherty, and B. Peters, Size-dependent surface free
energy and tolman-corrected droplet nucleation of tip4p/2005 water, The journal of
physical chemistry letters 4 (2013), no. 24 4267–4272.
[25] M. N. Joswiak, R. Do, M. F. Doherty, and B. Peters, Energetic and entropic
components of the tolman length for mw and tip4p/2005 water nanodroplets, The
Journal of chemical physics 145 (2016), no. 20 204703.
[26] B. Peters, Common features of extraordinary rate theories, The Journal of Physical
Chemistry B 119 (2015), no. 21 6349–6356.
21
Chapter 2
Accelerated solute nucleation during
freeze-concentration
2.1 Background
Freeze-concentration refers to phenomena in which a crystallizing solvent excludes
and thereby concentrates a solute near the solidification front (see Fig. 2.1). This is
because the solubility of the solute in the solid phase is substantially less than that in
the liquid phase. The solute that is not incorporated into the solid phase is displaced
during crystallization, leaving behind a more concentrated solution.
Freeze-concentration is important in atmospheric chemistry, [1] zone refining, [2–4] fruit
juice concentration, [5] protein crystallization, [6] amorphous calcium carbonate nucleation, [7]
and perhaps in the formation of Liesegang precipitation rings. [8] In many of these pro-
cesses, the localized enrichment of solute due to solvent crystallization (often ice for-
mation in aqueous solutions) induces the nucleation of a dissolved solute. This chapter
Reproduced in part with permission from Poon, G. G., and Peters, B. (2013). ”A stochastic model
for nucleation in the boundary layer during solvent freeze-concentration.” Crystal Growth and Design,
13(11), 4642-4647. Copyright 2013 American Chemical Society
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Figure 2.1: A schematic of freeze-concentration. The dissolved solute is excluded
from the pure crystallizing solvent and accumulates ahead of the freeze-front, forming
a concentration boundary layer. Eventually, the highly enriched boundary layer can
induce nucleation.
discusses the interplay between spatiotemporal solute concentration profiles and nucle-
ation kinetics, which depend strongly on the solute concentration. [9]
Pohl [10] and Tiller et al. [3,4] showed that a localized boundary layer of high-solute con-
centration forms ahead of the growing ice front. This feature makes freeze-concentration
an intriguing way to control the conditions and location where nucleation occurs. For
example, when the bulk solution is saturated (not supersaturated), then solute nucle-
ation can only occur at or very near the ice surface at the freezing temperature. By
contrast, nucleation in many other environments is a messy affair. For example, it is
difficult to be certain whether nucleation is homogeneous (spontaneous organization of
solutes in solution) or heterogeneous (catalyzed by some dust particle or defect in the
glassware). Such difficulties in the mechanistic interpretation impede the development
of accurate nucleation theories. Freeze-concentration allows nucleation sites away from
the ice growth front to be excluded from consideration.
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Previous investigators have noted that nucleation of gas bubbles in the moving ice
front leaves a record of nucleation events as bubbles trapped in ice. [11–13] As the ice
grows, the solute accumulates in a thin boundary layer ahead of the ice front until a
nucleus forms. The nucleus grows creating a bubble near the advancing ice. Eventually,
the bubble depletes the local supersaturation and is engulfed by the ice. The cycle
continues as the ice continues to grow and solute accumulates near the front again.
Although nucleation is a stochastic process, previous investigators have exclusively used
deterministic models to understand the spacing and size of entrapped bubbles. [11,12]
This chapter presents a dimensionless stochastic model for nucleation within the con-
centrated solute boundary layer formed by the moving front. We make several simplifying
assumptions. First, we only consider the case where solute is completely rejected from
the ice. Complete rejection is realistic when nucleation occurs at solute concentrations
much lower than those required to force solute inclusions into the ice. However, our
general framework is still valid when there is some finite solute incorporation in the ice
if the concentration profile is adjusted accordingly. Note that Smith et al. found the
concentration profile when the solute has a constant partition coefficient at the inter-
face. [4] Second, we assume vertical ice growth in a perfectly quiescent environment with
no convection. Note that even without forced convection, buoyancy driven flows can
result from density differences between the concentrated boundary layer and the bulk
solution. [14] Third, we ignore freezing point depression and the possible consequences of
cellular/dendritic growth. Therefore, the analysis here is quantitatively accurate only
for nucleation of sparingly soluble solutes. [15] Fourth, we assume that diffusion is slower
than conduction (i.e., that the thermal boundary layer is thicker than the concentration
boundary layer). This fourth assumption is typically true for liquid solutions. [16] Com-
bining the third and fourth assumptions implies that the entire concentration boundary
layer is isothermal and at the solvent freezing temperature.
24
Accelerated solute nucleation during freeze-concentration Chapter 2
2.2 Stochastic survival probability model
2.2.1 One dimensional temporal concentration profile
Nucleation rates are strongly dependent on the concentration of solute, so it is nec-
essary to develop a model of how the concentration varies in both time and space. Here,
we consider the simplest model of freeze-concentration, where solute is displaced in one
direction (i.e. the outer normal direction of the solidification front). If the planar solid-
ification front moves at a constant growth velocity g, the spatiotemporal concentration
profile c(x, t) is the solution to
∂c
∂t
= D
∂2c
∂x2
+ g
∂c
∂x
(2.1)
where D is the solute diffusion coefficient and x is position relative to (or ahead of) the
solidification front (see Figure 2.2a). We restrict our study to a semi-infinite reservoir that
is initially saturated (i.e. c∞ = csat) with a solute that is insoluble in the crystallizing
solid (i.e. no flux boundary condition at the solidification front). This results in the
following initial and boundary conditions:
Initial condition : c(x, 0) = c∞ (2.2a)
Boundary condition 1 : lim
x→∞
c(x, t) = c∞ (2.2b)
Boundary condition 2 : gc(0, t) +D
∂c
∂x
(0, t) = 0 (2.2c)
Equation 2.1 can be non-dimensionalized to yield
∂∆
∂τ
=
∂2∆
∂z2
+
∂∆
∂z
(2.3)
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Figure 2.2: The interfacial supersaturation ∆(0, τ) (dashed curve) and its large time
limit ∆(0, τ →∞) = 1 + τ (dashed curve). Several supersaturations profiles ∆(zmτ)
(solid curves) at different times.
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where ∆(z, τ) ≡ (c− c∞)/c∞ is the dimensionless concentration enrichment, τ ≡ tg2/D
is the dimensionless time, and z ≡ xg/D is the dimensionless position. The initial
conditions and boundary conditions are then
Initial condition : ∆(z, 0) = 0 (2.4a)
Boundary condition 1 : lim
z→∞
∆(z, τ) = 0 (2.4b)
Boundary condition 2 : ∆(0, t) +
∂∆
∂z
(0, t) = −1 (2.4c)
Fedorchenko et al. showed how to obtain the exact solution to Equation 2.3. [17] If
we define a dummy variable ∆∗(z, τ) ≡ ∆(z, τ)eτ/4+z/2, we can eliminate the convection
term in Equation 2.3:
∂∆∗
∂τ
=
∂2∆∗
∂z2
(2.5)
with the following initial conditions and boundary conditions:
Initial condition : ∆∗(z, 0) = 0 (2.6a)
Boundary condition 1 : lim
z→∞
∆∗(z, τ) = 0 (2.6b)
Boundary condition 2 :
1
2
∆∗(0, t) +
∂∆∗
∂z
(0, t) = −eτ/4+z/2 (2.6c)
Using Laplace transformations, we can show that the concentration profile for τ > 0 and
z ≥ 0 is
∆(z, τ) =
√
τ
pi
e(z+τ)
2/4τ +
1− z + τ
2
e−zerfc
[
z − τ
2
√
τ
]
− 1
2
erfc
[
z + τ
2
√
τ
]
(2.7)
The local supersaturation S(z, τ), the solute concentration relative to the solubility limit,
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is easily calculated from ∆(z, τ):
S(z, τ) =
c∞
csat
[1 + ∆(z, τ)] = 1 + ∆(z, τ) (2.8)
Figure 2.2b shows how the concentration profile develops with time after the onset
of ice growth. The growth rate of ice and the solute diffusivity determine the extent
of supersaturation in the boundary layer and the boundary layer thickness. For all but
extremely short times, the concentration boundary layer is approximately D/g thick.
In this model, the interfacial concentration continually increases without bounds until
nucleation occurs.
2.2.2 Poisson process with a spatial-temporal rate
The dimensionless induction time for the first nucleation event τi is a stochastic
random variable that depends on the rate of nucleation J , which increases rapidly with
supersaturation. [9,18] As mentioned in Section 1.2.2, classical nucleation theory (CNT)
predicts that J is approximately
J = A exp
[
− B
ln2 S
]
(2.9)
where A is a prefactor, B ln2 S = ∆F ‡CNT/kBT is the dimensionless free energy barrier,
and S = c/csat is the supersaturation.
[9] Although CNT predictions of A and B are
notoriously inaccurate, nucleation kinetics often do exhibit a linear relationship between
ln J vs. 1/ ln2 S. [9,18,19] Equation 2.9 has also been used in the analysis of metastable
zone width (MZW) data. [20–22] Stochastic models of MZW data are based on the Poisson
survival probability, i.e. the probability that nucleation has not yet occurred after waiting
for a time t. [20,23] For homogeneous nucleation in an observation volume V and with a
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time-variant supersaturation S(t), the survival probability used in prior studies [20,23] is
P (t) = exp
[
−
∫ t
0
dt′ J(t′)V
]
(2.10)
where J(t) is the time-variant homogeneous nucleation rate. [20,21,24] Note that Equation
2.10 assumes a spatially uniform supersaturation, so it is not valid for nucleation during
solvent freeze-concentration.
For homogeneous nucleation (HON), the appropriate stochastic survival probability
model should consider the probability of nucleation anywhere in the solution volume
ahead of the ice growth front. However, the HON rate JHON vanishes at points far from
the ice growth front when c∞/csat = 1, and this is the special case that we model. The
probability that nucleation has not happened in the semi-infinite volume ahead of the
moving front up to time t is
PHON(t) = exp
[
−a
∫ t
0
dt′
∫ ∞
0
dx JHON(x, t
′)
]
(2.11)
where JHON(x, t) = AHON exp[−BHON/ ln2 S(x, t)] is the local HON rate from Equation
2.9, a is the area of the planar interface, and the units of AHON is nuclei per volume
per time. We non-dimensionalize Equation 2.11 by introducing the Damkohler number
DaHON ≡ (aAHOND2)/g3 and our previously defined dimensionless variables:
PHON(τ) = exp
[
−DaHON
∫ τ
0
dτ ′
∫ ∞
0
dz exp
(
− BHON
ln2 S(z, τ ′)
)]
(2.12)
PHON(τ) resembles an inverse sigmoidal curve (see Figure 2.3). PHON(τ) = 1 for small
times and then rather suddenly drops to 0 as S(0, τ) crosses through the metastable zone.
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Figure 2.3: The probability distribution function (PDF) of nucleation time and
probability of no nucleation as a function of time for the nucleation of methane hydrate
with an ice front advancing at a rate of g = 1 µm/s for an area a = 1 cm2. Parameters
B and Da determined using values obtained by simulations done by Knott et al. [25]
The probability distribution for the moment of first nucleation is
ρHON(τ) = −dPHON
dτ
(2.13)
and is used to find the average dimensionless induction time 〈τHON〉 for the first HON
event to occur.
〈τHON〉 =
∫ ∞
0
dτ τρHON(τ) =
∫ ∞
0
dτ PHON(τ) (2.14)
The final expression in Equation 2.14 is obtained using integration by parts. Using
Equations 2.7, 2.8, 2.12, and 2.14, we can predict the dependence of 〈τHON〉 on BHON and
DaHON.
However, it is also useful to quantify how stochastic nucleation is, or the width of the
distribution of nucleation times. We define a relative 90% confidence interval width for
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HON in the boundary layer as
90%RCIWHON =
τ5 − τ95
(τ5 + τ95)/2
(2.15)
where PHON(τ5) = 0.05 and PHON(τ95) = 0.95. When 90%RCIWHON is small, the distri-
bution of first nucleation times is narrow and nucleation can be treated as a deterministic
event. Conversely, a large 90%RCIWHON implies that the stochastic nature of nucleation
cannot be ignored. Numerical results for 〈τHON〉 = 〈g2tHON/D〉 and 90%RCIWHON are
shown in Figure 2.4a. Figure 2.4a reveals that nucleation is slower and more stochastic
when DaHON is small (i.e. ice growth rate is fast). As expected, induction times increase
exponentially with BHON (i.e. barrier height).
A similar survival probability analysis for HEN on the ice-water interface can provide
average induction times and relative confidence interval widths for HEN, 〈τHEN〉 and
90%RCIWHEN. The rate of HEN at the interface depends only on the time-dependent
interfacial supersaturation S(0, τ). A new Damkohler number for HEN DaHEN ≡ aADg2
can be introduced to nondimensionalize the arguments of the survival probability. The
probability of no heterogeneous nucleation up to a dimensionless time τ is
PHEN(τ) = exp
[
−DaHEN
∫ τ
0
dτ ′
∫ ∞
0
dz exp
(
− BHEN
ln2 S(0, τ ′)
)]
(2.16)
and the distribution width is
90%RCIWHEN =
τ5 − τ95
(τ5 + τ95)/2
. (2.17)
Figure 2.4b shows that the distribution of nucleation times for HEN is qualitatively very
similar to that of HON. For example, the average induction time is very sensitive to B,
and the distribution width is very sensitive to the corresponding Da.
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Figure 2.4: (a) (left) Contours of constant 〈τHON〉 as a function of log10DaHON
and log10BHON. (right) Contours of constant 90% RCIWHON as a function of
log10DaHON and log10BHON. The numerical accuracy in the yellow-black-striped
region is questionable because of the precision of our numerical integration in Equa-
tion 2.12. (b) (left) Contours of constant 〈τHEN〉 as a function of log10DaHEN and
log10BHEN. (right) Contours of constant 90% RCIWHEN as a function of log10DaHEN
and log10BHEN.
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If both HON and HEN can occur and if both 90%RCIW s are small, the nucleation
mechanism with the lowest average induction time will tend to occur first.
2.2.3 Necessary constraints on time and length scales
The quasi-stationary rate laws in our stochastic models of nucleation require that
the local supersaturation is approximately constant over the length scale of the nucleus.
Specifically, the critical nucleus radiusR‡ at the moment and location of nucleation should
be much smaller than the characteristic length of the boundary layer (i.e. R‡  Dg).
According to the classical nucleation theory (CNT), the critical size for a spherical nucleus
in HON is
R‡ =
2v0γ
kBT lnS
(2.18)
where v0 is the volume per solute molecule in the nucleus, and γ is the interfacial free
energy. [9,26] The nucleation barrier is
BHON
ln2 S
=
F ‡CNT
kBT
=
16pi
3v0 ln
2 S
(
v0γ
kBT
)3
. (2.19)
The first equality is the definition of the parameter B, and the second equality is from
CNT. Equation 2.18 and 2.19 imply a relation that can be used to eliminate the difficult
to ascertain parameter r‡ in favor of BHON. Specifically, r‡ lnS = (3Bv02pi)(1/3) for HON
with spherical nuclei. This gives us the requirement for validity for the quasi-spatially
uniform approximation:
(
l0g
D
)(
3BHON
2pi
)1/3
 lnS0(〈τi〉), (2.20)
where l0 = v
1/3
0 is approximately the solute molecular diameter.
For a spherical cap nucleus in HEN, the cap height h = R‡(1− cos θ) must be much
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smaller than the boundary layer thickness D/g, where θ is the contact angle. Equation
2.20 is modified to
(
l0g
D
)
(1− cos θ)
(
3BHON
2pivHEN(θ)
)1/3
 lnS0(〈τi〉), (2.21)
where vHEN(θ) = (2 − 3 cos θ + cos3 θ)/4. For a solute diffusivity of 10−9 m2/s and an
ice growth rate of 10−6 m/s, the boundary layer thickness D/g = 1 mm which is much
greater than a typical nuclei size. This suggests that the spatially uniform approximation
is valid in many cases.
Additionally, our model is only valid within the quasi-stationary regime, when the
cluster size distribution relaxes to the new stationary distribution quickly relative to the
rate at which supersaturation changes. Kashchiev [9,18,27] showed that this requirement is
satisfied when ∣∣∣∣d lnSdt
∣∣∣∣ < 16pin‡(t)τlag(t) , (2.22)
where n‡(t) is the critical nucleus size for a static system at the supersaturation at
time t and τlag(t) is the lag time for the redistribution of nuclei size after the change in
supersaturation at time t. Substituting CNT-predicted values for n‡ and τlag, the HON
requirement for validity of the quasi-static approximation is
∣∣∣∣d ln−6 S0(τ)dτ
∣∣∣∣ < piv0AHOND6B2HONg2 . (2.23)
Equation 2.23 and the equivalent HEN requirement must be satisfied for all times prior
to the first nucleation event.
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Table 2.1: Average induction times for methane hydrate nucleation with and without
freeze-concentration.
freeze-concentration quiescent
initial supersaturation, S(t = 0) 1 5.8
observation area or volume, a or V 1 cm2 1 cm3
ice growth velocity, g 1 µm/s N/A
methane diffusivity, D 1.46× 10−9 m2/s N/A
average induction time, 〈τ〉 58 hours 10103 years
2.3 Implications for gas hydrate nucleation
To illustrate the impact of freeze concentration, consider the nucleation of natural
gas hydrates. Methane hydrate nucleation from an aqueous solution of methane is fast
in simulations at extremely high supersaturation. [28–32] However, at more realistic super-
saturations, Knott et al. found that homogeneous hydrate nucleation from an aqueous
solution is impossibly slow. [25] HEN on the surface of ice remains a possibility, but Shep-
herd et al. [33] found that clathrate cages did not form within the quasi-liquid layer that
forms at the ice-methane interface during their simulation. In addition, they found no
enhancement in methane solubility within the quasi-liquid layer, suggesting that static
ice surfaces do not catalyze hydrate nucleation. Yet nucleation does occur on the surface
of ice in experiments. [34–41]
Here, we take values of AHON = 5×1019 cm-3s-1 and BHON = 930 from the calculations
of Knott et al. [25] Even with a bulk supersaturation of S = 5.8, CNT predicts that the
induction time in a 1 cm3 volume is over 10103 years. However, freeze concentration can
significantly accelerate nucleation. For an observation area of 1 cm2, a saturated bulk
solution, an ice growth rate of 1 µm/s, and a methane diffusivity of 1.46 × 10−9 m2/s
(i.e. diffusivity at 273 K), the average induction time is drastically reduced to 22 hours
(see Table 2.1)! The calculation illustrates how freeze-concentration in the boundary
layer can provide a sufficiently high driving force to induce hydrate nucleation. Molinero
35
Accelerated solute nucleation during freeze-concentration Chapter 2
and coworkers find, in preliminary tests of the new model, that freeze-out in methane-
water solutions can generate methane bubbles instead. Understanding how pressure and
other factors influence selectivity between alternative nucleation processes is therefore an
interesting direction for future work.
2.4 Conclusion
In conclusion, a boundary layer of giant solute supersaturation develops ahead of
the moving crystallization front when a freezing solvent (often ice) excludes the so-
lute. We have developed stochastic models of boundary layer nucleation during freeze-
concentration by using quasi-steady nucleation kinetics and a time-dependent one-dimensional
model of the concentration profile in the boundary layer. We provide numerical cal-
culations of average induction times and 90% relative confidence interval widths as a
function of two dimensionless variables. Whether nucleation is heterogeneous on the ice
surface or homogeneous in the solution, nucleation is dramatically accelerated by freeze-
concentration. For methane hydrates, which can form concurrently with ice, induction
times for homogeneous nucleation could be reduced by as much as 4 orders of magnitude
times because of freeze-concentration.
The stochastic model of nucleation in the freeze-concentration boundary layer is
widely applicable and requires only two dimensionless parameters. These can be obtained
or estimated to understand a variety of freeze-concentration induced solute nucleation
processes as listed in the introduction. For example, freeze-concentration can be re-
sponsible for pore formation during the crystallization of gas-saturated melts. [42–46] The
dissolved gas accumulates at the crystallizing front until the local enrichment induces
gas bubble nucleation. The crystallizing front then engulfs the bubble, forming a porous
structure. Porosity in solids can have both positive and negative effects on mechanical
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properties. Porous solids are more susceptible to stress concentration and failure but
are also lightweight and have more surface area. Wei and coworkers have extensively
studied the many variables that affect pore shape. [44,46–49] This work supplements our
understanding of pore formation by modeling the variables that affect pore frequency
and spacing.
Future work should also improve upon some oversimplifications in our model. For
example, our stochastic treatment should be combined with more comprehensive mod-
els that account for surface charging, [50,51] fluid mechanics in the process of engulf-
ment, [11,52–56] spontaneous convection driven by buoyancy in the boundary layer, [57] and
cellular/dendritic growth. [58–60] Such a comprehensive model might enable quantitative
comparisons to interferometry measurements of concentration profiles and bubble forma-
tion during freeze-concentration. [60]
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Chapter 3
Introduction to studying nucleation
via simulations
3.1 Rare event methods: tackling the separation of
time scales
Simulations is an extremely valuable tool to improve our understanding of nucleation
because it can overcome the many difficulties in directly observing nucleation, including
the short lifetime and small length scale of nuclei. Typical simulations volumes of 100
to 1000 nm3 and trajectory lengths of 1 ns to 1 µs are comparable to the small length
and time scales of nucleation. However, traditional ”brute force” simulations struggle
to simultaneously account for the long and stochastic induction time. Even for the
larger experimentally measured rates (i.e. about 1021 nuclei/cm3s), it would take on
average 1 ms to observe a single nucleation event in a 1000 nm3 volume. Therefore,
obtaining enough statistics for nucleation at moderate supersaturations using brute force
simulations is generally impossible given current computational resources.
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The easiest solution is to study nucleation at larger supersaturations, where the rate
is exponentially larger and the induction time is significantly smaller. However, studies
that do this are often dealing with nucleation rates that exceed experimental rates by
several orders of magnitude. [1] Molecular insights at these unrealistic conditions might not
be transferable to nucleation at temperatures, pressures, and concentrations of interest.
Furthermore, nucleation may no longer be an activated process, and phase transitions
might be governed by spinoidal decomposition.
Rare event methods provide a better suite of solutions for tackling the separation of
time scales problem. The most popular rare event strategy in nucleation was pioneered by
Daan Frenkel and coworkers. [2–5] Although nucleation is a non-equilibrium process, they
recognized that the nucleation rate is composed of two components: (1) a thermodynamic
and (2) a dynamic one:
J = D(n‡)Zρ1 exp
[−β∆F (n‡)] , (3.1)
where ρ1 exp
[−β∆F (n‡)] is the equilibrium population of critical nucleus and D(n‡)
is the attachment/detachment frequency to the critical nucleus. These two quantities
can be separately computed. This naturally separates the nucleation process into two
problems of different time scales: (1) the long process to form critical nuclei governed by
quasi-equilibrium thermodynamics and (2) the fast dynamics of the growth or dissolution
of near-critical nuclei. In other words, we can take advantage of the time scale separation
to simplify the problem.1
D(n‡) is also the phase-space diffusion coefficient along the cluster size coordinate
near the saddle point. This can be easily measured by analyzing trajectories of seeded
1This brilliant strategy still impresses me. The separation of time scales that initially presented so
many obstacles can be used to break up a difficult problem into several small, simpler ones.
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critical nuclei:
D(n‡) ≈ 1
2
d
〈
(n(t)− n‡)2〉
dt
, (3.2)
where
〈
(n(t)− n‡)2〉 is the mean squared displacement along the cluster size coordinate
n.
The free energy ∆F (n‡) to form a critical nuclei (i.e. nucleation barrier) is directly
related to the equilibrium population Neq(n‡) of critical nuclei:
∆F (n‡) = −kBT ln Neq(n
‡)
N (1) , (3.3)
where N (1) is the number of monomeric clusters. Neq(n‡)/Neq(1) is vanishingly small,
so estimating the ratio and therefore ∆F (n‡) using brute force simulations would be very
inaccurate. ∆F (n‡) can be computed using advanced sampling techniques, like umbrella
sampling.
Umbrella sampling is a method used to sample configurations from a biased distribu-
tion that is different from the Boltzman distribution. But due to clever variable manip-
ulations, the biased distribution can still be used to compute averages in the Boltzman
distribution. To see this, we define the thermal average 〈n˜〉 and probability density
functions P (n˜) of our observable, the largest cluster size n˜ in the simulation volume:2
〈n˜〉 =
∫
drN n˜(rN)Peq(r
N)∫
drN Peq(rN)
(3.4a)
P (n˜) =
∫
drN δ[n˜(rN)− n˜]Peq(rN)∫
drN Peq(rN)
=
〈
δ[n˜(rN)− n˜]〉 , (3.4b)
where Peq(r
N) is the Boltzman weight for the full configuration rN of all N atoms or
2For small values of n˜, P (n˜) can be related to Neq(n)/Neq(1) by collecting statistics at the metastable
basin. This doesn’t require biased sampling because P (n˜) is not small. When n˜ exceeds a threshold n˜∗,
the ratio of probabilities is equivalent to the ratio of populations: P (n˜)/P (n˜∗) = Neq(n)/Neq(n˜∗).
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particles. Equation 3.4a can then be rewritten as
〈n˜〉 =
∫
drN n˜(rN)Peq(r
N)∫
drN Peq(rN)
=
∫
drN eβEb(r
N )n˜(rN)Peq(r
N)e−βEb(r
N )∫
drN Peq(rN)e−βEb(r
N )
/∫
drN eβEb(r
N )Peq(r
N)e−βEb(r
N )∫
drN Peq(rN)e−βEb(r
N )
=
〈
n˜eβEb
〉
b
〈eβEb〉b
, (3.5)
and therefore Equation 3.4b can then be rewritten as
P (n˜) =
〈
δ[n˜(rN)− n˜]eβEb〉
b
〈eβEb〉b
, (3.6)
where 〈n˜〉b is the average of n˜ in the biased distribution Peq(rN)e−βEb(r
N ). Biasing poten-
tials are cleverly chosen to restrict the largest nuclei in parallel simulations to overlapping
narrow ranges of sizes that span the full range of sizes. The binned statistics can then
be ”stitched” together using the weighted histogram analysis method (WHAM) [6] or
multistate Bennet acceptance ratio (MBAR). [7]
3.2 Open simulations: overcoming finite size effects
Rare event methods have been extensively used to study nucleation in one-component
systems. For example, simulations have been used to understand condensation of vapor, [8]
bubble formation from liquids, [9,10] magnetic phase transitions, [11] and phase transitions
involving hard spheres [5] and Lennard-Jones particles. [10] Unfortunately, simulations of
nucleation in multi-component systems is much more difficult. If the nucleating phase has
a different composition than the bulk, the composition of the parent phase changes as the
nucleus grows or shrinks if the simulated ensemble has a constant number of each species
(see Figure 3.1). [12] In other words, the driving force for nucleation is not held constant,
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Figure 3.1: Diagram that shows that supersaturation changes as a nucleus grows in
closed multi-component simulations.
making it incompatible with CNT. In fact, the nucleus can end up growing to a size that
reaches a stable equilibrium with the depleted parent phase. This is qualitatively different
from CNT, which models nucleation as an irreversible non-equilibrium transition.
To overcome this finite size effect, simulation sizes must either (1) be large enough
that the growth of clusters only negligibly change the composition of the parent phase
or (2) simulations are done using an open ensemble. The first option is often extremely
computationally expensive because the large number of particles. The second option is
traditionally achieved by simulating a grand canonical ensemble (i.e. µV T -ensemble),
which holds the chemical potential of each species constant by coupling the insertion and
deletion of molecules to a chemical potential bath. Since it holds the driving force con-
stant, it is the ideal ensemble to study multi-component nucleation. However, insertion
moves have a low probability of being accepted when the parent phase is a high density
condensed phase.
The alternative open ensemble is the semigrand canonical ensemble, [13] which holds
the total number of molecules constant as well as chemical potential differences. Instead
of particle insertions, the semigrand ensemble mimics an open system by exchanging
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molecules (e.g. swapping a solvent with a solute molecule). If the molecules being
swapped are comparable sizes, the acceptance probability is high and efficient sampling
is easy to achieve.
3.3 Summary
While nucleation is difficult to study with experiments due to the separation of time
scales and small length scale, simulating nucleation has its own difficulties. However, ad-
vances in rare event methods has allowed us to take advantage of the separation of time
scales. We can assume pre-critical nuclei are in quasi-equilibrium with the metastable
state and separately study the dynamics of near-critical nuclei. This separation is re-
flected in the nucleation rate laws which relate the rate to the product of the equilibrium
population of critical nuclei and growth dynamics of near-critical nuclei. We briefly
reviewed the most popular rare event methods to compute equilibrium probabilities:
umbrella sampling. Umbrella sampling uses biased simulations to accurately reconstruct
the entire free energy landscape, including high free energy regions of phase space like the
critical nucleus size. This allows an accurate determination of the equilibrium population
of critical nuclei. We also briefly mentioned the importance in simulating open ensem-
bles to avoid finite size effects. The nucleation driving force varies as a cluster grows
in a closed simulation, making it difficult to compare the results to theories like CNT.
The following two chapters utilize these two methods to study how additives promote
nucleation in simple lattice simulations.
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Chapter 4
Accelerating solute nucleation with
molecular surfactants
4.1 Background
Metastable phases of matter include liquids that can be supercooled without freez-
ing, vapors that can be supercooled without condensing, and solids that can exist as
multiple polymorphs. Some metastable phases can survive for long times because the
more stable phase cannot form without first surmounting an activation barrier for nu-
cleation. Nucleation is a stochastic process that forms the first growing embryo of the
more stable phase. Nucleation and growth from single component systems have been
extensively studied, but there has been relatively little theoretical and computational
work on solute precipitate nucleation. Even fewer studies have focused on nucleation in
Reproduced in part with permission from Poon, G. G., Seritan, S., and Peters, B. (2015). ”A
design equation for low dosage additives that accelerate nucleation.” Faraday discussions, 179, 329-341.
Copyright 2015 Royal Society of Chemistry
Reproduced in part with permission from Poon, G. G., and Peters, B. (2015). ”Accelerated nu-
cleation due to trace additives: a fluctuating coverage model.” The Journal of Physical Chemistry B,
120(8), 1679-1684. Copyright 2015 American Chemical Society
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the presence of additives.
Additives are important in nucleation and growth in many natural and industrial
processes including ice formation, [1–5] pharmaceutical crystallization, [6–8] biomineraliza-
tion, [9–16] and material synthesis. [17–20] For example, pharmaceutical companies use nu-
cleants, growth promoters, and inhibitors to drive the selective crystallization of the
desired polymorph. [21–24] Oil and gas companies invest millions of dollars on inhibitors
to prevent methane hydrates from clogging pipelines. [25–27] Others have investigated ad-
ditives to accelerate gas hydrate formation for gas storage at moderate temperatures
and pressures. [28–31] In biology, salts, metabolytes, and proteins prevent the formation of
urinary stones [32,33] and ice in Antarctic fish. [34–36] Therefore, there is substantial scien-
tific and industrial interest in designing additives for controlling nucleation and growth.
Additives are currently discovered by trial-and-error experiments rather than focused
searches guided by physical models.
Classical nucleation theory (CNT) predicts that nucleation rates are primarily de-
pendent on two competing factors: (1) the bulk chemical potential difference between
the stable and metastable phases and (2) the interfacial free energy between the two
phases. [37,38] The first factor is the nucleation driving force and is often written in terms
of supersaturation (i.e. ∆µ = kBT lnS). The second factor, interfacial free energy, is
directly responsible for the nucleation barrier. Although the nucleation barrier can be
adjusted by modulating supersaturation, we are primarily interested in additives that se-
lectively bind to the nucleus and lower the interfacial free energy. Surface-active additives
can potentially have strong effects on nucleation at trace concentrations.
Most experimental and theoretical research on trace additives focus on crystal growth,
not nucleation. For example, Weissbuch and coworkers have experimentally studied
”tailor-made” stereospecfic promoters and inhibitors that drive the selective crystalliza-
tion of polymorphs. [39,40] Ward and coworkers studied molecular inhibitors that bind
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stereospecifically to growing crystal faces and suppress growth. [33,41] Storr et al. [26] and
Anderson et al. [25] used molecular simulations to compare binding energies of hydrate
growth inhibitors. All of these works investigate the effect of additives on large crystal
surfaces instead of the microscopic clusters present during the nucleation stage.
A few recent theoretical studies investigated the effect of additives on nucleation, but
these did not separately consider the interfacial and solubility contributions to the free
energy barrier. Anwar et al. used short unbiased molecular simulations of a ternary
Leonard Jones (LJ) system (i.e. solute-solvent-additive) to compare nucleation rates for
different additive interaction and size parameters. [42] Duff et al. developed an alchemical
transformation approach to compare the effects of NaCl on the interfacial free energy of
nuclei for two polymorphs of glycine. [43] However, Duff et al. did not compute the effect
of salt on the solubility of glycine in solution, a separately important effect of adding
salt.
This chapter proposes a theoretically-motivated additive design equation that applies
to low dosage nucleation promoters that strongly interact with the solution-precipitate
interface. The equation is motivated by (1) the barrier’s strong dependence on interfacial
tension, (2) the drop in interfacial tension with increasing additive interfacial coverage,
and (3) the increase in coverage with increasing additive concentration. It predicts a
drop in barrier height proportional to trace additive concentration. The proportionality
constant is the product of two measurable quantities: an equilibrium constant for ad-
sorption and the reduction in interfacial tension per unit coverage. These two quantities
are related to each other, so a method to quickly determine either property for a set of
trial additives could help design potent nucleation promoters.
52
Accelerating solute nucleation with molecular surfactants Chapter 4
Figure 4.1: Schematic of the two-step free energy path used to compute the free en-
ergy of a nucleus of size n with m adsorbed additives. Solutes are shown in cyan. The
largest nucleus is shown in violet for clarity. The surfactant additives are depicted as
red/green Janus particles, where the green patch is the patch that favorably interacts
with solutes.
4.2 Theory of thermodynamics: Combining Lang-
muir adsorption with CNT
4.2.1 Full two-dimensional treatment
The change in free energy is a state function and can be computed by constructing
any free energy path that connects the initial and final states. Therefore, we decompose
the reversible work ∆F (m,n) to homogeneously grow a nucleus of n solutes with m
adsorbed additives into a two stage process (see Figure 4.1): (1) the work ∆FCNT(n)
to grow a bare nucleus of size n in solution and (2) the work ∆Fa(m,n) to adsorb m
additives onto the nucleus of size n. If N (m,n) is the number of nuclei of size n with m
adsorbed additives, then
β∆FCNT(n) = − ln N (0, n)N (0, 1) (4.1a)
β∆Fa(m,n) = − ln N (m,n)N (0, n) (4.1b)
53
Accelerating solute nucleation with molecular surfactants Chapter 4
where 1/β = kBT is the thermal energy. Therefore, the free energy landscape corresponds
to the concentration of nuclei of different sizes and coverages relative to the isolated solute
concentration:
β∆F (m,n) ≡ β∆FCNT(n) + β∆Fa(m,n)
= − ln N (m,n)N (0, 1) . (4.2)
∆FCNT(n) is modeled by the classical nucleation theory (CNT) free energy expression
discussed in Section 1.2.1: [37,38,44–47]
FCNT(n) = −n∆µ+ γ0aφn2/3, (4.3)
where ∆µ is the chemical potential difference of the solute in the metastable solution
and in the precipitate, γ0 is the interfacial tension of an uncovered nucleus, φ is a shape
factor such that φn2/3 is the number of adsorption sites, and a is the area per adsorption
site. With the Girshick-Chiu correction, [48,49] the reversible work to grow a nucleus from
monomers (i.e. n = 1) is
∆FCNT(n) ≡ FCNT(n)− FCNT(1). (4.4)
From Equation 4.1b, ∆Fa(m,n) is clearly dependent on the probability P (m|n) of a
size n nucleus having m adsorbed additives. If P (m,n) is the joint probability, then
β∆Fa(m,n) = − ln P (m,n)
P (0, n)
= − ln P (m|n)P (n)
P (0|n)P (n) = − ln
P (m|n)
P (0|n) , (4.5)
because N (m,n) ∝ P (m,n) and P (m,n) = P (m|n)P (n) due to Bayes’ theorem. Equa-
tion 4.2 does not yet make any assumptions on how to model the adsorption of additives.
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However, choosing a model for the adsorption free energy allows us to predict how mean-
ingful parameters affect adsorption behavior. Here, ∆Fa(m,n) is modeled with one of
the simplest statistical models of adsorption: Langmuir-type adsorption. Langmuir-type
adsorption assumes localized adsorption onto uniform surface sites and no interaction be-
tween adsorbed molecules, which are both reasonable assumptions for dilute adsorbates.
Now we will summarize the derivation of ∆Fa(m,n). If each adsorption site is identical
and independent, then
P (m|Ns(n)) = Ns!
m!(Ns −m)! 〈θ〉
m (1− 〈θ〉)Ns−m, (4.6)
where Ns = φn
2/3 is the number of binding sites, θ = m/Ns is the fractional coverage,
and 〈θ〉 is its equilibrium average. Equation 4.6 clearly resembles a binomial distribution,
where 〈θ〉 is the success probability of each binomial trial. Using the Stirling approx-
imation, we can approximate P (m|n) in the small coverage limit (i.e. θ → 0). When
combined with Equation 4.5, the adsorption free energy is approximately
∆Fa(m,Ns) = −NsΦ(θ) +m∆µa(θ), (4.7)
where Φ/a is the surface or spreading pressure, [50]
Φ(θ) ≡ −∂∆Fa
∂Ns
= −kBT ln(1− θ), (4.8)
and ∆µa is the chemical potential difference between adsorbed additives and additives
in solution,
∆µa(θ) ≡ ∂∆Fa
∂m
= kBT ln
[(
θ
1− θ
)(
1− 〈θ〉
〈θ〉
)]
. (4.9)
For equilibrium adsorption in the macroscopic limit, ∆µa = 0 and the chemical
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potential of the adsorbing species at the surface kBT ln[θ/(1−θ)q] is equivalent to that in
the bulk solution kBT ln[〈θ〉 /(1−〈θ〉)q]. [50] If we assume the adsorbant is an ideal solute,
then we can relate the adsorbant chemical potential in bulk solution to its concentration
in solution:
ln
〈θ〉
(1− 〈θ〉)q =
µ◦a(T, P )
kBT
+ lnxa, (4.10)
where q is the partition function for an adsorbed additive, µ◦a is the reference chemical
potential of the additive in solution, and xa is the additive mole fraction in solution.
Equation 4.10 can then be rearranged to produce the Langmuir isotherm: [50]
〈θ〉 = Kxa
1 +Kxa
, (4.11)
where K is the Langmuir constant:
K ≡ qeµ◦a/kBT . (4.12)
For small additive concentrations, Equation 4.11 simplifies to Henry’s law (i.e. 〈θ〉 =
Kxa).
Figure 4.2 shows what a typical free energy landscapes ∆F (m,n) (using Equation
4.2) look like. It is important to note that ∆Fa(m,Ns(n)) 6= ∆Fa(m,n). Equation 4.7
is a continuous representation of the adsorption free energy, so a Jacobian factor J is
needed to map ∆Fa from (m,Ns) to (m,n) coordinates:
∆Fa(m,n) = ∆Fa(m,Ns(n))− kBT lnJ
= ∆Fa(m,Ns(n)) +
kBT
3
lnφn. (4.13)
where J = dNs/dn. If the barrier is large, the Jacobian factor has a negligible effect on
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Figure 4.2: Free energy landscape as a function of number of absorbed additives
(m) and nucleus size (n). The parameters used in Equation ?? are: ∆µ/kBT = 4/3,
γ0a/kBT = 4/3, φ = 6, and 〈θ〉 = 0.05. Mean-field models assume nucleating tra-
jectories follow the θ = 〈θ〉 contour (solid white line). No-additive trajectories follow
classical nucleation theory (dashed white line). The saddle point is approximately at
m‡ = 〈θ〉φn2/3 and n‡ = (2aφγ(〈θ〉)/3∆µ)3.
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Figure 4.3: Plot of change in surface energy ∆γ(θ) due to adsorption according
to Equation 4.14. From light to darker green, 〈θ〉 = 0.02, 0.035, 0.05, 0.065, and
0.08. The black curve corresponds to ∆γ(〈θ〉) = −Φ(〈θ〉)/a, which shows ∆γ for the
minimum free energy path model that assumes equilibrium adsorption (i.e. ∆µa = 0)
in the macroscopic limit.
the free energy surface near the saddle point and will be ignored from now on. However,
it is necessary to recover the no-additive landscape (i.e. ∆F = ∆FCNT) when 〈θ〉 = 0
and the m-coordinate is integrated out.
If we ignore the negligible Jacobian factor, ∆Fa(m,n) scales proportionally to the
surface area of the nucleus aφn2/3. This suggests that we can directly relate ∆Fa(m,n)
to the change in surface energy ∆γ(θ) due to the adsorption of additives (see Figure 4.3):
∆γ(θ(m,n)) ≡ ∆Fa(m,n)
aφn2/3
=
1
a
[−Φ(θ(m,n)) + θ(m,n)∆µa(θ(m,n))] , (4.14)
where θ = m/φn2/3, Φ(θ) is defined by Equation 4.8, and ∆µa(θ) is defined by Equation
4.9. We can better understand the implications of Equation 4.14 if we make a simplifying
assumption: the adsorption of additives to the surface of the nucleus is in macroscopic
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equilibrium (i.e. there is no fluctuations in coverage, θ = 〈θ〉, and ∆µa = 0).1 If we make
this assumption, the change in surface energy becomes
∆γ(〈θ〉) = −Φ(〈θ〉)
a
=
kBT
a
ln(1− 〈θ〉). (4.15)
Since we are primarily interested in the low coverage limit (i.e. 〈θ〉  1), the surface en-
ergy is reduced approximately linearly with coverage: ∆γ ≈ −kBT 〈θ〉 /a. This suggests
that stronger adsorbing additives (i.e. larger values of 〈θ〉) are more effective at reducing
the surface energy.
Equation 4.15 is consistent with the Gibbs adsorption isotherm, which relates the
surface excess Γa of the adsorbant to the change in surface energy:
Γa = − 1
kBT
(
∂γ
∂ ln ca
)
, (4.16)
where ca is the concentration of the adsorbant. If an additive favorably adsorbs to
the surface (i.e. Γa > 0), the surface energy must decrease with increasing additive
concentration (i.e. ∂γ/∂ lnCa < 0). The same qualitative trend is shown in Equation
4.15. If the additive favorably adsorbs onto the surface, increasing additive concentration
increases 〈θ〉 (see Equation 4.11) and therefore decreases the surface energy.
We get our final expression for the free energy landscape ∆F (m,n) by combining
1Macroscopic equilibrium is not always the same as thermal equilibrium. For thermal equilibrium at
both small and large length scales, the probability of a particular state is equal to its Boltzman weight.
However, at large length scales, the probability distribution is strongly peaked at the lowest free energy
state. For small length scales, thermal fluctuations allow the system to explore states around the most
stable state.
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Equation 4.2, 4.3, 4.4, and 4.14:
∆F (m,n) = ∆FCNT(n) + ∆Fa(m,n)
=
{−(n− 1)∆µ+ γ0aφ (n2/3 − 1)}+ {∆γ(θ(m,n))aφn2/3}
= −(n− 1)∆µ+ γ0aφ
[(
1 +
∆γ(θ(m,n))
γ0
)
n2/3 − 1
]
. (4.17)
Equation 4.17 is very similar to the CNT expression for ∆F (n). The only difference is
the (1 + ∆γ/γ0) factor that accounts for the adsorbing additives decreasing the surface
energy. As expected, if there is no change in the surface energy (i.e. ∆γ = 0), we recover
the CNT expression for ∆F (n). It is important to note that we assumed that additives
change the surface energy but have a negligible affect on the chemical potential ∆µ of
the nucleating solute. This is an assumption we can relax by computing the relationship
between the solute activity coefficient and the solution composition.
4.2.2 Minimum free energy path and potential of mean force
Mean field (MF) model
Mean-field approximations simplify models by neglecting fluctuations in one or more
variables. Instead of accounting for the distribution of values that variable(s) can take,
its contribution to the free energy is approximated by a single averaged effect. In the
context of this work, we ignore the fluctuations in additive coverage (i.e. θ = 〈θ〉). [51,52]
This reduces the full two-dimensional landscape to a one-dimensional one along the size
coordinate.
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Ignoring the negligible Jacobian factor, the mean-field free energy is2
∆FMF(n) = −[n− 1]∆µ+ [γ0 + ∆γ(〈θ〉)]aφ
[
n2/3 − 1]
= −[n− 1]∆µ+ [γ0 + kBT ln(1− 〈θ〉)]aφ
[
n2/3 − 1] . (4.18)
∆FMF(n) is the same as ∆FCNT except the surface energy is now γ = γ0 + kBT ln(1 −
〈θ〉)/a. Therefore, the mean-field free energy of a critical nucleus (i.e. dδFMF/dn = 0 at
n = n‡MF), or nucleation barrier, is
∆F ‡MF =
4(γaφ)3
27∆µ2
− [−∆µ+ γaφ]
=
[
4(γ0aφ)
3
27∆µ2
+ ∆µ− γ0aφ
]
− kBT
[
4(γ0aφ)
2
9∆µ2
− 1
]
φ 〈θ〉+ · · ·
= ∆F ‡CNT − kBT
[
3
F ‡CNT
γ0aφ
− 1
]
φKxa + · · · . (4.19)
The second equality is a Taylor series expansion of the first equality around 〈θ〉. Since
we are primarily interested in low coverage situations, we higher order terms are safely
neglected. The third equality comes from a simple substitution using Equation 4.3,
4.4, and 1.6 and predicts an approximately linear drop in barrier heights with increasing
additive concentration x. Equation 4.19 differs from our previous mean-field model which
predicts a different slope when the drop in barrier is plotted as function of Kxa.
[51] This
is because our previous study did not account for the configurational degeneracies of
adsorbed additives that are now included in the spreading pressure.
It is important to note that the mean field model reproduces the minimum free
2Equation 4.18 is not quite what you might expect from looking at Equation 4.17 (i.e. ∆FMF(n) 6=
∆F (m = 〈θ〉φn2/3, n)). This is because doing so would make ∆FMF(1) nonzero. This means that the
reference state (i.e. when the free energy is zero) is not a bare isolated solute, but a solute with a
coverage of 〈θ〉. Since we are specifically interested in situations when the coverage is small, the free
energy discrepancy (i.e. ∆γ(〈θ〉)aφ) is small as well.
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energy path (MFEP). The MFEP is the path that connects two states (usually free
energy minima) via a saddle point and is always parallel to ∇F (i.e. (∇F )⊥ = 0 along
the whole path), where F defines the free energy landscape. In this case, the MFEP
represents the quasi-equilibrium ”path of least resistance” to overcome the barrier and
form a post-critical nuclei. We will also show in Section 4.4 that the MFEP is the
reaction coordinate if the attachment frequency of additives and solutes to the nucleus
are equivalent.
Potential of mean force (PMF)
We improve upon mean-field predictions by using the potential of mean force (PMF)
along the size coordinate. For simulations, this is equivalent to computing the PMF
along the n-coordinate using umbrella sampling or other free energy methods. The
PMF ∆FPMF(n) is estimated by using a quadratic expansion of ∆F (m,n) around the
m = 〈θ〉φn2/3 contour and integrating out the m-dependence.
∆F (m,n) ≈ ∆FMF(n) + 1
2
(
∂2∆F
∂m2
)
MF
δm2 + · · ·
≈ ∆FMF(n)− kBT
2σ2
δm2 + · · · . (4.20)
and integrating out the m-dependence. For small coverages, the predicted drop in barrier
using the PMF is
∆F ‡PMF
kBT
− ∆F
‡
CNT
kBT
= −
[
3
F ‡CNT
γ0a
− φ
]
Kxa − ln
1 + erf
√
φn
2/3
‡ Kxa/2
1 + erf
√
φKxa/2
+ · · · , (4.21)
which includes an additional term not found in Equation 4.19. Sometimes this term
is comparable to the predicted effect of additives using the mean-field model. This is
especially true at very low coverages, where the extra term approximately scales with
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√
Kxa and is often larger than the mean-field term that only scales with Kxa. Therefore
the sum over fluctuations should be included if accurate barriers and rates are required.
4.3 Monte Carlo simulations of Potts lattice gas
4.3.1 Ternary Potts lattice gas (PLG) model
Lattice models enable the investigation of metastable solutions independent of system-
specific chemical details. [53,54] They are frequently used to test new rare event algorithms
and to provide general insight into nucleation but primarily on single component systems.
A number of studies have combined lattice gas simulations with theoretical analyses based
on CNT. [54–57] For example, Pan and Chandler studied the transition state ensemble of
critical nuclei of an lattice gas model and confirmed that cluster size is a reasonable
reaction coordinate for nucleation. [58] Sear used lattice gas models to investigate hetero-
geneous nucleation in pores of different shapes and sizes. [59–61]
The Potts model is a generalization of the lattice gas model with each Potts orien-
tation representing a particular phase or component [62,63] and has been used to study
structural transitions in solids. [64,65] Peters and coworkers developed a binary Potts lat-
tice gas (PLG) model with a lattice gas-like degree of freedom to distinguish between
lattice sites occupied by solutes or solvents and a Potts-like degree of freedom to rep-
resent the orientation of molecules or lattice vectors at each lattice site. [66,67] The PLG
model is a minimal nearest-neighbor model for orientation-specific interactions between
solute-solute, solute-solvent, and solvent-solvent pairs. The interaction parameters can
be tuned to obtain phase diagrams that resemble those of real binary mixtures. The
PLG and closely related models have now been used in studies of phase equilibria, self-
assembly, and several nucleation processes. [66–72]
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The model in this work starts with the PLG and incorporates additives as a third
component. Each lattice site is therefore occupied by either a solute, solvent, or additive
(labeled species k = 1, 2, and 3 respectively) having one of Q = 24 possible orientations.
24 is the number of possible orientations for a cube with 6 distinguishable faces, so for
a cubic lattice, Q = 24 represents the most asymmetric case. [73]3 The PLG Hamiltonian
takes solute-solvent interactions as the zero of energy and sums over all nearest neighbor
solute-solute, solvent-solvent, and additive-solute interactions. Using the notation 〈i, j〉
to denote nearest neighbor pairs, the Hamiltonian is:
βH = βH0 + β∆H (4.22)
where β∆H and βH0 are the additive and additive-free Hamiltonians respectively. The
solute-solute and solvent-solvent interactions are those of the standard PLG model:
βH0 = −
2∑
k=1
∑
〈i,j〉
δm(i),kδm(j),k
[
βGk + βAkδs(i),s(j)
]
(4.23)
where m(i) represents the species at lattice site i, s(i) represents the local orientation of
the molecule at lattice site i, and βGk and βAk are the species-specific and orientation-
specific interaction respectively. βG1 and βG2 stabilize solute-solute and solvent-solvent
pairs respectively and primarily control the solubility of solute in the solvent-rich phase
and solvent in the solute-rich phase. Like neighbors with matching orientations are
further stabilized by βA1 and βA2. For this study, we use the following PLG Hamiltonian
parameters: βG1 = βG2 = βA1 = 1.25 and βA2 = 0. This choice of PLG parameters
results in a weakly soluble solute and a relatively pure solute precipitate identical to the
binary PLG model shown on Figure 1a of Duff and Peters at kBT = 0.8 (see Figure
3Smaller values of Q can be used to represent more symmetric molecules. [74,75] However, we stick
with Q = 24.
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Figure 4.4: The phase diagram for the binary solute-solvent system determined by
two-phase coexistence simulations. All simulations are done at kBT = 0.8.
4.3.1). [66,73]
The additives mimic amphiphilic molecules through interactions that favor adsorp-
tion at the solute precipitate-solution interface. Additive-solvent and additive-additive
interactions are equivalent to the zero energy solute-solvent interactions, making the ad-
ditives sparingly soluble in solution and preventing them from aggregating. Additives
interact with solutes only along the direction of their orientation:
β∆H = −
∑
〈i,j〉
δm(i),3δm(j),1δg(i),n(j,i)βA3 (4.24)
where n(j, i) is the neighbor index of lattice site j with respect to lattice site i which
varies from 1 to 6 for a cubic lattice and g(i) indexes the neighbor to which the orientation
of the additive at lattice site i points. For a cubic lattice, g(i) = mod [Q, 6] + 1 (i.e.
1 plus the remainder of Q/6) also varies from 1 to 6. Therefore, only additives whose
orientation points toward a solute experiences a favorable interaction (see Figure 4.5).
This directional additive-solute interaction mimics the attraction between the head/tail
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Figure 4.5: The additive (blue) only interacts with a neighboring solute if its orien-
tation points toward a solute (red), i.e. g(i) = n(j, i).
group of surfactants and the interface and prevents the nucleating phase from having
many additive inclusions even though their interactions are strong. For this study, we
used five different values of βA3 to investigate the effect of additive binding strength:
βA3 = 2.5, 2.875, 3.125, 3.375 , and 3.75.
4.3.2 Simulation details
In a small closed simulation with fixed composition, a solute nucleus depletes the
solute from its surroundings and consumes the driving force for its own growth. [47,76–79]
Because of these finite size effects, solute precipitate nucleation is best simulated in the
grand or semigrand (open) ensembles. [47,66,67,80] We use semigrand canonical Monte Carlo
(SGMC) (or NT{µi − µr} ensemble) simulations [81] to maintain differences in chemical
potentials of each species and that of the solvent reference species. Our SGMC moves
include (1) local and non-local swaps, (2) orientation flips, and (3) semigrand identity
changes (see Figure 4.6). The first two move types are accepted or rejected using the
standard canonical Metropolis criterion. The acceptance probability for identity changes
from species i to j involves an additional fugacity ratio prefactor. [81]
Free energy landscapes along the nucleus size coordinate n are computed as:
βF (n) = − ln 〈N(n)〉〈N(1)〉 (4.25)
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Figure 4.6: Algorithm of a single random move of a sweep.
where 〈N(n)〉 is the average number of nuclei composed of n solute monomers in the
simulation box. [47,82,83] The size n of each nucleus is computed by counting contiguously
neighboring solutes. However, it is computationally impractical to calculate F (n) using
unbiased Boltzman sampling for high barrier processes due to the exponentially vanishing
probability of visiting higher free energy states. We overcome this issue with umbrella
sampling which imposes a set of artificial biasing potentials to improve sampling of less
probable configurations. [84–86] We use windows of width three units along the nucleus size
n-coordinate with hard walls at the window edges. Each umbrella window is sampled for
at least 500,000 SGMC sweeps to guarantee sufficient sampling.
Compositions of equal driving force
The nucleation free energy barrier depends on both the driving force (or supersatu-
ration) and interfacial free energy. To isolate the effects of the additive on the interfacial
free energy, we prepared compositions of equal driving force. The driving force is mea-
sured by simulating slab growth in a long elongated cell (in this case a 10x10x80 lattice)
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Figure 4.7: The free energy landscape of solute slab growth at different fugacity
ratios with the same driving force for βA3 = 3.75. The driving force ∆µ is estimated
by the common tangent through troughs (dashed line).
which maximizes the volume to surface ratio for a two phase system. The change in free
energy for layer-by-layer slab growth is Fslab(n)−Fslab(n0) = −(n− n0)∆µ. The driving
force is therefore: [87]
∆µ = −∂Fslab
∂n
(4.26)
The set of compositions of constant driving force can be calculated by the following
iterative process:
1. Simulate slab growth using SGMC and calculate the dimensionless driving force
with no additive (β∆µ0) using Equation 4.26.
2. Adjust the additive-solvent (f3/f2) and solute-solvent (f1/f2) fugacity ratio and
repeat Step 1 until the driving force is approximately β∆µ0.
3. Repeat Step 2 for each solute-solvent-additive composition.
Increasing f1/f2 will increase the solute concentration and therefore driving force. In-
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creasing f3/f2 will increase the additive concentration and therefore increase coverage,
lower interfacial tension, and lower barrier height. The four sets of fugacity ratios we
use that have the same driving force are: f1/f2 = 2.25 and f3/f2 = 0, f1/f2 = 2.25
and f3/f2 = 0.01, f1/f2 = 2.258 and f3/f2 = 0.03, and f1/f2 = 2.26 and f3/f2 = 0.05.
These fugacity ratios are used for each metastable state in all other simulations. The
composition of each metastable state is determined using unbiased 500,000 sweep-long
SGMC simulations on a 64× 64× 64 periodic lattice.
Free energy barriers and interfacial tension
We use umbrella sampling to compute the work required to grow a nucleus from size
1 to n on a 32× 32× 32 periodic lattice. [84–86,88] Since the probability of observing more
than one cluster of size n > 4 in our simulation box is negligible, N(n) for values of
n > 4 is approximated by the probability that the largest cluster in the system is of size
n. [82,83] CNT fits of the free energy landscape with Equation 4.3 and 4.4 used to estimate
nucleation barriers and interfacial tension.
Additive adsorption
SGMC simulations are used to estimate the adsorption constant. Simulations are
done on a 64 × 64 × 64 lattice with a 64 × 64 solute sheet. The sheet is not allowed to
grow, dissolve, or change any of its Potts degrees of freedom. Coverage is estimated by
averaging the fraction of lattice sites neighboring the solute sheet that is occupied by an
additive [89] from at least 500,000 SGMC sweeps.
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Figure 4.8: Proportional relationships between (a) additive coverage θ and additive
concentration x and (b) change in interfacial free energy (γ − γ0) /γ0 and θ. Lines
are linear fits constrained to pass through the origin for additive-solute interactions
βA3 = 2.5 (blue), 2.875 (purple), 3.125 (green), 3.375 (orange), and 3.75 (red).
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4.3.3 Results and comparison to theory
Figure 4.8a shows that the average additive coverage θ for a range of average additive
mole fraction x agrees with the predicted Henry’s law behavior at low concentrations.
Figure 4.9 shows the free energy F (n) for the four compositions of equal driving force
for βA3 = 3.75 , which is qualitatively similar for other values of βA3. Interfacial tension
Figure 4.9: The reversible work βF (n) to create a nucleus of size n at different
additive concentrations for βA3 = 3.75 at different binding strengths. The curves are
well described by CNT fits with the constraint that the driving force at each additive
concentration is the same.
βaγφ is obtained by fitting F (n) to Equation 4.3 and 4.4 for each additive concentration
with the constraint that the driving force at each additive concentration is the same.
The proportional relationships in Figures 4.8a and b are consistent with our theoretical
prediction that increased adsorption will lower interfacial tension.
Figure 4.10 shows that Equation 4.21 accurately models our data for all additive-
solute interactions and correctly predicts the data collapse when barrier reductions is
plotted against coverage. Mean-field models that lack the additional term in Equation
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Figure 4.10: The change in free energy barrier as a function of additive mole fraction
or coverage for additive-solute interactions (from light to dark red) βA3 = 2.5, 2.875,
3.125, 3.375, and 3.75. The lines are fits using Equation 4.21 (the predicted potential
of mean force) where Keff is the lone fitting parameter.
4.21 cannot capture the sudden drop in barrier at very small coverages that causes the
non-linear behavior. This suggests that Equation 4.21 should be used by simulations to
predict the effect of additives on barriers.
4.4 Theory of dynamics: Rates and reaction coordi-
nates
We can estimate the effect of additives on the rate JPMF using Equation 4.21 and
the Zeldovich-Frenkel equation: J = csD(n‡)Z exp[∆F ‡/kBT ] where Z is the Zeldovich
factor (2pikBTZ
2 = (∂2∆F/∂n2)‡) and D(n‡) is the phase space diffusion coefficient along
the n-coordinate near the critical nucleus size. For low coverages, the ratio of Zeldovich
factors is
ln
ZPMF
ZCNT
=
3
2
kBT
γ0a
Kxa + · · · , (4.27)
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Figure 4.11: Predicted rate relative to the no-additive rate as a function of average
additive coverage (〈θ〉 = Kxa) using three levels of theory of increasing accuracy:
the mean-field free energy (blue), the PMF along the size coordinate (red), and the
KLBS theory result that uses PMF with Zeldovich and reaction coordinate corrections
(green). We use the same parameters used in Figure 4.2 except for 〈θ〉. Mean field
models under-predict the effect of additives on the rate.
where ZPMF and ZCNT is the Zeldovich factor when additives are and are not added. The
ratio of rates is
ln
JPMF
JCNT
= ln
ZPMF
ZCNT
−
[
∆F ‡PMF
kBT
− ∆F
‡
CNT
kBT
]
, (4.28)
where JCNT is the rate when no additives are added. It is important to note that even
small errors in predicted barriers are exponentiated in rate calculations. This causes
mean-field models to yield large errors in predicted rates (see Figure 4.11). However,
Equation 4.27 and Figure 4.11 show that changes in the Zeldovich factor have a much
less pronounced effect on the rate and can be ignored if the barrier is very large (i.e.
∆F ‡CNT  kBT ).
Equation 4.28 predicts the rate by assuming nucleus size is the reaction coordinate
and projecting the free energy and dynamics onto the n-coordinate. Many studies of
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nucleation in other systems have suggested that nucleus size alone is an adequate reaction
coordinate. [58,66,75,82,83,90–94] However, these were analyses of single component nucleation
without additives. It is unclear whether the extremely slow adsorption of trace additives
needs to be explicity accounted for to properly model the dynamics. Here, we model the
effect of additives on the rate without assuming nucleus size is the reaction coordinate a
priori.
The rate can be calculated directly from the two-dimensional landscape using Kramers-
Langer theory. [95–97] The theory requires a quadratic expansion of the free energy surface
at the saddle point (n‡,m‡):
∆F (n,m) ≈ ∆F (n‡,m‡) + 1
2
 δn
δm

T
H‡
 δn
δm
 , (4.29)
where δn ≡ n − n‡, δm ≡ m − m‡, and H‡ is the second derivative matrix. Kramers-
Langer theory also requires the mobility tensor near the saddle point M‡ to describe the
diffusive dynamics along each coordinate. The mobilities along the m and n-coordinates
are the attachment frequencies of additives and solutes onto the nucleus. If we assume
uncoupled diffusion-controlled attachment, the mobility tensor is
M‡ = 4piR2‡
Dscs
R‡
 1 0
0 Daca/Dscs
 , (4.30)
where Da and Ds are the diffusion constants of the additive and solute, ca and cs are
the concentration of additive and solute, and 4piR‡Dscs is the attachment frequency of
solutes for compact spherical nuclei with a critical radii of R‡. The absolute value of
the attachment frequency is unimportant for our anyalsis but can be estimated using
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simulations. [75,98–101] The steady-state nucleation rate is then
J =
cs
2pi
λ
∣∣∣∣det [ H‡2pikBT
]∣∣∣∣−1/2 exp [−∆F (n‡,m‡)kBT
]
. (4.31)
where −λ is the negative eigenvalue that corresponds to the lone unstable eigenvector of
M‡H‡. [? ] For low additive concentrations (i.e. Daca/Dscs  1),
λ ≈ −4piR‡Dscs
kBT
(
∂2∆F
∂n2
)
‡
≈
(
4piR‡Dscs
kBT
)(
2aφγ0
9n
4/3
‡
)[
1− 3kBT
aγ0
Kxa + · · ·
]
. (4.32)
Equation 4.31 is slightly different from Langer’s result. Langer’s rate expression is for
the decay of the metastable state which includes the entire reactant basin (or all small
nuclei commonly found in the metastable solution). It is often used when the free energy
landscape has largest nucleus size as a coordinate. However, our landscape is built using
CNT which uses population ratios of nuclei of different sizes. By redefining the reactant
state as (m,n) = (0, 1), J in Equation 4.31 is the rate that uncovered solute monomers
grow.
In the spirit of variational transition theory (a theory which owes much to the work
of Bruce Garrett), Berezhkovskii and Szabo demonstrated that the rate calculated using
the PMF along the coordinate that minimizes the rate is identical to the Langer result
in Equation 4.31. [97] That coordinate is both the eigenvector u of H‡M‡ and the true
reaction coordinate. For small coverages (see Figure 4.12),
u ≈
[
aγ0φ
3kBTn
1/3
‡
(
1−
(
1 +
3kBT
aγ0
)
Kxa + · · ·
)
, 1
]T
. (4.33)
The reaction coordinate deviates from the minimum free energy path and tilts toward
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Figure 4.12: Diagram of the reaction coordinate u relative to the nucleus size coordinate n.
the slow coordinate (i.e. number of adsorbed additives). Estimating rates using the PMF
along an arbitrary coordinate e will either overestimate the true rate or equal it if e = u.
This begs an important question: can rates be reasonably estimated if only a PMF along
the size coordinate (not u) is used?
The ratio of the true rate and the estimated rate is calculated using Berezhkovskii-
Szabo theory and the size PMF:
J
JPMF
= λ
(
nTM‡n∣∣nTH−1‡ n∣∣
)−1
, (4.34)
where n = [1, 0]T points along the size coordinate. When additive coverage is small, the
ratio simplifies to
J
JPMF
= 1− 2kBT
aγ0
Kxa + · · · . (4.35)
Equation 4.35 shows that reasonably accurate rate predictions can be obtained from a
one-dimensional analysis using the size PMF as long as additive coverage is low and the
barrier is high (i.e. ∆F ‡CNT  kBT ). This is also demonstrated in Figure 4.11. This
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suggests that simulations likely do not have to explicitly account for the dynamics of
additive adsorption when investigating the effect of additives, which will be both simpler
and less expensive than a full two-dimensional study.
It is interesting to note that Berezhkovskii-Szabo theory still holds in this example of
severe anisotropic mobility. Berezhkovskii and Zitserman showed that, in the anomalous
regime where mobility is severely anisotropic, dynamical trajectories typically avoid the
saddle because the slow coordinate is ”frozen.” [102,103] However, in this special case, both
the position of the saddle and the relative mobility are proportional to the concentration
of additives. So as the relative mobility along the m-direction approaches zero, the
minimum free energy path becomes more like the no additive case where trajectories
moving only in the n-direction pass through the saddle.
4.5 Conclusion
This work develops a theoretical model for the thermodynamics and kinetics of nu-
cleation in the presence of additives that bind to the surface of nuclei. We combined
elements of classical nucleation theory with a statistical model for Langmuir adsorbtion
to derive the free energy as a function of nucleus size and additive coverage. The predicted
relationship between the free energy barrier and additive concentration is consistent with
our semigrand Monte Carlo simulations of a ternary Potts lattice gas model. We also
showed that increasing the additive-solute interaction strength (or binding strength) cor-
responded to an increase in the Langmuir constant, a decrease in the surface energy of a
nucleus at fixed additive concentration, and therefore a decrease in the nucleation barrier.
Therefore, we expect stronger adsorbing surfactants to be better nucleation promoters.
We also developed a simple dynamical model for diffusion controlled attachment of
additives and solutes to nuclei. The model accounts for both the size and dynamics
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of fluctuations in coverage during the nucleation process and computes rates using a
multidimensional Zeldovich-Frenkel equation similar to Langer theory. We compare those
rates to those computed using free energy barriers of free energy landscapes projected
onto the nucleus size coordinate using Kramers-Langer-Berezhkovskii-Szabo theory. This
calculation essentially computes the error in the rate if we ignore the dynamics of the
additive adsorption process.
Simple and convenient mean-field models capture most of the trends, and they may
help devise experiments to screen for potent nucleants. However, the mean-field calcu-
lation ignores the effects of fluctuating coverage, and these effects are significant when
the mean coverage is small. The potential of mean force includes the effects of additive
coverage fluctuations, and thus barriers and rates from the potential of mean force are
more accurate for sparse additive coverages. The full two-dimensional rate calculation
captures the dynamics of additive adsorption, but it gives results which are similar to the
potential of mean force calculation for small additive concentrations. We show that the
potential of mean force model accurately collapses all of our simulation results whereas
their previous mean field model did not. This suggests that the new model may help in-
terpret the kinetics of nucleation in the presence of additives that bind to the precipitate
surfaces.
The hope is that this work will inspire
• Theoretical modeling of experimental nucleation rates for different surface-adsorbing
additives at different concentrations. Unlike empirical models, our theoretical
framework relates changes in nucleation rates to physically meaningful parameters,
such as additive concentration and adsorption constant. The effective adsorption
constant obtained from a fit of rate versus concentration data can be used as a
figure of merit that quantifies the effectiveness of different additives at accelerating
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nucleation. It can also be used to verify if this simple adsorption mechanism is
consistent with the observed kinetics trends.
• High-throughput screening of nucleants. Our model predicts that stronger binding
additives are more effective nucleants. Binding coefficients can be computed much
faster using either molecular dynamics or electronic structure calculations than
nucleation barriers. Even if our model is not quantitatively accurate, the qualitative
trend it predicts can be used to rank promoters from least to most effective. This
can help experiments prioritize their investigation to the most promising promoters.
While we may be years away from these goals, we feel this work is an important first step
in improving how we understand and discover molecular-scale nucleants.
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Chapter 5
Accelerating solute nucleation with
adsorbing oligomeric chains
5.1 Introduction
Solute precipitate nucleation is often influenced by species other than the solute and
the solvent, including small molecules, [1–5] salts, [6,7] surfactants, [8–11] peptides, [12] and
impurities. [13,14] Polymeric additives (e.g. PEG, PVP, HPMC, and PVA) have also been
experimentally shown to enhance or inhibit the nucleation of proteins and small molecule
drugs [15–17], lower or raise the freezing temperature of water, [18,19] and selectively control
polymorph selection during CaCO3 nucleation and crystallization.
[20,21] An understanding
of the mechanisms by which these species influence nucleation rates might guide the
development of tailor designed additives to modify nucleation rates or to selectively
promote nucleation of certain polymorphs. [1,15,22]
Reproduced in part with permission from Poon, G. G., Lemke, T., Peter, C., Molinero, V., and
Peters, B. (2017). ”Oligomeric Nucleants: Simulations of Chain Length, Binding Strength, and Volume
Fraction Effects.” The Journal of Physical Chemistry Letters. Copyright 2017 American Chemical
Society
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Efforts to model the effects of additives began with Sangwal’s semi-empirical models of
metastable zone widths. [23,24] Anwar et al. discovered that additive size and interaction
strength with solutes are important design variables for a promoter and inhibitor. [25]
Their simulations of ternary Lennard-Jones systems showed that amphiphilic additives
with a strong attraction to the nuclei surface decreased the waiting time for solute cluster
formation. Poon et al. [26,27] and van Dongen et al. [28,29] combined Langmuir adsorption
and classical nucleation theory (CNT) to show how adsorbing additives lower the surface
free energy and accelerate nucleation. These theoretical models showed that stronger
surface-binding additives are more effective promoters and predicted specific trends in
free energy barriers.
The model from our previous work is not applicable to oligomeric nucleants because
their adsorption onto surfaces does not follow a Langmuir isotherm. In this work, we
consider the effects of oligomeric additives where each segment of the adsorbing chain
can bind to unoccupied surface sites on the nuclei. The nucleation rate J is
J = A exp
[−β∆F ‡] , (5.1)
where A is a pre-exponential factor, β = 1/kBT , and ∆F
‡ is the maximum of the
free energy as a function of nucleus size. According to CNT, A is proportional to the
attachment frequency. ∆F ‡ depends on the thermodynamic driving force for nucleation
and on the interfacial free energy of the nuclei. [30] Therefore Equation 5.1 suggests that
additives can influence nucleation rates in three ways: by changing the thermodynamic
driving force, by changing the interfacial free energies of nuclei, or by changing the
attachment frequency. [23,31,32] In general, additives must be present in large amounts to
alter the thermodynamic driving force (e.g. by changing solubility limits or freezing
points), although in some cases they can promote nucleation in very dilute solutions
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Figure 5.1: A two dimensional representation of our Potts lattice gas model.
by non-ideal mixing effects. [? ] In this work, we focus on trace oligomeric additives that
lower the interfacial free energy of nuclei by adsorbing to their surfaces. More specifically,
we investigate how different conditions (i.e. chain length, volume fraction, and surface
attraction) affect ∆F ‡ and therefore nucleation rates. We do not consider the effects of
additives on solute attachment (i.e. prefactors) because coverages on critical nuclei do
not closely approach unity for any conditions examined.
5.2 Simulation details of Potts lattice gas model with
oligomeric additive
5.2.1 Hamiltonian
Following previous works, [26,33] we use a ternary Potts lattice gas (PLG) model to
reveal generic design principles. The PLG in this work represents a solution with solutes,
solvents, and dissolved oligomeric additives. Each site i on the 32× 32× 32 cubic lattice
has two properties: a type mi and an orientation si. mi is either 0, 1, or 2 which
indicates that the site is occupied by an oligomer segment, solute, or solvent respectively
(see Figure 5.2.1). Oligomers occupy a series of N connected lattice sites where N is the
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Table 5.1: Pairwise interaction parameter values.
A11 B11 A22 A00 B01 A02
−1.25 −1.25 −1.25 −1.25 −2.5 or −3.0 −1.25
oligomer chain length. In contrast, solutes and solvents only occupy one site. For each
occupant, si can be one of 24 possible orientations (the number of distinct orientations of
a cube), allowing similarly oriented solutes to be more attracted to each other. [34] It also
allows non-isotropic oligomer-solute interactions to ensure chains adsorb onto the cluster
surface without becoming inclusions in the solute precipitate.
The total energy E is the sum of pairwise interactions Umi,mj between nearest-
neighbor sites i and j:
βE =
∑
〈i,j〉
Umi,mj . (5.2)
The pair interactions are defined by species-specific and orientation-specific parameters
Amimj and Bmimj , respectively (see Table 5.1):
βUmi,mj =

A00 if mi = mj = 0
A11 + δsi,sjB11 if mi = mj = 1
A22 if mi = mj = 2
ξijB01 if mi = 0,mj = 1
A02 if mi = 0,mj = 2
0 otherwise
(5.3)
where interactions (in order) are between oligomer segments (bonded and non-bonded),
between solutes, between solvents, between segments and solutes, and between segments
and solvents. All other interactions are zero. The absence of solute-solvent interactions
leads to a nearly pure solute precipitate with poor solubility. [34] ξij = 1 for the 4 orienta-
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Figure 5.2: A solute (blue) only interacts with an oligomer segment (red) if the seg-
ment is ”pointing” toward it (white arrow). The yellow check indicates which solutes
interact with an oligomer segment.
tions that ”point” to neighbor j (see Equation 5.2). Otherwise ξij = 0. For all pairwise
interactions involving at least one solvent site, the energies of these interactions are inde-
pendent of the orientation of either site. However, even though the orientations of solvent
sites do not affect the total energy, explicitly removing their orientations will result in
not properly accounting for the energetically degenerate states of the solvent sites. This
will lead to an underestimation of the density of states and incorrect free energy values.
Therefore, including these rotation moves is necessary to accurately explore the ensemble
of states. The absence of solute-solvent interactions leads to a nearly pure solute precip-
itate with poor solubility. [34] Oligomer segments only interact with solutes it is oriented
toward and therefore are weakly soluble in the bulk solute precipitate. We do not expect
oligomers to be incorporated in nuclei unless growth is fast and far from equilibrium. [35]
ξij = 1 for the 4 orientations that ”point” to neighbor j. Otherwise ξij = 0. We restrict
our study to parameters where the solvent is a good/athermal solvent for the oligomer
by setting A00 = A22 (i.e. Flory parameter χ is zero).
[36,37] We also consider cases where
B01 is large enough that the chains adsorb onto a solute surface. If oligomer segments
are not attracted enough to the surface, an oligomer depletion layer forms because the
entropic cost to confine the chain to the surface outweighs the enthalpy of adsorption.
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5.2.2 Algorithm
We sample the configuration space by accepting or rejecting Monte Carlo (MC) moves
according to the Metropolis criteria. Moves include orientation flips, local and non-local
swaps between solutes and solvents, and four local polymer moves: [38] end rotation, kink
jump, crankshaft, and snake. Semigrand-canonical moves are also used to control the
chemical potential driving force for nucleation. In a small closed simulation, the formation
of a nucleus artificially depletes the dissolved solute concentration and lowers the driving
force, even while nuclei are precritical. [39–42] Therefore solute precipitate nucleation is best
simulated using open, grand or semigrand ensembles. [34,43–45] We use Kofke-Glandt [46]
semigrand moves to swap solutes and solvents and Mu¨ller-Binder [47] semigrand moves
to swap oligomers with either solutes or solvents. These moves maintain the chemical
potential differences between all three species.
Monte Carlo moves
Figure 5.3 summarizes our semigrand Monte Carlo (SGMC) algorithm. A lattice
point is randomly chosen every SGMC move and the randomly chosen move attempt is
selected according to the move proposition probabilities pi, which are chosen to ensure
frequent attempts of each move type and a net acceptance rate around 30 to 70%. The
values of each pi should not affect the final results, but only the algorithm’s efficiency.
The acceptance probability for each move is chosen to enforce detailed balance given the
probability the forward and reverse move is attempted.
Orientation flips involve changing the orientation of the occupant of the lattice point
i to any one of Q = 24 possible orientations:
si ← RandInt[0, 23] (5.4)
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Figure 5.3: Semigrand Monte Carlo algorithm. In our simulations, p0 = 0.9, p1 = 0.5,
p2 = 0.5, p3 = 0.3, p4 = 0.9 and p5 = 0.1. The moves are described in the text.
94
Accelerating solute nucleation with adsorbing oligomeric chains Chapter 5
Swaps involve switching the type and orientation of the occupant of lattice point i with
those of another randomly chosen lattice point j:
(mi, si) ← (mj, sj)
(mj, sj) ← (mi, si). (5.5)
Kofke-Glandt semigrand moves are used to change the identity of the occupant i if it is
either a solute (mi = 1) or solvent (mi = 2):
mi ←

1 if mi = 2
2 if mi = 1
(5.6)
If it is a solute, it is changed to a solvent. If it is a solvent, it is changed to a solute.
These moves are the same as those used in our previous paper [26].
Figure 5.4 show the lattice polymer moves used to explore the many chain confor-
mations. Every chain has two ends: a ”head” and a ”tail.” This distinction is defined
immediately after the chain is added. The other segments are labeled ”inner” segments.
End moves involve swapping an oligomer end with the occupant of a neighboring lattice
of the segment currently bonded to the chosen end (”bend end” move) or with the occu-
pant of a a neighboring lattice of the other end (”slithering snake” move). Inner moves
include rotating two bonded segments around the axis formed by the vector connecting
the two adjacent segments (”crankshaft” move) and moving a kink one segment within
the chain (”kink-jump” move). For all lattice polymer moves, the final position of seg-
ment(s) must be initially occupied by either a solute or solvent. The moves are accepted
according to the traditional Metropolis criteria. [48]
Mu¨ller-Binder semigrand moves are used to change the identity of a chain of connect-
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Figure 5.4: Schematic example of configurational polymer moves and both semigrand
moves (i.e. Kofke-Glandt and Mu¨ller-Binder). For polymer moves, the white X’s mark
the initial position of the segment(s) to be moved, and the red X’s mark the potential
final positions of those segments. For the semigrand moves, the X’s mark the lattice
sites that will change identities. The color of the lattice point represents the identity
of the occupant (i.e. white is solvent, blue is solute, and red is an additive segment).
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ing occupants. All occupants of the chain must have the same identity. If all occupants
are initially solutes or solvents, they are all changed to bonded additive segments. If
all occupants are initially additive segments, they are all changed to either solutes or
solvents with a set probability p5.
Umbrella sampling
We use a rare event strategy to sample the distribution of solute clusters from pre-
critical to post-critical sizes with varying number of bound oligomers. Specifically, we
use umbrella sampling [49] and the multistate Bennett acceptance ratio (MBAR) [50] to
compute the probability P (n˜,m,X) that the largest solute cluster in the simulation
is size n˜ and has m adsorbed oligomers with X segments in contact with the cluster
surface. Clusters are contiguous groups of neighboring solutes. Adsorbed oligomers have
at least one segment that contacts the cluster. Sampling was biased along the n˜ and X
coordinates with harmonic biasing potentials:
Ub(n) =
1
2
kn(n˜− n˜′)2 + 1
2
kx(X −X ′)2, (5.7)
where β(kn, kx) = (0.1, 0.03) are the restraining spring constants and (n˜
′, X ′) is where
the biasing potential is centered. Each window is sampled for at least 500,000 additional
MC sweeps after equilibrating for 10,000 MC sweeps, where a sweep is a series of 323
(i.e. number of lattice points) MC moves. To visualize the nucleation barrier, we project
P (n˜,m,X) onto the two-dimensional Landau free energy surfaces FL(n˜, X) and FL(n˜,m):
βFL(n˜, X) = − ln [P (n˜, X)/P (1, 0)] (5.8)
βFL(n˜,m) = − ln [P (n˜,m)/P (1, 0)] (5.9)
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where P (n˜, X) =
∑
m P (n˜,m,X) and P (n˜,m) =
∑
X P (n˜,m,X).
5.2.3 Justification of a quasi-equilibrium approach
Our simulations and analysis are based on a quasi-equilibrium approach to estimating
changes in nucleation rate. It is possible that very slow diffusion of oligomers can result
in nucleation before an oligomer can adsorb onto the nucleus. This can be addressed by
comparing two time scales: (1) the transition path time of nucleation without the presence
of oligomers and (2) characteristic time for oligomer adsorption. Our quasi-equilibrium
approach should be valid if the adsorption time scale is smaller than that of the transition
time. If we assume diffusion-limited attachment of both solutes and oligomers, then the
transition time approximately scales with log(3.562∆F ‡/kBT )/Dsol, [? ] where ∆F ‡ is the
barrier height and Dsol is the solute diffusion coefficient, and the adsorption time scales
with 1/Dolig where Dolig is the oligomer diffusion coefficient.
Because the two time scales in question will be closer for oligomeric additives than
for our previous study of small molecule (single lattice site) nucleants. However, we
expect the gap in time scales to close slowly because Dolig ∝ N−0.6, where N is chain
length, based on Stokes-Einstein and radius of gyration arguments. Hence it will take
ca. two orders of magnitude in chain length to increase the diffusivity by ca. one
order of magnitude. Based on this semi-quantitative argument, we expect the quasi-
equilibrium assumption to be valid. Also note that our HEN+HON model of nucleation
does not assume the time scale separation between transition path time for a nucleation
event and adsorption of oligomers. Our confidence in the assumption is further buoyed
by the apparent agreement between calculations that do (Muller-Binder) and do not
(HON+HEN) rely on the assumption.
Therefore, a quasi-equilibrium approach should be valid for a sufficiently large bar-
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rier. We also showed in our work on adsorbing surfactants that differences in diffusion
coefficients of solutes and additives likely have little effect on estimated rates if the barrier
is large.
5.3 Results and discussion
5.3.1 Effect of chain length on free energy
Figure 5.5a shows that increasing N in the range of 10 ≤ N ≤ 50 at constant oligomer
volume fraction increases the average surface coverage θ on solute clusters. A long chain
can make more of the contacts that drive adsorption, [51,52] while losing only marginally
more entropy than a short chain. Therefore increasing chain length results in more surface
contacts, larger binding affinity, and lower surface energy.
Multiple chains can adsorb to the nucleus when N is sufficiently large to drive binding
and when free sites remain available on the nucleus surface (see Figure 5.5b and c). For
N = 10, the minimum free energy path (MFEP) follows the traditional CNT mechanism:
growth of a cluster unassisted by an oligomer. However, a small (but not negligible)
fraction of critical nuclei have one adsorbed chain. For N = 30 and 50, the MFEP
shows that nucleation is typically assisted by one or two oligomer(s). Note that a single
adsorbed N = 50 chain covers a large fraction of the available surface sites (see Figure
5.5a). High coverage from the first chain hinders the adsorption of the second chain and
results in a large fraction of the critical nuclei with m = 1 (see Figure 5.5c). For larger
chains (N  50), we expect all transition states to have m = 1 as a single oligomer
covers the surface and excludes additional chains from binding.
The impact of additive adsorption on the rate is estimated by defining a cluster free
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Figure 5.5: (Rows top to bottom) Free energies and histograms for chain lengths
N = 10, 30, and 50 at comparable volume fractions (ϕ × 105 = 1.47, 1.02, and
1.26 respectively). The segment-solute interaction parameter is B01 = −3.0. (a)
βFL(n˜,X). The gray region above the dashed line is where X exceeds the number of
available surface sites (i.e. θ > 1) on a compact cubic cluster of size n˜. (b) βFL(n˜,m).
•, N, and  correspond to transition states for motion along n˜ at fixed values of
m = 0, 1, and 2, respectively. The black line is the minimum free energy path. (c)
Histogram of m in the transition state ensemble. Examples of the most common
critical nuclei (blue) are shown with adsorbed chains (red and yellow).
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Figure 5.6: Cluster free energy (see Equation 5.10) for nucleation with and without
(black) oligomeric additives of different chain lengths (N = 10, 30, and 50) at the
same conditions in Figure 5.5.
energy F (n) analogous to that used in CNT:
βF (n) = − ln [N (n)/N (1)] . (5.10)
where N (n) is the average number of clusters of size n and N (1) is that of dissolved
solute monomers. In contrast to P (n˜) =
∑
m
∑
X P (n˜,m,X), N (n)/N (1) is independent
of system size. [44,53] The free energy barrier ∆F ‡ is defined as ∆F ‡ = F (n‡), where
the critical nucleus size n‡ maximizes βF (n). Figure 5.6 shows that ∆F ‡ is strongly
dependent on the length N of the oligomeric chain when oligomer volume fractions is
held approximately constant. Monomeric additives (N = 1) did not lower the barrier
(within errors), but increasing N to 10, 30, and then 50 reduced the barrier by as much
as 17kBT . Figure 5.5b shows the MFEP on the FL(n˜,m) landscape for each chain length
N . For N = 30 and 50, the value of m along the MFEP jumps discontinuously from 0 to
1, from 1 to 2, etc. Each jump from m to m+1 occurs at a point along n˜ where FL(n˜,m)
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crosses FL(n˜,m+ 1), somewhat like the diabat crossings in a non-adiabatic reaction.
[? ]
Based on Equation 5.1, the enhanced rate J due to oligomeric additives should be
approximately
J = J0 exp
[−β∆∆F ‡] , (5.11)
where J0 = A exp[−β∆F ‡(N, 0)] is the rate without oligomers and ∆∆F ‡ = ∆F ‡(N,ϕ)−
∆F ‡(N, 0) is the difference between the barrier with oligomers of length N at volume
fraction ϕ and the barrier without oligomers.
5.3.2 Effect of binding strength on free energy
∆∆F ‡ also depends on the strength of chain segment-solute interactions B01. For
example, the barrier is reduced by about 8.4kBT when N = 30, B01 = −3.0, and ϕ =
1.0 × 10−5, but the change in barrier is negligible when B01 = −2.5. In other words,
previously effective promoters no longer adsorb and accelerate nucleation for all additive
concentrations studied due to the reduction in oligomer segment-solute attraction. For
N = 50, Figure 5.7 shows the additive still reduces the barrier when B01 = −2.5 but
much less effectively than when B01 = −3.0.
Although we only show two different binding strengths, we feel that we have shown the
extremely non-linear relationship between the nucleation barrier and binding strength.
When B01 is below a threshold value, there is little to no rate enhancement, but above
that threshold value, the rate quickly increases with binding strength. This highlights
what makes adsorbing oligomeric additives different from molecular surfactants like those
studied in the prior section. Relative to molecular surfactants, [26,27] the dependence on
binding strength is exaggerated for oligomers due to cooperative binding of covalently
linked segments. The adsorption of a single segment to the surface makes it highly likely
that a nearby segment (i.e. not too many bonds away) is also adsorbed onto the surface.
102
Accelerating solute nucleation with adsorbing oligomeric chains Chapter 5
Figure 5.7: Barrier reduction −β∆∆F ‡ ≈ ln(J/J0) as a function of ϕ at two chain
segment-solute interaction strengths B01. Results are for chain lengthN = 50. Dashed
lines are mixed HON+HEN model predictions (Equation 5.12).
Therefore, once the binding strength is strong enough to overcome the entropic cost of
confining and distorting the oligomer as it is brought from the solution onto the surface,
the oligomer’s overall binding affinity is very sensitive to the segment-solute binding
strength.
5.3.3 Effect of oligomer volume fraction on free energy
For oligomers with B01 = −3.0, we vary additive volume fraction ϕ by changing
the additive segment-to-solvent fugacity ratios that control the acceptance probability
of oligomer insertion and deletion. As expected from previous work, [26,27] higher ϕ more
strongly promotes nucleation. However, Figure 5.7 and 5.8b show that there are two
distinct regimes that describe the ϕ-dependence of the nucleation barrier. −∆∆F ‡ rises
rapidly at very low ϕ but levels off at larger ϕ.
This qualitative behavior can be understood by modeling chains as heterogeneous
nucleation sites. We call this model the mixed homogeneous/heterogeneous nucleation
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Figure 5.8: (a) Diagram of mixed HON+HEN model. (b) (left) Barrier reduction
−β∆∆F ‡ ≈ ln(J/J0) as a function of ϕ for different chain lengths N for B01 = −3.0.
(right) Same data on a semilog scale. Dashed lines are mixed HON+HEN model
predictions (Equation 5.12).
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(HON+HEN) model (see Figure 5.8a). Imagine dividing the solution into small cells
where the probability distribution for the number of oligomer chains in each cell follows a
Poisson distribution. For very small ϕ, the probability of two or more chains residing in a
cell is prohibitively small, so each cell contains zero or one chain. The fraction of cells with
a chain is then the product of the volume of the cell v and the concentration of oligomer
chains ϕ/vsN , where vs is the volume of an oligomer segment. If the probability of a
nucleus interacting with two or more chains is also small, we can estimate the apparent
rate J as a volume weighted average of nucleation rates in cells with zero or one chain:
J = J0
[
1− vϕ
vsN
]
+ J0
vϕ
vsN
exp
[
β∆F ‡0 − β∆F ‡1
]
, (5.12)
where the first and second terms are the HON and HEN contributions respectively.
∆F ‡0 − ∆F ‡1 is the difference in nucleation barriers in cells with zero or one chain. To
compute ∆F ‡1 , the nucleation barrier is calculated for a system initiated with a single
chain and simulated without Mu¨ller-Binder moves.
Our simulations agree with the model in Equation 5.12 at very low ϕ. However,
significant deviations occur at larger ϕ when the predominant critical nuclei in the fully
open system have more than one adsorbed chain. Therefore, the model of oligomers as
isolated HEN sites only works at very dilute oligomer concentrations. Since ∆F ‡0 −∆F ‡1
increases with increasing N , the HEN barrier may become vanishingly small for very
long chains. HEN events would occur almost instantly on each chain, making the HON
contribution negligible in Equation 5.12. Beyond some chain length (not reached in
our simulations), any further increase of N at constant volume fraction only decreases
the number of cells where nucleation can be promoted, and the rate enhancement J/J0
becomes proportional to vϕ/vsN . Equation 5.12 does not account for the possibility of
multiple nuclei forming on a single chain. However, those nuclei would likely agglomerate
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to form a single particle. Therefore, our simulation results and Equation 5.12 suggest
the existence of an optimal oligomer size at constant oligomer volume fraction.
5.4 Conclusion
Our simulations show that soluble oligomeric additives are more potent nucleants
than their monomeric counterparts, sometimes by several orders of magnitude. Long
oligomers can make more energetically favorable contacts, with only marginally more
entropy losses than short oligomers. Increases in binding strength, chain length, and vol-
ume fraction of oligomers all tend to lower the nucleation barrier and therefore accelerate
nucleation. Unlike our simulation results for molecular-scale nucleants, [26,27] the effects
of oligomeric nucleants are highly nonlinear in concentration. Very small concentrations
have a large effect but only modest additional rate enhancements are obtained from fur-
ther concentration increases. We have provided a mixed homogeneous/heterogeneous nu-
cleation (HON+HEN) model where oligomers act as heterogeneous nucleation sites. The
mixed HON+HEN model explains the nonlinear dependence of the free energy barriers
on oligomer concentration, and it predicts an optimal oligomer chain length at constant
oligomer volume fraction. Further studies are needed to verfiy the optimal chain length
prediction and investigate behavior at high volume fraction where critical nuclei with
multiple adsorbed additives become important.
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Appendix A
Deriving equilibrium probabilities
for semi-grand ensembles
A.1 Kofke-Glandt semi-grand
For the canonical ensemble (fixed niV T ), the partition function is
Z =
∑
states
exp[−βU(state)], (A.1)
where each state has a exp[−βU(state)] statistical weight on Z where U(state) is the en-
ergy of the state (or configuration). This partition function corresponds to the Helmholtz
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free energy, βA, which has the following differential form:
d(βA) = Udβ − βPdV +
c∑
j=0
βµjdnj
= Udβ − βPdV + βµ0dntot +
c∑
j=0
(βµj − βµ0) dnj
= Udβ − βPdV + βµ0dntot +
c∑
j=0
∆µjdnj (A.2)
where species are numbered 0 through c (i.e. j = 0, 1, ...c). Kofke and Glandt showed
how to get the Kofke-Glandt semi-grand free energy βY from βA:
βY = βA−
c∑
j=0
β∆µjnj, (A.3)
which implies the following differential form:
d(βY ) = d(βA)−
c∑
j=0
β∆µjdnj −
c∑
j=0
njd(β∆µj)
= Udβ − βPdV + βµˆ0dntot −
c∑
j=0
njd(β∆µj). (A.4)
Kofke and Glandt [1] showed that the configurational partition function for this ensemble
(fixed ntot∆µiV T ) under the constraint that the number of molecules of each species ni
belongs to the set {nj} = {n0, n1, ..., nc} and has the configuration of a certain ”state”
is
Υ({nj}, state) =
[
c∏
j=0
1
nj!
[qj exp(β∆µj)]
nj
]
exp[−βU(state)]. (A.5)
The inner-most bracketed quantity is the non-canonical contribution to the partition
function of a single molecule of species i. The 1/nj! accounts for molecules of the same
species being indistinguishable. The partition function with only the {nj} constraint is
112
Deriving equilibrium probabilities for semi-grand ensembles Chapter A
just the sum of the previous one over all possible configurations:
Υ({nj}) =
∑
states
Υ({nj}, state)
=
[
c∏
j=0
1
nj!
[qj exp(β∆µj)]
nj
]
Z. (A.6)
Similarly, the full partition function is the sum of Υ({nj}) over all possible sets {nj}:
Υ =
∑
{nj}
Υ({nj}) (A.7)
such that ntot =
∑c
j=0 nj is constant for all sets. We can also rewrite Equation A.7 using
the multinomial theorem:
Υ =
1
ntot!
[Υ1]
ntotZ, (A.8)
where the single molecule non-canonical partition function Υ1 is
Υ1 =
c∑
i=0
[qj exp(β∆µj)] , (A.9)
which is the sum of single molecule non-canonical partition function of type i over all
types. Since each molecule has the same partition function (can be one of the c + 1
types), 1/ntot! is used to account for indistinguishable molecules (which can be one of
the c+ 1 types).
Using the definition of the fugacity and single molecule partition function, we can
show the following:
fj = exp(βµj − βµ0j)
= qj exp(βµj), (A.10)
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fj
f0
=
qj
q0
exp(β∆µj). (A.11)
qj exp(β∆µj) = q0
fj
f0
(A.12)
This is used to simplify Equation A.9 to
Υ1 = q0
c∑
i=0
(
fi
f0
)
. (A.13)
This partition function implies that the equilibrium probability that molecule k is type
j is
P eqk (j) =
(
q0fj/f0
Υ1
)(
exp[−βUk(j)]
Zk
)
, (A.14)
where Zk is the canonical partition function of that molecule:
Zk =
c∑
j=0
exp[−βUk(j)] (A.15)
and Uk(j) is the sum of all interactions with molecule k that is type j (i.e. energy of the
molecule). Therefore the probability that molecule k is type j relative to that of type i
is
P eqk (j)
P eqk (i)
=
fj
fi
exp[−β(Uk(j)− Uk(i))]. (A.16)
A.2 Muller-Binder semi-grand
Muller and Binder modified the semi-grand ensemble to preserve the total number of
segments instead of total number of molecules. To obtain their equilibrium probability
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distribution, we can rewrite Equation A.2 in terms of monomers instead of molecules:
d(βA) = Udβ − βPdV +
c∑
j=0
βµj
`i
dNj
= Udβ − βPdV + βµ0
`0
dNtot +
c∑
j=0
(
βµj
`i
− βµ0
`0
)
dNj
= Udβ − βPdV + βµˆ0dNtot +
c∑
j=0
β∆µˆidNj (A.17)
We can get the Muller-Binder semi-grand free energy βYˆ from βA:
βYˆ = βA−
c∑
j=0
β∆µˆjNj, (A.18)
which implies the following differential form:
d(βYˆ ) = d(βA)−
c∑
j=0
β∆µˆjdNj −
c∑
j=0
Njd(β∆µˆj)
= Udβ − βPdV + βµˆ0dNtot −
c∑
j=0
Njd(β∆µˆj). (A.19)
Equation A.19 is analogous to Equation A.4 (Kofke-Glandt version). Number of molecules
is simply replaced with number of segments, and chemical potentials are simply replaced
with per segment chemical potentials. Therefore, the partition function for this ensemble
(fixed Ntot∆µˆiV T ) is also almost identical to Equation A.8:
Υˆ =
1
Ntot!
[Υˆ1]
NtotZ, (A.20)
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where the single monomer non-canonical partition function resembles Equation A.13:
Υˆ1 = qˆ0
c∑
i=0
(
fˆi
fˆ0
)
. (A.21)
The only difference is that we replace ni with Ni, q0 with qˆ0, and fi with fˆi. The hat
accent just means everything is on a per monomer basis instead of per molecule basis (as
is typical for traditional chemical potentials).
The equilibrium probability for monomer k (not molecule) is type j is very similar to
Kofke and Glandt’s:
P eq{km}(j) =
(
qˆ0fˆj/fˆ0
Υˆ1
)(
exp[−βUˆk(j)]
Zˆk
)
, (A.22)
where Zˆk is the canonical partition function of that monomer:
Zˆk =
c∑
j=0
exp[−βUˆk(j)] (A.23)
and Uˆk(j) is the sum of all interactions with monomer k of type j (i.e. energy of the
monomer). Therefore the probability that the entire set of mtot molecules, {km}, are all
type j is
P eq{km}(j) =
mtot∏
m=1
(
qˆ0fˆj/fˆ0
Υˆ1
)(
exp[−βUˆkm(j)]
Zˆkm
)
=
(
qˆ0fˆj/fˆ0
Υˆ1
)mtot
exp
[
−
mtot∑
m=1
βUˆkm(j)
]
mtot∏
m=1
1
Zˆkm
. (A.24)
Therefore we can describe the probability that all {km} monomers, which are all close
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enough to make a chain, are type j relative to that of type i is
P eq{km}(j)
P eq{km}(i)
=
(
fˆj
fˆ0
)mtot
exp
[
−
mtot∑
m=1
[
βUˆkm(j)− βUˆkm(i)
]]
. (A.25)
If j is the larger chain and `j/`i is an integer, Muller-Binder semi-grand moves involves
changing mtot = `j monomers from either a single molecule of j into multiple molecules
of i or the reverse. Equation A.25 shows that we can think of Muller-Binder semi-grand
moves as just doing `j Kofke-Glandt semi-grand moves if all fugacities are on a per
monomer basis.
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