We show that the de Branges theory provides a useful generalization of the Fourier Transform (FT). The formulation is quite rich in that by selecting the appropriate parametrization, one can obtain spectral representation for a number of important cases. We demonstrate two such cases in this paper: the finite sum of elementary chirp-like signals, and a decaying chirp using Bessel functions. We show that when defined in the framework of de Branges spaces, these cases admit a representation very much similar to the spectral representation of a finite sum of sinusoids for the usual FT.
Introduction
Harmonic analysis, in particular the Fourier Transform (FT), plays a key role in many science and engineering disciplines including signal processing. Besides other alternatives such as the wavelet analysis [1] or the Wigner-Ville distribution [2] , there are also a number of generalizations of the FT such as the fractional FT [3] and the short-time FT, to address cases where the structure of the signal does not allow an easy representation in terms of complex sinusoids. In this letter, we introduce a generalization of Fourier analysis developed by de Branges at the end of the sixties [4] and demonstrate its application to analysis of chirp-like signals as an example (see e.g. [2] , [5] , [6] , [7] ).
The main developments from the de Branges theory that will be needed are reviewed in a short summary in the next section. We then introduce a key theorem that allows for a very rich class generalization of the FT. In Section 3, we demonstrate an example of particular interest, analysis of exponential chirp signals and demonstrate simulation examples including the linear and the frequency-modulated chirps. A new class of chirps is introduced in section 4. These, subsequently called Bessel chirp, can also be interpreted in terms of generalized Hankel transform.
Preliminaries
Let H be a Hilbert space of functions defined on a set Ω ⊂ C. If the point evaluation functional w → F(w) is continuous, then this element of the continuous dual is represented by a single function K(w, ·) such that
Then, H is called a reproducing kernel Hilbert space (RKHS), with reproducing kernel K. A well-known example of a RKHS is the Paley-Wiener space (see e.g. [8] ), which is the image of the set of bandlimited signals
Any such F is an entire function of exponential type at most τ and square integrable on the real line and vice versa. The associated reproducing kernel is given by the transform
The Paley-Wiener theory has many implications in signal processing and it has been extended in various directions [9] , [10] , [11] . The de Branges's theory is one such generalization. In what follows, we present the application of the de Branges theory to the spectral analysis of chirp-like signals.
The Hilbert space theory of entire functions is due to de Branges [4] who developed a generalization of the Fourier analysis at the end of the sixties. Following [12] , the main ingredients may be summarized as follows. Consider the matrix-valued function,
where α(t), β(t), and γ(t) are absolutely continuous real functions such that 1 α (t) > 0 and γ (t) > 0 and α (t)γ (t) − β (t) 2 > 0 for all t > 0. Here, we use the notation
For each complex number z, we denote by X(t, z) = A(t, z) B(t, z) the unique solution of the Cauchy problem
where
For each fixed t > 0, A(t, z) and B(t, z) are entire functions of z, real for z real. Let us now define the function
that we extend for negative t by setting E (−t, z) = E (t, z) = E * (t, z).
and σ(−t) = σ(t), t > 0. Then we have:
, is a RKHS of entire functions, with reproducing kernel
2. There exists a unique nonnegative measure µ on the Borel sets of the real line such that H{E (a, z)} is contained isometrically in L 2 (dµ).
3. The Parseval equality
holds and for any f ∈ L 2 (σdt), the function defined on the real line by
where the integral is to be understood as lim c→∞ c −c , exists in the metric of L 2 (dµ) and (8) holds. Every element of L 2 (dµ) is of this form.
With m(t) = tI where I is the identity matrix, we obtain E (t, z) = e −izt , σ(t) ≡ 1. Then H{E (a, z)} reduces to the classical Paley-Wiener space and (9) is simply the Fourier transform.
We use the given generalized Fourier transform for spectral analysis of chirp signals (see [2] for a clear-cut definition). We first consider exponential-like chirp signals. Next we introduce the Bessel-chirp signals.
Spectral analysis of exponential chirp signals
For τ > 0, let us consider the de Branges space H{E (τ, z)} built from the choice m(t) = ψ(t)I. As one may readily check, the corresponding solution of (4) leads to E (t, z) = e −iψ(t)z with σ(t) = ψ (|t|). The transform (6) then reads as
This decomposition reminds one the so-called chirplet transform [13] , [5] , [6] although there are significant differences. For instance, we will see in §3.1.1 that the transform of 3 an elementary chirp tends to a Dirac pulse (when τ → ∞) as opposed to the chirplet transform. Also, the atoms of the decomposition given here are as simple as possible as shown by the following examples, which can be compared to, e.g. those in [7] , [14] that involve four parameters for the chirplet:
ψ(t) = t 2 linear chirp, t + β sin(t) frequency modulation, with index 0 < β 1 Let K τ (w, z) denote the reproducing kernel of H{E (τ, z)} and recall that the set M of functions of the form
Hence, since K τ (w, z) can also be identified by the transform (10) of E (·, w) (see [15] ), we have:
Hence, we may identify M as the transforms of elements of the form
Before closing this section, note that with E (t, z) = e −iψ(t)z , the reproducing kernel (7) of H{E (τ, z)} is readily given by:
where we recover (2) as expected since we still consider bandlimited signals.
Spectrum lines and linear chirp parameter estimation
As is well known, the spectrum of a finite sum of sinusoids is composed of separate spectrum lines corresponding to different sinusoids. We show that the same holds true with a finite sum of chirp-like signals provided the spectrum is defined in the framework of de Branges spaces. Chirp parameter estimation is therefore possible following the same lines as frequency estimation (see also [16] for estimation based on fast chirp transform or [17] for time-frequency or [18] for time-scale approaches).
To simplify the presentation, without any loss of generality, we consider the linear chirp case. The corresponding function ψ(t) is then given by the second order monomial ψ(t) = t 2 . With w k = θ k + iλ k , the elements ϕ(t) in (13) can be written as
In the sequel, we consider only real values for w k but with a general second-order polynomial for ψ k and also we take into account the presence of noise. So, let y(t) be a noisy sum of linear chirp signals as in
where ψ k (t) = θ k t 2 + ρ k t + η k , for k = 0, . . . , N and b(t) is the additive noise term. We consider the estimation of the parameters θ k , ρ k , η k , α k , k = 0, . . . , N, based on the measurement y(t). A similar estimation problem is studied in [14] (see also [13] , [5] , [6] ) for chirplet decomposition, and in [19] , both using a maximum likelihood approach (see also [20] that uses a least squares method).
Elementary Chirp
Let us first begin with the simple case of a single chirp s(t) = αe −iψ(t) , t 0, with ψ(t) = θt 2 . Because this signal also reads as s(t) = E (t, θ), its transform is given by
Since the reproducing kernel is a sinc function, the parameters α and θ fulfill
Moreover, observe that for ξ ∈ R, K τ (θ, ξ) is the classical Fourier transform of the
Then, noting δ(·) the Dirac distribution, we have
Multiple elementary Chirps
With a signal composed of several elementary chirps, as in s(t) = ∑ k α k e −iθ k t 2 , the preceding analysis shows that the parameters θ k and α k can be obtained from the maxima of | s τ (ξ)|. This is more apparent if, by invoking the preceding remark, we write lim τ→∞ s τ (ξ) = ∑ k α k δ(θ k − ξ).
General case
We now consider the more general case as described in (16) . Each noise-free component is a translated version of an elementary chirp s(t) = αE (t, θ) upon setting
where α = αe −i(η−ρ 2 /4θ) and r = ρ 2θ . Note that the transform (6) is not translation invariant. So as f τ (z) stands for the transform of f (t) with supp( f ) ∈ [−τ, τ], we introduce the notation F τ (z, r) to represent the transform of f (t + r). Let ·, · be the inner product in (20) is thus:
The Cauchy-Schwartz inequality then shows that
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The most general case where we allow w k = θ k + iξ k to live in the complex upper half plane, i.e. ξ k 0 in (15), can be handled with similar arguments.
The noise is assumed to have a covariance function satisfying: for all t 1 , t 2 , E(b(t 1 )b(t 2 )) = Cδ(t 1 − t 2 ) for some constant C > 0. Then, for ω real, we obtain
3.2. Examples
Sum of linear chirps
Let z be fixed. For a given λ real, we compute the transform of y(t + λ) using (10) i.e., we calculate
Assume that the signal y(t) is causal, i.e. y(t) = 0, ∀t < 0 and define
Then, using the change of variable t → −t in (23), one may rewrite Y τ (z, λ) as the convolution
We turn now to the discrete-time setting where only time samples of the observation, y m = y(t m ), are available. We assume a uniform sampling, t m = mT s , m = 0, 1, . . ., with sampling period T s . Let τ = MT s : increasing M improves the resolution as in the classical Fourier analysis. Set λ = nT s and for z fixed, compute the finite sequence
. Then, by a numerical integration method with abscissas t m and weights W m , m = 0, · · · , M, we obtain the approximation of (24):
In all the sequel, we use the trapezoidal method for which W 0 = W M = 0.5, and W m = 1, m = 2, · · · , M − 1. As λ = nT s varies, the sequence { Y τ (z, λ)} reads as the output of the FIR filter with impulse response sequence {g m (z) = W m h m (z)} M m=0 with z fixed. We simulate a signal of the form (16) , with N = 2. The parameters θ k and r k of the polynomial phase functions Since the values of η k are not relevant, we set η k = 0 throughout. We simulate a complex (circular) zero-mean white Gaussian noise sequence for b(t m ), with a signal to noise ratio (SNR) of −5 dB.
We directly verify that the transform (23) is a linear combination of terms like S τ (z, λ − r) in (21) , plus the noise contribution. Now we know from (22) that the modulus of each 6 of these terms attains its maximum at (z, λ − r) = (θ k , λ − r k = 0). We therefore obtain the estimates of the parameters θ k and r k , or equivalently of ρ k . This is illustrated in Figures 1 (a) The three chirps are clearly recovered by the spectral lines. The noise is also represented by the spectral line at frequency θ = 0. Its variance can be also read directly from the plot, in accordance with the Parseval equality (8) . 
Frequency-modulated chirp
In this example, we demonstrate the application of the steps given in Section 3.1.3 for the estimation of real parameters w k and ξ k of the decomposition: 
Conclusion
We present the de Branges's generalization of the Fourier transform and demonstrate its application for the spectral representation of chirp signals. In particular, we note that when defined within the de Branges framework, the representation is similar to that of sinusoids in that it is a sum of spectrum lines. In addition, we introduce a new type of chirp, the Bessel chirp, and present the generalization of the FT for this case.
In the example considered here, for the linear chirp, the representation may be seen as a warped version (change of variables: t → t 2 ) [2] of the monochromatic waves in the regular Fourier analysis. This is immediate because a chirp atom is also a complex exponential function, though one with a more complex phase. However, such a warping interpretation does no longer hold in general since, unless m(t) is a scalar function times a constant matrix, the atom of the decomposition is not an exponential function as can be seen with the Bessel-Chirp example. Therefore, by selecting m(t) from a wide variety of possible forms, one can obtain very rich generalizations of the Fourier transform. Another interesting future topic is signal analysis using the Bessel chirp introduced in this paper, as it admits a rich and attractive way to represent real-world signals. Finally, a more efficient implementation would be desirable, e.g., by using the techniques proposed in [16] for a fast chirp implementation.
