We proposed a simple formula to assess the statistical significance of homologous segments found in comparison of two nucleic acid sequences (Goad and Kanehisa, Nucleic Acids Res. _K^, 247-263, 1982). This paper clarifies the basic assumptions of the formula and its reliability is examined by Monte Carlo calculations. The results were satisfactory for random sequences.
INTRODUCTION
As the nucleic acid sequence data banks have become available, and as various computer programs have been developed, searching sequence homologies has become a routine procedure. Since nucleic acid sequences are composed of only four types of bases, apparent similarities may well be due to matches by chance alone. Therefore, reliable criteria are required to efficiently find biologically interesting features from many potential similarities. In our previous paper (referred here as Paper I) describing the algorithm for finding locally homologous subsequences In two longer sequences, we proposed a simple formula to assess the statistical significance of sequence similarities. The formula is based on the assumption that the appearance of four types of bases is random, which may not be a valid assumption in biological sequences. Yet the random assumption bears a practical use in the process of screening numerous potential homologies according to well-defined criteria. This paper clarifies the underlying assumptions of the formula and explores the range of validity by Monte Carlo calculations.
The formula is then applied to the graphic display version of the Goad-Kanehisa algorithm, which visually helps to identify global and local homology alignments. Implementation of this formula is straightforward in any search algorithms and costs almost no computation time.
HOMOLOGY SEARCH ALGORITHM
The Goad-Kanehisa algorithm is based on the induction nethod first proposed by Needleman 
MONTE CARLO SIMULATIONS Perfect matches
By assigning high penalties for mismatches and deletions, for example, a " 8 " 100, the algorithm can be used to find perfect matches. The second column of Table 1 shows the result of this search in 100 pairs of random sequences, each containing 1,000 bases, with even compositions of A, C, G, and T (252 each). According to our formula presented in Paper I, the probability of finding m perfect matches in comparison of two random sequences is
where p is the average probability of base match when one base is randomly drawn from one sequence and another base from the other sequence. It is calculated from the sum of products of respective compositions of the two sequences, therefore, p ° 0.25 in this simulation. Then, how do the numbers shown in Table 1 
Imperfect matches containing mismatches
Next, we searched imperfect matches for the same set of random sequences with the parameters a ™ 2 and 8 " 100, which effectively prohibit all deletions but allow a few mismathes. The result is shown in the left half of Table 2 . Clearly the numbers of perfect matches have decreased from those ln Table 1 , simply because some shorter matches have been extended by allowing a few mismatches in the optimization process. When an alignment of length 1 contains in matches and r mismatches, all possible combinations of m and r can be written as -1 (2) where q -1 -p is the average probability of base mismatch. However, we define a subsequence alignment of length I as that having matches on both ends, otherwise it is classified as a shorter length alignment. Therefore, as an extension of Eq. (1) the probability of finding a local homology alignment with m matches and r mismatches is
Note again that this' is not the probability of finding only optimal # of Matches 5 6 Given the number of allowable mismatches r, the program tallies all alignments starting at all possible matches and ending at all other possible matches.
Thus, the adjacent positions of each end (which is always a match) of the alignment counted can be either a match or a mismatch.
The program was applied to the same set of random sequences, and the results for r " 0, 1, and 2 are shown in the right half of Table 2 . Note that when r » 0 the result is exactly the same as that shown in column 3 of Table 1 , which was obtained by the optimization program. These numbers for all possible alignments, optimal Q and non-optimal, divided by 10° are plotted in Fig. 1 . Thus, the calculated probability, Eq. (3), is in excellent agreement with the normalized frequency of observation.
Then, how do we interpret the numbers for optimal alignments shown in the left half of Table 2 , which apparently do not follow Eq. (3)? It must be emphasized that the optimization procedure is a biased sampling procedure. In fact, this was already the case in the previous perfect match simulation; only the longest matches were sampled. The intrinsic probability of finding an alignment of m matches and r mismatches is generally quite different from the actual probability of finding It by using a given optimization algorithm. The latter probability can vary widely depending on the algorithm and even on the choice of parameters with the same algorithm. If we had used a ™ 1.5 instead of 2 in the Goad-Kanehisa optimization, we would have obtained a diffrent set of numbers for the left half of Table 2 . However, for the right half, the numbers should remain the same because It is determined by the sequences being compared, and not by the algorithm for finding optimal alignments.
Because the optimization algorithm favors better alignments, the frequency of observing alignments with larger numbers of mismatches decreases rapidly to zero as shown in Table 2 . Therefore, if the observed frequency of optimal alignments in Table 2 is plotted against the calculated probability of Eq. (3), the data points would not apparently fall on a straight line. But Eq. (3) can still be used empirically to calibrate the probability of finding optimal alignments. As shown in This does not lean that the deletion was drawn with probability v and the other partner happened to be G. Rather, the deletion was made because T did not match with G, or C did not match with G. In fact, the mechanism of creating deletions is quite complex and depends very much on the algorithm.
In paper I we considered the introduction of deletions as the Increased possibility of juxtaposition through combinatorics. We counted all possible "positions" where deletions can be created; namely, we did not consider any sequence Information around deletions. Thus, the extension of Eqs. (1) and (3) is Figure 5 . Good local homology alignments of SV4O and polyoma virus sequences which were found outside the major diagonal alignments.
random assumption ia probably more than what Eq. (5') suggests. Fig. 5 shows some of the good off-diagonal alignments of SV40 and polyoma, which appear outside the functionally related, i.e., early and late, alignments.
The negative numbers in the output indicate complementary base positions of the original numbering. Thus, the Goad-Kanehisa algorithm is useful for both detailed base-by-base inspection (Fig. 5 ) and global inspection (Figs. 3 and 4) of two sequences. It can also be used to search homologies against the database with a given threshold value of Eq. (5').
DISCUSSION
One of the sources of confusion about interpreting the probability formula is what we mean by probability.
The question often asked is the probability of finding the "best" alignment, global or local, of two sequences.
Namely, the probability is closely associated with the optimization procedure. If the procedure is different the probability can be different because the meaning of "best" is different.
In contrast, the question we ask involves all possible alignment configurations that are intrinsically determined by the two sequences being compared.
We emphasize the practical use of Eq. (5 1 ) based on such considerations.
Biological sequences contain various non-random features. For example, the third position of degenerate codons is often favored by specific bases, which is reflected in the tendency of periodic appearance of specific bases at Although the formula gives satisfactory results for random sequences, the probability value itself should not be taken too seriously. Especially, note the tendency that the approximation becomes worse for larger values of g and g 2 ; the value of Eq. ( 5 1 ) can exceed unity. A safe approach is to first find good local alignments with high penalties for deletions and then identify long deletions by global inspection of the alignments on the graphic display.
