Missing data in long-term eddy covariance measurements of latent heat flux produce errors in the estimation of evapotranspiration and the water budget. Because no standard method of gap filling has been widely accepted, identification of optimal filling methods for gaps is crucial for determining total evapotranspiration. In this study we evaluate the application of a Kalman filter for filling gaps in latent heat flux data collected from an agricultural research station. The filtering approach was compared with several gap-filling methods including mean diurnal variation, multiple regressions, 2-week average Priestley-Taylor coefficient, and multiple imputation. The results demonstrated that a Kalman filtering approach developed using the relationship between latent heat flux, available energy, and vapour pressure deficit provides a closer approximation of the original data and introduces smaller errors than the other methods evaluated. Evaluation of the Kalman filter approach demonstrates the efficiency of this technique in replacing data in both small and large gaps of up to several days. #
Introduction
With the proliferation of the eddy covariance system (EC) in the 1980s, direct measurement of evapotranspiration (ET) has become very common (e.g. Aubinet et al., 2000; Baldocchi and Meyers, 1998) . Advantages of this technique are high temporal resolution (e.g. half hourly) and integration of the flux over a relatively large area (footprint length of 100-2000 m). The technique is limited by missing or rejected measurements due to system failures (system/sensor breakdown), maintenance and calibration, and improper weather conditions. Today, FluxNet, a world wide network equipped with eddy covariance flux towers, is operating continuously to collect water vapour and CO 2 fluxes from more than 140 sites around the world . However, approximately 17-50% of the observations in water vapour fluxes are reported as missing or rejected at FluxNet sites (Falge et al., 2001a) .
ET measurements are used in estimation of the water budget at daily, monthly and annual time scales. Consequently, data gaps in observed ET must be accurately filled. Accurate assessment of the water budget is required in many studies including contaminant leaching, water available for plant growth and irrigation scheduling. For example, in studies of nitrate leaching from fertilized agricultural fields to ground water, estimation of drainage often depends on knowledge of ET for water budget estimation (e.g. McCoy www.elsevier.com/locate/agrformet Agricultural and Forest Meteorology 141 (2006) 57-66 et al., 2006) . In many studies, groundwater or soil moisture contributions are estimated as a residual of the water budget equation. Inaccurate estimation of ET perpetuates errors into other aspects of the water budget and its applications. Thus, accurate gap-filling procedures need to be established to provide complete data sets for ET with a minimization of errors.
Numerous methods have been proposed to fill gaps in eddy covariance data but no standard method has been widely accepted. The commonly used methods for filling gaps in water vapour (or latent heat flux) measurements include: the mean diurnal variation method (Falge et al., 2001a,b) , regression methods (Greco and Baldocchi, 1996; Berbigier et al., 2001 ), evaluation of a 2-week average Priestley-Taylor coefficient (Wilson and Baldocchi, 2000; Wilson et al., 2001) , look-up tables (Falge et al., 2001b) and multiple imputation (Hui et al., 2004) .
Results from different gap-filling methods vary widely. Falge et al. (2001b) filled gaps in annual ET using mean diurnal variation and look-up tables for 28 data sets from 18 FluxNet sites and found that the differences in annual ET among methods ranged from À48 to +86 mm per year. Although several gap-filling techniques have been evaluated in replacing missing half hour data (Falge et al., 2001a, b) , they have not been evaluated for longer gaps of order of days. Jarvis et al. (2004) have recently demonstrated the application of a recursive parameter estimation algorithm based on a Kalman filter to fill gaps in CO 2 flux data. An approach similar to this technique may be suitable for water vapour flux. However, the efficiency of this technique has not been examined. The Kalman filter is a data assimilation technique that has been applied in various studies. Williams et al. (2005) used an ensemble Kalman filter to evaluate the carbon budget over a ponderosa pine forest. Other studies have examined the ability of Kalman filters to retrieve the soil moisture profile by assimilation of near-surface soil moisture measurements (e.g. Entekhabi et al., 1994; Reichle et al., 2002) . In a study of the surface energy balance, Boni et al. (2001) applied a Kalman filtering approach to satellite measurements of surface temperature to estimate the components of the energy balance.
In this study we compared several gap-filling techniques including mean diurnal variation, 2-week average Priestley-Taylor coefficient, regression method, multiple imputation, and recursive parameter estimation algorithms based on the Kalman filter for filling gaps in latent heat flux data. Second, we examined the application of recursive parameter estimation algorithms for filling gaps in latent heat flux data in replacing missing values over short and large gaps in data. We also evaluated the efficiency of this technique in improving the annual and monthly estimation of ET.
Materials and methods

Site description and data collection
The experimental site was located at the University of Guelph's Elora Research Station (43839 0 , 80825 0 ), 25 km northwest of Guelph, Ontario, Canada. Data used in this study were collected in 2002 over a 18 ha winter wheat field. Measurement of water vapour flux was conducted with two eddy covariance systems. Each system consisted of a Campbell Scientific CSAT3 threedimensional sonic anemometer and a LICOR-7500 open path CO 2 /H 2 O analyzer. Net radiation (Rn) and soil heat flux (G) were measured using net radiometers (CNR1 Kipp and Zonen, Delft, the Netherlands) and nine soil heat flux plates (five Model HFT-1, Radiation and Energy Balance Systems Inc., Seattle WA. and four Model 610, Thornthwaite Associates, Elmer, NJ). Air temperature (T a ) was estimated from measurements by the sonic anemometer and corrected for vapour density.
Preparation of data
Eddy covariance data
Quality control was applied to the EC data to exclude potentially non-representative flux measurements. Screening criteria for mean velocity ðūÞ, friction velocity (u * ), and wind direction were applied. During times of weak turbulence or low wind speeds, often experienced at night, mixing is weak and the flux is underestimated. Therefore, we rejected measurements with mean wind u < 1 m=s and when the friction velocity u * < 0.1 m/s. To avoid tower shadowing (Lee and Hu, 2002) , periods where the angle between the mean horizontal wind and sonic axis was more than 1508 were rejected.
The two EC systems were mounted on the same tower during the study period, therefore, the data series of two systems were merged to one time series by averaging two data series when they both had data or by using whichever data was available in the event that one system was not operating.
In 2002 the amount of missing data in latent heat flux (lE) was 17% (due to maintenance and system failures). The quality tests discarded 27% of the measured lE data, leading to total gap percentage of 44% in 2002 with 36% for day and 54% for night observations. Fifty-five percent of the total gaps were less than 3 h. There were two long gaps of 7 and 14 days in summer 2002 due to field operations.
Meteorological variables
The climatic variables, including Rn, G, D, T a , were missing 4, 5.5, 17 and 17% of observations respectively, during 2002. Gaps in the T a , Rn, and vapor pressure (e) time series were filled with the temperature, relative humidity and net radiation measurements also available at a nearby weather station (approximately 200 m away). Missing values in G were replaced by using a 20-day running linear regression between G and Rn.
Gap-filling methods
The gap-filling methods examined here include: mean diurnal variation (MDV), multiple regressions (Regr.), 2-week average Priestley and Taylor coefficient (PT), multiple imputation (MI), and two recursive parameter estimation algorithms using a Kalman filter.
In this study we evaluated the recursive parameter estimation algorithms as new approaches to gap filling of ET measurements by comparing it with the other methods. The other filling methods where selected because they are commonly used and they each have some advantage. MDV does not require climatic data, therefore it can be used if meteorological variables are not available. Regr. and PT methods consider the impact of climatic variables on ET and capture the response of ET to climatic forcing. MI also preserves the relationships between lE and climatic variables. Furthermore, this method can impute missing climatic variables and missing lE at the same time and provides a confidence level for each imputed value.
Mean diurnal variation
In this method, a missing observation is replaced by the mean for that time of day based on observations from the previous and subsequent days (Falge et al., 2001a,b) . Derivation of the mean for the missing data depends on the length of the time interval of averaging (window size). A window size of 4-15 days is usually used as the averaging interval. Small window sizes (less than 4 days) were not sufficient to determine a mean from the measurement and not recommended by previous studies (Falge et al., 2001a) . Larger window sizes were not considered, because nonlinear dependence of lE on environmental variables introduces errors through averaging. In this study, an averaging interval of AE7 days for the missing daytime data day, and AE14 days for nighttime data, was found to create the lowest errors, and was therefore used in this study.
Multiple regression
In this method a multiple regression relationship was established between latent heat flux and its main controlling factors including available energy (Rn À G) and vapour pressure deficit (D), for some period around the missing data. The resulting equations were then used to fill the missing latent heat flux values. In this study, a regression relationship for each missing value was calculated using the data from the adjacent AE10 days (where AE10 days resulted in the highest determination). If the coefficient of determination (R 2 ) was greater than 0.5, the resulting equations were used to fill the gap, otherwise the gap remained unfilled. For long gaps (gaps larger than 5 days), data from a window of AE20 days were used.
Two-week average Priestley and Taylor coefficient
Missing measurements of half hourly latent heat flux were estimated using the product of equilibrium evaporation for the half hour and the 2-week average Priestley and Taylor coefficient (Wilson and Baldocchi, 2000; Wilson et al., 2001) . Equilibrium evaporation was obtained using lE eq ¼ ðD=ðD þ gÞÞðRn À GÞ, where D is the slope of saturated vapour pressure with temperature (K), g the psychrometric constant and l is the latent heat of vapourization. For each missing value of lE, the total measured lE and estimated lE eq were obtained during a 2-week period before and after the missing value of lE and the Priestley and Taylor coefficient (a ¼ lE=lE eq , Priestley and Taylor, 1972) was calculated. At the time of the missing lE measurement the product of a and lE eq was used to estimate missing lE following Wilson and Baldocchi (2000) .
Multiple imputation
Multiple imputation (MI) is a statistical technique for analyzing incomplete data sets (Hui et al., 2004) . In this technique, the missing entries of the incomplete data sets are imputed m times. The variation among the m imputations reflects the uncertainty with which the missing values can be predicted from the observed ones. In order to generate imputations for the missing values, a probability model must be imposed on the complete data set (observed and missing values). Once the model is selected, mean vector and covariance matrices of the incomplete data set can be generated using the expectation and maximization algorithm (EM). The EM algorithm is a common technique for fitting models to incomplete data and estimating mean and covariance matrices (Rubin, 1987; Schafer and Olsen, 1998) . Then a data augmentation algorithm uses the initial values obtained from the EM algorithm and generates the imputed values. Further details of this method are given in Hui et al. (2004) and Schafer (1997) .
For this study, we assumed multivariate normal distribution for observed lE and the climatic variables. A number of previous studies (e.g. Schafer, 1997) have shown that MI is robust to violations from the normality of values used in the analysis if the amount of missing values is not large. We examined the assumption of multivariate normal distribution by transforming data using the Box-Cox transformation method provided in SAS software version 9.1 (SAS Institute Inc., 2004) following Hui et al. (2004) . Comparison of the results of transformed data with non-transformed data indicated that the annual estimations changed only slightly (about 0.03%). We also assumed that data were missing at random (MAR). Under this assumption, the probability that data are missing may depend on observed data but not on ones that are missing. This assumption allows us to first estimate the relationships among variables from the observed data, and then use these relationships to obtain unbiased predictions of the missing values from the observed data. This assumption is plausible for the lE data since most of the missing data were due to improper wind conditions (e.g. low u * ) or malfunction of the instruments and only weakly related to lE itself (e.g. when condensation occurs on the gas analyzer). In our evaluation procedure (Section 2.4) this assumption is strictly valid because data are removed randomly.
A matrix of observations of lE and available energy (Rn À G), T a , and D was used to conduct MI analysis. MI analysis was conducted using SAS software version 9.1 (SAS Institute Inc., 2004). The analysis used an EM algorithm (maximum number of iteration used in EM was set to 500) for initial value estimations and five imputations were created using a data augmentation algorithm, Markov Chain Monte Carlo (MCMC). Rubin (1987) and Schafer and Olsen (1998) showed that unless the rate of missing information is very high only a few imputations (3-5) are enough to estimate missing data and there is little advantage to producing and analyzing more than a few imputed datasets. The average of the five imputed values was used to fill each missing observation.
Recursive parameter estimation algorithms
This method is based on the Kalman filter and smoothing techniques developed by Young and coworkers (Young, 1999; Young and Pedregal, 1999; Young et al., 2004) . In this method, the system is described by a proper model with unknown parameters (observation model). Temporal variations of parameters in this model are assumed to be described by a generalized random-walk model (state model). Having introduced these two models, a forward pass filtering (Kalman filter) is applied to the data to predict time variable model parameters. The estimates obtained from the Kalman filter are updated using a backward recursive smoothing algorithm working through the data in reverse temporal order. Based on the type of observation model, different methodologies have been introduced for applying recursive parameter estimation. In this study dynamic linear regression (DLR) and state dependent parameters (SDP) were applied to the lE data using the Captain Toolbox for MATLAB .
In the DLR algorithm, parameters are considered to vary with time. In this study, the regression model was expressed as the relationship between lE, net radiation (Rn), and vapour pressure deficit (D):
Here a(t) and b(t) are the model parameters and j is the regression model error series that is zero mean (white noise). The DLR parameters can be seen as coefficients in the Penman-Montheith equation:
where g Ã ¼ gð1 þ ðr c =r a ÞÞ, r a is the air density, C p the specific heat at constant pressure, r a the aerodynamic resistance, r c the canopy resistance and g is the psychrometric constant.
The stochastic evolution of each parameter in (1) is assumed to be described by the following random walk process (Young, 1999) :
and h a , h b are zero mean, white noise error series. In the SDP algorithm, parameters are dependent on air temperature (T a ) as well as time:
lEðtÞ ¼ aðT a ; tÞðRnðtÞ À GðtÞÞ þ bðT a ; tÞDðtÞ þ zðtÞ
where aðT a ; tÞ ¼ aðT a ; t À 1Þ þ h a ðtÞ;
and h a , h b are zero mean, white noise error series. We assumed that the evolution of the model parameters is nonstationary stochastic as described by a simple random walk process. This ensures that the recursive parameter estimates at any sample time t depends only on data in the vicinity of this sample. This weighting effect has a Gaussian shape which applies the maximum weight at sample time t with declining weight each side. The bandwidth of the Gaussian window is defined by the noise variance ratio (NVR) (NVR = s 2 (z(t))/ s 2 (h(t)). The required NVRs are optimized via maximum likelihood error decomposition introduced by Young (1999) . When using the SDP method the state dependent parameters may vary with T a at a rate commensurate with the temporal variations in the input series, thus a simple random walk cannot be assumed to describe the parametric variation over time. Therefore, before estimation of parameter variation, the time series of lE, Rn, G, and D were sorted with respect to the ascending order of T a . With sorting, the rapid natural variations in the input series are effectively eliminated from the data and a simple random walk process utilized to describe their evolution (Jarvis et al., 2004) .
Evaluation of gap-filling methods
We created random and systematic gaps in the data sets and applied each of the methods to fill these gaps. The analysis used four bimonthly data sets (FebruaryMarch, April-May, June-July and September-November for the 2002 data) with low percentages (25-35%) of missing and rejected data. Daytime and nighttime data were treated separately. Half hourly data were deleted randomly until 20% (about 100-180 data points) of the original daytime data was removed from the bimonthly dataset. Then each of the gap-filling methods was applied to fill these artificial gaps. This procedure was repeated for the nighttime data. To assess the performance of each we examined the potential error associated with each method. Root mean square error (RMSE), coefficient of determination (R 2 ), relative root mean square error (R_RMSE), and relative bias (R_bias) were calculated. The absolute error for each method was calculated as the measured minus the computed value for each artificially missed data and was used to calculate the total RMSE for the each bimonthly data set. It was divided by the mean of lE for the data set to calculate R_RMSE. R 2 was computed between the observed and filled data for each bimonthly data set and R_bias was obtained by dividing the bias by the mean of lE for each data set. The entire procedure was performed three times and the average values reported here. 2 ) were found with the PT method. The smallest agreement coefficients (average R 2 = 0.5) were obtained with MDV. Unlike the other methods MDV, does not consider the impact of meteorological variables on lE so it can be used when meteorological data are not available.
Results and discussion
Results of filling artificial gaps in data
The root mean square errors for nighttime gaps ranged from 5.1 to 38.4 W/m 2 and the agreement coefficients were all less than 0.5. Comparing the different methods, the errors were smallest (average RMSE = 11.3 W/m 2 ) with DLR whereas PT resulted in the largest error (33.7 W/m 2 ). RMSEs are larger during summer and daytime than winter and nighttime, but the fluxes are also larger. Therefore we considered the relative RMSE to make the comparison between different seasons and time. Normalizing the RMSE with the mean of lE for each dataset (relative root mean square error) shows that all gap-filling methods resulted in smaller relative errors (0.1-0.5) during summer (June-July) and spring (April-May) than fall (OctoberNovember) and winter (February-March) (0.3-1.5). Also better agreement between computed and original values was obtained during summer and spring daytime (greater than 70% except for MDV).
R_bias was mostly less than 5% for daytime datasets except for the PT method. This shows that the error introduced by the different methods is essentially random.
The gaps in daytime data during the summer can be filled with smaller relative errors than nighttime and wintertime gaps. The large relative errors associated with filling missing nighttime data is primarily related to the large number of gaps in nighttime data and unreliable measurements during nighttime. However, due to the low nighttime value of lE, the error introduced by application of different filling method may not influence the total annual or monthly estimation of lE significantly.
For the evaluation process, gaps in the data were created randomly. This may not be a true representation of reality because real gaps in data may not be randomly distributed. Most large gaps in the data were due to unsuitable weather conditions or field operations. These gaps may introduce biases by their non-random distribution. Therefore the resultant errors with artificial gaps may not be equivalent to the errors from application of filling methods to the real gaps. To evaluate the application of the gap-filling methods over longer gaps as would be expected from bad weather conditions or instrument failure, in the following section we assess the top three methods (Regr., DLR and SDP) for long gaps on order of few hours to days. Lack of energy balance closure is a common problem in measuring turbulent fluxes with EC technique. It has become generally accepted that the turbulent fluxes (sensible heat and latent heat fluxes) are underestimated by approximately 10-30% relative to estimate of available energy (Wilson et al., 2002; Aubinet et al., 2000) . Closure has not been considered in this analysis, however since the gap-filling methods are essentially interpolative, correcting existing data for closure would produce an equal change in the filled data.
The Kalman filter approach to filling long gaps
This section examines the efficiency of SDP, DLR and Regr. methods in replacing data in large gaps by creating 3, 6, 12, 18 h, and 1, 3, 5 and 7 day gaps in the dataset. As an example, the results for a 3-day gap in May 2002 are shown in Fig. 1 Fig. 3 shows the average RMSE for different gap sizes. As the size of gap increases, mean RMSE of DLR, SDP and Regr. increases. DLR outperformed the other methods for all gap sizes and has the smallest mean RMSE while SDP has the greatest mean RMSE for all gap sizes. The difference in mean RMSE between Regr. and DLR is 6.8 W/m 2 for 3 h gaps and decreases to 3.4 W/m 2 for a gap size of 7 days. In the SDP method, the lE time series are sorted out of temporal order. Jarvis et al. (2004) claimed that in this case the systematic gaps in the time series become much smaller nonsystematic gaps in the sorted temperature space and these smaller gaps can be filled with smaller errors. Therefore, we should expect better estimation of data in longer gaps using SDP. However, in this study the SDP approach gave larger errors for all gap sizes compared to DLR. In the SDP algorithm the time series of Rn, G and D were also sorted with respect to the ascending order of T a . Although there is some correlation of these variables with air temperature, other factors are also significant. The assumption that T a is the dominant control may lead to greater errors in SDP analysis.
Including more variables in the algorithm would increase the complexity of the model and result in large errors comparing to simpler DLR algorithm.
Application of the DLR method provides a very good estimation of missing values in lE since it is able to reproduce most variation in lE due to different factors (e.g. net radiation, vapour pressure). It provides smaller RMSEs (3.4-6.8 W/m 2 , with the lower values for gap sizes of 3 h to 7 days) than Regr. for estimating lE. Similar to the analysis over random gaps, the DLR method was the most accurate for filling the larger artificial gaps.
Estimation of annual and monthly sum of ET
Annual sums of ET were computed by filling the real gaps with the Regr. and DLR methods. Regr. method was applied to data with a window of AE10. Since some gaps were not filled because of low agreement coefficients (mostly in winter time) we repeated the application of Regr. using windows of AE20 and AE30 days to fill data left unfilled by the 10-day window.
The annual estimation of ET was 606 mm by Regr., and it was 585 by DLR which differ by 21 mm (3%). Although the application of Regr. and DLR did not affect the annual sum very much, estimating ET during a shorter period of time might be highly affected by the filling method.
The results for monthly estimation of ET for year 2002 showed that the difference in monthly ET filled by Regr. and by DLR ranged from 1 to 8 mm (0.2-15%) for different months. The absolute difference was small during winter months (0.2-1.5 mm) while it was larger in the growing season (4-8 mm). Therefore, the selection of proper gap-filling method is crucial in estimating monthly ET during growing season.
Summary
Several gap-filling methods were applied to eddy covariance data of latent heat flux from an agricultural site. The methods were evaluated based on their ability to fill artificial data gaps. The recursive parameter estimation approach based on the relation between latent heat flux and available energy and vapour pressure deficit resulted in better estimation of the original data and smaller errors than the MI, PT and MDV, and Regr. methods.
The recursive parameter estimation approach with the DLR algorithm produced the smallest errors for both short and long (hours to days) gaps. The relative errors were smaller for daytime data during the growing season, when ET is high, than for nighttime and winter data. The application of this method can improve the estimation of total ET over a period of time since it results in smaller errors than other methods, assuming no significant bias between missing and present data (MAR is valid).
While the application of different gap-filling techniques does not greatly affect influence the total annual sum, the total ET for shorter periods of time (month or days) can be highly affected by choice of gapfilling technique. Total ET during the growing season, when ET is high, is more sensitive to choice of gapfilling method and so proper selection of a method is crucial at this time. Since the evaluation process based on filling artificial gaps showed that the resultant error with DLR was smaller than with other methods, application of this technique should provide better estimation of total ET, especially over a short period of time and during the growing season.
Due to the efficiency of the Kalman filtering approach in replacing data in both small and large gaps, and providing the best approximation of the original data, the application of this technique is recommended as a gapfilling approach for estimation of total ET, as is further study of these techniques on the other contexts.
