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Introduction
This paper is devoted to the presentation of a generalized probabilistic approach which allows an independent modeling of both model-parameter uncertainties and modeling errors to be performed for computational dynamical models in structural dynamics, structural acoustics, vibration or vibroacoustics, for linear or nonlinear problems. This means that we consider a computational dynamical model of a real system as a selected class of mathematical models [19] , [17] , [26] , [44] , [18] , [36] , [10] , [9] , [20] ) (2) or in directly constructing the probability distribution of the random quantity using the available information and the Maximum Entropy Principle introduced by Jaynes [21] in the context of Information Theory developed by Shannon [40] (see for instance [23] , [22] and for recent developments in this field [48] ).
Concerning model uncertainties induced by modeling errors, it is today well understood that prior and posterior probabilistic models of the uncertain model parameter are not sufficient and do not have the capability to take into account model uncertainties as explained in the context of computational mechanics (see for instance [4] , [41] , [45] , [46] ). Two main methods can be used to take into account model uncertainties (modeling errors).
(i) The first one consists in introducing a probabilistic model of the output prediction error which is the difference between the real system output and the model output (note that such a probabilistic approach of model uncertainties is implemented at the output level of the mean model and not implemented at the operator level of the model). When experiments are available, the observed prediction error is then the difference between the measured real system output and the model output. A posterior probabilistic model can be constructed using, for instance, the Bayesian approach (see for instance [4] ). With such a method, it is usually assumed that the measurement noise is negligible compared with the prediction error. The advantage of such an approach is its simplicity and its efficiency when simultaneously, a lot of experiments are available and the design parameters are fixed. However, such an approach is not really adapted if the design parameters are not fixed but have to run through an admissible set of values in the context of robust design optimization. Another reason is necessity that modeling errors be taken into account at the operator level of the mean model, for instance to take into account the mass and stiffness operators in order to analyze the generalized eigenvalue problem related to a dynamical system. In this case, the output-prediction-error method is not really adapted to take into account modeling errors.
(ii) The second one is based on the nonparametric probabilistic approach of model uncertainties (modeling errors) which has recently been proposed in [41] as another possible way to the use of the output-prediction-error method in order to take into account modeling errors. The nonparametric probabilistic approach consists in directly constructing the stochastic modeling of the operators of the mean computational model instead of introducing a probabilistic model of the prediction errors. The random matrix theory (see for instance [1] and [29] ) is used to construct the prior probability distribution of the random matrices modeling the uncertain operators of the mean model are constructed using again the Maximum Entropy Principle for which the constraints are defined by the available information [41] , [42] , [43] , [45] , [46] . Since the paper [41] , many works have been published in order to validate the nonparametric probabilistic approach of model uncertainties with experimental results (see for instance [7] , [46] , [8] , [12] , [13] , [50] , [14] ) and to extend the theory, in particular, with the introduction of a new set of positive-definite random matrices yielding a more flexible description of the dispersion levels [30] , with the analysis of complex vibroacoustic systems in the mediumfrequency range [13] , [14] , with the analysis of nonlinear dynamical systems for local nonlinear elements [11] , [35] and for distributed nonlinear elements or nonlinear geometrical effects [31] .
It should be noted that the major difference between the two approaches (i) and (ii) described above is due to the fact that the statistical fluctuations of responses generated by the output-prediction-error method are independent of the state variable of the dynamical system while the statistical fluctuations of responses generated by the nonparametric probabilistic approach depend on it. Approach (ii) has been proposed to avoid the difficulty induced in (i). As it has been proven in [41] , [45] and [46] , the nonparametric probabilistic approach has the capability to simultaneously take into account both model-parameter uncertainties and modeling errors. With such an approach, for each random matrix of the stochastic reduced computational model such as the generalized mass matrix for instance, the level of uncertainties induced by both model-parameter uncertainties and modeling errors are controlled by only one dispersion parameter. Consequently, with such an approach, the level of uncertainties for the model parameter cannot be separated from the level of uncertainties induced by modeling errors. In addition, in the nonparametric probabilistic approach and by construction, the mean value of each random matrix is chosen as the matrix of the reduced mean computational model associated with the nominal value. Clearly, this point could be improved in choosing the mean value of each random matrix as the mean matrix of the stochastic computational model induced only by the parametric probabilistic approach of model-parameter uncertainties. Such a method should required again to separate the probabilistic model of model-parameter uncertainties and of modeling errors. This is the reason why, we propose a generalized probabilistic approach of uncertainties allowing both the modelparameter uncertainties and modeling errors to be simultaneously taken into account but in a separate way. This new method allows the prior probability model of each type of uncertainties (model-parameter uncertainties and modeling errors) to be separately constructed and to be separately identified with experiments if experiments are available. In addition, this method will allow the biais of the mean values of the stochastic responses to be decreased. In a first part of the paper, we present the theory, an identification procedure of the dispersion parameters controlling the level of each type of uncertainties when experimental data are available, and a numerical validation. In a second part, we show how the chaos decomposition with random coefficients [51] can be used to represent the prior probabilistic model of random responses of the stochastic computational model. The random germ of the chaos decomposition is related to the prior probabilistic model of model-parameter uncertainties. The random coefficients of the decomposition are related to the prior probability model of modeling errors and then depends on the random matrices introduced by the nonparametric probabilistic approach of modeling errors. It can then be deduced that the chaos are then statistically independent of the random coefficients of the chaos decomposition. Finally, when experimental data are available, a posterior probability model of these random coefficients is proposed using the Bayesian approach.
In order to simply explain all the aspects of this new method, we have chosen to present the developments for the most simple context of structural linear dynamics. The extension to other cases is straightforward in particular:
-for computational vibroacoustics in low-and medium-frequency ranges with modeling errors in the structure, in the acoustic cavity, for the vibroacoustic coupling operator and for insulation schemes (see [13] , [14] ) -for computational nonlinear structural dynamics with local or distributed nonlinear elements [11] , [35] or with nonlinear geometrical effects in the general context of threedimensional nonlinear electrodynamics [31] .
Formulation of a prior generalized probabilistic approach of uncertainties

Introduction of the mean computational model
As explained at the end of Section 1, in order to simply explain the method proposed, we have chosen to limit the developments to computational models of linear dynamical systems made up of a three-dimensional damped fixed structure around a static equilibrium configuration considered as a natural state without prestresses and subjected to an external load. For given nominal values of the parameters of the dynamical system, the basic finite element model is called the mean computational model. In addition, it is assumed that a set of model parameters has been identified as uncertain model parameters. These model parameters are the components of a vector x = (x 1 , . . . , x np ) belonging to an admissible set C par which is a subset of Ê np . The linear dynamical equation of the mean computational model is then written as
in which y = (y 1 , . . . , y m ) is the unknown time response vector of the m degrees of freedom (DOF) (displacements and/or rotations);ẏ andÿ are the velocity and acceleration vectors respectively; f(t; x) = (f 1 (t; x), . . . , f m (t; x)) is the known external load vector of the m inputs It should be noted that the corresponding nonlinear dynamical equation of the mean computational model would have been written as
modeling additional nonlinear damping and restoring forces. As we have explained above, we consider now the linear case taking f NL = 0 and yielding Eq. (1).
Introduction of the reduced mean computational model
There are two main possibilities to construct the reduced mean computational model in the context of the parametric probabilistic approach of model-parameter uncertainties for which parameter x is modeled by a random variable X. The mean value of X will be the nominal value x = (x 1 , . . . , x np ) of the uncertain model parameter x and the support of its probability distribution on Ê np is C par . (1) The first one consists in solving the generalized eigenvalue problem associated with the mean mass and stiffness matrices for x fixed to its nominal value x. We then obtain the elastic modes of the nominal mean computational model which are independent of x and which depend only on x which is fixed. In this case, when x runs through C par , matrices [ Å(x)] and [ Ã(x)] have to be projected on the subspace spanned by the elastic modes of the nominal mean computational model. For very large computational model (m can be several tens of millions) such an operation is not easy to perform with usual commercial softwares which often are black boxes.
(2) The second one consists in solving the generalized eigenvalue problem associated with the mean mass and stiffness matrices for each required x belonging to C par . In this case, the elastic modes of the mean computational model depend on x. In the context of the parametric probabilistic approach of model-parameter uncertainties, we then have to solve a random generalized eigenvalue problem and such an approach is better adapted to usual commercial softwares and allows a fast convergence to be obtained with respect to the reduced order dimension. In addition, some algorithms have been developed in this context for random eigenvalue problems of large systems [33] . In order to limit the developments, we will focus the presentation using this second approach. The extension to the first approach is straightforward from a theoretical point of view (see for instance [41] ). Finally, it should be noted that the random generalized eigenvalue problem can also be considered in a polynomial chaos decomposition for which an efficient approach has been proposed [19] . Such an ingredient can be added without difficulty in the developments presented below but would induce an addition degree of difficulty in the understanding which could mask the ideas of the method proposed.
For each value of x given in C par , the generalized eigenvalue problem associated with the mean mass and stiffness matrices is written as
for which the eigenvalues 0 < λ 1 (x) ≤ λ 2 (x) ≤ . . . ≤ λ m (x) and the associated elastic modes
is the eigenfrequency of elastic mode α (x) whose normalization is defined by the generalized mass μ α (x) and where < u , v >= j u j v j is the Euclidean inner product of the vectors u and v.
For each value of x given in C par , the reduced mean computational model of the dynamical system is obtained in constructing the projection of the mean computational model on the 
in which, generally, [D n (x)] is a full matrix. Consequently, for all x in C par and for all fixed t, the reduced mean computational model of the dynamical system is written as the projection y n (t) of y(t) on À n which can be written as y
n of the generalized coordinates verifies the differential equation,
Development of a prior generalized probabilistic approach of uncertainties
The prior generalized probabilistic approach of uncertainties which is proposed consists in simultaneously used the parametric probabilistic approach of model-parameter uncertainties and the nonparametric probabilistic approach of model uncertainties (modeling errors). In this section, the complete methodology is presented.
2.3.1.
Methodology for the construction of the prior generalized probabilistic approach of uncertainties. Let (Θ, T , P) and (Θ , T , P ) be two probability spaces. The first one will be devoted to the probabilistic model of model-parameter uncertainties using the parametric probabilistic approach and the second one to the probabilistic model of model uncertainties (modeling errors) using the nonparametric probabilistic approach. Let X = {θ → X(θ)} be a random variable defined on (Θ, T , P) and let [G] = {θ → [G(θ )]} be another random variable defined on (Θ , T , P ). The two random variables X and [G] are then independent and their mathematical expectations are such that
If Q = h(X, [G] ) is a random variable defined by a given deterministic transformation h of independent random variables X and [G], then the mathematical expectation of Q is
(1) The first step of the generalized probabilistic approach of uncertainties consists in constructing the probabilistic model of model-parameter uncertainties for which parameter x is modeled by a random variable X defined on probability space (Θ, T , P). Consequently, the generalized matrices in Eq. (5) 
defined on probability space (Θ , T , P ) and belonging to the set of random matrices introduced in [41] and [46] , or in [30] . In order to simplify the presentation, we will limit the developments to the case for which these random matrices belong to the set SE + of random matrices introduced in [46] . The extension to the use of the set introduced in [30] is straightforward. The mathematical expectation of these random matrices must be such that (see the reasons developed in Section 2.3.4), 
defined on the probability space (Θ × Θ , T ⊗T , P ⊗ P ). From Eqs. (8) and (10), it can easily be deduced that 
in which for all fixed t,
n -valued random vector defined on (Θ × Θ , T ⊗T , P ⊗ P ). Thus, for any realization X(θ) of random variable X with θ in Θ, and for any realization
for θ in Θ and x in C par , the realization Y n (θ, θ ; t) of the random variable Y n (t) and the realization Q n (θ, θ ; t) of the random variable Q n (t) verify the deterministic problem
Construction of the prior probability model of model-parameter uncertainties.
The uncertain model parameter x (whose nominal value is x) is modeled by a random variable X = (X 1 , . . . , X np ), defined on probability space (Θ, T , P), with values in Ê np . The unknown probability distribution of X which is denoted by P X is assumed to be defined by a probability
Under the assumption that no experimental data are available to construct p X , the prior model can be constructed using the maximum entropy principle [21] introduced in the context of Information Theory [40] . For such a construction, the available information has to be defined. Since x belongs to C par , the support of p X must be C par and the normalization condition must be verified. We then have,
Since x ∈ C par ⊂ Ê np of x is a nominal value, an additional available information consists in writing that the mean value E{X} of X is equal to x which yields the following constraint equation, In general, an additional available information can be deduced from the analysis of the mathematical properties of the solution of the stochastic computational model under construction. The random solution Q n of the stochastic computational model defined by Eq. (14) must be a second-order vector-valued stochastic process (because the dynamical system is stable) which means that, for all t, we must have E{ Q n (t) 2 } < +∞. In order that such a property be verified, it is necessary to introduce a constraint which can always be written as the equation E{g(X)} = on Ê μ , in which = (γ 1 , . . . , γ μ ) is a given vector in Ê μ with μ ≥ 1 and where
Consequently, the additional available information defined the following constraint equation,
Let C be the set of all the probability density functions p X defined on Ê np with values in Ê + such that Eqs. (17) to (19) hold. The maximum entropy principle consists in constructing p X ∈ C such that
in which the entropy S(p) of the probability density function p is defined by
where log is the Neperian logarithm. Such an optimization problem can be solved as explained in [21] , [23] if n p is very small (one or a few units). For high dimension case (for instance, n p is several tens or hundreds) advanced methodologies such as the methodology presented in [48] must be used. Let [A n (X)] be the random matrix representing any one of the three random matrices
In order that E{ Q n (t) 2 } < +∞ for all t, we will see below that it is necessary that the probabilistic model of X must be such that, for all second-order Ê n -valued random variable Q defined on (Θ, T , P), we have,
in which c p > 0 is a positive finite real constant and where u =< u , u > 1/2 is the Euclidean norm of vector u. The constraint defined by Eq. (22) (20) depends on the free Ê μ -valued parameter . However, parameter has generally no physical meaning and it is better to express in terms of an Ê μ -valued parameter X which corresponds to a well defined statistical quantity for random variable X. In general, X does not run through Ê μ but must belong to an admissible set C X which is a subset of Ê μ . Consequently, p X depends on C par , x and X . Since C par and x are given and since X is a free parameter, we will indicate the dependence in X of p X in writing this probability density function as 
Construction of the prior probability model of model uncertainties (modeling errors).
Let A be the letter M , D or K relatively to the generalized mass, damping or stiffness matrix. In the nonparametric probabilistic approach of both model-parameter uncertainties and model uncertainties (modeling errors) introduced in [41] , the probability model of the statistical fluctuations of the random matrix [A n ] has been constructed around the deterministic nominal value [A n (x)] of the matrix in the nominal computational model. For the generalized approach of uncertainties which is proposed below, since the model-parameter uncertainties are taken into account by the parametric probabilistic approach in introducing the random matrix [A n (X)], only the model uncertainties (modeling errors) must be taken into account by the nonparametric probabilistic approach of uncertainties. This means that the probability model of the statistical fluctuations of the random matrix [A n ] due to the model uncertainties must be constructed around the random matrix [A n (X)] and not around the deterministic nominal value [A n (x)]. Such a construction of the probability model of modeling errors is performed below.
Following the methodology of the construction of the nonparametric probabilistic approach (see [41] , [42] , [46] ), for all x in C par , the construction of the probability model of random
and [K n (x)] defined on probability space (Θ , T , P ) is based on the available information deduced from the fundamental properties of the dynamical system and from additional properties required in order that a second-order stochastic solution exists for Eq. (14) (see [42] , [46] ). These random matrices must be such that, for all x in C par ,
the mean values of these random matrices are defined by Eq. (10) and we must have . Since for all x in C par , the
As shown by Eq. (4), matrices [M n (x)] and [K n (x)] are diagonal but if another projection basis had been chosen these matrices would have been full. Following the construction proposed in Section 2.3.1-(2) and the available information being defined by Eqs. (24), (10) and (25) , for all x in C par , the random matrices [M n (x)], [D n (x)] and [K n (x)] defined on probability space (Θ , T , P ) are statistically independent and each random matrix belongs to the set SE + defined in [46] . Consequently, for all x in C par , these random matrices are written as
in which the random matrices [G Mn ], [G Dn ] and [G Kn ] are the random germs which are defined on probability space (Θ , T , P ), which are statistically independent and which belong to the set SG + defined in [46] and consequently, are random matrices with values in Å + n (Ê). Since the available information defined by Eq. (25) are inequations, the maximum entropy principle which has been used to construct the probability distribution of the random germs in [41] , [42] and [46] , introduces one free parameter for each random germ which can be expressed as a function of a dispersion parameter δ denoting either δ M , δ D or δ K for each one of the three random matrices. Consequently, the probability distributions depend on these dispersion parameters which allow the level of the statistical fluctuations to be controlled.
be the vector of the dispersion parameters belonging to an admissible
The probability distribution of each random matrix
and their algebraic representations useful for generating independent realizations are defined in [46] . Nevertheless, in order that this paper be sufficiently self-contained and in order to simplify its reading, we briefly summarize in the next section the main properties of set SG + .
Ensemble SG
+ of random matrices. This ensemble is defined as the second-order random matrices [G n ], defined on the probability space (Θ , T , P ), with values in Å
The level of statistical fluctuations of such a random matrix is controlled by the dispersion parameter δ > 0 defined by
which must be such that
. The probability distribution P [Gn] of random matrix [G n ] is completely defined in [46] .
The following algebraic representation of the random matrix [G n ] allows a procedure for the Monte Carlo numerical simulation of random matrix [G n ] to be defined. The random matrix [G n ] for which the probability distribution is P [Gn] can be written as
in which [L n ] is an upper triangular random matrix with values in Å n (Ê) such that:
and where U jj is a real-valued Gaussian random variable with zero mean and variance equal to 1; (3) for j = j , the positive-valued random variable [L n ] jj can be written as [L n ] jj = σ n 2V j in which σ n is defined above and where V j is a positive-valued gamma random variable whose probability density function p Vj (v) with respect to dv is written as
Let [A ] be the operator norm of any matrix [A ] belonging to Å n (Ê) and defined by
n . An important mathematical property of ensemble SG + is the following one. For all n ≥ 2, we have
in which C δ is a positive finite constant that is independent of n but that depends on δ. This inequation means that n → E{ [ 
These random matrices which are defined on the probability space (Θ × Θ , T ⊗ T , P ⊗ P ) are second-order random variables and their mean values are given by Eq. (12) . For all θ in Θ and for all θ in Θ , the realization [
The realization X(θ) is constructed with a generator of independent realizations of random variable X whose probability density function p X (., X ) is defined by Eq. (23 Let A denoting M , D or K relatively to the generalized mass, damping or stiffness matrix. For all second-order random variable Q = {(θ, θ ) → Q(θ, θ )} defined on probability space (Θ×Θ , T ⊗T , P ⊗P ) with values in Ê n , it can be proven the following fundamental inequality (non uniform ellipticity condition),
in which c A is a positive finite real constant independent of dimension n. The proof of Eq. (33) is the following. From Eqs. (26) and (32) , it can be deduced that
On the other hand, Eq. (22) yields
These two last equations yield
Applying the Schwarz inequality to the right-hand side of the above equation and using Eq. (30) yields Eq. (33).
Stochastic solution as a second-order stochastic process.
In this section we analyse the time evolution dynamical problem and the associated harmonic problem. E{ f n (t; X) 2 dt < +∞. Using a similar demonstration that the one given in [42] and taking into account the property defined by Eq. (33), it can be proven that, for t in ]0 , T ] and for zero initial conditions , the stochastic solution of Eqs. (13) and (14) is a unique second-order stochastic process. This means that for all t fixed in [0 , T ], we have
in which C 1 and C 2 are positive constants that are independent of n and t but which depend on the dispersion parameters X and G .
(ii) Stochastic solution in the frequency domain. Let u(ω) = Ê e −iωt u(t) dt be the Fourier transform of the time function t → u(t). The harmonic problem associated with Eq. (1) is, for all frequency ω belonging to the frequency band of analysis is B =]0 , ω max ], written as
Consequently, the stochastic time evolution dynamical problem defined by Eqs. (13) and (14) is replaced by the following stochastic harmonic dynamical problem. For all ω in B, construct the m -valued random variable Y n (ω) such that
in which f n (ω; X) = [ φ n (X)] T f(ω; X) and where
} is an n -valued random vector defined on probability space (Θ × Θ , T ⊗ T , P ⊗ P ). As for the stochastic transient solution, it can be proven that, for all ω in B, the stochastic harmonic problem defined by Eqs. (36) and (37) has a unique second-order stochastic solution such that
in which C is a positive constant that is independent of n and ω but which depends on the dispersion parameters X and G . For the numerical Monte Carlo simulation, Eqs. (15) and (16) must be replaced by the following one,
3. Estimation of the dispersion parameters of the prior probability models of the generalized probabilistic approach of uncertainties
In Section 2, we have presented a formulation for a prior generalized probabilistic approach of uncertainties allowing model-parameter uncertainties and model uncertainties (modeling errors) to be separately taken into account in the computational model. Firstly, this formulation introduces a prior probability model p X (x; X ) of random variable X relative to the model-parameter uncertainties and depending of a free dispersion parameter X belonging to an admissible set C X which is a subset of Ê μ . Secondly, this formulation introduces a prior probability model
to an admissible set C G which is a subset of Ê 3 .
If no experimental data are available, then the dispersions parameters X and G must be considered as parameters to perform a sensitivity analysis of the stochastic solution. Such a prior generalized probabilistic approach of uncertainties then allows the robustness of the solution to be analyzed in function of the level of model-parameter uncertainties controlled by X and of the level of model uncertainties (modeling errors) controlled by G .
For the particular case for which a few experimental data exist, we propose a methodology to estimate the dispersion parameters of the prior probability models of uncertainties.
Estimation of the dispersion parameter of the prior probability model of the uncertain model parameter
The first step of the method proposed consists in estimating the dispersion parameter
μ of the prior probability model of the uncertain model parameter in considering that there is no modeling error and consequently in using the stochastic computational model with G = 0 (no modeling errors). The estimation of X must then be performed with observations of the systems which are weakly sensitive to modeling errors and for which experimental data are available. There are several possibilities in the choice of such observations satisfying these criteria. Nevertheless, in order to limit the developments, we will propose only one of the possibilities which is in the framework of experimental modal analysis. Note that for a complex dynamical system, the first eigenfrequencies and the associated elastic modes can be experimentally measured. In addition, if the corresponding computational model is sufficiently large, the first eigenfrequencies predicted with the computational model depend on the model-parameter uncertainties but must not depend on modeling errors (if the fundamental eigenfrequency of the mean computational model cannot reasonably be predicted due to the presence of significant model errors, this means that the mean computational model cannot be considered as a correct model and must be rebuilt).
Let us assumed that the first μ experimental eigenfrequencies ν 
Estimation of the dispersion parameters of the prior probability model of model uncertainties
The second step of the method proposed consists in estimating the dispersion parameter
of the prior probability model of the model uncertainties (modeling errors) in presence of the model-parameter uncertainties estimated in the first step that is to say in using the stochastic computational model with X = opt X . For such an estimation, it is assumed that one experimental frequency response function is available for one or for a few observation points. We then consider the stochastic reduced computational model in the frequency domain defined by Eqs. (36) Ê s -valued random vector of the stochastic computational model. The estimation of G can be performed by using the maximum likelihood method. Since s can be very high, this method requires a big computational effort. We then propose to perform a usual statistical reduced representation (representation similar to the principal component analysis or Karhunen-Loeve expansion) and then to apply the maximum likelihood method to such a reduced representation [50] . 
For each given value of G , Ñ ( G ) and [C ( G )] can easily be estimated by using the stochastic computational model with the Monte Carlo method. We introduce the eigenvalue problem
for which the positive eigenvalues are such that λ 1 
. . belong to Ê s and constitute an orthonormal family of vectors for the Euclidean norm. Let μ be an integer such that 1 ≤ μ < s. We introduce the approximation μ of defined by
in which Z = (Z 1 , . . . , Z μ ) is a Ê μ -valued random variable such that
It is known that the components of Z are second-order centered random variables which are uncorrelated, that is to say, are such that
The order μ of the statistical reduction is calculated in order to get an approximation with a given accuracy ε, independent of μ and G , such that, for all G in C G ,
Consequently, μ must be chosen such that
in which tr is the trace of matrix. In practice, for G given in C G , the dominant subspace of matrix [C ( G )] associated with the μ first largest eigenvalues
is calculated by using an iteration algorithm such as the subspace iteration method. The statistical reduction will be efficient if μ s.
The estimation of G is performed using the maximum likelihood method for the random vector Z = (Z 1 , . . . , Z μ ) whose components are centered and uncorrelated (but dependent) random variables. The Neperian logarithm of the likelihood function is then defined by
in which, for all j in {1, . . . μ }, the probability density function z → p Zj (z ; opt X , G ) depends on the known parameter opt X and on the unknown parameter G which must be estimated. This likelihood function is estimated with the stochastic reduced model. The optimal value opt G of G is then given as the solution of the following optimization problem,
Validation of the prior generalized probabilistic approach of uncertainties
In this Section, we present a validation of the previous theory for which the real system corresponds to the linear elastodynamics of a three-dimensional slender elastic bounded medium for which the mean model is carried out using the Euler beam theory. The question analyzed in this section is not to decide if this choice is good or bad but, assuming that the mean model is constructed using the Euler beam theory, to see how model-parameter uncertainties and modeling errors can separately be identified using a given reference solution relative to the real system.
Designed system
The designed system is a slender cylindrical elastic medium defined in a cartesian co-ordinate system (Ox 1 does not belong to B. We are interested in the transversal displacement along Ox 2 in the plane Ox 1 x 2 of the neutral line at the six observation points P 1 , P 2 , P 3 , P 4 , P 5 and P 6 belonging to the neutral line for which x 1 are 1.875, 3.125, 4.250, 5.000, 6.375 and 9.250 m respectively.
Real system and generation of a reference response by numerical simulation
In this application, no experimental results are available. Consequently, a reference solution of the real system has been constructed (1) in developing a 3D elastic model of the real system defined in Section 4.1, (2) 
Mean model prediction and comparison with the reference response
The mean model, as the predictive model of the real system defined in Section 4.2, is constructed from the designed system defined in Section 4. Figure 2 (left and right) display the frequency response functions for the transversal displacements at observation points P 2 , P 3 , P 4 and P 6 of the neutral line. The mean model prediction is compared to the reference solution. It can be seen, that there are significant differences which are due to the boundary conditions which are not correctly modeled by a simply supported beam but above all, which are due to the presence of elastic modes in the real system (induced by the lateral dimension) which cannot be predicted with the Euler beam theory. This means that there are model-parameter uncertainties but above all there are modeling errors.
Estimation of the dispersion parameter of the prior probability model of the uncertain model parameter
As we have explained in Sections 3 and 4.3, there are two types of uncertainties. In this section, the model-parameter uncertainties of the mean model are taken into account using the parametric probabilistic approach. We used the method presented in Section 3. In order to construct the prior probability model of random variable X using Information Theory (see Section 2.3.3, we need to identify the available information of X which is the following: (i) X is a random variable with values in Ê
The unknown prior probability density function x → p X (x) on Ê with support Ê + of random variable X (prior probability density function) is then constructed by using the maximum entropy principle under the constraints defined by the available information (i), (ii) and (iii). This probability density function depends on the arbitrary constant v which does not have any physical meaning. In this condition, constant v is expressed in function of the dispersion parameter δ X = σ X /x (coefficient of variation of X in which σ X is the standard deviation of X) which allows the level of statistical fluctuations of X to be controlled and yields [46] a Gamma density probability density function which can be written for 0
The identification of parameter δ X is performed as explained in Section 3.1 using the maximum likelihood method for the lowest random eigenvalue Λ 1 for which its probability density function λ → p Λ1 (λ ; δ X ) depends on parameter δ X and which can be constructed with the stochastic model. There is only one known "experimental value" with is the reference value λ approach of uncertain parameter X for which the probabilistic model is defined above with δ X = δ opt X . This stochastic reduced model is constructed with 80 elastic modes of the mean model and is solved by the Monte Carlo method with 1, 000 independent realizations and with a frequency resolution of 1 Hz. The confidence region of the modulus of the random FRF (frequency response function) at each observation point defined in Section 4.1 is calculated by using the sample quantiles [39] with a probability level P c = 0.98. Figure 4 (left and right) and Figure 5 (left and right) display the comparisons between the mean model response predictions, the reference responses of the real system and the confidence region predictions calculated with the stochastic reduced model constructed with the parametric probabilistic approach of modelparameter uncertainties. Figures 4 and 5 show that the confidence region is centered around the resonances of the mean model. This kind of result is general with the parametric probabilistic approach. The confidence region is spanned by the movements of the resonances of the mean model around the nominal values. This is the reason why the parametric probabilistic approach of model-parameter uncertainties does not allow modeling errors to be taken into account. For instance, it can be seen in Figure 4 right that the mean model does not have resonance between 700 Hz and 1, 000 Hz while the real system as many resonances. It can then be seen that the responses of the real system do not belong to the confidence region spanned by the parametric probabilistic approach in this frequency band [700 , 1000] Hz and for the observation point P 3 . The introduction of the nonparametric probabilistic approach of modeling errors coupled with the present probabilistic parametric approach of model-parameter uncertainties will allow the predictions to be improved.
Estimation of the dispersion parameters of the prior probability model of model uncertainties
We consider the stochastic reduced model constructed (1) with the parametric probabilistic approach of uncertain parameter X for which the probabilistic model has been defined (45)). This figure shows that a reasonable value for convergence is reached for μ = 15. The Neperian logarithm of the likelihood function is defined (see Eq. (46)) by
in which, for all j in {1, . . . μ }, the probability density function z → p Zj (z ; δ opt X , δ M , δ K ) depends on the known parameter δ opt X and on the unknown parameters δ M and δ K which have to be identified. This likelihood function is estimated with the stochastic reduced computational model and with the numerical parameters defined above. The optimization problem (see Eq. (47)
is solved by the trial method. We now consider the stochastic reduced model constructed with 80 elastic modes of the mean model and for
The stochastic equation is solved by the Monte Carlo method with 1, 000 independent realizations and with a frequency resolution of 1 Hz. The confidence region of the modulus of the random FRF (frequency response function) at each observation point defined in Section 4.1 is calculated as previously by using the sample quantiles with a probability level P c = 0.98. Observation points P4 (left) and P6 (right).
Representation of propagation of uncertainties using polynomial chaos decomposition with random coefficients
In this section the random response of the uncertain dynamical system is represented using the polynomial chaos decomposition with random coefficients [51] . It should be noted that the decomposition proposed is not usual. With the usual decomposition [16] , the coefficients are deterministic. Presently, we propose to develop the random response in polynomial chaos only with respect to the random variable X relative to model-parameter uncertainties. Consequently, if there were no model uncertainties, the coefficients of such a decomposition would be deterministic. Since there are model uncertainties, these coefficients become random vectors which are statistically independent of X. Consequently, the polynomial chaos decomposition with random coefficients which is proposed allows the propagation of uncertainties to be analyzed in separating the propagation of model-parameter uncertainties from the propagation of model uncertainties (modeling errors).
Polynomial chaos decomposition with random coefficients
Let us consider the random variable X relative to model-parameter uncertainties and introduced in Sections 2.3.1 and 2.3.3. This Ê np -valued random variable defined on probability space (Θ, T , P) has a probability distribution defined by the probability density function p X (x; X ) whose support is C par . It is assumed that there exists a mapping ξ → x = h(ξ)
np such that random variable X can be written as
in which
μ" -valued normalized Gaussian random variable defined on (Θ, T , P) (the components are independent and each component is a centered Gaussian random variable with a standard deviation equal to one).
Let us assume that X and G are given (for instance are equal to the optimal values opt X and opt G ). For θ in Θ and for θ in Θ , let (θ) be the realization of and let X(θ) = h( (θ)) be the corresponding realization of X. Let (θ, θ ) be the realization of the Ê s -valued random variable defined in Section 3.2 and computed in using Eqs. (39) and (40) . From Eqs. (42) and (43) , it can be deduced that the realization of the approximation μ of is written as
in which the components of the realization
For θ fixed in Θ , the polynomial chaos decomposition of the Ê μ -valued random variable Z(., θ ) = {θ → Z(θ, θ )) defined on (Θ, T , P) with respect to the Ê μ" -valued normalized Gaussian random variable defined on (Θ, T , P) is such that 
In Eqs. (51) and (52) 
We then introduce the eigenvalue problem N . For all fixed multi-index , the following approximation A μB of A can be deduced, 
Similarly to Eq. (45), the criterium used for analyzing the convergence of the statistical reduction of B (as a function of the order μ B of the reduction) is written as
The components of H are second-order random variables which are centered and uncorrelated, that is to say, are such that
Substituting Eq. (56) into Eq. (53) yields the following decomposition
in which the vector-valued polynomials j ( ) of the normalized Gaussian vector are such that
Note that Eq. (60) corresponds to the polynomial Chaos decomposition with random coefficients representing the propagation of model-parameter uncertainties (polynomial chaos j ( )) and the propagation of modeling errors (random coefficients H j which verify Eq. (59)). It should be noted that, for all θ in Θ and θ in Θ , the realization of Z given by Eq. (60) is such that
Finally, substituting Eq. (60) into Eq. (42) or Eq. (49) yields the polynomial Chaos decomposition with random coefficients of the approximation μ of stochastic response which is written as
in which the vector-valued polynomials Ï j ( ) of the normalized Gaussian vector are such that, for all j = 0, 1, . . . , μ B , we have
Validation
The configuration, data and results of the example presented in Section 4 are reused below. We then have n = 80 elastic modes for the reduced mean model. The dispersion parameters are δ X = 0.093 for the random variable X (model-parameter uncertainties) and δ M = 0.9, δ D = 0 and δ K = 0.15 for the dispersion parameter of the random matrices (modeling errors). The observation points are P 2 , P 3 , P 4 and P 6 . The frequency band of analysis is ]0 , 1200] Hz and the frequency resolution is 4 Hz (thus, there are 300 frequency sampling points). Consequently, the dimension s of the observation vector is s = 300 × 4 = 1200.
The Monte Carlo numerical simulation is used to solve the stochastic computational model with 20, 000 independent realizations in (θ, θ ) corresponding to n s = 100 realizations in θ and n s = 200 realizations in θ . The theory presented in Section 5.1 is then applied with n p = μ" = 1, with μ = 15 for the reduction order of defined by Eq. H 1 , . . . , H μB ) . The probability density function of with respect to dÜ is p (Ü) = (2π) −μ"/2 exp(− Ü 2 /2). The conditional probability density function p Z|H (z| ) of Z for given H = and the prior probability density function p prior H ( ) of H can be estimated using Eq. (60) and the prior stochastic computational model presented in Section 2.3.7 as explained in Section 5.1. It should be noted that for the construction of p Z|H (z| ), the stochastic solver can be either the Galerkin method with the polynomial chaos [16] or the Monte Carlo method. In addition, as soon as the prior probability density function p prior H ( ) has been estimated, then any probabilistic quantities related to μ can be estimated using Eqs. (49) and (60) and using a random generator of independent realizations for H and as shown by Eq. (63). For instance, the probabilistic quantity of interest is written J = E{ g( μ )} in which g is a given vector-valued function defined on Ê s . Using Eqs. (49) and (60), this quantity can be rewritten as J = E{g(H, )} in which ( , Ü) → g( , Ü) is a given vector-valued function defined on Ê μB × Ê μ" . Consequently, the value of J calculated with the prior probability model ) and can be estimated by
The objective is to propose an approach based on the use of the Bayes method (see for instance [22] , [52] ) to construct a posterior probability density function p
Conclusions
We have presented a new generalized probabilistic approach to take into account modelparameter uncertainties and modeling errors in computational model for structural linear dynamics. This approach can easily be extended to computational linear vibroacoustics and to computational nonlinear structural dynamics. This method allows a prior probability model of model-parameter uncertainties and a prior probability model of modeling errors to be separately constructed. When a few experimental data are available, a procedure for the identification of the dispersion parameters of the prior probability models of uncertainties is proposed. A complete validation has been given and clearly show the advantage of the method proposed with respect to the usual output-prediction-error method. A chaos decomposition with random coefficients has also been proposed to represent the prior probabilistic model of random responses in separating the propagation of model-parameter uncertainties and the propagation of modeling errors in the computational model. Such a construction gives future perspectives to improve the prior probability model of uncertainties in constructing a posterior probability model as soon as experimental data are available.
