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Abstract 
People are  living  longer. With this rise in  life expectancy, a concomitant rise  in morbidity  in  later  life  is 
observed; with conditions including cardiovascular disease (CVD), and cancer. However, ageing and the 
pathogenesis of age related disease, can be difficult to study, as the ageing process is a complex process, 
which affects multiple systems and mechanisms. The aim of this research was two‐fold. The first aim was 
to use mathematical modelling to investigate the mechanisms underpinning cholesterol metabolism, as 
aberrations to this system are associated with an increased risk for CVD. To better understand cholesterol 
from a mechanistic perspective, a curated kinetic model of whole body cholesterol metabolism, from the 
BioModels database, was expanded in COPASI, to produce a model with a broader range of mechanisms 
which underpin cholesterol metabolism. A  range of  time course data, and  local and global parameter 
scans were  utilised  to  examine  the  effect  of  cholesterol  feeding,  saturated  fat  feeding,  ageing,  and 
cholesterol ester transfer protein (CETP) genotype. These investigations revealed: the model behaved as 
a hypo‐responder to cholesterol feeding, the robustness of the cholesterol biosynthesis pathway, and the 
impact  CETP  can  have  on  healthy  ageing.  The  second  aim  of  this work was  to  use  electrochemical 
techniques to detect DNA methylation within the engrailed homeobox 1 (EN1) gene promoter, which has 
been implicated in cancer. Hypermethylation of this gene promoter is often observed in a diseased state. 
Synthetic DNA, designed to represent methylated and unmethylated variants, were adsorbed onto a gold 
rotating disk electrode for electrochemical analysis by 1) electrochemical impedance spectroscopy (EIS), 
2) cyclic voltammetry (CV) and 3) differential pulse voltammetry (DPV). The technique was then applied 
to bisulphite modified and asymmetrically amplified DNA from the breast cancer cell line MCF‐7. Results 
indicated that electrochemical techniques could detect DNA methylation  in both synthetic and cancer 
derived DNA, with EIS producing superior results. These non‐traditional techniques of studying age related 
disease were effective  for  the  investigation of cholesterol metabolism and DNA methylation, and  this 
work  highlights  how  these  techniques  could  be  used  to  elucidate mechanisms  or  diagnose/monitor 
disease pathogenesis, to reduce morbidity in older people.   
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Chapter 1 Introduction  
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Ageing is described as the accumulation of detrimental changes at the cellular and tissue levels, which 
result in an increased risk of disease and premature death (Tosato et al., 2007). It is a complex process, 
and thus there are several theories as to how ageing occurs (Lipsky and King, 2015; Mercado‐Sáenz et 
al., 2010). For instance, the cross linking theory of ageing suggests that glucose binds to proteins as 
we  age,  impairing  biological  function  (Bjorksten,  1968),  while  another  theory  suggests  that  the 
accumulation of intracellular waste products is responsible for cellular ageing (Hirsch, 1986). The free 
radical  theory of ageing, proposed by Harman  in 1956,  suggests  the gradual accumulation of  free 
radical damage on  cell  components  and  connective  tissue  is  the  cause of  ageing  (Harman,  1956; 
Harman,  1972).  Alternatively,  the  shortening  of  telomeres with  each  cell  division,  has  also  been 
implicated in ageing (Harley et al., 1990; Shammas, 2011). From these, and many other examples it is 
clear ageing is a complex process that is likely underpinned by changes to multiple aspects of cellular 
biology. Its complexity is further compounded by evidence that suggests ageing is regulated by both 
genetic and lifestyle factors. It is estimated that approximately 25% of the variation in human longevity 
is  genetically  controlled, while  the  remainder  is  associated with  lifestyle  factors  (Passarino  et  al., 
2016).  
There  are  numerous  diseases  associated with  ageing  (Niccoli  and  Partridge,  2012),  such  as  CVD 
(Dhingra and Vasan, 2012), neurodegeneration (Hindle, 2010), type II diabetes mellitus (T2DM) (Papier 
et al., 2016), and various forms of cancer (White et al., 2014). It is estimated that if the rate of chronic 
disease in older people continues to increase as it has done from 2010, there will be a 54% rise in older 
people with moderate to severe disability, and a 56% increase in public spending on continued care 
for these  individuals by 2022  (Wittenberg et al., 2012). Therefore, reducing the risk of age related 
disease is vital, through lifestyle changes, the development of superior medication, and early diagnosis 
of disease. However, as ageing affects multiple systems and mechanisms, it is a problematic area of 
investigation  that  requires  numerous  complex  and  expensive  analytical  techniques  to  study  it 
(Mooney et al., 2016).  
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Systems biology provides a suitable framework for dealing with the complexities of the ageing process 
(Borgqvist et al., 2017; Ideker et al., 2001). It aims to holistically investigate a system, by incorporating 
all mechanisms involved; through biological, mathematical and computational techniques (Breitling, 
2010). Conversely, often  in biological  fields, biological systems are analysed  in a  reductionist way, 
focusing on one element of a  system. However, as ageing  is associated with  the dysregulation of 
multiple pathways, which in turn, synergistically disrupt the normal biological mechanisms, and lead 
to the accumulation of detrimental changes, it would be short‐sighted to focus on a single aspect of 
ageing. Using the systems biology approach, two key areas associated with ageing and disease are 
investigated using non‐traditional  techniques.  Firstly,  cholesterol metabolism  is  investigated using 
mathematical modelling. It is hoped this work will enable the elucidation of pathways associated with 
CVD, and highlight the role of ageing on the dysregulation of cholesterol metabolism. Furthermore, 
by examining the effect of system perturbations on LDL‐C levels, it is possible that ways of ameliorating 
these changes, to reduce the risk of CVD, can be  identified. Secondly, an electrochemical sensor  is 
developed to detect DNA methylation changes  in a gene promoter, because of its close association 
with cancer. With additional optimisation and validation, this  inexpensive sensor could be used to 
rapidly detect early‐stage cancer from a non‐invasive blood test, thus enabling early treatment and 
long term survival for patients.  
It  is  important  to note,  that although  this work  focuses on  the use of mathematical modelling on 
cholesterol  metabolism,  and  the  use  of  electrochemistry  in  detecting  DNA  methylation,  these 
techniques could be applied  to other biological  systems. For  instance, electrochemical  techniques 
could be used to determine changes to cholesterol metabolism or detect the onset of CVD, and DNA 
methylation could be mathematically modelled.  
For instance, Valencia‐Morales et al. (2015) reported that aortic lesion progression, from donors with 
atherosclerosis, was correlated with DNA methylation. Thus,  it was proposed this marker of  lesion 
severity, could act as a biomarker for atherosclerosis diagnosis and could potentially serve as a target 
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to ameliorate the lesion progression (Valencia‐Morales et al., 2015). In another example, Guay et al. 
(2014)  showed  methylation  of  the  ATP‐binding  cassette  subfamily  A  member  1  (ABCA1)  gene 
promoter was associated with ageing and coronary artery disease (CAD) risk. Methylation of the gene 
promoter for the ABCA1 receptor, which plays a key role  in reverse cholesterol transport, was also 
associated with higher  levels of cholesterol, a  risk  factor  for CVD. Moreover,  it was  reported  that 
methylation was reduced when acetylsalicylic acid therapy was administered (Guay et al., 2014). From 
these examples, it is clear that DNA methylation may be a way of monitoring CVD and the effect of 
treatment. Furthermore, as electrochemistry has been utilised in the detection of DNA methylation in 
cancer (Sina et al., 2018), it is possible this technique could be applied to other diseases such as CVD, 
by analysing a different gene promoter.  
Additionally, there are several examples of DNA methylation being mathematically modelled (Jeltsch 
and  Jurkowska, 2014; Pfeifer et al., 1990; Riggs and Xiong, 2004). The most  recent of which, was 
published by Zagkos et al. (2019), who produced linear and nonlinear models of DNA methylation. The 
linear model was able to account for the overall epigenetic inheritance of DNA methylation, while the 
nonlinear model could predict hyper‐ and hypomethylated states within gene promoters (Zagkos et 
al., 2019). A Bayesian algorithm was later applied to the models for parameter estimation (Larson et 
al., 2019).  In another example, McGovern et al.  (2012)  created a  six  compartment model of DNA 
methylation, based on DNA methyltransferase (dnmt) and ten‐eleven translocation (tet) enzymatic 
activity, using a series of partial differential equations. The model included hydroxymethylcytosine, a 
newly  discovered  intermediate  of  the  demethylation  pathway,  and  could  accurately  predict DNA 
methylation,  when  compared  to  published  experimental  data  of  haematological  malignancies 
(McGovern et al., 2012). Thus, from the examples outlined, it is clear that mathematical modelling can 
be employed to investigate DNA methylation, a regulatory system which is closely intertwined with 
the ageing process.  
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It is important to recognise the integrated nature of ageing and the techniques used to study it. The 
systems biology paradigm provides a suitable mechanism for studying the complexities of the ageing 
process  (Borgqvist  et  al.,  2017).  In  this  work,  cholesterol  metabolism  was  explored  through 
mathematical modelling, while electrochemical techniques were employed to detect aberrant DNA 
methylation as a sensor for cancer. Below is a list of the publications associated with each chapter. 
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1.1 PART 1: Cholesterol metabolism and ageing 
1.1.1 Introduction 
Life expectancy  is  increasing at a phenomenal rate, as shown  in Figure 1.1 (Clio‐Infra, 2016).  If one 
examines life expectancy in the UK in 1982 and compares it to the projected value for 2082, then this 
demographic shift in favour of older people is truly emphasized (UNSD, 2016). Males and females born 
in 1982, had a life expectancy of 71.1 and 77.0 years respectively, while the projected values for 2082 
are 89.7 and 92.6 years  (OFNS, 2013). This has  resulted  in an ageing population  (Figure 1.2).  It  is 
anticipated that the percentage of  individuals  in the UK over 60 years will double to 22% by 2050, 
when compared to 2000 (WHO, 2014). Moreover, by 2050 it is anticipated the number of individuals 
>80 years will quadruple (WHO, 2014).  
 
Figure 1.1 Life expectancy by year of birth. 
Data taken from Clio‐Infra (2016). 
 
This  increase  in  life  expectancy  comes  with  significant  challenges.  Most  significant  of  these  is 
maintaining health status by remaining disease free. Ageing is associated with increased CVD mortality 
and morbidity (Figure 1.3 and 1.4). Of the diseases which burden older people in the UK, CVD is the 
leading cause of morbidity (30.3%) in individuals ≥60 years of age (Prince et al., 2015). Additionally, 
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CVD  is the  leading cause of mortality  in  individuals over the age of 85  in the UK (Townsend et al., 
2015).  CVD  has many  risk  factors,  however  plasma  levels  of  total  cholesterol  (TC),  low  density 
lipoprotein cholesterol (LDL‐C) are long established gold standard risk factors for CVD (Appelman et 
al., 2015). Specifically,  increases  in both  total and LDL‐C  result  in an elevated CVD  risk due  to  the 
association of LDL‐C with atherosclerotic plaque  formation  (Austin et al., 1988). Conversely, raised 
levels of high density lipoprotein cholesterol (HDL‐C) are associated with a decreased CVD risk, due to 
its role in removing cholesterol deposits from the tissues (Cooney et al., 2009).  
 
Figure 1.2 UK population by age group and gender in 1982 and 2012. 
Data taken from UNSD (2016). 
 
 
Figure 1.3 Disease mortality by age. 
Data taken from Townsend et al. (2015). 
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Figure 1.4 CVD morbidity by age and gender. 
Data from Prince et al. (2015). 
 
An  intriguing feature of ageing,  is that  it  is often accompanied by the dysregulation of whole body 
cholesterol  metabolism  (Mc  Auley  and  Mooney,  2014).  Whole  body  cholesterol  metabolism  is 
regulated by a number of  factors  including cholesterol synthesis,  intestinal cholesterol absorption, 
hepatic cholesterol uptake (known as reverse cholesterol transport), cholesterol excretion, bile acid 
production, and deconjugation by intestinal microflora and subsequent excretion. Changes to any of 
these  mechanisms  can  dysregulate  cholesterol  metabolism  (Morgan  et  al.,  2016a).  A  clinical 
manifestation of this dysregulation, is an age‐related rise in the plasma levels of LDL‐C (Abbott et al., 
1983). On a population basis, ageing has been shown to result in a rise in both total and LDL‐C in males 
and females (McQueen et al., 2008). For example, as shown in Figure 1.5, data from the Framingham 
Study demonstrates there is a gradual rise in LDL‐C from an initial value of ~100mg/dL (2.59mmol/L) 
in 15‐19 year olds (males and females), to 143mg/dL (3.70mmol/L) and 159mg/dL (4.11mmol/L) in 60‐
64 year olds, males and females respectively. Beyond the 6th decade, LDL‐C levels continue to rise in 
females, however they marginally decline  in males within this population (Abbott et al., 1983). The 
rise in LDL‐C has a significant impact on CVD risk, due to the association elevated plasma LDL‐C has 
with the mechanisms which underpin atherosclerotic plaque formation (Gould et al., 2007). Therefore, 
the slight decline in LDL‐C observed in males in this study, could be because those susceptible to the 
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effect of higher levels of LDL‐C have already died, and thus cannot be included in the study (Lv et al., 
2015).  
Figure 1.5 LDL‐C, HDL‐C, and VLDL‐C trend with age. 
Data taken from Abbott et al. (1983), of trends in cholesterol for A) males and B) females. LDL‐C, low 
density lipoprotein cholesterol; HDL‐C, high density lipoprotein cholesterol; VLDL‐C very low density 
lipoprotein cholesterol.  
 
Conversely, one prospective study, which followed 2,222 men and 2,677 women over 8 years, showed 
that HDL‐C levels diminish with age (Wilson et al., 1994). However, Figure 1.5 demonstrates data from 
the Framingham study show the level of HDL‐C is unaffected by ageing (Abbott et al., 1983). HDLs are 
central to reverse cholesterol transport (RCT) (Groen et al., 2004). This process, which results in the 
trafficking of HDL‐C, or the so‐called  ‘good cholesterol’ to the  liver for subsequent removal via the 
intestine, represents the only way of eliminating excess cholesterol from peripheral tissue. There is a 
plethora of epidemiological evidence supporting an  inverse relationship between HDL ‐C  levels and 
CVD  risk,  and evidence has  consistently  shown  that HDL‐C  levels  are  correlated with  longevity  in 
several population groups (Ferrara et al., 1997). It  is therefore not surprising, that a healthy ageing 
phenotype  has  regularly  been  associated with  the  fine  tuning  of  cholesterol metabolism, within 
certain  cohorts of  individuals who possess particular  genetic  variants  in  tandem with exceptional 
longevity (Milman et al., 2014). For example, a three‐fold increase in the prevalence of homozygosity 
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for the favourable I405V polymorphism, a mutation in the cholesteryl ester transfer protein (CETP), 
has  been  observed  in  those  exhibiting  exceptional  longevity  (Barzilai  et  al.,  2003).  Caused  by  a 
missense A>G mutation at exon 14 of chromosome 16, the isoleucine substitution for valine at codon 
405,  is associated with a 17% reduction  in CETP; the enzyme which  facilitates the 1:1 exchange of 
esterified cholesterol  from HDL with TAGs  from LDL and VLDL. Barzilai et al.  (2003)  found that the 
offspring of long lived individuals had significantly larger HDL and LDL particle sizes than their control 
counterparts. It was suggested that the reduced risk of atherosclerosis development, as a result of the 
diminished  ability  of  the  larger  LDL  particle  to  cross  the  arterial  endothelium,  could  in  part  be 
responsible for the exceptional longevity displayed (Barzilai et al., 2003; Kulanuwat et al., 2015).  
Many key mechanisms  involved  in cholesterol metabolism are affected by ageing  (Figure 1.6). For 
instance, ageing has been associated with a decline in the hepatic expression of cholesterol 7‐alpha‐
hydroxylase (CYP7AI), a key regulator of bile acid synthesis. This decline results in a decrease in the 
amount of cholesterol being converted to bile acids for excretion. Thus there is a reduced demand for 
cholesterol to be  transported  from plasma to  the  liver  for this conversion  (Bertolotti et al., 2007). 
Furthermore, there is a decline in hepatic LDL receptors (LDLr) with age, leading to a reduction in LDL‐
C clearance (Ericsson et al., 1991; Millar et al., 1995). Within the small intestine, there is an increase 
in the number of the sterol transporter Niemann‐pick C1‐like 1 (NPC1L1), a key mediator of cholesterol 
absorption (Duan et al., 2006). In addition, there is a decline in the predominant bacterial populations 
that  play  a  role  in  the  enterohepatic  circulation  of  bile  acids  (Hopkins  and Macfarlane,  2002). 
Moreover, dysregulation of cholesterol biosynthesis is associated with two key intracellular pathways 
which are thought to underpin intrinsic ageing and health‐span. These pathways are defined by the 
mammalian/mechanistic target of rapamycin (mTOR) and by the NAD+‐dependent deacetylase silent 
information  regulator proteins  (sirtuins).  The  former of  these  pathways has  been  suggested  as  a 
central regulator of intracellular cholesterol homeostasis (Wang et al., 2011), while mammalian sirtuin 
6  (Sirt6),  has  been  identified  as  a  critical  controller  of  sterol‐regulatory  element  binding  protein 
(SREBP)‐2 in rodents (Tao et al., 2013). These recent findings suggest that it is not one mechanism that 
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is  the  central  driver  of  cholesterol  dysregulation with  age,  but  rather  a  number  of mechanisms 
interacting with one another  to disrupt cholesterol metabolism. Therefore,  it  is  important  to view 
cholesterol metabolism and its relationship with ageing in an integrated way.  
 
Figure 1.6 Overview of cholesterol metabolism and age associated changes to its mechanisms.  
Briefly,  outlined  is  1)  ingestion  of  dietary  cholesterol,  2)  intestinal  absorption,  3)  chylomicron 
transport, 4)  cholesterol biosynthesis, 5) VLDL‐C production and hydrolysis  to  IDL‐C and  LDL‐C, 6) 
hepatic uptake of LDL‐C, 7) peripheral uptake of LDL‐C, 8) reverse cholesterol transport, 9) bile acid 
synthesis, and 10) enterohepatic circulation of bile acids and bacterial modification. The age‐related 
changes highlighted centre on some of the mechanisms responsible for the rise in LDL‐C with age; the 
increase  in intestinal absorption of cholesterol, the reduction of bile acid synthesis, the decrease  in 
LDL‐C clearance, and the decrease in BSH+ species in the digestive microbiome. 
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1.1.2 Overview of cholesterol metabolism 
Cholesterol plays a vital role in the human body, as it is an essential component of all cell membranes. 
In addition, it is the precursor of steroid hormones, which control a range of physiological functions. 
Cholesterol  is also the precursor to bile acids, which are necessary  for the  intestinal absorption of 
cholesterol, fats and lipophilic vitamins. Cholesterol can be obtained from the diet, as well as being 
endogenously synthesised, the latter being the main source in humans (Gylling, 2004). The average 
UK male consumes ~300mg of cholesterol daily  (Henderson et al., 2003), while cholesterol can be 
endogenously synthesised at a rate of 9.8mg/kg/day in healthy adults (Renfurm et al., 2004). Jones 
and  Schoeller  (1990)  demonstrated  that  in  men  with  an  average  weight  of  69.8kg,  710mg  of 
cholesterol  could  be  synthesised  (Jones  and  Schoeller,  1990).  These  intake  and  synthesis  values 
balance  with  excretion  rates;  with  500mg  per  day  of  cholesterol  excreted,  and  500mg  per  day 
converted to bile acids for excretion (Lu et al., 2010). Thus, subtle balancing act between ingestion, 
absorption, synthesis and excretion is required whole body cholesterol metabolism. Figure 1.7 gives 
an overview of cholesterol metabolism (Morgan et al., 2016b):  
 
Figure 1.7 Overview of cholesterol metabolism. 
Adapted from Morgan et al. (2016b). 
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1) The average daily intake of cholesterol is 304 ±127.7mg/day and 213 ±94.5mg/day, for males and 
females respectively, living in the UK (Henderson et al., 2003). Of this, 85‐90% is free cholesterol while 
10‐15% is in the esterified form (Iqbal and Hussain, 2009). Ingested cholesterol then enters the small 
intestine, where it is absorbed (Tancharoenrat et al., 2014).  
2) Cholesterol  in the  free  form  is more readily  incorporated  into a bile acid micelle  for absorption. 
Therefore, cholesterol ester hydrolase  (CEH)/cholesterol esterase/bile salt‐dependent  lipase (BSDL) 
converts the esterified cholesterol  into free cholesterol, which can then be  incorporated into a bile 
acid micelle, as shown in Figure 1.8 (Ikeda et al., 2002). This enables NPC1L1 to absorb the cholesterol 
by  clathrin‐mediated  endocytosis  (Betters  and  Yu,  2010).  Plant  sterols  can  also  be  absorbed  via 
NPC1L1, although  the majority of  these are effluxed out by  the heterodimer ATP‐binding cassette 
(ABC) G5/G8 (Yu et al., 2014). Upon entry to the enterocyte, acetyl CoA:acetyltransferase 2 (ACAT2) 
converts  the  cholesterol  into  the  esterified  form  in order  to maintain  the  concentration  gradient 
(Chang  et  al.,  2009). Microsomal  triglyceride  transfer  protein  (MTP)  then  shuttles  the  esterified 
cholesterol with apo B‐48, while  triacylglycerol and phospholipids are also  incorporated  to  form a 
nascent chylomicron (Jamil et al., 1995).  
 
Figure 1.8 Overview of cholesterol absorption. 
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3) The nascent chylomicron exits the enterocyte via exocytosis and enters the lacteal. At this point, it 
exits the lymphatic system via the thoracic duct and enters the blood stream (Van Dyck et al., 2007). 
The acquisition of apo C‐II and E from HDL converts the nascent chylomicron to a mature chylomicron. 
When delivered to adipose or muscle tissues, apo C‐II enables the activation of lipoprotein lipase (LPL) 
found on the capillary endothelium. This catalyses the hydrolysis of the  internalised TAG releasing 
glycerol and free fatty acids (FFAs) for the surrounding cells (Kersten, 2014; Olivecrona and Beisiegel, 
1997). The chylomicron remnant returns the apo C‐II to HDL and hepatocytes recognise apo B‐48 and 
E,  causing  remnant  receptors,  LDLr  and  low density  lipoprotein  receptor‐related protein  (LRP),  to 
uptake the chylomicron remnants for degradation (Cooper, 1997). 
4)  Cholesterol  is  also  synthesised  endogenously  in  all  nucleated  cells  in  the  body,  including  the 
hepatocytes and enterocytes from acetyl CoA (Bloch, 1965). As outlined in Figure 1.9, acetoacetyl CoA 
thiolase catalyses the interconversion of acetyl CoA and acetoacetyl CoA. This interconversion allows 
one molecule of acetyl CoA and one molecule of acetoacetyl CoA to undergo a condensation reaction 
by 3‐hydroxy‐3‐methylglutaryl‐coenzyme A  (HMG CoA) synthase  to  form a molecule of HMG CoA. 
HMG CoA reductase, with the addition of 2 nicotinamide adenine dinucleotide phosphate (NADPH) 
molecules then catalyses the conversion of HMG CoA to mevalonate. As the rate limiting enzyme of 
cholesterol biosynthesis, HMG CoA  reductase  is a  target  for  therapeutically  treating high  levels of 
cholesterol for the prevention of atherosclerosis; namely statins (Sirtori, 2014). Phosphorylation of 
mevalonate by the enzyme mevalonate kinase forms mevalonate‐5P, which then undergoes further 
phosphorylation  to  form  mevalonate‐5PP  via  the  enzyme  phosphomevalonate  kinase. 
Decarboxylation and dehydration by mevalonate‐5PP decarboxylase forms isopentenyl‐PP (IPP), and 
thus  its  isoform  dimethylallyl‐PP  (DMAPP)  via  isopentenyl  diphosphate  delta  isomerase.  Farnesyl 
diphosphate synthase initiates the condensation of DMAPP with one molecule of IPP and NADPH to 
create geranyl‐PP. Further  condensation and  the addition of another molecule of  IPP and NADPH 
creates farnesyl‐PP. Condensation of 2 farnesyl‐PP molecules by squalene synthase and NADPH forms 
squalene, which is then converted to squalene epoxide by squalene epoxidase, NADPH, and O2, before 
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undergoing cyclisation by oxidosqualene cyclase to form lanosterol (Hoshino et al., 2012). A series of 
reactions,  including  the  branching  of  7‐dehydrodesmosterol  to  either  desmosterol  or  7‐
dehydrocholesterol, both of which  can  then be  converted  to  the end product  cholesterol  via  the 
enzymes 24‐dehydrocholesterol  reductase  (DHCR24) and 7‐dehydrocholesterol  reductase  (DHCR7) 
concludes the de novo synthesis of cholesterol (Luu et al., 2015; Risley, 2002). 
 
Figure 1.9 Cholesterol biosynthesis. 
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5) From the hepatic cholesterol pool, very low density lipoprotein cholesterol (VLDL‐C) is formed, to 
enable the transport of endogenously synthesised triacylglycerol to the tissues. Partial hydrolysis of 
VLDL‐C  by  lipoprotein  lipase  (LPL)  forms  the  LDL‐C  precursor,  intermediate  density  lipoprotein 
cholesterol (IDL‐C). IDL‐C is further hydrolysed by hepatic lipase to form LDL‐C (Havel, 1984).  
6) Following this, VLDL‐C, IDL‐C and LDL‐C are removed from the circulation by hepatic LDLr (Veniant 
et al., 1998). In addition, LDL‐C can also be absorbed by receptor independent means (Spady et al., 
1985).  
7) LDL also has the ability to return these cholesterol esters to the peripheral tissues. Accumulation of 
LDL‐C can develop into atherosclerosis, the major clinical manifestation of CVD (Baigent et al., 2010).  
8)  Cholesterol  can  be  removed  from  the  tissues  by  HDL  during  RCT. RCT  removes  intercellular 
cholesterol from the peripheral tissues and transports it to the liver for excretion in bile or conversion 
to  bile  acids  (Ohashi  et  al.,  2005;  Scheibner  et  al.,  1994).  This  process  reduces  the  risk  of  the 
development of atherosclerosis by removing excess cholesterol  from peripheral tissue  (Shen et al., 
2015). To remove cholesterol stored in tissues, intracellular cholesterol firstly needs to be effluxed to 
nascent HDLs, a lipoprotein containing apo A‐I, and phospholipids (Lund‐Katz et al., 2013). Cholesterol 
efflux can occur via the receptors ABC‐A1 (He et al., 2015) or scavenger receptor class B type 1 (SR‐
B1) (Ji et al., 2011), or via passive diffusion (Gillotte et al., 1998). Lecithin‐cholesterol acyltransferase 
(LCAT) then esterifies the incorporated cholesterol, converting the nascent HDL to HDL3 (Sorci‐Thomas 
et al., 1990). The assembly of  two  small, dense, HDL3 molecules,  in  the presence of phospholipid 
transfer protein (PLTP), induces the formation of a larger HDL2 molecule (Chirackal Manavalan et al., 
2014). This conversion can be reversed  in the presence of hepatic  lipase (HL)  (Patsch et al., 1987). 
Once transported to the  liver, the cholesterol and cholesterol ester rich HDL2, needs to deposit the 
cholesterol and esters before recirculating (Patsch et al., 1987). Cholesterol esters have the ability to 
enter  the  liver  directly  via  the  receptor  SR‐B1,  or  via  the  enzyme  CETP, which  facilitates  the  1:1 
exchange of cholesterol esters from HDL2 with TAGs from very low density lipoprotein (VLDL) and LDL 
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(Zhang  et  al.,  2015).  These  lipoproteins  then  return  the  esterified  cholesterol  to  the  liver,  for 
conversion to bile acids or excretion (Brown and Goldstein, 1984) 
9)  Cholesterol  can  be  removed  from  the  body  by  two mechanisms;  directly  via  the  ATP‐binding 
cassette subfamily G5/G8 (ABCG5/G8) receptor and effluxed to the gall bladder (Repa et al., 2002), or 
alternatively,  it can be converted to bile acids for faecal excretion. Primary bile acids are produced 
from  cholesterol  in  the  liver  via  either  the  neutral  (classical)  pathway,  or  the  acidic  (alternative) 
pathway (Björkhem et al., 2002; Schwarz et al., 2001). However, it has been suggested other pathways, 
initiated by 24‐hydroxylase and 25‐hydroxylase may also be  involved  (Fuchs, 2003). Secondary bile 
acids, such as deoxycholic acid and lithocholic acid are formed by structural modification of the bile 
acids by bacterial enzymes found in the small intestine (Ridlon et al., 2006). In the classical pathway 
of primary bile acid synthesis, hydroxylation of cholesterol by cholesterol 7α‐ hydroxylase (CYP7A1) 
creating 7α‐ hydroxycholesterol  initiates bile acid synthesis (Figure 1.10). Modification of the sterol 
ring by cholest‐5‐ene‐3β, 7α‐diol 3β‐dehydrogenase (HSD3B7) then forms 7α‐hydroxy‐5β‐cholesten‐
3‐one  before  the  classical  pathway  splits,  to  enable  the  formation  of  either  cholic  acid  (CA)  or 
chenodeoxycholic acid (CDCA). For the formation of cholic acid, modification of the sterol ring by 12α‐
hydroxylase (CYP8B1) must occur before further modification by aldo‐keto reductase family 1 member 
D1  (AKR1D1).  The  side  chain of  4‐cholesten‐7α,  12α‐ diol‐3‐one  is  then  acted upon by  sterol  27‐ 
hydrolase  (CYP27A1)  by  a  series of  progressive  oxidation  steps  leading  to  its  shortening.  Further 
modification by several enzymes then takes place to form cholic acid. Taking the other route in the 
classical pathway the same steps are undertaken in the absence of 12α‐ hydroxylation catalysed by 
CYP8B1  ‐ this route concludes with the generation of chenodeoxycholic acid (Russell, 2003).  In the 
alternative pathway of primary bile acid  synthesis,  side  chain  shortening by CYP27A1 occurs  first, 
creating  27α‐  hydroxycholesterol,  before  hydroxylation  by  25‐hydroxycholesterol  7α‐hydroxylase 
(CYP7B1) creates 3β‐7α‐dihydroxy‐5‐cholestenoate. HSD3B7, CYP8B1 and AKR1D1 modification of the 
sterol ring can then occur, and upon further modification, CA and CDCA can then be formed (Thomas 
et  al.,  2008),  although  CDCA  is  considered  its  main  product  (Fuchs,  2003).  This  is  followed  by 
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conjugation of 98% of  these bile acids. Conjugation  is necessary as  it  increases polarity,  therefore 
lowering  the  bile  acids  ability  to move  into  the  enterocyte  from  the  intestinal  lumen  via passive 
transport. This allows the movement of bile acids to be tightly regulated, and under receptor control 
(Aldini et al., 1996). Additionally, conjugation  improves solubility. This  is  important for their role  in 
forming  the  mixed  micelle,  for  the  absorption  of  cholesterol.  It  also  reduces  the  likelihood  of 
precipitate being formed in the presence of calcium, thus lowering the chances of gallstone formation 
(Hofmann and Mysels, 1992). For conjugation to occur, firstly bile acid: CoA synthase (BACS) generates 
bile acid‐ CoA, before bile acid CoA: amino acid N‐acyltransferase (BAT) conjugates the bile acid to 
either glycine or taurine, usually observed in a 3:1 ratio (Hardison, 1978).  
 
Figure 1.10 Bile acid synthesis. 
 
Bile acids are then effluxed to the gallbladder by receptors, including the bile salt export pump (BSEP) 
which  has  a  preference  for  unconjugated  bile  acids  and  glycine  conjugates  >  taurine  conjugates 
(Soroka and Boyer, 2014). The secondary receptors multidrug resistance‐associated protein 2 (MRP2), 
and multidrug export pump (MDR1A) also play a role in the transportation of bile acids from the liver. 
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Bile acids are secreted into the bile canaliculi along with cholesterol, phospholipids, and bilirubin, for 
storage  in  the  gall  bladder,  before  release  into  the  small  intestine  postprandially  in  response  to 
cholecystokinin (CKK), produced in response to ingested fats (Marciani et al., 2013; Schjoldager, 1994). 
Entry into the small intestine then enables bile acid micelle formation (Birru et al., 2014; Garrett and 
Young, 1975; Woollett et al., 2006). Once the bile acids have enabled the absorption of the variety of 
lipids, including cholesterol, the bile acids themselves must be reabsorbed. Conjugated bile acids are 
absorbed into ileocytes via the apical sodium dependent bile acid transporter (ASBT) (Weinman et al., 
1998). These are absorbed with a higher efficiency  than unconjugated bile acids  (Craddock et al., 
1998). Created by bacterial modification, unconjugated bile  acids have  a decreased polarity.  This 
allows  them  to  freely diffuse  across  the  apical membrane of enterocytes  the  length of  the  small 
intestine and colon (Dawson et al., 2009). Once the bile acids have made their way across the apical 
membrane, they are shuttled across the enterocyte to the basolateral membrane and expelled into 
circulation by the heterodimeric organic solute transporter α and β (OSTα/β) (Ballatori et al., 2005). 
From  the  portal  vein,  bile  acids  are  primarily  absorbed  into  hepatocytes  via  Na+‐  taurocholate 
cotransporting polypeptide (NTCP) which has a preference of tauro‐conjugates > glyco‐conjugates > 
unconjugated bile acids (Meier et al., 1997; Mita et al., 2006) and accounts for 75% of conjugated and 
40% of unconjugated bile acid Na+ dependent transportation into the liver (Kouzuki et al., 1998). The 
secondary receptor, organic anion transporting polypeptide 2 (OATP2) also plays a role in the inflow 
of bile acids into the hepatocyte (Thomas et al., 2008). The majority of returning unconjugated bile 
acids are reconjugated, along with the newly synthesised bile acids, before they are effluxed out of 
the hepatocyte for another circuit of enterohepatic circulation. This enterohepatic circulation of bile 
acids occurs between 4‐12 times per day.  
10) On average, 500mg/day of both cholesterol and bile acids are excreted (Lu et al., 2010). Of the 5% 
of circulating bile acids  that are excreted daily, 98% are  in  the unconjugated  form due  to a  lower 
reabsorption  efficiency  in  the  ileum  (Batta  et  al.,  1999; Gérard,  2014).  Conjugated  bile  acids  are 
deconjugated by bacterial modification, as outlined in Figure 1.11 (Joyce et al., 2014). Bacterial species 
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such as Lactobacillus and Bifidobacterium produce bile acid hydrolase (BSH) in order to remove the 
associated amino acid (Oner et al., 2014). Lactobacillus species are responsible for 86% of the BSH 
activity  in  the  ileum, and 74%  in  the caecum  (Tannock et al., 1989). BSH preferentially hydrolyses 
glyco‐conjugated bile acids  than  tauro‐conjugated bile acids. There are  several  survival‐promoting 
motives for bacteria to respond in this way; these include providing a nutrition source and bile acid 
detoxification  (Begley et  al.,  2006).  This modulation of bile  acid  circulation  indicates  that  the  gut 
microbiome  also  plays  an  important  role  in maintaining  cholesterol metabolism.  Collectively  the 
mechanisms  discussed  coordinate  together  to maintain whole  body  cholesterol balance  and  age‐
related changes to such mechanisms have important implications for health.  
 
Figure 1.11 Role of BSH in deconjugating bile acids.   
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1.1.3 Impact of ageing on cholesterol metabolism 
1.1.3.1 Lipoprotein dynamics and ageing 
It  is  well  established  that  LDL‐C  levels  rise  with  age  (Abbott  et  al.,  1983).  Evidence  from  the 
Framingham  Study  demonstrates  LDL‐C  steadily  rises  from  97.08mg/dL  (2.51mmol/L)  and 
100.44mg/dL  (2.60mmol/L)  in  15‐19  year  olds,  to  132.25mg/dL  (3.42mmol/L)  and  156.91mg/dL 
(4.06mmol/L) in 75‐79 year olds in males and females, respectively (Abbott et al., 1983). An increase 
in LDL‐C is correlated with an increased risk of CVD; every 1mmol/L (38.6mg/dL) of LDL‐C is associated 
with a 28% increased risk of coronary heart disease (CHD)‐mortality (Gould et al., 2007). Paradoxically, 
this  is not always the case, as higher  levels of LDL‐C were associated with a  lower risk of all‐cause 
mortality  in a Chinese cohort of 935 ≥80 year old males and  females.  In this cohort each 1mmol/L 
increase in LDL‐C reflected a 19% decrease in mortality (Lv et al., 2015). Furthermore, abnormally high 
LDL‐C  (≥3.37mmol/L) resulted  in a 40% reduction  in mortality. Participants that survived the three 
year survey‐based study were also  found to have a higher prevalence  (39.0% vs. 27.7%) of central 
obesity  (Lv et al., 2015). This phenomenon  in the oldest old  (≥80 years old) could be explained by 
several factors. Firstly, it is possible that individuals susceptible to the effects of increased LDL‐C levels 
had already died before the age of 80 years, and are consequently not included in studies of the oldest 
old. It has also been suggested increased LDL‐C enhances the immune response to pathogens (Biswas 
et al., 2015; Netea et al., 1996). 
A mechanistic explanation for the correlation between advancing age and increased LDL‐C is that over 
time there  is a reduction  in  its rate of clearance from the circulation. Under normal circumstances, 
apo B‐100 containing  lipoproteins, LDL‐C and VLDL‐C, are removed  from the circulation by hepatic 
LDLr (Veniant et al., 1998). From the hepatic pool, cholesterol can be directly effluxed to the small 
intestine for excretion, or first be converted to bile acids. This process occurs in order to maintain the 
levels of circulating cholesterol, by counteracting the synthesis and ingestion of cholesterol. Deficiency 
in LDLr results in severe hypercholesterolaemia (type II), as cholesterol cannot be removed from the 
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plasma and into the liver for excretion (Hasan et al., 2014; Kowala et al., 2000). Murine models have 
shown LDLr deficiency increases the residence time of LDL‐C and VLDL‐C by decreasing the clearance 
rate  (Ishibashi  et  al.,  1993).  For  example,  Ishibashi  et  al.  (1993)  demonstrated  LDLr  deficiency 
increased the half‐life of 125I‐LDL and 125I‐VLDL by 2.5‐ and 30‐fold respectively, while the half‐life of 
125I‐HDL was unaffected. Furthermore, LDLr deficiency induced a 2‐fold increase in TC, a 7‐ and 9‐fold 
increase in IDL‐C and LDL‐C respectively, in addition to a modest 1.3‐fold rise in HDL‐C (Ishibashi et al., 
1993).  In humans  the number of hepatic LDLr decrease with age,  thus  reducing  the  rate of LDL‐C 
clearance, and augmenting LDL‐C residence time (Millar et al., 1995). Furthermore, the rate of VLDL 
apo  B‐100  synthesis  increases  (Millar  et  al.,  1995).  This  age‐related  decline  in  LDLr  is  possibly  a 
contributing factor to LDL‐C accumulation. It is likely there are several factors influencing the decline 
in LDLr with age, the primary factor being the decline in the rate of bile acid synthesis, as discussed in 
section 3.2. Briefly, a decline in bile acid synthesis, results in a decline in cholesterol utilisation from 
the hepatic pool. Thus,  less cholesterol  is required to maintain the hepatic pool, resulting  in down 
regulation  of  LDLr  and  plasma  cholesterol  accumulation.  More  recently,  proprotein  convertase 
subtilisin  kexin‐9  (PSCK9)  has  also  been  associated with  LDLr degradation  (Mousavi  et  al.,  2009). 
PCSK9, a serine protease regulated by SREBP‐2, acts by binding to the epidermal growth factor like 
repeat A domain of LDLr  leading to receptor degradation. Levels of PCSK9 have been shown to rise 
with age, and may account for the age‐related reduction in LDLr and LDL‐C clearance (Cui et al., 2010; 
Dubuc et al., 2010). 
HDL‐C levels are also affected by the ageing process (Wilson et al., 1994). Typically, HDL‐C is observed 
to decrease by 1% per year (Ferrara et al., 1997). The age‐related decline of the atheroprotective HDL‐
C is linked with the pathogenesis of CVD (Cooney et al., 2009). For instance, a favourable HDL‐C profile 
is often observed in the offspring of centenarians (Barzilai et al., 2001). Due to the lack of controls, to 
compare the lipoprotein protein of long lived individuals with age‐matched controls, offspring studies 
are utilised. By using this approach, inherited elevated HDL‐C levels can be observed (Barzilai et al., 
2001).  Therefore,  increased  levels  of  HDL‐C  have  been  highlighted  as  a  potential  mechanism 
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conferring exceptional longevity. This is substantiated by evidence detailing individuals with familial 
hyperalphalipoproteinaemia, whereby  the production  rate of apo A‐I  is markedly  increased. These 
individuals display increased HDL‐C levels, and exhibit reduced rates of CHD, which may play a role in 
promoting exceptional longevity (Rader et al., 1993). 
 
1.1.3.2 Cholesterol absorption and the synthesis & enterohepatic circulation of 
bile acids 
Cholesterol  from  both  the  diet  and  bile  is  absorbed  in  the  small  intestine  (Repa  et  al.,  2002; 
Tancharoenrat  et  al.,  2014).  Cholesterol  absorption  is  regulated  by  two  receptors  on  the  apical 
membrane, NPC1L1 and ABCG5/G8. NPC1L1  is predominantly  located  in  the  jejunum, although  is 
found  the  length of  the  small  intestine, and  is  responsible  for  the absorption of  sterols  from  the 
intestinal  lumen  into the enterocytes (Masson et al., 2010; Sane et al., 2006). ABCG5/G8  is  located 
primarily in the jejunum and ileum and to a lesser extent, the duodenum, and is responsible for the 
efflux of non‐cholesterol sterols from the enterocyte into the intestinal lumen (Masson et al., 2010; 
Wang et al., 2007). Murine models have demonstrated that NPC1L1 expression significantly increases 
in the duodenum and jejunum with age, while ABCG5/G8 expression is suppressed. These age‐related 
changes  to  receptor expression  represented a 19‐40%  increase  in cholesterol absorption between 
young adult and aged adult mice. This effect was amplified  in response to high  levels of oestrogen 
(Duan et al., 2006). These findings are  intriguing, as  it has  long been suggested that an  increase  in 
cholesterol absorption is an important factor in the rise in LDL‐C which accompanies ageing (Hollander 
and Morgan, 1979). Thus inhibiting NPC1L1 is one strategy that has been adopted in the treatment of 
hypercholesterolaemia (Dujovne et al., 2002) 
Bile acid synthesis declines with age in humans (Bertolotti et al., 2007; Einarsson et al., 1985). This is 
due to a reduction in the hepatic expression of the rate limiting enzyme for bile acid synthesis, CYP7AI 
(Bertolotti et al., 2007). This in turn reduces cholesterol utilisation, which is accompanied by a rise in 
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plasma cholesterol (Uchida et al., 1996). Significantly, it has been estimated that with every 10 years, 
there is a decrease of 60mg/day in cholesterol converted to bile acids (Bertolotti et al., 1993). Thus, a 
decline in bile acid synthesis is another factor which could contribute to the dysregulation of whole 
body cholesterol metabolism with age. 
In  rodents  a mechanistic  explanation  for  the decline  in CYP7AI  activity has been postulated.  It  is 
suggested the reduction in its activity is in part, due to neuroendocrine dysfunction which causes an 
age dependent decrease  in growth hormone, which  is known  to act pleiotropically on  lipoprotein 
metabolism (Parini et al., 1999). Similar studies have also illustrated that sex hormones play a role in 
the decline of CYP7AI, as gender differences are often observed. For example, aged female rodents 
often have an increased concentration of serum bile acids, whereas levels remain constant in males 
with age (Fu et al., 2012). This is in addition to alterations to the composition of bile acids (Trautwein 
et al., 1999). Synthesised bile acids are effluxed from the liver primarily by BSEP, and stored in the gall 
bladder, with BSEP expression remaining fairly consistent with age in mice (Fu et al., 2012). Following 
release  into the small  intestine postprandially, bile acids aid  in the absorption of dietary  lipids, and 
undergo  bacterial modification  before  being  reabsorbed  or  excreted.  Therefore,  any  age  related 
alterations to these processes will have consequences for whole body cholesterol metabolism.  
Digestive microflora play a vital role in the enterohepatic circulation of bile acids, by modifying bile 
acids and  influencing  feedback mechanisms. For example,  conventionally  raised mice have a 71% 
reduction  in  the  size  of  their  bile  acid  pool  compared  to  germ  free  mice.  Furthermore,  these 
conventionally raised mice excrete over four times the amount of bile acids (Sayin et al., 2013). This 
emphasises the comprehensive role of the gut microbiota in regulating enterohepatic circulation. It is 
therefore logical that changes to the gut microbiota with age will have an impact on overall cholesterol 
metabolism. Within the digestive tract, bile acids are metabolised by the digestive microbiota and 
converted to secondary bile acids. Deconjugation of primary bile acids by bacterial BSH is essential for 
this  conversion  to  secondary  bile  acids.  Deconjugated  bile  acids  are more  readily  excreted  than 
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conjugated bile acids, as they are less readily reabsorbed by ASBT (Dawson, 2011). The excreted bile 
acids need to be replenished from the conversion of cholesterol (Joyce et al., 2014). With age, the rise 
in  LDL‐C  can  in  part  be  explained  by  the  decline  in  BSH+  species,  such  as  Lactobacillus  and 
Bifidobacterium species (Hopkins and Macfarlane, 2002). A decline in BSH results in fewer bile acids 
being deconjugated, and thus more are reabsorbed, and fewer are excreted. This results in a decline 
in the need for bile acid synthesis, and thus cholesterol utilisation is reduced (Joyce et al., 2014). One 
way to combat this decline in BSH is via the administration of probiotic strains (Al‐Sheraji et al., 2012). 
This has also been associated with improved gut health (Tuohy et al., 2003) and increased immunity 
in  human  subjects  (Moro‐Garcia  et  al.,  2013). However,  caution  is  needed when  suggesting  this 
strategy  as  a  therapeutic  intervention  for  the  treatment  of  hypercholesterolaemia,  as  increased 
concentrations  of  secondary  bile  acids  can  increase  inflammation  and  cancer  risk  in  the  colon 
(Salemans  et  al.,  1993).  This  is  emphasized  in  older  individuals, where  intestinal  transit  time  is 
elevated, and reabsorption of conjugated bile acids is decreased, thus increasing the exposure of the 
intestinal mucosa  to bile acids  (Salemans et al., 1993). This elevated exposure  time  results  in  the 
promotion of colorectal cancer in the elderly (Ajouz et al., 2014). 
 
1.1.4 Impact of genetic variation on cholesterol metabolism and healthy 
ageing 
There are several key genes involved in cholesterol metabolism: mutations to these genes can impact 
on plasma cholesterol levels; the response to pharmaceutical intervention; and the pathogenesis of 
age‐related disease.  In  this  section  several of  the  key  genetic polymorphisms  responsible  for  the 
dysfunction  of  cholesterol  metabolism,  as  well  as  those  promoting  exceptional  longevity  are 
discussed. Asselbergs et al. (2012) describe 122 single nucleotide polymorphisms (SNPs) which could 
account for ~9.9% of the variance in HDL‐C levels. Furthermore, 104 SNPs could explain ~9.5% of the 
variance in LDL‐C, 142 SNPs could explain 10.3% of variance in TC, while 110 SNPs could explain 8.0% 
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of the variance associated with triglyceride levels (Asselbergs et al., 2012). In addition, genetic factors 
can also influence the lipoprotein response to extrinsic factors, such as pharmaceutical intervention 
or diet. For example, in response to increases in dietary cholesterol, individuals can be categorised as 
either a hypo‐responder, where plasma TC  increases <0.05mmol/L, or as hyper‐responders, where 
there  is  an  increase  of  ≥0.06mmol/L  per  each  additional  100mg  dietary  cholesterol,  respectively 
(Herron et al., 2003). Likewise, Herron et al. (2003) demonstrated ingestion of ~640mg/day resulted 
in a 30% increase in LDL‐C and an 8% increase in HDL‐C in individuals classified as hyper‐responders, 
whereas LDL‐C and HDL‐C were unaffected in individuals classed as hypo‐responders. Thus, it is not 
surprising that previously Bosner et al. (1999) demonstrated cholesterol absorption varies from 29.0 
to 80.1% in healthy subjects aged between 17 and 80 years of age. Ethnicity also plays a role in this 
variation, with African‐Americans on average absorbing larger amounts of cholesterol than Caucasians 
or  those  from Asian  descent  (63.4%  vs.  56.2%). Although,  dietary  intake,  rather  than  absorption 
efficiency,  appeared  to be  the dominant  factor  in  cholesterol  absorption  (Bosner et  al., 1999).  In 
addition,  the  response  to  pharmaceutical  intervention,  such  as  the  administration  of  cholesterol 
biosynthesis inhibitors or cholesterol absorption inhibitors is highly variable (Barber et al., 2010; Simon 
et al., 2005). For example, the presence of at  least one minor allele at g.‐18C>A resulted  in a 15% 
improved reduction in LDL‐C in response to ezetimibe + statin therapy (Simon et al., 2005).  
 
1.1.4.1 Cholesteryl ester transfer protein 
Mutations to the gene encoding for the CETP enzyme can influence CETP activity and size (Cefalu et 
al., 2009). This affects both the amount of esterified cholesterol transported  from HDL to LDL and 
VLDL, as well as  lipoprotein size and number (Wang et al., 2002). There are a number of mutations 
within  the  CETP  gene  that  have  been  discovered.  Of  these  polymorphisms,  several  have  been 
associated with  lower  CETP  levels,  reduced  risk  of  CVD,  and  increased  longevity. Murine models 
transfected with CETP undergo extensive  lipid profile remodelling resulting  in an  increased risk  for 
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CVD  (Westerterp et al., 2006). Therefore, any mutation  resulting  in decreased CETP,  is  thought  to 
reduce  CVD  risk  and  increase  life‐span.  For  example,  homozygosity  for  the  common  I405V 
polymorphism is associated with exceptional longevity (Barzilai et al., 2003). In one case, a three‐fold 
increase  in homozygosity  for the  I405V genotype was observed  in  long  lived  individuals  (24.8% vs. 
8.6%). This homozygous amino acid substitution of 405 isoleucine for valine reflected a 17% reduction 
in  CETP  levels,  elevated  HDL  concentrations  by  3.63%,  and  decreased  LDL  levels  by  7.31%,  in 
comparison to individuals homozygous for the isoleucine codon. Furthermore, LDL and HDL particles 
were significantly larger (Barzilai et al., 2003). These larger lipoproteins have been associated with a 
decreased  incidence of CVD, hypertension, metabolic syndrome and neurodegeneration (Barzilai et 
al., 2006; Barzilai et al., 2003). It is likely that larger LDL molecules are less readily able to penetrate 
the arterial tissue, and therefore result in a decreased risk for atherosclerosis pathogenesis (Barzilai 
et  al.,  2003).  Homozygosity  for  the  I405V  polymorphism  is  therefore  regarded  as  a  protective 
phenotype for healthy ageing (Atzmon et al., 2005; Barzilai et al., 2006).  
The  missense  D442G  mutation  in  exon  15  of  the  CETP  gene,  has  also  been  described  as  an 
atheroprotective genotype, as the D442G mutation has been shown to  increase LDL‐C particle size, 
and HDL‐C levels (Wang et al., 2002). In addition, this mutation which reduces CETP mass, activity and 
secretion,  has  been  associated  with  a  decreased  risk  of  CVD  mortality  (Arashiro  et  al.,  2001; 
Koropatnick et al., 2008). However, Zhong et al. (1996) demonstrated an increase in HDL‐C associated 
with this genotype, was correlated with an  increase  in CHD risk  (Zhong et al., 1996). Alternatively, 
Hirano et al. (1997) demonstrated that a G to A mutation in intron 14, which induced a rise in HDL‐C 
exhibited a U‐shaped curve of the incidence risk of ischemic change (Hirano et al., 1997). Moreover, 
Agerholm‐Laren et al. (2000) demonstrated the A373P/R451Q genotype resulted in a decrease in HDL‐
C  in both males and  females  from  the Danish general population. Homozygosity  for  the mutation 
resulted  in the effect being more pronounced than  in heterozygotes, with HDL‐C levels of 1.19 and 
1.38mmol/L in males and females respectively compared to 1.26 and 1.62mmol/L. Non‐carrier males 
and females had HDL levels of 1.4 and 1.74mmol/L, respectively. Although this CETP genotype induced 
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lower levels of HDL‐C, potentially due to an increase in CETP activity, they were not associated with 
ischemic heart disease (IHD). Furthermore, when the authors adjusted for a group of risk factors in 
addition to HDL‐C, the mutation resulted  in a 36% reduction  in risk of  IHD (Agerholm‐Larsen et al., 
2000). 
 
1.1.4.2 Niemann‐Pick C1‐like 1  
Intestinal absorption of cholesterol varies significantly from person to person. In healthy individuals, 
cholesterol absorption can  range  from 29.0‐80.1%  (Bosner et al., 1999). This  is due,  in part  to  the 
genetic variation in the genes encoding for the NPC1L1 receptor, which is responsible for the clathrin‐
mediated  endocytosis  of  cholesterol  from  the  digestive  tract.  Cohen  et  al.  (2006)  discovered  20 
polymorphisms within individuals classified as hypo‐absorbers, compared to only five for the hyper‐
absorber category. Of the 20 mutations conferring a  low cholesterol absorption efficiency, 18 were 
observed in African‐Americans. This reflected the findings that these hypo‐absorber phenotypes were 
more prevalent in African Americans (6.2%) than white (1.8%) or Hispanic (1.7%) populations. These 
hypo‐absorber phenotypes conferred an average 8.6% reduction in LDL‐C (Cohen et al., 2006).  
In  individuals with  autosomal  dominant hypercholesterolaemia,  lacking  LDLr  or  apo B mutations, 
NPC1L1 mutations may play a role in the hypercholesterolaemic phenotype displayed. For example, it 
has been shown  that the  ‐133A>G polymorphism, significantly  increases NPC1L1 promoter activity 
(Martín et al., 2010). More recently, NPC1L1 SNPs have been linked with CVD. For instance, Polisecki 
et al. (2010) demonstrated that homozygous carriers for the minor alleles at ‐18A>C, L272L, V1296V 
or U3_28650A>G exhibited a 2‐8% increase in LDL‐C, while the risk of developing a fatal or nonfatal 
CHD event escalated by 50‐67% (Polisecki et al., 2010). Muendlein et al. (2015) determined that 24 
variants, particularly rs55837134 were associated with  future cardiovascular events. Homozygosity 
for  the  rare  rs55837134  variant  was  associated  with  a  3‐fold  increase  in  cardiovascular  event 
incidence, compared with carriers homozygous  for  the common allele  (Muendlein et al., 2015).  In 
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contrast,  Stitziel  et  al.  (2014)  demonstrated  that  the  presence  of  1  of  15  NPC1L1  inactivating 
mutations, as observed in 1/650 individuals, corresponded to a 12mg/dL (0.31mmol/L) decline in LDL‐
C, and  a 53%  reduction  in  cardiovascular event  risk  (Stitziel et  al., 2014).  In  addition  to  affecting 
baseline  lipoprotein  characteristics, mutations  to  the NPC1L1  gene  also  influence  the  lipoprotein 
profile  response  to  therapeutic  intervention.  For example, Simon et al.  (2005) demonstrated  that 
individuals homozygous  for  the  common  allele  g.‐18C>A exhibited  a 24.2% decline  in  LDL‐C  from 
baseline levels with ezetimibe treatment, compared with 27.8% for individuals heterozygous for the 
minor  allele.  Thus,  heterozygosity  for  the minor  allele  represented  a  15%  increased  response  to 
ezetimibe  treatment  (Simon  et  al.,  2005).  In  addition  to NPC1L1 mutations  leading  to  an  altered 
response to the NPC1L1 inhibitor ezetimibe, statin treatment efficiency is also affected. Polisecki et 
al. (2010) demonstrated the ‐133A>G SNP  influenced the LDL‐C response to Pravastatin treatment. 
Males homozygous for the minor ‐133A>G allele had the greatest decline  in LDL‐C with pravastatin 
treatment, while females with the major ‐133A>G allele exhibited the greatest response to treatment 
(Polisecki et al., 2010). 
 
1.1.4.3 Apolipoprotein E 
Apolipoprotein E is present on chylomicrons, VLDL, IDL, and HDL and acts as a ligand for hepatic LDLr 
and LRP to enable lipoprotein uptake. There are three major alleles associated with the APOE gene. 
These are, ɛ2, ɛ3, and ɛ4, which have a population frequency of 6.9, 76.2 and 16.9%, respectively in a 
Belgian cohort (Engelborghs et al., 2003). The ɛ3 allele is most commonly observed, and is considered 
as the ‘neutral’ apo E genotype. Along with ɛ2, ɛ3 preferentially binds to HDL‐C, while the ɛ4 allele has 
a preference for VLDL‐C (Dong and Weisgraber, 1996). The presence of the ɛ4 allele confers a 15 and 
25% decline in plasma apo E in males and females, respectively, compared to those with the ɛ3 allele. 
This decline in apo E is associated with a 2 and 5% increase in LDL‐C in males and females, respectively. 
In comparison, those with the ɛ2 allele exhibit a 27 and 32% increase in apo E, which is associated with 
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a 10% decrease in LDL‐C levels (Larson et al., 2000). The presence of an ɛ4 allele is considered a risk 
factor  for  the  development  of  many  conditions  including  atherosclerosis  (Zende  et  al.,  2013), 
Alzheimer’s Disease (AD) (Rhinn et al., 2013), and multiple sclerosis (Horakova et al., 2010), in addition 
to accelerating telomere shortening (Wikgren et al., 2012). On the other hand, this allele has been 
associated with a higher vitamin D status (Huebbe et al., 2011), and has been identified as a possible 
protective genotype against age related macular degeneration (Kovacs et al., 2007). The ɛ2 allele in 
contrast has been associated with an increased risk for the disease, or for its earlier onset (Tikellis et 
al.,  2007).  Furthermore,  homozygosity  for  the  ɛ2  allele  is  found  in  90%  of  individuals  with 
hyperlipoproteinaemia type III (Mahley and Rall, 2000). The ɛ2 isotope results in defective lipoprotein 
binding to LDLr, which in turn leads to incomplete catabolism of chylomicrons and VLDL‐C, resulting 
in an accumulation of cholesterol rich lipoprotein remnants (Phillips, 2014). However, only 5% of ɛ2 
homozygotes have this disease, and therefore there are other factors involved in the development of 
the disease (de Beer et al., 2002). With the exception of hyperlipoproteinaemia type III, this ɛ2 allele 
has been associated with a protective phenotype against CHD (Bennet et al., 2007). Furthermore, the 
ɛ2 allele is positively associated with exceptional longevity in Italian, Danish, US, and Japanese cohorts. 
In contrast,  the presence of  the  ɛ4 allele  reduced  the chance of  reaching exceptional  longevity  in 
Spanish, Italian, Danish, US and Japanese cohorts (Garatachea et al., 2014; Schupf et al., 2013).  
 
1.1.4.4 Lipoprotein and hepatic lipase  
Another enzyme that is affected by genetic mutation is LPL. LPL is primarily found on the endothelial 
wall of capillaries and is responsible for the hydrolysis of triacylglycerol in chylomicrons and VLDL into 
FFA and monoacylglycerol (Goldberg et al., 2009). A common polymorphism in the LPL gene is S447X, 
which results in a truncated protein due to a serine to stop codon change at amino acid 447, as a result 
of a C>G mutation at nucleotide 1595. In a cohort of American subjects, 44.0 and 50.6% of males and 
females, respectively exhibited homozygosity for the common allele, which is associated with reduced 
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LPL  activity, while only  12.6  and  7.6% were homozygous  for  the  rare  allele  (Larson et  al., 1999). 
Heterozygosity was displayed in 43.4 and 41.8% of males and females respectively. Females, but not 
males, exhibiting homozygosity for the rare allele had lower TC and LDL‐C levels, when compared to 
heterozygotes  and  homozygotes  for  the  common  allele  (Larson  et  al.,  1999).  This  alteration  to 
cholesterol  metabolism  could  play  a  role  in  the  association  of  this  genotype  with  age‐related 
conditions  such  as  hypertension,  T2DM,  and  coronary  artery  disease  (CAD)  (Daoud  et  al.,  2013; 
Muñoz‐Barrios et al., 2012). Hepatic lipase is responsible for the conversion of IDL to LDL, and can also 
be affected by genetic mutation. In contrast, the –C480T polymorphism in the hepatic lipase gene, has 
been shown to elevate HDL‐C levels (Murtomäki et al., 1997). While it is known that this polymorphism 
is associated with reduced postheparin HL activity, the precise mechanism for this phenotypic change 
is unknown. Homozygosity for the common allele was observed in 53.2% of control individuals, while 
40.3%  of  these  individuals  were  observed  to  be  heterozygous.  Homozygosity  for  the  –C480T 
polymorphism was observed  in 6.5% of healthy  individuals, whereas, this was reduced to 4.7%  for 
individuals with a paternal history of myocardial infarction before the age of 55 years, although this 
was not statistically significant (Murtomäki et al., 1997). Furthermore, McCaskie et al. (2006) found 
that although HDL‐C levels were raised in an Australian population with this polymorphism, it was not 
associated with a decrease in CHD risk (McCaskie et al., 2006). In contrast, Fan et al. (2006) found that 
this polymorphism was associated with a lower coronary flow reserve, which is an early indicator of 
atherosclerosis (Fan et al., 2006).  
 
1.1.4.5 HMG CoA reductase  
HMG CoA reductase is the enzyme responsible for the rate limiting step in cholesterol biosynthesis, 
and is therefore the main target for pharmaceutical intervention by statins (Istvan and Deisenhofer, 
2001). Chasman et al. (2004) demonstrated that two genetic polymorphisms were not only able to 
influence the baseline characteristics of the lipoprotein profile, but also influence the efficacy of statin 
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treatment. The presence of one copy of SNP 12 (rs17244841)  induced an 18.9% reduction  in LDL‐C 
and 4.6%  increase  in HDL‐C, compared with  individuals homozygous for the major allele. Whereas, 
heterozygotes  for  SNP  29  (rs17238540),  exhibited  18.9  and  2.4%  reduction  in  LDL‐C  and  HDL‐C, 
respectively. The presence of one of the SNPs also resulted in the diminished efficacy for cholesterol 
lowering treatment by pravastatin. For individuals with either SNP, the TC and LDL‐C lowering efficacy 
was reduced 22 and 19% respectively (Chasman et al., 2004). The authors postulate these findings 
could be due to these SNPs affecting expression, activity, or drug binding. The authors also suggest 
that a close  linkage between these SNPs and a third SNP, which  is responsible for  influencing HMG 
CoA reductase RNA stability, may also play a role  in altering LDL‐C and HDL‐C  levels,  in addition to 
statin treatment efficacy (Chasman et al., 2004).   
Thus,  genetic  polymorphisms  in  certain  enzymes  and  receptor  genes  associated with  cholesterol 
biosynthesis can provoke the dysregulation of cholesterol metabolism, lipoprotein profile, alter CVD 
risk, and the response of cholesterol metabolism to pharmaceutical intervention.  
 
1.1.5 Oxidative stress and cholesterol metabolism  
The  free  radical  theory of  ageing  is  underpinned by  the belief,  that  the  gradual  accumulation of 
oxidative damage with time  is responsible  for the ageing process  (Harman, 1956, 2009). Oxidative 
stress is the result of redox imbalance, due to an increase in damaging free radicals, such as reactive 
oxygen species (ROS). This in turn leads to detrimental changes including DNA damage, lipid oxidation, 
and impaired protein function. It is this accumulation of oxidative damage that manifests as ageing. 
(Kandola et al., 2015). ROS are produced during mitochondrial oxidative phosphorylation, and by cells 
exposed to xenobiotics (Berthiaume and Wallace, 2007), pathogen associated patterns (PAMPs) (Tassi 
et al., 2009) or pro‐inflammatory cytokines (Yang et al., 2007). Despite the perceived role ROS may 
play  in  the  ageing  process,  ROS  also  have  useful  roles  in  processes  such  as  phagocyte  derived 
bactericidal  and  tumouricidal  activity  (Li  et  al.,  2013;  Vatansever  et  al.,  2013),  nitric  oxide  (NO) 
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production (Shen et al., 2014), and insulin signalling (Bashan et al., 2009). Atherosclerosis is suggested 
to be a condition mediated by ROS, LDL‐C and  intrinsic ageing (Vogiatzi et al., 2009). Briefly, LDL‐C 
migrate across a damaged artery endothelium into the tunica intima, where an accumulation of LDL‐
C, immune cells, and proliferative smooth muscle cells occlude the artery lumen restricting blood flow 
(Hansson and Hermansson, 2011). This endothelial damage and dysfunction can be  influenced by a 
variety of factors  including smoking (Ambrose and Barua, 2004), hypertension (Li and Chen, 2005), 
hyperglycaemia  (Popov, 2010), hyperlipidaemia  (Kerenyi et al., 2006), ageing  (Wang and Bennett, 
2012),  infection  (Rosenfeld  and  Campbell,  2011),  and  hyperhomocysteinaemia  (Guthikonda  and 
Haynes, 2006). This damage results in increased ROS production, and a more permeable membrane 
in which LDL‐C and immune cells can more freely migrate. Oxidation of LDL by ROS forms the cytotoxic 
and immunogenic oxLDL (Mahmoudi et al., 2011). Release of monocyte chemotactic protein‐1 (MCP‐
1) by endothelial  smooth muscle  cells and macrophages  that have already  localised  in  the  tunica 
intima,  leads  to  the migration of monocytes across  the endothelium where  they differentiate  into 
macrophages (Dewald et al., 2005). These macrophages then engulf oxLDL via scavenger receptors SR‐
A and CD36, forming lipid‐laden foam cells (Korporaal et al., 2007). Meanwhile, T cells, mainly Th1, 
migrate across the endothelium and release pro‐inflammatory cytokines such as IL‐2, IL‐12 and IFN‐γ 
to intensify the immune response (Baidya and Zeng, 2005). Foam cells, macrophages, and T‐cells then 
combine to form a fatty streak. The macrophages also secrete the pro‐inflammatory cytokines TNFα, 
IL‐1β, IL‐6, and IL‐12, in addition to the mitogen platelet derived growth factor (PDGF), which induces 
the proliferation of smooth muscle cells of the tunica media forming a cap for the plaque (Ross et al., 
1990). This segregates the plaque from the blood, however the plaque cause the artery to harden and 
narrow, restricting blood flow. Subsequent instability in the plaque can result in  it rupturing; which 
can block the supply of blood to the heart causing a myocardial infarction, or to the brain, triggering 
an ischaemic stroke (Bentzon et al., 2014). In addition to the effects of ROS on LDL, it has also been 
shown to interact with the atheroprotective particle HDL. It has been suggested HDL is oxidised during 
the pathogenesis of atherosclerosis, causing HDL to lose its protective properties and transform into 
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a proinflammatory and proatherogenic mediator. These oxidised HDL, oxHDL, have been shown to 
promote smooth muscle cell proliferation and migration in a dose dependent manner, thus aiding in 
the progression of atherosclerosis pathogenesis (Wang et al., 2014). Further to this, oxHDL, have also 
been shown to  induce ROS production, upregulate the expression of the proinflammatory cytokine 
TNF‐α, and upregulate the expression of prothrombotic cyclooxygenase‐2, COX‐2, and plasminogen 
activator  inhibitor‐1, PAI‐1  (Callegari et al., 2006; Norata et al., 2004; Soumyarani and  Jayakumari, 
2012).  
 
1.1.6 Caloric restriction 
Caloric restriction (CR), a dietary regime defined by a 20‐40% reduction of calories, which does not 
induce malnutrition (Taormina and Mirisola, 2014), has been demonstrated to extend life‐span  in a 
diverse range of organisms, however its effect on humans has not be fully established (Barzilai et al., 
2012; Guarente, 2013). CR has been associated with many metabolic effects  linked  to ageing and 
longevity. For example, CR has been associated with a reduction in the release of ROS from complex I 
of mitochondria within  the  cardiac  tissue of  rodents  (Gredilla  et  al.,  2001).  Therefore,  there  is  a 
prevailing hypothesis within gerontology, that the positive effects of this dietary regime are mediated 
through a reduction  in ROS. However,  it  is possible that the beneficial effects of CR on health‐span 
extend beyond this particular aspect of ageing, as evidence suggests, that metabolic rate is unaffected 
by CR in murine models (Hempenstall et al., 2010). Moreover, it is considered that ageing is associated 
with the accumulation of oxidative damage. Conversely, recent evidence has suggested that low grade 
oxidative damage may be beneficial. As an example, glucose restriction has been associated with an 
increase  in  oxidative  stress  in  Caenorhabditis  elegans, which  is  thought  to  increase  resistance  to 
further oxidative stress, and thus extend  life‐span via mitochondrial hormesis  (Schulz et al., 2007). 
Alternatively, murine models have demonstrated that CR can prevent the age‐related decline of heat 
shock proteins (HSPs), which are induced following exposure to stress to protect cells and organs from 
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the stressor  (Colotti et al., 2005). CR has also been shown to have a positive effect on cholesterol 
metabolism  in mammals. For  instance, Edwards et al. (1988) investigated the effect of CR on LDL‐C 
over a five year period in Rhesus monkeys and found this regime reduced LDL‐C levels when compared 
to a control group (Edwards et al., 1998). Much more recently, it has also been suggested CR improves 
metabolic health generally (Ristow and Zarse, 2010). For instance, Colman et al. (2014) demonstrated 
a 2.9 times increased risk for all age‐related causes of death, in Rhesus monkeys undertaking a control 
diet, when compared to those undertaking a 30% CR diet. CR also increased the survival rate of those 
animals by 3.63 times (Colman et al., 2014). The Comprehensive Assessment of Long‐Term Effects of 
Reducing Calorie Intake (CALERIE) study provides information on the effect of CR  in humans. Phase 
one of  this program examined healthy, but overweight  individuals  (BMI 25‐29.9kg/m2)  from  three 
centres  across  America  who  underwent  20‐25%  CR.  From  these  studies  it  was  determined  two 
biomarkers of  longevity, fasting  insulin and body temperature were reduced following 6 months of 
25% CR. The authors of this study postulated that CR increases longevity via a reduction in metabolic 
rate (Heilbronn et al., 2006). In terms of a direct impact on lipid metabolism, CR was shown to decrease 
weight, fat mass and visceral adipose tissue in participants. These changes were associated with an 
increase in insulin sensitivity (Larson‐Meyer et al., 2006). The project has recently progressed to phase 
2 trials, to examine the effects of CR on healthy nonobese (BMI 22‐28kg/m2) individuals (Stewart et 
al., 2013).  
The effects of CR  in humans has also been  investigated by Fontana et al.  (2004).  In this study, the 
lipoprotein profile and carotid artery intima‐media thickness of 18 members of the Caloric Restriction 
Society, whose members practice  long  term  self‐imposed CR  (3‐15 years), was  compared with 18 
control individuals. This investigation revealed a number of interesting findings about the interaction 
of CR with  lipid metabolism,  including a decline  in TC, LDL‐C, and  triacylglycerol by 19.1, 29.5 and 
63.8%,  respectively. HDL‐C was  also  affected by CR, with  a 51.2% elevation  in  levels.  This was  in 
addition to a reduction  in other risk  factors associated with CVD  including, blood pressure and the 
inflammatory marker  C‐reactive  protein  (CRP).  Together with  the  carotid  intima‐media  thickness 
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reduction of approximately 40%, CR appears to have an atheroprotective effect (Fontana et al., 2004). 
It can be concluded from these studies, although it is clear that CR increases life‐span in many species, 
the underlying mechanisms are still ambiguous. However, in mammals a favourable lipid profile could 
be one  component of a much broader  cardioprotective protective effect brought on by CR which 
ultimately contributes to life span extension. 
 
1.1.7 mTOR, sirtuins, and cholesterol biosynthesis 
Mechanistic  target  of  rapamycin  (mTOR)  is  an  evolutionarily  conserved  serine/threonine  protein 
kinase  of  the  phosphatidylinositol‐3‐OH  kinase  (PI(3)K)‐related  family  that  regulates  an  array  of 
anabolic and catabolic pathways at the mRNA expression level (Johnson et al., 2013). mTOR acts as a 
key metabolic sensor in a wide range of biological activities, both at a cellular and organism level. This 
ability to act as a regulator causes it to respond to a plethora of both intrinsic and extrinsic cellular 
signals  (Mc  Auley  et  al.,  2015b).  These metabolic  cues  include  changes  to  oxygen,  nutrient  and 
hormonal  levels. mTOR  forms the catalytic subunit of two discrete signalling complexes, known as 
mTOR  complexes  1  and  2  (mTORC1  and mTORC2).  The mTOR  pathway  impacts  cell  growth  and 
proliferation by provoking anabolic processes, including biosynthesis of proteins, lipids and organelles, 
and by restricting catabolic processes, such as autophagy. There is a large body of evidence which has 
been generated from several animal models that link the activities of mTORC1 to the beneficial effects 
of CR, and thus longevity. Discussing these studies is beyond the scope of this thesis, rather the focus 
will  be  on  how mTOR  impacts  cholesterol  biosynthesis.  Central  to  the  regulation  of  cholesterol 
biosynthetic gene expression is the SREBP family of transcription factors (Horton et al., 2002). It has 
been observed that silencing of SREBP inhibits Akt (Protein kinase B (PKB)) dependent lipogenesis. Akt 
is an upstream regulator of mTOR, and it has been suggested PI3K/Akt/TOR pathway regulates protein 
and lipid biosynthesis in an orchestrated manner (Porstmann et al., 2008). More recently, Peterson et 
al.  (2011)  demonstrated mTORC1  regulates  SREBP  by  controlling  the  nuclear  entry  of  lipin  1,  a 
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phosphatidic  acid  phosphatase.  It was  found  that  inhibition  of  hepatic mTORC1  impaired  SREBP 
function and resulted in mice becoming tolerant in a lipin 1‐dependent fashion, to hepatic steatosis 
and hypercholesterolemia induced by a high‐fat and cholesterol diet (Peterson et al., 2011). Moreover, 
a recent study that examined non‐alcoholic  fatty  liver disease under conditions of  inflammation  in 
apolipoprotein  E  knockout  mice,  demonstrated  the  inhibition  of  mTORC1  activity  blocked  the 
translocation of SCAP/SREBP‐2 complex from the endoplasmic reticulum to the Golgi, and decreased 
the  expression  of  LDLr  and  SREBP‐2.  These  effects  were  accompanied  by  an  increase  in  LDLr 
degradation (Liu et al., 2015). Thus, this study suggests that there could be an important link between 
mTOR and LDLr turnover, which has significant implications for whole body cholesterol balance and 
healthy ageing.  
Sirtuins have also been shown to impact cholesterol biosynthesis. There are seven known mammalian 
sirtuins, that function as NAD+‐dependent deacetylases, which are involved in a wide range of cellular 
activities  including nutrient sensing and DNA repair (Chang et al., 2009; de Magalhães et al., 2012). 
The most well studied of the sirtuins, SIRT1, plays a role in various metabolic processes that enable 
the cell to adapt to changes in nutrient levels. For instance, SIRT1 plays a part in modulating hepatic 
gluconeogenesis, insulin secretion, fat mobilisation, and stress responses (Satoh et al., 2011; Wei et 
al., 2011). SIRT1 also deacetylates the nuclear receptor liver X receptor α (LXRα) to induce synthesis 
of the transporter ABCA1, a mediator of HDL and RCT. SIRT1 KO mice display reduced plasma HDL‐C 
levels in addition to an accumulation of cholesterol in the liver (Li et al., 2007). SIRT1 has also been 
suggested to be cardioprotective. For instance, evidence indicates it has a role in preventing cardiac 
hypertrophy (Planavila et al., 2011). In contrast, it has been demonstrated that inhibition of SIRT2 can 
reduce sterol biosynthesis by decreased trafficking of SREBP‐2, as a mechanism of neuroprotection in 
cellular and invertebrate models of Huntingtons Disease (Luthi‐Carter et al., 2010). Moreover, Tao et 
al. (2013) have suggested that Sirt6 is a critical factor for Srebp2 gene regulation. Hepatic deficiency 
of Sirt6 in mice resulted in elevated serum and hepatic cholesterol levels. Sirt6 is recruited by forkhead 
box O (FoxO)3 to Srebp2, where Sirt6 deacetylates histone H3 at lysines 9 and 56, thus promoting a 
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repressive  chromatin  state.  It  was  found  that  Sirt6  or  FoxO3  overexpression  improved 
hypercholesterolemia in diet‐induced or genetically obese mice (Tao et al., 2013). Therefore, Sirt6 and 
FoxO3 could have a crucial role to play in the regulation of cholesterol homeostasis  
 
1.1.8 Can diet mitigate the effect ageing has on cholesterol metabolism? 
During the 1950s, the Seven Countries Study (SCS) began exploring the role of diet and  lifestyle on 
disease rates in populations from various countries. Amongst the findings reported from these studies 
were  the  causal  association  between,  serum  cholesterol,  blood  pressure  and  smoking,  and  CHD 
mortality rates (Menotti et al., 1998; Menotti et al., 2004a; Menotti et al., 2004b), whereas, diets high 
in  saturated  fat,  and  trans  fats were  associated with higher  serum  cholesterol  and  thus CHD  risk 
(Kromhout et al., 1995). Conversely, diets high in vegetables, rich in fibre and antioxidants, promoted 
significant reductions in CHD risk (Buijsse et al., 2008; Streppel et al., 2008). Dietary regime is therefore 
an important factor that should be analysed and adjusted in order to reduce CHD risk and promote 
longevity.  The  important  role  of  dietary  and  other  lifestyle  interventions  on  life‐span  can  be 
emphasised by analysing the North Karelia Project. Internationally, Finnish males, especially those in 
the province of North Karelia, had the highest rate of CHD in the late 1960s, as a result of a diet high 
in salt and  saturated  fat, and  low  in vegetables,  in addition  to high  rates of smoking and physical 
inactivity  (Puska,  2008).  In  order  to  combat  this  burden,  a  low‐resource,  community‐based 
intervention study titled the North Karelia Project was implemented in 1972 (Puska, 1973). The North 
Karelia Project aimed to reduce CHD morbidity and mortality rates by reducing LDL‐C concentrations 
and blood pressure by improving diet and exercise patterns; and reducing smoking rates. The project 
resulted  in  the most  rapid decline  in CHD mortality  in  the world. Within 5  years, a 4.1 and 1.2% 
reduction  in serum cholesterol was exhibited  in men and women, respectively (Puska et al., 1979). 
These  figures  increased  further  to  a  21%  and  23%  decline  in  TC  under  re‐examination  in  2007 
(Vartiainen et al., 2010). The initial five year study resulted in a 17.4 and 11.5% reduction in CHD risk 
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in males and females, respectively. Following a further 25 years of implementation, this decline was 
amplified to a 60% reduction (Puska et al., 1979; Vartiainen et al., 2010). This 30 year project reflected 
an  85%  decrease  in  CHD‐related mortality  (Puska,  2008).  The  impact  of  lifestyle  on  cholesterol 
metabolism, and consequently CVD  risk  is  therefore significant. The  role diet and  lifestyle plays  in 
reducing risk of age related diseases and in extending life‐span is also apparent in those who consume 
a Mediterranean diet. This dietary pattern has been studied extensively, particularly, the role it plays 
in optimising lipoprotein profile and reducing CVD risk 
 
1.1.8.1 Mediterranean diet 
The Mediterranean diet is characterised by a high intake of vegetables, fruits, legumes, nuts, cereals 
and olive oil, and a low intake of dairy, and red and processed meats (Trichopoulou and Lagiou, 1997). 
Richard et al. (2012) demonstrated a five week Mediterranean diet decreased LDL‐C by 9.9%, even in 
the absence of weight loss in men with metabolic syndrome. It was suggested this dietary pattern was 
able to effect LDL‐C levels by increasing LDL‐C clearance as well as reducing cholesterol absorption. 
This was thought to be due to an increase of dietary phytosterols, nutrients, monounsaturated fatty 
acids (MUFA), polyunsaturated fatty acids (PUFA), fish oils and fibre (Richard et al., 2012; Woodside 
et al., 2015). The Mediterranean diet affects cholesterol metabolism as follows. Firstly, it is postulated 
PUFA  increases LDLr expression  (Fernandez and West, 2005). Furthermore, studies have  indicated 
plant sterols can reduce cholesterol absorption by 30‐50%  (Law, 2000), although the expression of 
ABCG5/G8  and  NPC1L1  are  thought  to  be  unaffected  by  sterol  ingestion  (Field  et  al.,  2004). 
Consumption of a Mediterranean diet has also been associated with a reduction in the incident rate 
of the age related diseases, T2DM, CVD, and cancer, by 52, 30, and 12%, respectively (Benetou et al., 
2008; Estruch et al., 2013; Salas‐Salvadó et al., 2011). Furthermore, individuals, from Spain or Italy for 
example, born in 2000, are expected to live on average 2 years longer than individuals from the UK or 
USA. In addition, the healthy life expectancy of these individuals is also 2 years more (WHO, 2015). 
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Thus, the Mediterranean diet is believed to play a role in prolonging both health‐span and life‐span. 
It  is  important  to  consider  health‐span  in  addition  to  life‐span,  as  an  increase  in  life‐span  is  not 
necessary associated with an  increase  in health. With a score of 0 for a state comparable to death, 
and a score of 1 to describe one year in a state of ideal health, the use of the quality adjusted life year 
(QALY) can be used to describe disease burden (De Smedt et al., 2012). Dalziel et al. (2006) outlined 
that a 10 year Mediterranean diet resulted in a 0.31 year increase in life span and 0.4 year QALY year 
increase in patients who had suffered an acute myocardial infarction (Dalziel et al., 2006).  
In another example of the Mediterranean diet being utilised as a strategy to treat age‐related disease 
onset, de Lorgeril et al.  (1999) reported a 9.11% reduction  in the rate of secondary cardiovascular 
events in patients who adhered to a Mediterranean diet compared to those that followed a standard 
diet. It was determined that each 1mmol/L increase in TC resulted in a 20‐30% increase in the risk of 
recurrence  (de  Lorgeril  et  al.,  1999).  Therefore,  a Mediterranean  diet  that  results  in  decreased 
cholesterol  levels  is not only protective  against primary  cardiovascular events but  also  secondary 
events. The  substantial evidence demonstrating  the potential benefit of  a Mediterranean diet on 
prolonging health‐span as well as  life‐span has resulted  in  large‐scale studies, such as the NU‐AGE 
project arising (Santoro et al., 2014). The NU‐AGE project aims to utilise the Mediterranean diet as a 
treatment  strategy  to  slow  the  rate  of  inflammaging,  in  addition  to  establishing  the molecular 
mechanisms underpinning the anti‐inflammaging effect of this dietary approach (Santoro et al., 2014). 
 
1.1.9 The recent emergence of the gut microbiome  
The gut microbiome has a range of metabolic roles which maintain host heath, including; facilitating 
the digestion of starch, fibre, and sugars (Szilagyi et al., 2010); producing short‐chain fatty acids (den 
Besten  et  al.,  2013;  Yu  et  al.,  2010);  vitamin  absorption  (Beulens  et  al.,  2013);  enhancing  host 
immunity; preventing allergies (Shen and Clemente, 2015) and facilitating enterohepatic circulation 
of bile acids (Joyce et al., 2014). Alterations to the microbiome can  impact host health and this has 
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increasingly  been  investigated  as  a  contributor  to  disease.  The  close  relationship  between  the 
microbiome and its human host has resulted in humans being described as metaorganisms (Biagi et 
al., 2012). The impact of the microbiome on overall health was recently illustrated by a female subject 
that underwent  a  faecal  transplant  from her overweight, but otherwise healthy daughter  for  the 
treatment  of  recurrent  Clostridium  difficile  infection.  Post‐transplant,  the  recipient  experienced 
substantial weight gain, resulting in a weight gain of 41 pounds and an increase in BMI from 26 to 34.5 
at 36 months observation (Alang and Kelly, 2015). This suggests ‘obesity promoting’ microbiota can 
be  transmitted  from  human  to  human,  as  previously  observed  in  rodents  (Ridaura  et  al.,  2013). 
Understanding  the  role  of  the microbiome  in  health  is  challenging,  due  to  complex  bidirectional 
interactions with many biological systems. For example, it has been implicated in enhancing alveolar 
macrophage  function  in  lung  infections  (Schuijt  et  al.,  2015)  and  is  thought  to  influence  brain 
morphology  and  function  (Fernandez‐Real  et  al.,  2015). A  decrease  in Actinobacteria with  age  is 
associated with amygdala disruption and thalmic microstructure, reduced motor speed and attention, 
in addition  to  increased  intra‐abdominal  fat  (Fernandez‐Real et al., 2015). Conversely,  in a  classic 
study, Killian et al. (1998) showed mice exposed to stress exhibited altered intestinal function (Kiliaan 
et al., 1998). Moreover, administration of probiotic strains impact behaviour by improving mood and 
decreasing anxiety symptoms  in both  rodent and humans  (Messaoudi et al., 2011; Savignac et al., 
2015; Steenbergen et al., 2015). Thus, a bidirectional relationship exists between the gut and brain 
and it is likely that a similar relationship exists for other organ systems.  
 
1.1.9.1 The gut microbiome and CVD 
There is an association between the microbiota and CVD risk. This could be mediated via its effects on 
bile acid metabolism, or by its contribution to choline diet‐induced trimethylamine N‐oxide production 
(Joyce et al., 2014; Koeth et al., 2013). Susceptibility to atherosclerosis has also been demonstrated to 
be transferable by microbiota transplantation in murine models (Gregory et al., 2015). Moreover, gut 
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microbiota dysbiosis has been associated with increased low‐grade inflammation, which is linked with 
the  development  of  atherosclerosis  (Chistiakov  et  al.,  2015).  To  examine  the  role  of  the  gut 
microbiome on CVD risk, Fu et al.  (2015) explored the potential relationships between operational 
taxonomic units  (OTUs) with BMI, and blood  lipids. High bacterial diversity was associated with a 
decreased BMI, and triglyceride levels, whilst a positive correlation was observed with HDL‐C levels. A 
total of 66 OTUs were associated with BMI, while 114 were associated with triglycerides, and 34 OTUs 
with HDL. In particular Clostridiaceae/Lachnospiracease was able to modulate LDL‐C levels. Fu et al. 
(2015) estimated that the gut microbiota  is  independently  responsible  for ≤6% of blood  lipid  level 
variation (Fu et al., 2015). 
 
1.1.9.2 The gut microbiome and ageing 
Due to inter‐individual variation, there is conflicting evidence on microbiome changes during ageing. 
In an elderly  Irish cohort  (65‐96 years), the proportion of Bacteriodetes ranged  from 3‐92%, while 
Firmicutes ranged from 7‐94% (Claesson et al., 2011). Further differences in the gut microbiome have 
also  been  observed  in  other  population  groups.  For  example,  Clostridium  cluster  XIVa  has  been 
observed to decrease with age in Japanese, Finnish, and Austrian cohorts (Hayashi et al., 2003; Hippe 
et al., 2011; Makivuokko et al., 2010), whereas an increase has been observed in German and Italian 
cohorts (Mueller et al., 2006). Biagi et al. (2010) reported higher levels of the Clostridium cluster XIVa 
in elderly Italians (49%), when compared to younger individuals (44%), although the levels did reduce 
slightly in centenarians (34%) (Biagi et al., 2010). These conflicting results make it difficult to establish 
an overall picture of how  ageing  effects  the microbiome. However,  it  is  likely  that diet,  lifestyle, 
antibiotic usage, and host health  status accounts  for much of  this variation  (Candela et al., 2014; 
Claesson et al., 2012; O'Sullivan et al., 2013). For example, the reduction in species diversity witnessed 
with age  in humans  (Biagi et al., 2010),  is amplified  in  those housed  in  long‐term  residential care 
(Claesson et al., 2012). Furthermore, a carnivorous or herbivorous diet can  induce changes  to  the 
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microbiome  composition  to  favour metabolism  of  protein  or  carbohydrates  (David  et  al.,  2014). 
Moreover,  Everard  et  al.  (2014)  demonstrated  that  a  high  fat  diet  decreased  the  expression  of 
regenerating  islet‐derived  3  gamma  (Reg3g),  an  antimicrobial  lectin  with  activity  against  Gram‐
positive species. This reduction of Reg3g increases colonisation of the intestinal epithelium, causing 
alterations  in  the microbiome,  including a decrease  in  the Firmicutes/Bacteroides  ratio. However, 
prebiotic administration is able to counteract this decrease in Reg3g (Everard et al., 2014).  
Bacteria  from the plyla Bacteroidetes and Fimicutes contribute to 95% of  faecal microbiota across 
ages, however a slight decline has been observed in centenarians (93%) (Biagi et al., 2010), while the 
Firmicutes/Bacteroidetes  ratio also  lowers with age  (Park et al., 2015).  In addition, Claesson et al. 
(2011) demonstrated Firmicutes increased from 40% to 51%, and Bacteriodetes decreased from 57% 
to  41%, when  comparing  a  young  cohort  (28‐46  years  old)  to  an  elderly  cohort  (≥65  years  old) 
(Claesson et al., 2011). In contrast, Biagi et al. (2010) found that the Firmicutes/Bacteroidetes ratio 
increased  from  3.9  in  young  individuals  to  5.1  in  elderly  individuals,  before  decreasing  to  3.6  in 
centenarians (Biagi et al., 2010). Furthermore, species diversity and number of Bifidobacterium and 
Lactobacillus  species  commonly  declines with  age  (Hopkins  and Macfarlane,  2002).  Hopkins  and 
Macfarlane (2002) found that species diversity of Bifidobacterium and Lactobacillus decreased by 57.1 
and 45.5%  respectively between healthy young adults aged 21‐34, and healthy elderly  individuals, 
aged 67‐73 years old. The number of Bifidobacterium and Lactobacillus species, measured as  log10 
CFU/g  wet  weight  of  faeces,  decreased  by  53.2  and  52.2%  respectively  with  age  (Hopkins  and 
Macfarlane, 2002).  In addition, with age,  there  is an  increase of potentially pathogenic  facultative 
anaerobes. For example, Proteobacteria increased from 1.2% to 2.6% in human centenarians, whilst 
bacilli increased from 5% to 12% (Biagi et al., 2010). 
Evidence suggests centenarians have further altered gut microbiota than elderly cohorts (Biagi et al., 
2010).  For example, when  comparing  the  gut microbiota of  cohorts exhibiting  ‘normal  life‐spans’ 
(urbanised  town  communities, UTC) with  those  exhibiting  exceptional  longevity  (longevity  village 
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communities,  LVC)  in  South  Korea,  LVC  individuals  displayed  significantly  higher  numbers  of 
Bacteroides,  Prevotella,  and  Lachnospira, while  levels  of Dialister,  Subdoligranulum, Megamonas, 
EF401882_g, and AM275436_g were greater in UTC individuals. The content of pro‐inflammatory LPS 
was also significantly lower in the faecal samples of the LVC cohort. Higher LPS levels were associated 
with increased meat intake, decreased vegetable intake, and the presence of several bacterial species 
found only in the UTC cohort (Park et al., 2015). These factors could influence the progression of low‐
grade  inflammation. This view  is consolidated as bacteria associated with anti‐inflammatory effects 
were  significantly higher  in  the  LVC  cohort, making  it possible  that  factors  such as diet,  influence 
microbiome composition, and result in a drop in pro‐inflammatory LPS and a concomitant reduction 
in  inflammaging. Additionally, Biagi et al.  (2010)  found  that an age‐related  increase  in potentially 
pathogenic Proteobacteria was correlated with the upregulation of pro‐inflammatory IL‐6 or IL‐8 (Biagi 
et al., 2010). This further consolidates the belief, that reducing proinflammatory mediators such as 
LPS/cytokines could reduce inflammaging and promote healthy ageing (Biagi et al., 2010; Park et al., 
2015). 
The microbiome also affects metabolism. By  investigating  the bacterial genetic material  in human 
faecal  samples,  Rampelli  et  al.  (2013)  revealed  an  increase  in  the  bacterial  genes  involved  in 
tryptophan  metabolism  with  age.  It  is  plausible  that  this  age‐dependent  increase  in  bacterial 
tryptophan metabolism, decreases host bioavailability, a phenomenon which is implicated in a variety 
of  inflammatory  related  conditions  (Capuron  et  al.,  2011; Murr  et  al.,  2015).  Furthermore,  the 
abundance of genes involved in SCFA production reduced with age. Moreover there was a decrease 
in bacterial saccharolytic potential, while an  increase  in proteolytic potential, diverted metabolism 
towards putrefaction. In addition, increasing age corresponded with the enrichment of genes relating 
to pathobionts such as Escherichia (Rampelli et al., 2013). Future investigations will no doubt explore 
further bidirectional relationships between the regulation of  lipid metabolism, the gut microbiome 
and intrinsic ageing. 
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1.1.10 Current and future therapeutic strategies 
The emerging bi‐directional relationship between the gut microbiome and human host promotes this 
as a potential therapeutic target for the regulation of many host systems. Probiotic administration has 
been  highlighted  as  an  effective  immunomodulator, which  can  have  potential  benefits  on many 
diseases (Patel et al., 2015). For example, Makino et al. (2010) demonstrated that a daily probiotic 
intake for 8‐12 weeks resulted in a 2.6 times lower risk of becoming infected with the influenza virus 
in  individuals  ≥40  years  old  (Makino  et  al.,  2010).  Furthermore,  it  has  been  demonstrated  that 
administration of probiotics for several weeks prior to a flu vaccination, increases initial antibody titres 
in addition to maintaining these enhanced levels for increased lengths of time in elderly cohorts (Boge 
et al., 2009; Nagafuchi et al., 2015). As well as this, probiotics have been found to influence cholesterol 
metabolism. Al‐Sheraji et al. (2012) demonstrated an 8 week probiotic supplementation in an elderly 
murine  model  significantly  reduced  plasma  TC,  triglycerides,  LDL‐C,  and  VLDL‐C,  in  addition  to 
increasing  HDL‐C  levels.  Moreover,  probiotic  supplementation  significantly  reduced  the 
atherosclerotic index of these animals (Al‐Sheraji et al., 2012). These alterations in plasma cholesterol 
levels could be due to a number of factors, including, the generation of SCFAs which may reduce the 
rate of hepatic  cholesterol  synthesis,  the  increase  in bile  acid deconjugation  resulting  in  reduced 
cholesterol solubility and absorption, and the increase in bile acid excretion (Al‐Sheraji et al., 2012; 
Begley et al., 2006; Hara et al., 1999). However,  it  is  important to note, evidence suggests that the 
byproducts  of  unconjugated  bile  acids  have  been  associated  with  the  dysregulation  of mucosal 
functioning (Ajouz et al., 2014; Baptissart et al., 2013). 
Furthermore, dietary interventions such as the Dietary Approaches to Stop Hypertension (DASH) and 
portfolio  diets,  which  target  the  risk  factors  for  CVD,  hypertension  and  hypercholesterolaemia 
respectively, can be utilised (Jenkins et al., 2015; Keith et al., 2015; Rifai and Silver, 2015). For example, 
a  recent meta‐analysis  determined  the  DASH  diet  lowered  systolic  pressure  by  6.74mmHg,  and 
diastolic  blood  pressure  by  3.54mmHg  (Saneei  et  al.,  2014).  Although  the  portfolio  diet  is  less 
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successful in lowering blood pressure, it is effective at modifying the lipoprotein profile. Jenkins et al. 
(2011)  observed  a  13.1  and  13.8%  reduction  in  LDL‐C  in  individuals  undertaking  the  routine  and 
intensive portfolio diets over a 6 month period. Adherence to the routine or intensive portfolio diet 
resulted in a respective calculated 10 year CHD risk reduction of 10.8 and 11.3% respectively (Jenkins 
et al., 2011). As there is a significant risk reduction for CHD, and few adverse reactions associated with 
these diets, wide‐scale utilisation in elderly individuals may play a role in maintaining good health in 
later years. Further to this, dependence on pharmaceutical intervention may be reduced. Moreover, 
many  of  the  food  items  associated  with  these  diets  contain  phytochemicals  that  can  positively 
modulate  infection  and/or  inflammaging  and  its  related  diseases  (London  and  Beezhold,  2015; 
McCarthy and O'Gara, 2015; Shayganni et al., 2015). 
Another viable therapeutic avenue could be to inhibit PSCK9. Recently inhibition of this enzyme has 
proven to be effective at lowering LDL‐C in patients with hypercholesterolaemia. By inhibiting PCSK9, 
the  rate  of  LDLr  degradation  is  reduced,  and  the  rate  of  LDL‐C  clearance  can  be maintained.  A 
systematic review and meta‐analysis of phase 2 or 3 randomised controlled trials revealed treatment 
with monoclonal antibodies targeting PCSK9 lowered LDL‐C levels by 47.49%, and reduced all‐cause 
mortality and myocardial infarction risk (Navarese et al., 2015). 
 
1.1.11 The role of mathematical modelling in identifying future therapeutic 
strategies 
The  term  systems  biology  describes  the  holistic  approach  employed  to  study  the  interactions  of 
multiple components of a biological system, which, by using techniques  from the fields of biology, 
mathematics and computer science, is highly interdisciplinary in nature (Breitling, 2010; Bruggeman 
and Westerhoff, 2007; Ideker et al., 2001). In recent years, research in this area has benefitted from 
adopting a systems biology paradigm to study the inherent complexities associated with ageing and 
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metabolism (Breitling, 2010; Ideker et al., 2001; Kirkwood, 2011; Mc Auley et al., 2009; Mc Auley and 
Mooney,  2015b; Mc Auley  et  al.,  2013).  It  is  clear  from  the  biological mechanisms  and  complex 
interactions outlined in this review that studying their dynamics is challenging (Borgqvist et al., 2017). 
The  systems  biology  approach  provides  a  framework  for  dealing  with  this  intrinsic  complexity 
(Bruggeman  and Westerhoff,  2007; Hoffman  et  al.,  2017). Central  to  this  approach  is  the  use  of 
mathematical models, which work  in  tandem with experimental work by  integrating experimental 
data and enabling dynamic behaviour to be modelled in a holistic manner (Enrique Salcedo‐Sora and 
Mc Auley,  2016;  Ideker  et  al.,  2001;  Kilner  et  al.,  2016;  Kitano,  2002; Mooney  et  al.,  2016).  This 
contrasts with the often reductionist approach that is commonly used in experimental biology, which 
generally focuses on a small number of processes operating in isolation. The utility of mathematical 
modelling lies in its inherent ability to facilitate hypothesis exploration, and to make predictions about 
the behaviour of the biological systems in question, and can often lead to a deeper understanding of 
the biology. Recently, there has been three excellent reviews of mathematical models in this area (Mc 
Auley and Mooney, 2015b; Paalvast et al., 2015; Parton et al., 2015). Therefore, the aim here is not to 
review each of the models already outlined by Mc Auley and Mooney (2015b), Paalvast et al. (2015), 
and  Parton  et  al.  (2015),  but  to  provide  a  synopsis  of  how mathematical models  of  cholesterol 
metabolism, and its associated processes can be used to enhance our understanding of how ageing 
impacts this core biological system. Recently a whole body model of cholesterol metabolism and its 
age associated dysregulation was constructed (Mc Auley et al., 2005; Mc Auley et al., 2012). Within 
this framework several key mechanisms were included, including LDLr turnover, intestinal cholesterol 
absorption, and endogenous cholesterol synthesis. Using the model, a number of mechanisms were 
explored. Firstly, using an in silico simulation the efficiency of cholesterol absorption was investigated. 
Interestingly, by  increasing cholesterol absorption from 50% to 80% by 65 years,  it was shown that 
LDL‐C  increased by 34mg/dL (0.88mmol/L) from  its baseline value of 100mg/dL (2.59mmol/L) at 20 
years of age in a healthy adult male. However, the key finding of the model centred on hepatic LDLr. 
It was observed that by decreasing the activity of the LDLr to 50% by age 65 years, this produced a rise 
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in LDL‐C of 116 mg/dL (3.0mmol/L) from a base line value of 100mg/dL (2.59mmol/L) at age 20 years 
in a healthy male. This model is coded in the Systems Biology Markup Language, SBML (Hucka et al., 
2003),  and  is  archived  in  the  BioModels  database  (Le  Novere  et  al., 
2006)(http://www.ebi.ac.uk/biomodels‐main/BIOMD0000000434).  This  makes  the  model 
straightforward to adapt and update.   
 
Figure 1.12 SBGN of the original whole‐body model of cholesterol metabolism. 
Taken from Mc Auley et al. (2012). 
 
 
Figure 1.13 Example findings from the original model of whole‐body cholesterol metabolism. 
Figures show the effect of A) cholesterol intake, B) cholesterol absorption, C) rate of LDLr synthesis, 
D) ageing in the presence of reduced hepatic LDLr receptor synthesis, on LDL‐C. Taken from Mc Auley 
et al. (2012). 
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Recently  other  groups  have  adapted  the model,  for  example, Mishra  et  al.  (2014)  included  the 
variables body weight and physical activity and explored cholesterol absorption in depth (Mishra et 
al., 2014). Moreover, Paalvast and colleagues (2015) used the model to conduct an in silico experiment 
utilizing the statin, simvastatin  (Paalvast et al., 2015). To simulate  this effect, the authors reduced 
hepatic cholesterol synthesis by 75%. This resulted in a reduction in LDL‐C of 14% and 33% in six weeks 
and one year respectively. In recent years a number of other models have mathematically represented 
various aspects of cholesterol metabolism. Briefly, these  include models of cholesterol biosynthesis 
(Bhattacharya et al., 2014; Kervizic and Corcos, 2008; Mazein et al., 2013; Watterson et al., 2013), 
lipoprotein dynamics (Chapman et al., 2010; Hubner et al., 2008; Shorten and Upreti, 2005; Sips et al., 
2014), LDLr regulation (Shankaran et al., 2007), hepatic LDL‐C endocytosis (Wattis et al., 2008), and 
RCT (Lu et al., 2014). Most of these models do not focus on the ageing process as such, but it is possible 
they  could  be  adapted  and merged  to  explore  in  depth  some  of  the  changes  that  occur within 
cholesterol metabolism  during  ageing,  in  particular  the  interaction  of  the  gut microbiome  with 
cholesterol metabolism. 
 
1.1.12 Summary 
Developed populations are living longer, resulting in an increase in the diseases associated with ageing 
(Prince et al., 2015). Of the diseases whose prevalence increases with age, CVD related mortality is by 
far the most common in over 85 year olds (Townsend et al., 2015). The risk factors for CVD are many, 
however together with classic  factors such as chronological age, smoking, sex, blood pressure and 
diabetes;  lipid biomarkers have become the cornerstone  in determining CVD risk (Appelman et al., 
2015). It is generally accepted that the relationship between CVD risk and the dysregulation of lipid 
metabolism  is  in  part  due  to  the  strong  association  that  exists  between  elevated  TC/LDL‐C  and 
atherosclerotic plaque  formation  (Gould et al., 2007). Conversely, due  to  its  role  in RCT, HDL‐C  is 
widely regarded as being anti‐atherogenic; evidenced by the inverse correlation between HDL‐C levels 
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and CVD  (Cooney  et  al.,  2009).  Fundamentally,  cholesterol metabolism  is maintained by  a  subtle 
balancing act between dietary ingestion, intestinal absorption, whole‐body synthesis and excretion. 
These processes work in a coordinated fashion over a diverse range of spatial and temporal scales to 
help maintain whole body cholesterol balance. Changes to any of these processes can have a direct 
impact on the levels of LDL‐C and HDL‐C, thus indirectly influencing CVD risk, a finding of paramount 
importance, when considering the complex  interactions that exist between cholesterol metabolism 
and the ageing process. 
This section has highlighted the ageing process does not affect cholesterol metabolism at solely one, 
or even a number of sites, but rather each regulatory component of cholesterol metabolism is affected 
by the ageing process. There is a currently paucity of studies detailing the mechanistic changes to this 
system that occur with the ageing process. Furthermore, of those that exist, the majority tend to focus 
on murine models and were completed several decades ago. Despite this, the review uncovered a 
number of important findings about how cholesterol metabolism is affected by ageing. It was revealed 
that  NPC1L1  expression  significantly  increases  in  the  duodenum  and  jejunum  with  age,  while 
ABCG5/G8 expression is suppressed (Duan et al., 2006). Moreover, in humans it has been found that 
the rate of bile acid synthesis declines with age, which occurs with a concomitant reduction  in the 
hepatic expression of the rate limiting enzyme of bile acid synthesis, CYP7AI (Bertolotti et al., 2007). 
Also,  from an  intestinal perspective  it has been suggested that the rise  in LDL‐C that accompanies 
ageing  is due  to a decline  in BSH+ species, such as Lactobacillus and Bifidobacterium  (Hopkins and 
Macfarlane, 2002; Joyce et al., 2014). Additionally, when the impact of ageing on lipoprotein dynamics 
was examined, it was suggested that the mechanistic explanation for the rise in LDL‐C during ageing, 
is due  to a  reduction  in  the  rate of LDL‐C clearance  from  the circulation  (Millar et al., 1995). This 
assertion is certainly in line with the central finding from the recent mechanistic model of whole body 
cholesterol metabolism, which revealed that a reduction in the hepatic clearance rate of LDL‐C is the 
central driver in dysregulating cholesterol metabolism (Mc Auley et al., 2012). 
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For the purposes of abstraction, this model did not incorporate many of the mechanisms outlined in 
this review. The dysregulation of cholesterol metabolism is the cumulative effect of ageing on many 
components of cholesterol metabolism and it is naïve to single out any one aspect in particular. This 
view  is  supported  by  findings  from  this  section which  revealed  how  other  important  aspects  of 
cholesterol metabolism are affected by ageing. For instance, oxidative stress was shown not only to 
be  involved  in  the progression of atherosclerosis, but  to also be  involved  in  the oxidation of HDL 
particles  (Wang  et  al.,  2014).  Moreover,  various  molecular  mechanisms  involving  intracellular 
cholesterol homeostasis and biosynthesis have been shown to be affected by the metabolic regulators 
mTOR and sirtuins. These cellular metabolic hubs are widely regarded as having a key role to play in 
intrinsic ageing and health‐span. For instance, mTORC1 regulates SREBP levels, which in turn results 
in altered LDLr expression (Liu et al., 2015). In addition, Sirt6 has been identified as being involved in 
Srebp2  gene  regulation  (Tao  et  al.,  2013).  Collectively  these  findings  emphasize  that  it  not  the 
dysregulation of one, or even a few, biological mechanisms; rather, age related dyslipidaemia is likely 
to be the result of a combination of several factors, and future therapeutic interventions should be 
underpinned by this.  
This section also revealed diet has a key role to play in modulating cholesterol metabolism and could 
be a key therapeutic avenue to mitigate the effects ageing has on lipid metabolism. The central dietary 
paradigm  of  ageing  research  has  been  CR.  This  regime  has  been  shown  to  have  a  positive 
cardioprotective effect in humans, part of which is brought about by an improvement in blood lipid 
profile  in subjects undertaking this diet  (Fontana et al., 2004). More conventional diets also affect 
cholesterol metabolism. The high  levels of dietary phytosterols, MUFA, and PUFA typically found  in 
the Mediterranean  diet  for  instance,  have  been  shown  to modulate  cholesterol metabolism,  by 
increasing hepatic expression of LDLr, in addition to reducing cholesterol absorption (Richard et al., 
2012). Thus, experimental evidence suggests employment of healthy diets such as the Mediterranean 
diet, and supplementation with probiotics for example (Al‐Sheraji et al., 2012), could be utilised to 
slow the rate of LDL‐C accumulation, associated with the ageing process.  
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One way in which the relationship between diet, ageing and cholesterol metabolism could be explored 
further would be to use mechanistic mathematical models. Recently, mathematical models have been 
used to explore the dynamics of cholesterol metabolism and the effect that both ageing and dietary 
changes have on it. One area that a mathematical model could be used to explore in greater depth, is 
the  bi‐directional  relationship  between  the  gut  microbiome  and  cholesterol  metabolism.  Thus, 
modelling could help to identify alternative therapeutic targets, which could reduce the dependence 
on pharmaceutical intervention in older people to improve blood lipid profile.  
 
1.1.13 Conclusion 
It  is evident, the breakdown of cholesterol metabolism associated with ageing results  in  increased 
LDL‐C and has  important  implications  for health‐span. Dietary  intervention offers a potential non‐
pharmacological avenue that could be invaluable for mitigating the insidious effects ageing has on this 
system. In recent years, there has been an increase in the use of mechanistic mathematical models to 
explore complex systems such as cholesterol metabolism in a more integrated and non‐reductionist 
fashion.  Such  models  should  be  increasingly  used  to  determine  new  targets  for  therapeutic 
intervention.   
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1.2 PART 2: Ageing and DNA methylation 
 
1.2.1 Introduction 
The epigenetic mechanism of DNA methylation  controls gene expression and  repression  (Lim and 
Maher, 2010). DNA methylation refers to the covalent addition of methyl (CH3) groups to the carbon 
5 position of  the pyrimidine  ring of  cytosines,  typically  in  a CpG dinucleotide, of which  there are 
approximately 28 million  in the haploid genome of a human (Stevens et al., 2013). Regions of DNA 
with a high CpG content are referred to as CpG islands (CGIs). There are approximately 45,000 CGIs 
per human haploid genome (Antequera and Bird, 1993), which are typically between 200 and 1400bp 
in  length (Larsen et al., 1992) and generally  located around transcription start sites (Saxonov et al., 
2006). Saxonov, Berg and Brutlag (2006) determined that 72% of promoters are rich in predominantly 
unmethylated CpG (Saxonov et al., 2006). DNA methylation can be greatly varied due to a number of 
factors  including  age  and  disease  status,  as  discussed  in  sections  1.2.2  and  1.2.3.  Interestingly, 
hypermethylation of CpG sites in promoters or enhancers typically leads to transcriptional silencing, 
whereas  hypomethylation  of  CpG  sites  in  a  gene  body  frequently  results  in  an  increase  in  gene 
expression (Mendizabal and Yi, 2016; Yang et al., 2014).  
As outlined in Figure 1.14, the production of 5‐methylcytosine is regulated by DNA methyltransferases 
(DNMTs)  DNMT1,  DNMT3A  and  DNMT3B,  which  transfer  methyl  groups  from  S‐adenosyl‐L‐
methionine  (SAM).  DNMT1  primarily  acts  as  a  maintenance  methyltransferase,  targeting 
hemimethylated  DNA,  formed  after  DNA  replication,  thus  ensuring  the  re‐establishment  of  the 
parental DNA methylation pattern in daughter DNA (Goyal et al., 2006); while DNMT3A and DNMT3B 
act as de novo DNA methyltransferases (Okano et al., 1999). Additionally, there is another member of 
the DNMT3 family, DNMT3L. Although catalytically inactive, DNMT3L has been observed to markedly 
stimulate the de novo methylation of DNA by DNMT3A when coexpressed (Chédin et al., 2002).  
74 
 
Demethylation  can  be  either  passive,  through  incorrect DNA  replication,  or  be  an  active  process 
regulated by TET enzymes. TET catalyse the oxidation of 5‐methylcytosine to 5‐carboxylcytosine via 
the  intermediates  5‐hydroxymethlcytosine  and  5‐formylcytosine.  Thymine DNA  glycosylase  (TDG) 
then removes 5‐carboxylcytosine and 5‐formylcytosine from the DNA strand allowing the insertion of 
an unmethylated cytosine into the deleted base site through base excision repair (BER) (Rasmussen 
and Helin, 2016). 
 
Figure 1.14 Overview of DNA Methylation. 
De novo methylation is regulated by DNMT3a and DNMT3b and uses SAM as a methyl donor. The new 
methylation pattern is passed on to daughter cells through DNMT1, which acts on hemi‐methylated 
DNA.  DNA  can  become  demethylated  through  the  TET  and  TDG  enzymes  and  BER.  DNMT, DNA 
methyltransferase;  TET,  ten‐eleven  translocation;  BER  base  excision  repair,  SAM,  S‐
adenosylmethionine; 5mC, 5‐methylcytosine; 5hmC, 5‐hydroxymethlcytosine; 5fC, 5‐formylcytosine; 
5caC, 5‐carboxylcytosine. 
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1.2.2 Impact of ageing on DNA methylation 
During ageing, epigenetic drift can be used to describe the increase in methylation in CGI sites which 
are unmethylated in the young, and the decrease in methylation globally. These findings have been 
reported  across  species  (Maegawa  et  al.,  2017).  Maegawa  et  al.  (2017)  showed  that  average 
methylation increased from 2±0.1% to 18±5%, 2±0.3% to 22±3%, and 3±0.5% to 20±4 with age in sites 
observed to be unmethylated in young mice, rhesus monkeys and human subjects respectively. When 
analysing highly methylated non‐CGI sites, ageing resulted in a reduction in methylation from 94±0.4% 
to 78±4%, 94±0.3% to 73±4%, and 93±1% to 74±2% in the same three mammalian species. These data 
indicate that methylation drift associated with ageing is evolutionarily conserved. Interestingly, drift 
rates were calculated as 4.1±1.2%, 0.34±0.14% and 0.1±0.02% per year for mice, rhesus monkeys and 
human respectively, and an inverse relationship between the rate of methylation drift and longevity 
in these mammalian species was established (Maegawa et al., 2017). A similar finding was described 
by Wilson et al. (1987). In this work, ageing resulted in a global decrease in 5‐methyldeoxycytidine in 
multiple tissues from two murine models and human bronchial epithelial cells obtained from autopsy 
donors, and an inverse relationship between lifespan and rate of loss of 5‐methyldeoxycytidine was 
reported. An estimated  loss of 5.6‐8.9  x105  and 2.3‐2.8  x105 5‐methyldeoxycytidine per  year was 
observed for Mus musculus and Peromyscus leucopus species which have lifespans of 3.5 and 8.0 years 
respectively, while a  loss of 1.6x104/year was observed  in human cells  (Wilson et al., 1987). Their 
conclusion  corroborates  the  findings  of  Drinkwater  et  al.  (1989), where  it  was  determined  that 
lymphocytes obtained from 20‐30 year old volunteer donors contained 54.6±1.6% methylated CmCGG 
sites, while  a  statistically  significant  7.1%  reduction  (47.5±2.6%) was observed  in  65‐80  year olds 
(Drinkwater et al., 1989).  
Maegawa et al. (2017) further examined if methylation drift is ubiquitous in differing tissue types. By 
analysing  12  genes  which  were  associated  with  hypermethylation  and  three  associated  with 
hypomethylation with age,  it was determined that tissue  from kidney and  liver generally exhibited 
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lower levels of age related hypermethylation. In contrast, tissue from the intestines (small and large) 
and  bone marrow  showed  reduced  age  associated  hypomethylation.  In  further  investigations  by 
Maegawa  et  al.  (2017)  it was  reported  that  there was  a  significant  inverse  relationship  between 
methylation drift and the level of change in gene expression. It was noted that when looking at the 
methylation  pattern  of  genes  which  had  increased  expression,  a  significant  reduction  in  DNA 
methylation  was  observed,  while  conversely,  silenced  genes  had  a  concomitant  increase  in 
methylation.  
Altered expression of the enzymes responsible for DNA methylation and demethylation have been 
repeatedly reported to be a contributing factor for the changes observed in DNA methylation patterns 
with age. For  instance, Sun et al.  (2014) observed  the expression of genes encoding  for  the DNA 
methyltransferases dnmt1, dnmt3a, and dnmt3b, considerably declined between the ages of 4 months 
and 24 months  in C57BL/6 male mice. Interestingly, the expression of demethylation enzymes Tet1 
and Tet3 were also  reduced with age  (Sun et al., 2014).  In humans, a  reduction  in TET1 and TET3 
expression was observed with age, and a correlation between TET1 and DNMT1, DNMT3B and TDG 
was determined  in peripheral blood mononuclear cells obtained  from 188 volunteers, aged 34‐74, 
from eight European  countries.  Interestingly, while a global  reduction  in 5‐hydroxymethylcytosine 
(5hmC) was also detected with age, a statistically significant increase in the methylation of the CpG 
islands within the TET1 gene was found in 69‐74 year olds when compared to 34‐41 year olds (Valentini 
et al., 2016). These findings are consistent with the observation that hypermethylation within certain 
gene regions is often associated with gene silencing.  
In contrast to the findings of Sun et al. (2014), Lopatina et al. (2001) showed that although DNMT1 
declined with age in WI‐38 fibroblast cells, the activity of de novo methylation enzymes decreased in 
middle age, compared with young cells, and rose slightly with senescence. This resulted in the ratio of 
de novo to maintenance methylation enzymes  increasing with age. The authors postulate that the 
decline  in DNMT1 could  lead to the global hypomethylation, and the rise  in the ratio of de novo to 
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maintenance methylation enzymes with age could be responsible for the regional hypermethylation 
associated with gene silencing (Lopatina et al., 2002). Similarly, Casillas Jr et al. (2003) observed that 
DNMT1 expression declined significantly with age  in foetal human WI‐38 fibroblasts, with old aged 
cells  having  75.44%  of  the  expression  exhibited  by  young  cells.  Furthermore,  the  activity  of  this 
maintenance methyltransferase  declined  from  83.2cpm/μg  protein  in  young  cells  to  52.1cpm/μg 
protein in middle aged cells, and to 28.1cpm/μg protein in old lung WI‐38 fibroblast cells. Conversely, 
the activity of the de novo methyltransferases increased from 21.4cpm/μg protein in young cells to 
59.0 and 75.0cpm/μg protein in middle aged and old cells respectively. Interestingly, ageing appeared 
to  have  an  opposing  effect  on  the  expression  of  the  de  novo methyltransferases, with  DNMT3a 
declining to 60.61% that of young cells  in old age, while expression of DNMT3b  in young cells was 
75.21% of  that expressed by old  cells. Thus  again,  the  change  in  the  ratio between maintenance 
methyltransferases  and  de  novo methyltransferases  could  be  a  key  factor  in  the  aberrant  DNA 
methylation associated with ageing. 
 
1.2.3 DNA methylation and cancer 
Germline  cells  have  specific  DNA  patterns  to  enable  suitable  gene  regulation  during  embryonic 
development.  Importantly, within  a  small  proportion  of  genes,  one  parental  allele  is  exclusively 
expressed,  due  to  a DNA methylation  regulated  gene  imprinting  (Barlow  and  Bartolomei,  2014). 
Inappropriate methylation during development can result in imprinting failures and diseases including 
Beckwith‐Wiedemann,  Prader‐Willi,  Silver‐Russell  and  Angelmans’s  syndromes  (Bartolomei  and 
Ferguson‐Smith, 2011). Epigenetic modifications are also frequently seen in diseases with later onsets; 
including  cancer  (Kulis  and  Esteller,  2010),  neurodegeneration  (Sanchez‐Mut  et  al.,  2016),  and 
autoimmune disease  (Richardson, 2003). With a  focus on  the effect of epigenetic modification on 
cancer pathogenesis, both gene silencing, due to hypermethylation in gene promoters (Merlo et al., 
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1995), and oncogene activation or chromosomal instability due to global hypomethylation (Gaudet et 
al., 2003; Rosty et al., 2002) will be discussed.  
In one study of promoter hypermethylation, it was reported that in 7/9 non‐small cell lung cancers, 
the tumour suppressor gene p16 was fully methylated, while the CpG  islands  in samples of healthy 
lung,  kidney,  and  blood  lymphocytes  were  found  to  be  unmethylated  (Merlo  et  al.,  1995). 
Interestingly, Christensen et al. (2010) discovered through  locus‐by‐locus analysis, a trend between 
loci  methylation  and  cancer  characteristics  including  tumour  grade  and  size,  oestrogen  and 
progesterone status and triple negative status in invasive breast cancer specimens from 162 women 
from Northern California. At all 74 CpG  loci which were associated with  tumour  size,  there was a 
positive  correlation  between  the  level  of  methylation  and  tumour  size.  Moreover,  increased 
methylation was observed in all five CpG loci associated with lymph node infiltration, when disease‐
positive lymph nodes were reported. Array validation revealed CpGs within the promoters of P2RX7, 
a gene encoding for a receptor which mediates apoptosis, and HSD17B12, a gene coding for an enzyme 
involved  in oestrogen metabolism and  fatty acid elongation, had statistically elevated methylation 
levels as  tumour size  increased. Additionally, methylation of CpGs within  the promoter of GSTM2, 
which reduces mRNA expression of the detoxifying enzyme GSTM2, was correlated with tumour grade 
(Christensen et al., 2010).  
Similarly to the aberrant DNA methylation associated with ageing, disease associated changes to the 
methylome could be due to changes in DNMT expression. For instance, in a study of 76 women with 
primary  cervical  cancer, DNMT1 was observed using  immunostaining,  in 77.5% of  cancer  cells.  In 
comparison, this enzyme was observed in only 16% of normal cells. In addition, the intensity score of 
staining (0 for no staining, 4+ for intense staining), was reported as 1.0 for cancerous cells compared 
with a reduced figure of 0.2 for normal cells. Interestingly,  individuals with >77.5% DNMT1 positive 
cells were 4.3 times more likely to die prematurely compared with individuals who exhibited <77.5% 
DNMT1 positive cells, while those with an intensity score >0.9625 were 4.9 times more likely to die 
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earlier than those <0.9625 (Piyathilake et al., 2017). Furthermore, Mizuno et al. (2001) determined 
that in 33 patients with acute myeloid leukaemia (AML), DNMT1, DNMT3A and DNMT3B exhibited an 
average 5.3, 4.4 and 11.7 fold increase in comparison to levels observed in control bone marrow cells. 
Interestingly, p15INA4B, a  tumour  suppressor gene  commonly  silenced by methylation  in AML, was 
methylated in 72% of AML patients, and in these 24 cases, DNMT1 was statistically higher than those 
without p15INA4B methylation. Further examination of chronic myeloid leukaemia cells revealed that 
DNMT  expression  was  phase  dependent.  During  the  chronic  phase,  expression  of  these  three 
methyltransferases was comparable to normal bone marrow cells, however, with advancement to the 
acute phase, DNMT1, DNMT3A and DNMT3B expression was raised with an average 3.2, 4.5 and 3.4 
fold increase respectively (Mizuno et al., 2001). Conversely, Gaudet et al. (2003) reported that mice 
exhibiting 10% of DNMT1 compared with wild type mice, exhibited a 30% reduction in birth weight, 
and 80% developed aggressive T cell lymphoma within 8 months. While examining hypomethylated 
tumours, it was determined that 10/12 exhibited chromosomal instability (gain of chromosome 15), 
in comparison to only 2/12 Moloney murine  leukaemia virus  induced tumours, thus  indicating that 
global hypomethylation  can  also play  a  role  in  the pathogenesis of  cancer  through  chromosomal 
instability (Gaudet et al., 2003). 
 
1.2.3.1 EN1 gene and disease 
The  EN1  gene  encodes  for  the  protein  homeobox  protein  engrailed‐1.  First  characterised  in 
drosophila, EN1 mutation results in abnormal development including posterior‐anterior duplications 
and malformation of the wings (Garcia‐Bellido and Santamaria, 1972). Within humans, the EN1 gene 
has been associated with pattern formation within the central nervous system during development 
(Zec et al., 1997). Wilson et al. detail that expression of EN1 is observed within multiple neuronal cell 
types within the cerebellum, and that great changes to its distribution occurs during gestation, with 
expression remaining until >21 days (Wilson et al., 2011). 
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Hypermethylation of this gene has been observed in multiple cancer types including colorectal (Mayor 
et al., 2009), prostate (Devaney et al., 2011), and breast cancer (Carrascosa et al., 2014). For instance, 
Bell  et  al.  (2011)  reported  that  the  EN1  gene  transcriptional  start  site  exhibited  significant 
hypermethylation  in human  salivary gland adenoid  cystic  carcinoma when  compared with normal 
tissue, with a 59% difference  in methylation across the EN1 promoter. Furthermore, the extent of 
hypermethylation was correlated with tumour grading, location and patient outcome. Significantly, it 
was observed  that out of  32  loci,  the  EN1  gene displayed  the  greatest difference  in methylation 
between normal and diseased tissue, and little variation in hypermethylation across nine CpG islands, 
thus emphasising its possible use as a biomarker for cancer detection (Bell et al., 2011). Similarly for 
prostate cancer, differential methylation between normal and cancerous cells was greatest in the EN1 
gene (Devaney et al., 2011). In addition, the EN1 gene was most frequently methylated in colorectal 
cancer when  compared  to  the  SCTR  and  INHBB  genes.  Interestingly,  EN1 was more  likely  to  be 
methylated  in colorectal carcinoma compared  to colorectal adenoma, with 73%  (66/90) colorectal 
carcinomas and 40% (4/10) adenomas showing hypermethylation, and result in gene silencing (Mayor 
et al., 2009). Similarly, Frigola determined that the EN1 gene was hypermethylated in 70% of colorectal 
tumours, and found hypermethylation resulted in suppression of the EN1 gene (Frigola et al., 2006). 
Importantly Mayor et al.  (2009) outlined  that only 1.12%  (1/89) of EN1 genes  in normal  samples 
exhibited  hypermethylation,  an  important  factor  when  searching  for  a  cancer  biomarker. 
Interestingly, EN1 methylation resulted  in approximately a 30% reduced survival rate after 5 years 
compared to patients without hypermethylation of the EN1 gene (Mayor et al., 2009).  
  
1.2.4 Effect of poor diet on DNA methylation and disease 
There  is  a  strong  association  between  poor  diet,  obesity,  and  cancer  (Dobbins  et  al.,  2013).  For 
instance, Zhang et al. (2017) examined the effect of DNA methylation in rats fed a high fat diet for 14 
weeks, and reported that within 1000bp of transcriptional start sites of known genes, seven genes 
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exhibited  differentially methylated  CpGs.  These  differences  ranged  from  5‐22%,  and  resulted  in 
altered gene expression, in animals which gained approximately 90% body mass from the high fat diet, 
in  comparison  to  rats  fed  a  standard  chow  diet. When  expanding  to  CpGs  within  10,000bp  of 
transcriptional start sites, 147 genes were differentially methylated and expressed. One of the genes 
of note, Phlda1, became hypermethylated with a high  fat diet, which was associated with reduced 
expression, and in turn steatosis, a contributor to the pathophysiology of obesity (Zhang et al., 2017). 
Furthermore, Vucetic, Kimmel, and Reyes (2011) outlined that mice fed a high fat diet (60% fat) from 
weaning at 3 weeks, until 18‐20 weeks, showed significant hypermethylation in the μ‐opioid receptor 
(MOR) promoter in reward‐related brain regions, and repression of the MOR gene, which was related 
to an increase in binding of the transcriptional repressor methyl CpG binding protein 2 (MeCP2). It was 
suggested that repression of the MOR gene was responsible for a significantly reduced preference for 
sucrose; thus  indicating that animals on a high fat diet exhibit reward hypofunctioning, which may 
contribute to difficulties reversing obesity after long term exposure to highly palatable foods (Vucetic 
et al., 2011). As mentioned, obesity is strongly linked with cancer (Han et al., 2014). For instance, it 
has  been  found  that many  of  the  31  differentially methylated  CpGs  in  obese  children,  and  151 
differentially methylated CpGs  in severely obese children discussed by Fradin et al. (2017) are also 
associated with cancer, thus warranting concern regarding the risk for cancer pathogenesis  in  later 
life (Fradin et al., 2017). Similar results were observed by Xu et al. (2013) who examined differentially 
methylated CpG sites  in 48 obese African American participants aged 14‐20 years old compared to 
their non‐obese counterparts (Xu et al., 2013). It is important to note that the type of ingested fat may 
differentially methylate DNA. Garcia‐Escobar et al.  (2017) examined  the effect of different  fats on 
TNFα promoter methylation, and reported reduced methylation in animal who were fed coconut oil 
(high saturated fat, SFA), which was inversely correlated with the pro‐inflammatory cytokine TNFα in 
adipocytes (García‐Escobar et al., 2017). 
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1.2.5 Aberrant DNA methylation therapy 
Lifestyle factors including diet, physical activity, weight, and smoking status, have a significant impact 
on the methylome and age related disease (Lim and Song, 2012). As lifestyle factors such as these can 
influence  DNA  methylation,  targeting  the  methylome  with  a  more  potent  modulator,  such  as 
chemotherapy, could provide a promising avenue to treat diseases such as cancer. 
 
1.2.5.1 Diet 
The  role  of  diet  in modulating metabolic  health  throughout  lifespan  has  long  been  known.  For 
instance, a significant amount of  insight has been gained  from analysing  the  impact of being born 
during the Dutch Hunger Winter, which took place in the Netherlands during World War 2. It is now 
emerging that changes to DNA methylation could be a central player in directing how the deleterious 
effects  of  the  Dutch  Hunger Winter  unfold.  A  recent  genome‐scale  analysis  of  differential  DNA 
methylation  in whole  blood  after  periconceptional  exposure  to  famine  during  the Dutch Hunger 
Winter emphasises this phenomenon (Tobi et al., 2014). Following a thorough assessment of prenatal 
malnutrition‐associated differentially methylated regions (P‐DMRs), it was found that P‐DMRs which 
preferentially  occur  at  regulatory  regions,  are  characterized  by  intermediate  levels  of  DNA 
methylation,  and  map  to  genes  enriched  for  differential  expression  during  early  development. 
Moreover,  it was  revealed differential methylation of P‐DMRs was  associated with 256 pathways 
which are defined by growth and metabolism. P‐DMRs found in the insulin receptor precursor gene 
and  the  carnitine  palmitoyltransferase  1A  gene  (involved  in  fat metabolism) were  found  to  have 
enhancer activity in vitro and differential methylation was interconnected with birth weight and serum 
LDL‐C levels. In addition to the findings from studying those exposed to the Dutch Hunger Winter, it 
has also been recognised by Barker since the mid‐1990s that exposure to a suboptimal intrauterine 
environment has deleterious metabolic consequences for later life (Barker, 1995). Similar to the Dutch 
Hunger Winter,  recent  studies have  revealed  that  this phenomenon  is underpinned by epigenetic 
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regulation.  For  instance,  it  has  been  shown  that  placental  leptin  DNA methylation  levels  were 
correlated with  glucose  levels  (2‐hours post‐oral  glucose  tolerance  test)  in women with  impaired 
glucose tolerance and with decreased  leptin gene expression  in the whole cohort (Bouchard et al., 
2010). The methylome is not simply a nutrient sensor during the intrauterine period. Strikingly, in a 
recent study DNA methylation changes were correlated with body composition in pre‐school children 
as part of  the epigenome‐wide‐analysis  in  the European Childhood Obesity Project  (CHOP).  It was 
found DNA methylation variants were identified to be associated with BMI, fat‐mass, fat‐free‐mass, 
fat‐mass‐index and fat‐free‐mass‐index (Rzehak et al., 2017). Specific aspects of diet have also been 
associated with DNA methylation  changes. As discussed,  the effect of poor diet on aberrant DNA 
methylation and disease pathogenesis can be significant, therefore it is conceivable that a healthy diet 
regime  may  play  a  role  in  the  prevention  of  aberrant  DNA  methylation.  For  instance,  plant 
polyphenols, originating  in fruit and beverages, and often associated with healthy diets, have been 
associated with  reduced oxidative stress,  inflammation and  risk of cancer  (Zhang and Tsao, 2016), 
which may be mediated through modulation of DNA methylation (Mileo and Miccadei, 2016). In one 
example, polyphenols associated with the Mediterranean Annuraca apple, reportedly increased p53, 
and  reduced methylation  in  the  promoters  of  hMLH1,  p14ARF,  and  p16INK4a,  restoring  normal 
expression of silenced tumour suppressor genes  in colorectal cancers (Fini et al., 2007).  In another 
example,  it was observed that 2 weeks of 6g/day of cocoa, a rich source of polyphenols,  lead to a 
reduction  in global DNA methylation  in participants with pre‐hypertension, type 1 hypertension, or 
hypercholesterolaemia.  In  this  randomised  control  trial,  global DNA methylation was  reported  as 
3.909 ±0.380%  in control subjects, compared with 2.991 ±0.366%  in subjects who consumed cocoa 
(Crescenti et al., 2013). Furthermore, in vitro treatment of subject peripheral blood mononuclear cells, 
revealed  cocoa  significantly  lowered  DNMT1,  3a  and  3b  mRNA  expression  in  addition  to 
methylenetetrahydrofolate  reductase  (MTHFR)  and  5‐methyltetrahydrofolate‐homocysteine 
methyltransferase  reductase  (MTRR) gene expression  (Crescenti et al., 2013). Similar  results were 
observed by Nandakumar et al. (2011) who reported that green tea polyphenols epicatechin‐gallate 
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and epigallocatechin‐3‐galate significantly  lowered DNMT1, 3A and 3B activity and expression  in a 
dose dependent manner, reduced global methylation, and reactivated the silenced tumour suppressor 
genes p16INK4a and Cip1/p21 in human skill cancer A431 cells (Nandakumar et al., 2011).  
 
1.2.5.2 Folate feeding studies 
One of the most studied supplements in regards to DNA methylation is folate. This is because, folate 
plays a key role in one carbon metabolism through its conversion to N‐5‐methyltetrahydrofolate which 
in turn is converted to SAM, the global methyl donor in DNA methylation (Crider et al., 2012). Methyl 
group  deprivation  can  lead  to  changes  in  one  carbon  folate metabolism, metabolites, which  can 
irreversibly  perturb  DNA  methylation  and  interestingly,  induce  lesions  associated  with  the 
pathogenesis of cancer. For instance, Pogribny et al. (2006) reported that male F344 rats fed a diet 
deficient in methyl groups (low methionine and choline, and folic acid negative) for 9 weeks, exhibited 
a 70% reduction  in SAM when compared to mice on a control diet, while S‐adenosylhomocysteine 
(SAH) was unaffected. Thus a significant decrease  in the SAM/SAH ratio, an  important predictor of 
methylation  capacity,  was  observed.  The  methyl‐deficient  diet  also  lead  to  a  60%  increase  in 
unmethylated CCGG sites obtained  from  liver  tissue.  Interestingly,  the  reintroduction of a methyl‐
sufficient diet resulted in normalised DNA methylation in rats who were fed a methyl‐deficient diet 
for 9 weeks. However, in rats fed a methyl‐deficient diet for 18, 24 or 36 weeks, the reintroduction of 
a methyl‐sufficient diet could not reverse the hypomethylation induced. Significantly, the appearance 
of glutathione‐S‐transferase π (GSTπ), a characteristic of hepatocarcinogenesis was observed despite 
the reintroduction of the methyl‐sufficient diet, even after 9 weeks of exposure to a methyl‐deficient 
diet (Pogribny et al., 2006). Additionally, Jung et al. (2011) reported that 800µg/day for 3 years of folic 
acids  did  not  influence DNA methylation  in moderately  hyperhomocysteinemic Dutch males  and 
females aged 50‐70 years (Jung et al., 2011). 
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In contrast, results from Pufulete et al. (2005) suggest DNA hypomethylation brought about by  low 
dietary folate could be reversed by folate supplementation. It was reported that a 400µg/day for 10 
weeks supplement of folic acid, in patients with colorectal adenoma, increased serum folate from 7.4 
to 13.4µg/l, and plasma homocysteine decreased 12%, while DNA methylation  increased by 31 and 
25%  in  leucocytes and colonic mucosa respectively  (Pufulete et al., 2005).  Interestingly, Park et al. 
(2017)  found  folate  supplementation  produced  distinct  differences  in  DNA methylation  patterns 
dependent on body weight. In this study, supplementation of 800µg/day for 8 weeks in normal weight 
and  obese  females  aged  18‐35  increased  serum  folate  by  86.2  and  109.6%  respectively.  Before 
supplementation, 10.7% of CpG sites differed between the different weight categories; this rose to 
15.2% after  supplementation. Higher  levels of methylation were observed  in 52.9%  and 55.0% of 
obese women before and after treatment respectively. After treatment, CpG sites were more likely to 
have reduced levels of methylation; 67.9 and 75.8% for normal weight and obese females respectively. 
Interestingly,  while  the  supplementation  induced methylation  changes  in  genes  associated  with 
neural  tube  closures  in  women  of  normal  weight,  overweight  women  exhibited  changes  in 
methylation in genes associated with folate metabolism, methylation and vitamin B metabolism (Park 
et al., 2017). 
Conversely, a 3 month 100µg/day, 400µg/day, and a 4000µg/day supplement of folate resulted in an 
11.5, 11.7 and 18.9% reduction in % 5 methyl‐deoxycytidine respectively in coagulated blood samples 
from Chinese women of reproductive age, who showed an average % methyl‐deoxycytidine level of 
4.42±0.12%  at  enrolment.  Interestingly,  it  was  observed  that  genotype  can  influence  the  DNA 
methylation response to dietary folate. When analysing the effect of a 3 month 4000µg/day folate 
supplement in the presence of the MTHFR 677C→T variant, it was found that there was an 11.6, 18.8 
and  19.5%  reduction  in %  5 methyl‐deoxycytidine  for  the  CC,  CT  and  TT  genotypes  respectively 
compared to baseline results (Crider et al., 2011).  
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1.2.5.3 Caloric restriction 
Recent evidence has suggested that CR, a dietary regime defined by a 20‐40% reduction of calories, 
that  does  not  induce malnutrition  even  in  the  short  term,  could  potentially  ameliorate  aberrant 
methylation  in disease associated genes, as observed  in age  related methylation drift  (Kim et al., 
2016). Maegawa et al. (2017) detailed that CR was able to counteract hypermethylation associated 
with ageing without producing novel methylation patterns.  In both DNA from whole blood of mice 
and Rhesus monkeys, a  significant  inverse  relationship was observed between CR and  the  rate of 
methylation drift. Specifically, there was an average DNA methylation, across 24 genes, of 26±2% and 
27±0.7% for aged mice and Rhesus monkeys fed ad libitum, compared to 17±0.7 and 24±0.9% in aged 
mice and Rhesus monkeys respectively who underwent CR (Maegawa et al., 2017). Similarly, dietary 
restriction (DR) has also been shown to have a beneficial effect on DNA methylation. DR can be used 
to describe a broader range of dietary interventions than CR, and can include short term starvation, 
fasting, and diets which contain a normal amount of calories, but contain nutrient deficiencies, such 
as  protein  or  carbohydrates  (Lee  and  Longo,  2016). Hahn  et  al.  (2017)  showed  that mice which 
underwent 40% dietary restriction, which was applied by measuring the food intake of ad libatum fed 
mice,  and  feeding  the  test  group  40%  less  food,  exhibited  a  reduced  number  of  differentially 
methylated regions  in DNA extracted  from the  liver.  In aged mice  fed ad  libitum, age differentially 
methylated  3176  regions,  of  which  1945  became  hypermethylated  and  1231  became 
hypomethylated, whereas  aged mice  who  underwent  40%  DR  exhibited  only  2250  differentially 
methylated regions, of which 1512 became hypermethylated and 738 became hypomethylated (Hahn 
et al., 2017). To further this, Wang et al. (2017) reported that 40% CR resulted in a predicted 9.4 month 
reduction  in  epigenetic  age within  the  livers  of  22 month  old mice  compared with  age‐matched 
controls (Wang et al., 2017), therefore it appears that CR may provide a promising treatment strategy 
for aberrant DNA methylation.  
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1.2.5.4 Drug therapy  
Due to the association of hypermethylation of promoters and tumour suppressor gene silencing  in 
cancer, the use of drugs which ameliorate this change may provide a successful method for reducing 
DNA methylation  in  these  regions and enable  the  re‐expression of  these genes. Hypomethylating 
agents  5‐azacytidine  (azacytidine)  or  5‐Aza‐2'‐deoxycytidine  (decitabine)  are  two  such  examples, 
which were approved for use throughout the European Union, by the European Medicines Agency 
(EMA) in 2008 and 2012 respectively, for patients with myelodysplastic syndromes (MDS) (European 
Medicines Agency, 2017a, b). 
Following cellular uptake of decitabine, it is phosphorylated to 5‐aza‐2’‐deoxycytidine‐triphosphate, 
and becomes  incorporated  into DNA strands  in place of cytosines within CpG sites. The substitute 
nucleotide binds DNA methyltransferases similarly to cytosine, however due  to  the substitution of 
carbon‐5  in  the  cytosine  ring  for nitrogen,  β‐elimination  is  inhibited and  thus  covalent bonding  is 
irreversible. This results  in enzyme  inhibition and eventual degradation of the bound enzyme, and 
therefore a reduction in DNA methylation. Azacytidine acts in a similar way, however acts upon RNA. 
Interestingly, during phosphorylation, approximately 10‐20% is converted to a 5‐aza‐2’‐deoxycytidine‐
triphosphate precursor and thus acts upon DNA (Stresemann and Lyko, 2008).  
While meta‐analysis data suggest that both Azacitadine and Decitabine are superior to best supportive 
care  in patients with MDS  (Almasri et al., 2015), there  is conflicting evidence on the superiority of 
these drugs. For instance, Lee et al. (2013) conducted a comparative analysis of Azacytidine, given for 
7 days in a 28 day cycle, and Decitabine, given for five consecutive days in a 28 day cycle, in patients 
with myelodysplastic syndromes, and response rates of 46 and 52%, a median peak response observed 
at 4.2 and 4.0 months, and median survival time of 23.3 and 22.9 months were reported respectively. 
While these parameters were not statistically different from one another, it was established that the 
survival  rate was  significantly  improved  in  patients  >65  taking  Azacitidine,  and  patients  showed 
reduced vulnerability to infection, in addition to a lower incidence of grade 3/4 of cytopenia (Lee et 
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al., 2013). Xie,  Jiang  and Xie  (2015)  conducted  a meta‐analysis of 11  trials,  containing 1392 MDS 
patients  and  similarly  found  that while  there was  no  significant  difference  between  the  rate  of 
complete  response  in  patients  undertaking  Decitabine  or  Azacytidine  treatment  (13  vs.  12%), 
Azacitidine treatment resulted in a significantly higher overall response rate compared with Decitibine 
(73 vs. 42%). Moreover, a statistically significant  improvement  in overall survival was observed  for 
Azacytidine  treatment when compared  to best supportive care, while no statistical difference was 
observed for Decitabine treatment (Xie et al., 2015).  
In contrast, results  from a randomised phase  II trial  in patients with  low/intermediate‐risk MDS or 
chronic myelomonocytic leukemia indicated an overall response rate of 70 and 49% for patients who 
received  intravenous  Decitabine  or  Azacytidine  for  three  consecutive  days,  on  a  28  day  cycle, 
respectively. Furthermore, the one year event‐free survival rate was significantly greater in patients 
who received Decitabine (74 vs. 55%).  In addition, haematological  improvements were observed  in 
24% of patients treated with Decitabine compared with 8% of Azacytidine patients, and of the patients 
who were transfusion dependent at the start of the trial, 32 and 16% became transfusion independent 
following Decitabine or Azacytidine treatment (Jabbour et al., 2017).  
However,  it  is  important to note that the use of such hypomethylating agents should be used with 
caution due to selectivity concerns. For instance, in one study which used Azacytidine to treat the non‐
invasive breast  cancer  cell  lines MCF‐7  and  ZR‐75‐1,  the drug  lowered DNMT1  and DNMT3b  and 
methylation within the promoters of several pro‐metastatic genes, including uPA and MMP2, leading 
to gene expression. Furthermore, it was shown that treatment increased the invasiveness of both cell 
lines (Chik and Szyf, 2011).  
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1.2.6 The use of electrochemical techniques in ageing 
In recent years a systems orientated approach has become increasingly popular in bioscience research 
(Breitling, 2010; Bruggeman and Westerhoff, 2007; Mc Auley et al., 2015a; Mc Auley et al., 2017). The 
essence  of  this methodology  is  to  utilise  novel  approaches  to  study molecules,  cells,  or  entire 
organisms. Nutrition research is no different, and is beginning to benefit from this new paradigm (Mc 
Auley  et  al.,  2013; Morgan  et  al.,  2016c;  Salcedo‐Sora  and Mc  Auley,  2016).  It  can  be  argued 
electrochemical techniques, which describe analytical methods that use potential, charge, or current, 
to determine the concentration, or chemical reactivity, of an analyte (Harvey, 2002), come under this 
umbrella of systems techniques.  
There is great demand for new strategies to detect biomarkers associated with age‐related disease, 
especially those which are available at the point of care, and electrochemical techniques are of great 
value to this field (Campuzano et al., 2017). There are several examples of the use of electrochemical 
techniques in ageing. For instance, Fagan‐Murphy et al. (2016) developed a sensor for ROS, a chemical 
implicated  in  the ageing process. Using  the CNS homogenates  from young and old common pond 
snails, it was found that the current was greater at all four potentials examined, indicating there were 
significantly  greater  levels  of  H2O2  in  the  older  animals  (Fagan‐Murphy  et  al.,  2016).  In  another 
example, Esteves‐Villanueva et al. (2014) used EIS  for the electrochemical detection of tau protein 
misfolding, a protein associated with neurodegeneration. It was reported that a decrease in Rct was 
observed when binding occurs;  this was  explained  by  conformational  changes  upon  binding.  The 
authors postulated this approach could be used to screen for the early onset of neurodegeneration 
(Esteves‐Villanueva et al., 2014).  
There are also numerous examples of electrochemical techniques being used to detect cancer. These 
techniques utilise a broad range of methodologies and biological targets. For instance, Damiati et al. 
(2017) used anti‐CD133 antibodies bound to a Au‐SPE to detect liver cancer cells. Results showed that 
as the number of HepG2 cells captured increased, the peak current decreased (Damiati et al., 2017). 
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Conversely, Benvidi et al. (2015) used EIS, CV and DPV to detect the tumour suppressor gene BRCA1 
gene in an immobilised probe on a gold working electrode. Using a Ag/AgCl reference electrode and 
platinum counter electrode, it was shown that the gene could be detected, thus the technique could 
be implemented in the diagnosis of breast cancer. It is important to note the findings indicated that 
EIS was  the  superior electrochemical  test  for detecting  the gene  (Benvidi et al., 2015).  In another 
example, Ahmed et  al.  (2017) used DPV  to detect phosphorylation of  the  EGFR protein,  as often 
cancerous cells exhibit aberrant protein phosphorylation. By adsorbing the purified protein directly 
onto a gold working electrode, the method required as little as 50ng of protein. The technique was 
also used to determine the effect of the tyrosine kinase inhibitor Gefinitib, a drug which restores the 
function of aberrantly phosphorylated proteins. It was observed that cells grown in the presence of 
this commonly used chemotherapeutic  for  lung cancer, showed reduced adsorption, resulting  in a 
lower peak current. Thus this work showed that not only can phosphorylated proteins associated with 
cancer be detected, but drug treatment could also be successfully monitored (Ahmed et al., 2017).  
Recently,  there  has  been  heightened  interest  in  using  electrochemical  techniques  to  detect DNA 
methylation as a sensor for cancer. This is because they can be rapid, easy to use and cost effective 
solution to many of the challenges posed by more conventional methods, and enable the quantitative 
analysis of complex biochemical systems (Hossain et al., 2017). 
 
1.2.7 Detecting DNA methylation 
There  are  several  techniques  that  can be  employed  to  analyse DNA methylation, many of which 
require  prior  bisulphite  conversion,  which  converts  unmethylated  cytosines  to  uracil,  while 
methylated  cytosines  remain  unchanged.  These  techniques  include  bisulphite  sequencing  (Li  and 
Tollefsbol,  2011), methylation  specific  PCR  (Herman  et  al.,  1996),  pyrosequencing  (Tost  and Gut, 
2007), and immuno‐based recognition (Rauch and Pfeifer, 2005). Methods which do not require prior 
bisulphite conversion include high performance liquid chromatography (Armstrong et al., 2011), mass 
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spectrometry  (Lin  et  al.,  2016), microarray  analysis  (Schumacher  et  al.,  2006),  surface  plasmon 
resonance (Sina et al., 2014), and surface enhanced Raman spectroscopy (Hu and Zhang, 2012). Many 
of  these methods have  several drawbacks  including  the need  for expensive  laboratory equipment 
and/or biological molecules coupled with  long analysis times and the requirement for highly skilled 
operators. Electrochemical techniques have been investigated as a possible method of detecting DNA 
methylation due  to  the  sensitive and  specific  results  they are able  to produce,  in addition  to  the 
relatively  simple,  cost  effective  and  rapid  procedure.  A  significant  factor  to  also  consider  is  that 
electrochemical  detectors  can  often  be miniaturised  or multiplexed;  important  for  in  situ  testing 
(Hossain  et  al.,  2017). An  example of  an  elegant  electrochemical DNA‐methylation  sensor,  is  the 
eMethylsorb method of Koo et al. (2014). The method consists of two steps. First, a gold electrode is 
exposed  to  a  solution  of  bisulfite modified  and  asymmetrically  amplified  DNA.  This  exploits  the 
findings of Kimura‐Suda et al. (2003), who demonstrated that single stranded homo‐oligonucleotides 
adsorbed onto gold with  the  following affinity A > C  ≥ G > T  (Kimura‐Suda et al., 2003). The DNA 
adsorption essentially blocks (or passivates) the gold surface, decreasing its reactivity. The lower the 
methylation  level of  the original DNA,  the higher  the number of adenines present  in  the bisulfite 
treated  sample.  Consequently,  unmethylated DNA  results  in  a more  passivated  and  less  reactive 
surface than methylated DNA.  In the second step of the eMethylsorb method, the reactivity of the 
gold electrode surface is measured in an electrochemical reaction. Initially, Koo et al. (2014) developed 
the  eMethylsorb method  using  disposable  gold  screen  printed  electrodes  (consisting  of  a  4mm 
diameter gold working electrode, gold counter electrode, and silver reference electrode). These were 
exposed  to  solutions of synthetic oligonucleotides diluted  in 5X SSC buffer, designed  to  represent 
bisulphite modified and asymmetrically amplified methylated and unmethylated versions of a 53 base 
section, containing eight CpG sites, of the EN1 gene promoter. After the adsorption step, the reactivity 
of the modified gold surface was measured by performing differential pulse voltammetry (DPV) in an 
electrolyte  containing  2.5mM  ferrocyanide,  2.5mM  ferricyanide  and 100mM KCl, where  the peak 
current for the reduction of Fe3+ to Fe2+ inversely correlated with the level of DNA adsorption on the 
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gold electrode. Optimisation of the adsorption step revealed the greatest current response difference 
(between  methylated  and  unmethylated  samples)  was  observed  when  50nM  of  synthetic 
oligonucleotides was adsorbed for 10 minutes (in quiescent solution) at pH 7.0. The method was used 
to  successfully  detect  10% methylation  in  heterogeneous  samples  of  synthetic  oligonucleotides. 
Furthermore, the technique was able to detect 10% methylation in heterogeneous samples containing 
various combinations of MCF‐7 and whole genome amplified (WGA) DNA. Interestingly, the sensitivity 
of the method was significantly greater for these 140 base DNA samples in comparison to the 53 base 
synthetic oligonucleotides (Koo et al., 2014). In a related study, the same research group used a 2mm 
gold  disk  working  electrode  (Pt  counter  electrode  and  Ag/AgCl  reference  electrode)  to  detect 
methylation  levels  in  the  same  synthetic oligonucleotides  (in  5X  SSC buffer).  The  electrochemical 
reactivity of the modified gold surface was measured via DPV in a solution of 2.5 mM ferrocyanide, 
2.5 mM ferricyanide and 10 mM PBS. Using the two‐step eMethylsorb procedure, the greatest relative 
current difference was observed between methylated and unmethylated DNA, when 200nM DNA was 
adsorbed for 10 minutes (in quiescent solution) at pH 7.0. Again a negative linear relationship between 
% methylation in heterogeneous samples of synthetic methylated and unmethylated oligonucleotides 
and relative current response was observed  (R2 = 0.99398). Sina et al.  (2014) also  investigated the 
effect of the number of methylated CpG sites within the 53 base synthetic oligonucleotide (0, 1, 4, and 
8). A negative  linear relationship was observed between the number of methylated CpG sites and 
relative DPV current response (R2 = 0.971411). Finally it was determined that only 20μl of secondary 
PCR  product  (from  real  DNA  samples)  in  200μl  buffer  was  required  to  produce  a  considerable 
difference in relative current. Once again, the sensitivity of the method greatly improved on moving 
from synthetic to real DNA samples (Sina et al., 2014). This project set out to improve the repeatability 
and  sensitivity  of  the  eMethylsorb method  via  a  new  approach  to  the  adsorption  step  and  the 
electrochemical  technique.  The  new  procedure  was  optimised  using  30  base  synthetic 
oligonucleotides,  containing  six  CpG  sites,  designed  to  represent  bisulphite  modified  and 
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asymmetrically  amplified methylated  and  unmethylated  versions  of  a  region  downstream  of  the 
transcription site of the EN1 gene promoter (Thompson et al., 2016).  
It  was  also  imperative  to  test  if  %  methylation  could  be  determined  using  these  optimised 
electrochemical procedures in a heterogeneous sample. This was to reflect biopsy samples gained in 
a clinical setting, as tumours are often found to contain cells exhibiting diverse phenotypic features; 
including  methylation  status.  This  phenomenon,  termed  intra  tumour  heterogeneity,  has  been 
observed  in  multiple  cancers  including  breast  (Moelans  et  al.,  2014),  lung  (Quek  et  al.,  2017), 
endometrial (Varley et al., 2009) and prostate cancer (Litovkin et al., 2015). To test the applicability of 
the procedure  in detecting methylation  in DNA derived from humans, the procedure was repeated 
using bisulphite modified and asymmetrically amplified 140 base ssDNA from the EN1 region of DNA 
extracted from the non‐aggressive breast cancer cell line MCF‐7 (methylated). This cell line, which was 
used by both Koo et al. (2014) and Sina et al. (2014), was derived in 1970 from the pleural effusion of 
a 69 year old female breast cancer patient, at the Michigan Cancer Foundation, where  it gained  its 
name.  It  is  an  ideal  candidate  for  studying,  as  it  is  positive  for  the  oestrogen  and  progesterone 
receptors, and  it  is  therefore commonly used  in cancer  research  (Comsa et al., 2015; Soule et al., 
1973). WGA DNA was used as an unmethylated control as in the work conducted by both Koo et al. 
(2014) and Sina et al. (2014).  
 
1.2.8 Conclusion 
DNA methylation  is  a  key  regulatory  process which  is modulated  by  numerous  extrinsic  factors. 
However, it is important to recognise the paramount role diet plays in shaping our methylation profile 
both during the intrauterine period and throughout lifespan. This review has highlighted that a wide 
variety of dietary components can influence DNA methylation and it can be argued in many instances 
aberrant methylation is the direct result of diet. Nowhere is this more apparent than cancer, because 
the methylation changes which are a hallmark of many cancers are  influenced by variations  in diet 
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such as folate  levels, calorie  intake, and plant polyphenols. It  is possible that the early detection of 
methylation  changes  could be  an  effective means  of predicting  cancer  risk.  This  section  has  also 
revealed that  in recent years, electrochemical techniques are coming to the fore as an  inexpensive 
means of detecting changes  in DNA methylation within specific gene sites associated with disease. 
Moreover, based on  recent work  it has been outlined  that using electrochemical  impedance  is an 
extremely effective means of detecting DNA methylation  levels  in human DNA derived from MCF‐7 
cells. There is little doubt that techniques such as this will prove to be an invaluable tool which can 
supplement and complement existing methods which are currently used to detect cancer. 
 
1.3 Aims 
Ageing is a complex process that affects many biological systems and mechanisms. To investigate the 
vast scope of this field, two different techniques were used to analyse two systems affected by ageing. 
The aims of this thesis are three‐fold: 
 
 To  expand  an  existing mathematical model  of  cholesterol metabolism  and  investigate  the 
effects of diet, genotype, and ageing on the lipoprotein profile. 
 
 To use  synthetic  ssDNA, designed  to  represent methylated  and unmethylated  variants of  a 
section of the EN1 gene, to optimise electrochemical detection procedures. 
 
 To  use  the  optimised  electrochemical  procedures  to  determine  if DNA methylation,  in  the 
breast cancer cell line MCF‐7, can be detected. 
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2.1 PART 1: Mathematical modelling  
2.1.1 Introduction 
Traditionally, when biologists and nutritionists have investigated complex metabolic pathways, such 
as  cholesterol metabolism,  they  have  utilised  conventional wet  laboratory  techniques. However, 
studying  cholesterol metabolism and  its  interaction with both diet and ageing using  conventional 
approaches is challenging, due to the integrated nature of this system, and the time scales involved in 
studying the effects of the ageing process. Traditional in vivo or in vitro techniques can also be limited 
when testing a hypothesis, as such approaches can be resource‐intensive, expensive, impractical and 
potentially unethical  (Mc Auley et  al.,  2013).  Thus, utilisation of  the  systems biology  approach  is 
becoming an increasingly important tool in nutrition based research, as systems biology overcomes a 
number of the challenges outlined above, but more  importantly,  facilitates the  integration of data 
generated  from  a  diverse  range  of  sources  (Mc  Auley  et  al.,  2013),  leading  to  an  improved 
understanding of how cellular dynamics influence the behaviour of tissues and ultimately the health 
of whole  organ  systems  (Auffray  and Hood,  2012).  Thus,  the  systems  biology  approach  seeks  to 
understand complex biological systems by studying them in a more holistic manner, in contrast to the 
reductionist  approach  regularly  adopted  in  human  nutrition.  At  the  core  of  the  systems  biology 
approach is computational modelling. Computational modelling is an abstract process that is used to 
represent the dynamics of a biological system in a precise manner using mathematics. Computational 
models  are  now  used  to model  a  diverse  range  of  complex  nutrient  centred  pathways  including 
cholesterol  metabolism  (Figure  2.1).  Firstly,  computational  models  are  capable  of  providing 
quantitative data on  the  interaction of molecular  components  (Kitano,  2002).  Secondly, nutrient‐
based interactions are inherently complex and often non‐linear in nature (de Luca and Olefsky, 2008; 
Gianchandani et al., 2006; Patti and Kahn, 2004), and can involve complex feedback and feed‐forward 
loops (Huang et al., 2010; Lamb, 2012; Pappu et al., 2002). Thus, it is challenging and even unfeasible 
to reason about these by human intuition alone. Computational modelling offers an alternative means 
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of handling this complexity, thus utilisation of computational modelling alongside experimental work 
provides a means of representing the dynamics of complex biological systems. Models can be used to 
simulate intrinsic perturbations, such as those associated with ageing and extrinsic perturbations, such 
as diet. Output from the model provides an overview of how these changes impact the dynamics of 
the system, and the implications this has for health‐span.  
 
2.1.2 Building a mathematical model 
 
Figure 2.1 Modelling Overview.  
(1) Identify the system to model and hypothesis formation. (2) Identify pre‐existing models; using the 
BioModels  Database,  a  repository  for  peer  reviewed  models  encased  in  the  leading  exchange 
framework. (3) If no model of the system of  interest exists: produce a network diagram. If a model 
does exist: download model and move to step 5, then step 8. (4) Establish mathematical framework. 
(5)  Identify  a  suitable  modelling  tool;  several  are  available  including  COPASI,  CellDesigner, 
Mathematica and MATLAB. (6) Obtain initial concentrations of species, rate laws and kinetic data. The 
online resources BRENDA and SABIO‐RK provide a substantial volume of kinetic data. (7) Construct the 
model and (8) run simulations. (9) Validate the model. (10) Code the model in the exchange format, 
Systems Biology Markup Language (SBML) and deposit in the BioModels Database. (11) Explore the 
hypotheses, and determine if the model accurately represents the biological system, and can be used 
to make predictions, or if the model needs refining. (12) Conduct further wet laboratory experiments 
if required. Adapted from Mc Auley and Mooney (2015) (Mc Auley and Mooney, 2015a). 
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2.1.2.1 Stage 1 and 2: Determining the system to model and searching for pre‐
existing models 
Once a system of interest was selected, in this case cholesterol metabolism, the first step was to search 
for pre‐existing models that could be used exclusively, adapted or combined with another model. This 
search was  conducted using BioModels  (Le Novere  et  al.,  2006),  an online  repository  for models 
encoded in the exchangeable format SBML (Hucka et al., 2004; Hucka et al., 2003).  
 
2.1.2.2 Stage 3: Producing a network diagram 
 If no pre‐existing models are found, or a model requires adaptation or combining, it is necessary to 
construct a network diagram of the species and their interactions. In this case, the pre‐existing model 
by Mc Auley et al. (2012) was adapted; therefore a network diagram was constructed to clearly outline 
the system of  interest, with the additional mechanisms. To further remove ambiguity, the network 
diagram was created using the universal language, systems biology graphical notation (SBGN), which 
standardises  the  notation  used  in  figures.  This  uniformity means  diagrams  are  consistent,  easily 
readable and user friendly (Le Novere et al., 2009). SBGN is divided into three languages, the entity 
relationship (ER), activity flow (AF) and process description (PD), which was used for this work, as this 
language best characterised processes such as metabolism due to the representation of conversion of 
species states or location. There are various software packages that SBGN diagrams can be created in, 
including Celldesigner (Funahashi et al., 2006), PathVisio (Kutmon et al., 2015), LibSBGN (van Iersel et 
al., 2012) and Edinburgh Pathway Editor (Sorokin et al., 2006). The SBGN diagrams in this work were 
created using the free software Visualisation and Analysis of Networks containing Experimental Data 
(VANTED) Version 2.2.1, as it is readily accessible and provides a large range of functions (Rohn et al., 
2012).  The  SBGN  figures  from  Chapter  3  utilise  only  a  small  proportion  of  the  glyphs  available. 
Compartments were  represented  as  rectangles  with  rounded  edges,  similar  to macromolecules, 
although  with  a  broader  outline.  Simple  chemicals  were  represented  by  circles.  For  this  work, 
cholesterol is represented by an orange circle, while bile acids are represented by green circles. Pools 
of  these  substances were  designated  the macromolecule  glyph  again  in  either  orange  or  green. 
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Enzymes were represented by a blue macromolecule glyph. Receptors were represented by chevrons 
that crossed the compartment edge. The mathematical symbol for ‘empty set’ was used to represent 
the source or sink of a species. Small open squares were used to represent a basic process, such as 
the conversion of one species to another, while squares with hatchings represent an omitted process. 
Arrows were used to represent production, while round arrow heads represented catalysis and bar‐
headed lines represent inhibition (Moodie et al., 2012). 
 
Compartment 
 
Simple Chemical 
 
Pool 
 
Enzyme 
 
Receptor 
  Source and Sink 
  Process 
  Omitted Process 
  Submap 
  Production 
  Catalysis 
  Inhibition 
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2.1.2.3 Stage 4: Deciding on a mathematical framework 
Once the system was outlined  in SBGN, a mathematical framework was then decided upon.  In the 
system outlined, it was important to produce results which were clinically significant and comparable 
to  experimental  findings.  Therefore,  cholesterol was  represented  as  several  discrete  pools  of  its 
various  forms.  As  cholesterol  was  not  treated  as  an  individual  molecule,  there  was  negligible 
stochasticity;  something  which  arises  when  the  rate  individual  species  bind,  react,  or  undergo 
transportation is unpredictable. As it is not relevant or practical to model the individual molecules of 
cholesterol  and  their  statistical  mechanical  fluctuations  through  the  mechanisms  outlined,  a 
deterministic  model  was  created.  This  was  done  by  producing  a  series  of  ordinary  differential 
equations (ODEs), and was in line with the original model (Mc Auley et al., 2012). ODEs describe the 
rate of change of a species in a chemical reaction, with the solution expressed as the concentration as 
a function of time, and incorporate a variety of deterministic rate laws including: 
 
2.1.2.3.1 Constant flux  
Constant flux is used when only a product (A) is present (Drager et al., 2015). 
 
  ݒ ൌ ݇  (1)
 
Only  two  reactions  within  the  updated  whole‐body  model  of  cholesterol  metabolism  were 
underpinned by constant  flux kinetics. These were  reactions number  two and  four, which are  the 
counter reactions for the ingestion of dietary free and esterified cholesterol, respectively. These were 
assigned  the  constant  flux  function  as  they  acted  as  time  counters  for  the  ingestion  events,  as 
described in section 2.1.2.5.1. 
counter1 ‐> counter2 
counter3 ‐> counter4 
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2.1.2.3.2 Mass action 
Proposed by Guldberg and Waage, the  law of mass action  is used to describe elementary chemical 
reactions,  and  is  the most  common  rate  law  used within  the  systems  biology  and mathematical 
modelling community (Voit et al., 2015). First order kinetics can be used to describe reactions where 
one substrate is converted to one product, for instance: 
 
In this case the rate of the reaction  is dependent on  [A], and  is proportional to the  frequency the 
substrate molecules react. Therefore this can be expressed as equation 2 and equation 3:  
 
  ݒ ൌ ݇ሾܣሿ  (2)
  ݒ ൌ ݀ሾܤሿ݀ݐ ൌ െ
݀ሾܣሿ
݀ݐ   (3)
 
Mass  action  kinetics  were  used  to  describe  37  reactions  in  the  updated model  of  whole‐body 
cholesterol metabolism. This  function was commonly used  to describe uptake  reactions as well as 
receptor  degradation  reactions,  to  simplify  often  highly  complex  receptor  recycling  systems.  The 
example reactions below show receptor independent hepatic uptake of LDL‐C, and the degradation of 
the  receptors  responsible  for  the  intestinal  uptake  of  cholesterol  and  bile  acids.  To model  these 
reactions, [A] was replaced with the substrate of each reaction and a value for K1 defined.   
LDLC ‐> HCE 
NPC1L1 ‐> NPC1L1D 
ASBT ‐> ASBTD 
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Mass action kinetics can also be used to describe reactions with two substrates. For instance: 
 
In this example, the rate of the reaction, ݒ, or rate of product (C) formation,  is proportional to the 
concentration of the substrates A and B. The rate constant ݇ is used to describe the reaction speed 
(Voit et al., 2015), which can be described by equation 4 and 5: 
 
  ݒ ൌ ݇ሾܣሿሾܤሿ  (4)
  ݒ ൌ െ݀ሾܣሿ݀ݐ ൌ െ
݀ሾܤሿ
݀ݐ   (5)
 
Equation 4 can be referred to as a second order reaction, termed because of the number of substrates. 
This is also true for reactions where two of the same substrates react, for instance:  
 
A  reaction such as  this gives rise  to equation 6. This can also be displayed  in the  form outlined  in 
equation 7: 
  ݒ ൌ ݇ሾܣሿଶ  (6)
  ݒ ൌ ݇ሾܣሿሾܣሿ  (7)
 
2.1.2.3.3 Michaelis Menten (non‐reversible) 
Leonor Michaelis and Maud Menten built on the work of Victor Henri, and in 1913 proposed a model 
for  the observed  relationship between  the  concentration of  substrate and  rate of  catalysis, when 
enzyme  concentration  is  fixed,  as  seen  in  Figure  2.2  (Johnson  and Goody,  2011).  Used  for  one‐
substrate reactions, Michaelis Menten kinetics, are underpinned by the pathway below, where E, ES, 
and P represent the enzyme, enzyme‐substrate complex, and product respectively. The rate constant, 
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k1  represents  the  formation of  the enzyme‐substrate  complex, while  k‐1  characterises  the  reverse 
reaction. The rate constant k2 signifies the formation of a product and dissociation from the enzyme. 
 
The Michaelis Menten equation calculates the initial velocity of a single substrate reaction (equation 
8). The Michaelis Menten constant, ܭெ, is substrate concentration at half of the maximum velocity of 
the reaction,  ௠ܸ௔௫ (equation 9), which can be defined when the substrate  is  in excess, and enzyme 
saturation has been reached, thus all enzymes are bound  in enzyme‐substrate complexes (Johnson 
and Goody,  2011).  This  can  be  calculated  as  the  rate  constant  k2 multiplied  by  the  total  enzyme 
concentration, ሾܧሿ் (equation 10), which is defined as [E] plus [ES] (equation 11). The enzyme turnover 
number, kcat, which describes the number of reactions (turnovers) at each active site in a given time, 
can also be a useful measure  in enzyme kinetics, and  is calculated by the division of  ௠ܸ௔௫ by  ሾܧሿ் 
(equation 12). Indicative of a high enzyme efficiency, a high ݇௖௔௧/ܭெ ratio is observed when turnover 
is rapid (high kcat) and the enzyme has a high affinity for the substrate (low ܭெ). 
 
ݒ௢ ൌ ௠ܸ௔௫
ሾܵሿ
ܭெ ൅ ሾܵሿ  (8) 
  ܭெ ൌ ݇ିଵ ൅ ݇ଶ݇ଵ   (9) 
 
௠ܸ௔௫ ൌ ݇ଶሾܧሿ்  (10) 
  ሾܧሿ் ൌ ሾܧሿ ൅ ሾܧܵሿ  (11) 
 
݇௖௔௧ ൌ ௠ܸ௔௫ሾܧሿ்   (12) 
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Figure 2.2 Michaelis Menten plot of the relationship between [S] and vo when [enzyme] is fixed. 
 
The non‐reversible Michaelis Menten function was used to describe 58 reactions within the updated 
model  of  whole‐body  cholesterol  metabolism.  These  reactions  were  mainly  those  which  were 
enzymatically regulated and well characterised experimentally. This included many of the kinetically 
well characterised cholesterol biosynthesis reactions, such as the formation of mevalonate from HMG 
CoA, and the formation of mevalonate‐5P from mevalonate (Polo et al., 1999; Potter and Miziorko, 
1997). 
HMGCoA ‐> MV 
MV ‐> MV5P 
 
2.1.2.3.4 Michaelis Menten (reversible) 
The Michaelis Menten model can be modified to include the reverse reaction. A reversible complex is 
formed between both the enzyme and substrate, and enzyme and product, therefore an additional 
intermediate, EP, is required (Keleti, 1986).  
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The net rate of the reaction can be calculated using equation 13, where the velocities of the forward 
and  reverse  reactions are calculated using equations 14, and 15  respectively, and ܭெௌ  and ܭெ௉  are 
calculated using reactions 16 and 17 respectively. To determine  ௙ܸand  ௥ܸ, ሾܧሿ଴  is calculated as the 
sum of free enzyme and enzyme bound in enzyme‐substrate and enzyme‐product complexes, as seen 
in equation 18 (Chaplin and Bucke, 1990). 
 
ݒ ൌ
௙ܸሾܵሿ
ܭெௌ െ
௥ܸሾܲሿ
ܭெ௉
1 ൅ ሾܵሿܭெௌ ൅
ሾܲሿ
ܭெ	௉
  (13)
 
௙ܸ ൌ ݇ାଶ݇ାଷ
ሾܧሿ଴
݇ାଶ ൅ ݇ିଶ ൅ ݇ାଷ  (14)
 
௥ܸ ൌ ݇ିଶ݇ିଵ
ሾܧሿ଴
݇ିଶ ൅ ݇ାଶ ൅ ݇ିଵ  (15)
 
ܭெௌ ൌ ݇ିଵ݇ିଶ ൅ ݇ିଵ݇ାଷ ൅ ݇ାଶ݇ାଷ݇ାଵሺ݇ାଶ ൅ ݇ିଶ ൅ ݇ାଷሻ   (16)
 
ܭெ௉ ൌ ݇ାଷ݇ାଶ ൅ ݇ାଷ݇ିଵ ൅ ݇ିଶ݇ିଵ݇ିଷሺ݇ିଶ ൅ ݇ାଶ ൅ ݇ିଵሻ   (17)
  ሾܧሿ଴ ൌ ሾܧሿ ൅ ሾܧܵሿ ൅ ሾܧܲሿ  (18)
 
Reversible Michealis Menten kinetics were used to underpin six reactions within the updated model 
of whole‐body cholesterol metabolism. These were the reactions for mevalonate5PP formation and 
DMAPP  formation  within  the  peripheral,  hepatic  and  intestinal  compartments  (Herdendorf  and 
Miziorko, 2007; Hou et al., 2017). In each case, the species was assigned the prefix P, H or J to denote 
the peripheral, hepatic, or jejunocyte compartments, which results in the a total of six reactions.  
MV5P = MV5PP 
IPP = DMAPP 
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2.1.2.3.5 Bi 
To  account  for  reactions  where  two  substrates  form  one  product,  the  bi  reaction  was  utilised 
(equation 19), where [A] and [B] represent the concentration of substrates A and B, while ܭெ஺ and ܭெ஻  
represent the Michaelis‐Menten constants for these substrates. This is similar to the rate law used to 
generally  describe  substrate  sequential  reactions,  where  the  initial  ܭெ஺  is  replaced  with  the 
dissociation constant ܭ௜௔ (Moritz et al., 2000).  
ܸ ൌ ௠ܸ௔௫ሾܣሿሾܤሿܭெ஺ܭெ஻ ൅ ܭெ஻ሾܣሿ ൅ ܭெ஺ሾܤሿ ൅ ሾܣሿሾܤሿ  (19)
 
Utilised on nine occasions, the bi rate law was used to describe the formation of HMG CoA, geranyl‐
PP, and farnesyl‐PP within the updated model of whole‐body cholesterol metabolism. This rate law 
was selected as the reaction outlined that two substrates were utilised in the creation of one product. 
These reactions occurred in the peripheral, hepatic and intestinal compartments, thus in each case, 
the  species were  assigned  the  prefix  P,  H  or  J  to  denote  the  peripheral,  hepatic,  or  jejunocyte 
compartments, resulting in nine reactions.  
ACoA + AACoA ‐> HMGCoA 
DMAPP + IPP ‐> GPP 
GPP + IPP ‐> FPP 
 
 
2.1.2.3.6 Ping pong bi bi 
The ping pong bi bi mechanism can be used to describe a reaction where an enzyme converts between 
forms E and E’. In this instance, substrate A binds with the enzyme, causing the formation of product 
P, and concomitant conformational change in the enzyme. This change allows substrate B to bind for 
conversion to product Q, simultaneously converting the enzyme to its original form. 
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The ping pong rate law can be derived from equation 20, where A and B represent the first and second 
substrate, and P and Q represent the first and second product respectively, in a two substrate, and 
two product reaction. Vf and Vr denote the maximum velocities of the forward and reverse reactions 
respectively. ܭெ஺  represents  the  concentration  of  substrate  A  at  ଵଶ ௙ܸ  at  zero  P  and Q, while ܭெ஻  
represents the concentration of substrate B at ଵଶ ௙ܸ at high A and zero P. ܭெ௉  signifies the concentration 
of P at െଵଶ ௥ܸ at zero A and B, while ܭெ
ொ signifies the concentration of P at െଵଶ ௥ܸ at zero A and high P. 
Kia and Kiq denote the  inhibition constants of A and Q acting on the reverse and  forward reactions 
respectively. Keq represents the equilibrium constant (EMBL EBI, 2010; Finney et al., 2000).  
 
 
ݒ ൌ
௙ܸ ൬ሾܣሿሾܤሿ െ ሾܲሿሾܳሿܭ௘௤ ൰
ሾܣሿሾܤሿ ൅ ܭெ஻	ሾܣሿ ൅ ܭெ஺ሾܤሿ ൬1 ൅ ሾܳሿܭ௜௤൰ ൅
ܸ݂
௥ܸܭ௘௤ ቆܭெ
ொሾܲሿ ൬1 ൅ ሾܣሿܭ௜௔൰ ൅ ሾܳሿሺܭெ
௉ ൅ ሾܲሿሻቇ
  (20) 
 
The rate of P and Q formation from substrates A and B can be calculated using equations 21 and 22 
respectively. The formation of P requires four rate constants: the rate constant ݇1 which signifies the 
rate  of  EA  formation  from  substrate  A  and  enzyme  E,  the  rate  constant  ݇2 which  refers  to  the 
formation of E’P from EA, the rate constant ݇3 which denotes the formation of EA from E’P, and the 
rate constant ݇4 which represents the formation of E’ and P from E’P. Similarly, for the formation of 
Q from B there are 4 rate constants. ݇5 signifies the rate constant for the formation of E’B from the 
substrate B and modified enzyme E’. The rate constant ݇6 refers to the  formation of EQ  from E’B, 
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while the rate constant ݇7 denotes the reverse of this. The rate constant ݇8 refers to the formation 
of the product Q and original enzyme E from EQ. 
  ݒ ൌ ݇1ሾܣሿሾܧሿ ൅ ݇2ሾܧܣሿ െ ݇3ሾܧᇱܲሿ ൅ ݇4ሾܧᇱܲሿ  (21) 
  ݒ ൌ ݇5ሾܤሿሾܧ′ሿ ൅ ݇6ሾܧ′ܤሿ െ ݇7ሾܧܳሿ ൅ ݇8ሾܧܳሿ (22)
 
Within the updated model of whole‐body cholesterol metabolism, three reactions were underpinned 
by ping pong bi bi kinetics. These were the interconversion of acetyl CoA and acetoacetyl CoA within 
the  hepatic,  peripheral  and  intestinal  compartments  (Schomburg  et  al.,  2006).  In  each  case,  the 
species  were  assigned  the  prefix  P,  H  or  J  to  denote  the  peripheral,  hepatic,  or  jejunocyte 
compartments, thus creating three separate reactions.  
2 * ACoA = AACoA + CoASH 
 
2.1.2.4 Stage 5 and 6: Selecting a modelling tool and gaining kinetic data 
 Once the system was outlined, and the mathematical framework determined, a modelling tool was 
selected. Deciding  upon  a  tool  can  be  difficult  as  there  are  over  280  SBML‐compatible  software 
packages available, with a range of capabilities,  including creating models, performing simulations, 
analysing models  by  sensitivity  analyses  or  flux  balance  analysis  for  example,  and  provision  of  a 
database of models. To aid  in this decision,  it  is helpful to consult the online SBML software matrix 
(http://sbml.org/SBML_Software_Guide/SBML_Software_Matrix). Here the capabilities are outlined 
and the supported mathematical  framework elucidated. Some software tools can support multiple 
mathematical frameworks, while others are only capable of supporting one. For example, LibSBML 
(Bornstein et al., 2008), SBMLeditor (Rodriguez et al., 2007), and semanticsSBML (Krause et al., 2009), 
support  ODEs,  differential‐algebraic  equations  (DAEs),  partial  differential  equations  (PDEs)  and 
stochastic modelling, while RANGE (Long and Roth, 2007), and PRISM (Kwiatkowska et al., 2011), only 
support models underpinned by stochastic frameworks. The software tool COPASI was chosen for this 
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work due to its capabilities in creating, simulating and analysing models, and its ability to support ODE 
and event frameworks. COPASI is also easily accessible, is free for both academic and commercial use, 
and  runs on Linux, Mac OS X and Windows operating systems  (Hoops et al., 2006). Following  this 
decision,  kinetic  data was  gained  from  comprehensive  literature  searches  of  the  research  article 
depositories Google Scholar, PubMed, and Science Direct, and comprehensive enzyme  information 
system, BRENDA.  
 
2.1.2.5 Stage 7: Model assembly 
After obtaining the kinetic data to accompany the mathematics which underpin the reactions, and 
selecting the modelling tool COPASI, the model was then assembled. Reactions were added by naming 
and representing the reaction, and defining the rate law and kinetic parameters as demonstrated in 
Figure 2.3. The initial concentration of species were assigned as shown in Figure 2.4. The calculations 
for the values used in the updated whole‐body cholesterol metabolism model can be found in section 
3.2.2. 
 
 
Figure 2.3 Example of Michaelis Menten reaction input in COPASI. 
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Figure 2.4 Example of species initial concentration input in COPASI. 
 
 
2.1.2.5.1 Adding events 
Events can be added to a model to allow a discrete action to occur, and can represent an action such 
as the intake of food or the administration of a drug. To create an event, two reactions are required. 
Firstly, a counter reaction underpinned with constant flux kinetics  is needed. This reaction enables 
time to be monitored, so that an action time can be defined. A second reaction, outlining the input or 
conversion of a species is also required. This ensures that species are available to be expressed in the 
event. The event can then be added as shown in Figure 2.5A. To do this, it is necessary that a trigger 
and assignment are determined. The trigger determines what  time  the event will occur, while the 
assignment determines the amount a species is to be modified. To stop an event, an additional event 
is required to reset the counter reaction, as outlined in Figure 2.5B. 
 
Figure 2.5 Example of the addition of an A) start and B) stop event. 
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In this example, the reaction of A ‐> B is under reversible Michaelis Menten kinetics, with a ܭெ value 
of 0.1 and  ௠ܸ௔௫  value of 10. The event reaction counter1 ‐> counter2 is under constant flux, where 
parameter ݒ is 1, and counter1 is fixed. The above event resulted in species fluctuation as outlined in 
Figure 2.6. In this case, it is clear [A] increases to 500mmol/ml before it is converted to [B], which is 
also visibly affected by the  influx of [A] every 100s. Therefore, the use of events can be  invaluable 
when simulating a biological system, as they can more accurately represent a process, such as eating. 
Cholesterol feeding was simulated in this way, as outlined in Chapter 3. The events specified that at 
480 minutes, 12.667mg of esterified cholesterol would be ingested, and at 482 minutes, 88.667mg of 
free cholesterol would be ingested. This was used to represent the average UK male intake of 304mg 
per day of cholesterol (Henderson et al., 2003), spread equally over 3 meals.  
 
Figure 2.6 Effect of events on species concentration. 
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2.1.2.6 Stage 8 & 9: Run simulations and validate the model 
In the above example, a time course simulation was run. To do this, firstly a plot was defined. In this 
example, where the events are removed, the transient concentration of the variables [A] and [B] was 
assigned to the Y axis, while time was assigned to the X axis. The time course simulation variables were 
adjusted so the simulation was conducted over a specified time, and a suitable number of data points 
produced. In this example, 100 equidistant time points were recorded over 100 seconds. Following 
completion of the simulation, a plot is produced with the variables pre‐assigned to the X and Y axes, 
over the time and number of intervals outlined (Figure 2.7). This plot demonstrates that in the reaction 
A ‐> B, [A] declines with time, while [B] increases; [A] is transformed to [B] until [A] reaches 0, causing 
[B] to plateau. To validate the model, the time course data can then be compared with published data 
or laboratory results. Within the model outlined in Chapter 3, often the lipoproteins, specifically LDL‐
C, and pools of cholesterol were studied over specified periods of  time.  In  the case of cholesterol 
feeding, 1000 hours was selected, as biologically this would be sufficient time for a difference in these 
species to be observed (Lin and Connor, 1980).  
 
 
 
Figure 2.7 Example time course data, demonstrating the change in [A] and [B] with time. 
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Once  the model  is  in  a  steady  state,  it  is  useful  to  investigate  the  relative  importance  of  each 
parameter in the model, in addition to model robustness, by way of a sensitivity analysis (SA), which 
can be conducted locally or globally. A local analysis examines the percentage change in a species with 
a single perturbation to one parameter, and generates only one sensitivity coefficient (Si) (Bernardo 
et al., 2013). The sensitivity coefficient, or percentage change in the concentration of a single species 
can  then  be  compared  to  results  generated  from  scans  of  other  parameters,  by  comparing  the 
percentage change  in a species concentration. This can be executed by selecting Model > Tasks > 
Sensitivities,  and  entering  “steady  state”  in  the  “subtask”  drop  down menu,  to  reflect  that  the 
sensitivities  gained  as  a  result  of  a  steady  state  calculation  are  required.  Next,  “non‐constant 
concentrations of species” should be selected from the “effect” drop down menu, to indicate that it 
is these values which the sensitivities are to be derived from. Following this, “local parameter values” 
should be  selected  from  the  “cause” drop down menu,  to  reflect  that only  the parameter values 
specified are to be included in the analysis. Finally “not set” from the “secondary cause” drop down 
menu should be selected. For the updated model of whole‐body cholesterol metabolism outlined in 
Chapter 3, a sensitivity coefficient, which reflected the percentage change in LDL‐C for a 1% change in 
each of the 266 model parameters was produced.  
However,  it  is  important  to  recognise  that parameter  values may have  some  level of uncertainty 
surrounding them. This can be due to variability surrounding the experimental gaining of data, such 
as: experimental error, variation between in vivo and in vitro settings, environmental interaction, and 
natural variation. Furthermore, uncertainty can arise during the collection of published parameters 
values, due  to;  large variation  in  the  source of data  (e.g. across species),  inconsistencies between 
protocols used, and absent data. In a biological system it is likely that every parameter has at least a 
small degree of variability, therefore, the results produced by a local SA should be viewed with caution. 
To alleviate these difficulties, a global SA can be employed, as it attempts to account for the variation 
of all parameters, by producing multiple sensitivity coefficients from within the range of parameter 
value  combinations, or parameter  space. Random parameter values are  selected  from between 2 
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specified limits, usually a 2‐fold increase and decrease of the standard value, of multiple parameters, 
although this can be altered dependent on factors such as confidence in the accuracy of a parameter 
value (Kent, 2012). 
To sample from the parameter space of a global SA, firstly a plot must be defined. In this example, the 
parameter  ௠ܸ௔௫   for  reaction one was assigned  to  the X axis while  the  transient concentrations of 
species A and B were assigned to the Y axis.  ௠ܸ௔௫ was scanned between 5 x 10‐5 and 2, while the ܭெ 
for reaction 1 was scanned between the values 5 x 10‐5 and 100. Random samples were taken between 
these values 500 times, as outlined in Figure 2.8. The time course menu was set to a duration of 100 
seconds with one  interval. An  interval size of one resulted  in the production of 2 results, one at 0 
seconds, and one at 100 seconds. Figure 2.9A demonstrates the resulting plot, which shows the effect 
of divergence from the standard ܸ ௠௔௫  value. By exporting the data, and removing the results produced 
at time 0 (baseline), a more appropriate scatter graph can be produced, in this case in Microsoft Excel 
2013, to view the effect of variation in the parameter values as seen in Figure 2.9B.  
 
 
Figure  2.8  Example  of  specifications  to  sample  from  the  parameter  space  of  global  sensitivity 
analysis simulation in COPASI. 
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Figure 2.9 Sample from the parameter space of a global sensitivity analysis plot in A) COPASI, and 
B) in Microsoft Excel 2013. 
 
To analyse the model of cholesterol metabolism described in Chapter 3, the rate constant for hepatic 
LDLr degradation (reaction 60 in Table A.2) was selected as the parameter of interest, and assigned to 
the X axis, as  the experimental  literature  suggests  this  is an  important parameter  for maintaining 
cholesterol  homeostasis,  and  the  reduction  in  hepatic  LDLr  numbers  and/or  activity  has  been 
associated with intrinsic ageing (Field and Gibbons, 2000). Furthermore, of the mechanisms associated 
with ageing, this parameter was most sensitive (Table A.4). As no a priori data was available on this 
parameter,  it was determined  that an appropriate  sampling  choice would be based on a uniform 
probability density function (Marino et al., 2008). To sample from the parameter space of a global SA, 
500 random samples (n=500) were taken between a 2 fold increase and decrease in the default value 
for this rate constant. Three variations of this were conducted. Firstly, with all “known” parameters 
scanned  and  unknown  parameters  fixed;  secondly,  with  all  unknown  parameters  scanned  and 
“known” parameters  fixed, and thirdly, with all parameters scanned simultaneously, at 250 hours. 
Each scanned parameter also had random samples taken between a 2 fold increase and decrease of 
its default value. 
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2.1.2.7 Stage 10, 11, and 12: Coding in SBML and future work 
If the model suitably matches the experimental data, the model can be used to make predictions for 
the user, drive future research, and compliment experimental work in publication. The model can then 
easily be saved in the exchange format SBML by selecting File > Export SBML, and saving the model in 
the  default  file  type.  It  can  then  be  uploaded  to  the  BioModels  Database 
(https://www.ebi.ac.uk/biomodels‐main/)  by  following  the  onscreen  instructions  (Figure  2.10)  for 
others to download and utilise (Le Novere et al., 2006; Li et al., 2010). A BioModels ID is issued for the 
model which can be included into any accompanying published work. For example the original whole 
body model of cholesterol metabolism was given the ID BIOMD0000000434 (Mc Auley et al., 2012), 
while the updated model was associated with the BioModels ID MODEL1508170000. However, if the 
model  is behaving unexpectedly,  further work may be  required  to more accurately  represent  the 
biological system,  including editing rate  laws or parameter values. Results may also provide  insight 
into unexpected areas which may warrant further exploration and a change in investigative direction, 
which may include expanding the model, investigating other related concepts or conducting further 
laboratory work.  It  is essential  to note  that  this process  is  cyclic  in nature, and  it  is  important  to 
remember that a model should continually evolve as our knowledge of the biological system grows. 
 
 
 
 
 
 
Figure 2.10 Uploading SBML to the BioModels Database. 
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2.2 PART 2: Electrochemical detection of DNA methylation 
There are numerous techniques for detecting DNA methylation, such as bisulphite sequencing (Li and 
Tollefsbol, 2011), pyrosequencing (Tost and Gut, 2007) and methylation specific PCR (Herman et al., 
1996),  as  discussed  in  section  1.2.6.  In  this  work,  DNA  extracted  from  the  human  breast 
adenocarcinoma cell line, MCF‐7, was modified through bisulphite treatment (sections 2.2.1), before 
undergoing asymmetric PCR to amplify a 140 base section of the EN1 gene (section 2.2.2). MCF‐7 DNA 
was used to represent methylated DNA, while WGA DNA was used to represent the unmethylated 
control  (Koo  et  al.,  2014).  Following  amplification,  DNA  methylation  was  detecting  using  the 
electrochemical  techniques of  cyclic  voltammetry  (section 2.2.4.1), differential pulse  voltammetry 
(2.2.4.2), and impedance (section 2.2.4.3) as described in Chapter 5. The electrochemical procedure 
was optimised using synthetic DNA designed to represent asymmetrically amplified bisulphite treated 
ssDNA, as outlined in Chapter 4. 
 
2.2.1 Bisulphite modification 
Bisulphite modification of DNA  is often  required  to pre‐treat DNA  to produce measurable  results 
indicative of DNA methylation. Bisulphite treatment of DNA results in the conversion of unmethylated 
cytosines  to  uracil  while  methylated  cytosines  remain  unchanged  (Hayatsu  et  al.,  2008).  The 
mechanism by which  this occurs  is a  three  stage process, as outlined  in  Figure 2.11, whereby: 1) 
bisulphite is bonded to cytosine at the carbon 6 position, 2) cytosine sulfonate undergoes hydrolytic 
deamination to produce uracil‐sulfonate, and 3) the alkalinic removal of the sulphonate group bonded 
to uracil (Patterson et al., 2011). Hayatsu et al. (2008) describe that for a sample of DNA from salmon 
testis, bisulphite modification resulted in the reduction of unmethylated cytosine levels from 20.26% 
to 0.08%, while a concomitant rise in uracil, from 0.04% to 19.89%, was also observed. Importantly 
little change was seen  in the  level of methylated cytosine  (mC, 1.41 vs. 1.29%). This change  in the 
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nucleotide sequence can then be detected in a number of ways including combining asymmetric PCR 
with gel electrophoresis or electrochemical techniques (Koo et al., 2014).  
 
 
Figure 2.11 Overview of bisulphite treatment. 
Adapted from Patterson et al. (2011) using ChemDoodle 2D sketcher.  
 
2.2.2 Asymmetric PCR 
The molecular technique of PCR enables the amplification of a gene sequence through a repeated 
single enzyme reaction, allowing the amplicon to then be analysed or manipulated (Winter, 2005). 
The process involves the repeated cycling of three stages; 1) denaturation (>90ᵒC), where the dsDNA 
is destabilised and separated  into two ssDNA molecules; 2) annealing (45‐65ᵒC), where the primers 
bind to the ssDNA molecules; and 3) extension (72ᵒC), where DNA polymerase regulates the binding 
of  deoxynucleotide  triphosphates  (dNTPs)  to  the  template  strand,  and  the  DNA  sequence  is 
duplicated.  The  reaction mix  requires  four  key  components;  template DNA,  forward  and  reverse 
primers, DNA polymerase, and dNTPs (Winter, 2005). Asymmetric PCR differs from conventional PCR 
in  that  it  uses  unequal  concentrations  of  the  forward  and  reverse  primer  to  generate  ssDNA,  in 
contrast to standard PCR which produces dsDNA. However, this modification has  led to a reduced 
efficiency in DNA amplification; conventional PCR has an efficiency of 90% while asymmetric PCR has 
an efficiency of 60‐70% (Citartan et al., 2012). It  is therefore  important the method uses optimised 
procedures  to  enhance  PCR  efficiency  (Heiat  et  al.,  2017). Amplification  can  be  verified with  gel 
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electrophoresis, and the ssDNA generated can be analysed. In this case electrochemical techniques 
were used to determine the  level of DNA methylation. This  is because asymmetric amplification of 
bisulphite  treated DNA  leads  to  either  an  abundance  of  guanine  or  adenine  for methylated  and 
unmethylated DNA respectively. These nucleotides have different affinities for gold (Kimura‐Suda et 
al., 2003), which is the metal of choice for the working electrode in the electrochemical cell (Koo et 
al., 2014). 
 
2.2.3 Electrode cells 
A three‐electrode cell was utilised for the electrochemical detection of DNA methylation. The three‐
electrode cell consisted of a working electrode, a reference electrode and a counter electrode. The 
working  electrode  is  where  the  redox  reaction  of  interest  occurs,  and  relevant  electrochemical 
parameters derived. Therefore, this  is where DNA samples or other test solutions are adsorbed, to 
determine  the  level of passivation, and methylation  status  (Koo et al., 2014).  Frequently working 
electrodes are composed of inert materials including silver, platinum, glassy carbon, and in this case 
gold. Held in close proximity to the working electrode within a three electrode system, the reference 
electrode has a stable and established electrode potential to which the working electrode potential 
was referenced against. A commonly used  reference electrode  is a silver/silver chloride electrode, 
where the potential  is +0.197 relative to a standard hydrogen electrode (Fisher, 1996). The current 
flows between the working and counter electrode, which is usually made of an inert material such as 
platinum, gold, graphite or glassy carbon (Figure 2.12A and B). As the counter electrode does not take 
part in any electrochemical reactions, but is involved in the transport of electrons around the cell, it 
was vital the surface area of the counter electrode exceeded the working electrode surface area to 
ensure  the  counter electrode did not  limit  the  kinetics of  the  reaction  (Elgrishi et  al., 2018).  The 
electrodes were submerged in a redox solution, in this case 2.5mM ferrocyanide/2.5mM ferricyanide 
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(Fe2+/Fe3+/1X PBS), to facilitate the transfer of electrons between the solid electrode and solution, as 
outlined in the reaction below:  
ܨ݁ଷାሺܽݍሻ ൅ ݁ିሺmetalሻ ⇌ ܨ݁ଶାሺܽݍሻ 
 
 
 
Figure 2.12 Schematic of a three‐electrode cell. 
A)  outlines  the  attachment  of  the  three  electrodes  to  the  potentiostat: working  electrode  (red), 
reference  electrode  (white),  and  counter  electrode  (blue).  Electrodes  are  positioned  in  a  2.5mM 
Fe2+/Fe3+ /1X PBS solution containing a magnetic stirring bar, and the electrochemical cell  is placed 
onto a magnetic stirring plate.  B) outlines the positioning of the electrodes within the electrochemical 
cell, with the Ag/AgCl reference electrode and Au‐RDE working electrode positioned in close proximity 
to one another, while the Pt counter electrode is placed on the opposing side of the beaker. 
 
2.2.4 Electrochemical measurement 
There are many electrochemical techniques that could be utilised to detect the adsorption of DNA 
onto the working electrode. In this study, three were examined; these are cyclic voltammetry (CV), 
differential pulse voltammetry (DPV) and electrochemical  impedance spectroscopy (EIS), which are 
outlined in sections 2.2.4.1, 2.2.4.2, and 2.2.4.3. 
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2.2.4.1 Cyclic voltammetry 
Cyclic voltammetry is an extension of linear‐sweep voltammetry. In linear‐sweep voltammetry, when 
a Fe2+/Fe3+ redox solution is utilised, Fe3+ is reduced to Fe2+, as the electrode potential  is  increased, 
causing an increase in current. Electrode potential, ܧ, is defined as the potential difference between 
energy levels of the species within the electrode and bulk solution, and is measured in volts (Trasatti, 
1986). Current, ݅ , refers to the rate of flow of charged particles and is measured in amps (Vetter, 2013). 
In this example, the peak current is achieved as the surface concentration of Fe3+ diminishes, initiating 
a  reduction  in current as  the potential continues  to  increase.  In  the case of cyclic voltammetry, a 
reverse sweep of potentials is also conducted, conferring the oxidation of Fe2+ to Fe3+ (Figure 2.13). In 
this instance, as the potential is changed, a peak oxidation current is observed, before the Fe2+ within 
the diffusion layer is reconverted to Fe3+ and the current reduces (Fisher, 1996). As the redox solution 
contains both Fe2+ and Fe3+, the peak current in the first cycle  is significantly  lower than that which 
would be observed if no Fe2+ was present. On the second cycle however, peak current is increased as 
Fe2+ was converted to Fe3+ in the reverse sweep of cycle 1, therefore all of the solution surrounding 
the electrode  is readily reduced to Fe2+. Peak to peak separation, ∆ܧ௣ (equation 23), describes the 
difference in the potentials required to reach peak oxidation and reduction currents and is calculated 
as: 
 
  ∆ܧ௣ ൌ ܧ௣௥௘ௗ െ ܧ௣௢௫  (23)
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Figure 2.13 Example cyclic voltammogram and peak to peak separation (∆ࡱ࢖) derivation. 
 
 
In a reversible system, where the electron transfer rate is greater than the rate of diffusion from the 
bulk  solution  to  the electrode  surface, equilibrium  is  reached.  In  this diffusion  controlled  system, 
where reactant and product concentrations are maintained, an increase in scan speed proportionally 
increases ݅௣௥௘ௗ  and lowers ݅௣௢௫ without influencing ܧ௣௥௘ௗ , ܧ௣௢௫, and ∆ܧ௣, which is maintained at 59mV. 
݅௣௥௘ௗ and ݅௣௢௫ are influenced in this way as the decrease in time taken to record the data is associated 
with a smaller diffuse layer, and thus increased electron flux. Moreover, in a reversible system, ݅௣௥௘ௗ 
and ݅௣௥௘ௗ  are equivalent, thus  ௜೛
೚ೣ
௜೛ೝ೐೏ ൌ 1 (Honeychurch and Rechnitz, 1998). In an  irreversible system, 
the  rate of diffusion  from  the bulk  solution  to  the  electrode  surface  is  greater  than  the  electron 
transfer rate, causing equilibrium to be disturbed. In this case, ∆ܧ௣ is significantly greater than 59mV 
and often only a single peak is observed as the increase in potential required to reach ݅௣௢௫ lies outside 
of the range of potentials scanned (Mabbott, 1983). Electrochemical behaviour between these two 
forms of reversibility is referred to as a quasi‐reversible system. In this case, ∆ܧ௣ is greater than 59mV, 
and is influenced by the scan speed. Additionally, ݅௣௥௘ௗ and ݅௣௢௫ increase non‐proportionally to faster 
scan speeds (Brownson and Banks, 2014).  
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2.2.4.2 DPV 
DPV is a sensitive technique for detecting small amounts of chemicals. In this technique, the potential 
is pulsed with time. This is reliant on the pulse height (PH), pulse width (PW), step height (SH) and step 
time (ST) being defined (Figure 2.14A). A flat baseline and sharp peak is achieved when the change in 
current is plotted against potential (Aoki et al., 1984). This is because the difference in current before, 
݅௕௣, and at the end of the pulse, ݅௣ is utilised (equation 24), enabling the unambiguous recording of 
peak anodic current (݅௣௔, Figure 2.14B). ∆݅ is calculated by: 
  ∆݅ ൌ ݅௣ െ ݅௕௣ (24)
 
 
Figure 2.14 DPV A) derivation and B) plot. 
 
 
2.2.4.3 Impedance 
As with electrical  resistance,  impedance  is a measure of  circuit  resistance  to  the  flow of  current. 
However, it overcomes several simplified properties of electrical resistance and extends to alternating 
current (AC) circuits (Chang and Park, 2010). When likening impedance to Ohm’s Law, Impedance (Z) 
is defined as: 
  ܼሺ݂ሻ ൌ ܧሺݐሻ݅ሺݐሻ  
(25)
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where the impedance at a particular frequency is dependent on the potential and current at a given 
time (equation 25). ܧሺݐሻ and ݅ሺݐሻ are defined as: 
  ܧሺݐሻ ൌ ܧ௠sinሺ2ߨ݂ݐሻ (26)
  ݅ሺݐሻ ൌ ݅௠sinሺ2ߨ݂ݐ ൅ ∅ሻ (27)
 
Equation 26 and Figure 2.15 describe the oscillating sinusoidal potential, ܧሺݐሻ, where the potential at 
any given  time  is dependent on  the  frequency, ݂,  in Hertz  (s‐1) and ܧ௠,  the maximum amplitude 
(Gamry, 2018). Equation 27 outlines how this oscillating potential impacts on the current at any given 
time.  In  this  instance,  ݅௠  represents  the maximum  current amplitude and ∅  relates  to  the phase 
difference between the applied potential and observed current (Fisher, 1996).  
 
Figure 2.15 Oscillating sinusoidal potential applied in EIS. 
Adapted from Gamry (2018).  
 
The  efficient  but  more  complex  Fourier  domain  impedance  is  typically  used  for  EIS,  where  ܼ′ 
represents the real component, ܼ′′ represents the imaginary component, ݆ refers to √െ1, and ߱  is 
the radial frequency (equation 28) (Macdonald, 2006). This equation can be viewed in its alternative 
form, as outlined in equation 29, where ∅ refers to the phase angle, and |ܼ| is impedance magnitude 
(equation 30). 
 
  ܼሺ݆߱ሻ ൌ ܼ′ െ ݆ܼ′′ (28)
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  ܼሺ݆߱ሻ ൌ |ܼ|݁௝∅  (29)
  |ܼ| ൌ ඥሺܼ′ሻଶ ൅ ሺܼ′′ሻଶ  (30)
 
The data gained from EIS can be viewed as a Nyquist plot (Figure 2.16). Nyquist plots contain a semi‐
circular  and  linear  portion.  The  radius  of  the  semi‐circle  portion,  observed  at  high  frequencies, 
corresponds to the charge transfer resistance (Rct). Rct is the resistance associated with transferring an 
electron from one phase to another, for example, electrode to solution (Retter and Lohse, 2010). In 
this work, Rct is the main parameter of interest as it relates to the level of passivation of the working 
electrode by adsorbed ssDNA.  
 
Figure 2.16 Example Nyquist plot with Rct derivation. 
 
2.2.5 EC‐Lab 
The commercially available software EC‐Lab controls potentiostats though multiple electrochemical 
techniques and allows the post‐processing of collected data (http://www.bio‐logic.net/softwares/ec‐
lab‐software/). The program can enable the user to conduct voltamperometric techniques including 
cyclic  voltammetry,  linear  sweep  voltammetry  and  staircase  voltammetry;  pulsed  techniques 
including differential pulse voltammetry, square wave voltammetry, and normal pulse voltammetry; 
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and several forms of  impedance spectroscopy  including potentio EIS, and Galvano EIS.  In this work 
three electrochemical techniques were utilised; EIS, CV (at 200 and 50mV/s) and DPV, as outlined in 
sections 2.2.5.1, 2.2.5.2 and 2.2.5.3. 
 
2.2.5.1 Impedance 
To create  the  framework  to  run EIS,  firstly a new  setting was created. This was done by selecting 
Experiment > New >  Impedance Spectroscopy > Potentio Electrochemical  Impedance Spectroscopy 
and  selecting OK.  The  parameters were  then  defined;  an  open  circuit  potential with  a  scanning 
frequency of between 200 kHz to 100mHz, 10 points per decade, sinus amplitude of 20mV, and E 
range of ‐2.5 to 2.5V, as shown in Figure 2.17 (BioLogic, 2017b).  
 
Figure 2.17 Parameters for EIS in EC‐Lab. 
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Once the parameters were defined, EIS was conducted by selecting Experiment > Run, as shown  in 
Figure  2.18.  The  file  was  saved  under  an  appropriate  name  and  the  data  was  generated.  For 
subsequent measurements the settings for the initial experiment were reloaded. 
 
Figure 2.18 Running an experiment in EC‐Lab. 
 
Generally, analyses were conducted following the completion of multiple measurements. To reopen 
a spectra, Experiment > Load Data file were selected and the appropriate spectra opened. A Nyquist 
plot was selected as the desirable output view; this was done by selecting Re(Z)/Ohm and –Im(Z)/Ohm 
for the X and Y axes respectively, and selecting OK (Figure 2.19). To gain parameter values from the 
Nyquist plot, a Z‐fit analysis was completed by selecting Analysis > Electrical Impedance Spectroscopy 
> Z fit (Figure 2.20). 
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Figure 2.19 Selecting plot axes for EIS data in EC‐Lab. 
 
 
The opening of  the  Z‐fit dialogue box,  initiates  a default  secondary  line  (red)  to  appear over  the 
experimental data, representing the fitting of the selected equivalent circuit (Figure 2.21). In this case 
the  equivalent  circuit  selected  was  R1+Q2/(R2+W2).  This  is  because  it  reflected  the  standard 
electrochemical cell  laid out  in the Randals circuit, R1+C2/(R2+W2), but accounted for the fact that 
the  electrode‐electrolyte  interface  does  not  behave  like  a  perfect  capacitor.  In  this  instance,  R1 
represented  Rs,  which  symbolised  ohmic  resistance  of  the  cell,  which  is  dominated  by  solution 
resistance, while R2 referred to Rct, the charge transfer resistance, which is a function of the electrode 
kinetics of gold – Fe2+/3+, whereby  slower kinetics  result  in a higher Rct value. Q2  represented  the 
constant  phase  element,  and W2  characterised  the Warburg  element  for  semi‐infinite  diffusion 
(Figure 2.22A and B). There are >130 pre‐existing equivalent circuits, and it is possible to construct a 
circuit  if  a  suitable  one  does  not  pre‐exist  in  the  EC  Lab  archive,  using  a  selection  of  13  inbuilt 
components of electrical circuits. Once the R1+Q2/(R2+W2) circuit was selected, the equivalent circuit 
plot was fitted to the experimental data by selecting minimise. The starting point for the fitting was 
moved to remove the initial anomalous results to more accurately represent the EIS data (Figure 2.23A 
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and  B),  before  reselecting  minimise  to  recalibrate  the  curve  (BioLogic,  2017a).  Values  for  the 
parameter R2 were recorded from experiments conducted in triplicate, and subsequently referred to 
as Rct. Results were recorded as mean ± 1 standard deviation (SD). Relative standard deviation (RSD) 
was also calculated, by dividing the mean by the standard deviation, and multiplying by 100. 
 
 
Figure 2.20 Z‐Fit analysis of EIS data in EC‐Lab. 
 
 
 
Figure 2.21 Z‐Fit analysis in EC‐Lab. 
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Figure 2.22 Equivalent circuit diagrams of A) R1+Q2/(R2+W2) and B) R1+C2/(R2+W2). 
 
 
 
 
 
Figure 2.23 A) Before and B) after fitting the equivalent circuit line to the experimental data. 
   
131 
 
2.2.5.2 Cyclic voltammetry 
To  create  the  framework  required  for  CV,  the  following  was  selected:  Experiment  >  New  > 
Voltamperometric Techniques > Cyclic Voltammetry (Figure 2.24). The default settings were modified 
to include a scan speed of 50 or 200mV/s, up to a vertex potential of 0.8V to ‐0.15V vs. Ag/AgCl with 
a  potential  step  of  1mV  (Figure  2.25).  Similar  to  the  EIS  experiment,  the  measurement  was 
commenced  by  clicking  Experiment  >  Run,  and  the  file  was  saved  before measurement  began 
(BioLogic, 2017b).  
 
Figure 2.24 Selecting CV in EC‐Lab. 
 
 
Figure 2.25 Parameters for CV in EC‐Lab. 
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To  reopen  the  saved  file  for analysis,  for either CV200 or CV50, Experiment >  Load Data  file was 
selected and  the appropriate  file opened. The axes were defined as  the potential of  the working 
electrode, Ewe/V (x), and <I>/mA (y), as outlined in Figure 2.26. To calculate ∆ܧ௣, the cursor on the 
task bar was selected and ݅௣௥௘ௗ  and ݅௣௢௫ from the second cycle were selected, as outlined in Figure 2.27 
(BioLogic, 2017c). The difference between the corresponding voltages ሺܧ௣௥௘ௗ  and ܧ௣௢௫) was calculated 
and recorded as mean ± 1SD (n=3). RSD was also calculated.  
 
Figure 2.26 Axes determination for CVs in EC‐Lab. 
 
 
Figure 2.27 CV and deriving peak to peak separation in EC‐Lab. 
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2.2.5.3 DPV 
To  create  a  new  framework  for  DPV,  the  following were  selected:  Experiment  >  New  >  Pulsed 
Techniques > Differential Pulse Voltammetry (Figure 2.28). As demonstrated in Figure 2.29, the default 
settings were modified  to  include  a  potential  scanning  range  of  ‐0.2  to  0.7V  vs. Ag/AgCl, with  a 
potential step of 5mV, a pulse amplitude of 50mV, a pulse width of 50ms, and a pulse period of 100ms 
(Sina et al. 2014). Once the parameter values were outlined, the measurement could commence by 
selecting Experiment > Run and saving the new measurement under an appropriate name.  
 
Figure 2.28 Selecting DPV in EC‐Lab. 
 
To review the measurement, following experimentation, the file was opened by selecting Experiment 
> Load Data File, and selecting  the appropriate  file. The axes were defined as  I delta/µA  (x) and E 
step/V (y), as outlined in Figure 2.30.  
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Figure 2.29 Parameters for DPV in EC‐Lab. 
 
 
 
Figure 2.30 Determination of Axes for DPV in EC‐Lab. 
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To calculate ݅௣௔ the cursor tool was used to select the uppermost point (Figure 2.31). This value was 
recorded from experiments conducted in triplicate and results were displayed as mean ±1SD. RSD was 
also calculated. 
 
Figure 2.31 DPV and derivation of peak anodic current. 
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Chapter 3 Mathematically modelling the 
dynamics of cholesterol metabolism and ageing 
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3.1. Introduction 
The multifaceted nature of cholesterol metabolism, the complexities of  its dynamics, and the  long 
term impact of the ageing process on its behaviour makes studying this system a challenge (Mc Auley 
and Mooney, 2014). In recent years however, several groups have adopted a systems level approach 
to investigating lipid metabolism (Mc Auley and Mooney, 2015b). The majority of these models have 
centred on specific metabolic processes, including those directed at lipoprotein metabolism (Hubner 
et al., 2008; Shorten and Upreti, 2005; Sips et al., 2014), cholesterol biosynthesis (Bhattacharya et al., 
2014; Kervizic and Corcos, 2008; Mazein et al., 2013; Watterson et al., 2013),  reverse  cholesterol 
transport  (Lu et al., 2014), adipocyte metabolism  (Micheloni et al., 2015), hepatocyte metabolism 
(Jerby  et  al.,  2010),  cholesterol  regulatory  enzymes  (Chapman  et  al.,  2010), whole  body  plasma 
cholesterol metabolism (van de Pas et al., 2012) and enterohepatic circulation of bile acids (Mishra et 
al., 2014). These models all have noteworthy features and have added to our understanding of lipid 
metabolism. Among the computational systems biology models, the model by Mc Auley et al (2012) 
provides an integrated template for investigating ageing and whole‐body cholesterol metabolism (Mc 
Auley et al., 2012). This model is encoded in SBML (Hucka et al., 2004; Hucka et al., 2003), and is part 
of the curated section in the BioModels web site (Le Novere et al., 2006; Li et al., 2010). This makes 
the model straightforward to adapt and update. The adaptable nature of this model was emphasized 
recently by Mishra, Somvanshi & Venkatesh  (2014), who used  this model  in  tandem with another 
model (Demirezen and Barlas, 2008). Their combined model included the variables body weight, diet 
and exercise and they analysed the feedback mechanisms of enterohepatic circulation of bile acids; 
specifically, bile acid synthesis, interactions with dietary lipids, and excretion. Despite its integrated 
nature and its focus on ageing, the model by Mc Auley et al. (2012) is lacking several key mechanisms 
that  are  fundamental  to  cholesterol metabolism.  These  key mechanisms  include  the  cholesterol 
biosynthesis pathway, bile acid circulation, and a variety of in vivo and intestinal microfloral enzymes. 
It  is  imperative  that  these  factors  are  included  in  any  holistic  representation  of  cholesterol 
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metabolism. Thus, the aims of this work were threefold. 1) To mechanistically update the whole body 
mathematical model of cholesterol metabolism by Mc Auley et al. (2012). 2) To use the updated model 
to explore the role of cholesterol and SFA feeding on lipoprotein profile. 3) To examine the role of age‐
related  alterations  to  cholesterol metabolism  on  the  lipoprotein  profile,  specifically,  cholesterol 
absorption, LDL‐C clearance, and bile acid synthesis and subsequent deconjugation.  
 
3.2. Methods 
3.2.1. Diagrammatic representations of whole body cholesterol metabolism  
The updated model consists of eight compartments which are: 1) dietary intake, 2) intestinal lumen, 
3)  jejunocytes, 4)  ileocytes, 5) hepatic tissue, 6) blood, 7) peripheral tissue and 8) excreted (Figure 
3.1). Figures 3.1 – 3.3, were created using SBGN (Le Novere et al., 2009). Figure 3.1 is an adaptation 
of  the  previous  SBGN  diagram  generated  by Mc  Auley  et  al.  (2012).  The  SBGN  diagrams  were 
developed  with  VANTED  (Version  2.2.1,  http://vanted.ipk‐gatersleben.de/, 
http://www.sbgn.org/Main_Page) (Rohn et al., 2012). To incorporate the additional information into 
the SBGN diagram, the compartment previously referred to as ‘intestine’ was divided into three sub‐
compartments, ‘intestinal lumen’, ‘jejunocytes’ and ‘ileocytes’. This was so that cholesterol and bile 
acid absorption could be more accurately represented and mechanistically investigated. This allowed 
several  key  processes,  receptors  and  enzymes  to  then  be  incorporated.  These  included  the 
differentiation of dietary free and esterified cholesterol, which often is not delineated in experimental 
work, and bile acid micelle formation, which is a vital process in cholesterol absorption through the 
NPC1L1 receptor. The NPC1L1 receptor has gained attention in the last 20 years because of the vast 
differences in absorption efficacy between individuals (Cohen et al., 2006), and its use as a target for 
the treatment of hypercholesterolaemia (Dujovne et al., 2002). Additionally, cholesterol esterification 
in the jejunum, chylomicron transport, and bile acid reabsorption were added. Bile acid reabsorption 
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was expanded, as bile acid excretion is a key mechanism for cholesterol excretion, and is affected by 
the ageing process  (Hopkins and Macfarlane, 2002;  Joyce et al., 2014). Therefore,  it  is a potential 
target for the reduction of cholesterol levels in hypercholesterolaemic patients (Al‐Sheraji et al., 2012). 
The mechanisms underpinning RCT were also expanded from those represented in the Mc Auley et al. 
model as it is a central player in cardiovascular health (Groen et al., 2004). The enzymes phospholipid 
transfer protein (PLTP), HL, LCAT and CETP and their roles in HDL subtype composition and cholesterol 
transport were  included. Following this, additional receptors were  incorporated  into the peripheral 
tissue, hepatic tissue, and the newly formed ileocytes compartment, to further elucidate the transport 
mechanisms of cholesterol, lipoproteins and bile acids. Next, cholesterol biosynthesis was converted 
from a one step process in the Mc Auley et al. (2012) model to an 18 step process. Overall, cholesterol 
biosynthesis has significantly more steps than this. However, the rationale  for abstracting to an 18 
step reaction system is as follows. The first 13 steps of cholesterol biosynthesis are well characterised 
(Liscum,  2008).  The  latter  reactions  in  this  process  remain  poorly  characterised.  Therefore,  the 
reactions that were included are those that are central to the pathway and are well delineated. Due 
to  the  size  and  complexity of  this  reaction network,  a  separate  SBGN diagram was developed  to 
illustrate this component of the model (Figure 3.2). In the overall diagrammatic representation of the 
model (Figure 3.1) these reactions are simplified to three source and sink glyphs  labelled *a,  in the 
jejunocytes, hepatic and peripheral tissue compartments. Finally, the de novo synthesis of bile acids 
from hepatic cholesterol was converted from a one step process to a 15 step process, and similar to 
the cholesterol synthesis pathway, was too detailed to be represented  fully  in Figure 3.1. Bile acid 
synthesis is therefore represented by the source and sink glyph labelled *b in Figure 3.1, and is fully 
illustrated  in  Figure  3.3.  The  reactions  outlined  in  Figure  3.3  are  derived  from  various  sources 
(Björkhem et al., 2002; Russell, 2003; Thomas et al., 2008). In essence they are a summary of the initial 
and end processes that are well characterised. Some well characterised steps are excluded from the 
summary  to  reduce  the  process  diagram  size,  and  for  clarity.  For  example,  following  the  chain 
shortening  of  4‐cholesten‐7α,  12α‐  diol‐3‐one  by  CYP27AI  further  modification  by  SLC27A5  (EC 
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6.2.1.7), ACOX2 (EC 1.17.99.3), HSD1724 (EC 1.1.135) and SCP2 (EC 2.3.1.176), occurs before cholic 
acid formation. There is ambiguity surrounding the re‐entry of compounds involved in the alternative 
pathways to the final steps before the formation of cholic or deoxycholic acid, which resulted in gaps 
of  knowledge. While  it  is  possible  that modelling  could  be  used  to  help  elucidate  some  of  the 
ambiguous mechanisms in this pathway, this is beyond the scope of this work. For this reason, process 
glyphs that represent a series of uncertain steps are included.  
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Figure 3.1 SBGN diagram of mathematical model of whole‐body cholesterol metabolism. 
The diagram details the transport of cholesterol, bile acids and lipoproteins through cholesterol absorption, lipoprotein metabolism, RCT and enterohepatic 
circulation. For abbreviations see section 1 of the appendix. Round arrow head represent the target of a catalytic enzyme, represented as blue rounded 
rectangles. Arrows represent flux. Hatched process nodes represent omitted processes. Bar‐headed lines represent inhibition. The mathematical symbol for 
‘empty set’ represents synthesis/degradation. Submap A is for cholesterol synthesis (see Figure 3.2), submap C is for bile acid synthesis (see Figure 3.3). 
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Figure 3.2 Cholesterol biosynthesis. 
Submap A: Synthesis of cholesterol from acetyl CoA via 
intermediates  HMG  CoA,  mevalonate,  squalene  and 
lanosterol.  See  section  1  of  the  appendix  for 
abbreviations. Round arrow heads represent the target 
of  a  catalytic  enzyme,  represented  as  blue  rounded 
rectangles.  Arrows  represent  flux.  Hatched  process 
nodes  represent  omitted  processes.  Acetoacetyl  CoA 
thiolase catalyses the interconversion of acetyl CoA and 
acetoacetyl  CoA.  Acetyl  CoA  and  acetoacetyl  CoA 
undergo  a  condensation  reaction  to  form  HMG  CoA. 
HMG CoA  is  then converted by HMG CoA  reductase  to 
mevalonate.  Phosphorylation  of  mevalonate  forms 
mevalonate‐5P,  which  is  further  phosphorylated  to 
mevalonate‐5PP.  Decarboxylation  and  dehydration  of 
mevalonate‐5PP forms IPP, which converts to its isoform 
DMAPP.  DMAPP  reacts with  IPP  to  create  geranyl‐PP. 
Further  condensation  and  the  addition  of  another  IPP 
creates  farnesyl‐PP.  Condensation  of  2  farnesyl‐PP 
molecules  forms  squalene,  which  is  converted  to 
squalene epoxide before undergoing cyclisation to form 
lanosterol. A series of reactions, including the branching 
of  7‐dehydrodesmosterol  to  either  desmosterol  or  7‐
dehydrocholesterol,  both  of  which  can  then  be 
converted  to  the  end  product  cholesterol  via  the 
enzymes  DHCR24  and  DHCR7,  concludes  the  de  novo 
synthesis of cholesterol. 
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Figure 3.3 Bile Acid Synthesis. 
Submap C: Classical Pathway: Hydroxylation of 
cholesterol  creates  7α‐  hydroxycholesterol. 
Subsequent  modification  of  the  sterol  ring 
forms  7α‐hydroxy‐5β‐cholesten‐3‐one  before 
the  classical  pathway  splits,  to  enable  the 
formation  of  either  cholic  acid  (CA)  or 
chenodeoxycholic  acid  (CDCA).  For  the 
formation  of  cholic  acid, modification  of  the 
sterol  ring by 12α‐hydroxylase  (CYP7B1) must 
occur before further alteration. The side chain 
of  5β‐cholesten‐7α,  12α‐  diol‐3‐one  is  then 
acted  upon  by  a  series  of  oxidation  steps 
leading to  its shortening. Further modification 
by  several  enzymes  then  takes place  to  form 
CA. The same steps, although in the absence of 
CYP8B1,  are undergone  in  the other  route of 
the  classical  pathway,  to  form  CDCA. 
Alternative  Pathway:  Side  chain  shortening 
occurs first in the alternative pathway creating 
27α‐ hydroxycholesterol, before hydroxylation 
creates  3β‐7α‐dihydroxy‐5‐cholestenoate. 
HSD3B7, CYP8B1 and AKR1D1 modification of 
the sterol ring can then occur, and upon further 
alteration, CA and CDCA can  then be  formed. 
This is followed by conjugation of 98% of these 
bile  acids.  They  are  they  effluxed  from  the 
hepatocyte  primarily  by  BSEP  in  the  rate 
limiting step of bile acid circulation. See section 
1 of the the appendix for abbreviations. Round 
arrow  head  represent  the  target  of  catalytic 
enzyme,  represented  as  blue  rounded 
rectangles.  Arrows  represent  flux.  Hatched 
process nodes represent omitted processes. 
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3.2.2. Model assembly and parameterisation 
The  SBML  for  the  Mc  Auley  et  al.  model  was  downloaded  from  the  BioModels  database 
(https://www.ebi.ac.uk/biomodels‐main/,  BIOMD0000000434).  It was  then  imported  into  Version 
4.14.89 of COPASI (Hoops et al., 2006). Within COPASI the model was then reassembled. The original 
model contained 48 species (Mc Auley et al., 2012). The updated version now contains 144 species 
including the four species used as counters for the event reactions (Table A.1). The first processes to 
be added were the ingestion of free cholesterol and cholesterol esters. To represent these reactions, 
a number of new species and parameters were defined, and two SBML events for each species were 
then  introduced.  An  event  in  SBML  is  a  discontinuous  change  in  a  variable  such  as  species 
concentration, compartment size, or parameter, which is activated at a particular point in time. In this 
case, the rationale for including events was to represent the ingestion of cholesterol every 8 hours. 
This was more biologically realistic than the single reaction which represented this process previously, 
as  it  accounted  for  the  intake  of  three meals  per  day.  The  average  UK male  ingests  304mg  of 
cholesterol per day (Henderson et al., 2003). Literature suggests that 85‐90% of this is in the free form, 
while 10‐15%  is esterified (Iqbal and Hussain, 2009). The events stimulated the  intake of both free 
cholesterol and cholesterol esters, by taking the average percentage values of 87.5 and 12.5%. Using 
these  values  it  can  be  estimated  that  a UK male  ingests  266mg of  free  cholesterol  and  38mg of 
esterified cholesterol daily. Assuming that a person eats three equivalent meals each day, it can then 
be  calculated  that  each  meal  contains  88. 6ሶmg  and  12. 6ሶmg  of  free  and  esterified  cholesterol 
respectively. The events were defined using the syntax outlined in Table 3.1. Separate events could 
not be triggered simultaneously within the software, therefore, to allow for the two events, the intake 
of free cholesterol was 2 minutes later than the intake of esterified cholesterol. 
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Table 3.1 Overview of events  included  to  represent  the  ingestion of dietary  free and esterified 
cholesterol. 
DFC, dietary free cholesterol; DCE, dietary cholesterol esters. 
 
Following the assembly of the events, the entry of dietary esterified cholesterol  into the  intestinal 
lumen three times a day was deterministically simulated (Figure 3.4A). Once in the intestinal lumen, 
esterified  cholesterol  is  converted  to  free  cholesterol  for  entry  into  the  jejunocytes.  Figure  3.4B 
illustrates  how  the  level  of  free  cholesterol  in  the  jejunocyte was  affected  by  the  entry  of  this 
converted free cholesterol. This is in addition to the 88. 6ሶmg of free cholesterol that is also ingested 
three  times a day, and biliary  cholesterol effluxed back  into  the  lumen  from  the  liver. Within  the 
model,  free  cholesterol  contained  in  the  jejunum  fluctuated.  Initial  concentrations  for  intestinal 
cholesterol were stated as 1575mg  for both  free and esterified cholesterol. This was calculated by 
taking the intestinal cholesterol value of 3150mg, as stated by Mc Auley et al. (2012), and assuming 
an equal distribution between forms.  
3150mg intestinal cholesterol/2 = 1575mg esterified cholesterol and 1575mg free cholesterol 
Initial steady state values for free and esterified cholesterol in the hepatic or peripheral tissues were 
calculated based on  the experimental data  in Table 3.2  (Figure 3.4C). Briefly, hepatic values were 
calculated by  taking  the estimated  concentrations of 67.1nmol/mg  and 18.5nmol/mg of  free  and 
esterified  cholesterol  (Mc Auley et  al., 2012),  and multiplying  them by  their molecular masses of 
386.66 and 349.08 respectively. Then these masses were scaled to represent the total mass in a 1.5kg 
liver (Mc Auley et al., 2012). 
67.1nmol free cholesterol/mg liver 
67.1nmol x 10‐6 x 386.66 x 1,500,000mg =38,917mg free cholesterol/liver 
Event  Event_1 DFC  Event_2 DFC  Event_1 DCE  Event_2 DCE 
Delay  None  None None None 
Trigger Expression  [counter2]>482 [counter2]>483 [counter4]>480 [counter4]>481
Target  DFC  counter2  DCE  counter4 
Expression  [DFC]+88.667  [counter2]‐483  [DCE]+12.667  [counter4]‐481 
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18.5nmol esterified cholesterol/mg liver 
18.5nmol x10‐6 x 649.08 x 1,500,000mg = 18,012mg esterified cholesterol/liver 
 
Van de Pas et al. (2012) outline the peripheral mass totals 64.8kg, and that 465mg of cholesterol is 
present per kg of tissue. Using the assumption that 14% of this cholesterol is esterified (Mc Auley et 
al., 2012), it can be calculated that there is 4,218.48mg of esterified cholesterol and 25,913.52mg of 
free cholesterol in the peripheral tissue: 
14% of 465mg = 65.1mg esterified cholesterol/kg 
65.1mg x 64.8kg = 4,218mg/peripheral tissue 
 
86% of 465mg = 399.9mg free cholesterol/kg 
399.9mg x 64.8kg = 25,914mg/peripheral tissue 
 
Table 3.2 Data used to calculate initial values of cholesterol in each compartment. 
See section 1 of the appendix for abbreviations. Data taken from Mc Auley et al. (2012) & van de Pas 
et al. (2012) 
 
Other species were calculated in a similar way, utilising tissue mass and molecular mass. For instance, 
experimentally it has been shown that apoA1 is 2.97mg/ml in individuals with no cognitive impairment 
Species  Concentration  Reference  Molecular 
mass 
Location 
Mass (kg)  Reference 
Calculated 
mass (mg) 
   
Mc Auley et 
al. (2012) 
 
HFC  67.1nmol/mg  386.66 
1.5 
Mc Auley 
et al. 
(2012) 
38,917 
HCE  18.5nmol/mg  649.08  18,012 
PFC  399.9mg/kg  Mc  Auley  et 
al.  (2012)  & 
van de Pas et 
al. (2012) 
‐ 
64.8 
Van de 
Pas et al. 
(2012) 
25,914 
PCE  65.1mg/kg  ‐  4,218 
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with an average age of 78 years (Song et al., 2012). This value was scaled up to encompass the full 
plasma volume of 2.79L (van de Pas et al., 2012). 
2.97mg/ml x 2790ml = 8286.3 apoA1/plasma 
Values of 303, 210 and 21mg were selected for species involved in hepatic, intestinal and peripheral 
species involved in cholesterol biosynthesis. This was calculated by taking the synthesis rates (441, 49 
and 210mg/day)  for each compartment defined by Mc Auley et al.  (2012) and calculating the rate 
relative to the cholesterol pool used  in the Mc Auley et al. (2012) work. Following this, the relative 
percentage was applied to the cholesterol pools utilised in this study. It was calculated that 303, 210 
and 21mg/day was present  in  the hepatic,  intestinal and peripheral compartments and  thus each 
species was  assigned  the  value  of  303,  210  and  21mg,  as  this  pathway  consists  of  consecutive 
reactions. 
 
Utilising a plasma volume of 2.79L (van de Pas et al., 2012), the initial steady state values of VLDL‐C, 
LDL‐C and HDL‐C  (Sharma et al., 2010), could be converted  to mg/plasma  (Table 3.3). Lipoprotein 
values were converted to mg/dL for analysis, by diving each value by 27.9dL. When the model was 
simulated, VLDL‐C, LDL‐C and mean HDL‐C values were consistent with these literature values (Figure 
3.4D). Mean HDL‐C was calculated from HDL2 and HDL3 and nascent HDL‐C (ndHDL‐C) subfractions. 
Cholesterol and unconjugated bile acids were  steadily excreted at a  rate of 0.1 and 0.05mg/hour 
respectively (Figure 3.4E). The  initial steady state values for bile acids were assumed. For bile acids 
contained in the hepatic tissue, a value of 220mg was utilised for those conjugated (HCBA). A value of 
180mg was assigned to represent the unconjugated proportion (HUBA), and a value of 200mg was 
chosen  to  represent HUBA‐CoA. Within  the  ileocytes,  a  value  of  50mg was  utilised  for  both  the 
conjugated and unconjugated forms (ICBA and IUBA). Within the intestinal lumen a steady state value 
of 200mg was assumed to represent conjugated bile acids, while a value of 50mg represented the 
steady state  level of unconjugated bile acids (LCBA and LUBA). Levels remained constant over time 
(Figure 3.4F). 
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Table 3.3 Data used to calculate the initial values of lipoproteins. 
See section 1 of the appendix for abbreviations. Lipoprotein concentrations gained from Sharma et 
al. (2010), and plasma volume gained from Van de Par et al. (2012) 
 
 
Figure 3.4 Model outputs. 
Model Outputs  of A)  ingestion  of  esterified  cholesterol, B)  jejunocyte  pool of  free  cholesterol C) 
hepatic  and  peripheral  pools  of  free  and  esterified  cholesterol, D)  lipoprotein  profile  E)  excreted 
cholesterol  and  unconjugated  bile  acids  and  F)  hepatic,  ileocyte  and  intestinal  lumen  pools  of 
conjugated and unconjugated bile acids. For D) mean HDL‐C calculated from HDL2, HDL3 and ndHDL‐
C.
Lipoprotein  Concentration 
(mg/dL)  Reference 
Plasma 
Volume (L)  Reference  Calculated mass (mg) 
           
VLDL‐C  34   
2.79 
  34 x 10 x 2.79 = 949 
LDL‐C  115 
Sharma 
et al. 
(2010) 
Van de 
Pas et al. 
(2012) 
115 x 10 x 2.79 = 3,209 
HDL‐C  44      115 x 10 x 2.79 = 1,227 
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The  initial  steady  state  levels of many other  intermediate  species were assumed. Each value  is  in 
mg/compartment. Table A.1 provides the details of the species and their abbreviations, while Table 
A.2 provides details of over 144 kinetic based reactions which in total make up the new version of the 
model. To summarise the kinetics, the model includes 37 reactions which are derived using the law of 
mass action, 58 reactions informed by Michaelis‐Menten kinetics, six reversible reactions informed by 
Michaelis‐Menten kinetics, nine bi, three ping pong bi‐bi kinetic reactions, and 31 rate laws that were 
either part of the old model or developed during its adaptation. Each functional form is underpinned 
by the experimental literature, and examples of all the functional forms are provided within the list of 
ordinary differential equations found in section 2 of the appendix. Often, enzymes weren’t included 
in  the  rate equation, as a species, despite  the vital  role  they play. This  is because kinetic data  for 
parameters such as  ௠ܸ௔௫  and ܭெ were utilised. These parameters represent the maximum velocity of 
the reaction, and the substrate concentration required to reach ଵଶ ௠ܸ௔௫ respectively, and when applied 
to a rate law such as Michaelis Menten, sufficiently represent the kinetics of enzymatically regulated 
reactions, when  combined with  substrate  concentration  (Johnson  and Goody,  2011).  In  order  to 
parameterise  the kinetic  reactions summarised  in Table A.3,  firstly a comprehensive search of  the 
enzyme  functional  data  repository,  BRENDA  was  conducted  (http://www.brenda‐enzymes.org/) 
(Chang et al., 2015). Many of  the enzymes  identified within BRENDA had a wide  range of values. 
Suitable values were selected based on considering the biological source of the kinetic information. 
Some  of  the model  parameters  could  not  be  located within  BRENDA,  therefore  to  obtain  these 
parameters,  literature searches were conducted using Pubmed, Science Direct and Google Scholar. 
The source of each parameter is indicated in column four of Table A.3. For a number of parameters, 
no kinetic  information could be obtained, therefore several assumptions were made; the details of 
these are also given in Table A.3. To obtain suitable parameter values, as each parameter was added 
to the model, a time course simulation was conducted, using COPASI. This was undertaken to compare 
the model  output  to  the Mc Auley  et  al.  (2012) model,  and  to  known  biological  behaviour.  The 
parameters were gradually adjusted until a steady state output was achieved, which was an accurate 
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biological representation of the system. This process was completed over several months, and it would 
be impossible to include the details of every time course from this process. To illustrate this point, the 
tuning of BSH is discussed. For the reaction of deconjugated of lumen conjugated bile acids (LCBA), an 
average KM and Vmax value was calculated as 2.37 and 27.06 respectively, from several sources (Gopal‐
Srivastava and Hylemon, 1988; Kumar et al., 2006; Lundeen and Savage, 1990, 1992; Nair et al., 1967; 
Patel et  al., 2010;  Stellwag  and Hylemon, 1976). Using  these  values,  LCBA was utilised before 10 
minutes, and lumen unconjugated bile acids (LUBA) reached a ceiling value, as shown in Figure 3.5A. 
Therefore, KM and Vmax were slowly adjusted to values of 1x10‐4 and 5x10‐6 respectively, until species 
concentrations remained steady, as outlined in Figure 3.5B.  
 
 
Figure 3.5 Parameter optimisation for the reaction deconjugation of bile acid. 
LUBA and LCBA A) before and B) after parameter optimisation.  
 
 
151 
 
3.3. Results 
3.3.1. Initial examination of the model  
Initial  simulations were performed  to  compare model output with  the previous model. Figure 3.6 
illustrates how several key variables compare to the Mc Auley et al. model. Over a 15 day period  it 
was found that the average concentration of LDL‐C, mean HDL‐C and TC reduced by 11%, 20% and 
0.6% respectively, when compared to the Mc Auley et al. model. Mean HDL‐C was calculated from 
HDL2, HDL3 and ndHDL‐C. In contrast, IDL‐C and VLDL‐C increased by 33% and 67% respectively in the 
updated model. The LDL‐C:HDL‐C ratio increased slightly from 2.52:1 in the Mc Auley et al. model to 
2.77:1  in the updated model. Both of these ratios however are  in  line with current guidelines, as a 
ratio <3.0:1 for males is recommended to reduce the risk of CVD onset (Millan et al., 2009). 
 
 
 
 
 
 
 
 
Figure 3.6 Comparison of the lipoprotein profile from the Mc Auley et al. and updated model. 
Model run  for 15 days or equivalent  (21,600 minutes). Circle markers represent the model output 
from the updated model. Triangle markers represent the lipoprotein profile from the Mc Auley et al. 
(2012) model. HDL‐C from the updated model is the mean average of HDL2, HDL3 and ndHDL‐C. 
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3.3.2. Dietary cholesterol ingestion 
Differences exist in cholesterol metabolism from one individual to the next (Herron et al., 2003). This 
is emphasised by dietary cholesterol (DC) feeding studies which demonstrate notable differences in 
the  response  to  DC  from  individual  to  individual.  Herron  et  al.  (2003)  demonstrated  that  hypo‐
responders could ingest ~640mg/day of cholesterol for 30 days with no effect on LDL‐C or HDL‐C levels. 
In contrast, hyper‐responders exhibited a 30% increase in LDL‐C and an 8% increase in HDL‐C (Herron 
et al., 2003). To determine if the model behaves as a hypo‐ or hyper‐responder, fold increases of 0.5, 
1, 2, and 3 were applied to both ingested free and esterified DC, and results analysed after 1000 hours. 
This  time,  of  just  under  6  weeks,  was  chosen  because  experimentally  it  has  been  shown  that 
cholesterol feeding can produce observable differences in the lipoproteins in timescales shorter than 
this (Herron et al., 2003; Lin and Connor, 1980). For instance Lin and Connor (1980) reported that the 
response to  increased dietary cholesterol was rapid; one week and two weeks  for the normal and 
hypercholesterolaemic patients respectively. Additionally, it was observed that the increase in plasma 
levels of cholesterol reached a plateau  in the normal patient after two weeks, and six weeks  in the 
hypercholesterolaemic  patient.  Therefore,  analysis  after  1000  hours  would  be  appropriate 
experimentally as it would be long enough to produce significant changes to the lipoprotein profile, 
and thus was employed for the model. To model a change in dietary intake, the events for DC ingestion 
were modified. For the 0.5‐fold analysis, the standard intake values were divided by two, leading to 
the simulated ingestion of 44.3mg of free cholesterol and 6.3mg of esterified cholesterol three times 
a day. Whereas  an  increase  to 266mg of  free  cholesterol  and 38mg of esterified  cholesterol was 
ingested  three  times  a day  for  a 3‐fold dietary  increase, which was  calculated by multiplying  the 
standard values by three (Table 3.4). A positive correlation between LDL‐C and cholesterol intake was 
observed at 1000 hours. A 2‐fold increase in DC resulted in a small increase of 0.0012% (0.0014mg/dL) 
in LDL‐C, after 1000 hours. This rose to a 0.0021% increase for the 3‐fold analysis (0.003mg/dL). A 50% 
reduction in DC resulted in a negligible 0.0003% reduction in LDL‐C. No change to mean HDL‐C level 
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was observed (data not shown). A 2‐fold increase in DC resulted in a 23.72% increase in HFC, and a 
negligible  increase  of  0.0002%  in  PCE;  this  increased  to  47.43  and  0.0004%  for  HFC  and  PCE 
respectively when compared to the normal intake values. Significantly, a 50% reduction in DC resulted 
in an 11.86% reduction  in HFC after 1000 hours. No difference  in PFC or HCE was observed (Figure 
3.7A). 
 
Table 3.4 Summary of dietary FC and CE values for fold analysis of dietary cholesterol intake. 
 
Species  Fold Change 
0.5  1  2  3 
         
FC  44.3  88.7  177.3  266.0 
CE  6.3  12.7  25.3  38.0 
         
 
3.3.3. Comparison with clinical data  
Both the Mc Auley et al. and updated models were compared to clinical data from a DC feeding study 
(Figure 3.7B). After a comprehensive literature search in this area, the most suitable time course data 
that could be obtained was from a healthy 31 year old normocholesterolaemic male that underwent 
an 11 week high cholesterol diet (1000mg/day) (Lin and Connor, 1980). The purpose of using this data, 
which  clearly  shows a hyper‐response  to DC, was  to provide a  comparison between  this and  the 
models. To compare the model to the clinical data, the intake of cholesterol was raised to 1000mg per 
day,  and  baseline  LDL‐C  was  reduced  to  66.32mg/dL  (1.72mmol/L).  To  recreate  a  1000mg/day 
cholesterol intake, the events were altered to reflect an intake of 291. 6ሶmg FC and 41. 6ሶmg CE three 
times a day. These values were calculated as: 
(291. 6ሶmg x 3) + (41. 6ሶmg x 3) = 1000mg 
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Lin and Connor (1980) did not report LDL‐C or HDL‐C values, therefore LDL‐C was calculated from TC 
and triglyceride values using equation 31 below, in which LDL‐C can be calculated in the absence of 
HDL‐C data (Anandaraja et al., 2005).  
 
ܥ݈ܽܿݑ݈ܽݐ݁݀	ܮܦܮ‒ܥ ൌ 	 ሺ0.9	ݔ ܶ݋ݐ݈ܽ ܥ݄݋݈݁ݏݐ݁ݎ݋݈ሻ െ 0.9 ݔ ݐݎ݈݅݃ݕܿ݁ݎ݅݀݁ݏ5 െ 28  (31)
 
The Mc Auley et al. (2012) model was then run over 77 days with interval sizes of 7 days. This was to 
represent a weekly LDL‐C  level  for 11 weeks similarly  to  the Lin and Connor  (1980) study. For  the 
updated model, which was configured in minutes, rather than days, a time course simulation was the 
run over 110,880 minutes, with  interval sizes of 10,080 minutes. This  is because 10,080 minutes  is 
equivalent  to  one week, while  110,880  is  equivalent  to  11 weeks.  Thus  the  results  gained were 
indicative of weekly changes in LDL‐C up to 11 weeks, making the results comparable to those from 
the Lin and Connor (1980) study.  
 
 
 
Figure 3.7 Cholesterol ingestion analysis. 
A) Response of LDL‐C and cholesterol pools in the updated model to fold‐change increases in dietary 
cholesterol after 1000 hours. HFC, hepatic free cholesterol; PFC, peripheral free cholesterol (left axis); 
HCE,  hepatic  cholesterol  esters;  PCE,  peripheral  cholesterol  esters;  and  LDL‐C  (right  axis).  B) 
Comparison of models to clinical data. Comparison of LDL‐C concentration in response to simulated 
cholesterol feeding in the Mc Auley et al. (2012), and the updated model, with a human cholesterol 
feeding study. A 1000mg dose of cholesterol was ingested per day by a human subject and induced in 
both models for an 11 week trial period and the LDL‐C monitored. Baseline LDL‐C of both models was 
set at 66.32mg/dL (1.72mmol/L) to match clinical data. Black line represents updated model the green 
line represents the Mc Auley et al. (2012) model, and the orange bar represents the LDL‐C response 
to cholesterol feeding in a human subject (Lin and Connor, 1980). 
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When  the  daily  rate of  cholesterol  ingestion was  raised,  LDL‐C  increased  from  an  initial  value  of 
66.32mg/dL (1.72mmol/L), to a steady state value of ~115mg/dL (2.97mmol/L) after one week. It is 
important to note this is the behaviour of LDL‐C regardless of the rate of dietary cholesterol ingestion 
(data not shown). This finding contrasts with the Mc Auley et al. model’s response during this feeding 
regime, where LDL‐C continues  to  rise after week one.  It  is  feasible  the behaviour of  the updated 
model is biologically plausible, as several decades of experimental work in this area have suggested 
that cholesterol metabolism is tightly regulated in the majority of individuals, with hypo‐responders 
known to exhibit a negligible lipoprotein response (Herron et al., 2003; Jones et al., 1996; Quintao et 
al.,  1971).  Consequently,  it was  important  to  establish which  regulatory mechanisms  responded 
effectively in the model to inhibit a rise in lipoprotein cholesterol. 
After examining the simulation data it was found a key regulatory mechanism which adapted to this 
increase  in DC was cholesterol excretion (EFC). EFC  increased by 25.1% by the end of the 11 week 
period  (Figure 3.8).  In addition  to  the  compensatory effect of excreted  cholesterol,  intestinal and 
hepatic cholesterol also increased. It was found high DC resulted in the pool of cholesterol esters in 
the intestinal lumen (LCE) increasing to 5.97mg after 11 weeks. This contrasted with a value of 0.15mg 
after  a  ‘normal’  cholesterol  feeding  regime  over  the  same  time  period.  Free  cholesterol  in  the 
intestinal lumen (LFC) also increased by 4.75% as a result of this simulation. The amount of absorbed 
free and esterified cholesterol in the jejunocytes (JFC and JCE) also increased; JFC and JCE levels were 
24.41 and 0.03% higher respectively after the cholesterol feeding. Furthermore chylomicrons in the 
jejunum (JCH) increased 25.33%. In addition, hepatic free cholesterol (HFC) increased by 85.25%. Bile 
acid levels and LDLr activity/number were unaffected during cholesterol feeding, which could account 
for the substantial cholesterol accumulation within the hepatic tissue, and marginal LDL‐C response.  
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Figure 3.8 Effect of cholesterol feeding. 
Response of A) HFC, B) EFC, C) JFC, D) JCH, E) LFC, and F) LCE to 1000mg/day of dietary cholesterol 
for 11 weeks, in comparison to the UK male average cholesterol intake of 304mg/day. 
 
3.3.4. Acute daily ingestion of saturated fat 
Diets high in SFA are associated with raised plasma cholesterol levels (He and Fernandez, 1998). High 
levels of SFA lead to an increase in LDL‐C by three possible mechanisms. 1) A reduced LDL‐C clearance 
rate,  as  SFA  supresses  LDLr  activity  (Woollett et  al.,  1992).  2)  There  is  an  increase  in  the  rate of 
cholesterol synthesis (Jones et al., 1994). 3) Modulation of RCT occurs (Berard et al., 2004; Jansen et 
al.,  2000).  RCT  is  affected  in  two ways.  Firstly,  CETP  is  upregulated,  thus  transporting  esterified 
cholesterol from HDL‐C to LDL‐C and VLDL‐C at an increased rate (Jansen et al., 2000). Secondly, LCAT 
is inhibited which reduces the esterification of cholesterol in HDL‐C (Berard et al., 2004). This reduces 
the  concentration  gradient  for  the  transfer of  cholesterol  from  the peripheral  tissues  to HDL.  To 
replicate  SFA  intake  variations,  seven  parameters  were  altered  simultaneously  (Table  3.5).  This 
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analysis resulted in a slight increase in LDL‐C, HCE and PCE levels, whereas HDL‐C decreased (Figure 
3.9). LDL‐C, HCE, and PCE increased 1.7, 0.4 and 0.5% respectively for the 2 fold‐analysis. There was 
no effect on hepatic and peripheral free cholesterol (HFC and PFC) after 1000 hours. 
Table 3.5 Summary of parameters involved in fold analysis of SFA intake. 
 
 
 
 
 
 
 
 
 
Figure 3.9 Fold change analysis of dietary SFA. 
The percentage change in LDL‐C, HDL‐C (left axis), HCE and PCE (right axis) with fold changes to SFA 
intake.  A  total  of  seven  parameters  were modified  in  the  fold  change  analysis  to  represent  an 
equivalent change in dietary SFA. To represent an increase in dietary SFA, increases to the rate of LDLr 
degradation, cholesterol synthesis and CETP mediated transport, and decreases to the LCAT mediated 
cholesterol esterification were conducted. Measurements recorded at 1000 hours. 
 
Reaction  Parameter  Fold Change
0.5 1 2 3 
     
36  LCAT activity  Khdl3 8 x 10‐4 4 x 10‐4 2 x 10‐4  1.33 x 10‐4
39  CETP mediated transfer to VLDL Kcetp2 5 x 10‐8 1 x 10‐7 2 x 10‐7  3 x 10‐7
40  CETP mediated transfer to LDL  Kcetp1 5 x 10‐8 1 x 10‐7 2 x 10‐7  3 x 10‐7
63  LDLr degradation  K1 5 x 10‐8 1 x 10‐7 2 x 10‐7  3 x 10‐7
78  Hepatic acetyl CoA synthesis  K1 0.5 1 2 3 
96  Peripheral acetyl CoA synthesis  K1 5 x 10‐6 1 x 10‐5 2 x 10‐5  3 x 10‐5
114  Intestinal acetyl CoA synthesis  K1 0.5 1 2 3 
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3.3.5. Local sensitivity analysis  
To gain further insight into the robustness of the model a SA was performed. A robust model is resilient 
to relatively small perturbations  in parameter values. Therefore given the  lack of sensitivity of the 
model during the initial investigations the aim of the SA was to investigate the effect of both local and 
global parameter changes on model outputs,  in particular LDL‐C, and to  identify critical parameter 
inputs. Firstly, a local SA was completed and the Si for each of the parameters were calculated. To do 
this, the discrete feeding events were removed and replaced with a continuous feed for both DC and 
DFC.  Table A.4  gives  the  percentage  change  in  LDL‐C  for  a  1%  change  in  each of  the  266 model 
parameters and ranks them by sensitivity. Figure 3.10 presents the 20 most sensitive parameters of 
this  analysis.  The most  sensitive parameter was  the  rate  constant  for  LDL‐C  formation, ܭ௟ௗ௟.  The 
second most sensitive parameter was ܭ௛௟ௗ௟௨, the rate constant for receptor dependent hepatic uptake 
of LDL‐C. Third most sensitive was ܭ௜ௗ௟௨, the rate constant for IDL‐C reuptake. The rate constant ܭଵ, 
for VLDL‐C formation was fourth most sensitive.  ௠ܸ௔௫ for the conversion of HDL3 to HDL2, was fifth, 
while  ௠ܸ௔௫ for the conversion of HDL2 to HDL3 was sixth. ܭ௜ௗ௟௙ for IDL‐C formation, and ܭ௩௟ௗ௟  for VLDL‐
C reuptake were seventh and eighth. ܭ௣௟ௗ௟௨ for the receptor dependent peripheral uptake of LDL‐C 
was ninth, and  ௠ܸ௔௫  for the esterification of hepatic free cholesterol was tenth most sensitive. The 
11th most sensitive parameter was ܭଵ for hepatic LDLr degradation. The rate constants ܭ௖௘௧௣ଵ and 
ܭ௖௘௧௣ଶ for CETP mediated transfer of esterified cholesterol to LDL and VLDL respectively were 12th and 
14th  most  sensitive;  13th  was  ௠ܸ௔௫   for  the  hepatic  conversion  of  esterified  cholesterol  to  free 
cholesterol. ܭଵ for the degradation of peripheral LDLr was 15th. The rate constants for the conversion 
of HDL3  to HDL2,  and  the  conversion of HDL2  to HDL3, both  termed ܭெ were  16th  and  17th most 
sensitive. ܭଵ for the receptor  independent peripheral uptake of LDL‐C was 18th, and ܭ௣௟ௗ௟௥௦ for the 
synthesis of peripheral LDLr was 19th. ܭ௖௛ଷ, the parameter the reaction chylomicron free cholesterol 
uptake by hepatic LDLr, was 20th most sensitive. 
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Figure 3.10 The 20 most sensitive parameters. 
A) and B) denote the top 10 most sensitive reaction parameters, where LDL‐C  increases with a 1% 
change in model parameters. C) and D) denote the top 10 most sensitive reaction parameters where 
LDL‐C decreases with a 1% change in model parameters. Si, sensitivity index, percent change in LDL‐C 
for a 1% change in model parameters; R, reaction. See Table A.2 for reaction details. 
 
 
3.3.6. Local parameter analysis of CETP dynamics 
CETP mediates the transport of cholesterol esters from HDL to LDL and VLDL. Mutation to the CETP 
gene has been associated with longevity in Ashkenazi Jews (Atzmon et al., 2005; Barzilai et al., 2003). 
The amino acid substitution of 405  isoleucine to valine (I405V)  in the CETP gene results  in a  lower 
serum  CETP  concentration  and  subsequently  significantly  larger  LDL  and  HDL.  The  CETP  I405V 
genotype  is  associated  with  a  reduced  prevalence  of  CVD,  T2DM,  and  hypertension,  possibly 
contributing to the exceptional longevity observed in these individuals (Atzmon et al., 2005; Barzilai 
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et al., 2003). The assertion that reduced CETP levels convey a protective phenotype for healthy ageing, 
has led to investigations into the use of CETP inhibitors as a therapeutic strategy for the treatment of 
hypercholesterolaemia. For example, it has been recently revealed that in phase II clinical trials the 
CETP inhibitor TA‐8995 decreased LDL‐C by 27.4% with a 1mg daily dose, with minimal adverse effects 
(Hovingh  et  al.,  2015).  Therefore, with  the updated model,  there was  a  clear  emphasis on  these 
aspects of lipid metabolism. 
Due to apparent local sensitivity of both Kcetp1 and Kcetp2, these parameters were further investigated, 
as  CETP  inhibitors  are widely  suggested  as  a  potential  therapeutic  strategy  for  the  treatment  of 
hypercholesterolaemia (Hovingh et al., 2015). To analyse the role of a CETP inhibitor such as TA‐8995 
on the lipoprotein profile, the parameters Kcept1 and Kcept2 were analysed (Reactions 39 and 40, Table 
A.2). Kcept1 is the rate constant representing the CETP mediated transfer of cholesterol from HDL2 to 
LDL whereas Kcept2 represents the CETP mediated transfer of cholesterol from HDL2 to VLDL. A value 
of 1x10‐7 was defined for both parameters under “normal conditions”. To mimic CETP inhibition, firstly 
rate constants Kcept1 and Kcept2 were analysed separately, between values of 0 and 1x10‐7. Decreases to 
both rate constants resulted in a decline in LDL‐C and an increase to HDL subfractions. Alterations to 
Kcetp1 led to a greater decrease in LDL‐C than Kcetp2. The reduction of Kcetp1 and Kcept2 to 0 resulted in a 
0.50%  (0.59mg/dL)  and  0.15%  (0.18mg/dL)  decrease  in  LDL‐C  respectively  after  250  hours.  The 
increase in HDL2 and HDL3 was equivalent for both parameters; a 15% (1.87mg/dL) increase in HDL2 
and a 0.2% (0.024mg/dL) in HDL3 was observed when Kcetp1 and Kcetp2 reached 0. The local parameter 
analysis suggests that a reduction in Kcetp1 or Kcept2 leads to a reduction in LDL‐C and an increase in HDL 
subfractions. As  both  reactions  are  catalysed  by  the  same  enzyme,  the  administration  of  a  CETP 
inhibitor would in theory result in both processes being simultaneously affected. To predict the effect 
of CETP  inhibition  in  vivo,  simultaneous parameter  scans were  conducted. This  involved gradually 
reducing both  Kcept1  and  Kcept2, where  0  represented  full  CETP  inhibition.  This  resulted  in  a  0.72% 
reduction in LDL‐C (Figure 3.11A), and a mean HDL‐C increase by 3.1% (Figure 3.11B). Mean HDL‐C was 
calculated from HDL2, HDL3 and ndHDL‐C, after 250 hours. 
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Figure 3.11 Inhibition of CETP by simultaneous inhibition of Kcetp1 and Kcetp2 parameters. 
Kcept1 is the rate constant representing the CETP mediated transfer of cholesterol from HDL2 to LDL. 
Kcept2 represents the CETP mediated transfer of cholesterol from HDL2 to VLDL. Effect of manipulation 
on A) LDL‐C, and B) mean HDL‐C. Mean calculated from HDL2, HDL3 and ndHDL‐C. LDL‐C and mean 
HDL‐C concentration analysed after 250 hours. 
 
3.3.7. Global sensitivity analysis 
Given the uncertainty surrounding a number of the parameter values in the model, especially those 
associated with the less well characterised aspects of cholesterol metabolism, it is apparent that any 
inferences  from  the  local SA should be  interpreted with caution. Therefore,  it was deemed  that  it 
would be appropriate to sample from the parameter space of a global SA. This attempts to mitigate 
this problem by examining model parameters  in broader  regions of parameter  space.  Figure 3.12 
presents  the  results  from  sampling  from  the parameter  space of a global SA, where 500  random 
samples (n=500) were taken over a range of a 2 fold increase and decrease in the default value for the 
rate  constant  ܭଵ  for  hepatic  LDLr  degradation  (reaction  60  in  Table  A.2),  with  A)  all  “known” 
parameters  scanned  and  unknown  parameters  fixed,  B)  all  unknown  parameters  scanned  and 
“known” parameters fixed, and C) all parameters scanned simultaneously, at 250 hours. Each scanned 
parameter had random samples taken between a 2 fold  increase and decrease of  its default value. 
A)  B)
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The variability of LDL‐C was small when 151 “known” parameters were scanned, and 113 unknown 
parameters remained fixed. The results show that LDL‐C varied ~2mg/dL (0.05mmol/L) for any value 
of the rate constant for hepatic LDLr degradation between a 2 fold  increase and decrease from  its 
default value (Figure 3.12A). In contrast, LDL‐C varied by ~500mg/dL when the “known” parameters 
were  fixed and  the unknown parameters scanned. Consequently  the relationship between hepatic 
LDLr degradation and LDL‐C was lost (Figure 3.12B). When all 266 parameters were scanned (including 
the two parameters used for the counter reactions for DFC and DCE intake), the range of LDL‐C values 
remained similar. A marginal further reduction in R2 was also observed (Figure 3.12C). The significant 
difference  in  LDL‐C  variation  when  scanning  parameters  with  well  characterised  kinetics  versus 
parameters  with  assumed  parameter  values  suggests  the  unknown  parameters  influence  the 
behaviour of the model significantly. Moreover, the large range in LDL‐C when unknown parameters 
were scanned, reinforces the finding from the  local sensitivity scan, that parameters with assumed 
kinetics were most sensitive. 
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Figure 3.12 Sampling  from  the parameter space of a global sensitivity analysis of parameter K1, 
hepatic LDLr degradation. 
Role of parameter K1 for hepatic LDLr degradation (reaction 60) with A) all unknown, assumed, and 
adapted parameters fixed, B) all “known” parameters fixed, and C) all parameters scanned. Non‐fixed 
parameters were analysed between a 2‐fold increase and decrease of that parameter value; calculated 
at 250 hours, n=500. R2 = Coefficient of determination.  
 
3.3.8. Ageing 
As  outlined  in  Chapter  1,  the  ageing  process  affects many  of  the  key mechanisms  involved  in 
cholesterol metabolism. Specifically, there is 1) an age‐related decline in hepatic LDLr and subsequent 
reduction in LDL‐C clearance (Millar et al., 1995), 2) an increase in cholesterol absorption (Duan et al., 
2006), 3) a decline of BSH‐positive  intestinal microflora, such as Lactobacillus and Bifidobacterium 
species (Hopkins and Macfarlane, 2002), and 4) a decline in bile acid synthesis (Bertolotti et al., 2007). 
To represent the ageing process, four parameters were modified. These modifications were a 2‐fold 
decrease to the rate of NPC1L1 degradation, bacterial deconjugation, and CYP7AI activity. In addition, 
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the rate of LDLr degradation was increased 2‐fold (Table 3.6). The inverse of this analysis, was assumed 
to represent a young individual. The default age group was built based upon the Mc Auley et al. (2012) 
model, which represented a healthy 20 year old male. The young and old age groups were arbitrarily 
defined and thus were not given a numerical definition. 
Table 3.6 Summary of parameters involved in the ageing analysis. 
 
By  simultaneously  conducting  a  2‐fold decrease  to  the parameters Kcetp1  and  Kcept2,  a CETP  I405V 
genotype could also be replicated (reactions 40 and 39 respectively, Table A.2). A 2‐fold increase in 
Kcept1 and Kcept2 was also conducted to replicate a genotype reflective of a genetic predisposition for 
atherogenesis. These CETP genotypes were applied to each age category and LDL‐C was recorded after 
1000 hours,  in  line with the cholesterol and saturated fat feeding simulations (Figure 3.13). Ageing 
resulted  in an  increased LDL‐C  for all CETP genotypes. The ageing process,  in  the presence of  the 
genotype representing high CETP activity, resulted in a 1.6% increase in LDL‐C. Similarly, the normal 
CETP genotype also produced a 1.6% increase in LDL‐C when comparing results from the young and 
aged categories. The CETP 1405V genotype however resulted in a less significant rise (0.6%) in LDL‐C 
with the ageing process. By contrasting the genotypes within each age category, the beneficial effects 
of  the  CETP  I405V  genotype were  further  substantiated.  This  advantageous  genotype was more 
obvious in the aged category than the youth and normal categories. A 1.63% reduction in LDL‐C was 
observed in the aged category, compared to a 0.64% reduction in both the normal and youth category. 
Reaction  Parameter  Age group
Young  Default  Old 
       
45  Bile acid Deconjugation  Vmax  1 x 10‐5  5 x 10‐6  2.5 x 10‐6 
54  NPC1L1 degradation  K1  2 x 10‐7  1 x 10‐7  5 x 10‐8 
60  LDLr degradation  K1  5 x 10‐8  1 x 10‐7  2 x 10‐7 
132  CYP7AI activity  Vmax  1.11358 x 10‐3  5.5679 x 10‐4  2.78395 x 10‐4 
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Simulation of a genetic predisposition to atherosclerosis, resulted in a 0.617, 0.617 and 0.616% rise in 
LDL‐C for the youth, normal and aged categories respectively. 
 
 
 
 
 
 
 
 
 
Figure 3.13 Role of CETP genotypes on LDL‐C with ageing. 
To mimic an aged individual, a 2 fold increase in LDLr degradation, and a 2 fold decrease in NPC1L1 
degradation, bile acid deconjugation, and CYP7AI activity was applied. For  the youth analysis,  the 
inverse of this protocol was conducted. A 2 fold increase or decrease in CETP activity was then applied 
to each group. High (blue), normal (orange), and low (grey), CEPT activities. LDL‐C measured at 1000 
hours. 
 
 
3.4. Discussion  
An updated whole‐body mathematical model of cholesterol metabolism was created, which included 
96 additional mechanisms. This was deposited  in the BioModels database (MODEL1508170000).  In 
contrast to the Mc Auley et al. model, this model is significantly less sensitive to cholesterol feeding, 
and can be categorised as a hypo‐ rather than hyper‐responder to cholesterol ingestion. This finding 
is  perhaps  unsurprising  in  light  of  experimental  evidence  which  suggests  62.5%  of  healthy 
normocholesterolaemic males exhibit a hypo‐response to dietary cholesterol  (Herron et al., 2003). 
Moreover, it is widely regarded that cholesterol metabolism adapts to cholesterol feeding by invoking 
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two major compensatory regulatory mechanisms; these are an increase in cholesterol excretion, and 
a decrease  in whole‐body  cholesterol biosynthesis  (Quintao et al., 1971). When  there  is effective 
feedback  control mechanisms  this  can  result  in  dietary  cholesterol  failing  to  illicit  a  response  in 
lipoprotein metabolism. For  instance, McNamara et al. (1987) demonstrated using 12 week studies 
that both low and high levels of dietary cholesterol did not induce significant increases in mean levels 
of  plasma  total,  LDL,  or HDL  cholesterol. Moreover,  there was  no  relationship  between  baseline 
plasma cholesterol levels and sensitivity to a dietary cholesterol challenge (McNamara et al., 1987). 
In  the model, LDL‐C did not  rise, however both hepatic  free cholesterol and  intestinal cholesterol 
increased significantly during high cholesterol feeding. In the seminal work by Quintao et al. (1971) it 
is  postulated  that  cholesterol  feeding  in  humans  is  primarily  controlled  by  one  compensatory 
mechanism – an increase in cholesterol excretion, but not bile acid excretion (data not shown); the 
model helps to substantiate this claim.  Intriguingly, the authors also suggest that when there  is an 
accumulation  of  cholesterol  in  the  body  pools,  the  effects  on  lipoprotein  levels  are  insignificant, 
regardless  of  the  quantity  of  cholesterol  absorbed.  This  appears  to  be  the  case  in  humans,  as 
regulatory  processes  inhibit  an  increase  in  lipoprotein  cholesterol when  body  pools  accumulate. 
Model organisms have also shown that body pools of cholesterol can increase significantly as a result 
of  cholesterol  feeding. Ohtani  et  al.  (1990)  suggest  that,  in hamsters,  an  additional  0.1%  dietary 
cholesterol is enough to induce the accumulation of cholesterol in the liver through the chylomicron 
remnant pathway (Ohtani et al., 1990). Wang et al. (2010) also reported that concentrations of the 
hepatic TC increased ~4‐fold by with a 1% increase in dietary cholesterol in rats (Wang et al., 2010). 
Although  it has been reported experimentally that cholesterol can accumulate within the  liver and 
peripheral tissues, this behaviour in the model could also suggest that the regulatory mechanisms may 
not be sufficiently adequate to deal with the excess cholesterol. One mechanism in this model that 
may  need  to  be  improved  is  the  turnover  of  LDLr.  In  the  updated model,  an  increase  in  dietary 
cholesterol, did not elicit a decrease in LDLr number. This contrasted with the previous model. This is 
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an important point that needs to be emphasised. Hennessey et al. (1992) have demonstrated that a 
high intake of dietary cholesterol suppresses hepatic LDLr mRNA by 29% in cebus monkeys (Hennessy 
et al., 1992). Conversely, Spady and Cuthbert (1992) observed that rats fed on high levels of dietary 
cholesterol, did not exhibit suppressed hepatic LDLr activity despite a 350‐fold  increase  in hepatic 
cholesterol ester  levels (Spady and Cuthbert, 1992). More recently, Boone et al.  (2011)  found that 
LDLr  expression  in  Sprague‐Dawley  rats was  not  altered by dietary  cholesterol.  There was  also  a 
significant  increase  in mean hepatic cholesterol and paradoxically a decrease  in serum cholesterol 
(Boone et al., 2011). However, studies in humans, such as Lichtenstein et al. (1993), demonstrate that 
the addition of dietary cholesterol  (~1.5 eggs per/day) to a corn oil‐diet, can result  in a significant 
increase in concentrations of TC (6%), LDL‐C (8%), and HDL‐C (7%), when compared to diets with low 
dietary cholesterol, in 14 middle‐aged and older individuals (Lichtenstein et al., 1993). Despite the lack 
of sensitivity of lipoprotein metabolism to cholesterol feeding, the model was sensitive to increases 
in dietary SFA. This finding is in line with the experimental literature as dietary SFA has been shown 
clinically to have a more profound effect on cholesterol metabolism than dietary cholesterol (He and 
Fernandez, 1998; Herron et al., 2003). 
Large  inter‐individual  differences  in  cholesterol metabolism,  can  in  part  be  explained  by  genetic 
factors. For example, the I405V genotype is associated with longevity and reduced levels of CETP. This 
results  in  larger LDL‐C and HDL‐C particle size,  in addition to reduced  levels of LDL‐C and  increased 
HDL‐C.  This  genotype  is  related  to  lower  prevalence  of  hypertension,  CVD,  T2DM  and metabolic 
syndrome (Atzmon et al., 2005; Barzilai et al., 2003). The role of the I405V CETP genotype, in reducing 
the risk of age‐associated disease, was consolidated with the simulations. It was demonstrated that 
increased CETP activity resulted in raised LDL‐C in all age groups. Conversely, decreased CETP activity, 
led to a lower LDL‐C in all age categories. Furthermore, the age‐related increase in LDL‐C was reduced 
with  the presence of  the  I405V genotype  (0.6% vs. 1.6%). Although  it  is  important  to note  that a 
reduction in CETP levels and subsequent increase in HDL‐C, either due to a genetic polymorphism or 
pharmaceutical  intervention, has been associated with an  increase  in mortality  rate  (Barter et al., 
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2007; Zhong et al., 1996). It is therefore important that the findings from this work, and other studies, 
are fully evaluated before in vivo application. 
An important finding from the updated model was that the parameter values associated with the less 
well characterised aspects of cholesterol metabolism, such as  lipoprotein dynamics and RCT, were 
particularly  sensitive  to  changes  in  their values. This  is  supported by  the  findings of August et al. 
(2007), who demonstrated  that plasma  levels of  cholesterol  could vary widely,  in  their dynamical 
model of lipoprotein metabolism (August et al., 2007). Another key finding from our work was that 
the cholesterol biosynthesis pathway, which has been well characterised, was particularly robust to 
parameter variation.  Similarly, Pool et al.  (2018), who  created a kinetic model of  the mevalonate 
pathway  using ODEs,  found  that  the  feedback  loops  of  cholesterol  biosynthesis  tightly  regulated 
cellular  cholesterol  levels  (Pool et al., 2018). These  findings  from our  local SA were  supported by 
sampling  the parameter  space of  a  global  sensitive  analysis, which demonstrated  the  increase  in 
variation in LDL‐C when unknown parameters were scanned, when compared with known parameters. 
Therefore,  it  is  important to also consider the fact that the functional forms used to represent the 
interactions in this model may need further improvements, and that interactions may be due to many 
components of the model, such as RCT, lipoprotein dynamics and the enterohepatic circulation of bile 
acids, being poorly understood from a kinetic perspective. 
There are a number of aspects of the model that could be developed in the future. For example, when 
conjugated  and  unconjugated  bile  acid  levels  are  in  a  steady  state,  the  ௠ܸ௔௫  value  for  the 
deconjugation of bile acids was significantly lower than that reported in the experimental literature 
(reaction 45 Table A.2). For example, for the intestinal bacteria Clostridium perfringens, Bacteriodes 
fragilis and Lactobacilli, BSH has suggested  ௠ܸ௔௫  values of 0.05, 38.4 and 25.4mg/min/mg  (Gopal‐
Srivastava and Hylemon, 1988; Lundeen and Savage, 1992; Stellwag and Hylemon, 1976). However, a 
far lower ܸ ௠௔௫  value of 5 x 10‐6 was used in the model. Areas such as cholesterol and bile acid synthesis 
could also be further developed to  incorporate  less well understood mechanisms that have not be 
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included in the model. Furthermore, this model could be combined with other pre‐existing models, or 
further developed to  include other compartments such as the gallbladder, or other  interconnected 
metabolic  pathways  such  as  fatty  acid  or  carbohydrate metabolism,  or  cortisol  homeostasis.  For 
example, cortisol is synthesised from cholesterol and is involved in provoking the breakdown of lipids, 
and a wide variety of other metabolites. Therefore  this model could be connected to a previously 
developed computational model of whole body cortisol metabolism (Mc Auley et al., 2009; Mc Auley 
et al., 2013). 
 
3.5. Conclusion 
In  combination  with  the  previous  model,  the  updated  model  presented  here  emphasises  the 
important role of intrinsic ageing in disrupting whole‐body cholesterol metabolism. Constructing this 
model has  revealed a number of  findings. Firstly,  simulations  indicated  that  the model  is a hypo‐
responder  to  cholesterol  feeding, but  is  sensitive  to  simulated  SFA  feeding.  Secondly,  the model 
tentatively supports that genotypes such as I405V has a protective role in healthy ageing. The model 
also highlights the robustness of the cholesterol biosynthesis pathway, and suggests key areas where 
experimental work needs to focus in the future. This study has highlighted the need for kinetic data in 
several  key  areas  of  cholesterol  metabolism,  including  RCT,  lipoprotein  dynamics  and  the 
enterohepatic circulation of bile acids. As these areas could provide potential therapeutic targets for 
lowering cholesterol, it is believed that a more in depth understanding of this process could lead to 
novel  interventions  in  the  future.  Finally,  this  work  has  demonstrated  the  important  role 
computational systems biology has to play  in  improving our understanding of  lipid metabolism and 
health‐span. 
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Chapter 4 Detecting the methylation status of 
synthetic DNA using electrochemistry 
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4.1 Introduction 
DNA methylation is an important epigenetic mechanism required to control gene expression (Lim and 
Maher,  2010).  DNA methylation  is  regulated  by  DNA methyltransferases  DNMT1,  DNMT3a  and 
DNMT3b (Goyal et al., 2006; Okano et al., 1999); concomitantly, demethylation is regulated by a family 
of TET enzymes and TDG  (Rasmussen and Helin, 2016). Ageing and diseases,  including cancer, are 
often accompanied by aberrant expression of these regulatory enzymes and consequently results in 
genome‐wide hypomethylation, and promoter‐specific hypermethylation  (Kulis and Esteller, 2010; 
Maegawa et al., 2017; Valentini et al., 2016). Promoter‐specific hypermethylation often results in gene 
silencing, and potentially disease pathogenesis (Mendizabal and Yi, 2016). Hypermethylation of the 
EN1 gene promoter has been detected in various forms of cancer, thus EN1 promoter methylation has 
been identified as a possible biomarker (Devaney et al., 2011; Mayor et al., 2009). Several techniques 
have  been  utilised  for  the  analysis  of  DNA methylation,  including  bisulphite  sequencing  (Li  and 
Tollefsbol, 2011), and methylation  specific PCR  (Herman et al., 1996). However,  these  techniques 
often  require expensive  laboratory equipment and  reagents,  long analysis  times, and staff  require 
extensive training. Recently there has been heightened interest in using electrochemical techniques 
to detect DNA methylation as it can be a rapid and cost effective solution to many of the challenges 
posed by previous methods (Koo et al., 2014; Sina et al., 2014). 
Electrochemical analysis  relies on  the principle  that single stranded homo‐oligonucleotides adsorb 
onto gold with the following affinity A > C ≥ G > T (Kimura‐Suda et al., 2003). As methylated samples 
contain  a  greater  proportion  of  guanine  after  bisulphite  treatment  and  asymmetric  PCR,  and 
unmethylated samples contain a greater proportion of adenine, unmethylated samples more readily 
passivate the gold working electrode due to the higher affinity of adenine for gold (Figure 4.1). This 
can be observed as increased resistance when a current is applied to the redox cell. Based on the work 
of Koo et al. (2014), 30 base synthetic oligonucleotides, containing six CpG sites, designed to represent 
bisulphite modified and asymmetrically amplified methylated and unmethylated versions of a region 
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downstream  of  the  transcription  site  of  the  EN1  gene  promoter,  will  be  used  to  explore  the 
electrochemical detection of DNA methylation. In contrast to the static gold screen printed electrodes 
(Au‐SPE)  utilised  by  Koo  et  al.  (2014),  the  aim of  this  chapter will  be  to  use  a  gold  rotating  disk 
electrode (Au‐RDE) to determine if rotation enhances DNA adsorption. Additionally, DNA methylation 
will  be detected using  EIS,  and CV  (at  200  and  50mV/s, CV200  and CV50),  in  addition  to DPV  as 
employed by Koo et al. (2014). 
 
Figure 4.1 Overview of bisulphite treatment, asymmetric PCR and electrochemical measurement. 
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Using  this  adapted  method,  adsorption  time,  rotation  speed,  and  DNA  concentration,  will  be 
optimised before  the  technique  is used  to detect % methylation  in a heterogeneous  sample.  It  is 
important to determine  if % methylation can be established from heterogeneous samples as often 
biopsy  samples  from  cancerous  tumours  contain  cells  with  differing  levels  of methylation,  in  a 
phenomenon termed tumour heterogeneity (Litovkin et al., 2015).  
 
4.2 Methods 
4.2.1 Preparation of synthetic oligonucleotides 
Synthetic oligonucleotides, 30 bases in length, containing six CpG sites, were purchased from Eurofins 
Genomics, and were used to optimise the electrochemical procedure (Table 4.1), before the sensor 
was applied to cancer cell DNA (Chapter 5). The single stranded synthetic oligonucleotides were used 
to  represent  a  bisulphite  treated  and  asymmetrically  amplified  region,  downstream  of  the 
transcription start site, of the EN1 gene promoter. Sequences were diluted to 100pmol/µl (100µM) by 
adding the appropriate volume of 1X PBS solution (amresco, E404‐200TABS), as recommended by the 
manufacturer, and further diluted in PBS to create a 50ml solution of 50nM DNA for the optimisation 
of adsorption time and rotation speed. Concentrations ranging from 0‐400nM were created to study 
the  effect  of  concentration.  Following  the  optimisation  of  oligonucleotide  concentration,  200nM 
synthetic oligonucleotide solutions were utilised for % methylation tests. Solutions were stored at 4ᵒC 
for up to 1 month, and were tested at room temperature. 
Table 4.1 Sequences of synthetic methylated and unmethylated oligonucleotides (30 bases). 
 CpG sites are underlined 
Oligonucleotide  5’‐Sequence‐3’ 
 
Methylated sequence 
 
GATAACGACGACAATAAAAACGACGCGAAA 
Unmethylated sequence  AATAACAACAACAATAAAAACAACACAAAA 
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4.2.2 Optimisation outline 
Three variables of the procedure were optimised; 1) adsorption time (0, 1, 2, 5, 10, 15, 20, 25, and 30 
minutes), 2) rotation speed (0, 1000, 2000, and 4000rpm) and 3) DNA concentration (0, 1, 10, 25, 50, 
100, 200, and 400nM), n=3. Following optimisation, percentage methylation was  investigated. For 
this,  200nM methylated  and  200nM  unmethylated  synthetic  oligonucleotides were  combined  in 
varying proportions to represent the differing  level of methylation (0, 25, 50, 75, and 100%). These 
tests were conducted by adsorbing DNA onto a polished 2mm Au‐RDE and measuring  the  level of 
resistance in a three electrode electrochemical cell by EIS, CV at 200mV/s, CV at 50mV/s, and DPV as 
described in sections 4.2.4.1 and 4.2.4.2 and 4.2.4.3, at room temperature (Figure 4.2).  
 
Figure 4.2 Overview of electrochemical analysis procedure. 
 
4.2.3 Redox system 
The redox system comprised of a 3‐electrode cell in ~70ml of 2.5mM Fe2+/2.5mM Fe3+ redox solution 
in a 100ml glass beaker along with a stir bar,  located on a plastic topped stirring platform (HANNA 
Instruments,  HI‐190M).  The  redox  solution  was  created  by  combining  0.264g  potassium 
hexacyanoferrate  (II)  trihydrate  (AnalaR  NORMAPUR,  26816.298)  and  0.206g  potassium 
hexacyanoferrate (III) (AnalaR NORMPUR, 26810.232) with 250ml 1X PBS solution  (137mM sodium 
chloride,  2mM  potassium  chloride,  10mM  phosphate  buffer,  pH  7.4),  and  was  stored  at  room 
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temperature  in the dark for up to 1 week. 1X PBS solution was made using ultrapure water (ELGA, 
Purelab Ultra). Electrodes were then processed and attached to the potentiostat (Princeton applied 
research, BiStat) as described in sections 4.2.3.1, 4.2.3.2 and 4.2.3.3 (Figure 4.3). The redox solution 
was  stirred  for 10  seconds before each measurement, and was halted  for each  test due  to noise 
interference. The solution did not continuously stir for more than 10 seconds to restrict the oxidation 
of Fe2+. 
 
4.2.3.1 Reference electrode 
Stored  in a  saturated KCl  solution,  the  silver/silver  chloride  reference electrode  (ALS, RE1CP) was 
washed in ultrapure water before it was fixed into position within the redox cell and attached to the 
potentiostat (white). 
 
4.2.3.2 Counter electrode 
The 0.127mm diameter coiled platinum counter electrode (Alfa Aesar, 00263) was rinsed in ultrapure 
water before flaming to clean. The counter electrode was then fixed in position opposite the Ag/AgCl 
reference electrode in the redox cell and attached to the potentiostat (blue). 
 
4.2.3.3 Working electrode 
A  2mm  Au‐RDE was  selected  as  the  working  electrode  (Radiometer  analytical,  BM‐EDI101);  the 
diameter was obtained using optical microscope Leica M125 with  the  software package LAS V4.5. 
Before adsorbing DNA onto the electrode, the electrode required polishing. Firstly the electrode was 
rinsed in ultrapure water before the three step polishing process could take place. Briefly this process 
consisted  of  1)  polishing with  6µm  diamond  spray  (Kemet,  116005)  on  silk  (Kemet,  341752);  2) 
polishing with 3µm diamond spray  (Kemet, 116004) on silk; and 3) polishing with a saturated 1µm 
alumina solution (Kemet, 600253) on felt (Kemet, 341208). For each polishing step the electrode was 
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placed onto the silk/felt firmly and polished by making figures of eight for 30 seconds (Elgrishi et al., 
2018).  The  electrode was  rinsed  in  ultrapure water  between  each  polishing  step.  Following  the 
completion of this three step process, the electrode was then sonicated for 30 seconds in ultrapure 
water to remove any remaining polish (Ultrasonic Cleaner, Branson 200). After drying, the 2mm Au‐
RDE was placed in 50ml of the relevant synthetic oligonucleotide at room temperature. The electrode 
was  then  rotated  at  a  suitable  speed  (Radiometer  analytical,  CTV101  speed  control  unit)  for  an 
appropriate time. Following adsorption, the electrode was dried and fixed in close proximately to the 
reference electrode, and attached to the potentiostat (red). The potentiostat was also attached to the 
clamp stand as a ground (black). 
 
 
Figure 4.3 Image of redox cell set up. 
 
 
4.2.4 Electrochemical measurements 
For each sample (n=3), four measurements were taken using EC  lab V11.10,  in the following order; 
EIS, CV at 200mV/s, CV at 50mV/s and DVP.  
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4.2.4.1 EIS 
Impedance was measured  at open  circuit potential,  and  scanning  frequency between 200  kHz  to 
100mHz, with 10 points per decade and a voltage amplitude of 20mV. 
 
4.2.4.2 CV at 200mV/s and 50mV/s 
CV was performed at open circuit potential with either a scan speed 200 or 50 mV/s up to a vertex 
potential of 0.8V and back down to ‐0.15V vs. Ag/AgCl with a potential step of 1mV. 
 
4.2.4.3 DPV 
DPV was performed by scanning the potential between ‐0.2 and 0.7V vs. Ag/AgCl with a potential step 
of 5mV, a pulse amplitude of 50mV, a pulse width of 50ms, and a pulse period of 100ms (Sina et al., 
2014).  
 
4.2.5 Data extraction 
4.2.5.1 EIS 
A  Z‐fit  analysis  was  conducted  within  EC‐Lab  V11.10,  using  the  equivalent  circuit  selection 
R1+Q2/(R2+W2) to gain parameter values for R2. R2 was subsequently referred to as Rct. 
 
4.2.5.2 CV at 200mV/s and 50mV/s 
Peak to peak separation, ∆ܧ௣ (mV), was determined for CVs at scan speeds of 200mV/s and 50mV/s. 
 
4.2.5.3 DPV 
The uppermost point of the plot was selected, and the ΔI value was recorded as peak anodic current, 
݅௣௔ (µA). 
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4.2.6 Data analysis 
Results were denoted as mean ± 1 standard deviation. RSD, also known as the coefficient of variance, 
was also reported. RDE denotes the standard deviation relative to the mean, and was calculated by 
equation 32: 
  ܴܵܦ ൌ ܵܦ̄ݔ X 100  (32)
 
4.2.7 Statistical analysis 
To  perform multiple  comparison  statistical  testing,  all  analyses were  performed  using  a  one‐way 
ANOVA with a Tukey Post Hoc test on SPSS Version 23. 
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4.3 Results 
4.3.1 DNA adsorption time 
4.3.1.1 Effect of DNA adsorption time on impedance 
The first variable to be optimised was DNA adsorption time. For this, DNA was adsorbed onto the 2mm 
Au‐RDE for 1, 2, 5, 10, 15, 20, 25 and 30 minutes, and compared to 0 minutes. Nyquist plots revealed 
that generally, as adsorption time increased the radius of the arc increased, suggesting an increase in 
Rct. The  radius of the arc appeared to be greater  for unmethylated DNA samples  than methylated 
samples of equivalent concentration (Figure 4.4A and B), and were significantly reduced for 1X PBS 
samples  (Figure  4.4C  and D). Analysis of  these Nyquist plots using  Z‐fit  analysis  in  EC  lab V11.10 
revealed  that  Rct  generally  increased with  time  for  50nM methylated  and  unmethylated DNA,  in 
addition to 1X PBS (Table 4.2 and Figure 4.5). For example, at 0 minutes, Rct was 76.41 ±2.59Ω; after 1 
minute Rct increased to 263.17 ±12.79Ω and 323.3 ±10.67Ω for 50nM methylated and unmethylated 
DNA  respectively, while  after  30 minutes  an  Rct  of  1039.03  ±62.48Ω  and  1233.33  ±67.25Ω was 
observed  for 50nM methylated  and unmethylated DNA  respectively. A DNA  adsorption  time of 1 
minute was sufficient  to bring about a statistically  significant  increase  in Rct, when compared  to 0 
minutes (p<0.05). However, it was not until 30 minutes that Rct values showed a statistically significant 
difference between 50nM methylated and unmethylated samples (p<0.05), as shown in Table A.5.  
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Figure 4.4 Effect of DNA adsorption time on Nyquist plots. 
Nyquist plots  for a 2mm Au‐RDE  in 2.5mM  ferrocyanide/2.5mM  ferricyanide/1X PBS after rotation 
assisted  adsorption  at  2000rpm  for  a  range  of  times  in  A)  50nM  methylated  DNA,  B)  50nM 
unmethylated DNA, C) 1X PBS. Plot D) compares the 5 minute adsorption Nyquist plots from A), B) and 
C) against no immersion. Mean shown (n=3, PBS n=1). 
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* 
Table 4.2 Effect of DNA adsorption time on Rct. 
Rct (determined from Z‐fit analysis of Nyquist plots) for a 2mm Au‐RDE in 2.5mM ferrocyanide/2.5mM 
ferricyanide/1X  PBS  after  rotation  assisted  adsorption  at  2000rpm  for  a  range  of  times  in  50nM 
methylated and unmethylated DNA, and 1X PBS. Mean ±SD (n=3, PBS n = 1). *Statistical difference 
between values  for methylated and unmethylated DNA, when  tested  for using a one‐way ANOVA 
(p<0.05). 
Time 
(Mins) 
Rct (Ω) 
No Immersion  Methylated  Unmethylated 
PBS 
Mean  SD  RSD (%)  Mean  SD  RSD (%) Mean  SD  RSD (%)
       
0  76.41  2.59  3.39          
1       263.17  12.79  4.86 323.30  10.67  3.30  140.70 
2       335.97  24.06  7.16  395.10  17.29  4.38  178.90 
5       707.57  10.62  1.50  795.23  11.62  1.46  228.00 
10       844.97  18.15  2.15  937.53  10.25  1.09  343.90 
15       967.27  82.51  8.53  1019.87  57.02  5.59  391.40 
20       927.57  31.41  3.39 1014.27  65.37  6.45  466.00 
25       1062.33  37.00  3.48  1145.33  25.15  2.20  436.30 
30       1039.03*  62.48  6.01  1233.33*  67.25  5.45  443.60 
                    
 
 
Figure 4.5 Effect of DNA adsorption time on Rct. 
Rct (determined from Z‐fit analysis of Nyquist plots) for 2mm Au‐RDE in 2.5mM ferrocyanide/2.5mM 
ferricyanide/1X  PBS  after  rotation  assisted  adsorption  at  2000rpm  for  a  range  of  times  in  50nM 
methylated  DNA,  50nM  unmethylated  DNA  and  1X  PBS.  Mean  ±SD  (n=3,  PBS  n=1).  *Statistical 
difference between values for methylated and unmethylated DNA, when tested for using a one‐way 
ANOVA (p<0.05).  
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4.3.1.2 Effect of DNA adsorption time on cyclic voltammetry  
 
Table 4.3 Effect of DNA adsorption time on peak to peak separation. 
∆ܧ௣  (mV)  for CVs conducted  for 2mm Au‐RDE  in 2.5mM  ferrocyanide/2.5mM  ferricyanide/1X PBS 
after rotation assisted adsorption at 2000rpm for a range of times in 50nM methylated DNA, 50nM 
unmethylated  DNA  and  1X  PBS,  at  scan  speeds  of  200  and  50mV/s. Mean  ±SD  (n=3,  PBS  n=1). 
*Statistical difference between values for methylated and unmethylated DNA, when tested for using 
a one‐way ANOVA (p<0.05). 
 
For both CV200 and CV50, ∆ܧ௣ increased with time for 50nM methylated DNA, unmethylated DNA, 
and 1X PBS  (Table 4.3). For  instance, using CV200 data, a ∆ܧ௣ of 87.9 ±0.5mV was observed at 0 
minutes,  whereas  at  1  minute  ∆ܧ௣  increased  to  100.3  ±2.6mV  and  101.3  ±0.60mV  for  50nM 
methylated and unmethylated DNA respectively. ∆ܧ௣ further  increased to 148.8 ±1.7mV and 167.9 
Time 
(Mins) 
∆ܧ௣ (mV)
No immersion  Methylated  Unmethylated 
PBS 
Mean  SD  RSD (%)  Mean  SD  RSD (%) Mean  SD  RSD (%) 
       
CV200 
0  87.9  0.5  0.57          
1       100.3  2.6  2.61 101.3  0.60  0.55  94.6 
2       110.7  1.7  1.51  110.8  1.60  1.48  94.9 
5       126.0*  2.3  1.83  135.2*  2.10  1.57  99.7 
10       143.8  2.8  1.97  143.6  2.00  1.38  104.9 
15       140.9*  1.7  1.18  155.8*  3.70  2.36  108.8 
20       145.8*  5.0  3.44 157.9*  0.80  0.49  112.5 
25       155.6*  2.9  1.86  168.4*  2.20  1.29  111.2 
30       148.8*  1.7  1.15  167.9*  1.70  1.04  111.6 
                    
CV50 
0  78.5  1.7  2.17             
1        85.0  1.7  1.95  89.0  1.1  1.25  82.3 
2        90.5  2.5  2.75  93.7  1.0  1.02  82.5 
5        104.1  4.3  4.14  109.8  1.4  1.31  81.1 
10        117.5  3.8  3.24  118.1  3.9  3.31  85.4 
15        115.6*  1.9  1.67 129.8*  0.5  0.39  89.3 
20        120.5*  0.6  0.48  133.3*  3.4  2.58  98.4 
25        126.7*  1.0  0.80  142.2*  2.1  1.47  96.3 
30        125.7*  2.1  1.65  141.4*  2.3  1.62  96.3 
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±1.7mV at 30 minutes for 50nM methylated and unmethylated DNA respectively (Figure 4.6A). The 
effect of time on ∆ܧ௣ was less well defined when CV was conducted at a scan speed of 50mV/s. For 
instance,  at  30  minutes,  ∆ܧ௣  was  125.7  ±2.1mV  and  141.4  ±2.3mV  for  50nM  methylated  and 
unmethylated DNA respectively, compared to 78.5 ±1.7mV at 0 minutes (Figure 4.6B). 
As outlined in Table A.5, a statistically significant difference was observed between the ∆ܧ௣ at a scan 
speed of 200mV/s for 50nM methylated and unmethylated DNA adsorbed onto the Au‐RDE for 5, 15, 
20, 25, and 30 minutes at a rotation speed of 2000rpm (p<0.05). The ∆ܧ௣ gained at a scan speed of 
50mV/s showed significant differences between 50nM methylated and unmethylated DNA solutions 
adsorbed onto Au‐RDE for 15‐30 minutes (p<0.05). 
 
 
Figure 4.6 Effect of DNA adsorption time on peak to peak separation. 
∆ܧ௣  (mV)  for CVs conducted  for 2mm Au‐RDE  in 2.5mM  ferrocyanide/2.5mM  ferricyanide/1X PBS 
after rotation assisted adsorption at 2000rpm for a range of times in 50nM methylated DNA, 50nM 
unmethylated DNA and 1X PBS, at scan speeds of A) 200mV/s and B) 50mV/s. Mean ±SD (n=3, PBS 
n=1). *Statistical difference between values for methylated and unmethylated DNA, when tested for 
using a one‐way ANOVA (p<0.05). 
 
4.3.1.3 Effect of DNA adsorption time on DPV 
݅௣௔  decreased  as  adsorption  time  increased  (Table  4.4).  Adsorption  of  50nM  unmethylated DNA 
produced a lower ݅௣௔ than the adsorption of its methylated counterpart, while the adsorption of 1X 
PBS onto the 2mm Au‐RDE led to a substantially greater ݅௣௔. Further to this, ݅௣௔ was greatest when no 
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immersion  occurred  (Figure  4.7A,  B,  C  and  D).  To  elucidate  this  point,  at  0  minutes  ݅௣௔  was 
50.82±1.02µA, while adsorption of 50nM methylated and unmethylated DNA for 30 minutes produced 
a ݅௣௔ of 20.94±0.61µA and 17.72±0.32µA respectively; ݅௣௔ was 36.13µA when 1X PBS was adsorbed 
for 30 minutes (Figure 4.8). There was a statistically significant difference between the ݅௣௔ gained for 
50nM methylated and unmethylated DNA adsorbed onto the 2mm Au‐RDE for 5, 20 and 30 minutes 
(p<0.05) as described in Table A.5.  
 
Figure 4.7 Effect of DNA adsorption time on DPV. 
DPV  signals  for  2mm  Au‐RDE  in  2.5mM  ferrocyanide/2.5mM  ferricyanide/1X  PBS  after  rotation 
assisted  adsorption  at  2000rpm  for  a  range  of  times  in  A)  50nM  methylated  DNA,  B)  50nM 
unmethylated DNA and C) 1X PBS. Plot D) compares the 5 minute adsorption DPV signals from A), B) 
and C) against no immersion. Mean (n=3, PBS n=1). 
 
An adsorption time of 5 minutes was selected to conduct further experimentation at, as  it was the 
minimum time required  for a statistical difference to be observed between 50nM methylated and 
unmethylated DNA samples (∆ܧ௣ for CV200, and ݅௣௔). 
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Table 4.4 Effect of DNA adsorption time on peak current. 
݅௣௔ (µA) obtained with 2mm Au‐RDE in 2.5mM ferrocyanide/2.5mM ferricyanide/1X PBS after rotation 
assisted adsorption at 2000rpm for a range of times in 50nM methylated DNA, 50nM unmethylated 
DNA and 1X PBS. Mean ±SD (n=3, PBS n=1). *Statistical difference between values for methylated and 
unmethylated DNA, when tested for using a one‐way ANOVA (p<0.05). 
Time 
(Mins) 
݅௣௔ (µA) 
No immersion  Methylated  Unmethylated 
PBS 
Mean  SD  RSD (%)  Mean  SD  RSD (%) Mean  SD  RSD (%) 
                
0  50.82  1.02  2.01          
1       35.66  0.42  1.17  35.67  0.44  1.23  49.55 
2       32.18  0.71  2.22  33.40  0.38  1.13  48.15 
5       28.65* 0.56  1.95 26.09*  0.34  1.30  45.94 
10       25.66  0.42  1.65 23.81  0.12  0.50  40.91 
15       22.67  1.01  4.45  21.65  0.29  1.33  38.99 
20       22.33* 0.29  1.28  20.18*  1.23  6.09  36.17 
25       19.87  0.51  2.56  18.98  0.34  1.78  36.01 
30       20.64* 0.61  2.95 17.72*  0.32  1.82  36.13 
        
 
 
Figure 4.8 Effect of DNA adsorption time on peak anodic current. 
݅௣௔ (µA) obtained with 2mm Au‐RDE in 2.5mM ferrocyanide/2.5mM ferricyanide/1X PBS after rotation 
assisted adsorption at 2000rpm for a range of times in 50nM methylated DNA, 50nM unmethylated 
DNA and 1X PBS. Mean ±SD (n=3, PBS n=1). *Statistical difference between values for methylated and 
unmethylated DNA, when tested for using a one‐way ANOVA (p<0.05). 
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4.3.2 Rotation speed 
4.3.2.1 Effect of rotation speed on impedance 
 
 
Figure 4.9 Effect of rotation speed on Nyquist plots. 
Nyquist plots  for a 2mm Au‐RDE  in 2.5mM  ferrocyanide/2.5mM  ferricyanide/1X PBS after rotation 
assisted adsorption at varying rotation speeds for 5 minutes  in A) 50nM methylated DNA, B) 50nM 
unmethylated DNA, and C) 1X PBS. Plot D) compares adsorption at 2000rpm Nyquist plots from A), B) 
and C). Mean shown (n=3, 1X PBS n=1). 
 
The  second variable optimised was  rotation  speed, and again  impedance was measured  first. The 
Nyquist plots showed variation in results between samples. While, the radius of the arc was smallest 
for all samples, when the 2mm‐RDE was not rotated, results for 1000, 2000 and 4000rpm for each 
sample differed. For example, for 1X PBS, the radius of the arc increased as rotation speed increased; 
for 50nM unmethylated DNA, a rotation speed 2000rpm gave the biggest arc radius, while at the same 
rotation speed, the second smallest arc was seen for 50nM methylated DNA (Figure 4.9A, B and C). 
However,  this allowed  for  the greatest difference between  samples  to be observed  (Figure 4.9D). 
Further to this, investigation of the Nyquist plots using Z‐fit analysis revealed the greatest difference 
187 
 
in Rct between 50nM methylated and unmethylated samples was seen at 2000rpm, with a difference 
of 321.43Ω between means (Table 4.5 and Figure 4.10). Moreover, the Rct for 50nM methylated and 
unmethylated  DNA  samples  were  exclusively  statistically  distinguishable  at  a  rotation  speed  of 
2000rpm (p<0.05).  
Table 4.5 Effect of rotation speed on Rct. 
Rct (determined from Z‐fit analysis of Nyquist plots) for 2mm Au‐RDE in 2.5mM ferrocyanide/2.5mM 
ferricyanide/1X PBS after  rotation assisted adsorption at varying  rotation  speeds  for 5 minutes  in 
50nM methylated DNA, 50nM unmethylated DNA, and 1X PBS. Mean ±SD (n=3, PBS n=1). *Statistical 
difference between values for methylated and unmethylated DNA, when tested for using a one‐way 
ANOVA (p<0.05). 
Rotation 
Speed (rpm) 
Rct (Ω)
Methylated  Unmethylated 
PBS 
Mean  SD  RSD (%) Mean  SD  RSD (%) 
     
0  326.83  4.87  1.49  231.87  14.95  6.45  140.60 
1000  817.67  24.93  3.05  846.87  43.67  5.16  345.00 
2000  684.00*  53.21  7.78 1005.43*  32.35  3.22  396.90 
4000  792.37  6.29  0.79 868.93  49.16  5.66  502.60 
     
 
 
Figure 4.10 Effect of rotation speed on Rct. 
Rct (determined from Z‐fit analysis of Nyquist plots) for 2mm Au‐RDE in 2.5mM ferrocyanide/2.5mM 
ferricyanide/1X PBS after  rotation assisted adsorption at varying  rotation  speeds  for 5 minutes  in 
50nM methylated DNA, 50nM unmethylated DNA and 1X PBS. Mean ±SD (n=3, PBS n=1). *Statistical 
difference between values for methylated and unmethylated DNA, when tested for using a one‐way 
ANOVA (p<0.05).  
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4.3.2.2 Effect of rotation speed on cyclic voltammetry 
A general  increase  in ∆ܧ௣ was observed as rotation speed  increased, for both CV200 and CV50. As 
with the results from the analysis of Rct, a statistically significant difference was only observed for ∆ܧ௣ 
at 2000rpm when 50nM methylated and unmethylated DNA solutions were adsorbed onto the 2mm 
Au‐RDE for 5 minutes (p<0.05). This was true for the ∆ܧ௣ calculated from CVs performed at 200 and 
50mV/s,  as  shown  in  Table A.6. Again,  CV50  produced  lower ∆ܧ௣  values  than  CVs  conducted  at 
200mV/s  (Table 4.6). For  instance, at a rotation speed of 2000rpm, ∆ܧ௣ for 50nM methylated and 
unmethylated  DNA was  129.3  ±5.4mV  and  147.4  ±0.6mV  respectively  for  CV200  (Figure  4.11A), 
compared with the reduced values of 109.1 ±1.5mV and 121.1 ±3.0mV for CV50 (Figure 4.11B). 
 
Table 4.6 Effect of rotation speed on peak to peak separation. 
∆ܧ௣ (mV) for CVs conducted with 2mm Au‐RDE  in 2.5mM ferrocyanide/2.5mM ferricyanide/1X PBS 
after rotation assisted adsorption at varying rotation speeds for 5 minutes in 50nM methylated DNA, 
50nM unmethylated DNA and 1X PBS, at scan speeds of 200 and 50mV/s. Mean ±SD (n=3, PBS n=1). 
*Statistical difference between values for methylated and unmethylated DNA, when tested for using 
a one‐way ANOVA (p<0.05). 
Rotation 
Speed (rpm) 
∆ܧ௣ (mV)
Methylated  Unmethylated 
PBS 
mean  SD  RSD (%) mean  SD  RSD (%) 
     
CV200 
0  110.3  0.1  0.06  98.7  3.0  3.03  92.4 
1000  138.5  1.7  1.26 139.7  3.3  2.33  102.7 
2000  129.3*  5.4  4.17  147.4*  0.6  0.41  108.4 
4000  137.0  2.0  1.46  143.7  1.8  1.28  112.6 
               
CV50 
0  95.0  2.0  2.07 86.3  2.8  3.21  78.7 
1000  113.6  3.8  3.37  115.4  1.5  1.27  87.1 
2000  109.1*  1.5  1.39  121.1*  3.0  2.47  87.2 
4000  112.6  2.7  2.39  117.7  4.6  3.92  96.7 
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Figure 4.11 Effect of rotation speed on peak to peak separation. 
∆ܧ௣ (mV) for CVs conducted with 2mm Au‐RDE  in 2.5mM ferrocyanide/2.5mM ferricyanide/1X PBS 
after rotation assisted adsorption at varying rotation speeds for 5 minutes in 50nM methylated DNA, 
50nM unmethylated DNA and 1X PBS, at scan speeds of A) 200 and B) 50mV/s. Mean ±SD (n=3, PBS 
n=1). *Statistical difference between values for methylated and unmethylated DNA, when tested for 
using a one‐way ANOVA (p<0.05). 
 
4.3.2.3 Effect of rotation speed on DPV 
݅௣௔ decreased as rotation speed increased for 1X PBS adsorbed onto the 2mm Au‐RDE for 5 minutes 
(Figure 4.12 and 4.13, and Table 4.7).  ݅௣௔ appeared  to be unaltered  for 50nM unmethylated DNA 
adsorbed onto the Au‐RDE for 5 minutes between rotation speeds of 1000‐4000rpm, and between 
these limits, ݅ ௣௔ for 50nM methylated DNA was greatest at 2000rpm. At 2000rpm, ݅ ௣௔ was 27.32 ±0.75 
and 23.50±0.65µA for 50nM methylated and unmethylated DNA respectively. This difference in ݅௣௔ at 
2000rpm reached statistical significance using a one‐way ANOVA with Tukey post‐hoc test (p<0.05), 
as shown in Table A.6. 
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Figure 4.12 Effect of rotation speed on DPV. 
DPV  signals  for  2mm  Au‐RDE  in  2.5mM  ferrocyanide/2.5mM  ferricyanide/1X  PBS  after  rotation 
assisted adsorption at varying rotation speeds for 5 minutes  in A) 50nM methylated DNA, B) 50nM 
unmethylated DNA and C) 1X PBS. Plot D) compares adsorption at 2000rpm from plots A), B) and C). 
Mean (n=3, PBS n=1). 
 
Table 4.7 Effect of rotation speed on peak current. 
݅௣௔ (µA) obtained with 2mm Au‐RDE in 2.5mM ferrocyanide/2.5mM ferricyanide/1X PBS after rotation 
assisted  adsorption  at  varying  rotation  speeds  for  5  minutes  in  50nM  methylated  DNA,  50nM 
unmethylated  DNA  and  1X  PBS. Mean  (n=3,  PBS  n=1).  *Statistical  difference  between  values  for 
methylated and unmethylated DNA, when tested for using a one‐way ANOVA (p<0.05). 
Rotation 
Speed (rpm) 
݅௣௔ (µA) 
Methylated  Unmethylated 
PBS 
Mean  SD  RSD (%) Mean  SD  RSD (%) 
     
0  32.88  0.33  1.01  39.20  0.57  1.47  44.72 
1000  24.58  1.19  4.83 23.64  0.32  1.37  39.93 
2000  27.32*  0.75  2.73  23.50*  0.65  2.77  36.19 
4000  25.00  0.25  1.02  23.66  1.03  4.33  31.75 
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Figure 4.13 Effect of rotation speed on peak current.  
݅௣௔ (µA) obtained with 2mm Au‐RDE in 2.5mM ferrocyanide/2.5mM ferricyanide/1X PBS after rotation 
assisted  adsorption  at  varying  rotation  speeds  for  5  minutes  in  50nM  methylated  DNA,  50nM 
unmethylated DNA and 1X PBS. Mean  (n=3, 1X PBS n=1). *Statistical difference between values  for 
methylated and unmethylated DNA, when tested for using a one‐way ANOVA (p<0.05). 
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4.3.3 DNA concentration 
4.3.3.1 Effect of DNA concentration on impedance 
The third test parameter to be optimised was DNA concentration. Concentrations between 0‐400nM 
(in 1X PBS) of methylated and unmethylated DNA were adsorbed onto a 2mm Au‐RDE before  the 
electrode was submerged  in the redox system. Nyquist plots showed that for methylated DNA, the 
radius of  the  arc  continued  to  increase  as  concentration  increased, up  to 200nM.  The  arc  radius 
produced for 400nM methylated DNA closely resembled that of the 200nM sample (Figure 4.14A). 
Similarly, unmethylated DNA arc radii grew in size as concentration increased, however the radius of 
the arc for 200nM was greatly enlarged (Figure 4.14 B). Thus indicating that 200nM would produce 
the greatest difference in electrochemical measurements between DNA solutions (Figure 4.14C).  
In  line with observational  changes  in  the arc  radii, Rct generally  increased as  the  concentration of 
oligonucleotide increased (Table 4.8). Furthermore, the greatest difference between methylated and 
unmethylated  DNA  solutions  was  observed  at  200nM.  The  Rct  for  200nM methylated  DNA  was 
determined to be 1387.00 ±60.23Ω, while the Rct for 200nM unmethylated DNA was greatly elevated 
at 1999.67 ±20.53Ω. It is important to note the substantial difference between these values and the 
value given for 0nM of 346.27 ±31.34Ω (Figure 4.14D). Using a one‐ANOVA with a Tukey post‐hoc test, 
the minimal amount of DNA required to produce a significant difference could be determined. The 
limit of detection of methylated and unmethylated DNA was determined to be 10nM (Table A.7 and 
A.8). However the methylation status was not distinguishable until >25nM (p<0.05), as observed  in 
Table A.9.  
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Figure 4.14 Effect of DNA concentration on impedance. 
Nyquist plots  for a 2mm Au‐RDE  in 2.5mM  ferrocyanide/2.5mM  ferricyanide/1X PBS after rotation 
assisted adsorption at 2000rpm for 5 minutes in varying concentrations of A) methylated DNA, and B) 
unmethylated DNA. Plot C) compares adsorption of 200nM DNA and 1X PBS Nyquist plots from A) and 
B).  D)  Rct  (determined  from  Z‐fit  analysis  of  Nyquist  plots)  for  a  2mm  Au‐RDE  in  2.5mM 
ferrocyanide/2.5mM ferricyanide/1X PBS after rotation assisted adsorption at 2000rpm for 5 minutes 
in  varying  concentrations  of  methylated  and  unmethylated  DNA.  Mean  ±SD  (n=3).  *Statistical 
difference between values for methylated and unmethylated DNA, when tested for using a one‐way 
ANOVA (p<0.05), †statistical difference to value for baseline 1X PBS (p<0.05). 
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Table 4.8 Effect of DNA concentration on Rct. 
Rct (determined from Z‐fit analysis of Nyquist plots) for a 2mm Au‐RDE in 2.5mM ferrocyanide/2.5mM 
ferricyanide/1X  PBS  after  rotation  assisted  adsorption  at  2000rpm  for  5  minutes  in  varying 
concentrations  of  methylated  and  unmethylated  DNA.  Mean  ±SD  (n=3).  *Statistical  difference 
between values  for methylated and unmethylated DNA, when  tested  for using a one‐way ANOVA 
(p<0.05), †statistical difference to value for baseline 1X PBS (p<0.05). 
Concentration 
(nM) 
    Rct (Ω)   
PBS  Methylated  Unmethylated 
Mean  SD  RSD (%)  Mean  SD  RSD (%)  Mean  SD  RSD (%) 
       
0  346.27  31.34  9.05             
1      419.73  16.60 3.95 388.80  9.09  2.34
10        710.73†  15.10 2.12  722.00†  21.20  2.94 
25        813.97*†  31.11 3.82  926.17*†  15.51  1.68 
50        1078.33*†  35.02 3.25  1403.67*†  38.07  2.71 
100        1385.00*†  52.42 3.78  1696.67*†  35.00  2.06 
200      1387.00*†  60.23 4.34 1999.67*†  20.53  1.03
400        1309.67*†  16.65 1.27  1770.67*†  17.95  1.01 
                   
 
 
4.3.3.2 Effect of DNA concentration on cyclic voltammetry 
∆ܧ௣ increased as concentrations of methylated and unmethylated DNA increased for both CV200 and 
CV50 (Table 4.9). For instance, for CV200, ∆ܧ௣ increased from 105.8 ±2.0mV at 0nM, to 161.2 ±2.0mV 
and 192.6 ±1.1mV  for 200nM methylated and unmethylated DNA  respectively  (Figure 4.15A). The 
greatest difference between DNA samples was observed at 200nM. For CV50, 0nM corresponded to 
a ∆ܧ௣ of 86.7 ±1.1mV which increased to 132.4 ±1.7mV and 149.7 ±4.0mV (Figure 4.15B). The limit of 
detection was shown statistically to be 10nM for methylated and 25nM for unmethylated DNA when 
considering ∆ܧ௣ for both CV200 and CV50 (p<0.05) as observed in Tables A.7 and A.8. However, DNA 
solutions were not statistically distinguishable from one another until >25nM and >50nM for CV200 
and CV50 respectively (Table A.9). 
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Table 4.9 Effect of DNA concentration on peak to peak separation. 
∆ܧ௣  (mV)  for  a  2mm  Au‐RDE  in  2.5mM  ferrocyanide/2.5mM  ferricyanide/1X  PBS  after  rotation 
assisted  adsorption  at  2000rpm  for  5  minutes  in  varying  concentrations  of  methylated  and 
unmethylated  DNA,  at  scan  speeds  of  200  and  50mV/s. Mean  ±SD  (n=3).  *Statistical  difference 
between values  for methylated and unmethylated DNA, when  tested  for using a one‐way ANOVA 
(p<0.05), †statistical difference to value for baseline 1X PBS (p<0.05).  
Concentration 
(nM) 
    ∆ܧ௣ (mV) 
PBS  Methylated  Unmethylated 
Mean  SD  RSD (%)  Mean  SD  RSD (%)  Mean  SD  RSD (%) 
       
CV200   
0  105.8  2.0  1.91         
1     111.1  0.8  0.73 109.7  1.7  1.60
10     121.1†  2.6  2.12 126.4†  1.4  1.07
25       130.0*†  1.7  1.32  140.9*†  3.3  2.33 
50       146.3*†  2.4  1.67  162.8*†  5.6  3.44 
100       155.4*†  2.0  1.27  173.3*†  0.7  0.38 
200     161.2*†  2.0  1.21 192.6*†  1.1  0.55
400     155.7*†  0.3  0.18 183.3*†  1.3  0.70
                  
CV50   
0  86.7  1.1  1.29             
1      89.5  1.7  1.92 90.1  3.1  3.49
10      98.8†  0.5  0.53 105.3†  0.2  0.24
25        106.5†  1.7  1.62  110.2†  0.5  0.43 
50        118.4*†  1.1  0.90  128.8*†  5.1  3.99 
100        126.2*†  2.8  2.24  142.0*†  1.8  1.26 
200      132.4*†  1.7  1.27 149.7*†  4.0  2.67
400      124.0*†  0.3  0.22 145.2*†  2.1  1.43
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Figure 4.15 Effect of DNA concentration on peak to peak separation. 
∆ܧ௣  (mV)  for  a  2mm  Au‐RDE  in  2.5mM  ferrocyanide/2.5mM  ferricyanide/1X  PBS  after  rotation 
assisted  adsorption  at  2000rpm  for  5  minutes  in  varying  concentrations  of  methylated  and 
unmethylated DNA, at scan speeds of A) 200 and B) 50mV/s. Mean ±SD (n=3). *Statistical difference 
between values  for methylated and unmethylated DNA, when  tested  for using a one‐way ANOVA 
(p<0.05), †statistical difference to value for baseline 1X PBS (p<0.05).  
 
4.3.3.3 Effect of DNA concentration on DPV 
Increasing  the  concentration of both methylated  and unmethylated DNA  resulted  in  reduced  ݅௣௔ 
(Figure 4.16A and B). For instance, a ݅௣௔ of 43.09 ±1.37µA was observed at 0nM, while at 200nM a ݅௣௔ 
of  19.92  ±0.17µA  and  16.17  ±0.83µA  was  seen  for  200nM methylated  and  unmethylated  DNA 
respectively (Figure 4.16C and D, and Table 4.10). Interestingly the limit of detection for methylated 
DNA was 1nM, although 10nM of unmethylated DNA was required to produce a statistically significant 
difference from 0nM (p<0.05), as outlined  in Tables A.7 and A.8. However, >50nM was required to 
allow for the differentiation of methylated and unmethylated DNA solutions by one way ANOVA with 
a Tukey post hoc test (Table A.9). 
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Figure 4.16 Effect of DNA concentration on DPV. 
DPV  signals  for  a  2mm Au‐RDE  in  2.5mM  ferrocyanide/2.5mM  ferricyanide/1X  PBS  after  rotation 
assisted adsorption at 2000rpm for 5 minutes in varying concentrations of A) methylated DNA and B) 
unmethylated DNA. Plot C) compares adsorption of 200nM DNA and 1X PBS DPV signals (mean, n=3). 
D) ݅௣௔  (µA) obtained with a 2mm Au‐RDE  in 2.5mM ferrocyanide/2.5mM  ferricyanide/1X PBS after 
rotation assisted adsorption at 2000rpm for 5 minutes in varying concentrations of methylated and 
unmethylated  DNA. Mean  ±SD  (n=3).  *Statistical  difference  between  values  for methylated  and 
unmethylated DNA, when tested for using a one‐way ANOVA (p<0.05), †statistical difference to value 
for baseline 1X PBS (p<0.05). 
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Table 4.10 Effect of DNA concentration on peak anodic current. 
݅௣௔  (µA)  obtained with  a  2mm  Au‐RDE  in  2.5mM  ferrocyanide/2.5mM  ferricyanide/1X  PBS  after 
rotation assisted adsorption at 2000rpm for 5 minutes in varying concentrations of methylated and 
unmethylated  DNA. Mean  ±SD  (n=3).  *Statistical  difference  between  values  for methylated  and 
unmethylated DNA, when tested for using a one‐way ANOVA (p<0.05), †statistical difference to value 
for baseline 1X PBS (p<0.05). 
Concentration 
(nM) 
݅௣௔ (µA)
PBS  Methylated  Unmethylated 
mean  SD  RSD (%)  mean  SD  RSD (%)  mean  SD  RSD (%) 
               
0  43.09  1.37  3.17         
1       39.93†  0.56  1.39  41.74  0.53  1.28 
10     31.93†  0.56  1.76 32.23†  0.39  1.21
25     28.32†  0.34  1.20 27.85†  0.78  2.81
50       26.23*†  0.35  1.35  20.94*†  0.63  3.01 
100       22.43*†  0.28  1.26  17.23*†  0.11  0.65 
200       19.92*†  0.17  0.84  16.17*†  0.83  5.13 
400     20.86*†  0.16  0.78 15.63*†  0.14  0.89
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4.3.4 Percent methylation 
4.3.4.1 Effect of percent methylation on impedance 
 
Figure 4.17 Effect of % methylation on impedance. 
A) Nyquist plots for a 2mm Au‐RDE in 2.5mM ferrocyanide/2.5mM ferricyanide/1X PBS after rotation 
assisted adsorption at 2000rpm for 5 minutes in varying % methylation solutions (200nM), and 1X PBS 
(mean, n=3). B) Rct  (determined  from Z‐fit analysis of Nyquist plots)  for a 2mm Au‐RDE  in 2.5mM 
ferrocyanide/2.5mM ferricyanide/1X PBS after rotation assisted adsorption at 2000rpm for 5 minutes 
in varying % methylation solutions (200nM) and 1X PBS. Mean ±SD (n=3). 1X PBS Rct 454.17 ±37.08 Ω. 
 
To determine if electrochemical techniques could detect % methylation in a heterogeneous sample, 
solutions  with  varying  proportions  of  200nM  DNA  were  tested.  Nyquist  plots  revealed  that  all 
solutions  containing  varying  percentages  of  methylated  and  unmethylated  DNA  produced 
substantially larger arc radii than those corresponding to 1X PBS. The arc radius decreased in size as 
% methylation  increased. By analysing  the Nyquist plots using Z‐fit analysis, a negative correlation 
between % methylation and Rct was observed and described by the equation ݕ ൌ െ2.964ݔ ൅ 1560.9 
(Figure 4.17A and B, and Table 4.11). Rct decreased  from 1560.67 ±25.15Ω  for  the 0% methylated 
solution to 1251.33 ±12.01Ω  for the 100% methylated solution. The  linear correlation represented 
experimental  data  well  with  an  R2  value  of  0.9874.  All  solutions  tested  produced  statistically 
distinguishable Rct values, except for 25 vs. 50% solutions (Table A.10).  
 
 
200 
 
Table 4.11 Effect of % methylation on Rct. 
Rct (determined from Z‐fit analysis of Nyquist plots) for a 2mm Au‐RDE in 2.5mM ferrocyanide/2.5mM 
ferricyanide/1X  PBS  after  rotation  assisted  adsorption  at  2000rpm  for  5  minutes  in  varying  % 
methylation solutions (200nM) and 1X PBS. Mean ±SD (n=3). 
% methylation  Rct (Ω) 
Mean  SD  RSD (%)
   
PBS  454.17  37.08  8.16 
0  1560.67  25.15  1.61 
25  1473.67  6.66  0.45
50  1426.67  21.59  1.51 
75  1351.33  27.32  2.02 
100  1251.33  12.01  0.96 
       
 
 
4.3.4.2 Effect of percent methylation on cyclic voltammetry 
Cyclic  voltammetry was  a  less  effective  tool  for distinguishing % methylation  in  a heterogeneous 
sample, although a trend for a decrease in ∆ܧ௣ as % methylation increased was observable for results 
from both CV200 and CV50 (Figure 4.18A and B, and Table 4.12). For example, CV200 data showed 
∆ܧ௣ decreased  from 178.5 ±1.2mV  for  the 0% methylated solution  to 159.9 ±1.7mV  for  the 100% 
methylated solution. ∆ܧ௣ values were  lower  for CV50 with ∆ܧ௣ decreasing  from 144.9 ±5.3mV  to 
131.7 ±1.4mV for 0% and 100% methylated samples respectively. From CV200, ∆ܧ௣ for only 0, 25 and 
50% solutions were statistically different against 100% methylation (p<0.05); all other results did not 
reach  statistical  significance  (Table  A.10).  CV50  was  even  less  effective  at  differentiating  % 
methylation;  only  0  and  50%  methylated  solutions  were  significantly  different  from  the  100% 
methylated solution. 
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Table 4.12 Effect of % methylation on peak to peak separation. 
∆ܧ௣ (mV) for CVs conducted with a 2mm Au‐RDE in 2.5mM ferrocyanide/2.5mM ferricyanide/1X PBS 
after  rotation  assisted  adsorption  at  2000rpm  for  5 minutes  in  varying % methylation  solutions 
(200nM) and 1X PBS, at scan speeds of 200 and 50mV/s. Mean ±SD (n=3). 
% Methylation  ∆ܧ௣ (mV) 
Mean  SD  RSD (%) 
   
CV200 
PBS  115.3  8.0  6.93 
0  178.5  1.2  0.70 
25  177.8  6.6  3.70 
50  177.7  6.7  3.79
75  169.0  0.5  0.27
100  159.9  1.7  1.07 
 
CV50   
PBS  94.2  2.7  2.88
0  144.9  5.3  3.63
25  140.9  1.3  0.93 
50  145.8  6.2  4.23 
75  136.2  3.0  2.19 
100  131.7  1.4  1.06
 
 
 
 
Figure 4.18 Effect of % methylation on peak to peak separation. 
∆ܧ௣ (mV) for CVs conducted with a 2mm Au‐RDE in 2.5mM ferrocyanide/2.5mM ferricyanide/1X PBS 
after  rotation  assisted  adsorption  at  2000rpm  for  5 minutes  in  varying % methylation  solutions 
(200nM) and 1X PBS, at scan speeds of A) 200 and B) 50mV/s. Mean ±SD (n=3). 
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4.3.4.3 Effect of percent methylation on DPV 
݅௣௔ increased from 18.34 ±0.58µA to 20.89 ±0.30µA as methylation  increased from 0 to 100%. This 
positive correlation between % methylation and ݅௣௔ was described by the equation ݕ ൌ 0.0254ݔ ൅
18.0652 (Figure 4.19A and B, and Table 4.13). The linear relationship described here represents the 
data well as R2 = 0.9144. ݅ ௣௔ was more effective than cyclic voltammetry in differentiating methylation 
status. Only 0% vs. 25% and 50% vs. 75% solutions could not be distinguished by statistical analysis, 
while all other comparisons reached statistical significance (p<0.05), as described in Table A.10.  
 
Figure 4.19 Effect of % methylation on DPV. 
A) DPV signals and B) ݅௣௔ (µA) for 2mm Au‐RDE  in 2.5mM ferrocyanide/2.5mM ferricyanide/1X PBS 
after  rotation  assisted  adsorption  at  2000rpm  for  5 minutes  in  varying % methylation  solutions 
(200nM) and 1X PBS. Mean ±SD (n=3). PBS ݅௣௔ 43.72±2.82µA. 
 
Table 4.13 Effect of % methylation on peak anodic current. 
݅௣௔ (µA) for 2mm Au‐RDE in 2.5mM ferrocyanide/2.5mM ferricyanide/1X PBS after rotation assisted 
adsorption at 2000rpm for 5 minutes in varying % methylation solutions (200nM). Mean ±SD (n=3). 
% Methylation  ݅௣௔ (µA) 
Mean  SD  RSD (%) 
     
PBS  43.72  2.82  6.44 
0  18.34  0.58  3.16 
25  18.38  0.11  0.61 
50  19.38  0.12  0.61
75  19.63  0.27  0.61
100  20.89  0.30  1.42 
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4.4 Discussion  
The work conducted in this chapter was based on the protocol developed by Koo et al. (2014), who 
used DPV to detect DNA methylation. By expanding on their  findings to  include EIS and CV,  it was 
determined that ∆ܧ௣ derived from both CV200 and CV50, and Rct derived from EIS, were better able 
to differentiate between methylated and unmethylated samples. The parameter Rct, derived from EIS, 
was most effective at detecting the percentage of methylation in heterogeneous solutions; detecting 
a statistically significant difference at 25% methylation. Interestingly, DPV was second most effective 
at  detecting  percentage  of  methylation  in  heterogeneous  solutions,  while  CV  was  comparably 
ineffective  at  detecting  % methylation  in  heterogeneous  samples.  Furthermore,  DPV  was  most 
effective  at detecting  the presence of methylated DNA  (vs 0mM). The  ability of DPV  to be more 
effective at detecting  the presence of  low concentration of DNA  is not surprising, as DPV  is often 
described  as  a  technique  that  has  higher  sensitivity  to  very  low  concentrations  than  other 
conventional sweep techniques  (Radhakrishnan et al., 2014). Therefore,  it  is  important to consider 
these factors when deciding which electrochemical test to use in the detection of DNA methylation. 
CVs  at  200  and  50mV/s  revealed  the  electrochemical  reactions  were  quasi‐reversible.  This  was 
determined for a number of reasons. Firstly, a higher scan speed (200mV/s) increased ∆ܧ௣; ∆ܧ௣ values 
from CV200 analyses were statistically greater than their CV50 counterparts (p<0.05); this was true 
for all values from adsorption time, rotation speed, concentration and percent methylation analyses, 
when statistically analysed by a one way ANOVA with a Tukey post‐hoc test. Secondly, ∆ܧ௣ values 
were significantly greater than 59mV, and were effected by DNA adsorption. For instance, when the 
Au‐RDE was  immediately  immersed  into  the  redox solution  following polishing, ∆ܧ௣ was 87.9 and 
78.5mV for CV200 and CV50 respectively. Immersion in PBS for 30 minutes elevated ∆ܧ௣ to 111.6 and 
96.3mV, while  immersion  in methylated DNA  for  30 minutes  further  elevated  ∆ܧ௣  to  148.8  and 
125.7mV for CV200 and CV50 respectively. The greater affinity of adenine for Au‐RDE lead to increased 
passivation of the electrode for unmethylated samples, with ∆ܧ௣ further rising to 167.9 and 141.4mV 
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respectively for CV200 and CV50. This trend associates passivation with a decline in the reversibility 
of the system (Connell et al., 2016). Thirdly, a reverse peak was present, eliminating the possibility of 
an  irreversible system  (Mabbott, 1983). Thus, enabling the series of reactions to be termed quasi‐
reversible, with a trend towards irreversibility with increased passivation.  
This work has shown that the optimum electrochemical procedure  involved adsorbing 200nM DNA 
for 5 minutes at 2000rpm onto  the Au‐RDE. Similarly, Sina et al.  (2014)  reported 200nM was  the 
optimum DNA concentration for creating greatest current difference between samples. Although Koo 
et al.  (2014) reported that a concentration of 50nM was optimum, this may be because a 53 base 
sequence containing eight CpG sites was used, in comparison to the 30 base sequence containing six 
CpG sites utilised in this work. Another difference is that the technique outlined in this work resulted 
in a 50% reduction in adsorption time, compared to that reported by both Sina et al. (2014) and Koo 
et al. (2014). This could be explained by the use of a rotating gold electrode in comparison to a non‐
motile electrode. While one‐time use Au‐SPE, as used by Koo et al. (2014), have benefits such as a low 
cost, ability to change their design and are disposable, their inability to rotate could lead to reduced 
adsorption.  Additionally,  it  is  important  to  consider  that  although  the  Au‐RDE  requires  polishing 
between tests, while the Au‐SPE does not require cleaning due to its disposable nature, the polishing 
procedure outlined in this study took approximately 3 minutes to complete. Therefore, this electrode 
processing time totalled 8 minutes, 20% less time than required for the disposable Au‐SPR. It is also 
important to note the Au‐RDE used here was 2mm in diameter, 50% smaller than the SPE‐Au used by 
Koo et al. (2014). 
 
 
205 
 
4.5 Conclusion 
The work outlined in this chapter provides evidence for the use of electrochemical techniques in the 
detection of DNA methylation. Results  indicated all  three electrochemical  techniques  (EIS, CV and 
DPV) were able to detect the DNA methylation status of 30 base synthetic DNA, designed to represent 
a methylated and unmethylated bisulphite modified and asymmetrically amplified section of the EN1 
gene promoter. Greater Rct (EIS) and ∆ܧ௣ (CV), and lower ݅௣௔ (DPV) were observed for unmethylated 
samples, demonstrating  its higher affinity for the Au‐RDE than  its methylated counterpart. Rct (EIS) 
was the most effective electrochemical parameter (method) for the detection of DNA methylation in 
heterogeneous solutions of synthetic DNA, when the optimum procedure (200nM DNA for 5 minutes 
at 2000rpm) was employed; followed by ݅௣௔ (DPV), and ∆ܧ௣ (CV200 then CV50). This work provides 
insight  into  the  potential  of  this  technology  for  determining DNA methylation  in  human  derived 
samples. This is vital as changes to DNA methylation patterns are often observed with age and disease, 
and identifying these changes may allow for the early detection of diseases such as cancer.  
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Chapter 5 Detecting the methylation status of 
MCF‐7 cell DNA using electrochemistry 
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5.1 Introduction 
In 2016, cancer was the most common cause of death in both men and women in England and Wales, 
accounting for 30.8% and 26.2% of deaths respectively (OFNS, 2017). Of the cancer related deaths in 
females  in the UK, 15% were caused by breast cancer, the second most common cancer  in females 
(Cancer Research UK, 2018). Commonly used to investigate breast cancer in vitro, the non‐aggressive 
MCF‐7 cell line, was derived from the pleural effusion of a 69 year old female breast cancer patient, 
at the Michigan Cancer Foundation in 1970, where it gained its name. The cell line is oestrogen and 
progesterone receptor positive, making  it an  ideal candidate  for studying the effects of anticancer 
drugs that interfere with these hormones or their receptors (Comsa et al., 2015; Soule et al., 1973). 
This cell  line was utilised by Koo et al. (2014) and Sina et al. (2014), to test the applicability of the 
eMethylsorb method for electrochemically detecting DNA methylation. 
The aims of this chapter are to determine if the procedure outlined in Chapter 4 can be used to detect 
DNA methylation in human derived DNA, and determine if percentage methylation can be detected 
in heterogeneous samples of human‐derived DNA. Following on from the work completed in Chapter 
4, and building on the findings of Koo et al. (2014), the optimised procedure will be used to detect 
DNA methylation in the human cell line MCF‐7. Briefly, the procedure involves 1) extracting cellular 
DNA,  and  2)  modifying  the  DNA  through  bisulphite  treatment,  before  the  DNA  undergoes  3) 
asymmetric PCR. The methylation status of bisulphite modified and asymmetrically amplified 140 base 
ssDNA from the EN1 region of MCF‐7 DNA (methylated), and WGA DNA (unmethylated) will then be 
4) electrochemically analysed through a) EIS, b) CV at 200mV/s and 50mV/s and c) DPV. Following the 
determination of  the optimum  fractional proportion of  secondary PCR product  in  test  solution, % 
methylation in a heterogeneous sample will be tested. Akin to the work conducted in Chapter 4, it is 
imperative to determine if the procedure is able to detect % methylation in heterogeneous samples 
comprising of varying proportions of MCF‐7 and WGA DNA, as biopsies of various cancerous tumours 
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have often been observed to exhibit cells with differing  levels of methylation (Litovkin et al., 2015; 
Moelans et al., 2014; Quek et al., 2017). 
 
5.2 Methods 
5.2.1 MCF‐7 cell culturing 
MCF‐7 Cells (P10‐P50, gifted from, and grown at, The Institute of Medicine, Bache Hall, University of 
Chester) were cultured  in a 75ml  tissue culture  flask  (Fisher, 10364131)  in 15ml Eagle's Minimum 
Essential Medium  (EMEM,  Lonza,  SLS,  LZBE12‐611F)  supplemented with 10%  foetal bovine  serum 
(FBS, Invitrogen Gibco, Fisher, 11573397) and 1% non‐essential amino acids (NEAA, SLS, M7145). Cells 
were  incubated at 37°C at 5% CO2. At 70% confluence, cells were trysinised with a Trypsin‐Versene 
mixture (Lonza, SLS, LZBE17‐161E), and resuspended in media. Cells were then centrifuged at 500 x g 
for 5 minutes and the media removed. The cells were next resuspended in an equal volume of PBS, 
and their number determined by mixing an aliquot of cells and trypan blue (SLS, T8154) in a 1:1 ratio 
and examining on a haemocytometer (Labtech, DHC‐N01 and Fisher EVOS XL Core microscope). It was 
determined there were 16.5 million cells  in 30ml, 5.5x105 cells per ml, and 1.1x105 cells per 200µl 
aliquot. 
 
5.2.2 MCF‐7 DNA extraction 
DNA was extracted  from MCF‐7  cells using QIAGEN QIAamp® DNA Mini Kit  (50)  (QIAGEN, 51304) 
according to the manufacturer’s  instructions, with few alterations. To 200µl of MCF‐7 cells, 20µl of 
proteinase K, and 200µl buffer AL were added. The sample was then vortexed for 15 seconds, before 
undergoing  a  10 minute  incubation  at  56°C.  Following  this,  the  sample was  pulse  centrifuged  to 
remove drops  from  inside  the  lid,  and 200µl of 100% ethanol  (VWR, 20821.310) was  added. The 
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sample was  then  vortexed  again  for 15  seconds before a  second pulse  centrifugation. This 620µl 
sample was then pipetted into a QIAamp Mini spin column (in a 2ml collection tube) and centrifuged 
at 6,000 x g for 1 minute. The QIAamp Mini spin column was then placed into a clean 2ml collection 
tube, and 500µl of buffer AW1 supplemented with 100% ethanol was added to the spin column before 
centrifugation at 6,000 x g for 1 minute. Again the filtrate was discarded and the spin column added 
to a clean 2ml collection tube. Following this, 500µl of buffer AW2 was added, and the sample was 
centrifuged at 17,000 x g for 4 minutes. The spin column was then placed into a 1.5ml microcentrifuge 
tube, and 200µl of buffer AE was added. The sample was then incubated at room temperature for 5 
minutes before centrifugation at 6,000 x g for 1 minute. Extracted DNA was stored at ‐20ᵒC. 
 
5.2.3 MCF‐7 DNA concentration, purity and yield calculation 
The concentration and purity of MCF‐7 DNA was calculated by diluting 50µl in 200µl of nuclease free 
water (USB Corporation, 71786) and measuring the absorbance at 260, 280 and 320nm in triplicate 
(Table 5.1), using  the Varioskann Lux  fluorescent plate  reader  (Thermo scientific, 3020219). These 
wavelengths were utilised as nucleic acids are maximally absorbed at a wavelength of 260nm, while 
proteins have an absorbance maxima of 280nm. The ratio of absorbance values at these wavelengths 
were therefore employed in the determination of sample purity. Additionally, 320nm was utilised as 
neither nucleic acids or proteins absorb at this wavelength, therefore it is commonly used to provide 
a background correction value (Teare et al., 1997).  
As outlined  in the QIAGEN QIAamp® DNA Mini Kit, the concentration of DNA was calculated using 
equation 33: 
  Concentration (µg/ml) = (A260 – A320) × dilution factor × 50µg/ml  (33)
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The purity of DNA was calculated via equation 34: 
  DNA purity = A260/A280  (34)
A ratio of 1.7‐1.9 indicates pure DNA. A value below this range is indicative of contaminants within 
the sample, which absorb at 280nm (i.e. protein). A value of 1.763 was calculated using equation 34, 
thus indicating that the extracted MCF‐7 DNA was pure. Purity of DNA can also be calculated using 
equation 35: 
  DNA purity = (A260 – A320) ÷ (A280 – A320) (35)
The Yield of DNA was calculated by equation 36: 
  DNA yield (µg) = DNA concentration (µg/ml) × total sample volume (ml)  (36)
 
Table 5.1 MCF‐7 DNA absorbance at 260, 280 and 320nm. 
n=3. 
 
 
 
 
 
DNA concentration 
Concentration (µg/ml) = (A260 – A320) × dilution factor × 50µg/ml 
= (3.904‐0.205) x 4 x 50µg/ml 
= 739.8 µg/ml 
  Absorption 
Replicate  260nm  280nm  320nm 
1  3.901  2.221  0.204 
2  3.904  2.210  0.205 
3  3.907 2.214 0.207
Average  3.904 2.215 0.205
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DNA purity  
DNA purity = A260/A280  
=3.904/2.215 
=1.763 
 
DNA purity (Equation 2) 
DNA purity = (A260 – A320) / (A280 – A320) 
= (3.904 – 0.205) / (2.215 – 0.205) 
= 3.699 / 2.01 
=1.840 
 
DNA yield from 1.1x105 cells in 200µl  
DNA yield (µg) = DNA concentration (µg/ml) × total sample volume (ml) 
= 739.8µg/ml x 0.2ml 
= 147.96 µg 
 
5.2.4 Whole genome amplified DNA 
Whole genomic DNA (Roche Diagnostics GmbH, 11691112001) was diluted in nuclease free water to 
a concentration of 50ng/µl and amplified using the whole genome amplification kit ‐ REPLI‐g UltraFast 
Mini  kit  (QIAGEN,  150033)  according  to  the manufacturer’s  instructions.  Briefly,  Buffer  DLB was 
prepared by adding 500µl nuclease free water and mixing thoroughly; 5µl Reconstituted Buffer DLB 
was  combined  with  35µl  nuclease  free  water  to  create  Buffer  D1.  Buffer  N1  was  prepared  by 
combining 8µl of Stop solution with 72µl of nuclease free water. Next, 1µl of Buffer D1 was added to 
1µl of 50ng/µl whole genomic DNA in a microcentrifuge tube, and mixed by vortexing for 5 seconds 
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and pulse centrifuging. Following incubation at room temperature for 3 minutes, 2µl of Buffer N1 was 
added and mixed by vortexing for 5 seconds and pulse centrifuging. Next, 16µl of mastermix, which 
was stored on ice and created by combining 15µl of REPLI‐g UltraFast Reaction buffer with 1µl REPLI‐
g UltraFast DNA polymerase, was added to the 4µl of denatured DNA. The sample was then incubated 
at 30ᵒC for 90 minutes. The REPLI‐g UltraFast DNA Polymerase was then  inactivated by heating the 
sample to 65ᵒC for 3 minutes. The REPLI‐g UltraFast Mini kit outlined that 7‐10µg of DNA was produced 
using this procedure. A value of 10µg was assumed to calculate a concentration of 500ng/µl. Excess 
whole genome amplified (WGA) DNA was stored at ‐20ᵒC.  
 
5.2.5 Bisulphite modification 
The MCF‐7 DNA and amplified whole genomic DNA then underwent bisulphite modification using the 
MethylEasy  Xceed  kit  (Human  Genetic  Signatures,  ME002)  according  to  the  manufacturer’s 
instructions.  In  1.5µl  eppendorf  tubes,  2.5µl  of  739.8ng/µl  extracted MCF‐7  DNA,  and  2.5µl  of 
500ng/µl of WGA DNA were separately combined with 17.5µl nuclease  free water. Following  this, 
2.2µl of 3M NaOH (AnalaR NORMAPUR, 28244.295) was added to each DNA solution and mixed well 
by pipetting, before undergoing a 15 minute incubation at 37°C. Then 220µl of combined reagent 1 
and 2 was added. Each sample was then incubated at 80°C for 45 minutes. Following this, the samples 
were pulse centrifuged to remove condensation, and 240µl of reagent 3 was added and mixed well by 
pipetting. The samples were transferred to a purification column in a collection tube, and centrifuged 
for 1 minute at 13,000 x g at room temperature. The flow‐through was discarded and 300µl of reagent 
4 supplemented with 100% ethanol was added to each column before centrifugation for 1 minute at 
13,000 x g. This step was repeated before further centrifugation for 4 minutes at 13,000 x g, to ensure 
complete drying. The purification columns were transferred to a nuclease free eppendorf tube and 
92.48µl of reagent 5, prewarmed to 65°C, was added to the MCF‐7 DNA sample, while 62.5µl was 
added to the WGA DNA to create concentrations of 20ng/µl. Samples were then incubated at room 
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temperature for 1 minute. The samples were next centrifuged for 1 minute at 13,000 x g, and the flow‐
through incubated for 20 minutes at 95°C. For the modification of methylated control sample 1, 5µl 
was used  initially, and steps repeated similarly to the MCF‐7 DNA, although 12µl of reagent 5 was 
utilised for the final elution. The bisulphite modified DNA was stored at ‐20°C. 
 
5.2.6 Polymerase chain reaction 
Asymmetric PCR was utilised to generate ssDNA of the EN1 gene promoter  from MCF‐7 and WGA 
DNA. For the first round of PCR, 2µl of MCF‐7 or WGA DNA was combined with 12.5µl 2X PCR master 
mix (BIO‐RAD, 1662119), and 6.5µl nuclease free water. Following this, 3µl of 10µM forward primer, 
and  1µl  of  1µM  reverse  primer  (Eurofins Genomic) were  added  to  the  PCR  tube  to  give  overall 
concentrations of 1.2 and 0.04µM (30:1 ratio) of forward and reverse primer respectively (Table 5.2), 
as shown to be optimum by Heiat et al. (2017). For control samples, a reduced volume of DNA (1µl) 
was utilised, with an adjusted volume of water (7.5µl). 
 
Table 5.2 Asymmetric PCR forward and reverse primers. 
Data taken from Heiat et al. (2017) and Koo et al. (2014). 
 
The cycler  (VWR, UNO96 Thermocycler) was programed  for predenaturation at 95°C  for 3 minutes, 
before a 30 cycle program of denaturation at 95°C for 1 minute, annealation at 50°C for 2 minutes, 
and extension at 72°C for 2 minutes. Final extension followed for 10 minutes at 72°C (Table 5.3). 
Primer  5’‐Sequence‐3’ 
Concentration in PCR Tube 
(µM) 
First Round  Second Round 
 
Forward primer 
 
ATTCAGTCCACAACAAYGTTGGTTGAGTTTATAA GTAGGATAGT 
 
1.2  2 
Reverse primer  ACRACCRCAACAACCAAACCCT 0.04  0.04 
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Table 5.3 Thermocycler programming for first and second round PCR. 
 
For the second round of PCR, 2µl of PCR product was combined with 12.5µl 2X PCR master mix, 4.5µl 
nuclease free water, 5µl 10µM forward primer and 1µl 1µM reverse primer. Primer ratio for second 
round PCR was 50:1, with final concentrations of 2µM and 0.04µM of the forward and reverse primers 
respectively (Heiat et al., 2017). Thermocycler programming was kept constant for the second round 
of PCR. This process was repeated using the primers included in the bisulphite modification kit. In this 
case,  for  the  first  round of PCR, 2µl of control primer 3A was utilised  in place of  the  forward and 
reverse primers used in the Koo et al. (2014) study, and the nuclease free water adjusted to 9.5µl. For 
second round PCR, 2µl primer 3B was used  in place of the Koo et al. (2014) primers and the water 
adjusted  to  8.5µl  (Table  5.4).  Secondary  PCR  product was  stored  for  one week  at  4°C.  To  verify 
amplification, gel electrophoresis was conducted. Before this could be done, 10µl of Orange G loading 
buffer (BIO‐RAD, 1662119) was added to 25µl of each secondary PCR product.  
To complete all experiments, approximately 100µl of first round PCR product was required to produce 
1000µl of secondary PCR product, as outlined in Table 5.5. 
 
 
 
 
Cycle  Step  Function Temperature (°C) Time (minutes)
         
1  Step 1  Pre‐denaturation  95  3 
  Repeat 1 time       
2  Step 1  Denature 95 1 
  Step 2  Anneal  50  2 
  Step 3  Extend  72  2 
  Repeat 30 times       
3  Step 1  Final Extension 72 10 
  Repeat 1 time       
         
215 
 
Table 5.4 Overview of PCR reaction mixes. 
 
 
 
  Volume in PCR tube (µl)
Tube  
 
Converted 
control 
sample 1 
Unconverted 
control 
sample 1 
Control 
sample 
2 
No 
template 
negative 
control 
MCF‐7 
DNA 
WGA 
DNA 
             
Using Koo et al. (2014) Primers           
First Round   
Converted control sample 1  1  ‐  ‐  ‐  ‐  ‐ 
Unconverted control sample 1  ‐  1  ‐  ‐  ‐  ‐ 
Control sample 2  ‐  ‐  1  ‐  ‐  ‐ 
MCF‐7 DNA  ‐ ‐ ‐ ‐ 2  ‐
WGA DNA  ‐  ‐  ‐  ‐  ‐  2 
2x PCR master mix  12.5  12.5  12.5  12.5  12.5  12.5 
Forward Primer  3  3  3  3  3  3 
Reverse Primer  1 1 1 1 1  1
Water  7.5  7.5  7.5  1  6.5  6.5 
             
Second Round             
First round PCR product  2 2 2 2 2  2
2x PCR master mix  12.5  12.5  12.5  12.5  12.5  12.5 
Forward Primer  5  5  5  5  5  5 
Reverse Primer  1  1  1  1  1  1 
Water  4.5 4.5 4.5 4.5 4.5  4.5
   
             
Using Bisulphite Kit Primers           
First Round   
Converted control sample 1  1 ‐ ‐ ‐ ‐  ‐
Unconverted control sample 1  ‐  1  ‐  ‐  ‐  ‐ 
Control sample 2  ‐  ‐  1  ‐  ‐  ‐ 
MCF‐7 DNA  ‐  ‐  ‐  ‐  2  ‐ 
WGA DNA  ‐ ‐ ‐ ‐ ‐  2
2x PCR master mix  12.5  12.5  12.5  12.5  12.5  12.5 
Control primer 3A  2  2  2  2  2  2 
Water  9.5  9.5  9.5  1  8.5  8.5 
   
Second Round             
First round PCR product  2  2  2  2  2  2 
2x PCR master mix  12.5  12.5  12.5  12.5  12.5  12.5 
Control primer 3B  2 2 2 2 2  2
Water  8.5  8.5  8.5  8.5  8.5  8.5 
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Table 5.5 Overview of reagents required for asymmetric PCR. 
 
It was estimated that 100µl of secondary PCR product contained 3,869ng of ssDNA. This was calculated 
by using the average fold increase in DNA after asymmetric PCR as reported by Citartan et al. (2012). 
Fold  increases were  reported as  ranging  from 20.0  to 27.5  (Citartan et  al., 2012), with  the mean 
calculated as 24.18. The estimated output of 3,869ng ssDNA was calculated by multiplying the mass 
of input DNA per µl by 24.18. For a sample where 2µl of 20ng/µl DNA was used in a 25µl PCR mix: 
2µl x 20ng/µl DNA = 40ng DNA 
40ng/25µl = 1.6ng/µl 
1.6ng/µl x 24.18 = 38.69ng/µl second round PCR product 
 
5.2.7 Gel electrophoresis 
Gel electrophoresis was conducted to ensure amplification of MCF‐7 and WGA DNA. Amplification was 
confirmed by the presence of a band, while the absence of a band indicated improper amplication. To 
prepare 750ml of 1X TAE buffer, 15ml of 50X TAE buffer  (BIO‐RAD, 166‐0742) was combined with 
735ml of distilled water. For the 2% agarose gel, 100ml of 1X TAE buffer was combined with 2g agarose 
(Amresco, 0710) and heated until molten; 10µl of GelRed nucleic acid stain (Biotium, 41003‐1) was 
then  added  to  the molten  agarose before  gel  casting.  The  remaining  1X  TAE buffer was used  as 
chamber buffer, and 10µl of each PCR product containing Orange G, and EZ load precision molecular 
First Round PCR Reagent  Volume (µl) Second Round PCR Reagent  Volume (µl)
         
MCF‐7 or WGA DNA 8 First Round PCR product 80
2X Master Mix  50    2X Master Mix  500 
Forward Primer (10µM)  12    Forward Primer (10µM)  200 
Reverse Primer (1µM)  4    Reverse Primer (1µM)  40 
Nuclease free water  26    Nuclease free water  180 
Total  100  Total  1000 
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mass ruler (BIORAD, 170‐8356) were loaded into each well, before running gel electrophoresis at 100V 
for  90 minutes.  Images  of  the  gel  were  taken  using  UVP  BioDoc‐It  220  Imaging  system M‐20V 
Transilluminator and Doc‐It LS image analysis software (Version 8.6). 
 
5.2.8 Using MCF‐7 and WGA DNA in the electrochemical procedure 
Bisulphite treated and asymmetrically amplified DNA samples were electrochemically tested similarly 
to synthetic oligonucleotide samples as outlined in sections 4.2.3 ‐ 4.2.7, with minor modification. Due 
to the impracticalities of amplifying DNA for dilution in a 50ml volume, it was necessary to reduce the 
vessel size. By exchanging the vessel for a smaller container, a volume of 1.8ml was sufficient to cover 
the 2mm Au‐RDE. Firstly a 1/3 relationship between secondary PCR product and buffer, as described 
by Koo et al. (2014), was tested. Following this, it was important to determine the minimal amount of 
secondary PCR product required to produce differential electrochemical signals (Table 5.6). Volumes 
of 600µl (1/3), 100µl (1/18), 50µl (1/36) and 10µl (1/180) of secondary PCR product were combined 
with 1X PBS to make an overall volume of 1.8ml. A volume of 100µl secondary PCR product in 1.8ml 
(1/18) was determined as optimal, as the greatest difference in signals were observed. Therefore this 
was used test combinations of MCF‐7 and WGA DNA (0, 25, 50, 75 and 100%), similarly to the tests 
conducted using synthetic oligonucleotides. Statistical analyses were conducted by one‐way ANOVA 
with a Tukey Post Hoc test on SPSS Version 23, as outlined in Chapter 4. 
 
Table 5.6 Overview of fractional proportion of secondary PCR product in test solution. 
Fractional 
proportion of 
secondary PCR 
product 
Volume of 
secondary 
PCR product 
(µl) 
Volume of 
PBS (µl) 
Percentage of 
secondary PCR 
product 
Estimated 
DNA (ng) 
Estimated DNA 
Concentration 
(ng/µl) 
     
1/3  600  1200  33.3%  23,214  12.90 
1/18  100  1700  5.56%  3,869  2.15 
1/36  50  1750  2.78%  1,934.5  1.07 
1/180  10  1790 0.56% 386.9 0.215 
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5.3 Results 
 
5.3.1 Using gel electrophoresis to detect DNA amplification 
Gel electrophoresis was used to verify DNA amplification. The bands corresponding to DNA amplified 
in the presence of the primers  included  in the bisulphite kit were measured at 4.0cm while bands 
corresponding to DNA amplified  in the presence of  the Koo et al.  (2014) primers measured 4.7cm 
(Figures 5.1 and 5.2). Using the equation ݕ ൌ െ0.3143ݔ ൅ 3.6306, created by analysis of the ladder, 
and exchanging ݔ for these migration distances, the calculated DNA fragment lengths were 236.3 and 
142.4bp. These calculated fragment  lengths are  in good agreement to the 240bp  length and 140bp 
length stated in the literature.  
 
Figure 5.1 Gel electrophoresis analysis. 
Electrophoresis  run at 100V  for 90 minutes on 2% agarose. Each  lane contains: WGA DNA with 1) 
bisulphite kit primers 2) Koo et al. (2014) primers; bisulphite modified WGA DNA with 3) bisulphite kit 
primers, 4) Koo et al. (2014) primers; bisulphite modified MCF‐7 DNA with 5) bisulphite kit primers, 6) 
Koo et al. (2014) primers; 7) ladder, standard bands 1000, 700, 500 and 200bp; bisulphite modified 
control sample with 8) bisulphite kit primers, 9) Koo et al. (2014) primers; pre‐treated positive control 
with 10) bisulphite kit primers, 11) Koo et al. (2014) primers; untreated negative control sample with 
12) bisulphite kit primers, 13) Koo et al. (2014) primers; DNA negative sample with 14) bisulphite kit 
primers, 15) Koo et al. (2014) primers. 
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Figure 5.2 Gel electrophoresis ladder analysis. 
 
 
5.3.2 MCF‐7 and WGA DNA concentration 
5.3.2.1 Effect of MCF‐7 and WGA DNA concentration on impedance 
Nyquist plots reveal the largest arc radii for 1/36 MCF‐7 DNA, and 1/18 WGA DNA, however due to 
the reduced arc radius at 1/18 MCF‐7, it can be predicted macroscopically that 1/18 secondary PCR 
product in 1X PBS was optimum for differentiating methylation status (Figure 5.3A and B). By analysing 
the Nyquist plots using Z‐fit analysis to determine Rct, it was established only 10µl of secondary PCR 
product in 1.8ml PBS (1/180) was required to detect the presence of MCF‐7 and WGA DNA statistically 
(p<0.05) as shown in Tables A.11 and A.12. However, it was not possible to statistically distinguish the 
EN1 gene promoter amplicon from MCF‐7 and WGA DNA until 100µl of secondary PCR product was 
used  in 1.8ml 1X PBS  (1/18), as outlined  in Table A.13. This was also the  ratio where  the greatest 
difference in Rct between MCF‐7 and WGA DNA was observed (Figure 5.3C and D), where 1/18 MCF‐7 
solution corresponded to an Rct value of 765.17 ±15.01Ω while 1/18 WGA corresponded to a greatly 
elevated value of 2073.67 ±28.54Ω (Table 5.7). 
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Figure 5.3 Effect fractional proportion of secondary PCR product in test solution on impedance. 
Nyquist plots  for a 2mm Au‐RDE  in 2.5mM  ferrocyanide/2.5mM  ferricyanide/1X PBS after rotation 
assisted  adsorption  at  2000rpm  for  5 minutes  in  varying  dilutions of  amplicons  of  the  EN1  gene 
promoter  from A) MCF‐7 DNA and B) WGA DNA. Plot C) compares the adsorption of 1/18 dilution 
Nyquist plots from A), and B) against 1X PBS (mean, n=3). D) Rct  (determined from Z‐fit analysis of 
Nyquist plots) for a 2mm Au‐RDE  in 2.5mM ferrocyanide/2.5mM ferricyanide/1X PBS after rotation 
assisted  adsorption  at  2000rpm  for  5 minutes  in  varying  dilutions of  amplicons  of  the  EN1  gene 
promoter from MCF‐7 and WGA DNA against 1X PBS. Mean ±SD (n=3). *Statistical difference between 
values  for  EN1  amplicons  from MCF‐7  and WGA DNA, when  tested  for  using  a  one‐way ANOVA 
(p<0.05), †statistical difference to value for baseline 1X PBS (p<0.05).   
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Table 5.7 Effect of fractional proportion of secondary PCR product in test solution on Rct. 
Rct (determined from Z‐fit analysis of Nyquist plots) for a 2mm Au‐RDE in 2.5mM ferrocyanide/2.5mM 
ferricyanide/1X PBS after rotation assisted adsorption at 2000rpm for 5 minutes in varying dilutions 
of amplicons of the EN1 gene promoter from MCF‐7 and WGA DNA against 1X PBS. Mean ±SD (n=3). 
*Statistical difference between values for EN1 amplicons from MCF‐7 and WGA DNA, when tested for 
using a one‐way ANOVA (p<0.05), †statistical difference to value for baseline 1X PBS (p<0.05). 
Fraction 
Rct (Ω) 
PBS  MCF‐7 DNA  WGA DNA 
Mean  SD  RSD (%)  Mean  SD  RSD (%)  Mean  SD  RSD (%) 
                   
0  296.27  10.30  3.48   
1/180        724.63†  9.58  1.32  698.03†  22.67  3.25 
1/36        1901.33†  83.07 4.37  1931.67†  75.08  3.89 
1/18        765.17*†  15.01 1.96  2073.67*†  28.54  1.38 
1/3        1444.67*† 23.18 1.60 1871.33*†  77.36  4.13
           
 
 
 
5.3.2.2 Effect of MCF‐7 and WGA DNA concentration on cyclic voltammetry 
∆ܧ௣ for both CV200 and CV50 generally increased as the amount of secondary PCR product in 1X PBS 
increased (Table 5.8). For both CV200 and CV50, ∆ܧ௣ was statistically different from background 1X 
PBS when >50µl of the EN1 gene promoter amplicon from MCF‐7 or WGA DNA in 1.8ml 1X PBS (1/36) 
was analysed (Tables A.11 and A.12). Additionally at this level, amplicons from MCF‐7 and WGA DNA 
were statistically distinguishable (p<0.05), as shown in Table A.13. However, the difference between 
∆ܧ௣ values for MCF‐7 and WGA DNA was greatest when 100µl secondary PCR product was used in 1X 
PBS (1/18). For instance, for CV200, ∆ܧ௣ was 152.7 ±2.8mV and 243.7 ±8.4mV for MCF‐7 and WGA 
respectively. Again, ∆ܧ௣ was reduced for CV50 measurements with values of 133.4 ±2.3mV and 199.1 
±4.3mV for MCF‐7 and WGA DNA respectively (Figure 5.4A and B). 
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Table 5.8 Effect of fractional proportion of secondary PCR product in test solution on peak to peak 
separation. 
∆ܧ௣ (mV) for CVs conducted with a 2mm Au‐RDE in 2.5mM ferrocyanide/2.5mM ferricyanide/1X PBS 
after rotation assisted adsorption at 2000rpm for 5 minutes in varying dilutions of amplicons of the 
EN1 gene promoter from MCF‐7 and WGA DNA, against 1X PBS at scan speeds of 200 and 50mV/s. 
Mean ±SD (n=3). *Statistical difference between values for EN1 amplicons from MCF‐7 and WGA DNA, 
when tested for using a one‐way ANOVA (p<0.05), †statistical difference to value for baseline 1X PBS 
(p<0.05). 
 
 
Figure 5.4 Effect of fractional proportion of secondary PCR product in test solution on peak to peak 
separation. 
∆ܧ௣ (mV) for CVs conducted with a 2mm Au‐RDE in 2.5mM ferrocyanide/2.5mM ferricyanide/1X PBS 
after rotation assisted adsorption at 2000rpm for 5 minutes in varying dilutions of amplicons of the 
EN1 gene promoter from MCF‐7 and WGA DNA, against 1X PBS at scan speeds of 200 and 50mV/s. 
Mean ±SD (n=3). *Statistical difference between values for EN1 amplicons from MCF‐7 and WGA DNA, 
when tested for using a one‐way ANOVA (p<0.05), †statistical difference to value for baseline 1X PBS 
(p<0.05). 
Fraction 
    ∆ܧ௣ (mV)  
PBS  MCF‐7 DNA  WGA DNA 
Mean  SD  RSD (%)  Mean  SD  RSD (%)  Mean  SD  RSD (%) 
                   
CV200                   
0  108.5  2.5  2.32             
1/180      124.3 3.4 2.71 123.6 0.3  0.28
1/36      200.3*†  8.9  4.46  227.6*†  12.6  5.55 
1/18      152.7*†  2.8  1.80  243.7*†  8.4  3.46 
1/3      213.7*†  5.1  2.40  264.9*†  5.7  2.15 
           
CV50                   
0  91.4  1.9  2.05           
1/180        96.5  1.1  1.10  92.8  1.8  1.92 
1/36      155.3*† 5.9 3.78 177.9*† 8.5  4.75
1/18      133.4*†  2.3  1.70  199.1*†  4.3  2.16 
1/3      190.5*†  4.6  2.39  234.6*†  11.5  4.92 
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5.3.2.3 Effect of MCF‐7 and WGA DNA concentration on DPV 
 
Figure 5.5 Effect of fractional proportion of secondary PCR product in test solution on DPV. 
DPV  signals  for  a  2mm Au‐RDE  in  2.5mM  ferrocyanide/2.5mM  ferricyanide/1X  PBS  after  rotation 
assisted  adsorption  at  2000rpm  for  5 minutes  in  varying  dilutions of  amplicons  of  the  EN1  gene 
promoter from A) MCF‐7 DNA and B) WGA DNA. Plot C) compares 1/18 dilution of EN1 gene promoter 
amplicon from MCF‐7 and WGA DNA against 1X PBS DPV signals (mean, n=3). D) ݅௣௔ obtained with 
2mm Au‐RDE in 2.5mM ferrocyanide/2.5mM ferricyanide/1X PBS after rotation assisted adsorption at 
2000rpm for 5 minutes in varying dilutions of amplicons of the EN1 gene promoter from MCF‐7 and 
WGA DNA against 1X PBS. Mean ±SD (n=3). *Statistical difference between values for EN1 amplicons 
from MCF‐7 and WGA DNA, when tested for using a one‐way ANOVA (p<0.05), †statistical difference 
to value for baseline 1X PBS (p<0.05). 
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A decrease  in ݅௣௔ was typically observed as the amount of secondary PCR product  in 1.8ml 1X PBS 
increased (Figure 5.5A and B, and Table 5.9). Remarkably >10µl of MCF‐7 or WGA DNA in 1.8ml was 
required  to bring  about  a  statistical difference when  compared  to 1X PBS  (Table A.11  and A.12). 
However 50‐100µl of secondary PCR product in 1.8ml 1X PBS was required to differentiate the two 
amplicons using DPV (p<0.05), as described in Table A.13. The greatest difference was observed for 
1/18 solutions, where ݅௣௔ for MCF‐7 DNA was 21.94±0.53µA compared with 13.90 ±0.18µA for WGA 
DNA (Figure 5.5C and D).  
 
Table 5.9 Effect of fractional proportion of secondary PCR product in test solution on peak current. 
݅௣௔ obtained with 2mm Au‐RDE  in 2.5mM  ferrocyanide/2.5mM  ferricyanide/1X PBS after  rotation 
assisted  adsorption  at  2000rpm  for  5 minutes  in  varying  dilutions  of  amplicons  of  the  EN1  gene 
promoter from MCF‐7 and WGA DNA against 1X PBS. Mean ±SD (n=3). *Statistical difference between 
values  for  EN1  amplicons  from MCF‐7  and WGA DNA, when  tested  for  using  a  one‐way ANOVA 
(p<0.05), †statistical difference to value for baseline 1X PBS (p<0.05). 
 
   
Fraction 
݅௣௔ (µA) 
PBS  MCF‐7 DNA  WGA DNA 
mean  SD  RSD (%)  mean  SD  RSD (%)  mean  SD  RSD (%) 
               
0  43.61  0.25  0.58        
1/180       39.61†  1.05  2.65 40.73†  1.08  2.65
1/36       18.47*† 2.17  11.77  14.66*†  1.11  7.55 
1/18       21.94*† 0.53  2.42  13.90*†  0.18  1.32 
1/3       11.16†  0.53  4.74  10.44†  0.81  7.78 
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5.3.3 Percent methylation 
 
5.3.3.1 Effect of percent methylation on impedance 
 
Figure 5.6 Effect of MCF‐7/WGA percentage in test solution on impedance. 
A) Nyquist plots for a 2mm Au‐RDE in 2.5mM ferrocyanide/2.5mM ferricyanide/1X PBS after rotation 
assisted  adsorption  at  2000rpm  for  5 minutes  in  varying  % methylation  solutions  (mean,  n=3). 
Methylated and unmethylated DNA derived from amplicons of the EN1 gene promoter from MCF‐7 
and WGA  DNA  respectively.  Secondary  PCR  product  of  amplicons  total  1/18  in  solution.  B)  Rct 
(determined from Z‐fit analysis of Nyquist plots) for a 2mm Au‐RDE  in 2.5mM ferrocyanide/2.5mM 
ferricyanide/1X  PBS  after  rotation  assisted  adsorption  at  2000rpm  for  5  minutes  in  varying  % 
methylation solutions. Mean ±SD (n=3). 
 
To  determine  if  the  experimental  procedure  was  effective  at  detecting  DNA  methylation  in 
heterogeneous  solutions  of MCF‐7  or WGA  DNA,  combinations  of  DNA  were  tested,  at  a  total 
concentration of 1/18 secondary PCR product in 1.8ml 1X PBS. The Nyquist plot revealed  increased 
arc radii as DNA methylation decreased (Figure 5.6A). These arc radii were significantly more spread 
than  the  results  gained  using  the  synthetic  oligonucleotides.  Furthermore,  as with  the  synthetic 
oligonucleotides, a negative correlation was observed between % methylation and Rct, and similarly 
to  the  results  of  the  macroscopic  inspection,  the  effect  of  percentage  methylation  was  more 
pronounced (Table 5.10). This relationship was described by the equation ݕ ൌ െ13.984ݔ ൅ 2116.7, 
and the linear correlation represented the data well, with R2=0.9328 (Figure 5.6B). Importantly, the 
Rct values  for 0, 25, 50, 75, and 100% methylated solutions adsorbed onto  the 2mm Au‐RDE  for 5 
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minutes at 2000rpm was were all statistically different from one another (p<0.05) as shown in Table 
A.14. 
Table 5.10 Effect of MCF‐7/WGA percentage in test solution on Rct. 
Rct (determined from Z‐fit analysis of Nyquist plots) for a 2mm Au‐RDE in 2.5mM ferrocyanide/2.5mM 
ferricyanide/1X  PBS  after  rotation  assisted  adsorption  at  2000rpm  for  5  minutes  in  varying  % 
methylation solutions. Methylated and unmethylated DNA derived from amplicons of the EN1 gene 
promoter from MCF‐7 and WGA DNA respectively. Secondary PCR product of amplicons total 1/18 in 
solution. Mean ±SD (n=3).  
% methylation  Rct (Ω) 
Mean  SD  RSD (%) 
 
PBS  296.27  10.30  3.48 
0  2073.67  28.54  1.38 
25  1962.00  31.43  1.60 
50  1203.67  1.53  0.13 
75  1083.00  7.55  0.70
100  765.17  15.01  1.96 
       
 
 
5.3.3.2 Effect of percent methylation on cyclic voltammetry 
Similar to the experiments conducted with the synthetic oligonucleotides, a negative trend between 
% methylation in heterogeneous solutions and ∆ܧ௣ was observed when using the 140 base EN1 region 
from MCF‐7 and WGA DNA as the methylated and unmethylated standards (Figure 5.7A and B, and 
Table 5.11). Again, the effect of using this DNA was more pronounced than the effect seen for the 
synthetic oligonucleotides. Using ∆ܧ௣ data from CV200 and CV50 was less effective at differentiating 
% methylation than impedance data, as ∆ܧ௣ from CV200 for 0% vs. 25% and 50% vs. 75% were not 
statistically distinguishable as shown in Table A.14. For CV50 only 50% vs. 75% were not statistically 
distinguishable (p>0.05).  
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Table 5.11 Effect of MCF‐7/WGA percentage in test solution on peak to peak separation. 
∆ܧ௣ (mV) for CVs conducted with a 2mm Au‐RDE in 2.5mM ferrocyanide/2.5mM ferricyanide/1X PBS 
after rotation assisted adsorption at 2000rpm for 5 minutes in varying % methylation solutions at scan 
speeds of 200 and 50mV/s. Methylated and unmethylated DNA derived from amplicons of the EN1 
gene promoter from MCF‐7 and WGA DNA respectively. Secondary PCR product of amplicons total 
1/18 in solution. Mean ±SD (n=3).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.7 Effect of MCF‐7/WGA percentage in test solution on peak to peak separation. 
∆ܧ௣ (mV) for CVs conducted with a 2mm Au‐RDE in 2.5mM ferrocyanide/2.5mM ferricyanide/1X PBS 
after rotation assisted adsorption at 2000rpm for 5 minutes in varying % methylation solutions at scan 
speeds of A) 200mV/s and B) 50mV/s. Methylated and unmethylated DNA derived from amplicons of 
the EN1 gene promoter from MCF‐7 and WGA DNA respectively. Secondary PCR product of amplicons 
total 1/18 in solution. Mean ±SD (n=3).  
% Methylation  ∆ܧ௣ (mV) 
Mean  SD  RSD (%) 
   
CV200 
PBS  108.5  2.5  2.32 
0  243.7  8.4  3.46 
25  234.0  1.5  0.62 
50  183.7  4.2  2.30 
75  175.3  5.2  2.99
100  152.7  2.8  1.80 
CV50   
PBS  91.4  1.9  2.05
0  199.1  4.3  2.16
25  180.8  4.1  2.26 
50  159.9  6.6  4.11 
75  153.7  1.5  0.95 
100  133.4  2.3  1.70
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5.3.3.3 Effect of percent methylation on DPV 
݅௣௔ increased as % methylation in a heterogeneous solution increased, similarly to results seen when 
synthetic oligonucleotides were used, and again the effect was more pronounced (Figure 5.8A and B). 
For instance, when using MCF‐7 and WGA DNA, ݅௣௔ ranged between 13.90 ±0.18 and 21.94 ±0.53 for 
0‐100% methylation (Table 5.12), whereas using synthetic oligonucleotides produced results ranging 
from 18.34 ±0.58 to 20.89 ±0.30. Despite this increase in range, 0% vs. 25%, 0% vs. 50%, and 25% vs. 
50% were not statistically different when analysed using a one‐way ANOVA with a Tukey post‐hoc test 
(p>0.05), as described in Table A.14.  
 
 
Figure 5.8 Effect of MCF‐7/WGA percentage in test solution on DPV. 
A)  DPV  signals  and  B)  ݅௣௔  (µA)  obtained  with  a  2mm  Au‐RDE  in  2.5mM  ferrocyanide/2.5mM 
ferricyanide/1X  PBS  after  rotation  assisted  adsorption  at  2000rpm  for  5  minutes  in  varying  % 
methylation solutions. Methylated and unmethylated DNA derived from amplicons of the EN1 gene 
promoter from MCF‐7 and WGA DNA respectively. Secondary PCR product of amplicons total 1/18 in 
solution. Mean ±SD (n=3).  
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Table 5.12 Effect of MCF‐7/WGA percentage in test solution on peak current. 
݅௣௔  (µA)  obtained with  a  2mm  Au‐RDE  in  2.5mM  ferrocyanide/2.5mM  ferricyanide/1X  PBS  after 
rotation assisted adsorption at 2000rpm for 5 minutes in varying % methylation solutions. Methylated 
and unmethylated DNA derived from amplicons of the EN1 gene promoter from MCF‐7 and WGA DNA 
respectively. Secondary PCR product of amplicons total 1/18 in solution. Mean ±SD (n=3). 
 
 
 
 
 
 
 
 
 
5.4 Discussion 
The electrochemical techniques explored in this chapter were capable of detecting DNA methylation 
in samples derived from the human breast cancer cell line MCF‐7, when compared to unmethylated 
WGA DNA. The optimum ratio of secondary PCR product to PBS was 1/18, which corresponded to 
100µl DNA diluted with 170µl 1X PBS. To create 100µl of secondary PCR product, <1µl of bisulphite 
treated MCF‐7 DNA was required. Table 5.13 outlines the reagents required for the amplification 1µl 
of  bisulphite modified  DNA  to  generate  100µl  secondary  PCR  product  through  asymmetric  PCR. 
Assuming the same cell density, and efficacy of DNA extraction and bisulphite modification when using 
reduced volumes, only 27nl of cell culture, containing 14.8 cells could be sufficient to extract 49.99ng 
DNA, and produce 1µl of 20ng/µl bisulphite modified DNA. Thus the low  levels of DNA required, as 
described here, could be a  factor  in deciding which technology to use to detect DNA methylation. 
There are several  technologies which  require  larger concentrations of DNA which could  limit  their 
applicability  in  some  instances;  for example ELISA based kits  require >100ng DNA, while  the DNA 
restriction digest based technique LUMA requires 250‐500ng DNA (Kurdyukov and Bullock, 2016).  
% Methylation  ݅௣௔ (µA) 
Mean  SD  RSD (%) 
     
PBS  43.61  0.25  0.58
0  13.90  0.18  1.32 
25  13.87  0.15  1.10 
50  14.74  0.57  3.85 
75  16.21  0.45  2.75
100  21.94  0.53  2.42
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Table 5.13 Minimal quantities of DNA and  reagents  required  for asymmetric PCR  for  successful 
electrochemical detection of methylation status. 
Reagent  Volume (µl)    Reagent  Volume (µl) 
         
Round 1      Round 2   
MCF‐7 or WGA DNA  1    First Round PCR product  8 
2X Master Mix  6.25 2X Master Mix 50 
Forward Primer (10µM)  1.5    Forward Primer (10µM)  20 
Reverse Primer (1µM)  0.5    Reverse Primer (1µM)  4 
Nuclease free water  3.25    Nuclease free water  18 
Total  12.5    Total  100 
     
 
Using DPV, Koo et al.  (2014)  found  the methylation detection  level  in heterogeneous  solutions of 
methylated MCF‐7 DNA and unmethylated WGA DNA, was 10%, however  it  is unclear  if statistical 
testing was  used  in  this  determination. Additionally,  Koo  et  al.  (2014)  state  an  RSD  of  5.8% was 
calculated  for these 10% heterogeneous samples,  indicating good  reproducibility. Within  the work 
outlined  in  this chapter,  it was shown  that all  ݅௣௔ derived  from DPV had an RSD <3.85%, thus has 
increased reproducibility. However, it was found that methylation had to be >75% to statistically be 
distinguished from unmethylated samples using DPV. Rct and ∆ܧ௣ had lower limits of detection; 25% 
for Rct (RSD <1.96%) and ∆ܧ௣ for CV50 (RSD <4.11%), and 50% for CV200 (RSD <3.46%). From this it 
can be concluded that Rct derived from EIS may be a more appropriate electrochemical technique for 
detecting methylation status of heterogeneous samples due to its increased sensitivity and reliability. 
Interestingly, ∆ܧ௣ derived from both CV200 and CV50 were most effective at differentiating between 
methylated and unmethylated homogeneous samples. However Rct derived from EIS, and ݅௣௔ derived 
from DPV, were more sensitive at detecting lower concentrations of homogeneous methylated and 
unmethylated samples.  
Signals were significantly greater for human derived DNA compared to the synthetic oligonucleotides. 
This finding was mirrored by Koo et al. (2014). This could be due to the greater length of the ssDNA 
derived from humans; 140 bases  in comparison to 30 bases. Alternatively the unknown MCF‐7 and 
WGA ssDNA concentration could have played a role in this. However, the significant elevation in Rct 
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and ∆ܧ௣ and decrease in DPV is likely due to increased passivation; whether this be due to ssDNA size 
or  concentration.  Further optimisation of  this procedure  is  required before  the  technique  can be 
applied  to  patient  samples.  These  steps  include  purifying  and  quantifying  the  amplified  ssDNA, 
optimising the adsorption step for the 140 base MCF‐7 ssDNA, and further testing the sensitivity of 
the assays. Once this has been completed, this proof of concept can be expanded to other cell lines 
and gene promoters, and applied to patient samples. 
This research has  indicated that DNA methylation can be detected  in heterogeneous samples.  It  is 
important this is the case as cancerous masses often exhibit intratumour heterogeneity (Litovkin et 
al., 2015). However,  there may be an additional benefit  from  this  finding. This technology may be 
useful  in  the detection and monitoring of  tumours  through a non‐invasive blood  test,  rather  than 
through the more  invasive traditional biopsy. Tumour DNA  is often released  into circulation as cell 
free fragments of DNA, and this circulating tumour DNA (ctDNA) has been suggested as a potential 
biomarker for cancer (Warton and Samimi, 2015). Bettegowda et al. (2014) determined ctDNA was 
detectable in >75% of patients with metastatic cancers, including, but not limited to, bladder, ovarian, 
breast,  colorectal,  and  hepatocellular  cancer.  Additionally,  a  correlation  between  the  number  of 
cancer patients with detectable levels of ctDNA and cancer stage was reported; ctDNA was detected 
in 47% of patients with stage 1 cancer, 55% of patients with stage 2 cancer, 69% of patients with stage 
3 cancer, and 82% of patients with stage 4 cancer. Furthermore, the amount of detectable ctDNA was 
positively correlated with grade, and negatively correlated with two year survival rate (Bettegowda et 
al., 2014). Therefore,  this  technology  could be used  to  indicate disease  severity and prognosis,  in 
addition to determining the presence of the disease.  
Importantly,  Jahr et al.  (2001)  report circulating DNA  in cancer patients was on average 219ng/ml 
(range 10‐1200ng/ml) while most control individuals exhibited <2ng/ml (Jahr et al., 2001). Therefore, 
based  on  the  above  calculation,  the  developed  sensor  should  be  sensitive  enough  to  detect  the 
presence of cancer given the collection of a standard 5ml blood sample. However, it is important to 
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recognise the importance of the results of Fujiwara et al. (2005) who used methylation specific PCR to 
determine ctDNA methylation, as a biosensor for lung cancer. Results show ≥1 out of 5 genes analysed 
exhibited aberrant methylation in 77% of lung biopsies from patients, whereas the same result was 
only observed in 49.5% of samples derived from serum (Fujiwara et al., 2005). Similar findings were 
reported by Jahr et al. (2001), who outlined only 44% of serum samples from cancer patients exhibited 
hypermethylation of the CDKN2A gene promoter. Therefore, these so called liquid biopsies may have 
reduced  sensitivities  than  traditional  biopsies. However,  this  could  be  due  to  the methodologies 
employed to detect DNA methylation.  
In this work, methylation of the EN1 gene was analysed for the detection of breast cancer, however it 
is vital to realise that this technology could be applied to alterative gene promoters for the detection 
of cancer, such as BRCA1 for breast cancer (Zhang and Long, 2015). Furthermore, it  is  important to 
recognise the potential of this technology if it were applied to commonly methylated gene promoters 
from a larger scope of age‐related disease; such as the INS gene promoter in T2DM (Yang et al., 2011), 
the OPRD1 gene promoter in AD (Ji et al., 2017), the SLC6A4 gene promoter in obesity (Zhao et al., 
2012), or  the ABCA1 gene promoter  in CAD  (Guay et al., 2014), which have all been shown  to be 
hypermethylated during disease. Moreover, this technology could be used to estimate age itself. This 
is a logical assumption to make, as Horvaths epigenetic clock describes the methylation trend of 353 
CpG sites with age, and has an accuracy of 3.6 years. Within this model, methylation of 193 CpG sites 
positively  correlate  with  age,  and  160  CpG  sites  negatively  correlate  with  age.  Given  further 
optimisation of the electrochemical procedure outlined, it may be possible to use these methods to 
determine epigenetic age (Horvath, 2013). 
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5.5 Conclusion 
Three electrochemical techniques were analysed to determine their effectiveness at detecting DNA 
methylation  from methylated MCF‐7 DNA and unmethylated WGA DNA. Rct derived  from EIS was 
superior at detecting DNA methylation in heterogeneous samples compared with ∆ܧ௣ from CV at 200 
and 50mV/s, and ݅௣௔ derived from DPV. While this is important due to the intratumour heterogeneity 
often  observed,  this  simple  and  inexpensive  electrochemical  technique  could  also  be  useful  in 
diagnosis of cancer through a non‐invasive liquid biopsy i.e. from ctDNA in blood. This work has also 
potentially provided a foundation for the application of this test for the detection of other age related 
diseases  such  as  AD,  CAD,  and  T2DM,  where  aberrant  methylation  is  observed.  Moreover  the 
literature indicates testing in this manner could be used to diagnose the stage of disease and survival 
rate.    
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6.1 Overview 
With an ageing population, there has been a significant increase in age related morbidity, due to the 
onset of conditions such as CVD, neurodegeneration, cancer, and T2DM (Prince et al., 2015). Due to 
the complexities of ageing and age  related disease,  there  is a precedence  for  the development of 
investigative techniques which enable, the elucidation of disease pathogenesis, and clarification of 
interactions with factors such as diet and genetics. There is also an urgency to develop inexpensive 
and rapid diagnostic techniques, which exhibit  improved sensitivity, to allow the diagnosis of early 
stage disease. In this work, two age related diseases and their associated underpinning mechanisms 
were investigated.  
The first aim of this work was to expand an existing mathematical model of cholesterol metabolism 
and investigate the effect of intrinsic and extrinsic factors which influence cholesterol metabolism and 
CVD risk. This is because changes to cholesterol metabolism with age have strongly been associated 
with an increased risk for CVD (Gould et al., 2007), with figures from 2014 indicating it was the leading 
cause of death in people over 85 years old (Townsend et al., 2015).  
The second aim was to use synthetic ssDNA, designed to represent methylated and unmethylated 
variants of a section of the EN1 gene, to optimise electrochemical procedures. Closely related to this, 
the third aim was to use the optimised electrochemical procedures to determine if DNA methylation, 
in the breast cancer cell  line MCF‐7, could be detected. Aberrations to DNA methylation are often 
observed in disease including cancer; specifically hypermethylation within the gene promoters, and 
hypomethylation globally (Mendizabal and Yi, 2016; Yang et al., 2014). In 2016, cancer was the leading 
cause  of  death  in  both males  and  females  in  England  and Wales  (OFNS,  2017).  Therefore,  the 
development of a  sensor which can detect and monitor DNA methylation aberrations  rapidly and 
simply, may promote an improvement in patient outcome, in addition to lowering costs. In this case, 
methylation of the EN1 gene was investigated, as hypermethylation of this gene promoter has been 
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observed  in numerous  cancers,  including breast  cancer  (Bell et  al., 2011; Carrascosa et  al., 2014; 
Devaney et al., 2011; Mayor et al., 2009). 
This work has outlined how mathematical modelling  can be a useful  tool  for  studying cholesterol 
metabolism and how diet and genetics play a role in modulating lipoprotein levels and disease risk. 
This work has also highlighted how electrochemical techniques can be utilised to rapidly detect DNA 
methylation  as  a  sensor  for  cancer.  In  this  chapter,  these  techniques  are discussed  and  research 
findings critically analysed. 
 
6.2 The mathematical model of cholesterol metabolism and 
ageing 
In  recent  years mathematical modelling has  come  to  the  fore  as  a useful  tool  for understanding 
biological  systems,  by  aiding  hypothesis  formation,  elucidating mechanisms,  and  identifying  drug 
targets. Due to the complexities of studying ageing experimentally, modelling has been widely applied 
to  the  study  of  numerous  biological  systems.  Ageing  has  a  significant  impact  on  cholesterol 
metabolism, which  in  turn perturbs  the  lipoprotein profile,  thus  influencing  cardiovascular health 
(Morgan et al., 2016a). Mathematically modelling this system enables the complex interactions to be 
analysed. The model outlined in Chapter 3 contained eight compartments, 144 species, 144 reactions, 
and  266  parameters,  and  encompassed  dietary  intake,  cholesterol  absorption,  cholesterol 
biosynthesis, RCT,  lipoprotein dynamics, and the enterohepatic circulation of bile acids. The model 
examined cholesterol metabolism holistically, rather than at the molecular or cellular level, enabling 
the production of clinically meaningful results. Thus results gained through simulation are comparable 
blood  parameters,  such  as  LDL‐C  and  HDL‐C,  gained  from  randomised  control  trials,  population 
analyses, and individual reports (Lin and Connor, 1980).  
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The updated model of cholesterol metabolism was used to study the  impact of ageing, cholesterol 
feeding, SFA  feeding, and CETP genotype. The model behaved as a hypo‐responder  to cholesterol 
feeding, which  is biologically relevant as LDL‐C  is unaffected by dietary cholesterol  in 62.5% of the 
population (Herron et al., 2003). However, by manipulating seven parameters simultaneously, it was 
shown  that  the model was  sensitive  to SFA  feeding. This  is  clinically  significant as  feeding  studies 
indicate SFA has more of an impact on cholesterol levels than dietary cholesterol (He and Fernandez, 
1998; Herron et al., 2003). The model was also able  to  replicate  the ageing process,  through  the 
modification of four parameters. These modifications were: an increase in LDLr degradation (K1), and 
decreases in bile acid deconjugation (Vmax), NPC1L1 degradation (K1), and CYP7A1 activity (Vmax). These 
reactions were chosen as an earlier literature review suggested they were key mechanisms affected 
by the ageing process. It is possible that additional mechanisms, including cholesterol synthesis and 
cholesterol esterification may also be affected by ageing, however these were not  included  in this 
study;  this  limitation  is discussed  in  section 6.2.2.1. The model  showed  that ageing  resulted  in an 
increase in LDL‐C. However, the presence of a genotype conferring low CETP activity (Barzilai et al., 
2003),  led  to a  slower  increase  in  LDL‐C with age. Additionally,  it was  shown  that  the  cholesterol 
biosynthesis pathway was  robust  to parameter change, something which has been  found  in other 
work (Pool et al., 2018). Moreover, this work highlighted the absence of a priori data and need for 
further experimental work, to enable the advancement of ageing research through the use of systems 
biology. To this end, the model was encoded in SBML and submitted to the BioModels database, to 
allow the future utilisation and adaption of this work.  It  is  important models are made available  in 
easily accessible formats such as this to ensure the continual development of our knowledge through 
systems biology.   
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6.2.1 Model limitations 
While the updated model outlined in Chapter 3 included 96 additional mechanisms, elucidating some 
key aspects of cholesterol metabolism, there were several limitations to the model. Firstly, numerous 
species  initial  concentrations  and parameter  values were  assumed due  to  a  lack of  experimental 
kinetic data available.  It  is clear from Figure 3.12B that slight variation to assumed parameters can 
have a significant impact on the model, while alterations to the known parameters had little impact. 
Thus, simulations relating to assumed parameter values may have influenced the results. For instance, 
the model  behaved  as  a  hypo‐responder. Although  62.5% of  individuals  are  classified  as  a hypo‐
responder to cholesterol feeding (Herron et al., 2003), the mechanisms by which this was regulated, 
may not be realistic. LDL‐C did not significantly rise with an  increase  in dietary cholesterol up to a 
three‐fold level. However, the hepatic pool of free cholesterol rose by 85.25% over an 11 week period. 
Although  there  is  some  evidence  to  substantiate  this  finding;  that  increased  dietary  cholesterol 
induces an increase in hepatic cholesterol, while not influencing the lipoprotein profile (Quintao et al., 
1971), there are numerous studies that have opposing findings (Ohtani et al., 1990; Wang et al., 2010). 
It is possible the use of many assumed parameters was responsible for this significant accumulation 
of  hepatic  cholesterol  during  cholesterol  feeding.  Furthermore,  the model  was  unresponsive  to 
changes  to  HMG  CoA  reductase  inhibition  (data  not  shown),  when  the  effect  of  statins  was 
investigated. While again, this  is possible, as experimental work has  indicated that 10.8% of people 
are  unresponsive  to  this  drug  (Ridker  et  al.,  2016),  it  is  likely  the  robustness  of  the  cholesterol 
biosynthesis  pathway,  due  to  the  availability  of  experimental  kinetic  data,  and  sensitivity  of  the 
assumed reactions, is responsible. This is substantiated by Palvast et al. (2015), who investigated the 
impact of simulated statin use using the original Mc Auley et al. (2012) model, by  lowering hepatic 
cholesterol synthesis by 75%. After 6 weeks, LDL‐C was reduced by 14%, and after 12 months, LDL‐C 
had further reduced, by 33% (Paalvast et al., 2015). 
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Secondly, there were many mechanisms which were described by a condensed series of reactions, 
while  other  pathways were  fully  elucidated.  For  instance,  the  lanosterol  pathway  of  cholesterol 
biosynthesis was  fully mechanised, while  receptor  recycling was  only  denoted  by  two  reactions; 
synthesis and degradation. In the case of NPC1L1 recycling, the membrane bound SREBP2 has been 
implicated as a transcriptional factor, regulated by cellular cholesterol. Low cellular cholesterol levels 
induce the activation of SREBP2, which in turn migrates to the nucleus, causing increased NPC1L1 gene 
expression,  thus  increasing  cholesterol  absorption  (Alrefai  et  al.,  2007).  This  feedback  loop,  and 
important transcription factor, were not incorporated into the model. Furthermore, there have been 
numerous nuclear receptors  implicated  in cholesterol absorption such as peroxisome proliferator–
activated receptor (PPAR)α, PPARδ, LXR, and retinoid X receptor (RXR), which again were excluded (Jia 
et  al.,  2011). Additionally,  the  aforementioned  SREBP2  also plays  a  role  in  LDLr  recycling.  In  this 
instance, low cellular levels of cholesterol cause the cleavage of inactive SREBP2, which in turn leads 
to the production of LDLr mRNA, and thus increased LDLr and subsequent LDLC uptake alleviate this 
issue (Attie and Seidah, 2005). In addition, SREBP2 induces the transcription of PCSK9 which causes 
the lysosomal degradation of LDLr to prevent the unregulated expansion of LDLr numbers (Mousavi 
et  al.,  2009).  Again  this  transcription  factor, which  also  plays  a  role  in  upregulating  cholesterol 
synthesis, was not included.  
Thirdly, many of the kinetic functions were also assumed and thus provided simplistic representations 
of several mechanisms. For instance, the use of mass action rate laws to describe receptor synthesis 
and degradation  fall short of  the mathematics  that underpin  the complex  interactions of  receptor 
recycling. However, it is important to note that these processes were simplified to remove the need 
to  include  transcriptional  factors  and  gene  expression,  thus  reducing  the  issues  associated with 
producing  multiscale  models.  However,  quantities  and  parameters  were  scaled  up  to 
organ/compartment size in a crude manner, assuming equal distribution throughout the tissue, and 
undisturbed function with increased compartment size.  
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6.2.2 Model extension and future work 
There were many  aspects of  cholesterol metabolism which were  investigated  in  this work;  these 
include the  influence of diet, ageing and genotype. Further  investigations such as pharmacological 
investigations were not conducted for a number of reasons. Firstly, there was overlap in the way these 
changes were modelled. For instance, CETP inhibitors reduce the rate of conversion of HDL‐C to LDL‐
C and VLDL‐C, while some genotypes can lower CETP activity. These two scenarios would be modelled 
in a similar way and results would be repetitious. Secondly, the model was robust to change in many 
of  the mechanisms  as discussed above,  therefore  in many  instances,  single perturbations did not 
impact LDL‐C. However, due to the extensive work completed in this area of ageing research, there 
are  several avenues  future  research  could  take, using  this work as a  foundation. Below are  three 
examples of mathematical models which could use  the work completed  in Chapter 3 as a basis to 
further investigate the age related disruption of cholesterol metabolism with age. 
 
6.2.2.1 Investigating additional age related changes to cholesterol metabolism 
 
6.2.2.1.1 Investigating the age associated increase of ROS on HMG CoA reductase activity 
The accumulation of free radical damage, is a key principle in the mechanistic reasoning for ageing, as 
suggested by Harman  (Harman, 1956; Harman, 1972). Produced mainly  in  the mitochondria,  free 
radicals  induce  oxidative  damage,  including  to  the mitochondria, which  in  turn  leads  to  further 
mitochondrial dysfunction and ROS production. The use of antioxidants can  therefore be useful  in 
reducing oxidative damage. This was illustrated in Kirkwood and Kowald’s (2012) model which showed 
increased amounts of antioxidants lowered mitochondrial DNA damage (Kirkwood and Kowald, 2012). 
Experimentally,  it has been shown that antioxidants can  improve mitochondrial respiration, reduce 
oxidative stress and  IL‐6, and  reduce markers  for organ dysfunction  (Lowes et al., 2013). A  recent 
review outlined  that antioxidants may also ameliorate exercise  induced oxidative  stress, although 
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there was some conflicting evidence outlined (Yavari et al., 2015). Further to this, antioxidants have 
been associated with reduced disease risk. For instance the antioxidant vitamins A, C and E, in addition 
to beta‐carotene have been associated with a reduced rate of atherosclerosis pathogenesis, as a result 
of reduced oxidation of LDL‐C (Singh et al., 1995). A reduced risk for strokes has also been observed 
in people aged >65 years old, who had higher dietary vitamin C and plasma concentrations of ascorbic 
acid (Gale et al., 1995). Furthermore, antioxidants have been associated with extended life. Mococci 
et al. (2000) concluded from their work on centenarians, that high levels of the antioxidants vitamin 
A and E were an important factor in providing extreme longevity (Mecocci et al., 2000). Additionally, 
CR has been associated with a decline in ROS, a key mediator of oxidative damage (Qiu et al., 2010).  
There  is  significant  evidence  suggesting  ROS  impacts  cholesterol metabolism.  Data  gained  from 
murine models  indicates that  increased ROS  induces the dephosphorylation and activation of HMG 
CoA reductase  (Pallottini et al., 2007).  Importantly, HMG CoA reductase regulates the rate  limiting 
step of cholesterol biosynthesis. Thus the age associated increase in ROS has been associated with the 
rise  in plasma  cholesterol often observed with  age  (Pallottini et  al., 2005).  It would  therefore be 
appropriate to incorporate the effects of ROS on the system. However, this was a robust aspect of the 
model, and the parameters regulating the production of mevalonate were not sensitive to change. As 
outlined previously, this robustness could be due to the size of the model and sensitivities of reactions 
with  assumed parameters.  Solely  taking  the  cholesterol biosynthesis pathway  from  the model  to 
investigate the influence of ROS may overcome this difficulty and ensure that these assumed reactions 
do not influence the results significantly.  
 
6.2.2.1.2 Investigating the age associated decrease in ACAT  
A further experimental finding to consider  is the decrease  in ACAT observed with age  in Watanabe 
heritable hyperlipidaemic rabbits (Shiomi et al., 2000). It has been hypothesised that a decline in ACAT, 
could explain the phenomemon that LDL‐C decreases with age. It has been suggested a reduction in 
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ACAT2 results  in reduced VLDL‐C secretion, which  in turn  leads to a reduction  in LDL‐C. The excess 
cholesterol accumulates  in the  liver resulting  in a condition akin to non‐alcoholic fatty  liver disease 
(Mc  Auley  and  Mooney,  2017).  However,  in  contrast  to  the  findings  in  Watanabe  heritable 
hyperlipidaemic rabbits, macrosomic and control Wistar rats, had ACAT levels which were observed 
to increase with age. In this study LCAT also increased with age whilst HMG CoA reductase decreased 
in  both  experimental  groups  (Merzouk  et  al.,  2001).  Simulating  these  additional  age  associated 
changes to cholesterol metabolism within the updated model would also be a worthwhile task, as it 
may provide some clarity to these varied experimental findings.  
 
6.2.2.2 Fatty acid metabolism 
To analyse lipid metabolism more holistically, the model of cholesterol metabolism could be expanded 
to incorporate fatty acid metabolism. There are several aspects of these two pathways which overlap. 
For  instance, both cholesterol and TAG are  incorporated  into  the chylomicron  (Jamil et al., 1995), 
before  entry  into  the  blood  stream.  Here,  LPL  located  on  the  capillary  endothelium,  causes  the 
hydrolysis  of  TAG  to  glycerol  and  FFA  for  either  energy  production  or  storage within  the  tissues 
(Kersten, 2014). The chylomicron remnant then returns to the liver for degradation (Cooper, 1997). 
Additionally, during RCT, cholesterol esters from HDL are exchanged for TAG from VLDL and LDL by 
CETP in a 1:1 ratio (Zhang et al., 2015). In Chapter 3, it was outlined that SFA feeding modulated several 
mechanisms of cholesterol metabolism. Experimental evidence suggests SFA suppresses LDLr activity 
(Woollett et al., 1992), increases cholesterol synthesis (Jones et al., 1994), upregulates CETP (Jansen 
et al., 2000), and  inhibits LCAT (Berard et al., 2004). These findings may account for the  increase  in 
CVD mortality with elevated TAG, as  reported by  Liu et al.  (2013). Through a meta‐analysis of 61 
prospective studies, Liu et al. (2013) concluded that for each 1mmol/L plasma TAG, there was a 13% 
increase in CVD mortality. Additionally, all‐cause mortality rose 12% for each 1mmol/L increase in TAG 
(Liu et al., 2013). Therefore  it  is  important  the  interactions between  these  two pathways are  fully 
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elucidated. This could be achieved by incorporating fatty acid metabolism and the whole body model 
of cholesterol metabolism. There are already several models of fatty acid metabolism which could be 
incorporated. For instance, the comprehensive ODE model by Pratt et al. (2015), which showed the 
effect FFA and glucose feeding has on glucose, TAG, NEFA, and insulin, within the liver, adipose tissue, 
muscle,  and  plasma.  This  eloquent model  outlines  the  intake  of  TAG,  its movement  to  the  liver, 
secretion in VLDL, and deposition in the muscle and adipose (Pratt et al., 2015). In another example, 
Shorten and Upreti (2005) created a model which outlined the biosynthesis of TAG, phospholipids and 
cholesterol esters, and their assembly into VLDL. The affinities of the liver enzymes to different fatty 
acids  was  also  investigated  (Shorten  and  Upreti,  2005).  Additionally  the  comprehensive model, 
SteatoNet, encompasses glucose metabolism,  β‐oxidation,  lipoprotein metabolism and amino acid 
metabolism, in order to investigate liver associated pathologies (Naik et al., 2014). Any of examples 
outlined above  could easily be combined with  the model of cholesterol metabolism  to produce a 
superior model of whole body lipid metabolism and help delineate these pathway interactions. 
 
6.2.2.3 Combining cholesterol metabolism with vitamin D metabolism 
The model could also be adapted to include the vitamin D pathway. A low vitamin D status has been 
linked  with  an  atherogenic  lipid  profile  (Cutillas‐Marco  et  al.,  2013).  Conversely,  vitamin  D 
supplementation has been  shown  to  raise HDL‐C, which may have  a positive  impact on CVD  risk 
(Tavakoli et al., 2016). However, evidence also suggests vitamin D supplementation could have either 
no effect on the  lipoprotein profile  (Andersen et al., 2009), or have a negative  impact, through an 
increase in TC, LDL‐C and VLDL‐C (Schwetz et al., 2018). In a country such as the UK, where vitamin D 
deficiency  is  prevalent,  and  12.9  and  19.8%  of middle  aged UK men  and women  take  vitamin D 
supplements (Hyppönen and Power, 2007), it is vital these associations are well understood. However, 
to date, the  interactions between these two metabolic pathways remains ambiguous. For  instance, 
vitamin D is synthesised in the presence of sunlight from 7‐dehydrocholesterol, an intermediate of the 
cholesterol biosynthesis pathway, it would therefore be logical to assume that increased cholesterol 
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synthesis would also lead to an increase in vitamin D. However increased TC has been associated with 
a reduction in vitamin D (Vitezova et al., 2015). Moreover, statin treatment, which inhibits cholesterol 
synthesis upstream of 7‐dehydrocholesterol production has been shown to increase vitamin D (Yavuz 
et al., 2009). Additionally, a negative relationship between HDL‐C and circulating vitamin D has been 
observed, and it is suggested this association in bidirectional (Vitezova et al., 2015). The mechanisms 
underpinning these findings could be elucidated through the use of mathematical modelling using the 
model outlined here as a basis, and  incorporating  the vitamin D pathway. Currently  there are no 
existing models  linking cholesterol and vitamin D metabolism, thus this could be a novel expansion 
and application of the model.  
 
6.3 Electrochemical analysis of DNA methylation  
To  investigate another pathway affected by the ageing process, electrochemistry was employed to 
detect changes to DNA methylation, as a sensor for cancer. It is clear electrochemical techniques are 
an  excellent method  for  detecting  a  range  of  biological  species,  and  there  have  been  numerous 
examples in recent years, such as bacteria (Altintas et al., 2018), glucose (Douglas and Teaney, 1988), 
and  dissolved  oxygen  (Xiao  et  al.,  2003)  quantification.  The  detection  of  DNA methylation  using 
electrochemistry has seen much interest over the last decade due to the association of aberrant DNA 
methylation and disease. There are multiple examples of its use in the detection of cancer across a 
range of genes. For instance Topkaya et al. (2012) used EIS and DPV to detect DNA hypermethylation 
in the GSTP1 gene promoter, as marker for prostate cancer (Topkaya et al., 2012), while Sahab et al. 
(2014) also investigated this gene promoter using CV (Saheb et al., 2014). All three electrochemical 
tests were able to detect hypermethylation, however, is it difficult to determine a superior procedure 
from the results available. This is compounded by the varied adsorption procedures used. The work 
outlined  in Chapters 4 and 5 overcomes  these  issues and gives a  comprehensive overview of  the 
strengths  and weaknesses  of  each  technique,  providing  new  insights  into  how  a  sensor  for DNA 
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methylation  can  be  developed.  The  results  gained  here  indicate  EIS  is  a  superior  technique  for 
detecting DNA methylation. In a similar study, where CV, DPV and EIS were used to detect the BRCA1 
gene, Benvedi et al. (2015) also conclude EIS exhibited a superior analytical performance.  
In addition to being a successful procedure for both homogenous and heterogeneous samples, this 
work has revealed that this procedure could be used to detect cancer from a blood sample, in a so 
called liquid biopsy. For instance, using square wave voltammetry, Cai et al. (2018) showed that ctDNA 
could  be  detected  at  concentrations  as  low  as  10fM,  where  cancer  patients  typically  exhibit 
concentrations greater than 200fM (Cai et al., 2018). Additionally, based on a comprehensive search 
of  the  literature,  it can be hypothesised  this procedure could be applied  to numerous age  related 
diseases (Guay et al., 2014; Ji et al., 2016). However, it is important the limitations of this research are 
discussed to enable the growth of this technology. 
 
6.2.2 Sensor limitations 
The work conducted here demonstrates that DNA methylation can be detected  in the EN1 gene of 
both synthetic and MCF‐7 DNA using a three electrode redox cell. Additionally the electrochemical 
procedures were able to detect % DNA methylation in heterogeneous samples. Thus, these findings 
provide a strong basis for the application of this technology as a sensor for cancer, as often biopsies 
show heterogeneity. However, there are several limitations that should be discussed.  
The first  limitation  is the significant difference  in the number of nucleotides between the synthetic 
and MCF‐7 ssDNA. MCF‐7 DNA and the unmethylated control WGA DNA induced a significant increase 
in Rct and ∆ܧ௣, and a decrease in ݅௣௔ when compared to their synthetic counterparts. The synthetic 
oligonucleotides were 30 bases  in length while the MCF‐7 DNA was 140 bases  long. This procedure 
was replicated based on the work of Koo et al. (2014), who utilised a 53 base synthetic oligonucleotide 
and a 140 base section of the EN1 gene from MCF‐7. This work reported similar findings of increased 
electrode passivation. Ideally, the synthetic DNA would contain the same number of nucleotides as 
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the MCF‐7 amplicon, to ensure the optimisation procedure could be appropriately applied to the MCF‐
7 DNA. Alternatively, complete optimisation for the MCF‐7 DNA could be conducted, as the increased 
passivation of Au‐RDE by the 140 base ssDNA could substantially alter the parameter values gained 
during the optimisation procedure completed with 30 base synthetic ssDNA.  
Another issue is that the amplified ssDNA from MCF‐7/WGA was not purified or quantified, similarly 
to Koo et al. (2014). Although the MCF‐7 DNA was quantified (equation 33) and the samples were 
determined to be pure (equation 34 and 35) following DNA extraction, it is important to consider that 
unused PCR reagents such as dNTPs could interfere with the signals produced. Although often it took 
several attempts to get three consistent results, it does not appear this occurred, or that it occurred 
an insignificant amount, as this also occurred for the synthetic DNA. To support this, Kimura‐Suda et 
al. (2003) report smaller sections of DNA produce a thinner  film on gold, which may be difficult to 
detect  (Kimura‐Suda  et  al.,  2003). Additionally,  although MCF‐7/WGA  ssDNA was  not  quantified, 
various ratios of the amplicons in PBS were analysed. This is an improvement from the Koo et al. (2014) 
study, which only used one measurement of 10µl secondary PCR product diluted with 20µl 5 X SSC 
buffer. By conducting tests with a range of different dilutions, the optimum fractional proportion of 
secondary PCR product was established as 1/18, where 100µl secondary PCR product was diluted with 
1700µl 1 X PBS. Although the volume of secondary PCR product was ten times greater than that used 
in Koo et al. (2014), the dilution was significantly greater; 1/18 compared to 1/3. This indicates that 
the redox system containing the Au‐RDE and/or procedure was significantly more sensitive than that 
employed by Koo et al. (2014). Additionally, the test samples were applied in excess when adsorbed 
to the Au‐RDE, and therefore this volume could be reduced from 1.8ml. Moreover, it is important to 
consider  that using an electrode such as the Au‐SPE, could enable the use of substantially smaller 
volumes. Koo et al. (2014) reported 30µl of diluted sample was sufficient to coat the working electrode 
surface. Therefore, to create a 1/18 dilution, only 1.7µl of secondary PCR product would be required. 
However this would depend on an Au‐SPE exhibiting a similar sensitivity to the Au‐RDE. While this is 
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unlikely,  it  is worth investigating as the use of this type of electrode may be more appropriate as a 
single use electrode for patient samples in a clinical setting.  
Furthermore, as the electrochemical procedures were the key area of interest, the PCR procedure was 
taken from the MethylEasy Xceed kit, and the primer concentration and ratio was derived from Heiat 
et al. (2017) without adaption. Although the method was successful, it is important to consider that 
small changes to the procedure could impact the concentration of the amplicon (Heiat et al., 2017), 
thus investigating the PCR method could further enhance the overall technique.  
 
6.2.3 Future work  
The work conducted in Chapters 4 and 5 clearly show that DNA methylation is measurable in the EN1 
gene of both  synthetic and  cancer derived DNA by electrochemical  techniques. There are  several 
further tests and applications that this sensor could be applied to; these are outlined below. 
 
6.2.3.1 EN1 gene methylation and cancer 
This work outlines the use of this electrochemical sensor for detecting DNA methylation in the EN1 
gene of the breast cancer cell line MCF‐7. However, methylation of the EN1 gene has been observed 
in multiple cancers. Therefore, this sensor could be applied to not only the detection and monitoring 
of breast cancer, but numerous other cancers. For instance, hypermethylation of the EN1 gene was 
observed  in 80% of high grade serous ovarian carcinoma samples  (Montavon et al., 2012), 70% of 
colorectal  tumours  (Frigola et al., 2006), and 65% of prostate  tumours  (Devaney et al., 2011).  It  is 
important  to  note,  the  form  of  cancer  can  have  a  significant  impact,  for  instance,  while  EN1 
hypermethylation was observed in 80% of high grade serous ovarian carcinoma, it was only observed 
in 8.3% of epithelial ovarian cancers (Montavon et al., 2012). Furthermore, Mayor et al. (2009) showed 
that while EN1 methylation was observed  in 73% of colorectal carcinomas, only 40% of colorectal 
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adenomas exhibited EN1 hypermethylation (Mayor et al., 2009). To overcome the possibility of false 
negative results, it may be beneficial to select two or more genes for analysis of patient samples. For 
instance, in the work conducted by Montavon et al. (2012), it was shown that the combination of the 
HOXA9  and  EN1  gene  discriminated  high  grade  serous  ovarian  carcinoma  from  controls  with  a 
sensitivity of 98.8% and specificity of 91.7%, while detecting DNA methylation  in HOXA9 singularly 
reduced the sensitivity to 95%. Selecting for 3 genes, and including the CA125 gene with HOXA9 and 
EN1, further  increased the sensitivity to 100% without affecting specificity (Montavon et al., 2012). 
Therefore, from this evidence it is clear that combining genes for analysis could produce a superior 
test for detecting DNA methylation as a sensor for cancer.  
 
6.2.3.2 Alternative genes and other age related disease 
Following on from the above work, a further expansion for this technology is the investigation of other 
age related disease.  In these  instances, EN1 may not be an appropriate gene promoter to analyse. 
However hypermethylation  in alternative gene promoters associated with age  related disease has 
been observed. These  could easily be  selected  for,  through  the use of  alternative primers during 
asymmetric PCR. For  instance, the ABCA1 gene promoter could be  investigated to determine CAD. 
Guay  et  al.  (2014)  showed  that  in males  >61  years  of  age,  there  was  a  4.7%  increase  in  DNA 
methylation  in  those with  CAD  compared with  those without  CAD.  Additionally,  treatment with 
acetylsalicylic acid resulted in a 3.6% reduction (p<0.05) in mean ABCA1 methylation compared with 
participants not under this treatment (Guay et al., 2014). Therefore, it is possible that monitoring DNA 
methylation during  clinical  intervention  could help determine  treatment effectiveness.  In another 
example, Ji et al. (2016) found that methylation across four CpG sites in the DRD4 gene promoter, was 
significantly raised in men with AD. The mean methylation was 15.22±3.72% in male patients with AD 
while methylation levels were 11.40±3.47% in matched controls (Ji et al., 2016). Conversely in females, 
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no statistical difference between groups was observed  (14.13±4.51 vs. 11.56±4.40%). Therefore,  it 
may be important to consider sex differences during future investigations.  
 
6.2.3.3 Number and order of methylated CpG sites 
The work conducted in Chapters 4 and 5 analysed sections of fully methylated or unmethylated DNA. 
It  also  examined  heterogeneous  combinations  of  these  two  samples  to  detect  %  methylation. 
However, it was not investigated if % methylation could be determined in a homogenous sample; i.e. 
could  this  method  determine  the  number  of  methylated  CpG  sites.  Furthermore,  it  was  not 
investigated  if the positioning of methylated CpG sites could be differentiated using this sensor. A 
sensible next step in this work would be to use synthetic oligonucleotides to test this. This is because 
differential  CpG  site methylation  has  been  associated with  different  health  factors.  For  instance, 
within a  series of eight CpG of  the XAF1  tumour suppressor gene promoter,  the  ‐1st CpG site was 
methylated in 96.8% of carcinoma, in comparison to 73.3% of adenoma tissues. Conversely at the ‐2nd 
CpG site, only 19% and 3.3% were methylated in carcinoma and adenoma respectively. These results 
suggest that some CpG sites may have unequal importance in the progression of human colon cancer 
(Zou et al., 2006).  
Similar findings have been observed in alternative diseases and related gene promoters. For example, 
Ji et al. (2017) investigated 3 CpG sites within a CpG island of 105 CpG dinucleotides. In this analysis it 
was found that percent methylation of CpG3 was significantly higher (77.96±4.08 vs. 74.41±3.98%) in 
patients  with  AD  compared  with  the  control  group.  Conversely,  no  significant  difference  in 
methylation  levels  between  groups was  observed  for  CpG1  or  CpG2  (Ji  et  al.,  2017).  In  another 
example, there were statistically significant  increases of 7.8, 7.1, 4.4 and 9.3%  in the  level of DNA 
methylation of CpG sites 235, 180, and 102bp upstream and 63bp downstream of the TSS of the INS 
gene promoter respectively, in patients with T2DM compared with non‐diabetic controls (Yang et al., 
2011). Furthermore, in this study of diabetic patients, Yang et al. (2011) showed through analysis of 
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25 CpG sites of the insulin promoter from human pancreatic islets, the methylation of 7 CpG sites were 
correlated with HbA1c, while the methylation of 11 CpG sites were associated with BMI, with only four 
CpG  sites  related  to  both  these  health  factors.  Additionally, methylation  of  nine  CpG  sites were 
associated with insulin mRNA expression; five and seven of which were also correlated with HbA1c, 
and BMI respectively (Yang et al., 2011). Based on these examples, it may therefore be important for 
diagnosis to determine which CpG sites are methylated. For this reason, determining if this technology 
is capable of detecting the number and positioning of methylated CpG sites could be of significant 
benefit. The prospect of this is promising as outlined by Sina et al. (2014). Although Sina et al. (2014) 
did not investigate if the order of CpG methylation impacted the DPV current response, the number 
of methylated CpG  sites was analysed. This was achieved by using oligonucleotides  containing 53 
bases designed to represent bisulphite treated and asymmetrically amplified regions of the EN1 gene, 
containing  0,  1,  4  and  8 methylated  CpG  sites.  A  negative  correlation  between  the  number  of 
methylated sites and current was observed, with an R2 of 0.97411. Therefore the authors outline that 
the eMethylsorb technique is able to successfully detect DNA methylation at a single CpG site. 
 
6.2.3.4 Non‐invasive and point of care testing 
It is important to explore the possibility that the detection of cancer through this method, could be 
conducted  using  a  blood  sample,  rather  than  a  tissue  sample  obtained  through  biopsy.  This  less 
invasive test could have the potential to save time, money and resources. The rationale behind this is 
that  recent evidence  suggests  that  tumour DNA  is  released  into circulation.  It has  therefore been 
suggested  that ctNDA  from a blood sample could be used as a biomarker  for cancer  (Warton and 
Samimi, 2015). Bettegowda et  al.  (2014)  investigated  if  ctDNA  could be detected  in 640 patients 
diagnosed with various cancers. Using digital PCR based technologies, it was determined that ctDNA 
could  be  detected  in  >75%  of  patients  with  advanced  pancreatic,  ovarian,  colorectal,  bladder, 
gastroesophageal, breast, melanoma, hepatocellular, and head and neck cancers. Additionally  this 
study outlined, that ctDNA was correlated with cancer grade, and there was a negative correlation 
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with 2 year survival rate (Bettegowda et al., 2014). However, there is evidence to suggest that sensors 
are less able to detect aberrant methylation from ctDNA than samples from traditional biopsies. For 
instance, Fujiwara et al. (2005) showed that aberrant methylation could only be detected in 49.5% of 
serum samples  from patients with  lung cancer, while 77% of  lung biopsies exhibited aberrant DNA 
methylation. Therefore,  it  is possible  that using  liquid biopsies  such as  this may produce a higher 
number of false negatives than traditional biopsies. However, it is important to consider that this could 
be a limitation of the methodologies employed, and that electrochemical techniques appear to have 
increased sensitivities which may overcome this (Cai et al., 2018). It is also important to consider the 
benefits the miniaturisation of such technology, to a  low cost hand held portable device, can have. 
Although this may require the use of a replaceable single use working electrode, instead of a reusable 
Au‐RDE as utilised  in  this work,  the use of  such  sensors has been beneficial  for monitoring other 
biological components  such as; dissolved oxygen  (Xiao et al., 2003), glucose  (Douglas and Teaney, 
1988), and cholesterol (Rodriguez‐Silva et al., 2016).  
 
6.2.3.5 Financial benefits 
By applying these suggestions to a clinical setting, there are potential significant savings for the NHS. 
For instance, the cost of treatment for a patient with stage 1 colon cancer is £3,373 in comparison to 
£12,519  for a patient with stage 4 colon cancer  (Birtwistle and Earnshaw, 2014).  In a collaborative 
report  conducted by  Incisive health  and Cancer  research UK  in 2014,  it was  estimated  that early 
diagnosis could benefit 52,000 people, and could reduce the cost of treatment for all cancers by just 
under £210 million. Additionally, the cost of diagnosis (excluding blood tests) for stage 1 colon cancer 
is 31.4% less than the diagnosis of a stage 4 colon cancer. For these reasons, the report outlines the 
need for technologies to offer early diagnosis (Birtwistle and Earnshaw, 2014). With the preliminary 
findings outlined in this work and evidence suggesting that tumour grading, location and outcome are 
correlated with  the extent of EN1 hypermethylation  (Bell et al., 2011),  the sensor developed here 
could provide a suitable means of achieving this goal, especially as the test is inexpensive and rapid. 
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Furthermore, it is important to note that additional patient benefits and NHS savings could be made 
if the technology were to be applied to other age related conditions such as CVD.  
 
6.3 Conclusion  
To  summarise,  this work  outlines  the  use  of  novel  investigatory  techniques  for  two  age  related 
diseases; namely CVD and cancer. In the first instance, cholesterol metabolism, a key regulator of CVD, 
was  investigated using mathematical modelling.  The updated model  created  behaved  as  a hypo‐
responder to cholesterol metabolism, and outlined the impact saturated fat, ageing and CETP can have 
on cholesterol metabolism. The model also showed the robustness of the cholesterol biosynthesis 
pathway, and highlighted the absence of a priori kinetic data, and the sensitivity of the sections of the 
model  represented  by  assumed  kinetics.  Secondly,  electrochemical  techniques  were  used  to 
determine  DNA  methylation  within  the  EN1  gene  promoter  as  a  sensor  for  cancer.  These 
electrochemical  techniques were  able  to  detect  DNA methylation  in  synthetic  DNA  designed  to 
represent a bisulphite modified and asymmetrically amplified section of the EN1 gene promoter, and 
DNA derived  from  the breast  cancer  cell  line MCF‐7.  It was established  that EIS was  the  superior 
electrochemical technique at detecting DNA methylation when compared to CV at 50 and 200mV/s, 
and DPV, with a limit of detection for the 30 base synthetic DNA of 10nM. A concentration of 25nM 
was required to differentiate methylated DNA from unmethylated synthetic DNA. It was also found 
that  the  techniques  could  determine  %  DNA  methylation  from  heterogeneous  solutions  of 
methylated/unmethylated  synthetic  oligonucleotides  and  MCF‐7/WGA  DNA.  Additionally,  it  was 
hypothesised that this technology could be applied to the diagnosis and monitoring of multiple age 
related diseases, which may lead to better patient care. Therefore, this work has shown the value of 
using non‐traditional techniques to investigate age related disease. Furthermore, due to the complex 
nature of ageing, there is no doubt these techniques will prove invaluable to the future study of this 
multifaceted phenomenon and the diseases associated with it.  
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6.4 Summary of key research findings 
 The updated mathematical model behaved as a hypo‐responder to cholesterol feeding but was 
sensitive to SFA feeding. 
 Cholesterol  biosynthesis  was  a  robust  section  of  the  model,  while  pathways  described  by 
assumed kinetics were sensitive to parameter variation.  
 CETP genotype can influence the extent to which LDL‐C rises with age. 
 DNA methylation can be detected in both homogeneous and heterogeneous samples, using the 
electrochemical techniques; EIS, CV, and DPV. 
 EIS is a superior technique for detecting DNA methylation, as a sensor for cancer. 
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Appendix 
Section 1 Model overview 
Model abbreviations  
AACT: Acetoacetyl CoA thiolase 
ABC1D: ATP‐binding cassette subfamily A member 1 degradation 
ABC1S: ATP‐binding cassette subfamily A member 1 synthesis 
ABCA1: ATP‐binding cassette subfamily A member 1 
ABCG5G8: ATP‐binding cassette transporters G8/G8 
ABCG5G8D: ATP‐binding cassette transporters G8/G8 degradation 
ABCG5G8S: ATP‐binding cassette transporters G8/G8 synthesis 
ABST: Apical‐dependent bile acid transporter 
ABSTD: Apical‐dependent bile acid transporter degradation 
ABSTS: Apical‐dependent bile acid transporter synthesis 
ACAT1: Acetyl‐coenzyme A: cholesterol acetyltransferase 1 
ACAT2: Acetyl‐coenzyme A: cholesterol acetyltransferase 2 
AKR1D1: Aldo‐keto reductase family 1 member D1 
APOAI: Apolipoprotein A‐I 
BACS: Bile acid: CoA synthase 
BAT: Bile acid CoA: amino acid N‐acyltransferase 
BCBA: Blood conjugated bile acids 
BSEP: Bile salt export pump 
BSEPD: Bile salt export pump degradation 
BSEPS: Bile salt export pump synthesis 
BSH: Bile salt hydrolase  
BUBA: Blood unconjugated bile acids 
C1: 7α‐hydroxycholesterol 
C10: 7α‐hydroxy‐3‐oxo‐4‐cholestenoate 
C2: 7α‐hydroxycholest‐4‐en‐3‐one 
C3: 7α‐hydroxy‐5β‐cholestan‐3‐one 
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C4: 3α, 7α‐dihydroxy‐5β‐cholestanate 
C5: 4‐cholesten‐7α, 12α‐diol‐3‐one 
C6: 5β‐cholesten‐7α, 12α‐diol‐3one 
C7: 3α, 7α, 12α‐trihydroxy‐5β‐cholestanoate 
C8: 3β‐hydroxy‐5‐cholestenoate 
C9: 3β, 7α‐dihydroxy‐5‐cholestenoate 
CEH: Cholesterol ester hydrolase 
CETP: Cholesteryl ester transfer protein  
CYP27A1: Sterol 27‐hydroxylase 
CYP7A1: Cholesterol 7α‐hydroxylase 
CYP7B1: 25‐hydroxycholesterol 7α‐hydroxylase 
CYP8B1: 12α‐hydroxylase 
DCE: Dietary cholesterol esters 
DFC: Dietary free cholesterol 
DHCR7: 7‐Dehydrocholesterol reductase  
DHCR24: 24‐Dehydrocholesterol reductase 
EFC: Excreted free cholesterol 
EUBA: Excreted unconjugated bile acids 
FDPS: Farnesyl diphosphate synthase  
H7DHC: Hepatic 7‐dehydrocholesterol 
H7DHDES: Hepatic 7‐dehydrodesmosterol 
HAACoA: Hepatic acetoAcetyl CoA 
HACoA: Hepatic acetyl CoA 
HACoAS: Hepatic acetyl CoA synthesis 
HAPOAIS: Hepatic apolipoprotein A‐I synthesis 
HCBA: Hepatic conjugated bile acids 
HCE: Hepatic cholesterol esters 
HCH: Hepatic chylomicron 
HDES: Hepatic desmosterol 
HDL2: High density lipoprotein subclass 2 
HDL3: High density lipoprotein subclass 3 
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HDMAPP: Hepatic dimethylallyl pyrophosphate 
HFC: Hepatic free cholesterol 
HFPP: Hepatic farnesyl pyrophosphate 
HGPP: Hepatic geranyl pyrophosphate 
HHMGCoA: Hepatic HMG CoA 
HIPP: Hepatic isopentenyl pyrophosphate 
HL: Hepatic lipase 
HLAN: Hepatic lanosterol 
HLDLR: Hepatic low density lipoprotein receptor 
HLDLRD: Hepatic low density lipoprotein receptor degradation 
HLDLRS: Hepatic low density lipoprotein receptor synthesis 
HMG‐CoA reductase: 3‐Hydroxy‐3‐methylglutaryl reductase 
HMG‐CoA synthase: 3‐Hydroxy‐3‐methylglutaryl CoA synthase 
HMV: Hepatic mevalonate 
HMV5P: Hepatic mevalonate‐5‐phosphate 
HMV5PP: Hepatic mevalonate diphosphate 
HSD3B7 : Cholest‐5‐ene‐3β, 7α‐diol 3β‐dehydrogenase 
HSL: Hormone sensitive lipase 
HSQ: Hepatic squalene 
HSQE: Hepatic squalene epoxide 
HSRB1: Hepatic scavenger receptor class B member 1 
HSRB1D: Hepatic scavenger receptor class B member 1 degradation 
HSRB1S: Hepatic scavenger receptor class B member 1 synthesis 
HUBA: Hepatic unconjugated bile acids 
HUBACoA: Hepatic unconjugated bile acid ‐CoA 
IAPOAIS: Intestinal Apolipoprotein A‐I synthesis 
ICBA: Ileocyte conjugated bile acids 
IDI: Isopentenyl diphosphate delta isomerase  
IDLC: Intermediate density lipoprotein cholesterol 
IUBA: Ileocyte unconjugated bile acids 
J7DHC: Jejunocyte 7‐dehydrocholesterol 
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J7DHDES: Jejunocyte 7‐dehydrodesmosterol 
JAACoA: Jejunocyte acetoAcetyl CoA 
JACoA: Jejunocyte acetyl CoA 
JACoAS: Jejunocyte acetyl CoA synthesis 
JCE: Jejunocyte cholesterol esters 
JCH: Jejunocyte chylomicron  
JDES: Jejunocyte desmosterol 
JDMAPP: Jejunocyte dimethylallyl pyrophosphate 
JFC: Jejunocyte free cholesterol 
JFPP: jejunocyte farnesyl pyrophosphate 
JGPP: Jejunocyte geranyl pyrophosphate 
JHMGCoA: Jejunocyte HMG CoA 
JIPP: Jejunocyte isopentenyl pyrophosphate 
JLAN: Jejunocyte lanosterol 
JMV: Jejunocyte mevalonate 
JMV5P: Jejunocyte mevalonate‐5‐phosphate 
JMV5PP: Jejunocyte mevalonate diphosphate 
JSQ: Jejunocyte squalene 
JSQE: Jejunocyte squalene epoxide 
LCAT: Lecithin‐cholesterol acyltransferase 
LCBA: Lumen conjugated bile acids 
LCE: Lumen cholesterol esters 
LDLC: Low density lipoprotein 
LFC: Lumen free cholesterol 
LPL: Lipoprotein lipase 
LRP: Lipoprotein receptor related protein 
LRPD: Lipoprotein receptor related protein degradation 
LRPS: Lipoprotein receptor related protein synthesis 
LUBA: Lumen unconjugated bile acids 
MTP: Microsomal triglyceride transfer protein 
MVD: Mevalonate‐5PP decarboxylase 
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MVK: Mevalonate kinase 
ndHDL: Nascent high density lipoprotein 
ndHDLC: Nascent high density lipoprotein cholesterol 
NPC1L1: Neimann‐Pick C1‐Like 1 
NPC1L1: Neimann‐Pick C1‐Like 1 degradation 
NPC1L1S: Neimann‐Pick C1‐Like 1 synthesis 
NTCP: Na+‐taurocholate cotransporting polypeptide 
NTCPD: Na+‐taurocholate cotransporting polypeptide degradation 
NTCPS: Na+‐taurocholate cotransporting polypeptide synthesis 
OST: Organic solute transporter α/β 
OSTD: Organic solute transporter α/β degradation 
OSTS: Organic solute transporter α/β synthesis 
OSC: Oxidosqualene cyclase 
P7DHC: Peripheral 7‐dehydrocholesterol 
P7DHDES: Peripheral 7‐dehydrodesmosterol 
PAACoA: Peripheral acetoAcetyl CoA 
PACoA: Peripheral acetyl CoA 
PACoAS: Peripheral acetyl CoA synthesis 
PCE: Peripheral cholesterol esters 
PDES: Peripheral desmosterol 
PDMAPP: Peripheral dimethylallyl pyrophosphate 
PFC: Peripheral free cholesterol 
PFPP: Peripheral farnesyl pyrophosphate 
PGPP: Peripheral geranyl pyrophosphate 
PHMGCoA: Peripheral HMG CoA 
PIPP: Peripheral isopentenyl pyrophosphate 
PL: Phospholipids 
PLAN: Peripheral lanosterol 
PLDLR:  Peripheral low density lipoprotein receptor 
PLDLRD: Peripheral low density lipoprotein receptor degradation 
PLDLRS: Peripheral low density lipoprotein receptor synthesis 
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PLPT: Phospholipid transfer protein 
PLS: Phospholipid source 
PMV: Peripheral mevalonate 
PMV5P: Peripheral mevalonate‐5‐phosphate 
PMV5PP: Peripheral mevalonate diphosphate 
PMVK: Peripheral phosphomevalonate kinase 
PSQ: Peripheral squalene 
PSQE: Peripheral squalene epoxide 
PSRB1: Peripheral scavenger receptor class B member 1 
PSRB1D : Peripheral scavenger receptor class B member 1 degradation 
PSRB1S: Peripheral scavenger receptor class B member 1 synthesis 
PSS: Peripheral steroid synthesis 
SE: Squalene epoxidase 
SS: Squalene synthase 
VLDLC: Very low density lipoprotein cholesterol 
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Table A.1 Initial values and abbreviation of species 
Species  Abbreviation  Initial Value (mg)
     
Dietary Intake 
Free cholesterol  DFC  0 
Cholesterol esters  DCE  0 
   
Intestinal Lumen 
Free cholesterol  LFC 0 
Cholesterol esters  LCE  0 
Conjugated bile acids  LCBA  200 
Unconjugated bile acids  LUBA  50 
     
Jejunocytes 
Acetyl CoA synthesis  JACoAS 210 
Acetyl CoA  JACoA 210 
AcetoAcetyl CoA  JAACoA  210 
HMG CoA  JHMGCoA  210 
Mevalonate  JMV  210 
Mevalonate‐5‐phosphate  JMV5P  210 
Mevalonate diphosphate  JMV5PP  210 
Isopentenyl pyrophosphate  JIPP 210 
Dimethylallyl pyrophosphate  JDMAPP 210 
Geranyl pyrophosphate  JGPP  210 
Farnesyl pyrophosphate  JFPP  210 
Squalene  JSQ  210 
Squalene epoxide  JSQE  210 
Lanosterol  JLAN  210 
7‐Dehydrodesmosterol  J7DHDES 210 
7‐Dehydrocholesterol  J7DHC 210 
Desmosterol  JDES  210 
Free cholesterol  JFC  1575 
Cholesterol esters  JCE  1575 
Chylomicron    JCH  948 
296 
 
Species  Species Species 
     
Neimann‐Pick C1‐Like 1  NPC1L1  100 
Neimann‐Pick C1‐Like 1 synthesis  NPC1L1S  1 
Neimann‐Pick C1‐Like 1 degradation NPC1L1D 0 
   
Ileocytes 
Conjugated bile acids  ICBA  50 
Unconjugated bile acids  IUBA  50 
Apical‐dependent bile acid transporter  ABST  100 
Apical‐dependent bile acid transporter  ABSTS  1 
Apical‐dependent bile acid transporter ABSTD 0 
Organic solute transporter α/β  OST 100 
Organic solute transporter α/β synthesis  OSTS  1 
Organic solute transporter α/β degradation  OSTD  0 
Intestinal Apolipoprotein A‐I synthesis  IAPOAIS  1657 
     
Blood 
Apolipoprotein A‐I  APOAI 8286 
Nascent high density lipoprotein  ndHDL 1657 
Nascent high density lipoprotein cholesterol  ndHDLC  1228 
High density lipoprotein subclass 2  HDL2  409 
High density lipoprotein subclass 3  HDL3  409 
Very low density lipoprotein cholesterol  VLDLC  948 
Intermediate density lipoprotein cholesterol  IDLC  949 
Low density lipoprotein  LDLC 3209 
Unconjugated bile acids  BUBA 1 
Conjugated bile acids  BCBA 1 
Phospholipids  PL  1657 
Phospholipid source  PLS  10 
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Species  Species Species 
     
Hepatic Tissue 
Acetyl CoA synthesis  HACoAS  303 
Acetyl CoA  HACoA 303 
AcetoAcetyl CoA  HAACoA 303 
HMG CoA  HHMGCoA  303 
Mevalonate  HMV  303 
Mevalonate‐5‐phosphate  HMV5P  303 
Mevalonate diphosphate  HMV5PP  303 
Isopentenyl pyrophosphate  HIPP  303 
Dimethylallyl pyrophosphate  HDMAPP 303 
Geranyl pyrophosphate  HGPP 303 
Farnesyl pyrophosphate  HFPP  303 
Squalene  HSQ  303 
Squalene epoxide  HSQE  303 
Lanosterol  HLAN  303 
7‐Dehydrodesmosterol  H7DHDES  303 
7‐Dehydrocholesterol  H7DHC 303 
Desmosterol  HDES 303 
Free cholesterol  HFC  38917 
Cholesterol esters  HCE  18012 
Chylomicron  HCH  200 
Hepatic Apolipoprotein A‐I synthesis  HAPOAIS  1657 
Low density lipoprotein receptor  HLDLR  100 
Low density lipoprotein receptor synthesis HLDLRS 1 
Low density lipoprotein receptor degradation HLDLRD 0 
Scavenger receptor class B member 1 HSRB1 100 
Scavenger receptor class B member 1 synthesis  HSRB1S  1 
Scavenger receptor class B member 1 degradation  HSRB1D  0 
Lipoprotein receptor related protein  LRP  100 
Lipoprotein receptor related protein synthesis  LRPS  1 
Lipoprotein receptor related protein degradation LRPD 0 
ATP‐binding cassette transporters G8/G8 ABCG5G8 100 
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Species  Species Species 
     
ATP‐binding cassette transporters G8/G8 synthesis  ABCG5G8S  1 
ATP‐binding cassette transporters G8/G8 degradation  ABCG5G8D  0 
Na+‐taurocholate cotransporting polypeptide NTCP 100 
Na+‐taurocholate cotransporting polypeptide synthesis NTCPS 1 
Na+‐taurocholate cotransporting polypeptide degradation  NTCPD  0 
Bile salt export pump  BSEP  100 
Bile salt export pump synthesis  BSEPS  1 
Bile salt export pump degradation  BSEPD  0 
7α‐hydroxycholesterol  C1  200 
7α‐hydroxycholest‐4‐en‐3‐one  C2 200 
7α‐hydroxy‐5β‐cholestan‐3‐one  C3 200 
3α, 7α‐dihydroxy‐5β‐cholestanate  C4  200 
4‐cholesten‐7α, 12α‐diol‐3‐one  C5  200 
5β‐cholesten‐7α, 12α‐diol‐3one  C6  200 
3α, 7α, 12α‐trihydroxy‐5β‐cholestanoate  C7  200 
3β‐hydroxy‐5‐cholestenoate  C8  200 
3β, 7α‐dihydroxy‐5‐cholestenoate  C9 200 
7α‐hydroxy‐3‐oxo‐4‐cholestenoate  C10 200 
Unconjugated bile acid ‐CoA  HUBACoA  200 
Conjugated bile acids  HCBA  220 
Unconjugated bile acids  HUBA  180 
     
Peripheral Tissue 
Acetyl CoA synthesis  PACoAS 21 
Acetyl CoA  PACoA 21 
AcetoAcetyl CoA  PAACoA 21 
HMG CoA  PHMGCoA  21 
Mevalonate  PMV  21 
Mevalonate‐5‐phosphate  PMV5P  21 
Mevalonate diphosphate  PMV5PP  21 
Isopentenyl pyrophosphate  PIPP 21 
Dimethylallyl pyrophosphate  PDMAPP 21 
299 
 
Species  Species Species 
     
Geranyl pyrophosphate  PGPP  21 
Farnesyl pyrophosphate  PFPP  21 
Squalene  PSQ 21 
Squalene epoxide  PSQE 21 
Lanosterol  PLAN  21 
7‐Dehydrodesmosterol  P7DHDES  21 
7‐Dehydrocholesterol  P7DHC  21 
Desmosterol  PDES  21 
Free cholesterol  PFC  25914 
Cholesterol esters  PCE 4218 
ATP‐binding cassette subfamily A member 1 ABCA1 100 
ATP‐binding cassette subfamily A member 1 synthesis  ABC1S  1 
ATP‐binding cassette subfamily A member 1 degradation  ABC1D  0 
Scavenger receptor class B member 1  PSRB1  100 
Scavenger receptor class B member 1 synthesis  PSRB1S  1 
Scavenger receptor class B member 1 degradation  PSRB1D  0 
Low density lipoprotein receptor  PLDLR 100 
Low density lipoprotein receptor synthesis PLDLRS 1 
Low density lipoprotein receptor degradation  PLDLRD  0 
Steroid synthesis  PSS  1 
     
Excreted 
Free cholesterol  EFC  0 
Unconjugated bile acids  EUBA 0 
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Table A.2 Reactions and their rate laws 
  Reaction  Reaction Compartments Enzyme/Receptor EC Number Rate Law
   
  Intestinal Cholesterol Absorption 
1  Ingestion FC  DFC ‐> LFC INTAKE ‐> LUMEN ‐ Mass action
2  Counter for FC ingestion  counter1 ‐> counter2 ‐ Constant Flux
3  Ingestion CE  DCE ‐> LCE INTAKE ‐> LUMEN ‐ Mass action
4  Counter for CE ingestion  counter3 ‐> counter4 ‐ Constant Flux
5  CEH conversion of dietary esters   LCE ‐> LFC LUMEN CEH 3.1.1.13 Michaelis Menten
6  Jejunocyte Absorption of FC  LFC ‐> JFC LUMEN ‐> JEJUNOCYTE  NPC1L1 ‐ Kabs[LFC][LCBA][LUBA][NPC1L1] 
7  Esterification of Jejunocyte FC  JFC ‐> JCE JEJUNOCYTE ACAT2 2.3.1.26 Michaelis Menten
8  CE uptake into Chylomicron  JCE ‐> JCH JEJUNOCYTE MTP ‐ Mass Action
9  FC uptake into Chylomicron  JFC ‐> JCH JEJUNOCYTE MTP ‐ Mass Action
10  Chylomicron FC uptake by Liver (LRP)  HCH ‐> HFC HEPATOCYTE LRP ‐ Kch4[HCH][LRP]
11  Chylomicron transport to liver  JCH ‐> HCH JEJUNOCYTE ‐> 
HEPATOCYTE 
‐ Mass action
12  Chylomicron CE uptake by Liver (LRP)  HCH ‐> HCE HEPATOCYTE LRP ‐ Kch1[HCH][LRP]
13  Chylomicron FC uptake by Liver (HLRLR)  HCH ‐> HFC HEPATOCYTE HLDLR ‐ Kch3[HCH][HLDLR]
14  Chylomicron CE uptake by Liver (HLDLR)  HCH ‐> HCE HEPATOCYTE HLDLR ‐ Kch1[HCH][HLDLR]
15  Biliary Cholesterol Release  HFC ‐> LFC HEPATOCYTE ‐> LUMEN  ABC G5/G8 ‐ BCRmax/(1+(BCRt/HFC)BS)
16  Conversion of hepatic FC to CE  HFC ‐> HCE HEPATOCYTE ACAT2 2.3.1.26 Michaelis Menten
17  Conversion of hepatic CE to FC  HCE ‐> HFC HEPATOCTE CEH 3.1.1.13 Michaelis Menten
   
  Lipoproteins, Reverse Cholesterol Transport and Excretion of Cholesterol
18  VLDLC formation  HCE ‐> VLDLC HEPATOCYE ‐> BLOOD  ‐ Mass action
19  Excreted Cholesterol  LFC ‐> EFC LUMEN ‐> EXCRETED  ‐ Kefc[LFC][LCBA][LUBA]
20  VLDLC Reuptake  VLDLC ‐> HCE BLOOD ‐> HEPATOCYTE  HLDLR ‐ Kvldl[VLDLC][HLDLR]
21  IDLC formation  VLDLC ‐> IDLC BLOOD LPL 3.1.1.34 Kidlf[VLDLC][LPL]
22  IDLC Reuptake  IDLC ‐> HCE BLOOD ‐> HEPATOCYTE  HLDLR ‐ Kidlu[IDLC][HLDLR]
23  LDLC formation  IDLC ‐> LDLC BLOOD HL 3.1.1.79 Kldl[IDLC][HSL]
24  Receptor dependent hepatic LDLC uptake  LDLC ‐> HCE BLOOD ‐> HEPATOCYTE  HDLR ‐ Khldlu[HLDLR][LDLC]
25  Receptor independent hepatic LDLC uptake  LDLC ‐> HCE BLOOD HEPATOCYTE  ‐ Mass action
26  Receptor dependent peripheral LDLC uptake  LDLC ‐> PCE BLOOD ‐> PERIPHERAL  PLDLR ‐ Kpldlu[LDLC][PLDLR]
27  Receptor independent peripheral LDLC 
uptake 
 
LDLC ‐> PCE BLOOD ‐> PERIPHERAL  ‐ Mass action
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  Reaction  Reaction Compartments Enzyme/Receptor EC Number Rate Law
   
28  Peripheral CE conversion to FC  PCE ‐> PFC PERIPHERAL TISSUE  CEH 3.1.1.13 Michaelis Menten
29  Peripheral FC conversion to CE  PFC ‐> PCE PERIPHERAL TISSUE  ACAT1 2.3.1.26 Michaelis Menten
30  Hepatic APOAI synthesis  HAPOAIS ‐> APOAI HEPATOCYTE ‐> BLOOD  Mass action
31  Intestinal APOAI synthesis  IAPOAIS ‐> APOAI ILEOCYTES ‐> BLOOD  Mass action
32  ndHDL formation  APOA1 + PL ‐> ndHDL BLOOD Mass action
33  ABCA1 release of PFC  PFC + ndHDL ‐> ndHDLC PERIPHERAL ‐> BLOOD  ABCA1 ‐ Ka1e[PFC][ndHDL][ABCA1]
34  SRB1 release of PFC  PFC + ndHDL ‐> ndHDLC PERIPHERAL ‐> BLOOD  SRB1 ‐ Kpsrb1[PFC][ndHDL][PSRB1]
35  Receptor independent release of PFC  PFC + ndHDL ‐> ndHDLC PERIPHERAL ‐> BLOOD  Mass action
36  HDL3 Formation  ndHDLC ‐> HDL3 BLOOD LCAT 2.3.1.43 Khdl3[PFC][LCAT][ndHDLC]
37  HDL3 to HDL2   HDL3 ‐> HDL2 BLOOD PLTP Michaelis Menten
38  HDL2 to HDL3  HDL2 ‐> HDL3 BLOOD HL 3.1.1.3 Michaelis Menten
39  CETP mediated transfer to VLDL    HDL2 ‐> VLDLC BLOOD CETP ‐ Kcetp2[HDL2][CETP]
40  CETP mediated transfer to LDL  HDL2 ‐> LDLC BLOOD CETP ‐ Kcetp1[HDL2][CETP]
41  Reverse cholesterol Transport  HDL2 ‐> HCE BLOOD ‐> HEPATOCYTE  SRB1 ‐ Krct[HDL2][HSRB1]
42  Peripheral steroid production  PFC ‐> PSS PERIPHERAL TISSUE  Mass action
43  Phospholipid source  PLS ‐> PL Mass action
   
  Intestinal and Hepatic Movement of Bile Acids 
44  Bile Acid Release  HCBA ‐> LCBA HEPATOCYTE ‐> LUMEN  BSEP ‐ Michaelis Menten
45  Deconjugation of CBA  LCBA ‐> LUBA LUMEN BSH 3.5.1.24 Michaelis Menten
46  Excretion of UBA  LUBA ‐> EUBA LUMEN ‐> EXCRETED  ‐ Mass action
47  Receptor dependent UBA uptake  LUBA ‐> IUBA LUMEN ‐> ILEOCYTE  ABST ‐ Michaelis Menten
48  Receptor independent UBA uptake  LUBA ‐> IUBA LUMEN ‐> ILEOCYTE  Mass action
49  CBA uptake  LCBA ‐> ICBA LUMEN ‐> ILEOCYTE  ABST ‐ Michaelis Menten
50  Efflux of UBA out of ileocyte  IUBA ‐> BUBA ILEOCYTE ‐> BLOOD  OSTα/β ‐ Michaelis Menten
51  Efflux of CBA out of ileocyte  ICBA ‐> BCBA ILEOCYTE ‐> BLOOD  OSTα/β ‐ Michaelis Menten
52  Hepatic uptake of UBA  BUBA ‐> HUBA BLOOD ‐> HEPATOCYTE  NTCP ‐ Michaelis Menten
53  Hepatic uptake of CBA  BCBA ‐> HCBA BLOOD ‐> HEPATOCYTE  NTCP ‐ Michaelis Menten
   
  Receptor Synthesis and Degradation 
54  NPC1L1 degradation  NPC1L1 ‐> NPC1L1D JEJUNOCYTE ‐ Mass action
55  ASBT degradation  ASBT ‐> ASBTD ILEOCYTE ‐ Mass action
56  OSTαβ degradation  OST ‐> OSTD ILEOCYTE ‐ Mass action
57  LRP synthesis  LRPS ‐> LRP HEPATOCYTE ‐ (Klrps[LRPS])/[HFC]
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58  LRP degradation  LRP ‐> LRPD HEPATOCYTE ‐ Mass action
59  HLDLR synthesis  HLDLRS ‐> HLDLR HEPATOCYTE ‐ (Khdlrs[HLDLRS])/[HFC]
60  HLDLR degradation  HLDLR ‐> HLDLRD HEPATOCYTE ‐ Mass action
61  HSRB1 synthesis  HSRB1S ‐> HSRB1 HEPATOCYTE ‐ (Khsrb1s[HSRB1S])/[HCE]
62  HSRB1 degradation  HSRB1 ‐> HSRB1D HEPATOCYTE ‐ Mass action
63  ABCG5G8 degradation  ABCG5G8 ‐> ABCG5G8D HEPATOCYTE ‐ Mass action
64  NTCP degradation  NTCP ‐> NTCPD HEPATOCYTE ‐ Mass action
65  BSEP synthesis  BSEPS ‐> BSEP HEPATOCYTE ‐ (Kbseps[BSEPS])/[HCBA]
66  BSEP degradation  BSEP ‐> BSEPD HEPATOCYTE ‐ Mass action
67  ABCA1 degradation  ABCA1 ‐> ABCA1D PERIPHERAL TISSUE  ‐ Mass action
68  PSRB1 synthesis  PSRB1S ‐> PSRB1 PERIPHERAL TISSUE  ‐ (Kpsrb1s[PSRB1S])/[PFC]
69  PSRB1 degradation  PSRB1 ‐> PSRB1D PERIPHERAL TISSUE  ‐ Mass action
70  PLDLR synthesis  PLDLRS ‐> PLDLR PERIPHERAL TISSUE  ‐ (Kpldlrs[PLDLRS])/[PFC]
71  PLDLR degradation  PLDLR ‐> PLDLRD PERIPHERAL TISSUE  ‐ Mass action
72  OSTαβ synthesis  OSTS ‐> OST ILEOCYTE ‐ (Kosts[OSTS])/(ICBA]+[IUBA]) 
73  ABCG5G8 synthesis  ABCG5G8S ‐> ABCG55G8 HEPATOCYTE ‐ (Kg5g8s[ABCG5G8S])/[HFC]
74  ABCA1 synthesis  ABCA1S ‐> ABCA1 PERIPHERAL TISSUE  ‐ (Ka1s[ABCA1S])/[PFC]
75  NTCP synthesis  NTCPS ‐> NTCP HEPATOCYTE ‐ (Kntcps[NTCPS])/([HUBA]+[HCBA]) 
76  ASBT synthesis  ASBTS ‐> ASBT ILEOCYTE ‐ (Kasbts[ASBTS])/(ICBA+IUBA)
77  NPC1L1 synthesis  NPC1L1S ‐> NPC1L1 JEJUNOCYTE ‐ (Knpc1l1s[NPC1L1S])/[JFC]
   
  Cholesterol synthesis – Hepatic 
78  Acetyl CoA synthesis  HACoAS ‐> HACoA HEPATOCYTE Mass action
79  Interconversion of Acetyl CoA and 
Acetoacetyl CoA 
2 * HACoA = HAACoA + HCoASH HEPATOCYTE AACT 2.3.1.9 Ping Pong Bi Bi
80  HMG CoA formation  HACoA + HAACoA ‐> HHMGCoA HEPATOCYTE HMGCoAS 2.3.3.10 Bi
81  Mevalonate formation  HHMGCoA ‐> HMV HEPATOCYTE HMGCoAR 1.1.1.34 Michaelis Menten
82  Mevalonate5P formation  HMV ‐> HMV5P HEPATOCYTE MVK 2.7.1.36 Michaelis Menten
83  IPP formation  HMV5PP ‐> HIPP HEPATOCYTE MVD 4.1.1.33 Michaelis Menten
84  Mevalonate5PP formation  HMV5P = HMV5PP HEPATOCYTE PMVK 2.7.4.2 Reversible Michaelis Menten 
85  DMAPP interconversion  HIPP = HDMAPP HEPATOCYTE IDI 5.3.3.2 Reversible Michaelis Menten 
86  GeranylPP formation  HDMAPP + HIPP ‐> HGPP HEPATOCYTE FDPS 2.5.1.10 Bi
87  FarnesylPP formation  HGPP + HIPP ‐> HFPP HEPATOCYTE FDPS 2.5.1.10 Bi
88  Squalene formation  HFPP ‐> HSQ HEPATOCYTE SS 2.5.1.21 Michaelis Menten
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89  Squalene epoxide formation  HSQ ‐> HSQE HEPATOCYTE SE 1.14.13.132 Michaelis Menten
90  Lanosterol formation  HSQE ‐> HLAN HEPATOCYTE OSC 5.4.99.7 Michaelis Menten
91  7 Dehydrodesmosterol formation  HLAN ‐> H7DHDES HEPATOCYTE ‐ Mass action
92  7DHC formation  H7DHDES ‐> H7DHC HEPATOCYTE DHCR24 1.3.1.72 Michaelis Menten
93  Desmosterol formation  H7DHDES ‐> HDES HEPATOCYTE DHCR7 1.3.1.21 Michaelis Menten
94  FC formation from 7DHC  H7DHC ‐> HFC HEPATOCYTE DHCR7 1.3.1.21 Michaelis Menten
95  FC formation from desmosterol  HDES ‐> HFC HEPATOCYTE DHCR24 1.3.1.72 Michaelis Menten
   
  Cholesterol synthesis – Peripheral Tissue 
96  Acetyl CoA synthesis  PACoAS ‐> PACoA PERIPHERAL TISSUE  Mass action
97  Interconversion of Acetyl CoA and 
Acetoacetyl CoA 
2 * PACoA = PAACoA + PCoASH PERIPHERAL TISSUE  AACT 2.3.1.9 Ping Pong Bi Bi
98  HMG CoA formation  PACoA + PAACoA ‐> PHMGCoA PERIPHERAL TISSUE  HMGCoAS 2.3.3.10 Bi
99  Mevalonate formation  PHMGCoA ‐> PMV PERIPHERAL TISSUE  HMGCoAR 1.1.1.34 Michaelis Menten
100  Mevalonate5P formation  PMV ‐> PMV5P PERIPHERAL TISSUE  MVK 2.7.1.36 Michaelis Menten
101  Mevalonate5PP formation  PMV5P = PMV5PP PERIPHERAL TISSUE  PMVK 2.7.4.2 Reversible Michaelis Menten 
102  IPP formation  PMV5PP ‐> PIPP PERIPHERAL TISSUE  MVD 4.1.1.33 Michaelis Menten
103  DMAPP interconversion  PIPP = PDMAPP PERIPHERAL TISSUE  IDI 5.3.3.2 Reversible Michaelis Menten 
104  GeranylPP formation  PDMAPP + PIPP ‐> PGPP PERIPHERAL TISSUE  FDPS 2.5.1.10 Bi
105  FarnesylPP formation  PGPP + PIPP ‐> PFPP PERIPHERAL TISSUE  FDPS 2.5.1.10 Bi
106  Squalene formation  PFPP ‐> PSQ PERIPHERAL TISSUE  SS 2.5.1.21 Michaelis Menten
107  Squalene epoxide formation  PSQ ‐> PSQE PERIPHERAL TISSUE  SE 1.14.13.132 Michaelis Menten
108  Lanosterol formation  PSQE ‐> PLAN PERIPHERAL TISSUE  OSC 5.4.99.7 Michaelis Menten
109  7 Dehydrodesmosterol formation  PLAN ‐> P7DHDES PERIPHERAL TISSUE  ‐ Mass action
110  7DHC formation  P7DHDES ‐> P7DHC PERIPHERAL TISSUE  DHCR24 1.3.1.72 Michaelis Menten
111  Desmosterol formation  P7DHDES ‐> PDES PERIPHERAL TISSUE  DHCR7 1.3.1.21 Michaelis Menten
112  FC formation from 7DHC  P7DHC ‐> PFC PERIPHERAL TISSUE  DHCR7 1.3.1.21 Michaelis Menten
113  FC formation from desmosterol  PDES ‐> PFC PERIPHERAL TISSUE  DHCR24 1.3.1.72 Michaelis Menten
   
  Cholesterol Synthesis – intestinal (stated as jejunocytes)
114  Acetyl CoA synthesis  JACoAS ‐> JACoA JEJUNOCYTE ‐ Mass action
115  Interconversion of Acetyl CoA and 
Acetoacetyl CoA 
2 * JACoA = JAACoA + JCoASH JEJUNOCYTE AACT 2.3.1.9 Ping Pong Bi Bi
116  HMG CoA formation  JACoA + JAACoA ‐> JHMGCoA JEJUNOCYTE HMGCoAS 2.3.3.10 Bi
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117  Mevalonate formation  JHMGCoA ‐> JMV JEJUNOCYTE HMGCoAR 1.1.1.34 Michaelis Menten
118  Mevalonate5P formation  JMV ‐> JMV5P JEJUNOCYTE MVK 2.7.1.36 Michaelis Menten
119  Mevalonate5PP formation  JMV5P = JMV5PP JEJUNOCYTE PMVK 2.7.4.2 Reversible Michaelis Menten 
120  IPP formation  JMV5PP ‐> JIPP JEJUNOCYTE MVD 4.1.1.33 Michaelis Menten
121  DMAPP interconversion  JIPP = JDMAPP JEJUNOCYTE IDI 5.3.3.2 Reversible Michaelis Menten 
122  GeranylPP formation  JDMAPP + JIPP ‐> JGPP JEJUNOCYTE FDPS 2.5.1.10 Bi
123  FarnesylPP formation  JGPP + JIPP ‐> JFPP JEJUNOCYTE FDPS 2.5.1.10 Bi
124  Squalene formation  JFPP ‐> JSQ JEJUNOCYTE SS 2.5.1.21 Michaelis Menten
125  Squalene epoxide formation  JSQ ‐> JSQE JEJUNOCYTE SE 1.14.13.132 Michaelis Menten
126  Lanosterol formation  JSQE ‐> JLAN JEJUNOCYTE OSC 5.4.99.7 Michaelis Menten
127  7 Dehydrodesmosterol formation  JLAN ‐> J7DHDES JEJUNOCYTE ‐ Mass action
128  7DHC formation  J7DHDES ‐> J7DHC JEJUNOCYTE DHCR24 1.3.1.72 Michaelis Menten
129  Desmosterol formation  J7DHDES ‐> JDES JEJUNOCYTE DHCR7 1.3.1.21 Michaelis Menten
130  FC formation from 7DHC  J7DHC ‐> JFC JEJUNOCYTE DHCR7 1.3.1.21 Michaelis Menten
131  FC formation from desmosterol  JDES ‐> JFC JEJUNOCYTE DHCR24 1.3.1.72 Michaelis Menten
   
  Bile Acid Synthesis 
132  BASC C1 formation CYP7AI  HFC ‐> C1 HEPATOCYTE CYP7A1 1.14.13.17 Michaelis Menten
133  BASC C2 formation HSD3B7  C1 ‐>C2 HEPATOCYTE HSD3B7 1.1.1.181 Michaelis Menten
134  BASC C3 formation AKR1D1  C2 ‐> C3 HEPATOCYTE AKR1D1 1.3.1.3 Michaelis Menten
135  BASC C4 formation CYP27A1  C3 ‐> C4 HEPATOCYTE CYP27A1 1.14.13.15 Michaelis Menten
136  BASC C5 formation CYP8B1  C2 ‐> C5 HEPATOCYTE CYP8B1 1.14.13.95 Michaelis Menten
137  BASC C6 formation AKR1D1  C5 ‐> C6 HEPATOCYTE AKR1D1 1.3.1.3 Michaelis Menten
138  BASC C7 formation CYP27A1  C6 ‐> C7 HEPATOCYTE CYP27A1 1.14.13.15 Michaelis Menten
139  BASA C8 formation CYP27A1  HFC ‐> C8 HEPATOCYTE CYP27A1 1.14.13.15 Michaelis Menten
140  BASA C9 formation CYP7B1  C8 ‐> C9 HEPATOCYTE CYP7B1 1.14.13.100 Michaelis Menten
141  BASA C10 formation HSD3b7  C9 ‐> C10 HEPATOCYTE HSD3B7 1.1.1.181 Michaelis Menten
142  BASC HUBA formation C4  C4 ‐> HUBA HEPATOCYTE ‐ Mass action
143  BASC HUBA formation C7  C7 ‐> HUBA HEPATOCYTE ‐ Mass action
144  BAS UBA‐CoA formation  HUBA ‐> HUBACoA HEPATOCYTE BACS 6.2.1.7 Michaelis Menten
145  BAS CBA formation  HUBACoA ‐> HCBA HEPATOCYTE BAT 2.3.1.65 Michaelis Menten
146  BASA HUBA formation C10  C10 ‐> HUBA HEPATOCYTE ‐ Mass action
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Table A.3 Summary of parameter values 
Reaction  Parameter Value*  Reference 
 
Assumed       
ABCA1 release of peripheral free cholesterol  Ka1e  0.1  Assumed 
ABCA1 synthesis  Ka1s  1  Assumed 
ABCG5/G8 synthesis  Kg5g8s 10 Assumed 
ASBT synthesis  Kasbts  1  Assumed 
BSEP synthesis  Kbseps  1  Assumed 
Biliary cholesterol maximum release rate  BCRmax  1.7  Adapted (Mc Auley et al., 2012) 
Biliary cholesterol release threshold  BCTt 1 Adapted (Mc Auley et al., 2012)
Biliary cholesterol feedback equation 
sensitivity  BS  1  Adapted (Mc Auley et al., 2012) 
CEPT mediated transfer of cholesterol to LDL 
from HDL2  Kcetp1  1 x 10
‐7  Adapted (Mc Auley et al., 2012) 
CEPT mediated transfer of cholesterol to VLDL 
from HDL2  Kcept2  1 x 10
‐7  Adapted (Mc Auley et al., 2012) 
Chylomicron cholesterol esters uptake by liver 
HLDLR  Kch1  0.0001  Assumed 
Chylomicron cholesterol esters uptake by liver 
LRP  Kch2  0.0001  Assumed 
Chylomicron free cholesterol uptake by liver 
HLDLR  Kch3  5  Assumed 
Chylomicron free cholesterol uptake by liver 
LRP  Kch4  5  Assumed 
Excreted free cholesterol  Kefc  0.9  Adapted (Mc Auley et al., 2012) 
HDL3 formation  Khdl3  0.0004  Adapted from (Mc Auley et al., 2012) 
HLDLR synthesis  Khldlrs  100  Adapted (Mc Auley et al., 2012) 
Hepatic SRB1 synthesis  Khsrb1s  0.001  Adapted (Mc Auley et al., 2012) 
ILDLC formation  Kidlf  0.04  Adapted (Mc Auley et al., 2012) 
ILDLC reuptake by liver  Kidlu 0.0045 Adapted (Mc Auley et al., 2012)
Jejunocyte absorption of free cholesterol  Kabs  10  Assumed 
LDLC formation  Kldl  1.01 x 10‐5  Adapted (Mc Auley et al., 2012) 
LRP synthesis  Klrps  100  Assumed 
NPC1L1 synthesis  Knpc1l1s 1 Assumed 
NTCP synthesis  Kntcps  1  Assumed 
OSTα/β synthesis  Kosts  1  Assumed 
Peripheral LDLR synthesis  Kpldlrs  1  Adapted (Mc Auley et al., 2012) 
Peripheral SRB1 synthesis  Kpsrb1s 100 Assumed 
Receptor dependent hepatic LDLC uptake  Khldlu  2.9 x 10‐7  Adapted (Mc Auley et al., 2012) 
Receptor dependent peripheral LDLC uptake  Kpldlu  7 x 10‐8  Adapted (Mc Auley et al., 2012) 
Reverse cholesterol transport  Krct  1 x 10‐12  Adapted (Mc Auley et al., 2012) 
SRB1 release of peripheral free cholesterol Kpsrb1 0.1 Assumed 
VLDL reuptake  Kvldl  0.0026  Adapted (Mc Auley et al., 2012) 
       
Mass Action       
Ingestion of DFC  K1 1 Adapted (Mc Auley et al., 2012)
Ingestion of DCE  K1 1 Adapted (Mc Auley et al., 2012)
CE uptake into chylomicron  K1  4 x 10‐5  Assumed 
FC uptake into chylomicron  K1  0.0012  Assumed 
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Reaction  Parameter Value Reference 
       
 
Chylomicron transport to liver  K1  0.001  Assumed 
VLDLC formation  K1  0.4  Adapted (Mc Auley et al., 2012) 
Receptor independent hepatic LDLC uptake  K1  5 x 10‐9  Adapted (Mc Auley et al., 2012) 
Receptor independent peripheral LDLC uptake K1 5 x 10‐8 Adapted (Mc Auley et al., 2012)
Hepatic APOAI synthesis  K1  1 x1014  Assumed 
Intestinal APOAI synthesis  K1  1 x 1010  Assumed 
ndHDL formation  K1  5 x 10‐15  Assumed 
Receptor independent release of PFC  K1 1 Assumed 
Peripheral steroid production  K1  9 x 10‐7  Adapted (Mc Auley et al., 2012) 
Phospholipid source  K1  0.1  Assumed 
Excretion of UBA  K1  2 x 10‐5  Adapted (Mc Auley et al., 2012) 
Receptor independent UBA uptake  K1 1 x 10‐20 Assumed 
NPC1L1 degradation  K1  1 x 10‐7  Assumed 
ASBT degradation  K1  1 x 10‐7  Assumed 
OSTα/β degradation  K1  1 x 10‐7  Assumed 
LRP degradation  K1 1 x 10‐7 Assumed 
HLDLR degradation  K1  1 x 10‐7  Adapted (Mc Auley et al., 2012) 
HSRB1 degradation  K1  1 x 10‐8  Adapted (Mc Auley et al., 2012) 
ABCG5/G8 degradation  K1  1 x 10‐6  Assumed 
NTCP degradation  K1 1 x 10‐7 Assumed 
BSEP degradation  K1 1 x 10‐7 Assumed 
ABCA1 degradation  K1  1 x 10‐6  Assumed 
PSRB1 degradation  K1  1 x 10‐7  Assumed 
PLDLR degradation  K1 1 x 10‐6 Adapted (Mc Auley et al., 2012)
Hepatic Acetyl CoA synthesis  K1 1 Assumed 
Hepatic 7 dehydrodesmosterol formation  K1  1000  Assumed 
Peripheral Acetyl CoA synthesis  K1  1 x 10‐5  Assumed 
Peripheral 7 dehydrodesmosterol formation  K1  1  Assumed 
Intestinal Acetyl CoA synthesis  K1 1 Assumed 
Intestinal 7 dehydrodesmosterol formation  K1  0.1  Assumed 
BASC HUBA formation from C4  K1  1.9 x 10‐6  Assumed 
BASC HUBA formation from C7  K1  1 x 10‐7  Assumed 
 
Bi       
Hepatic HMG CoA formation  Kma  59.0986  (Andrew Skaff and Miziorko, 2010) 
  Kmb  4.25805  (Andrew Skaff and Miziorko, 2010) 
  Vmax  0.542412  (Andrew Skaff and Miziorko, 2010) 
Hepatic Geranyl‐PP formation  Kma 7.80105 (Kawasaki et al., 2003)
  Kmb  13.0674  (Kawasaki et al., 2003) 
  Vmax  4700.32  (Kawasaki et al., 2003) 
Hepatic Farnesyl‐PP formation  Kma  0.13511  (Ding et al., 1991) 
  Kmb 0.00470032 (Ding et al., 1991) 
  Vmax 0.339347 (Ding et al., 1991) 
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Peripheral HMG CoA formation  Kma  59.0986  (Andrew Skaff and Miziorko, 2010) 
  Kmb  4.25805  (Andrew Skaff and Miziorko, 2010) 
  Vmax  0.542412  (Andrew Skaff and Miziorko, 2010) 
Peripheral Geranyl‐PP formation  Kma  7.80105  (Kawasaki et al., 2003) 
  Kmb  13.0674  (Kawasaki et al., 2003) 
  Vmax 4700.32 (Kawasaki et al., 2003)
Peripheral Farnesyl‐PP formation  Kma  0.13511  (Ding et al., 1991) 
  Kmb  0.00470032  (Ding et al., 1991) 
  Vmax  0.339347  (Ding et al., 1991) 
Intestinal HMG CoA formation  Kma  59.0986  (Andrew Skaff and Miziorko, 2010) 
  Kmb  4.25805  (Andrew Skaff and Miziorko, 2010) 
  Vmax  0.542412  (Andrew Skaff and Miziorko, 2010) 
Intestinal Geranyl‐PP formation  Kma  7.80105  (Kawasaki et al., 2003) 
  Kmb  13.0674  (Kawasaki et al., 2003) 
  Vmax 4700.32 (Kawasaki et al., 2003)
Intestinal Farnesyl‐PP formation  Kma 0.13511 (Ding et al., 1991) 
  Kmb  0.00470032  (Ding et al., 1991) 
  Vmax  0.339347  (Ding et al., 1991) 
 
Michaelis Menten 
CEH conversion of dietary esters   Km  9.21694  (Sbarra et al., 2005) 
  Vmax  0.214196  (Sbarra et al., 2005) 
Esterification of Jejunocyte FC  Km  3.68273  (Ikenoya et al., 2007) 
  Vmax 0.00154664 (Ikenoya et al., 2007)
Conversion of hepatic FC to CE  Km  3.86273  (Ikenoya et al., 2007) 
  Vmax  0.0154664  Adapted (Ikenoya et al., 2007) 
Conversion of hepatic CE to FC  Km  9.21694  (Sbarra et al., 2005) 
  Vmax 0.00214196 Adapted (Sbarra et al., 2005)
Peripheral CE conversion to FC  Km  9.21694  (Sbarra et al., 2005) 
  Vmax  0.214196  (Sbarra et al., 2005) 
Peripheral FC conversion to CE  Km  1.78637  (Ikenoya et al., 2007) 
  Vmax 0.00842919 (Ikenoya et al., 2007)
HDL3 to HDL2  Km  0.504  Assumed 
  Vmax  0.504  Assumed 
HDL2 to HDL3  Km  0.5  Assumed 
  Vmax 0.5 Assumed 
Bile acid release  Km  1.0 x10‐5  Adapted (Mita et al., 2006) 
  Vmax  0.0001  Adapted (Mita et al., 2006) 
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Deconjugation of CBA 
Km  0.0001 
Adapted (Gopal‐Srivastava and 
Hylemon, 1988; Kumar et al., 
2006; Lundeen and Savage, 
1990, 1992; Nair et al., 1967; 
Patel et al., 2010; Stellwag and 
Hylemon, 1976) 
 
Vmax  5x10‐6 
Adapted (Gopal‐Srivastava and 
Hylemon, 1988; Kumar et al., 
2006; Lundeen and Savage, 
1990, 1992; Nair et al., 1967; 
Patel et al., 2010; Stellwag and 
Hylemon, 1976) 
Receptor dependent UBA uptake  Km 1 x 10‐6 Assumed 
  Vmax  1 x 10‐15  Assumed 
CBA uptake  Km  6.80724 x 10‐6  (Lionarons et al., 2012) 
  Vmax  2.63007 x 10‐15  (Lionarons et al., 2012) 
Efflux of UBA out of ileocyte  Km 0.0001 Assumed 
  Vmax  0.0001  Assumed 
Efflux of CBA out of ileocyte  Km  0.0001  Assumed 
  Vmax  0.0001  Assumed 
Hepatic uptake of UBA  Km 9.47882 (Ho et al., 2004) 
  Vmax 2.18994 x 10‐5 (Ho et al., 2004) 
Hepatic uptake of CBA  Km  0.010314  (Mita et al., 2006) 
  Vmax  0.000196997  (Mita et al., 2006) 
Hepatic Mevalonate formation  Km 22.0622 (Polo et al., 1999) 
  Vmax 0.000284894 Adapted (Polo et al., 1999)
Hepatic Mevalonate5P formation  Km  3.5316  (Potter and Miziorko, 1997) 
  Vmax  5.44455  (Potter and Miziorko, 1997) 
Hepatic IPP formation  Km  0.00890467  (Voynova et al., 2008) 
  Vmax 1.87953 (Voynova et al., 2008)
Hepatic Squalene formation  Km  0.879359  (Soltis et al., 1995) 
  Vmax  1.83518  (Soltis et al., 1995) 
Hepatic Squalene epoxide formation  Km  5.46244  (Favre and Ryder, 1996) 
  Vmax 4.8587 x 10‐6 (Favre and Ryder, 1996)
Hepatic Lanosterol formation  Km  32.004  (Hoshino et al., 2012) 
  Vmax  0.140818  (Hoshino et al., 2012) 
Hepatic 7 DHC formation  Km  62.6963  (Bae and Paik, 1997) 
  Vmax 0.000553882 (Bae and Paik, 1997)
Hepatic Desmosterol formation  Km  11.5389  (Moebius et al., 1998) 
  Vmax  0.000326936  Adapted (Moebius et al., 1998) 
Hepatic FC formation from 7 DHC  Km  11.5389  (Moebius et al., 1998) 
  Vmax 0.000326936 (Moebius et al., 1998)
Hepatic FC formation from desmosterol  Km  62.6963  (Bae and Paik, 1997) 
  Vmax  0.000553882  (Bae and Paik, 1997) 
Peripheral Mevalonate formation  Km  22.0622  (Polo et al., 1999) 
  Vmax 0.000569788 (Polo et al., 1999) 
Peripheral Mevalonate5P formation  Km 3.5316 (Potter and Miziorko, 1997)
  Vmax  5.44455  (Potter and Miziorko, 1997) 
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Reaction  Parameter Value Reference 
       
Peripheral IPP formation  Km 0.00890467 (Voynova et al., 2008)
  Vmax  1.87953  (Voynova et al., 2008) 
Peripheral Squalene formation  Km  0.879359  (Soltis et al., 1995) 
  Vmax  1.83518  (Soltis et al., 1995) 
Peripheral Squalene epoxide formation  Km 5.46244 (Favre and Ryder, 1996)
  Vmax  4.8587 x 10‐6  (Favre and Ryder, 1996) 
Peripheral Lanosterol formation  Km  32.004  (Hoshino et al., 2012) 
  Vmax  0.140818  (Hoshino et al., 2012) 
Peripheral 7 DHC formation  Km 62.6963 (Bae and Paik, 1997)
  Vmax  0.000553882  (Bae and Paik, 1997) 
Peripheral Desmosterol formation  Km  11.5389  (Moebius et al., 1998) 
  Vmax  0.000326939  (Moebius et al., 1998) 
Peripheral FC formation from 7 DHC  Km 11.5389 (Moebius et al., 1998)
  Vmax  0.000326936  (Moebius et al., 1998) 
Peripheral FC formation from desmosterol  Km  62.6963  (Bae and Paik, 1997) 
  Vmax  0.000553882  (Bae and Paik, 1997) 
Intestinal Mevalonate formation  Km 22.0622 (Polo et al., 1999) 
  Vmax  0.000569788  (Polo et al., 1999) 
Intestinal Mevalonate5P formation  Km  3.5316  (Potter and Miziorko, 1997) 
  Vmax  5.44455  (Potter and Miziorko, 1997) 
Intestinal IPP formation  Km 0.00890467 (Voynova et al., 2008)
  Vmax 1.87953 (Voynova et al., 2008)
Intestinal Squalene formation  Km  0.879359  (Soltis et al., 1995) 
  Vmax  1.83518  (Soltis et al., 1995) 
Intestinal Squalene epoxide formation  Km 5.46244 (Favre and Ryder, 1996)
  Vmax 4.8587 x 10‐6 (Favre and Ryder, 1996)
Intestinal Lanosterol formation  Km  32.004  (Hoshino et al., 2012) 
  Vmax  0.140818  (Hoshino et al., 2012) 
Intestinal 7 DHC formation  Km  62.6963  (Bae and Paik, 1997) 
  Vmax 0.000553882 (Bae and Paik, 1997)
Intestinal Desmosterol formation  Km  11.5389  (Moebius et al., 1998) 
  Vmax  62.6963  (Moebius et al., 1998) 
Intestinal FC formation from 7 DHC  Km  11.5389  (Moebius et al., 1998) 
  Vmax 0.000326936 (Moebius et al., 1998)
Intestinal FC formation from desmosterol  Km  62.6963  (Bae and Paik, 1997) 
  Vmax  0.000553882  (Bae and Paik, 1997) 
BASC C1 formation CYP7AI  Km  5.7999  (Ozasa and Boyd, 1981) 
  Vmax 0.00055679 (Ozasa and Boyd, 1981)
BASC C2 formation HSD3B7  Km  5  Assumed 
  Vmax  0.0005  Assumed 
BASC C3 formation AKR1D1  Km  4.9595  (Okuda and Okuda, 1984) 
  Vmax 0.0004 Assumed 
BASC C4 formation CYP27A1  Km  4.0265  (Atsuta and Okuda, 1982) 
  Vmax  0.0004  Adapted from (Atsuta and Okuda, 1982) 
BASC C5 formation CYP8B1  Km 14.715 (Murakami et al., 1982)
  Vmax 0.763305 (Murakami et al., 1982)
BASC C6 formation AKR1D1  Km  5.08289  (Okuda and Okuda, 1984) 
  Vmax  0.5x10‐5  Assumed 
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Reaction  Parameter Value Reference 
       
BASC C7 formation CYP27A1  Km 1.87488 (Atsuta and Okuda, 1982)
  Vmax  2.24986x10‐5  (Atsuta and Okuda, 1982) 
BASA C8 formation CYP27A1  Km  154.664  (Li et al., 2006) 
  Vmax  0.000502658  (Li et al., 2006) 
BASA C9 formation CYP7B1  Km 5 Assumed 
  Vmax  0.0005  Assumed 
BASA C10 formation HSD3b7  Km  5  Assumed 
  Vmax  0.0005  Assumed 
BAS UBA‐CoA formation  Km 4.0857 (Polokoff and Bell, 1977)
  Vmax  0.000902  (Polokoff and Bell, 1977) 
BAS CBA formation  Km  3.70589  (Kimura et al., 1983) 
  Vmax  0.0009  Assumed 
 
Reversible Michaelis Menten       
Hepatic Mevalonate5PP formation  Kms  7.75676  (Herdendorf and Miziorko, 2007) 
  Kmp  12.6329  (Herdendorf and Miziorko, 2007) 
  Vf  10.5857  (Herdendorf and Miziorko, 2007) 
  Vr  3.48176  (Herdendorf and Miziorko, 2007) 
Hepatic DMAPP formation  Kms  68.1177  (Diaz et al., 2012) 
  Kmp  68.1177  (Diaz et al., 2012) 
  Vf 0.147654 (Diaz et al., 2012) 
  Vr 0.147654 (Diaz et al., 2012) 
Peripheral Mevalonate5PP formation  Kms  7.75676  (Herdendorf and Miziorko, 2007) 
  Kmp  12.6329  (Herdendorf and Miziorko, 2007) 
  Vf  10.5857  (Herdendorf and Miziorko, 2007) 
  Vr  3.48176  (Herdendorf and Miziorko, 2007) 
Peripheral DMAPP formation  Kms  68.1177  (Diaz et al., 2012) 
  Kmp  68.1177  (Diaz et al., 2012) 
  Vf  0.147654  (Diaz et al., 2012) 
  Vr 0.147654 (Diaz et al., 2012) 
Intestinal Mevalonate5PP formation  Kms  7.75676  (Herdendorf and Miziorko, 2007) 
  Kmp  12.6329  (Herdendorf and Miziorko, 2007) 
  Vf  10.5857  (Herdendorf and Miziorko, 2007) 
  Vr  3.48176  (Herdendorf and Miziorko, 2007) 
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Reaction  Parameter Value Reference 
       
Intestinal DMAPP formation  Kms 68.1177 (Diaz et al., 2012) 
  Kmp  68.1177  (Diaz et al., 2012) 
  Vf  0.147654  (Diaz et al., 2012) 
  Vr  0.147654  (Diaz et al., 2012) 
 
Ping Pong Bi Bi       
Hepatic Interconversion of Acetyl CoA and 
Acetoacetyl CoA  Keq  0.1  Assumed 
  Vf 0.469551 (Sakurai et al., 2007)
  Vr  0.469551  Assumed 
  Kma  22.668  (Sakurai et al., 2007) 
  Kmb  22.668  Assumed 
  Kmp 4.25805 (Sakurai et al., 2007)
  Kmq  4.91226  (Sakurai et al., 2007) 
  Kia  0.1  Assumed 
  Kiq  0.1  Assumed 
Peripheral Interconversion of Acetyl CoA and 
Acetoacetyl CoA  Keq  0.1  Assumed 
  Vf  0.469551  (Sakurai et al., 2007) 
  Vr  0.469551  Assumed 
  Kma 22.668 (Sakurai et al., 2007)
  Kmb 22.668 Assumed 
  Kmp  4.25805  (Sakurai et al., 2007) 
  Kmq  4.91226  (Sakurai et al., 2007) 
  Kia 0.1 Assumed 
  Kiq 0.1 Assumed 
Intestinal Interconversion of Acetyl CoA and 
Acetoacetyl CoA  Keq  0.1  Assumed 
  Vf  0.469551  (Sakurai et al., 2007) 
  Vr 0.469551 Assumed 
  Kma  22.668  (Sakurai et al., 2007) 
  Kmb  22.668  Assumed 
  Kmp  4.25805  (Sakurai et al., 2007) 
  Kmq 4.91226 (Sakurai et al., 2007)
  Kia  0.1  Assumed 
  Kiq  0.1  Assumed 
       
* Values converted to mg/min. Units: ܭெ  = 1,  ௠ܸ௔௫  = 1/min 
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Table A.4 Ranked LDL‐C sensitivity 
Parameter  Si
   
LDLC_formation_Kldl  0.810567912 
VLDLC_formation_k1  0.727156176 
HDL3_to_HDL2_V  0.564222571 
IDLC_formation_Kidlf  0.329764491 
Conversion_of_hepatic_FC_to_CE_V  3.74E‐02 
HLDLR_degradation_k1  1.09E‐02 
CETP_mediated_transfer_to_LDL_Kcetp1  5.89E‐03 
CETP_mediated_transfer_to_VLDL_Kcetp2  3.72E‐03 
PLDLR_degradation_k1  2.62E‐03 
HDL2_to_HDL3_Km  8.52E‐04 
Chylomicron_CE_uptake_by_liver__HLDLR_Kch1  8.45E‐05 
Biliary_Cholesterol_release_BCRmax  7.94E‐05 
HDL3_formation_Khdl3  1.03E‐05 
Chylomicron_CE_uptake_by_liver__LRP_Kch2 8.53E‐06 
Peripheral_CE_conversion_to_FC_V  3.11E‐06 
Conversion_of_hepatic_CE_to_FC_Km  2.69E‐06 
Chylomicron_transport_to_liver_k1  1.71E‐06 
FC_uptake_into_chylomicron_k1 1.42E‐06 
HLDLR_synthesis_Khldlrs  7.90E‐07 
CE_uptake_into_Chylomicron_k1  3.63E‐07 
Jejunocyte_absorption_of_FC_Kabs  8.27E‐08 
Reverse_cholesterol_transport_Krct  3.66E‐08 
Per_FC_formation_from_7_DHC_V 3.09E‐08 
Int_FC_formation_from_desmosterol_V  2.43E‐08 
Per_FC_formation_from_desmosterol_V  2.02E‐08 
Biliary_Cholesterol_release_BS  1.92E‐08 
Int_FC_formation_from_7_DHC_V 1.42E‐08 
Per_7DHC_formation_V  3.76E‐09 
Per_7_Dehydrodesmosterol_formation_k1  2.96E‐09 
Per_Desmosterol_formation_V  2.91E‐09 
Hep_Interconversion_of_Acetyl_CoA_and_Acetoacetyl_CoA_Kiq 2.77E‐09 
Hep_FC_formation_from_7DHC_V  2.26E‐09 
Int_Interconversion_of_Acetyl_CoA_and_Acetoacetyl_CoA_Vr  1.99E‐09 
Hep_FC_formation_from_desmosterol_V  1.83E‐09 
Int_GeranylPP_formation_Kma 1.74E‐09 
PSRB1_synthesis_Kpsrb1s  1.70E‐09 
CEH_conversion_of_dietary_esters_V  1.65E‐09 
Int_IPP_formation_V  1.64E‐09 
Per_Lanosterol_formation_V 1.62E‐09 
Per_DMAPP_interconversion_Vf  1.60E‐09 
Hep_FC_formation_from_7DHC_Km  1.52E‐09 
Int_DMAPP_interconversion_Kms  1.42E‐09 
Hep_GeranylPP_formation_Kmb 1.37E‐09 
Int_HMG_CoA_formation_Kmb  1.19E‐09 
Int_Interconversion_of_Acetyl_CoA_and_Acetoacetyl_CoA_Kmp  1.08E‐09 
Per_Mevalonate_5PP_formation_Vf  1.04E‐09 
Per_DMAPP_interconversion_Kmp 1.02E‐09 
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Parameter  Si
   
Int_Squalene_formation_Km  9.90E‐10 
Per_Squalene_epoxide_formation_V  9.51E‐10 
Int_7_Dehydrodesmosterol_formation_k1 9.06E‐10 
Per_HMG_CoA_formation_Kma  8.87E‐10 
Int_HMG_CoA_formation_vmax  8.74E‐10 
Int_Mevalonate_5PP_formation_Kmp  8.60E‐10 
Hep_Lanosterol_formation_V 8.58E‐10 
Hep_Lanosterol_formation_Km  8.11E‐10 
Hep_Mevalonate5PP_formation_Vf  7.96E‐10 
Hep_7_dehydrodesmosterol_formation_k1  7.95E‐10 
Hep_Squalene_formation_Km 7.85E‐10 
Hep_Interconversion_of_Acetyl_CoA_and_Acetoacetyl_CoA_Keq  7.82E‐10 
Hep_Mevalonate5PP_formation_Vr  7.35E‐10 
Int_Mevalonate_formation_V  6.72E‐10 
Int_GeranylPP_formation_Kmb 6.72E‐10 
Int_Lanosterol_formation_Km  6.26E‐10 
Hep_HMG_CoA_formation_vmax  6.15E‐10 
Int_Squalene_epoxide_formation_V  6.09E‐10 
Int_FarnesylPP_formation_Kmb 5.95E‐10 
Hep_Mevalonate_formation_V 5.72E‐10 
Int_Interconversion_of_Acetyl_CoA_and_Acetoacetyl_CoA_Kiq  5.60E‐10 
Per_Mevalonate_formation_V  5.54E‐10 
Int_Mevalonate_formation_Km  4.84E‐10 
Int_DMAPP_interconversion_Vf 4.61E‐10 
Per_Mevalonate5P_formation_V  4.08E‐10 
Hep_Mevalonate5P_formation_V  4.03E‐10 
Per_HMG_CoA_formation_vmax  3.90E‐10 
ndHDL_formation_k1  3.86E‐10 
Per_interconversion_of_Acetyl_CoA_and_Acetoacetyl_CoA_Kmb  3.75E‐10 
Int_DMAPP_interconversion_Vr  3.73E‐10 
Hep_squalene_epoxide_formation_Km  3.70E‐10 
Per_IPP_formation_Km  3.69E‐10 
Int_Interconversion_of_Acetyl_CoA_and_Acetoacetyl_CoA_Keq  3.59E‐10 
Hep_Interconversion_of_Acetyl_CoA_and_Acetoacetyl_CoA_Vf  3.57E‐10 
Hep_Mevalonate_formation_Km  3.13E‐10 
Per_IPP_formation_V  3.05E‐10 
Per_FarnesylPP_formation_Kma  2.93E‐10 
Hep_desmosterol_formation_Km  2.84E‐10 
ABCA1_synthesis_Ka1s  2.68E‐10 
Hepatic_APOAI_synthesis_k1 2.46E‐10 
Hep_squalene_epoxide_formation_V  2.29E‐10 
Per_interconversion_of_Acetyl_CoA_and_Acetoacetyl_CoA_Vr  2.09E‐10 
Int_Interconversion_of_Acetyl_CoA_and_Acetoacetyl_CoA_Kia  1.85E‐10 
BASC_C6_formation_AKR1D1_Km 1.84E‐10 
Int_Lanosterol_formation_V  1.82E‐10 
Per_interconversion_of_Acetyl_CoA_and_Acetoacetyl_CoA_Kmp  1.80E‐10 
Hepatic_uptake_of_UBA_V  1.72E‐10 
Int_HMG_CoA_formation_Kma 1.56E‐10 
BASA_HUBA_formation_C10_k1 1.54E‐10 
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Parameter  Si
   
BASC_C7_formation_CYP27A1_V  1.53E‐10 
Hepatic_uptake_of_CBA_Km  1.46E‐10 
Per_FarnesylPP_formation_vmax 1.39E‐10 
LRP_degradation_k1  1.23E‐10 
Per_Acetyl_CoA_synthesis_k1  1.20E‐10 
Per_Geranyl_formation_Kmb  1.14E‐10 
BASC_C5_formation_CYP8B1_Km 1.13E‐10 
Hep_7_DHC_formation_Km  1.12E‐10 
Hep_Interconversion_of_Acetyl_CoA_and_Acetoacetyl_CoA_Kmq  1.05E‐10 
Int_Squalene_epoxide_formation_Km  1.03E‐10 
BASC_C2_formation_HSD3B7_Km 1.03E‐10 
Int_GeranylPP_formation_vmax  9.93E‐11 
Per_DMAPP_interconversion_Kms  9.91E‐11 
Hep_desmosterol_formation_V  9.71E‐11 
Hep_FarnesylPP_formation_Kmb 9.04E‐11 
BASC_C3_formation_AKR1D1_V  8.78E‐11 
Hep_IPP_formation_Km  8.45E‐11 
Receptor_independent_UBA_uptake_k1  7.98E‐11 
Hep_Squalene_formation_V 7.85E‐11 
Receptor_dependent_UBA_uptake_V 7.07E‐11 
BASA_C9_formation_CYP7B1_V  6.05E‐11 
Int_Interconversion_of_Acetyl_CoA_and_Acetoacetyl_CoA_Kma  5.28E‐11 
Hepatic_uptake_of_UBA_Km  5.07E‐11 
BASC_C5_formation_CYP8B1_V 5.01E‐11 
BASC_C4_formation_CYP27A1_V  4.80E‐11 
BASA_C10_formation_HSD4B7_Km  4.49E‐11 
Int_Mevalonate_5PP_formation_Vf  3.93E‐11 
Hep_Interconversion_of_Acetyl_CoA_and_Acetoacetyl_CoA_Vr 3.37E‐11 
Per_Mevalonate_5PP_formation_Kmp  3.20E‐11 
Efflux_of_CBA_out_of_ileocyte_Km  2.84E‐11 
HSRB1_degradation_k1  2.63E‐11 
BAS_CBA_formation_V  2.41E‐11 
BASC_HUBA_formation_C4_k1  2.00E‐11 
BASC_HUBA_formation_C7_k1  2.08E‐12 
Counter_for_DFC_ingestion_v  0 
Counter_for_DCE_ingestion_v 0
Phospholipid_source_k1  0 
Receptor_dependent_UBA_uptake_Km  0 
CBA_uptake_Km  0 
ASBT_degradation_k1  0
OSTalphabeta_degradation_k1  0 
ABCG5G8_degradation_k1  0 
NTCP_degradation_k1  0 
BSEP_synthesis_Kbseps  0
BSEP_degradation_k1  0 
OST_synthesis_Kosts  0 
ABCG5G8_synthesis_Kg5g8s  0 
NTCP_synthesis_Kntcps  0
ASBT_synthesis_Kasbts  0
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Parameter  Si
   
BASC_C4_formation_CYP27A1_Km  ‐2.84E‐12 
BASC_C6_formation_AKR1D1_V  ‐3.81E‐12 
Bile_acid_release_Km  ‐1.01E‐11 
CBA_uptake_V  ‐1.44E‐11 
BASC_C7_formation_CYP27A1_Km  ‐1.53E‐11 
BASC_C2_formation_HSD3B7_V  ‐1.77E‐11 
BASA_C9_formation_CYP7B1_Km ‐2.25E‐11 
BASA_C8_formation_CYP27A1_Km  ‐4.03E‐11 
Hep_Interconversion_of_Acetyl_CoA_and_Acetoacetyl_CoA_Kmp  ‐4.22E‐11 
Per_interconversion_of_Acetyl_CoA_and_Acetoacetyl_CoA_Keq  ‐5.20E‐11 
Efflux_of_UBA_out_of_ileocyte_Km ‐5.53E‐11 
Hepatic_uptake_of_CBA_V  ‐6.94E‐11 
ABCA1_degradation_k1  ‐7.28E‐11 
BAS_UBA_CoA_formation_V  ‐8.65E‐11 
BASA_C10_formation_HSD4B7_V ‐8.78E‐11 
NPC1L1_degradation_k1  ‐8.79E‐11 
Efflux_of_UBA_out_of_ileocyte_V  ‐8.99E‐11 
Int_Mevalonate_5PP_formation_Vr  ‐9.66E‐11 
BASC_C3_formation_AKR1D1_Km ‐1.08E‐10 
Hep_Mevalonate5P_formation_Km ‐1.19E‐10 
HSRB1_synthesis_Khsrb1s  ‐1.34E‐10 
Bile_acid_release_V  ‐1.37E‐10 
BAS_UBA_CoA_formation_Km  ‐1.50E‐10 
BAS_CBA_formation_Km  ‐1.52E‐10 
Per_Squalene_formation_V  ‐1.54E‐10 
Hep_7_DHC_formation_V  ‐1.77E‐10 
Int_Mevalonate_5P_V  ‐1.84E‐10 
PSRB1_degradation_k1  ‐2.04E‐10 
Deconjugation_of_CBA_Km  ‐2.17E‐10 
Hep_HMG_CoA_formation_Kma  ‐2.18E‐10 
Hep_FarnesylPP_formation_Kma  ‐2.29E‐10 
Int_7DHC_formation_Km  ‐2.32E‐10 
NPC1L1_synthesis_Knpc1l1s  ‐2.47E‐10 
Per_Mevalonate_formation_Km  ‐2.48E‐10 
Hep_FarnesylPP_formation_vmax  ‐2.54E‐10 
Ingestion_of_DFC_k1  ‐2.58E‐10 
Hep_IPP_formation_V  ‐2.79E‐10 
Hep_Mevalonate5PP_formation_Kmp  ‐2.98E‐10 
Hep_FC_formation_from_desmosterol_Km  ‐3.01E‐10 
Hep_DMAPP_interconversion_Kms ‐3.03E‐10 
Esterification_of_Jejunocyte_FC_Km  ‐3.08E‐10 
Per_HMG_CoA_formation_Kmb  ‐3.16E‐10 
Int_Squalene_formation_V  ‐3.20E‐10 
LRP_synthesis_Klrps  ‐3.25E‐10 
Int_7DHC_formation_V  ‐3.37E‐10 
Per_Mevalonate5P_formation_Km  ‐3.47E‐10 
Int_FarnesylPP_formation_vmax  ‐3.59E‐10 
Intestinal_APOAI_synthesis_k1 ‐3.73E‐10 
Per_Geranyl_formation_Kma ‐4.02E‐10 
316 
 
Parameter  Si
   
Peripheral_FC_conversion_to_CE_Km  ‐4.32E‐10 
Hep_Interconversion_of_Acetyl_CoA_and_Acetoacetyl_CoA_Kmb  ‐4.34E‐10 
Per_interconversion_of_Acetyl_CoA_and_Acetoacetyl_CoA_Vf ‐4.47E‐10 
Int_Interconversion_of_Acetyl_CoA_and_Acetoacetyl_CoA_Kmb  ‐4.58E‐10 
Int_Desmosterol_formation_Km  ‐4.75E‐10 
Hep_Mevalonate5PP_formation_Kms  ‐4.78E‐10 
Per_7DHC_formation_Km  ‐4.79E‐10 
Hep_Acetyl_CoA_synthesis_k1  ‐4.83E‐10 
Hep_DMAPP_interconversion_Kmp  ‐4.89E‐10 
Per_Squalene_epoxide_formation_Km  ‐4.99E‐10 
Hep_DMAPP_interconversion_Vr ‐5.01E‐10 
Hep_DMAPP_interconversion_Vf  ‐5.04E‐10 
Int_Interconversion_of_Acetyl_CoA_and_Acetoacetyl_CoA_Kmq  ‐5.12E‐10 
Per_Mevalonate_5PP_formation_Vr  ‐5.15E‐10 
Hep_HMG_CoA_formation_Kmb ‐5.55E‐10 
Per_interconversion_of_Acetyl_CoA_and_Acetoacetyl_CoA_Kia  ‐5.56E‐10 
Deconjugation_of_CBA_V  ‐5.74E‐10 
Int_FarnesylPP_formation_Kma  ‐5.78E‐10 
Hep_Interconversion_of_Acetyl_CoA_and_Acetoacetyl_CoA_Kia ‐6.26E‐10 
Per_Geranyl_formation_vmax ‐6.28E‐10 
Per_Mevalonate_5PP_formation_Kms  ‐6.50E‐10 
BASC_C1_formation_CYP7A1_Km  ‐6.72E‐10 
Int_Mevalonate_5PP_formation_Kms  ‐6.94E‐10 
Hep_Interconversion_of_Acetyl_CoA_and_Acetoacetyl_CoA_Kma ‐7.29E‐10 
Efflux_of_CBA_out_of_ileocyte_V  ‐7.49E‐10 
Per_Lanosterol_formation_Km  ‐7.50E‐10 
Int_Acetyl_CoA_synthesis_k1  ‐7.88E‐10 
Int_FC_formation_from_desmosterol_Km ‐8.15E‐10 
Int_IPP_formation_Km  ‐8.63E‐10 
Int_Interconversion_of_Acetyl_CoA_and_Acetoacetyl_CoA_Vf  ‐9.00E‐10 
Per_Squalene_formation_Km  ‐9.87E‐10 
Hep_GeranylPP_formation_vmax ‐1.02E‐09 
BASC_C1_formation_CYP7A1_V  ‐1.09E‐09 
Int_Mevalonate_5P_Km  ‐1.12E‐09 
Excretion_of_UBA_k1  ‐1.30E‐09 
BASA_C8_formation_CYP27A1_V ‐1.32E‐09 
Per_Desmosterol_formation_Km  ‐1.37E‐09 
Biliary_Cholesterol_release_BCRt  ‐1.39E‐09 
Hep_GeranylPP_formation_Kma  ‐1.41E‐09 
Per_DMAPP_interconversion_Vr ‐1.41E‐09 
Int_DMAPP_interconversion_Kmp  ‐1.44E‐09 
Ingestion_of_DCE_k1  ‐1.45E‐09 
Int_Desmosterol_formation_V  ‐1.49E‐09 
Int_FC_formation_from_7_DHC_Km ‐1.53E‐09 
Per_FarnesylPP_formation_Kmb  ‐1.54E‐09 
CEH_conversion_of_dietary_esters_Km  ‐1.70E‐09 
Per_interconversion_of_Acetyl_CoA_and_Acetoacetyl_CoA_Kma  ‐3.88E‐09 
Per_interconversion_of_Acetyl_CoA_and_Acetoacetyl_CoA_Kmq ‐5.07E‐09 
Per_interconversion_of_Acetyl_CoA_and_Acetoacetyl_CoA_Kiq ‐5.81E‐09 
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Parameter  Si
   
Peripheral_CE_conversion_to_FC_Km  ‐6.14E‐09 
Per_FC_formation_from_7_DHC_Km  ‐1.01E‐08 
Per_FC_formation_from_desmosterol_Km ‐1.34E‐08 
Esterification_of_Jejunocyte_FC_V  ‐3.01E‐08 
Excreted_Cholesterol_Kefc  ‐8.50E‐08 
Receptor_independent_release_of_PFC_k1  ‐4.89E‐07 
Peripheral_FC_conversion_to_CE_V ‐1.23E‐06 
Peripheral_steroid_production_k1  ‐3.16E‐06 
Conversion_of_hepatic_FC_to_CE_Km  ‐3.25E‐06 
SRB1_release_of_PFC_Kpsrb1  ‐4.90E‐06 
ABCA1_release_of_PFC_Ka1e ‐4.90E‐06 
Chylomicron_FC_uptake_by_liver__LRP_Kch4  ‐8.53E‐06 
Receptor_independent_hepatic_LDLC_uptake_k1  ‐1.38E‐05 
Chylomicron_FC_uptake_by_liver__HLDLR_Kch3  ‐8.45E‐05 
PLDLR_synthesis_Kpldlrs  ‐1.94E‐04 
Receptor_independent_peripheral_LDLC_uptake_k1  ‐5.33E‐04 
HDL3_to_HDL2_Km  ‐9.41E‐04 
Conversion_of_hepatic_CE_to_FC_V  ‐5.18E‐03 
Receptor_dependent_peripheral_LDLC_uptake_Kpldlu ‐7.25E‐02 
VLDLC_reuptake_Kvldl  ‐0.285609926 
HDL2_to_HDL3_V  ‐0.559833842 
IDLC_reuptake_Kidlu  ‐0.771136708 
Receptor_dependent_hepatic_LDLC_uptake_Khldlu  ‐0.794330576 
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Section 2 Cholesterol model ordinary differential equations 
 
1. ௗሺሾ௅ி஼ሿ௏"಺೙೟೐ೞ೟೔೙ೌ೗	ಽೠ೘೐೙"ሻௗ௧ ൌ ൅ሺܭଵሾܦܨܥሿሻ 
൅
ۉ
ۇ ܤܥܴ௠௔௫
1 ൅ ൬ ܤܥܴ௧ሾܪܨܥሿ൰
஻ௌ
ی
ۊ 
െ൫ܭ௘௙௖ሾܮܨܥሿሾܮܥܤܣሿሾܮܷܤܣሿ൯ 
൅ "ܸூ௡௧௘௦௧௜௡௔௟	௅௨௠௘௡" ቆ ܸ݉ܽݔ
ሾܮܥܧሿ
ܭܯ ൅ ሾܮܥܧሿቇ 
െሺܭ௔௕௦ሾܮܨܥሿሾܮܥܤܣሿሾܮܷܤܣሿሾܰܲܥ1ܮ1ሿሻ 
 
2. ௗሺሾ௅஼ாሿ௏"಺೙೟೐ೞ೟೔೙ೌ೗	ಽೠ೘೐೙"ሻௗ௧ ൌ ൅ሺܭଵሾܦܥܧሿሻ 
െ "ܸூ௡௧௘௦௧௜௡௔௟	௅௨௠௘௡" ቆ ܸ݉ܽݔ
ሾܮܥܧሿ
ܭܯ ൅ ሾܮܥܧሿቇ 
 
3. ௗሺሾ௖௢௨௡௧௘௥ସሿ௏"಺೙೟೐ೞ೟೔೙ೌ೗	ಽೠ೘೐೙"ሻௗ௧ ൌ "ܸூ௡௧௘௦௧௜௡௔௟	௅௨௠௘௡"ሺݒሻ 
 
4. ௗሺሾ௅஼஻஺ሿ௏"಺೙೟೐ೞ೟೔೙ೌ೗	ಽೠ೘೐೙"ሻௗ௧ ൌ ൅ቀ
ܸ݉ܽݔሾு஼஻஺ሿ
ܭܯାሾு஼஻஺ሿቁ 
െ "ܸூ௡௧௘௦௧௜௡௔௟	௅௨௠௘௡" ቆ ܸ݉ܽݔ
ሾܮܥܤܣሿ
ܭܯ ൅ ሾܮܥܤܣሿቇ 
െቆ ܸ݉ܽݔሾܮܥܤܣሿܭܯ ൅ ሾܮܥܤܣሿቇ 
 
5. ௗሺሾ௅௎஻஺ሿ௏"಺೙೟೐ೞ೟೔೙ೌ೗	ಽೠ೘೐೙"ሻௗ௧ ൌ ൅ "ܸூ௡௧௘௦௧௜௡௔௟	௅௨௠௘௡" ቀ
ܸ݉ܽݔሾ௅஼஻஺ሿ
ܭܯାሾ௅஼஻஺ሿቁ 
െሺܭଵሾܮܷܤܣሿሻ 
െቆ ܸ݉ܽݔሾܮܷܤܣሿܭܯ ൅ ሾܮܷܤܣሿቇ 
െሺܭଵሾܮܷܤܣሿሻ 
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6. ௗ൫ሾே௉஼ଵ௅ଵ஽ሿ௏"಻೐ೕೠ೙೚೎೤೟೐ೞ"൯ௗ௧ ൌ ൅ "ܸ௃௘௝௨௡௢௖௬௧௘௦"ሺܭଵሾܰܲܥ1ܮ1ሿሻ 
 
7. 
ௗሾ௃ூ௉௉ሿ௏"಻೐ೕೠ೙೚೎೤೟೐ೞ"
ௗ௧ ൌ ൅ "ܸ௃௘௝௨௡௢௖௬௧௘௦" ቀ
ܸ݉ܽݔሾ௃ெ௏ହ௉௉ሿ
ܭܯାሾ௃ெ௏ହ௉௉ሿቁ 
െ "ܸ௃௘௝௨௡௢௖௬௧௘௦"
ۉ
ۇ
ܸ݂ሾܬܫܲܲሿ
ܭܯܵ െ
ܸݎሾܬܦܯܣܲܲሿ
ܭܯܲ
1 ൅ ሾܬܫܲܲሿܭܯܵ ൅
ሾܬܦܯܣܲܲሿ
ܭܲܯ ی
ۊ 
െ "ܸ௃௘௝௨௡௢௖௬௧௘௦" ቆ ௠ܸ௔௫
ሾܬܦܯܣܲܲሿሾܬܫܲܲሿ
ܭܯܣ ܭܯܤ ൅ ሾܬܦܯܣܲܲሿܭܯܤ ൅ ሾܬܫܲܲሿܭܯܣ ൅ ሾܬܦܯܣܲܲሿሾܬܫܲܲሿቇ	 
െ "ܸ௃௘௝௨௡௢௖௬௧௘௦" ቆ ௠ܸ௔௫
ሾܬܩܲܲሿሾܬܫܲܲሿ
ܭܯܣ ܭܯܤ ൅ ሾܬܩܲܲሿܭܯܤ ൅ ሾܬܫܲܲሿܭܯܣ ൅ ሾܬܩܲܲሿሾܬܫܲܲሿቇ	 
 
 
8. ௗሺሾ௃஺஼௢஺ሿ௏"಻೐ೕೠ೙೚೎೤೟೐ೞ"ሻௗ௧ ൌ "ܸ௃௘௝௨௡௢௖௬௧௘௦"ሺܭଵሾܬܣܥ݋ܣܵሿሻ 
 
െ ௝݊௔௖௢௔ "ܸ௃௘௝௨௡௢௖௬௧௘௦"
ۉ
ۈ
ۇ ௙ܸ ൬ሾܬܣܥ݋ܣሿሾܬܣܥ݋ܣሿ െ
ሾܬܣܣܥ݋ܣሿሾܬܣܥ݋ܣܵܪሿ
ܭ௘௤ ൰
ሾܬܣܥ݋ܣሿሾܬܣܥ݋ܣሿ ൅ ܭெ஻ሾܬܣܥ݋ܣሿ ൅ ܭெ஺ሾܬܣܥ݋ܣሿ ൬1 ൅ ሾܬܥ݋ܣܵܪሿܭ௜௤ ൰ ൅	
ܸ݂
௥ܸܭ௘௤ ቆܭெ
ொሾܬܣܣܥ݋ܣሿ ൬1 ൅ ሾܬܣܥ݋ܣሿܭ௜௔ ൰ ൅ ሾܬܥ݋ܣܵܪሿሺܭெ
௉ ൅ ሾܬܣܣܥ݋ܣሿሻቇ
ی
ۋ
ۊ 
െ "ܸ௃௘௝௨௡௢௖௬௧௘௦" ቆ ௠ܸ௔௫
ሾܬܣܥ݋ܣሿሾܬܣܣܥ݋ܣሿ
ܭܯܣ ܭܯܤ ൅ ሾܬܣܥ݋ܣሿܭܯܤ ൅ ሾܬܣܣܥ݋ܣሿܭܯܣ ൅ ሾܬܣܥ݋ܣሿሾܬܣܣܥ݋ܣሿቇ 
 
9. ௗ൫ሾ௃஼௢஺ௌுሿ௏"಻೐ೕೠ೙೚೎೤೟೐ೞ"൯ௗ௧ ൌ ൅ "ܸ௃௘௝௨௡௢௖௬௧௘௦" ቌ
௏೑൬ሾ௃஺஼௢஺ሿሾ௃஺஼௢஺ሿିሾ಻ಲಲ಴೚ಲሿሾ಻ಲ಴೚ಲೄಹሿ಼೐೜ ൰
ሾ௃஺஼௢஺ሿሾ௃஺஼௢஺ሿା௄ಾಳሾ௃஺஼௢஺ሿା௄ಾಲሾ௃஺஼௢஺ሿቆଵାሾ಻಴೚ಲೄಹሿ಼೔೜ ቇା	
ೇ೑
ೇೝ಼೐೜ቆ௄ಾ
ೂሾ௃஺஺஼௢஺ሿ൬ଵାሾ಻ಲ಴೚ಲሿ಼೔ೌ ൰ାሾ௃஼௢஺ௌுሿ൫௄ಾ
ುାሾ௃஺஺஼௢஺ሿ൯ቇ
ቍ 
 
10. 
ௗሺሾ௃஽ாௌሿ௏"಻೐ೕೠ೙೚೎೤೟೐ೞ"ሻ
ௗ௧ ൌ ൅ "ܸ௃௘௝௨௡௢௖௬௧௘௦" ቀ
௏೘ೌೣሾܬ7ܦܪܦܧܵሿ
௄ಾ൅ሾܬ7ܦܪܦܧܵሿቁ 
െ "ܸ௃௘௝௨௡௢௖௬௧௘௦" ቆ ௠ܸ௔௫
ሾܬܦܧܵሿ
ܭெ ൅ ሾܬܦܧܵሿቇ 
 
11. ௗሺሾ௃஺஼௢஺ௌሿ௏"಻೐ೕೠ೙೚೎೤೟೐ೞ"ሻௗ௧ ൌ െ "ܸ௃௘௝௨௡௢௖௬௧௘௦"ሺܭଵሾܬܣܥ݋ܣܵሿሻ 
 
12. 
ௗሺሾ௃ெ௏ሿ௏"಻೐ೕೠ೙೚೎೤೟೐ೞ"ሻ
ௗ௧ ൌ ൅ "ܸ௃௘௝௨௡௢௖௬௧௘௦" ቀ
௏೘ೌೣሾܬܪܯܩܥ݋ܣሿ
௄ಾ൅ሾܬܪܯܩܥ݋ܣሿቁ 
െቆ ௠ܸ௔௫ሾܬܯܸሿܭெ ൅ ሾܬܯܸሿቇ 
 
13. ௗቀሾ௃஺஺஼௢஺ሿ௏"಻೐ೕೠ೙೚೎೤೟೐ೞ"ቁௗ௧ ൌ ൅ "ܸ௃௘௝௨௡௢௖௬௧௘௦" ቌ
௏೑൬ሾ௃஺஼௢஺ሿሾ௃஺஼௢஺ሿିሾ಻ಲಲ಴೚ಲሿሾ಻ಲ಴೚ಲೄಹሿ಼೐೜ ൰
ሾ௃஺஼௢஺ሿሾ௃஺஼௢஺ሿା௄ಾಳሾ௃஺஼௢஺ሿା௄ಾಲ ሾ௃஺஼௢஺ሿቆଵାሾ಻಴೚ಲೄಹሿ಼೔೜ ቇା	
ೇ೑
ೇೝ಼೐೜ቆ௄ಾ
ೂሾ௃஺஺஼௢஺ሿ൬ଵାሾ಻ಲ಴೚ಲሿ಼೔ೌ ൰ାሾ௃஼௢஺ௌுሿ൫௄ಾ
ುାሾ௃஺஺஼௢஺ሿ൯ቇ
ቍ 
െ "ܸ௃௘௝௨௡௢௖௬௧௘௦" ቆ ௠ܸ௔௫
ሾܬܣܥ݋ܣሿሾܬܣܣܥ݋ܣሿ
ܭܯܣ ܭܯܤ ൅ ሾܬܣܥ݋ܣሿܭܯܤ ൅ ሾܬܣܣܥ݋ܣሿܭܯܣ ൅ ሾܬܣܥ݋ܣሿሾܬܣܣܥ݋ܣሿቇ 
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14. 
ௗ൫ሾ௃ெ௏ହ௉௉ሿ௏"಻೐ೕೠ೙೚೎೤೟೐ೞ"൯
ௗ௧ ൌ ൅ቌ
ೇ೑ሾ಻ಾೇఱುሿ
ܭܵܯ
ିೇೝሾ಻ಾೇఱುುሿܭܲܯ
ଵାሾ಻ಾೇఱುሿܭܵܯ ା
ሾ಻ಾೇఱುುሿ
ܭܲܯ
ቍ 
െ "ܸ௃௘௝௨௡௢௖௬௧௘௦" ቆ ௠ܸ௔௫
ሾܬܯܸ5ܲܲሿ
ܭெ ൅ ሾܬܯܸ5ܲܲሿቇ 
 
15. 
ௗ൫ሾ௃஽ெ஺௉௉ሿ௏"಻೐ೕೠ೙೚೎೤೟೐ೞ"൯
ௗ௧ ൌ ൅ "ܸ௃௘௝௨௡௢௖௬௧௘௦" ቌ
ೇ೑ሾ಻಺ುುሿ
ܭܵܯ
ିೇೝሾ಻ವಾಲುುሿܭܲܯ
ଵାሾ಻಺ುುሿܭܵܯ ା
ሾ಻ವಾಲುುሿ
ܭܲܯ
ቍ 
െ "ܸ௃௘௝௨௡௢௖௬௧௘௦" ቆ ௠ܸ௔௫
ሾܬܦܯܣܲܲሿሾܬܫܲܲሿ
ܭܯܣ ܭܯܤ ൅ ሾܬܦܯܣܲܲሿܭܯܤ ൅ ሾܬܫܲܲሿܭܯܣ ൅ ሾܬܦܯܣܲܲሿሾܬܫܲܲሿቇ 
 
16. ௗ൫ሾ௃ுெீ஼௢஺ሿ௏"಻೐ೕೠ೙೚೎೤೟೐ೞ"൯ௗ௧ ൌ ൅ "ܸ௃௘௝௨௡௢௖௬௧௘௦" ቀ
௏೘ೌೣሾ௃஺஼௢஺ሿሾ௃஺஺஼௢஺ሿ
௄ಾಲ௄ಾಳାሾ௃஺஼௢஺ሿ௄ಾಳାሾ௃஺஺஼௢஺ሿ௄ಾಲାሾ௃஺஼௢஺ሿሾ௃஺஺஼௢஺ሿቁ 
 
െ "ܸ௃௘௝௨௡௢௖௬௧௘௦" ൬ ௠ܸ௔௫ሾܬܪܯܩܥ݋ܣሿܭெ ൅ ሾܬܪܯܩܥ݋ܣሿ൰	 
 
17. 
ௗ൫ሾ௃ௌொሿ௏"಻೐ೕೠ೙೚೎೤೟೐ೞ"൯
ௗ௧ ൌ ൅ "ܸ௃௘௝௨௡௢௖௬௧௘௦" ቀ
௏೘ೌೣሾ௃ி௉௉ሿ
௄ಾାሾ௃ி௉௉ሿቁ	 
െ "ܸ௃௘௝௨௡௢௖௬௧௘௦" ൬ ௠ܸ௔௫ሾܬܵܳሿܭெ ൅ ሾܬܵܳሿ൰	 
 
18. 
ௗ൫ሾ௃ீ௉௉ሿ௏"಻೐ೕೠ೙೚೎೤೟೐ೞ"൯
ௗ௧ ൌ ൅ "ܸ௃௘௝௨௡௢௖௬௧௘௦" ቀ
௏೘ೌೣሾ௃஽ெ஺௉௉ሿሾ௃ூ௉௉ሿ
௄ಾಲ௄ಾಳାሾ௃஽ெ஺௉௉ሿ௄ಾಳାሾ௃ூ௉௉ሿ௄ಾಲାሾ௃஽ெ஺௉௉ሿሾ௃ூ௉௉ሿ
ቁ 
െ "ܸ௃௘௝௨௡௢௖௬௧௘௦" ൬ ௠ܸ௔௫ሾܬܩܲܲሿሾܬܫܲܲሿܭܯܣ ܭܯܤ ൅ ሾܬܩܲܲሿܭܯܤ ൅ ሾܬܫܲܲሿܭܯܣ ൅ ሾܬܩܲܲሿሾܬܫܲܲሿ൰ 
 
19. ௗ൫ሾ௃ௌொாሿ௏"಻೐ೕೠ೙೚೎೤೟೐ೞ"൯ௗ௧ ൌ ൅ "ܸ௃௘௝௨௡௢௖௬௧௘௦" ቀ
௏೘ೌೣሾ௃ௌொሿ
௄ಾାሾ௃ௌொሿቁ	 
െ "ܸ௃௘௝௨௡௢௖௬௧௘௦" ൬ ௠ܸ௔௫ሾܬܵܳܧሿܭெ ൅ ሾܬܵܳܧሿ൰	 
 
20. ௗ൫ሾ௃଻஽ு஽ாௌሿ௏"಻೐ೕೠ೙೚೎೤೟೐ೞ"൯ௗ௧ ൌ ൅ "ܸ௃௘௝௨௡௢௖௬௧௘௦"ሺܭଵሾܬܮܣܰሿሻ 
െ "ܸ௃௘௝௨௡௢௖௬௧௘௦" ൬ ௠ܸ௔௫ሾܬ7ܦܪܦܧܵሿܭெ ൅ ሾܬ7ܦܪܦܧܵሿ൰	 
െ "ܸ௃௘௝௨௡௢௖௬௧௘௦" ൬ ௠ܸ௔௫ሾܬ7ܦܪܦܧܵሿܭெ ൅ ሾܬ7ܦܪܦܧܵሿ൰	 
 
21. ௗ൫ሾ௃ி௉௉ሿ௏"಻೐ೕೠ೙೚೎೤೟೐ೞ"൯ௗ௧ ൌ ൅ܸ"ܬ݆݁ݑ݊݋ܿݕݐ݁ݏ" ൬ ܸ݉ܽݔሾܬܩܲܲሿሾܬܫܲܲሿ௄ಾಲ௄ಾಳ൅ሾܬܩܲܲሿ௄ಾಳ൅ሾܬܫܲܲሿ௄ಾಲ൅ሾܬܩܲܲሿሾܬܫܲܲሿ൰ 
െ "ܸ௃௘௝௨௡௢௖௬௧௘௦" ൬ ௠ܸ௔௫ሾܬܨܲܲሿܭெ ൅ ሾܬܨܲܲሿ൰	 
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22. ௗ൫ሾ௃଻஽ு஼ሿ௏"಻೐ೕೠ೙೚೎೤೟೐ೞ"൯ௗ௧ ൌ ൅ "ܸ௃௘௝௨௡௢௖௬௧௘௦" ቀ
௏೘ೌೣሾ௃଻஽ு஽ாௌሿ
௄ಾାሾ௃଻஽ு஽ாௌሿቁ	 
െ "ܸ௃௘௝௨௡௢௖௬௧௘௦" ൬ ௠ܸ௔௫ሾܬ7ܦܪܥሿܭெ ൅ ሾܬ7ܦܪܥሿ൰	 
 
23. 
ௗ൫ሾ௃௅஺ேሿ௏"಻೐ೕೠ೙೚೎೤೟೐ೞ"൯
ௗ௧ ൌ ൅ "ܸ௃௘௝௨௡௢௖௬௧௘௦" ቀ
௏೘ೌೣሾ௃ௌொாሿ
௄ಾାሾ௃ௌொாሿቁ 
െ "ܸ௃௘௝௨௡௢௖௬௧௘௦"ሺܭଵሾܬܮܣܰሿሻ 
 
24. 
ௗ൫ሾ௃஼ாሿ௏"಻೐ೕೠ೙೚೎೤೟೐ೞ"൯
ௗ௧ ൌ ൅ "ܸ௃௘௝௨௡௢௖௬௧௘௦" ቀ
௏೘ೌೣሾ௃ி஼ሿ
௄ಾାሾ௃ி஼ሿቁ 
െ "ܸ௃௘௝௨௡௢௖௬௧௘௦"ሺܭଵሾܬܥܧሿሻ 
 
25. 
ௗ൫ሾ௃ி஼ሿ௏"಻೐ೕೠ೙೚೎೤೟೐ೞ"൯
ௗ௧ ൌ ൅ "ܸ௃௘௝௨௡௢௖௬௧௘௦" ቀ
௏೘ೌೣሾ௃଻஽ு஼ሿ
௄ಾାሾ௃଻஽ு஼ሿቁ 
൅ "ܸ௃௘௝௨௡௢௖௬௧௘௦" ൬ ௠ܸ௔௫ሾܬܦܧܵሿܭெ ൅ ሾܬܦܧܵሿ൰ 
െሺܭ௔௕௦ሾܮܨܥሿሾܮܥܤܣሿሾܮܷܤܣሿሾܰܲܥ1ܮ1ሿ 
െ "ܸ௃௘௝௨௡௢௖௬௧௘௦" ൬ ௠ܸ௔௫ሾܬܨܥሿܭெ ൅ ሾܬܨܥሿ൰ 
െሺܭଵሾܬܨܥሿሻ 
 
26. 
ௗ൫ሾே௉஼ଵ௅ଵௌሿ௏"಻೐ೕೠ೙೚೎೤೟೐ೞ"൯
ௗ௧ ൌ െ "ܸ௃௘௝௨௡௢௖௬௧௘௦" ቀ
௄೙೛೎భ೗భೞሾே௉஼ଵ௅ଵௌሿ
ሾ௃ி஼ሿ ቁ 
 
27. ௗ൫ሾே௉஼ଵ௅ଵሿ௏"಻೐ೕೠ೙೚೎೤೟೐ೞ"൯ௗ௧ ൌ െ "ܸ௃௘௝௨௡௢௖௬௧௘௦"ሺܭଵሾܰܲܥ1ܮ1ሿሻ 
൅ "ܸ௃௘௝௨௡௢௖௬௧௘௦" ቆܭ௡௣௖ଵ௟ଵ௦ሾܰܲܥ1ܮ1ܵሿሾܬܨܥሿ ቇ 
 
28. 
ௗ൫ሾ௃ெ௏ହ௉ሿ௏"಻೐ೕೠ೙೚೎೤೟೐ೞ"൯
ௗ௧ ൌ ൅ "ܸ௃௘௝௨௡௢௖௬௧௘௦" ቀ
௏೘ೌೣሾ௃ெ௏ሿ
௄ಾାሾ௃ெ௏ሿቁ 
െ "ܸ௃௘௝௨௡௢௖௬௧௘௦"
ۉ
ۈ
ۇ
௙ܸሾܬܯܸ5ܲሿ
ܭܯௌ
െ ௥ܸሾܬܯܸ5ܲܲሿܭܯ௉
1 ൅ ሾܬܯܸ5ܲሿܭܯௌ ൅
ሾܬܯܸ5ܲܲሿ
ܭܯ௉ ی
ۋ
ۊ 
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29. ௗ൫ሾ௃஼ுሿ௏"಻೐ೕೠ೙೚೎೤೟೐ೞ"൯ௗ௧ ൌ െሺܭଵሾܬܥܪሿሻ 
൅ "ܸ௃௘௝௨௡௢௖௬௧௘௦"ሺܭଵሾܬܥܧሿሻ 
൅ "ܸ௃௘௝௨௡௢௖௬௧௘௦"ሺܭଵሾܬܨܥሿሻ 
 
30. ௗ൫ሾூ஺௉ை஺ூௌሿ௏"಺೗೐೚೎೤೟೐ೞ"൯ௗ௧ ൌ െሺܭଵሾܫܣܱܲܣܫܵሿሻ 
 
31. ௗ൫ሾூ௎஻஺ሿ௏"಺೗೐೚೎೤೟೐ೞ"൯ௗ௧ ൌ ൅ቀ
௏೘ೌೣሾ௅௎஻஺ሿ
௄ಾାሾ௅௎஻஺ሿቁ 
൅ሺܭଵሾܮܷܤܣሿሻ 
െ൬ ௠ܸ௔௫ሾܫܷܤܣሿܭெ ൅ ሾܫܷܤܣሿ൰ 
 
32. ௗ൫ሾூ஼஻஺ሿ௏"಺೗೐೚೎೤೟೐ೞ"൯ௗ௧ ൌ ൅ ቀ
௏೘ೌೣሾ௅஼஻஺ሿ
௄ಾାሾ௅஼஻஺ሿቁ 
െ൬ ௠ܸ௔௫ሾܫܥܤܣሿܭெ ൅ ሾܫܥܤܣሿ൰ 
 
33. ௗ൫ሾைௌ்ሿ௏"಺೗೐೚೎೤೟೐ೞ"൯ௗ௧ ൌ െ "ܸூ௟௘௢௖௬௧௘௦"ሺܭଵሾܱܵܶሿሻ 
൅ "ܸூ௟௘௢௖௬௧௘௦" ൬ ܭ௢௦௧௦ሾܱܵܶܵሿሾܫܥܤܣሿ ൅ ሾܫܷܤܣሿ൰ 
 
34. ௗ൫ሾ஺ௌ஻்ௌሿ௏"಺೗೐೚೎೤೟೐ೞ"൯ௗ௧ ൌ െ "ܸூ௟௘௢௖௬௧௘௦" ቀ
௄ೌೞ್೟ೞሾ஺ௌ஻்ௌሿ
ሾூ஼஻஺ሿାሾூ௎஻஺ሿቁ 
 
35. ௗ൫ሾைௌ்஽ሿ௏"಺೗೐೚೎೤೟೐ೞ"൯ௗ௧ ൌ ൅ "ܸூ௟௘௢௖௬௧௘௦"ሺܭଵሾܱܵܶሿሻ 
 
36. ௗ൫ሾைௌ்ௌሿ௏"಺೗೐೚೎೤೟೐ೞ"൯ௗ௧ ൌ െ "ܸூ௟௘௢௖௬௧௘௦" ቀ
௄೚ೞ೟ೞሾைௌ்ௌሿ
ሾூ஼஻஺ሿାሾூ௎஻஺ሿቁ 
 
37. ௗ൫ሾ஺ௌ஻்஽ሿ௏"಺೗೐೚೎೤೟೐ೞ"൯ௗ௧ ൌ ൅ "ܸூ௟௘௢௖௬௧௘௦"ሺܭଵሾܣܵܤܶሿሻ 
 
38. ௗ൫ሾ஺ௌ஻்ሿ௏"಺೗೐೚೎೤೟೐ೞ"൯ௗ௧ ൌ െ "ܸூ௟௘௢௖௬௧௘௦"ሺܭଵሾܣܵܤܶሿሻ 
൅ "ܸூ௟௘௢௖௬௧௘௦" ൬ ܭ௔௦௕௧௦ሾܣܵܤܶܵሿሾܫܥܤܣሿ ൅ ሾܫܷܤܣሿ൰ 
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39. ௗ൫ሾு஼ுሿ௏"ಹ೐೛ೌ೟೔೎	೅೔ೞೞೠ೐"൯ௗ௧ ൌ ൅ሺܭଵሾܬܥܪሿሻ 
െ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘"ሺܭ௖௛ଶሾܪܥܪሿሾܮܴܲሿሻ 
െ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘"ሺܭ௖௛ଷሾܪܥܪሿሾܪܮܦܮܴሿሻ 
െ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘"ሺܭ௖௛ଵሾܪܥܪሿሾܪܮܦܮܴሿሻ 
െ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘"ሺܭ௖௛ସሾܪܥܪሿሾܮܴܲሿሻ 
 
40. ௗ൫ሾ௅ோ௉ሿ௏"ಹ೐೛ೌ೟೔೎	೅೔ೞೞೠ೐"൯ௗ௧ ൌ ൅ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ቀ
௄೗ೝ೛ೞሾ௅ோ௉ௌሿ
ሾுி஼ሿ ቁ 
െ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘"ሺܭଵሾܮܴܲሿሻ 
 
41. ௗ൫ሾு௅஽௅ோሿ௏"ಹ೐೛ೌ೟೔೎	೅೔ೞೞೠ೐"൯ௗ௧ ൌ ൅ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ቀ
௄೓೗೏೗ೝೞሾு௅஽௅ோௌሿ
ሾுி஼ሿ ቁ 
െ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘"ሺܭଵሾܪܮܦܮܴሿሻ 
 
42. ௗ൫ሾுி஼ሿ௏"ಹ೐೛ೌ೟೔೎	೅೔ೞೞೠ೐"൯ௗ௧ ൌ ൅ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘"ሺܭ௖௛ଷሾܪܥܪሿሾܪܮܦܮܴሿሻ 
െ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ൬ ௠ܸ௔௫ሾܪܨܥሿܭெ ൅ ሾܪܨܥሿ൰ 
െ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ൬ ௠ܸ௔௫ሾܪܨܥሿܭெ ൅ ሾܪܨܥሿ൰ 
െ
ۉ
ۇ ܤܥܴ௠௔௫
1 ൅ ൬ ܤܥܴ௧ሾܪܨܥሿ൰
஻ௌ
ی
ۊ 
െ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ൬ ௠ܸ௔௫ሾܪܨܥሿܭெ ൅ ሾܪܨܥሿ൰ 
൅ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ൬ ௠ܸ௔௫ሾܪܥܧሿܭெ ൅ ሾܪܥܧሿ൰ 
൅ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘"ሺܭ௖௛ସሾܪܥܪሿሾܮܴܲሿሻ 
൅ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ൬ ௠ܸ௔௫ሾܪ7ܦܪܥሿܭெ ൅ ሾܪ7ܦܪܥሿ൰ 
൅ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ൬ ௠ܸ௔௫ሾܪܦܧܵሿܭெ ൅ ሾܪܦܧܵሿ൰ 
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43. ௗ൫ሾு஼ாሿ௏"ಹ೐೛ೌ೟೔೎	೅೔ೞೞೠ೐"൯ௗ௧ ൌ ൅ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘"ሺܭ௖௛ଶሾܪܥܪሿሾܮܴܲሿሻ 
൅ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘"ሺܭ௖௛ଵሾܪܥܪሿሾܪܮܦܮܴሿሻ 
൅ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ൬ ௠ܸ௔௫ሾܪܨܥሿܭெ ൅ ሾܪܨܥሿ൰ 
െ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ൬ ௠ܸ௔௫ሾܪܥܧሿܭெ ൅ ሾܪܥܧሿ൰ 
െሺܭଵሾܪܥܧሿሻ 
൅ሺܭ௩௟ௗ௟ሾܸܮܦܮܥሿሾܪܮܦܮܴሿሻ 
൅ሺܭ௜ௗ௟௨ሾܫܦܮܥሿሾܪܮܦܮܴሿሻ 
൅ሺܭ௛௟ௗ௟௨ሾܪܮܦܮܴሿሾܮܦܮܥሿሻ 
൅ሺܭଵሾܮܦܮܥሿሻ 
൅ሺܭ௥௖௧ሾܪܦܮ2ሿሾܪܴܵܤ1ሿሻ 
 
44. ௗ൫ሾு஺௉ை஺ூௌሿ௏"ಹ೐೛ೌ೟೔೎	೅೔ೞೞೠ೐"൯ௗ௧ ൌ െ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘"ሺܭଵሾܪܣܱܲܣܫܵሿሻ 
 
45. ௗ൫ሾு௎஻஺ሿ௏"ಹ೐೛ೌ೟೔೎	೅೔ೞೞೠ೐"൯ௗ௧ ൌ ൅ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘"ሺܭଵሾܥ4ሿሻ 
൅ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘"ሺܭଵሾܥ7ሿሻ 
െ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ൬ ௠ܸ௔௫ሾܪܷܤܣሿܭெ ൅ ሾܪܷܤܣሿ൰ 
൅ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘"ሺܭଵሾܥ10ሿሻ 
൅൬ ௠ܸ௔௫ሾܤܷܤܣሿܭெ ൅ ሾܤܷܤܣሿ൰ 
 
46. ௗ൫ሾே்஼௉ሿ௏"ಹ೐೛ೌ೟೔೎	೅೔ೞೞೠ೐"൯ௗ௧ ൌ െ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘"ሺܭଵሾܰܶܥܲሿሻ 
൅ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ቆ
ܭ௡௧௖௣௦ሾܰܶܥܲܵሿ
ሾܪܷܤܣሿ ൅ ሾܪܥܤܣሿቇ 
 
47. ௗ൫ሾ௅ோ௉஽ሿ௏"ಹ೐೛ೌ೟೔೎	೅೔ೞೞೠ೐"൯ௗ௧ ൌ ൅ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘"ሺܭଵሾܮܴܲሿሻ 
 
48. ௗ൫ሾ௅ோ௉ௌሿ௏"ಹ೐೛ೌ೟೔೎	೅೔ೞೞೠ೐"൯ௗ௧ ൌ െ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ቀ
௄೗ೝ೛ೞሾ௅ோ௉ௌሿ
ሾுி஼ሿ ቁ 
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49. ௗ൫ሾு௅஽௅ோ஽ሿ௏"ಹ೐೛ೌ೟೔೎	೅೔ೞೞೠ೐"൯ௗ௧ ൌ ൅ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘"ሺܭଵሾܪܮܦܮܴሿሻ 
 
50. ௗ൫ሾு௅஽௅ோௌሿ௏"ಹ೐೛ೌ೟೔೎	೅೔ೞೞೠ೐"൯ௗ௧ ൌ െ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ቀ
௄೓೗೏೗ೝೞሾு௅஽௅ோௌሿ
ሾுி஼ሿ ቁ 
 
51. ௗ൫ሾுௌோ஻ଵሿ௏"ಹ೐೛ೌ೟೔೎	೅೔ೞೞೠ೐"൯ௗ௧ ൌ ൅ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ቀ
௄೓ೞೝ್భೞሾுௌோ஻ଵௌሿ
ሾு஼ாሿ ቁ 
െ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘"ሺܭଵሾܪܴܵܤ1ሿሻ 
 
52. ௗ൫ሾுௌோ஻ଵ஽ሿ௏"ಹ೐೛ೌ೟೔೎	೅೔ೞೞೠ೐"൯ௗ௧ ൌ ൅ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘"ሺܭଵሾܪܴܵܤ1ሿሻ 
 
53. ௗ൫ሾுௌோ஻ଵௌሿ௏"ಹ೐೛ೌ೟೔೎	೅೔ೞೞೠ೐"൯ௗ௧ ൌ െ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ቀ
௄೓ೞೝ್భೞሾுௌோ஻ଵௌሿ
ሾு஼ாሿ ቁ 
 
54. ௗ൫ሾ஺஻஼ீହீ଼஽ሿ௏"ಹ೐೛ೌ೟೔೎	೅೔ೞೞೠ೐"൯ௗ௧ ൌ ൅ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘"ሺܭଵሾܣܤܥܩ5ܩ8ሿሻ 
 
55. ௗ൫ሾ஺஻஼ீହீ଼ௌሿ௏"ಹ೐೛ೌ೟೔೎	೅೔ೞೞೠ೐"൯ௗ௧ ൌ െ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ቀ
௄೒ఱ೒ఴೞሾ஺஻஼ீହீ଼ௌሿ
ሾுி஼ሿ ቁ 
 
56. ௗ൫ሾ஺஻஼ீହீ଼ሿ௏"ಹ೐೛ೌ೟೔೎	೅೔ೞೞೠ೐"൯ௗ௧ ൌ െ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘"ሺܭଵሾܣܤܥܩ5ܩ8ሿሻ 
൅ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ቆ
ܭ௚ହ௚଼௦ሾܣܤܥܩ5ܩ8ܵሿ
ሾܪܨܥሿ ቇ 
 
57. ௗ൫ሾே்஼௉ௌሿ௏"ಹ೐೛ೌ೟೔೎	೅೔ೞೞೠ೐"൯ௗ௧ ൌ െ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ቀ
௄೙೟೎೛ೞሾே்஼௉ௌሿ
ሾு௎஻஺ሿାሾு஼஻஺ሿቁ 
 
58. ௗ൫ሾே்஼௉஽ሿ௏"ಹ೐೛ೌ೟೔೎	೅೔ೞೞೠ೐"൯ௗ௧ ൌ ൅ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘"ሺܭଵሾܰܶܥܲሿሻ 
 
59. ௗ൫ሾ஻ௌா௉஽ሿ௏"ಹ೐೛ೌ೟೔೎	೅೔ೞೞೠ೐"൯ௗ௧ ൌ ൅ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘"ሺܭଵሾܤܵܧܲሿሻ 
 
60. ௗ൫ሾ஻ௌா௉ௌሿ௏"ಹ೐೛ೌ೟೔೎	೅೔ೞೞೠ೐"൯ௗ௧ ൌ െ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ቀ
௄್ೞ೐೛ೞሾ஻ௌா௉ௌሿ
ሾு஼஻஺ሿ ቁ 
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61. ௗ൫ሾ஻ௌா௉ሿ௏"ಹ೐೛ೌ೟೔೎	೅೔ೞೞೠ೐"൯ௗ௧ ൌ ൅ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ቀ
௄್ೞ೐೛ೞሾ஻ௌா௉ௌሿ
ሾு஼஻஺ሿ ቁ 
െ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘"ሺܭଵሾܤܵܧܲሿሻ 
 
62. ௗሺሾு஺஼௢஺ௌሿܸ"ܪ݁݌ܽݐ݅ܿ	ܶ݅ݏݏݑ݁"ሻௗ௧ ൌ െܸ"ܪ݁݌ܽݐ݅ܿ	ܶ݅ݏݏݑ݁"ሺܭଵሾܪܣܥ݋ܣܵሿሻ 
 
63. ௗሺሾு஺஼௢஺ሿܸ"ܪ݁݌ܽݐ݅ܿ	ܶ݅ݏݏݑ݁"ሻௗ௧ ൌ ൅ܸ"ܪ݁݌ܽݐ݅ܿ	ܶ݅ݏݏݑ݁"ሺܭଵሾܪܣܥ݋ܣܵሿሻ 
െ݊௛௔௖௢௔ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘"
ۉ
ۈ
ۇ ௙ܸ ൬ሾܪܣܥ݋ܣሿሾܪܣܥ݋ܣሿ െ
ሾܪܣܣܥ݋ܣሿሾܪܣܥ݋ܣܵܪሿ
ܭ௘௤ ൰
ሾܪܣܥ݋ܣሿሾܪܣܥ݋ܣሿ ൅ ܭெ஻ሾܪܣܥ݋ܣሿ ൅ ܭெ஺ሾܪܣܥ݋ܣሿ ൬1 ൅ ሾܪܥ݋ܣܵܪሿܭ௜௤ ൰ ൅	
ܸ݂
௥ܸܭ௘௤ ቆܭெ
ொሾܪܣܣܥ݋ܣሿ ൬1 ൅ ሾܪܣܥ݋ܣሿܭ௜௔ ൰ ൅ ሾܪܥ݋ܣܵܪሿሺܭெ
௉ ൅ ሾܪܣܣܥ݋ܣሿሻቇ
ی
ۋ
ۊ
 
െܸ"ܪ݁݌ܽݐ݅ܿ	ܶ݅ݏݏݑ݁" ቆ ௠ܸ௔௫
ሾܪܣܥ݋ܣሿሾܪܣܣܥ݋ܣሿ
ܭܯܣ ܭܯܤ ൅ ሾܪܣܥ݋ܣሿܭܯܤ ൅ ሾܪܣܣܥ݋ܣሿܭܯܣ ൅ ሾܪܣܥ݋ܣሿሾܪܣܣܥ݋ܣሿቇ 
 
64. ௗ൫ሾு஺஺஼௢஺ሿ௏"ಹ೐೛ೌ೟೔೎	೅೔ೞೞೠ೐"൯ௗ௧ ൌ ൅ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ቌ
௏೑൬ሾு஺஼௢஺ሿሾு஺஼௢஺ሿିሾಹಲಲ಴೚ಲሿሾಹಲ಴೚ಲೄಹሿ಼೐೜ ൰
ሾு஺஼௢஺ሿሾு஺஼௢஺ሿା௄ಾಳሾு஺஼௢஺ሿା௄ಾಲሾு஺஼௢஺ሿቆଵାሾಹ಴೚ಲೄಹሿ಼೔೜ ቇା	
ೇ೑
ೇೝ಼೐೜ቆ௄ಾ
ೂሾு஺஺஼௢஺ሿ൬ଵାሾಹಲ಴೚ಲሿ಼೔ೌ ൰ାሾு஼௢஺ௌுሿ൫௄ಾ
ುାሾு஺஺஼௢஺ሿ൯ቇ
ቍ 
െ "ܸܪ݁݌ܽݐ݅ܿ	ܶ݅ݏݏݑ݁" ቆ ௠ܸ௔௫
ሾܪܣܥ݋ܣሿሾܪܣܣܥ݋ܣሿ
ܭܯܣ ܭܯܤ ൅ ሾܪܣܥ݋ܣሿܭܯܤ ൅ ሾܪܣܣܥ݋ܣሿܭܯܣ ൅ ሾܪܣܥ݋ܣሿሾܪܣܣܥ݋ܣሿቇ 
 
65. ௗሺሾுுெீ஼௢஺ሿ௏"ಹ೐೛ೌ೟೔೎	೅೔ೞೞೠ೐"ሻௗ௧ ൌ ൅ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ቀ
௏೘ೌೣሾு஺஼௢஺ሿሾு஺஺஼௢஺ሿ
௄ಾಲ௄ಾಳାሾு஺஼௢஺ሿ௄ಾಳାሾு஺஺஼௢஺ሿ௄ಾಲାሾு஺஼௢஺ሿሾு஺஺஼௢஺ሿ
ቁ 
െ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ൬ ௠ܸ௔௫ሾܪܪܯܩܥ݋ܣሿܭெ ൅ ሾܪܪܯܩܥ݋ܣሿ൰ 
 
66. ௗሺሾுெ௏ሿ௏"ಹ೐೛ೌ೟೔೎	೅೔ೞೞೠ೐"ሻௗ௧ ൌ ൅ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ቀ
௏೘ೌೣሾுுெீ஼௢஺ሿ
௄ಾାሾுுெீ஼௢஺ሿቁ 
െ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ൬ ௠ܸ௔௫ሾܪܯܸሿܭெ ൅ ሾܪܯܸሿ൰ 
 
67. ௗሺሾுெ௏ହ௉௉ሿ௏"ಹ೐೛ೌ೟೔೎	೅೔ೞೞೠ೐"ሻௗ௧ ൌ െ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ቀ
௏೘ೌೣሾுெ௏ହ௉௉ሿ
௄ಾାሾுெ௏ହ௉௉ሿቁ 
൅ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘"
ۉ
ۈ
ۇ
௙ܸሾܪܯܸ5ܲሿ
ܭܯௌ
െ ௥ܸሾܪܯܸ5ܲܲሿܭܯ௉
1 ൅ ሾܪܯܸ5ܲሿܭܯௌ ൅
ሾܪܯܸ5ܲܲሿ
ܭܯ௉ ی
ۋ
ۊ 
 
68. ௗሺሾுெ௏ହ௉ሿ௏"ಹ೐೛ೌ೟೔೎	೅೔ೞೞೠ೐"ሻௗ௧ ൌ ൅ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ቀ
௏೘ೌೣሾுெ௏ሿ
௄ಾାሾுெ௏ሿቁ 
െ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘"
ۉ
ۈ
ۇ
௙ܸሾܪܯܸ5ܲሿ
ܭܯௌ
െ ௥ܸሾܪܯܸ5ܲܲሿܭܯ௉
1 ൅ ሾܪܯܸ5ܲሿܭܯௌ ൅
ሾܪܯܸ5ܲܲሿ
ܭܯ௉ ی
ۋ
ۊ 
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69. ௗሺሾுூ௉௉ሿ௏"ಹ೐೛ೌ೟೔೎	೅೔ೞೞೠ೐"ሻௗ௧ ൌ ൅ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ቀ
௏೘ೌೣሾுெ௏ହ௉௉ሿ
௄ಾାሾுெ௏ହ௉௉ሿቁ 
െ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘"
ۉ
ۈ
ۇ
௙ܸሾܪܫܲܲሿ
ܭܯௌ
െ ௥ܸሾܪܦܯܣܲܲሿܭܯ௉
1 ൅ ሾܪܫܲܲሿܭܯௌ ൅
ሾܪܦܯܣܲܲሿ
ܭܯ௉ ی
ۋ
ۊ 
െ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ൬ ௠ܸ௔௫ሾܪܦܯܣܲܲሿሾܪܫܲܲሿܭܯܣ ܭܯܤ ൅ ሾܪܦܯܣܲܲሿܭܯܤ ൅ ሾܪܫܲܲሿܭܯܣ ൅ ሾܪܦܯܣܲܲሿሾܪܫܲܲሿ൰ 
െ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ൬ ௠ܸ௔௫ሾܪܩܲܲሿሾܪܫܲܲሿܭܯܣ ܭܯܤ ൅ ሾܪܩܲܲሿܭܯܤ ൅ ሾܪܫܲܲሿܭܯܣ ൅ ሾܪܩܲܲሿሾܪܫܲܲሿ൰  
70. ௗሺሾு஽ெ஺௉௉ሿ௏"ಹ೐೛ೌ೟೔೎	೅೔ೞೞೠ೐"ሻௗ௧ ൌ ൅ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ቌ
ೇ೑ሾಹ಺ುುሿ
ܭܯೄ
ିೇೝሾಹವಾಲುುሿ
ܭܯು
ଵାሾಹ಺ುುሿ
ܭܯೄ
ାሾಹವಾಲುುሿ
ܭܯು
ቍ 
െ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ൬ ௠ܸ௔௫ሾܪܦܯܣܲܲሿሾܪܫܲܲሿܭܯܣ ܭܯܤ ൅ ሾܪܦܯܣܲܲሿܭܯܤ ൅ ሾܪܫܲܲሿܭܯܣ ൅ ሾܪܦܯܣܲܲሿሾܪܫܲܲሿ൰ 
 
 
71. ௗሺሾுி௉௉ሿ௏"ಹ೐೛ೌ೟೔೎	೅೔ೞೞೠ೐"ሻௗ௧ ൌ ൅ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ቀ
௏೘ೌೣሾுீ௉௉ሿሾுூ௉௉ሿ
௄ಾಲ௄ಾಳାሾுீ௉௉ሿ௄ಾಳାሾுூ௉௉ሿ௄ಾಲାሾுீ௉௉ሿሾுூ௉௉ሿ
ቁ 
െ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ൬ ௠ܸ௔௫ሾܪܨܲܲሿܭெ ൅ ሾܪܨܲܲሿ൰ 
 
72. ௗሺሾுீ௉௉ሿ௏"ಹ೐೛ೌ೟೔೎	೅೔ೞೞೠ೐"ሻௗ௧ ൌ ൅ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ൬
௏೘ೌೣሾு஽ெ஺௉௉ሿሾுூ௉௉ሿ
௄ಾಲ௄ಾಳାሾு஽ெ஺௉௉ሿ௄ಾಳାሾுூ௉௉ሿ௄ಾಲାሾு஽ெ஺௉௉ሿሾுூ௉௉ሿ
൰ 
െ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ቆ ௠ܸ௔௫
ሾܪܩܲܲሿሾܪܫܲܲሿ
ܭܯ஺ܭܯ஻ ൅ ሾܪܩܲܲሿܭܯ஻ ൅ ሾܪܫܲܲሿܭܯ஺ ൅ ሾܪܩܲܲሿሾܪܫܲܲሿቇ 
 
73. ௗሺሾுௌொሿ௏"ಹ೐೛ೌ೟೔೎	೅೔ೞೞೠ೐"ሻௗ௧ ൌ ൅ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ቀ
௏೘ೌೣሾுி௉௉ሿ
௄ಾାሾுி௉௉ሿቁ 
െ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ൬ ௠ܸ௔௫ሾܪܵܳሿܭெ ൅ ሾܪܵܳሿ൰ 
 
74. ௗሺሾு଻஽ு஽ாௌሿ௏"ಹ೐೛ೌ೟೔೎	೅೔ೞೞೠ೐"ሻௗ௧ ൌ ൅ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘"ሺܭଵሾܪܮܣܰሿሻ 
െ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ൬ ௠ܸ௔௫ሾܪ7ܦܪܦܧܵሿܭெ ൅ ሾܪ7ܦܪܦܧܵሿ൰ 
െ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ൬ ௠ܸ௔௫ሾܪ7ܦܪܦܧܵሿܭெ ൅ ሾܪ7ܦܪܦܧܵሿ൰ 
 
75. ௗሺሾு଻஽ு஼ሿ௏"ಹ೐೛ೌ೟೔೎	೅೔ೞೞೠ೐"ሻௗ௧ ൌ ൅ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ቀ
௏೘ೌೣሾு଻஽ு஽ாௌሿ
௄ಾାሾு଻஽ு஽ாௌሿቁ 
െ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ൬ ௠ܸ௔௫ሾܪ7ܦܪܥሿܭெ ൅ ሾܪ7ܦܪܥሿ൰ 
 
328 
 
76. ௗሺሾு஽ாௌሿ௏"ಹ೐೛ೌ೟೔೎	೅೔ೞೞೠ೐"ሻௗ௧ ൌ ൅ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ቀ
௏೘ೌೣሾு଻஽ு஽ாௌሿ
௄ಾାሾு଻஽ு஽ாௌሿቁ 
െ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ൬ ௠ܸ௔௫ሾܪܦܧܵሿܭெ ൅ ሾܪܦܧܵሿ൰ 
 
77. ௗሺሾு௅஺ேሿ௏"ಹ೐೛ೌ೟೔೎	೅೔ೞೞೠ೐"ሻௗ௧ ൌ ൅ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ቀ
௏೘ೌೣሾுௌொாሿ
௄ಾାሾுௌொாሿቁ െ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘"ሺܭଵሾܪܮܣܰሿሻ 
 
78. ௗሺሾுௌொாሿ௏"ಹ೐೛ೌ೟೔೎	೅೔ೞೞೠ೐"ሻௗ௧ ൌ ൅ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ቀ
௏೘ೌೣሾுௌொሿ
௄ಾାሾுௌொሿቁ 
െ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ൬ ௠ܸ௔௫ሾܪܵܳܧሿܭெ ൅ ሾܪܵܳܧሿ൰ 
 
79. ௗሺሾு஼஻஺ሿ௏"ಹ೐೛ೌ೟೔೎	೅೔ೞೞೠ೐"ሻௗ௧ ൌ ൅ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ቀ
௏೘ೌೣሾு௎஻஺஼௢஺ሿ
௄ಾାሾு௎஻஺஼௢஺ሿቁ 
െ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ൬ ௠ܸ௔௫ሾܪܥܤܣሿܭெ ൅ ሾܪܥܤܣሿ൰ 
൅ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ൬ ௠ܸ௔௫ሾܤܥܤܣሿܭெ ൅ ሾܤܥܤܣሿ൰ 
 
80. ௗቀሾு஼௢஺ௌுሿ௏"ಹ೐೛ೌ೟೔೎	೅೔ೞೞೠ೐"ቁௗ௧ ൌ ൅ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ቌ
௏೑൬ሾு஺஼௢஺ሿሾு஺஼௢஺ሿିሾಹಲಲ಴೚ಲሿሾಹಲ಴೚ಲೄಹሿ಼೐೜ ൰
ሾு஺஼௢஺ሿሾு஺஼௢஺ሿା௄ಾಳሾு஺஼௢஺ሿା௄ಾಲ ሾு஺஼௢஺ሿቆଵାሾಹ಴೚ಲೄಹሿ಼೔೜ ቇା	
ೇ೑
ೇೝ಼೐೜ቆ௄ಾ
ೂሾு஺஺஼௢஺ሿ൬ଵାሾಹಲ಴೚ಲሿ಼೔ೌ ൰ାሾு஼௢஺ௌுሿ൫௄ಾ
ುାሾு஺஺஼௢஺ሿ൯ቇ
ቍ 
 
81. ௗሺሾ஼ଷሿ௏"ಹ೐೛ೌ೟೔೎	೅೔ೞೞೠ೐"ሻௗ௧ ൌ ൅ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ቀ
௏೘ೌೣሾ஼ଶሿ
௄ಾାሾ஼ଶሿቁ 
െ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ൬ ௠ܸ௔௫ሾܥ3ሿܭெ ൅ ሾܥ3ሿ൰ 
 
 
82. ௗሺሾ஼ଵሿ௏"ಹ೐೛ೌ೟೔೎	೅೔ೞೞೠ೐"ሻௗ௧ ൌ ൅ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ቀ
௏೘ೌೣሾுி஼ሿ
௄ಾାሾுி஼ሿቁ 
െ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ൬ ௠ܸ௔௫ሾܥ1ሿܭெ ൅ ሾܥ1ሿ൰ 
 
 
83. ௗሺሾ஼ହሿ௏"ಹ೐೛ೌ೟೔೎	೅೔ೞೞೠ೐"ሻௗ௧ ൌ ൅ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ቀ
௏೘ೌೣሾ஼ଶሿ
௄ಾାሾ஼ଶሿቁ 
െ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ൬ ௠ܸ௔௫ሾܥ5ሿܭெ ൅ ሾܥ5ሿ൰ 
 
84. ௗሺሾ஼ଶሿ௏"ಹ೐೛ೌ೟೔೎	೅೔ೞೞೠ೐"ሻௗ௧ ൌ ൅ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ቀ
௏೘ೌೣሾ஼ଵሿ
௄ಾାሾ஼ଵሿቁ 
െ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ൬ ௠ܸ௔௫ሾܥ2ሿܭெ ൅ ሾܥ2ሿ൰ 
െ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ൬ ௠ܸ௔௫ሾܥ2ሿܭெ ൅ ሾܥ2ሿ൰ 
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85. ௗሺሾ஼଺ሿ௏"ಹ೐೛ೌ೟೔೎	೅೔ೞೞೠ೐"ሻௗ௧ ൌ ൅ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ቀ
௏೘ೌೣሾ஼ହሿ
௄ಾାሾ஼ହሿቁ 
െ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ൬ ௠ܸ௔௫ሾܥ6ሿܭெ ൅ ሾܥ6ሿ൰ 
 
86. ௗሺሾ஼ସሿ௏"ಹ೐೛ೌ೟೔೎	೅೔ೞೞೠ೐"ሻௗ௧ ൌ ൅ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ቀ
௏೘ೌೣሾ஼ଷሿ
௄ಾାሾ஼ଷሿቁ െ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘"ሺܭଵሾܥ4ሿሻ 
 
87. ௗሺሾ஼ଽሿ௏"ಹ೐೛ೌ೟೔೎	೅೔ೞೞೠ೐"ሻௗ௧ ൌ ൅ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ቀ
௏೘ೌೣሾ஼଼ሿ
௄ಾାሾ஼଼ሿቁ 
െ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ൬ ௠ܸ௔௫ሾܥ9ሿܭெ ൅ ሾܥ9ሿ൰ 
 
88. ௗሺሾ஼଻ሿ௏"ಹ೐೛ೌ೟೔೎	೅೔ೞೞೠ೐"ሻௗ௧ ൌ ൅ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ቀ
௏೘ೌೣሾ஼଺ሿ
௄ಾାሾ஼଺ሿቁ െ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘"ሺܭଵሾܥ7ሿሻ 
 
89. ௗሺሾ஼ଵ଴ሿ௏"ಹ೐೛ೌ೟೔೎	೅೔ೞೞೠ೐"ሻௗ௧ ൌ ൅ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ቀ
௏೘ೌೣሾ஼ଽሿ
௄ಾାሾ஼ଽሿቁ െ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘"ሺܭଵሾܥ10ሿሻ 
 
90. ௗሺሾ஼଼ሿ௏"ಹ೐೛ೌ೟೔೎	೅೔ೞೞೠ೐"ሻௗ௧ ൌ ൅ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ቀ
௏೘ೌೣሾுி஼ሿ
௄ಾାሾுி஼ሿቁ 
െ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ൬ ௠ܸ௔௫ሾܥ8ሿܭெ ൅ ሾܥ8ሿ൰ 
 
91. ௗሺሾு௎஻஺஼௢஺ሿ௏"ಹ೐೛ೌ೟೔೎	೅೔ೞೞೠ೐"ሻௗ௧ ൌ ൅ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ቀ
௏೘ೌೣሾு௎஻஺ሿ
௄ಾାሾு௎஻஺ሿቁ 
െ "ܸு௘௣௔௧௜௖	்௜௦௦௨௘" ൬ ௠ܸ௔௫ሾܪܷܤܣܥ݋ܣሿܭெ ൅ ሾܪܷܤܣܥ݋ܣሿ൰ 
 
92. ௗሺሾ஽ி஼ሿ௏"ವ೔೐೟ೌೝ೤	಺೙೟ೌೖ೐"ሻௗ௧ ൌ െሺܭଵሾܦܨܥሿሻ 
 
93. 
ௗሺሾ௖௢௨௡௧௘௥ଶሿ௏"ವ೔೐೟ೌೝ೤	಺೙೟ೌೖ೐"ሻ
ௗ௧ ൌ ൅ "ܸ஽௜௘௧௔௥௬	ூ௡௧௔௞௘"ሺݒሻ 
 
94. 
ௗሺሾ஽஼ாሿ௏"ವ೔೐೟ೌೝ೤	಺೙೟ೌೖ೐"ሻ
ௗ௧ ൌ െሺܭଵሾܦܥܧሿሻ 
 
95. ௗሺሾ௏௅஽௅஼ሿ௏ಳ೗೚೚೏ሻௗ௧ ൌ ൅ሺܭଵሾܪܥܧሿሻ 
െሺܭ௩௟ௗ௟ሾܸܮܦܮܥሿሾܪܮܦܮܴሿሻ 
െ ஻ܸ௟௢௢ௗ൫ܭ௜ௗ௟௙ሾܸܮܦܮܥሿሾܮܲܮሿ൯ 
൅ ஻ܸ௟௢௢ௗ൫ܭ௖௘௧௣ଶሾܪܦܮ2ሿሾܥܧܶܲሿ൯ 
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96. ௗሺሾூ஽௅஼ሿ௏ಳ೗೚೚೏ሻௗ௧ ൌ ൅ ஻ܸ௟௢௢ௗ൫ܭ௜ௗ௟௙ሾܸܮܦܮܥሿሾܮܲܮሿ൯ 
െሺܭ௜ௗ௟௨ሾܫܦܮܥሿሾܪܮܦܮܴሿሻ 
െ ஻ܸ௟௢௢ௗሺܭ௟ௗ௟ሾܫܦܮܥሿሾܪܵܮሿሻ 
 
97. ௗሺሾ௅஽௅஼ሿ௏ಳ೗೚೚೏ሻௗ௧ ൌ ൅ ஻ܸ௟௢௢ௗሺܭ௟ௗ௟ሾܫܦܮܥሿሾܪܵܮሿሻ 
െሺܭ௛௟ௗ௟௨ሾܪܮܦܮܴሿሾܮܦܮܥሿሻ 
െሺܭଵሾܮܦܮܥሿሻ 
െ൫ܭ௣௟ௗ௟௨ሾܮܦܮܥሿሾܲܮܦܮܴሿ൯ 
െሺܭଵሾܮܦܮܥሿሻ 
൅ ஻ܸ௟௢௢ௗ൫ܭ௖௘௧௣ଵሾܪܦܮ2ሿሾܥܧܶܲሿ൯ 
 
98. ௗሺሾு஽௅ଶሿ௏ಳ೗೚೚೏ሻௗ௧ ൌ ൅ ஻ܸ௟௢௢ௗ ቀ
௏೘ೌೣሾு஽௅ଷሿ
௄ಾାሾு஽௅ଷሿቁ 
െ ஻ܸ௟௢௢ௗ ൬ ௠ܸ௔௫ሾܪܦܮ2ሿܭெ ൅ ሾܪܦܮ2ሿ൰ 
െ ஻ܸ௟௢௢ௗ൫ܭ௖௘௧௣ଵሾܪܦܮ2ሿሾܥܧܶܲሿ൯ 
െ ஻ܸ௟௢௢ௗ൫ܭ௖௘௧௣ଶሾܪܦܮ2ሿሾܥܧܶܲሿ൯ 
െሺܭ௥௖௧ሾܪܦܮ2ሿሾܪܴܵܤ1ሿሻ 
 
99. ௗሺሾு஽௅ଷሿ௏ಳ೗೚೚೏ሻௗ௧ ൌ ൅ሺܭ௛ௗ௟ଷሾܲܨܥሿሾܮܥܣܶሿሾ݊݀ܪܦܮሿሻ 
െ ஻ܸ௟௢௢ௗ ൬ ௠ܸ௔௫ሾܪܦܮ3ሿܭெ ൅ ሾܪܦܮ3ሿ൰ 
൅ ஻ܸ௟௢௢ௗ ൬ ௠ܸ௔௫ሾܪܦܮ2ሿܭெ ൅ ሾܪܦܮ2ሿ൰ 
 
100. ௗሺሾ௉௅ௌሿ௏ಳ೗೚೚೏ሻௗ௧ ൌ െ ஻ܸ௟௢௢ௗሺܭଵሾܲܮܵሿሻ 
 
101. ௗሺሾ஻஼஻஺ሿ௏ಳ೗೚೚೏ሻௗ௧ ൌ ൅ቀ
௏೘ೌೣሾூ஼஻஺ሿ
௄ಾାሾூ஼஻஺ሿቁ 
െ൬ ௠ܸ௔௫ሾܤܥܤܣሿܭெ ൅ ሾܤܥܤܣሿ൰ 
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102. ௗሺሾ஻௎஻஺ሿ௏ಳ೗೚೚೏ሻௗ௧ ൌ ൅ቀ
௏೘ೌೣሾூ௎஻஺ሿ
௄ಾାሾூ௎஻஺ሿቁ 
െ൬ ௠ܸ௔௫ሾܤܷܤܣሿܭெ ൅ ሾܤܷܤܣሿ൰ 
 
103. ௗሺሾ௡ௗு஽௅ሿ௏ಳ೗೚೚೏ሻௗ௧ ൌ ൅ ஻ܸ௟௢௢ௗሺܭଵሾܣܱܲܣܫሿሾܲܮሿሻ 
െሺܭ௔ଵ௘ሾܲܨܥሿሾ݊݀ܪܦܮሿሾܣܤܥܣ1ሿሻ 
െ൫ܭ௣௦௥௕ଵሾܲܨܥሿሾ݊݀ܪܦܮሿሾܴܲܵܤ1ሿ൯ 
െሺܭଵሾܲܨܥሿሾ݊݀ܪܦܮሿሻ 
െሺܭ௛ௗ௟ଷሾܲܨܥሿሾܮܥܣܶሿሾ݊݀ܪܦܮሿሻ 
 
104. ௗሺሾ௡ௗு஽௅஼ሿ௏ಳ೗೚೚೏ሻௗ௧ ൌ ൅ሺܭ௔ଵ௘ሾܲܨܥሿሾ݊݀ܪܦܮሿሾܣܤܥܣ1ሿሻ 
൅൫ܭ௣௦௥௕ଵሾܲܨܥሿሾ݊݀ܪܦܮሿሾܴܲܵܤ1ሿ൯ 
൅ሺܭଵሾܲܨܥሿሾ݊݀ܪܦܮሿሻ 
 
105. ௗሺሾ௉஼ாሿ௏"ು೐ೝ೔೛೓೐ೝೌ೗	೅೔ೞೞೠೝ೐"ሻௗ௧ ൌ ൅൫ܭ௣௟ௗ௟௨ሾܮܦܮܥሿሾܲܮܦܮܴሿ൯ 
+ሺܭଵሾܮܦܮܥሿሻ 
െ "ܸ௉௘௥௜௣௛௘௥௔௟	்௜௦௦௨௘" ൬ ௠ܸ௔௫ሾܲܥܧሿܭெ ൅ ሾܲܥܧሿ൰ 
൅ "ܸ௉௘௥௜௣௛௘௥௔௟	்௜௦௦௨௘" ൬ ௠ܸ௔௫ሾܲܨܥሿܭெ ൅ ሾܲܨܥሿ൰ 
 
106. ௗሺሾ௉௅஽௅ோሿ௏"ು೐ೝ೔೛೓೐ೝೌ೗	೅೔ೞೞೠೝ೐"ሻௗ௧ ൌ ൅ "ܸ௉௘௥௜௣௛௘௥௔௟	்௜௦௦௨௘" ቀ
௄೛೗೏೗ೝೞሾ௉௅஽௅ோௌሿ
ሾ௉ி஼ሿ ቁ 
‐ "ܸ௉௘௥௜௣௛௘௥௔௟	்௜௦௦௨௥௘"ሺܭଵሾܲܮܦܮܴሿሻ 
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107. ௗሺሾ௉ி஼ሿ௏"ು೐ೝ೔೛೓೐ೝೌ೗	೅೔ೞೞೠೝ೐"ሻௗ௧ ൌ ൅ "ܸ௉௘௥௜௣௛௘௥௔௟	்௜௦௦௨௘" ቀ
௏೘ೌೣሾ௉଻஽ு஼ሿ
௄ಾାሾ௉଻஽ு஼ሿቁ 
൅ "ܸ௉௘௥௜௣௛௘௥௔௟	்௜௦௦௨௘" ൬ ௠ܸ௔௫ሾܲܦܧܵሿܭெ ൅ ሾܲܦܧܵሿ൰ 
൅ "ܸ௉௘௥௜௣௛௘௥௔௟	்௜௦௦௨௘" ൬ ௠ܸ௔௫ሾܲܥܧሿܭெ ൅ ሾܲܥܧሿ൰ 
െ "ܸ௉௘௥௜௣௛௘௥௔௟	்௜௦௦௨௘" ൬ ௠ܸ௔௫ሾܲܨܥሿܭெ ൅ ሾܲܨܥሿ൰ 
െሺܭ௔ଵ௘ሾܲܨܥሿሾ݊݀ܪܦܮሿሾܣܤܥܣ1ሿሻ 
െ൫ܭ௣௦௥௕ଵሾܲܨܥሿሾ݊݀ܪܦܮሿሾܴܲܵܤ1ሿ൯ 
െሺܭଵሾܲܨܥሿሾ݊݀ܪܦܮሿሻ 
െሺܭ௛ௗ௟ଷሾܲܨܥሿሾܮܥܣܶሿሾ݊݀ܪܦܮሿሻ 
െ "ܸ௉௘௥௜௣௛௘௥௔௟	்௜௦௦௨௘"ሺܭଵሾܲܨܥሿሻ 
 
108. ௗሺሾ஺஻஼஺ଵሿ௏"ು೐ೝ೔೛೓೐ೝೌ೗	೅೔ೞೞೠೝ೐"ሻௗ௧ ൌ െሺܭଵሾܣܤܥܣ1ሿሻ 
൅ "ܸ௉௘௥௜௣௛௘௥௔௟	்௜௦௦௨௘" ቆܭ௔ଵ௦
ሾܣܤܥܣ1ܵሿ
ሾܲܨܥሿ ቇ 
 
109. ௗሺሾ௉ௌௌሿ௏"ು೐ೝ೔೛೓೐ೝೌ೗	೅೔ೞೞೠೝ೐"ሻௗ௧ ൌ ൅ "ܸ௉௘௥௜௣௛௘௥௔௟	்௜௦௦௨௘"ሺܭଵሾܲܨܥሿሻ 
 
110. ௗሺሾ஺஻஼஺ଵௌሿ௏"ು೐ೝ೔೛೓೐ೝೌ೗	೅೔ೞೞೠೝ೐"ሻௗ௧ ൌ െ "ܸ௉௘௥௜௣௛௘௥௔௟	்௜௦௦௨௘" ቀ
௄ೌభೞሾ஺஻஼஺ଵௌሿ
ሾ௉ி஼ሿ ቁ 
 
111. ௗሺሾ௉ௌோ஻ଵሿ௏"ು೐ೝ೔೛೓೐ೝೌ೗	೅೔ೞೞೠೝ೐"ሻௗ௧ ൌ ൅ "ܸ௉௘௥௜௣௛௘௥௔௟	்௜௦௦௨௘" ቀ
௄೛ೞೝ್భೞሾ௉ௌோ஻ଵௌሿ
ሾ௉ி஼ሿ ቁ 
െ "ܸ௉௘௥௜௣௛௘௥௔௟	்௜௦௦௨௘"ሺܭଵሾܴܲܵܤ1ሿሻ 
 
112. ௗሺሾ௉ௌோ஻ଵ஽ሿ௏"ು೐ೝ೔೛೓೐ೝೌ೗	೅೔ೞೞೠೝ೐"ሻௗ௧ ൌ ൅ "ܸ௉௘௥௜௣௛௘௥௔௟	்௜௦௦௨௘"ሺܭଵሾܴܲܵܤ1ሿሻ 
 
113. ௗሺሾ௉ௌோ஻ଵௌሿ௏"ು೐ೝ೔೛೓೐ೝೌ೗	೅೔ೞೞೠೝ೐"ሻௗ௧ ൌ െ "ܸ௉௘௥௜௣௛௘௥௔௟	்௜௦௦௨௘" ቀ
௄೛ೞೝ್భೞሾ௉ௌோ஻ଵௌሿ
ሾ௉ி஼ሿ ቁ 
 
114. ௗሺሾ௉௅஽௅ோ஽ሿ௏"ು೐ೝ೔೛೓೐ೝೌ೗	೅೔ೞೞೠೝ೐"ሻௗ௧ ൌ ൅ "ܸ௉௘௥௜௣௛௘௥௔௟	்௜௦௦௨௘"ሺܭଵሾܲܮܦܮܴሿሻ 
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115. ௗሺሾ௉௅஽௅ோௌሿ௏"ು೐ೝ೔೛೓೐ೝೌ೗	೅೔ೞೞೠೝ೐"ሻௗ௧ ൌ െ "ܸ௉௘௥௜௣௛௘௥௔௟	்௜௦௦௨௘" ቀ
௄೛೗೏೗ೝೞሾ௉௅஽௅ோௌሿ
ሾ௉ி஼ሿ ቁ 
 
116. ௗሺሾ஺஻஼஺ଵ஽ሿ௏"ು೐ೝ೔೛೓೐ೝೌ೗	೅೔ೞೞೠೝ೐"ሻௗ௧ ൌ ൅ "ܸ௉௘௥௜௣௛௘௥௔௟	்௜௦௦௨௘"ሺܭଵሾܣܤܥܣ1ሿሻ 
 
117. ௗሺሾ௉଻஽ு஼ሿ௏"ು೐ೝ೔೛೓೐ೝೌ೗	೅೔ೞೞೠ೐"ሻௗ௧ ൌ ൅ "ܸ௉௘௥௜௣௛௘௥௔௟	்௜௦௦௨௘" ቀ
௏೘ೌೣሾ௉଻஽ு஽ாௌሿ
௄ಾାሾ௉଻஽ு஽ாௌሿቁ 
െ "ܸ௉௘௥௜௣௛௘௥௔௟	்௜௦௦௨௘" ൬ ௠ܸ௔௫ሾܲ7ܦܪܥሿܭெ ൅ ሾܲ7ܦܪܥሿ൰ 
 
118. ௗሺሾ௉଻஽ு஽ாௌሿ௏"ು೐ೝ೔೛೓೐ೝೌ೗	೅೔ೞೞೠೝ೐"ሻௗ௧ ൌ ൅ "ܸ௉௘௥௜௣௛௘௥௔௟	்௜௦௦௨௘"ሺܭଵሾܲܮܣܰሿሻ 
െ "ܸ௉௘௥௜௣௛௘௥௔௟	்௜௦௦௨௘" ൬ ௠ܸ௔௫ሾܲ7ܦܪܦܧܵሿܭெ ൅ ሾܲ7ܦܪܦܧܵሿ൰ 
െ "ܸ௉௘௥௜௣௛௘௥௔௟	்௜௦௦௨௘" ൬ ௠ܸ௔௫ሾܲ7ܦܪܦܧܵሿܭெ ൅ ሾܲ7ܦܪܦܧܵሿ൰ 
 
119. ௗሺሾ௉஽ாௌሿ௏"ು೐ೝ೔೛೓೐ೝೌ೗	೅೔ೞೞೠೝ೐"ሻௗ௧ ൌ ൅ "ܸ௉௘௥௜௣௛௘௥௔௟	்௜௦௦௨௘" ቀ
௏೘ೌೣሾ௉଻஽ு஽ாௌሿ
௄ಾାሾ௉଻஽ு஽ாௌሿቁ 
െ "ܸ௉௘௥௜௣௛௘௥௔௟	்௜௦௦௨௘" ൬ ௠ܸ௔௫ሾܲܦܧܵሿܭெ ൅ ሾܲܦܧܵሿ൰ 
 
120. ௗቀሾ௉஺஺஼௢஺ሿ௏"ು೐ೝ೔೛೓ೝೌ೗	೅೔ೞೞೠ೐"ቁௗ௧ ൌ ൅ "ܸ௉௘௥௜௣௛௘௥௔௟	்௜௦௦௨௘" ቌ
௏೑൬ሾ௉஺஼௢஺ሿሾ௉஺஼௢஺ሿିሾುಲಲ಴೚ಲሿሾುಲ಴೚ಲೄಹሿ಼೐೜ ൰
ሾ௉஺஼௢஺ሿሾ௉஺஼௢஺ሿା௄ಾಳ ሾ௉஺஼௢஺ሿା௄ಾಲ ሾ௉஺஼௢஺ሿቆଵାሾು಴೚ಲೄಹሿ಼೔೜ ቇା	
ೇ೑
ೇೝ಼೐೜ቆ௄ಾ
ೂሾ௉஺஺஼௢஺ሿ൬ଵାሾುಲ಴೚ಲሿ಼೔ೌ ൰ାሾ௉஼௢஺ௌுሿ൫௄ಾ
ುାሾ௉஺஺஼௢஺ሿ൯ቇ
ቍ 
െ "ܸܲ݁ݎ݅݌݄݁ݎ݈ܽ	ܶ݅ݏݏݑ݁" ቆ ௠ܸ௔௫
ሾܲܣܥ݋ܣሿሾܲܣܣܥ݋ܣሿ
ܭܯܣ ܭܯܤ ൅ ሾܲܣܥ݋ܣሿܭܯܤ ൅ ሾܲܣܣܥ݋ܣሿܭܯܣ ൅ ሾܲܣܥ݋ܣሿሾܲܣܣܥ݋ܣሿቇ 
 
121. ௗቀሾ௉஼௢஺ௌுሿ௏"ು೐ೝ೔೛೓ೝೌ೗	೅೔ೞೞೠ೐"ቁௗ௧ ൌ ൅ "ܸ௉௘௥௜௣௛௘௥௔௟	்௜௦௦௨௘" ቌ
௏೑൬ሾ௉஺஼௢஺ሿሾ௉஺஼௢஺ሿିሾುಲಲ಴೚ಲሿሾುಲ಴೚ಲೄಹሿ಼೐೜ ൰
ሾ௉஺஼௢஺ሿሾ௉஺஼௢஺ሿା௄ಾಳሾ௉஺஼௢஺ሿା௄ಾಲ ሾ௉஺஼௢஺ሿቆଵାሾು಴೚ಲೄಹሿ಼೔೜ ቇା	
ೇ೑
ೇೝ಼೐೜ቆ௄ಾ
ೂሾ௉஺஺஼௢஺ሿ൬ଵାሾುಲ಴೚ಲሿ಼೔ೌ ൰ାሾ௉஼௢஺ௌுሿ൫௄ಾ
ುାሾ௉஺஺஼௢஺ሿ൯ቇ
ቍ 
 
122. ௗሺሾ௉஺஼௢஺ሿ௏"ು೐ೝ೔೛೓೐ೝೌ೗	೅೔ೞೞೠೝ೐"ሻௗ௧ ൌ ൅ "ܸ௉௘௥௜௣௛௘௥௔௟	்௜௦௦௨௘"ሺܭଵሾܲܣܥ݋ܣܵሿሻ 
െ݊௣௔௖௢௔ ∙ "ܸܲ݁ݎ݅݌݄݁ݎ݈ܽ	ܶ݅ݏݏݑ݁"
ۉ
ۈ
ۇ ௙ܸ ൬ሾܲܣܥ݋ܣሿሾܲܣܥ݋ܣሿ െ
ሾܲܣܣܥ݋ܣሿሾܲܣܥ݋ܣܵܪሿ
ܭ௘௤ ൰
ሾܲܣܥ݋ܣሿሾܲܣܥ݋ܣሿ ൅ܭܯܤ ሾܲܣܥ݋ܣሿ ൅ܭܯܣ ሾܲܣܥ݋ܣሿ ൬1 ൅ ሾܲܥ݋ܣܵܪሿܭ௜௤ ൰ ൅	
ܸ݂
௥ܸܭ௘௤ ቆܭܯ
ܳ ሾܲܣܣܥ݋ܣሿ ൬1 ൅ ሾܲܣܥ݋ܣሿܭ௜௔ ൰ ൅ ሾܲܥ݋ܣܵܪሿ ቀܭܲܯ ൅ ሾܲܣܣܥ݋ܣሿቁቇی
ۋ
ۊ 
െ "ܸܲ݁ݎ݅݌݄݁ݎ݈ܽ	ܶ݅ݏݏݑ݁" ቆ ௠ܸ௔௫
ሾܲܣܥ݋ܣሿሾܲܣܣܥ݋ܣሿ
ܭܯܣ ܭܯܤ ൅ ሾܲܣܥ݋ܣሿܭܯܤ ൅ ሾܲܣܣܥ݋ܣሿܭܯܣ ൅ ሾܲܣܥ݋ܣሿሾܲܣܣܥ݋ܣሿቇ 
 
123. ௗሺሾ௉஺஼௢஺ௌሿ௏"ು೐ೝ೔೛೓೐ೝೌ೗	೅೔ೞೞೠೝ೐"ሻௗ௧ ൌ െ "ܸ௉௘௥௜௣௛௘௥௔௟	்௜௦௦௨௘"ሺܭଵሾܲܣܥ݋ܣܵሿሻ 
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124. ௗሺሾ௉ி௉௉ሿ௏"ು೐ೝ೔೛೓೐ೝೌ೗	೅೔ೞೞೠ೐"ሻௗ௧ ൌ ൅ "ܸ௉௘௥௜௣௛௘௥௔௟	்௜௦௦௨௘" ቀ
௏೘ೌೣሾ௉ீ௉௉ሿሾ௉ூ௉௉ሿ
ܭܯܣ ܭܯܤାሾ௉ீ௉௉ሿܭܯܤାሾ௉ூ௉௉ሿܭܯܣ ାሾ௉ீ௉௉ሿሾ௉ூ௉௉ሿቁ 
െ "ܸ௉௘௥௜௣௔௛௘௥௔௟	்௜௦௦௨௘" ൬ ௠ܸ௔௫ሾܲܨܲܲሿܭெ ൅ ሾܲܨܲܲሿ൰ 
 
125. ௗሺሾ௉ீ௉௉ሿ௏"ು೐ೝ೔೛೓೐ೝೌ೗	೅೔ೞೞೠ೐"ሻௗ௧ ൌ ൅ "ܸ௉௘௥௜௣௛௘௥௔௟	்௜௦௦௨௘" ൬
௏೘ೌೣሾ௉஽ெ஺௉௉ሿሾ௉ூ௉௉ሿ
௄ಾಲ௄ಾಳାሾ௉஽ெ஺௉௉ሿ௄ಾಳାሾ௉ூ௉௉ሿ௄ಾಲାሾ௉஽ெ஺௉௉ሿሾ௉ூ௉௉ሿ
൰ 
െ "ܸ௉௘௥௜௣௛௘௥௔௟	்௜௦௦௨௘" ቆ ௠ܸ௔௫
ሾܲܩܲܲሿሾܲܫܲܲሿ
ܭܯ஺ܭܯ஻ ൅ ሾܲܩܲܲሿܭܯ஻ ൅ ሾܲܫܲܲሿܭܯ஺ ൅ ሾܲܩܲܲሿሾܲܫܲܲሿቇ 
 
126. ௗ൫ሾ௉ுெீ஼௢஺ሿ௏"ು೐ೝ೔೛೓೐ೝೌ೗	೅೔ೞೞೠ೐"൯ௗ௧ ൌ ൅ "ܸ௉௘௥௜௣௛௘௥௔௟	்௜௦௦௨௘" ൬
௏೘ೌೣሾ௉஺஼௢஺ሿሾ௉஺஺஼௢஺ሿ
௄ಾಲ௄ಾಳାሾ௉஺஼௢஺ሿ௄ಾಳାሾ௉஺஺஼௢஺ሿ௄ಾಲାሾ௉஺஼௢஺ሿሾ௉஺஺஼௢஺ሿ
൰ 
 
െ "ܸ௉௘௥௜௣௛௘௥௔௟	்௜௦௦௨௘" ൬ ௠ܸ௔௫ሾܲܪܯܩܥ݋ܣሿܭெ ൅ ሾܲܪܯܩܥ݋ܣሿ൰	 
 
127. ௗሺሾ௉ூ௉௉ሿ௏"ು೐ೝ೔೛೓೐ೝೌ೗	೅೔ೞೞೠ೐"ሻௗ௧ ൌ ൅ "ܸ௉௘௥௜௣௛௘௥௔௟	்௜௦௦௨௘" ቀ
௏೘ೌೣሾ௉ெ௏ହ௉௉ሿ
௄ಾାሾ௉ெ௏ହ௉௉ሿቁ 
െ "ܸ௉௘௥௜௣௛௘௥௔௟	்௜௦௦௨௘"
ۉ
ۈ
ۇ
௙ܸሾܲܫܲܲሿ
ܭܯௌ
െ ௥ܸሾܲܦܯܣܲܲሿܭܯ௉
1 ൅ ሾܲܫܲܲሿܭܯௌ ൅
ሾܲܦܯܣܲܲሿ
ܭܯ௉ ی
ۋ
ۊ 
െ "ܸ௉௘௥௜௣௛௘௥௔௟	்௜௦௦௨௘" ቆ ௠ܸ௔௫ሾܲܦܯܣܲܲሿሾܲܫܲܲሿܭெ஺ܭெ஻ ൅ ሾܲܦܯܣܲܲሿܭெ஻ ൅ ሾܲܫܲܲሿܭெ஺ ൅ ሾܲܦܯܣܲܲሿሾܲܫܲܲሿቇ 
െ "ܸ௉௘௥௜௣௛௘௥௔௟	்௜௦௦௨௘" ቆ ௠ܸ௔௫ሾܲܩܲܲሿሾܲܫܲܲሿܭெ஺ܭெ஻ ൅ ሾܲܩܲܲሿܭெ஻ ൅ ሾܲܫܲܲሿܭெ஺ ൅ ሾܲܩܲܲሿሾܲܫܲܲሿቇ  
128. ௗሺሾ௉஽ெ஺௉௉ሿ௏"ು೐ೝ೔೛೓೐ೝೌ೗	೅೔ೞೞೠ೐"ሻௗ௧ ൌ ൅ "ܸ௉௘௥௜௣௛௘௥௔௟	்௜௦௦௨௘" ቌ
ೇ೑ሾು಺ುುሿ
ܭܯೄ
ିೇೝሾುವಾಲುುሿ
ܭܯು
ଵାሾು಺ುುሿ
ܭܯೄ
ାሾುವಾಲುುሿ
ܭܯು
ቍ 
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௏೘ೌೣሾ௉ுெீ஼௢஺ሿ
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െ "ܸ௉௘௥௜௣௛௘௥௔௟	்௜௦௦௨௘" ൬ ௠ܸ௔௫ሾܲܯܸሿܭெ ൅ ሾܲܯܸሿ൰ 
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ೇ೑ሾುಾೇఱುሿ
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ିೇೝሾುಾೇఱುುሿ
ܭܯು
ଵାሾುಾೇఱುሿ
ܭܯೄ
ାሾುಾೇఱುುሿ
ܭܯು
ቍ 
െ "ܸ௉௘௥௜௣௛௘௥௔௟	்௜௦௦௨௘" ൬ ௠ܸ௔௫ሾܲܯܸ5ܲܲሿܭெ ൅ ሾܲܯܸ5ܲܲሿ൰ 
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ቍ 
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132. ௗሺሾ௉ௌொாሿ௏"ು೐ೝ೔೛೓೐ೝೌ೗	೅೔ೞೞೠ೐"ሻௗ௧ ൌ ൅ "ܸ௉௘௥௜௣௛௘௥௔௟	்௜௦௦௨௘" ቀ
௏೘ೌೣሾ௉ௌொሿ
௄ಾାሾ௉ௌொሿቁ 
െ "ܸ௉௘௥௜௣௛௘௥௔௟	்௜௦௦௨௘" ൬ ௠ܸ௔௫ሾܲܵܳܧሿܭெ ൅ ሾܲܵܳܧሿ൰ 
 
133. ௗሺሾ௉ௌொሿ௏"ು೐ೝ೔೛೓೐ೝೌ೗	೅೔ೞೞೠ೐"ሻௗ௧ ൌ ൅ "ܸ௉௘௥௜௣௛௘௥௔௟	்௜௦௦௨௘" ቀ
௏೘ೌೣሾ௉ி௉௉ሿ
௄ಾାሾ௉ி௉௉ሿቁ 
െ "ܸ௉௘௥௜௣௛௘௥௔௟	்௜௦௦௨௘" ൬ ௠ܸ௔௫ሾܲܵܳሿܭெ ൅ ሾܲܵܳሿ൰ 
 
134. ௗሺሾ௉௅஺ேሿ௏"ು೐ೝ೔೛೓೐ೝೌ೗	೅೔ೞೞೠ೐"ሻௗ௧ ൌ ൅ "ܸ௉௘௥௜௣௛௘௥௔௟	்௜௦௦௨௘" ቀ
௏೘ೌೣሾ௉ௌொாሿ
௄ಾାሾ௉ௌொாሿቁ െ "ܸ௉௘௥௜௣௛௘௥௔௟	்௜௦௦௨௘"ሺܭଵሾܲܮܣܰሿሻ 
 
135. ௗሺሾாி஼ሿ௏ಶೣ೎ೝ೐೟೐೏ሻௗ௧ ൌ ൅൫ܭ௘௙௖ሾܮܨܥሿሾܮܥܤܣሿሾܮܷܤܣሿ൯ 
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336 
 
Section 3 Statistical analysis of parameters of EIS, CV, and DPV 
Table A.5 Statistical analysis of the effect of adsorption time on parameters of EIS, CV and DPV. 
Methylated DNA vs. unmethylated DNA. p values from one way ANOVA with Tukey post‐hoc test for 
multiple comparisons. Green shading represents a statistically significant difference (p<0.05). 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table A.6 Statistical analysis of the effect of rotation speed on parameters of EIS, CV and DPV. 
Methylated DNA vs. unmethylated DNA. p values from one way ANOVA with Tukey post‐hoc test for 
multiple comparisons. Green shading represents a statistically significant difference (p<0.05). 
 
 
 
 
 
 
 
 
 
Table A.7 Statistical analysis of parameters of EIS, CV and DPV for the determination of the limit of 
detection for methylated DNA.  
Methylated DNA  vs.  0nM.  p  values  from  one way  ANOVA with  Tukey  post‐hoc  test  for multiple 
comparisons. Green shading represents a statistically significant difference (p<0.05). 
 
 
 
 
 
 
 
 
 
 
Time 
(Minutes)  Rct 
Peak to 
peak 
separation 
(CV200) 
Peak to 
peak 
separation 
(CV50) 
Peak 
Current 
(DVP) 
1  0.901 1.000 0.807 1.000 
2  0.912  1.000  0.957  0.640 
5  0.389  0.002  0.248  0.002 
10  0.304  1.000  1.000  0.077 
15  0.965 0.000 0.000 0.865 
20  0.408  0.000  0.000  0.018 
25  0.481  0.000  0.000  0.953 
30  0.000  0.000  0.000  0.000 
Concentration 
(nM)  Rct 
Peak to 
peak 
separation 
(CV200) 
Peak to 
peak 
separation 
(CV50) 
Peak 
Current 
(DVP) 
1  0.273 0.298 0.971 0.000 
10  0.000  0.000  0.000  0.000 
25  0.000  0.000  0.000  0.000 
50  0.000  0.000  0.000  0.000 
100  0.000 0.000 0.000 0.000 
200  0.000  0.000  0.000  0.000 
400  0.000  0.000  0.000  0.000 
Rotation 
Speed (rpm)  Rct 
Peak to 
peak 
separation 
(CV200) 
Peak to 
peak 
separation 
(CV50) 
Peak 
Current 
(DVP) 
0  0.051  0.002  0.033  0.000 
1000  0.957  0.999  0.992  0.733 
2000  0.000  0.000  0.0003  0.000 
4000  0.169 0.112 0.429 0.353 
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Table A.8 Statistical analysis of parameters of EIS, CV and DPV for the determination of the limit of 
detection for unmethylated DNA. 
Unmethylated DNA vs. 0nM. p values  from one way ANOVA with Tukey post‐hoc test  for multiple 
comparisons. Green shading represents a statistically significant difference (p<0.05). 
 
 
 
 
 
 
 
 
 
Table  A.9  Statistical  analysis  on  parameters  of  EIS,  CV  and  DPV  for  determination  of  the 
concentration required to differentiate methylated and unmethylated DNA. 
Methylated DNA vs. Unmethylated DNA. p values from one way ANOVA with Tukey post‐hoc test for 
multiple comparisons. Green shading represents a statistically significant difference (p<0.05). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Unmethylated 
vs. 0nM  Rct 
Peak to 
peak 
separation 
(CV200) 
Peak to 
peak 
separation 
(CV50) 
Peak 
Current 
(DVP) 
1  0.939  0.761  0.892  0.481 
10  0.000 0.000 0.000 0.000 
25  0.000  0.000  0.000  0.000 
50  0.000  0.000  0.000  0.000 
100  0.000 0.000 0.000 0.000 
200  0.000  0.000  0.000  0.000 
400  0.000  0.000  0.000  0.000 
Concentration 
(nM)  Rct 
Peak to 
peak 
separation 
(CV200) 
Peak to 
peak 
separation 
(CV50) 
Peak 
Current 
(DVP) 
1  0.996  1.000  1.000  0.107 
10  1.000  0.279  0.075  1.000 
25  0.009 0.000 0.816 1.000 
50  0.000  0.000  0.000  0.000 
100  0.000  0.000  0.000  0.000 
200  0.000 0.000 0.000 0.000 
400  0.000  0.000  0.000  0.000 
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Table A.10 Statistical analysis of parameters of EIS, CV and DPV for solutions of varying methylation. 
p values  from one way ANOVA with Tukey post‐hoc  test  for multiple comparisons. Green shading 
represents a statistically significant difference (p<0.05). 
Rct  0%  25%  50%  75%  100% 
0%    0.003  0.000  0.000 0.000
25%  0.003    0.098  0.000 0.000
50%  0.000  0.098    0.007 0.000
75%  0.000  0.000  0.007    0.001
100%  0.000  0.000  0.000  0.001  
 
 
 
Table A.11 Statistical analysis on parameters of EIS, CV and DPV for the determination of the limit 
of detection for the EN1 amplicon from MCF‐7 DNA. 
MCF‐7  DNA  vs.  1X  PBS.  p  values  from  one  way  ANOVA  with  Tukey  post‐hoc  test  for multiple 
comparisons. Green shading represents a statistically significant difference (p<0.05). 
 
 
 
 
 
 
 
Table A.12 Statistical analysis on parameters of EIS, CV and DPV for the determination of the limit 
of detection for the EN1 amplicon from WGA DNA. 
WGA  DNA  vs.  1X  PBS.  p  values  from  one  way  ANOVA  with  Tukey  post‐hoc  test  for  multiple 
comparisons. Green shading represents a statistically significant difference (p<0.05). 
 
 
 
 
 
 
 
CV200 0%  25%  50%  75%  100%
0%    1.000 1.000  0.124  0.003
25%  1.000   1.000  0.167  0.003
50%  1.000 1.000   0.168  0.003
75%  0.124 0.167 0.168    0.150
100%  0.003 0.003 0.003  0.150   
CV50  0%  25%  50%  75%  100% 
0%    0.744  0.999  0.127 0.015
25%  0.744    0.590  0.602 0.095
50%  0.999  0.590    0.084 0.010
75%  0.127  0.602  0.084    0.639
100%  0.015  0.095  0.010  0.639  
DPV  0%  25%  50%  75%  100%
0%    1.000 0.018  0.005  0.000
25%  1.000   0.023  0.006  0.000
50%  0.018 0.023   0.881  0.001
75%  0.005 0.006 0.881    0.005
100% 0.000 0.000 0.001  0.005   
Fractional 
proportion 
of MCF‐7 
DNA 
Rct 
Peak to 
peak 
separation 
(CV200) 
Peak to 
peak 
separation 
(CV50) 
Peak 
Current 
(DVP) 
1/180  0.000  0.130  0.971  0.002 
1/36  0.000  0.000  0.000  0.000 
1/18  0.000 0.000 0.000 0.000 
1/3  0.000  0.000  0.000  0.000 
Fractional 
proportion of 
WGA DNA 
Rct 
Peak to 
peak 
separation 
(CV200) 
Peak to 
peak 
separation 
(CV50) 
Peak 
Current 
(DVP) 
1/180  0.000  0.165  1.000  0.044 
1/36  0.000 0.000 0.000 0.000 
1/18  0.000  0.000  0.000  0.000 
1/3  0.000  0.000  0.000  0.000 
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Table A.13 Statistical analysis on parameters of EIS, CV and DPV for determination of the fractional 
proportion of secondary PCR product required to differentiate the EN1 amplicon from MCF‐7 and 
WGA DNA.  
MCF‐7 DNA  vs. WGA DNA. p  values  from one way ANOVA with  Tukey post‐hoc  test  for multiple 
comparisons. Green shading represents a statistically significant difference (p<0.05). 
 
 
 
 
 
 
 
 
 
Table A.14 Statistical analysis of parameters of EIS, CV and DPV for solutions of varying methylation. 
Methylated  and  unmethylated  DNA  derived  from  the  EN1  amplicon  of  MCF‐7  and  WGA  DNA 
respectively. p values from one way ANOVA with Tukey post‐hoc test for multiple comparisons. Green 
shading represents a statistically significant difference (p<0.05). 
Rct  0%  25%  50%  75%  100% 
0%    0.000  0.000  0.000 0.000
25%  0.000    0.000  0.000 0.000
50%  0.000  0.000    0.000 0.000
75%  0.000  0.000  0.000    0.000
100%  0.000  0.000  0.000  0.000  
 
 
 
 
 
 
 
 
Fractional 
proportion of 
DNA 
Rct 
Peak to 
peak 
separation 
(CV200) 
Peak to 
peak 
separation 
(CV50) 
Peak 
Current 
(DVP) 
1/180  0.999  0.130  0.971  0.916 
1/36  0.997  0.001  0.002  0.004 
1/18  0.000  0.000  0.000  0.000 
1/3  0.000 0.000 0.000 0.995 
CV200 0%  25%  50%  75%  100%
0%    0.205 0.000  0.000  0.000
25%  0.205   0.000  0.000  0.000
50%  0.000 0.000   0.314  0.000
75%  0.000 0.000 0.314    0.002
100%  0.000 0.000 0.000  0.002   
CV50  0%  25%  50%  75%  100% 
0%    0.002  0.000  0.000 0.000
25%  0.002    0.001  0.000 0.000
50%  0.000  0.001    0.406 0.000
75%  0.000  0.000  0.406    0.001
100%  0.000  0.000  0.000  0.001  
DPV  0%  25%  50%  75%  100%
0%    1.000 0.170  0.000  0.000
25%  1.000   0.151  0.000  0.000
50%  0.170 0.151   0.010  0.000
75%  0.000 0.000 0.010    0.000
100% 0.000 0.000 0.000  0.000   
