In this paper, we propose a multiplex proportional-integral approach, for solving consensus problems in networks of heterogeneous nodes dynamics affected by constant disturbances. The proportional and integral actions are deployed on two different layers across the network, each with its own topology. Furthermore, the contribution of the network topology and node dynamics have been systematically separated giving some sufficient conditions guaranteeing convergence. The effectiveness of the theoretical results is illustrated using a power network model.
Introduction
Steering the collective behaviour of a network of dynamical agents towards a desired common target state is a fundamental problem in network control [8, 9, 21] . Centralized or distributed strategies can be used to solve this problem. Unlike centralized control where a central "station" is required for controlling the whole network, distributed control just requires local interactions among agents. Therefore, a distributed control strategy is more apt in all those situations where several constraints are present and cannot be avoided such as limited resources and energy, short wireless communication ranges, narrow bandwidths, etc [7] .
One particular problem in distributed control is consensus, where the goal is for all agent states in the network to asymptotically converge towards each other [25] . A large number of notable applications have made this problem of paramount importance. For instance, distributed formation control in robotics [14, 26] , platooning of vehicles ⋆ This paper was not presented at any IFAC meeting. Corresponding author M. T. Cicero. Tel. +XXXIX-VI-mmmxxi. Fax +XXXIX-VI-mmmxxv.
Email addresses: danielalberto.burbanolombana@unina.it (Daniel Burbano), mario.dibernardo@unina.it (Mario di Bernardo) . in intelligent transportation systems [11, 24] , formation and attitude alignment in networks of spacecraft units [29] , cooperative fire monitoring [31] , frequency synchronization in power networks [12, 15, 34] , etc. (For a more comprehensive list of applications see [2, 25] and references therein)
The existing literature on consensus is vast and many extensions and sophisticated techniques have been proposed, e.g. [31, 28] . Typically, it is assumed that the agent dynamics is either trivial or identical across the network. Thus, many of the available strategies only apply to networks of homogeneous systems in the absence of distur-bances and noise.
Moreover, results are often obtained in the case where the nodes are either (simple or higher order) integrators [30, 32] or possess scalar linear dynamics [6] . Only a handful of results are available for networks whose nodes are generic n-dimensional LTI systems, see for example [27, 18, 36, 39, 40] .
As research on consensus has matured, more complicated and realistic scenarios must be considered and analysed to address real-world application. Often, the agents in a network do not necessarily have the same intrinsic dynamics and also may be affected by noise and disturbances; besides, they may also communicate with different protocols and strategies. Take for instance a network of power generators, as those considered in [12, 35] . Different power sources and transmission lines, multiple load variations, and even communication failures between generators make the network highly heterogeneous.
To address this problem distributed PID strategies for consensus have been recently proposed in literature. Specifically, convergence of a network of scalar homogeneous linear systems is proved in [1] in the presence of constant disturbances, while in [6] the study is extended to heterogeneous scalar systems possibly affected by perturbations. In both cases a distributed integral action is deployed on all the existing links of the diffusively coupled open-loop network.
The aim of this paper is to present a novel multiplex PI approach to achieve consensus in networks of generic heterogeneous high order linear systems affected by constant disturbances. The idea is to extend the network topological control technique first presented in [20] . From a practical viewpoint, the control strategy corresponds to enhance the coupling between the agents in the open-loop network via additional proportional and integral control interconnections. This could be implemented via appropriate digital devices or by a TCP/IP communication protocol with optical fiber links, feeding the control action to the nodes rather than physically establishing a connection [4] .
We wish to emphasise that in this work we significantly extend the idea presented in [6] , to the case where general linear dynamics are considered in each node and also proportional and integral actions can be independently deployed on different links. The resulting strategy is a multiplex distributed PI control architecture (see Fig.1 (b)).
Multiplex (or multilayer) networks are a collection of networks called layers which may interact between them, and have been proposed as an effective modelling approach for representing and investigating several problems in many real and man-made networks [19] . They are characterized by the presence of different types of links and interconnections among nodes. A classical example are transportation networks where two nodes (e.g cities) can be connected by rail and/or road and/or plane (see [10, 5] for further examples and an extensive review of available results to date). In this paper we introduce the concept of multiplex network control to model the action of different types of control interconnections among nodes in the network each with its own structure. We focus on a multiplex PI strategy characterized by overlaying distributed proportional and integral actions onto a network of interest showing that such a multiplex strategy provides an extra degree of freedom from a control design viewpoint, since direct manipulation of the network topology in each layer affects the performance of the closed-loop network. Moreover, we find conditions for tuning the gains of the distributed control actions in order to guarantee convergence that depend on the node dynamics and network structure. The theoretical derivations are based on Linear Algebra and the use of appropriate Lyapunov functions. They are complemented by numerical simulations using a representative power grid model.
Preliminaries
We denote by I N the identity matrix of dimension N ×N ; by 0 M×N a matrix of zeros of dimension M × N , and by 1 N a N × 1 vector with unitary elements. The Frobenius norm is denoted by · while the spectral norm by |||·|||. A diagonal matrix, say D, with diagonal elements d 1 , . . . , d N is indicated by D = diag{d 1 , . . . , d N }. The determinant of a matrix is denoted by det(.), λ k (A) denotes the k-th eigenvalue of a squared matrix A, and A ′ = A + A T denotes the symmetric part of a matrix. Given two vectors ζ 1 ∈ R n×1 , ζ 2 ∈ R m×1 and two matrices Q 1 ∈ R m×n , Q 2 ∈ R m×m , some algebraic manipulations yield [16] 2ζ
Lemma 1 Given a symmetric matrix A ∈ R n×n , denoting by λ min (A) and λ max (A) the smallest and largest eigenvalues of A, the following statements are true [33] 
Lemma 2 [3] Given the matrices A,B, C and D of appropriate dimensions, the Kronecker product satisfies the following properties
Algebraic graph theory
An undirected graph G is a pair defined by G = (N , E) where N = {1, 2, · · · , N } is the finite set of N node indices; E ⊂ N × N is the set containing the P edges among nodes. Furthermore, we assume each edge has an associated weight denoted by w ij ∈ R + for all i, j ∈ N . The weighed adjacency matrix A(G ) ∈ R N ×N with A ij entries, is defined as A ij (G ) = w ij if there is an edge from node i to node j and zero otherwise. Similarly, the Laplacian matrix L(G ) ∈ R N ×N is defined as the matrix whose elements L ij (G ) = N j=1,j =i w ij if i = j and −w ij otherwise. Thus, the Laplacian matrix can be recast in compact form as
, where the matrix diag{1 T N A(G )} is often called the degree matrix of the graph G . Given two graphs sharing the same set of nodes G 1 = (N , E 1 ) and G 2 = (N , E 2 ), we define the projection graph as the graph proj(G 1 , G 2 ) := (N , E p ) with associate adjacency matrix A p := A(G 1 ) + A(G 2 ).
Definition 3 [22] We say that an N × N matrix S = [S ij ], ∀i, j ∈ N belongs to the set W if it verifies the following properties:
(2) its eigenvalues in ascending order are such that λ 1 (S) = 0 while all the others, λ k (S), k ∈ {2, · · · , N }, are real and positive.
Note that the Laplacian matrix L belongs to the set W if its associated graph G is connected [25] . Next, we present a decomposition of the Laplacian matrix that will be crucial for the derivations reported in the rest of the paper. As suggested in [6] such a decomposition is particularly useful to prove convergence in the presence of heterogeneous nodes.
Lemma 4 [6] Let L ∈ W be the Laplacian matrix of a generic undirected and connected graph G , then L can be written in block form as L = RΛR −1 , where R is an orthonormal matrix defined with its inverse as
with
being the eigenvalues of L in ascending order. Also, the blocks in R and R −1 must fulfill the following conditions
In general a graph G can be seen as a collection of nodes together with links representing interconnections among nodes. Then, we introduce the concept of multiplex graph which is a collection of graphs together with links between nodes of different graphs [5] .
and D is the set of edges representing interconnections between nodes of different layers.
Problem statement and Multiplex PI control
We consider the problem of achieving consensus in a network of N agents governed by open-loop heterogeneous dynamics of the forṁ
is some constant disturbance (or constant external input) acting on each node, σ is a non-negative constant modelling the global coupling strength among any pair of nodes, C is the (possibly disconnected) Laplacian matrix of the weighed graph G C := (N , E C ) representing the open-loop network to be controlled (see Fig. 1 
Definition 6 Network (18) is said to achieve admissible consensus if for any set of initial conditions x i (0) = x i0 , and ∀t ≥ 0
The problem we shall solve is to find bounded and distributed control inputs u i (t), such that all states x i (t) converge asymptotically towards each other, i.e. admissible consensus.
To solve this problem, we propose the use of a distributed multiplex PI control strategy, obtained by setting:
where the non-negative constants α ij ≥ 0 and β ij ≥ 0 represent the control strengths of the proportional and integral control actions respectively (we do not consider self-loops, that is α ii = β ii = 0). It is important to highlight that this controller allows the deployment of proportional and integral actions independently from each other (α ij = 0 or β ij = 0 for some i,j ∈ N , i = j). The constants σ P , σ I ∈ R + are additional parameters modulating globally the contribution of each control layer with respect to each other.
Equation (19) effectively defines two control layers each represented by a different weighted graph G P := (N , E P ) for the proportional layer and G I := (N , E I ) for the integral layer, where E P and E I are the set of edges with associated weights α ij and β ij respectively. As depicted in Fig. 1 the resulting control strategy is therefore a multiplex distributed control strategy, with a multiplex graph M = (G, D) where G := {G C , G P , G I }. Moreover, in (19) the layers do not interact between them so that D is an empty set. Next, we define C := (C ⊗ I n ), P := (P ⊗ I n ), I := (I ⊗ I n ), and letting (20) be the stack vectors of all agent and integral states, the overall dynamics of the closed-loop network can be written as
where A ∈ R nN ×nN is a block diagonal matrix encoding the node dynamics, A := diag {A 1 , · · · , A N }, H := σ C + σ P P, and ∆ ∈ R nN ×1 is the vector of constant disturbances, ∆ :
Thus, the problem becomes that of finding conditions on the node dynamics, the gains σ, σ P , and σ I , and most importantly the structural properties of the open-loop network layer G C and control layers G P and G I , so as to guarantee emergence of admissible consensus in the closed-loop network (21) .
Convergence Analysis
In this section we first show that the collective dynamics of the multiplex closed-loop network (21) has a unique equilibrium which is the solution of the admissible consensus problem. Then we derive some sufficient conditions guaranteeing asymptotic stability of such equilibrium.
Consensus equilibrium
Proposition 7 If the matrix
Proof. Setting the left-hand side of (21) to zero one has that
Remark 8 Note indeed that if controller (19) is able to render this equilibrium stable, it is also able to guarantee consensus of all node states x(t) to a constant vector x ∞ using bounded control energy. Also, the emergent behaviour from the collective dynamics of the network, follows an "exo-system" given byṡ(t) = Ψ 11 s(t)+ (1/N ) N k=1 δ k . This result for perturbed heterogeneous agents establishes a connection with [38] where internal models in networks are studied. Now, to prove convergence, it suffices to guarantee that (x * , z * ) is globally asymptotically stable. We start by shifting the origin via the state transformation y(t) := z(t) + ∆ so that (21) becomes ẋ(t)
Lemma 9 Let Q = RΛ 1 R −1 and S = TΛ 2 T −1 be two generic Laplacian matrices belonging to the set W, where R and T are block matrices with the same structure as in (8) and Λ k , k ∈ {1, 2} are diagonal matrices containing the eigenvalues of Q and S respectively. Then,
Proof. See Appendix A.
Error dynamics
Assuming that the graphs in all layers of M are connected, using Lemma 4 we can write C = RΛ C R −1 , P = UΛ P U −1 and I = QΛ I Q −1 . Next we define the error dynamics given by the state transformation e(t) = (R −1 ⊗ I n )x(t); therefore, using the block repre-
Thus expressing (R 21 ⊗ I n ) from (11) and substituting in (26) yields
note thatē(t) = 0 if and only ifx(t) − (1 N −1 ⊗ I n )x 1 (t) = 0 since R 22 is a full rank matrix [6] . Then, admissible consensus is achieved if lim t→∞ē (t) = 0 and y(t) < +∞, ∀t > 0. Now, recasting (23) in the new coordinates e(t) and w(t) := R −1 y(t), and lettinḡ
wherew(t) := w T 2 (t), . . . , w T N (t) T . Note that the dynamics of w 1 (t) can be neglected as it is trivial with null initial conditions and represents an uncontrollable and unobservable state. The quantities in (27) are defined as follows
• Ψ is a block matrix defined as
whereĀ := diag {A 2 , · · · , A N } is a block diagonal matrix. Using properties (10)-(13), we can write (see Appendix B for the derivation)
• the matrix Ξ I = N R 22 (1 N −1 1 T N −1 + I N −1 )Q T 22 was obtained using Lemma 9 for (R −1 ⊗ I n ) I(R ⊗ I n ).
• H := (R −1 ⊗ I n )H(R ⊗ I n ) and using again Lemma 9 yields
Main Result
Theorem 10 Consider the multiplex network (21) and assume that the graphs in each layer of M are connected; then, admissible consensus is achieved for any integral graph topology G I with σ I > 0, if the following conditions hold
i) The matrix Ψ 11 = (1/N ) N k=1 A k together with its symmetric part Ψ ′ 11 are Hurwitz,
Moreover, all nodes asymptotically converge to
Proof. Consider the candidate Lyapunov function (in what follows we remove the time dependence of the state variables to simplify the notation)
From Lemma 9 we know that Ξ IΛI Ξ T I is an eigendecomposition of a symmetric matrix with positive eigenvalues, which are the diagonal entries ofΛ I ; therefore, its inverse exist and it is also a positive definite matrix. Consequently, (36) is a positive definite and radially unbounded function. Then, differentiating V along the trajectories of (27) and using expressions (29) and (30), one hasV
where, V 1 (e 1 ) = e T 1 Ψ 11 e 1 , V 2 (ē) =ē T Ψ 22ē , V 3 (ē) = −ē T (σ(Λ C ⊗I n )+σ P (Ξ PΛP Ξ T P ⊗I n ))ē, and V 4 (e 1 ,ē) = e T 1 (P 1 + P T 2 )(R T 22 ⊗ I n )ē. Now, we proceed to find an upper-bound for each of the terms in (37) . From the assumptions we know that Ψ 11 + Ψ T 11 is Hurwitz; therefore, using (35b) and property (2), one has that V 1 (e 1 ) ≤ −(1/2) |η| e T 1 e 1 Next, consider the symmetric matrix Ψ + Ψ T = (R −1 ⊗ I n )( A + A T )(R ⊗ I n ). Then, it immediately follows that λ max Ψ + Ψ T = ρ, where ρ is given in (35c). Now, we can write V 2 (ē) = (1/2)ē T Ψ ′ 22ē , and from the fact that Ψ 22 is a principal sub-matrix of Ψ, by using property (4) one has V 2 (ē) ≤ ρē Tē .
From Lemma 9 we know that Ξ PΛP Ξ T P is a symmetric positive definite matrix. Hence, using (2) we have that V 3 (ē) ≤ −(σλ 2 (C) + σ P λ 2 (P))ē Tē .
Finally, setting ζ 1 = e 1 , ζ 2 =ē, Q T 1 := P 1 + P T 2 and Q 2 := R T 22 ⊗ I n and using (1) yields
We can further simplify this expression by noticing that Q T 2 Q 2 is a symmetric matrix and using (2), (3), and (15), we can writeē T Q T 2 Q 2ē ≤ |||Q 2 ||| 2ē Tē ≤ (1/N )ē Tē . Then, using (35a) yields V 4 (e 1 ,ē) ≤ (εµ)/2e T 1 e 1 + 1/(2N ε)ē Tē . Exploiting all the bounds we found for each term in (37) yieldṡ V ≤ (1/2) (εµ − |η|) e T 1 e 1 − (σλ 2 (C) + σ P λ 2 (P))ē Tē
where ξ 1 := εµ − |η| < 0 and
Therefore, under the hypotheses, all agents in (18) achieve admissible consensus to x ∞ as defined in (22) .
Remark 11
• Note that for this type of heterogeneous networks, two ingredients; node dynamics and network topology are crucial for determining the stability of the consensus equilibrium. Therefore, our results confirm that consensus in heterogeneous networks is a tradeoff between network structure (open loop network and proportional layers) and intrinsic node dynamics as shown in [13] . • The stability problem of the whole network has been simplified. In particular, rather than studying the stability of the 2nN × 2nN matrix in (21), only conditions i) and ii) need to be verified which only depend upon n × n matrices. • It is important to highlight that optimal values for the proportional layer (σ P , λ 2 (P)) can be obtained by properly labeling node 1 so that µ is such that the quantity µ/(N |η|) in condition ii) is the smallest. • The integral network together with σ I may be used to control heuristically the rate of convergence to the consensus equilibrium. Obtaining an analytical estimate of such a rate is a highly non-trivial problem [17] , [41] but some estimations can be found in the case where the agents are one-dimensional and homogeneous [6] .
Corollary 12 Let G cp = proj(G C , G P ) denote the projection graph of G C and G P with L cp as its associated Laplacian matrix; then, assuming G cp connected, the multilayer network (21) reaches admissible consensus if condition i) of Theorem 10 is fulfilled and λ 2 (L cp ) > (1/2) (µ/(N |η|) + ρ)
Proof. Since the graph G cp = proj(G C , G P ) is connected then we have that L cp = UΛ cp U T where U is the matrix composed by the eigenvectors of L cp and Λ cp = diag{0, λ 2 (L cp ), · · · , λ N (L cp )}. Hence, we have that H = (L cp ⊗ I n ) in (21) and following a similar procedure as in Section 4 completes the proof.
Corollary 13
Considering homogeneous node dynamics, i.e A i = A, i ∈ N where A and A ′ are Hurwitz stable, then the closed-loop network (21) , reaches admissible consensus for any connected proportional and integral graph topologies with σ P , σ I > 0.
Proof. Firstly, note that when all nodes share the same intrinsic dynamics we have that µ = 0 in (35a), and Ψ 11 = A. Hence, from the assumption, condition i) of Theorem 10 is automatically satisfied and from the fact that matrix A + A T is Hurwitz, one has that ρ < 0 in (35c); therefore, condition ii) of Theorem 10 is also automatically fulfilled. Now consider the case where Ψ 11 is not Hurwitz stable; then, it is possible to apply a local feedback control action to a subset of the nodes so as to render Ψ 11 Hurwitz stable and guarantee the existence of the consensus equilibrium (x * , z * ) in the closed-loop network. Or, equivalently, make the network consensuable according to the definition given in [37] . Specifically, consensusability can be achieved by adding an extra control input, say v i , onto a fraction K < N nodes so that Ψ 11 is stable. For example, one can choose the controller
where H i ∈ R n×n is a gain matrix to be designed appropriately. Note that typically one could simply choose K = 1 so that the dynamics of just one node is altered by this self-feedback loop.
Corollary 14
The heterogeneous network (18) is said to be consensusable under the distributed control action (39) , if there exist matrices H i such that conditions i) and ii) in Theorem 10 are fulfilled.
Remark 15 Note that the presence of local controllers acting on some nodes can be used not only for improving the closed-loop network stability, but also to change the value of the consensus vector x ∞ .
Control Algorithm
The results presented so far can be distilled into the following algorithmic steps to design the multilayer PI network control strategy proposed in this paper. Specifically, S1 Compute matrix Ψ 11 = (1/N ) N k=1 A i from the open-loop network (18) . S2 If matrix Ψ 11 and Ψ ′ 11 are Hurwitz stable then go to step S4, otherwise go to S3. S3 Design local controllers (39) such that Ψ 11 together with its symmetric part Ψ ′ 11 are Hurwitz. Note that matrices H i can also be properly chosen for selecting different values of the consensus vector x ∞ in (22) S4 Select any connected and weighed graph G I for the integral layer e.g. a minimal spanning tree. Then compute the quantities µ, η, and ρ defined in (35) S5 Find a connected and weighed graph G P for the proportional layer and a value of the global coupling gain σ P such that σ P λ 2 (P) > (1/2) (µ/(N |η|) + ρ)− cλ 2 (C)
Example
For the sake of simplicity and without loss of generality we consider three types of node dynamics; stable (E 1 ), oscillatory (E 2 ) and unstable (E 3 )
Then, we consider eight decoupled agents governed by (18) , with σ = 0, Note that the 8-th node does not have any perturbation. Thus, the aim is to design the multiplex PI-Controller such that all the 8 nodes achieve admissible consensus. Following the control design steps in Section 4.4, we have from S1 that matrices
are both Hurwitz stable. Then following S4 we select a ring network of 8 nodes with unitary weights (β ij = 1 ∀i, j ∈ N ) as the connected integral network, and from (35) one has that µ = 846.4826, η = 2.3715, and ρ = 2.618. From S5 we have that σ P λ 2 (P) > 23.6175. Then, choosing, w.l.o.g again a ring network with α ij = 3 ∀i, j ∈ N so that λ 2 (P) = 1.3244. One has that the closed-loop network of 8 agents, achieves admissible consensus for σ P > 13.4392.
We choose σ P = 13.5, and σ I = 7. The resulting evolution of the node states and integral actions is shown in Fig. 2, where [60.7634, 26 .9084] T . The admissible consensus conditions presented in Theorem 10 are independent from the graph structure of the integral layer G I that only needs to be connected. However, in general, we found that the rate of convergence to the consensus equilibrium can be affected by the specific choice of G I . To illustrate this point, we consider different structures for the graph G I as shown in Fig.3 . We then plot the evolution of the consensus index d x := x(t) − (1/N ) 1 N 1 T N ⊗ I n x(t) , where d x = 0 indicates that the closed-loop network has reached admissible consensus.
We observe that the structure of G I changes the speed of convergence. Surprisingly, when the integral layer has a ring topology which has lower λ 2 than the star topology convergence is faster. Therefore, the presence of an integral layer with an independent structure from the diffusive proportional layer can be used as an extra degree of freedom to optimize performance. The investigation of this interesting aspect is beyond the scope of this paper and is left for future work to be presented elsewhere.
Application to Power systems
In this section, an application of the multiplex PI-Control strategy is presented for synchronizing power generators. In particular we consider N power generators governed by the swing equation [23] 2H
where H i and ω R are constants representing the inertia and reference frequency for the i-th generator. The quantity P m i (t) := P * i − d iδi (t) is the mechanical power provided by the i-th generator and it is composed by a constant power injection P * i and a damping term d iδi (t), d i > 0 which models power losses. Moreover, P net i (t) is the power demanded by the network. Note that when (40) is at an equilibrium state, P m i = P net i and the frequency of each generator ω i (t) :=δ i (t) remains equal to a common constant for all generators in the grid.
For the sake of simplicity, we linearize the swing equation (40) around the synchronous state ω 1 (t) = · · · = ω N (t), and letting m i = 2H i /ω R , we obtain [1, 23] 
where E i > 0 is the nodal voltage, and Y ij is the admittance among buses i and j. To achieve synchronization, we propose the use of the distributed control protocol given by
with k i being a constant representing a local feedback gain for the i-node, σ P > 0 and P ∈ W represents the Laplacian matrix of the proportional layer G P with link weights α ij . Now, let β ij := E i E j |Y ij | be the weights on each edge of the power network in (41b) and I ∈ W the associated Laplacian matrix describing the equivalent distributed integral action (41b). Setting z(t) = −(1/m i )P net i (t), the problem becomes that of proving convergence in the heterogeneous network given bẏ
where ω(t) := [ω 1 (t), · · · , ω N (t)], z(t) := [z 1 (t), · · · , z N (t)] are the stack vectors of frequency and rescaled electrical power respectively, H := diag{k 1 − d 1 /m 1 , · · · , k N − d N /m N }, M := diag{1/m 1 , · · · , 1/m N } and the vector ∆ := diag{P * 1 /m 1 , · · · , P * N /m N }.
Proposition 16
The closed-loop power network (43) has a unique equilibrium given by ω * :
Proof. As done in the proof of Proposition 7 by setting the left-hand side of (43) to zero one has that x * = a1 N , ∀a ∈ R and z * = − (aP1 + ∆). Now letting v := [m 1 , · · · , m N ] T , by the definition of z(t) one has that v T z(t) = 0. Therefore v T z * = 0 and we obtain
which completes the proof.
Corollary 17
Under the control dynamics (42), the power network (41) with m i = m, m > 0 ∀i ∈ N asymptotically converges to (44) if the following conditions are satisfied
Proof. Note that (43) can be seen as a group of N first order heterogeneous agents controlled by a multiplex PI strategy. Specifically, letting A i = k i − d i /m, the dynamics of each node can be written aṡ
Therefore, using Theorem (10) with σ = 0, and σ I = (1/m) completes the proof.
As an illustration, consider the power network shown in Fig. 4(a) . For the sake of simplicity and without loss of generality we assume that all weights in the power network model (43) are unitary, that is β ij = 1 ∀i, j ∈ N . Moreover we assume m = 0.1382, and four different values of damping, that is d i = 0.005, for i ∈ {1, 4, 7, 8, 11, 14}, d i = 0.0045, i ∈ {2, 6, 9, 13, 15}, d i = 0.0040, i ∈ {3, 10, 12}, while d i = 0.006, i ∈ {5, 16}. Furthermore the vector containing the nominal power injections for each node is given by ∆ = (1/m) synchronize all generators to a common frequency value, say 60, despite the fact that the network is heterogeneous. We then introduce feedback controllers with appropriate gains at nodes 1, 5, and 10 (self feedback loops indicated in black in Fig. 4(a) ) in order to shift ω ∞ as given by (44) to the desired value ω ∞ = 60. To address the stability of such consensus equilibrium, we use Corollary (17) . Firstly we find that ψ 11 := −0.7533 and condition (45a) is fulfilled. Secondly, we have that max i k i − di m = 0.4638 and therefore the power network reaches admissible consensus if σ P λ 2 (P) > 9.1738. Hence, choosing the proportional network as in Fig.  4(b) where all weights among links are set to α ij = 5 yields σ P > 6.77.
Setting σ P = 7 we obtain the behaviour depicted in Fig. 4(c) where admissible consensus is obtained to the expected value ω ∞ .
Conclusions
We have proposed a novel approach for controlling networks of heterogeneous nodes with generic ndimensional linear dynamics in the presence of constant disturbances. In particular, we discussed the use of different control layers deploying proportional and integral actions across the network. Each layer has its own structure which allows to deploy a combination of P, I and PI couplings among nodes to achieve consensus. We proved convergence of the strategy and derived conditions to select the control gains as a function of the open loop and control network structures and the node dynamics. We showed the effectiveness of the proposed strategy via numerical simulations on a representative example.
Several open problems are left for further study. First and foremost the effect of varying the structure of the network control layers should be studied in more detail as preliminary results show the performance of the network evolution towards consensus can be affected by such variations. Also, it remains to be investigated if the additional degrees of freedom represented by the gains of the distributed P and I actions can be exploited to improve the performance of the closed-loop network, possibly in an optimal manner.
We wish to emphasize that more sophisticated approaches can be developed by considering other linear or nonlinear control actions rather than the simpler proportional and integral actions considered in this paper. For example a robustifying distributed action could be designed by considering an extra network control layer of variable structure controllers. This is currently under investigation and will be presented elsewhere.
A Proof of Lemma 9
Multiplying both sides of S = TΛ 2 T −1 by R −1 and R, yields R −1 SR = R −1 TΛ 2 T −1 R. Now using the block form of R and T as shown in Lemma 4 one gets
whereΛ 2 = diag {λ 2 (S), · · · , λ N (S)}. By definition t 11 = r 11 and T 12 = R 12 (see (9) ), and by some matrix manipulation we obtain
We next simplify each block of all matrices. Then, from (10) we have that r 11 + R 12 1 N −1 = t 11 + T 12 1 N −1 = 1. While, from (11) Consequently, we have Ξ 1 = Ξ T 2 and letting Ξ = Ξ 1 , the Kronecker product (R −1 SR ⊗ I n ) yields (24) . Finally, to prove that ΞΛ 2 Ξ T is a symmetric matrix we have to show that Ξ T is an orthonormal matrix. Then, from (A.2) and from the fact that R 22 is an invertible (full rank) matrix [6] Now, by some algebraic manipulations we can simplify each block of Ψ. Then, by definition r 11 = 1/N and R 12 = (1/N )1 T N −1 and
which is clearly (28) . For the second block we can add and subtract N A(R 12 R T 22 ⊗ I n ) where R 12 = (1/N )1 T N −1 . Hence, using (13) one has
note that the matrix P 1 can be recast as P 1 = [A 2 A 3 · · · A N −1 ]−[A 1 A 1 · · · A 1 ] = [A 2 −A 1 · · · A N − A 1 ] and then (29) is obtained. Then, following a similar procedure as done before but for Ψ 21 adding and subtracting (R 22 1 T N −1 ⊗ I n )A 1 , and using property (11) we obtain Ψ 21 = (R 22 ⊗ I n ) Ā (1 N −1 ⊗ I n ) − (1 N −1 ⊗ I n )A 1 P2 in this case P 2 can be rewritten as
Finally, from properties (11) and (13) we can express (R T 21 ⊗ I n ) = −(1/r 11 )(R 12 R T 22 ⊗ I n ) and (R 21 ⊗ I n ) = −(R 22 1 N −1 ⊗ I n ) and the last block reads
where A 1 := (1 N −1 ⊗ I n )A 1 (1 T N −1 ⊗ I n ). Note that A 1 can be also written as A 1 = (1 N −1 1 T N −1 ⊗ A 1 ) and by grouping common terms we obtain (31) .
