Abstract. Some zero-one laws are proved for Gaussian processes defined on linear spaces of functions. They are generalizations of a result for Wiener measure due to R. H. Cameron and R. E. Graves. The proofs exploit an interesting relationship between a Gaussian process and its reproducing kernel Hubert space. Applications are discussed.
1. Introduction. In their 1951 paper [2] , R. H. Cameron and R. E. Graves have proved a remarkable property of the Wiener process, that every measurable r-module in Wiener space can only have Wiener measure either zero or one. The proof, which relies heavily on analysis connected with the Fourier-Hermite development of functionals on Wiener space, would lead one to wonder whether this result is a peculiarity of the Wiener process. It is the aim of this paper to show that the zero-one law mentioned above is true for all Gaussian stochastic processes with a continuous covariance function. The precise assumptions on the probability space of such a process are given in the next section.
The statement of our first main result (Theorem 1) and the completion of its proof are given in §4. Preparatory lemmas which carry the major burden of the proof, and bring out its basic ideas are given in §3.
In Theorem 2 we give a different version of a zero-one law also valid for general Gaussian processes and pertaining to groups instead of /--modules.
Some interesting consequences of Theorem 1 are discussed in §6. Specifically, Theorem 3 is a generalization of a zero-one law for Wiener processes recently derived by L. A. Shepp [12] and subsequently extended by D. E. Varberg [13] .
Theorem 4 provides information-new as far as we know-concerning the uniform convergence with probability one, of the orthogonal expansion of a Gaussian process.
The author wishes to thank Professor Robert Cameron for his helpful discussions on these questions. It was his seminar talk on his own paper that was the starting point of the present work.
2. Notation and preliminaries. Let £0 be a Gaussian probability measure given on the measurable space iX, £(A")), where A' is a family of real valued functions x form (2.1) E = {xeX: [x(r»),..., x(Q] e B») (tx,..., tneTand Bn is an n-dimensional Borel set). We shall denote the convariance function of P0 by R and assume the mean function to be zero, i.e., (2.2) [ x(t)P0(dx) = 0 (teT) and for each t and s in T (2.3) f x(t)x(s)P0(dx) = R(t, s).
Let H(R) denote the reproducing kernel (rk) Hubert space determined by R.
It is a Hubert space of real valued functions k on T with the following properties :
(2.4) R(-,t) belongs to H(R) for each t in T;
if < , > is the inner product in H(R), then for every k in H(R)
For a discussion of r-k Hubert spaces see [1] . Their application to the study of Gaussian stochastic processes is to be found in many recent papers, notably [11 ] . The Gaussian process considered in this paper will be represented by the triplet (X, B0(X), P0), where B0(X) is the completion of B(X) under P0 and where the following basic assumptions will be made.
(2.6) T is a complete separable metric space.
X is a linear space of functions under the usual operation of addition of functions and multiplication by real scalars. We shall write £2(£0) for L\X, B0iX), P0), the Hubert space of ^(^-measurable, real valued functions square integrable with respect to £0. Two subspaces of £2(£0) will be of special interest for us : (i) &0iX) the subspace of a.e. constant random variables in £2(£0), and (ii) -^(X), the closed linear subspace of £2(£0) spanned by all finite linear combinations of the form 2?= 1 CjX(/i) where the cf's are real constants, tt e T and xe X.
The proof of Theorem 1 is achieved by means of a series of auxilliary results which have been arranged to bring out the ideas underlying the main result and also to indicate the possibility of generalizations to non-Gaussian processes. Proof. (3.1) and (3.2) are almost immediate consequences of the following two facts [11 ] . There is an inner product preserving isomorphism between 3?xiX) and HiR) which we shall denote by <->. If t/(x) e ¿PfX) and u<-+ m then pm is given by the expression
The validity of (3.1) and (3. 
pm is a continuous Junction from H(R) to L2(PQ).
The proof is obvious from (3.2). The next lemma occurs in the literature on Gaussian processes in contexts not very different from our own (see, e.g., [7] , [8] ). The form of the lemma suitable for our purpose is as given by R. LePage in his thesis [10] .
Lemma 3. The family {pm, m e H(R)} spans L2(P0).
Proof. Let g e L2(P0) be such that to m given by (3.6). It then follows from (3.3), (3.5) and (3.6) that
Let BS(X) be the sub a-field of B(X) generated by the random variables {x(r), t e S}. From (3.7) and the fact that the conditional expectation relative to BS(X)
Here h[x(tx),..., x(tn)] = E{g(x)\Bs(X)}, so that h[ax,..., an] is a Borel function of the n real variables (ax,..., an). Further n satisfies equation (3.8) for all real numbers c¡,j= 1,..., n. Using the property that P0 is a Gaussian measure it can be deduced from (3.8) that we have
Since g is measurable with respect to B0iX) it follows from (3.11) that g(x) = 0 a.s. £0 and the lemma is proved. for each m e HiR).
Proof. It is obvious that (3.12) implies (3.13). Conversely, writing pm = ipm -p0) + Po, noting that p0= 1 spans áf0iX) and that which implies that g e f?0iX).
The following two lemmas which together form the kernel of the proof of Theorem 1, generalizes the approach of Cameron and Graves (see, e.g., Lemma 3 and Theorem 2 of [2] ).
Definition. A subset M of X is said to be a module over the rationals (or an r-module) if for every xx and x2 in M and rational numbers rx and r2, (3.18) rxxx + r2x2 e M. Proof. First we make the following observation. For any B0(X) measurable set F and real number a write Proof. We shall first assume that g e L\P0). Let m be an arbitrary element of H(R). Then, using the separability of H(R) it is easy to find a sequence {m(p)}, m(p) e H(R) such that (3. 
As /7->co, the right-hand side of (3.31) converges to J"x g(x)pm(x)£0(i7x) because of Lemma 2 and (3.29). The resulting relation from (3.31) can then be written as This completes the proof of the theorem. Before we proceed further some remarks on the scope of assumptions (2.6)-(2.9) seem desirable. In most applications (Example 4 given below is an exception) [May Fis either the real line or an interval of the real line, so that (2.6) is fulfilled. Assumption (2.8) concerning the continuity of the covariance R (which is equivalent to the continuity in quadratic mean of the process x(t)) is a reasonable restriction. Only the assumptions (2.7) and (2.9) invite specific comment. We hope that the following examples will show that for nearly every Gaussian process it is possible to find a realization in a space X for which (2.7) and (2.9) are satisfied. Example 1. X=RT, the set of all real valued functions on T. (2.7) and (2.9) obviously hold.
Example 2. Let T=(-co, oo) or a finite interval [a,b] , and let X=C(T) the space of real continuous functions on T. This case covers all Gaussian processes with (almost all) continuous sample functions including, of course, the special case of the Wiener process. The validity of (2.7) and (2.9) is again obvious.
Example 3. As above let T=(-oo, oo) or [a, b] and let/(i, co) be a measurable, Gaussian process defined on a probability space (O, si, p). Letting P0 be the Gaussian measure induced on (RT, B(RT)) it is easy to verify that X, the set of all real Lebesgue measurable functions on T, is a subset of RT of outer P0 measure one. The probability space (X, B(X), P0) where P0 is defined appropriately on sets of B(X), then defines a Gaussian process equivalent to/(r, co). Zis obviously a linear space. Also H(R) is contained in X since all the functions in H(R) are continuous.
Example 4. This example shows that the results of this paper are applicable to certain Gaussian generalized stochastic processes, e.g., those studied in [7] . Let T= O, where <1> is a countably Hilbertian nuclear space and let X= <!>', the dual space of O. Let P0 he a Gaussian measure on B(<S>') with continuous covariance R. It can then be shown that (4.4) O c H(R) c <D'.
Thus all the assumptions (2.6), (2.7) and (2.9) are seen to hold. For the verification of (4.4), definitions of terms not explained here and other details concerning nuclear spaces and Gaussian measures on them we refer the reader to the book by I. M.
Gel'fand and N. Ja. Vilenkin [5, Chapter 1, p. 138]. 5 . A zero-one law for subgroups. We shall now consider extending the zero-one law of the last section to groups. If instead of being an r-module the set M of Theorem 1 is merely a subgroup of the additive group X, the proof of Lemma 5 as given above does not work. In the lemmas that follow the essential differences between the proofs of Theorem 1 and Theorem 2 are noted. There is, however, one respect in which the result for subgroups does not generalize Theorem 1. For the latter, we have to consider subgroups G which are measurable with respect to B(X) and not with respect to B0(X), the completion of B(X) under P0. The reason for this is that Lemma 10 fails to hold if B(X) is replaced by its completion (e.g., if X is the space of continuous functions on [0, 1] and P0 is standard Wiener measure).
In the following we shall assume that the reader is familiar with the terminology and facts from elementary number theory and group theory. The use of these ideas as well as Lemmas 8 and 9 are suggested from the book on abelian groups by L. Fuchs [4] . In fact the proof of Lemma 9 essentially follows [4, p. 158], but is given here because it is simpler to prove it here than to give a direct reference.
Let p be any prime and let Qp be the ring of all rational numbers r = mjn where 77 and p are relatively prime. (It is always assumed that m and n have no common factors.) Since by (2.7) A" is a linear vector space of functions, X is a group under addition. Now suppose that G is a subgroup of X and define
where Jp is the set of all integers which are relatively prime to p. Note that it makes sense to define the sets ilja)G = {y : _y(/) = (l/a)x(/), xeG} and that GpcJ again an account of (2.7).
Lemma 8. Gp is a module over Qp. That is, ifi x and y are in Gp and rx, r2 e Qp then (5.2) rxx + r2y e Gp.
Proof. Let x, y, rx and r2 be as given above. Then for some a and b e Jp, x = xxja, y=yxjb where xx, yx e G. If ri = mijni (/= 1, 2) we have Now /¿v(x2-Xx) e Gp since k, is an integer and GP is a group. Also it is easy to verify from (5.16) that »¿7 and p are relatively prime. Hence /¿v(x2 -x».) = x'\r, for some x' e G and r eJp, and from (5.17) m = x'\rq, where it is easy to see that rq is relatively prime to p, i.e., that rq eJp. This proves m e Gp, which is a contradiction. Hence Mn and Mv are disjoint. Clearly, the sets M" are Ä(Ar)-measurable and as in Lemma 2 P(Mn) ->■ P(GP) as n (and hence kn) -»■ 00. But since P(GP) > 0 and 2™= 1 P(Mn) ál we have a contradiction as in the proof of Lemma 5. Thus (5.12) is proved. shown that this result holds for any sample continuous Gaussian process [13] . We shall show that the zero-one law of Shepp and Varberg, in fact an extension of it, follows as an immediate consequence of Theorem 1. which for each /, converges almost surely is called the orthogonal or KarhunenLoève expansion associated with the process x(/). The conditions under which (6.5) converges uniformly with respect to / almost surely have been discussed recently in the literature (see e.g., [14] ). Without additional assumptions on x(/) we can deduce from Theorem 1 the following zero-one law.
Proof. Write M = < x e X : 2 An2in(x)4>n(t) converges uniformly with respect (6.6) l to t in [a, b] >.
Since from (6.4) £n{riXi + r2x2) = rxen(xx) + r2t;n(x2), (xlt x2 e X, and ru r2 rationals), it is obvious that the measurable set M is an r-module. The desired conclusion then is an immediate consequence of Theorem 1.
