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An algorithm for obtaining approximate solutions of ill-posed systems of linear 
equations arising from the discretization of Fredholm integral equation of the first 
kind is described. The ill-posed system is first replaced by an equivalent consistent 
system of linear equations. The method calculates the minimum length least squares 
solution of the consistent system. Starting from rank = 1 of the consistent system, 
the rank is increased by one in succession and a new solution is calculated. This is 
repeated until a certain simple criterion issatisfied. Linear programming techniques 
are used for which successive solutions are the basic solutions in the successive 
simplex tableaux. The algorithm is numerically stable. Numerical results show that 
this method compares favorably with other direct methods. 
1, INTRODUCTION 
Consider the Fredholm integral equation of the first kind 
b(r)= jDA(r, t')x(r')dt'. (1) 
a 
The discretization f Eq. (1) results in the system of linear equations 
Ax=b (2) 
where A is a real n by m matrix of rank < min(m, n) and b is a real n-vector. 
Assume that m < n. 
System (2) is ill-posed in the sense that small changes in vector b may 
cause large changes in the solution vector x. Ill-posed systems of linear 
equations are also ill-conditioned [ 131. 
An approach for obtaining a smooth solution to system (2) is to replace 
matrix A in (2) by an approximate matrix of smaller rank. This approach is 
illustrated by Hanson [lo] and by Varah [ 171, where a least squares 
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solution to Eq. (2) is obtained in terms of a truncated singular value decom- 
position (SVD) expansion of matrix A. The smallest singular values of A, 
which contribute to the large and highly oscillating components of vector x, 
are simply replaced by zeros. See also Baker et al. [6] for the case when A is 
a real square symmetric matrix. 
The singular values give an accurate representation of the condition of 
matrix A. However, a major drawback is the high cost in terms of the 
number of arithmetic operations required for computing the singular system. 
As an alternative to the truncated SVD method, Varah [ 18, p. 101 1 
suggested the truncated QR method. In (2), let x = Yy, where Y is an m by m 
orthogonal matrix and y an m vector. Equation (2) becomes A Yy = b. Matrix 
A Y is then factorized into A Y = QR, where Q is an orthogonal matrix and R 
is an upper triangular. A least squares solution is obtained by solving the 
first k equations of the system Ry = Q*b, where QT is the transpose of Q. 
That is, the remaining (m - k) diagonal elements of R are replaced by zeros. 
However, the singular values of A Y are not always reflected in the size of the 
diagonal elements of R. 
In the present work we present yet another alternative to the truncated 
SVD method. Let us premultiply Eq. (2) by AT, the transpose of matrix A. 
We set 
A*Ax = ATb. (3) 
When rank(A) = m < n, Eq. (3) is the normal equation and the least squares 
solution of (2) is traditionally obtained from solving (3). 
Let (3) be written in the form 
Gx= g (3’) 
where G = ATA and g = ATb. System (3) is a consistent system of linear 
equations [4, p. 171 and if rank(A) = k < m, or if it is approximated by a 
system of rank k < m, system (3) has k linearly independent equations and 
(m - k) assumed redundant equations. 
Let the first k equations in system (3), k < m, be the linearly independent 
ones. Let C? denote the first k rows of matrix G and cck) denote the first k
elements of vector g. Obviously in (3’) G = CcrnJ and g = cc,). Then the first 
k equations in (3) are given by 
c,k,x = c(k). (4) 
For further use let Atkj denote the first k rows of matrix AT. Then from (3) 
c,k, = A:k,A and ctk, = Atk, b (5a) 
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and again system (4) is 
T A ,kj Ax = A $, b. (5b) 
In the present work system (2) is replaced by system (4). We show that 
the least squares solution of (2) is itself the minimum length least squares 
solution of system (4). 
Since (4) is an underdetermined system of full rank, the pseudo-inverse of 
matrix C,,, is [ 121 
Iw+ = [c,,,l’(C,,,[C,,,lT)-’ (64 
and the minimum length least squares solution of system (4), denoted by 
xck), is given by 
XCk) = [c(k,]+c(k,. (6b) 
We start he algorithm with rank k = 1 of system (4). That is, (4) consists 
of one equation of system (3). We then increase the rank by 1 at a time so 
that (4) consists of 2, 3,..., equations of system (3), in succession. In each 
case the solution vector xck) is calculated. This is repreated until a certain 
simple criterion is satisfied. 
Linear programming techniques are used for which the repreated solutions 
xck’, for k = 1, 2, 3 ,..., appear as the basic solutions in the successive 
(condensed) simplex tableaux. 
In the truncated SVD method, matrix A is approximated by replacing its 
smallest (m - k) singular values by zeros. In the present method system (3) 
is approximated by deleting (m - k) of its equations, setting system (4). It is 
important therefore to show that matrix C,,, in (4) is a (good) approx- 
imation to matrix Ccrn) = (ATA), where A itself is assumed of rank k. 
This method is numerically stable. Numerical results show that it 
compares favorably with other direct (noniterative) methods including the 
truncated SVD method. This algorithm has been successfully used by the 
author [2] in the solution of image restoration problems which require the 
approximate solutions of the Fredholm integral equation of the first kind. 
The present method may also be viewed as being the analog of the so- 
called stepwise regression, described by Albert [4, Section 4.41. 
In Sections 2 and 3, the analysis of the present method and the description 
of the algorithm are given. In Section 4, the criterion for obtaining the best 
rank of the underdetermined consistent system is outlined. In Section 5, 
numerical results are presented and in Section 6, we conclude with summary 
and comments. 
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2. SOME THEORETICAL CONSIDERATIONS 
In this section we show that system (4) is equivalent to system (2) in the 
sense that the two systems have the same minimum length least squares 
solution (Lemma 2). It is shown next that as the rank k of system (4) 
increases, the norm of the residual vector of system (2) decreases 
monotonically (Lemma 3). Lemma 3 leads us to the criterion of Section 4 for 
the optimum value of the rank of system (4). Lemma 6 concludes that matrix 
C,,, in (4) is a (good) approximation to matrix Cc,,,) = (ATA) where it is 
assumed that rank@) = k, and k may take the values 1, 2,.... This is 
completed by Lemma 7 in Section 3. 
LEMMA 1. The least squares solution of system (2) is itself the least 
squares solution of system (3). 
Proof: The proof follows directly from the SVD of matrix A. Let A be 
decomposed into 
A = VSWT (7) 
where V, S, and W are matrices of dimensions nxk, kxk, and mxk, respec- 
tively, and V*V = I,, WT W = Ik, and S = diag(si). I, is a k-unit matrix and 
{si] are the singular values of A. The Moore-Penrose pseudo-inverse A+ of 
A is [12] 
A+ = WSp’VT. (7’) 
The least squares solution of (2) is given by x,,, = A ‘b and that of (3) is 
given by xIzl = (ATA)+(ATb). Substituting (7) and (7’), x,,, =x,,,, 
completing the proof. 
LEMMA 2. The minimum length least squares solution of the k 
equations (4) is itself the least squares solution of system (2). 
Proof: We first prove that the minimum length least squares solution of 
(4) it itself the least squares solution of system (3). Following Nobel [ 111, 
we partition G in (3’) into G = (C,,,/H), where Co, is that of (4) and H is 
an (m - k) x m matrix. We also partition g into g = (cckj/h), where ctkJ is 
that of (4) and h is an (m - k) vector. 
Since the last (m - k) equations in (3’) are assumed to be linear 
combinations of the first k equations, an (m - k) x k matrix P exists such 
that 
H = PCo, and h = PC,,, .
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We thus have 
G= c (k) and 
Substituting in (3’) we set 
Since each of Cc,, and ($) is a full rank matrix, the minimum length least 
squares solution of (8) is [ 121 
x= [CCk,l+ (‘px)+(z j ‘W’ 
where again the superscript denotes the Moore-Penrose pseudo-inverse. Yet 
(2)’ (lpk) = I, and thus x becomes 
x = ‘[‘,,,I + c(k) 
which is the solution of system (4). The proof of the lemma is completed by 
Lemma 1. 
LEMMA 3. Let xcp’ and x(~+” be the respective solutions of the 
equations Ccp’ xcp’ = c (pj and Cc,+ lJx(pt ‘) = ctp+ ,) where C,,, and ccpj are 
defined in (4). Then 11 rep+ ‘) 11 < 11 rep) 11, where rep) and rcP+ I) are the residual 
vectors of system (2) and are rtp) = Ax’~) -b and r’P+ ‘) = AX@+ I) - b, 
respectively. 
Proof: From the definition of Ctp+ 1j, 
C c - (Pt 1) = (P) ( 1 c P+l 
where C,, , is the last row in Cc,+ r). Assuming that C,, , is not linearly 
dependent on the rows of Cc,,, then 
KP+ 1) 1’=wm-~c,+,1lc,,,1+ I@ Pb) 
where 
~=h(L - IC,p)l’ c,,,>lc,+J’. 
The parameter h is 
Ii= 1/llVr?l- K,,l+ c,P,wpt~lTll: 
Formulas (9a), (9b), (SC) are the analog of (4.3.1, 2, 3) in [4]. 
(9c) 
(94 
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Again, x(‘) = [C,,,] + co,+ and xcpt ‘) = [C,,, ,,I + ccp+ ,+ and by writing 
c (p+l) = (cdcp+ J we set 
From the definitions of r(P) and #Pt I) and from (lo) 
r(P+l)=r(p)-AK(Cp+lx(P)-Cp+,). 
Once more analogous to (5a), 
C -A&d pt1  and c,,, =Ai+,b, 
where Ai+ 1 is the (P + 1)th row of AT. We thus get 
rep+ ‘) = (I,, -A&;+ 1),(p). 
That is from (SC), (9d), 
p+ ‘) = (1, - N) r(P), (11) 
where N is a normalized projection operator. Thus by taking norms in (11) 
the lemma is proved. 
To show that matrix C,,, is a good approximation to matrix Cu,,+ = (ATA), 
where A is assumed of rank k, we show the matrix (C,,,[C,,, 1’) is a good 
approximation to matrix (ATA)*. We show that sk+ ,(Co+ i,[Co+ ,,I’) is not 
larger than sk+ ,(ATA)*. Hence if we replace sk+ ,(A) and the smaller singular 
values of A by zeros, we may approximate Cc,,,+ by matrix Co,. We also 
obtain lower and upper bounds for Cf= i s~(C~~,[C~~,]~). 
Consider matrix (C,,,[C,,,]‘) which is matrix (ATA)*. It is square 
symmetric positive semi-definite. Assume that we use Cholesky’s decom- 
position with pivoting on the diagonal elements (to preserve symmetry) to 
get the decomposition 
(C,,,[C,,,]‘) = (ATA)* = LDLT. (12) 
L is a unit lower m by k trapezoidal matrix and D is a diagonal matrix of 
diagonal elements d, > d, > es* > d, > 0. 
The sum of the eigenvalues of LDLT is the trace of D’/*LTLD’/* and the 
factorization is stopped after step k say, when there is no (significant) 
addition to this trace [6, Sect. 191. We show now that dk+ I gives a measure 
to the size of the (k + 1)th singular value of (ATA)*. By dk+, we mean the 
last diagonal element of D in (12), had we stopped the factorization after 
step (k + 1) instead of after step k. 
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LEMMA 4. 
(134 
(13b) 
Prooj To prove (13a), let matrix B be the difference between the two 
right matrices in (12). That is 
B = (ATA)* - LDLT. (144 
Each of (ATA)* and LDLT is a real symmetrix positive semi-definite matrix. 
Their eigenvalues are their singular values. Then (Stewart [ 15, p. 3 161) 
si(ATA)* ~ si(LDL*) + IIB112, i = 1, 2,. ., m. (14b) 
Yet IIBIL < IIBIL G (m - kX+ 1 y where ]] .]IE denotes the euclidean norm. 
Also s k+ i(LDL*) = 0. Hence (13a) is proved from (14b). 
Again, since the absolute value of each subdiagonal element in matrix L is 
<l, the trace of D’i2LTLD’/2 = C:= 1 si(LDLT) > C:_, di. This proves 
(13b) and completes the proof of the lemma. 
Notice that in obtaining the upper bound of ]] B ]IE, it is assumed that the 
absolute value of each element in the right lower (m - k) square submatrix 
of B is dk+l. This is unrealistic and thus the factor (m - k) in (13a) is 
hardly likely to be attained. In estimating the rounding errors for the Gauss 
LU decomposition method and for other methods, Wilkinson [ 19, pp. 102, 
521 obtained upper bounds which are also unrealistic. Using statistical 
arguments, backed with numerical experience, Wilkinson stated that even the 
replacement of a factor like (m - k) in (13a) by its square root gives an 
overestimate to the true upper bound. Hence, we are here replacing (13a) by 
sk+,(ATA)‘<(m-k)“*d,+,. 
Consider now the matrix (C,,, [Co,lT). 
(15) 
LEMMA 5. (4 kfatrix Gk,[WT) is a k-section f matrix (ATA)‘. (b) 
The singular values of (C,,,[C,,,]*) are its eigenvalues. (c) The singular 
values of A are the corresponding singular values raised to the power (l/4) 
of matrix (ATA)*. 
Proof (a) is proved as follows. From (Sa), since (C,,,[C,,,]‘) = 
Af,,AAT[A;JT~ matrix CC,,, [C,,, I’) is the k by k principal leading 
submatrix of (ATA)*. Hence if we take matrix X in Stewart [ 15, p. 3 161 as 
the first k column of a unit m-matrix, matrix (C,,,[C,,,]*) isa k-section of 
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(ATA)‘. (b) is obvious since (C,,,[C,,,]‘) is symmetric positive definite. 
Finally, (c) is trivial. This completes the proof of the lemma. 
The next lemma shows that sk+i(Co+,,[C~,+ i,lT) is not larger than 
s,+,(ATA)*. Also lower and upper bounds are given to the sum of the k 
singular values of (C,,, [C,,,lT). 
LEMMA 6. 
(164 
(16b) 
Proof: The proof of (16a) follows from Lemma 5(a, b). The inequality 
(I 6a) is itself the inequality ,u~- i+ I < AmPi+, for i = k and replacing k by 
(k + 1) in Stewart [ 15, p. 3171. Notice that the eigenvalues in this reference 
are ordered in an increasing manner, while in the present work the singular 
values are ordered in a decreasing manner. 
Again the right inequality of (16b) is the analog of (13b). If we obtain the 
factorization (C,,, [C,,,JT) = LDzT, i is a unit lower k by k matrix and D is 
the same matrix D of (12). Hence the right inequality of (16b) follows. The 
left inequality of (16b) follows also from Lemma 5(a, b) and from the 
inequality ,u~-,.+, <&i+ 1 for i = 1, 2 ,..., k in Stewart [ 15, p. 317). This 
completes the proof of the lemma. 
Our argument is completed by Lemma 7 at the end of Section 3. 
3. ALGORITHM FOR REPEATED LEAST SQUARES SOLUTIONS 
The method described here is a byproduct of a technique presented in a 
paper by the author [ 11. Assume that we have the set of 2m under- 
determined linear equations 
[qmJTu + I,x + 0 = 0 (174 
-q,)[C(,)]TV+O+Imy=C (17b) 
where Cc,,,, and c(,) are as in (4) and I, is an m-unit matrix. The unknowns 
are the m-vectors v, x, and y. A solution to this system is u =x = 0 and 
Y = c(m) *
In linear programming terminology, the elements of vectors x and y are 
basic variables and those of vector u are nonbasic. Let us write down system 
(17) in a simplex tableau format. 
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TABLEAU (a) 
B and b, denote, respectively, the basic matrix and the basic solution. 
Let now the elements of vectors u replace the corresponding elements of 
vector y as basic variables. This gives Tableau (b). If rank(C,,,) = m, in 
Tableau (4, G&,,l’) is nonsingular. Then Tableau (b) may be obtained 
by premultiplying Tableau (a) by matrix E say, (see, for example, Hadley 
[ 9 I), where 
E= InI L,l k 
0 -Gm,kn,1’>-’ 
TABLEAU (b) 
B b, I UT XT YT 
In the basic solution in Tableau (b), x = [C,,,] ’ cc,,,), which is the required 
answer (6b), assuming that rank(C,,,) = m. 
However, by using linear programming techniques, Tableau (b) is obtained 
by applying Gauss-Jordan elimination steps with partial pivoting to 
Tableau (a). In this case we may have rank(C,,,) < m. First if 
rank(C,,,) = m, we reduce matrix 
under uT in Tableau (a) to the last m columns of an Zm-unit matrix as shown 
in Tableau (b). Let us denote this matrix by Z. Since matrix -(C,,,[C,,,]‘) 
in Tableau (a) is symmetric, in the Gauss-Jordan steps we pivot over the 
diagonal elements of -(C,,,[C,,,]‘) and its updates, that is, the elements 
(m + 1, l), (m + 2, 2) ,..., (2m, m), of matrix Z in Tableau (a) and its updates 
in the successive tableaux between Tableaux (a) and (b). 
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Next if rank(C) = k < m, the absolute value of the pivot element in the 
(k + I)th elimination step is assumed small and is replaced by zero. The 
columns of matrix [C,,,]’ under vT in Tableau (a) used in the calculation so 
far are matrix [C,,,lT. The obtained solution in this case is x = [C,,, J’ cck). 
Let us denote the successive tableaux between Tableaux (a) and (b), as 
Tableau (l),..., Tableau (k), where Tableau (0) is Tableau (a) and 
Tableau (k) is Table (b). Then the first p columns and first m rows under yT 
in Tableau (p), p = 1, 2 ,..., is [Cc,,] + and the first m elements in b, is 
x = F,,, I+ C(P) * In other words, in Tableaux (I), (2),..., (k) the calculated 
solutions are the repeated solutions x(i), x(‘),..., x(‘O, reprectively. The 
calculation may also be done in condensed tableaux. See [l] and also the 
comments in Section 6 below. 
Finally, it is easy to illustrate hat the pivot element, pivot(i) say, in the 
Gauss-Jordan step i, i = 1, 2 ,..., isitself the diagonal element di of matrix D 
in the decomposition -(C,,, [ C,,,]‘) = LfiL, where D = -D, and D is given 
in (12). We now rewrite Lemma 6 as follows. 
LEMMA 7. 
bk+l(C(k+',[C(k+l)lT)11/4 Gsk+l (A) < (m - k)“4 Ipivot(k + 1)1”4(18a) 
~ Si(ATA)2 ~ ~ Si(C(k,[C(k,lT) > ,c [pivot(i 
i=l i=l i-l 
(18b) 
Proof: The proof follows from (13a), Lemmas 5(c), and (16). 
By considering (15) we may replace the factor in (18a) by (m - k)““. We 
notice that (m - k)“* is of the order of one for almost all practical values of 
m and k. For example, for m = i 5 and k = 3 say, (m - k)“’ 2: 1.4. Even for 
very large m, for example, m = 200 and k = 30, (m - k)“* E 1.9. 
Tables (b) in Section 5 show that the singular value i of matrix A and the 
absolute value raised to the power (l/4) of pivot(i) of the simplex tableaux, 
i = 1, 2,..., k are of the same order of magnitude. 
4. THE OPTIMUM VALUE OF THE RANK 
The estimation of the rank k which gives a best or near best solution to 
system (2) is not an easy problem. Here we adopt a simple criterion similar 
to that used by Hanson [IO] and also by Squire [ 161. 
For each solution xtk), k = 1, 2 ,..., the L, norm of the residual vector of 
system (2), rck) = AX(~) - b, is calculated. This norm decreases 
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monotonically as k increases (Lemma 3). The rank which gives a best 
solution is the value k for which 11 r(k)l12 < a specified tolerance TOLER say, 
or which is obtained when the pivot element is less than a certain machine 
tolerance EPS, whichever occurs first. See Section 5 for the estimation of 
TOLER and EPS. 
5. NUMERICAL RESULTS 
A program for the present algorithm is written in FORTRAN IV. Several 
examples have been solved by the present method and by the truncated SVD 
method on the IBM 370/3033 computer. This computer has 24 bits and 56 
bits mantissa for single and double precision calculation, respectively. This is 
equivalent approximately to 7 and 16 decimals, respectively. For single and 
double precision calculation on such computer we usually take EPS = lop4 
and lo-“, respectively. That is a calculated parameter z is considered zero 
if IzI < EPS. 
The right hand vector b in (2) is perturbed by 6b given by (20). The 
calculation is then done in double precision. An appropriate choice of the 
parameter TOLER of Section 4 is of the order of 6b. We here choose 
TOLER = 10-3. 
The calculation by the truncated SVD method is done as follows. Matrix 
A in (2) is decomposed as in (7), namely 
where vi and wi are columns i in matrices V and W, respectively, and si is 
the singular value i, s, > s2 > ... > sk > 0. The singular system is calculated 
from the double precision version of the subroutine SSVDC of the Linear 
Algebra Package LINPACK [8, p. C.1221. The approximate solution of 
system (2) is 
k 
xck) = x &u’*b. 
i=l 
(lgb) 
That is x@+ ‘) = xcp) + wpf ’ s,, 1 up- lT b, p = 1, 2,... . The solution xck) for 
the SVD method also satisfies the criterion of Section 4. 
It is well known [6, 161 that different quadrature rules for discretizing 
Eq. (1) give results with different accuracies, We here use quadrature rules 
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with equal weights only. The used rules are the rectangular ule, the midpoint 
rule, the 2, 3, 4, and 5 Chebyshev rules. The specified abscissas for the 
Chebyshev rules are taken from [3, pp. 887, 9201. For the 2 and 4 point 
Chebyshev rules, we took m = n = 16 and for the other rules we took 
m = n = 15. The same examples are also solved for n = 21, with equal 
increments, instead of it = m. The obtained results are compatible with the 
results for n = m. 
Following Squires [ 161, to test the sensitivity of the solution to small 
changes in the rhs vector b in (2), b may be perturbed by adding 6b where 
6b = ~(0.5 - random number), (20) 
using random numbers uniformly distributed between 0 and 1. We took 
p=O andp= 10-3. 
As a measure for the accuracy of the results we calculate the parameter 
z = 11 x(rea1) - x(calculated)ll, . (21) 
The true value off(x) and the best solutions for both the present and the 
truncated SVD method are given in Table (a) for each example. Also given is 
the accuracy parameter z of (21) and the CPU times. The CPU time using 
the truncated SVD method is approximately 2 to 5 times the CPU time using 
the present method. Moreover, the obtained results by the two methods are 
of the same degree of accuracy. 
Shown in Tables (b) are the first k singular values of matrix A as well as 
the absolute values raised to the power (l/4) of the k pivot elements of the 
simplex tableaux. They are of corresponding orders of magnitude. 
EXAMPLE 1. Consider the integral equation 
6 K(x - Y>.KY) 4 = g(x), 
-6 
where K(z) = 1 + cos(7rz/3), Iz/ < 3; =O, IzI > 3, and g(x)= (6 - 1x1) 
(1 + 0.5 cos(lrx/3) + (9/2x) sign(x) sin(nx/3) where sign(x) = 1, x > 0; 
= - 1, x < 0. The solution of this problem is f(x) = K(x). 
This problem was solved by Phillips [ 131, Baker et al. [6], and also by 
Hanson [lo]. The best result was obtain here by the rectangular rule for 
both p = 0 and p = 10-3, for rank k = 12 by both the present and the SVD 
methods. 
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TABLE (la) FOR EXAMPLE 1 
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y: p=o y: p= 10-j 
x True y Present SVD Present SVD 
-6 
-5.1429 
-4.2851 
-3.4286 
-2.5714 
-1.7143 
-0.8571 
0.0 
0.8571 
1.7143 
2.5714 
3.4286 
4.2851 
5.1429 
6.0 
0.0 -0.00 11 
0.0 -0.0006 
0.0 0.0062 
0.0 -0.0167 
0.0990 0.1131 
0.7775 0.7764 
1.6235 1.6217 
2.0 2.0004 
1.6235 1.6238 
0.7775 0.7774 
0.0990 0.1067 
0.0 -0.0105 
0.0 0.006 1 
0.0 -0.0005 
0.0 0.0025 
z=O.O276 
CPU time (set) = 0.085 
0.0006 -0.0008 0.0008 
-0.0019 -0.0006 -0.00 19 
0.004 1 0.0064 0.0042 
-0.0119 -0.0 174 -0.0124 
0.1093 0.1145 0.1105 
0.7768 0.775 1 0.7759 
1.6227 1.6225 1.6230 
2.0008 1.9996 2.0006 
1.6227 1.6249 1.6230 
0.7768 0.7763 0.7764 
0.1093 0.1082 0.1102 
-0.0119 -0.0117 -0.0127 
0.004 1 0.0064 0.0046 
-0.00 19 -0.0052 -0.0020 
0.0006 0.0023 0.0004 
0.023 1 0.0298 0.0250 
0.177 0.084 0.177 
TABLE (lb) FOR EXAMPLE 1 
(si(A)) = (6.800,6.226,5.360,4.314,3.217,2.188, 1.316, 
0.645,0.218,0.166,0.158,0.086} 
{/pivot(i)/“‘) = (4.389,4.361,4.239, 3.148, 2.780, 2.232, 1.335. 
0.691,0.250,0.181,0.158,0.118} 
EXAMPLE 2. Consider the integral equation 
I ’ (x2 + y2)1’2 f(y) dy = 3 [ (1 + x2)3/2 - x3], 0 
where the rhs is chosen so that a solution is f(x) = x. 
This example was solved in Baker [S, pp. 664-6671, by Baker et al. [6], 
by Squire [16], and by others. 
The best results were obtained here by the Chebyshev rules for rank k = 3 
for both the present and the SVD methods. The Chebyshev rules gave results 
of nearly the same accuracy. A portion of the results for the 5 point 
Chebyshev rule are given in Table (2a). 
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TABLE (2a) FOR EXAMPLE 2 
True y 
y:p=o y: p = 10 3 
Present SVD Present SVD 
0.1041 0.099 1 0.0989 0.0986 0.0984 
0.3054 0.3046 0.3045 0.3048 0.3047 
0.5000 0.5026 0.5028 0.5029 0.503 1 
0.6946 0.6963 0.6964 0.6964 0.6965 
0.8958 0.894 1 0.8940 0.8940 0.8929 
z=o.o131 0.0138 0.0132 0.0138 
CPU time (set) = 0.025 0.099 0.0.026 0.100 
TABLE (2b) FOR EXAMPLE 2 
(s,(A)} = (12.16, 1.435,0.100} 
(Ipivot(i)l”4) = (7.275. 1.132,0.088). 
TABLE (3a) FOR EXAMPLE 3 
True y Present 
0. I 0.10013 
0.3 0.29987 
0.5 0.4998 1 
0.7 0.69995 
0.9 0.90029 
z = 0.00075 
CPU time (set) by the present method = 0.025 
CPU time (set) by the SVD method = 0.110 
TABLE (3b) FOR EXAMPLE 3 
(s&4)} = (2.927, 2.500,0.427) 
(Ipivot(i)l”4) = (2.098, 2.054, 0.296). 
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EXAMPLE 3. Consider the integral equation 
I 1 (x - y)' f(y) dy = 0.5x2 - 2x/3 + 0.25, 
where the rhs is chosen so that a solution is f(x) = x. 
This example was solved by Bellman ef al. [7] using dynamic 
programming techniques, by Replogle et al. [ 141 using some mathematical 
programmed techniques, and by Squire [ 161 using conjugate gradient and 
steepest descent methods. 
The results for p = 0 are exact (correct o 11 decimal places), by all the 
Chebyshev rules for k = 3, by both the present method and the truncated 
SVD method. While s3(,4) = 0.427, s,(A) < lo-“. That is, there is a huge 
separation between the third and fourth singular values of A. A portion of 
the results are shown for the 3 point Chebyshev rule by the present method 
for p = 10e3. The results by the truncated SVD method are identical (up to 6 
decimal places). Compare with Squire [ 16, p. 6141. 
6. SUMMARY AND COMMENTS 
In the truncated SVD method of [ 10, 171, the singular values give an 
accurate representation of the condition of A. Similarly, in the method of 
Baker et al. [6], the eigenvalues of a symmetric matrix A give an accurate 
representation of the condition of A. In our proposed method the pivot 
elements, in the successive simplex tableaux reflect he condition of the coef- 
ficient matrix in system (4). Our method requires less computation than 
these methods and thus less CPU time. In the condensed tableaux, the 
arithmetic operations count for each Gauss Jordan step, i.e., for each 
repeated solution is of the order of m2 multiplications/divisions. The basic 
solution is itself the repeated solution x (k). Finally, because of the partial 
pivoting the algorithm is numerically stable. The CPU time using the trun- 
cated SVD method is approximately 2 to 5 times the CPU time using the 
present method. Moreover, the obtained results are of the same degree of 
accuracy by the two methods. 
Again by comparing the obtained results with those in the references cited 
in the above solved examples, the present method compares favorably with 
all of them. 
Bellman et al. [7] used dynamic programming techniques and Replogle et 
al. [ 141 used mathematical programming techniques to obtain a physically 
acceptable solution to problem (1). Among the proposed methods is a 
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method which calculates the Chebyshev solution of system (2) subject to 
certain conditions such as non-negativity, monotonicity, and smoothness. 
Their results how that a dampening technique is still required for obtaining 
a smooth solution. 
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