This paper is concerned with the following fourth-order three-point boundary value problem BVP
Introduction
Fourth-order ordinary differential equations have attracted a lot of attention due to their applications in engineering, physics, material mechanics, fluid mechanics and so on. Many approaches, such as the Leray-Schauder nonlinear alternative, fixed point index theory in cones, the method of upper and lower solutions, degree theory, Guo-Krasnoselskii's fixed point theorem, Leggett-Williams fixed-point theorem, are used to study the existence of single or multiple positive solutions to some fourth-order boundary value problem, see [1] - [13] . However, all the above-mentioned papers are achieved when corresponding Green's functions are nonnegative, which is a very important condition. Recently, the existence of positive solutions of the boundary value problems with sign-changing Green's function has received increasing interest. In 2008, Palamides and Smyrlis [14] studied the existence of at least one positive solution to the singular third-order three-point BVP with an indefinitely signed Green's function u (t) = a (t) f (t, u (t)) = 0, t ∈ (0, 1) , u (0) = u (1) = u (η) = 0, where η ∈ 17 24 , 1 . Their technique was a combination of the Guo-Krasnoselskii's fixed point theorem [15, 16] and properties of the corresponding vector field. In 2018, Zhang et al [17] studied the existence of at least n − 1 decreasing positive solutions of the problem
their main tool is the fixed point index theory. It is worth mentioning that there are other types of works on sign-changing Green's functions which prove the existence of sign-changing solutions, positive in some cases; see [18] - [22] .
Motivated and inspired by the above-mentioned works, in this paper we will study the following nonlinear fourth-order three-point BVP with sign-changing Green's function
by applying iterative method. Throughout this paper, we always assume that
) and η ∈ 2 3 , 1 . By imposing some suitable conditions on f and η, we obtain the existence of monotone positive solution for the BVP (1.1). Moreover, our iterative scheme starts off with zero function, which implies that the iterative scheme is feasible.
Main results
Let Banach space E = C [0, 1] be equipped with the norm u = max t∈[0,1] |u (t)|.
has only trivial solution.
Proof. It is simple to check. Now, for any y ∈ E, we consider the BVP
After a direct computation, one may obtain the expression of Green's function G (t, s) of the BVP as follows: for s ≥ η,
and for s < η,
2. G (t, s) has the following properties:
Then K is a cone in E. Note that this induces an order relation "< ∼ " in E by defining u < ∼ v if and only if v − u ∈ K. In the remainder of this paper, we always assume that f satisfies the following two conditions:
Now, we define an operator T as follows:
Obviously, if u is a fixed point of T in K, then u is a nonnegative and decreasing solution of the BVP (1.1).
which together with (H 1 ) and (H 2 ) implies that
At the same time, since (Tu) (1) = 0, we know that (Tu) (t) is nonnegative on [0, 1]. This indicates that Tu ∈ K. Now, we assume that D ⊂ K is a bounded set. Then there exists a constant
In what follows, we will prove that T (D) is relatively compact. Let
Then for any y ∈ T (D), there exists u ∈ D such that y = Tu, and so,
which implies that T (D) is uniformly bounded. On the other hand, when ε > 0, if we choose 0 < τ < min 1 − η,
, there exists δ > 0 such that for any t 1 ,t 2 ∈ [0, 1] with
and
In view of (2.1), (2.2) and (2.3), for any y ∈ T (D) and t 1 ,t 2 ∈ [0, 1] with
which implies that T (D) is equicontinuous. By Arzela-Ascoli theorem, we know that T (D) is relatively compact. Thus, we have shown that T is a compact operator. Finally, we prove that T is continuous. Suppose that u n (n = 1, 2, ...), u 0 ∈ K and u n − u 0 → 0 (n → 0). Then there exists C 3 > 0 such that for any n, u n ≤ C 3 . Let
Then for any n and t ∈ [0, 1], we have
By applying Lebesgue Dominated Convergence theorem, we obtain
which indicates that T is continuous.Therefore, T : K → K is completely continuous. Proof. Let K a = {u ∈ K : u ≤ a}. Then it follows from Lemma 2.3 that Tu ∈ K. In view of (H 3 ) and 0 ≤ u (s) ≤ 1 for s ∈ [0, 1], we have
which shows that Tu ≤ a. So, T : K a → K a . Now, we prove that {v n } ∞ n=1 converges to v * in E and v * is a decreasing and positive solution of the BVP (1.1). Indeed, in view of v 0 ∈ K a and T : K a → K a , we have v n ∈ K a , n = 0, 1, 2, .... Since the set {v n } ∞ n=0 is bounded and T is completely continuous, we know that the set {v n } ∞ n=0 is relatively compact. In what follows, we prove that {v n } ∞ n=0 is monotone by induction. First, it is obvious that
For η ≤ t ≤ 1, we get ds]
At the same time, it is easy to see that
It follows from (2.4) and (2.5) that v k+1 − v k ∈ K, which indicates that v k+1 < ∼ v k . Thus, we have shown that
is relatively compact and monotone, there exists a v * ∈ K a such that lim n→∞ v n = v * , which together with the continuity of T and the fact that v n+1 = T v n implies that v * = T v * . This indicates that v * is a decreasing nonnegative solution of (1.1). Moreover, in view of f (t, 0) = 0 for t ∈ [0, 1], we know that zero function is not a solution of (1.1), which shows that is v * a positive solution of (1.1).
An example
Consider the boundary value problem
If we let η = 
