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1 はじめに
正準相関分析 (Canonical Correlation Analysis) は, Hotelling (1936) によって提案された 2種類の観測項目群の相
関関係を分析するときに用いられる多変量解析手法の 1つである. 近年, 言語探索, ゲノムデータ解析, 機械学習など幅
広い分野で用いられている. 正準相関分析は, 各項目群のデータを線形射影したときの関連性の程度を基準とおく手法
であり, 一般化固有値問題に帰着できる.
正準相関分析はデータが高次元の場合, 共分散行列が特異となり, 一般化固有値問題を解くことが難しい. この問題に
対して Hardoon et al. (2004) は正則化法を用いた正準相関分析を提案した. 正則化法を適用するに当たって, 正則化
パラメータ, あるいは調整パラメータの値によって推定したモデルが変化するので, どのように決定するかが重要とな
る. さらに高次元データを分析の対象とするときは, 正準相関分析に基づく分析結果に不要な情報が過剰に取り込まれ
ることから, 結果の解釈が困難である. この問題に対して回帰分析における回帰係数の一部を 0に推定するスパースモ
デリングを正準相関分析に用いることがWitten et al. (2011) や Chu et al. (2013) によって提案されている.
非線形構造を持つデータに対しては, 線形結合に基づく正準相関分析は有効に機能しない. 近年のデータ解析におい
て, テキスト文書, 画像, マイクロアレイデータなど非線形関係を検討することは重要である. 赤穂 (2000)は非線形構
造をもつデータの分析に対してカーネル正準相関分析を提案した. また Chu et al. (2013) ではカーネル正準相関分析
にスパース性を持たせることを目的とした手法が提案されている.
本論文では, 正準相関分析に関して起因する正則化推定法, スパースモデリング, カーネル法などについて, 理論的に
定式化し, 問題点を考察するとともに, その解決法について検討を行った.
2 カーネル正準相関分析
正準相関分析は, 2種類の観測項目群の相関関係を分析するときに用いられる手法の 1つである. 正準相関分析では,
各項目群のデータを線形射影したときの関連性の程度を基準とおく手法であり, 2つの確率変数ベクトルに線形射影を
施した変数間の相関係数が最大になるように線形結合のパラメータを推定する.
正準相関分析は, 線形構造を内包しているデータには有効に機能するが, データが非線形構造を有している場合には
線形結合に基づく正準相関分析は有効に働かない. これに対して非線形構造を持つデータに対する正準相関分析として
カーネル法を用いた正準相関分析がある.
p 次元データベクトルを x, q 次元データベクトルを y とし, それぞれのデータベクトルに関して観測された n 組
のデータを fxi;yi; i = 1; : : : ; ng とする. また, 高次元空間への写像をそれぞれ x : xi ! x(xi) 2 Rr(r  p),
y : yi ! y(yi) 2 Rt(t q)とする. すなわち
x(xi) = (x1(xi); : : : ; xr (xi)); y(yi) = (y1(yi); : : : ; yt(yi))
と定義する. ベクトルの各成分は, 各々 p, q 変数実数値関数である. このとき, 高次元空間におけるデータ行列を
X = (x(x1); : : : ;x(xn))
T , Y = (y(y1); : : : ;y(yn))
T とする. X, Y の標本分散, 標本共分散行列を Sxx,
Syy, S

xy とする. X, Y の 1次結合 u, v を係数ベクトル c = (c1; : : : ; cr)T , d = (d1; : : : ; dt)T を用いて
u = Xc; v
 = Yd
と表すことができる. u の標本分散 Su は Su = cTSxxc, v の標本分散 Sv は dTSyydである. また, u, v 間の標
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本共分散は Suv = cTSxydであり, u, v 間の相関係数  は次式で与えられる.
 =
Suvp
Su
p
Sv
=
cTSxydq
cTSxxcdTS

yyd
:
相関係数  が最大になるパラメータを求めたいが, データを高次元空間に写像したことによって解を求めることは困
難である.
この問題に対してカーネル法を用いて克服する. 係数ベクトル c, dが次の形で表現できることを用いる.
c = XT; d = Y
T
 :
ここで,  = (1; : : : ; n)T ,  = (1; : : : ; n)T はパラメータである. 高次元空間に写像されたベクトル x(x) と
y(y)の内積計算を次のようにカーネル関数で置き換えることにより対処していく.
kx(xi;xj) = x(xi)
Tx(xj); ky(yi;yj) = y(yi)
Ty(yj):
このとき, u;v はパラメータ  = (1; : : : ; n)T ,  = (1; : : : ; n)T を用いて次のように表すことができる.
u = Xc = XX
T
 = Kx; v
 = Yd = YY
T
  = Ky:
Kx, Ky は kx(xi;xj), ky(yi;yj)を成分にもつ n nカーネル行列である. カーネル行列を用いると相関係数  は次
のように表すことができる.
 =
TKxKyq
TK2x
TK2y
:
パラメータ ,  に正の数を掛けても相関係数 の値は変わらないので ;と  はこの意味において不定性を有する.
相関係数  を最大とする係数ベクトル ,  の推定は標本分散の値を 1とする TKx = TKy = 1の制約条件を
課した, 次の最大化問題を解くことになる.
arg max
;
TKxKy; subject to 
TK2x = 
TK2y = 1: (2.1)
(??) 式の最大化問題は過適合を引き起こしてしまい推定できない. この問題に対して Malte, Kuss., and Thore,
Graepel. (2003) では次のように制約を変更した最適化問題に帰着できる.
arg max
;
TKxKy; subject to 
T (K2x + xIn) = 
T (K2y + yIn) = 1: (2.2)
ここで, x, y は正則化パラメータである. 最大化問題はラグランジュの未定乗数法によって解くことができる. (??)
式を 2, 2 をラグランジュ乗数としたラグランジュ関数は次式で与えられる.
Lk2(; ; 2; 2) = 
TKxKy   2
2
(TK2x+ x
T  1)
  2
2
(TK2y + y
T   1):
上式を ,  に関して偏微分し, 0となる停留点を計算し, 整理すると次式をえる.
O (K2x + xIn)
 1KxKy
(K2y + yIn)
 1KyKx O




= k2




:　
従って, 固有値問題に帰着することができる.
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3 スパースカーネル正準相関分析
2 節でのカーネル正準相関分析では非線形のデータに関して対応することができた. 次に, 過適合を防ぐためにス
パース性を持ったカーネル正準相関分析について述べる.
カーネル行列のランクを r^ = rank(Kx), s^ = rank(Ky), m^ = rank(KxKy)とし, Kx, Ky の特異値分解を次のよう
に与える.
Kx = ~U11 ~U
T
1 ; Ky = ~V12 ~V
T
1 :
ここで, ~U 2 Rnn, ~U1 2 Rnr^, ~U2 2 Rn(n r^), 1 2 Rr^r^, ~V 2 Rnn ~V1 2 Rns^, ~V2 2 Rn(n s^), 2 2 Rs^s^, と
し ~U , ~V は直交行列であり, 1, 2 は対角行列である.
次に ~UT1 ~V1 の特異値分解を次式で与える. ~UT1 ~V1 = ~P1 ~PT2 . ここで, ~P1 2 Rr^r^, ~P2 2 Rs^s^ は直交行列であり,
 2 Rr^s^ は対角行列である. このとき,
 = ~U1
 1
1 ~p11 +
~U2E ;  = ~V1 12 ~p21 + ~V2F
とすると, 上式が (??)式の解であることが Chu et al. (2013) より知られている. ここで E 2 R(n r^), F 2 R(n s^) は
任意のベクトルである. (??)式が最小 2乗法と関連があることが Chu et al., (2013) より示される. ~tx, ~ty を次式のよ
うに与える.
~tx = ~U1 ~p11 ; ~ty =
~V1 ~p21 (3.1)
ただし, ~p11 は行列 ~P1 の 1列目のベクトルである. ~p21 も同様である. (??)式より, ^, ^ は次式を満たす.
^ = arg minfjjKx  ~txjj2g; ^ = arg minfjjKy   ~tyjj2g: (3.2)
これは (??)式の解である. この (??)式に L1 ノルムを加えることによりスパース性を持たせることができる. 以下の
最小 2乗問題を解くことを考える.
arg min

1
2
jjKx  ~txjj2 + xjjjj1; arg min

1
2
jjKy   ~tyjj2 + yjjjj1:
ここで x, y > 0は正則化パラメータである. このようにしてカーネル正準相関分析に対してスパース性を持たせる
ことができる.
4 Penalized Matrix Decomposition スパース正準相関分析
線形の正準相関分析ではゲノムデータといった高次元データに対して直接適用させることは難しい. そのために多く
の制約を用いたWittel et al. (2009) による正準相関分析が提案されている. 本節ではスパース性を持つ正準相関分析
について述べる.
4.1 Penalized Matrix Decomposition
Witten et al. (2009) によって提案された Penalized Matrix Decomposition (以後 PMD) について述べる. PMD
を用いることにより Tibshirani (1996) によって提案された L1 ノルムを用いた正則化特異値分解をえることができる.
いま 行列 X 2 Rnp が与えられたとする. このとき, 行列 X の階数が r のとき行列 X の特異値分解は次式で与え
られる.
X = UDV T :
ここで, U = (u1; : : : ;ur), V = (v1; : : : ;vr), D = diag(d1; : : : ; dr)であり, 行列 D は行列 U , V は正規直交行列であ
る. このとき, 行列 X のランク 1の近似を考える. すなわち, 次の最適化問題を解く.
arg min
d; u; v
1
2
jjX   duvT jj2F ; subject to jjujj22 = 1; jjvjj22 = 1; jjujj1  z1; jjvjj1  z2: (4.1)
3
Wittenet al. (2009) によって, (??)式の最適化問題は次式に変形できる.
arg max
u; v
uTXv; subject to jjujj22  1; jjvjj22  1; jjujj1  z1; jjvjj1  z2: (4.2)
4.2 PMDによるスパース正準相関分析
このときの相関係数の最大化問題は 4:1節で述べた PMDを用いる. (??)式において行列 X を XTY に置き換える
ことによって正準相関分析に PMDを適用できる. すなわち次式の最適化問題を解くことになる.
arg max
a;b
aTXTY b; subject to aTa  1; bT b  1; jjajj1  z1; jjbjj1  z2:
4.3 カーネル正準相関分析へ拡張
PMDを適用したスパース正準相関分析をカーネル正準相関分析に拡張する. (??)式を, PMDによる正準相関分析
に適用させる.
arg max
;
TKxKy; subject to 
T  1; T  1; jjjj1  z1; jjjj1  z2:
5 まとめと今後の研究課題
本論文では, はじめに線形性に基づく正準相関分析, カーネル関数を用いた非線形正準相関分析の定式化を行った. 次
に, L1 ノルム正則化法による正準相関分析について述べ, 正準相関分析と最小 2乗法の関係性について述べた. さらに
モデルの非線形化とスパース性を融合したスパース非線形正準相関分析を理論的に定式化した.
今後の研究課題として, カーネル関数の選択法, 選択したカーネル関数のパラメータの決定, 正則化パラメータの決定
や推定アルゴリズムの開発, 様々な正則化項を用いた正準相関分析の定式化などが今後の研究として挙げられる. また,
正準変量をいくつまで求めるのが適切か, その基準をどのように設定するかなどの問題も検討したい.
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