We study the Knapsack Problem with Conflict Graph (KPCG), an extension of the 0-1 Knapsack Problem, in which a conflict graph describing incompatibilities between items is given. The goal of the KPCG is to select the maximum profit set of compatible items while satisfying the knapsack capacity constraint. We present a new Branch-and-Bound approach to derive optimal solutions to the KPCG in short computing times. Extensive computational experiments are reported, showing that the proposed method outperforms a state-of-the-art approach and Mixed Integer Programming formulations tackled through a general purpose solver.
Introduction
The Knapsack Problem with Conflict Graph (KPCG) is an extension of the NP-hard 0-1 Knapsack Problem (0-1 KP, see Martello and Toth [17] ) where incompatibilities between pairs of items are defined. A feasible KPCG solution cannot include pairs of incompatible items; in particular, a conflict graph is given, which has one vertex for each item and one edge for each pair of items that are incompatible. The KPCG is also referred to as Disjunctively Constrained Knapsack Problem.
Formally, in the KPCG, we are given a knapsack with capacity c and a set of n items, each one characterized by a positive profit p i and a positive weight w i (i = 1, . . . , n). In addition, we are given an undirected conflict graph G = (V, E), where each vertex i ∈ V corresponds to an item (i.e., n = |V|) and an edge (i, j) ∈ E denotes that items i and j cannot be packed together. The goal is to select the maximum profit subset of items to be packed into the knapsack, while satisfying the capacity and the incompatibility constraints. The KPCG can also be seen as an extension of the NP-hard Maximum Weight Stable Set Problem (MWSSP), in which one has to find a maximum profit stable set of G. The KPCG generalizes the MWSSP by defining weights for the vertices of G and by imposing a capacity constraint on the set of selected vertices.
Without loss of generality, we assume that i=1,...,n w i > c and that w i ≤ c (i = 1, . . . , n). We also assume that items are sorted by non increasing profitover-weight ratio, i.e.
Some definitions will be useful in the following. Given a graph G = (V, E), a clique C ⊆ V is a subset of the vertices that induces a complete subgraph. A stable set S ⊆ V is a subset of pairwise non-adjacent vertices. The density of a graph G = (V, E) is defined as the ratio between |E| and the cardinality of the edge set of the complete graph having the same number of vertices.
In this paper, we propose a Branch-and-Bound algorithm to derive optimal solutions of the KPCG. The algorithm consists of a new upper bounding procedure, which takes into account both the capacity constraint and the incompatibilities between items, and a new branching strategy, based on optimally presolving the 0-1 KP by dynamic programming while neglecting the conflicts between items. The proposed Branch-and-Bound algorithm is tested on a large set of randomly generated instances, with correlated and uncorrelated profits and weights, having conflict graph densities between 0.1 and 0.9. Its performance is evaluated by comparison with a state-of-the-art approach from the literature, and with a Mixed Integer Programming formulation (MIP) solved through a general purpose solver.
The paper is organized as follows. Section 1.1 reviews exact and heuristic algorithms proposed for the problem. In Section 1.2, we present two standard MIP formulations of the problem. Sections 2.1 and 2.2 are devoted to the description of the proposed branching rule and upper bound. In Section 3, we present the computational results obtained by the proposed Branch-and-Bound algorithm, and its comparison with other solution methods.
Literature review
The KPCG has been introduced by Yamada et al. [20] . In their paper a greedy algorithm, enhanced with a 2-opt neighborhood search, as well as a Branch-andBound algorithm, which exploits an upper bound obtained through a Lagrangian relaxation of the constraints representing incompatibilities between items, are proposed. The algorithms are tested on randomly generated instances with upto 1000 items and very sparse conflict graphs (densities range between 0.001 and 0.02). The profits and the weights are assumed uncorrelated (random and independent, ranging between 1 and 100). Hifi and Michrafy [12] present several versions of an exact algorithm for the KPCG which solves a MIP model. A starting lower bound is obtained through a heuristic algorithm, then, reduction strategies are applied, which fix some decision variables to their optimum values, based on the current lower bound value. Finally, the reduced problem is solved by a Branch-and-Bound algorithm. Improved versions apply dichotomous search combined with the reduction strategies and different ways of modeling the conflict constraints. The three versions of the algorithm are tested on instances with 1000 items and very sparse conflict graphs (densities range between 0.007 and 0.016).
Several heuristic methods have been proposed in the literature. Hifi and Michrafy [11] present a reactive local search based algorithm. It consists in determining a feasible solution by applying a greedy algorithm, and improving it by a swapping procedure and a diversification strategy. The algorithm is tested on instances randomly generated by the authors by following the generation method of [20] . In particular, they consider 20 instances with 500 items and capacity equal to 1800, with conflict graph densities between 0.1 and 0.4. In addition they consider 30 larger correlated instances with 1000 items and capacity equal to 1800 or 2000, with conflict graph densities between 0.05 and 0.1. Akeb et al. [1] investigates the use of local branching techniques (see Fischetti and Lodi [7] ) for approximately solving instances of the KPCG. The algorithm is tested on the instances proposed in [11] . Hifi and Otmani [13] , propose a scatter search metaheuristic algorithm. The algorithm is tested on the instances proposed in [11] and compared with the algorithm therein presented, showing that it is able to improve many of the best known solutions from the literature. Recently, an iterative rounding search based algorithm has been proposed in Hifi [10] . The algorithm is tested on the instances from [11] and compared with the algorithm proposed in [13] . The results show that it is able to improve many solutions from the literature.
Pferschy and Schauer [18] present algorithms with pseudo-polynomial time and space complexity for two special classes of conflict graphs: graphs with bounded treewidth and chordal graphs. Fully polynomial-time approximation schemes are derived from these algorithms. In addition, it is shown that the KPCG remains strongly NP-hard for perfect conflict graphs.
The interest in the KPCG is not only as a stand-alone problem, but also as a subproblem arising in the solution of other complex problems, such as the Bin Packing Problem with Conflicts (BPPC) (see e.g., Gendreau et al. [8] , Fernandes-Muritiba et al. [6] , Elhedhli et al. [4] and Sadykov and Vanderbeck [19] ). In this case, the KPCG corresponds to the pricing subproblem of a column generation based algorithm and is solved several times. In this context, it is therefore fundamental to develop a computationally fast algorithm for the KPCG. In Fernandes-Muritiba et al. [6] , the KPCG is solved by a greedy heuristic and, if the latter fails to produce a negative reduced cost column, the general purpose solver CPLEX is used to solve to optimality the KPCG formulated as a MIP. Elhedhli et al. [4] solve the MIP formulation of the KPCG by CPLEX, after strengthening it by means of clique inequalities. In Sadykov and Vanderbeck [19] , an exact approach for the KPCG is proposed. They distinguish between interval conflict graphs, for which they develop a pseudo-polynomial time algorithm based on dynamic programming, and arbitrary conflict graphs, for which they propose a depth-first Branch-and-Bound algorithm. The latter algorithm is taken as reference in our computational experiments (Section 3).
MIP models
This section presents two standard MIP models for the KPCG, where binary variables x i (i = 1, . . . , n) are used to denote the selection of items. These models are solved by a general purpose MIP solver and compared to the Branchand-Bound algorithm we proposed (see Section 3).
The objective (1a) is to maximize the sum of the profits of the selected items. Constraint (1b) requires not to exceed the capacity of the knapsack. Constraints (1c) impose to choose at most one item for each conflicting pair, represented by edges of the conflict graph. Finally, constraints (1d) require the variables to be binary.
Let C be a family of cliques on G, such that, for each edge (i, j) ∈ E, vertices (items) i and j belong to some clique C ∈ C. A MIP model, equivalent to (1a)-(1d) but having a stronger (i.e., smaller) LP-relaxation bound, is the following (see, e.g., Malaguti et al. [16] for a discussion on the heuristic strengthening of edge constraints to clique constraints):
Models (1a)-(1d) and (2a)-(2d) will be taken as reference in our computational experiments (Section 3). In our computational experiments, we generated C using the following heuristic procedure: we iteratively select a random uncovered edge (i, j) and build a maximal clique containing it, until all edges are covered by at least a clique.
Branch-and-Bound algorithm
A Branch-and-Bound algorithm is based on two main operations: branching, that is, dividing the problem to be solved in smaller subproblems, in such a way that no feasible solution is lost; and bounding, that is, computing an upper bound (for a maximization problem) on the optimal solution value of the current subproblem, so that eventually the subproblem can be fathomed. In the Branchand-Bound algorithm that we propose, a subproblem (associated with a node in a Branch-and-Bound exploration tree) is defined by:
• a partial feasible solution to the KPCG, i.e., a subset S ∈ V of items inserted in the knapsack such that S is a stable set and the sum of the weights of the items in S does not exceed the capacity c;
• a set of available items F , i.e., items that can enter the knapsack and for which a decision has not been taken yet.
In Sections 2.1 and 2.2, we present, respectively, the branching rule and the upper bound procedure embedded in the proposed Branch-and-Bound algorithm. In Figure 1 we introduce the notation we need for the description of these procedures.
-S: set of items inserted in the knapsack in a given subproblem, i.e., node of the Branch-and-Bound tree;
-F : set of free items in a given subproblem, i.e., items that can enter the knapsack and for which a decision has not been taken yet; 
Branching scheme
The branching rule we propose consists of an improvement of the one used in Sadykov and Vanderbeck [19] , which is derived from the scheme proposed by Carraghan and Pardalos [2] for the MWSSP. For sake of clarity, we briefly review the branching scheme used in [2, 19] and then describe the improvement we propose. In addition, we discuss a possible adaptation to the KPCG of the branching rule used by Held et al. [9] for the MWSSP. Given S and F , at a node of the Branch-and-Bound tree, let p(S) and w(S) be the sum of the profits and of the weights, respectively, of the items in the set S. The idea of the branching in [2, 19] is that a new subproblem has to be generated for each item i ∈ F , in which the corresponding item i is inserted in the knapsack, unless this choice would produce an upper bound not better than the current best known solution value LB. More in detail, items i ∈ F are sorted by non increasing profit-over-weight ratio (p i /w i ). Iteratively, the next item i ∈ F in the ordering is considered, and an upper bound U B i on the maximum profit which can be obtained by inserting i in the knapsack is computed as U B i = p(S) + (c − w(S))(p i /w i ). U B i is the profit which is obtained by using the residual capacity of the knapsack for inserting multiple (fractional) copies of item i. If U B i > LB, a new child node is created with S = S ∪ {i},F = F \ ({j ∈ F, j ≤ i} ∪ {j ∈ F, j ∈ N (i)}), where the condition j ≤ i is evaluated according to the ordering. As soon as U B i ≤ LB, the iteration loop is stopped since the next items in F would not generate a solution improving on LB, once inserted in the knapsack.
The idea we propose is to enhance this branching scheme by improving the value of the upper bound U B i , at the cost of limited additional computational effort. As it will be seen in Section 3, this improvement helps to significantly reduce the number of explored nodes and, consequently, the total computing time. Let KP (V,c) be the value of the optimal integer solution of the 0-1 KP with capacityc on the subset of items V . Recalling that items are ordered by non increasing profit-over-weight ratio, in a preprocessing phase we compute KP (V,c) for all i = 1, . . . , n, V = {i, . . . , n},c = 0, . . . , c. This can be done in O(nc) by using a Dynamic Programming algorithm.
When branching, we iterate on the items i ∈ F sorted by non increasing p i /w i ratio. The next item i ∈ F in the ordering is considered and F is updated to F = F \ {i}. An upper bound on the maximum profit which can be obtained by considering items in F ∩ {i, . . . , n} is computed asŨ B i = p(S) + KP ({i, . . . , n}, c − w(S)). KP ({i, . . . , n}, c − w(S)) is the profit which is obtained by optimally solving the knapsack problem with the items in {i, . . . , n} and the residual capacity, and by disregarding the conflicts.
It is easy to see that, given F ,Ũ B i ≤ U B i for each i ∈ F . Thus the branching rule based on optimally presolving the KP for all the residual capacities would possibly fathom nodes that are instead generated by the rule proposed in [19] . We denote the proposed branching rule as pre KP .
In Figure 2 we report the pseudocode for a the generic Branch-and-Bound algorithm BB based on the scheme from [19] or on the improvement described in this section. The algorithm receives in input sets S, F and the value of the incumbent solution LB, and includes a call to a generic upper bounding procedure (U pperBound()) for evaluating the profit which can be obtained from items in F and the residual capacity c − w(S). Several upper bounding procedures can be used within this scheme. In Section 2.2, we present the upper bounding procedure we propose. The BB algorithm can be started by invoking BB(∅, {1, . . . , n}, 0).
Stable set-based branching. We conclude this section by briefly discussing the branching rules used in the Branch-and-Bound algorithm presented in Held et al. [9] for the MWSSP. These rules can be extended to deal with the KPCG. Let F ′ ⊆ F be a subset of the free items such that
) denotes the value of the integer optimal solution of the MWSSP with weight vector p on the subgraph induced on the conflict graph G by the subset F ′ of vertices (items). The idea is that, to improve on the current LB, at least one of the items in F \ F ′ must be used in a solution of the Branch-and-Bound tree descending from a node associated with a set S. Therefore, one can branch by generating from the node one child node for each item in F \ F ′ . In Held et al. [9] interesting ideas on how to compute F ′ given the conflict graph G are presented, e.g., one possibility is to compute an upper bound on α p (G(F ′ )) by //items are ordered by non increasing profit-over-weight ratio exploiting the weighted clique cover bound (see Section 2.2). Similarly, pruning rules presented in Held et al. [9] can be extended to the KPCG. We adapted and tested these ideas for the KPCG. Even though they are very effective for the MWSSP, our preliminary computational experiments showed that this extension is not effective for the KPCG.
Upper bound
In this section we describe the upper bounding procedure we propose for the KPCG. It is based on considering the KPCG as an extension of the MWSSP. In the MWSSP, we have a conflict graph G and assign to each vertex i ∈ V a weight equal to the profit p i of the corresponding item i. In addition, each vertex is assigned a second weight, called load in the following, which corresponds to the item weight w i . The goal is to determine a stable set of G of maximum weight (profit), while satisfying the capacity constraint (i.e. the sum of the loads of the vertices in the stable set is smaller or equal to the available capacity). By neglecting the capacity constraint, upper bounds for the MWSSP are valid upper bounds for the KPCG as well.
Held et al. [9] proposed the weighted clique cover bound for MWSSP. The upper bounding procedure we propose extends the weighted clique cover bound by taking into account constraints on the item loads. As it will be evident from the computational experiments (see Section 3), it is fundamental to consider these constraints in order to derive good upper bounds for the KPCG. In the following, we briefly describe the weighted clique cover bound, and then explain how we extend it. Weighted clique cover bound [9] A weighted clique cover is a set of cliques K 1 , K 2 , . . . , K R of G, each with an associated positive weight Π r (r = 1, . . . , R), such that, for each vertex i ∈ V, r=1,...,R:i∈Kr Π r ≥ p i . The weight of the clique cover is defined as R r=1 Π r . The weighted stability number (i.e. the optimal solution value of MWSSP without capacity constraint) is less or equal to the weight of any clique cover of G (see [9] ). Therefore, the weight of any clique cover is an upper bound for the MWSSP and consequently it is an upper bound for the KPCG.
Determining the minimum weight clique cover is a NP-hard problem (see Karp [14] ). Held et al. [9] propose a greedy algorithm to compute a weighted clique cover, summarized here for sake of clarity. Recall that N (i) identifies the set of vertices in the neighborhood of vertex i. Initially the residual weight p ′ i of each vertex i is set equal to its weight p i (profit). Iteratively, the algorithm determines the vertexī with the smallest residual weight p ′ i , heuristically finds a maximal clique K r containingī, assigns weight Π r = pī to K r , and subtracts Π r from the residual weight of every vertex in K r . The algorithm terminates when no vertex has positive residual weight. A sketch of the algorithm is reported in Figure 3 . We denote the upper bound obtained by applying the weighted clique cover algorithm as CC.
Capacitated weighted clique cover bound The weighted clique cover bound previously described neglects the capacity constraint. This can lead to a weak upper bound for the KPCG when the capacity constraint is tight.
We propose a new upper bound, called capacitated weighted clique cover bound, which extends the weighted clique cover bound by taking into account the capacity constraint. The idea is to either find a weighted clique cover (in this case we obtain exactly the weighted clique cover bound) or to saturate the knapsack capacity in the best possible way. In the second case, we say that the weighted clique cover is partial (complete otherwise). To this aim, we associate with each clique K r a load The load-over-weight ratio of the clique does not exceed the smallest ratio among all the vertices in the clique.
Having defined the load of a clique, the following result, for which a proof is given at the end of the section, holds: Theorem 1. The weight Kr∈K Π r of a partial weighted clique cover K satisfying
and
Kr∈K:j∈Kr
is a valid upper bound for the KPCG.
We define as Minimum Weight Capacitated Clique Cover the problem of finding a (possibly partial) clique cover of minimum weight that either: i) is a complete clique cover, or ii) satisfies (3) and (4) .
Determining the minimum weight capacitated clique cover is NP-hard, since it is a generalization of the minimum weight clique cover. Therefore we developed a greedy algorithm, denoted as capacitated weighted clique cover algorithm, that iteratively builds a clique cover while satisfying (4). The algorithm is stopped as soon as (3) is satisfied or the clique cover is complete.
A sketch of the algorithm is reported in Figure 4 . The algorithm iteratively determines the vertexī with the best (i.e., the smallest) load-over-weight ratio, and heuristically constructs a maximal clique K r containingī. The weight Π r is subtracted from the weight of every vertex in K r . The algorithm terminates when all the vertices have been covered according to their corresponding weights or when the capacity is saturated. We denote the upper bound obtained by applying the capacitated weighted clique cover algorithm as cap CC.
The above algorithm has a worst case computational complexity of O(n 3 ), realized when G is a complete graph, c = ∞ and all the profits are different.
The complexity decreases for sparser graphs, and becomes linear for a graph with empty edge set.
Proof of Theorem 1
We introduce the following notation for convenience, to be used in the proof of Theorem 1:
Let S * be an optimal solution of the KPCG. We partition S * intoS * , that denotes the set of items in the optimal solution that are fully covered by cliques in K, and S * = S * \S * . Similarly, we partition K intoK, that denotes the set of cliques containing one item in S * (note that each clique inK contains exactly one item of S * because S * does not contain conflicting items), and K = K \K. Without loss of generality, we can assume that no item is overcovered, i.e. Kr∈K Π r ≤ p i , i ∈ V. Indeed, given a (partial) clique cover where one (or more) item is overcovered, it is always possible to derive a (partial) clique cover with smaller or equal weight, in which no item is overcovered. Therefore, for all items inS * , since they are fully covered, it holds:
Kr∈K:i∈Kr
In order to prove Theorem 1, we need the following lemma.
Proof. We first show that w(K) ≤ w(S * ). Let K r be a clique inK containing an item i ∈S * . By definition of the clique weight: W r ≤ Π r min h∈Kr w h p h , therefore: W r ≤ Π r wi pi . By summing over all the cliques inK that contain item i, we obtain:
Kr∈K:i∈Kr W r ≤ wi pi Kr∈K:i∈Kr Π r . Since no item is overcovered and i ∈S * , by applying (5), we get that Kr∈K:i∈Kr W r ≤ wi pi p i = w i . Now let us sum over all items inS * : i∈S * Kr∈K:i∈Kr W r ≤ i∈S * w i . By the definition of the partitions, and recalling that each clique inK contains exactly one item inS * , we obtain that: w(K) ≤ w(S * ). Now, since S * is an optimal solution of the KPCG, then it satisfies the capacity constraint. Therefore:
We can now prove Theorem 1.
Proof. We want to show that p(K) ≥ p(S * ), i.e. p(K) is a valid upper bound for the KPCG. We will prove it by showing that: p(K) = p(S * ) and p(K) ≥ p(S * ).
•
From (5) we have: Kr∈K:i∈Kr Π r = p i , i ∈S * . By summing over all items inS * , we get: i∈S * Kr∈K:i∈Kr Π r = i∈S * p i . Taking into account that each clique contains exactly item ofS * , we have: 
By combining the inequalities, we finally obtain: p(K) ≥ p(S * ).
Upper bounds relations
In this section we discuss the theoretical relations between the presented upper bounds: the LP-relaxation of models (1a)-(1d) and (2a)-(2d), the weighted clique cover bound and the proposed capacitated weighted clique cover bound. A straightforward way of deriving an upper bound for the KPCG is to consider the LP-relaxation of model (1a)-(1d) and neglect the conflict constraints (1c). The resulting relaxed problem corresponds to the LP-relaxation of a 0-1 KP. This upper bound is denoted as fractional KP ( f rac KP ) in the following.
We say that bound A dominates bound B if the value of A is never larger than the value of B, thus providing a better information on the optimal solution value of the KPCG. Since clique inequalities (2c) are a strengthening of inequalities (1c), we have that: Proof. The minimum weight clique cover problem is the dual of the LP-relaxation of model (2a)-(2d) without the capacity constraint (2b).
Many graph classes contain exponentially many maximal cliques, thus it is impractical to use all the cliques. In our implementation C is a subset of the clique set and, similarly, the clique cover problem is heuristically solved by considering a subset of the clique set. For these reasons, the dominance property of Proposition 4 does not apply to our implementation. Nevertheless, as discussed in Section 3, the LP-relaxation of model (2a)-(2d) gives tighter bounds.
Proposition 5. The bound obtained by optimally solving the minimum weight capacitated clique cover problem dominates the bound obtained by optimally solving the minimum weight clique cover problem.
Proof. Any clique cover can be transformed into a partial clique cover that satisfies (3) by removing the cliques with worst load-over-weight ratio. The resulting partial clique cover, by construction, satisfies (4).
Proposition 6. The bound obtained by optimally solving the minimum weight capacitated clique cover problem dominates f rac KP .
As previously mentioned, we do not solve to optimality the minimum weight clique cover and minimum weight capacitated clique cover problems, instead, these problems are tackled by means of heuristic algorithms, producing the upper bounds CC and cap CC, respectively. Concerning the relations between CC, cap CC and f rac KP , by applying similar arguments to those above, we have: 
Computational experiments
The procedures described in the previous sections were coded in C, and the resulting algorithms were tested on a workstation equipped with an Intel Xeon E3-1220 3.1 GHz CPU and 16 GB of RAM, running a Linux operating system.
Benchmark instances
When considering exact algorithms, two different groups of instances of the KPCG were proposed in the literature.
A first group of instances considers conflict graphs with densities ranging from 0.1 to 0.9. These instances appear in papers that solve to optimality the Bin Packing Problem with Conflict Graph through a Branch-and-Price algorithm [6, 4, 19] . In this case, the KPCG arises as subproblem in column generation, and the profits associated with the items vary from iteration to iteration. All the last three mentioned papers derive their instances from the set of Bin Packing problems proposed by Falkenauer [5] . They consist of 8 classes each composed by 10 instances; in the first 4 classes the items have a weight with uniform distribution in [20, 100] and the knapsack capacity is c = 150. The number n of items is 120, 250, 500 and 1000, respectively. The last 4 classes have weights with uniform distribution in [250, 500] and c = 1000. Items are generated by triplets and they consist of 60, 120, 349, 501 items. Each triplet in this class is generated so as to form an exact packing in the knapsack. Following [19] , we have generated random conflict graphs for each instance with density values in the range from 0.1 to 0.9. We have also added a profit associated with each item (profits are not defined for the Bin Packing Problem with Conflict Graph). We have considered two settings: random profits uniformly distributed in the range [1, 100] , and correlated profits: p i = w i + 10 (i = 1, . . . , n). Finally, since in the original setting only a small number of items can be accommodated in the knapsack, we have considered the same instances with larger capacity of the knapsack (i.e., the original capacity is multiplied by an integer coefficient).
Each dataset
1 is denoted by a capital letter, identifying the setting used for the profit ("R" for random profits and "C" for correlated profits) and a number denoting the multiplying coefficient for the knapsack capacity. In addition, 20 instances introduced in [11] , for which only heuristic results are reported in the literature, have similar densities. However, these instances are not available anymore.
A second group of instances considers very sparse conflict graphs, with densities ranging from 0.001 to 0.02, as the ones considered in [20, 11, 12] . Instances from these papers are not available anymore, so we generated low density instances as described in [20, 11, 12] .
We focus our experiments on the first set of instances, as it contains a wide range of graph densities. Tackling instances with very sparse conflict graphs requires alternative solution strategies, as discussed at the end of this section. As reference in our computational experiments, we take the algorithm by Sadykov and Vanderbeck [19] , which is tested on instances with the same graph densities we focus on. In [19] , the f rac KP upper bound is considered. The bound is obtained by solving the LP-relaxation of model (1a)-(1d), in which conflict constraints (1c) are neglected. It corresponds to the LP-relaxation of a 0-1 KP and can be solved in O(n) time (recall that items are ordered by non-increasing profit over weight ratio), by using a greedy algorithm (see Kellerer et al. [15] ). The branching rule used in [19] is described at the beginning of Section 2.1 (before the improvement we introduce).
In [19] the KPCG appears as a subproblem in the column generation process, hence, item profits are defined by the dual variables values and are not directly available. We therefore generated item profits, and compare our Branch-andBound algorithm with our implementation of the Branch-and-Bound algorithm by [19] . In addition, we compare our Branch-and-Bound algorithm solutions with the solutions obtained by models (1a)-(1d) and (2a)-(2d) solved by CPLEX 12.6. At the end of Section 3.3, we briefly report on results obtained when considering the second set of very sparse instances.
Computational performance of the Branch-and-Bound algorithm components.
The first component of the Branch-and-Bound algorithm we evaluate is the upper bounding procedure. In Section 2.3, we investigated the theoretical relations among upper bounds; in this section we report on testing the upper bounds on the considered set of benchmark instances. In particular, we consider the LPrelaxation of the 0-1 KP upper bound (fractional knapsack, f rac KP ), used in [19] , the weighted clique cover bound (CC) used in [9] for the MWSSP, and the proposed capacitated weighted clique cover bound ( cap CC). The aim of this comparison is to show that it is crucial to take into account both the incompatibility constraints and the capacity constraint. The results are shown in Tables  1 and 2 .
In Table 1 the instances are grouped by dataset, and in Table 2 the instances are grouped by density, reported in the first column of the corresponding table, respectively. Then, for each considered upper bound U B, the tables report the percentage optimality gap computed as: 100
, where z * is the optimal (or the best known) solution value.
As expected, the quality of the bound based on the linear relaxation of the 0-1 KP constraints only (column f rac KP ) decreases with the increase of the density of the incompatibility graph. The CC bound, that takes into account the incompatibility constraints and drops the knapsack constraints, is very weak even on dense instances. The cap CC bound, which combines the information on incompatibilities and capacity, outperforms the other combinatorial bounds. As mentioned in Section 2.2, it dominates f rac KP and it dominates CC as well if the clique cover is the same. Since we use a greedy heuristic to compute the clique cover, this theoretical property cannot be applied to our implementation. Nevertheless, in all the considered instances, cap CC gives a stronger upper bound than CC. Next we evaluate the benefit obtained by each of the Branch-and-Bound components (the newly proposed upper bounding procedure cap CC and branching rule pre KP ) separately. To this aim, we embed each of the two components in the Branch-and-Bound algorithm by Sadykov and Vanderbeck [19] , and compare the obtained results with the original version of the algorithm. This comparison is performed to show that both the proposed upper bounding procedure and branching rule, even used separately, are more effective than the existing ones. We first embed, in our implementation of the algorithm in [19] , the cap CC bound and keep the original branching rule, then we embed our improved branching rule pre KP and keep the f rac KP upper bound.
The time limit for each instance is set to 1800 seconds. The results are shown in Figures 5 and 6 . We report, on the left of each figure, the results on the random instances, while, on the right, we report the results on the correlated instances. In particular, for each group of instances, we report the performance profiles, drawn according to the methodology introduced in [3] , of the modified algorithms (indicated by [19] with cap CC, and [19] with pre KP ) and of the original algorithm (indicated by [19] ). The performance profile of an algorithm is the cumulative distribution function for a performance metric: in Figures 5  and 6 , the metric is the computing time for solving an instance of the KPCG. For each algorithm and for each instance, we consider the time τ needed by the algorithm to solve the instance, normalized with respect to the fastest algorithm. For each value τ on the horizontal axis, a performance profile reports, on the vertical axis, the fraction of the dataset for which the algorithm is at most τ times slower than the fastest algorithm.
When the reference algorithm [19] is enhanced with the cap CC bound, the results are improved for both random and correlated instances, as can be seen in Figure 5 . The same happens when the reference algorithm [19] embeds the improved branching rule pre KP , as can be seen in Figure 6 .
Comparison of the Branch-and-Bound algorithm with state-of-the-art methods
In this section we compare the performance of the new Branch-and-Bound algorithm, which is obtained by combining the proposed bounding procedure cap CC and the improved branching rule pre KP , with the algorithm in [19] and with models (1a)-(1d) and (2a)-(2d) solved by the MIP solver of CPLEX 12.6. The time limit is set to 1800 seconds. Figure 7 reports the performance profiles for random and correlated instances, respectively. In Figure 7 , the proposed Branch-and-Bound algorithm is denoted by BCM (Bettinelli, Cacchiani, Malaguti). The first information that clearly appears from performance profiles is that [19] with cap CC [19] (a) Random instances [19] with cap CC [19] (b) Correlated instances Figure 5 : Performance profiles for the KPCG algorithm in [19] and the algorithm [19] with cap CC, obtained by using the cap CC bound. Each curve represents the probability to have a computing time ratio smaller or equal to τ with respect to the best performing algorithm. On the left we show random instances and on the right correlated ones. [19] with pre KP [19] (a) Random instances [19] with pre KP [19] (b) Correlated instances Figure 6 : Performance profiles for the KPCG algorithm in [19] and the algorithm [19] with pre KP , obtained by using the improved branching procedure pre KP . Each curve represents the probability to have a computing time ratio smaller or equal to τ with respect to the best performing algorithm. On the left we show random instances and on the right correlated ones.
the KPCG is difficult for the CPLEX MIP solver, and that it is worth to design a specialized algorithm, although exploiting the stronger clique model (2a)-(2d) has some advantages on the weaker model (1a)-(1d). Both Branch-and-Bound algorithms largely outperform the CPLEX MIP solver; among the two, the newly proposed algorithm improves on the results of the reference one [19] on both the computing times and the percentage of solved instances. For example, if we consider random instances, the new algorithm is the fastest for 80% of the instances, and can solve 97.1% of the instances within a computing time not exceeding 4 times the computing time of the fastest method (τ = 4). The algorithm in [19] is the fastest for 67.9% of the instances, and can solve 82.2% of the instances within a computing time not exceeding 4 times the computing time of the fastest method (τ = 4). If we consider correlated Performance profiles for the KPCG algorithm in [19] , the new Branchand-Bound algorithm BCM, and the CPLEX MIP solver applied to formulations (2a)-(2d) and (1a)-(1d). Each curve represents the probability to have a computing time ratio smaller or equal to τ with respect to the best performing algorithm.
instances, the new algorithm is the fastest for 77.8% of the instances, and can solve 92.4% of the instances within 4 times the computing time of the fastest method (τ = 4). The algorithm in [19] is the fastest for 41.2% of the instances, and can solve 67.3% of the instances within 4 times the computing time of the fastest method (τ = 4). In addition, we can see that, on the random instances, the proposed Branch-and-Bound algorithm solves 97.3% when τ = 5, while the algorithm in [19] reaches at most 89.8% when τ = 10. On the correlated instances, the difference between the two algorithms is more evident: BCM solves 92.9% of the instances when τ = 5 while the algorithm in [19] reaches the 75.1% when τ = 10.
In Tables 3 and 4 we report detailed results for the random and correlated instances, respectively, grouped by classes; in Tables 5 and 6 we report detailed results for random and correlated instances, grouped by density. We omit the re-sults obtained by solving model (1a)-(1d), as they are worse than those obtained with model (2a)-(2d) . In all tables, the average computing time and number of nodes are computed with respect to the number of instances optimally solved by the corresponding method.
Concerning the difficulty of the instances, datasets with tight knapsack constraints (C1 and R1) are easy for both Branch-and-Bound algorithms and require a smaller number of visited nodes, indeed, all algorithms can solve all instances. The number of nodes that are explored by BCM, and the corresponding computing time, are, on average, significantly reduced with respect to the Branch-and-Bound in [19] , as it can be observed in all the tables, when both algorithms solve all instances. In addition, as also shown in the performance profiles, BCM solves a larger number instances than both other methods.
Among the 8 classes of instances, class 4 (instances with 1000 items and uniform weights) is the most difficult one, as testified by the number of nodes, the computing times and the number of unsolved instances. In particular for datasets R10 and C10, which are the most difficult ones, 40 and 50 instances remain unsolved, respectively, when considering the BCM algorithm, i.e., the best performing one.
By considering the density of the conflict graphs, we see that instances with very high densities are easier for the compared Branch-and-Bound algorithms: both algorithms can solve all the instances with densities larger or equal to 0.7, while none can solve all instances with densities between 0.1 and 0.5 in datasets C10 and R10 i.e., when the knapsack capacity is large.
Low density instances. For the second set of instances, with graph densities ranging between 0.007 and 0.016, the proposed algorithm is not particularly effective: indeed, it relies on explicitly exploiting incompatibilities between items, and, when the conflict graph is very sparse, other methods, such as [20, 12] , are more efficient.
One may wonder whether methods designed for low density instances could be effective on graphs with higher densities. To partially answer this question, we consider the exact method proposed in [12] , as it has better performance than that of [20] . In particular, we focus on the reduction procedure, that is a crucial step of the algorithm proposed in [12] : it consists of fixing some decision variables to their optimal values (see [12] for further details). The reduction procedure is initialized, in [12] , with a heuristic solution value obtained by applying the reactive local search algorithm proposed in [11] . Instead, we directly provide the reduction procedure with the optimal solution value. It turned out that, on the first set of instances (with graph densities between 0.1 and 0.9), the reduction procedure is not effective. In particular, on R1 and on C1, even though the percentage of fixed variables is high (around 80% on average), the reduction procedures requires long computing times (two order of magnitude larger than the total time BCM needs to obtain the optimal solutions). On the contrary, already on R3 and C3, the reduction procedure is not capable of reducing the instance size: the percentage of fixed variables is on average around 15% and 5%, respectively. Thus, this kind of approach is not appropriate for larger density graphs. Table 6 : Exact methods on the correlated datasets. Results aggregated by density.
Conclusion
The Knapsack Problem with Conflict Graph is a relevant extension of the 0-1 Knapsack Problem in which incompatibilities between pairs of items are defined. It has received considerable attention in the literature as a stand-alone problem, as well as a subproblem arising in solving, e.g., the Bin Packing Problem with Conflicts. The problem is computationally challenging, and cannot be easily tackled through a Mixed-Integer formulation solved with a general purpose MIP solver.
In this paper a new Branch-and-Bound algorithm, based on improved upper bounding and branching procedures, is proposed. Its performance is tested on a set of instances derived from classical Bin Packing Problems, having graph densities between 0.1 and 0.9. The obtained results show that the Branchand-Bound algorithm outperforms, in our implementation, a recent state-ofthe-art algorithm from the literature, as well as a Mixed Integer Programming formulation tackled through a general purpose solver.
