We investigate PAC-learning in a situation in which examples (consisting of an input vector and O/l label) have some of the components of the input vector concealed from the learner. This is a special case of Restricted Focus of Attention (RFA) learning. Our interest here is in I-RFA learning, where only a single component of an input vector is given, for each example. We argue that l-RFA learning merits special consideration within the wider field of RFA learning. It is the most restrictive form of RFA learning (so that positive results apply in general), and it models a typical data fusion scenario, where we have sets of observations from a number of separate sensors, but these sensors are uncorrelated sources.
INTRODUCTION
The topic of missing data, where some of the components of an observation are concealed from the learner, has received a lot of attention in the statistics literature. Within PAC learning theory the situation is called Restricted Focus Permission to make digital or hard copies of all or pan of this work for PerSOnal 0, CIaSsrOOm We is granted without fee provided that CpPieS are not made or distributed for profit or commercial advan. teQe and that copies bear this notice and the full citation on the first page. To COPY otherwise. to republish. to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. COLT '99 7199 Santa Cruz, CA, USA @ 1999 ACM l-581 13-167~4/99/0006...$5.00 of Attention (RFA) learning, introduced in [3, 4, 6] , see [15] for an extensive survey. For query-based learning the associated framework is the Unspecified Attribute Values learning of [ 17 1 . A good example of a data set that motivates the work here is a medical prognosis problem analysed in Titterington et al. [26] and Lowe and Webb [23] . The data represent 1000 head-injured coma patients, and contains (for each patient) a subset of a set of 6 diagnostic indicators measured on admission to hospital, and a measure of extent of recovery. Using the data, the aim is to predict recovery given a new set of measurements. In the data set, fewer than half of the patients had all 6 measurements taken, so there is a problem of how to use the incomplete vectors of observations effectively.
To address this question in a learning theory context we assume that all examples are incomplete, to avoid the strategy of only using the complete examples. The statistical missing data literature usually assumes that there is a stochastic missing data mechanism which gives probabilities that various values become concealed. If there is bias towards concealing some but not others (ie. anything other than what Little and Rubin [22] call missing completely at random) then it is generally necessary to use incomplete vectors even in the presence of a good proportion of complete vectors. These issues do not arise in RFA learning due to the assumption that the learner may select which measurements are revealed.
We assume here that each example has only one input value revealed, and we may note that this is equivalent to a stochastic missing data mechanism as follows. k-RFA learning refers to a setting where k components of any example are known to the learner; thus we focus on l-RFA learning. In the case of I-RFA learning (generally k-RFA for any constant k) the assumption that the learner may choose k attributes to look at is equivalent to the assumption that they are chosen uniformly at random. The equivalence can be seen by observing that in our setting a learner may gather polynomial-sized collections of samples for each set of k attributes, as easily as it may gather a polynomial-sized sample, and hence effectively query any given set of k attributes.
We prefer the term "fragmented data" over "missing data" in this situation, to emphasise that only a small proportion of any data vector is given.
We differ slightly from previous work in assuming complete knowledge of the input distribution. Various methods such as the EM algorithm [14] and much subsequent work have been devised for learning a distribution in the presence of missing data. Work in RFA learning generally assumes that the input distribution belongs to some known class, such as product distributions. It is known from this work that it is necessary to already have a lot of knowledge of the input distribution, in order to learn the function. We focus on the question of which distributions are helpful or unhelpful for l-RFA learning. Experimental work in the data fusion literature such as [lo, 131 has shown the strong effect that varying assumptions about the input distribution may have on predictive performance. We aim to provide some theoretical explanation by identifying features of an input distribution that make it "helpful" and give associated sample-size bounds. Note that data fusion motivates l-RFA in particular, by comparison with k-RFA for k > 1, since the separate components of the observations are uncorrelated.
We mention relationships with other learning frameworks. The RFA setting is more benign than the "random attribute noise" [18, 251 scenario. A data set with missing components can be converted to one with random attribute noise by inserting random values for the missing components (although note that for k-RFA data, with small k, the associated noise rate would be quite high).
Finally, observe that there is a similarity to the p&a-bilistic concepts framework of [20] in that, given a stochastic missing data mechanism, we have observations of a mapping from an input domain consisting of incomplete vectors to outputs whose values are conditional distributions over (0, 1) conditioned on inputs. The difference is that we do not just want to model the conditional distribution of outputs given any input, we also want an underlying deterministic concept to be well-approximated by our (deterministic) hypothesis. In this paper we make use of the quadratic loss function of an observation and hypothesis, as defined in 1201.
FORMALIZATION OF THE LEARNING SETTING
We are interested in algorithms for PAC learning in the standard sense (see for example Anthony and Biggs [ 1] for details). We give the basic definitions. An algorithm has access to a source of observations of a target function t : X + (0, l}, in which inputs are chosen according to some fixed probability distribution D over the domain X, and the correct O/l output is given for each input. It is given two parameters, a target accuracy e and an uncertainty bound 6. The goal is to output (in time polynomial in e-l and S-l), with probability at least 1 -6, a function h : X + (0, 1) with the property that for random input chosen according to D, the probability that the output of h disagrees with the output of t, is at most E. The input distribution D is usually assumed to be unknown, but the target function is known to belong to some given class C of functions.
Unlike most PAC learning, we assume that D is known completely (as studied in [5] ). The RFA literature gives examples that show that some knowledge of D is necessary for most learning problems, and it is often assumed that D is a product distribution (each attribute chosen independently). We do not address the topic of partial knowledge of D. In the next section we show that some knowledge is necessary for learning linear threshold functions (the function class of interest here).
Within the PAC framework, we are studying specifically l-RFA learnability where for each example the learner can see one of the input values and the binary output value. Thus, for domain X = Rd, an example is a member of R x (1,. . . , d} x (0, l}, since it contains a real value, the identity of the coordinate taking that value, and the output label. As noted, the assumption that the coordinate's identity is chosen by the learner is equivalent (for PAC learning) to the assumption that it is chosen at random. This is more stringent than "missing completely at random" since we have imposed an artificial limit (of 1) on the number of observed input values, We have observed that this artificial limit is important to disallow discarding some training examples and using others. Obviously PAC-learnability of l-RFA data implies PAClearnability of k-RFA data for any larger k.
Our aim is to use fragmented data to learn linear threshold functions, that is functions mapping members of some unknown halfspace of Rd to the output 0, and its complement to 1. These are functions of the form f((z1, . . . , Q)) = 1 iff xi oixi > t where ai are unknown coefficients and t is a "threshold" value.
PA&LEARNING LINEAR THRESHOLDS
Linear theshold functions are an obvious choice of function class in the context introduced here, because the ouput value generally depends on all the input values; it is not sufficient to know just a small subset of them. But information is still conveyed by an example in which all but one input value is concealed. Linear threshold functions have been studied extensively in the machine learning literature. See Blum et al. [9] for a good summary of the results. It is well-known that in the basic PAC framework, linear threshold functions are learnable. Finding a consistent hypothesis (a hyperplane that separates the given inputs with output 1 from those with output 0) is solved by linear programming, and since the VC-dimension of halfspaces of Rd is known to be d + 1, the sample size required to ensure that any consistent hypothesis achieves PAC-ness is polynomial in the parameters, by the results of Blumer et al. [7] .
An algorithm is given in [9] for (proper) PAC-learning linear threshold functions in the presence of random classification noise (the algorithm requires a bound on the number of bits used to represent real numbers). It is important to us that linear threshold functions should be learnable in this setting, since the results of [4] say that learnability in the RFA setting implies learnability in the presence of random classification noise. General RFA learnability of linear thresholds (where d is not fixed) would then be a strengthening of the result of [9] . Note, however, that the extension of our results to non-constant input dimension would solve a long-standing open problem, namely the recovery of a linear threshold from its Chow parameters [12] . This is discussed further in section 4.
Note that if we had a method of determining a good approximation of the error of a hypothesis (using the fragmented data) then we could PAC-learn, using a result of [SJ, which says that PAC-learnability with a known distribution D in the standard setting is equivalent to PAC-learnability with a known distribution when instead of examples, the learning algorithm has a means of measuring the error of any hypothesis it chooses. However, we have not found any general way of approximately measuring misclassification rate of a hypothesis using RFA data, even for the kinds of input distributions that we identify as implying polynomial sample complexity.
Proof: Define linear threshold functions C, C' over the (2, y)-plane as follows.
TECHNICAL PRELIMINARIES
We establish some simple facts about the learning situation under consideration. These are to justify our assumption that the input distribution is not completely unknown. Note that learning is still sometimes possible if the input distribution is known to belong to a class of distributions. In previous work on RFA learning, it is assumed that the input distribution D is an unknown product distribution. This is a strong assumption which allows RFA data to convey a lot of information about D. It is already known from [3] that without some information about the input distribution it is often possible to define pairs of scenarios (a scenario is the combination of an input distribution and classifier) which are substantially different but are indistinguishable to a RFA. learner. We use the same method for linear threshold functions. Consider I-RFA data generated by either C in combination with D, or C' in combination with D'. The marginal distributions of the x and y coordinates are the same in both cases, as are the conditional distributions of the output given the input (so for example, PT(ou-@u~ = 1 1 2 E [0, 11) = 1 in both cases, or Pr(o&put = 1 1 y E [2,3]) = l/2 in both cases.) But the two underlying functions are very different. 0
Given a binary-valued function C, define pus(C) to be the positive examples of C, {z : C(z) = 1) and neg(C) to be the negative examples, ie. {z : C(o) = 0).
Since the discrete boolean domain X = (0, l}d is of special interest, we give a similar construction for that special case (thus showing that some knowledge of D is still required). Here we need 4 dimensions to allow a pair of indistinguishable scenarios to be constructed. Alternatively, we could say that for input (XI, 22,5s, x4) E X, C and C' respectively have output value 1 iff Ct='=, xi > 1.5 or respectively '&xi > 2.5. These are two linear threshold (in fact boolean threshold) functions, which we claim are indistinguishable, for appropriate choices of input distribution.
Define distributions D and D' (input distributions over the domain X = (0, 1}4) as follows. D assigns probability l/5 to each Xi, with the restriction to Xi being uniform. D' assigns probability 0 to X4 and X1,3/5 to X3, l/10 to X2, and 3/10 to X0, and is also uniform over each Xi.
Given these definitions, it can be verified that D and D' have the same marginal distributions over each input component zi (in both cases, Pr(xi = 1) = Pr(xi = 0) = 0.5). We also claim that the conditional probabilities Pr(Z 1 xi = j; C, D) and Pr(2 1 xi = j; C', 0') where 1 is an binary output label, are also the same. In particular, a calculation shows that for i = 1,2,3,4, Pr(2 = 1 1 xi = 0) = 3/10, Pr(2 = 1 1 xi = 1) = 9/10. 0
The above constructions give indistinguishable scenarios for pairs of input distributions that differ from each other. We show later that for a single known input distribution, there are no indistinguishable pairs of linear threshold functions (in contrast with function classes containing, for example, exclusive-or and its negation, [3] ). But the following example shows how a known input distribution may affect sample complexity.
Example 3 Suppose that D is uniform over two line segments in the (x, y)-plane, having (for some small positive 0 endpoints ((6 01, Cl,1 -0) and ((0,5), (1 -I, 1)). Let C(z, y) = 1 ify < z and let C'(x) y) = 1 i#y > z.
:c A figure 2 C and C' as defined in example 3, which disagree on all inputs (x, y) . D is uniform over the two heavy line segments in the square.
If the target concept is C (respectively, C'), then a PAC algorithm should have a probability 5 6 of outputting C' (respectively, C), for any error bound e < 1. But if either C or C' is the target concept, then in order to have any evidence in favor of one over the other, it is necessary to see an example consisting of a given coordinate whose value lies in the range [0, <] U [l -5, 11 . Points of this kind occur with probability 25, and all other points are uninformative (having equal likelihood for C and C'). So the sample size needed for PAClearning is proportional to l/t, for this particular choice of input distribution. Note however that if we put < = 0 (and the domain becomes the line segment with endpoints at (0,O) and (1, l)), the associated sample-size requirements do not become infinite; instead the learning problem reduces to a similar one in one dimension fewer.
MEASURING GOODNESS OF THE INPUT DISTRIBUTION
Example 3 showed a class of input distributions whose members could make arbitrarily large the expected number of examples needed to distinguish a particular pair of hypotheses. Note, however, that 1. No input distribution gave the requirement that any pair of positive values (e, 6) of target accuracy and confidence required infinite data.
2. The asymptotic behaviour of sample-size requirements is still polynomial. In particular, we claim that given any pair of hypotheses that disagree with probability E, we need O(max(e-i, 5-l)) examples in order to distinguish them with some given probability of success. This is still polynomial in E, for any given 5 > 0. We give results about growth rate of sample-size in terms of E below.
FINITENESS RESULTS FOR SAMPLE-SIZE REQUIREMENTS
In what follows, we assume that all probability distributions have well-defined expectations and variances for components of input vectors. Regarding point 1 above, we show that for these probability distributions there is never an infinite sample-size requirement once a distribution is given, despite the fact that distributions may be arbitrarily bad.
Lemma 4 Let D, D' be probability distributions with domains R and R' respectively, both subsets of Rd. Suppose moreover that R and R' are convex and do not intersect. Then for random variables x and x' generated by D and D' respectively, the expected values E(x) and E(z') are distinct.
Proof: Since the expected value is a convex combination, we just note that E(z) E R and E(z') E R', and since R rl R' = 0, the expected values are indeed distinct. 0 C and C' as defined in the statement of the following theorem are slightly more general than linear threshold functions -we use the additional generality in the proof of corollary 6.
Theorem 5 Let D be any input distribution over Rd (having well-dejned means and variances). Let C and C' be any pair of binary classifiers with associated sets pas(C), neg(C), pos(C'), neg(C') such thatpos(C) (resp. pos(C')) are points for which C (resp. C') outputs 1, and neg(C) Crew. nedc')) P t f are oin s or which C (resp. C') outputs 0. Suppose also 1. pas(C), neg(C), pos(C'), neg(C') are all convex.
2. with probability I, a point generated by D lies in pas(C) U neg(C).
3. with probability I, a point generated by D lies in pos(C') U neg(C'). 4. with probability e, a point generated by D is given different labels by C and C'.
Then C and C' are distinguishable with probability 1 -6 (for E, S > 0) for a suSJiciently large sample size (dependent on D, e, 6, C, C').
Proof: C and C' divide the domain Rd into 4 convex regions defined as follows. &O = neg(C) rl neg(C') &I = neg(C) n pos(C') RIO = pas(C) fl neg(C') RI1 =: pas(C) l-l pos(C') Let D(Rij) be the probability that a point generated by D lies in region RQ . The region of disagrfeement of C and C' is Rcr U RIO, assumed to have probability E. Let p( RQ) denote the expectation of points generated by D, restricted to the region Rij -as long as D(Rij) > 0, p(Rij) is well-defined by our assumption that components of points generated by D have well-defined expectations and variances. The points I.@oo),
=e all distinct from each other (using lemma 4 and observing that the Rij are convex since they are intersections of pairs of convex sets). Next note that the expected value of negative examples of Cc is a weighted average of 1.1(&a) and p(I?.or) (weighted by probabilities D(&o) and D(&l)).
Similarly the expected value of negative examples of Cr is a weighted average of p(&e) and ,u(Rlo) (weighted by probabilities D(ROO) and WOO)). Since we have 0(&l) + D(Rlo) = e > 0, we can deduce that the negative examples of C and C' have different expectations. So we can choose a component on which they differ,and use the observed mean of 0-labelled observations of that component to estimate the true expected value, Given our assumption that the variance is well-defined (finite), there will be a sufficiently large sample size such that we can with high probability predict which of C or C' is labelling the data. cl
Corollary 6 Given any input distribution D over Rd and any target values e, S of PAC parameters, there exists a sufficiently LargeJinite sample size for which any pair C, C' of linear thresholdfunctions can be distinguished with probability 1 -6.
Proof: Suppose otherwise. Then for some D, e, 6 there would exist a sequence of pairs (Ci, C,/), i E N where Ci differs from Ci by e, and as i increases, the sample-size required to distinguish Ci from Ci increases without limit. We prove by contradiction that such a sequence cannot exist.
The general strategy is as follows. From the sequence (Ci, Cl) extract a subsequence (?i, ?l) which "converges" in the sense that as i increases, the probability of disagreement between Ei and Ej, for j > i, tends to zero, and similarly for 3: and zi. The sequences E:i and 8i then converge pointwise to binary classifiers C, and C&, such that PO~(cxA POS(C:,), neg(C,) and neg(Ck) are convex.' Theorem 5 says that C, and CL can be distinguished with any PAC parameters E, 6 > 0, for finite sample-size. But this will be contradicted by the convergence property of (Ci, Cl). Define the C-difference between (Ci, I?;) and (Cj, 6';) (denote d( (Ci, Cl), (Cj, Cj))) to be the probability Pr(Ci(x) # Cj(X)) for x generated by D. We will con----I struct an infinite subsequence (Ci, Ci) such that for j > i, From a result of Pollard [24] (see also Haussler [ 19] ), for any C > 0, there is a finite c-cover for any concept class having finite VC-dimension (which is d+ 1 in this case). (A C-cover of a metric space is a set S of points such that for all points z in the metric space there is a member of S within distance c of 2.) Construct ci as follows. Let cr = Cr. Now construct ci+r from i??i maintaining the invariant that there are infinitely many elements of the sequence (Ci) which have Cdifference 5 21--i with ci. Let S'i be a finite 2-i-cover of the class of linear threshold functions, with respect to input distribution D. Si must have an element with center C within 2-i of ciLwhich also contains infinitely many elements of (Ci). Let Ci+r = C, and continue.
Define the C-difference between (Ci , C,l) and (Cj , Ci ) (denote d'( (Ci, Ci), (Cj , C$))) to be the probability PT(c;(x) # c;(x)) f or x generated by D. We may use a ----I similar argum2t to extract from (Ci, Ci) an infinite subsequence (Ci, C,), for which we also have that for j > i,
Consider the pointwise limit of this sequence, defined as follows. A point x E Rd generated by D, with probability 1 has the property that for sufficiently large N, Ci (x) = Cj (X) for all i,j > iV and also C;(x) = C;(x) for all i,j > N. Let Coo(x) (resp. CL(x)) denote the label assigned to x by Ci (resp. 6':) for all sufficiently large i. Let pos(C,) and neg(C,,,) denote the points which get asymptotic labels 1 and 0 by Ci , with similar definitions for Ci . Then pos( C,), neg(C,), pos(C&), neg(C&) are all convex (that is easily proved by noting that from the construction of say pos(C&), given any pair of points in pos(C,), any convex combination of those points must also be in pos(Coo)). Moreover, with probability 1, a point generated by D lies in one of these sets. So they satisfy the conditions of theorem 5.
Let m < 00 denote the sample size needed to distinguish C, from CL with probability 1 -6. Choose i sufficiently large such that at least 2m examples are needed to distinguish Ci from Ci with uncertainty 26 and also such that for points x generated by D, Pr(C,(x) = G(x)) > 1 -6/2m, Pr(Ck(x) = Cl(x)) > 1 -6/2m.
Then any method that could distinguish C, from CL with uncertainty 6 using m samples would be directly usable to distinguish Ci from Ci with uncertainty at most 26, a contradiction. (By "directly usable" we mean: replace output of C, with Ci and replace output of CL with Cl.) cl
IDENTIFYING POLYNOMIAL ASYMPTOTIC BEHAVIOUR OF SAMPLE-SIZE REQUIREMENT
Regarding point 2 noted at the start of this section, we continue by giving some sufficient conditions on an input distribution to ensure that the asymptotic behaviour of samplesize requirements is polynomial. We then identify a class of "pathological" input distributions for which we can obtain any functional dependence on (e,6) for sample-size requirement.
Notation The region of disagreement is Rcr U Rio, and we are assuming that D(Rod + W&o) = E. We may assume that in addition we have
since otherwise for C and C' there is a difference of at least e/2 that a random example is positive, and C and C' could be distinguished with poly(e-') examples using that property.
As before let /1(&r) and p( RIO) denote the expectations of points lying in these regions. Then we claim that there is a lower bound on the Euclidean distance IP(&) -p(Rlo)l which depends on M(D) and V(D), but not C or C', and is polynomial in 6-l.
Suppose for a contradiction that
Let 1 be a l-dimensional line that is normal to the hyperplane defining C.
For R C Rd let Z(R) denote the set of points on 1 that are closest to some point in R (the projection of R onto 1). Then 1(&d n Who) = 0, but
Hence the probability of points in the range [I({,x(&)}) -e/4M(D), l({p(Rol)}) + e/4M(D)] is at least $.d ie. the density is at least $d /(e/8&?(D))
> M(D), a contradiction. q Example 8 Input distributions for which these measures are defined include for example, the uniform distribution over the unit hypercube, or indeed any polytope, including ones of dimension less than d. Any multivariate normal distribution is also good in this respect, even if its covariance matrix does not havefill rank.
We consider the question of when a similar result should exist for probability distributions D which do not satisfy the condition of theorem 7. Suppose D is a mixture D = cy."=, ai Di where the Di satisfy the conditions of theorem 7. If all the Di have the same smallest aftine subspace containing their domains, then observe that D would already satisfy the conditions of theorem 7. The following result deals with a set of cases where the Di may have distinct smallest affine subspaces.
Theorem 9 Suppose D is a finite mixture of distributions D = C& aiDi h w ere each Di has M(Di) and V(Di) well-defined. Suppose further that the domains of the Di are afine subspaces whose corresponding linear subspaces S(Di) do not contain non-zero vectors vi such that xi vi = 0. Then the sample size needed to distinguish a pair of functions in the same sense as theorem 7 is polynomial in e-l and 6-l.
Proof: Let C, C' be two linear threshold functions which differ by e (w.r.t. input distribution D). Let Ci, C'i denote the restrictions of C and C' respectively to subspace Si. Let p(pos(Ci)), p(neg(Ci)) be the means of positive and negative examples from Si, with similar notation for Ci.
Let l&-,1(i) denote RQT n Si, and let ,u(& (i)) denote the mean of fir n Si. We have 4v(C>> -dw(C')> = P(&o) -@d which is equal to c W4Rd9) -/@ol (iI>> i for some bi 1 0 with xi bi = 1. Note that p(Rlo(i)) -p(&l(i)) is a vector in S(Di) whose length has a lower bound that depends on M(Di), V(Di). We claim that the sum xi bi(p(Rlo(i)) -p(Rol (i))) also has a lower bound in terms of the subspaces S(Di) and values M(D,), V(Di). The vector cannot be zero by our assumption that a sum of vectors from each of the Si cannot be zero. We claim that it can in fact be bounded away from zero. This can be proven by contradition in a similar way to corollary 6. If there exists a sequence of choices of C, C' such that the corresponding xi bi(p(Rlo(i)) -p(&i(i))) converges to zero, then the limit of the sequence of vectors p(Rlo(ii))-p(R.01 (i)) would constitute a contradition to the assumption that a set of non-zero vectors, one from each S(Di), cannot sum to zero. cl
The class of distributions covered by the previous result includes finite unions of point probability masses, or indeed any mixture of a finite union of point probability masses with a distribution that satisfies the conditions of theorem 7. We suspect the class should be generalisable further; see section 5.
Informed by these sufficient conditions for polynomial behaviour, we can now define a distribution which does not give rise to polynomial behaviour.
Theorem 10 Let f be some arbitrary increasing function. There exists an input distribution D(j) on R3 such thatfor all e there exist linear thresholdfunctions CO and Cl which dz@r by E and require at least f (E-') samples to be distinguishable with conjidence 1 -6, for 6 < l/2.
Proof:
The domain of D is restricted to a sequence of pairs of line segments (ii, Ii) defined as follows. All the line segments are parallel to the line given by z = y = z, are of unit length, and have endpoints in the planes given by 2 + y + z = 0 and x + y + z = fi.
We define their exact locations with reference to a set of planes defined as follows.
Define P to be a plane containing the line x = y = z, and let C be a linear threshold function with threshold P. Let Pi, i E N, denote a sequence of planes containing x = y = z, such that their angles with P converge to 0 monotonically. (see figure 3 . The point of intersection of the lines in figure 3 represents the line z = y = z.) The sequence Pi defines a sequence of linear threshold functions Ci such that the symmetric difference of pos(Ci) and pas(C) strictly contains the symmetric difference of pos(Cj) and pas(C), for allj > i.
The locations of line segments li, Zi are specified as follows. Finally, the distances from Zj and 1: from the line x = y = z are constrained to be l/f(2"+l), where f is as defined in the statement of this theorem.
We complete our definition of D by assigning probability 21ei to Zi U I:. and that probability is uniformly distributed over those two line segments.
Given this definition of D, we now claim that for error target e, we need to observe f (e-r) random l-RFA examples from D in order to distinguish C from an alternative hypothesis Ci chosen such that i is as large as possible subject to the constraint that C disagrees with Ci with probability at least E.
The region of disagreement of C with Ci is the union U& (Zi U Ii), so examples from this set of line segments need to be used in order to distinguish C from Ci. But we now observe that (by analogy with the construction of example 3) with high probability, any example generated from this region has the same conditional likelihood for C as for Ci. In particular, this happens with probability at least 1 -l/f@-1). 0 7 J . I lo figure 3 construction of theorem 10 shown in cross -section using plane given by z + y + z = 0
The "bad" input distribution defined above has marginal distributions on the input components z, y and z which have well-defined means and variances (this is obvious from the fact that the distribution is defined on a bounded region of the domain R3). If we dispense with the requirement of well-defined means and variances, then we can define similar "bad" distributions in two dimensions, as follows.
The domain of D is restricted to the two lines y = x and Y = z + 1, for positive values of z and y. As in the statement of theorem 10, let f be an arbitrary increasing function, and we define a bad distribution D with respect to f as follows. For i E N, let D be uniform over the two line segments whose z-coordinates lie in the range
We let the probability that a random example lies in & be given by D(Ri) = 2-i-1. Now we can define two linear threshold functions C and C' (see figure 4) which disagree on & and agree elsewhere. We can now argue in a similar way to before that points from Ri (the ones which should allow us to distinguish C from C') have (with probability at least 1 -l/f(e)) equal likelihood for both functions, where i is chosen to minimise 2-' subject to e < 2-i.
X figure 4
The domain is restricted to the two heavy lines. C and C' disagree on points occurring between the two vertical dotted lines. This region of disagreement has probability 2-i.
THE ALGORITHM
In this section we give a PAC learning algorithm whose runtime is polynomial in c-l and 6-l provided D satisfies the criteria of theorems 7 or 9. We start by describing the algorithm, then give results to justify the steps. First we need a definition.
Definition 11 The quadratic loss [20] of an example (2, 1) (with respect to a classifier C) where x is the input and 1 is a binary valued label, is the quantity (1 -Pr(1 1 x; C))2, ie the square of the difference between 1 and the probability that C would assign label 1 to input x.
In our case z consists of a real value that has been assigned to a single (known, randomly-chosen) component of a vector x in the domain Rd, where x was generated by D.
3.1 THE ALGORITHM 1. Generate a set S of d/e3 (unlabelled) points in Rd from the input distribution D.
2. Generate a set 7-1 of candidate hypotheses using the procedure below (call GetRepFns(S,Rd)), which is designed to return, for each binary labelling of S consistent with a linear threshold function, a unique linear threshold function that induces that labelling.
3. For each member of ?i, compute the quadratic loss of the RFA data (the average over all examples of their quadratic losses).
4. Output the member of 'H with the smallest quadratic loss.
Procedure GetRepFns(X, A) is as follows, and takes an input a set X of points in an affine subspace A E Rd. It should return a minimal-sized set F of linear threshold functions over A whose elements induce all possible binary labellings of X by linear threshold functions.
1. If X lies in an affine subspace A' c A, call GetRepFns (X, A'). Let 7' be the set of functions returned by this call. Then construct F obtained by taking, for each F' E F', an arbitrary F over domain A which agrees with F' on A'.
2. If 1x1 = l-tdim(A) and X is in general position, return a set of linear threshold functions of A which induce all labellings of X (shatter X). 4. Arrange 7 in order; for each F E F remove it if some previous function in F labels elements of X in the same way. Return the resulting set of functions.
JUSTIFICATION OF THE ALGORITHM
Using results of Bartlett et al.
[2] we can say that N is an empirical e-cover of the set of linear theshold functions. An empirical e-cover of a class C of functions is a subset of C constructed from a sufficiently large sample S of unlabelled points; for each binary labelling of S consistent with some element of C, we need to include a member of C which induces that labelling. From [2], with high probability the resulting set H contains, for any C E C, a member which differs from C by at most c.
Step 2 of the algorithm (in particular, the procedure GetRepFns called by step 2) constructs a set of linear threshold functions which label S in all possible ways. The procedure uses the observation that any labelling of S by a linear threshold function can be achieved by a linear threshold function that is arbitrarily close to some set of d points in S. Since d is constant, a brute-force method for generating the resulting set of functions, runs in polynomial time.
The next part of the algorithm finds the hypothesis with the smallest quadratic loss. Since our set of candidate hypotheses is of polynomial size, we could just do pairwise comparisons -the reason to use smallest quadratic loss is that the approach is potentially more amenable to extension to heuristics for optimisation over an 'exponentially large set of candidate hypotheses (eg. when a! is not constant). We also have the problem that the set 3t of candidate functions does not generally contain the target function; so far our results for pairwise comparison have assumed that one of the functions being compared is the target..
We can use results of [20] to claim that minimising quadratic loss is a good strategy. For our purposes quadratic loss is a good loss function for the following two reasons.
1. Like the negative log likelihood loss function, the expected quadratic loss of a hypothe.sis is minimised when hypothesis conditional probabilities equal the true conditional probabilities.
2. Unlike the negative log likelihood, quadratic loss is bounded (takes values in [0, l]), so automatically we have a guarantee that (with high probability) observed expected quadratic loss converges quickly to true expected quadratic loss.
(The disadvantage of quadratic loss by comparison with negative log likelihood is that it may only be used for 2-class classification, which is what we have here.) Notation: For a classifier C let &L(C) denote its expected quadratic loss (on random examples assumed to be labelled by some target function) and let @G(C) denote observed expected quadratic loss for some sample of labelled points. We have noted that &i(C) converges reasonably quickly to &L(C), since QL is a bounded loss function. We also need to be able to claim that if C is any target concept we have:
1. If C and C' differ by E, then QL(C') -&L(C) is upper bounded by some polynomial in E 2. If C and C' differ by e, then QL(C') -&L(C) is lower bounded by some other polynomial in E These two properties will validate the approach of finding minimal quadratic loss over members of an e-cover. Regarding the first, it is easy to see that QL(C') -QL(C) < E. Theorem 15 will prove the second. Finally, theorem 16 shows that although we do not have the exact values of quadratic loss for members of the e-cover, we can still estimate them well enough for our purposes in polynomial time.
Definition 12 The variation distance between two probability distributions D, D' over R is dejined to be
Our strategy to prove theorem 15 is to relate error of a hypothesis C' (for target C) to the variation distance between the marginal distributions on some input component z of its positive (respectively, negative) examples, and the marginal distributions on z of the positive (respectively, negative) examples of C (lemma 13). Then the variation distance is related to expected quadratic loss using lemma 14.
Lemma 13 Let D and D' be two probability distributions over R, such the difference between their means is p and their variances are both upper-bounded by cr2. Then their variation distance var(D, 0') is at least min{ 1, (P/(T)~/~}.
Proof:
We may assume that the mean of D is 0 and the mean of D' is ,o. We obtain an upper bound on ~1 in terms of var(D, 0') and e2, and convert that result into a lower bound on var (D, 0') Then for 1 -RFA data for which x is the observed component, we have QL(C') -QL(C) = fl(e")
Proof: First observe that the variation distances of e between positive and negative examples of C, C' for inputs where x is the observed component, implies a lower bound of e on the expected difference between the conditional probabilities of output label 1 for C and C', for random values of X.
Suppose that for some value of x, say r E R we have Pr(labeZ = 1 I x = r; C) = p, Pr(ZabeZ = 1 ) x = r; C') = p + [. For C' we have
By convexity, the expected quadratic loss of C' averaged over random input values of x is minimised by assuming that for all r E R, IPr(Zabel = 1 I x = r; C')-Pr(label = 1) x = r; C')l = e So for inputs consisting of observations of x, the difference between expected quadratic losses of C' and C is at least e2. cl
Theorem 15 For the class of linear thresholdfunctions over Rd, suppose that the input distribution D satis$es the criteria of theorems 7 and 9, and that the target junction has quadratic loss Q*. Then anyfunction with error e has quadratic loss at least Q" + p(e-') for polynomial p (of degree at most 12).
Proof: Let C be the target linear threshold function with quadratic loss Q*, and let C' be another linear threshold function with error e.
Define the regions &r and RIO as in the proof of theorem 7. Recall that the means of&r and RIO differ by O(e) and also D(ROl U RIO) = E. We can deduce that the means of neg(C) and neg(C') differ by a(~").
Hence there exists an input component x for which the means of the x-component of the negative examples of C and C' differ by n(e"). Also, the variances are upper-bounded by w/4.
We can assume in what follows that D(pos(C)), D(neg(C)), D(pos(C')), D(neg(C')) are all > e/4. If not we can easily find a lower bound QL(C') 2 Q* +p(e) using the fact that the relative frequecies of positive examples of C and C' differ by at least e/2. Using this assumption we can claim that the variances of neg(C) and neg(C') are n(l/e).
Hence from lemma 13 we conclude that the variation distances between negative examples of C and of C' is O(8). From lemma 14 we deduce that the quadratic loss of C' on inputs where x is the observed component is at least R(e12). Examples where x is the observed input component represent a constant fraction l/d of all examples, so overall the difference in expected quadratic loss is still R(e12). 0
So far we have shown that it is good to minimise quadratic loss assuming that all estimates of quadratic loss are sufficiently good; we need to show that for polynomial samplesize these estimates are indeed sufficiently good. The following theorem (which completes the justification of the algorithm) is more general than the purpose for which we use it here, since it shows that the choice of minimal observed quadratic loss achieves PAC-ness for non-constant dimension d (a situation in which our algorithm would have more than a polynomial number of candidate hypotheses). Then the optimisation would not be polynomial-time (if done in a brute-force way, as we are doing).
Theorem 16 Let C be a concept class with VC dimension d, and suppose that (with I-RFA data) the expected quadratic loss is minimised by the target concept (with expected quadratic loss Q*), and any concept with error E has expected quadratic loss at least Q* +p(e-') and at most Q* +p'(e-l) for some polynomials p, p'. Then the strategy of minimising the observed quadratic loss over an e-cover achieves PACness, for sample size polynomial in l/e, l/6 and d.
Let K be an c-cover for C, where C is chosen so that there will exist C E K will error < e/2, and all elements C' of K with error > e will have QL(C') -QL(C) > l/p"@-I) for some polynomial p". In particular we can take I-' = p'(p-l (e-l /2)), polynomial in e-l, and p"(E-1) = p(C-1) -p'(e-1).
Then we know that IKI may be polynomial in l/Cd and hence (l/~)~. We want a sufficiently large sample such that the observed quadratic loss of members of K differs from their true expected quadratic loss by at most 1/(2p"(e-l)). Let m(e, 6) be a sample size sufficiently large such that given any single C E C, we have I&i(C) -QUC)I < WP"(~) with probability 1 -y. Then m is polynomial in 6-l but need only be logarithmic in 7-l. Choose 7 to be S/lKl, sufficiently small such that for all C E K, there is still a high probability (namely 1 -6) that all observed quadratic losses are within 1/(2p"(e-l)) of true quadratic losses.
So we have that for all C E K the observed quadratic loss differs from true quadratic loss by at most 1/(2p"(e-l))
(for sample size m equal to d times a polynomial in e-i and 6-l). This guarantees that with probability at least 1 -6, the concept with the best observed quadratic loss does in fact have error < E. 0
Since linear threshold functions have VC dimension d+ 1 for domain Rd [7] , and satisfy the other conditions of theorem 16, then our algorithm is validated, and is polynomialtime for constant d.
THE DISCRETE BOOLEAN DOMAIN
An important special case of the problem is when the input distribution has its domain of support restricted to the boolean domain {0, l}li. This restriction affects the learning problem in various ways:
The sample complexity is well-behaved (that result is known from [ 121; our criteria are satisfied by the distribution).
There are only 4d different observations possible, so the probability of all of them may be learned with additive error, in time polynomial in d and the reciprocal of the error, by a standard Chernoff bound analysis.
For fixed d, there is a fixed number of distinct concepts, so there is no need for an empirical e-cover.
So the learning problem is fairly trivial. in fixed dimension, and in the remainder of this section we consider l-RFA learning over the domain (0, 1) d where d is no longer fixed.
It is unknown how to efficiently learn perceptrons (linear threshold functions where inputs come from (0, l}d) under the uniform input distribution. This is an open problem which predates learning theory, and is in fact the question of how to recover a linear threshold function from its Chow parameters [12] . The Chow parameters are the set of conditional probabilities that we see in the l-RFA model (and are also the first-order Fourier coefficients, see [15] ). It is known from [ 11, 121 that these parameters do determine the threshold function. As the sample size increases, the 2n conditional probabilities will converge to their true values, and it should be possible to reconstruct the coefficients of a suitable linear threshold function given these true values, although even then we do not know how to do so in polynomial time. In any case, it does not follow that it can be done if the observed probabilities have small additive perturbations, as would happen with a finite-sized sample.
Indeed, some hypothesis testing problems are hard in this setting. Suppose we consider the uniform distribution over the unit hypercube (0, l}n. If we have exact data, then it is #P-hard to test whether a hypothesis is consistent with it [16] . (It is even open whether one can approximate the number of positive examples on one side of a hyperplane, with small relative error, see [ 161.) We can however test approximate consistency, by random sampling. Note also that our main problem here is finding a (approximate) consistent hypothesis as opposed to testing one.
In the domain (0, l}d we may l-RFA learn monomials (in time polynomial in d and the PAC parameters), which are a restriction of linear threshold functions. For monomials in this domain, we do not need to use knowledge of the input distribution. As in the standard algorithm for complete data, we only need use the positive examples. We assume that an attribute is relevant if all positive examples which contain that attribute, contain only one value of it, and if that value is 1 (resp. 0) we include the unnegated (resp. negated) literal in the hypothesis monomial.
Under a uniform input distribution one can also see that boolean theshold functions (which are intermediate in generality between monomials and linear threshold functions) are learnable in this setting. The problem is to reliably identify the relevant attributes. Let p be the probability that a random example is positive (has output 1). For an irrelevant attribute, the conditional probability that the output is 1 given either input value, is p. For a relevant attribute, it will be slightly higher (resp. lower) if the observed input value is 1 (resp. 0). (The other way around if the threshold function contains the variable negated.) The difference will be detectable after a polynomial-sized sample has been observed, unless p is very close to 0 or 1, in which case we can output the function that always returns 0 or 1.
OPEN PROBLEMS
Obviously the main open problem is whether we can get rid of the requirement (for polynomial time) that the dimension d is constant. As we have indicated in the previous section, that question is likely to be difficult to answer.
Theorem 9 requires the restriction that set of subspaces concerned (that is, {S(Ot), . . . , S(D,,)}) must not contain vectors (one from each S(Oi)) that are linearly dependent. We suspect that there should be polynomial asymptotic sample-size requirements without this restriction.
Other open problems include how much knowledge of the input distribution is needed for various restrictions of linear threshold functions (such as boolean threshold functions) over the discrete domain, We know (from fact 2) that we do need some knowledge of the input distribution in 4 dimensions (the domain (0, 1}4). If the input distribution D is partly-known, we would like to know to what extent it helps to learn D in the style of [21] if you also have input/output behaviour in some given model. One special case of particular interest in when D is known to be a general Gaussian distribution. Then l-RFA data does not convey information about the covariances, but 1 -RFA data labelled by an unspecified linear threshold function might be usable to find covariantes.
Note that for well-behaved input distributions we would expect to have most difficulty predicting class labels of points near the threshold. We may ask under what circumstances it may be possible to use the algorithm of [8] for learning in situations where points near the boundary may be mislabelled.
For practical purposes we would like to extend these results to deal with the presence of class overlap. The experimental work of [ 10, 131 assumes members of different classes are generated by separate Gaussian sources, and seeks the best linear threshold (minimum misclassification rate).
