Up to isomorphism over C, every simple principally polarized abelian variety of dimension 3 is the Jacobian of a smooth projective curve of genus 3. Furthermore, this curve is either a hyperelliptic curve or a plane quartic. Given a sextic CM field K, we show that if there exists a hyperelliptic Jacobian with CM by K, then all principally polarized abelian varieties that are Galois conjugated to it are hyperelliptic. Using Shimura's reciprocity law, we give an algorithm for computing approximations of the invariants of the initial curve, as well as their Galois conjugates. This allows us to define and compute class polynomials for genus 3 hyperelliptic curves with CM.
Introduction
Shimura and Taniyama's complex multiplication theory shows that it is possible to construct certain abelian extensions of CM fields by computing the values of Siegel modular functions evaluated at points with CM in the Siegel upper halfspace. In addition, the effective computation of these modular forms makes it possible to compute models for CM curves, and also to effectively construct the related class fields.
For example, in genus one, the field of modular functions of level 1 is generated by the j-invariant. It is well known that the j-invariant of an elliptic curve with endomorphism ring O K generates the Hilbert class field of K. In the genus 2 case, the field of Siegel modular functions of level 1 is generated by the absolute Igusa invariants [10] . Similarly, when evaluated at CM points, their values give invariants of hyperelliptic curves whose Jacobian has CM, and the class field equations, known as class polynomials, are recovered by computing these invariants for all curves with CM by the field [22, 7] . In genus 3, up to isomorphism over C, every simple principally polarized abelian variety (p.p.a.v.) of dimension 3 is the Jacobian of a complete smooth projective curve. Since two different sets of invariants for both genus 3 hyperelliptic curves and plane quartics are known in the literature, it is was not understood until now how to compute class polynomials for genus 3. In [27, Lemma 4 .5], Weng shows that a simple principally polarized abelian threefold with CM by a sextic CM field containing Q(i) is a hyperelliptic Jacobian. In the same paper, Weng gives an algorithm to compute hyperelliptic curves whose Jacobian has CM by a sextic field containing Q(i). In later work, Balakrishnan et al. [1] give an algorithm which removes this restriction on the CM field, by performing an heuristic check. This heuristic relies on Mumford's vanishing criterion [15, 17] , which states that a genus 3 curve is hyperelliptic if and only if one of the 36 even theta constants is 0. Given a period matrix with CM by a sextic CM field, the algorithm in [1] first computes the theta constants with enough precision to see if there is one which approximates zero, and then computes the Rosenhain invariants.
These invariants generate a certain subfield of the ray class field of modulus 2 of the reflex field K r of K and by approximating them with high precision, we can recognize them as algebraic numbers. This method has its limitations, since as soon the degree of the class field over which the Rosenhains are defined is high, the complexity of the algebraic dependance computation becomes a bottleneck. From a concrete point of view, only examples of CM fields with class number 1 were considered in [1] .
In this paper, we extend the work of Balakhrishnan et al. by considering the action of the Galois group Gal(CM m (K r )/K r ), with CM m (K r ) a subfield of the ray class field of a given modulus m, on a hyperelliptic CM point and showing that the p.p.a.v. obtained in this way are also isomorphic to hyperelliptic Jacobians. Consequently, once we identify a hyperelliptic curve by verifying computationally the Vanishing Criterion condition, we compute the Galois conjugates of its Rosenhain invariants via Shimura's reciprocity law. With this in hand, we were able to define class polynomials for the Shioda and Rosenhain invariants of genus 3 hyperelliptic curves with CM as being the polynomials whose roots are the Shioda, and Rosenhain invariants respectively, of all conjugate CM points.
Aiming to implement our results in Sage [25] and compute examples for the class polynomials of the Rosenhain and Shioda invariants, we also propose effective methods to construct the reflex field associated to a given CM type, the typenorm, as well as the image of the typenorm as a subgroup in the Shimura class group. This paper is organized as follows. Section 2 sets the notations on the theta constants and modular forms that we use and recalls the Vanishing Criterion. Section 3 gives our algorithms for computing the reflex field, the typenorm and the ideal class group isomorphic to the Galois group Gal(CM m (K r )/K r ) via class field theory. Section 4 contains our main results on the Galois conjugates of CM points and formulae for their invariants. Finally, Section 5 describes our implementation in Sage and shows a toy example that we computed. Acknowledgement. The first author is grateful to Jeroen Sijling for many helpful discussions. The second author thanks Christelle Vincent for preliminary discussions which led to this research. The authors acknowledge financial support from the FACE foundation.
Background
This section briefly recalls the necessary background and notation on complex abelian varieties, theta functions and the Vanishing Criterion which fully characterizes hyperelliptic principally polarized abelian varieties. We also define the invariants of hyperelliptic curves that we will be computing in the next sections.
Principally polarized abelian varieties over C and period matrices.
Let A = C g /Λ, with Λ a full lattice in C g and E a Riemann form for (C g , Λ). A principally polarized abelian variety defined over C is isomorphic to a complex torus admitting a Riemann form ( [16, Ch. 1]). Therefore, we will write (A, E) to denote a p.p.a.v. over C. We consider a symplectic basis for the lattice Λ, by which we mean the action of E on Λ with respect to this basis is given by the matrix
where I g is the g × g identity matrix.
Let Ω = [Ω 1 | Ω 2 ] be the g × 2g matrix whose columns are the elements of this symplectic basis. Then the columns of Ω 2 form a C-basis of C g . Writing the columns of Ω 1 in terms of this basis, we obtain a g × g matrix Z called a period matrix, i.e. an element of the Siegel upper half-space
We note that the lattice Λ can be written as Z g + ZZ g . Further to mark up the relationship between the lattice Λ and the period matrix Z discussed above, we denote this by Λ Z .
There is an action on H g by the symplectic group
where J g is as in Equation (2.1), given by
where on the right hand side multiplication is the usual matrix multiplication. The association of Z to (C g /(Z g +ZZ g ), E) gives a bijection between Sp 2g (Z)\H g and the set of p.p.a.v. over C up to isomorphism. Note that by acting the period matrices with matrices in the symplectic group of level 2
we fix the 2-torsion on the p.p.a.v. Therefore, Sp 2g (Z)\H g gives a bijection to the set of isomorphism classes of p.p.a.v. over C with a level 2 structure.
Theta functions.
For ω = (ω 1 , ω 2 ) ∈ C 2g and Z ∈ H g , we define the following important theta series:
Given a period matrix Z ∈ H g , we obtain a set of coordinates on the torus C g /(Z g + ZZ g ) in the following way: A vector x ∈ [0, 1) 2g corresponds to the point x 2 + Zx 1 ∈ C g /(Z g + ZZ g ), where x 1 denotes the first g entries and x 2 denotes the last g entries of the vector x of length 2g.
Of interest to us will be the values of ϑ(ω, Z) at points ω ∈ C g that, under the natural quotient map C g → C g /(Z g + ZZ g ), map to 2-torsion points. These points are of the form ω = ξ 2 + Zξ 1 for ξ = (ξ 1 , ξ 2 ) ∈ (1/2)Z 2g . This motivates the following definition:
For ξ, ζ ∈ (1/2)Z 2g , let e * (ξ) = exp(4πiξ T 1 ξ 2 ). We say that a characteristic ξ ∈ (1/2)Z 2g is even if e * (ξ) = 1 and odd if e * (ξ) = −1. If ξ is even we call ϑ[ξ](Z) an even theta constant and if ξ is odd we call ϑ[ξ](Z) an odd theta constant.
It can be easily shown that all odd theta constants vanish. We note that there are exactly 36 even classes in (1/2)Z 6 /Z 6 . We recall there is an action of the symplectic group Sp 2g (Z) on the theta characteristics ξ ∈ (1/2)Z 2g defined by: A T B, respectively. In this context, given a period matrix Z ∈ H g , we also recall the transformation formula on the theta constants:
is an eighth root of unity, depending on M , and
Finally, we will also use the following group:
2.3.
Computing the Rosenhain invariants. Let A g be the moduli space of principally polarized abelian varieties of dimension g over C. By a theorem of Torelli [14, Thm. 12.1], there is an injective map M g ֒→ A g . Inside M g we further restrict our attention to the subspace of hyperelliptic curves M hyp g . We will be interested in reconstructing a moduli point in M hyp g from a point in A g , whenever this point is in the image of M hyp
We identify the λ i 's with the branch points for the covering map π : X −→ P 1 (C):
Definition 2.1. By a marked hyperelliptic curve X of genus g we understand a pair (X, φ), where X is a hyperelliptic curve X and φ : B → {P 1 , P 2 , . . . , P ∞ } is a bijection.
Given a marked hyperelliptic curve, we will refer to the bijection φ as a labeling of the branch points. We define the moduli space of marked hyperelliptic curves of genus 3 with level 2 structure by
. . , λ 2g+2 ), λ i ∈ C * }/P GL(2, C), where P GL(2, C) is the projective linear group of P 1 (C). Considering the forgetful morphism M hyp g [2] −→ M hyp g , above every point X ∈ M hyp g , there are exactly (2g + 2)! points given by tuples (λ 1 , . . . , λ 2g+2 ). By taking P ∞ to be ∞, we can further write
. Let now (A, E) be a hyperelliptic point in A g . As explained in the literature, for example [3] , a choice of period matrix Z ∈ H g for A is equivalent to a choice of symplectic basis, A i , B i , for the homology group H 1 (X, Z) of the curve. Indeed, without any further choice, there exists a unique basis ω i of holomorphic differentials on X such that Ai ω i = 1 and Ai ω j = 0, i = j. Then Z is the matrix of the form
. Conversely, any period matrix is obtained in this manner.
This yields the Jacobi map:
which is well-defined since the value of each path integral on X is well-defined up to the value of integrating the differentials ω i along the basis elements A i , B i , and thus up to elements of Λ Z . Given a marked hyperelliptic curve X, we can fix a set of 2-torsion points on A.
For this, we identify X with its image in J(X) by the canonical map ι : X ֒→ J(X).
Then the branch points P j , j = 1, . . . , 2g + 2 correspond on J(X) to points of the form e i = [(P j ) − (P ∞ )]. This gives rise to a set of characteristics η = (η i ) 1≤i≤2g+2 in (1/2)Z 2g such that AJ(e i ) = (η i ) 2 + Z(η i ) 1 . Two sets η ′ and η ′′ are said to be in the same class if they are equal as elements in (1/2)Z 2g /Z 2g . Following Poor [17] , we call the set {η 1 , . . . , η 2g+2 } an azygetic system associated to the period matrix Z. By an azygetic system for the vector
) is the Weil pairing on the 2-torsion of the complex abelian variety. For a given azygetic system, Poor defines the set U η to be the set of indexes i ∈ B such that η i is even.
If the marking of the curve is changed, then we act on the homology basis by a matrix M ∈ Sp 2g (Z) and a new period matrix is obtained using the construction above. This period matrix is Z ′ = M.Z and the azygetic system associated to it is η ′ = M * η. Poor shows that the action of Sp 2g (F 2 ) = Sp 2g (Z)/Γ(2) on azygetic systems derived in this way is free and transitive. Since there are (2g + 2)! different ways to label the 2g + 2 branch points of a hyperelliptic curve X of genus g, there are several ways to assign an azygetic system to a matrix Z ∈ H g .
The Vanishing Criterion, which is due to Mumford [16] and generalized by Poor [17] , gives a characterization of hyperelliptic period matrices in terms of their associated azygetic system and theta constants. We recall the Vanishing Criterion for genus 3 and show that up to a labeling of the branch points, the eta map associated to a period matrix is unique. 17] ). Let Z ∈ H 3 and η an azygetic system. The following two statements are equivalent:
(1) Z is the period matrix of a simple abelian variety and the unique even theta constant of Z which vanishes is ϑ[η Uη ](Z). (2) There is a marked hyperelliptic curve of genus 3 whose Jacobian has period matrix Z and η is the unique azygetic system associated to the marked curve.
Proof. The fact that the Vanishing Criterion is satisfied if and only if η Uη vanishes at Z is proven in [1] . Recall that there are exactly 36 even theta characteristics in genus 3. Since Sp 6 (F 2 ) acts freely and transitively on azygetic systems, there are #Sp 6 (F 2 ) = 1451520 classes of azygetic systems. By acting with the permutation group S 8 on Ξ 3 , we get 36 classes of eta maps. Hence, if the labeling of the branch points is ignored, exactly one of these classes will realize the vanishing theta characteristic for Z.
In other words, Theorem 2.2 shows that given a hyperelliptic period matrix Z ∈ Γ(2)\H 3 , choosing one of its associated azygetic systems η fixes a labeling on the branch points, yielding a marked hyperelliptic curve. We recover the invariants of a point in M hyp g [2] using Takase's formulae [24, 1] 1 , which we recall below. Theorem 2.3 (Takase [24, 1] ). Let Z ∈ Γ(2)\H g a period matrix and η ∈ Ξ g be such that the Vanishing Criterion is satisfied. Then with notation as above, for any
Finally, note that by considering an affine map of C such that f (λ 1 ) = 0, f (λ 2 ) = 1, we may assume without restricting the generality that X is given by
In this case, we say that X is in normalized Rosenhain form. The moduli space described in Equation 2.8 writes as
The coefficients λ i ∈ C, λ i = 0, 1, are called the Rosenhain invariants of the curve and will be the focus of our work. [19] gave a set of generators for the algebra of invariants of binary octavics over the complex numbers, which are now called Shioda invariants. In addition, over the complex numbers Shioda invariants completely determine points in M hyp 3 . More specifically, the Shioda invariants are 9 weighted projective invariants (J 2 , J 3 , J 4 , J 5 , J 6 , J 7 , J 8 , J 9 , J 10 ), where J i has degree i, and J 2 , . . . , J 7 are algebraically independent, while J 8 , J 9 , J 10 depend algebraically on the previous Shioda invariants.
Shioda invariants. Shioda
Using Igusa's map between the graded ring of Siegel modular forms of degree 3, and the graded ring of invariants of binary octavics, Lorenzo Garcia [8] proposes a set of invariants which write as quotients of modular forms. These invariants involve large powers of the modular form χ 28 in the denominators and we do not use them for experiments since they would need too much precision to compute.
Starting from the projective invariants J i , we consider the following absolute 2 Shioda invariants :
with ∆ the discriminant which is an invariant of degree 14 (Section 1.5 in [13] ). They are optimal for computations in the sense that they involve invariants of small weight and their denominator is given by primes of bad reduction (see [12] ). Note that a subset of this set was already used by Weng [27] for computing models of hyperelliptic curves with CM by a field which contains i. Proof. The proof of this statement is straightforward, by using Igusa's map on the set of invariants described by Tsuyumine [26] and the relations between Tsuyumine's invariants and the Shioda projective invariants, computed by Lorenzo Garcia [8] . We have where the constants c k , d k , e k , f k , g k , h k , i k , j k are computed in [8] .
Computing abelian varieties with CM
In this section, we review well known definitions and results from the theory of complex multiplication, and give algorithms for the computation of several notions, such as the reflex field, the typenorm and the Galois action on CM points, with the final goal of stating an effective version of Shimura's second theorem of complex multiplication. All these algorithms were implemented in the computer algebra system SAGE [25] and are called during the computation of class polynomials in Algorithm 3.
3.1. Reflex field computation. Let K/Q be a CM field and let L be the Galois closure of K with Galois group Gal(L/Q). A CM type of K is a set Φ = {φ 1 , . . . , φ g } of g embeddings K ֒→ C such that no two embeddings appearing in Φ are complex conjugates. We say that Φ is induced from a CM subfield K 0 of K if the set {φ| K0 : φ ∈ Φ} is a CM type of K 0 . A CM type of K is called primitive if it is not induced by a proper CM subfield K ′ ⊂ K. In this paper, we fix the tupel (K, Φ) and call it a CM-pair. Since L is a CM field ([20, Cor. 1.5]), Φ extends to a CM type Φ L of L, namely by
We fix once and for all an embedding ι K : K → L and an embedding π : L → C. With these in hand, we identify elements in Φ L with elements of the automorphism group Gal(L/Q) by associating to every φ ∈ Φ an element σ ∈ Gal(L/Q) such that the following diagram commutes:
Note that this identification is certainly dependent on the embeddings ι K and π.
Let
L is a CM type on L if and only if Φ L is a CM type on L. We denote by H r the subgroup of Gal(L/Q) of the form
The subfield of L fixed by the the group H r in Equation (3.3) is called the reflex field of (K, Φ). We denote it by K r .
Note that, from a computational point of view, choosing K r as the field fixed by H r also means fixing the embedding ι K r : K r → L.
As shown for instance in [20, Prop. 1.18], K r is also a CM field and the associated CM type to K r is given by the following construction:
We call the tuple (K r , Φ r ) the reflex CM-pair of (K, Φ). We summarize briefly our procedure for computing (K r , Φ r ) based on Definition 3.1 in Algorithm 1, in Appendix 7.
3.2. The reflex typenorm. Let (K, Φ) be a primitive CM-pair with Galois closure L of K and reflex CM-pair (K r , Φ r ). The reflex typenorm is the map which extends to a homomorphism between class groups N Φ r : Cl(K r ) → Cl(K).
Proof. Let a be an ideal in the reflex field K r . To prove the Lemma we follow the idea from M.Streng [21] and prove the existence of an ideal a ′ in K such that its lift a ′ O L corresponds to the ideal in the reflex typenorm of a. With other words we have to show the equality
To prove the equality above we use some standard constructions in combination with the representation of 1 by the gcd. Let α, γ be elements in a such that 1 = gcd γa −1 , N K r /Q (α) .
By construction every φ ∈ Φ r correspond to an L-automorphism which does not change the value of the norm of α. By replacing the sign of the norm by its definition we write the gcd as
Let now δ, β be elements in K, and c −1 an fractional ideal in K of the form
By construction the elements δ, β belong to K, since our CM types are primitive and the CM field K is fixed by the group H above. We claim that Let now a ′ = βO K + δO K be the O K -ideal and consider its lift a ′ O L = βO L + γO L . We claim that c = a ′ O L . First c ⊂ a ′ O L which follows immediately from the inclusion cβO L ⊂ βO L , and second a ′ O L ⊂ c since β ∈ c after construction. Further since principal ideals map to principal ideals via the reflex typenorm, we conclude the properties of the induced map on the class groups.
When computing the typenorm of an ideal a, the product φ∈Φ r φ(a) gives à priori an ideal in L. To identify the ideal in K lying below this ideal, we first compute the factorization of this ideal and rely on an algorithm in [5, Algorithm 2.5.3] to get the prime ideal lying below each of the ideals appearing in this factorization. The Algorithm 2 in Appendix 7 describes briefly the computation of the reflex typenorm.
3.3. Class field theory. For a number field K and a (finite) modulus m, i.e. a finite product of prime ideals in K, let I m (K) be the group of all fractional O K ideals coprime to m, with subgroup
where the congruence α ≡ 1 ( mod * m) means that for all primes p appearing in the factorisation of m we have ν p (α − 1) ≥ ν p (m). The ray class group of K for the modulus m is defined as the quotient group Cl m (K) = I m (K)/P m (K).
For a modulus m in K there is a unique Abelian extension /K, denoted by H(m), all of whose ramified primes divide m s.t. the kernel of the Artin Map
is equal to P K (m). The field H(m) is called the ray class field of K of modulus m (see for instance [6, Theorem 8.6.] ). If m = (1) then Cl m (K) is the ordinary ideal class group Cl(K) and H(1) is the Hilbert class field H of K.
Let (K, Φ) be a primitive CM-pair with Galois closure L and reflex CM-pair (K r , Φ r ). Applying the reflex typenorm N Φ r on fractional ideals a ∈ I K r (m) coprime to m yields a map N Φ r : I m (K r ) → I m (K) and induces a group homomorphism between the ray class groups N Φ r : Cl m (K r ) → Cl m (K). Now let
and note that P m (K r ) ⊂ H m (K r ) ⊂ I m (K r ). Then, after [6, Theorem 8.6.], there is a unique Abelian extension of K r , denoted by CM m (K r ), such that Let D K/Q be the different of K, and let a be a fractional ideal of K. Suppose that the ideal (D K/Q aa) −1 is principal and generated by ξ ∈ K × such that Im(φ(ξ)) > 0 for all φ ∈ Φ. Then by tensoring the map
Hence for any triple (Φ, a, ξ) as above, the pair (C g /Φ(a), E Φ,ξ ) is a p.p.a.v. of dimension g with CM by O K and of type Φ. We will also denote it by A (Φ, a, ξ) . Conversely, every p.p.a.v. of dimension g with CM by O K is isomorphic to A(Φ, a, ξ) for some triple (Φ, a, ξ) as above. The abelian variety A (Φ, a, ξ) is simple if and only if Φ is primitive. Given a primitive CM type, we denote the set of p.p.a.v. obtained in this way by Princ(K, Φ). Note that to go from the triple (Φ, a, ξ) to a period matrix as described in Section 2.1, it suffices to write a basis for the ideal a that is symplectic with respect to the Riemann form E Φ,ξ . This basis gives the matrix Ω, and then the period matrix is simply Z = Ω −1 2 Ω 1 . Let (A, E) be a p.p.a.v. with CM by K and G the automorphism group of A. We denote by V the Kummer variety, i.e. the quotient variety of A by G. Let F : A → V be the corresponding onto map.
Theorem 3.2. [18, Main Theorem 2] Let (A, E) be a principally polarized abelian variety with complex multiplication by K and CM type Φ and (V, F ) its Kummer variety. Let m be an integral ideal of K and let m be the smallest integer divisible by m. Let K r be the reflex field of K and H m (K r ) the ideal group modulo m defined in Equation (3.6) . Let x be a m-torsion point on A, k the field of moduli of A and k * be the composite of k and K r . Then k * (F (x) ) is the class field corresponding to the ideal group H m (K r ). 
This action will be crucial in our computation of Galois conjugates. By examining Equation (3.3), we see that in actual computations, to enumerate the Galois conjugates for a CM point, one can use directly N Φ r (Cl m (K r )), which is isomorphic to I m (K r )/H m (K r ) by Lemma 3.2. To this purpose, in our implementation we obtained a set of generators for Cl m (K r ) using MAGMA, and then implemented an algorithm for computing a subgroup from a set of elements, to get N Φ r (Cl m (K r )) as a subgroup of Cl m (K).
Computing class polynomials
We turn our attention now to the computation of invariants of a hyperelliptic curve of genus 3 with CM by O K , and more precisely to obtaining their minimal polynomials over the reflex field. As explained in the introduction, we start by showing that given a hyperelliptic CM point with CM by O K , all CM points obtained via the action in Equation (3.3) are hyperelliptic. This will allow to compute the Galois conjugates of the Shioda and Rosenhain invariants, without any prior knowledge of the class fields these generate.
We will need the following Siegel modular forms of weight 18 and 140 of level 1 introduced by Igusa [11]:
for all Z ∈ H 3 . These two modular forms allows us to fully characterize the hyperelliptic locus in the moduli space of principally polarized abelian varieties of dimension 3. ) given by the triple Φ, N Φ r (c) −1 a, N K r /Q (c)ξ . In a similar manner, there is a C = (C 1 |C 2 ) containing a symplectic basis for Φ(N Φ r (c) −1 a) with respect to E Φ,N K r /Q (c)ξ and let Z ′ = C −1 2 C 1 ∈ H 3 . We express C in terms of B by taking a matrix M , such that C = BM T . The matrix M is in GSp 2g (Q) and is N -integral and invertible (mod N ) with inverse U ∈ GSp 2g (Z/N Z). For any modular form of level N , we will denote by f U (Z ′ ) = f (Ũ Z ′ ), for anyŨ ∈ Sp 2g (Z) a lift of U . Let us fix such a lift. This notation will be used all thourought this section. (Shi abs (X)) σ i = Shi abs (X c ) i , i = 2, 10. , which is a modular function of level one. We denote by σ ∈ Gal(CM (1) (K r )/K r ) the element corresponding to [c] under the Artin isomorphism. Then by using the notation 4.1, we apply an explicit version of Shimura's reciprocity law (see for instance [23, Theorem 2.4] ): Remark 4.3. The authors believe that a generalization to higher dimensions is still valid. Indeed, to the best of our knowledge, modular forms describing the hyperelliptic locus in higher dimensions are not known. However, the Mumford-Poor Vanishing Criterion still holds, and can be used to obtain similar results.
We now restrict to the case of the modulus m = (2). The following result allows us to compute the Galois conjugates of the Rosenhain invariants.
Theorem 4.4. We use the notation 4.1. Moreover, we assume that (A, E) is isomorphic to the Jacobian of a marked genus 3 hyperelliptic curve and we consider η the azygetic system associated to Z. After normalization, let λ l , l = 1, 5 be the Rosenhain invariants computed with the Takase formula in Theorem 2.3. Then for
Proof. Using Theorem 2.3 when the two first coefficients are 0 and 1, the coefficients λ l with l = 1, . . . 5 can be computed as
For the sake of simplicity let By using Shimura's reciprocity law [23, Theorem 2.4] , we have that
(4.5)
We denote by c ′ i =Ũ T c i − 1 2 δ 0 . By applying the theta transformation formula, we get that
where one can easily see that
)) 2 is a fourth root of unity.
We will now give a geometric interpretation to our results. Recall that the Rosenhain coefficients are invariants for the space M hyp 3 [2] . We will show that the Galois conjugates that we compute via Shimura's reciprocity law are in fact the Rosenhain invariants of another point in this moduli space. (1, 2) . Then η ′ =Ũ T η is an azygetic system associated to the period matrix Z ′ . Proof. The action described in Definition (3.3) yields an isogeny between (A, E) and (A c , E) which is given by:
Let η i be the azygetic system giving the map η. We consider the image of points
By writing M = A B C D and using that M.Z = (M.Z) T , the 2-torsion point corresponding to η ′ i is equivalent to:
, and thus η ′ =Ũ T η i is the image of 2-torsion points (η i ) 2 + (η i ) 1 Z via the isogeny. It is easy to check that this is in fact an azygetic system. The first three facts in Equation (2.10) are trivial to check, the fourth equality follows by applying [14, Prop. 13.2(b) ] for the isogeny I, which has degree prime to 2.
To show that η ′ is associated to Z ′ , we will use the Vanishing Criterion. We choose an even theta characteristic c ∈ (1/2)Z 6 such that ϑ[c](Z) = 0 and ϑ[c](Z ′ ) = 0 and apply once more Shimura's reciprocity law [23] on the quotients of the type 5.1. Practical experiments. For space reasons, we reproduce here partially an example and give the full computation in Appendix B. Let K be the CM field defined by the polynomial x 6 + 43x 4 + 451x 2 + 729. Since the field contains i, all p.p.a.v. with CM by K are hyperelliptic. For one of its primitive CM types, we computed the reflex as the field of equation x 6 + 1012x 4 + 262048x 2 + 3968064. The subgroup N Φ r (Cl m (K r )), for m = (1), (2), has three elements, which means that each point will have two Galois conjugates and that the polynomials H K r ,i have degree 3. Tables 1 and 2 give minimal polynomials for the coefficients of Rosenhain and Shioda class polynomials, respectively. Table 2 gives only one of the Shioda class polynomials, the full example is contained in the supplementary material. coeff. minimal pol.
The coefficients of these polynomials are defined over the real multiplication field of K r , which explains why the degrees of polynomials in the Tables is 3. For most computations on the Rosenhains 500 bits of precision were enough, whereas for the Shiodas we used 5000 bits of precision. Indeed, the modular forms appearing in the expressions of the Shiodas have much larger weight, which results into much more precision needed when computing with the Shiodas. To compute the Shiodas, we first computed the Rosenhain coefficients and got an approximation of the equation of the curve, and afterwards computed the Shiodas from this equation.
All computations were performed on a single core of a Intel Core i7-4790 CPU 3.60GHz and took approximatively 5 minutes at 500 bits of precision and less than 2 hours for 5000 bits. Most time is spent on the theta constants computation, which is performed using the naive implementation in [2] . To recognize the values of the coefficients of the polynomials H K r ,i and S K r ,i as algebraic integers, we use the algebraic dependence testing algorithm [5] , implemented in PARI/GP by the function algdep. As expected, the polynomials for the Shiodas have larger coefficients, which is due again to the shape of the modular forms in their expression.
Conclusion
We have introduced class polynomials for invariants of genus 3 hyperelliptic curves and implemented an algorithm for their computation. In upcoming work with XXX 3 , we will present examples of sextic CM fields allowing both hyperelliptic and non-hyperelliptic curves with CM by K. For such examples, our algorithm for computing a hyperelliptic orbit via Shimura's reciprocity law allows the computation of one equation for the associated class field, whereas the use of invariants of plane quartics on the non-hyperelliptic orbits would provide equivalent equations. Compute with [5, Algorithm 2.5.3] the prime ideal p in O K lying below P.
Appendix

7:
Compute the ramification index f of p in O L and g = e/f .
8:
Add (P, g) to the list for the key p in the dictionary D. 9: end for 10: The image of the reflex typenorm of a is given by b = N Φ r (a) = (p:(P,g))∈D p g . Let H(K r , Φ r ) = N Φ r (Cl (2) (K r )) ⊆ Cl (2) (K). Every c ∈ H(K r , Φ r ) corresponds to an representative in the quotient I m (K r )/H m (K r ) via Lemma 3.2. For the sake of simplicity, we denote by c both the element in I m (K r )/H m (K r ) and the one in H(K r , Φ r ).
Algorithm 3 Computing the Galois action using Shimura's reciprocity law
INPUT: A CM pair (K, Φ), where K is a sextic CM field and Φ is a CM type, and precision prec. OUTPUT: The Rosenhain class polynomials, if a hyperelliptic curve with CM by (K, Φ) exists. 1: Let R i , 1 ≤ l ≤ 5 be an empty list. 2: Compute the Galois closure L of K/Q. 3: Call Algorithm 1 to get the reflex CM -pair (K r , Φ r ) and the fixed embedding ι K r : K r → L. 4: Determine the ray class group Cl m (K r ) for the modulus m = (2). 5: Compute the image of Cl m (K r ) under the reflex typenorm, and store the result in a list H(K r , Φ r ) of elements in N Φ r (Cl m (K r )). 6: Choose a p.p.a.v. A of dimension g with CM by O K given by the triple (Φ, a, ξ) and construct period matrix Z with [1, Algorithm 2]. 7: if exactly one of the theta constants ϑ[c](Z), with c even, is zero then 8:
Compute the Rosenhain invariants λ i with precision prec using Takase's formula (2.3)
9:
for all c ∈ H(K r , Φ r ) do 10:
Compute p.p.a.v. A c (Φ, a, ξ) and the corresponding Z ′ .
11:
Compute λ σ l using the formula in Theorem 4.4 and add it to the list R l .
12:
end for 13: end if 14: return R l , 1 ≤ l ≤ 5.
Appendix B
We give here the rest of the computation for the example presented in Section 5 in the paper. The tables below contain the remaining minimal polynomials for the coefficients of Shioda class polynomials for the field of equation x 6 + 1012x 4 + 262048x 2 + 3968064. Since the CM field K contains i, the odd index Shioda invariants for curves with CM by this field are 0, so we only give the class polynomials for the even index ones.
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