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Abstract—This paper proposes improved methods for the
maximum likelihood (ML) estimation of the equivalent number
of looks L. This parameter has a meaningful interpretation in
the context of polarimetric synthetic aperture radar (PolSAR)
images. Due to the presence of coherent illumination in their
processing, PolSAR systems generate images which present a
granular noise called speckle. As a potential solution for reducing
such interference, the parameter L controls the signal-noise ratio.
Thus, the proposal of efficient estimation methodologies for L has
been sought. To that end, we consider firstly that a PolSAR image
is well described by the scaled complex Wishart distribution. In
recent years, Anfinsen et al. derived and analyzed estimation
methods based on the ML and on trace statistical moments
for obtaining the parameter L of the unscaled version of such
probability law. This paper generalizes that approach. We present
the second-order bias expression proposed by Cox and Snell for
the ML estimator of this parameter. Moreover, the formula of
the profile likelihood modified by Barndorff-Nielsen in terms of
L is discussed. Such derivations yield two new ML estimators
for the parameter L, which are compared to the estimators
proposed by Anfinsen et al.. The performance of these estimators
is assessed by means of Monte Carlo experiments, adopting three
statistical measures as comparison criterion: the mean square
error, the bias, and the coefficient of variation. Equivalently
to the simulation study, an application to actual PolSAR data
concludes that the proposed estimators outperform all the others
in homogeneous scenarios.
I. INTRODUCTION
Multilook polarimetric synthetic aperture radar (PolSAR)
is a technology which has proven to be an effective tool
for geophysical remote sensing [1]. This particular system
operates by sending electromagnetic pulses of several polar-
izations towards a remote target; then the returning echoes
are captured and registered. This process is characterized by
the use of coherent illumination, which affects the obtained
images with a granular noise called ‘speckle’. Therefore, a
specialized modeling is required for processing and analyzing
such images.
In this context, the scaled complex Wishart distribution has
been suggested as a successful approach for modeling the
backscattered PolSAR signal. This distribution is equipped
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with two parameters: a covariance matrix and the number
of looks (L). The former quantity is directly related to the
data structure and is defined over the set of positive-definite
Hermitian matrices [2]. On the other hand, parameter L
is defined as the mean number of statistically independent
samples represented by each pixel. Indeed, parameter L is
related to the signal-to-noise ratio and the speckle noise is
less severe for large values of L [3], [4].
Several studies have addressed the issue of estimating L [5],
[6]. Despite the various existing approaches, the maximum
likelihood (ML) method is often selected as the method of
choice. This is mainly due to its good asymptotic properties,
such as consistency and convergence in distribution to the
Gaussian law [7].
However, the ML estimator in finite samples is usually
biased with respect to the true parameter value. Indeed, the
ML estimator bias has order O(N−1), where N is the sample
size and O(·) is Landau notation to represent order. In practice,
this quantity is not commonly considered because its value is
negligible when compared to the standard error, which has
order O(N−1/2). However, such biases can be substantial in
situations where small or moderate sample sizes are used.
Thus, analytic expressions for the ML estimator bias have been
sought in order to derive a more accurate, corrected estimator
for finite sample sizes [8], [9].
In [10], Cox and Snell proposed a general formula for
the second-order bias of the ML estimator. Several works
have considered this formula as a mean to obtain improved
estimators for parameters of several distributions [9]. Vascon-
cellos et al. [8] applied it to the univariate G0 distribution,
which is often used for modeling synthetic aperture radar
(SAR) images with one polarization channel [11]. Pianto and
Cribari-Neto [12] proposed a bias correction approach for the
roughness parameter of the G0 distribution.
More accurate ML estimators can also be derived by means
of the modified profile likelihood [13, chapter 9]. In this
approach, an improved parameter estimation can be achieved
by maximizing an adjusted profiled likelihood function [14].
Barndorff-Nielsen proposed a successful adjustment for the
profile likelihood in [15]. This methodology could offer para-
metric inference techniques suitable for several distributions.
The Birnbaum-Saunders distribution [16] and elliptical struc-
tural models [17] are illustrative examples. This approach has
also been employed in SAR data models. Silva et al. [18]
proposed point estimation and hypothesis test methods for the
roughness parameter of the G0 distribution based on modified
profile likelihood.
Anfinsen et al. [5] proposed three methods for estimating
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2the number of looks. Their methods were favorably compared
with classic methods based on fractional moment and the
coefficient of variation. Assuming that PolSAR images are
well modeled by the complex Wishart distribution, the ML
estimator was found to excel when compared to other classic
techniques. Additionally, such estimators were submitted to
bias analysis by means of jackknife and bootstrap tech-
niques [5]. However, these techniques are computationally
intensive and are prone to inaccuracies when small sample
sizes are considered [19].
The aim of this paper is three-fold. First, we derive a
second-order bias expression for the ML estimator of param-
eter L and propose corrected estimator for L following Cox-
Snell approach [10]. Second, considering the scaled complex
Wishart law, we propose a new estimator for L according
Barndorff-Nielsen correction [15]. Third, the performance
of the proposed corrected ML estimators is quantified and
compared to the estimators listed in literature. This assessment
is performed according to Monte Carlo experiments at several
different simulation scenarios. Actual PolSAR data are also
considered and analyzed.
The remainder of this paper is structured as follows. In
Section II, we review the scaled complex Wishart distribution,
which is the probability model considered in this work. Sec-
tion III discusses Cox-Snell and Barndorff-Nielsen methodolo-
gies for obtaining corrected ML estimators. In Section IV, the
new corrected estimators are introduced and mathematically
described. Subsequently, the derived estimators are analyzed
and compared with existing literature techniques in Section IV.
Finally, conclusions are summarized in Section VI.
II. SCALED COMPLEX WISHART DISTRIBUTION AND ML
ESTIMATION
A. Scaled Complex Wishart distribution
The polarimetric coherent information associates to each
image pixel a 2×2 complex matrix. The entries of such
matrix are SVV, SVH, SHV, and SHH, where Sij represents the
backscattered signal for the ith transmission and jth reception
linear polarization, for i, j = H,V. Under the reciprocity the-
orem conditions [20], the scattering matrix is often simplified
into a three-component vector, because SHV = SVH. Thus, we
have the following scattering vector[
SVV
√
2SVH SHH
]>
,
where the superscript > denotes vector transposition. This
three-component representation is detailed in [21].
In general, we may consider a system with m polarizations.
Thus the associated complex random vector is denoted by:
s =
[
S1 S2 · · · Sm
]>
,
where Sj , j = 1, 2, . . . ,m, represents the random variables
associated with each polarization channel. This particular ran-
dom vector has been successfully modeled by the multivariate
complex Gaussian distribution with zero-mean, as discussed
in [22]. Thus, the single-look PolSAR data representation is
essentially given by s.
Multilook polarimetric speckled data obtained from scat-
tered signal is commonly defined by the estimated sample
covariance matrix [5], which is given by
Z =
1
L
L∑
i=1
sis
H
i ,
where the superscript H represents the complex conjugate
transpose of a vector, si, i = 1, 2, . . . , L, are scattering
vectors, and L is the number of looks. Matrix Z is Hermitian
positive definite and follows a scaled complex Wishart distri-
bution [5]. Having Σ and L as parameters, the scaled complex
Wishart distribution is associated to the following probability
density function [2]:
fZ(Z
′; Σ, L) =
LmL|Z ′|L−m
|Σ|LΓm(L) exp
(− L tr(Σ−1Z ′)),
where Γm(L) = pim(m−1)/2
∏m−1
i=0 Γ(L− i) for L ≥ m, Γ(·)
is the gamma function, tr(·) represents the trace operator, | · |
denotes the determinant operator, Σ is the covariance matrix
associated to s,
Σ = E
(
ss∗
)
=

E(S1S
∗
1 ) E(S1S
∗
2 ) · · · E(S1S∗m)
E(S2S
∗
1 ) E(S2S
∗
2 ) · · · E(S2S∗m)
...
...
. . .
...
E(SmS
∗
1 ) E(SmS
∗
2 ) · · · E(SmS∗m)
,
and superscript ∗ means the conjugate of a complex number.
The first moment of Z satisfies E(Z) = Σ [5], where E(·) is
the statistical expectation operator. We denote Z ∼ W(Σ, L)
to indicate that Z follows the scaled complex Wishart distri-
bution.
B. Estimation of Scaled Complex Wishart Distribution Param-
eters
Let {Z1,Z2, . . . ,ZN} be a random sample from Z ∼
W(Σ, L). The ML estimators for Σ and L, namely Σ̂ML
and L̂ML, respectively, are quantities that maximize the log-
likelihood function associated to the Wishart distribution,
which is given by [5], [23]:
`(θ) =mNL logL+ (L−m)
N∑
k=1
log |Zk| − LN log |Σ|
−Nm(m− 1)
2
log pi −N
m−1∑
k=0
log Γ(L− k)
−NL tr(Σ−1Z¯),
(1)
where Z¯ = N−1
∑N
k=1 Zk, θ =
[
σ> L
]>
, σ = vec(Σ),
and vec(·) is the column stacking vectorization operator.
In a previous work [23], we have showed that Σ̂ML is given
by the sample mean,
Σ̂ML = Z¯,
3and L̂ML satisfies the following non-linear equation:
m log L̂ML +
1
N
N∑
k=1
log |Zk| − log |Z¯| − ψ(0)m (L̂ML) = 0,
(2)
where ψ(0)m (·) is the zeroth order term of the vth-order multi-
variate polygamma function given by
ψ(v)m (L) =
m−1∑
i=0
ψ(v)(L− i),
ψ(v)(·) is the ordinary polygamma function expressed by
ψ(v)(L) =
∂v+1 log Γ(L)
∂Lv+1
,
for v ≥ 0. Function ψ(0)(·) is known as the digamma function.
In above expression (2) a closed-form analytical solution for
L̂ML [5], [23] could not be identified. Nevertheless, L̂ML can
be obtained via the Newton-Raphson numerical optimization
method [24]. A detailed account on the performance of L̂ML
is provided in [5]. However, estimator L̂ML is not adequate
for applications based on small sample sizes, such as filtering
methods for image restoration [25], [26]. This is due to the fact
that the ML estimator is only guaranteed to be asymptotically
unbiased; therefore, techniques which depend on ML estimates
under small samples may suffer from pronounced bias.
A convenient estimator based on the method of moments
for the equivalent number of looks (ENL) was proposed
in [27] and suggested for both single-polarization and PolSAR
data [5]. However, for that particular method, in the PolSAR
case, the cross-terms of the estimated sample covariance
matrix are not considered [5], which means that potentially
useful information is simply being discarded.
To address this issue, Anfinsen et al. [5] proposed two
estimators based on trace moment, whose expressions are
given by:
L̂MM1 =
tr(Z¯ Z¯)
N−1
∑N
i=1 tr(Zi)
2 − tr(Z¯)2
and
L̂MM2 =
tr(Z¯)2
N−1
∑N
i=1 tr(ZiZi)− tr(Z¯ Z¯)
.
These estimators are based on the derivations proposed by
Maiwald and Kraus [28].
III. CORRECTED ML ESTIMATION METHODS
Several works have addressed the ML estimator properties
in finite sample for SAR data modeling [8], [12], [18].
ML estimation for other statistical models has also been
proposed [9], [16], [17]. In this section, we describe two
methodologies for obtaining improved ML estimators. The
first one is based on the ML estimator second-order bias
according to the Cox and Snell general formula [10]. The
second method is based on the modified profile likelihood and
was proposed by Barndorff-Nielsen [15].
A. Mathematical Framework
In this subsection, we present the mathematical framework
required for both methods above referred to.
Let {Z1,Z2, . . . ,ZN} be a random sample from a random
positive-definite Hermitian matrix Z equipped with a given
density fZ(Z ′;θ), where Z ′ represents possible outcomes
and θ =
[
θ1 θ2 · · · θp
]>
is the parameter vector with
length p.
The associated log-likelihood function based on above ob-
servations is given by
`(θ) =
N∑
k=1
log fZ(Zk;θ).
The derivatives of the log-likelihood play an important role
in ML estimation. For the sake of compactness, we adopt the
following notation:
Uθi =
∂
∂θi
`(θ),
Uθiθj =
∂2
∂θi∂θj
`(θ),
Uθiθjθk =
∂3
∂θi∂θj∂θk
`(θ),
for i, j, k = 1, 2, . . . , p. Accordingly, we denote the cumulants
for the log-likelihood derivatives as [9]:
κθiθj = E(Uθiθj ), κθi,θj = E(UθiUθj ),
κθiθjθk = E(Uθiθjθk), κθi,θjθk = E(UθiUθjθk).
As a direct consequence, the elements of the Fisher informa-
tion matrix associated to θ are κθi,θj . Additionally, we denote
the elements of the inverse of the Fisher information matrix
as κθi,θj .
Moreover, the first derivative of the cumulants with respect
to the parameters is denoted by:
κ
(θk)
θiθj
=
∂
∂θk
κθiθj ,
for i, j, k = 1, 2, . . . , p.
B. Cox-Snell Corrected ML Estimator
Let θˆi, i = 1, 2, . . . , p, be the ML estimator for θi.
Considering the mathematical expressions described in the
previous subsection, the Cox-Snell expression for the bias
of θˆi is described here. Such bias correction was given an
alternative form in terms of the cumulants of the log-likelihood
derivatives [9]. It was established that the bias of θˆi possesses
the following formulation [9]:
B(θ̂i) = E(θ̂i)− θi =
∑
r,s,t
κθi,θrκθs,θt
(
κ
(θt)
θrθs
− 1
2
κθrθsθt
)
,
(3)
Therefore, the corrected ML estimator θ˜i is defined by
θ˜i = θ̂i − B̂(θ̂i), (4)
where B̂(θ̂i) represents the bias B(θ̂i) evaluated not at θi but
at θ̂i. Additionally, it was previously shown that (i) E[B̂(θ̂i)] =
4O
(
N−2
)
, (ii) E(θ̂i) = θi + O
(
N−1
)
, and (iii) E(θ˜i) =
θi + O
(
N−2
)
[10]. Therefore the bias of θ˜i has order of
N−2. In contrast, we have that B(θ̂i) = O
(
N−1
)
[8]. Thus,
θ˜i is expected to possess better asymptotic properties when
compared to θ̂i.
C. Barndorff-Nielsen ML Estimator
In [15] Barndorff-Nielsen introduced an improved ML esti-
mation based on the modified profile likelihood. This method
was previously employed in [16]–[18]. Below we furnish a
brief outline of the technique.
Let the parameter vector θ be split into two vectors such that
θ =
[
ψ> λ>
]>
, where ψ and λ have q and p− q elements,
respectively. Vector ψ is the interest parameter vector, whereas
vector λ is the nuisance parameter vector. In [29], [30], the
statistical inference of ψ, for a known λ, was addressed.
However, such calculation requires the marginal or condi-
tional likelihood functions, which are often mathematically
intractable [18].
A common solution to this conundrum is to approximate
these functions by the profile log-likelihood [14], which is
denoted by
˜`(ψ) = `([ ψ
λ̂ψ
])
,
where λ̂ψ is the maximum likelihood estimator of λ expressed
in terms of the elements of ψ.
However, such approximation may be problematic. In fact,
the profile log-likelihood is not a bona fide log-likelihood
function [15]. Moreover, the associated profile score and
the information biases are only guaranteed to be O(1) [31].
Therefore ML estimators based on profile log-likelihood are
prone to bias issues, specially for small sample sizes [18].
To address this issue, several modifications for the profile
log-likelihood function have been proposed [15], [29], [30],
[32]. In the current work, we adopted the Barndorff-Nielsen
modification [15], which is analytically tractable when the
scaled complex Wishart distribution is considered.
Barndorff-Nielsen approximation for the marginal log-
likelihood function is expressed according to [33]:
˜`BN(ψ) = ˜`(ψ)− log
∣∣∣∣∣∂λ̂ψ∂λ̂
∣∣∣∣∣− 12 log
∣∣∣∣Jλλ([ ψλ̂ψ
])∣∣∣∣ , (5)
where λ̂ is the unrestricted maximum likelihood estimators
for the nuisance parameter λ, and Jλλ (·) is the observed
information matrix for λ given by:
Jλλ
([
ψ
λ̂ψ
])
= − ∂
2
∂λ∂λH
`(θ).
The associated bias for ˜`BN(ψ) is O(N−1) [33]. If λ̂ψ = λ̂
for all ψ (i.e., ∂λ̂ψ/∂λ̂ = Ip−q , where Ia represents a identity
matrix with order a), (5) collapses into:
˜`BN(ψ) = ˜`(ψ)− 1
2
log
∣∣∣∣Jλλ([ ψλ̂ψ
])∣∣∣∣ . (6)
Above expression is known as the Cox-Reid modified profile
log-likelihood [29]. The vector ψ̂BN that maximizes (5) is the
Barndorff-Nielsen ML estimator for ψ [18].
It is shown in [33] that the bias of ψ̂BN is O(N−3/2).
Therefore, for this particular log-likelihood function, the ML
estimator bias is also O(N−3/2). This is an improvement over
the standard ML estimator, whose bias is O(N−1).
IV. IMPROVED ML ESTIMATION FOR THE SCALED
COMPLEX WISHART DISTRIBUTION
In this section we propose improvements to ML estimators
for the parameters of the scaled complex Wishart distribution.
We consider the methodologies described in the previous
section, namely the Cox-Snell corrected ML estimation and
the Barndorff-Nielsen ML estimation based on the modified
profile log-likelihood function.
Mainly, our goal is to derive corrected ML estimators for
Σ and L. However, as established in [23], we notice that
E(Σ̂ML) = Σ. Therefore, Σ̂ML is already unbiased, requiring
no correction. Thus, we focus our efforts on obtaining a
corrected ML estimator for L.
A. Cox-Snell Corrected ML estimators for Σ and L
According to (4), the Cox-Snell method yields an improved
ML estimator for L, termed by L̂IML, given by
L̂IML = L̂ML − B̂(L̂ML). (7)
Now we aim at computing B̂(L̂ML). For such firstly we
need to derive B(L̂ML). Invoking (3), we have that
B(L̂ML) =κ
L,LκL,L
(
κ
(L)
LL −
1
2
κLLL
)
+
m2∑
i=1
m2∑
j=1
κL,Lκσi,σj
(
κ
(σi)
Lσi
− 1
2
κLσiσj
)
. (8)
Following algebraic manipulations, as detailed in Appendix A,
we could simplify (8) and re-cast it as
B(L) =
m2
2NL
[
ψ
(1)
m (L)− mL
] − m2L + ψ(2)m (L)
2N
[
ψ
(1)
m (L)− mL
]2 .
Now replacing L by L̂ML, we obtain B̂(L̂ML). This quan-
tity must be inserted back into (7) to furnish the proposed
improved ML estimator for L.
B. Modified profile log-likelihood for number of looks
Following the discussed Barndorff-Nielsen technique, we
derive the profile log-likelihood function associated to the
scaled complex Wishart distribution. This quantity can be
obtained by replacing the covariance matrix Σ by its ML
estimator Σ̂ML in (1). This particular manipulation yields ˜`(·)
5as a function of the sought parameter L:
˜`(L) =mNL(logL− 1) + (L−m) N∑
k=1
log |Zk|
−NL log |Z¯| −Nm(m− 1)
2
log pi
−N
m−1∑
k=0
log Γ(L− k).
(9)
Thus, the profile score function is given by
U˜(L) =
∂ ˜`(L)
∂L
=mN logL−Nψ(0)m (L)−N log |Z¯|
+
N∑
k=1
log |Zk|.
From (1), we could express the profile score function in
terms of σ = vec(Σ), yielding:
U(σ) = N vec(Σ−1Z¯Σ−1 −Σ−1).
By imposing U(σ) = 0, where 0 is a column vector of zeros,
and solving the resulting system of equations, one obtains that
the unrestricted and restricted ML estimators for σ are given
by vec(Z¯). Moreover, we have that
∂σ̂L
∂σ̂
= Im2 ,
where σ̂L represents the restricted ML estimator. As a conse-
quence, we are now in a position to use (6).
However, the following quantity is necessary:
−1
2
log
∣∣∣∣Jσσ ([Lσ̂
])∣∣∣∣ ,
where σ̂ = vec(Σ̂ML). Due to its length, the mathematical
derivation for this quantity is detailed in Appendix B. Thus,
from (6), the modified profile log-likelihood according to the
Barndorff-Nielsen technique is furnished by
˜`BN(L) = ˜`(L)− m2
2
(logN + logL)−m log |Z¯−1|. (10)
As a consequence, the associated relative score function is
expressed by
U˜BN(L) =
∂
∂L
˜`BN(L) = U˜(L)− m2
2L
.
As required, the sought estimator L̂BN must satisfy
U˜BN(L̂BN) = 0. In other words, it is the solution of the
following non-linear equation:
mN log L̂BN −Nψ(0)m (L̂BN)−N log |Z¯|
+
N∑
k=1
log |Zk| − m
2
2L̂BN
= 0.
(11)
A closed-form expression for L̂BN could not be given. Then we
resort to numerical techniques, such as the Newton-Raphson
method, as a means for solving (11).
V. PERFORMANCE AND ASSESSMENT
To assess the performance of the proposed estimators for
the equivalent number of looks, we considered a simulation
study on synthetic data based on Monte Carlo experiments.
Such simulation included the following estimators:
1) the standard ML estimator (L̂ML) [5];
2) the first and second trace moment estimators (L̂MM1 and
L̂MM2, respectively) [5];
3) the proposed ML estimator based on the Cox and Snell
methodology (L̂IML); and
4) the proposed ML estimator according to the Barndorff-
Nielsen adjustment (L̂BN).
The first three above-mentioned estimators were derived by
Anfinsen et al. [5].
Simulation results, were assessed in terms of three statistical
measures: (i) the mean squared error (MSE); (ii) the coefficient
of variation (CV); and (iii) the mean estimated values; and
(iv) the bias curves (B).
Subsequently we separate the best estimator among those
proposed by Anfinsen et al. as indicated by the simulation
study. Then such selected estimator as well as the proposed
estimators are submitted to actual data analysis aiming at
performance assessment.
A. Simulation study
The suggested Monte Carlo simulation employed
5500 replications as discussed in [34]. Additionally, the
following simulation parameters were considered: (i) sample
sizes N ∈ {9, 49, 121}; (ii) number of looks L ∈ {4, 6, 8, 12};
and (iii) a covariance matrix given by
Σ0 =
 962892 19171− 3579i −154638 + 191388i56707 −5798 + 16812i
472251
 ,
where the omitted elements can be obtained from the conju-
gation of their respective symmetric elements.
The adopted sample sizes are associated to square windows
of {3, 7, 11} pixels, respectively. It is worth mentioning that
higher values of L represent images less affected by speckle
noise. This particular estimated covariance matrix Σ0 was
obtained by the E-SAR sensor over Weßling, Germany. In
particular, it was employed in [35] for the characterization
of urban areas.
The results for MSE, CV, and mean estimated values
are shown in Table I. Initially we notice that the proposed
estimators L̂BN and L̂IML could offer more accurate average
ML estimates for the ENL when compared to the results
derived from the other considered methods. In general terms,
the increasing of sample size reduces the MSE and CV. This
behavior is expected, because the estimators are asymptot-
ically unbiased. Results also show that the estimator L̂IML
presented the best performance in terms of MSE and CV in
all considered cases. This last result provides even stronger
evidence in favor of the accuracy of L̂IML. This is because
bias corrected estimators do not always yield better procedures
than ML estimators. Indeed, bias corrected estimators can offer
6larger variance values, leading to increased MSE values when
compared to uncorrected methods [9].
Fig. 1 presents the values of bias for several sample sizes.
The following inequality is verified:
B̂(L̂MM1) ≥ B̂(L̂MM2) ≥ B̂(L̂ML) ≥ B̂(L̂BN) ≥ B̂(L̂IML).
It is noteworthy that, with the exception of L̂IML, all the pro-
cedures overestimate the equivalent number of looks, i.e., they
lead to decisions that assume that there is more information
in the data than the true content. The only estimator with a
different behavior is L̂IML. It consistently exhibits the smallest
bias, which is reduced with increasing number of looks. For
large L and small samples, its bias becomes negative. The
other estimators have their biases increased with the number
of looks.
The estimator L̂IML was also less affected by the increasing
of number of looks. Thus, this estimator performed well endur-
ing both variations of the sample size as well as the number
of looks. We also emphasize that the better performance of
estimator L̂ML in comparison with L̂MM1 and L̂MM2 is in
agreement with the findings of Anfisen et al. [5]. However,
when considering the proposed estimators, we identify that
L̂ML, L̂IML, and L̂BN as the more accurate estimators among
the considered techniques.
B. Analysis with actual data
Now we aim at submitting actual PolSAR data to the
three best estimators separated in the previous subsection.
We adopted the San Francisco AIRSAR image as a source
of actual data. This classical multilook PolSAR image was
obtained by the AIRSAR sensor operating at L band with
four nominal looks [36]. Fig. 2 presents the HH channel
intensity data of the 150 × 150 San Francisco image. Sub-
areas were selected from the main image. By means of visual
inspection, three categories were sought: (i) ocean; (ii) forest;
and (iii) urban area.
Fig. 2. San Francisco image with selected regions.
For each selected subregion, we considered 5500 subsam-
ples without replacement with size N ∈ {9, 36, 121, 144}.
These subsamples are then submitted to parameter estimation.
Table II displays the obtained results. For the selected
ocean subregion, the corrected estimator L̂IML presented the
smallest values of MSE and CV. Thus, the furnished estimates
were more accurate. As discussed by Anfinsen et al. [5], tex-
tured regions yield to underestimation effects. Then correction
schemes tend to become less efficient when compared to usual
ML estimation L̂ML.
Indeed, as reported in [2], heavily textured images, such as
forest and urban, are less adequately described by the com-
plex Wishart distribution. This phenomenon was also verified
in [37]–[39]. Therefore, the proposed tools are expected to
excel at low textured samples.
Fig. 3 shows the bias curves for the ocean region in
which case the proposed tools were superior. These curves
indicate that the estimator L̂IML could outperform the usual
ML estimator when homogeneous targets are considered.
Fig. 3. Bias curves in terms of sample sizes for actual data.
Finally, we notice that both Table II and Figure 3 indi-
cate that the discussed estimators possess similar asymptotic
properties. This behavior is expected and can derived from
theoretical results as shown in [7], [40].
VI. CONCLUSION
In this paper, we proposed two new improved corrected
ML estimators for the scaled complex Wishart distribution.
Emphasis was put on the estimation of the number of looks.
In particular, we introduced closed-form expressions for the
bias and for the modified profile likelihood according to
methodologies advanced by Cox and Snell [10] and Barndorff-
Nielsen [15].
7(a) L = 4 (b) L = 6
(c) L = 8 (d) L = 12
Fig. 1. Bias curves in terms of sample sizes for synthetic data.
8TABLE I
MEASURES OF THE ESTIMATORS PERFORMANCE WITH SYNTHETIC DATA
L = 4 L = 6 L = 8 L = 12
L̂ N mean(L̂) MSE CV mean(L̂) MSE CV mean(L̂) MSE CV mean(L̂) MSE CV
L̂ML 9 4.339 0.414 0.126 6.663 1.373 0.145 8.967 2.810 0.153 13.538 6.963 0.158
L̂MM1 6.278 23.174 0.676 9.344 52.605 0.689 12.478 95.978 0.698 18.119 190.432 0.683
L̂MM2 4.957 2.993 0.291 7.401 6.399 0.285 9.849 11.800 0.294 14.606 24.977 0.292
L̂IML 3.998 0.221 0.118 6.000 0.695 0.139 7.989 1.398 0.148 11.937 3.435 0.155
L̂BN 4.090 0.243 0.118 6.150 0.760 0.140 8.197 1.518 0.148 12.259 3.700 0.155
49 4.055 0.042 0.049 6.110 0.133 0.057 8.157 0.258 0.059 12.269 0.661 0.063
4.333 1.045 0.223 6.452 2.201 0.219 8.601 3.809 0.216 12.847 8.363 0.215
4.165 0.294 0.124 6.235 0.633 0.122 8.313 1.093 0.120 12.435 2.388 0.119
4.000 0.037 0.048 6.002 0.115 0.056 7.998 0.222 0.059 12.007 0.559 0.062
4.014 0.037 0.048 6.026 0.117 0.057 8.031 0.225 0.059 12.059 0.568 0.062
121 4.023 0.016 0.031 6.041 0.048 0.036 8.064 0.096 0.038 12.100 0.237 0.039
4.131 0.350 0.140 6.182 0.738 0.136 8.212 1.261 0.134 12.310 2.820 0.134
4.063 0.108 0.080 6.097 0.233 0.077 8.113 0.403 0.077 12.164 0.871 0.076
4.001 0.015 0.031 5.998 0.045 0.035 8.001 0.090 0.038 11.995 0.222 0.039
4.006 0.015 0.031 6.008 0.045 0.035 8.014 0.091 0.038 12.016 0.223 0.039
TABLE II
MEASURES OF THE ESTIMATORS PERFORMANCE WITH ACTUAL DATA
L̂ML L̂IML L̂BN
Regions N mean(L̂) MSE CV mean(L̂) MSE CV mean(L̂) MSE CV
Ocean 9 4.520 0.747 0.153 3.776 0.350 0.145 3.995 1.376 0.294
36 4.074 0.623 0.193 3.932 0.582 0.193 3.979 0.739 0.216
121 4.140 0.034 0.029 4.099 0.024 0.029 4.123 0.029 0.029
144 4.133 0.029 0.026 4.099 0.021 0.025 4.118 0.025 0.026
Forest 3.293 0.599 0.095 3.069 0.938 0.087 3.159 0.792 0.092
3.119 0.794 0.043 3.075 0.872 0.042 3.089 0.852 0.049
2.809 2.041 0.281 2.798 2.065 0.281 2.818 1.987 0.273
3.082 0.845 0.017 3.072 0.864 0.017 3.075 0.858 0.017
Urban 2.738 2.439 0.336 2.492 3.239 0.394 2.678 2.451 0.313
2.567 2.486 0.256 2.529 2.594 0.260 2.454 2.989 0.316
2.218 3.959 0.399 2.209 3.990 0.401 2.177 4.146 0.417
2.447 2.833 0.265 2.439 2.857 0.265 2.426 2.923 0.275
By means of Monte Carlo simulations, the proposed tech-
niques were assessed and compared with estimators presented
by Anfinsen et al. [5]. Adopted figures of merit include MSE,
coefficient of variation, mean of estimated values, and the bias
curves. Results showed that the proposed corrected estimators
outperform all considered estimators. Actual data were also
analyzed revealing that the proposed estimators are superior
when homogeneous scenes are considered.
APPENDIX A
CUMULANTS FOR THE COX-SNELL CORRECTION
In this appendix, we present closed-form expressions for
(i) some cumulants from the scaled complex Wishart distri-
bution as well as (ii) the second-order bias according to the
Cox-Snell approach.
From (1), the second and third-order derivatives are given
by
ULL =
Nm
L
−Nψ(1)m (L), (12)
ULσi = N [vec(Σ
−1Z¯Σ−1 −Σ−1)]i, (13)
Uσiσj = LN [(Σ
−1 ⊗Σ−1)− (Σ−1 ⊗Σ−1)Z¯Σ−1
− (Σ−1 ⊗Σ−1)Σ−1Z¯]i, j , (14)
ULσiσj = L
−1Uσiσj ,
Uσiσjσk = LN [3(Σ
−1 ⊗Σ−1)⊗ (Σ−1Z¯Σ−1)
+ 3(Σ−1 ⊗Σ−1)⊗ (Σ−1Σ−1Z¯)
− 2(Σ−1 ⊗Σ−1)⊗Σ−1]k+(i−1)m2, k+(j−1)m2 ,
for i, k, j = 1, 2, . . . ,m2, where ⊗ is the Kronecker product
and σi is the ith element of vector σ.
Based on the above results, we derive the following expres-
sion for the cumulants:
9κL,L =
1
N
[
ψ(1)m (L)−
m
L
]−1
,
κL,σi = 0, κσi,σj =
1
NL
(Σ⊗Σ)i, j ,
κLLL = κ
(L)
LL = −N
[m
L2
+ ψ(2)m (L)
]
,
κLLσi = κ
(σi)
LL = κ
(σj)
Lσi
= 0, (15)
κσiσjL = −N(Σ−1 ⊗Σ−1)i, j ,
κ(σk)σiσj = 2LN
[(Σ−1 ⊗Σ−1)⊗Σ−1]k+(i−1)m2, k+(j−1)m2 ,
κσiσjσk = 4LN [(Σ
−1 ⊗Σ−1)⊗Σ−1]k+(i−1)m2, k+(j−1)m2 .
Since κLσi = 0, parameters L and σi, for i = 1, 2, . . . ,m2,
are orthogonal [41]. Therefore, expression (3) yields:
B(L̂ML) =κ
L,LκL,L
(
κ
(L)
LL −
1
2
κLLL
)
+
m2∑
i=1
m2∑
j=1
κL,Lκσi,σj
(
κ
(σi)
Lσi
− 1
2
κLσiσj
)
.
Above formula can be given a closed form expression. Indeed,
from (15), we have that
κσi,σj
(
κ
(σi)
Lσi
− 1
2
κLσiσj
)
=
1
NL
(Σ⊗Σ)i, j
(
0 +
N
2
{Σ−1 ⊗Σ−1}i, j
)
=
1
2L
(Σ⊗Σ)i, j{(Σ⊗Σ)−1}i, j .
Considering the general expression of the elements of the
inverse matrix [42, pp. 82], we have:
m2∑
i=1
m2∑
j=1
{Σ⊗Σ}i, j{(Σ⊗Σ)−1}i, j = m2.
Therefore, we obtain:
B(L̂ML) =
m2
2NL
[
ψ
(1)
m (L)− mL
] − m2L + ψ(2)m (L)
2N
[
ψ
(1)
m (L)− mL
]2 .
APPENDIX B
DERIVATION FOR BARNDORFF-NIELSEN APPROXIMATION
In the subsequent discussion, we aim to detail the derivation
of the Barndorff-Nielsen approximation for the marginal log-
likelihood function of the scaled complex Wishart distribution.
In particular, this appendix addresses the derivation for the
quantity − 12 log
∣∣∣∣Jσσ ([Lσ̂
])∣∣∣∣ discussed in Subsection IV-B.
Based on results (12)-(14), one can rewrite the observed in-
formation matrix from the scaled complex Wishart distribution
by the following matrix equation:[
ULL U
>
L vec(Σ)
Uvec(Σ)∗L Uvec(Σ) vec(Σ)∗
]
=[
mN
L −Nψ(1)m (L) N vec(Σ−1Z¯Σ−1 −Σ−1)>
N vec(Σ−1Z¯Σ−1 −Σ−1)∗ Uvec(Σ) vec(Σ)∗
]
,
where U>L vec(Σ), defined by
U>L vec(Σ) =
∂2
∂L∂ vec(Σ)>
`(θ),
is a vector whose the ith-element is given in (13) and [5]
Uvec(Σ) vec(Σ)∗ =
∂2
∂ vec(Σ)∗∂ vec(Σ)>
`(θ)
= LN [(Σ−1 ⊗Σ−1)− (Σ−1 ⊗Σ−1)Z¯Σ−1
− (Σ−1 ⊗Σ−1)Σ−1Z¯].
Thus, the quantity Jσσ
([
L
σ̂
])
can be defined by
Jσσ
([
L
σ̂
])
= −Uvec(Σ) vec(Σ)∗
∣∣∣
Σ=Z¯
= NLZ¯−1 ⊗ Z¯−1.
and, therefore, the following quantity combined with profile
log-likelihood (9) at (6) yields the Barndorff-Nielsen approx-
imation for the marginal log-likelihood function:
− 1
2
log
∣∣∣∣Jσσ ([Lσ̂
])∣∣∣∣
= −m
2
2
(logN + logL)− 1
2
log
∣∣Z¯−1 ⊗ Z¯−1∣∣.
(16)
From [43, result 11.1 (l), page 235], we have that
log
∣∣Z¯−1 ⊗ Z¯−1∣∣ = 2m log |Z¯−1|.
Thus, (16) can be simplified according to:
− 1
2
log
∣∣∣∣Jσσ ([Lσ̂
])∣∣∣∣
= −m
2
2
(logN + logL)−m log |Z¯−1|.
Thus, we have that (10) holds true.
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