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Abstract—The conventional Wonham-Ramadge supervisory
control framework of discrete event systems enforces a closed
discrete event system to generate correct behaviors under
certain environments, which can be captured by an appropriate
plant model. Nevertheless, such control methods cannot be di-
rectly applied for many practical engineering systems nowadays
since they are open systems and their operation heavily depends
on nontrivial interactions between the systems and the external
environments. These open systems should be controlled in such
a way that accomplishment of the control objective can be guar-
anteed for any possible environment, which may be dynamic,
uncertain and sometimes unpredictable. In this paper, we aim at
extending the conventional supervisory control theory to open
discrete event systems in a reactive manner. Starting from a
novel input-output automaton model of an open system, we
consider control objectives that characterize the desired input-
output behaviors of the system, based on which a game-theoretic
approach is carried out to compute a reactive supervisor that
steers the system to fulfill the specifications regardless of the
environment behaviors. We present a necessary and sufficient
conditions for the existence of such a reactive supervisor.
Furthermore, illustrative examples are given throughout this
paper to demonstrate the key definitions and the effectiveness
of the proposed reactive supervisor synthesis framework.
I. INTRODUCTION
Discrete event systems (DESs) refer to as a class of
dynamical systems that possess a discrete state space and
evolve in response to abrupt occurrences of certain qualitative
changes, called events. Due to the fact that operation of
many engineering systems nowadays, ranging from intelli-
gent manufacturing systems to transportation networks, is
governed by the sequential executions of certain control
actions and hence shows great event-driven features, DESs
have become useful in practice in recent years [1].
A fundamental research question in DESs is to design a
feedback controller, called a supervisor, to drive a DES to
achieve certain desired formal properties. The theory of su-
pervisory control of DESs was first introduced by Ramadge
and Wonham [2], where the DES was modeled by a finite
automaton, and the specifications were expressed in regular
languages. Later on, the supervisory control theory for DES
was further extended to variety of formal specifications, such
as ω-regular languages [3] and temporal logic formulas [4].
We argue that the majority of existing results on DES
supervisor synthesis are only suitable for closed systems,
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since the interactions between the plant and environments
are assumed to be known and can be fully captured by the
uncontrolled DES plant. Nevertheless, this assumption may
not be appropriate for many modern engineering systems, for
instance, web-service security systems [5], robotic manipula-
tion systems [6], since they are open systems, that are directly
exposed to dynamic and uncertain environments. Further-
more, the control specification for open systems, namely
reactive specifications, often are required to be guaranteed
with respect to all possible environment behaviors, which
goes beyond the traditional supervisory control theory of
closed DESs [2].
To bridge the gap between conventional DES supervisory
control theory and open systems, recent years have witnessed
efforts devoted to the supervisory control of input/output
DES. Non-blocking output supervisors were synthesized for
DES with outputs in [7]. Authors in [8] and [9] studied the
supervisor synthesis technique for Mealy automata with non-
deterministic output functions. Authors in [10] proposed a
new interpretation of the I/O transitions, based on which a
controller that enforced determinism and non-blockingness
of the closed-loop system was designed. The control ob-
jectives in the aforementioned papers were to restrict the
controllable input events such that the system output behavior
meets a specification. The supervised plant is therefore, a
closed-system and can not accept reactive specifications ex-
pressing the interactions between the plant and environment.
On the other hand, in the computer sciences literature,
reactive synthesis approaches have been pursued to construct
an open system, namely reactive module, to satisfy a given
specification, regardless how the environment behaves, [11]–
[13]. The majority of these works, however, either did not
consider an internal dynamic model for the reactive module,
or assumed that its behavior can be encoded in the specifica-
tion [4], which can dramatically increase the computational
complexity of the synthesis procedure. Exceptions are [14],
where it was assumed that all the plant output events are
controllable and hence, no controllability constraints imposed
by the plant were taken into consideration.
A connection between reactive synthesis and supervisory
control of DES was conducted in [15], [16], which mainly
addressed the conditions under which one design framework
can be converted to the other. In this work, we have a
different goal that is to study supervisory control for a class
of open DESs with reactive specifications.
Towards this aim, we first propose an open DES model
whose behaviors essentially depends on the internal model
of the system and its interactions with an external dynamic
environment. Upon this model, we consider regular language
specifications defined over the system’s input-output behav-
iors, and then develop a game-theoretic design approach for
the supervisor such that the controlled system achieves the
the specifications regardless of behaviors of the environment.
Our basic idea is to construct a two-player game among
the environment, and a supervisor representing all the con-
trollable system outputs. It turns out that synthesizing the
appropriate reactive supervisor can be reduced to finding a
winning strategy for the supervisor player.
The rest of this paper is organized as follows. In Sec-
tion II, we introduce the open DES model and define its
recognized languages. A necessary and sufficient condition
for the existence of a reactive supervisor is presented in
Section V. An illustrative example is utilized throughout the
paper to explain the key definitions and the effectiveness of
the proposed game-theoretic supervisor design method.
II. OPEN DISCRETE-EVENT SYSTEMS
To formally define open DESs, we first review the follow-
ing notations. For a given finite set (alphabet) of events Σ,
a finite word w = σ0σ1 . . . σn, n ≥ 1, is a finite sequence
of elements in Σ, for all σi ∈ Σ, and 0 ≤ i ≤ n. We denote
the length of w by |w|. Let w, and u be finite words, w · u
is their concatenations. The notation 2Σ refers to power set
of Σ, that is, the set of all subsets of Σ. A set deference is
Σ − A = {x | x ∈ Σ, x 6∈ A}. We denote Σ∗ the set of all
finite words including the empty word ǫ. A subset of Σ∗ is
called a language over Σ. The prefix-closure of a language
L ⊆ Σ∗, denoted as L, is the set of all prefixes of words in
L, i.e., L = {s ∈ Σ∗|(∃t ∈ Σ∗)[st ∈ L]}. L is said to be
prefix-closed if L = L. We denote the set of all non-negative
integer as N.
Definition 1: The uncontrolled open DES plant is defined
by P = (Qp,Σp,Σx,Σy, qp0, δp, γp, Qpm), where Qp is the
finite set of plant states, Σp is the finite set of internal events
which is partitioned into disjoint sets of controllable events
Σc, and uncontrollable events Σuc. The finite sets Σx =
{x1, x2, . . . , xn} and Σy = {y1, y2, . . . , ym}, respectively
representing the external environment or the input, and the
plant output event sets. qp0 ∈ Qp denotes the initial state.
δp : Qp × Σx × Σp → Qp is the transition function of the
plant. γp : Qp × Σp → Σy is the output function which
assigns deterministically an output symbol to pair of the state
and events, and Qpm ⊆ Qp is the set of mark states.
The transition function δp, and γp are respectively ex-
tended to a partial function on δp : Qp× (Σx×Σp)∗ → Qp,
and γp : Qp × Σ∗p → Σy in a standard way. The notation
δp(q, x, σ)! means the function δp is defined, and is non-
empty at state q ∈ Qp, for x ∈ Σx and σ ∈ Σp.
Without lost of generality, we assume the events sets are
disjoints, and all the state q ∈ Q are reachable from initial
state qp0. Furthermore, an open DES is required to process
every external input event. Therefore, all states qp ∈ Qp have
to be input-enabled, that is δp(qp, x, σ)!, for some σ ∈ Σp,
and all x ∈ Σx.
Remark 1: The proposed open DES formalism is syntac-
tically similar to an I/O automaton of [17] and the interface
automaton introduced in [18]. In a similar fashion, every state
in an open DES is allowed to be receptive toward all possible
external input events, however, here the output behavior is
defined to be a mapping function from the internal system
behavior which itself is influenced by the environment. This
condition is important to be considered in reactive synthesis
of open systems since the environment may restrict the plant
output behavior. Furthermore, the trace of input and output
action on the I/O and interface automata are not necessarily
prefix-closed [17], which is a required property in reactive
synthesis [19]. We will later show that input-output event
trace of an open DES is prefix-closed.
Remark 2: In our setup, we consider deterministic open
DES that is required to have a deterministic transition and
output functions. The legal behavior of this system can be
adequately expressed in terms of a finite regular language.
We believe similar to conventional non-deterministic DES
[20], non-deterministic open DESs can be transformed into
a deterministic one that accepts the same language.
Let’s denote the set of all the events in the plant as
Σe = Σx × Σp × Σy . Projection function to input-output
event, internal, and input event sets are respectively denote
as Pxy = Σ
∗
e → (Σx×Σy)
∗, Pxp = Σ
∗
e → (Σx×Σp)
∗. They
inductively are defined as followings and can be extended to
the sets.
• Pp((ǫ, ǫ, ǫ)) = ǫ, Pxp((ǫ, ǫ, ǫ)) = Pxy((ǫ, ǫ, ǫ)) = (ǫ, ǫ),
∀we ∈ Σ∗e , and (x, σ, y) ∈ Σe:
Px(we · (x, σ, y)) = Px(we) · x,
Pp(we · (x, σ, y)) = Pp(we) · σ,
Py(we · (x, σ, y)) = Py(we) · y,
Pxp(we · (x, σ, y)) = Pxp(we) · (x, σ),
Pxy(we · (x, σ, y)) = Pxy(we) · (x, y).
The extended input-output language of P captures the
generated internal and the corresponding output behavior of
the plant for any possible environment behavior. It can be
formally defined as follows.
Definition 2: The plant’s extended input-output language,
denoted by Le(P) ⊆ Σ∗e , is defined recursively by:
• (ǫ, ǫ, ǫ) ∈ Le(P), and
• for any we ∈ Le(P), and (x, σ, y) ∈ (Σx × Σp × Σy)
then we · (x, σ, y) ∈ Le(P),
iff δp(δp(qp0,Pxp(we)), x, σ)!,
and y = γp(δp(qp0,Pxp(we)), σ).
Similarly, the marked extended input-output language of
the plant can be defined as: Le,m(P) = {we ∈ Le(P) |
δp(qp0,Pxp(we)) ∈ Qpm}. In the design of reactive super-
visor, the input-output language of the plant is our interest.
Input-output language of the plant P is Lio(P) = {w ∈
(Σx × Σy)∗ | w ∈ Pxy(Le(P))}, and the input-output
marked language is Lio,m(P) = {w ∈ (Σx × Σy)∗ |
w ∈ Pxy(Le,m(P))}. The internal language of P , and
its marked internal language are defined over execution of
internal events, Σp, and respectively are given as L(P) =
{wp ∈ Σ∗p | wp ∈ Pp(Le(P))}, and Lm(P) = {wp ∈ Σ
∗
p |
wp ∈ Pp(Le,m(P))}. We illustrate the introduced open DES
model and the generated languages in the following example.
Example 1: Let’s consider an open DES shown in Fig. 1,
where Σp = {σc, σu}, X = {x1, x2}, and Y = {y1, y2}.
An edge in the model is in the form of xσ/y, where σ ∈
Σp is the enabled internal event, and x ∈ Σx represents
the environment event, and y ∈ Σy is the generated output
event. Multiple labels over an edge indicates multiple enabled
transitions. For example, a word in extended input-output
language is (ǫ, ǫ, ǫ)(x1, σu, y1)(x1, σc, y2) ∈ Le(P), and the
projection of it into the input-output language and internal
language of the plant respectively are (ǫ, ǫ)(x1, y1)(x1, y2) ∈
Lio(P), and ǫσuσc ∈ L(P).
q0 q1 q2
x1σc/y2
x2σu/y1
x1σu/y1
x1σc/y2
x2σc/y2
x1σc/y2
x2σu/y1
Fig. 1. Open discrete event system for Example 1.
III. SEQUENTIAL INPUT-OUTPUT BEHAVIOR
In this section we aim to characterize the input-output
behaviour of the proposed open DES as a reactive module
such that it recognizes a regular language specification.
The input-output behaviour a reactive module is typically
implemented over a Mealy or Moore transducer [21].
Definition 3: A deterministic Mealy transducer is a tuple
T = (Qk,Σx,Σy, qk0, δk, γk, Qkm), where Qk is the finite
set of states, qk0 ∈ Qk is the initial state, Σx and Σy are
respectively disjoint set of input and output event sets, δk :
Qk×Σx → Qk is the transition function, γk : Qk×Σx → Σy
is the state output function, and Qkm ⊆ Qk is the set of
marked states. An accepted run in T over a finite input word
wx = x0x1 . . . xn ∈ Σ∗x, is denoted as r = q0q1 . . . qn, where
q0 = qk0, and qi+1 = δk(qi, xi) for i ∈ {0, . . . , n− 1}. The
run r over input word wx generates a finite word L(wx) ∈
(Σx × Σy)∗ such that L(wx)i = (γk(qi, xi), xi) for i ∈
{0, . . . , n−1}. The input-output language or simply language
of T is L(T ) = {L(wx) | ∀wx ∈ Σ∗x}, and the marked
language Lm(T ) = {L(wx) | δk(qk0, wx) ∈ Qkm, ∀wx ∈
Σ∗x}. A transducer is called input-complete if δk(q, x)! for
any q ∈ Qk and ∀x ∈ Σx.
The proposed open DES, P , at the state q ∈ Qp, reads the
environment input x ∈ Σx, executes an available internal
event σ ∈ Σp, transits according to the transition function δp,
and generates the output events through γp(q, σ). We use a
notation of sequential input-output relationship to formalize
this behavior.
Definition 4: A function R : Σ∗x → Σ
∗
y is called sequen-
tial input-output relation if the following conditions hold:
C1 : R(ǫ) = ǫ, and for all wx ∈ Σ∗x, R(wx) is defined.
C2 : For all wx ∈ Σ∗x, |wx| = |R(wx)|.
C3 : R is prefix preserving, i.e., for all wx, vx ∈ Σ∗x, if
vx ∈ wx then R(vx) ∈ R(wx).
If input-output behaviour of an open DES, P , satisfies the
properties of sequential input-output relationship, then there
exists a finite-state Mealy transducer, T , such that Lio(P) =
L(T ) [22].
Proposition 1: The input-output language of an open DES
P respects the sequential input-output relation R.
Proof: Since (ǫ, ǫ) ∈ Lio(P), and all the states of P are
input-enabled, C1 trivially holds. We first prove C3 holds.
Consider any wx, vx ∈ Σ∗x, such that vx ∈ wx. Note that
since all the states in plant P are input-enabled, the plant
recognizes any wx ∈ Σ∗x, and hence, there should exist we ∈
Le(P) such that Px(we) = wx. Furthermore since Le(P)
is prefix-closed, and plant recognizes vx, there should exist
some ve ∈ Le(P) such that ve ∈ we and Px(ve) = vx. Since
the plant transition and output functions are deterministic, if
ve ∈ we, we have Py(ve) ∈ Py(we), and thus C3 holds.
Moreover, since δp, and γp are deterministic functions, for
any environment input word, the plant generates an output
word with the same length, i.e., ∀we ∈ Le(P), we have
|Px(we)| = |Py(we)|, and therefore C2 holds.
IV. REACTIVE SUPERVISORY CONTROL PROBLEM
With the proposed open DES model, we aim to design
a supervisor to control the plant with respect to a reactive
specification. In our setup, the reactive supervisor observes
history of the environment input words, and the plant internal
language, and then chooses a control pattern for the plant.
Intuitively control pattern is a set of events that the supervisor
permits to be executed at any given state of the plant. Any
control pattern must include the uncontrollable events, since
no supervisor can disable them. Control pattern set is defined
as following and it is illustrated in Example 2.
Definition 5: Set of all control patterns in an open DES
P , is defined as Θ = {θ ∈ 2Σp | Σu ⊆ θ}.
Example 2: Consider the open DES in Fig. 1 with Σc =
{σc}, and Σuc = {σu}. The control patterns are θ1 =
{σc, σu}, θ2 = {σu}. 
Another ingredient for the presented reactive supervisory
control framework is the histories of the environment and
plant behaviors. We define this history as Hisx(P) :=
Pxy(Le(P)) · Σx that captures the environment inputs and
the occurred internal events of the plant.
The reactive supervisor is defined as a function S :
Hisx(P)→ Θ. The supervised open DES then only executes
a state transition if it is not restricted by the environment
input, and it is allowed by the supervisor. We denote the su-
pervised plant by S/P , and define its closed-loop languages
in the following definition.
Definition 6: The extended input-output language of su-
pervised plant Le(S/P) is recursively defined by:
• (ǫ, ǫ, ǫ) ∈ Le(S/P), and
• for any we ∈ Le(S/P), and (x, σ, y) ∈ Σe then
we(x, σ, y) ∈ Le(S/P) iff we(x, σ, y) ∈ Le(P), and
σ ∈ S(Pxy(we) · x).
and the marked set of that is Le,m(S/P) = Le(S/P) ∩
Le,m(P). The input-output language of S/P also is defined
by Lio(S/P) = {w ∈ (Σx × Σy)
∗ | w ∈ Pxy(Le(S/P))},
and S/P marked input-output language is Lio,m(S/P) =
Lio(S/P) ∩ Lio,m(P).
We aim to design a reactive supervisor with a pessimistic
environment assumption, meaning, the open DESs environ-
ment is free to behave as it pleases. Therefore, the input-
complete property ensures that the specification has defined
an output for any environment behaviour.
Definition 7: We call language K ⊆ (Σx × Σy)∗ a finite
regular reactive specification if it can be realized by an input-
complete transducer T such that K = Lm(T ).
Given a reactive specificationK for a plant P , the reactive
supervisor task is to control the internal controllable events
such that the input-output behavior of supervised plant meets
the specification, Lio,m(S/P) = K .
An important extra requirement for supervisory control
of DES is a non-blocking property [23]. The non-blocking
condition ensures that the supervisor does not disable all
the controllable events in one state which results a deadlock
state in the supervised plant. This condition conventionally
is defined by Lm(S/P) = L(S/P) [23]. In open DESs,
however, the situation could be more complicated.
x2σ1/y1 x1σ1/y1
x1σ2/y2
x2σ2/y2
x1σ2/y2
x2σ2/y2
Fig. 2. Open discrete event system for Example 3.
Example 3: Consider the open DES shown in Fig. 2, with
Σc = Σp. Let the reactive supervisor allows all the internal
events, i.e. S(h) = Σc for all h ∈ Hisx(P). The internal
language for supervised plant are L(S/P) = {ǫ, σ1, σ1σn2 |
n ∈ N}, where σ1σ∗2 is omitted as σ1σ
∗
2 + σ1σ
∗
2 = σ1σ
∗
2 ,
and the marked language is Lm(S/P) = {σ1σn2 | n ∈
N}. The conventional non-blocking condition holds here,
Lm(S/P) = L(S/P), however, the environment can force
the supervised plant to stay in the livelock by providing input
word wx ∈ {x
n
1 | n ∈ N} or wx ∈ {x1x
n
2 | k ∈ N}. 
As Example 3 illustrated, we need a stronger non-blocking
definition that can be held for any environment behavior.
Definition 8: A reactive supervisor S : Hisx(P) → Θ is
said to be non-blocking if Le,m(S/P) = Le(S/P).
The Non-blocking requirement guarantees all prefix of the
supervised plant can be extended to the mark states.
Proposition 2: A non-blocking reactive supervisor S :
Hisx(P)→ Θ satisfies Lio,m(S/P) = Lio(S/P).
Proof: It is sufficient to show that if the supervisor is
non-blocking, Lio,m(S/P) = Lio(S/P), then Lio(S/P) ⊆
Lio,m(S/P) holds. For any w ∈ Lio(S/P), there exist we ∈
Le(S/P) = Le,m(S/P) such that Pxy(we) = w. Therefore,
since we ∈ Le,m(S/P), there must exist w′e ∈ Le,m(S/
P), such that we ∈ w′e. Moreover based on the definition
of Lio,m(S/P), we have Pxy(w′e) ⊆ Lio,m(S/P). Hence,
w = Pxy(we) ∈ Pxy(w′e) ⊆ Lio,m(S/P).
Now we are ready to formulate the reactive supervisor
control problem for an open DES as follows.
Problem 1: Given a non-empty regular reactive specifica-
tionK ⊆ Lio,m(P), uncontrolled deterministic open DES P ,
and control pattern set Θ, synthesis a non-blocking reactive
supervisor S : Hisx(P)→ Θ, such that Lio,m(S/P) = K .
V. THE EXISTENCE OF SUPERVISOR
The first question we ask is under what condition such a
supervisor exists. In Ramadge-Wonham supervisory control
of DES, the controllability of a specification is a necessary
and sufficient condition for the existence of a supervisor [2].
The conventional controllability of a language specification
K , is defined with respect to uncontrollable events Σu, and
the plant’s internal language L(P) as K(Σu) ∩ L(P) ⊆ K.
Intuitively, this requirement asks if there is any prefix of
the specification, s ∈ K , that exists in the uncontrolled
plant language s ∈ L(P), and is followed by an internal
uncontrollable event σu ∈ Σu, sσu also must be included
in the specification, sσu ∈ K, since the supervisor can not
disable σu. In open DES setup however, the uncontrollability
of a reactive specification not only depends on the internal
uncontrollable events, but also can be caused by an input
word that enforces the execution of an undesired output
event. We therefore propose to formally define uncontrollable
input-output set, denoted by Σiou , that captures the plant
output corresponding to the uncontrollable internal events.
Definition 9: Consider an open DES P = (Qp,Σp =
Σc∪Σuc,Σx,Σy, qp0, δp, γp, Qpm), the uncontrollable input-
output event set of P is denoted by Σiou , and is defined
by Σiou = {(x, y) ∈ Σx × Σy | for any σu ∈ Σu :
δp(q, x, σu)! and y = γp(q, σu) for some q ∈ Qp}.
The controllability of a reactive specification is only
depend on the plant’s output language since the input com-
ponent of the specification Px(K), is generated by the
environment. Accordingly, we can define the input-output
controllable language in the reactive supervisory control
setup as following.
Definition 10: A non-empty reactive specification K ⊆
Lio(P) is called output controllable with respect to Σiou , and
Lio(P), if K(Σiou ) ∩ Lio(P) ⊆ K.
In addition to the output controllability condition defined
above, the specification is also required to be closed [2].
Definition 11: A reactive specification K is called closed
with respect to Lio,m(P), in short Lio,m(P)-closed, if K =
K ∩ Lio,m(P).
The following lemma shows output controllability and
Lio,m(P)-closedness are necessary conditions for the exis-
tence of a non-blocking reactive supervisory control.
Lemma 1: If there exist a non-blocking reactive supervi-
sor S : Hisx(P) → Θ such that Lio,m(S/P) = K , then K
is output controllable and Lio,m(P)-closed.
Proof: Since the supervisor is non-blocking, by Propo-
sition 2, we have Lio,m(S/P) = Lio(S/P), and therefore
K ∩ Lio,m(P) = Lio,m(S/P) ∩ Lio,m(P)
= Lio(S/P) ∩ Lio,m(P)
which implies K ∩ Lio,m(P) = Lio,m(S/P) = K . Hence,
K is Lio,m(P)-closed. To prove the controllability condition
of K , let’s consider any w ∈ K , and (x, y) ∈ Σiou such that
w(x, y) ∈ KΣiou ∩ Lio(P). By the existence of the non-
blocking supervisor, we have K = Lio,m(S/P) = Lio(S/
P). Therefore w ∈ Lio(S/P), and then there should exist
we ∈ Le(S/P) such that Pxy(we) = w. Given the history
of the extended word we, and the environment input x, we
have an enabled internal event by the supervisor, i.e., σ ∈
S(Pxp(we) · x) such that y = γp(qp0,Pp(we) · σ). Note that
Pxy(we) · x captures history of the executed internal and
environment events in we concatenated with x. Thus, we ·
(x, σ, y) ∈ Le(S/P) which implies that w · (x, y) ∈ Lio(S/
P) = K. As a result, K is output controllable.
A. Game-based Reactive Supervisor Design
To gain insights on the sufficient conditions of the exis-
tence of the supervisory, we approach through a constructive
way. Particularly, inspired by the reactive synthesis work,
we present a game-theoretic method to design such a non-
blocking reactive supervisor to achieve the reactive specifi-
cation.
Similar to the conventional reactive synthesis, the design-
ing of a controller can be seen as a game between the reactive
supervisor S, as a player aiming to control the plant to satisfy
the specification K , and the environment with intention of
driving the plant to violate K . However, in reactive supervi-
sory control of open DESs, we have a plant that is capable of
restricting the supervisor with internal uncontrollable events.
More specifically, in this setup when the environment selects
an input, the supervisor chooses a control pattern that must
include all the uncontrollable events, and then the plant can
only execute an internal event from the assigned control
pattern set. We therefore propose to design a two-player
turned-based game between the environment and the reactive
supervisor. The arena construction has the following steps:
(a) Given P = (Qp,Σp,Σx,Σy, qp0, δp, γp, Qpm), and a
non-empty reactive specification K ⊆ Lio,m(P). Construct
a transducer TK = (Qk,Σx,Σy, qk0, δk, γk, Qkm), such that
Lm(TK) = K .
(b) Construct an automaton AK = (Q˜k,Σx ×
Σy, q˜k0, δ˜k, Q˜km), where Q˜k = Qk ∪ {q⊥}, and q⊥ is a
dummy state, q˜k0 = qk0, Q˜km = Qkm ⊆ Q˜k, and the
transition function for any q ∈ Q˜k, x ∈ Σx, and y ∈ Σy is
δ˜k(q, (x, y)) = δk(q, x) if q ∈ Qk ∧ δk(q, x)!∧ y = γk(q, x),
and otherwise δ˜k(q, (x, y)) = q⊥. Therefore, for any w ∈
(Σx×Σy)
∗, we have w 6∈ K , if and only if δ˜k(q˜k0, w) = q⊥.
(c) Construct the synchronous composition P ‖ AK =
(Qs,Σp,Σx,Σy, qs0, δs, γs, Qsm), where Qs = Qp × Q˜k,
qs0 = (qp0, q˜k0). The transition function δs : Qs×Σx×Σp →
Qs, for any qp ∈ Qp, q˜k ∈ Q˜k, (qp, q˜k) ∈ Qs , σ ∈ Σp,
x ∈ Σx, and y ∈ Σy is defined as: δs((qp, q˜k), x, σ) =
(δp(qp, x, σ), δ˜k(q˜k, (x, y))) if δp(qp, x, σ)!∧ γ(qp, σ) = y ∧
δ˜k(q˜k, (x, y))!, and otherwise it is undefined. The output
function is γs((qp, q˜k), σ) = γp(qp, σ), and the marking
states are Qsm = Qpm × Q˜km.
Formally, given the control pattern set Θ, and P ‖ AK ,
the arena is defined as G = (Qg,Σg, vg0, δg, win), where Qg
is state of the game, which is partitioned into two disjoint
set of Ve, and Vs respectively representing the environment,
supervised plant states. Let’s first denote the state set Qs by
{q1, q2, . . . , q|Qs|}, and then for all qi ∈ Qs, x ∈ Σx, and
θ ∈ Θ, the game states are defined by:
• Ve := {qi | i ∈ {1, . . . , |Qs|},
• Vs := {(qi, x) | i ∈ {1, . . . , |Qs|}}.
The initial state of the game is vg0 = qs0, and qg0 ∈ Ve. The
event set is Σg := Σx ∪ (Θ × Σp). The transition function
is defined as δg := fe ∪ fs where fe ⊆ Ve × Σx × Vs,
fs ⊆ Vs × (Θ × Σp)× Ve. They are defined as:
• fe(q, x) = {(q, x) | q ∈ Qs, x ∈ Σx, (q, x) ∈ Vs},
• fs((q, x), (θ, σ)) = {q′ | (q, x) ∈ Vs, θ ∈ Θ, σ ∈
θ, δs(q, x, σ) = q
′}.
Here, the game state q ∈ Ve is the environment player state,
and she can selects an input x ∈ Σx. Given the environment
input x, the game proceeds to the supervisor player state
(q, x). The supervisor then chooses a control pattern θ from
Θ, and the supervised plant selects a permitted internal
action, i.e., σ ∈ θ. At this state the game again proceeds
to the environment state q′ if q′ = δs(q, x, σ)!. In this setup,
the transition function fe captures the transitions according
to all possible subset of environment input, and fs represents
the transitions according to supervised plant choice.
Let’s define a set of state V⊥ = {(qp, q⊥) | (qp, q⊥) ∈
Ve, qp ∈ Qp, q⊥ ∈ Q˜k}, representing the loosing states for
the reactive supervisor. The winning condition is then defined
as a safety condition win = Qg−V⊥. The following example
illustrates the game construction.
Example 4: Consider the plant model in Fig. 1. Let’s
assume Σuc = {σu}, and Σc = {σc}. The reactive speci-
fication is considered as
K = {(x1, y1)(x2, y1), (x1, y1)(x1, y2),
(x2, y2)(x2, y1), (x2, y2)(x1, y2)}.
The arena for the plant and the reactive specification K
can be constructed as shown in Fig. 3. The circles are
the environment states, the squares are the supervised plant
states. The loosing states is v⊥, and all other states are
winning states. 
v⊥ x1 x2θ1, σc
θ1, σu θ2, σu θ1, σc
x1 x2 x1 x2
θ1, σc
θ1, σu
θ2, σu
θ1, σc θ1, σuθ2, σu
Fig. 3. Game arena constructed from the open DES in Fig. 1, the reactive
specification in Example 4, and the control pattern in Example 2.
B. Solving Safety Games
Each player in G starts from the initial state, vg0, and plays
the game by observing the history of the states, and when
the current state of the game is his state, he can select an
outgoing transition. We call a player wins the game G, if he
can force the state of the game to stay in set win, regardless
how the other player plays the game. Two-player safety
game G is determined with positional winning strategies
and it can be solved with simple fixed point construction,
with complexity linear time in the size of |δg| + |Qg|. If a
player has a winning strategy, a finite realization of it can
be obtained [24].
If the reactive supervisor has wining strategy from the
initial state vg0, it induces a game arena G, that all the runs
starting from vg0 stays in set win [24]. The set of runs
over G produce all the extended input-output behavior of the
plant that are compatible with the reactive specification K .
Formally, let’s denote it as Ck(G) ⊆ Le(P), that inductively
is defined as:
• (ǫ, ǫ, ǫ) ∈ Ck(G), q = δp(qp0, ǫ, ǫ), and
• for any we ∈ Ck(G), x,∈ Σx, y ∈ Σy , σ ∈ Σp,
then we · (x, σ, y) ∈ Ck(G) and qe = δp(qp0,Pxp(we))
iff fe(qe, x)!, and there exists θ ∈ Θ, and σ ∈ Σp such
that fs((qe, x), (θ, σ))!, σ ∈ θ, and y = γp(qe, σ).
The notation of realizability of a specification in reactive
synthesis formalism is the existence of an reactive system
that satisfies the specification for any environment behavior.
Here we adapt this definition to the existence of a reactive
supervisor S that characterizes the set Ck(G) and can extend
the history of the game to the mark states. The SP-realizable
notation is given as follows.
Definition 12: A reactive specification K ⊆ Lio,m is
called realizable by a reactive supervisor S : Hisx(P) → Θ,
with respect to Le(P), in short SP-realizable, if Ck(G) 6= ∅,
and for any we ∈ Ck(G), we have Pxy(we) ∈ K that can be
extended to the mark states, i.e., there exists a w′e ∈ Le(P),
such that we ∈ w′e and Pxy(w
′
e) ∈ K .
We then show in Theorem 1 that SP-realizability, to-
gether with the output controllability and language closeness,
presents a necessary and sufficient condition for the existence
of a non-blocking reactive supervisor.
Theorem 1: Let a non-empty reactive specification be
K ⊆ Lio,m(P). There exits a reactive supervisor S :
Hisx(P)→ Θ satisfies Lio,m(S/P) = K without blocking
if and only if K is output controllable, Lio,m(P)-closed, and
Ck(G) is SP-realizable.
Proof: Necessity: since it is assumed there exist a
reactive supervisor that satisfies the specification, Lio,m(S/
P) = K , according to Lemma 1, K is output controllable
and language close. Furthermore it is SP-realizable by the
definition.
Sufficiency: Here we need to prove if K is output control-
lable, closed with respect to Lio,m(P), and SP-realizable
then there exist a non-blocking reactive supervisor S such
that Lio,m(S/P) = K . We first prove Lio(S/P) = K.
We know Lio(S/P) ∩ K 6= ∅ since K is non-empty,
and by definition of (ǫ, ǫ, ǫ) ∈ Le(S/P). Therefore, we
have (ǫ, ǫ) ∈ Lio(S/P) ∩ K . Now, consider w ∈ Lio(S/
P) ∩ K , and (x, y) ∈ Σx × Σy . Let’s first assume w ·
(x, y) ∈ Lio(S/P), and (x, y) ∈ Σiou , then since K is
output controllable,K(Σiou )∩Lio(S/P) ⊆ K, and therefore,
we have w · (x, y) ∈ K. Now let’s consider if (x, y) ∈
{(Σx×Σy)−Σiou }, then there exists weσe ∈ Le(S/P) such
that Pxy(we) = w, Pp(σe) = σc, which is is permitted by
S, i.e., σc ∈ S(Pxp(we) · Px(σe)), and generates output
y = γp(δp(qp0,Pxp(we), σc). Since σc is permitted by S,
it should be included in the induced game arena G, and
therefore by SP-realizability of K , we have we ·σe ∈ Ck(G)
and Pxy(we · σe) ∈ K. Thus Lio(S/P) ⊆ K . Now let’s
consider w · (x, y) ∈ K . By definition of AK , we have
w · (x, y) ∈ Lm(AK), and it should belong to the runs over
the induced game arena Ck(G). Since Ck(G) satisfies the SP-
realizability conditions, there exists we ∈ Ck(G) ⊆ Le(S/P)
such that Pxy(we) = w · (x, y), that implies w · (x, y) ∈
Lio(S/P). Therefore Lio(S/P) = K. Moreover, since K
is closed with respect to Lio,m(P), we have Lio,m(S/
P) = Lio(S/P) ∩ Lio,m(P) = K . To prove non-blocking
property of the reactive supervisor, Le(S/P) ⊆ Le,m(S/P),
let’s consider any we ∈ Le(S/P). By SP-realizability
conditions, we have we ∈ Ck(G) ⊆ Le(S/P), such that
Pxy(we) ∈ K = Lio(S/P). Then there exists a w′e ∈ Le(S/
P) such that we ∈ w′e, and Pxy(w
′
e) ∈ K , and therefore, we
have w′e ∈ Le,m(S/P). Hence, Le(S/P) ⊆ Le,m(S/P).
Example 5: Consider the game in Fig. 3, and the reactive
specification and control patterns given in Example 4. The
reactive supervisor can win the game and force the plant to
stay at set win by choosing the following control pattern.
S(h) =
{
θ2 h = x1 ∨ x1σux2 ∨ x2σcx2
θ1 h = x2 ∨ x1σux1 ∨ x2σcx1
This reactive supervisor can win the game, and hence
the graph induced by this supervisor satisfies the SP-
realizability conditions. As it is clear from Fig. 3, all the
runs starting from initial state vg0, can reach the mark state
q2 and never visit V⊥ states. 
VI. CONCLUSION
In this paper, we studied a reactive synthesis problem
for open DESs with finite regular language specifications.
The proposed DES is a reactive system with a deterministic
internal behavior and an input function. The control objective
for the supervisor is to achieve the specification regardless of
how the environment behaves. We provided a necessary and
sufficient conditions for existence of the reactive supervisor.
In our future work, we plan to study reactive supervisory
control with other specifications such as ω−regular language
and temporal logic formulas.
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