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Abstract. We have investigated rough set-based concepts for a given
Non-deterministic Information System (NIS). In this paper, we consid-
er generating a NIS from a Deterministic Information System (DIS)
intentionally. A NIS  is seen as a diluted DIS , and we can hide the
actual values in  by using . We name this way of hiding Information
Dilution by non-deterministic information. This paper considers infor-
mation dilution and its application to hiding the actual values in a table.
Keywords: Rough sets, NIS-Apriori algorithm, Information dilution,
Privacy preserving, Randomization, Perturbation.
1 Introduction
In our previous research, we coped with rule generation in Non-deterministic
Information Systems (NISs) [7, 1113]. In contrast toDeterministic Informa-
tion Systems (DISs) [9, 14], NISs were proposed by Pawlak [9], Orªowska [8]
and Lipski [5, 6] in order to better handle information incompleteness in data.
We have proposed certain and possible rules in NISs, and proved an algorith-
m named NIS-Apriori is sound and complete for dened certain and possible
rules. We have also implemented NIS-Apriori [10].
This paper considers the connection between information incompleteness
and information hiding (or the randomization and the perturbation in privacy-
preserving [2]). We intentionally add information incompleteness, i.e., non-deter-
ministic values, to a DIS for hiding the actual values, then a DIS is translated
to a NIS. For such a NIS, we can apply our previous framework including
NIS-Apriori.
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Fig. 1. NIS 1 and 16 derived DISs. Here, Domainage=fyoung;middle; seniorg,
Domainsex=fmale; femaleg, Domainsalary=flow; normal; highg. The number of de-
rived DISs is nite. However, it usually increases in the exponential order with respect
to the level of incompleteness of NIS0s values.
The paper is organized as follows: Section 2 recalls rule generation in NISs.
Section 3 introduces the framework of information dilution, and considers prop-
erties. Section 4 considers an algorithm for dilution and its relation to reduction
[9], and Section 5 concludes the paper.
2 Apriori-Based Rule Generation in NISs
We omit any formal denition. Instead, we show an example in Figure 1. We
identify a DIS with a standard table. In a NIS, each attribute value is a set. If
the value is a singleton, there is no incompleteness. Otherwise, we have a set of
possible values. We can interpret this situation by saying that each set includes
the actual value but we do not know which of them is the actual one.
A rule (more correctly, a candidate for a rule) is an implication  in the form
of Condition_part) Decision_part. In a NIS, the same  may be generated
from dierent tuples, so we use notation x to express that  is generated by
an object x. For example in 1, an implication  : [age; senior]) [salary; high]
occurs in objects 1 and 3. Therefore, there are 1 and 3. If x is the unique
implication from an object x, we say x is definite, and otherwise we say x is
indefinite. In this example, 1 is indenite and 3 is denite.
In a DIS, the following holds for each y 2 [x]CON \ [x]DEC (CON : condition
attributes, DEC: decision attributes).
support(y)=support(x), accuracy(y)=accuracy(x).
Therefore, we may identify x with  . However in a NIS, this may not hold. The
property of each 1 and 3 is slightly dierent, namely the one is indenite and
the other is denite. If there is at least one x satisfying constraint, we see this
x is the evidence for causing  is a rule. There may be other y not satisfying
the constraint. We employ this strategy for rule generation in a NIS.
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Fig. 2. A distribution of pairs (support,accuracy) for x. There exists min 2 DD(x)
which makes both support(x) and accuracy(x) the minimum. There exists max 2
DD(x) which makes both support(x) and accuracy(x) the maximum. We denote
such quantities as minsupp, minacc, maxsupp and maxacc, respectively.
Let DD() and DD(x) denote f j  is a derived DISs from NIS g
and f 2 DD() j x occurs in  g, respectively. According to rule generation
(employing support and accuracy) in DISs [9], rule generation with missing
values [3, 4] and data mining in transaction data [1], we dened the next tasks
in rule generation in NISs [11].
Specication of the rule generation tasks in a NIS
Let us consider the threshold values  and  (0 < ;   1).
(The Lower System: Certain rule generation task) Find each denite implication
x such that support(x)   and accuracy(x)   hold in each  2 DD(x).
We say such  is a certain rule and x is an evidence of supporting  in a NIS.
(The Upper System: Possible rule generation task) Find each implication x
such that support(x)   and accuracy(x)   hold in some  2 DD(x). If
such  is not certain rule, we say  is a possible rule and x is an evidence of
supporting  in a NIS.
Both the above tasks depend on jDD(x)j. In [11], we proved some simplify-
ing results illustrated by Figure 2. We also showed how to eectively compute
support(x) and accuracy(x) for min and max independently from jDD(x)j.
Due to Figure 2, we have the following equivalent specication.
Equivalent specication of the rule generation tasks in a NIS
(The Lower System: Certain rule generation task) Find each denite x such
that minsupp(x)   and minacc(x)   (see Figure 2).
(The Upper System: Possible rule generation task) Find each implication x such
that maxsupp(x)   and maxacc(x)   (see Figure 2).
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Example. In NIS 1, we at rst generate two blocks inf and sup for each
descriptor. These two blocks are the extensions from Grzymaªa-Busse's blocks
[3, 4], and inf denes the minimum equivalence class. On the other hand, sup
denes the maximum equivalence class. For example,
inf([age; s])=f3g, sup([age; s])=f1; 2; 3g,
inf([salary; h])=f1; 3g, sup([salary; h])=f1; 3g.
Since sup([age; s])\ sup([salary; h])=f1; 3g, we know there are 1 and 3 for an
implication  : [age; s]) [salary; h]. As for 3, 3 2 inf([age; s])\inf([salary; h])
holds, so we know 3 is denite. In this case, we have the following.
minsupp(3)=(jinf([age; s]) \ inf([salary; h])j)=3=jf3gj=3=1/3.
minacc(3)= jinf([age;s])\inf([salary;h])j(jinf([age;s])j+jOUT j) =jf3gj=(jf3gj+ jf2gj)=1/2.
maxsupp(3)=(jsup([age; s]) \ sup([salary; h])j)=3=jf1; 3gj=3=2/3.
maxacc(3)= jsup([age;s])\sup([salary;h])j(jinf([age;s])j+jIN j) =jf1; 3gj=(jf3gj+ jf2gj)=2/2=1.0.
OUT=(sup([age; s]) n inf([age; s])) n inf([salary; h]),
IN=(sup([age; s]) n inf([age; s])) \ sup([salary; h]).
In the above calculation, we do not handle DD(1) at all. By using blocks inf
and sup, it is possible to calculate four criterion values. We extended rule gen-
eration to NISs and implemented a software tool with NIS-Apriori algorithm
[11]. NIS-Apriori does not depend on the number of derived DISs, and the
complexity is almost the same as the original Apriori algorithm [1].
3 Information Dilution
This section considers a framework of information dilution.
3.1 An Intuitive Example
We at rst consider DIS16 and 1 in Figure 1. Since a DIS is a special case
of a NIS, we can apply NIS-Apriori to each DIS. In this case, the lower and
the upper systems generate the same rules. The following is the real execution
under the decision attribute salary, =0.5 and =0.6.
?-step1. /* Rule generation in DIS16 under =0.5 and =0.6 */
File Name for Read Open: dis16.pl.
SUPPORT:0.5, ACCURACY:0.6
===== Lower System ==========================================
[1] MINSUPP=0.667, MINACC=0.667
[age,senior] ==> [salary,high] [1,3] /* Obtained rule */
[2] MINSUPP=0.333, MINACC=0.5
(Lower System Terminated)
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===== Upper System ==========================================
[1] MAXSUPP=0.667, MAXACC=0.667
: : :
EXEC_TIME=0.0 (sec)
We obtained an implication [age; senior] ) [salary; high] from DIS16. Now,
we consider the 2nd person's tuple (senior; female; normal). If we employ the
following replacement,
senior to [young; senior] (semantically young or senior),
female to [male; female],
normal to [low; normal],
the 2nd person's tuple is changed to
([young; senior]; [male; female]; [low; normal]).
This is an example of information dilution. There are 8 possible tuples and one
of the tuple is actual, so in such case we say the actual tuple is diluted with
1/8 degree. Similarly, DIS16 is diluted to 1 with 1/16 degree in Figure 1. The
following is the real execution of rule generation in 1.
?-step1. /* Rule generation in 1 under =0.5 and =0.6 */
File Name for Read Open: Phi1.pl.
SUPPORT:0.5, ACCURACY:0.6
===== Lower System ==========================================
(Lower System Terminated)
===== Upper System ==========================================
[1] MAXSUPP=0.667, MAXACC=1.0
[age,senior] ==> [salary,high] [1,3] /* Obtained rule */
[2] MAXSUPP=0.333, MAXACC=1.0
[3] MAXSUPP=0.333, MAXACC=1.0
(Upper System Terminated)
EXEC_TIME=0.0 (sec)
In this execution, we know that the results (an obtained rule) in 1 is the same
as the original DIS16. Namely, DIS16 and 1 are equivalent in rule generation,
but some actual values are hidden in 1. Even though this example depends
on threshold values =0.5 and =0.6, these DIS16 and 1 give an example of
information dilution with obtainable rules preserved.
Figure 3 shows the chart of information dilution, namely the relation between
a DIS, a NIS and obtained rules. In data mining, we usually do not open the
original data set, namely a DIS, to save privacy-preserving. However, we may
open the diluted data set, namely a NIS, because some data in a NIS are
changed to disjunctive information. We may consider diluting some specied
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Fig. 3. Formalization of information dilution with constraint
person's data intentionally. Like this, information dilution may take the role of
hiding the actual values in a table.
3.2 Some Properties and a Formalization of a Problem
Now, we conrm the following facts.
(Fact 1) A DIS  is diluted to a NIS .
(Fact 2) NIS-Apriori is applicable to .
(Fact 3) For  diluted from , each rule in  is obtainable by the upper system
in .
(Fact 3) is the key background. Let us suppose an implication x satises
support(x)   and accuracy(x)   in , and  is diluted to . Then,
we know  2 DD(x)  DD(). According to the specication of the upper
system,  satises the condition of a possible rule, namely  is obtainable in the
upper system. However, we also have a problem. For 0 2 DD() (0 6= ), the
upper system may pick up another implication  as a possible rule. Therefore,
we need to know the next fact.
(Fact 4) For  diluted from , some rules not related to  may be obtained by
the upper system in . We name such rules unexpected rules.
(Fact 5) If we dilute much more attribute values, we may have much more
unexpected rules. On the other hand, if we dilute less attribute values, we will
have less unexpected rules.
According to ve facts, we have the problem in the following.
(Problem of Information Dilution) Dilute a DIS  to a NIS  so as not
to generate any unexpected rules.
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4 A Example on an Algorithm for Information Dilution
We are now starting this work, and we are considering how to dilute a DIS to
a NIS. Therefore, we employ an exemplary DIS 1 in Table 1 for considering
an algorithm. For simplicity, we x constraint such that the decision attribute
is D, maxsupp(x) =  > 0 and maxacc(x) =  = 1:0. In this example, we
dilute 1 to a NIS with obtainable 7 rules preserved in Table 2. We can easily
obtain them by using a software tool [10].
Table 1. An exemplary DIS 1. Here,
DomainA=f1; 2; 3g, DomainB=f1; 2g,
DomainC=f1; 2g and DomainD=f1; 2g.
OB A B C D
1 3 1 1 1
2 2 1 1 1
3 1 1 1 2
4 3 1 2 1
5 3 1 1 1
6 2 2 2 2
7 1 2 1 2
8 2 2 2 2
Table 2. Seven rules in 1.
Rules Objects
(Imp 1) [A,1]==>[D,2] [3,7]
(Imp 2) [A,3]==>[D,1] [1,4,5]
(Imp 3) [B,2]==>[D,2] [6,7,8]
(Imp 4) [A,2]&[B,1]==>[D,1] [2]
(Imp 5) [A,2]&[C,1]==>[D,1] [2]
(Imp 6) [A,2]&[C,2]==>[D,2] [6,8]
(Imp 7) [B,1]&[C,2]==>[D,1] [4]
4.1 Reduction and Dilution
Reduction seems to be applicable to information dilution, namely we apply re-
duction to a table, and we replace non-necessary attribute values with the set of
all attribute values. However, this way is not sucient for preserving the rules.
In 1, the degree of data dependency from fA;B;Cg to fDg is 1.0, and 8 ob-
jects are consistent for condition attributes A;B;C and decision attribute D. In
reduction, we have a tuple (3; ; ; 1) from object 1, 4, 5, and a tuple (1; ; ; 2)
from object 3, 7, because they are still consistent. After this reduction, it seems
possible to replace each   symbol with all attribute values, i.e., [1; 2]. Like this
we have a tuple (1; [1; 2]; [1; 2]; 2) from object 3. In this tuple, we need to con-
sider four cases (1; 1; 1; 2), (1; 1; 2; 2), (1; 2; 1; 2) and (1; 2; 2; 2). An implication
2 : [B; 1]&[C; 1] ) [D; 1] contradicts to 3 : [B; 1]&[C; 1] ) [D; 2] related to
the tuple (1; 1; 1; 2). However in other three cases, 2 does not contradict to any
implication, and 2 becomes the unexpected rule.
4.2 Base Step Dilution: Dilution in Each Attribute
We propose a dilution process related to reduction. We start with NIS 2 in
Table 3, then we x some attribute values which induce 7 rules.
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Table 3. NIS 2 at the beginning.
OB A B C D
1 f1; 2; 3g f1; 2g f1; 2g f1; 2g
2 f1; 2; 3g f1; 2g f1; 2g f1; 2g
3 f1; 2; 3g f1; 2g f1; 2g f1; 2g
4 f1; 2; 3g f1; 2g f1; 2g f1; 2g
5 f1; 2; 3g f1; 2g f1; 2g f1; 2g
6 f1; 2; 3g f1; 2g f1; 2g f1; 2g
7 f1; 2; 3g f1; 2g f1; 2g f1; 2g
8 f1; 2; 3g f1; 2g f1; 2g f1; 2g
(Step 1-1) In order to generate (Imp 1), (Imp 2) and (Imp 3), we x [A; 3] and
[D; 1] in object 1 2 [1; 4; 5], [A; 1] and [D; 2] in object 7 2 [3; 7], [B; 2] and [D; 2]
in object 8 2 [6; 7; 8].
(Step 1-2) In order to generate inconsistency, we x [A; 2] and [D; 1] in object
2, [A; 2] and [D; 2] in object 6, [B; 1] and [D; 1] in object 2, [B; 1] and [D; 2] in
object 3, [C; 1] and [D; 1] in object 2, [C; 1] and [D; 2] in object 3, [C; 2] and
[D; 1] in object 4, [C; 2] and [D; 2] in object 6.
Table 4. NIS 3 after the base step.
OB A B C D
1 f3g f1; 2g f1; 2g f1g
2 f2g f1g f1g f1g
3 f1; 2; 3g f1g f1g f2g
4 f1; 2; 3g f1; 2g f2g f1g
5 f1; 2; 3g f1; 2g f1; 2g f1; 2g
6 f2g f1; 2g f2g f2g
7 f1g f1; 2g f1; 2g f2g
8 f1; 2; 3g f2g f1; 2g f2g
After these two steps, we have 3 in Table 4. Since three implications (Imp 1),
(Imp 2) and (Imp 3) appear in each derived DIS, they are also rules in the
upper system. We have the next important fact.
(Fact 6) Any implication x : [A; 1]&Condition_part) [D; 2] in a derivedDIS
 2 DD(3) is redundant for (Imp 1). Therefore, accuracy(x) = 1:0 holds in
this . Any implication y : [A; 1]&Condition_part ) [D; 1] in a derived DIS
0 2 DD(3) is inconsistent, because (Imp 1) also appears in this 0. Therefore,
accuracy(y) < 1:0 holds in this 0. According to the above consideration, we do
not have to pay any attention to any implication with a descriptor [A; 1]. The
same holds for descriptors [A; 3], [B; 2].
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4.3 Recursive Steps Dilution: Dilution in a Set of Attributes
Similarly to the base step, we x some attribute values for (Imp 4), (Imp 5),
(Imp 6) and (Imp 7).
(Step 2-1) The attribute values of (Imp 4) and (Imp 5) are xed in 3. We x
[B; 1] in object 4 and [C; 2] in object 6.
According to (Fact 6), we do not have to consider any implication including
descriptors [A; 1], [A; 3] and [B; 2]. It is enough to consider descriptors [A; 2],
[B; 1], [C; 1] and [C; 2]. Then, we have 10 implications, where unexpected rules
may exist.
(1) [A,2]&[B,1] ==> [D,1], (2) [A,2]&[B,1] ==> [D,2],
(3) [A,2]&[C,1] ==> [D,1], (4) [A,2]&[B,1] ==> [D,2],
(5) [A,2]&[C,2] ==> [D,1], (6) [A,2]&[C,2] ==> [D,2],
(7) [B,1]&[C,1] ==> [D,1], (8) [B,1]&[C,1] ==> [D,2],
(9) [B,1]&[C,2] ==> [D,1], (10) [B,1]&[C,2] ==> [D,2].
(Step 2-2) Here, (1) is (Imp 4), (3) is (Imp 5). They are obtainable in object 2.
(6) is (Imp 6), which is obtainable in object 6. (9) is (Imp 7), and we x [B; 1]
in object 4. According to (Fact 6), any of (2), (4), (5) and (10) does not satisfy
accuracy(x)=1.0 in any derived DISs. (7) in object 2 and (8) in object 3 are
inconsistent in any derived DISs.
After (Step 2-1) and (Step 2-2), we have 4 below.
Table 5. NIS 4 after the 2nd step.
OB A B C D
1 f3g f1; 2g f1; 2g f1g
2 f2g f1g f1g f1g
3 f1; 2; 3g f1g f1g f2g
4 f1; 2; 3g f1g f2g f1g
5 f1; 2; 3g f1; 2g f1; 2g f1; 2g
6 f2g f1; 2g f2g f2g
7 f1g f1; 2g f1; 2g f2g
8 f1; 2; 3g f2g f1; 2g f2g
In 4, all 7 implications (Imp 1) to (Imp 7) are all obtainable. There is a con-
junction of descriptors [B; 1]&[C; 1] which causes inconsistency, so we need to
consider a conjunction of descriptors [A;_]&[B; 1]&[C; 1]. However, such con-
junction is redundant, and we do not have to consider it. The following is the
real execution. If there is an implication x, maxsupp(x)>0.1 holds. Therefore,
we set =0.1 instead of >0.
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?-step1. /* Rule p) q in 4 under =0.1 and =1.0 */
File Name for Read Open: Phi4.pl.
SUPPORT:0.1, ACCURACY:1.0
===== Lower System ==========================================
: : :
(Next Candidates are Remained) [[[1,1],[4,2]],[[1,2],[4,1]], :::
===== Upper System ==========================================
[1] MAXSUPP=0.125, MAXACC=0.5
[2] MAXSUPP=0.375, MAXACC=1.0
[a,1] ==> [d,2] [3,7,8] /* (Imp 1) in 1 */
: : :
[5] MAXSUPP=0.375, MAXACC=1.0
[a,3] ==> [d,1] [1,4,5] /* (Imp 2) in 1 */
: : :
[10] MAXSUPP=0.5, MAXACC=1.0
[b,2] ==> [d,2] [5,6,7,8] /* (Imp 3) in 1 */
(Next Candidates are Remained) [[[1,2],[4,1]],[[1,2],[4,2]], :::
EXEC_TIME=0.0 (sec)
?-step2. /* Rule p1&p2 ) q in 4 under =0.1 and =1.0 */
===== Lower System ==========================================
: : :
(Next Candidates are Remained) [[[1,2],[2,1],[4,1]],[[1,2], :::
===== Upper System ==========================================
[1] MAXSUPP=0.375, MAXACC=1.0
[a,2]&[b,1] ==> [d,1] [2,4,5] /* (Imp 4) in 1 */
: : :
[3] MAXSUPP=0.25, MAXACC=1.0
[a,2]&[c,1] ==> [d,1] [2,5] /* (Imp 5) in 1 */
: : :
[6] MAXSUPP=0.375, MAXACC=1.0
[a,2]&[c,2] ==> [d,2] [5,6,8] /* (Imp 6) in 1 */
: : :
[9] MAXSUPP=0.375, MAXACC=1.0
[b,1]&[c,2] ==> [d,1] [1,4,5] /* (Imp 7) in 1 */
: : :
(Next Candidates are Remained) [[[2,1],[3,1],[4,1]], :::
EXEC_TIME=0.0 (sec)
?-step3. /* Rule p1&p2&p3 ) q in 4 under =0.1 and =1.0 */
===== Lower System ==========================================
[1] MINSUPP=0.125, MINACC=0.333
: : :
[4] MINSUPP=0.0, MINACC=0.0
(Lower System Terminated)
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===== Upper System ==========================================
(Upper System Terminated)
EXEC_TIME=0.0 (sec)
In step 1, we obtained three implications (Imp 1), (Imp 2) and (Imp 3) in the
upper system. In step 2, we obtained four implications (Imp 4) to (Imp 7) in
the upper system. In step 3, we obtained no implications. In view of the above
results, we have the following:
f j  is either a possible rule or a certain rule in 4g=f j  is a rule in 1g.
This means that 4 and 1 are equivalent in rule generation, and they are
satisfying the formalization of Figure 3. Each tuple of 1 stores the actual values,
therefore we should not open 1. However, it may be possible to open 4, because
some attribute values are diluted. Especially, the tuple of object 5 is completely
diluted.
5 Concluding Remarks
We have proposed a framework of information dilution, which depends on the
research on RNIA (Rough Non-deterministic Information Analysis) and NIS-
Apriori algorithm. This is an attempt to apply information incompleteness and
RNIA to the randomization and the perturbation in privacy-preserving [2].
We investigated the formal algorithm of diluting a DIS and its implemen-
tation. In Figure 1, we unexpectedly obtained that rules in DIS16 and 1 are
the same under support  0:5 and accuracy  0:6. In this paper, we handled
the most simple case support > 0 and accuracy=1.0. The procedure proposed
in this paper is a preliminary work towards more general cases.
In 4 and 1, 13 attribute values are diluted for totally 32 attribute values.
The ratio is about 1/3. We gure that this ratio is depending on the number of
rules and total number of objects. Furthermore, (Fact 6) seems very important.
If most descriptors are xed in the base step, the number of implications are
reduced in the recursive steps. Like several variations of reduction with several
constraints, there may be several variations of information dilution.
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