Bases of the space of solutions of some fourth-order linear difference equations: applications in rational approximation by Marcellán Español, Francisco José et al.
  
 
 
 
This is a postprint version of the following published document: 
 
 
 
Marcellán, F., Mendes, A., & Pijeira, H. (2013). Bases of the space of solutions of some 
fourth-order linear diference equations : applications in rational approximation. Journal 
of Difference Equations and Applications, 19, pp. 1632-1644 
DOI: 10.1080/10236198.2013.769531 
 
 
 
 
 
 
Proyecto: MTM2012- 36732- C03-01 
 
 
 
 
© Taylor & Francis 2013 
 
Bases of the space of solutions of some fourth-order linear
difference equations. Applications in rational
approximation.
Francisco Marcella´n†‡∗, Ana Mendes\ and He´ctor Pijeira†‡
†Departamento de Matema´ticas, Universidad Carlos III de Madrid, Spain; \Escola
Superior de Tecnologia e Gesta˜o, Instituto Polite´cnico de Leiria, Portugal.
(Received 00 Month 20xx; in final form 00 Month 20xx)
It is very well known that a sequence of polynomials {Qn(x)}∞n=0 orthogonal with respect
to a Sobolev discrete inner product
〈f, g〉S =
∫
I
fg dµ+ λf ′(0)g′(0), λ ∈ R+,
where µ is a finite Borel measure and I is an interval of the real line, satisfies a five-term
recurrence relation.
In this contribution we study other three families of polynomials which are linearly inde-
pendent solutions of such a five term linear difference equation and, as a consequence, we
obtain a polynomial basis of such a linear space. They constitute the analog of the associated
polynomials in the standard case. Their explicit expression in terms of {Qn(x)}∞n=0 using
an integral representation is given. Finally, an application of these polynomials in rational
approximation is shown.
Keywords: orthogonal polynomials, recurrence relation, difference equations.
AMS Subject Classification: Primary 42C05 ; Secondary 33C25.
1. Introduction
Let µ be a positive finite Borel measure supported on the real line and suppose that
I = supp(µ) is an infinite set of points. Let us define the inner product
〈f, g〉µ :=
∫
I
f(x)g(x)dµ(x), (1)
and the corresponding norm ‖f‖µ =
√〈f, f〉µ. Obviously, (1) satisfies the identity
〈xf(x), g(x)〉µ = 〈f(x), xg(x)〉µ, (2)
i.e. the multiplication operator is symmetric with respect to the above inner product.
If {Pn(x)}∞n=0 is the sequence of monic orthogonal polynomials with respect to the
inner product (1), a direct consequence of (2) is that {Pn(x)}∞n=0 satisfies a three
term recurrence relation
Pn+1(x) = (x− ηn)Pn(x)− γnPn−1(x), n ≥ 0, (3)
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ηn =
1
‖Pn‖2µ
∫
I
xP 2n(x)dµ(x), γn =
‖Pn‖2µ
‖Pn−1‖2µ
, γ0 = |µ| = µ(I),
with initial conditions P−1(x) = 0 and P0(x) = 1.
Equivalently, we can rewrite (3) in terms of a linear difference equation of order
two as
τn+1Yn+1 = (x− ηn)Yn − τnYn−1, τ2n = γn, n ≥ 0, (4)
with initial conditions Y−1 = 0 and Y0 = 1. It is well known that the set of solu-
tions of (4) is a bidimensional linear space. Of course one solution is {pn}∞n=0 where
pn = ‖Pn‖−1µ Pn(x). Another linearly independent solution, is the (not necessarily
monic) polynomial p
[1]
n−1 (deg(p
[1]
n−1) = n − 1) that can be obtained from (4) with
the initial conditions Y−1 = 1 and Y0 = 0. In the theory of orthogonal polynomials
the sequence {p[1]n }∞n=0 is often called sequence of first associated, numerator or sec-
ond kind polynomials with respect to the sequence of monic orthogonal polynomials
{Pn}∞n=0.
The recursion (3) plays an important role in the study of analytic and algebraic
properties of orthogonal polynomials. In fact, this three term recurrence relation
characterizes the orthogonality with respect to a measure. This result is known in
the literature as Favard theorem (see [5]) and states that if a sequence of monic
polynomials {Pn}∞n=0 satisfies a three–term recurrence relation as (3), with ηn ∈ R
and γn ∈ R+, then there exists a positive Borel measure µ such that {Pn}∞n=0 is
orthogonal with respect to the inner product (1).
Note that P
[1]
n = |µ|−1p[1]n is a sequence of monic polynomials satisfying the three
term recurrence relation
P
[1]
n+1(x) = (x− ηn+1)P [1]n (x)− γn+1P [1]n−1(x), n ≥ 0, (5)
with initial conditions P
[1]
−1 = 0 and P
[1]
0 = 1. According to the Favard theorem there
exists a positive Borel measure ν such that {P [1]n }∞n=0 is orthogonal with respect to
the inner product
〈f, g〉ν :=
∫
I
f(x)g(x)dν(x) (6)
(see [12]).
It is well known that {Pn} and {P [1]n } satisfy
(1) P
[1]
n (z) =
1
|µ|
∫
I
Pn+1(z)− Pn+1(x)
z − x dµ(x).
(2) If I is a bounded interval,
P
[1]
n−1(z)
Pn(z)
⇒
n→∞
1
|µ|
∫
I
dµ
z − x , uniformly on compact
subsets of C \ supp(µ) (Markov theorem).
(3) ν is an absolutely continuous measure with respect to µ (see [9, Theorem 3]).
(4) Every solution of (4) can be written as yn = A(x)Pn(x)+B(x)P
[1]
n−1(x), where
A(x) and B(x) are functions which can be explicitly given in terms of the
initial conditions of (4).
In [2] the author proved that a sequence of polynomials satisfying a higher order
recurrence relation is closely related to a sequence of matrix polynomials satisfying a
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three term recurrence relation and that Favard’s theorem for matrix polynomials and
Favard’s theorem for polynomials satisfying such a higher order recurrence relation
are the same. Indeed, if {rn}∞n=0 is a sequence of polynomials satisfying a recur-
rence relation like xNrn(x) = cn,0rn(x) +
∑N
k=1(cn,krn−k(x) + cn+k,krn−k(x)) where
(cn,N )
∞
n=0 is a nonvanishing real sequence and (cn,k)
∞
n=0, with 0 ≤ k ≤ N − 1, are
real numbers, assuming, as a convention, that if k < 0 then cn,k = rk(x) = 0. Notice
that for N = 1, we get the three term recurrence relation (3). It is easy to prove
that if the multiplication operator TN defined in the linear space of polynomials P
by TNp(x) = x
Np(x) is selfadjoint for an inner product B, then the set of orthonor-
mal polynomials with respect to B satisfies a 2N + 1 recurrence relation. In [2] the
integral representation for such an inner product is deduced. A characterization of
general (non diagonal) discrete Sobolev inner products is given in an elegant way
using that in such a case B(TNp(x),T1q(x)) = B(T1p(x),TNq(x)). In particular,
the diagonal case appears if and only if the extra condition B(xk, xm) = B(1, xm+k),
when 1 ≤ k,m ≤ N − 1 and k 6= m, holds.
Later on, in [3], by considering a general polynomial multiplication operator, the
authors show that discrete Sobolev orthogonal polynomials are related to orthogonal
matrix polynomials and they obtain the orthogonality matrix measure in terms of
the parameters in the inner product. The advantage of this approach using matrix
orthogonal polynomials is that the orthogonality conditions no longer require the
evaluation of a function and their derivatives at several points.
On the other hand, in [4] the authors characterized discrete Sobolev inner products
using another approach. The support of the discrete part of such an inner product is
also deduced.
The aim of this paper is to analyze the set of solutions of the fourth order linear
difference equation defined by the above five term recurrence relation when N = 2
and we assume that the bilinear functional B is defined by a particular case of discrete
Sobolev inner product. We obtain a polynomial basis of such a linear subspace using
a generalization of associated polynomials of order k with k = 1, 2, 3, for the sequence
of discrete Sobolev orthonormal polynomials. This approach is quite different of the
presented in [8] based on the generalization of the Taylor expansion of the above
orthonormal polynomials.
The structure of the manuscript is as follows. In Section 2 we consider the five term
recurrence relation that a sequence of monic polynomials, orthogonal with respect to
a discrete Sobolev inner product, satisfies. We obtain a basis for the space of solu-
tions of the corresponding fourth order linear difference equation. In Section 3, the
location of the zeros of such orthogonal polynomials is deduced and we emphasize in
their interlacing properties. Section 4 is focused on Gauss Quadrature formulas asso-
ciated with the zeros of such orthogonal polynomials. Finally, in Section 5 we obtain
some convergence results for a sequence of rational functions whose denominators
are the above discrete Sobolev orthogonal polynomials. An estimate of their speed of
convergence is given.
3
2. Five–term recurrence relations
Let µ be a measure with the same properties as above and let introduce the Sobolev
inner product
〈f, g〉S :=
∫
I
f(x)g(x)dµ(x) + λf ′(0)g′(0), where λ ∈ R+, (7)
and the corresponding norm ‖f‖S =
√〈f, f〉S . Again it is straightforward to prove
that
〈x2f, g〉S = 〈f, x2g〉S . (8)
Hence, the sequence of monic orthogonal polynomials with respect to (7), {Qn}∞n=0,
satisfies a five term recurrence relation (see [1] and [11]). Notice that this is a partic-
ular case of the problem analyzed in [7], where recurrence relations for polynomials
orthogonal with respect to the discrete Sobolev inner product involving the kth order
derivative at the point x = 0
〈f, g〉S :=
∫
I
f(x)g(x)dµ(x) + λf (k)(0)g(k)(0), where λ ∈ R+, (9)
are studied.
Indeed,
Qn+2(x) = (x
2 − βn,0)Qn(x)− βn,1Qn+1(x)− βn,−1Qn−1(x)− α2nQn−2(x), (10)
with n ≥ 2, and the initial conditions
Q−2(x) = 0, Q−1(x) = 0,
Q0(x) = 1, Q1(x) = P1(x) = x− a,
where
a =
1
|µ|
∫
I
xdµ(x), αn =
||Qn||S
||Qn−2||S , and βn,k =
〈x2Qn, Qn+k〉S
||Qn+k||2S
, k = −1, 0, 1.
Let {Rn}∞n=0 be the sequence of monic orthogonal polynomials with respect to the
measure dµ2(x) = x
2dµ(x). We define for k ∈ N the kth associated polynomials
{R[k]n }∞n=0 by the recurrence relations
R
[k]
n+1(x) = (x− ηn+k,2)R[k]n (x)− γn+k,2R[k]n−1(x), (11)
ηn+k,2 =
1
‖Rn+k‖2µ2
∫
I
xR2n+k(x)dµ2(x), γn+k,2 =
‖Rn+k‖2µ2
‖Rn+k−1‖2µ2
, γ0,2 = |µ2| = µ2(I),
with initial conditions R
[k]
−1 = 0, R
[k]
0 = 1. Furthermore, the sequences of kth associ-
ated polynomials can be represented by the following formula (see [12, (2.13)])
R
[k]
n (x) =
1
mk
∫
I
Rn+k(x)−Rn+k(t)
x− t Rk−1(t) dµ2(t), for k ∈ N and n ≥ 2,
where mk =
∫
I
R2k−1(t) dµ2(t). Additionally, by R
[0]
n (x) we denote the polynomial
Rn(x). The next formula expresses the well-known relationship between kth associ-
ated polynomials
R
[k+1]
n−k (x)R
[k]
n−k(x)−R
[k]
n−k+1(x)R
[k+1]
n−k−1(x) =
n−k∏
i=1
γk+i,2 =
‖Rn‖2µ2
‖Rk‖2µ2
> 0. (12)
4
From the standard theory of orthogonal polynomials it is well known that a direct
consequence of (11) and (12) is that the polynomial R
[k]
n does not have common zeros
with the polynomials R
[k]
n−1 and R
[k+1]
n . Furthermore, from [12, (2.5)]
R
[i−1]
n (x) = (x− ηi−1,2)R[i]n−1(x)− γi,2R[i+1]n−2 (x). (13)
Now, we associate to the sequence {Qn}∞n=0 the next three sequences of polynomials
Q
[i]
n (x) =
1
mi
∫
I
Qn+i(x)−Qn+i(t)
x− t Ri−1(t) dµ2(t), (14)
for i = 1, 2, 3 and n ≥ 1. Additionally, by Q[0]n (x) we denote the polynomial Qn(x).
Note that Q
[i]
n is a monic polynomial of degree n, for i = 1, 2, 3.
Theorem 2.1. For n ≥ 3, the sequences of monic polynomials {Q[i]n }∞n=0, where
i = 0, 1, 2, 3, satisfy the following five term recurrence relations
Q
[i]
n+2(x) = (x
2 − βn+i,0)Q[i]n (x)− βn+i,1Q[i]n+1(x)− βn+i,−1Q[i]n−1(x)
−α2n+iQ[i]n−2(x), (15)
respectively, with initial conditions Q
[i]
−2 = Q
[i]
−1 = 0, Q
[i]
0 = 1, i = 0, 1, 2, 3, and
Q
[0]
1 (x) = P1(x),
Q
[i]
1 (x) =
1
mi
∫
I
Qi+1(x)−Qi+1(t)
x− t Ri−1(t) dµ2(t) for i = 1, 2, 3.
Proof . For i = 0 the recurrence relations (15) and (10) are the same. Suppose that
i = 1, 2 or 3, hence by (10)
x2Qn+i(x) = Qn+i+2(x) + βn+i,1Qn+i+1(x) + βn+i,0Qn+i(x)
+βn+i,−1Qn+i−1(x) + α2n+iQn+i−2(x),
t2Qn+i(t) = Qn+i+2(t) + βn+i,1Qn+i+1(t) + βn+i,0Qn+i(t)
+βn+i,−1Qn+i−1(t) + α2n+iQn+i−2(t).
Subtracting these two relations, multiplying both sides of the equation by
Ri−1(t)
mi(x− t)
and integrating on I with respect to dµ2(t), we get∫
I
x2Qn+i(x)− t2Qn+i(t)
mi(x− t) Ri−1(t) dµ2(t)
= Q
[i]
n+2(x) + βn+i,1Q
[i]
n+1(x) + βn+i,0Q
[i]
n (x) + βn+i,−1Q
[i]
n−1(x) + α
2
n+iQ
[i]
n−2(x).
Adding and subtracting x2Qn+i(t) in the numerator of the left side of the last
equation and using the orthogonality condition, for n ≥ 3 we get
1
mi
∫
I
x2Qn+i(x)− t2Qn+i(t)
x− t Ri−1(t) dµ2(t) = x
2Q
[i]
n (x).

Now, we recall the initial problem of this section, find a basis for the linear space
of the polynomial solutions of the recurrence relation (10). This recurrence relation
can be interpreted as a linear difference equation of fourth order in the following way:
Yn+2 = (x
2 − βn,0)Yn − βn,1Yn+1 − βn,−1Yn−1 − α2nYn−2, n ≥ 2, (16)
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where x is the parameter and Yn : N→ P is a polynomial solution of (16). Let S the
linear space of polynomial solutions of (16) with dimension 4. Consider the following
systems of polynomials
Yn,0 = Q
[0]
n (x), Yn,1 = Q
[1]
n−1(x), Yn,2 = Q
[2]
n−2(x) and Yn,3 = Q
[3]
n−3(x).
Theorem 2.2. The set of the four sequences {Yn,0}∞n=0, {Yn,1}∞n=0, {Yn,2}∞n=0,
{Yn,3}∞n=0 is a basis of S.
Proof . From Theorem 2.1 it is straightforward to prove that {Yn,k}∞n=0, k = 0, 1, 2, 3,
are solutions of (16), with initial conditions
Y0,0 = 1, Y1,0 = Q1(x), Y2,0 = Q2(x), Y3,0 = Q3(x).
Y0,1 = 0, Y1,1 = 1, Y2,1 = Q
[1]
1 (x), Y3,1 = Q
[1]
2 (x).
Y0,2 = 0, Y1,2 = 0, Y2,2 = 1, Y3,2 = Q
[2]
1 (x).
Y0,3 = 0, Y1,3 = 0, Y2,3 = 0, Y3,3 = 1.
Hence is easy to see that the solutions {Yn,0}∞n=0, {Yn,1}∞n=0, {Yn,2}∞n=0, and {Yn,3}∞n=0
are linearly independent. 
Theorem 2.3. For i = 0, 1, 2 or 3 and all n > 2 + i, the following relation holds
Q
[i]
n−i(x) = R
[i]
n−i(x) + anR
[i]
n−i−1(x) + bnR
[i]
n−i−2(x), (17)
where
bn =
||Qn||2S
||Rn−2||2µ2
6= 0 and an ∈ R. (18)
Proof . For i = 0, (17) is a direct consequence of the orthogonality properties of Qn
with respect to 〈·, ·〉S and Rn with respect to 〈·, ·〉µ2 . Hence
Qn(x)−Qn(t) = (Rn(x)−Rn(t)) +an(Rn−1(x)−Rn−1(t)) + bn(Rn−2(x)−Rn−2(t)).
Multiplying both sides of the equation by
Ri−1(t)
mi(x− t) and integrating on I with respect
to the measure dµ2(t) we obtain (17) for i = 1, 2, 3. 
Corollary 2.4. For i = 0, 1, 2 or 3 and all n > 2 + i the following relation holds
Q
[i]
n−i(x) = (x− η˜n−1)R[i]n−i−1(x)− γ˜n−1R[i]n−i−2(x), (19)
where η˜n−1 = ηn−1,2−an and γ˜n−1 = γn−1,2−bn. Furthermore, the polynomials Q[i]n−i
and R
[i]
n−i−1 are coprime.
Proof . From (11), R
[i]
n−i(x) = (x − ηn−1,2)R[i]n−i−1(x) − γn−1,2R[i]n−i−2(x) and sub-
stituting R
[i]
n−i(x) in (17) we have (19). Note that γ˜n−1 = ‖Rn−2‖−2µ2 Cn,1 6= 0 and
obviously the polynomials Q
[i]
n−i and R
[i]
n−i−1 are coprime. 
Theorem 2.5. The following relation holds
Q
[i+1]
n−i−1(x)R
[i]
n−i−1(x)−Q[i]n−i(x)R[i+1]n−i−2(x) = Cn,i 6= 0, n ≥ 3, (20)
where Cn,i =
‖Rn−1‖2µ2 − ‖Qn‖2S
‖Ri‖2µ2
, i = 0, 1, 2, 3.
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Proof . If Λn,i = Q
[i+1]
n−i−1(x)R
[i]
n−i−1(x)−Q[i]n−i(x)R[i+1]n−i−2(x), multiplying (17) for i+1
by R
[i]
n−i−1(x) and (17) by R
[i+1]
n−i−2(x), taking the difference between these expressions
and using (12)
Λn,i = R
[i+1]
n−i−1(x)R
[i]
n−i−1(x)−R[i]n−i(x)R[i+1]n−i−2(x)− bnR[i]n−i−2(x)R[i+1]n−i−2(x)
+bnR
[i+1]
n−i−3(x)R
[i]
n−i−1(x) =
n−1∏
k=i+1
γk,2 − bn
n−2∏
k=i+1
γk,2.
From (12) and (18), we get the above expression of Cn,i. Now, suppose that there
exists n0 ∈ N such that Cn0,i ≡ 0 or, equivalently,
Q
[i+1]
n0−i−1(x)R
[i]
n0−i−1(x) = Q
[i]
n0−i(x)R
[i+1]
n0−i−2(x) (21)
Taking into account Corollary 2.4 and (11), the polynomial R
[i]
n0−i−1 doesn’t have
common zeros with the polynomials R
[i+1]
n0−i−2 and Q
[i]
n0−i. Evaluating (21) in any zero
of R
[i]
n0−i−1 we have a contradiction. Hence Cn,i 6= 0. 
3. Zero location and interlacing
In this section we consider a Sobolev inner product as (7) where the measure µ is
supported on a interval I = [α, β] with β ≤ 0. The zero location of orthogonal
polynomials with respect to this inner product was studied in [1, 6, 10, 11], where
the authors proved that the zeros of the polynomial Qn are real, simple, and at least
n − 1 of them belong to the interior of I. We will summarize some of the results of
such contributions which will be very useful in the sequel.
Let {Rn(x)}∞n=0 be monic orthogonal polynomial sequence with respect to the mea-
sure dµ2(x) = x
2dµ(x), that is,
(i) deg(Rn(x)) = n,
(ii) 〈Rn, Rm〉µ2 =
∫
I
Rn(x)Rm(x)dµ2(x) = κnδn,m, with κn > 0 for all n ∈ N.
Lemma 3.1. [6] Assume that β ≤ 0. If the orthogonality interval I of the monic
orthogonal polynomial sequence {Pn}∞n=0 is lower bounded then there exists
n0 ∈ N such that Qn(0) < 0 ∀n ≥ n0,
and the zeros xn,i, i = 1, . . . , n, of Qn(x) satisfy the following separation property:
zn−1,1 < xn,1 < zn−1,2 < xn,2 · · · < zn−1,n−1 < xn,n−1 < β ≤ 0 < xn,n
where zn−1,1 < zn−1,2 < · · · < zn−1,n are the zeros of Rn−1.
Lemma 3.2. [1], [6] If I is a bounded interval and Qn(0) < 0, then
0 < xn,n <
−α
n− 1 .
So, xn,n converges to zero.
Lemma 3.3. Let {Qn(x)}∞n=0 be the monic orthogonal polynomial sequence associ-
ated with the Sobolev product (7), then
λQ′n(0) = −
∫
I
xQn(x)dµ(x).
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With these assumptions, we get
Theorem 3.4. The zeros of the polynomial Q
[i]
n separate the zeros of the polynomial
Q
[i+1]
n−1 , i = 0, 1, 2, in the following way
x
[i]
n,1 < x
[i+1]
n−1,1 < x
[i]
n,2 < x
[i+1]
n−1,2 < x
[i]
n,3 < · · · < x[i+1]n−1,n−1 < x[i]n,n, (22)
where x
[i]
n,1 < x
[i]
n,2 < · · · < x[i]n,n and x[i+1]n−1,1 < x[i+1]n−1,2 < · · · < x[i+1]n−1,n−1 are the zeros
of Q
[i]
n and Q
[i+1]
n−1 , respectively.
Proof . It is enough to prove the result for i = 0.
Then from (20) and Lemma 3.1
xn,0 = −1 < zn−1,1 < xn,1 < zn−1,2 < xn,2 < · · · < zn−1,n−1 < 0 < xn,n,
we have that
Q
[1]
n−1(xn,k)Rn−1(xn,k) = Q
[1]
n−1(xn,k+1)Rn−1(xn,k+1), k = 0, . . . , n− 1.
As it is very well known, Rn−1(xn,k) and Rn−1(xn,k+1) have opposite signs. So,
Q
[1]
n−1(xn,k) and Q
[1]
n−1(xn,k+1) also have opposite signs, then Q
[1]
n−1 has one zero be-
tween xn,k and xn,k+1. Q
[1]
n−1 cannot have more than one zero between xn,k and xn,k+1.
Then we have (22). 
4. Gauss Jacobi Quadrature Formulas
Theorem 4.1. Let Qn(x) be the monic orthogonal polynomial of degree n with re-
spect to the Sobolev inner product (7) and xn,1 < xn,2 < · · · < xn,n its zeros. Then
for all polynomial of degree at most 2n− 3, P2n−3(x), we have∫
I
P2n−3(x)dµ2(x) =
n∑
i=1
λn,iP2n−3(xn,i), (23)
where
λn,i =
∫
I
Qn(x) dµ2(x)
Q′n(xn,i) (x− xn,i)
. (24)
Proof . Let Ln−1 be the Lagrange polynomial that interpolates P2n−3(x) in the n
zeros of the monic orthogonal polynomial Qn, i. e.,
Ln−1(x) =
n∑
i=1
P2n−3(xn,i) Qn(x)
Q′n(xn,i)(x− xn,i)
.
Then
x2P2n−3(x)− x2Ln−1(x) = x2Qn(x) sn−3(x) ,
where sn−3 is a polynomial of degree at most n− 3. From the orthogonality∫
I
x2(P2n−3(x)− Ln−1(x))dµ(x) =
∫
I
x2Qn(x) sn−3(x)dµ(x) = 0.
Then ∫
I
P2n−3(x)dµ2(x) =
n∑
i=1
P2n−3(xn,i)
(∫
I
Qn(x) dµ2(x)
Q′n(xn,i)(x− xn,i)
)
.
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Let us consider the particular case, for k = 1, . . . , n− 1, when
P2n−3(x) =
(
Qn(x)
Q′n(xn,k)(x− xn,k)
)2
1
x− xn,n .
Thus ∫
I
(
Qn(x)
Q′n(xn,k)(x− xn,k)
)2
1
x− xn,n dµ2(x) =
λn,k
xn,k − xn,n .
In other words,
λn,k =
∫
I
(
Qn(x)
Q′n(xn,k)(x− xn,k)
)2 xn,k − xn,n
x− xn,n dµ2(x) > 0; k = 1, . . . , n− 1.
For k = n, let consider the polynomial
P2n−3(x) =
(
Qn(x)
Q′n(xn,n)(x− xn,n)
)2
1
x− xn,1 .
We have that∫
I
(
Qn(x)
Q′n(xn,n)(x− xn,n)
)2
1
x− xn,1 dµ2(x) =
λn,n
xn,n − xn,1 ,
or, equivalently,
λn,n =
∫
I
(
Qn(x)
Q′n(xn,n)(x− xn,n)
)2
xn,n − xn,1
x− xn,1 dµ2(x).
5. Markov Theorem
Proposition 5.1. Let {Qn(x)}∞n=0 be the monic orthogonal polynomial sequence
with respect to the Sobolev inner product (7). If I = [α, β], β < 0, is bounded, then
Q
[1]
n−1(x)
Qn(x)
=
n∑
k=1
λn,k
|µ2|(x− xn,k) ,
where λn,k are the Christoffel coefficients defined by (24), xn,k with k = 1, ..., n, are
the zeros of Qn, and |µ2| is the moment of seconder order with respect to the measure
µ.
Proof . I is bounded, then from the previous results we have that the zeros of Qn are
simple and at least n− 1 are in the interior of I. Thus
Q
[1]
n−1(x)
Qn(x)
=
n∑
k=1
bn,k
x− xn,k with bn,k = limx→xn,k(x− xn,k)
Q
[1]
n−1(x)
Qn(x)
.
But,
bn,k = lim
x→xn,k
(x− xn,k)
Qn(x)
Q
[1]
n−1(x) = limx→xn,k
(x− xn,k)
Qn(x)
lim
x→xn,k
Q
[1]
n−1(x)
=
1
|µ2|Q′n(xn,k)
∫
I
Qn(t)
t− xn,k t
2dµ(t) =
1
|µ2|
∫
I
Qn(t)
(t− xn,k)Q′n(xn,k)
t2dµ(t)
=
λn,k
|µ2| .
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Proposition 5.2. Under the hypotheses of Proposition 5.1, the sequence of rational
functions
{
Q
[1]
n−1(x)
Qn(x)
}∞
n=1
is uniformly bounded in C \ A where A is the convex hull
of the set of the zeros of all the polynomials Qn(x), n > 0.
Proof . First, we prove that
n−1∑
k=1
λnk ≤ M |µ2|, with M > 1. For that, we use the
Gauss Jacobi Quadrature Formula when P2n−3(x) = −x+ xn,n. Thus,∫
I
x2(−x+ xn,n)dµ(x)︸ ︷︷ ︸
>0
=
n∑
k=1
λn,k(−xn,k + xn,n)
=
n−1∑
k=1
λn,k(−xn,k + xn,n).
But, by Lemma 3.1,
n−1∑
k=1
λn,k(−xn,k + xn,n) ≥ d
n−1∑
k=1
λn,k with d = |xn,n − β|
where β represents the right end point of I. So,
n−1∑
k=1
λn,k ≤ 1
d
∫
I
x2 (−x+ xn,n︸ ︷︷ ︸
≤d′
)dµ(x)

where d′ = |xn,n − α| and α denotes the left end point of I.
Then we have that
n−1∑
k=1
λnk ≤ d
′
d
|µ2|.
Now, to prove that the sequence
{
Q
[1]
n−1(x)
Qn(x)
}∞
n=1
is uniformly bounded, we choose a
compact set K ⊂ C \ A. By Proposition 5.1 we have that∣∣∣∣∣Q
[1]
n−1(x)
Qn(x)
∣∣∣∣∣ =
∣∣∣∣∣
n∑
k=1
λn,k
|µ2|(x− xn,k)
∣∣∣∣∣ ≤
∣∣∣∣∣
n−1∑
k=1
λn,k
|µ2|(x− xn,k)
∣∣∣∣∣+
∣∣∣∣ λn,n|µ2|(x− xn,n)
∣∣∣∣
≤ 1
D|µ2|
(
2
n−1∑
k=1
λn,k − |µ2|
)
≤ 1
D
(
2
d′
d
− 1
)
, where D = min
x∈A
y∈K
|x− y|.
Notice that D > 0 since K is a compact set and A is a closed set. 
Definition 5.3. Let µ be a positive Borel measure supported on I. The Markov
type function associated with µ is the function
µ˜(x) =
1
|µ2|
∫
I
t2dµ(t)
x− t .
The next result gives a relation between the Markov type functions, the monic or-
thogonal polynomials with respect to the Sobolev inner product (7) and its associated
polynomials of the first kind for i = 1.
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Proposition 5.4. Let µ be a positive Borel measure supported on I and Qn(x)
and Q
[1]
n−1(x) defined as above. Then
µ˜(x)− Q
[1]
n−1(x)
Qn(x)
=
1
|µ2|
∫
I
Qn(t)
Qn(x)
t2dµ(t)
x− t = O
(
1
x2n−1
)
.
Proof . Using the definition of Q
[1]
n−1(x), we have
Q
[1]
n−1(x) =
1
|µ2|
∫
I
Qn(x)−Qn(t)
x− t t
2dµ(t)
= Qn(x)
1
|µ2|
∫
I
t2
x− tdµ(t)−
1
|µ2|
∫
I
Qn(t)t
2
x− t dµ(t)
= Qn(x)µ˜(x)− 1|µ2|
∫
I
Qn(t)t
2
x− t dµ(t).
Thus,
Q
[1]
n−1(x)
Qn(x)
= µ˜(x)− 1|µ2|
∫
I
Qn(t)
Qn(x)
t2dµ(t)
x− t .
From this last relation we have the first equality. To obtain the second one we use
the orthogonality condition〈
Qn(t),
(Qn−2(x)−Qn−2(t))t2
|µ2|(x− t)
〉
S
= 0.
From this we get∫
I
Qn(t)
Qn−2(x)−Qn−2(t)
|µ2|(x− t) t
2 dµ(t) = 0
1
|µ2|
∫
I
Qn(t)Qn−2(x)t2
x− t dµ(t) =
1
|µ2|
∫
I
Qn(t)Qn−2(t)t2
x− t dµ(t)
1
|µ2|
∫
I
Qn(t)
Qn(x)
t2
x− t dµ(t) =
1
|µ2|
∫
I
Qn(t)Qn−2(t)
Qn(x)Qn−2(x)
t2
x− t dµ(t).

Theorem 5.5. (Markov’s Theorem) Let assume that I is a compact set. Then the
sequence of rational functions
{
Q
[1]
n−1(x)
Qn(x)
}∞
n=1
is uniformly convergent to µ˜ in every
compact subset of C \ A where A is convex hull of the set of the zeros of Qn(x) for
every n > 0.
Proof . From the second equality in Proposition 5.4 we have that
µ˜(z)− Q
[1]
n−1(z)
Qn(z)
= O
(
1
z2n−1
)
, z →∞ .
Let us consider
lρ = {z : |ϕ(z)| = ρ} ,
where ϕ is the conformal representation of C \ A onto {w ∈ C : |w| > 1} such that
ϕ(∞) =∞, ϕ′(∞) > 0. Of course,
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µ˜(z)− Q
[1]
n−1(z)
Qn(z)
ϕ2n−1(z)
∈ H(C \ A) ,
since ϕ has a simple zero at z =∞. On the other hand,
sup
z∈lρ
∣∣∣∣∣∣∣∣∣∣
µ˜(z)− Q
[1]
n−1(z)
Qn(z)
ϕ2n−1(z)
∣∣∣∣∣∣∣∣∣∣
≤ Clρ
ρ2n−1
,
since the sequence
{
Q
[1]
n−1(z)
Qn(z)
}∞
n=1
is uniformly bounded over compact subsets of
C \ A. According to the maximum principle, the function is bounded in every disk
Dρ = {z : |ϕ(z)| < ρ}.
Let K be any compact set on C \ A. Taking ρ close enough to 1, we have that
K ⊂ Dρ and, then, for z ∈ K
sup
z∈K
∣∣∣∣∣µ˜(z)− Q
[1]
n−1(z)
Qn(z)
∣∣∣∣∣ ≤ Clρρ2n−1 supz∈K |ϕ(z)|2n−1
= Clρ
(‖ϕ‖K
ρ
)2n−1 −→
n→∞ 0 , (25)
which proves the statement. 
We shall notice that we can estimate the speed of convergence in the above rational
approximation.
Indeed, taking the 2nth root in (25) we get
lim sup
n
∥∥∥∥∥µ˜(z)− Q
[1]
n−1(z)
Qn(z)
∥∥∥∥∥
1/2n
K
≤ ‖ϕ‖K
ρ
,
for all ρ sufficiently close to 1. Finally, taking into account that ρ converges to 1, we
obtain
lim sup
n
∥∥∥∥∥µ˜(z)− Q
[1]
n−1(z)
Qn(z)
∥∥∥∥∥
1/2n
K
≤ ‖ϕ‖K < 1 . (26)
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