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1 The Introduction
In the 22nd episode of ninth season of famous TV series The Simpsons called Trash
of the Titans, Homer Simpson stands as a candidates for Sanitation Commissioner,
who is responsible for the waste management in the city. During his campaign he
invades U2’s concert. Fans are angry, but the frontman of this band Bono Vox
supports Homer by sending words to booing fans: Hold on people, he’s talking about
waste management! That affects the whole damn planet!
Even though, we cannot agree with Homer’s way of management of the collection
service after the win in the elections, we agree with Bono’s words.
Waste management is an important process in today’s society. It is related to
many areas of industry and it has a big impact on lots of ecological aspects. There-
fore, a society should make an effort to make this process as effective as possible.
It is impossible to optimize it as the whole process due to its enormous complexity
and different standpoints of the problem. However, there are many opportunities
for usage of optimization in specific parts of waste management.
Many mathematical models have been developed in the field of waste manage-
ment, the model from my bachelor thesis [1] belongs to them. The model was focused
on a modelling of the transportation of the waste in the Czech Republic in the fu-
ture. Later, this model has been improved in the collaboration with the Institute
of Process and Environmental Engineering (UPEI), Brno University of Technology.
The model was named NERUDA. It takes into consideration different situtations
of future conditions, especially possible locations of new incineration plants. The
model was developed for a decision-making support for planning and investments in
waste management and published in [2]. The transportation of the waste is modelled
by network flow. It enables us to get an overview of different possible situations in
the waste management in the Czech Republic. It works on assumptions that the
waste have already been collected in towns.
This diploma thesis provides a closer look to waste collection, so it fills the gap
from the bachelor thesis. Waste collection is basically the first part of the waste
management chain. Optimization of waste collection means to effectively choose
routes for vehicles in a collection planning. A plan is built for a horizon consisting
of several days (usually a week or two). Then, it is periodically repeated. Therefore,
an assignment of streets to days when the waste is collected, also belongs to decisions
that should be made in the effective way.
The model is based on requirements from a real process of waste collection. It
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was discussed with the managing director of services in Jihlava and specialists from
UPEI. This thesis contributes to research project No. TE02000236Waste-to-Energy
(WtE) Competence Centre financial supported by Technology Agency of the Czech
Republic.
Let us consider content of thesis now. Next chapter provides mathematical back-
ground, which is later used in this thesis. Chapter 3 introduces routing problems in
general and sums up a basic solution methodology for dealing with them. Special
attention is dedicated to genetic algorithms. In Chapter 4, the optimization problem
is formulated, requirements from real world were taken into consideration. In Chap-
ter 5, an algorithm called POPELAR is described. It was developed for optimizing
a waste collection. It is based on genetic search and its description and implemen-
tation in C++ (the source code is available on the attached CD) is a crucial part of
this thesis. Some computational results are shown in Chapter 6. Chapter 7 provides
an overview of possible extensions that can be included into the model. Also related
problems and improvements for dealing with too large instances are discussed.
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2 Mathematical Background
In this chapter, we introduce the mathematical apparatus, which is used in this the-
sis. Most of the work included in this thesis is based on two mathematical disciplines:
Graph Theory and Optimization (alternatively Mathematical Programming). Nei-
ther of the sections gives a complete overview of the discipline. Only ideas that are
later used are described in more detail. More ideas, algorithms and details can be
found in referenced literature.
2.1 Graph Theory
The founder of modern Graph Theory is considered Swiss mathematician Leon-
hard Euler (1707-1783), who published a paper on famous problem The Bridges
of Königsberg in 1736. The inhibitans of Königsberg, now called Kalingrad, were
debating whether there existed a closed walk that crossed exactly once each of the
seven bridges of the river Pregel. Euler proved that no such walk could exist. Nice
overview of this problem in the historical and geographical context is available in [3].
Graphs are mathematical structures used to model pairwise relation between
objects. They have many applications in the real world. In this thesis, as same as
in problem of seven bridges in Königsberg, graphs are used for modelling a street
network. Graphs are one of the prime objects in discrete mathematics and a lot of
problems in computer science is based on the Graph Theory. Thus, many algorithms
for different problems were developed. Some of them are used in this thesis for
preprocessing of street network data. We start with precise definitions that are later
used in the algorithms. Definition were mostly taken from [4], sometimes notation
was changed.
An undirected graph 𝐺 is a triple consisting of a nonempty vertex set 𝑉 =
(𝑣1, 𝑣2, . . . , 𝑣𝑛), an edge set (disjoint from 𝑉 ) 𝐸 = (𝑒1, 𝑒2, . . . , 𝑒𝑚) and a relation Ψ
that associates with each edge the set of two vertices (𝑣1, 𝑣2) ∈ 𝑉 . These vertices
are called endpoints of an edge. We write 𝐺 = (𝑉,𝐸,Ψ), but usually we use shorter
notation 𝐺 = (𝑉,𝐸). When we want to emphasize the edge does not differentiate
between its endpoints, we use term undirected edge.
A directed graph or digraph is intuitively a graph where the orientation of edges
is considered. Formally, in the definition of the graph stated above, we require a
relation Ψ to associate with each edge 𝑒, ordered pair (𝑣1, 𝑣2) of vertices. We call
such edges directed edges or arcs. Therefore, to emphasize that we are dealing with
directed graphs we write 𝐺 = (𝑉,𝐴,Ψ) or 𝐺 = (𝑉,𝐴).
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When two vertices 𝑣1, 𝑣2 are endpoints of an edge, we say 𝑣1 and 𝑣2 are adjacent.
The possibility that two endpoints of an edge are the same vertex is not excluded.
When it happens, we call this edge a loop. The loop can be both directed or
undirected depending on type of graph.
A graph that contains both undirected edges and directed edges (arcs) is called
multigraph. We write 𝐺 = (𝑉,𝐸 ∪ 𝐴).
We say a graph is simple if it has no parallel edges (arcs with opposite direction
are not included) or loops.
Let a real number 𝑤(𝑒) be associated with each edge 𝑒 of 𝐺, called its weight.
Then 𝐺, together with these weights on its edges, is called a weighted graph.
Weighted graphs occur frequently in applications. Many different weights can be
associated with a graph representing a street network, for example the lenth of the
street, the time needed to traverse it, etc. Therefore, different notations are used
depending on the meaning. For example, 𝑑(𝑒) stands for the length of an edge 𝑒 (𝑑
as a distance of its endpoints).
2.1.1 Representation of graphs
Graphs can be represented graphically by drawing a point for each vertex and repre-
senting each edge by a curve connecting its endpoints - this is shown in Figure 2.1a.
This representation is very understandable for people, but unsuitable for computers.
Thus, some computational represenations were designed for this purpose, for
example adjacency-list representation, which is useful especially for sparse graphs
(those for which |𝐸| is much less than |𝑉 |2). It is not described in this thesis, because
it is not used later in the model, more details can be found in [5].
In this thesis the adjacency-matrix represenation is used. Let 𝐺 = (𝑉,𝐸) be
a simple undirected graph (loops can be included) with a set of vertices 𝑉 =
(𝑣1, 𝑣2, . . . , 𝑣𝑛). Then the adjacency-matrix representaion of graph 𝐺 consists of
a 𝑛× 𝑛 matrix 𝐴 = (𝑎𝑖𝑗) such that
𝑎𝑖𝑗 =
⎧⎨⎩ 1 if (𝑣𝑖, 𝑣𝑗) ∈ 𝐸0 otherwise
When 𝐺 is a weighted graph with weight function 𝑤, we can simply modify the
adjacency-matrix to store the weigths as well. When we replace 1 by the corre-
sponding weight in the matrix, i.e. 𝑎𝑖𝑗 = 𝑤(𝑣𝑖, 𝑣𝑗), we obtain a new matrix that
provides us with information of existing edges and their weights. If an edge does
not exist, we can use a value such as 0 or ∞, depending on the specific application.
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(a)
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 2 3 4 5 6
1 0 1 0 1 0 0
2 0 0 0 0 1 0
3 0 0 0 0 1 1
4 0 1 0 0 0 0
5 0 0 0 1 0 0
6 0 0 0 0 0 1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(b)
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 2 3 4 5 6
1 0 7 0 2 0 0
2 0 0 0 0 6 0
3 0 0 0 0 4 5
4 0 1 0 0 0 0
5 0 0 0 3 0 0
6 0 0 0 0 0 2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(c)
Fig. 2.1: The demonstration of different graph representation: (a) graphical repre-
sentation, (b) adjacency-matrix representation, (c) modified adjacency-matrix with
weights.
The demonstration of the adjacency-matrix and adjacency matrix with weights is
shown in Figures 2.1b and 2.1c.
It is obvious that for undirected graphs the adjacency-matrix is symmetric. Thus,
sometimes only upper triangular matrix can be used (a matrix where values below
the main diagonal are zero) to provide us with sufficient information. In this case
it should be emphasized that 𝐺 is undirected.
2.1.2 Shortest path problem
As mentioned above, graphs are used in this thesis for representation of a street
network, where edges represent streets (road segments) and vertices represent cross-
roads. The task of the model is to find an optimal movement pattern of vehicles in
this street network (exact formulation is provided later). Usually it is possible to
obtain this graph by using a propriet geographical software.
It is useful to do some preprocessing on this graph, especially to compute the
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complete distance matrix. In this matrix each position (𝑖, 𝑗) tells us how far it is
from vertex 𝑣𝑖 to vertex 𝑣𝑗 by considering the shortest way. Solving this problem
belongs to the shortest path problem. Special algorithms were developed to deal with
this issue. First, there some definitions are necessary.
A path 𝜂 from 𝑢 to 𝑣 is a sequence 𝜂 = (𝑢 = 𝑣0, 𝑒1, 𝑣2, 𝑒2, . . . , 𝑒𝑘, 𝑣𝑘 = 𝑣), where
all edges are distinct and all vertices are distinct (with the possible exception of 𝑣0
and 𝑣𝑘 being the same), and for all edges 𝑒𝑖 = (𝑣𝑖−1, 𝑣𝑖). We use the symbol 𝑢
𝜂−→ 𝑣.
Let us assume a weighted graph 𝐺 and its path 𝜂 = (𝑢 = 𝑣0, 𝑒1, 𝑣2, 𝑒2, . . . , 𝑒𝑘, 𝑣𝑘 =
𝑣) with weights 𝑤(𝑒𝑖). The weight 𝑤(𝜂) of path 𝜂 is:
𝑤(𝜂) =
𝑘∑︁
𝑖=1
𝑤(𝑒𝑖) (2.1)
The shortest-path weight 𝛿(𝑢, 𝑣) from 𝑢 to 𝑣 is defined as follows:
𝛿(𝑢, 𝑣) =
⎧⎨⎩ min{𝑤(𝜂) : 𝑢
𝜂−→ 𝑣} if there is a path from 𝑢 to 𝑣
∞ otherwise
The shortest path from vertex 𝑢 to 𝑣 is then defined as any path 𝜂 with weight
𝑤(𝜂) = 𝛿(𝑢, 𝑣).
Now we introduce an algorithm for finding the shortest path between all pairs of
nodes. This algorithm is known as the Floyd-Warshall algorithm (FW). It is worth
mentioning that there are other algorithms proposed for finding the shortest path.
Some of them are designed to solve single-source shortest path, i.e. the shortest paths
from one specific vertex to others. Best known from of class is probably Dijkstra’s
or Bellman-Ford algorithms. Their description can be found in [5]. Anyway, we are
trying to solve the all-pairs shortest path problem. Even in this class there are other
algorithms. As we have said, we decided to use the Floyd-Warshall algorithm. It is
described in detail in [5]. We only mention the basic principle.
Let us assume we have a weighted directed graph 𝐺 = (𝑉,𝐴) with 𝑛 vertices.
Further, we assume all weights to be possitive and all vertices reachable from any
other vertices, i.e. a path from 𝑢 to 𝑣 exists for all 𝑢,𝑣 from 𝑉 . These assumptions
are stricter than those stated in originally proposed FW (where for example not all
weights have to be positive, only negative-weight cycles cannot be included), but
they correspond to our requirements for the street network.
FW computes from the original graph (represented by its adjacency matrix 𝐴)
the new 𝑛× 𝑛 shortest-distance matrix 𝐷 = (𝑑𝑖𝑗), where 𝑑𝑖𝑗 is the value of shortest
path weight from vertex 𝑣𝑖 to 𝑣𝑗. Together with the distance matrix the predecessor
matrix Π = (𝜋𝑖𝑗) is computed.
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FW is based on dynamic programming principle (more about dynamic program-
ming in [6]) and the solution is obtained by recursive function. Let 𝑑(𝑘)𝑖𝑗 be the weight
of the shortest path from vertex 𝑣𝑖 to vertex 𝑣𝑗 for which all intermediate vertices
are in the set {𝑣1, 𝑣2, . . . , 𝑣𝑘}. When 𝑘 = 0 there is no intermediate vertex, and
hence 𝑑(0)𝑖𝑗 = 𝑤𝑖𝑗. In this case 𝑤𝑖𝑗 = 0 for 𝑖 = 𝑗 amd 𝑤𝑖𝑗 =∞ if an arc from 𝑣𝑖 to 𝑣𝑗
does not exist. We define 𝑑(𝑘)𝑖𝑗 recursively by
𝑑
(𝑘)
𝑖𝑗 =
⎧⎨⎩ 𝑤𝑖𝑗 if 𝑘 = 0min{𝑑(𝑘−1)𝑖𝑗 , 𝑑(𝑘−1)𝑖𝑘 + 𝑑(𝑘−1)𝑘𝑗 } otherwise
Since for any path, all intermediate vertices are in the set {𝑣1, 𝑣2, . . . , 𝑣𝑛}, the
matrix 𝐷 = 𝐷(𝑛) = (𝑑(𝑛)𝑖𝑗 ) gives the final answer: 𝑑
(𝑛)
𝑖𝑗 = 𝛿(𝑣𝑖, 𝑣𝑗) for all 𝑖, 𝑗 ∈ 𝑉 .
The predecessor matrix Π = (𝜋𝑖𝑗) is designed to provide us with information
about vertices in the shortest path. 𝜋𝑖𝑗 = ℎ, where 𝑣ℎ is the vertex following 𝑣𝑖 on
the shortest path from 𝑣𝑖 to 𝑣𝑗.
Algorithm 1 Floyd-Warshall algorithm
1: Set 𝐷(0),Π(0)
2: for 𝑘 = 1 to 𝑛 do
3: for 𝑘 = 1 to 𝑛 do
4: for 𝑘 = 1 to 𝑛 do
5: if 𝑑(𝑘−1)𝑖𝑘 + 𝑑
(𝑘−1)
𝑘𝑗 < 𝑑
(𝑘−1)
𝑖𝑗 then
6: 𝑑(𝑘)𝑖𝑘 = 𝑑
(𝑘−1)
𝑖𝑘 + 𝑑
(𝑘−1)
𝑘𝑗
7: 𝜋(𝑘)𝑖𝑗 = 𝜋
(𝑘−1)
𝑖𝑘
8: else
9: 𝑑(𝑘)𝑖𝑘 = 𝑑
(𝑘−1)
𝑖𝑘
10: 𝜋(𝑘)𝑖𝑗 = 𝜋
(𝑘−1)
𝑖𝑗
11: end if
12: end for
13: end for
14: end for
15: return 𝐷 = 𝐷(𝑛) and Π = Π(𝑛)
Let us assume that 𝜂 is the shortest path from 𝑣1 to 𝑣𝑙 and 𝑘 is an intermediate
vertex included in this path. Then, the sequence of 𝜂 from 𝑣1 to 𝑣𝑘 is the shortest
path between these two vertices. Similarly the part of 𝜂 from 𝑣𝑘 to 𝑣𝑙 is the shortest
path from 𝑣𝑘 to 𝑣𝑙. This fact is used to reconstruct the sequence of vertices in the
shortest path from 𝑣𝑖 to 𝑣𝑗 from the predecessor matrix. First vertex in the path is
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clearly 𝑣𝑖, the index of the second vertex (let us denote it 𝑔) can be found in the
position 𝜋𝑖𝑗 = 𝑔. The index of the third vertex is then found in the position 𝜋𝑔𝑗 and
so on until the last index 𝑗 is reached.
The Π matrix can be computed together with 𝐷. In each iteration 𝑘, matrix
Π(𝑘) is evaluated by
𝜋
(𝑘)
𝑖𝑗 =
⎧⎨⎩ 𝜋
(𝑘−1)
𝑖𝑘 if 𝑑
(𝑘−1)
𝑖𝑘 + 𝑑
(𝑘−1)
𝑘𝑗 < 𝑑
(𝑘−1)
𝑖𝑗
𝜋
(𝑘−1)
𝑖𝑗 otherwise
The process starts with 𝜋(0)𝑖𝑗 = 𝑗. The Floyd-Warshall algorithm for finding 𝐷
and Π is shown in Algorithm 1.
2.2 Optimization
Optimization or Mathematical Programming is a discipline in mathematics, which is
used for increasing effectiveness of processes that can be written as a mathematical
program. It contains some given parameters and some decision variables that are
supposed to be set to such values that a function, called objective function, of those
decision variables and parameters returns the optimal value, i.e. maximum, or
minimum depending on the specific problem. There are also given relations between
parameters and variables called constraints. In general, optimization problem means
to find
argmin
𝑥∈𝑋
𝑓(𝑥),
where 𝑓 is a function
𝑓 : 𝑋 → R.
𝑋 is called a set of feasible solutions, in shorter notation the feasible set. Let us
assume that a function 𝑓(𝑥) has its minimum (it does not have to be always true)
𝑓 *(𝑥). Then by argmin𝑥∈𝑋 𝑓(𝑥) we mean the set {𝑥|𝑥 ∈ 𝑋 and 𝑓(𝑥) = 𝑓 *(𝑥)},
which is called the set of optimal solutions. The function is often defined on a larger
set than 𝑋, then the feasible set is often given by the set of constraints 𝑔𝑖. The
program can be written in the form:
minimize
𝑥
𝑓(𝑥)
subject to 𝑔𝑖(𝑥) ≤ 0, 𝑖 = 1, . . . ,𝑚.
(2.2)
Note: 𝑥 is a vector of variables 𝑥 = (𝑥1, 𝑥2, . . . , 𝑥𝑛). It is not marked as boldface
compared to more common notation. The reason is the effort to avoid boldface
notation when a clarity of the text is not jeopardized because of that.
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A problem with maximization of the objective function can be easily converted
into a minimization problem. Hence, we use only minimization for the description
of the problem.
Depending on properities of constraints 𝑔𝑖(𝑥), the objective function 𝑓(𝑥) and
𝑋, we call the program 2.2:
• linear (LP), if functions 𝑓 , all 𝑔𝑖 are linear and 𝑋 is convex polyhedron, see
[7].
• nonlinear (NP), if at least one function 𝑓 , 𝑔𝑖 is nonlinear, see [8].
• integer (IP) when decision variables are integers. When some of them are inte-
gers and some of them are continuous, then it is called mixed-integer program
(MIP).
Definitions of some of the terms that are used, e.g. convex set, convex polyhe-
dron, etc. are not stated in this thesis (they can be found in [7]). As we can see
next, the solution methodology of the problem formulated in Chapter 4 is not based
on exact methods, which require understanding of these terms.
The time needed to solve it significantly differs depending on the type of the
problem we are dealing with. For example LP with tens of thousands of variables
can be solved on personal computer, meanwhile for some integer programs (especially
those that belong to so-called NP-hard problems) even medium-sized instances are
not solvable in a reasonable time by exact methods.
Combinatorial optimization
A combinatorial optimization problem (COP) is a discrete optimization problem,
where we seek for an optimal solution in a finite set of solutions. This type of prob-
lem usually arises in the selection of a finite set of mutually exclusive alternatives.
Usually, the set of all possible solutions can be enumerated and their associated
objective values can be evaluated to determine an optimum solution. But unfortu-
nately, the number of solutions obtaines by the complete enumeration is usually too
huge for a moderate-sized problem.
COP is closely related to the IP. Most of COPs can be formulated as an integer
programs. Many IP formulations of different problems can be found in [9]. However,
as it is described below, many problems can be solved by methods for IP only for
small instances of problems. There are several methods for solving IP, its choice is
based on the type of problem. Best known is probably Branch and Bound method,
which is based on clever enumeration, where only the branches with the chance of
including an optimal solution are considered. We mention Branch and Cut and
Branch and Prize as other commonly used methods for IP. None of these methods
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is used for solving the problem formulated in Chapter 4. Thus, we do not describe
them in detail, but we just mention them for the overview.
As an example of COP we can mention a knapsack problem, the whole class
of routing problems or scheduling problems. One can found formulations of these
problems in most of textbooks on combinatorial optimization, for example [10].
Special class of COP are NP problems. NP stands for nondeterministic poly-
nomial time and it is a fundamental term in the computational complexity theory.
From the practical point of view, a problem from NP cannot be solved in a reason-
able time for larger instances by an exact method. It should be said better: An
algorithm capable of solving it is not known (since P = NP belongs to famous Seven
millennium problems1). More details related to this complexity classes can be found
in [11]. NP problems can be divided into another classes depending on whether the
verification of the optimality of the solution (when it is found or given) is reached
in a polynomial time. Problems whose solution can neither be found nor verified
in polynomial time are called NP-hard. Unfortunately, a problem formulated in
Chapter 4 of this thesis (similarly as most of routing problems) belongs to NP-hard
class.
To deal with these problems, heuristic approach is used. Heuristics are algo-
rithms that cannot guarantee the optimality of the solution and for larger instances
they most probabaly will not reach it. However, they can still provide a high-quality
solution that can increase effectiveness of a process. The research on heuristics is
very recent and still increasing computational power enables to develope more elab-
orated and more effective heuristics. These approaches are described in more detail
in the following chapter in the context of routing problems.
1Seven problem from mathematics stated by Clay Mathematics Institute. A correct solution to
any of the problems is awarded by US $1,000,000 prize. Six of those problems remain unsolved,
hypothesis P = NP belongs to them.
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3 Routing Problems
Enormous amount of goods and people is transported on daily basis in today’s
world from one place to another. It is related to many economical and ecologi-
cal aspects. The society (or particular companies) can reach huge savings in raw
materials, money, human sources, time, etc. by optimizing these processes.
Routing problems (RP) play a significant role in the area of logistics modelling.
Aim of RP is to choose the system of routes for a given task and assign them to an
available fleet of vehicles in the optimal way. Tasks can be interpreted in various
ways depending on a particular problem. Good examples are delivering goods to
stores, waste collection, snow plowing, etc. The optimal way usually means the
minimization of the cost of trips that are performed to satisfy customers. The cost
is a general term that can represent a pure geographical distance, a fuel consumption,
a cost where different economic evaluations are included (a crew, a fuel consumption,
a profit from serving, etc.). Customers is also used as a general term that can be
generalized from real specific customers (for example stores) to many different terms
that require a service, for example whole streets are customers in a waste collection
problem.
A street network is represented by a graph. Depending on the nature of the
generalized term customer, we can divide routing problems into two categories:
vehicle routing problem (VRP), where the customers are placed to vertices of the
graph. Meanwhile in arc routing problem (ARP) customers that demand a service,
are represented by the edges (or arcs) of the graph. Examples of each type are given
below.
We start with the most known and simplest problem of VRP, where the fleet of
vehicles for serving customers consists of one vehicle. The problem is called traveling
salesman problem (TSP). Even though the problem was formulated sooner, the first
scientific paper focused on TSP is considered [12], published in 1954 by George
Dantzig et al. The task of TSP is to perform a route on a graph in such way that
all customers are served and the route is as short as possible. This task is proved
to be NP-hard, therefore the size of the problem that can be solved to optimum in
a reasonable time is limited. Many researchers have been focusing on this problem
and many solution methods and special solvers for TSP were developed. To our best
knowledge, best results are obtained by solver Concorde [13]. It is capable of solving
instances up to several thousands of customers, taken into consideration the basic
formulation of the problem. TSP can be modified by different additional features
that are described below as extensions of VRPs in general (naturally, not all of them
are applicable for TSP, e.g. heterogenous fleet).
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The counterpart of TSP in arc routing is a chinese postman problem (CPP),
where the aim is to traverse all edges of the graph. More generalized problem is
called rural postman problem, where some edges which do not require service are
added. However, they can be used for traversing from one edge that requires service
to another. Also for these simplest versions of problem, exact methods can found
optimal solution for larger instances. However most of applications from the real
world require some additional constraints that should be included. In the next
section, we focus on generalizations of these simple problems.
3.1 Additional atributes of RP
In a problem of dispatching goods to a set of cusomers, companies usually own a
fleet of vehicles, which perform their trips. They start and end in one special vertex
called a depot. Capacities of vehicles are not unlimited and the cumulated demand
on each trip cannot exceed the capacity of a vehicle. Sometimes the time within the
trip must be performed is given. Therefore, we call this problem capacitated vehicle
routing problem (CVRP), similarly its counterpart in arc routing is capacitated arc
routing problem (CARP).
Many other atributes can be included into a problem formulation. We mention
the most common requirements for the VRP. It is obvious that the same require-
ments can be applied in arc routing for CARP.
• Multiple depot (MDVRP): Not only one depot is considered in this type of the
problem. Thus, customers should be assigned not only to a specific vehicle
but also to a specific depot.
• Multiperiod horizon (PVRP): In this variant, not all customers are served in
one day, but services are planned over a multiperiod horizon. Each customer
has its own requirements on days, when he wishes to be served.
• Heterogenous fleet (HVRP): In many companies a fleet consists of different
types of vehicles with a different speed, a different capacity and a different
fuel consumption. In such case, it should be considered in the model.
• Multiple trips (MTVRP): Sometimes one vehicle can perform a multiple trips.
It is usually subjected to constraints that in each trip the capacity of a vehicle
cannot be exceeded and all trips must be performed within a given time.
• Split deliveries (VRPSD1): In this case, a demand of one customer can be
satisfied by several vehicles. Each of the vehicles brings the fraction of the
demanding amount of goods.
1By notation VRPSD is sometimes denoted vehicle routing problem with stochastic demand
(a problem where a demand is a random variable).
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• Backhauls (VRPB): This variant mixes delivering and collecting of goods by
the same vehicle. Therefore, a capacity of a vehicle can increase or decrease
after visiting a customer. For example in a distribution of beer, vehicles deliver
full bottles and collect empty bottles from customers (stores or pubs).
• Time windows (VRPTW): Some of the customers require to be served within
a given part of the day. We say, they have their own time windows. This
variant can be divided in many others: Either violating of time windows is
only penalized or strictly prohibited, etc.
We have mentioned only some of the additional requirements, that are commonly
used to model real application. We did not provide examples, we believe that reader
of this thesis can make up his own, because all these requirements are inspired by
requirements from the real world. Naturally, several requirements can be included
in one model at the same time.
It is obvious that by adding those requirements, the combinatorial nature of a
problem significantly increases and problem becomes even harder for solving.
3.2 Solution Methodology
In this section, basic methods for solving RP are described. Because VRP is a gen-
eralization of TSP, it is obviously NP-hard. Therefore, the optimal solution cannot
be found for larger instances. Meanwhile, for TSP the size of instance for which
it is solvable to an optimum can be several thousands of customers, by adding the
generalized requirements, combinatorial nature causes that the size can be limited
to units of customers (e.g. some of the variants of RP cannot be solved for 15 or
even less customers by exact methods).
Exact methods
RP can be formulated as an integer program with cost as an objective function and
a set of constraints that respect specific requirements. Then, some of the classical
methods (e.g. Branch and Bound, Branch and Cut, etc.) for solving IP is used.
For some variants of problem, special algorithms can be proposed for solving
it. It is hard to provide a general description, because methods significantly differ
according to the type of the problem. In general, not many requirements can be
combined to enable to develop an exact efficient algorithm.
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Heuristic approach
The aim of this thesis is to develop a tool, which is able to deal with real appplications
of waste collection. It includes many specific requirements and capability of solving
large instances of the problem. Therefore, neither of methods mentioned above are
practical for such problem. We need to choose heuristic approach.
Heurstics are algorithms that provide us with feasible solutions with reasonable
quality without guaranteeing the quality of a found solution (in terms of estimations
how far is the solution from the optimal value).
Heuristics can be categorized into three different categories:
• Constructive heuristics - In [14] they are defined as: Constructive heuristics
gradually build a feasible solution while keeping an eye on solution cost, but
they do no contain an improvement phase per se.
A research focused on the development of most known constructive heuristics
began around 40 years ago. Thus, they work really fast with the computa-
tional power available nowadays. Even though the quality of solutions gained
by constructive heuristics is not so high, they play a significant role in mete-
heuristics, where they provide an initial solutions with a reasonable quality.
An example of constructive heuristics for VRP is Clark and Wright heuristic
[15], which belongs to savings heuristics. Very commonly used heuristic for
CARP is a path-scanning heuristic. This heuristic is originally proposed in
[16]. Special attention will be dedicated to this heuristic later, because it is a
part of the algorihm developed in this thesis.
• Improvement heuristics are heuristics that take a solution as an input, mod-
ify this solution by performing a sequence of operations on the solution and
produce a new, hopefully improved, solution. They are also very important in
most of metaheuristcs.
• Metaheuristics are most dominant methods for solving RP nowadays. Meta-
heuristics are a general frameworks for other heuristics based on different
paradigms. They usually provide very high-quality solution. We dedicate
them their own section.
3.2.1 Metaheuristics
Metaheuristics have been studied and developed in last 20 years as a dominant
method for solving problems from combinatorial optimization. The research on them
is very recent, because their performance is closely related to computational power,
which increases every year. They provide a general scheme for other heuristics. Their
aim is to explore the space of possible solutions in an effective way. Metaheuriscs
can be divided into 3 categories based on the paradigm, which they are built on:
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• Local search
• Genetic search
• Learning mechanisms
The last category Learning mechanisms we mention only in short as the least
efficient. We can include neural networks and ant colony optimization in this cat-
egory. To our best knowledge, these approaches do not provide as good results in
the field of routing problems as first two stated. Moreover, researchers focused on
these methods usually come from a computer science environment, meanwhile meta-
heuristics based on local search and genetic search are more traditional approaches,
so they were adopted by researchers that are primarly focused on optimization, es-
pecially combinatorial optimization. Therefore, the amount of papers published on
these learning mechanisms used in routing problems is significantly lower compared
to first two approaches.
3.2.2 Local search heuristics
Metaheuristics based on a local search use improvement heuristics as a tool for
exploring the space of solutions. Various elaborated features were developed and
applied in order to make this process as effective as possible.
In a local search, solution is iteratively modified by a set of operations, sometimes
called moves, in a systematic way. We define the neighborhood 𝑁(𝑆) of a solutions
𝑆 as the set of solutions that can be obtained by applying these local search moves
to solution 𝑆. According to specific rules, new solution from the neighborhood is
chosen and the process is repeated until a stopping criteria is met. Common sense
says that the best solution from a neighborhood should be accepted and if the new
solution is worse than the current best one, it should not be accepted. But this
approach leads to premature convergence, when a local optimum is found and only
a small fraction of the search space is explored. Thus, more elaborated features are
included into these metaheuristics.
In Tabu Search, proposed in [17], when a performed local move leads to a better
solution, this move is written in so-called tabu list in a memory of computer and
for a given number of iterations it is prohibited to move it backwards. Another
originality proposed by these researchers is the concept that even some infeasible
solutions can be accepted. This ensures that the exploration of the search space
is much more effective and better solutions can be found. In algorithms developed
later it happened to be a standart approach since then.
Another interesting metaheuristic based on a local search is called Adaptive Large
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Neighborhood Search (ALNS) and was proposed in [18]. Different types of neigh-
borhoods are defined by using several destroy and repair operators. A solution is
iteratively destroyed and repaired in order to improve it. Each operator has its
probability of being picked. This probability is dynamicly adjusted during the pro-
cess. The whole process is based on another older metaheuristic called simulated
annealing, where the probability that a worse solution is accepted, corresponds to
temperature changes in metallurgy process called annealing.
3.2.3 Genetic search heuristics
Genetic or evolutionary seach is inspired by the nature and its evolution process
described by George Darwin. As a computational approach it was proposed around
1970 by John Holland [19]. The idea is to keep a set of solutions, which form
a population. The quality of each solution is determined by its fitness. From the
population parents are picked and then, they enter the crossover phase, where a new
solution is produced as a combination of its parents. This new solution is inserted
into the population (not automatically in some algorithms). When the size of the
population reaches its maximum size, a survivor selection is performed according
to the principle: fittest individuals survive. By applying this principle, the quality
of the population increases. The best solution is picked at the end of the process.
During the process, similarly as it is in the nature, random mutations can occur. If
the modification caused by mutation is not completely random, but the mutation
operator is replaced by a local search procedure, we use the namememetic algorithm.
Nowadays, memetic algorithms provide the best results for benchmark instances
for many variants of VRP. Also an original memetic algorithm is developed in this
thesis to deal with a waste collection problem. Thus, we dedicate special attention
to description of main features of memetic algorithms in general and to comparison
of different approaches.
Memetic algorithms
Classical genetic algorithms (GA) can be combined with other approaches in order to
enhance their performance. Sometimes the term hybrid GA is used. GA have been
hybridised with many techniques, such as neural networks or simulated annealing.
The case, when GA is hybridised by a local search, the name memetic algorithm2
(MA) was proposed by Pablo Moscato in [20].
Memetic algorithms provide solutions in the field of RP with impressive high
quality. To our best knowledge, most of the best results for benchmark instances of
2The name is derived from the term meme, which was originally used in the book on evolution
The Selfish Gene, written by English evolutionary biologist Richard Dawkins, published in 1976.
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VRP with different attributes were obtained by MA proposed in [21]. Also some of
the best results on benchmark instances for CARP and PCRAP were obtained by
memetic algorithms proposed in [23] and [22].
These two approaches differ in many aspects, especially in a solution represen-
tation and a crossover operator.
In general scheme of MA an initial population is generated, then parents are
selected for a crossover phase, which yields a new individual. Then, with a given
probability this new individual is educated, i.e. a local search is performed, and
when the population reaches its maximum size, survivors are selected. We focus on
some crucial parts of this process, the most important is the solution representation,
which is closely related to crossover.
3.2.4 Solution representation and Crossover
We introduce two basic concepts that are used in two algorithms stated above: [21]
and [22]. We do not describe all nuances of these algorithms. We just want to
provide a basic idea behind these approaches. If the reader of this thesis is not
satisfied with an intuitive understanding of those concepts, we kindly recommend
to read these excellent papers, where the algorithms are described in detail.
In [21], main idea is that chromosomes which enter the crossover phase are
represented by a giant tour. This approach was introduced in 2004 by Christian
Prins in [24] for basic VRP. We explain this idea also on a basic VRP instance.
In mentioned [21], this approach was extended in order to solve VRP with many
additional atributes. As we have said, a chromosome is a sequence of clients without
trip delimiters. This route is similar to TSP solution. The only difference is that
TSP is cyclic despite of this giant tour. The trips for vehicles are determined by
optimal spliiting procedure Split.
We demonstrate this approach on example taken from [24], which if shown in
Figure 7.1. Let us assume a small instance of VRP with 5 customers - 𝑎, 𝑏, 𝑐, 𝑑, 𝑒,
their demand is stated in brackets. Distances are stated above each edge. We have
a fleet of identical vehicles with the capacity 𝑄 = 10. The aim is to split this tour
into trips in the way that a cumulated demand on each trip does not exceed the
capacity 𝑄 and a total distance over all trips is minimized. An optimal solution
gained by procedure Split corresponds to the shortest path on the graph 3.1b. This
can be comupted by using Bellman’s algorithm [5]. To obtain the final solution
(Figure 3.1c), we need to apply another procedure, thus this concept ofa solution
representation is called the implicit encoding scheme.
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(a) (b)
(c)
Fig. 3.1: An example of Split procedure in implicit encoding scheme
This approach enables simple crossover, called order crossover (OX), which is
a crossover proposed for GA for TSP. The giant tour of a parent 𝑃1 is cut into
two parts, one is selected and inserted into the solution of an offspring. Remaining
customers are inserted into a tour according to the order in parent 𝑃2’s solution.
For more details and the example see [24].
In [22], the solution is represeted in more natural way by a cascade of sequences
that corresponds to the final solution. This concept is sometimes called the explicit
encoding scheme. For example the solution given in Figure 3.1c would be 𝑆 =
((𝑎, 𝑏), (𝑐), (𝑑, 𝑒)) in the explicit encoding scheme.
However, a design of a crossover operator for this scheme is more complicated.
Usually some parts of the solution of a parent 𝑃1 are replaced by parts of the
solution of 𝑃2 to generate a new offspring solution. However, by this replacing some
customers are duplicated and some of them are missing. This requires an additional
modification of the new solution. Operators based on this explicit scheme are Route-
Based Crossover (RBX) or Sequence Based Crossover (SBX). They are very similar,
their descriptions can be found in [25].
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3.2.5 Local search
A Local search (LS) procedure belongs to improvement heuristics. Main requirement
on LS procedures for MA is their speed. Therefore, only basic moves are applied
compared to metaheuristics based on LS, e.g. ALNS or Tabu Search. Most of MAs
use these basic moves:
• Single insertion (SI): It moves a task from its current position in a solution to
another position.
• Double insertion (DI): It moves two adjacent tasks from their original position
to another position.
• Swap: It exchanges the positions of two tasks.
In [24] or [21], another similar moves are introduced. For example, the swap of
pairs of adjacent customers. Compared to metaheuristics based on LS, the accep-
tance criterion has to be simplified. Simply, a new solution is accepted, when it has
the better fitness.
3.2.6 Comparison of explicit and implicit encoding scheme
These two approaches, described above, have their own pros and cons. In implicit
encoding scheme, the crossover operator is easier for implementation and it works
faster. Meanwhile, the evaluation of individuals, i.e. computing their fitness, is more
complicated. It requires applying Split procedure before each evaluation in order
to get a complete solution with trips. The same complication occurs, when a local
seach is applied to improve the solution. In that case, Split has to by applied to
obtain a complete solution with particular trips. Then, a local search is performed
to this solution and after that, trips are merged to a giant route solution.
Meanwhile in explicit encoding scheme, the crossover phase is more complicated.
Procedures for inserting missing tasks have to be developed. On the other hand, the
evaluation of individuals and a local search can be performed directly to a solution.
Thus, they work much faster.
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4 Problem Statement
Waste collection belongs to very complex problems due to the many levels of decision
making involved. All strategic, tactical and operational decisions need to be made
to ensure that waste collection is as effective as possible. Research on strategic
(long-term) decisions is very recent. This level of decision-making includes facility
location problems for example.
The company (or local authority) responsible for waste collection need to take
into a consideration a multiperiod horizon (usually the horizion is a week or two
weeks) of collecting. Apartment blocks in town centres cannot store their waste
for a very long time. Houses in residential areas may keep their waste for a little
bit longer. How often and when the waste is removed are the types of decisions
that belong to a tactical (mid-term) planning. It takes some time before people
get used to a particular day (and start putting their bins out), when their waste
is removed, therefore this day should not be changed very often, even though it is
not difficult to change the day from the technical point of view (compared to the
change of facility location as an example of strategic decision). To the operational
(short-term decisions) level belongs the assignment of routes to vehicles. This can
be changed even from day to day due to the randomness of the waste production.
In practice, these tactical and operational decisions described above are usually
made separately and very often without help of computing power. Therefore, we
believe that there is room for improving the whole process and making it much more
effective.
In the following sections, we describe a typical waste collection process in a
mid-size town. This description is based on the discussion between me, specialists
from the Institute of Process and Environmental Engineering, Brno University of
Technology, and experts from with practical experiences in the field, who manage
a waste collection service in Jihlava1. The environment of the process is described
by a mathematical notation, that allows us to formulate a Multi-Trips Periodic
Capacitated Arc Routing Problem (MTPCARP). It is an optimization problem, with
the aim to minimize the cost of collecting. In the Chapter 5, an algorithm is proposed
for solving this problem.
1a town in the Czech Republic with a population of around 50 000
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4.1 Real street networks
In many academic papers, which deal with routing problems, a simple undirected
graph is used for representation of the street network. This approach is not sufficient
for modelling a real street network. The aim of this thesis is to set a model focused
on real application, therefore some requirements on the street network are presented.
One of the exceptions in published papers focusing on routing problems that take
into consideration requirement of the real street network is [26]. Thus, some of those
extensions are used in this thesis. The model should be able to work with:
• a Mixed multigraph
• Windy edges
• Prohibited turns and turn penalities
A mixed multigraph comprises two types of links, arcs and edges. It allows the
modelling of a one-way street (as one arc), a two-way street with sides collected
separately (as two opposite arcs) or a two way street with a bilateral collection (as
one edge), where bins are taken from both sides during a single traversing of the
street.
An edge is said to be windy if the cost or time of its traversing depends on the
direction. For example there is a difference in fuel consumption if we traverse the
street uphill or downhill.
Some turns are strictly prohibited in real networks. Sometimes it is possibly
to turn left or right, but it can be more time-consuming, for instance when traffic
lights are at crossroads. Thus, we can penalize such moves. Also U-turns are usually
undesirable, or often impossible for waste collection vehicles in narrow streets. We
use prohibited turns and turn penalities for modelling these situations.
To take into account all these requirements, we transform a multigraph into a
fully directed graph 𝐺 = (𝑉 ,𝐴), by replacing each edge with two opposite arcs. 𝑉 is
a vertex set and 𝐴 is a set of arcs. There are two special vertices in 𝑉 : 𝑣0 is a dump
site, where the waste is collected and 𝑣1 is a depot, wher a fleet of vehicles based.
Each arc 𝑢 ∈ 𝐴 begins at vertex 𝑏(𝑢), ends at vertex 𝑒(𝑢), has a deadheading
cost 𝑑𝑐(𝑢) (which usually represents the distance, fuel consumption, etc.) and a
deadheading time 𝑑𝑡(𝑢). By the word deadheading we mean traversing an arc without
serving (collecting).
The subset 𝑅 ⊂ 𝐴 is a task set. It is the set of arcs requiring service. Each task
𝑟 ∈ 𝑅 has a serving cost 𝑠𝑐(𝑟), a serving time 𝑠𝑡(𝑟) and a pointer 𝑖𝑛𝑣(𝑟) (from the
word inverse, denoting opposite direction). Each required arc of 𝑅 is coded in 𝐴
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by one arc 𝑢 with 𝑖𝑛𝑣(𝑢) = −1. Each required edge gives two opposite arcs 𝑢 and
𝑣, such that 𝑖𝑛𝑣(𝑢) = 𝑣 and 𝑖𝑛𝑣(𝑣) = 𝑢. Obviously 𝑏(𝑢) = 𝑒(𝑣), 𝑏(𝑣) = 𝑒(𝑢), costs
(both serving and deadheading) and times (serving and deadheading) may, however,
differ if the edge is windy.
To deal with prohibited turns and turn penalities, we assign turn penalties
𝑝𝑒𝑛(𝑢, 𝑣) to all permitted turns (𝑢, 𝑣) according to our estimates. For forbidden
turns, this penalty is set to a very high number. A path from arc 𝑢 to 𝑣 is a se-
quence of arcs 𝜂 = (𝑢 = 𝑢1, 𝑢2, . . . , 𝑢𝑙 = 𝑣), where for 𝑖 = 1 to 𝑙− 1, 𝑒(𝑢𝑖) = 𝑏(𝑢𝑖+1).
The deadheading cost of 𝜂 is
𝑑𝑐(𝜂) = 𝑝𝑒𝑛(𝑢, 𝑢2) +
𝑙−1∑︁
𝑖=2
(𝑑𝑐(𝑢𝑖 + 𝑝𝑒𝑛(𝑢𝑖, 𝑢𝑖+1)). (4.1)
Notice, that formula (4.1) also determines the deadheading cost from vertex 𝑒(𝑢)
to vertex 𝑏(𝑣) along the given path. We can use this formula for distance evaluation
and comparison of paths in Floyd-Warshall algorithm (introduced in Section 2.1.2).
Thus, we obtain the matrix 𝐶* = (𝑐*𝑖𝑗), where 𝑐*𝑖𝑗 is the modified (in the sense of
adding prohibited turns and turn penalities) shortest path from vertex 𝑣𝑖 to vertex
𝑣𝑗. Thus, an arc-to-arc matrix 𝐷, with 𝑑𝑐(𝑢, 𝑣) being the shortest feasible path from
𝑢 to 𝑣, can be precomputed by applying 𝑑𝑐(𝑢, 𝑣) = 𝑐*(𝑒(𝑢), 𝑏(𝑣)).
Path from/to the depot and from/to the disposal site can be handled in the same
way by creating a fictious loop 1 on the depot and a fictious loop 0 on the disposal
site and including them in 𝐴. Clearly 𝑏(0) = 𝑒(0) = 𝑣0 and 𝑏(1) = 𝑒(1) = 𝑣1.
Because the Floyd-Warshall algorithm returns also the sequence of tasks on this
shortest path, we can easily construct a similar matrix with 𝑑𝑡(𝑢, 𝑣) giving the
(deadheading) time needed to move from task 𝑢 to task 𝑣. We can also add some
time penalities on turns from 𝑢 to 𝑣: 𝑝𝑒𝑛𝑡(𝑢, 𝑣) when required. Let 𝜂 = (𝑢 =
𝑢1, 𝑢2, . . . , 𝑢𝑙 = 𝑣) be the shortest path found by the Floyd-Warshall algorithm.
𝑑𝑡(𝜂) = 𝑝𝑒𝑛𝑡(𝑢, 𝑢2) +
𝑙−1∑︁
𝑖=2
(𝑑𝑡(𝑢𝑖 + 𝑝𝑒𝑛𝑡(𝑢𝑖, 𝑢𝑖+1)). (4.2)
Note: This 𝐷 matrix is used in the proposed algoritm (Chapter 5 is dedicated
to its description), where we assume a movement of a vehicle along this shortest
(the cheapest) path, even though it may not be precise. The shortest path does not
always have to be the quickest. There can be situations, where the quickest path, or
even the path that is neither shortest nor quickest, is in the optimal solution of the
problem (described in the Chapter 2). Since the problem we are dealing with belongs
to NP-hard problems, where it is practically impossible to find an optimal solution
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for larger instances, adding the requirement on seeking the complete movement of
vehicles between all tasks would cause ineffectiveness of the proposed algorithm.
Furthermore, in most cases, the shortest (cheapest) path is also the quickest (or
close enough to the quickest), so we are quite comfortable assuming each vehicle
moves along this path.
4.2 Multiperiod horizon
As was mentioned at the beginning of the chapter, waste collection is performed in
a multiperiod horizon, which is then periodically repeated.
A discrete time horizon 𝐻 consists of 𝑛𝑝 periods or ’days’. For each task 𝑟 ∈ 𝑅
we define a period combination 𝑃𝐶(𝑟) = (𝑃𝐶1(𝑟), . . . , 𝑃𝐶𝑛𝑝(𝑟)) as a 𝑛𝑝-dimensional
0-1 vector. The 𝑖th component takes 1 if 𝑟 is served in period 𝑖, 0 otherwise. For
example, (1, 0, 0, 1, 0) indicates that task is served on Monday and Thursday in
5 workdays horizon. Each task is associated with an allowed period combination
set 𝐴𝑃𝐶(𝑟), which consists of all period combination allowed. Each 𝑃𝐶(𝑟) from
𝐴𝑃𝐶(𝑟) should contain the same number of 1, this number is called the service
frequency 𝑓𝑟𝑒𝑞(𝑟) of task 𝑟. Obviously 𝑓𝑟𝑒𝑞(𝑟) =
𝑛𝑝∑︀
𝑖=1
𝑃𝐶𝑖(𝑟).
Each task is associated with a demand2 vector 𝑑𝑒𝑚(𝑟) = (𝑑𝑒𝑚1(𝑟), . . . , 𝑑𝑒𝑚𝑛𝑝(𝑟))
(in this case, we use boldface notation to emphasize it is a vector. Later, 𝑑𝑒𝑚(𝑟)
is used for a constant). This demand represents the amount of waste that needs
to be collected on a particular day. Since the demand is quite a crucial parameter,
we dedicate special attention to it. The parameter that will help us understand the
difficulty is the vector of production 𝑝𝑟𝑜𝑑(𝑟) = (𝑝𝑟𝑜𝑑1(𝑟), . . . , 𝑝𝑟𝑜𝑑𝑛𝑝(𝑟)), which says
how much waste is produced in a particular day by task 𝑟.
We would like to emphasize that it is difficult to estimate the production and the
demand precisely, because companies do not track the amount of waste in individual
bins. One also needs to realize, that production of waste differs during the week.
On Saturday or Sunday, production of waste increases in residential areas. During
workdays in contrast, production is higher in areas with working offices. Production
is also a random variable and some seasonal factors (holidays) occur.
To model the demand vector correctly, we can use the estimated production.
The demand is then the cumulated production since the last collection. Thus, the
demand depends on the chosen period combination. Since the horizon is periodically
2A term demand is used in order to correspond with most of the scientific papers focusing on
routing problems in general. In our case the demand does not mean the demand of the waste, but
demand of free capacity in vehicles to allow for collecting the waste.
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repeated, an algorithm for calculating 𝑑𝑒𝑚𝑖(𝑟) in the consideration of 𝑃𝐶(𝑟) and
𝑝𝑟𝑜𝑑(𝑟) is:
Algorithm 2 The demand in period 𝑖
1: 𝑙← 𝑖
2: 𝑑𝑒𝑚𝑖(𝑟)← 0
3: repeat
4: 𝑑𝑒𝑚𝑖(𝑟)← 𝑑𝑒𝑚𝑖(𝑟) + 𝑝𝑟𝑜𝑑𝑙(𝑟)
5: 𝑙← 𝑙 − 1
6: if 𝑙 = 0 then
7: 𝑙← 𝑛𝑝
8: end if
9: until 𝑃𝐶𝑙(𝑟) ̸= 1
10: return 𝑑𝑒𝑚𝑖(𝑟)
𝐴𝑃𝐶(𝑟) for tasks is not an output of the optimization model, but it is set by
authorities in practice as an input parameter. One of the requirements on all period
combinations within 𝐴𝑃𝐶(𝑟) is good spacing. For example, task 𝑟 should be served
twice a week. Clearly serving this task in two consecutive days is not very clever. The
first day, the bins are full, or even overflowing, the second day they are almost empty.
Thus, the aim is to propose such period combinations that demand (cumulated
production) is more or less equal, for example Monday and Thursday.
When we realizethat the production estimate is not very precise due to lack of
data collection, and contains a lot of randomnesses, and assume that 𝐴𝑃𝐶(𝑟) con-
tains well-spacad period combinations, we can simplify the modelling of the demand
vector to 𝑑𝑒𝑚𝑖(𝑟) is constant for all periods 𝑑𝑒𝑚𝑖(𝑟) = 𝑑𝑒𝑚(𝑟). Later, we work on
this assumption in this thesis. If we had more precise data of waste production, we
could use the procedure for evaluation of the demand that is described above.
4.3 Fleet of vehicles
In previous two sections, we described the environment - a street newtwork with
demands of the waste over a multiperiod horizon. Now, we focus on the fleet of
vehicles and the planning of their routes.
First, we need to ask a fundemental question. Is the fleet of vehicles given? Or is
finding a minimum number of vehicles capable of serving all tasks over the horizon
one of the output of the optimization model?
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The formulation of the problem is based on a description of the waste collection
process in Jihlava, where 3 vehicles are used 4 times a week, and once a week 5
vehicles are used. We show this example to emphasize that the number of vehicles
does not have to be the same for all periods. We assume that many cities that can
use this model already have their fleet of vehicles. Thus, the optimization of their
routing and task assignment is the only aim of this model.
Therefore, the vector 𝑛𝑣 = (𝑛𝑣𝑖, . . . , 𝑛𝑣𝑛𝑝) expresses the number of vehicles avail-
able in each period. We assume vehicles are identical with the capacity 𝑄. Vehicles
work in a limited time in each period, corresponding to work shifts. All trips must
be performed within 𝑇 time units.
A vehicle performs multiple trips in each period. Each trip is a sequence of
tasks. We would like to emphasize that there is a difference between the first trip
and the rest of them. The first trip starts at the depot represented by the task
1 (loop on vertex 𝑣1) with 𝑑𝑒𝑚(1) = 0, 𝑠𝑡(1) = 𝑑𝑡(1) = 0, 𝑑𝑐(1) = 𝑠𝑐(1) = 0 and
ends at the disposal site represented by the task 0 (loop on vertex 𝑣0). Similarly
𝑑𝑒𝑚(0) = 0, 𝑠𝑡𝑖(0) = 𝑑𝑡(0) = 0, 𝑑𝑐(0) = 𝑠𝑐(0) = 0. Next trips start and end at the
disposal site (first and last tasks in the sequence are 0).
Notice, we do not require last trip ending at depot, because this route is given
by the shortest path from the disposal site to the depot.
We denote 𝑛𝑡𝑖𝑗 the number of trips a vehicle 𝑗 performs in a period 𝑖. The
number of tasks in a trip 𝑘 of a vehicle 𝑗 in a period 𝑖 is denoted 𝑛𝑟𝑖𝑗𝑘.
4.4 Problem formulation
Let 𝑆 = {𝑆𝑖𝑗𝑘𝑙 | 𝑖 = 1, . . . , 𝑛𝑝; 𝑗 = 1, . . . , 𝑛𝑣𝑖; 𝑘 = 1, . . . , 𝑛𝑡𝑖𝑗; 𝑙 = 1, . . . , 𝑛𝑟𝑖𝑗𝑘} be a
set of tasks. We can say that task 𝑟 = 𝑆𝑖𝑗𝑘𝑙 is served in a period 𝑖 by a vehicle 𝑗 on
its 𝑘𝑡ℎ trip in the order 𝑙. We now define 𝑃𝐶*(𝑟, 𝑆) = (𝑃𝐶*1(𝑟, 𝑆), . . . , 𝑃𝐶*𝑛𝑝(𝑟, 𝑆)),
where 𝑃𝐶*𝑖 (𝑟, 𝑆) takes 1, if task 𝑟 or 𝑖𝑛𝑣(𝑟) is served in the period 𝑖, 0 otherwise.
We call 𝑆 the solution, when the following statements hold true:
1. In each period, each vehicle starts its first trip at the depot (𝑆𝑖𝑗11 = 1,∀𝑖, 𝑗),
while it starts all subsequent trips at the disposal site (𝑆𝑖𝑗𝑘1 = 0,∀𝑖, 𝑗; ∀𝑘 > 1)
and ends each trip at the disposal site (𝑆𝑖𝑗𝑘𝑙 = 0,∀𝑖, 𝑗, 𝑘; 𝑙 = 𝑛𝑟𝑖𝑗𝑘).
2. In each period, each task 𝑟 or 𝑖𝑛𝑣(𝑟) is served no more than once.
3. For each task 𝑟, 𝑃𝐶*(𝑟, 𝑆) must be in allowed period combination set 𝐴𝑃𝐶(𝑟).
4. The number denoting how many times task 𝑟 or 𝑖𝑛𝑣(𝑟) is served over the
horizon must be equal to their service frequency 𝑓𝑟𝑒𝑞(𝑟) = 𝑓𝑟𝑒𝑞(𝑖𝑛𝑣(𝑟)) (if
𝑖𝑛𝑣(𝑟) > 0, i.e. exists)
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Notice that 3 ⇒ 4, but we decided to mention this requirement anyway for better
clarity.
Sometimes we use 𝑆𝑖, which denotes a single-period subsolution or, in a shorter
term, i-subsolution. Similarly we can use ij-subsolution (or vehicle-subsolution or
just vehicle) 𝑆𝑖𝑗. 𝑆𝑖𝑗𝑘 may be called a trip-subsolution or just a trip etc. Definitions
of these subsets are intuitive.
Let 𝜙 be a trip 𝑆𝑖𝑗𝑘 and 𝑛𝑟𝜙 = 𝑛𝑟𝑖𝑗𝑘. We define the load of a trip 𝑞(𝜙) as follows:
𝑞(𝜙) =
𝑛𝑟𝜙∑︁
𝑙=1
𝑑𝑒𝑚(𝜙𝑙) (4.3)
Another characterization of a trip is its duration 𝑡(𝜙) and its cost Φ(𝜙):
𝑡(𝜙) =
𝑛𝑟𝜙∑︁
𝑙=2
(𝑑𝑡(𝜙𝑙−1, 𝜙𝑙) + 𝑠𝑡(𝜙𝑙)) (4.4)
Φ(𝜙) =
𝑛𝑟𝜛∑︁
𝑙=2
(𝑑𝑐(𝜙𝑙−1, 𝜙𝑙) + 𝑠𝑐(𝜙𝑙)) (4.5)
We can evaluate the duration 𝑡(𝑆𝑖𝑗) of the collecting performed by a vehicle 𝑗 in
a period 𝑖 :
𝑡(𝑆𝑖𝑗) =
𝑛𝑡𝑖𝑗∑︁
𝑘=1
𝑡(𝑆𝑖𝑗𝑘) (4.6)
The cost of a solution 𝑆 is:
Φ(𝑆) =
𝑛𝑝∑︁
𝑖=1
𝑛𝑣𝑖∑︁
𝑗=1
𝑛𝑡𝑖𝑗∑︁
𝑘=1
Φ(𝑆𝑖𝑗𝑘) (4.7)
Equation 4.7 represents the objective function of an optimization problem.
Let 𝑆 be the solution. If 𝑞(𝑆𝑖𝑗𝑘) ≤ 𝑄 ∀𝑖, 𝑗, 𝑘 and 𝑡(𝑆𝑖𝑗) < 𝑇 ∀𝑖, 𝑗, i.e. the capacity
𝑄 of the vehicle and time limit 𝑇 for collecting are never exceeded, we call such a
solution feasible.
The aim of the Multi-Trip Periodic Capacitated Arc Routing Problem (MTP-
CARP) is to find a feasible solution that minimize the cost of the solution given by
4.7.
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If the solution is not feasible, we say it is infeasible. We define two characteriza-
tions of infeasible solutions, a total violation of capacity 𝜌𝑄(𝑆) and total violation
of time 𝜌𝑇 (𝑆), as follows:
𝜌𝑄(𝑆) =
𝑛𝑝∑︁
𝑖=1
𝑛𝑣𝑖∑︁
𝑗=1
𝑛𝑡𝑖𝑗∑︁
𝑘=1
max{0, 𝑞(𝑆𝑖𝑗𝑘)−𝑄} (4.8)
𝜌𝑇 (𝑆) =
𝑛𝑝∑︁
𝑖=1
𝑛𝑣𝑖∑︁
𝑗=1
max{0, 𝑡(𝑆𝑖𝑗)− 𝑇} (4.9)
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Tab. 4.1: Notations used in the MTPCARP formulation
Notation Description
𝐺 Given graph
𝑉 Vertex set
𝐴 Arc set
𝑅 Task set
𝑣0 Disposal site vertex
𝑣1 Depot vertex
𝑢, 𝑣 ∈ 𝐴 Arcs 𝑢 and 𝑣
𝑑𝑐(𝑢) Deadheading cost of 𝑢
𝑑𝑐(𝑢, 𝑣) Deadheading cost of shortest path between 𝑢 and 𝑣
𝑑𝑡(𝑢) Deadheading time of 𝑢
𝑑𝑡(𝑢, 𝑣) Deadheading time of shortest path between 𝑢 and 𝑣
𝑟 ∈ 𝑅 Task
𝑠𝑐(𝑟) Service cost of 𝑟
𝑠𝑡(𝑟) Service time of 𝑟
𝑖𝑛𝑣(𝑟) Pointer to opposite direction arc to 𝑟
𝑑𝑒𝑚(𝑟) Demand of task 𝑟
𝑃𝐶(𝑟) Period combination of task 𝑟
𝐴𝑃𝐶(𝑟) Allowed period combination set of 𝑟
𝑛𝑝 Number of periods
𝑛𝑣𝑖 Number of vehicles available in period 𝑖
𝑛𝑡𝑖𝑗 Number of trips vehicle 𝑗 perform in period 𝑖
𝑛𝑟𝑖𝑗𝑘 Number of tasks served on 𝑘𝑡ℎ trip of vehicle 𝑗 in period 𝑖
𝑄 Capacity of the vehicle
𝑇 Time limit for vehicles
𝑆 Solution
Φ(𝑆) Cost of solution
𝜌𝑄(𝑆) Total violation of capacity of 𝑆
𝜌𝑇 (𝑆) Total violation of time of 𝑆
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5 POPELAR algorithm
In this chapter an algorithm named POPELAR1 and its key components and features
are described. POPELAR was designed for solving MTPCARP, which is formulated
in previous chapter. Since no algorithm was proposed for this variant of routing
problem to our best knowledge, development of an algorithm for this problem and
its implementation is the main goal of this thesis.
The requirement on the algorithm was its capability of solving real (large) in-
stances. Since MTPCARP is NP-hard, it is clear that heuristic approach has to
be used. Thus, the optimality of the solution cannot be guaranteed and for larger
instances is probably not even reached. But still it can provide very useful results
that can increase the effectivness of the waste collection process.
Since most of the best results of benchmark instances for various routing prob-
lems were obtained by memetic algorithms (evolutionary algorithms hybridized by
local search), and since evolutionary computing (and evolution itself) belongs to my
interests, the choice to develope a memetic algorithm as a heuristic approach was
an easy one. The design of POPELAR algorithm was inspired by several algorithms
that have been published for various routing problems.
POPELAR shares almost the same general framework with HGSADC proposed
in [21], which is so far the best solver for many variants of VRP. Specifically, the
idea of keeping two populations separately (feasible and infeasible), the principle of
survivor selection based on biased fitness and the diversification process is used.
Another effective algorithm MARM was proposed in [22] for solving PCARP. We
decided to use the principle of the solution representation and the related crossover
operator, but we extended these into MTPCARP variant. POPELAR also uses
Route-Merging (RM) proposed in this paper, but at different a spot of the algorithm
compared to [22].
Another piece of inspiration comes from [26] in some preprocessing and local
search, even though all of these memetic algorithms use similar local search proce-
dures and similar initialization of the population based on path-scanning heuristics.
It is worth mentioning that both MARM and HGSADC are the best2 algorithms
for variants of routing problems, for which they were developed. In the atmosphere
of the evolutionary principle, which tends to cross best individuals to yield best
offspring possible, these two algorithms were combined with some original ideas to
1The name of the algorithm is derived from Practical OPtimization Evolutionary and Local
search based Algorithm for Routing problems. Also popelář is a Czech term for a dustman.
2To our best knowledge as in 2014, when this thesis was written. It is probable that these
algorithms will be outperformed in the near future since the research on this area is very recent.
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enable solving an extension to the multi-trips variant and to satisfy some other
requirements, e.g. including two special vetices (the depot and the disposal site)
instead of only one depot commonly used in academic papers.
5.1 Solution representation
Solution representation is a fundamental issue in genetic algotihms. It is very closely
related to other features of an algorithm, such as fitness evaluation and crossover
of individuals. As has already been mentioned, POPELAR is most influenced by
two proposed memetic algorithms MARM and HGSADC. Each of the algorithms
use a different solution representation scheme. We discussed this difference in the
previous chapter, but we believe it is worth repeating.
In HGSADC [21], the implicit task encoding scheme is used, which was intro-
duced in [24] for VRP and later used for PCARP in [26]. Meanwhile, MARM [22]
uses the explicit task encoding scheme.
Each of these approaches has its pros and cons, which are described in more detail
in Sections 3.2.4 and 3.2.6. We decided to use the explicit task encoding scheme to
avoid time-consuming decoding procedure during the run of the algorithm.
Search space
The idea of meta-heuristics is to explore the space of solutions in an effective way in
order to find the best one. Older approaches used the space of only feasible solutions,
however, it turned out to be more effective to include some infeasible solutions. Of
course, these infeasible solutions should be close to feasible ones in some sense. This
approach helps to get from local optima better and increase the diversification of
the process. We should specify the meaning of ’to be close to feasible solutions’.
In POPELAR, this corresponds to infeasible solutions defined in MTPCARP
formulation (see Section 4.4). For example a solution where a task is repeated in a
sequence of one trip does not belong to the search space, because the requirement
on tasks being served only once in a period is not met. The adventage of including
some infeasible solutions is that they can contain some high quality parts that can
be heritated by offspring solutions. Naturally, all feasible solutions belong to the
search space.
The solution for POPELAR is very similar to the one used in the formula-
tion of the problem (Section 4.4). It is a set of task sequences 𝑆 = {𝑆𝑖𝑗𝑘|𝑖 =
1, . . . , 𝑛𝑝; 𝑗 = 1, . . . , 𝑛𝑣𝑖; 𝑘 = 1, . . . , 𝑛𝑡𝑖𝑗}, where 𝑆𝑖𝑗𝑘 is the sequence of tasks 𝑆𝑖𝑗𝑘 =
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(𝑟𝑖𝑗𝑘1, . . . , 𝑟𝑖𝑗𝑘𝑛𝑟𝑖𝑗𝑘). The only difference is that in this scheme, only tasks with posi-
tive demand (not 0 and 1) are assumed to prevent chaos during crossover operator.
However, it is implicitly given that all trips (𝑆𝑖𝑗𝑘) end at the disposal site. The
start of a trip is also given by index 𝑘, 𝑘 = 1 means the first trip, therefore a start
at the depot. 𝑘 > 1 means that the trip starts at the disposal site. By adding
starting tasks (0 or 1) and ending tasks (always 0) to all sequences 𝑆𝑖𝑗𝑘, we obtain a
modified solution ̂︀𝑆 that corresponds to the solution stated in problem formulation.
Therefore, we assume only such 𝑆 that ̂︀𝑆 is a solution according to the problem for-
mulation, i.e. satisfies all requirements on serving tasks. We do that to use defined
characterizations and transfer them to solution 𝑆: cost 𝑐𝑜𝑠𝑡(𝑆), total violation of
capacity 𝑡𝑣𝑄(𝑆) and total violation of time 𝑡𝑣𝑇 (𝑆):
𝑐𝑜𝑠𝑡(𝑆) = Φ( ̂︀𝑆) = 𝑛𝑝∑︁
𝑖=1
𝑛𝑣𝑖∑︁
𝑗=1
𝑛𝑡𝑖𝑗∑︁
𝑘=1
Φ( ̂︀𝑆𝑖𝑗𝑘) (5.1)
𝑡𝑣𝑄(𝑆) = 𝜌𝑄( ̂︀𝑆) = 𝑛𝑝∑︁
𝑖=1
𝑛𝑣𝑖∑︁
𝑗=1
𝑛𝑡𝑖𝑗∑︁
𝑘=1
max{0, 𝑞( ̂︀𝑆𝑖𝑗𝑘)−𝑄} (5.2)
𝑡𝑣𝑇 (𝑆) = 𝜌𝑇 ( ̂︀𝑆) = 𝑛𝑝∑︁
𝑖=1
𝑛𝑣𝑖∑︁
𝑗=1
max{0, 𝑡( ̂︀𝑆𝑖𝑗)− 𝑇} (5.3)
Now we can define the crucial term for evolutionary search. The fitness of a
solution 𝑆, 𝑓𝑖𝑡(𝑆), is calculated as follows:
𝑓𝑖𝑡(𝑆) = 𝑐𝑜𝑠𝑡(𝑆) + 𝑤𝑄𝑡𝑣𝑄(𝑆) + 𝑤𝑇 𝑡𝑣𝑇 (𝑆), (5.4)
where 𝑤𝑄 and 𝑤𝑇 are penalities for exceeding capacity and time. When we look to
equations 5.2, 5.1, 5.3, 5.4, we realize all these expressions can be easily restricted to
single-period subsolution by leaving out the summation over 𝑖. Then, value 𝑓𝑖𝑡(𝑆𝑖) is
gained, which is later used in the algorithm (for example in path-scanning heuristic
for comparison of different single-period subsolutions).
5.2 Framework of algorithm
POPELAR is based on evolutionary search hybridized by local search procedure.
Such algorithms are called memetic. The general scheme of POPELAR is displayed
in Algorithm 3.
Solutions from a search space are called individuals because of the analogy with
the evolution of species. These individuals form a population. Feasible and infeasible
solutions are kept separately in two groups (subpopulations). Each subpopulation
contains between 𝜇 and 𝜇+𝜆 indiviuals. When the population reaches its maximum
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size, selection of survivors is performed, that discards 𝜆 individuals from a partic-
ular population. Meanwhile, selection of survivors is managed separately for each
population, parents for crossover are selected from the complete population (feasible
and infeasible individuals combined). In the following sections, we desribe certain
parts of the algorithm in more detail.
Algorithm 3 General framework of POPELAR
1: Initialize population;
2: while stopping criteria is not met do
3: Select parents 𝑃 1 and 𝑃 2
4: Perform crossover of 𝑃 1 and 𝑃 2 to yield offspring 𝐶
5: Perform local search or repair of 𝐶 with probabilities 𝑃𝐿𝑆, resp. 𝑃𝑅𝑒𝑝
6: if 𝐶 is feasible then Insert 𝐶 into feasible subpopulation
7: if 𝐶 is infeasible then Insert 𝐶 into infeasible subpopulation
8: if One of the subpopulation reached its maximum size then
9: Perform survivor selection with this subpopulation
10: if best solution not improved for 𝐼𝑡𝐷𝐼𝑉 iterations then
11: Diversify population
12: end while
13: return best feasible solution
The definition of stopping criteria depends on the user’s choice. It can be de-
termined by the number of all iterations, by the time the algorithm is running, the
number of diversification attempts or a combination of some of those criteria.
5.3 Initialization
To initialize the population of POPELAR, we extend the concept of path-scanning
heuristic, which is a constructive heurisic for CARP. One initial solution is generated
in these six steps:
1. Randomly choose a period combination for each task from its allowed period
combination set.
2. For each period, apply the extended path-scanning heuristic described below
to generate a corresponding single-period MTCARP subsolution.
3. Perform Route-Merging with the solution from step 2 to obtain a solution for
a required number of vehicles.
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4. Combine all the single-period MTCARP subsolutions to obtain a complete
MTPCARP solution.
5. Perform Route-Merging procedure to the solution in order to reduce the num-
ber of vehicles to the required number.
When one initial solution is generated, it undergoes either a local search or a
repair procedure (based on its feasibility) with probabilities 𝑃𝐼𝐿𝑆, resp. 𝑃𝐼𝑅𝑒𝑝. Then,
the solution is inserted in the subpopoulation according to its feasibility, which can
change after those procedures.
This process is repeated 2𝜇 times. Everytime the size of one population reaches
𝜇+ 𝜆 individuals, survivor selection (described in Section 5.6) is performed. It may
happen that one of the subpopulations is not complete, i.e. does not reach the size
of 𝜇 individuals. In this case, the algorithm runs normally according to the scheme
and starts with the crossover phase.
5.3.1 Path-scanning heuristic
Path-scanning heuristic (PS) is one of the most commonly used greedy-add solution
approach for CARP and was proposed in 1983 by Golden et. al in [16]. It is
a constructive heuristic. As mentioned above, we need to solve MTCARP for each
period. Thus, a necessary modifaction of PS has to be executed to gain a MTCARP
solution instead of CARP. However, main idea of PS remains.
PS constructs routes of the solution by adding to path one required edge by time
according to specific rules. At each iteration, this heuristic scans the remaining
unserved tasks to determine which one should be served next on the current route.
When PS deals with CARP, it constructs one route until there is no unserved task
that can be served without exceeding the capacity of the vehicle. When this happens,
the route is considered to be complete and if there are unserved tasks remaining,
PS starts constructing a new route.
Let us assume MTCARP formulation with several vehicles, each of them can
perform several trips in a particular period. Each trip is subjected to a capacity
constraint, i.e. accumulated demand of tasks on the trip must not exceed the ca-
pacity of the vehicle. Also the time needed to perform all trips must not exceed
a given amount of time for each vehicle. Therefore, despite PS for CARP, we do
not monitor only the current load of the vehicle (hence derivated a free capacity
remaining for serving another tasks), but we also look for the time of the movement
of the vehicle and determine if there is time to serve another task and still be able
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to get to a disposal site in a given time span. If not, we start a new route with a
new vehicle.
Rules for adding a task
Let us assume that we are in the middle of constructing a route and have a non-
empty set of unserved tasks that can be added into a route (in the sense that adding
them causes the violation of neither capacity nor time constraints). Our priority is
to add the closest task to the last in the sequence in the sense of minimal 𝑑𝑐 between
tasks. Thus, we find a subset of closest tasks (nearest neibors). If it contains only
one task, we add this element into the route automatically.
Since vertices of the graph represent the crossroads it is very common that there
are more candidates with the same value of shortest path from the current task,
therefore we need another rule for determining which task should be added. In the
original PS, five rules are proposed, CARP is solved for earch of them and then the
best solution is picked. These five criteria for task choosing are stated as follows:
1. minimize 𝑠𝑐(𝑟)
𝑑𝑒𝑚(𝑟)
2. maximize 𝑠𝑐(𝑟)
𝑑𝑒𝑚(𝑟)
3. minimize the distance between a task and the disposal site 𝑑𝑐(𝑟, 0)
4. maximize the distance between a task and the disposal site 𝑑𝑐(𝑟, 0)
5. if the vehicle is less than half loaded, use criterium 4., otherwise use 3.
If there is a tie between more candidates both in the smallest distance rule and
additional rule, one of those tasks is chosen arbitrarily.
Note: In 2009 Santos et al. proposed in [27] only one new rule for selecting tasks,
called the ellipse rule. When a vehicle is near its full capacity, this rule enforces
the vehicle to service tasks near (inside defined ellipses) the shortest path between
the last task in the sequence and the disposal site, following the rationale that a
heavily loaded vehicle should stay closer to the disposal site. This path-scanning
heuristic is more efficient than the original one. However, we use the original idea
of five rules stated above. They are easier to implement, and because we use these
solutions for the following genetic and local search, we do not insist on a slightly
bigger improvement in this phase.
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Pseudocode of PS for MTCARP
Let us summarize the preceding notes into a pseudocode of a used path-scanning
algorithm for generating a single period subsolution MTCARP. Let us assume that
after the selection of a random 𝑃𝐶(𝑟) from 𝐴𝑃𝐶(𝑟) for all tasks 𝑟 ∈ 𝑅, we have
a set 𝑅𝑖 of tasks that are meant to be served in a period 𝑖. Our aim is to assign
parameters 𝑗, 𝑘, 𝑙 to each task from 𝑅𝑖 in order to obtain a single-period subsolution
𝑆𝑖.
In the pseudocode, by 𝑟𝑢𝑙𝑒 is meant one of the 5 rules (decribed above) for
selecting a task, when there are more than one nearest neighbors (denoted as NN
in the pseudocode) of the current task. 𝑈𝑝𝑜𝑠 is a set of tasks that do not cause
infeasibility, i.e. it is possible to move to them, serve them and move to the disposal
site without violating a capacity or time constraint.
5.3.2 Route-Merging
Let us notice that by applying the PS heuristic, the obtained solution is always
feasible in terms of not violating capacity and time constraints. However, the number
of vehicles may be exceeded. From the practical point of view, it is much more
crucial not to exceed the number of available vehicles, which is a given restriction.
Therefore, we require all solutions to respect maximal number of vehicles allowed,
even though they may violate time and capacity constraint. For this purpose, the
Route-Merging (RM) procedure is applied in order to reduce the number of vehicles
in each period to 𝑛𝑣𝑖 (maximal number of vehicles allowed). The simple idea of RM
is to find a vehicle which is least utilizied, and assign its tasks to other vehicles.
To specify what utilization means, we define some essential terms for solution
𝑆 and ̂︀𝑆, which is obtained from 𝑆 by adding the depot or the disposal site at the
beginning of each trip and the disposal site at the end of each trip. The duration of
trip 𝑆𝑖𝑗𝑘 is defined as follows:
𝑑𝑢𝑟(𝑆𝑖𝑗𝑘) = 𝑡( ̂︀𝑆𝑖𝑗𝑘) (5.5)
The duration of the whole serving day of vehicle 𝑗 is
𝑑𝑢𝑟(𝑆𝑖𝑗) =
𝑚𝑖𝑗∑︁
𝑘=1
𝑑𝑢𝑟(𝑆𝑖𝑗𝑘) (5.6)
When the vehicle 𝑗𝑅 with the shortest duration 𝑑𝑢𝑟(𝑆𝑖𝑗) is found, its tasks are
assigned to other vehicles. Beacuse tasks are compounded into trips quite effectively
due to the PS process, tasks do not need to be redistributed one by one, but complete
trips are added to other vehicles. The trip with the longest duration is added to
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Algorithm 4 Path-scanning heuristic for MTCARP
1: for all 𝑟𝑢𝑙𝑒𝑠 for adding tasks do
2: 𝑈 ← 𝑅𝑖 ◁ 𝑈 is a set of unserved tasks
3: Set 𝑆𝑟𝑢𝑙𝑒𝑖 to empty solution
4: Set 𝑙𝑎𝑠𝑡𝑇𝑎𝑠𝑘 ← 1, 𝑗 ← 1, 𝑘 ← 1, 𝑙← 1
5: while 𝑈 is non-empty set do
6: 𝑈𝑝𝑜𝑠 ← all tasks from 𝑈 that do not cause infeasibility
7: if 𝑈𝑝𝑜𝑠 is non-empty then
8: NN ← nearest neighbour tasks of 𝑙𝑎𝑠𝑡𝑇𝑎𝑠𝑘 from 𝑈𝑝𝑜𝑠
9: if |NN | = 1 then ◁
10: Add 𝑟 ∈NN to 𝑆𝑟𝑢𝑙𝑒𝑖 to 𝑙𝑡ℎ position of trip 𝑘
11: Remove 𝑟 from 𝑈
12: 𝑙𝑎𝑠𝑡𝑇𝑎𝑠𝑘 ← 𝑟; 𝑙← 𝑙 + 1
13: else
14: Choose 𝑟 ∈ NN according to 𝑟𝑢𝑙𝑒
15: Add 𝑟 to 𝑆𝑟𝑢𝑙𝑒𝑖
16: Remove 𝑟 from 𝑈
17: 𝑙𝑎𝑠𝑡𝑇𝑎𝑠𝑘 ← 𝑟; 𝑙← 𝑙 + 1
18: end if
19: else if 𝑈𝑝𝑜𝑠 is empty because of time constraint then
20: 𝑘 ← 𝑘 + 1; 𝑙← 1; 𝑙𝑎𝑠𝑡𝑇𝑎𝑠𝑘 ← 1 ◁ start a new vehicle
21: else if 𝑈𝑝𝑜𝑠 is empty because of capacity constraint then
22: 𝑙← 𝑙 + 1, 𝑙𝑎𝑠𝑡𝑇𝑎𝑠𝑘 ← 0 ◁ start a new route
23: end if
24: end while
25: end for
26: return 𝑆𝑖 = 𝑆𝑟𝑢𝑙𝑒𝑖 with best 𝑓𝑖𝑡(𝑆𝑟𝑢𝑙𝑒𝑖 )
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the vehicle with the shortest duration. This process is repeated until all trips from
𝑗𝑅 are assigned to other vehicles. Then, the vehicle 𝑗𝑅 does not need to be used
and the number of vehicles is reduced. This process is repeated until the allowed
number of vehicles is reached.
The pseudocode of the RM procedure is displayed in Algorithm 6.
Algorithm 5 Route-Merging procedure for MTCARP
1: while number of vehicles in solution 𝑆𝑖 > number of vehicles allowed (𝑛𝑣𝑖) do
2: Find 𝑆𝑅𝑖𝑗 vehicle-subsolution with shortest duration
3: while 𝑆𝑅𝑖𝑗 is not empty do
4: Find a trip 𝑆𝑅𝑖𝑗𝑘 from 𝑆𝑅𝑖𝑗 with longest duration
5: Find a vehicle-subsolution 𝑆𝐴𝑖𝑗 from 𝑆𝑖 \𝑆𝑅𝑖𝑗 with shortest duration
6: Add a trip 𝑆𝑅𝑖𝑗𝑘 to 𝑆𝐴𝑖𝑗
7: Remove trip 𝑆𝑅𝑖𝑗𝑘 from 𝑆𝑅𝑖𝑗
8: end while
9: end while
5.4 Parent selection and Crossover
Aim of this phase of the algorithm is to select two parents, denoted 𝑃 1 and 𝑃 2 (with
corresponding solutions 𝑆1 and 𝑆2), who yield a single individual 𝐶. Its solution
is denoted 𝑆𝐶 . Parent selection if performed by binary tournament. Two individu-
als are picked randomly (with uniform probability) from the complete population,
grouping feasible and infeasible subpopulations and the one with better (lower) fit-
ness calculated by 5.4 is selected as 𝑃 1. Then the whole procedure is repeated to
select a parent 𝑃 2. These parents then enter the crossover phase.
As mentioned in Section 3.2.4, the design of a crossover is closely related to
the solution representation. The solution representation in POPELAR algorithm
is very similar to the one used in [22], with one dimensional extention for trips.
Therefore, similar crossover operator with the extension to perform multi trips is
used in POPELAR.
This crossover operator is based on Route-Based Crossover (RBX) described
in [25] for VRP. In [22], authors extend this concept into a Periodic Route-Based
Crossover (PRBX). The solution of an offspring is obtained from a solution 𝑆1 by
replacing one route from 𝑆1 by one route from 𝑆2 in the same randomly chosen
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period of solutions. This phase has to be followed by a repair phase, because some
of the tasks are unserved and some of them are duplicated.
We continue in the idea of extending this operator into the Multi Trips Periodic
Route-Based Crossover (MTPRBX). It works as follows:
1. Randomly choose period 𝑖𝑅 ∈ {1, . . . , 𝑛𝑝}
2. Randomly select two vehicle-subsolutions 𝜈1 and 𝜈2, 𝜈1 from period 𝑖𝑅 of 𝑆1,
𝜈2 from period 𝑖𝑅 of 𝑆2
3. Set 𝑆𝐶 = 𝑆1
4. Replace 𝜈1 of 𝑆𝐶 by 𝜈2, and remove the redundant tasks in period 𝑖𝑅 of 𝑆𝐶 .
5. For each task served in 𝜈1 and 𝜈2, replace its period combination in 𝑆𝐶 with
that in 𝑆2.
6. For each period of 𝑆𝐶 , remove the tasks whose period combinations have been
changed and should no longer be served in that period.
7. Insert the missed tasks into the period of 𝑆𝐶 according to their new period
combinations. The insertion of a task increases 𝑐𝑜𝑠𝑡(𝑆𝐶) and may increase
𝑡𝑣𝑄 and 𝑡𝑣𝑇 . The missed tasks are inserted one by one in such a position that
there is no other position with all three values 𝑐𝑜𝑠𝑡, 𝑡𝑣𝑄, 𝑡𝑣𝑇 better (lower or
equal). If more than one such position exists, one of them is chosen arbitrarily.
Both directions of tasks are tested.
The insertion is the most time-consuming step in this crossover operator.
5.5 Local search and Repair
In memetic algorithms, the mutation operator is replaced by a local search (LS)
procedure. LS is performed with a probability 𝑃𝐿𝑆 to improve the quality of the
offspring solution.
The idea behind LS is to explore the neighborhood of a solution 𝑁(𝑆). This
neighborhood 𝑁(𝑆) is defined as the set of solutions that can be obtained from 𝑆
by applying one of these three moves:
1. Single insertion (SI): It moves a task from its current position in solution 𝑆 to
another position in the same period.
2. Double insertion (DI): It moves two adjacent tasks from their original position
in 𝑆 to another in the same period.
3. Swap: It exchanges the positions of two tasks in the same period of solution 𝑆.
In all three moves, both directions are tested. This increases the number of
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operations. For example, for swap it means trying four different combinations.
Note: As we can see, local search moves are applied to each period separately.
Even though moves operating in two distinct days are possible, they are not used
for a variety of reasons. They change period combinations of tasks, and they are
too time-consuming, while being only a bit more effective. The role of changing
assignment of tasks to days is left to the crossover operator.
These three moves are tested in random order. Every time, the better solution
(in the sense of having smaller value of fitness according to 5.4) 𝑆 ′ is found, it is
accepted and the original solution 𝑆 is replaced by 𝑆 ′. This process is repeated until
all moves have been tried without success.
Repair
Aim of repair operator is to transform an infeasible solution 𝑆 into a feasible one.
This is done by several iterations of LS procedure. During those iterations, penalty
parameters 𝑤𝑄 and 𝑤𝑇 are increased in order to enhance the importance of feasi-
bility. During the first two iterations 𝑤𝑋 is multiplied by 10, when 𝑡𝑣𝑋 > 0, where
𝑋 ∈ {𝑄, 𝑇}, for the next two iterations, penalty parameters are multiplied by 100.
If four iteration are tried without the success, the process stops as failed.
In order to prevent influencing of undesirable single-period subsolutions by in-
creasing penalty parameteres for them, LS for repair procedure was modified to
perform LS in one period only. This also decreases the running time of the proce-
dure.
5.6 Survivor Selection
When the maximum size 𝜇 + 𝜆 of one of the subpopulations is reached, survivor
selection is performed to discard 𝜆 individuals.
Older algorithms did this only by comparision of fitness and discarded the worst
individuals. However, such approach may leads to premature convergence and not
so effective exploration of the search space. Thus, more elaborated approach based
on biased fitness, the same as the one used in [28], is used POPELAR.
The priority is to discard clones, i.e. almost the same solutions that have no
special contribution for evolutionary search. One needs to realize that some solutions
are almost the same from the practical point of view, when for example an order
of some trips, which are performed by one vehicle in the same day, is switched, or
even if more vehicles exchange their trips in the same day. Therefore, finding clones
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in this way means to try different permutations of 𝑆𝑖𝑗𝑘, which is quite difficult to
implement and very time-consuming for the algorithm run.
To overcome this difficulty, broader definition, which is easier to implement and
very fast, is introduced. We simply say, solutions 𝑆1 and 𝑆2 are clones, when they
have the same value of fitness or all their tasks (including both directions) have the
same period combinations in 𝑆1 and 𝑆2.
To determine which clones (if there are any) or which individuals should be dis-
carded we introduce a concept with biased fitness, which takes into consideration
not only the fitness of the individual, but also its contribution to diversity of the
population, i.e. how much original genetic material it consists. To define this contri-
bution, we use (as in [28]) Hamming distance 𝛿𝐻(𝑆1, 𝑆2). It is the measure between
two solutions, defined as follows:
𝛿𝐻(𝑆1, 𝑆2) = 12𝑛𝑝
𝑛𝑝∑︁
𝑖=1
∑︁
𝑟∈𝑅
(︁
1(𝑃𝐶*𝑖 (𝑟, 𝑆1) ̸= 𝑃𝐶*𝑖 (𝑟, 𝑆2))
)︁
, (5.7)
where 1(𝑐𝑜𝑛𝑑) returns 1, if condition cond is true, 0 otherwise.
Now we define a crucial term, called diversity contribution, which expresses how
close the solution is to its neighbors in the population in the sense of Hamming
distance (5.7). We denote 𝑁𝑃𝑜𝑝s a set of 𝑛𝑐𝑙𝑜𝑠𝑒 neighbours of 𝑆 according to Hamming
distance in the subpopulation. Then, the diversity contribution 𝑑𝑖𝑣(𝑆, 𝑃𝑜𝑝) of a
solution 𝑆 in the population 𝑃𝑜𝑝 is defined:
𝑑𝑖𝑣(𝑆, 𝑃𝑜𝑝) = 1
𝑛𝑐𝑙𝑜𝑠𝑒
∑︁
𝑆2∈𝑁𝑃𝑜𝑝s
𝛿𝐻(𝑆, 𝑆2) (5.8)
As is mentioned above, selecting of survivors is based on two characterizations:
how good the solution itself is and how big its contribution is to the population
diversity. The measure of this compromise is called biased fitness of a solution 𝑆
and obviously depends on the population, to which it belongs. Let nbIndiv be the
number of individuals in the population. Even if we take diversity contribution into
consideration, we want to keep a certain number nbElit of individuals, no matter
how big is their contribution to diversity is.
Let 𝐹𝐼𝑇 (𝑆, 𝑃𝑜𝑝) and 𝐷𝐼𝑉 (𝑆, 𝑃𝑜𝑝) be the ranks of fitness 𝑓𝑖𝑡(𝑆)(5.4) and the
diversity contribution 𝑑𝑖𝑣(𝑆, 𝑃𝑜𝑝) (5.8) of a solution 𝑆 in the population 𝑃𝑜𝑝. We
need to emphasize that ranking is better (i.e. has lower value) for lower fitness (i.e.
lower penalized cost) and higher diversity contribution.
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We define a biased fitness 𝐵𝐹 (𝑆, 𝑃𝑜𝑝) as follows:
𝐵𝐹 (𝑆, 𝑃𝑜𝑝) = 𝐹𝐼𝑇 (𝑆, 𝑃𝑜𝑝) +
(︃
1− 𝑛𝑏𝐸𝑙𝑖𝑡
𝑛𝑏𝐼𝑛𝑑𝑖𝑣
)︃
𝐷𝐼𝑉 (𝑆, 𝑃𝑜𝑝) (5.9)
It is obvious that the bigger value of fitness means the worse individual. The
algorithm of selecting 𝜇 survivors among 𝜇+ 𝜆 individuals is:
Algorithm 6 Survivor selection
1: for 𝑐𝑜𝑢𝑛𝑡 = 1 to 𝜆 do
2: 𝑋 ← all individuals having a clone
3: if 𝑋 ̸= ∅ then
4: Remove 𝑃 ∈ 𝑋 with the worst biased fitness
5: else
6: Remove 𝑃 ∈ 𝑃𝑜𝑝 with the worst biased fitness
7: end if
8: Update Hamming distances and biased fitness measures
9: end for
This algorithm discards 𝜆 individuals in the subpopulation 𝑃𝑜𝑝. It is worth
mentioning that an individual 𝑃 /∈ 𝑋, among 𝑛𝑏𝐸𝑙𝑖𝑡 individuals in the fitness rank
will not be removed due to the definition of biased fitness. This is caused by the
term (1− 𝑛𝑏𝐸𝑙𝑖𝑡
𝑛𝑏𝐼𝑛𝑑𝑖𝑣
. The survivor selection can by shown in the Figure 6.1 taken from
[28], where the correct proof of this claim can be found.
Fig. 5.1: Survivor Selection based on Biased Fitness
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5.7 Diversification
Diversification is one of more advanced population management processes used in
[28]. It is performed in order to explore a larger area of the search space. In
this way, better solutions can be gained. As we see in the general scheme of the
algorithm, the process is performed when no improvement of the best solution occurs
in 𝐼𝑡𝐷𝐼𝑉 iterations. It is performed by eliminating all but 𝜇/3 individuals of each
subpopulation by using the survivor selection (with different number 𝜆) described
above and creating 2𝜇 new individuals as in the initialization phase.
This process causes significant amount of new genetic material and therefore
revives the search further.
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6 Computational Experiments
The algorithm POPELAR descibed in previous chapter was implemented in C++
language. The code of the algorithm is not a part of the text, because it consists of
more than two thousands rows of a code, but it is contained on the attached CD.
An input of a distance matrix of vertices and a list of tasks is performed by reading
from textfiles because its size. The rest of the parameters are set directly in the code
in SettingParam procedure. Period combinations for each task are set in NaplnAPC
procedure.
A typical performance of POPELAR algorithm is shown in Figure 6.1. To be
precise, the cost of the best feasible solution found is displayed. One has to realize,
that above this line, the rest of the feasible population is spread. First 50 iterations
belong to the initialization phase. In practise, when time does not force us to stop
the process, we want to run it as long as possible. This process seems to very likely
provide even better results.
Fig. 6.1: The demonstration of POPELAR
As mentioned, there is no quarantee that the found solution is optimal (and
most probably it is not for larger instances). It is also complicated to measure the
quality of the solution. Usually for different routing problems, benchmark instances
were generated and the quality of an algorithm is given by comparing to other
developed algorithms. However, to our knowledge no paper was published on MT-
PCARP. Therefore, there are no benchmark instances available for the comparison.
To demonstrate the performance of POPELAR, 3 different instances of different
sizes were generated by ourselves. We call them small, medium and large. Data for
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instances were established based on a discussion with experts from the Institute of
Process and Environmental Engineering in order to correspond with a real process.
The size of instances are summarized in the following table:
Instance Tasks Periods Vehicles
small 51 2 3
medium 81 4 3
large 134 4 4
For each instance we run 10,000 crossovers. After 500 iterations without an
improvement of the best found solution, the diversification process is performed. The
probability of local search is set to 0.25. The settings of the rest of the parameters
and complete results can be also found on attached CD.
We still want to somehow show that obtained results have a high quality. We
use a comparison to results obtained by simpler heuristics. Specifically, we use
the heuristics based on PS, which was developed for the initialization phase of
POPELAR and we improve obtained solutions by the local search procedure. We run
it 1000 times (different period combinations are randomly generated) and pick the
best solution called PS1000. The comparison of POPELAR algorithm and PS1000
is shown in the following table:
Instance POPELAR PS1000 Difference
small 1805 1865 +3.32%
medium 2386 2487 +4.23%
large 5666 6304 +11.26%
We can observe a really strong performance of POPELAR algorithm compared
to simpler heuristic (but still very effective). When we realize that waste collection is
performed on daily basis in all towns and cities, even a difference of small percentages
can mean huge savings.
Naturally, the cost of the best solution is not the only output of the model.
More important is the final solution itself. Based on this information, an effective
planning of the process can be established. Or it can be used for many different
analysis in more complex waste management studies. The solution can be displayed
in a table. The design of this table depends on user’s preferences. The example
of such table is shown below. For this example, the best found solution for small
instance is stated (with the cost 1805). The numbers denote IDs of tasks. The
horizontal line separates different trips of a vehicle in a particular period.
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The demonstration of the solution:
period 1 period 2
vehicle 1 29 51 41 32 37
49 12 33
9 21 45 42 44
vehicle 2 11 14 39 5
27 26 18 19
27 24 39 5
49 16 14 40
vehicle 3 3
6 23 42 44
3
47 51 38 35 30
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7 Further Extensions for Future Research
Well known proverb says: All models are wrong, but some of them are useful1. The
meaning of this saying is that it is essentially impossible to capture all factors from
the real world and some approximations have to be made. Anyway, in spite of these
approximations, the results can be very useful for modelling the world and observing
its simulated behaviour.
In previous two chapters, we described the developed algorithm POPELAR for
dealing with MTPCARP problem, and demonstrated its computational performance
on tested data. This algorithm can be considered as a basis for modelling waste col-
lection in moderate-size towns. However, the waste collection is a part of waste
management, which is a very complex process. Therefore, there is a space for possi-
ble extensions that can be included into the model in effort to capture more factors.
One has to realize that more complex models require more computational power or
time in order to obtain results with the same accurancy. In other words, with the
same amount of the computational power, the accurancy of results desceases, but
more factors are taken into consideration.
On the other hand, when we deal with real instances of the problem, which can
be really large, the time needed to gain results can be enormous. Then, it is useful
to apply some simplifications that decrease the theoretical accurancy2, but because
we can afford more iterations of the algorithm, the results have better quality.
Both these concepts: how to extend model towards higher complexity and what
to do in order to deal with instances, for which the performance of the algorithm is
too slow, are discussed in this chapter. Some of the concepts are only mentioned,
some of them are stated in more detail. Third section of this chapter briefly intro-
duces related problems.
7.1 Complexity
In Chapter 4, we defined Multi-Trips Periodic Capacitated Arc Routing Problem as
a model of waste collection process. This model takes into consideration only the
movement of vehicles, which should be optimized. A demand is deterministic, but
it real life it fluctuates.
1Author of this quote is a British statistician George E. P. Box, but it became popular and it
was quoted in many books and papers.
2By the term theoretical accurancy we mean the global optimum of a problem as it is formulated.
But with an ordinary computational power, this cannot be reached in a reasonable time.
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7.1.1 Scheduling
To build more complex model, the requirements of a crew that performs this servise
should be considered as well. In this case, the aim is to build a model that combines
a routing problem with scheduling problem.
7.1.2 Uncertain environment
In real world, lot of processes can be percieved as random. Optimization in uncertain
environment is called stochastic optimization or robust optimization. In the context
of waste collection, the most influencing randomnesses are stochastic (random) de-
mand, i.e. production of the waste, and uncertain conditions on streets (possible
congestions, etc.). Robust model should yield a solution which is in some sense the
best for all possible scenarios. We introduce several concepts of including stochastic
demand in CARP, which was proposed in [29]. We discuss how this concept can
be used for MTCARP (or MTPCARP). Then, our own ideas on evaluation of the
quality of a solution is presented. In paper [29], five basic robustness measures are
introduced:
1. Worst-case Performance
2. Expected Performance
3. Threshold-based Robustness Measure
4. Reliability-based Robustness Measure
5. Repair-Based Robustness Measure
1 - 4 are well known concepts from the theory of stochastic programming, see [30] or
[31]. 1 and 2 are intuitively clear. In 3, the objective is to maximize the probability
that the pre-defined quality threshold is met. Concept 4 is called probabilistic con-
straints in most books on stochastic programming. We focus on the fifth concept in
the context of stochastic demand.
The aim is to obtain a solution which is the best on average, similarly as in 2.
However, the main disadvantage of concept 2 is that a model seeks for a solution
which is feasible for all scenarios. It means that a solution with superior performance
is not considered, if only one scenario where the solution is infeasible occurs. To
overcome this issue, special repair operator Δ is developed (denoted Φ in the paper).
This operator transforms infeasible solution into a feasible. This concept corresponds
more to the real process. For example, when the vehicle is full, it simply drives to a
displosal site, even if it should continue collecting according to the plan. In [29], the
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operator Δ cut an infeasible route into two feasible routes when the capacity is full
(see Greedy cuts below). Similar principle is used in [32], where probabilities of edge
failures (i.e. the capacity is exceeded on this edge) are computed. As mentioned, this
approach is designed for CARP, which assumes that routes are assigned to different
vehicles.
However, the same principle is too simplified for MTCARP. Let us assume that
a route, which is splitted into two routes, belongs to the same vehicle. Furthermore,
there are other trips in this vehicle’s plan for a day. When the first route is spliited,
it can happen that one task remains unserved. The Δ operator from [29] creates
a special trip only with this task. So the vehicle is forced to drive to disposal site,
return for the last remaining task, drive to disposal site again, and then start a new
route. However, it is more effective to connect the last remaining task to the second
route.
Based on this observing, we propose our own ideas, how this can be modeled in
the case of MTPCARP or only MTCARP as a single-period subsolution. We believe
that it should correspond to real process. Therefore, we should specify what is given
and what can be modified. We work on assumptions that assignments of tasks to
the specific vehicle are unchangable for a particular day, but routes choice can be
adapted according to a particular scenario. One can argue against our assumptions
that assignments of tasks can be dynamicly changed by using communication tech-
nologies. Anyway, we assume that vehicles do not communicate during the procces.
Thus, general solution for all scenarious consists of one giant route for each
vehicles. This giant route contains all tasks that should be served in a particular
day. Then the cuts are performed to yield trips. These cuts can differ according to
a particular scenario. Then, costs for each scenario 𝜉1, 𝜉2, . . . , 𝜉𝑠 are computed and
the average cost represents the fitness of a solution. For purposes of the model, it
should be specified when the realizations of random parameters are observed (in the
model). If the realization is known before the decision-making process, we call this
approach wait-and-see (WS). When we first make a decision withour knowing the
realization of random variable (in our case the demand), we call this approach here-
and-now (HN). We propose three ideas, how to perform cuts. Their correspondence
to a real process is discussed.
Greedy cuts
The simplest idea is probably greedy approach. This works as follows: The vehicle
moves along its giant tour, when the vehicle is full, it drives to the disposal site and
returns to the same point with the full available capacity. This approach is easy for
implementation and very well coresponds to real life (in our opinion).
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However, let us consider this example: The vehicle is close to the disposal site
and it is almost (but not completely) full, another task in the giant route is relatively
far away from the disposal site. Common sense advices to go to the disposal site,
and then continue in the route, however this approach forces the vehicle to traverse
long distance to a task, serve it, fill the vehicle, then return to the disposal site,
and then traverse long distance to another task again. Next approach attempts to
eliminate this disadvantage.
Dynamic decision-making
The idea of this approach is that after serving each task, the crew of a vehicle
faces a decision, whether to continue in collection with the threat of exceeding
capacity, which forces the vehicle to drive to the disposal site, or whether to go to
the disposal site, and then continue with the full capacity available. This decision
can be made based on the optimization model. The load (and corresponding free
capacity) is known at each point, where the decision must be made. Demands of
remaining tasks are unknown (only estimations based on probability distribution are
available). After the decision is made and vehicle behave according to this decision,
the realization of the random variable is revealed for another task and after its
serving (with a possible route to disposal site) a brand new decision must be made.
It is obvious that this approach requires enormous amount of the computational
effort. After each task, a stochastic optimization model is computed. This has to
be done for all vehicles, for all scenarios and for all solutions in a genetic search.
Therefore, this approach is unacceptable for memetic algorithms. However, we do
not mention it just because its logical purity, but we believe, this is the way how
the process of waste collecting can be managed in the future. Let us assume that
giant routes for all vehicles are somehow given. Then, it requires sensors in vehicles
capable of tracking the amount of the waste in a vehicle. Then, data of this amount
can be sent to the model, which determines, wheter to continue in collecting, or go
to the disposal site.
Optimal split
This approach is similar to the splitting giant route in the memetic algorithm pro-
posed in [24] and discussed in the Chapter 2. For each scenario, the optimal splitting
procedure is performed.
In real life, it corresponds to the situation where all demands (productions) are
known before collection starts. This is quite unrealistic assumption, when we think
about the realization of a random demand and how it can be observed (By sensors
in the bins? Or people state the amount of their waste into a global application?).
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Anyway, for the purposes of the model, it can be considered and yielded results
can be very useful for determining optimal (better to say high-quality) giant routes.
Then, the process in real life can be managed by approach 2 as it is described above.
As we can see, each approach has its own pros and cons and one has to consider its
computational complexity when trying to include it into the model, and think about
its interpretation in real life, but again, we get to the proverb from the beginning of
the chapter: All models are wrong, but some of them are useful.
7.2 Real application
This section suggests ideas for dealing with too large instances, where the time
needed to perform enough iterations of proposed algorithm is unacceptable. This
situation can occur, when a real application for bigger city is considered. Most
of the methods are based on some simplications. Thus, a theoretical accurancy
is decreased. However, gained results can be better due to more iterations of the
algorithm. We introduce only concepts, not a complete implementation into the
algorithm.
7.2.1 Improvements of LS
One of the most time-consuming procudure in the algorithm is the local search (LS)
procedure and also the repair procedure, which is the modified LS. Thus, we try to
find the way, how to make them more efficient in order to increase effectiveness of
the whole algorithm.
One possible way is to implement the concept of precomputing insertions. In all
LS moves, we seek for the best position of the insertion of a task. An increment of the
cost (both servicing and deadheading) and the increment of the time depends only on
two adjacent tasks. Therefore, these increments can be precomputed before a genetic
search starts. However, one has to realize that huge amount of precomputation must
be made, and the knowledge of these incerements is not sufficient for the evaluation
of the quality of a new solution, because of the influence of other tasks. For example,
a violation of the capacity or time constraint may occur. But we still believe, this
concept can be useful for speeding up a local search process.
In the local search (LS) procedure defined in Section 5.5, all moves for all tasks are
tested. For larger instances this means a lot of possibilities that have to be evaluated,
even though for some cases, it is quite unlikely they belong to optimal solution (for
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(a) (b)
Fig. 7.1: (a) The demonstration of the part of a town suitable for Clustering. (b)
The detail of the highlighted part.
example if two adjacent tasks are on opposite sites of the city). Therefore, if we were
capable of recognize these useless moves, we could significantly reduce the number
of tested moves. This concept is called a granular local search. For its purpose, we
define a granularity threshold in order to determine which moves should be excluded
from the evaluation.
For example, granularity threshold can be defined as a maximum allowed distance
between two adjacent tasks, where one of them enters a LS phase. Checking this
condition is much quicker than the evaluation of the whole solution (in the case of
single insertion, we check two numbers - distances between inserted task and its two
adjacent tasks). Some more elaborated granularity approaches are stated in [33].
7.2.2 Clustering
The size of an instance can be decreased by clustering. For example, in Figure 7.1a
we can see that the highlighted part of a town (in this demonstration, data from
Jihlava is used) is fairly separated from the rest of the city. We can assume, all
streets in this area are served in the same day by one vehicle. Therefore, all these
streets can be reaplaced by one task. Its demand is a sum of the demands on all
these streets. To determine the time and the cost, we solve the Chinese postman
problem or the rural postman problem (in the case that there are some streets that
do not require a service).
This clustering can be performed by a human by using a map. According to his
intuition, the streets are grouped together. However, an interesting area for further
research is a development of some methods that are able to detect these streets
suitable for clustering automatically.
Another example of clustering is the case, where the city is somehow geograph-
ically divided, for example there are separated areas divided by a river. Then we
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solve MTPCARP separately in these areas, however we need to realize that these
parts are not independent in some cases. For example, when the collection is per-
formed by one company, one particular vehicle can collect a waste in one area, then
go to the disposal site, and then collect a waste in a second area. Thus time that
vehicle can spend in the second part of the city depends on the time spent in the
previous area.
7.2.3 Two-phase methods
If none of the above mentioned methods succeed, some two-phase methods can be
applied. Into this category, we can include above described clustering approach as
well. However, the problem after clustering is still MTPCARP. Aim of a two-phase
method is to split the problem into two simplier subproblems. For example, in a
first phase we assign days to each street and divide them to sectors. Each sector
represents tasks served by one vehicle in a particular day. In second phase we solve
CARP for each sector.
Sectoring is a traditional problem in graph theory. It has applications in making
districts for elections, for placing a facility (for example fire station), etc. For the
inspiration we recommend the paper focused on sectoring for arc routing problem
[34].
7.3 Related problems
Not always the problem of waste collection has the same nature as the one we
defined in Chapter 4. Sometimes there are more disposal sites in the neighborhood
of the city. This would lead to adding a multi-depot (see Chapter 3) atribute to the
problem. In bigger cities, intermediate facilities are built and the collected wasted
is brought to those facilites. It is also a multi-depot problem.
However, sometimes we face the problem, whether to build an intermediate fa-
cility. And if so, where to place it, what capacity it should have, etc. These types
of problems are called facility locations problems and in the most of applications
they are solved separately. However, locations and related routing can be combined
in one model. Research on this problem is very recent and only a few papers were
published on this topic (e.g. [35] or [36]). It seems that results obtained by a model
that combines facility location and related routing problem are noticeably better
than results from models where the facility location problem and routing problem
are dealt separately.
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8 Conclusion
Waste collection belongs to processes that are performed on daily basis. A lot of
money is spent on fuel for vehicles and time of workers. Thus, an optimization of
this process can bring huge savings for a society and has a positive impact on the
environment. This thesis is focused on optimization of a waste collection procces in
middle-sized cities, where the waste is collected at one place by a fleet of vehicles.
More complicated cases for larger cities, where more additional atributes can be
included, are discussed. Waste collection belongs to routing problems, which is a
large class of combinatorial optimization.
A brief overview of routing problems is a part of this thesis. It containes many
references for readers, who are more interested in this area. With knowledge of
different types of routing problems, the waste collection was classified as a Multi-
Trips Periodic Capacitated Arc Routing Problem (MTPCARP) in Chapter 4.
Main contribution of this thesis is the algorithm POPELAR, which was devel-
oped to deal with MTPCARP with some special requirements from the real world.
An effective heuristic for this specific problem has not been published yet to our
knowledge, so we try to fill this gap.
POPELAR is based on genetic search combined with a local search procedure.
It was implemented in C++ and its source code can be found on attached CD.
The description of the algorithm is provided in Chapter 5. A demonstration of
its computing and comparison to a simpler heuristics is shown in Chapter 6. We
observed strong performance of proposed algorithm.
Researchers who are interested in this topic, including myself, can appreciate
Chapter 7, where ideas for further extensions are discussed. This can be used as
a source of inspiration. Most attention in this chapter is dedicated to a stochastic
model, which is a very desirable extension, because of random nature of a waste
production.
Further, tips for dealing with too large instances, and related problems are intro-
duced in this chapter. Some of these ideas are only briefly mentioned. Thus, they
provide enough space for original approaches.
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