1 is a nonproprietary and object-oriented modeling language that is created to ease the modeling of complex cyberphysical systems. Its advantage is related to its acausal and equation-based nature that allows modelers to focus on the structure of the system being modeled rather than transformations related to the numerical solver. It is widely adopted in various domains (e.g., automobile manufacturing, power electronics, and building simulation). FMI 2 is a tool-independent standard to describe models using eXtensible Markup Language (XML) files and compiled C code. There are currently more than 70 tools that support import or export features using the standard, and adoption is increasing. The standard aims to support model exchange (without solver only the model) and co-simulation (exchanged including the native solver) of dynamic models. It allows users to share models across simulation tools by either solving the models using the native solvers of the target platform (i.e., model exchange) or wrapping the solver from the source platform (i.e., co-simulation). In either case, the package that is transferred between the source and target platform is called a Functional Mock-up Unit (FMU). OpenMP 3 is an application programming interface (API) that supports shared-memory multiprocessing programming in C, C++, and Fortran.
In this report, we describe import/export features of FMUs supported by an FMU wrapper that enables execution of FMUs in C++. This wrapper is capable of creating an FMU instance in C++ with all function pointers and state variables for the purpose of evaluating runtime performance gains from parallel execution of FMUs. The workflow is as follows. First, a model is developed in Modelica and its FMUs are exported using OpenModelica 4 or a similar Modelica compiler. Next, the FMUs are imported using the wrapper, coupled via input and output variables, and solved via Euler solver in parallel using OpenMP. This process and performance results are discussed in the context of two test cases.
MULTI-TANK PROBLEM
In the first experimental setup, multiple tanks are connected in serial. While the first tank is continuously receiving a constant flow of liquid, each tank drains at a specified rate proportional to the liquid level into the adjacent tank, i.e.,
= − +
where is the liquid level, u is the input flow from the preceding tank, and is the time constant that represents the geometry and physics of fluid flow to the succeeding tank. Figure 1 illustrates the whole system where X is the liquid level, i is the tank index, and N is the total number of tanks. The FMU wrapper and the Euler solver implementations allow users to define the number of tanks that will form an FMU and the number of FMUs users want to couple together. For example, if there is a 200-tank system, then it can be solved by forming a single FMU incorporating 200 tanks, two FMUs each consisting of 100 tanks, and so on. This problem allows an easy way to decompose a large system in a load-balanced manner to determine performance tradeoffs as a function of number of FMUs.
IMPLEMENTATION VERIFICATION
To ensure the FMU wrapper and Euler solver are implemented correctly, a two-tank system is created and solutions acquired from the implemented Euler solver and the OpenModelica Euler solver are compared between a 1-FMU and 2-FMU models. As can be seen in Figure 2 and Figure 3 , solutions for liquid levels in Tank 1 and Tank 2 are nearly identical up to three decimal points. 
SIMULATION TIME AND FMUS ON TWO CORES
In general, there are three parts in a C++ implementation that could enable performance gains from parallelization for FMUs: (i) initializing all FMU instances, (ii) coupling FMUs (i.e., mapping inputs to outputs), and (iii) all solver loops. These parts are wrapped as OpenMP blocks and tested for performance using two compute cores. The runtime values for different numbers of FMUs (i.e., 1 tank per FMU) , as seen in Figure 4 , are compared to the baseline runtime for that set of FMUs on one compute core. Values that can change the runtime are: (i) integration time interval (dt) used in the solver, (ii) the number of models per FMU, and (iii) total time simulated (-Tend in seconds). For each of the four scenarios, dt is 0.1 seconds and the Figure 4 shows the average runtime value when we replicate each scenario for 50 runs. Nearly linear speedup with the number of cores can be realized as the number of FMUs and the termination time increases. 
SINGLE FMU VS. MULTIPLE FMUS
In order to measure the impact of decomposing a model into FMUs without parallelization, two runtimes are compared: (i) Simulation runtime and (ii) Total runtime. Simulation runtime is the time to wrap all function pointers and FMI instance in C++, to initialize the FMI instance(s), to map inputs and outputs and to run the simulation, whereas total runtime incorporates simulation time as well as all overhead including loading the Modelica code (*.mo file) into OpenModelica, translating the model into FMU(s), and unzipping the FMU(s).
In experimental conditions, the number of tanks is 200, dt is 0.01 seconds, and Tend is set to 100 seconds. All scenarios are run for 50 replications. Figure 5 and Figure 6 show simulation and total runtimes, respectively. Error bars represent +/-one standard deviation. In the x-axis, T stands for number of tanks being modeled by each FMU and F stands for the number of FMUs (e.g., 100T2F means simulation of the 200 tank system with 100 tanks for each FMU). In Figure 5 , overhead due to coupling begins to increase the runtime significantly above 25 FMUs. In Figure 6 , the total runtime also increases due to coupling overhead after 25 FMUs, but the runtime savings can clearly be seen with fewer tanks per FMU. The longer runtime for the 200T1F system in Figure 6 is likely due to the cost of FMU creation for a large number of tanks. It is anticipated this would be similar to any single FMU which contains a large, computationally complex system. In the following section, parallel computing is explored to compensate the cost of initialization and coupling of FMU instances that are revealed in this section. 
PARALLEL SPEEDUP
In this analysis, FMU initialization, coupling of FMUs, and solver loops are parallelized using the OpenMP code blocks. Figure 7 shows the benefit of parallelization as limited due to the cost of (nonparallel) creation of 200 1-tank FMUs. Figure 9 represents simulation runtimes for a 200-tank system as a function of FMUs using four compute cores. Although the minimum mean simulation runtime is observed for the 50T4F use case, it is not possible to distinguish it from the adjacent runtimes due to large standard deviations. Mean runtime of 50T4F use case outperformed others because its load is balanced among four compute cores (1 FMU for each core) and it minimizes the cost of coupling among FMUs. The impact of load balancing among four compute cores is also evident for 100T2F use case. The mean runtime increases compared to the adjacent use case since the number of FMUs is not the proper divisor of the number of cores, hence it does not benefit from all available cores.
MODELICA BUILDINGS LIBRARY
In the first experimental setup, there is a complete control on the number of components (tanks) within each FMU and the whole multi-tank system assuming that the system incorporates multiple instances of the same components connected in serial. However, the component models are more complex and developed as a whole entity in real use cases. To explore performance of disaggregated models, multiple test cases are developed leveraging the Modelica Buildings Library 5 that includes complex component models developed for buildings modeling.
A ROOM MODEL WITH THREE COMPONENTS
Using Dymola 6 and the Buildings Library, a test model is introduced that consists of three components: (i) Thermal zone, (ii) Cooling system, and (iii) Controller. The outside temperature (fixed) transfers heat into the thermal zone through the conductivity of the wall. When the zone temperature is higher than the temperature that is set in the controller, the fan turns on and cooled air flows in the zone. When temperature is at the range of ±1-degree Kelvin around the set temperature, the fan turns off. Figure  10 , Figure 11 , and Figure 12 represent aforementioned three components, and Figure 13 represents how the whole system is connected through input and output ports. 
SIMULATION RUNTIME PERFORMANCE OF THE ROOM MODEL
To conduct a run-time performance test similar to the multi-tank mixing problem, each component of the room model is exported using Dymola's FMU export feature. Subsequently, using the wrapper and the solver, each FMU is coupled with other FMUs as it is represented in Figure 13 . As a note, additional state event handling is also implemented that halts the simulation run, evaluates the events (such as switching the controller on and off), and then restarts the Euler solver at each time advance if there is any state event to handle. Simple interpolation technique is used to identify when state events happen for each FMU. If a single state event occurs among all FMUs, all calculations are rolled back and the time advance of the Euler solver is revised based on the approximate event time. This hybrid solver caused performance decrease in the simulation runtime due to simulation stops and re-initiations at each event handling. Figure 14 represents average simulation runtimes using different numbers of compute cores for the wrapper and the hybrid solver. In experimental conditions, Tend is 10,000 seconds and dt is 0.1 seconds. The runs are replicated 50 times. As seen in Figure 14 , the performance gain is limited and only occurs when the number of compute cores is equal to the number of FMUs in the system. This finding is also indicative of the importance of load balancing. The performance clearly suffers due to the overhead of coupling and the event handling in Figure 14 . In this test case, the number of states and state events within each FMU is not significant enough to gain runtime performance from the solver loops. Since the control component only has four states and state events, the load for each core is not well balanced. To demonstrate a more complex test case, a four-room model that has coupling through wall connections between rooms is implemented. Figure 15 and Figure  16 show the room model, and the couplings of the four-room model, respectively. 
SIMULATION RUNTIME PERFORMANCE OF THE FOUR-ROOM MODEL
The Figure 19 represents simulation runtimes of the hybrid solver using different numbers of compute cores and replicated 50 times as in previous experiments. When four cores are allocated, the performance increase is almost two-fold. This suggests that for relatively more complex models (with greater number of states and state events) wrapped as a single FMU, it is possible to outperform the overhead of FMU initialization and the coupling while gaining significant runtime performance improvements.
Analyzing the three-compute-core case, we observed both in the for multi-tank and three-component models, that whenever the number compute cores is not a proper divisor of the number of FMUs, the performance gain is limited. This is even worse in the three core case than two core case because the hybrid solver waits for all FMUs to be accomplished before advancing the time. Ideally, the computational burden of each compute core should be balanced to optimally benefit from additional computational resources. 
FUTURE RESEARCH ON DISAGGREGATION
Disaggregating a whole complex model into sub-models that incorporate smaller groups of components is not trivial. Causality information of all components and knowledge of the couplings of the whole system are necessary to effectively and properly disaggregate a model. Dividing a complete model into submodels can break the causality connections and cause errors in Modelica. When there is absolute knowledge about how the whole system looks like as in multi-tank or four-room use cases, the models can be divided into sub-systems using ad-hoc practices. For example, in Figure 10 and Figure 11 , bouOut and bouIn components connect other components to inlet and outlet ports. This practice allows compilers (i.e., Dymola) to assess each subsystem as a standalone unit with all causality assignments, and compile them successfully as an FMU. Then an end-user can re-use those FMUs by coupling them using inlet and outlet ports. However, this ad-hoc practice causes additional modeling costs and involvement of the model developer. Without knowing how an FMU will be coupled into another system of FMUs, the reusability of that FMU is limited. Additional research is needed to address the ad-hoc FMU generation. If the system of interest is well-defined or implemented as a whole model, then developing an algorithm that analyzes the complete model and does automatic disaggregation would be beneficial. Nonetheless, this would not directly solve the modeling decisions to be taken while component models are developed. This issue was apparent when the Buildings Library components were used in this report. Regarding buildings modeling, such a disaggregation algorithm can guide model developers to design the critical components in a way to enable disaggregation and re-usability.
CONCLUSIONS
There is a trade-off between the cost of FMU translation for the whole system, and the costs of creating and coupling multiple FMU instances of the system components. In the first test case (multi-tank system), this trade-off is clear from Figure 6 and Figure 7 as different numbers of FMUs scale to different number of cores. If the total runtime (wall clock time) is considered as the primary performance measure, the multi-tank test case suggests decomposing the models into 8 tanks per FMU. This determination of optimal decomposition into FMUs is typically much more difficult for real-world problems.
Parallel computing allows a system modeler to compensate for the cost of initializing FMU instances and coupling processes as shown in Figure 8 . Consequently, when FMUs are provided for the system components, coupling the FMUs and solving them in parallel can achieve faster simulation runtimes than solving the whole system as a single FMU via native solvers such as OpenModelica or Dymola.
To test against more complex and realistic test cases, a three-component room model ( Figure 13 ) was developed using the Buildings Library. Additional event-handling is implemented within the Euler solver in C++. Figure 14 shows that improper load balancing of CPU-cores is a major limiter for runtime performance gains. Therefore, the room model is packaged as a whole FMU and multiple rooms are connected in the four-room model (Figure 16 ). In this case, parallelization across four cores beat the overhead of FMI initialization and coupling ( Figure 19 ) and achieves even faster runtimes than Dymola.
The cost of implementing and coupling the models in Dymola and C++ are neglected in this report, which focuses solely on runtime performance. The cost of modeling becomes more apparent when disaggregation of models is needed. Clear documentation of models, how they were constructed, and practical experience regarding their use is currently essential to effectively decomposing these models. Future research on automatic disaggregation of Modelica models is recommended. A successful disaggregation algorithm would enhance reusability of Buildings Library components as FMUs without additional modeling efforts. Use of parallel execution of FMUs derived from the Buildings library would enable running complex models (with thousands of states and state events) as hundreds of FMUs distributed over hundreds of compute cores. As revealed in the analysis of this report, this approach could cut runtime in half using four computer cores. Leveraging more compute cores and implementing optimizations in the solver have potential to achieve more runtime benefits for more complex problems.
