Studies show that low-cost carriers have gained 15.2% market shares while enplanement had increased by 38% following their emergence. Whereas frequency is directly influenced by airlines' key factor such as turn-time, it, on the other hand, influences directly other airline market parameters. This proposes a mediation possibility. However, the mediating role of frequency on the relationship between turn-time on carriers' market share, and the effect of low-cost carrier in Kenya was still unknown. The purpose of this study, therefore, was to investigate the mediating role of route characteristics on the effect of low-cost carriers on the airline market in Kenya. The specific objective of the study was to determine the effect of the mediating frequency on the relationship between turn-time and carriers' market share. Using panel data of 2 airlines to capture both time-series and cross-sectional elements over the 72 months period, this paper will illustrate that frequency partially and off-the-scale significantly mediates turn-time-carrier's market share relation. Path regression analysis is used to track the influence of the mediating route characteristics.
Introduction
While there had been a substantial body of research investigating this phenomenon in the US, Canada, Australia, and Europe, there had been little investigation of whether this phenomenon exists in other markets. Reference [1] recommended that there was a need to identify whether there is a low cost carrier effect in other markets. This paper therefore sought to investigate the mediating role of route characteristics on effect of low-cost carriers on the Kenyan airline market. According to [2] - [4] , low-cost carrier (LCC) is a discount airline that operates a point-to-point network, pays employees below the industry average wage, and offers no frills service. The lowcost airline model has proven that it is possible to follow different but disciplined business models and to deliver both service and financial results to world-class standards. Empirically, findings of many researchers have shown that the emergence of low cost carriers has had a profound impact in the aviation industry as seen in the works of [4] - [9] [11] [12] . For instance, it has resulted in increased enplanement by 38% and have gained 15.2% market share as reported by [4] and [5] respectively. On the other hand, in the markets such as Canada, North Atlantic routes and Netherlands, the low cost carriers have been found not to have any impact, e.g. [1] [13] [14] . The significance of turn-around punctuality is not only to reduce delays, but to maintain the linkage and stability of aircraft rotations [15] [16] . Whereas turn-time models provide useful information for schedule planning, fleet planning, operations planning, and economic and financial analysis, studies have concentrated on finding the effect of the emergence of low-cost carriers. None has actually investigated the impact that the low-cost carriers' constructs, specifically turn-time, would have on their market share, and to a large extent, the mechanism through which it would achieve that. Several studies i.e. [17] - [21] have investigated about the models for the turn-around operations that would minimize delays, and consequently, costs. References [4] [6] [8] [12] employ descriptive statistics in analyzing their data on the effect of low cost carriers on the network carriers' market share. On the other hand, studies by [9] [10] [22] have investigated on the frequency factor differently. Reference [9] considers it as independent variable on fare while [22] investigates it as an independent variable on airline market expansion, and finds a negative correlation between market concentration and flight frequency. Reference [10] treats it as a moderating variable on fare. Since theories posit frequency to be emanating from airlines' turn-time while it also independently influences other aviation market parameters. This suggests that frequency would explain why a relationship between turn-time and any other variable occurs. However, the above cited studies had investigated frequency as either independent or moderating variable with respect to other airline market parameters. No study had considered it as a mediating variable in the relationships between turntime and carriers' market share. The specific objective of the study is, therefore, to examine the influence of the mediating frequency on the relationship between turn-time and carriers' market share in the airline market.
The paper is arranged as follows: Section 2 briefly outlines the concept of low-cost carrier's business model and the associated constructs, i.e. turn-time, frequency and market share. Previous studies are compared, contrasted, critiqued and the gap established. Section 3 outlines the methodology. Statistical tests for the assumptions of linear regressions, panel unit root tests, panel cointegration tests are performed. The mediating role of route characteristics is tracked, step by step, by use of path regression analyses in Section 4. The study is summarized, concluded and recommendations are made in Section 5.
Literature Review
This section reviews the concepts of low-cost carrier's business model with an extension to specific constructs such as turn-time, frequency and the carrier's market share. Previous empirical studies are highlighted. Comparisons, contrasting, critiquing and acknowledgement of the gap from the reviewed literature is established.
Low-Cost Carrier Business Model
According to [23] , the chief difference between low-cost carriers and traditional airlines, or full service carriers (FSCs), fall into three groups: service savings, operational savings and overhead savings. The low-cost model is characterized by specific product and operating features. Product features include: low, simple, and unrestricted fares; high frequencies; point-to-point flights; no interlining; ticketless travel utilizing travel agents and call centers; single-class, high density seating; no seat assignments; and no meals or free alcoholic drinks. Operating features include: single type aircraft with high utilization, secondary or uncongested airports served with short aircraft turns, short sector length, and competitive wages with profit sharing and high productivity [2] [4] [11] [24] [25] .
Turn-Time
Reference [15] defines turn-time as the period between the time an aircraft parks at the gate till it can pull out again with a new load of passengers and/or cargo. There are a number of key tasks to be carried out during this period: unloading and loading of passengers and luggage, safety and security checks, catering, cleaning and a variety of administrative tasks. The significance of turn-around punctuality is not only to reduce delays, but to maintain the linkage and stability of aircraft rotations [16] . Turn-time models provide useful information for schedule planning, fleet planning, operations planning, and economic and financial analysis. Reducing airplane turn-times means more efficient airplane utilization, particularly for airlines that emphasize point-to-point routes. Improved airplane utilization helps spread fixed ownership costs over an increased number of trips, reducing costs per seat-mile or per trip. More flights mean more paying passengers and, ultimately, more revenue. Benefits of shorter turn-times are significant for shorter average trip distances. In order to optimize airplane utilization, point-to-point carriers operate with significantly faster turn-times at the gate. A typical hub-and-spoke system requires longer turn-times to allow for synchronization between the feeder network and trunk routes [16] - [18] [21] [26] .
Frequency
Frequency is a central attribute when customers are determining mode choice [9] [26] [27] . Higher frequency of flights raises the value of the product to the passenger and increased value leads to higher demand and finally higher prices [10] . Passengers travelling on business have a high opportunity cost for travel and value the convenience increased frequency provides them. Hence, increased value leads to higher demand and finally higher prices [28] . It also facilitates a reduction in cost per transported unit due to the high fixed costs; higher frequency allows airlines to operate aircraft more efficiently and for longer utilization periods. Increased efficiency lowers an airline's marginal cost and, thus, ticket prices [10] [29] . However, vessel capacity utilization is significantly lower for high-frequency routes [27] . A market that has a high concentration of passengers with high time costs (business travelers) might be served by smaller aircraft with greater frequency, while a market with a high concentration of low time cost passengers (leisure travelers) might be serviced by larger aircraft with lower frequency. As distance between the two end points increases, aircraft size increases and frequency decreases [30] . High rates of fleet utilization are a major factor in low-cost carriers' business model. With high utilization, a low-cost airline will reduce costs significantly. The key for high utilization is to shorten the time between one flight and the other [31] since turn-times influence the number of trips an airplane can make in a given period of time [15] .
Carrier's Market Share
References [32] and [33] pointed out that the reason for measuring the market share is to eliminate the impact of environmental factors which exert the same influence on all competing brands and thus allow a proper comparison of the competitive power of each. Calculating market shares assumes that the firm has clearly defined its reference market, i.e. the set of products or brands that compete with it. Reference [34] stated that incumbents (full service carriers) always attempt to retain the market share on the specific route low cost carrier airline joins by depressing their price. An increase in market share may allow airlines to exercise greater market power. With greater market power an airline can raise prices to increase its profits [35] . [12] employed descriptive statistics in analyzing their data on the effect of low cost carriers on the network carriers' market share. Reference [4] indicated that in the US, the low-cost carriers had claimed 15.2% market share from the incumbents' market share within 5 years from 1998-2003. According to [8] , Spirit airlines claimed a market share of 4% within 3 months from American airlines following her entry into the market while [6] 's findings show that the market share of low cost carriers has increased world-wide by about 22% over 33 years between early 1980s to 2013. Reference [12] reported that LCCs had accumulated around 34 per cent of the UK within 5 years from 1999-2004. According to [20] , scheduling every operations in the turn-around enhances a better performance and efficiency, while [17] remark that sensor technology or checkpoints, would enhance a better turnaround within highly automated environment. Reference [21] concluded that the minimum time of turnaround operations are in domestic-domestic flight type when passenger stair are used for disembarking and air-bridge for boarding. Reference [18] supported cooperation between a variety of tactical decision makers since it would deliver an efficient ground handling multi-fleet management structure. According to [19] , the automatic assignment strategy would give a better result in terms of minimum departure delays. On the other hand, reference [10] considered frequency as independent variable on fare while [9] treated it as a moderating variable on fare. Reference [22] investigated frequency as an independent variable on airline market expansion. Reference [22] found a negative relationship between market concentration and flight frequency. Reference [10] found out that the frequency variable is highly significant and has a negative impact on airfare per kilometer, and is inelastic in relation to price. According to [9] , the effect of the frequency of flights on a route, served by a particular carrier, is positive and significant at the 1 percent level over each fare percentile.
Empirical Studies
Since theories posit frequency to be emanating from airlines' turn-time, and that frequency directly influences the airline market parameters, it therefore suggests that frequency would explain why a relationship between turn-time and any other variable occurs. However, the studies have investigated frequency as either independent or moderating variable with respect to other airline market parameters. No study had considered it as a mediating variable in the relationships between turn-time and carriers' market share.
Research Methodology
This section addresses the research design, target population, type of data, statistical tests, and model specification.
Research Design, Target Population and Type of Data
The study adapted longitudinal design. Reference [36] defines longitudinal design as a time series correlational research design. Longitudinal research design describes patterns of change and helps establish the direction and magnitude of causal relationships [36] - [38] . Measurements are taken on each variable over two or more distinct time periods. This allows the researcher to measure change in variables over time. The target population of this study was 2 airlines i.e. Fly540, that formally operates as a low-cost carrier and Jetlink Aviation, which met the ICAO definition of a low-cost carrier in terms of operations but never used the term in marketing itself. Their data over a period of 72 months for the year 2007-2012 were used in the analysis. Sources of data were airlines statistics as maintained by the Kenya Civil Aviation Authority (KCAA).
Statistical Tests

Testing the Assumptions of Linear Regression
There are four principal assumptions which justify the use of linear regression models for purposes of inference or prediction. If any of these assumptions is violated, then the forecasts, confidence intervals, and scientific insights yielded by a regression model may be (at best) inefficient or (at worst) seriously biased or misleading [39] [40]. These assumptions are: (1) normality of the error distribution, (2) linearity and additivity of the relationship between dependent and independent variables, (3) statistical independence of the errors, and (4) homoscedasticity (constant variance) of the errors.
1) Test for Normality of the error distribution
Violations of normality create problems for determining whether model coefficients are significantly different from zero and for calculating confidence intervals for forecasts. Since parameter estimation is based on the minimization of squared error, a few extreme observations can exert a disproportionate influence on parameter estimates [40] [41] . Calculation of confidence intervals and various significance tests for coefficients are all based on the assumptions of normally distributed errors [42] [43] . If the error distribution is significantly non-normal, confidence intervals may be too wide or too narrow. In this study, the researcher used Jarque-Bera statistical tests for normality. Jarque-Bera test statistic measures the difference of the skewness and kurtosis of the series with those from the normal distribution [44] ; the Jarque-Bera statistic should not be significant in cases of normal distribution. The statistic is computed as:
where S is the skewness, and K is the kurtosis. However, real data, especially time series data, rarely has errors that are perfectly normally distributed, and it may not be possible to fit your data with a model whose errors do not violate the normality assumption at the 0.05 level of significance [40] [45] . This was observed even after transforming the data into the natural logs as shown in Table 1 and Table 2 , the transformed natural logs of the variables could still not reject the null hypothesis at 5% significance. The researcher then settled on the [39] 's and [40] 's conclusion that it is usually better to focus more on the violations of the other assumptions since normality is a very minor concern.
2) Tests for Linearity or Additivity Violations of linearity or additivity are extremely serious. If one fits a linear model to data which are nonlinearly or non-additively related, your predictions are likely to be seriously in error. In order to test for linearity, the researcher adopted Ramsey RESET (Regression Specification Error Test) to detect any incorrect functional form as proposed by [46] . The RESET Stability tests statistics indicated no evidence of non-linearity as shown in Tables 3-5, each table representing In all the three analyses, i.e. Tables 3-5, the t-statistics strongly rejected any evidence of non-linearity. 
3) Statistical independence of the errors
When data are ordered-for example, when sequential observations represent Monday, Tuesday, and Wednesday-then the neighboring error terms may turn out to be correlated. This phenomenon is called serial correlation [44] [45] . If left untreated, serial correlation can do two bad things: reported standard errors and t-statistics can be quite far off, and under certain circumstances, the estimated regression coefficients can be quite badly biased. While using the Durbin-Watson statistical test for serial correlation, under the null hypothesis (no serial correlation) the Durbin-Watson centers around 2.0 rather than 0. If the serial correlation coefficient is zero, the Durbin-Watson is about 2. As the serial correlation coefficient heads toward 1.0, the Durbin-Watson heads toward 0.
4) Homoscedasticity (constant variance) of the errors
OLS makes the assumption that the variance of the error term is constant (Homoscedasticity). If the error terms do not have constant variance, they are said to be heteroscedastic. Heteroscedasticity does not cause ordinary least squares coefficient estimates to be biased, although it can cause ordinary least squares estimates of the variance (and, thus, standard errors) of the coefficients to be biased, possibly above or below the true or population variance [47] [48] . Thus, regression analysis using heteroscedastic data will still provide an unbiased estimate for the relationship between the predictor variable and the outcome, but standard errors and therefore inferences obtained from data analysis are suspect. Biased standard errors lead to biased inference, so results of hypothesis tests are possibly wrong. If OLS is performed on a heteroscedastic data set, yielding biased standard error estimation, a researcher might fail to reject a null hypothesis at a given significance level, when that null hypothesis was actually uncharacteristic of the actual population (making a type II error).
Heterokedasticity, serial correlations and presence of outliers were never perceived by the researcher to be problems at all due to the fact that Fully Modified Ordinary Least Squares (FMOLS) had been adopted in the panel cointegrating equations as outlined by [49] - [52] . This method modifies least squares to account for serial correlation effects and for the endogeneity in the regressors that results from the existence of a cointegrating relationship, as well robustic in dealing with the outliers.
5) Panel Unit Root Tests
While dealing with panel data, which is usually time series in nature, researcher may have to find out if the data is stationary [53] . Stationarity of data is when the mean, variance and covariance are time invariant (they do not change over time). This was done by use of panel unit root tests; Y t is regressed on its lagged value Y t-1 and then checked if the estimated slope coefficient is statistically equal to 1. If not, then Yt is nonstationary. This then requires first differencing of Y t which is then regressed on Y t-1 , if the slope coefficient is 0, then Y t is nonstationary, and if it negative, then Y t is stationary [44] [45] . Any series that is not stationary is said to be nonstationary.
PP Fisher Panel unit root testing was performed on the three variables. The results showed that turn-time was stationary at order 0, while the other 2 (frequency, and carrier's market share) were stationary at order 1. The following 5 tables (Tables 6-10) show the results of the panel unit root analysis for the series:
From Table 6 , the results failed to reject null hypothesis of presence of a unit root in the series. Thus, first differencing was necessary as follows:
After first differencing, Table 7 indicates that the null hypothesis of the presence of a unit root was strongly rejected. Table 8 indicates that the null hypothesis of the presence of a unit root was strongly rejected. Table 9 indicates that the test failed to reject the null hypothesis of the presence of a unit root. Further differencing was then required as shown in the Table 10 .
After first differencing, Table 10 indicates that the null hypothesis of the presence of a unit root was strongly rejected.
6) Panel Cointegration Tests
The finding that many macro time series may contain a unit root has spurred the development of the theory of non-stationary time series analysis [44] . Reference [54] pointed out that a linear combination of two or more Tables 11-13 for the results).
In this case, nine of the eleven statistics rejected the null hypothesis of no cointegration in Table 11 .
The results in Table 12 show that five of the eleven statistics rejected the null hypothesis of no cointegration at the conventional size of 0.05.
The results in Table 13 indicate that nine of the eleven statistics rejected the null hypothesis of no cointegration at the conventional size of 0.05. 
Mediation Regression Model Specification
A mediation model offers an explanation for how, or why, two variables are related where an intervening or mediating variable, M, is hypothesized to be intermediate in the relation between an independent variable, X, and an outcome, Y [55] . More recent research has supported tests for statistical mediation based on coefficients from two or more of the following equations [56] [57]: c X bM
where: M is the mediating variable; c is the overall (total) effect of the independent variable X on Y; c' is the (direct) effect of the independent variable X on Y controlling for M; b is the effect of the mediating variable on Y; a is the effect of the independent variable X on the mediator; β is the intercept for each equation; and ε is corresponding residuals in each equation. Thus, the following path analysis diagrams were used to develop the three regression equations to track the influence of the mediator variable, frequency, on the relationship between the turn-time and carriers' market share:
Consequently, the following 3 regression equations will be:
To test if TNTM predicts CRMS → 
In the first regression, the significance of the path X to the dependent variable Y is examined. In the second regression, the significance of the path from X to M is examined. Finally, the significance of the path M to Y is examined in the third regression by using X and M as predictors of Y by use of simultaneous entry method. Simultaneous entry allows for controlling the effect of X while the effect of M on Y is examined, and controlling the effect of M while the effect of X on Y is examined. The results are then compared, that is, the relative effect of X on Y (when M is controlled in the third equation) to the effect of X on Y (when M is not controlled in the first equation). If the path X to Y in the third equation is reduced to zero, it provides strong evidence for a single, dominant mediator. If the residual path X to Y is not zero, it indicates that multiple mediating factors may be operating. The degree to which the effect is reduced (i.e. the change in the regression coefficient in Equation 3.4 versus the regression coefficient in Equation 3.2) indicates how powerful the mediator is [57] [58] .
Reference [59] cited that prior to using path analytic regression techniques, Pearson correlations among variables in the model are examined. The predictor variable must be significantly associated with the dependent variable (although this is not always a must condition as stated by [56] ) and with the mediator. Results in Table 14 indicate that turn-time is negatively correlated with both frequency and carrier market share, though the correlation is insignificant with respect to carrier's market share, as shown by the value (r = −0.27, p-value of 0.001) and (r = −0.04, p-value = 0.596). This means that if turn-time is enhanced, both frequency and the carrier market share will reduce, but frequency will be more reduced. However, there is a strong significant positive correlation between frequency and carrier's market share as shown by the value (r = 0.82, p-value = 0.000). This means that if frequency is enhanced, the carrier market share will be enhanced too. (3), the regression coefficient of X remain the same before and after M is used to predict Y. Accordingly to [60] and [62] emphasized that since X predicts Z (mediating variable), there will be collinearity problem when they are both used in the same equation. In extreme cases, the researcher might not be able to fit the model. This problem can be sorted by increasing sample size and/or number of observations, or by use of panel data [48] [60] . Results in Table 15 showed VIF of 1.449. A commonly given rule of thumb is that VIFs of 10 or higher may be a reason for concern [63] . This is, however, just a rule of thumb; reference [64] says he gets concerned when the VIF is over 2.5. Since VIFs in this case is less than 1.5, the study concluded that there is no multicollinearity problem between the variables.
Results and Discussions
Descriptive Statistics
From Table 16 , the mean of carriers' market share is 13.25% which is about 5% lower than those low-cost carriers in Middle East, which is about 18.5% as reported by [3] , while turn-time has a mean of 32.60 minutes, this 
where N is the number of observations in the current sample and y is the mean of the series. The standard deviation of carrier market share is 7.48 seats, while turn-time has a standard deviation of 11.89 minutes. Frequency has a standard deviation of 85.49 scheduled flights over the period. Skewness is a measure of asymmetry of the distribution of the series around its mean. Skewness is computed as:
where σ is an estimator for the standard deviation that is based on the biased estimator, for the where is σ again based on the biased estimator for the variance. The kurtosis of the normal distribution is 3 [44] . If the kurtosis exceeds 3, the distribution is peaked (leptokurtic) relative to the normal; if the kurtosis is less than 3, the distribution is flat (platykurtic) relative to the normal. All variables are platykurtic as indicated by 2.59 for carrier market share, 1.80 and 2.03 for turn-time and frequency respectively. This implies the variables have large standard deviations.
Inferential Analysis
It is well known that many economic time series are difference stationary which produce misleading results, with conventional Wald tests for coefficient significance spuriously showing a significant relationship between unrelated series [67] [68]. Reference [54] note that a linear combination of two or more I(1) series may be cointegrated, and such linear combination yields a long-run relationship between the variables. References [49] [50]
[52] [68] suggested the use Fully Modified OLS (FMOLS) to provide optimal estimates of cointegrating regressions. The method modifies least squares to account for serial correlation effects and for the endogeneity in the regressors that results from the existence of a cointegrating relationship. Thus, in the following analyses, the researcher adopted FMOLS in the panel cointegrating regressions to overcome the problems of heterokedasticity, serial correlations and the outliers which are common with ordinary least squares (OLS). By combining time series of cross-section observations, panel data give more informative data, more variability, less collinearity among variables, more degrees of freedom and more efficiency [69] [70] . Panel data presents two big advantages over ordinary time series or cross section data. The obvious advantage is that panel data frequently has lots and lots of observations. The not always obvious advantage is that in certain circumstances panel data allows you to control for unobservable that would otherwise mess up your regression estimation. A key assumption in most applications of least squares regression is that there aren't any omitted variables which are correlated with the included explanatory variables. (Omitted variables cause least squares estimates to be biased.) The usual problem is that if you don't observe a variable, you don't have much choice but to omit it from the regression. Panel data allows for the use of fixed effects to make up for the omitted variable.
Analysis of the effect of frequency as a mediator on the Relationship between Turn-time and Carrier Market Share
To examine the influence of the mediating frequency on the relationship between turn-time and carriers' market share, the following 3 regression equations will be:
To test if TNTM predicts FREQ→ Table 17 indicate that turn-time is an off-the-scale significant negative predictor of carrier's market share as indicated by β = −0.9382, t-statistic of −6.9368 against a p-value of 0.0000. This implies that any additional 1 minute of turn-time will result in the reduction of market share by −0.94%. The standard error which is a measure of uncertainty about the true value of the regression (turn-time) coefficient is 0.14%, while the standard error of the regression, which is the estimated standard deviation of the error term, for this equation is 5.98%. The R2 is 0.364 and the adjusted R2 is 0.355, the difference in this case being 0.009, and according to [72] , this model is valid and stable for prediction. Thus, the regression accounts for 36.4% of the carrier's market share. This is supported by the fact that the standard deviation of the dependent variable is just slightly greater than the standard error of the regression (i.e. 7.47 is slightly greater than 5.99). Therefore, the model equation for this relationship is: Table 17 . Regression results of the effect of Turn-time on the carrier's market share. Table 18 indicate that turn-time is an off-the-scale significant negative predictor of frequency as shown by β = −9.94 with t-statistic of −5.8313 against a p-value of 0.000. This implies that any additional 1 minute in turn-time will result in a monthly frequency decrease of 9.94 scheduled flights. The standard error of the turn-time coefficient estimate is 1.70; while the standard error of the regression is 71.75 scheduled flights. The R2 is 0.2870 and the adjusted R2 is 0.2767. The shrinkage in this case is 0.0103, and therefore is fairly stable according to [72] . Thus, the regression accounts for 28.7% of the frequency. This is supported by the fact that the standard deviation of the dependent variable is slightly larger than the standard error of the regression (i.e. 84.36 is slightly greater than 71.75). The study therefore developed the following analytic model for predicting frequency: freq 9.9365 tntm eqn _ 02 _ efct = − * +
where: C represents the individual cross-section fixed effects, and is as follows: Table 19 indicates that turn-time is a negative predictor of carrier's market share with β = −0.3079 as indicated by the t-statistic of −2.8402 against a p-value of 0.0052, while frequency is an off-the-scale significant positive predictor with β = 0.0606 as indicated by the t-statistic of 7.8528 against a p-value of 0.0000. This implies that any additional 1 minute in turn-time will result in a monthly carrier's market share decrease of 0.31%. On the other hand, any additional 1 scheduled flight in the frequency will result in a monthly increase of carrier's market share by 0.06%. The standard error of turn-time coefficient estimate is 0.11; while the standard error of frequency effect estimate is 0.01. The standard error of the regression fit is 3.74%. The R2 is 0.7530 and the adjusted R2 is 0.7476. The difference in this case being 0.0054 which shows good stability for prediction as suggested by [72] . Thus, the regression accounts for 75.30% of the carrier's market share. This is supported by the fact that the standard deviation of the dependent variable is by far much larger than the standard error of the regression (i.e. 7.44 is far much larger than, twice the size of, 3.74). Thus, the analytic model for predicting carrier's market share is: crms 0.3079 tntm 0.0606 freq eqn _ 03 _ efct = − * + * +
where: C represents the individual cross-section fixed effect, and are as follows: C FFV 5.84 JLX 16.14 and equation_03_efct is the S.E. of the regression and is equal to 3.74. Summary of the path regression analyses for the mediating variable Thus, as shown in Figure 2 , the summary of the path regression analyses for the mediating frequency will be as follows: crms 0.9382 tntm eqn _ 01_ efct = − * + [57] 's approach is the general approach many researchers use. There are potential problems with this approach, however. One problem is that we do not ever really test the significance of the indirect pathway-that X affects Y through the compound pathway of a and b. A second problem is that the Barron and Kenny approach tends to miss some true mediation effects (Type II errors) [56] . An alternative, and preferable approach, is to calculate the indirect effect and test it for significance. The regression coefficient for the indirect effect represents the change in Y for every unit change in X that is mediated by M. Reference [71] suggested computing the difference between two regression coefficients. To do this, two regressions are required.
The approach involves subtracting the partial regression coefficient obtained in Model 1, c' from the simple regression coefficient obtained from Model 2, c. Note that both represent the effect of X on Y but that cis the zero-order coefficient from the simple regression and c' is the partial regression coefficient from a multiple regression. The indirect effect is the difference between these two coefficients (Refer to Table 22 .
In the Sobel approach, Model 2 involves the relationship between X and M. A product is formed by multiplying two coefficients together, the partial regression effect for M predicting Y, b1, and the simple coefficient for X predicting M, a:
As summarized in Table 23 , the total effect of turn-time on frequency, a, is −9.9365; while the coefficient of frequency, while controlling for turn-time, is 0.0606. Thus, the product of a1b1 is −0.6018, and the proportion with respect to c is 0.6414. This means out of all (100%) effects (total effect), the turn-time will have on carrier's market share, 64.14% of that effect is attributable to frequency. 
Sobel Test for the Significance of Mediation
The Sobel test determines whether the mediator variable significantly carries the influence of an independent variable to a dependent variable; i.e., whether the indirect effect of the independent variable on the dependent variable through the mediator variable is significant [60] [73]. The following formula is used:
( ) ( ) 
where a and b are the standardized regression coefficients, and sa and sb are their standard errors. The researcher used Sobel test statistics Calculatorand results show the Sobel test statistic, and both one-tailed and two-tailed probability values as shown in Table 24 .
From Table 24 , the Sobel test statistics of −4.6821 against a one-tailed p-value of 0.0000 or a two-tailed p-value of 0.0000 implies that the null hypothesis of the indirect effect coefficient being zero is strongly rejected. Thus, the mediating effect of frequency is off-the-scale significant. (4), the indirect effect coefficient is off-the-scale significant. This finding is different from the findings of [9] [10] [22] since they have investigated on the frequency variable differently. Reference [10] considers it as independent variable on fare found out that the frequency variable is highly significant and has a negative impact on airfare per kilometer, and is inelastic in relation to price. Reference [9] treats it as a moderating variable on fare the effect of the frequency of flights on a route, served by a particular carrier, is positive and significant at the 1 percent level over each fare percentile. Reference [22] investigated it as an independent variable on aviation market expansion and found a negative relationship between market concentration and flight frequency. The current study results offer evidence indicating that frequency partially and off-the-scale significantly mediates turn-time-carrier's market share relation by 64.14 per cent, in line with the researcher's expectation that frequency is an important mechanism through which turn-time influence carrier's market share
Conclusion on the Mediating Effect of
Summary, Conclusions and Recommendations
Correlational analyses indicate that: there is a very weak negative correlation between turn-time and carrier's market share; turn-time is significantly negatively correlated with frequency; there is a very strong significant positive correlation between frequency and carrier market share. The current study, therefore, has established that: turn-time is a significant negative predictor of carrier's market share while frequency partially and off-thescale significantly mediates turn-time-carrier's market share relation by 64.14 per cent. This is the first study reporting on the mediating role of route characteristics on the effect of low-cost carrier on the airline market in Kenya. Based on the conclusion, airlines, therefore, need to adopt very efficient turn-around models since for high airplane utilization to be realized, the time between one flight and another must be shortened. This requires good operating systems to ensure that all necessary ground handling procedures can be completed during a limited period. One way to simplify ground handling procedures and cut down the time gap is by using one type of aircraft for the airline's whole fleet. Secondly, since frequency of service has an effect on competitors' market share, airlines need to increase the number of scheduled flights during busy seasons like holidays and week-ends. The researcher recommends similar studies should be designed with a view to replicating the results of this research within the wider setting of the entire Kenyan aviation industry to include the full service carriers. Finally, whereas frequency partially and off-the-scale significantly mediates turn-time and carrier's market relation share relation by 64%, the researcher suggests that there is need to investigate whether the remaining 36% is solely the direct effect of turn-time, or there are still some other mediating factors between the turn-time-carrier's market share relation.
