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Abstrat
Let K/F be a quadrati extension of p-adi elds, σ the nontrivial element of the Galois
group of K over F , and ∆ a quasi-square-integrable representation of GL(n,K). Denoting
by ∆∨ the smooth ontragredient of ∆, and by ∆σ the representation ∆ ◦ σ, we show that
representation ofGL(2n,K) obtained by normalized paraboli indution of the representation
∆∨⊗∆σ, is distinguished with respet to GL(2n, F ). This is a step towards the lassiation
of distinguished generi representations of general linear groups over p-adi elds.
Introdution
Let K/F be a quadrati extension of p-adi elds, σ the nontrivial element of the Galois group
of K over F , and ∆ a quasi-square-integrable representation of GL(n,K). We denote by σ again
the automorphism of M2n(K) indued by σ.
If χ is a harater of F ∗, a smooth representation ρ of GL(2n,K) is said to be χ-distinguished if
there is a nonzero linear form L on its spae V , verifying L(ρ(h)v) = χ(det(h))L(v) for all h in
GL(2n, F ) and v in V , we say distinguished if χ = 1. If ρ is irreduible, the spae of suh linear
forms is of dimension at most 1 (Proposition 11 of [F2℄).
Calling∆∨ the smooth ontragredient of∆ and∆σ the representation∆◦σ, we denote by∆σ×∆∨
the representation of GL(2n,K), obtained by normalized indution of the representation∆σ⊗∆∨
of the standard paraboli subgroup of type (n, n). The aim of the present work is to show that
the representation ∆σ ×∆∨ is distinguished.
The ase n = 1 is treated in [H] for unitary ∆σ×∆∨, using a riterion haraterizing distintion in
terms of gamma fators. In [F3℄, Fliker denes a linear form on the spae of ∆σ×∆∨ by a formal
integral whih would dene the invariant linear form one the onvergene is insured. Finally in
[F-H℄, for n = 1, the onvergene of this linear form is obtained for ∆σ| |sK × ∆
∨| |−sK and s of
real part large enough when ∆ is unitary, the onlusion follows from an analyti ontinuation
argument.
We generalize this method here. The rst setion is about notations and basi onepts used in
the rest of the work.
In the seond setion, we state a theorem of Bernstein (Theorem 2.1) about rationality of solutions
of polynomial systems, and use it as in [C-P℄ or [Ba℄, in order to show, in Proposition 2.2, the
holomorphy of integrals of Whittaker funtions depending on several omplex variables.
The third setion is devoted to the proof of theorem 3.1, whih asserts that the representation
∆σ| |sK ×∆
∨| |−sK is distinguished when ∆ is unitary and Re(s) is in a neighbourhood of n.
In the fourth setion, we extend the result in Theorem 4.2 to every omplex number s. Our proof
relies deisively on a theorem of Youngbin Ok (Proposition 2.3 of the present paper), whih is a
twisted version of a well-known theorem of Bernstein ([Ber℄, Theorem A).
We end this introdution by realling a onjeture about lassiation of distinguished generi
representations:
Conjeture. Let m be a positive integer, and ρ a generi representation of the group GL(m,K),
obtained by normalized paraboli indution of quasi-square-integrable representations ∆1, . . . ,∆t.
It is distinguished if and only if there exists a reordering of the ∆i's, and an integer r between 1
and t/2, suh that we have ∆σi+1 = ∆
∨
i for i = 1, 3, .., 2r − 1, and ∆i is distinguished for i > 2r.
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We denote by η the nontrivial harater of F ∗ trivial on the norms of K∗. Aording to
Proposition 26 in [F1℄, Proposition 12 of [F2℄, Theorem 6 of [K℄, and Corollary 1.6 [A-K-T℄, our
result redues the proof of the onjeture to show that representations of the form ∆1 × · · · ×∆t
with ∆σi+1 = ∆
∨
i for i = 1, 3, .., 2r − 1 for some r between 1 and t/2, and non isomorphi
distinguished or η-distinguished ∆i's for i > 2r are not distinguished whenever one of the ∆i's is
η-distinguished for i > 2r. Aording to [M3℄, the preeding onjeture implies the equality of the
analytially dened Asai L-funtion and the Galois Asai L-funtion of a generi representation.
1 Notations
We denote by | |K and | |F the respetive absolute values on K
∗
, by qK and qF the respetive
ardinalities of their residual eld, by RK the valuation ring of K, and by PK the maximal ideal
of RK . The restrition of | |K to F is equal to | |
2
F .
More generally, if the ontext is lear, we denote by |M |K and |M |F the positive numbers
|det(M)|K and |det(M)|F for M a square matrix with determinant in K and F respetively.
We denote by Gn the algebrai group GL(n). Hene if π is a representation of Gn(K) for some
positive n, and if s is a omplex number, we denote by π| |sK the twist of π by the harater
|det( )|sK .
We all partition of a positive integer n, a family n¯ = (n1, . . . , nt) of positive integers (for a
ertain t in N − {0}), suh that the sum n1 + · · · + nt is equal to n. To suh a partition, we
assoiate a subgroup of Gn(K) denoted by Pn¯(K), given by matries of the form

g1 ⋆ ⋆ ⋆ ⋆
g2 ⋆ ⋆ ⋆
.
.
. ⋆ ⋆
gt−1 ⋆
gt

 ,
with gi in Gni(K) for i between 1 and t. We all it the standard paraboli subgroup assoiated
with the partition n¯. We denote by Nn¯(K) its unipotent radial subgroup, given by the matries

In1 ⋆ ⋆
.
.
. ⋆
Int

 ,
and we denote it by Nn(K) when n¯ = (1, . . . , 1). We denote by Mn¯(K) the standard Levi sub-
group of matries


g1
.
.
.
gt

 , with gi in Gni(K) for i between 1 and t.
Finally we denote by Pn(K) the ane subgroup of GL(n,K) given by the matries
(
g ⋆
1
)
,
with g in GL(n− 1,K).
Let X be a loally losed spae of an l-group G, and H losed subgroup of G, with H.X ⊂ X . If
V is a omplex vetor spae, we denote by C∞(X,V ) the spae of smooth funtions from X to
V , and by C∞c (X,V ) the spae of smooth funtions with ompat support from X to V (if one
has V = C, we simply denote it by C∞c (X)).
If ρ is a omplex representation of H in Vρ, we denote by C
∞(H\X, ρ, Vρ) the spae of funtions
f from X to Vρ, xed under the ation by right translation of some ompat open subgroup Uf
of G, and whih verify f(hx) = ρ(h)f(x) for h ∈ H , and x ∈ X (if ρ is a harater, we denote
this spae by C∞(H\X, ρ). We denote by C∞c (H\X, ρ, Vρ) subspae of funtions with support
ompat modulo H of C∞(H\X, ρ, Vρ).
We denote by IndGH(ρ) the representation by right translation of G in C
∞(H\G, ρ, Vρ) and by
2
indGH(ρ) the representation by right translation of G in C
∞
c (H\G, ρ, Vρ). We denote by Ind
′G
H(ρ)
the normalized indued representation IndGH((∆G/∆H)
1/2ρ) and by ind′GH(ρ) the normalized in-
dued representation indGH((∆G/∆H)
1/2ρ).
Let n be a positive integer, and n¯ = (n1, . . . , nt) be a partition of n, and suppose that we have a
representation (ρi, Vi) of GL(ni,K) for eah i between 1 and t. Let ρ be the extension to Pn¯(K)
of the natural representation ρ1⊗ · · · ⊗ ρt of GL(n1,K)× · · · ×GL(nt,K), by taking it trivial on
Nn¯(K). We denote by ρ1 × · · · × ρt the representation Ind
′GL(n,K)
Pn¯(K)
(ρ).
2 Analyti ontinuation of Whittaker forms
If ρ is a generi representation of Gn(K), and ψ is a nontrivial harater of K, trivial on F , then
for every W in the Whittaker model W (ρ, ψ) of ρ, by standard arguments, the following integral
is onvergent for Re(s) large, and denes a rational funtion in q−sF :
I(0)(W, s) =
∫
Nn(F )\Pn(F )
W (p)|det(p)|F
s−1
dp.
By standard arguments again, the vetor spae generated by the funtions I(0)(W, s), for W
in W (ρ, ψ), is a frational ideal I(0)(π) of C[q
−s
F , q
s
F ], whih has a unique generator whih is an
Euler fator, independent of ψ, that we denote by LKF,(0)(ρ, s).
Similarly, if ρ′ is another generi representation of Gn(K), then for every W and W
′
in the
Whittaker models W (ρ, ψ) and W (ρ′, ψ−1), the following integral is onvergent for Re(s) large,
and denes a rational funtion in q−sK , whih has a Laurent series development in q
−s
K :
I(0)(W,W
′, s) =
∫
Nn(K)\Pn(K)
W (p)W ′(p)|det(p)|K
s−1
dp.
The vetor spae generated by the funtions I(0)(W,W
′, s), is a frational ideal of C[q−sK , q
s
K ],
whih has a unique generator whih is an Euler fator, independent of ψ, that we denote by
L(0)(ρ× ρ
′, s).
Aording to theorem 9.7 of [Z℄, there is a partition of n and quasi-square-integrable rep-
resentations ∆1, . . . ,∆t assoiated to it suh that ρ is isomorphi to ∆1 × · · · × ∆t. The map
u = (u1, . . . , ut) 7→ q
u
K = (q
u1
K , . . . , q
ut
K ) denes an isomorphism of varieties between (DK)
t =
(C/ 2ipiln(qK)Z )
t
and (C∗)t. We also denote by DF the variety (C/
2ipi
ln(qF )Z
) whih the isomorphism
s 7→ q−sF identies to (C
∗)t, and we denote by D the produt (DK)
t ×DF .
Assoiate to u and ρ is the representation ρu = ∆1| |
u1
K × · · · ×∆t| |
ut
K . In their lassial model,
for every representation ρu, the restritions of the funtions of the spae of ρu to the maximal
ompat subgroup GL(n,RK) of GL(n,K) dene the same spae Fρ, whih is alled the spae
of at setions of the series ρu. To eah f in Fρ, orresponds a unique funtion fu in ρu. It
is known that for xed g in GL(n,K) and f in Fρ, the funtion (u, s) 7→ |g|
s
Kρu(g)f belongs
to C[D] ⊗C Fρ. For every f in Fρ and u in (DK)
t
, there is a funtion Wf,u = Wfu dened in
Setion 3.1 of [C-P℄ in the Whittaker model W (ρu, ψ), suh that Wf,u desribes W (ρu, ψ) when
f desribes Fρ. The spae W
(0)
is dened in [C-P℄ as the omplex vetor spae generated by the
funtions (g, u) 7→Wf,u(gg
′) for g′ in GL(n,K).
We will need a theorem of Bernstein insuring rationality of solutions of polynomial systems.
The setting is the following.
Let V be a omplex vetor spae of ountable dimension. Let R be an index set, and let Ξ be a
olletion {(xr , cr)|r ∈ R} with xr ∈ V and cr ∈ C. A linear form λ in V
∗ = HomC(V,C) is said
to be a solution of the system Ξ if λ(xr) = cr for all r in R.
Let D be an irreduible algebrai variety over C, and suppose that to eah d, a system Ξd =
{(xr(d), cr(d))|r ∈ R} with the index set R independent of d in D. We say that the family of
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systems {Ξd, d ∈ D} is polynomial if xr(d) and cr(d) belong respetively to C[D]⊗C V and C[D].
Let M = C(D) be the eld of frations of C[D], we denote by VM the spaeM⊗C V and by V
∗
M
the spae HomM(VM,M).
The following statement is a onsequene of Bernstein's theorem, the disussion preeding it, and
its orollary in Setion 1 of [Ba℄.
Theorem 2.1. (Bernstein) Suppose that in the above situation, the variety D is nonsingular and
that there exists a non-empty subset Ω ⊂ D open in the usual omplex topology of D, suh that for
eah d in Ω, the system Ξd has a unique solution λd. Then the system Ξ = {(xr(d), cr(d))|r ∈ R}
over the eld M = C(D) has a unique solution λ(d) in V ∗M, and λ(d) = λd is the unique solution
of Ξd on Ω.
In order to apply this theorem, we rst prove the following proposition.
Proposition 2.1. Let ρ be a generi representation of Gn(K), there are t ane linear forms Li,
for i between 1 and t, with Li depending on the variable ui, suh that if the Li(ui)'s and s have
positive real parts, the integral I(0)(W, s) =
∫
Nn(F )\Pn(F )
W (p)|det(p)|s−1F dp is onvergent for any
W in W (ρu, ψ).
Proof. We reall the following laim, whih is proved in the lemma of Setion 4 of [F1℄.
Claim. Let τ be a sub-Pn(K)-module of C
∞(Nn(K)\Pn(K), ψ), suh that for every k between
0 and n, the entral exponents of the shifted derivatives τ [k] (see [Ber℄ 7.2) are positive (i.e.
the entral haraters of all the irreduible sub quotients of τ [k] have positive real parts), then
whenever W belongs to τ , the integral
∫
Nn(F )\Pn(F )
W (p)dp is absolutely onvergent.
Applying this to our situation, and denoting by eρ the maximal element of the set of entral
exponents of ρ (see Setion 7.2 of [Ber℄), we dedue that as soon as u is suh that Li(u) = ui−eρ−1
has positive real part for i between 1 and t, and as soon as s has positive real part, the integral∫
Nn(F )\Pn(F )
W (p)|det(p)|s−1F dp onverges for all W in W (ρu, ψ).
We now an prove the following:
Proposition 2.2. Let ρ be a generi representation of GL(n,K), for every f in Fρ, the funtion
I(0)(Wf,u, s) belongs to C(q
−u
F , q
−s
F ).
Proof. In our situation, the underlying vetor spae is V = Fρ and is of ountable dimension
beause ρ is admissible. The invariane property satised by the funtional I(0), for Re(s) large
enouigh, is
I(0)(ρu(p)Wf,u, s) = |det(p)|
1−s
F I(0)(Wf,u, s) (1)
for f in Fρ, and p in Pn(F ).
From the proof of Theorem 1 of [K℄, it follows that out of the hyperplanes in (u, s) dened by
c
ρ
(j)
u
(t) = |t|
(n−j)(s−1)
F , where ρ
(j)
u is the representation of Gn−j(F ) alled the j-th derivative of
ρu (see summary before Proposition 2.3 of [A-K-T℄), for j from 1 to n, the spae of solutions
of equation 1 is of dimension at most one. If we take a basis of (fα)α∈A of Fρ, the polynomial
family over the irreduible omplex variety D = (DK)
t × DF of systems Ξ
′
d, for d = (u, s) ∈ D
expressing the invariane of I(0) is given by:
Ξ′d =
{
(ρu(p)ρu(gi)fα − |det(p)|
1−s
F ρu(gi)fα, 0),
α ∈ A, p ∈ Pn(F ), gi ∈ Gn(K)
}
Now we dene Ω to be the intersetion of the three following subsets of D:
• the intersetion of the omplements of the hyperplanes on whih uniqueness up to salar
fails,
• the intersetion of the domains {Re(Li(u)) > 0} and {Re(s) > 0}, on whih I(0)(Wf,u, φ, s)
is given by an absolutely onvergent integral.
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The funtional I(0) is the unique solution up to salars of the system Ξ
′
, in order to apply
Theorem 2.1, we add for eah d ∈ D a normalization equation Ed depending polynomially on d.
This is done as follows.
From Proposition 3.4 of [M3℄, if F is a positive funtion in C∞c (Nn(K)\Pn(K), ψ), we hoose aW
in W
(0)
ρ suh that its restrition to Pn(K) is of the form W (u, p) = F (p)P (q
±u
K ) for some nonzero
P in P0. We thus have the equality I(0)(W,u, s) =
∫
Nn(F )\Pn(F )
F (p)|det(p)|s−1F dpP (q
±u). Call-
ing c the onstant r
∫
Nn(F )\Pn(F )
F (p)|det(p)|s−1F dp, this latter equality beomes I(0)(W,u, s) =
cP (q±uK ).
Now asW is inW
(0)
ρ , it an be expressed as a nite linear ombinationW (g, u) =
∑
k ρu(gα)Wfα,u(g)
for appropriate gα ∈ GL(n,K). Hene our polynomial family of normalization equations (whih
is atually independent of s) an be written
E(u,s) =
{
(
∑
α
ρu(gα)fα, cP (q
±u
K )
}
.
We now all Ξ the system given by Ξ′ and E, it satises the hypotheses of Theorem 2.1, beause
on the open subset Ω, the funtional I(0)(,(u, s)) is well dened and is the unique solution of the
system for every (u, s) in Ω. We thus onlude that there is a funtional I ′ whih is a solution of
Ξ suh that (u, s) 7→ I ′(Wf,u, s) is a rational funtion of q
±u
F and q
±s
F for f ∈ Fρ. We also know
from Theorem 2.1 that I ′(Wf,u, s) is equal to I(0)(W,u, s) on Ω. Hene I(0)(W,u, s) is equal to
the rational funtion I ′(Wf,u, s) when it is dened by a onvergent integral for (u, s) in Ω, and
we extend it by I ′(Wf,u, s) for general (u, s) (and still denote it by I(0)(W,u, s)).
We now reall the following theorem of Youngbin Ok:
Proposition 2.3. ([Ok℄, Theorem 3.1.2 or Proposition 1.1 of [M2℄) Let ρ be an irreduible
distinguished representation of Gn(K), if L is a Pn(F )-invariant linear form on the spae of ρ,
then it is atually Gn(F )-invariant.
We also reall the proposition 2.3 of [M2℄.
Proposition 2.4. Let ρ be a generi representation of Gn(K), for any s ∈ C, the funtional
Λρ,s : W 7→ I(0)(W, s)/L(0)(ρ, s) denes a nonzero linear form on W (ρ, ψ) whih transforms by
| |1−sF under the ane subgroup Pn(F ).
For xed W in W (ρ, ψ), the funtion s 7→ Λρ,s(W ) is a polynomial of q
−s
F .
3 Distintion of representations pi
σ| |sK × pi
∨| |−sK for unitary
pi, Re(s) near n
We denote by G the group GL(2n,K), by H its subgroup GL(2n, F ), by G′ the group GL(n,K)
and byM the groupMn(K). We denote by P the group P(n,n)(K), and byN the groupN(n,n)(K).
We denote by H¯ subgroup of G given by matries of the form
(
A B
Bσ Aσ
)
, and by T¯ the sub-
group of H¯ of matries
(
A 0
0 Aσ
)
, with A in G′.
We let δ be an element ofK−F whose square belongs to F , and let U be the matrix
(
In −δIn
In δIn
)
of G, andW the matrix
(
In
In
)
. One has UσU−1 =W and the groupH is equal to U−1H¯U .
Lemma 3.1. The double lass PUH is opened in G.
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Proof. Call S the spae of matries g in G verifying gσ = g−1, whih is, from Proposition 3. of
hapter 10 of [S℄, homeomorphi to the quotient spae G/H by the map Q : g 7→ gσg−1. As
the map Q sends U on W , the double lass PUH orresponds to the open subset of matries(
A B
C D
)
in S suh that det(C) 6= 0, the onlusion follows.
We prove the following integration formula.
Lemma 3.2. There is a right invariant measure dh˙ on the quotient spae T¯\H¯, and a Haar
measure dB on M , suh that for any measurable positive funtion φ on the quotient spae T¯\H¯,
then the integrals ∫
T¯\H¯
φ(h˙)dh˙
and ∫
M
φ
(
In B
Bσ In
)
dB
|In −BBσ|nK
are equal.
Proof. It sues to show this equality when φ is positive, ontinuous with ompat support in
T¯\H¯ . We x Haar measures dt on T¯ and dg on H¯ , suh that dh˙dt = dg. It is known that there
exists some positive funtion φ˜ with ompat support in H¯ , suh that φ = φ˜T¯ , whih means that
for any h˙ in H¯ , one has φ(h˙) =
∫
T¯
φ˜(tg)dt. One then has the relation∫
T¯\H¯
φ(h˙)dh˙ =
∫
H¯
φ˜(g)dg.
Now as H¯ is onjugate to H , there are Haar measures dA and dB on M suh that dt is equal to
d∗A = dA|A|nK
, and the Haar measure on H¯ is desribed by the relation
d
(
A B
Bσ Aσ
)
=
dAdB∣∣∣∣
(
A B
Bσ Aσ
)∣∣∣∣
2n
F
=
dAdB∣∣∣∣
(
A B
Bσ Aσ
)∣∣∣∣
n
K
.
Hene we have
∫
T¯\H¯
φ(h˙)dh˙ =
∫
M×M
φ˜
(
A B
Bσ Aσ
)
dAdB˛˛
˛˛
˛˛
0
@ A B
Bσ Aσ
1
A
˛˛
˛˛
˛˛
n
K
=
∫
M×M
φ˜
[(
A
Aσ
)(
In A
−1B
(A−1B)σ In
)]
dAdB
|A|2nK |In−A
−1B(A−1B)σ |nK
as the omplement of G′ is a set of measure zero of M (we reall that if M is in G′, one has
det
(
I M
Mσ I
)
=det
((
I M
Mσ I
)(
I
−Mσ I
))
=det
(
I −MMσ M
I
)
=det(I −MMσ)).
This beomes after the hange of variable B := A−1B equal to∫
M×M
φ˜
[(
A
Aσ
)(
In B
Bσ In
)]
dA
|A|nK
dB
|In −BBσ|nK
whih is itself equal to∫
G′×M
φ˜
[(
A
Aσ
)(
In B
Bσ In
)]
d∗A
dB
|In −BBσ|nK
.
The onlusion follows from the fat that φ˜T¯ is equal to φ.
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Theorem 3.1. Let n be a positive integer, and let π be a generi unitary representation of G′.
Then the representation πσ| |sK × π
∨| |−sK is a distinguished representation of G for s of real part
in a neighbourhood of n.
Proof. We denote by Πs the representation π
σ| |sK × π
∨| |−sK of G2n(K). Let V be the spae of
the representation π (and πσ), and V ∨ be the spae of its smooth ontragredient π∨.
We rst start with the following lemma:
Lemma 3.3. Any oeient of the representation Πu is bounded for Re(u) near zero.
Proof of Lemma 3.3. From [Ber℄, as Π0 (resp. Π
∨
0 ) is unitary, we know that all its shifted deriva-
tives have positive entral exponents. Atually, this latter property remains true for Πu (resp.
Π∨u ) for Re(u) in a neighbourhood of zero.
Realizing Πu in its Whittaker W (Πu, ψ), it is a onsequene of [Ber℄, Theorem B (sine Πu is
always irreduible for Re(u) near zero), and of Proposition 5.1 of the appendix, that any oef-
ient of Πu is of the form g 7→
∫
Nn(K)\Pn(K)
Πu(g)W (p)W
′(p)dp, for W in W (Πu, ψ) and W
′
in W (Π∨u , ψ
−1). But then, from Cauhy-Shwartz inequality, we see that any oeient of Πu is
bounded on Pn(K). Now beause the entral harater of Πu is unitary, this implies that any
oeient of Πu is bounded on the maximal paraboli subgroup Pn−1,1(K). This latter fat,
ombined with the Iwasawa deomposition in Gn(K), and the smoothness of the oeients,
implies that the oeients of Πu are atually bounded on Gn(K).
We denote by L the linear form on V ⊗ V ∨ who sends the elementary tensor v⊗ v∨ to v∨(v),
it is learly invariant under the group πσ ⊗ π∨(T¯ ).
Step 1.
We denote by ρs the representation P , whih is the extension of π
σ| |sK ⊗ π
∨| |−sK to P by the
trivial representation of N(n,n)(K). Here for every s, the group P ats through the representation
ρs on V ⊗ V
∨
.
As a funtion fs in the spae C
∞
c (P\G,∆
−1/2
P ρs) of π
σ| |sK × π
∨| |−sK , veries relation
fs
[(
A ⋆
0 B
)
g
]
=
|det(A)|
n/2+s
K
|det(B)|
n/2+s
K
πσ(A)⊗ π∨(B)f(g),
we dedue that the restrition to H¯ of the funtion Lfs : g 7→ L(fs(g)) belongs to the spae
C∞(T¯\H¯), but its support modulo T¯ is generally not ompat, we will show later that the spae
of funtions obtained this way ontains C∞c (T¯\H¯) as a proper subspae. We must show that for
s = n+ u with u near zero, the integral
∫
T¯\H¯
|Lfs(h˙)|dh˙ onverges.
Denoting by ηs the funtion on G
′
dened by ηs[
(
A1 X
A2
)
k] = ( |A1|K|A2|K )
s
, For any omplex
numbers t and u, the multipliation map fu 7→ ft+u = ηtfu is a vetor spae isomorphism between
C∞c (P\G,∆
−1/2
P ρu) and C
∞
c (P\G,∆
−1/2
P ρt+u).
In the following, all equalities will be formal, we will show that they have sense for t = n
and u near zero at the end of this step, by proving the absolute onvergene of the onsidered
integrals. Aording to lemma 3.2, the integral
∫
T¯\H¯
|Lft+u(h˙)|dh˙ is equal to∫
M
|Lft+u |
(
In B
Bσ In
)
dB
|In −BBσ|nK
=
∫
M
ηRe(t)
(
In B
Bσ In
)
|Lfu |
(
In B
Bσ In
)
dB
|In −BBσ|nK
.
Now we suppose that Re(u) is near zero. We remind that the quantity |Lfu |
(
In B
Bσ In
)
is dened for B suh that det
(
In B
Bσ In
)
6= 0, we laim that it is atually bounded by some
7
positive real number M .
Indeed the linear for v∨ : fu 7→ L(fu(I2n)) belongs to the smooth dual of Πu, and the oeient
|Lfu |(g) whih equals | < v
∨,Πu(g)fu > |, is bounded by Lemma 3.3
As before, we an suppose that B belongs to G′, hene the following deomposition holds(
In B
Bσ In
)
=
(
(−In +BB
σ)B−σ In
Bσ
)(
In
In
)(
In B
−σ
In
)
.
Denoting by η˜s the funtion g 7→ ηs(wg), we only need to look at the onvergene of the
integral:
∫
M ηRe(t)
(
In B
Bσ In
)
dB
|In−BBσ|nK
=
∫
M (
|BBσ−In|K
|B|2K
)Re(t)η˜Re(t)
(
In B
−σ
In
)
dB
|In−BBσ|nK
=
∫
G′(
|In−BB
σ|K
|B|2K
)Re(t)η˜Re(t)
(
In B
−σ
In
)
|B|nKd
∗B
|In−BBσ |nK
=
∫
G′
(|In−C
−σC−1|K |C|
2
K)
Re(t)
|In−C−σC−1|nK
η˜Re(t)
(
In C
In
)
d∗C
|C|nK
=
∫
M
|CCσ − In|
Re(t)−n
K η˜Re(t)
(
In C
In
)
dC
We reognize here the funtion η˜ of 4. (3) of [J-P-S℄ (p.411). The following lemma and its
demonstration was ommuniated to me by Jaquet.
Lemma 3.4. (Jaquet) Let Φ0 be the harateristi funtion ofMn(RK), then from the Godement-
Jaquet theory of Zeta funtions of simple algebras, the integral
∫
G′
φ0(H)|H |
u
Kd
∗H is onver-
gent for Re(t) ≥ n − 1, and is equal to 1/P (q−tK ) for a nonzero polynomial P . Then, for
Re(t) ≥ (n−1)/2, and g in G′, denoting by φ the harateristi funtion of Mn,2n(RK) (matries
with n rows and 2n olumns) one has
η˜t(g) = P (q
−2s
K )|g|
t
K
∫
G′
Φ[(H, 0)g]|H |2tKd
∗H.
Proof of the lemma. It is a onsequene of the deomposition G′ = N−(n,n)(K)M(n,n)(K)G2n(RK)
(with N−(n,n)(K) the opposite of N(n,n)(K)), and of the fat that funtions on both sides verify
the relation f [
(
A1
X A2
)
g] =
|A2|
t
K
|A1|tK
f(g), and are both equal to 1 on G2n(RK) (if d
∗H is
normalized so that the maximal ompat subgroup G2n(RK) has measure 1).
Finally, we suppose moreover that Re(t) = n, hene we need to hek the onvergene of∫
M
η˜n
(
In C
In
)
dC =
∫
M
(P (q−2nK )
∫
G′
Φ[(H,HC)]|H |2nK d
∗H)dC
As the funtions in the integrals are positive, by Fubini's theorem, this latter is equal to:
P (q−2sK )
∫
G′
∫
M
Φ[(H,HC)]dC|H |2nK d
∗H
= P (q−2sK )
∫
G′
∫
M
Φ[(H,C)]dC|H |nKd
∗H
= P (q−2sK )
∫
M
∫
M
Φ[(H,C)]dC
whih learly onverges.
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Hene we proved that the H-invariant linear form fs 7→
∫
T¯\H¯
Lfs(h˙)dh˙ on Πs was well dened
for Re(s) in a neighbourhood of n.
Step 2.
Suppose that the omplex number s has real part greater than n. We are going to show that the
linear form Λ : fs 7→
∫
T¯\H¯
Lfs(h˙)dh˙ is nonzero. More preisely we are going to show that the
spae of funtions L(f) on T¯\H¯ for f in C∞c (P\G,∆
−1/2
P ρs), ontain C
∞
c (T¯\H¯).
Aording to Lemma 3.1 , the double lass PUH is opened in G, hene the extension by zero out-
side PUH gives an injetion of the spae C∞c (P\PUH,∆
−1/2
P ρs) into the spae C
∞
c (P\G,∆
−1/2
P ρs).
But the right translation by U , whih is a vetor spae automorphism of C∞c (P\G,∆
−1/2
P ρs),
sends C∞c (P\PUH,∆
−1/2
P ρs) onto C
∞
c (P\PH¯,∆
−1/2
P ρs), hene C
∞
c (P\PH¯,∆
−1/2
P ρs) is a sub-
spae of C∞c (P\G,∆
−1/2
P ρs).
Now restrition to H¯ denes an isomorphism between C∞c (P\PH¯,∆
−1/2
P ρs) and C
∞
c (T¯\H¯, ρs)
beause∆P has trivial restrition to the group T¯ . But then the map f 7→ L(f) denes a morphism
of H¯-modules from C∞c (T¯\H¯, ρs) to C
∞
c (T¯\H¯), whih is surjetive beause of the ommutativity
of the following diagram,
C∞c (H¯)⊗ Vρs
Id⊗L
−→ C∞c (H¯)
↓ ↓
C∞c (T¯ \H¯, ρs) −→ C
∞
c (T¯\H¯)
,
where the vertial arrows dened in Lemma 2.9 of [M1℄ and the upper arrow are surjetive.
We thus proved that spae of restritions to H¯ of funtions of L(f), for f in C∞c (P\G,∆
−1/2
P ρs),
ontain C∞c (T¯ \H¯), hene Λ is nonzero and the representation π
σ| |sK × π
∨| |−sK is distinguished
for Re(s) near n.
4 Distintion of ∆
σ ×∆∨ for quasi-square-integrable ∆
Now we are going to restrain ourself to the ase of π a disrete series representation.
We reall if ρ is a superuspidal representation of Gr(K) for a positive integer r. The representa-
tion ρ×ρ| |F×· · ·×ρ| |
l−1
F of Grl(K) is reduible, with a unique irreduible quotient that we denote
by [ρ| |l−1K , ρ| |
l−2
K , . . . , ρ]. A representation∆ of the group Gn(K) is quasi-square-integrable if and
only if there is r ∈ {1, . . . , n} and l ∈ {1, . . . , n} with lr = n, and ρ a superuspidal representation
of Gr(K) suh that the representation ∆ is equal to [ρ| |
l−1
K , ρ| |
l−2
K , . . . , ρ], the representation ρ
is unique.
Let ∆1 and ∆2 be two quasi-square-integrable representations of Gl1r(K) and Gl2r′(K), of the
form [ρ1| |
l1−1
K , ρ1| |
l1−2
K , . . . , ρ1] with ρ1 a superuspidal representation of Gr(K), and
[ρ2| |
l2−1
K , ρ1| |
l2−2
K , . . . , ρ2] with ρ2 a superuspidal representation of Gr′(K) respetively, then if
ρ1 = ρ2| |
l2
K , we denote by [∆1,∆2] the quasi-square integrable representation [ρ1| |
l1−1
K , . . . , ρ2]
of G(l1+l2)r(K). Two quasi-square-integrable representations ∆ = [ρ| |
l−1
K , ρ| |
l−2
K , . . . , ρ] and
∆′ = [ρ′| |l
′−1
K , ρ
′| |l
′−2
K , . . . , ρ
′] of Gn(K) and Gn′(K) are said to be linked if ρ
′ = ρ| |k
′
K with k
′
between 1 and l, and l′ > l, or if ρ = ρ′| |kK , with k between 1 and l
′
, and l > l′. It is known
that the representation ∆ × ∆′ always has a nonzero Whittaker funtional on its spae, and is
irreduible if and only if ∆ and ∆′ are unlinked.
We will need the following theorem.
Theorem 4.1. Let n1 and n2 be two positive integers, and ∆1 and ∆2 be two unlinked quasi-
square integrable representations of Gn1(K) and Gn2(K) respetively. If the representation ∆1 ×
∆2 of Gn1+n2(K) is distinguished, then either both ∆1 and ∆2 are distinguished, either ∆
∨
2 is
isomorphi to ∆σ1 .
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Proof. In the proof of this theorem, we will denote by G the group Gn1+n2(K) (not the group
G2n(K) anymore), by H the group Gn1+n2(F ), and by P the group P(n1,n2)(K).
As the representation ∆1 × ∆2 is isomorphi to ∆2 × ∆1, we suppose n1 ≤ n2. From Lemma
4 of [F4℄, the H-module π has a fator series with fators isomorphi to the representations
indHu−1Pu∩H((δ
1/2
P ∆1⊗∆2)
u) (with (δ
1/2
P ∆1⊗∆2)
u(x) = δ
1/2
P ∆1⊗∆2(uxu
−1)) when u desribes
a set of representatives of P\G/H . Hene we rst desribe suh a set.
Lemma 4.1. The matries uk =


In1−k
Ik −δIk
Ik δIk
In2−k

, give a set of representatives
R(P\G/H) of the double lasses P\G/H when k desribes the set {0, . . . , n1} (we set u0 =
In1+n2).
Proof of Lemma 4.1. Set n = n1 + n2, the quotient set H\G/P identies with the set of orbits
of H for its ation on the variety of K-vetors spaes of dimension n1 in K
n
. We laim that
two vetor subspaes V and V ′ of dimension n1 of K
n
are in the same H-orbit if and only if
dim(V ∩V σ) equals dim(V ′∩V ′
σ
). This ondition is learly neessary. If it is veried, we hoose
S a supplementary spae of V ∩ V σ in V and we hoose S′ a supplementary spae of V ′ ∩ V ′
σ
in V ′, S and S′ have same dimension. We also hoose Q a supplementary spae of V + V σ in
Kn dened over F (i.e. stable under σ, or equivalently having a basis in the spae Fn of xed
points of Kn under σ), and Q′ a supplementary spae of V ′ + V ′
σ
in Kn dened over F , and
Q and Q′ have the same dimension. Hene we an deompose Kn in the two following ways:
Kn = (V ∩V σ)⊕ (S⊕Sσ)⊕Q and Kn = (V ′∩V ′
σ
)⊕ (S′⊕S′
σ
)⊕Q′. Let u1 be an isomorphism
between V ∩ V σ and V ′ ∩ V ′
σ
dened over F (i.e. u(vσ1 ) = u(v1)
σ
for v1 in V ∩ V
σ
), u2 an
isomorphism between S and S′ (to whih we assoiate an isomorphism u3 between S
σ
and S′
σ
dened by u3(v) = (u2(v
σ))σ for v in Sσ), and u4 an isomorphism between Q and Q
′
dened over
F . Then the isomorphism h dened by v1 + v2 + v3 + v4 7→ u1(v1) + u2(v2) + u3(v3) + u4(v4) is
dened over F , and sends V = S ⊕ V ∩ V σ to V ′ = S′ ⊕ V ′ ∩ V ′σ, hene V and V ′ are in the
same H-orbit.
If (e1, . . . , en) is the anonial basis of K
n
, we denote by Vn1 the spae V ect(e1, . . . , en1). Let k be
an integer between 0 and n1, the image Vk of Vn1 by the morphism whose matrix in the anonial
basis ofKn is


In1−k
1/2Ik 1/2Ik
−1/(2δ)Ik 1/(2δ)Ik
In2−k

 veries dim(Vn1∩V σn1) = n1−k. Hene the
matries


In1−k
1/2Ik 1/2Ik
−1/(2δ)Ik 1/(2δ)Ik
In2−k

 for k between 0 and n1 give a set of representa-
tives of the quotient set H\G/P , whih implies that their inverses


In1−k
Ik −δIk
Ik δIk
In2−k


give a set of representatives of P\G/H .
We will also need to understand the struture of the group P ∩ uHu−1 for u in R(P\G/H).
Lemma 4.2. Let k be an integer between 0 and n2, we dedue the group P ∩ ukHu
−1
k is the
group of matries of the form


H1 X X
σ M
A Y
Aσ Y σ
H2

 for H1 in Gn1−k(F ), H2 in Gn2−k(F ), A in
Gk(K), X in Mn1−k,k(K), Y in Mk,n2−k(K), and M in Mn1−k,n2−k(F ). It is the semi-diret
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produt of the subgroup Mk(F ) of matries of the preeding form with X, Y , and M equal to zero,
and of the subgroup Nk of matries of the preeding form with H1 = In1−k, H2 = In2−k, and
A = Ik. Moreover denoting by Pk the paraboli subgroup of M(n1,n2)(K) assoiated with the sub
partition (n1 − k, k, k, n2− k) of (n1, n2), the following relation of modulus haraters is veried:
δ2
P∩ukHu
−1
k |Mk(F )
= (δPkδP )|Mk(F ).
Proof of Lemma 4.2. One veries that the algebra ukMn(K)u
−1
k onsists of matries having the
blok deomposition orresponding to the partition (n1−k, k, k, n2−k) of the form


M1 X X
σ M2
Y A Bσ Y ′
Y σ B Aσ Y ′
σ
M3 X
′ X ′
σ
M4

,
the rst part of the proposition follows. For the seond part, if the matrix T =


H1
A
Aσ
H2


belongs to Mk(F ), the omplex number δP∩ukHu−1k
(T ) is equal to the modulus of the automor-
phism intT of Nk, hene is equal to
|H1|
2k
F |A|
k−n1
K |H1|
n2−k
F |H2|
k−n1
F |A|
n2−k
K |H2|
−2k
F = |H1|
n2+k
F |A|
n2−n1
K |H2|
−k−n1
F .
In the same way, the omplex number δPk(T ) equals
|H1|
k
K |A|
k−n1
K |A|
n2−k
K |H2|
−k
F = |H1|
2k
F |A|
n2−n1
K |H2|
−2k
F ,
and δPk(T ) equals (|H1|K |A|K)
n2)(|H2|K |A|K)
−n1) = |H1|
2n2
F |A|
n2−n1
K |H2|
−2n1
F .
The wanted relation between modulus haraters follows.
A helpful orollary is the following.
Corollary 4.1. Let Pk be the standard paraboli subgroup of M(n1,n2)(K) assoiated with the
sub partition (n1 − k, k, k, n2 − k) of (n1, n2), Uk its unipotent radial, and Nk the intersetion
of the unipotent radial of the standard paraboli subgroup of G assoiated with the partition
(n1 − k, k, k, n2 − k) and uHu
−1
. Then one has Uk ⊂ NkN .
Proof of Corollary 4.1. It sues to prove that matries of the form


In1−k X
Ik
Ik
In2−k


and


In1−k
Ik
Ik Y
In2−k

 for Y andX with oeients inK, belong toNkN . This is immedi-
ate multiplying on the left by respetively


In1−k X
σ
Ik
Ik
In2−k

 and


In1−k
Ik Y
σ
Ik
In2−k

.
Now if the representation ∆1×∆2 is distinguished, denoting ∆1⊗∆2 by ∆, then at least one
of the fators indHu−1Pu∩H((δ
1/2
P ∆)
u) admits on its spae a nonzero H-invariant linear form. This
is equivalent to say that the representation induHu
−1
P∩uHu−1(δ
1/2
P ∆) admits on its spae a nonzero
uHu−1-invariant linear form. From Frobenius reiproity law, the spae
HomuHu−1(ind
uHu−1
P∩uHu−1 (δ
1/2
P ∆), 1)
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is isomorphi as a vetor spae, to
HomP∩uHu−1 (δ
1/2
P ∆, δP∩uHu−1 ) = HomP∩uHu−1(δ
1/2
P /δP∩uHu−1∆, 1).
Hene there is on the spae V∆ of ∆ a linear nonzero form L, suh that for every p in P ∩uHu
−1
,
and for every v in V∆, one has L(χ(p)∆(p)v) = L(v), where χ(p) =
δ
1/2
P
δP∩uHu−1
(p). As both δ
1/2
P
and δP∩uHu−1 are trivial on Nk, so is χ. Now, xing k suh that u = uk, let n belong to Uk, from
Corollary 4.1, we an write n as a produt nkn0, with nk in Nk, and n0 in N . As N is inluded
in Ker(∆), one has L(∆(n)(v)) = L(∆(nkn0)(v)) = L(∆(nk)(v)) = L(χ(nk)∆(nk)v) = L(v).
Hene L is atually a nonzero linear form on the Jaquet module of V∆ assoiated with Uk. But
we also know that L(χ(mk)∆(mk)v) = L(v) for mk in Mk(F ), whih reads aording to Lemma
4.2: L(δ
−1/2
Pk
(mk)∆(mk)v) = L(v).
This says that the linear form L is Mk(F )-distinguished on the normalized Jaquet module
rMk,M (∆) (as Mk is also the standard Levi subgroup of M).
But from Proposition 9.5 of [Z℄, there exist quasi-square-integrable representations∆′1 ofGn1−k(K),
∆′′1 and ∆
′
2 of Gk(K), and ∆
′′
2 of Gn2−k(K), suh that ∆1 = [∆
′
1,∆
′′
1 ] and ∆2 = [∆
′
2,∆
′′
2 ], and
the normalized Jaquet module rMk,M (∆) is isomorphi to ∆
′
1 ⊗ ∆
′′
1 ⊗ ∆
′
2 ⊗ ∆
′′
2 . This latter
representation being distinguished by Mk(F ), the representations ∆
′
1 and ∆
′′
2 are distinguished
and we have ∆′2
∨
= ∆′′1
σ
. Now we reall from Proposition 12 of [F2℄, that we also know that
either ∆1 and ∆2 are Galois auto dual, or we have ∆
∨
2 = ∆
σ
1 . In the rst ase, the representations
∆1 and ∆2 are unitary beause so is their entral harater, and if nonzero, ∆
′
1 and ∆
′′
2 are also
unitary. This implies that either ∆1 = ∆
′
1 and ∆2 = ∆
′′
2 (i.e. ∆1 and ∆2 distinguished), or
∆1 = ∆
′′
1 and ∆2 = ∆
′′
2 (i.e. ∆
σ
1 = ∆
∨
2 ). This ends the proof of Theorem 4.1.
We refer to Setion 2 of [M3℄ for a survey about Asai L-funtions of generi representations,
we will use the same notations here. We reall that if π is a generi representation of Gr(K) for
some positive integer r, its Asai L-funtion is equal to the produt LKF,rad(ex)(π)L
K
F,(0)(π), where
LKF,rad(ex)(π) is the Euler fator with simple poles, whih are the si's in C/(
2ipi
ln(qF )
Z) suh that
π is | |−siF -distinguished, i.e. the exeptional poles of the Asai L-funtion L
K
F (π). We denote by
LKF,ex(π) the exeptional part of L
K
F (π), i.e. the Euler fator whose poles are the exeptional
poles of LKF (π), ourring with order equal the order of their ourrene in L
K
F (π). If π
′
is
another generi representation of Gr(K), we denote by Lrad(ex)(π × π
′) the Euler produt with
simple poles, whih are the exeptional poles of L(π × π′) (see [C-P℄, 3.2. Denition). An easy
onsequene of this denition is the equality L(π × π′) = L(0)(π × π
′)Lrad(ex)(π × π
′). A pole s0
of L(π×π′) is exeptional if and only π′∨ = | |s0Kπ, though only the impliation (s0 exeptional⇒
π′∨ = | |s0Kπ) is proved in [C-P℄, the other impliation follows from a straightforward adaptation
of Theorem 2.2 of [M2℄, using Theorem A of [Ber℄, instead of using Proposition 1.1 (whih is
atually Ok's theorem) of [M2℄.
We refer to Denition 3.10 of [M3℄ for the denition of general position, and reall from Denition-
Proposition of [M3℄, that if ∆1 and ∆2 are two square integrable representations of Gn1(K) and
Gn2(K), the representation ∆1|.|
u1
K × ∆2|.|
u2
K is in general position outside a nite number of
hyperplanes of ( C2ipi/Ln(qF )Z )
2
in (u1, u2).
We refer to Proposition 2.3 of [A-K-T℄ and the disussion preeding it for a summary about
Bernstein-Zelevinsky derivatives. We use the same notations, exept that we use the notation
[ρ| |l−1K , . . . , ρ] where they use the notation [ρ, . . . , ρ| |
l−1
K ].
Aording to Theorem 3.6 of [M3℄, we have:
Proposition 4.1. Let m be a positive integer, and π be a generi representation of Gm(K) suh
that its derivatives are ompletely reduible, the Euler fator LKF,(0)(π) (resp. L
K
F (π)) is equal
to the l..m. ∨k,iL
K
F,ex(π
(k)
i ) taken over k in {1, . . . , n} (resp. in {0, . . . , n}) and π
(k)
i in the
irreduible omponents of π(k).
An immediate onsequene is:
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Corollary 4.2. Let m be a positive integer, and π be a generi representation of Gm(K) suh
that its derivatives are ompletely reduible, the Euler fator LKF,(0)(π) (resp. L
K
F (π)) is equal to
the l..m. ∨k,iL
K
F,rad(ex)(π
(k)
i ) taken over k in {1, . . . , n} (resp. in {0, . . . , n}) and π
(k)
i in the
irreduible omponents of π(k).
Proof. Let s be a pole of LKF,ex(π
(k0)
i0
) for k0 in {1, . . . , n} and π
(k)
i0
a irreduible omponent of
π(k0). Either s is a pole of LKF,rad(ex)(π
(k0)
i0
), or it is a pole of LKF,(0)(π
(k0)
i0
), whih from Proposition
4.1, implies that it is a pole of some funtion LKF,ex((π
(k′)
j ), for k
′ > k0 and π
(k′)
j a irreduible
omponent of π(k
′)
. Hene in the fatorization LKF,(0)(π) = ∨k,iL
K
F,ex(π
(k)
i ), the fator L
K
F,ex(π
(k0)
i0
)
an be replaed by LKF,rad(ex)(π
(k0)
i0
), and the onlusion follows from a repetition of this argument.
The ase of LKF (π) is similar.
This orollary has a split version:
Proposition 4.2. Let m be a positive integer, and π and π′ be two generi representations of
Gm(K) suh that their derivatives are ompletely reduible, the Euler fator L
K
F,(0)(π× π
′) (resp.
LKF (π× π
′)) are equal to the l..m. ∨k,i,jL
K
F,rad(ex)(π
(k)
i × π
′(k)
j ) taken over k in {1, . . . , n} (resp.
in {0, . . . , n}), π
(k)
i in the irreduible omponents of π
(k)
, and π′
(k)
j in the irreduible omponents
of π(k).
Proof. It follows the analysis preeding Proposition 3.3 of [C-P℄, that one has the equality L(0)(π×
π′) = ∨k,l,i,jL
K
ex(π
(k)
i × π
′(k)
j ), and the expeted statement is a onsequene of the argument used
in the proof of Corollary 4.2.
If π is a representation of Gm(K) for some positive integer m, admitting a entral harater,
we denote by R(Π) the nite subgroup of elements s in C/(2iπ/Ln(qK)Z) suh that π| |
s
K is
isomorphi to π.
A onsequene of Corollary 4.2 and Theorem 4.1 is the following proposition:
Proposition 4.3. Let ∆ be a square-integrable representation of Gn(K), and t be a omplex
number of real part near n, then the Euler fator LKF (Πt, s) equals L
K
F (∆
σ, s + 2t)LKF (∆
∨, s −
2t)L(∆σ × ∆σ∨, s), and the Euler fator LKF,(0)(Πt, s) equals
∏
si∈R(∆)
(1 − qsi−sK )L
K
F (∆
σ, s +
2t)LKF (∆
∨, s− 2t)L(∆σ ×∆σ∨, s).
Proof. We rst show that for t near n, the representation Πt is in general position. Aording to
Denition 4.13 of [M3℄, sine for suh a t, Πt is irreduible, the representation will be in general
position if for eah k between 1 and 2n, the entral haraters of the irreduible sub quotients
of Π
(k)
t have dierent entral haraters, and if for eah i and j between 1 and 2n, the funtion
L((∆σ| |tK)
(i) × (∆σ∨| |−tK )
(j), s) has a pole in ommon, neither with LKF ((∆
σ | |tK)
(i), s), nor with
LKF ((∆
σ| |−tK )
(j), s). Aording to Corollary 4.4 and Remark 4.5 of [M3℄, the latter ondition is
equivalent to the fat that the funtion L(∆σ| |tK ×∆
σ∨| |−tK , s) has a pole in ommon, neither
with LKF (∆
σ| |tK , s), nor with L
K
F (∆
σ∨| |−tK , s), and by invariane of the L-funtions under σ, we
an remove it in the preeding expressions.
We start by proving the assumption on the entral haraters. Writing the disrete series rep-
resentation ∆ under the form Stl(ρ) = [ρ| |
(l−1)/2
K , . . . , ρ| |
(1−l)/2
K ] for a positive integer l and
a unitary superuspidal representation ρ of Gm(K), with lm = n, from Proposition 9.6 of [Z℄,
the derivative Π
(k)
t is zero unless k is of the form mk
′
for k′ between 1 and l, in whih ase its
irreduible omponents are the
| |tK [ρ
σ| |
(l−1)/2
K , . . . , ρ
σ| |
(1−l)/2+i
K ]× | |
−t
K [ρ
∨| |
(l−1)/2
K , . . . , ρ
∨| |
(1−l)/2+k′−i
K ]
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for i between 0 and k′. The exponent of the entral harater of this representation is equal to
m[Re(t)(k′ − 2i) + (l − i)i/2 + (l + i− k′)(k′ − i)/2].
One the heks that for i′ 6= i, the two exponents are dierent for Re(t) near n.
Conerning the ondition on the L funtions, it follows from the proof of Proposition 4.16 in
[M3℄, that if L(∆| |tK × ∆
∨| |−tK , s) has a pole in ommon with L
K
F (∆| |
t
K , s), then one would
have ρσ∨ = ρ| |a+2tK for a an integer between −n and n, whih is impossible beause ρ has a
unitary entral harater and t is near n. We obtain a similar ontradition if we assume that
L(∆| |tK ×∆
∨| |−tK , s) has a pole in ommon with L
K
F (∆
σ∨| |tK , s).
Hene for t near n, the representation Πt is in general position.
Now from Corollary 4.2, we know that given the hypothesis of the proposition, the funtion
LKF (Πt, s) is equal to the l..m. ∨k1,k2/k1+k2≥1L
K
F,rad(ex)((∆
σ | |tK)
(k1) × (∆∨| |−tK )
(k2)). Writ-
ing the disrete series representation ∆ under the form Stl(ρ) = [ρ| |
(l−1)/2
K , . . . , ρ| |
(1−l)/2
K ] for
a positive integer l and a unitary superuspidal representation ρ of Gm(K), with lm = n, the
representation (∆σ| |tK)
(k1)
(resp. (∆∨| |−tK )
(k2))) is equal to zero unless there exists an integer
k′1 with k1 = mk
′
1 (resp. k
′
2 with k2 = mk
′
2), in whih ase it is equal to Stl−k′1(ρ
σ)| |
k′1/2+t
K (resp.
Stl−k′2(ρ
∨)| |
k′2/2−t
K ).
Suppose that the representations (∆σ| |tK)
(k1)
and (∆∨| |−tK )
(k2)) are not zero (hene ki = mk
′
i
for a integer k′i), a omplex number s0 is a pole of L
K
F,rad(ex)((∆
σ| |tK)
(k1) × (∆∨| |−tK )
(k2)) if
and only if the representation Stl−k′1(ρ
σ)| |
k′1/2+t
K ×Stl−k′2(ρ
∨)| |
k′2/2−t
K is | |
−s0
K -distinguished, i.e.
Stl−k′1(ρ
σ)| |
(k′1+s0)/2+t
K × Stl−k′2(ρ
∨)| |
(k′2+s0)/2−t
K is distinguished. But from Theorem 4.1, this
implies that k′1 and k
′
2 are equal to an integer k
′
, (i.e. k1 = k2 = k), and that the image of
s0 + k
′
in C/(2iπ/Ln(qK)Z) belongs to the group R(Stl−k′(ρ)) = R(ρ) (in partiular, we have
Re(s0 + k
′) = 0).
Conversely if this is the ase, the representation Stl−k′(ρ
σ)| |
(k′+s0)/2+t
K × Stl−k′(ρ
∨)| |
(k′+s0)/2−t
K
whih is equal to Stl−k′(ρ
σ)| |
(k′+s0)/2+t
K × Stl−k′(ρ
∨)| |
(−k′−s0)/2−t
K , is distinguished from Theo-
rem 3.1, as Re((k′ + s0)/2 + t) = Re(t) > n/2 ≥ (n− k)/2 for Re(t) near n.
Hene nontrivial Euler fators LKF,rad(ex)((∆
σ| |tK)
(k1) × (∆∨| |−tK )
(k2)) belong to one of the
three following lasses:
1. LKF,rad(ex)((∆
σ | |tK)
(k1)) for k2 = n and k1 ≥ 0. In this ase, if L
K
F,rad(ex)((∆
σ | |tK)
(k1)) is not
1, it is equal to LKF,rad(ex)(Stl−k′1(ρ
σ)| |
k′1/2+t
K ) for k1 = mk
′
1, and a pole s0 of this funtion
is suh that Stl−k′1(ρ
σ)| |
(s0+k
′
1)/2+t
K is distinguished, hene onsidering entral haraters,
we have Re(s0) = −k
′
1 − 2Re(t) < −n.
2. LKF,rad(ex)((∆
∨| |−tK )
(k2)) for k1 = n and k2 ≥ 0. In this ase, if L
K
F,rad(ex)((∆
σ | |tK)
(k2)) is not
1, it is equal to LKF,rad(ex)(Stl−k′2(ρ
∨)| |
k′2/2−t
K ) for k2 = mk
′
2, and a pole s0 of this funtion
is suh that Stl−k′2(ρ
σ)| |
(s0+k
′
2)/2−t
K is distinguished, hene onsidering entral haraters,
we have Re(s0) = −k
′
2 + 2Re(t) > 0.
3. LKF,rad(ex)((∆
σ | |tK)
(k3)×(∆σ| |−tK )
(k3)) for k1 = k2 = k3 ≥ 1. In this ase, if the Euler fator
is not 1, we know that we have Re(s0) = −k
′
3 for k
′
3 in {0, . . . , n/m} verifying k3 = mk
′
3,
or more preisely that the image of s0 + k
′
3 in C/(2iπ/Ln(qK)Z) belongs to the group
R(Stl−k′3(ρ)) = R(Stl−k′3(ρ
σ)). This is equivalent to the relation [∆σ∨
(k3)]∨ = | |s0K (∆
σ)(k3),
whih is itself equivalent to the fat that s0 is a pole of Lrad(ex)(∆
σ(k3)×∆σ∨
(k3)) (see Th.
1.14 of [M3℄), hene we have LKF,rad(ex)((∆
σ | |tK)
(k3) × (∆σ | |−tK )
(k3)) = Lrad(ex)(∆
σ(k3) ×
∆σ∨
(k3)).
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In partiular, two non trivial fators that don't belong to the same lass have no pole in
ommon. We dedue that the Euler fator LKF,(0)(Πt, s) is equal to
[∨k1L
K
F,rad(ex)((∆
σ | |tK)
(k1)][∨k2L
K
F,rad(ex)((∆
∨| |−tK )
(k2)][∨k3Lrad(ex)(∆
σ(k3) ×∆σ∨
(k3))]
for k1 ≥ 0, k2 ≥ 0 and k3 ≥ 1. The two rst fators are respetively equal to L
K
F (∆
σ| |tK) and
LKF (∆
∨| |−tK ) aording to Corollary 4.2, and the third fator is equal from Proposition 4.2 to
L(0)(∆
σ ×∆σ∨), whih is itself equal to L(∆σ ×∆σ∨)/Lrad(ex)(∆
σ ×∆σ∨). We then notie that
s0 is an exeptional pole of L(∆
σ × ∆σ∨) if and only if its image in C/(2iπ/Ln(qK)Z) belongs
to R(∆), whih implies the equality Lrad(ex)(∆
σ × ∆σ∨) = 1/
∏
si∈R(∆)
(1 − qsi−s). Hene we
dedue the equalities
LKF,(0)(Πt, s) = L
K
F (∆
σ| |tK , s)L
K
F (∆
∨| |−tK , s)[L(∆
σ ×∆σ∨, s)/Lrad(ex)(∆
σ ×∆σ∨, s)]
=
∏
si∈R(∆)
(1− qsi−sK )L
K
F (∆
σ| |tK , s)L
K
F (∆
∨| |−tK , s)L(∆
σ ×∆σ∨, s)
The seond statement of the proposition follows, as tensoring by | |u the representation, is equiv-
alent to make a translation by 2u of the Asai L funtion.
As the funtion LKF (Πt, s) is equal to the produt L
K
F,rad(ex)(Πt, s)L
K
F,(0)(Πt, s). It remains to
show that the funtion LKF,rad(ex)(Πt, s) is equal to the fator
∏
si∈R(∆)
1/(1 − qsi−sK ). But we
already know that it is equal to the produt of the 1/(1− qsi−s)'s, for si's suh that Πt is | |
−si
F -
distinguished. As Πt is | |
−si
F -distinguished if and only if Πt| |
si/2
K = ∆
σ| |
t+si/2
K ×∆
∨| |
−t+si/2
K is
distinguished, Theorem 4.1 implies that if Πt is | |
−si
F -distinguished, either we have∆
σ| |
t+si/2
K and
∆∨| |
−t+si/2
K distinguished (hene Galois-auto-dual), or we have (∆
σ | |
t+si/2
K )
σ = (∆∨| |
−t+si/2
K )
∨
.
The rst ase annot our beause quasi-square-integrable distinguished representations must
be unitary (beause distinguished representations have unitary entral harater), and this would
imply Re(t+ si/2) = Re(t − si/2) = 0, whih would in turn imply Re(t) = 0. The seond ase
learly implies that si belongs to R(∆). Conversely, if si belongs to R(∆), its real part is zero,
and it is immediate that the representation Πt| |
si/2
K veries the hypothesis of Theorem 3.1. This
onludes the proof of the rst statement.
Denition-Proposition 4.1. We denote by P(0)(Π, t, s) the element of C[q
±t
F , q
±s
F ] dened by
the expression
Q
si∈R(∆)
(1−qsi−s)
LKF (∆
σ,s+2t)LKF (∆
∨,s−2t)L(∆σ×∆∨,s)
. The expression P(0)(Π, t, 1) denes a nonzero
element of C[q±tF ], having simple roots. For any omplex number t0, the expression P(0)(Π, t0, s)
denes a nonzero element of C[q±tF ], having an at most simple root at s = 1.
Proof. As the si's have real part equal to zero, and as the funtion L(∆
σ × ∆σ∨, s) admits no
pole for Re(s) > 0 (see [J-P-S℄, 8.2 (6)), the onstant c =
Q
si∈R(∆)
(1−qsi−1)
L(∆σ×∆σ∨,1) is nonzero. Hene the
zeros of P(0)(Π, t, 1) are the poles of L
K
F (∆
σ, 1+2t)LKF (∆
∨, 1−2t). From Proposition 3.1 of [M3℄,
the funtion LKF (∆
σ, 1 + 2t) has simple poles whih our in the domain Re(1 + 2t) < 0 whereas
the funtion LKF (∆
∨, 1 − 2t) has simple poles whih our in the domain Re(1 − 2t) < 0, hene
those two funtions have no ommon pole, and there produt have simple poles. The seond part
is a onsequene of the fat that the funtion LKF (∆
σ, s + 2t0) has simple poles, and if it has a
pole at 1, then Re(1 + 2t0) < 0, whereas L
K
F (∆
∨, s − 2t0) also has simple poles, and if it has a
pole at 1, then Re(1− 2t0) < 0, so that both annot have a pole at 1 at the same time.
Lemma 4.3. For every f in FΠ, the expression P(0)(Π, t, s)I(0)(Wft , s) denes an element of
C[q±tF , q
±s
F ]. This implies that for xed f in FΠ, the funtion I(0)(Wft , 1) is well dened and
belongs to C(qtF ), and for t0 in C, the funtion I(0)(Wft0 , s) is well dened and belongs to C(q
−s
F ).
Moreover the funtion I(0)(Wft , 1) has a pole at t0 in C, if and only if the funtion I(0)(Wft0 , s)
in C(q−sF ) has a pole at 1, in whih ase the ouple (t0, 1) lies in a polar lous of the funtion
P(0)(Π, t, s). In this ase the funtions P(0)(Π, t, 1)I(0)(Wft , 1) and P(0)(Π, t0, s)I(0)(Wft0 , s) have
the same limit when t tends to t0 and s tends to 1, whih is nonzero.
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Proof. Let f be in FΠ, the funtion P(0)(Π, t, s)I(0)(Wft , s) belongs to C(q
−t
F , q
−s
F ), hene it is the
quotient of two polynomials P (q−tF , q
−s
F )/Q(q
−t
F , q
−s
F ). If Q is not onstant, we write Q(q
−t
F , q
−s
F )
under the form
∑
i∈I ai(q
−t
F )q
−is
F , with I a nite subset of Z, and the ai's in C[X ]− {0}. There
are two real numbers α < α′ suh that [α, α′] is a subset of a neighbourhood of n ontaining
no real part of a zero of the funtion t 7→ ai0(q
−t
F ), for i0 the minimum of i. As the funtions
ai(q
−t
F ) are bounded for Re(t) ∈ [α, α
′], there is a real number r, suh that for Re(t) ∈ [α, α′],
and Re(s) ≥ r, the funtion P(0)(Π, t, s)I(0)(Wft , s) is given by an absolutely onvergent Laurent
development
∑
k≥n0
ck(t)q
−ks
F with ck in C[q
±t
F ]. Moreover if we hoose [α, α
′] so that Πt satises
the hypothesis of Proposition 4.3 for Re(t) in [α, α′], then for xed t with Re(t) in [α, α′], the
funtion P(0)(Π, t, s)I(0)(Wft , s) = I(0)(Wft , s)/L(0)(Πt, s) atually belongs to C[q
±s
F ]. Suppose
there were an innite number of nonzero ck's, then for t of real part in [α, α
′], and outside the
ountable number of zeros of the ck's, and Re(s) large, the Laurent development
∑
k≤n0
ck(t)q
−ks
F
would not be nite, a ontradition. Hene for f in FΠ, the funtion P(0)(Π, t, s)I(0)(Wft , s)
denes an element of C[q±tF , q
±s
F ].
Now the funtion I(0)(Wft , 1) denes an element of C(q
−t
F ) whose poles form a subset of the poles
of 1/P(0)(Π, t, 1), and for t0 in C, the funtion I(0)(Wft0 , s) denes an element of C(q
−s
F ) whose
poles form a subset of the poles of 1/P(0)(Π, t0, s).
For the nal statement, if t0 is a pole of I(0)(Wft , 1), then it must be a zero of the funtion
P(0)(Π, t, 1), whih is simple aording to Denition-Proposition 4.1, as P(0)(Π, t, 1)I(0)(Wft , 1) is
polynomial, the pole t = t0 is also simple. Hene the funtion P(0)(Π, t, 1)I(0)(Wft , 1) has nonzero
limit when t tends to t0. As the funtion P(0)(Π, t, s)I(0)(Wft , s) belongs to C[q
±t
F , q
±s
F ], the
funtion P(0)(Π, t0, s)I(0)(Wft0 , s) tends to the same limit when s tends to 1. Conversely if 1 is a
pole of I(0)(Wft0 , s), then it must be a zero of the funtion P(0)(Π, t0, s), whih is simple aording
to Denition-Proposition 4.1, as P(0)(Π, t0, s)I(0)(Wft0 , s) is polynomial, the pole s = 1 is also
simple. Hene the funtion P(0)(Π, t0, s)I(0)(Wft0 , s) has nonzero limit when s tends to 1. As the
funtion P(0)(Π, t, s)I(0)(Wft , s) belongs to C[q
±t
F , q
±s
F ], the funtion P(0)(Π, t, 1)I(0)(Wft , 1) tends
to the same limit when t tends to t0.
Finally we an prove the main result.
Theorem 4.2. Let ∆′ be a quasi-square-integrable representation of Gn(K), then the represen-
tation ∆′σ ×∆′∨ of G2n(K) is distinguished.
Proof. Write ∆′ = ∆|.|uK , for ∆ a square-integrable representation, and u a omplex number.
Denoting by Πt the representation ∆
σ|.|tK × ∆
∨|.|−tK , we know from Proposition 3.1 that Πt is
distinguished for Re(t) near n. Hene for Re(t) near n, we know from Proposition 2.4, that the
linear form Wft 7→ lim
s→1
I(0)(Wft , s)/L(0)(Πt, s) is nonzero and G2n(F )-invariant.
Suppose that t is in a neighbourhood of n suh that Πt is in general position (the see proof
of Proposition 4.3), then the funtion 1/L(0)(Πt, s) is equal to P(0)(Π, t, s). But the funtion
P(0)(Π, t, 1), whih is a nonzero polynomial in q
−t
F , has no zeros for Re(t) in some open subset
in a neighbourhood of n. From this we dedue that for Re(t) in this open subset, aording to
Lemma 4.3, the funtions s 7→ I(0)(Wft , s) and t
′ 7→ I(0)(Wft′ , 1) have respetively no pole at
s = 1 and t′ = t, and we have lim
s→1
I(0)(Wft , s) = lim
t′→t
I(0)(Wft′ , 1). Hene for Re(t) in this open
subset, if h belongs to G2n(F ) the two funtions I(0)(Wft , 1) and I(0)(ρt(h)Wft , 1) oinide, but
as they are rational funtions in q−tF , they are equal. Hene for f in the spae of Π0, and h in
G2n(F ), the funtions I(0)(Wft , 1) and I(0)(ρt(h)Wft , 1) are equal.
Suppose that for every f in the spae of Π0, the funtion I(0)(ρt(h)Wft , 1) has no pole at t = u,
then aording to Proposition 4.3, for every f in the spae of Π0, the funtion I(0)(ρu(h)Wfu , s)
has no pole at s = 1, and if h is in G2n(F ), one has lim
s→1
I(0)(ρu(h)Wfu , s) = lim
t→u
I(0)(ρt(h)Wft , 1) =
lim
t→u
I(0)(Wft , 1) = lim
s→1
I(0)(Wfu , s). Hene we have aG2n(F )-invariant linear form fu 7→ lim
s→1
I(0)(Wfu , s)
on the spae of Πu. Moreover, as Wfu desribes the spae W (πu, ψ) when fu desribes the
spae of Πu, and as the restritions to Pn(K) of funtions of W (πu, ψ) form a vetor spae
with subspae C∞c (Nn(K)\Pn(K), ψ), if we hooseWfu with restrition to Pn(K) positive and in
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C∞c (Nn(K)\Pn(K), ψ), then we have I(0)(Wfu , 1) =
∫
Nn(F )\Pn(F )
Wfu(p)dp > 0, and the G2n(F )-
invariant linear form dened above is nonzero, hene Πu = ∆
′σ ×∆′∨ is distinguished.
Now if for some f in in the spae of Π0, the funtion I(0)(ρt(h)Wfu , s) has a pole at s = 1, it is
a onsequene of Lemma 4.3 that we have lim
s→1
P(0)(Π, u, s)I(0)(Wfu , s) is nonzero, and from the
same Lemma, we know that for every f in in the spae of Π0, and h in G2n(F ), we have
lim
s→1
P(0)(Π, u, s)I(0)(ρu(h)Wfu , s) = limt→u
P(0)(Π, t, 1)I(0)(ρt(h)Wft , 1)
= lim
t→u
P(0)(Π, t, 1)I(0)(Wft , 1) = lim
s→1
P(0)(Π, u, s)I(0)(Wfu , s).
Hene in this ase too, the representation Πu = ∆
′σ ×∆′∨ is distinguished.
5 Appendix
In this appendix, we prove a result that seems to be well-known (e.g. it is used in the proof of the
lemma of Setion 4. in [F2℄). However we ouldn't nd a proof in literature. To do this we will
give in Proposition 5.3 and Theorem 5.1 a very preise desription of the restrition of Whittaker
funtions on Gn−1(K) to the standard maximal torus of Gn−1(K), rening Proposition 2.2 of
[J-P-S℄ and Proposition 2.6 of [C-P℄. As for the proposition, these fats seem to be well-known,
but there seems to be a lak of referenes.
Proposition 5.1. Let π be a smooth submodule of nite length of C∞c (Nn(K)\Pn(K), ψ) suh
that all of the entral exponents of its shifted derivatives (see [Ber℄, 7.2.) are positive, then for
any W in π the following integral onverges:∫
Nn(K)\Pn(k)
|W (p)|2dp.
Before proving this, we give a preise desription of the behaviour near zero of the funtions
t 7→W
(
tIj
In−j
)
, for t ∈ K∗, j between 1 and n, andW in π. This generalizes Proposition 2.6
of [C-P℄, where the ase of W with g 7→ |g|
(n−j−1)/2
K W
(
g
In−j
)
projeting into an irreduible
submodule of π(n−j) (or equivalently where the ase of ompletely reduible derivatives) is treated.
Let Φ− be the funtor whih to a Pn(K)-smooth module (π, V ), assoiates the Pn−1(K)-
smooth module
V
V (Un(K), ψ)
,
where Un(K) is the unipotent radial of Pn−1,1(K), and V (Un(K), ψ) is the vetor subspae
spanned by the vetors π(u)v − ψ(u)v for v in V and u in Un(K). The ation of Pn−1(K) on
Φ−(V ) is its natural ation twisted by the harater | |
−1/2
K . For V ⊂ C
∞
c (Nn(K)\Pn(K), ψ),
one sees that V (Un(K), ψ) is the kernel of the restrition map from C
∞
c (Nn(K)\Pn(K), ψ) to
C∞c (Nn−1(K)\Pn−1(K), ψ).
Applying this repeatedly, one sees (see [C-P℄ Proposition 2.2), one sees that a model of π(n−j−1) =
(Φ−)n−j−1(π), for π a submodule of C∞c (Nn(K)\Pn(K), ψ), is the spae of funtions of the form
g 7→ |g|
−(n−j−1)/2
K W
(
g
In−j
)
with g in Gj(K), andW in π, with Pj+1(K) ating by right translation (the twist by |g|
−(n−j−1)/2
K
appears beause of the presene of the twist by |det( )|
−1/2
K in the denition of Φ
−
, and g is in
Gj(K) beause the quotient spae Nj+1(K)\Pj+1(K) identies with Nj(K)\Gj(K)).
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Now we introdue the funtor Ψ− whih to a Pn(K)-smooth module (π, V ), assoiates the
Gn−1(K)-smooth module
V
V (Un(K), 1)
,
where V (Un(K), 1) is the vetor subspae spanned by the vetors π(u)v − v for v in V and u in
Un(K).
Then one shows ([C-P℄ Proposition 2.3) that when V is the spae of π(n−j−1) with π a submodule
of C∞c (Nn(K)\Pn(K), ψ), then V (Un(K), 1) is the subspae of funtions
g 7→ |g|
−(n−j−1)/2
K W
(
g
In−j
)
whih vanish when the last row of g is in a nieghbourhood of zero (depending on W ).
By denition, the Gj(K)-module π
(n−j) = Ψ−(π(n−j−1)) = Ψ
−(Φ−)n−j−1(π) is the (n − j)-th
derivative of π, and the shifted derivative π[n−j] is equal to | |
1/2
K π
(n−j)
. It is known ([BZ℄ setion
3), that the funtor Φ− and Ψ− are exat and take representations of nite length to representa-
tions of nite length.
Hene when π satises the onditions of proposition 5.1, the Gj(K)-module π
(n−j)
has nite
length. We are going to analyze the smooth representation of the enter K∗ of Gj(K) on the
spae E of τ = π(n−j). As E is a Gj(K)-module E of nite length, it has a ltration 0 = E0 ⊂
E1 ⊂ · · · ⊂ Er−1 ⊂ Er = E with Vi = Ei/Ei−1 irreduible Gj(K)-modules, on whih K
∗
at
by the entral harater ci of the representation of Gj(K). We rst show that we an redue to
nite dimension.
Lemma 5.1. Any vetor v of E lies in a nite dimensional K∗-submodule.
Proof. One proves this by indution on the smallest i suh that Ei ontains v. If this i is 1, the
group K∗ only multiplies v by a salar, and we are done.
Suppose that the result is known for Ei, we take v in Ei+1 but not in Ei, then for every t in
K∗, the vetor τ(t)v − ci(t)v belongs to Ei. By smoothness, the set {τ(u)v |t ∈ UK} is atually
equal to {τ(u)v |t ∈ P} for P a nite set of UK . The vetor spae generated by this set is
stabilized by UK , and has a nite basis v1, . . . , vm. Now the vetor τ(πK)vl − ci(πK)vl belongs
to Ei, hene to a nite dimensional K
∗
-submodule Vl of Ei. Finally the nite dimensional
V ect(v1, . . . , vm) + V1 + · · ·+ Vm is stable under πK and UK , hene K
∗
, and ontains v.
Eah vetor of E will thus belong to a subspae satisfying the statement of the following:
Proposition 5.2. If E′ is a non zero nite dimensional K∗-submodule of E, then E′ has a basis
B in whih the ation of K∗ is given by a matrix blok diagonal matrix MatB(τ(t)) with eah
blok of the form:

c(t) c(t)P1,2(vK(t)) c(t)P1,3(vK(t)) . . . c(t)P1,q(vK(t))
c(t) c(t)P2,3(vK(t)) . . . c(t)P2,q(vK(t))
.
.
.
.
.
.
c(t) c(t)Pq−1,q(vK(t))
c(t)

 ,
for c one of the ci's, q a positive integer depending on the blok, and the Pi,j 's being polynomials
with no onstant term of degree at most j − i.
Proof. First we deompose E′ as a diret sum under the ation of the ompat abelian group UK .
Beause E′ has a ltration by the spaes E′ ∩ Ei, and that K
∗
ats on eah sub fator as one of
the ci's, the group UK ats on eah weight spae as the restrition of one of the ci's. Now eah
weight spae is stable under K∗ by ommutativity, and so we an restrit ourselves to the ase
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where E′ is a weight-spae of UK .
Again E′ has a ltration, suh that K∗ ats on eah sub fator as one of the ci's (with all these
haraters having the same restrition to UK), let's say ci1 , . . . , cik , in partiular, we dedue
that the endomorphism τ(πK ) has a triangular matrix in a basis adapted to this ltration, with
eigenvalues ci1(πK), . . . , cik(πK). As τ(πK ) is trigonalisable, the spae E
′
is the diret sum its
harateristi subspaes, and again these harateristi subspaes are stable under K∗.
So nally one an assume that E′ is a harateristi subspae for some eigenvalue c(π) of τ(πK),
on whih UK ats as the harater c, where c is one of the ci's.
Hene there is a basis B of E′ suh that
MatB(c
−1(t)τ(t)) =


1 A1,2(t) A1,3(t) . . . A1,q(t)
1 A2,3(t) . . . A2,q(t)
.
.
.
.
.
.
1 Aq−1,q(t)
1


for any t in K∗, where the Ai,j 's are smooth funtions on K
∗
. So we only have to prove that the
Ai,j 's are polynomials of the valuation of K with no onstant term.
We do this by indution on q.
It is obvious when q = 1. Suppose the statement holds for q−1, and suppose that E′ is of dimen-
sion q, with basis B = (v1, . . . , vq). Considering the two c
−1τ(K∗)-modules V ect(v1, . . . , vq−1)
and V ect(v1, . . . , vq)/V ect(v1) of dimension q− 1, we dedue that for every ouple (i, j) dierent
from (1, q), there is a polynomial with no onstant term Pi,j of degree at most j − i, suh that
Ai,j = Pi,j ◦ vK . Now beause c
−1τ is a representation of K∗, and beause the Pi,j ◦ vK 's vanish
on UK for (i, j) 6= (1, q), we dedue that A1,q is a smooth morphism from (UK ,×) to (C,+),
whih must be zero beause (C,+) has no nontrivial ompat subgroups. From this we dedue
that A1,q is invariant under translation by elements of UK (i.e. A1,q(π
k
Ku) = A1,q(π
k
K) for every
U in UK).
Denote by M(k) the matrix MatB(c
−1τ(πkK )) for k in Z. One has M(k) = M(1)M(k − 1)
for k ≥ 1, whih in implies A1,q(π
k
K) =
∑q−1
j=2 P1,j(1)Pj,q(k − 1) + A1,q(π
k−1
K ) + A1,q(πK) =
Q(k) + A1,q(π
k−1
K ) + A1,q(πK) for Q a polynomial of degree at most q − 2. This in turn implies
that A1,q(π
k
K) =
∑k−1
l=1 Q(l) + kA1,q(πK) = R(k) for R a polynomial of degree at most q − 1,
aording to the theory of Bernoulli polynomials, for any k ≥ 0. The same reasoning for k ≤ 0,
implies A1,q(π
k
K) = R
′(k) for R′ a polynomial of degree at most q− 1, for any k ≤ 0. We need to
show that R = R′ to onlude.
We know that M(k) is a matrix whose oeients are polynomials in k for k > 0 of degree less
that q − 1, we denote it P (k). The matrix M(k) has the same property for k < 0, we denote it
P ′(k). Moreover for any k ≥ 0 and k′ ≤ 0, with k + k′ ≥ 0, one has P (k + k′) = P (k)P ′(k′).
Fix k > q − 1, then the matries P (k + k′) and P (k)P ′(k′) are equal for k′ in [1− q, 0], as their
oeients are polynomials in k′ with degree at most q − 1, the equality P (k + z′) = P (k)P ′(z′)
holds for any omplex number z′. Now x suh a omplex number z′, the equality P (k + z′)
and P (k)P ′(z′) holds for any integer k > q − 1, and as both matries have oeients whih are
polynomials in k, this equality atually holds for any omplex number z, so that P (z+ z′) equals
P (z)P ′(z′) for any omplex numbers z and z′.
As P (0) = Iq, we dedue that P and P
′
are equal on C, and this implies that R is equal to R′.
This proposition has the following onsequene:
Proposition 5.3. Let π be a smooth submodule of nite length of C∞c (Nn(K)\Pn(K), ψ), and
let the c1, . . . , cr be the entral haraters of the irreduible sub fators of τ = π
(n−j)
. Then for
any funtion W in the spae of π, there exist a funtion φ in C∞c (K) null at zero, funtions φk,l
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in C∞c (K), omplex polynomials Qk,l for k between 1 and r, and l between 1 and an integer nk,
suh that one has W
(
tIj
In−j
)
= |t|
j(n−j)/2
K [
∑r
k=1 ck(t)[
∑nk
l=1 φk,l(t)Qk,l(vK(t))] + φ(t)].
Proof. We rst remind that the funtion W˜ : g 7→ |g|
−(n−j−1)/2
K W
(
g
In−j
)
belongs to the
spae of π(n−j−1). We denote by v its image in the spae E of π
(n−j)
. From Proposition 5.2, the
vetor v belongs to a nite dimensional K∗-submodule E′ of E, on whih K∗ ats by a matrix
of the form determined in Proposition 5.2. We x a basis B = (e1, . . . , eq) of E
′
, and denote by
M(a) the matrix MB(τ(a)) (with τ(a) = π
(n−j)(aIj)), hene we have τ(a)el =
∑q
k=1M(a)k,lek
for eah l between 1 and q.
Taking preimages E˜1, . . . , E˜q of e1, . . . , eq in π(n−j−1), we denote by E˜ the funtion vetor


E˜1
.
.
.
E˜q

.
As the funtion |a|
−j/2
K π(n−j−1)(aIj)E˜l−
∑q
k=1M(a)k,lE˜k belongs to the kernel of the projetion
from π(n−j−1) to π
(n−j)
(the torsion by | |
−j/2
K omes from the fat that the projetion from the
spae of π(n−j−1) to π
(n−j)
is an intertwining operator of Gj(K)-modules, if you take the twisted
ation |g|
−1/2
K π(n−j−1) on the spae of π(n−j−1)), there is a neighbourhood of zero in K
j
, suh
that this funtion vanishes on elements of Gj(K) with last row in this neighbourhood.
In partiular, there exists Na suh that the vetor funtion |a|
−j/2
K π(n−j−1)(a)E˜−
tM(a)E˜ vanishes
on PNaK Ij .
This implies as in proof of Proposition 2.6. of [C-P℄, the following laim:
Claim. There is atually an N , suh that for every t in PNK , and every a in RK−{0}, the vetor
E˜(taIj) is equal to
tM(a).|a|
j/2
K E˜(tIj).
Proof of the laim. Indeed, if U is an open ompat subgroup of UK , suh that E˜ and the homo-
morphism a ∈ K∗ 7→M(a) ∈ Gq(C) are U invariant, and denoting by u1, . . . , us the representa-
tives of U/UK , we hoose N to be max(Nu1 , . . . , Nuq , NpiK ). Then for t in P
N
K , and a = π
r
Kuiu in
RK (with u in U), we have E˜(taIj) = E˜(tπ
r
KuiIj) =
tM(ui).|ui|
j/2
K E˜(tπ
r
KIj) beause tπ
r
K belongs
to PN+rK ⊂ P
N
K ⊂ P
Nui
K . But if r ≥ 1, again one has E˜(tπ
r
KIj) =
tM(πK).|πK |
j/2
K E˜(tπ
r−1
K Ij)
beause tπr−1K belongs to P
N+r−1
K ⊂ P
N
K ⊂ P
NpiK
K , and repeating this step r− 1 times, we dedue
the equality
E˜(taIj) =
tM(ui)
tM(πK)
r
|ui|
j/2
K |πK |
rj/2
K E˜(tIj) =
tM(uiπ
r
K)|uiπ
r
K |
j/2
K E˜(t) =
tM(a)|a|
j/2
K E˜(tIj).
Denoting by t0 the salar π
N
K , the previous laim implies that the vetor E˜(t) is equal to
tM(t)|t|
j/2
K [
tM(t0)
−1
|t0|
−j/2
K E˜(t0Ij)] for t in P
N
K . Let's then hoose omplex numbers x1, . . . , xq,
satisfying v = (x1, . . . , xq)

e1. . .
eq


, then there is an integerN ′ suh that we have W˜ = (x1, . . . , xq)E˜
on PN
′
K Ij , and this in turns implies that if we put M = max(N,N
′), we have
W˜ (tIj) = (x1, . . . , xq)
tM(t)|t|
j/2
K V0
for any t in PMK , and V0 =
tM(t0)
−1
|t0|
−j/2
K E˜(t0Ij).
We reall that it is a lassial fat that beause W˜ is xed by an open subgroup of Uj(K)
(π(n−j−1) being smooth) and transforms by ψ under left translation by elements of Nj(K), that
the funtion W˜ (tIj) vanishes when t is of large absolute value, the preeding equality implies
that there is a funtion φ in C∞c (K) vanishing in a neighbourhood of zero, suh that W˜ (tIj) is
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equal to (x1, . . . , xq)
tM(t)|t|
j/2
K V0 + |t|
j/2
K φ(t) (as φ 7→ | |
j/2
K φ is a bijetion of the set of funtions
in C∞c (K) null at zero).
Finally, beause the oeients of
tM(t) are of the form a polynomial in vK multiplied by a entral
harater ci, we dedue that there exist funtions φk,l in C
∞
c (K), omplex polynomials Qk,l for
k between 1 and r, and l between 1 and an integer nk, suh that one has W
(
tIj
In−j
)
=
|t|
j(n−j)/2
K [
∑r
k=1 ck(t)[
∑nk
l=1 φk,l(t)Qk,l(vK(t))] + φ(t)].
A renement of the proof of this proposition gives the following:
Theorem 5.1. Let π be a smooth submodule of nite length of C∞c (Nn(K)\Pn(K), ψ), and for
j between 1 and n − 1, let the c1,n−j, . . . , crj ,n−j be the entral haraters of the irreduible sub
fators of τ = π(n−j). Then for any funtion W in the spae of π, the funtion
W (t1, . . . , tn−1) =W


t1 . . . tn−1
t2 . . . tn−1
.
.
.
tn−2tn−1
tn−1
1


is a linear ombination of funtions of form
n−1∏
j=1
cij ,j(tj)|tj |
j(n−j)/2vK(tj)
mjφj(tj)
for ij between 1 and rj , positive integers mj , and funtions φj in C
∞
c (K).
Proof. The proof is by indution on n.
Let W belong to the spae of π, so that its restrition to Pn(K) belongs to the spae of π(0),
following the beginning of the proof of the preeding proposition, we denote by v its image in
the spae E of π(1). Again the vetor v belongs to a nite dimensional K∗-submodule E′ of
E, on whih K∗ ats by a matrix of the form determined in Proposition 5.2. We x a basis
B = (e1, . . . , eq) of E
′
, and denote by M(a) the matrix MB(τ(a)) (with τ(a) = π
(1)(aIn−1)),
hene we have τ(a)el =
∑q
k=1M(a)k,lek for eah l between 1 and q.
Taking preimages E˜1, . . . , E˜q of e1, . . . , eq in π(0), we denote by E˜ the funtion vetor


E˜1
.
.
.
E˜q

.
There is a neighbourhood of zero inKn−1, suh that the funtion |a|
−(n−1)/2
K π(0)(a)E˜l−
∑q
k=1M(a)k,lE˜k
vanishes on elements of Gn−1(K) with last row in this neighbourhood. In partiular, there exists
Na suh that for every (t1, . . . , tn−2) in (K
∗)n−2, the vetor funtion
|a|
−(n−1)/2
K π(0)(aIn−1)E˜(t1, . . . , tn−1)−
tM(a)E˜(t1, . . . , tn−1)
vanishes when tn−1 belongs to P
Na
K Ij (here by E˜(t1, . . . , tn−1), we mean
E˜


t1 . . . tn−1
t2 . . . tn−1
.
.
.
tn−2tn−1
tn−1
1


,
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hene π(0)(aIn−1)E˜(t1, . . . , tn−1) = E˜(t1, . . . , tn−1a)).
As in the proof of Proposition 5.3, we dedue that there is an integer N1, and an element
t0 of K
∗
, suh that for every (t1, . . . , tn−2) in (K
∗)n−2, the vetor E˜(t1, . . . , tn−1) is equal to
tM(tn−1)|tn−1|
(n−1)/2
K [
tM(t−10 )|t0|
−(n−1)/2
K ]E˜(t1, . . . , tn−2, t0) for any tn−1 in P
N1
K .
If the image v of W in π(1) is equal to x1e1+ · · ·+ xqeq, there is also an integer N2, suh that for
every (t1, . . . , tn−2) in (K
∗)n−2, the funtion W (t1, . . . , tn−1) − (x1, . . . , xq)E˜(t1, . . . , tn−1) van-
ishes when tn−1 belongs to P
N2
K . Hene taking N = (max(N1, N2), for any tn−1 in P
N
K , and any
(t1, . . . , tn−2) in (K
∗)n−2 the funtion W (t1, . . . , tn−1) is equal to
(x1, . . . , xq)
tM(tn−1)|tn−1|
(n−1)/2
K [
tM(t−10 )|t0|
−(n−1)/2
K ]E˜(t1, . . . , tn−2, t0).
But the funtions | |
−k/2
K π(0)(t0In−1)E˜i belong to the smooth submodule of nite length Φ
−(π)
of C∞c (Nn−1(K)\Pn−1(K), ψ), so by indution hypothesis, the funtions E˜(t1, . . . , tn−2, t0) are
sums of funtions of the form
∏n−2
j=1 cij ,j(tj)|tj |
j(n−j)/2vK(tj)
mjφ′j(tj) for ij between 1 and rj ,
positive integers mj , and funtions φ
′
j in C
∞
c (K). This in turn implies that the funtion
S(t1, . . . , tn−1) = (x1, . . . , xq)
tM(tn−1)|tn−1|
(n−1)/2
K [
tM(t−10 )|t0|
−(n−1)/2
K ]E˜(t1, . . . , tn−2, t0)
is also a sum of funtions of the form
∏n−1
j=1 cij ,j(tj)|tj |
j(n−j)/2vK(tj)
mjφj(tj) for ij between 1
and rj , positive integers mj , and funtions φj in C
∞
c (K).
Reminding that there is an integer N ′, suh that for any (t1, . . . , tn−2) in (K
∗)n−2, and any tn−1
of absolute value greater than qN
′
K , both W (t1, . . . , tn−1) and S(t1, . . . , tn−1) are zero, we dedue
that the dierene of the two funtions is a smooth funtion φ(t1, . . . , tn−1) on (K
∗)n−1 whih
vanishes when tn−1 has absolute value outside [q
−N
K , q
N ′
K ]. Moreover there is a ompat subgroup
U of UK independent of (t1, . . . , tn−1) suh that both funtions (hene φ) are invariant when tn−1
is multiplied by an element of U . Denoting by (tα)α ∈ A a nite set of representatives of
{t |q−NK ≤ |tk|K ≤ q
N ′
K }/U,
this implies that φ(t1, . . . , tn−1) is equal to
∑
α ∈ A φ(t1, . . . , tn−2, tα)1tαU (tn−1), whih we an
always write as
∑
α ∈ A φ(t1, . . . , tn−2, tα)|tn−1|
(n−1)/2φα(tn−1) with φα = | |
−(n−1)/2
K 1tαU in
C∞c (K) and null at zero.
Finally as eah funtion φ(t1, . . . , tn−2, tα) is equal to W (t1, . . . , tα)− S(t1, . . . , tα), by indution
hypothesis again, it is a sum of funtions of the form
∏n−2
j=1 cij ,j(tj)|tj |
j(n−j)/2vK(tj)
mjφ′′j (tj) for
ij between 1 and rj , positive integers mj , and funtions φ
′′
j in C
∞
c (K), and the statement of our
proposition follows.
We are now able to prove Proposition 5.1.
Indeed, let W belong to the spae of π as in the statement of Proposition 5.1, rst we notie
the equality ∫
Nn(K)\Pn(K)
|W (p)|2dp =
∫
Nn−1(K)\Gn−1(K)
|W (g)|2dg.
Now the Iwasawa deomposition redues the onvergene of this integral to that of∫
An−1(K)
|W (a)|2∆Bn−1(K)(a)d
∗a.
Using oordinates (t1, . . . , tn−1) =


t1 . . . tn−1
t2 . . . tn−1
.
.
.
tn−2tn−1
tn−1
1


ofAn−1(K),
the funtion ∆Bn−1(K)(t1, . . . , tn−1) is equal to
∏n−1
j=1 |tj |
−j(n−j−1)
K .
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Aording to Proposition 5.1 the funtion |W (t1, . . . , tn−1)|
2
is majorized by a sum of funtions
of the form
n−1∏
j=1
|ckj ,j |(tj)|clj ,j|(tj)|tj |
j(n−j)
K vK(tj)
mjφj(tj)
for ckj ,j and clj ,j entral haraters of irreduible sub fators of π
(n−j)
, mj non negative integers,
and φj non negative funtions in C
∞
c (K).
Hene our integral will onverge if so do the integrals
∫
An−1(K)
n−1∏
j=1
|ckj ,j |(tj)|clj ,j |(tj)|tj |
j
KvK(tj)
mjφj(tj)d
∗t1 . . . d
∗tn,
i.e. if so does the integral
∫
K∗
|ckj ,j |(tj)|clj ,j |(tj)|tj |
j
KvK(tj)
mjφj(tj)d
∗tj for any j between 1 and
n− 1.
But our assertion on the entral exponents of the shifted derivatives, insures that we have
|ckj ,j|(tj) = |tj |
r1
K and |clj ,j|(tj) = |tj |
r2
K , with r1 and r2 both stritly greater than −j/2, and
it is than lassial that the integral
∫
K∗ |tj |
j−(r1+r2)
K vK(tj)
mjφj(tj)d
∗tj onverges.
This proves Proposition 5.1.
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