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Abstract
In the present work we study solutions of the problem
−(−∆)α/2u= f (x,u) in D0 \D1
u= 0 in RN \D0,
u= 1 in D1,
(0.1)
where D1,D0 ⊂ R
N are open sets such that D1 ⊂ D0, α ∈ (0,2), and f is a nonlinearity.
Under different assumptions on f we prove that, if D0 and D1 are starshaped with respect
to the same point x¯ ∈ D1, then the same occurs for every superlevel set of u.
Keywords. fractional Laplacian · starshaped superlevel sets
1 Introduction
In this work we investigate for α ∈ (0,2) the geometry of solutions u to the problem
−(−∆)α/2u= f (x,u) in D0 \D1
u= 0 in RN \D0,
u= 1 in D1,
(1.1)
where D1,D0 ⊂ R
N are open sets such that D1 ⊂ D0 and f is a bounded Borel function on
(D0 \D1)× [0,1]. Moreover, (−∆)
α/2 is the fractional Laplacian, which is defined for f ∈L 1α
and x ∈RN by
(−∆)α/2u(x) = cN,α lim
ε↓0
∫
|x−y|>ε
u(x)−u(y)
|x− y|N+α
dy, (1.2)
∗Goethe-Universita¨t Frankfurt, Germany, jarohs@math.uni-frankfurt.de.
†Wroclaw University of Science and Technology, Poland, Tadeusz.Kulczycki@pwr.edu.pl,
T. Kulczycki was supported in part by the National Science Centre, Poland, grant no. 2015/17/B/ST1/01233
‡DiMaI, Universita` di Firenze, Italy, paolo.salani@unifi.it
1
2whenever the limit exists, where cN,α = 2
α−2pi−
N
2 α(2−α)
Γ( N+α
2
)
Γ(2− α
2
)
is a normalization constant
and by L 1α we denote the space of all Borel functions u : R
N → R∪{∞} satisfying∫
RN
|u(x)|
(1+ |x|)N+α
dx< ∞.
It is well-known that (−∆)α/2ϕ(x) is well-defined for any ϕ ∈C2c (R
N) and x ∈ RN . For more
details and basic properties of the fractional Laplacian, we refer the interested reader to the fol-
lowing recent survey papers [2, 18], which contain also comprehensive bibliographies.
For u ∈L 1α we define the distribution (−∆)
α/2u by the formula
〈(−∆)α/2u,ϕ〉= 〈u,(−∆)α/2ϕ〉 for ϕ ∈C∞c (R
N),
(cf. Definition 3.7 in [9]). We say that a function u is a solution of (1.1), if u is continuous and
bounded on RN , u = 0 in RN \D0, u = 1 in D1, and −(−∆)
α/2u = f (x,u) as distributions in
D0 \D1, i.e.
〈−(−∆)α/2u,ϕ〉= 〈 f (x,u),ϕ〉 for ϕ ∈C∞c (D0 \D1).
In other words the restriction of−(−∆)α/2u toD0 \D1 is a function in L
∞(D0 \D1) and we have
− (−∆)α/2u(x) = f (x,u(x)) for a.e. x ∈ D0 \D1. (1.3)
The geometric properties of solutions to equations involving fractional Laplacians have been
recently intensively studied. The results concern concavity properties of the first eigenfunction
[6], [5], [25], concavity properties of solutions of the Dirichlet problem for (−∆)1/2ϕ = 1 [28],
convexity of superlevel sets for some problems for (−∆)1/2 [30], convexity properties of solu-
tions of (−∆)α/2u = f (u) [20], and general symmetry properties (see e.g. [7, 15, 22, 24, 33]) in
the spirit of Gidas, Ni and Nirenberg [19].
Here we are interested in the starshapedness of the level sets of solutions in starshaped rings.
Then let us introduce some notation and definitions.
We recall that a subset A of RN is said starshaped with respect to the point x¯ ∈ A if for every
x ∈ A the segment (1− s)x¯+ sx, s ∈ [0,1], is contained in A. If x¯= 0 (as we can always assume
up to a translation), we simply say that A is starshaped, meaning that for every x ∈ A we have
sx ∈ A for s ∈ [0,1], or equivalently
A is starshaped if sA⊆ A for every s ∈ [0,1] . (1.4)
A is said strictly starshaped if 0 is in the interior of A and any ray starting from 0 intersects
the boundary of A in only one point. We say that A is uniformly starshaped if the exterior unit
normal ν(x) exists at each x∈ ∂A and there exists ε > 0 such that 〈x,ν(x)〉 ≥ ε for every x∈ ∂A.
ByU(ℓ), ℓ ∈ R we denote the superlevel sets of a function u:
U(ℓ) := {u ≥ ℓ}= {x ∈ RN : u(x) ≥ ℓ} .
In the formulation of our results we will use the following conditions on D0,D1 ⊂ R
N and
f : (D0 \D1)× [0,1]→ R:
3(D) D0,D1 ⊂ R
N are open sets such that 0 ∈ D1, D1 ⊂ D0, and D0 \D1 satisfies a uniform
exterior cone condition.
(F0) f is a bounded Borel function on (D0 \D1)× [0,1].
(F1) tα f (tx,u) ≥ f (x,u) for every t ≥ 1 and (x,u) ∈ (D0 \D1)× [0,1] such that tx ∈D0 \D1;
(F2) f is Lipschitz in the second variable i.e. there exists C > 0 such that for any x ∈ D0 \D1,
u1,u2 ∈ [0,1] we have | f (x,u1)− f (x,u2)| ≤C|u1−u2|.
(F3) f is increasing in the second variable i.e. f (x,u1) ≤ f (x,u2) whenever u1 < u2 for any
x ∈ D0 \D1, u1,u2 ∈ [0,1].
(F4) f is a bounded continuous function on (D0 \D1)× [0,1] and f (x,0) = 0 for any x ∈
D0 \D1.
Our main result concerning problem (1.1) is the following theorem.
Theorem 1.1. Let D0,D1 ⊂R
N satisfy (D) and f : (D0 \D1)× [0,1]→ R. We have:
(i) Assume D0 and D1 are bounded starshaped sets and f satisfies (F0), (F1), (F2), (F3). If
u is a solution of (1.1) such that 0≤ u≤ 1 on D0 \D1, then the superlevel sets U(ℓ) of u
are starshaped for ℓ ∈ (0,1).
(ii) Assume D0 and D1 are bounded, strictly starshaped sets and f satisfies (F0), (F1), (F2).
If u is a solution of (1.1) such that 0< u< 1 on D0 \D1, then the superlevel sets U(ℓ) of
u are strictly starshaped for ℓ ∈ (0,1).
(iii) Assume D0 = R
N , D1 is a bounded starshaped set, and f satisfies (F0), (F1), (F2), (F3).
If u is a solution of (1.1) such that 0≤ u≤ 1 on D0 \D1, then the superlevel sets U(ℓ) of
u are starshaped for ℓ ∈ (0,1).
Note that condition (F1) is analogous to condition (21) from [32]. Note also that if D1 = Br(0)
for some r > 0 in Theorem 1.1 (iii) and f is independent of x, then it is known that u is radial
symmetric and decreasing in the radial direction (see [33, Theorem 1.10 and Corollary 1.11]).
In particular, the superlevel sets of u are starshaped.
Using Theorem 1.1 and N. Abatangelo’s result [1, Theorem 1.5] we obtain
Theorem 1.2. Let D0,D1 ⊂ R
N be bounded (strictly) starshaped sets satisfying (D), D0 \D1 is
a C1,1 domain and f : (D0 \D1)× [0,1]→ R satisfy (F1), (F2), (F3), (F4). Then there exists a
unique solution u of (1.1). It satisfies 0< u< 1 on D0 \D1 and all superlevel sets U(ℓ) of u are
(strictly) starshaped for ℓ ∈ (0,1).
Remark 1.3. If f ∈C1((D0 \D1)× [0,1]) satisfies
(F5) f ≥ 0 in (D0 \D1)× [0,1],
(F6) 〈x,∇x f (x,u)〉 ≥ 0 for every (x,u) ∈ (D0 \D1)× [0,1],
4then it satisfies condition (F1). Indeed, let t ≥ 1 and (x,u) ∈ (D0 \D1)× [0,1] be such that
tx ∈D0; then
f (tx,u)− f (x,u) =
t∫
1
d
ds
f (sx,u)ds =
t∫
1
〈x, [∇x f ](sx,u)〉 ds.
Hence (F5) and (F6) imply (F1).
As a consequence of Theorem 1.1 we obtain the following result for harmonic functions with
respect to fractional Laplacians.
Corollary 1.4. Let D0,D1 ⊂R
N be bounded (strictly) starshaped sets satisfying (D) and f ≡ 0.
Then there exists a unique solution u of (1.1). It satisfies 0< u< 1 on D0\D1 and all superlevel
sets U(ℓ) of u are (strictly) starshaped for ℓ ∈ (0,1).
When D0 \D1 is sufficiently smooth and D0, D1 are uniformly starshaped we can strengthen the
assertion of Corollary 1.4.
Theorem 1.5. Let D0,D1⊂R
N be open bounded sets, such that 0∈D1 and D1⊂D0. Moreover,
assume D0 and D1 are uniformly starshaped, D0 \D1 is a C
1,1 domain and f ≡ 0. Then all
superlevel sets U(ℓ) of solutions u of (1.1) are uniformly starshaped for ℓ ∈ (0,1).
As a consequence of Theorem 1.1 we obtain more general result for harmonic functions with
respect to Schro¨dinger operators based on fractional Laplacians.
Corollary 1.6. Let D0,D1⊂R
N be bounded (strictly) starshaped sets satisfying (D) and f (x,u)=
q(x)u, q is a bounded nonnegative Borel function on (D0 \D1) such that
q(tx) ≥ q(x) for any t > 1 and x ∈ (t−1D0)\D1.
Then there exists a unique solution u of (1.1). It satisfies 0< u< 1 on D0\D1 and all superlevel
sets U(ℓ) of u are (strictly) starshaped for ℓ ∈ (0,1).
As another consequences of Theorem 1.1 and Theorem 1.2 we obtain the following result for
Allen-Cahn-type nonlinearities.
Corollary 1.7. Let D0,D1⊂R
N be bounded strictly starshaped sets satisfying (D) and f (x,u) =
βu− γup, where β ≥ 0, γ ∈ R and p≥ 1. We have
(i) Assume β ≥ γ . If u is a solution of (1.1) such that 0 < u < 1 on D0 \D1, then the
superlevel sets U(ℓ) of u are strictly starshaped for ℓ ∈ (0,1).
(ii) Assume β ≥ pγ and D0 \D1 is a C
1,1 domain. Then there exists a unique solution u
of (1.1). It satisfies 0 < u < 1 on D0 \D1 and all superlevel sets U(ℓ) of u are strictly
starshaped for ℓ ∈ (0,1).
5We note that Theorem 1.1 is in fact a special case of the following more general result in which
we do not assume u to be constant on D1 and on R
N \D0. To be precise, let b0,b1 be continuous
and bounded functions on RN and consider the following problem
−(−∆)α/2u= f (x,u) in D0 \D1
u= b0 in R
N \D0,
u= b1 in D1,
(1.5)
We say that a function u is a solution of (1.5), if u is continuous and bounded on RN , u= b0 in
R
N \D0, u= b1 in D1, and −(−∆)
α/2u= f (x,u) as distributions in D0 \D1.
Theorem 1.8. Let D0,D1 ⊂ R
N satisfy (D), f : (D0 \D1)× [0,1]→ R and b0,b1 be continuous
and bounded functions on RNsuch that b1 ≡ 1 on ∂D1 and b0 ≡ 0 on ∂D0 and b0 and b1
have starshaped superlevel sets. Then the statements (i), (ii), and (iii) of Theorem 1.1 hold for
solutions u of (1.5).
By similar methods we obtain the following result for Green functions corresponding to frac-
tional Laplacians on convex bounded domains. For basic properties of the Green functions see
Preliminaries.
Theorem 1.9. Let D⊂ RN be an open bounded convex set and GD(x,y) be the Green function
for D corresponding to (−∆)α/2, α ∈ (0,2). Then for any fixed y ∈ D the superlevel sets U(ℓ)
of the function u(x) =GD(x,y) are starshaped with respect to y for any ℓ ∈ (0,∞).
Let us recall that in the limit case α = 2, i.e. in the case of the usual Laplacian, these are all
well-known results, see for instance [4, 13, 16, 17, 21, 26, 27, 29, 32]. Notice that, although the
geometric ideas underlying the situation here at hand are similar to the ones of the papers just
quoted, we need big efforts to deal with the distinctive peculiarities of the fractional Laplacian.
We use completely different methods than in the classical case. Namely, in the proof of our main
result Theorem 1.8 we study the function ut(x) = u(x)−u(tx) using the appropriate maximum
principle for Schro¨dinger fractional operators. In the proof of Theorem 1.8 (ii), in order to relax
assumption (F3), we use additionally the method of continuity.
The paper is organized as follows. In the very next section we introduce some notation and
collect some preliminary results. In §3 we prove theorems 1.1, 1.2, 1.8, 1.9 and their corollaries.
Finally, in §4 we treat uniform starshapedness and prove Theorem 1.5.
Acknowledgements. The third author has been partially supported by GNAMPA of INdAM
and by the FIR 2013 project ‘Geometrical and Qualitative aspects of PDE”.
2 Preliminaries
Let us fix some notation. In the following N ∈ N and α ∈ (0,2). For U ⊂ RN , a nonempty
measurable set, we denote by 1U : R
N → R the characteristic function, |U | the Lebesgue mea-
sure, and U c = RN \U the complement of U . The notation D ⊂⊂U means that D is compact
and contained in the interior of U . The distance between D and U is given by dist(D,U) :=
6inf{|x− y| : x ∈ D, y ∈U} and if D = {x} we simply write dist(x,U). Note that this notation
does not stand for the usual Hausdorff distance. We write δU(x) = dist(x,R
N \U) for the dis-
tance function. For x ∈ RN , r > 0, Br(x) is the open ball centered at x with radius r. We also
denote 〈 f ,g〉 =
∫
RN
f g.
Let D ⊂ RN be an open bounded set. By GD(x,y) we denote the Green function of D with
respect to (−∆)α/2. For any x ∈ D by ωxD(dy) we denote the harmonic measure of D with
respect to (−∆)α/2. The definition and basic properties of GD(x,y) and ω
x
D(dy) may be found
e.g. in [11, pages 14-15]. It is well-known (see e.g. [10, page 297]) that
GD(x,y) = Kα(x− y)−
∫
Dc
Kα(z− y)ω
x
D(dz), (2.1)
for any x,y ∈D. For N > α the kernel Kα denotes the Riesz kernel given by
Kα(x) =CN,α |x|
α−N ,
where CN,α = Γ((N−α)/2)/(2
α piN/2Γ(α/2)). For 1 = N ≤ α the kernel Kα denotes the so-
called compensated Riesz kernel, given by (see e.g. [10, page 296])
Kα(x) =
|x|α−1
2Γ(α)cos(piα/2)
, when 1= N < α
and
Kα(x) =
1
pi
log
1
|x|
, when 1= N = α .
It is well-known that for any open set D⊂RN and u ∈C2(D)∩L 1α the expression (−∆)
α/2u(x)
is well-defined for x ∈ D and we have the following (see [11, page 9]).
Lemma 2.1. Let D⊂ RN be an open bounded set and u ∈C2(D)∩L 1α . Then
(−∆)α/2u(tx) = tα
[
(−∆)α/2u
]
(tx) for all t > 0 and x ∈ t−1D.
Let D ⊂ RN be an open set, u ∈ L 1α and assume that there exists a bounded Borel function
g : D→ R such that
(−∆)α/2u= g
as distributions in D. Then for any t > 1 we define the distribution [(−∆)α/2u](t·) in t−1D by
[(−∆)α/2u](t·) = g(t·).
The following generalization of Lemma 2.1 holds.
Lemma 2.2. Let D ⊂ RN be an open set, u ∈ L 1α and assume that there exists a locally inte-
grable Borel function g : RN → R such that (−∆)α/2u= g as distributions in D. Let t > 1 and
put v(x) = u(tx). Then
tα [(−∆)α/2u](t·) = (−∆)α/2v, (2.2)
as distributions in t−1D.
7Remark 2.3. Equivalently (2.2) may be formulated as
tα [(−∆)α/2u](tx) = (−∆)α/2u(tx) for almost all x ∈ t−1D.
Proof. Let ϕ ∈C∞c (t
−1D). We have
tα〈[(−∆)α/2u](t·),ϕ〉 = tα〈g(t·),ϕ〉 = tα
∫
RN
g(tx)ϕ(x)dx.
By substitution y= tx this is equal to
tα−N
∫
RN
g(y)ϕ
(y
t
)
dx = tα−N
〈
(−∆)α/2u,ϕ
( ·
t
)〉
= tα−N
〈
u,(−∆)α/2ϕ
( ·
t
)〉
= tα−N
∫
RN
u(y)(−∆)α/2ϕ
(y
t
)
dy.
By Lemma 2.1 it equals
t−N
∫
RN
u(y)
[
(−∆)α/2ϕ
](y
t
)
dy.
Substituting x= y/t this finally gives∫
RN
v(x)(−∆)α/2ϕ(x)dx = 〈v,(−∆)α/2ϕ〉 = 〈(−∆)α/2v,ϕ〉.
Assume D ⊂ RN is an open set, g,h ∈ L 1α , q, g are bounded Borel functions on D and let us
consider the following problem
(−∆)α/2u−qu= g≥ 0, on D u= h≥ 0, on Dc. (2.3)
We say that u is a solution of (2.3) if u∈L 1α ∩L
∞(D), u is continuous on D, (−∆)α/2u−qu= g
as distributions in D and u = h holds pointwise on Dc. To prove our main statements, we use
the following variant of the maximum principle.
Lemma 2.4. Let D ⊂ RN be an open bounded set which satisfies a uniform exterior cone con-
dition. Assume that q ≤ 0 on D and there is an open bounded set D0 ⊂⊂ R
N \D such that h is
continuous and bounded on Dc \D0. Then a solution u of (2.3) exists and it is unique. We have
u ≥ 0 on D. If additionally the set {x ∈ Dc : h(x) > 0)} has positive Lebesgue measure then
u> 0 on D.
8Proof. The proof will be done in the framework presented in [9, 10]. Let (Xt ,P
x) denote the
standard symmetric α-stable process inRN generated by−(−∆)α/2. Denote by Ex the expected
value corresponding to the process Xt starting from x and let
τD = inf{t ≥ 0 : Xt /∈D}.
be the first exit time from D. Moreover, denote eq(τD) = exp
(∫ τD
0 q(Xs)ds
)
, and
Ex(eq(τD)) = E
x

exp

 τD∫
0
q(Xs)ds



 a gauge.
Since q≤ 0 on D we get supx∈DE
x(eq(τD))≤ 1. Define
u˜(x) = Ex(h(X(τD))eq(τD))+Vg(x), x ∈ D
u˜(x) = h(x), x ∈ Dc,
where V is the q-Green operator corresponding to the Schro¨dinger operator based on the frac-
tional Laplacian (for the formal definition of V see [9, page 58]). By the gauge theorem (see [9,
page 59]), properties of h, q and standard estimates we get u˜(x) < ∞ for every x ∈ D. Clearly,
u˜(x) ≥ 0 for every x ∈ D. If the set {x ∈ Dc : h(x) > 0} has positive Lebesgue measure then
u˜(x)≥ Ex(h(X(τD)eq(τD)))> 0 for any x ∈D. By [10, Theorem 4.1] and [9, Proposition 3.16]
u˜ is a solution of (2.3).
Assume that ˜˜u is another solution of (2.3). Put v= u˜− ˜˜u. Clearly v ∈ L∞(D) and it satisfies
(−∆)α/2v−qv = 0, on D
v = 0, on Dc.
By [10, Remark 6.3] and arguments from the proof of [9, Lemma 5.4] v≡ 0 on RN .
Corollary 2.5. Let D ⊂ RN be an open set which satisfies a uniform exterior cone condition,
q≤ 0 on D and h is continuous and bounded on Dc. If u is a solution of (2.3), and liminf
|x|→∞
u(x)≥
0, then u≥ 0 on D.
Proof. Set un := u+
1
n
on RN for n ∈ N. Note that un is a solution of (2.3) with h, g replaced
by hn, gn, where gn = g−
q
n
, hn = h+
1
n
. Since liminf
|x|→∞
u(x) ≥ 0, for every n ∈ N there is rn > 0
such that un ≥ 0 on (Brn(0)∩D)
c . Set Rn = rn+n. Since BRn(0)∩D satisfies again a uniform
exterior cone condition, Lemma 2.4 implies un ≥ 0 on BRn(0)∩D. Hence the claim follows for
n→+∞.
Remark 2.6. Note that the above framework is in the sense of distributions. For maximum
principles in the variational sense see e.g. [23, 24].
93 Starshapedness
For the sake of completeness we give here the following trivial lemma.
Lemma 3.1. Let u : RN → R such that M = maxRN u = u(0). Then the superlevel sets U(ℓ),
ℓ ∈R, of u are all starshaped if and only if u(tx) ≤ u(x) for every x ∈ RN and every t ≥ 1.
Proof. AssumeU(ℓ) = {x ∈ RN : u(x) ≥ ℓ} is starshaped for every ℓ ∈R. By (1.4) this means
that sU(ℓ)⊆U(ℓ) for every s ∈ [0,1). Now set tx= y and ℓ= u(y); then x= sy where s= t−1 ∈
(0,1], whence x ∈U(ℓ), i.e. u(x) ≥ ℓ= u(tx).
Conversely, assume u(x) ≥ u(tx) for every x ∈ RN and every t ≥ 1. Now take ℓ ∈ R: if ℓ ≤
infRN u or ℓ > M there is nothing to prove. Then let infRN u < ℓ ≤ M. The superlevel set
U(ℓ) = {x ∈ RN : u(x) ≥ ℓ} is starshaped if and only if sU(ℓ) ⊆U(ℓ) for every s ∈ [0,1], see
(1.4). If s = 0 it is trivial, otherwise let x ∈ U(ℓ), that is u(x) ≥ ℓ: we want to prove that
y= sx ∈U(ℓ) as well, i.e. u(y)≥ ℓ. But x= ty where t = s−1 ≥ 1, then ℓ≤ u(x) = u(ty)≤ u(y)
and the prove is complete.
Now we can proceed to the proofs of our main results.
Proof of Theorem 1.8. For any t > 1 set
ut(x) = u(x)−u(tx) x ∈R
N .
Thanks to Lemma 3.1, the starshapedness of the level sets of u is equivalent to
ut ≥ 0 in R
N for t > 1 . (3.1)
Observe that since the superlevel sets of b0 and b1 are starshaped, we have ut ≥ 0 in R
N \D0
and in t−1D1 and
ut(x)≥ 0 for x ∈ D0 \ (t
−1D0) and x ∈ D1 \ (t
−1D1) . (3.2)
Put Dt = (t
−1D0)\D1. It remains to investigate ut in Dt . Note that if D0 is bounded then for t
large enough Dt is empty.
Proof of (i). By Lemma 2.2 and Remark 2.3 we get
(−∆)α/2ut(x) = (−∆)
α/2u(x)− tα
[
(−∆)α/2u
]
(tx)
= tα f (tx,u(tx))− f (x,u(x))
= tα f (tx,u(tx))− f (x,u(tx))+ f (x,u(tx))− f (x,u(x)).
for almost all x ∈ Dt . For x ∈ Dt put
qt(x) =


f (x,u(tx))− f (x,u(x))
ut(x)
, when ut(x) 6= 0,
0, when ut(x) = 0.
Clearly, f (x,u(tx))− f (x,u(x)) = qt(x)ut (x).
10
Thus by (F1) we have
(−∆)α/2ut(x)−qt(x)ut(x) = t
α f (tx,u(tx))− f (x,u(tx)) ≥ 0.
By (F2) |qt(x)| ≤C for x ∈ Dt . By (F3) qt(x) ≤ 0 for x ∈ Dt . Recall that ut(x) ≥ 0 for x ∈ D
c
t .
Lemma 2.4 implies ut(x)≥ 0 for x ∈ Dt . This finishes the proof in case (i).
Proof of (ii). In this case it is enough to show that
ut(x) > 0 for all t > 1 and x ∈ Dt . (3.3)
Put
t0 = sup{s ∈ (1,∞) : Ds is not empty},
A= {s ∈ (1,∞) : there exists x ∈ Ds such that us(x) ≤ 0}
and
t = supA.
We put t =−∞ if the set A is empty. By strict starshapedness of D0, D1, the fact that 0< u< 1
on D0 \D1 and continuity of u we get that t < t0 < ∞ (since D0 is bounded).
On the contrary, assume that (3.3) does not hold. Then the set A is not empty so t > 1. Using
strict starshapedness of D0, D1 we obtain ut(x) > 0 for x ∈ ∂Dt . By continuity, ut(x) ≥ 0 for
x ∈Dt and there exists x0 ∈ Dt such that ut(x0) = 0.
Similarly as before, by Lemma 2.2 and Remark 2.3 we get
(−∆)α/2ut(x) = (−∆)
α/2u(x)− tα
[
(−∆)α/2u
]
(tx)
= tα f (tx,u(tx))− f (x,u(tx))+ f (x,u(tx))− f (x,u(x)).
for almost all x∈Dt . For x∈Dt put F(x, t) = f (x,u(tx))− f (x,u(x)), F+(x, t) =max(0,F(x, t)),
F−(x, t) =max(0,−F(x, t)) and
qt(x) =


−F−(x, t)
ut(x)
, when ut(x) 6= 0,
0, when ut(x) = 0.
We have f (x,u(tx))− f (x,u(x)) = F+(x, t)+qt(x)ut(x).
Using (F1) we obtain
(−∆)α/2ut(x)−qt(x)ut(x) = t
α f (tx,u(tx))− f (x,u(tx))+F+(x, t) ≥ 0.
Clearly, qt(x) ≤ 0 for x ∈ Dt . By (F2) |qt(x)| ≤ C for x ∈ Dt . Note that ut(x) > 0 for x ∈
D1 \ t
−1D1. Clearly, D1 \ t
−1D1 has positive Lebesgue measure. Recall that ut(x) ≥ 0 for
x ∈Dct . Lemma 2.4 implies ut(x)> 0 for x ∈Dt . This contradicts ut(x0) = 0. So (3.3) holds.
Proof of (iii). The proof proceeds exactly as the one of (i), but we use Corollary 2.5 in place of
Lemma 2.4.
Proof of Theorem 1.1. Choosing b0 ≡ 0 and b1 ≡ 1 in Theorem 1.8 gives Theorem 1.1.
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Proof of Theorem 1.2. We use [1, Theorem 1.5]. We extend f by putting f (x,u) = f (x,0) = 0
for u < 0 and f (x,u) = f (x,1) for u > 1 (x ∈ D0 \D1). As a subsolution we take u = 1D1 , as
a supersolution we take u = 1D0 . By [1, Theorem 1.5] there exists a unique weak solution u
of (1.1) in the sense of [1, Definition 1.3]. This solution satisfies 0 ≤ u ≤ 1. Put D = D0 \D1.
By [1, Theorem 1.4] we have
u(x) =−
∫
D
GD(x,y) f (y,u(y))dy+h(x), x ∈ R
N , (3.4)
where h is the unique continuous solution of
−(−∆)α/2h= 0 in D
h= 0 in RN \D0,
h= 1 in D1.
By [10, Lemma 5.3] we get (1.3). It is well known [9, page 57] that
∫
DGD(x,y) f (y,u(y))dy
is continuous on D. Hence u is a solution of (1.1). Now we show that 0 < u < 1 in D. Since
f (x,0) = 0 for all x ∈ D by (F4), u≥ 0 in D we have by (F2) that q : D→ R,
q(x) =
{
− f (x,u(x))
u(x) for x ∈ D such that u(x) 6= 0
0 otherwise ,
is a bounded function which satisfies due to (F3) q≤ 0 in D. Hence for a.e. x ∈ D we have
(−∆)α/2u(x)−q(x)u(x) =− f (x,u(x))−q(x)u(x) = 0.
Since u ≡ 1 in D1, Lemma 2.4 implies u > 0 in D. Moreover, for v = 1− u we have for a.e.
x ∈D
(−∆)α/2v(x) =−(−∆)α/2u(x) = f (x,u(x)) ≥ 0
Since v ≡ 1 in RN \D0 and v ≡ 0 in D1, Lemma 2.4 implies v > 0 in D and thus 1 > u in D
as claimed. The assertions on the shape of the superlevel sets of u now follow from Theorem
1.1.
Proof of Corollary 1.4. It is well known that there exists a unique solution of (1.1) (see e.g. [11,
(1.49), (1.53)], [9, page 57]). The assertion follows from Theorem 1.1.
Proof of Corollary 1.6. Under the assumptions of this corollary, by the arguments from [9], it
is well-known that there exists a unique solution u of (1.1) which satisfies 0< u< 1 in D0 \D1.
The conditions (F0), (F1), (F2) and (F3) are clearly satisfied so the assertion follows from
Theorem 1.1.
Proof of Corollary 1.7. If β ≥ γ then clearly f satisfies (F0), (F1), (F2). Hence (i) follows from
Theorem 1.1(ii). If β ≥ γ p then ∂u f (x,u) = β − γ pu
p−1 ≥ 0. Hence (F3) is satisfied and (ii)
follows from Theorem 1.2.
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Proof of Theorem 1.9. Case 1. N > α .
We may assume that y= 0. Clearly u(x) = 0 when x /∈D. For any t > 1 set
ut(x) = u(x)−u(tx) for x ∈ R
N \{0} and ut(0) = 0.
Then, thanks to Lemma 3.1, the statement is equivalent to prove that ut ≥ 0 in R
N for t > 1.
Observe that ut ≡ 0 in D
c and ut(x)≥ 0 for x ∈D\ (t
−1D). Put Dt = (t
−1D)\{0}.
Fix t > 1. Put
hD(x) =
∫
Dc
Kα(z)ω
x
D(dz), x ∈ D.
It is clear that
hD(x)≤CN,α(dist(0,D
c))α−N , x ∈D.
By (2.1) for any x ∈Dt we have
u(x) =
CN,α
|x|N−α
−hD(x)
and
ut(x) =
CN,α
|x|N−α
(
1−
1
tN−α
)
−hD(x)+hD(tx).
It is obvious that there exists ε = ε(N,α ,dist(0,Dc), t)> 0 such that Bε(0)⊂ Dt and
ut(x)> 0 for x ∈ Bε(0)\{0}.
By Lemma 2.1 we get
(−∆)α/2ut(x) = (−∆)
α/2u(x)− tα
[
(−∆)α/2u
]
(tx) = 0,
for x ∈ Dt \Bε(0). Since ut is bounded on Dt \Bε(0), we can apply Lemma 2.4 to get ut ≥ 0 in
R
N .
Case 2. 1= N ≤ α .
The only bounded convex sets in R are bounded intervals. By scaling we may assume that
D= (−1,1). It is well known (see [8]) that
GD(x,y) = Bα |x− y|
α−1
w(x,y)∫
0
rα/2−1
(r+1)1/2
dr, x,y ∈D, x 6= y, (3.5)
where
w(x,y) = (1− x2)(1− y2)/(x− y)2,
and Bα = 1/(2
α Γ2(α/2)). If 1 = N = α we have GD(x,x) = ∞, x ∈ D. If 1 = N < α
then GD(x,y) is bounded and continuous on D×D and for x ∈ D we have GD(x,x) = (1−
x2)α−1/(2α−1Γ2(α/2)(α −1)) [10, page 298].
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For 1= N = α the assertion follows by direct computation. Indeed, for x,y ∈D, x 6= y we have
∂
∂x
GD(x,y) = Bα
(2xy−2)(1− y2)
(x− y)3
w(x,y)α/2−1
(w(x,y)+1)1/2
.
So the function x→ GD(x,y) is increasing on (−1,y) and decreasing on (y,1).
Assume now 1= N < α . Substituting t = r(x− y)2 in (3.5) we obtain
GD(x,y) = Bα
(1−x2)(1−y2)∫
0
tα/2−1
(t+(x− y)2)1/2
dt, x,y ∈D, x 6= y.
Hence for x,y ∈ D, x 6= y we have
∂
∂x
GD(x,y) = Bα
−2x(1− y2)((1− x2)(1− y2))α/2−1
((1− x2)(1− y2)+ (x− y)2)1/2
+Bα(y− x)
(1−x2)(1−y2)∫
0
tα/2−1
(t+(x− y)2)3/2
dt.
So for x∈D\{y} such that |y−x| is sufficiently small ∂∂xGD(x,y) behaves like (y−x)|y−x|
α−3.
In particular, for x ∈ D \{y} such that |y− x| is sufficiently small the function x→ GD(x,y) is
increasing for x < y and decreasing for x > y. The rest of the proof is similar to the proof in
case N > α and it is omitted.
4 Uniform starshapedness
Lemma 4.1. Let D ⊂ RN open and u ∈ C3(D)∩L 1α ∩W
1,1
loc (R
N) such that x 7→ 〈x,∇u(x)〉 ∈
C2(D) and ∫
RN
|〈x,∇u(x)〉|
(1+ |x|)N+α
dx< ∞.
Then
(−∆)α/2〈x,∇u〉= α(−∆)α/2u+ 〈x,∇(−∆)α/2u〉 on D.
Proof. Note that if ∇u(x) exists then ∂tu(tx)|t=1 = 〈x,∇u(x)〉. By Lemma 2.1 we have for x∈D
α(−∆)α/2u(x)+ 〈x,∇(−∆)α/2u(x)〉 = ∂t
(
tα [(−∆)α/2u](tx)
)
|t=1
= ∂t
(
(−∆)α/2u(tx)
)
|t=1.
Hence, it is enough to show that the function v(t,x) = u(tx), t > 0, x ∈ RN satisfies
∂t(−∆)
α/2v(t,x) = (−∆)α/2∂tv(t,x) for t > 0, x ∈ t
−1D. (4.1)
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The argument will be similar to [3, Proposition B.2]. By the regularity of u, we have v(t, ·) ∈
C3(t−1D)∩L 1α ∩W
1,1
loc (R
N), ∂tv(t, ·) ∈ C
2(t−1D)∩L 1α for every t > 0, and thus for t > 0,
x ∈ t−1D
(−∆)α/2v(t,x) =
cN,α
2
∫
RN
2v(t,x)− v(t,x+ y)− v(t,x− y)
|y|N+α
dy.
Define a,ah : {(t,x) : t > 0, x ∈ t
−1D}×RN \{0} → R as
a(t,x,y)=
2v(t,x)− v(t,x+ y)− v(t,x− y)
|y|N+α
, ah(t,x,y)=
a(t+h,x,y)−a(t,x,y)
h
, h∈R\{0}
and fix t > 0, x ∈ t−1D. Since D is open, we may fix U = BH(0), H > 0, H < t/2 such that
(t+h)(x+ y) ∈ D for all y ∈U and h ∈ (−H,H). We will show separately
lim
h→0
∫
U
ah(t,x,y) dy=
∫
U
∂ta(t,x,y) dy and (4.2)
lim
h→0
∫
Uc
ah(t,x,y) dy=
∫
Uc
∂ta(t,x,y) dy. (4.3)
By the Mean Value Theorem, for every 0< |h|< H and y ∈ BH(0) there is ξ ∈ (−|h|, |h|) such
that ah(t,x,y) = ∂ta(t+ξ ,x,y). Hence
|ah(t,x,y)| ≤ c(t)‖u‖C3(U)|y|
2−α−N ∈ L1(U) for all 0< |h|< H ,
where we used theC2 estimate of ∂tv(t, ·) as given in [3, Lemma B.1]. Hence (4.2) holds by the
Dominated Convergence Theorem. To see (4.3), denote A := {y ∈ RN : |x− y| ≥ ε} for ε > 0
and note that there is K > 0, depending on u, ε , N, α , x, andU , so that∣∣∣∣∣ ∂tv(t,y)|x− y|N+α 1A(y)
∣∣∣∣∣= |∂tv(t,y)|1+ |y|N+α 1+ |y|
N+α
|x− y|N+α
1A(y)≤ K
|∂tv(t,y)|
1+ |y|N+α
1A(y) =: f (y).
Indeed, the existence of K is clear for |x− y| ≥ |y|
2
and if |x− y|< |y|
2
, then
|y|
2
≤ |x| and hence K
can be chosen depending on x. Hence, since f ∈ L1(RN), we have by the Dominated Conver-
gence Theorem
lim
h→0
∫
Uc
v(t+h,x± y)− v(t,x± y)
h|y|N+α
dy=
∫
Uc
lim
h→0
v(t+h,x± y)− v(t,x± y)
h
1
|y|N+α
dy
=
∫
Uc
∂tv(t,x± y)
|y|N+α
dy
using the fact that u ∈W 1,1loc (R
N). Moreover, trivially
lim
h→0
∫
Uc
v(t+h,x)− v(t,x)
h|y|N+α
dy=
∫
Uc
∂tv(t,x)
|y|N+α
dy
and thus (4.3) holds. Finally, (4.2), (4.3) immediately imply (4.1) and this finishes the proof.
15
Proof of Theorem 1.5. Put D=D0 \D1 and w(x) = 〈x,∇u(x)〉. Recall that δD(x) = dist(x,D
c).
By ν(x)we denote the exterior unit normal forD0 at x∈ ∂D0 and the exterior unit normal for D1
at x ∈ ∂D1. By the uniform starshapedness assumption, for any x ∈ ∂D we have 〈x,ν(x)〉 ≥ ε
for some ε > 0. Note that it remains to show that |∇u(x)| > 0 and there exists c> 0 such that
w(x)
|∇u(x)|
≤ −c for any x ∈ D. (4.4)
By well known properties ofC1,1 domains there exists r1 > 0 such that for all x∈Dwith δD(x)≤
r1 there exists a unique point x
∗ ∈ ∂D such that |x−x∗|= δD(x). For any x∈D such that δD(x)≤
r1 put ν(x) = ν(x
∗). There exists r2 ∈ (0,r1] such that for all x ∈ D with δD(x) ≤ r2 we have
〈x,ν(x)〉 ≥ ε/2. By [12, Lemma 4.5] and standard arguments as in [28, proof of Lemma 3.2]
there exists r3 ∈ (0,r2] and c> 0 such that for all x∈Dwith δD(x)≤ r3 we have 〈ν(x),∇u(x)〉 ≤
−cδ
α/2−1
D (x), and |〈t(x),∇u(x)〉| ≤ cmax(δ
1−α/2
D (x),δ
α/2
D (x))| log(δD(x))|, for any vector t(x)
perpendicular to ν(x). Hence there there exists r4 ∈ (0,r3] such that for all x ∈ D
′ := {x ∈ D :
δD(x)≤ r4} we have |∇u(x)| > 0 and
w(x)
|∇u(x)|
≤ −ε/4. (4.5)
Now we will use Lemma 4.1 for u. By similar arguments as in the proof of [31, Proposition
1.1] we get u ∈ Cα/2(RN). Other assumptions on u in Lemma 4.1 are clearly satisfied. By
this lemma we obtain (−∆)α/2w(x) = 0 in D \D′. We also have w ≤ 0 on int(Dc ∪D′) and
|{w < 0}∩D′|> 0 by (4.5). Since D0 is bounded, Lemma 2.4 implies w < 0 in D\D
′. Hence
with (4.5) and the continuity of w in D\D′ there exists some c1 > 0 such that w(x)≤−c1 in D
implying (4.4).
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