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Передмова  
У навчальному посібнику за модульною технологією викладе-
но розділи, що відповідають третьому семестру курсу вищої мате-
матики за діючою програмою для студентів електротехнічних спе-
ціальностей. Головна увага приділяється розкриттю суті понять, їх 
взаємозв’язків без надмірної строгості викладу з об’єднуючою при-
кладною спрямованістю на застосування до електротехнічних задач. 
Теоретичні відомості подаються чітко й аргументовано з опорою на 
наочність, інтуїцію та з ілюстрацією на типових прикладах, частина 
з яких розрахована на самостійне опрацювання. До всіх розділів до-
даються контрольні запитання, а також індивідуальні розрахунково-
графічні завдання.  
Основою даного посібника є цикли лекцій з вищої матема-
тики, що читаються на факультеті електропостачання і освітлення 
міст Харківської національної академії міського господарства.  
Посібник призначений для студентів електротехнічних спе-
ціальностей, а також може використовуватися для самоосвіти елек-
тротехніків-практиків.  
Автори щиро вдячні своєму колезі Станішевському С.О. за 
сприяння у підготовці посібника.  
Критичні зауваження і пропозиції щодо посібника надсилайте 
на кафедру вищої математики за адресою:  
61002, Україна, Харків, вул. Революції, 12, ХНАМГ,  
каф. ВМ;  




Змістовий модуль 1.  
ЧИСЛОВ І   ТА   ФУНКЦ ІОНАЛЬН І   РЯДИ  
 
1.1. Числові ряди. Основні поняття. Необхідна ознака збіжності   
Нехай ...,...,,, 21 nuuu  – нескінченна числова послідовність. 
Нескінченна сума   ∑
∞
=
=++++ 121 ...... n nn uuuu   називається 
числовим рядом, а її доданки  ...,...,,, 21 nuuu  – відповідними (за 
номером) членами ряду, причому n -й член nu  також має назву 





k knn uuuuS 121 ...  всіх перших 
членів ряду до nu  включно називається n -ю частковою сумою ря-
ду ( ...,2,1=n ).   
Ряд називається збіжним, якщо існує скінченна границя при 










=1 . Якщо вказана границя нескінченна чи взагалі не іс-
нує, то ряд називається розбіжним.  









Slim  відповідно покладають 
+∞=∑
∞
=1n nu   або  −∞=∑
∞
=1n nu .  
Ряд ......21 ++++ +++ knnn uuu , який утворюється з початко-
вого ряду  ......21 ++++ nuuu   відкиданням перших n  членів нази-
вається n -м залишком ряду ( ...,2,1=n ).  












з першим членом 0≠a  і знаменником q . Знайдемо границю при 




















n   ...,2,1=n .    








Ряд збігається і його сума  )1/( qaS −= .  





ким чином, ряд розбігається.  







limlim . Отже, ряд  розбігається.  
Якщо 1−=q , то ряд має вигляд  ...)1(... 1 +−++− − aaa n . У 













aS nn . 
Отже, nS   при ∞→n  границі не має – ряд є розбіжним.  
Таким чином, ряд геометричної прогресії збігається при 
1|| <q   і розбігається при 1|| ≥q .   
При розгляді числових рядів розв’язують дві основні задачі: 
1) дослідити ряд на збіжність;       2) знайти суму збіжного ряду.  
Приклад 1. Користуючись означенням, дослідити ряд на збіж-














.   
□  а) Перетворимо загальний член ряду   
( ) nnnnnun ln)1ln(/)1(ln)/11ln( −+=+=+= .  
Тоді часткову суму nS  можна подати у замкненій формі  
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)1ln(ln)1ln()1ln(ln...2ln3ln1ln2ln +=−++−−++−+−= nnnnnSn ,  








Отже, ряд розбігається.  




































































Тоді часткову суму nS  можна подати у замкненій формі, де 
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Отже, ряд збігається і його сума  15/1=S .      ■  
Властивості числових рядів:   
1) Збіжність або розбіжність ряду не порушиться, якщо змі-
нити, відкинути чи добавити скінченне число членів. (Для збіжного 
ряду значення суми при цьому, в загальному випадку, змінюється).  
Зокрема,  ряд і будь-який його залишок збігаються чи розбі-
гаються одночасно.  




=1  його n -й залишок 
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nk kn Ru =∑
∞
= +1  служить похибкою наближення nSS ≈  суми ряду 




R .  
Зауваження 2.  Якщо враховувати похибки округлення при об-
численні самих залишених в nS  членів ряду, то задана точність ε  
наближення nSS ≈  служить граничною загальною абсолютною 
похибкою 21 ε+ε=ε , яка складається з граничної абсолютної по-
хибки обчислення 1ε  модуля залишку ряду nR  та граничної абсо-
лютної похибки округлення 2ε  при обчисленні суми залишених в 
nS  членів. Звичайно беруть 2/21 ε=ε=ε . Кількість k  вірних де-
сяткових знаків, які повинні мати члени ряду після округлення, щоб 
виконувалася задана точність 2ε  обчислення їх суми, визначається 
з умови:  2105,0 ε≤⋅⋅ − nk ,  де n  – кількість залишених членів.   
3) Якщо члени ряду помножити на один і той самий відмінний 
від нуля сталий множник 0≠= constC , то його збіжність не по-







= 11 n nn n uCCu ; 








=+++++ 1321 ...... n nn vvvvv  
можна почленно додавати і віднімати. Одержані ряди також збі-
















−=+−++−=− 11111 ...)(...)()( n nn nnnn nn vuvuvuvu .  
5) Сума (різниця) збіжного і розбіжного рядів є розбіжним 
рядом.  
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6) Якщо ряд ∑ ∞
=1n nu  збігається, то довільний ряд, отрима-
ний з даного групуванням його членів, що не змінює порядку їх роз-
ташування, також збігається і має ту саму суму.  
Зауваження 3. Про суму (різницю) розбіжних рядів нічого пев-
ного стверджувати не можна:  результуючий ряд може як збігатися, 
так і розбігатися.  
На практиці часто досить знати лише відповідь на принципове 
питання про збіжність ряду. Для цього використовуються ознаки 
збіжності, що ґрунтуються на властивостях загального члена ряду.  
Теорема (необхідна ознака збіжності). Якщо ряд збігається, 




u .   
□  Нехай ряд ∑
∞
=1n nu  збігається, тобто SSnn =∞→lim , де S  – 





1lim , бо при ∞→n  і 
∞→−1n . Віднімаючи з першої рівності другу, дістанемо:  










SS .  




u .   ■   
Зауваження 4. Розглянута ознака є тільки необхідною, але не є 
достатньою. Тобто, з того що загальний член nu  при ∞→n  пря-















,  але ряд розбігається.  
Наслідок (достатня ознака розбіжності).  Якщо  границя  






 ,  то ряд розбігається.  





 на збіжність.  
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За достатньою ознакою розбіжності  ряд розбігається.    ■  
 




=+++++ 1321 ...... n nn uuuuu  називається 
знакододатним, якщо всі його члени – невід’ємні числа:   
0≥nu ,   ...,2,1=n .  
Послідовність часткових сум знакододатного ряду є зростаю-
чою. Згадуючи, що обмежена монотонна змінна має границю, діста-
ємо необхідну і достатню умову збіжності знакододатного ряду:  
знакододатний ряд збігається, якщо послідовність його час-
ткових сум обмежена зверху, і розбігається в противному разі. 
Далі розглянемо найпоширеніші достатні ознаки збіжності та-
ких рядів.  
Зауваження. При вивченні знакосталих рядів можна обмежи-
тися розглядом тільки знакододатних, оскільки з них множенням на 
–1 одержуються ряди з недодатними  членами.  
 
1.2.1. Інтегральна ознака Коші  
Ця ознака заснована на порівнянні числового ряду з невлас-
ним інтегралом.  
Теорема (інтегральна ознака Коші). Якщо члени знакододат-
ного ряду ∑
∞
=1n nu , 0≥nu ,   ...,2,1=n  утворюють спадну послі-
довність ( nn uu ≤+1 , ...,2,1=n ) і на проміжку [ ]+∞;1  існує спадна 
неперервна невід’ємна функція )(xf  така, що при натуральних 
значеннях аргументу співпадає з членами ряду ( nunf =)( , 
...,2,1=n ), тоді вказаний ряд і невласний інтеграл ∫
∞+
1
)( dxxf  
ведуть себе однаково:  збігаються чи розбігаються одночасно.  
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□  Зобразимо даний ряд  ∑
∞
=1n nu  геометрично точками на 
координатній площині Oxy , відкладаючи на осі Ox  номери 1, 2 , 
..., n , ..., а на осі Oy  – відповідні значення його членів  )1(1 fu = , 
)2(2 fu = , …, )(nfun = , … (рис. 1). 
Побудуємо на цьому рисунку також графік указаної функції 
)(xf . Площа відповідної криволінійної трапеції, що спирається на від-
різок ];1[ n , дорівнює визначеному інтегралу ∫=
n
n dxxfI 1 )( .  
Впишемо в цю трапецію і опишемо навколо неї ступінчасті фігу-
ри, утворені з прямокутників, основами яких є проміжки ]2;1[ , ]3;2[ , 
…,  а висоти дорівнюють  1u , 2u , …, nu .  
Порівнюючи площі цих об’єктів, дістанемо:  
12132 ...... −+++<<+++ nnп uuuIиии     
 
 
або       nnn unSIuS −<<− )(1 ,  
де  nn uuuS +++= ...21  – часткова 
сума ряду. Звідси  
nn IuS +< 1    і   nnn IuS +> .   
Нехай  інтеграл  ∫
∞+
1
)( dxxf  є збіж-




= lim . 
Рис. 1 Тоді   IuSn +< 1 .  
Отже, зростаюча послідовність часткових сум nS  обмежена 
зверху і тому має границю. Тобто, ряд ∑
∞
=1n nu  збігається.  
Нехай тепер інтеграл  ∫
∞+
1
)( dxxf  є розбіжним. У даному ви-




Ilim . Тоді, переходячи у нерівності 




Slim .  
Отже, послідовність часткових сум nS  необмежена і має не-
)(xfy =
y















скінченну границю. Тобто, ряд ∑
∞
=1n nu  розбігається.    ■  
Зауваження 1. Інтегральна ознака справджується, коли послі-
довність членів ряду задовольняє відповідним умовам, починаючи 
хоча б з деякого номера.   
Зауваження 2. На практиці функцію )(xf  одержують, замі-
нюючи у виразі загального члена nu  ряду дискретну змінну n  на 
неперервну х .   
З наведеного доведення випливає  
наслідок. Для суми S  і n -го залишку nR  збіжного знакодо-
датного ряду ∑
∞









dxxfR )( ,   
остання з яких дозволяє судити, скільки потрібно взяти перших  n  
членів, щоб при заміні суми S  ряду частковою сумою nS  отримати 
задану похибку.  
Приклад 1. За допомогою інтегральної ознаки дослідити на 
збіжність узагальнений гармонічний ряд  ∑
∞
=1 /1n
pn .  
□  Покладемо pxxf /1)( = . Ця функція задовольняє умовам 




)/1( dxx p .   
При 1=p  маємо гармонічний ряд  ∑
∞







xdxx 11 ||lnlim)/1( .  Інтеграл і ряд розбіжні.  






































.   




рdxx p . Інтеграл і ряд збіж-
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ні. Коли 1<p , то +∞=∫
∞+
1
)/1( dxx p . Інтеграл і ряд розбіжні.  
Остаточно маємо:  
узагальнений гармонічний ряд  ∑
∞
=1 /1n
pn  збігається при 
1>p   і розбігається при 1≤p .   ■  






n  з даною абсолютною похибкою 
01,0=ε .   


























+= ∫∑ .   
Для заданої точності 01,0=ε  наближення nSS ≈  маємо   
005,02/01,02/21 ==ε=ε=ε .  
Знайдемо спочатку, скільки потрібно взяти перших  n  членів, 
щоб при заміні суми S  ряду частковою сумою nS  отримати гра-





Rn ;  3
2003 ≥n ;  3 3/200≥n ;  5=n .   
Тепер визначимо кількість k  вірних десяткових знаків, які по-
винні мати члени ряду після округлення, щоб виконувалася задана 
точність 005,02 =ε  обчислення їх суми:   
005,05105,0 2 =ε≤⋅⋅ −k ;  002,010 ≤−k ;  500lg≥k ;  3=k .  








081,1002,0004,0012,0063,0000,15/14/1 44 =++++≈++   
Остаточно  08,1≈S .    ■  
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Приклад 3. За допомогою інтегральної ознаки Коші дослідити 







;    б) ∑
∞
= −−1 3 )25ln()25(
1
n nn





nen .    
□  а) Розглянемо функцію )ln(1)( 3 xxxf = , що приймає до-
датні значення, неперервна і монотонно спадає на інтервалі 


























































Отже, цей невласний інтеграл збігається, а тому даний ряд теж 
збігається.  






xf , що прий-
має додатні значення, неперервна і монотонно спадає на інтервалі 



























































Оскільки цей невласний інтеграл розбігається, то даний ряд 
теж розбігається. 
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в) Введемо функцію xexxf −⋅=)( , що на інтервалі );1[ ∞+  
задовольняє умовам інтегральної ознаки. Розглянемо відповідний 




















































































Оскільки невласний інтеграл збігається, то і даний ряд теж збі-
гається.   ■   
 
1.2.2. Ознаки порівняння  
При застосуванні ознак порівняння ряд ∑
∞
=1n nu , що дослід-
жується на збіжність, порівнюється з еталонним рядом ∑
∞
=1n nv , 
про який відомо збігається він чи розбігається.  
За еталонні ряди часто приймають:   
а) узагальнений гармонічний ряд ∑ ∞
=1 1n
pn , що збігається, 
коли 1>p , і розбігається при 1≤p ;  
б) геометричний ряд (ряд геометричної прогресії) ∑ ∞
=1n
naq , 
що збігається при 1<q  і розбігається при 1≥q .  
Теорема 1 (перша (основна) ознака порівняння).  
а) Нехай маємо збіжний еталонний ряд ∑ ∞
=1n nv , причому 
nn vu ≤ , ...,2,1=n . Тоді ряд ∑
∞
=1n nu  теж збігається.   
(Якщо nn vu > , то жодних висновків робити не можна).  
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б) Нехай маємо розбіжний еталонний ряд ∑ ∞
=1n nv , причому 
nn vu ≥ , ...,2,1=n . Тоді ряд ∑
∞
=1n nu  теж розбігається.  
(Якщо nn vu < , то ніяких висновків робити не можна).  
Таким чином, з розбіжним рядом порівнюємо “у бік більше”; а 
зі збіжним рядом – “у бік менше”. 
□  Нехай nS  і nσ  відповідні n -і часткові суми рядів ∑
∞
=1n nu  
і ∑
∞
=1n nv .  
а) З нерівності  nn vu ≤  випливає, що nnS σ≤ . Оскільки “біль-
ший” знакододатний ряд ∑
∞
=1n nv  збігається, то існує границя його 




lim , причому  σ≤σn . Тоді σ≤nS . Тобто, 
часткові суми nS  обмежені.  
З того, що послідовність nS  зростаюча і обмежена, випливає 




lim , причому  σ≤S . Отже, 
“менший” ряд ∑
∞
=1n nu  теж збіжний.  
б) З нерівності  nn vu ≥  випливає, що nnS σ≥ . Оскільки “мен-
ший” знакододатний ряд ∑
∞











S limlim . Отже, “більший” ряд теж розбіжний. ■   
Зауваження 1. Основна ознака порівняння справджується, ко-
ли члени рядів задовольняють відповідні нерівності, починаючи хо-
ча б з деякого номера.   
Наслідок. Якщо всі члени збіжного знакододатного ряду 
∑
∞
=1n nu  не перевищують відповідних членів іншого знакододатно-
го ряду ∑
∞





























Приклад 1. За допомогою основної ознаки порівняння дослі-





















.    
□  а) Застосуємо основну ознаку порівняння з “більшим” збіж-















v  зі 
знаменником 15/1 <=q :  
n
nnn
n vnu ==<= )5/1(5/1))3(ln5/(1 , ...,2,1=n .  












також збігається.  













 при всіх 3≥n  







1 1nn n nv  є розбіжним узагальненим 
гармонічним рядом з 12/1 ≤=p , то за основною ознакою порів-














u  також розбігається.  
в) Оскільки при 2≥n  справджується нерівність ≤= nn nu /1  
n








v  є збіжним гео-
метричним рядом з 12/1 <=q , то за основною ознакою порівняння 








nu   теж збігається.   ■  
Приклад 2. Довести, що знакододатний ряд ( )∑ ∞
=1 61n
n n  
збігається, і знайти наближено його суму S  з точністю до 01,0=ε .   
□  Оскільки при всіх 1≥n  виконується нерівність   
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( ) nnnnn vnu ==≤= )6/1(6/161   





= 11 )6/1(n nn nv  є збіжним геометричним 
рядом зі знаменником  16/1 <=q , то за основною ознакою порів-







nu   теж збігається.   
Для заданої точності 01,0=ε  наближення nSS ≈  маємо   
005,02/01,02/21 ==ε=ε=ε .  
За наслідком з основної ознаки порівняння  )(vnn RR ≤ , де 
)(v
nR  – залишок 
)(v
nR  збіжного ряду геометричної прогресії  










n vR ,  
що також є збіжним геометричним рядом з тим же знаменником 
6/1=q   і першим членом  1)6/1( += na .  Знайдемо його суму:  
21)( 6/5)6/11/()6/1()1/( ++ =−=−= nnvn qaR .  
Тоді для залишку  nR  маємо оцінку:  
2)( 6/5 +=≤ nvnn RR .  
Знайдемо, скільки потрібно взяти перших  n  членів, щоб при 
заміні суми S  ряду ∑
∞
=1n nu  частковою сумою nS  отримати гра-
ничну абсолютну похибку 005,01 =ε  залишку nR :   
005,06/5 12 =ε≤≤ +nnR ; 10006 2 ≥+n ; 26lg/3 −≥n ; 2=n .  
Визначимо кількість k  вірних десяткових знаків, які повинні 
мати члени ряду після округлення, щоб виконувалася задана точ-
ність 005,02 =ε  обчислення їх суми:  
005,02105,0 2 =ε≤⋅⋅ −k ;  005,010 ≤−k ;  200lg≥k ;  3=k .  



















Остаточно  19,0≈S .    ■  
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Теорема 2 (друга (гранична) ознака порівняння). Якщо існує 








lim , ( +∞<< c0 ) від-
ношення загальних членів двох знакододатних рядів ∑
∞
=1n nu  і 
∑
∞
=1n nv , то обидва  ряди поводять себе однаково щодо збіжнос-
ті: одночасно збігаються чи розбігаються.  








lim , то для довільного 
0>ε  можна знайти такий номер N , що для всіх Nn ≥  буде вико-
нуватися нерівність  ε<− |/| cvu nn . Звідки  ε+<<ε− cvuc nn / .  
Нехай ряд  ∑
∞
=1n nv  збігається. З нерівності  ε+< cvu nn /  




ε+1 )(n nvc  також збігається. Звідси за основною ознакою 
порівняння випливає збіжність “меншого” ряду ∑
∞
=1n nu .  
Нехай ряд  ∑
∞
=1n nv  розбігається. З нерівності  ε−> cvu nn /  
маємо  nn vcu )( ε−> , Nn ≥ . З розбіжності ряду  ∑ ∞=1n nv  випли-
ває розбіжність ряду  ∑
∞
=
ε−1 )(n nvc . Тоді згідно з основною озна-
кою порівняння “більший” ряд  ∑
∞
=1n nu  також розбігається.   ■  
Зауваження 2. Існування вказаної границі говорить про те, що 
загальні члени nu  і nv  цих рядів при ∞→n  є нескінченно малими 
одного порядку  )(* nn vOu =  (зокрема, можуть бути еквівалентни-
ми nn vu ~ ). Таким чином, для порівняння треба підбирати ета-
лонний ряд ∑
∞
=1n nv , загальний член якого nv  є нескінченно малою 
того ж порядку, що і загальний член nu  ряду ∑
∞
=1n nu , який до-
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сліджується.  
Приклад 3. За допомогою граничної ознаки порівняння дослі-




























.    
□  а) Відомо, що αα+ ~)1ln(  при 0→α . Звідси при ∞→n   
маємо:   0/4 →n ;   ( ) )/1(/4~/41ln * nOnn =+ . Тому для даного 
ряду застосуємо граничну ознаку порівняння з гармонічним рядом 
∑
∞
=1 /1n n , що розбігається:  

































































































),0(6/1 ∞≠≠= .   Даний ряд теж збігається.  






































= .  











































































),0(5 ∞≠≠= .     Даний ряд збігається.   ■  
Зауваження 3. Застосування ознак порівняння часто викликає 
труднощі, пов’язані з необхідністю підбирати еталонний ряд. За-
гальних способів для цього не існує. Далі наведені більш зручні для 
користування ознаки, де фігурує тільки ряд, що досліджується.  
 
1.2.3. Ознака Даламбера  
Теорема (ознака Даламбера). Якщо для знакододатного ряду 
∑
∞









 відношення наступного члена 
до попереднього, то  
а) при 1<l  ряд збігається;  б) при 1>l  ряд розбігається;  
в) при 1=l  не можна зробити висновок, збігається ряд чи ро-
збігається.  
□  а) Нехай 1<l . Візьмемо число q , що задовольняє нерівно-
сті 1<< ql . Для відношення nn uu /1+  з означення границі випли-
ває, що існує такий номер N , що для всіх Nn ≥  буде справджува-
тися умова  quu nn <+ /1 . Таким чином, для Nn ≥  маємо:  
NN quu <+1 ,      NNN uqquu
2





23 <<< +++ , … .  
Розглянемо два ряди  ...... 211 +++++++ ++ NNN32 uuuuuu  
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і ...32 ++++ NNNN uquqquu , де другий збігається як геометрич-
ний ряд зі знаменником 1<q .  
Члени першого ряду не перевищують відповідних членів дру-
гого ряду. Тому за основною ознакою порівняння перший ряд теж 
збігається. 
б) Нехай 1>l . Тоді для відношення nn uu /1+  з означення гра-
ниці випливає, що існує такий номер N , що для всіх Nn ≥  буде 
справджуватися нерівність  1/1 >+ nn uu . Звідси  nn uu >+1  для всіх 
Nn ≥ . Це означає, що члени ряду зростають, починаючи з номера 




u . За 
достатньою ознакою розбіжності даний ряд розбігається.    ■   
Якщо +∞=l , то ряд також розбігається, оскільки існує такий 
номер N , що для всіх Nn ≥  буде справджуватися нерівність  




u .   ■  
Зауваження 1. З наведеного доведення випливає: якщо за озна-
кою Даламбера ряд ∑
∞
=1n nu  розбігається, то його загальний член 




u .  
Зауваження 2. Ця достатня ознака в своїй основі має порівнян-
ня даного ряду з відповідним узагальненим геометричним рядом.  












□  а) Побудуємо знакододатний ряд із загальним членом 
















































.     Ряд розбігається.  












б) Побудуємо знакододатний ряд із загальним членом 
























































.     Ряд збіжний.   










.    ■  
Зауваження 3. На практиці при дослідженні на збіжність най-
частіше використовується саме ознака Даламбера. Щоб не натра-
пити на випадок невизначеності 1=l , її застосовують до таких 
рядів, загальний член яких містить у своєму складі факторіал і/або 































Приклад 2. За допомогою ознаки Даламбера дослідити на збі-























































.    









= . До його складу входить показникова функція 
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n)3/2(10 . Тому застосуємо достатню ознаку Даламбера:  








































































1101110 3/233/2 <=⋅⋅= −− .      Ряд збігається. 
б) У загальний член цього ряду )2()!1( 2 nnnun +−=  входить 






























































.  Ряд розбігається.  










n  є показникова функ-





































































.  Ряд збігається.  
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г) У складі загального члена ряду )3/(arcsin 23 nn nnu =  є по-
казникова функція n3 . Отже, можемо застосувати ознаку Даламбе-
ра:  















































.   


































































































.  Ряд збігається. 








u  є показникові функції 














































.  Ряд розбігається.   ■   
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1.2.4. Радикальна ознака Коші  
Теорема (радикальна ознака Коші). Якщо для знакододатно-
го ряду ∑
∞
=1n nu  існує границя lun nn =∞→lim , то  
а) при 1<l  ряд збігається;  б) при 1>l  ряд розбігається;  
в) при 1=l  не можна зробити висновок щодо збіжності чи 
розбіжності ряду.  
Ця ознака базується, як і ознака Даламбера, на порівнянні да-
ного числового ряду з відповідним узагальненим геометричним ря-
дом. Доведення аналогічне.  
Зауваження 1. Подібно ознаці Даламбера, якщо за радикаль-
ною ознакою ряд ∑
∞




u .  
Зауваження 2. Радикальну ознаку зручно застосовувати, коли 
загальний член ряду має в своєму складі показникові функції від n , з 






































Приклад 1. За допомогою радикальної ознаки Коші дослідити 
на збіжність дані знакододатні ряди:  












nn ;  










n nn .  
□  а) Загальний член ряду є степенем з показником n  виразу ( ))1(sin 32 +nn , тому застосуємо радикальну ознаку Коші: 














.     Ряд збігається. 
б) Загальний член ряду є степенем з показником 52 2 −n  ви-
разу )74()14( +− nn , тому застосуємо радикальну ознаку Коші: 
















































































.   Ряд збігається.  
в) Загальний член ряду ( ))3(:2 24 += − nnarctgu nnn  містить 
степені з показниками n  та 4−n , що залежать від n , тому засто-
суємо радикальну ознаку Коші: 
































    
1/4)(:2 >pi=+∞= arctg .    Ряд розбігається. 
































1)ln()0/1ln( >+∞=+∞=+∞=+= .   Ряд розбігається.  ■  
Зауваження 3. У випадку невизначеності 1=l , радикальна оз-
нака, як і “рівносильна” їй ознака Даламбера, відповіді не дає. Пот-
рібні додаткові дослідження на основі інших більш “сильних” оз-
нак, до яких відносяться всі наведені вище.  
Приклад 2. Дослідити на збіжність ряд  ∑
∞
=
+1 )/1(lnn n ne .   
□  а) Загальний член цього знакододатного ряду є степенем з 
показником n  виразу )/1(ln ne + , тому можна застосувати ради-











У даному випадку ця ознака відповіді не дає. Застосування оз-
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наки Даламбера приводить до того самого результату (переконайте-
ся в цьому самостійно). Треба звернутися до більш “сильної” озна-
ки.  













===+= .  





















   












eu . Необхідна ознака не справджується. 
Отже, ряд розбігається.   ■  
 
1.3. Знакозмінні ряди  
Числовий ряд ∑
∞
=1n nu , що містить нескінченну кількість 
членів обох знаків + і -, називається знакозмінним.  
 
1.3.1. Знакопочергові ряди. Ознака Лейбниця  
Знакозмінний ряд, два довільні сусідні члени якого мають різ-


















n aaaau , де 0|| ≥= nn ua .  








1 )1(n nnn n au , 0≥na   виконуються дві 




a , тобто послідов-
ність, складена з модулів членів ряду, є монотонно спадною і пря-
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мує до нуля, тоді цей ряд є збіжним, причому його сума S  додатна 
і не перевищує модуля першого члена:  10 aS ≤< .  
□  Розглянемо часткову суму з парним числом членів: 
=−++−+−=
− nпn aaaaaaS 21243212 ...    
)(...)()( 2124321 nп aaaaaa −++−+−= − . 
Кожна різниця в дужках додатна, оскільки 1+> nп aa . Тому 
02 >nS  і послідовність { }nS2  – зростаюча.  
Крім того,  
121222543212 )(...)()( aaaaaaaaaS nnпn <−−−−−−−−= −− ,  
оскільки кожна дужка знову-таки додатна. Тобто послідовність 
{ }nS2  обмежена зверху.  
Отже, послідовність { }nS2  монотонно зростає і обмежена, то-




2lim , тоді  10 aS ≤< .  









0)(limlim 12212 . 
Таким чином, часткові суми як з парними, так і з непарними 






122 limlim .  
Звідси випливає, що вся послідовність часткових сум { }nS  та-




lim , Тобто ряд збі-
гається. При цьому 10 aS ≤< .    ■  
Наслідок. Абсолютна похибка n∆   від заміни суми S  збіжно-







1 )1(n nnn n au  будь-якою йо-
го частковою сумою nS  не перевищує модуля першого з відкинутих 








n a  не перевищує модуля першого з відки-
нутих членів. Тобто   1|||| +≤=−=∆ nnnn aRSS .  
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Дійсно, даний залишок  ...)1()1( 2312 +−+−= ++++ nnnnn aaR  – 
це також збіжний ряд Лейбниця. Модуль суми цього ряду не пере-
вищує абсолютної величини його першого члена, тобто 1|| +≤ nn aR .  
Цей наслідок широко використовується при наближених об-
численнях. 
Зауваження 1. Ознака Лейбниця справджується, якщо послі-
довність членів ряду є спадною хоча б з деякого номера N .  




a , як 
розглянуто раніше, є необхідною для збіжності. Тому спочатку пе-
ревіряють саме її.  
Приклад 1. За допомогою ознаки Лейбниця дослідити на збіж-


























































u , ...,2,1=n  (доведіть 
самостійно, безпосередньо переконавшись, що 0|||| 1 >− +nn uu ).   
Отже, умови виконуються. Даний ряд збігається.  



















































u . Оскільки друга умова ознаки Лейб-
ниця не виконується, то даний ряд розбігається.   ■  
Приклад 2. Довести, що даний знакопочерговий ряд збігається, 













n n .  
□  а) Очевидно, обидві умови ознаки Лейбниця виконуються:   
           1) модулі його членів монотонно спадають;  
           2) n -й член ряду прямує до нуля при ∞→п .  
Отже, ряд збіжний і має певну суму S . 
Для заданої точності 001,0=ε  наближення nSS ≈  маємо   
0005,02/001,02/21 ==ε=ε=ε .  
Знайдемо спочатку, скільки потрібно взяти перших n  членів, 
щоб при заміні суми S  ряду частковою сумою nS  отримати гра-
ничну абсолютну похибку 0005,01 =ε  залишку.  
За наслідком з ознаки Лейбниця |||| 1+≤ nn uR . Тоді:  
0005,0))1(3/(1|||| 131 =ε≤+=≤ + nuR nn ;  27/2000)1( 3 ≥+n ;   
132103 −≥n ;  4=n .   
Тепер визначимо кількість k  вірних десяткових знаків, які по-
винні мати члени ряду після округлення:   
2105,0 ε≤⋅⋅ − nk ;      0005,04105,0 2 =ε≤⋅⋅ −k ;  
00025,010 ≤−k ;   4000lg≥k ;   4=k .  










0332,00006,00014,00046,00370,0)43/(1 3 =−+−≈⋅− .   
Остаточно  033,0≈S .    
б) (Розв’язати самостійно. Відповідь:  460,0≈S ).   ■   
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1.3.2. Абсолютна й умовна збіжність знакозмінних рядів  
Теорема (достатня ознака збіжності знакозмінного ряду). 
Якщо для знакозмінного ряду ∑
∞
=1n nu  збігається ряд ∑
∞
=1 ||n nu , 
складений з модулів його членів, то даний ряд також збігається.  









)( ||  – часткові суми 
відповідно даного ряду і ряду з абсолютних величин його членів.  
Позначимо через )(+nS  і 
)(−
nS  суми модулів відповідно всіх 
невід’ємних і всіх від’ємних членів серед перших n  членів даного 
ряду. Тоді  )()( −+ −= nnn SSS  і 
)()()( −+ += nn
m
n SSS .  
За умовою ряд з модулів збігається, тобто існує скінченна  




, 0)( >mS .  
)(+
nS  і 
)(−
nS  – додатні зростаючі величини, що менші 
)(mS . 









Тоді існує скінченна границя  















Отже, даний знакозмінний ряд збігається.    ■   
Зауваження 1. Наведена ознака є лише достатньою, але не не-
обхідною:  існують збіжні знакозмінні ряди, яким відповідають роз-








n n   збіжний за ознакою Лейбниця, а ряд  ∑
∞
=1 /1n n  з 
модулів його членів, розбіжний як гармонічний ряд.  
Знакозмінний ряд ∑
∞
=1n nu  називається абсолютно збіжним, 
якщо ряд ∑
∞
=1 ||n nu , складений з модулів його членів, збігається, 
та умовно збіжним, коли сам ряд ∑
∞
=1n nu  збігається, а ряд 
∑
∞
=1 ||n nu  з модулів його членів розбігається.  
З попередньої ознаки випливає, що   довільний  абсолютно  
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збіжний ряд є збіжним.  
Зауваження 2. В абсолютно збіжному ряді, подібно до скін-
ченної суми, члени можна переставляти як завгодно. При цьому він 
залишається абсолютно збіжним і його сума не змінюється. Навпа-
ки, в умовно збіжному ряді перестановка членів може привести до 
зміни його суми  і навіть до розбіжності.  
Зауваження 3. Дослідження знакозмінного ряду ∑
∞
=1n nu  на 
збіжність доцільно розпочинати з виявлення абсолютної збіжності 
як більш “сильної”, застосовуючи відомі ознаки збіжності знакодо-
датних рядів до ряду з модулів ∑
∞
=1 ||n nu . Якщо ряд з модулів збі-
гається, то сам знакозмінний ряд абсолютно збіжний і дослідження 
завершене. Якщо ж ряд з модулів розбігається, то інколи можна ві-
дразу зробити висновок про розбіжність і самого знакозмінного ря-
ду (наприклад, при невиконанні необхідної ознаки збіжності). Але 
частіше далі треба провести більш “тонке” дослідження безпосере-
дньо самого знакозмінного ряду на умовну збіжність.  
Приклад. Дослідити на абсолютну й умовну збіжність дані 


























n .  
□  а) До ряду з модулів членів даного ряду застосуємо основну 







1|sin|sin|| .  







1 /1nn n nv  є збіжним уза-
гальненим гармонічним рядом з 14 >=p , то менший ряд  
∑
∞
=1 ||n nu   теж збіжний. Отже, даний ряд абсолютно збіжний.   






1 /1|| nn n nu  
є розбіжним узагальненим гармонічним рядом з 12/1 ≤=p .  







1 /)1(n nn n nu  є знакопочерго-
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u , ...,2,1=n    
і тому є збіжним. Отже, даний ряд умовно збіжний.  
в) Модуль загального члена даного ряду 23)/11(|| nn nu +=  є 
степенем з показником  23n  виразу )/11( n+ , тому до ряду з абсо-
лютних величин ∑
∞





















.   Ряд з модулів розбігається.  
З розбіжності ряду ∑
∞
=1 ||n nu  за радикальною ознакою ви-








u .  
Таким чином, для даного ряду не виконується необхідна озна-
ка збіжності, тому він розбігається.   ■  
 
1.4. Функціональні ряди  
 
1.4.1. Збіжність функціональних рядів  
Функціональним називається ряд )(1 xun n∑
∞
=
, членами якого 
є функції )(xun , ...,2,1=n , визначені на деякій непорожній мно-
жині D  зміни аргументу x .  
Якщо аргументу x  надати деякого значення 0x  з області ви-




може збігатися чи розбігатися. Відповідно 0x  називається точкою 
збіжності чи точкою розбіжності функціонального ряду.  
Множина sD  всіх точок збіжності називається областю збіж-
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ності функціонального ряду. Очевидно, що sD  є деякою підмно-
жиною області визначення D :  DDs ⊆ .   
В області збіжності ряду його сума S  є функцією x : 
)(xSS = . Записують ∑ ∞
=
= 1 )()( n n xuxS  і кажуть, що функція 




Для залишку )()()( xSxSxR nn −=  збіжного функціонального 





Функціональний ряд )(1 xun n∑
∞
=
 називається  абсолютно  
збіжним в деякій області aD , якщо в довільній точці 0x  цієї облас-




Нехай функції )(xf  і )(xg  визначені та неперервні на деяко-
му відрізку ];[ ba .  
Рівномірною нормою функції )(xf  на відрізку ];[ ba  назива-
ється невід'ємне число  |)(|max|||| 1 xff bxa ≤≤=  .  
Рівномірною відстанню між функціями )(xf  і )(xg  на від-
різку ];[ ba  називається рівномірна норма їх різниці:   
|)()(|max||||),( 11 xgxfgfgf bxa −=−=ρ ≤≤  .  
Нехай відрізок ];[ ba  міститься в області визначення D  функ-
ціонального ряду )(1 xun n∑
∞
=
. Цей ряд називається рівномірно 






 .  
Теорема Вейєрштрасса (достатня ознака рівномірної збіж-
ності функціонального ряду). Якщо для всіх значень x  з деякого 




тною величиною не перевищують відповідних членів збіжного зна-
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кододатного числового ряду ∑
∞
=1n na , то функціональний ряд збі-
гається абсолютно і рівномірно на цьому відрізку ];[ ba .  
□  а) За умовою nn axu ≤|)(| , ];[ bax ∈∀ , ...,2,1=n  і “біль-
ший” ряд ∑
∞
=1n na  збігається, тому за основною ознакою порівнян-
ня “менший” ряд ∑
∞
=1 |)(|n n xu  також збігається. Тобто функціо-
нальний ряд )(1 xun n∑
∞
=
 абсолютно збіжний на ];[ ba .  
Оцінимо рівномірну відстань між сумою )(xS  і частковою 
сумою )(xSn  цього ряду на відрізку ];[ ba :  
==−=ρ
≤≤≤≤
|)(|max|)()(|max),(1 xRxSxSSS nbxanbxan   
)(













R  як залишок збіжного ряду, то, перехо-
дячи в нерівності )(1 ),(0 ann RSS ≤ρ≤  до границі при ∞→n , діс-







RSS .  




SS .    ■   
Приклад. Знайти область збіжності sD  даного функціонально-







































□  а) Очевидно, що областю визначення D  даного ряду є вся 
множина дійсних чисел:  RD = .  
Для ряду з модулів членів даного ряду знайдемо “більший” 













cos|)(| ,  Rx ∈ .  





= 11 )2/1(n nn nv  є збіжним 
геометричним рядом зі знаменником 12/1 <=q . Тоді з нерівності 
nn vxu ≤|)(| ,  Rx ∈  за достатньою ознакою рівномірної збіжності 
випливає, що функціональний ряд )(1 xun n∑
∞
=
 при Rx ∈  збігаєть-
ся абсолютно і рівномірно.  
Отже, область збіжності  );( ∞+−∞=sD .  
б) Знайдемо область визначення D  даного ряду з умови, що 
аргумент арксинуса належить відрізку ]1;1[− :    
...,2,1,1)12/(1 =≤+≤− nnx ; )12()12( +≤≤+− nxn ,  
...,2,1=n ;    33 ≤≤− x ;    ]3;3[−=D .   
За ознакою Даламбера ряд абсолютно збігається для всіх таких 










, ряд розбігається. Кожне сумнівне значення 




, потребує додаткового 
дослідження.  
При 0=x  всі члени даного ряду дорівнюють нулю і, очевид-
но, він збігається до нуля. При 0≠x  знайдемо границю і роз-


































































   
( ) ;)32/(~)32/(sinarc0/0 ∞→++== nnpunxnx   
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;  5|4| <−x ;   
545 <−<− x ;  91 <<− x .   
Враховуючи область визначення  33 ≤≤− x , одержимо, що 
при 31 ≤<− x  ряд збігається абсолютно.  
































u ,  
що є знакопочерговим.  
Спочатку дослідимо його на абсолютну збіжність, користую-











































sinarclim|)1(|lim   




.   





= 11 /1nn n nv  розбігається, 
то ряд з модулів ∑
∞
=
−1 |)1(|n nu  також розбігається.  
Далі дослідимо знакопочерговий ряд ∑
∞
=
−1 )1(n nu  на умовну 
збіжність за допомогою ознаки Лейбниця:   













sinarc|)1(| 1 −=+>+=− +nn unnu , ...,2,1=n .   
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Умови виконуються. Ряд ∑
∞
=
−1 )1(n nu  збігається умовно.  
Отже, область збіжності  ]3;1[−=sD .   
в) (Розв’язати самостійно. До ряду з модулів застосувати озна-
ку Даламбера. Відповідь:  );( ∞+−∞=sD  – область збіжності).  
г) (Розв’язати самостійно. До ряду з модулів застосувати озна-
ку Даламбера. Сумнівні точки дослідити за допомогою граничної 
ознаки порівняння й ознаки Лейбниця. Відповідь:  );[ 1 eeDs −=  – 
область збіжності).    ■  
 
1.4.2. Властивості рівномірно збіжних рядів  
Наведемо без доведення основні властивості рівномірно збіж-
них функціональних рядів.  




 неперервні на деякому відрізку ];[ ba , то його сума 
)(xS  також неперервна на цьому відрізку.  
2) (Граничний перехід). Рівномірно збіжний на деякому відрі-
зку ];[ ba  ряд )(1 xun n∑
∞
=
 допускає всередині цього відрізка поч-











xuxu ,  );(0 bax ∈ .  




 рівномірно збіжний, а його члени неперервні на ];[ ba , 
то на цьому відрізку ряд можна почленно інтегрувати:  













dxxudxxu .  




йовних на деякому відрізку ];[ ba  функцій можна почленно дифе-
ренціювати на цьому відрізку за умови, що продиференційований 
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ряд )('1 xun n∑
∞
=
 рівномірно збіжний:   






11 )(')( n nn n xuxu ,  ];[ bax ∈ .  
5) (Множення на обмежену функцію).  Якщо  рівномірно  




ножити на обмежену на цьому проміжку функцію )(xϕ , то одер-
жаний ряд )()(1 xuxn n∑
∞
=
ϕ  також рівномірно збіжний на відрізку 
];[ ba .  
 
1.5. Степеневі ряди  
 
1.5.1. Збіжність степеневих рядів  
Найбільш важливим для прикладних задач окремим випадком 
функціональних рядів є степеневі ряди.  
Степеневим рядом за степенями двочлена 0хx −  називається 








ххаххааxxa ,   
де  х  – дійсна змінна (аргумент);  0х  – дійсне фіксоване число 
(центр розвинення або опорна точка);  ...,,...,, 10 пааа  – дійсні 
сталі (коефіцієнти).  
При 00 =х  одержується більш зручний за формою степене-




=0  за степенями х . До цього спрощеного вигляду 
довільний степеневий ряд зводиться лінійною заміною tхx =− 0 .  
Очевидно, що довільний степеневий ряд n
n n




збіжний в точці 0хx =  до суми 0aS = . Тому область збіжності 
степеневого ряду завжди містить принаймні одну точку 0хx =  – 
центр розвинення. Детальніші відомості про збіжність дає наступна  
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ся при деякому 01 ≠= хx , то він абсолютно збігається при всіх 





=0  розбігається при деякому 2хx = , то він розбігається 
при всіх значеннях х , для яких |||| 2хx > . 




=0  збіжний в точці 




пха . За необхідною 







хаu . Звідси випливає, що послідовність 
{ }ппха 1  обмежена, тобто існує таке додатне число M , що  
Мха пп ≤|| 1 , ...,2,1,0=n . 





п Мqxxхаха ≤⋅= |/||||| 11 , ...,2,1,0=n .  
Тобто модуль кожного члена степеневого ряду не перевищує 
відповідного члена збіжного геометричного ряду ∑
∞
=0n
nМq  зі 
знаменником 1|| <q . Тоді за основною ознакою порівняння при 
|||| 1хx <  цей ряд абсолютно збіжний.  





розбіжний. Доведемо методом від супротивного, що тоді цей ряд 
буде розбіжним і для всіх х , що задовольняють нерівність 
|||| 2хx > . Справді, припускаючи, що ряд збіжний в якій-небудь 
точці *х , яка задовольняє цю нерівність, за доведеним в пункті а) 
дістанемо, що він повинен бути збіжним і в точці 2х , бо |||| *2 хх < . 
Але це суперечить умові, що в точці 2х  ряд розбігається.     ■   
Теорема Абеля дозволяє розділити множини точок збіжності 
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=0 . Якщо 1х  – точка збіж-
ності ряду, то весь інтервал )||;||( 11 хх−  заповнено точками абсо-
лютної збіжності цього ряду (рис. 2). Якщо 2х  – точка розбіжності 
ряду, то півпряма )||;( 2х−∞  зліва від точки || 2х−  і півпряма 
);||( 1 ∞+х  справа від точки || 2х  (рис. 2) складаються з точок роз-
біжності цього ряду. Зближуючи || 1х  і || 2х  простим перебором 
значень x  між ними, звужуватимемо зону невизначеності 
)||;|(|)||;||( 2112 хххх ∪−−  і дістанемо:   
існує таке невід’ємне число  R , яке називається  радіусом   
збіжності степеневого ряду, що при Rх <||  ряд абсолютно збіж-
ний, а при Rх >||  – розбіжний (рис. 3). Симетричний інтервал 
);( RR−  називається інтервалом збіжності степеневого ряду. Йо-





Зауваження 1. На кінцях інтервалу збіжності, тобто при 
Rx ±= , питання про збіжність розв'язується окремо для кожного 
конкретного ряду. Таким чином, область збіжності степеневого ря-
ду може відрізнятись від інтервалу );( RR−  не більше ніж двома 
точками Rx ±= .   
|| 1х− || 1х х0
Ряд збіжний 
      Ряд  
розбіжний 
|| 2х− || 2х






      Ряд  
розбіжний 




Зауваження 2. У деяких рядів інтервал збіжності вироджується 
в точку ( 0=R ), у інших – інтервалом збіжності є вся числова пря-
ма );( ∞+−∞  ( +∞=R ).  
Зауваження 3. Інтервал збіжності ряду n
n n




степенями двочлена 0хx −  знаходять з нерівності Rхх <− || 0 , 
тобто він має вигляд );( 00 RxRx +−  і є симетричним відносно 
центру розвинення 0х .  
Зауваження 4. Інтервал збіжності степеневого ряду можна зна-
йти безпосередньо за ознакою Даламбера або за радикальною озна-
кою Коші, застосовуючи їх до ряду, складеного з модулів членів 
даного ряду. Для дослідження кінців інтервалу використовуються 
більш “сильні” ознаки.  
Приклад. Знайти інтервал і область збіжності даного степене-






























































































































































8|1| 3<−x ;  2|1| <−x ;  212 <−<− x ;  31 <<− x .  
Таким чином,  )3;1(−  – інтервал збіжності даного ряду і 
22/))1(3( =−−=R  – його радіус збіжності. 
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Дослідимо збіжність цього ряду на кінцях одержаного інтер-






























u ,  
який є умовно збіжним за ознакою Лейбниця. (Переконайтеся в 
цьому самостійно).  

























u ,  






= 11 /1nn n nv .  (Переконайтеся в цьому самостійно).  
Отже, областю збіжності даного ряду є півінтервал )3;1[− .  











Оскільки 10 <  при всіх дійсних значеннях x , то інтервалом і 
областю збіжності ряду є вся числова пряма );( ∞+−∞  і його радіус 
збіжності +∞=R .   
в) До даного ряду застосуємо ознаку Даламбера:  
nnn
п xnи 3)2(!)1( 5+−−= ;    ×+−= ++ !)1()1( 11 nи nп   









































Отже,  інтервалом і областю збіжності ряду є тільки одна точ-
ка 2=x  і його радіус збіжності 0=R .   
г) (Розв’язати самостійно. До ряду з модулів застосувати озна-
 44 
ку Даламбера. Кінці інтервалу збіжності дослідити за інтегральною 
ознакою. Відповідь:  )1;1(−  – інтервал і область збіжності).   ■  





=0  чи 
n
n n
xxa )( 00 −∑
∞
=
 для радіуса збіжності одер-





 – за ознакою Даламбера;  







 – за радикальною ознакою.   
 
1.5.2. Властивості степеневих рядів  
Враховуючи властивості рівномірно збіжних рядів і теорему 
Абеля, сформулюємо  основні властивості степеневих рядів.  




=0  абсолютно і рівномірно збіж-
ний на будь-якому відрізку ];[ ba , який цілком міститься в інтерва-
лі збіжності );( RR− .  





= 0)(  неперервна на 
інтервалі збіжності );( RR− . 




=0 , можна почленно інтегрувати 
на будь-якому відрізку ];[ ba , який належить інтервалу збіжності 
);( RR− . Одержаний ряд має той самий інтервал збіжності.  
























adxxadxxa ,   
                                                                                 );(];[ RRba −⊂ .  
4) Степеневий ряд ∑ ∞
=0n
n
nxa , можна почленно диференцію-
вати в інтервалі збіжності );( RR− . Одержаний ряд має той са-
мий інтервал збіжності.  











00 ')( n nnn nnn nn xnaxaxa ,  );( RRx −∈ .  
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Зауваження 1. При диференціюванні чи інтегруванні степене-
вого ряду інтервал збіжності не змінюється, але може змінитися 
збіжність ряду на кінцях цього інтервалу.  
Зауваження 2. Збіжні степеневі ряди можна перемножувати за 
звичайними правилами:  
якщо  ......)( 10 ++++= ппa хахааxS   для  aRx <||   
і  ......)( 10 ++++= ппb хbхbbxS   для  bRx <|| ,  тоді  
......)()()( 0011000 +++++=⋅ −=∑ пknk
n
kba хbахbаbаbаxSxS  
                                                                  для },min{|| ba RRx < .  
Аналогічно виконується ділення збіжних степеневих рядів.  
Зазначені властивості степеневих рядів широко використову-
ються в теоретичних дослідженнях і наближених обчисленнях. 















сті якого  )1;1(− .  
□  Нехай )(xS  – сума даного ряду. Тоді 



















nn xxxnxS . 
Одержаний ряд геометричної прогресії з першим членом 1=a  
і знаменником 2xq −=  при )1;1(−∈x  є збіжним, оскільки 1|| <q . 
Знайдемо його суму:    )1(1)(' 2xxS += . 
Інтегруючи цю рівність на відрізку )1;1(];0[ −⊂x , дістанемо:  
xarctgxdxdxxSxS xx =+== ∫∫ 0
2
0
)1/()(')( ,  1|| <x .    ■   




+1 )1(n nxn .     
(Розв’язати самостійно, використовуючи почленне інтегруван-
ня).  Відповідь:  221 )1()2()1( xxxxnn n −−=+∑
∞
=
,  1|| <x .   
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1.5.3. Ряди Тейлора і Маклорена  
В області збіжності сумою степеневого ряду є деяка функція. 
Вище висвітлені основні властивості та на прикладах розглянуті 
деякі способи знаходження цієї функції в скінченному вигляді.  
Вважатимемо тепер, що функція задана, і з’ясуємо, за яких 
умов цю функцію можна подати у вигляді степеневого ряду і як 
знайти його коефіцієнти.  
Нехай функція )(xf  визначена в околі деякої точки 0х  і в цій 
точці нескінченне число разів диференційовна. Припустимо, що в 
інтервалі );( 00 RxRx +−  функцію )(xf  можна подати у вигляді 
степеневого ряду 







ххаххааxxaxf ,   
У цьому разі кажуть, що функція )(xf  розвинена (розкладена) в 
степеневий ряд в околі точки  0х  (за степенями двочлена 0хx − ).  
Знайдемо коефіцієнти цього ряду через значення самої функції 
)(xf  та її похідних у центрі розвинення 0х . Для цього послідовно 
диференціюватимемо ряд і підставлятимемо в ліву та праву частини 
одержаних розкладів значення 0хx = , а потім розв’язуватимемо 
знайдені вирази відносно шуканих коефіцієнтів:   
0000 !01)( аааxf =⋅==    ⇒    !0)( 00 xfа = ; 
...)(...)(3)(2)(' 10203021 +−++−+−+= −пп ххаnххаххааxf ;  
1110 !11)(' аааxf =⋅==    ⇒    !1)(' 01 xfа = ;   
...)()1(...)(232)('' 20032 +−−++−⋅+= −пп ххаnnххааxf ;  
2220 !2212)('' аааxf =⋅==    ⇒    !2)('' 02 xfа = ; 
...)()2)(1(...23)(''' 303 +−−−++⋅= −пп ххаnnnаxf ;   
3330 !332123)(''' аааxf =⋅⋅⋅=⋅=   ⇒   !3)(''' 03 xfа = ;  
…  …  …  …  …  …  ...  …  …  …  …  …  …  …  …  …  … 
...)(2...)1(2...)2)(1()( 01)( +−++−−= + xxаnnаnnnxf ппn ;   
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пп
n аnаnnnxf !2...)2)(1()( 0)( =−−=   ⇒   !)( 0)( nxfа nп = ;   
…  …  …  …  …  …  ...  …  …  …  …  …  …  …  …  …  … 
Підставляючи одержані значення коефіцієнтів, дістанемо ряд 










































Якщо в ряді Тейлора покласти  00 =х , то отримаємо  ряд  



























xf .  
Зауваження. Після побудови для даної функції )(xf  її ряду 
Тейлора треба знайти його область збіжності та встановити, чи збі-
гається він саме до цієї функції )(xf .  
Наведемо без доведення декілька важливих теорем про єди-
ність, збіжність і умови існування ряду Тейлора.   
Теорема 1. Якщо функцію )(xf  в інтервалі );( 00 RxRx +−  
можна подати у вигляді ряду 
n
n n




нями двочлена 0хx − , то цей ряд єдиний і є рядом Тейлора даної 
функції, тобто  !)( 0)( nxfа nп = ,  ...,2,1,0=n .  



































, необхідно і достатньо, щоб ця функ-


















xR , 10 <θ<  її формули Тей-






Теорема 3. Якщо функція )(xf  в інтервалі );( 00 RxRx +−  
має похідні всіх порядків та існує число 0>M  таке, що 
Mxf n ≤|)(| )( ,  ...,2,1,0=n  для всіх );( 00 RxRxx +−∈ , то цю 


















xf .  
 
1.5.4. Розвинення функцій у ряди Тейлора і Маклорена  
Розвинення функцій в степеневі ряди в загальному випадку 
ґрунтується на використанні рядів Тейлора чи Маклорена.  
За способом безпосередньої побудови для даної функції )(xf  
здійснюють наступне:   
а) знаходять похідні )(' xf , )('' xf  ..., )()( xf n , ...; 
б) обчислюють значення похідних у заданій точці 0хx = ; 





nn xxnxf ; 
г) знаходять інтервал і область його збіжності; 
д) визначають проміжок, в якому виконуються умови теоре-
ми 2 чи теореми 3 з попереднього пункту 1.5.3. Якщо такий промі-
жок існує, то в ньому дана функція )(xf  і сума її ряду Тейлора 





nn xxnxfxf .  
Згідно теореми 1 про єдиність розвинення (попередній 
пункт 1.5.3), ряд Тейлора чи ряд Маклорена для даної функції )(xf  
не залежить від способу його побудови. Тому на практиці частіше 
застосовують спосіб формальних перетворень – без знаходження 
виразів для похідних довільного n -го порядку, а за допомогою фор-
мальних перетворень уже відомих (стандартних) розвинень. Тоді 
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залишається обґрунтувати збіжність і саме до даної функції отри-
маного розкладу на певному проміжку. Зокрема, корисно викорис-
товувати почленне диференціювання чи інтегрування відомих ря-
дів, оскільки в інтервалах збіжності одержані ряди збігаються до 
відповідних функцій.  
У таблиці 1 подані ряди Маклорена і області їх збіжності для 
деяких елементарних функцій. Вони використовуються як стан-
дартні розвинення при знаходженні степеневих рядів для інших 
функцій. (Виведення цих співвідношень здійсніть  самостійно).  
 
                                                                                       Таблиця 1  
№ 


































































































































































































































































































Приклад 1. Розкласти в ряд Маклорена дані функції та знайти 
області збіжності отриманих рядів:  






xf .  
□  а) Спосіб І – безпосередня побудова. Знайдемо похідні 
)()( xf n , ...,2,1,0=n  та їх значення )0()(nf , ...,2,1,0=n , що 














xf , безпосередньо по-
вторним диференціюванням:  
xxf 2cos)( = ;                   1)0( =f ;  
)2)2/(2(sin2sincossin2)(' ⋅pi+=−=−= xxxxxf ; 0)0(' =f ; 
)3)2/(2(sin22cos2)('' ⋅pi+=−= xxxf ;     2)0('' −=f ; 
)4)2/(2(sin22sin2)(''' 22 ⋅pi+== xxxf ;    0)0(''' =f ; 
)5)2/(2(sin22cos2)( 33)4( ⋅pi+== xxxf ;     3)4( 2)0( =f ; 
 … … … … … … … … … … … …  … … … … … … … … … 
))1(
2
2(sin2)( 1)( +pi+= − nxxf nn ; ))1(
2
(sin2)0( 1)( +pi= − nf nn ; 
… … … … … … … … … … … … … …  … … … … … … … … … 
Підставимо отримані значення похідних у формулу ряду Мак-
лорена і дістанемо  








































































nnn xnmn .  
Знайдемо інтервал збіжності отриманого ряду, використовую-































,  Rx ∈ .  
Отже, інтервал і область збіжності ряду );( ∞+−∞ . 
Спосіб 2 – формальні перетворення.  Скористаємося відомими 
тотожностями для перетворення даної функції, основними власти-
востями збіжних степеневих рядів і стандартними розвиненнями.  
Подамо функцію xxf 2cos)( =  у вигляді: 
xxxxf 2cos)2/1(2/12/)2cos1(cos)( 2 +=+==   



















































































xxx .   
Як бачимо, обидва способи дають однакове розвинення. Його 
область збіжності );( ∞+−∞  знайдена вище.  
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б) Спосіб І – безпосередня побудова. (Розв’яжіть самостійно).  


































































= .   












,  )1;1(−∈x , 














xxxxx ;   
)1;1()3/( −∈−x ;      )3;3(−∈x .  
Враховуючи, що ряд для першого дробу збігається при 
)1;1(−∈x  а ряд для другого дробу – при )3;3(−∈x , маємо, що 
обидва ряди одночасно збігаються при )1;1(−∈x . Тоді в інтервалі 






























Знайдемо інтервал збіжності отриманого ряду, використовую-





























































( ) ||33/|| xx =⋅= ;  1|| <x ;  )1;1(−∈x .   
Дослідимо кінці інтервалу збіжності. При 1−=x  маємо зна-




























nu ,  




















u .  




























nu ,  



















  не існує.  
Отже, )1;1(−  – область збіжності одержаного ряду.   ■  
Приклад 2. Розкласти в ряд Тейлора дані функції та знайти об-
ласті збіжності отриманих рядів: 
а) )54/(1)( −= xxf   за степенями двочлена 3−x ;  
б) )4/(cos)( xxf pi=   за степенями двочлена 2+x .  
□  а) Спосіб І – безпосередня побудова. Знайдемо похідні 
)()( xf n , ...,2,1,0=n  та їх значення )3()(nf , ...,2,1,0=n , що 


































безпосередньо повторним диференціюванням:  
)54/(1)( −= xxf ;                     7/1)3( =f ;  
2)54/(41)(' −⋅−= xxf ;    27/41)3(' ⋅−=f ;  
32 )54/(421)('' −⋅⋅= xxf ;    32 7/421)3('' ⋅⋅=f ;      
… … … … … … … … … … … … …  … … … … … …  
1)( )54/(4!)1()( +−−= nnnn xnxf ;  1)( 7/4!)1()3( +−= nnnn nf ;  
… … … … … … … … … … … … …  … … … … … … … … 












































.   
Звернемося до ознаки Даламбера для дослідження отриманого 



























   
1|3|)7/4( <−= x ;  4/734/7 <−<− x ;  4/194/5 << x .   





















nu , що розбі-
гаються, оскільки для них не виконується необхідна ознака збіжно-
сті.  Отже, )4/19;4/5(  – область збіжності одержаного ряду.  
Спосіб 2 – формальні перетворення.  Спочатку подамо функ-
цію )54/(1)( −= xxf  через нову змінну 3−= xz  – відхилення від 
центру розвинення 30 == xx :   
 55 
















= .  




−=+−++−=+ 0 )1(...)1(...1)1/(1 n nnnn xxxx ,  )1;1(−∈x ,  



























xf .  
Поклавши 3−= xz , повернемося до початкової змінної x  і 












xf .  
Його область збіжності )4/19;4/5(  знайдена вище.  
б) Спосіб І – безпосередня побудова. (Розв’яжіть самостійно).  
Спосіб 2 – формальні перетворення.  Введемо нову змінну 
2+= xz  – відхилення від центру розвинення 20 −== xx . Діста-
немо:  





















= .  


























xx , Rx ∈ ,  
































xf .  
Далі повернемося до початкової змінної x  і дістанемо шука-


















xf .  
Область збіжності ряду );( ∞+−∞ . (Переконайтеся в цьому 
самостійно, застосовуючи ознаку Даламбера).     ■    
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1.5.5. Застосування степеневих рядів до наближених обчислень  
У наближених обчисленнях степеневі ряди застосовують, зок-
рема, для:  обчислення значень функцій;  обчислення інтегралів;  
розв’язування диференціальних рівнянь.  
Наближене обчислення значень функцій. Нехай треба обчис-
лити значення функції )(xf  при 0xx = . Якщо функцію )(xf  мо-
жна розвинути в степеневий ряд в деякому інтервалі );( ba , що міс-
тить точку 0x , то точне значення )( 0xf  дорівнює сумі цього ряду 
при 0xx = , а наближене – частковій сумі )( 0xSn :  )()( 00 xSxf n≈ . 
Абсолютна похибка )()( 00 xSxf n−=∆  характеризує точність на-
ближення. Вона дорівнює модулю залишку ряду  )( 0xRn=∆ .  
Треба також враховувати похибки округлення при обчисленні 
самих залишених в )( 0xSn  членів ряду (дивись пункт 1.1).  
Приклад 1. Обчислити наближено значення o12sin  з точністю 
до 0001,0=ε . 


























xx , Rx ∈ ,   
де покладемо 2094393,015/12 =pi== ox  і дістанемо знакопочер-































Для заданої точності 0001,0=ε  наближення маємо   
00005,02/0001,02/21 ==ε=ε=ε .  
Знайдемо спочатку, скільки потрібно взяти перших n  членів, 
щоб при заміні суми )( 0xf  ряду частковою сумою )( 0xSn  отрима-
ти граничну абсолютну похибку 00005,01 =ε  залишку.  



















.   
Розв’яжемо цю нерівність методом підбору:  
0=n :  00005,00015312,0!3/)15/(|| 131 =ε>=pi=u ; 
1=n :  00005,0000003,0!5/)15/(|| 152 =ε≤=pi=u . 
Отже, досить взяти два перших члени ряду 0u  і 1u .   
Тепер визначимо кількість k  вірних десяткових знаків, які по-
винні мати залишені члени ряду після округлення:   
00005,02105,0 2 =ε≤⋅⋅ −k ; 00005,010 ≤−k ; 20000lg≥k ; 5=k .  
Таким чином   
20791,000153,020944,0!3/)15/(15/12sin 31 =−=pi−pi=≈ So .   
Остаточно  2079,012sin ≈o .      ■  




dxxf )( , який не береться в елементарних функ-
ціях або складний і незручний для безпосередніх обчислень. Розг-
лянемо випадок, коли підінтегральну функцію )(xf  можна розкла-
сти в степеневий ряд, інтервал збіжності якого охоплює відрізок 
інтегрування ];[ ba . Тоді на цьому відрізку ряд можна почленно 
проінтегрувати, використавши відповідну властивість степеневих 
рядів. Одержаний ряд дає точне значення інтеграла. Наближене зна-
чення дорівнює частковій сумі. Похибка обчислень визначається 
так само, як і при знаходженні значень функцій.  




4 )1( 2 dxexI x  з точністю до 0001,0=ε . 
□  Формула Ньютона – Лейбниця тут не застосовна, тому що 
первісна від  )1()( 24 −= xexxf  не виражається в елементарних 
функціях. Розвинемо підінтегральну функцію в степеневий ряд, ви-
користовуючи стандартний розклад для експоненти xe , де замість 
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x  підставимо 2x , потім віднімемо 1 і почленно помножимо на 4x :  
( )=−+++++=− 1...)!/...!2/!1/1()1( 24244 2 nxxxxex nx   
...!/...!2/!1/ 4286 ++++= + nxxx n ,  );( ∞+−∞∈x .  
Оскільки );(]2/1;0[ ∞+−∞⊆ , то цей степеневий ряд можна 
проінтегрувати почленно на  ]2/1;0[ .  Дістанемо:  





























   
( ) ...2)52(!1...)211!3(1)29!2(1 52119 +⋅+⋅++⋅⋅+⋅⋅+ +nnn .   
Шуканий інтеграл дорівнює сумі збіжного знакододатного ря-
ду. З’ясуємо, скільки перших членів отриманого ряду треба взяти, 
щоб виконувалася задана точність 0001,0=ε .  
Для заданої точності 0001,0=ε  наближення маємо   
00005,02/0001,02/21 ==ε=ε=ε .  




























































Тут добутки )92)(2( ++ nn , )112)(3)(2( +++ nnn , …, що 
стоять у знаменниках другого, третього, … дробів, замінено на 
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менший вираз )72 +n , від чого кожний дріб збільшився. У дужках 
записана нескінченно спадна геометрична прогресія зі знаменником 
2/1=q . Її сума  2)2/11/(1 =−=S . Тоді  
( ) ( ))72()!1(212)72()!1(21 6272 +⋅+<⋅+⋅+< ++ nnnnR nnn .   
Підберемо n  так, щоб виконувалася умова  
( ) 00005,0)72()!1(21 162 =ε≤+⋅+< + nnR nn : 
1=n :     ( ) 00005,0000217,09!221 181 =ε>=⋅<R ;  
2=n :  ( ) 00005,0000015,011!321 1102 =ε<=⋅<R .  
Отже, досить взяти два перших члени ряду.   
Тепер визначимо кількість k  вірних десяткових знаків, які по-
винні мати залишені члени ряду після округлення:   
00005,02105,0 2 =ε≤⋅⋅ −k ; 00005,010 ≤−k ;  20000lg≥k ; 5=k .  










=≈ SI .   
Остаточно  0012,0≈I .      ■  
Наближене розв’язування диференціальних рівнянь. Коли то-
чно проінтегрувати диференціальне рівняння за допомогою елемен-
тарних функцій не вдається або досить складно, його розв’язок 
)(xyy =  можна шукати у вигляді ряду Тейлора або Маклорена.  
Зокрема, при розв’язуванні задачі Коші:  
),(' yxfy = ,  00 )( yxy =   
використовується ряд Тейлора з центром розвинення у початковій 


















xyxy ,   
де  00)( yxy = ,  ),()(' 000 yxfxy = , а решта похідних )( 0)( xy n , 
...,3,2=n  знаходиться методом послідовного диференціювання 
чи методом невизначених коефіцієнтів. Суть цих методів розгля-
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немо на прикладах.   
Зауваження 1. Питання про те, за яких умов розв'язок дифе-
ренціального рівняння можна шукати у вигляді степеневого ряду, а 
також яка похибка цього розв'язку, тут не розглядаються. 
Приклад 3. Знайти у вигляді степеневого ряду до перших чо-
тирьох членів включно частинний розв’язок диференціального рів-
няння 32' xyy −= , що задовольняє початковій умові 2)1( =y . 
□  Застосовуємо  метод послідовного диференціювання.  
Шукаємо розв’язок )(xyy =  у вигляді ряду Тейлора з цент-







)1(')1()( 32 +−+−+−+= xyxyxyyxy ,   
де згідно умови задачі явно виписані перші чотири члени.  
За умовою 2)1( =y . Підставляючи 1=x  і 2)1( == yy  у ди-
ференціальне рівняння 32' xyy −= , знаходимо 312)1(' 32 =−=y .  
Далі диференціюємо послідовно диференціальне рівняння по 
x  і в отримані вирази підставляємо відомі на даному кроці величи-
ни. Одержуємо похідні )1(''y  і )1('''y :  
23'2'' xyyy −= ;  9332213)1(')1(2)1('' 2 =−⋅⋅=⋅−⋅⋅= yyy ;  
xyyyxyyyyy 6''2)'(26)''''(2''' 2 −+=−+= ;  
4269223216)1('')1(2))1('(2)1(''' 22 =−⋅⋅+⋅=⋅−⋅+= yyyy . 
Отже,    ×+−+−+= )!3/42()1)(!2/9()1)(!1/3(2)( 2xxxy    
...)1(7)1)(2/9()1(32...)1( 323 +−+−+−+=+−× xxxx .   ■   
Приклад 4. Знайти у вигляді степеневого ряду до перших 
трьох членів включно частинний розв’язок диференціального рів-
няння )2/1ln(64' 2 xyy +−= , що задовольняє початковій умові 
4)0( =y . 
□  Застосовуємо  метод невизначених коефіцієнтів.  
Шукаємо розв’язок )(xyy =  у вигляді степеневого ряду 
...)( 2210 +++= xaxaaxy  з центром розвинення у початковій точ-
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ці 0=x . Тут згідно умови задачі явно виписані перші три члени з 
невідомими коефіцієнтами na , 2,1,0=n .  
З початкової умови 4)0( =y  дістаємо 4)0(0 == ya . Тоді роз-
в’язок )(xyy =  набуває вигляду:  ...4)( 221 +++= xaxaxy .  
Далі диференціюємо цей розв’язок:    ...2)(' 21 ++= xaaxy .    
Використовуючи стандартне розвинення для )1ln( x+ , в яко-
му замінюємо х  на 2/х , дістаємо степеневий ряд з центром в тій 
же початковій точці 0=x  для функції )2/1ln( x+  в правій частині:  
...8/2/...)22/(2/)2/1ln( 222 +−=+⋅−=+ xxxxx ,  
де відповідно до умови задачі явно виписані тільки перші члени до 
степеня 2x  включно.  
Отримані вирази підставляємо в диференціальне рівняння:   





121 8816...2 xaxaxaxaxaa   
...832...2 2321 −+−++ xxxaa .    
Прирівнюємо коефіцієнти при однакових степенях х  зліва та 
справа у цій тотожності:   
0x  161 =a ;  
x  3282 12 −= aa ; 
… … … … ... … … 
Звідси знаходимо:  161 =a ;  4816164164 12 =−⋅=−= aa .  
Підставляємо отримані значення коефіцієнтів у степеневий 
ряд і дістаємо:  ...48164)( 2 +++= xxxy .     ■  
Зауваження 2. Цими ж методами можна наближено розв’язу-
вати диференціальні рівняння вищих порядків.  
Приклад 5. Знайти три перших (відмінних від нуля) члени роз-
винення в степеневий ряд в околі початкової точки частинного роз-
в'язку диференціального рівняння yexyy 3''' −= , що задовольняє 
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початковим умовам 0)3( =y , 1)3(' =y . 
□  Скористаємося методом послідовного диференціювання.  














yyxy .  
Тут  
0)3( =y ; 01)3(' ≠=y ; 03133)3('3)3('' 0)3( =−⋅=−= eeyy y .  
Послідовно диференціюючи дане рівняння, отримаємо: 
'3'''''' yeyxyy y−+= ;  =−+= )3('3)3(''3)3(')3(''' )3( yeyyy y   
0213031 0 ≠−=⋅−⋅+= e ;   −++= ''''''')4( xyyyy    
''3)'(3'''''2)''''(3 2 yeyexyyyeyye yyyy −−+=+− ;   
=−−+= )3(''3))3('(3)3('''3)3(''2)3( )3(2)3()4( yeyeyyy yy    
090313)2(302 020 ≠−=⋅−⋅−−⋅+⋅= ee . 
Підставляючи знайдені похідні в шуканий ряд, дістанемо: 
+−−+−+−+= 32 )3)(!3/2()3)(!2/0()3)(!1/1(0)( xxxxy    
...)3)(8/3()3)(3/1()3(...)3)(!4/9( 434 +−−−−−=+−−+ xxxx . ■  
 
1.5.6. Степеневі ряди на комплексній площині  




cccc ,   
члени якого є комплексними числами:  пnn ibac += , ...,2,1=n .  
Відокремлюючи дійсну й уявну частини ряду, отримуємо два 
дійсних ряди:  ∑
∞
=1n na  і ∑
∞
=1n nb . Якщо одночасно збіжні обидва 




=1  і Bbn n =∑
∞
=1 , то комплексний ряд 
∑
∞
=1n nc  теж збіжний, причому  iBAcn n +=∑
∞




=1n na  і ∑
∞
=1n nb  розбіжний, то комплексний ряд 
∑
∞
=1n nc  теж розбіжний.  
Таким чином, дослідження комплексного ряду на збіжність 
зводиться до дослідження двох дійсних рядів за допомогою розгля-
нутих вище ознак збіжності.  







1 || n nnn n bac , то 
комплексний ряд ∑
∞
=1n nc  називається абсолютно збіжним.  








zzczzcczzc ,   
де аргумент z , центр розвинення 0z  і сталі коефіцієнти nc , 
...,2,1,0=n  є комплексними числами: yixz += , 000 yixz += , 
пnn ibac += .  





з центром розвинення 00 =z .  
Зауваження. Комплексний степеневий ряд є узагальненням 
дійсного степеневого ряду. Зокрема, у ряді n
n n




плексним аргументом z  центр розвинення 0z  і сталі коефіцієнти 
nc , ...,2,1,0=n  можуть бути дійсними числами.  
Комплексний степеневий ряд має властивості, аналогічні від-
повідним властивостям дійсного степеневого ряду. Зокрема, зали-
шається справедливою теорема Абеля.  
Круг радіуса R  з центром у початку координат 0=z , усере-




=0  абсолютно збігається, а ззов-
ні розбігається, називається кругом збіжності цього ряду. Число 





=0  збіжний в усій комплексній площині, то 
+∞=R . Якщо цей ряд збіжний лише в одній точці 0=z , то 
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0=R .  




=0  в точках межі круга 
збіжності, тобто на колі Rz =|| , розв’язується окремо для кожного 
конкретного ряду.  
Усередині круга збіжності комплексний степеневий ряд можна 
почленно диференціювати й інтегрувати.   
Приклад. Знайти область збіжності даного комплексного сте-
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27|2| 3<+z ;  3|2| <+z .  
Таким чином, ряд абсолютно збіжний всередині круга 
3|2| <+z , а 3=R  – його радіус збіжності.  
















































n  розбігається за гра-






n   ( 15/1 ≤=p ).  
Оскільки виконуються умови ознаки Лейбниця  
||)32/(3)12/(3|| 15/15/1 +=+>+= nn unnu ;  















n  збігається умовно.  
Отже, областю збіжності є замкнений круг 3|2| ≤+z .  
















Таким чином, ряд абсолютно збіжний всередині круга 
1|| <− iz , а 1=R  – його радіус збіжності.  













nnnn nnnizn ,   
який розбігається, оскільки не виконується необхідна ознака збіж-









































)38(limlim   
                                                                               08/3 ≠= e .   
Отже, областю збіжності є відкритий круг 1|| <− iz .    ■  
Сума )(zS  комплексного степеневого ряду всередині круга 
збіжності є деякою функцією комплексної змінної. Користуючись 
стандартними розвиненнями функцій дійсної змінної в степеневі 
ряди (ряди Маклорена) і поширюючи їх на комплексну площину, 
можна узагальнити поняття цих функцій, розглядаючи їх як суми 
відповідних комплексних степеневих рядів. Наприклад:  





















z ;   
























































Теорема. Для довільного комплексного числа z  справджуєть-
ся рівність:  zizeiz sincos +=  – основна формула Ейлера.  
□  Підставляючи в наведений вище ряд для комплексної екс-





















zzizzizzi ,    
де скористалися співвідношеннями 
ii n =+14 ;  124 −=+ni ;  ii n −=+34 ;  144 =+ni ,  ...,2,1,0=n .  
Оскільки отриманий ряд абсолютно збіжний, то його члени 
можна довільним способом групувати і переставляти. Зберемо 
окремо члени з множником i  (уявна одиниця) та  без нього і цей 
множник винесемо за дужки. Одержимо:   
( ) ( )...!5/!3/!1/...!6/!4/!2/1 53642 −+−++−+−= zzzizzzeiz .   
У дужках маємо розвинення в степеневі ряди відповідно функ-
цій zcos  і zsin . Отже,    zizeiz sincos += .    ■   
 
1.6. Ряди Фур’є   
Функціональні ряди використовуються для подання довільної 




ϕ= 0 )()( n nn xaxf ,  
де )(0 xϕ , )(1 xϕ , )(2 xϕ , …, )(xnϕ , …  –  система відомих (базис-
них) функцій;  na   ),1,0( K=n  – сталі коефіцієнти.  
Розглянуті вище степеневі ряди (ряди Тейлора чи Маклорена) 
дозволяють подавати функції, що безліч разів диференційовні, тоб-
то дуже гладкі. Крім того, у загальному випадку  а) швидкість збіж-
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ності (кількість членів, які треба залишити для досягнення заданої 
точності наближення) значно зростає при віддалені від центру роз-
винення;  б) n -а часткова сума nS  ряду Тейлора чи Маклорена не є 
найкращим середньо квадратичним наближенням функції )(xf  
серед поліномів n -го степеня.  
Для розвинення розривних функцій чи функцій з розривами 
похідних потрібні інші функціональні ряди. Необхідність усунення 
зазначених та інших недоліків обумовлює переважне використання 
рядів з ортогональними базисними функціями.  
Як і при розгляді степеневих рядів, виникають питання:  а) за 
яких умов на задану функцію )(xf  можливе відповідне розвинен-
ня?  б) як обчислити його коефіцієнти?  в) який характер збіжності?   
Далі дано відповіді для найбільш поширеної тригонометрич-
ної системи ортогональних базисних функцій.  
 
1.6.1. Ортогональність функцій   
Нехай функції )(xf  і )(xg  визначені та неперервні на деяко-
му відрізку ];[ ba . Їх можна розглядати  як нескінченновимірні век-
тори і ввести відповідні означення.  
Скалярним добутком функцій )(xf  і )(xg  на відрізку ];[ ba  
називається невід'ємне число   ∫=
b
a
dxxgxfgf )()(),( .  
Евклідовою нормою функції )(xf  на відрізку ];[ ba  назива-




dxxffff )(),(|||| 22 .  
Функція )(xf  нормована на ];[ ba , якщо 1|||| 2 =f . 
Середньо квадратичною відстанню між функціями )(xf  і 
)(xg  на відрізку ];[ ba  називається евклідова норма їх різниці:  
( )∫ −=−=ρ ba dxxgxfgfgf 222 )()(||||),(  .  
Функції )(xf  і )(xg  називаються ортогональними на від-
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Скінченна або нескінченна система функцій )(0 xϕ , )(1 xϕ , 
)(2 xϕ , …, )(xnϕ , …, які неперервні на відрізку ];[ ba  і не дорів-
нюють тотожно нулю, називається ортогональною на цьому відріз-















,0)()(   ),1,0;,1,0( KK == nm .  
Якщо при цьому 1=nA  ),1,0( K=n , то система називається орто-
нормованою. (Кожна функція є нормованою: 1||)(|| 2 ==ϕ nn Ax ).  
Теорема. Система тригонометричних функцій  
KK ,sin,cos,,2sin,2cos,sin,cos,1 nxnxxxxx   
ортогональна на відрізку ];[ pipi− , довжина якого дорівнює їх спіль-
ному періоду pi= 2T .  
□  Враховуючи співвідношення 0sin =nx  і nnx )1(cos −=   
( Zn ∈ ), безпосереднім обчисленням можна показати (зробіть це 




212 dx ;  pi=∫
pi
pi−
dxnx2cos ;  pi=∫
pi
pi−




dxnx ;  0sin1 =⋅∫
pi
pi−
dxnx ;  0cossin =∫
pi
pi−




dxnxmx  ( nm ≠ ); 0sinsin =∫
pi
pi−
dxnxmx  ( nm ≠ ). ■   
Зауваження 1. Розглянута тригонометрична система ортого-
нальна, але не нормована. Діленням кожної функції на відповідну 
норму її можна звести до ортонормованого вигляду.  
Зауваження 2. Тригонометрична система має значне практичне 
застосування, оскільки описує поширені у різних сферах коливальні 
процеси. Однак існує багато інших ортогональних систем функцій. 
Зокрема, часто використовуються системи ортогональних много-
членів Лежандра, Чебишова, Ерміта, Лагерра.       
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1.6.2. Розкладання періодичних функцій у ряди Фур'є.  
Достатні умови збіжності ряду Фур'є 
За наведеною вище ортогональною тригонометричною систе-
мою складемо відповідний тригонометричний ряд:  




++=+++ 10 )sincos(2...sincos n nnnn nxbnxaanxbnxa ,  
де  0a , na , nb  ( ...,2,1=n ) – сталі коефіцієнти.  
Примітка. Для скорочення запису, за знаком підсумовування 
∑  зовнішні дужки часто опускають. 
Оскільки базисні тригонометричні функції мають спільний пе-
ріод pi= 2T , то сума ряду теж періодична з періодом pi= 2T .  
Нехай )(xf  – задана pi2 -періодична функція. Знайдемо такі 
конкретні значення коефіцієнтів  0a , na , nb   ( ...,2,1=n ), щоб  




++= 10 )sincos(2)( n nn nxbnxaaxf  .               (1) 
Будемо припускати, що цей розклад і одержані з нього далі 
ряди можна почленно інтегрувати на відрізку ];[ pipi−  довжиною в 
період pi= 2T . При обчисленнях використаємо значення інтегралів, 
записаних при доведенні теореми з попереднього пункту 1.6.1.  



























)2/()( adxadxxf ;  ∫
pi
pi−
pi= dxxfa )()/1(0  . (2)  
Помноживши обидві частини (1) на mxcos  і проінтегрувавши 
















++ 11 sincoscoscos n nn n dxnxmxbdxnxmxa .  
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pi= dxnxxfan cos)()/1( ,  ...,2,1=n  .                 (3) 
Аналогічно, помноживши ряд (1) на mxsin  і проінтегрувавши 




pi= dxnxxfbn sin)()/1( ,  ...,2,1=n  .                (4) 
Числа 0a , na , nb  ( ...,2,1=n ), які обчислюються за формула-
ми (2) – (4), називаються коефіцієнтами Фур’є функції )(xf .  
Тригонометричний ряд (1), коефіцієнтами якого є коефіцієнти 
Фур’є функції )(xf , називають рядом Фур’є цієї функції.  
Зауваження 1. Інтеграли у формулах для коефіцієнтів Фур’є 
можна обчислювати на довільному проміжку ]2;[ pi+aa , довжина 
якого дорівнює періоду pi= 2T  функції )(xf .  
Знайдено декілька достатніх ознак збіжності ряду Фур'є до 
функції )(xf . Зазначимо без доведення одну з них. 
Теорема Діріхле (достатня ознака розвинення функції в ряд 
Фур'є).  Якщо функція )(xf  має період pi= 2T  і на відрізку 
];[ pipi−  неперервна або має скінченне число точок розриву першого 
роду і відрізок ];[ pipi−  можна розбити на скінченне число частин 
так, що всередині кожної з них функція монотонна, то її ряд Фур'є 
збігається на всій числовій осі, причому сума ряду )(xS  в точках 
неперервності функції )(xf  дорівнює їй самій )()( xfxS = , а у 
кожній точці розриву 0x  функції )(xf  – середньому арифметич-















При цьому збіжність ряду Фур'є рівномірна на будь-якому відрізку, 
що належить інтервалу неперервності функції )(xf .  
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Функція )(xf , що задовольняє умови теореми Діріхле, нази-
вається кусково-монотонною на відрізку ];[ pipi− .  
Отже, у ряд Фур’є можна розвивати функції достатньо загаль-
ного вигляду. Графік суми ряду )(xS  є сукупністю дуг кривих та 
ізольованих точок. Він майже всюди співпадає з графіком самої  
функції )(xf , за винятком її точок розриву першого роду, де сума 
ряду приймає згладжене значення, що дорівнює середньому ариф-
метичному односторонніх границь. Як приклад, на рис. 4 зображено 
графік деякої кусково-монотонної pi2 -періодичної функції )(xf , а 




Зауваження 2. Швидкість збіжності ряду Фур’є тим більша, 
чим гладкіша функція  )(xf .  
Зауваження 3. Часткова сума nS  ряду Фур’є є найкращим се-








xpi pi3pi2 pi4 pi5pi−pi− 2
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тричних многочленів відповідного вигляду.  
Зауваження 4. Ряди Фур’є можна використовувати для знахо-
дження сум числових рядів. Якщо 0x  – точка неперервності функції 
)(xf , то за теоремою Діріхле  
2)()sincos( 001 00 axfnxbnxan nn −=+∑
∞
=
.   









;0,0)( 2 x  x
x   











xf     
У випадку а), користуючись одержаним розвиненням, обчислити 






n n .  
□  а) Задана функція кусково-монотонна на проміжку ];[ pipi−  
(рис. 6), тому її можна розкласти в ряд Фур'є. Отже, задача зводить-





x ;  =pi= ∫
pi
pi−
dxnxxfan cos)()/1(   












































































2    
) )/()1(2sin)/1( 202 nnxn n pi−=+ pi ;  =pi= ∫ pipi− dxnxxfbn sin)()/1(   












































































































































xf .  
Знайдений ряд збіжний до функції )(xf  при всіх 
pi+≠ )12( nx , Zn ∈ . У точках pi+= )12( nx , Zn ∈  функція )(xf  
терпить розриви першого роду (скінченні стрибки висотою pi ). У 






1))12(( pi=+pi++−pi+=pi+ nfnfnS .  
Зазначимо, що сума )(xS  є розривною функцією, хоча всі 
члени ряду неперервні (у точках розриву pi+= )12( nx , Zn ∈  по-
рушена рівномірна збіжність ряду).  

































































































xf .   ■  
 
1.6.3. Ряди Фур'є для парних і непарних періодичних функцій  
Для парних і непарних функцій справедливі наступні твер-
дження (доведіть їх самостійно):  
1) Добуток двох парних чи двох непарних функцій є парною 
функцією.  
2) Добуток парної функції на непарну є непарною функцією.  
3) Інтеграл по симетричному відрізку ];[ aa− , 0>a  від пар-
ної функції )(xf  дорівнює подвоєному інтегралу по правій половині 






)(2)( .   
4) Інтеграл по симетричному відрізку  ];[ aa− , 0>a  від не-




dxxf .   
Нехай треба розвинути в ряд Фур'є pi2 -періодичну парну фун-
кцію )(xf . Оскільки nxcos  і nxsin  – відповідно парна ч непарна 
функції, то добутки nxxf cos)(  і nxxf sin)(  також відповідно є 
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парною і непарною функціями. Інтегруючи їх на симетричному 

















dxnxxfbn  .                  




+= 10 cos2)( n n nxaaxf  .                           (3) 
Нехай треба розвинути в ряд Фур'є pi2 -періодичну непарну 
функцію )(xf . Тоді добутки nxxf cos)(  і nxxf sin)(  відповідно є 
непарною і парною функціями. Інтегруючи їх на симетричному 





 ;  0cos)()/1( =pi= ∫
pi
pi−






sin)()/2(sin)()/1( dxnxxfdxnxxfbn  .     (4)  




= 1 sin)( n n nxbxf  .                              (5) 
Зазначимо, що ряди (1) – (3) і (4), (5) відображають характер 
функції )(xf . Ряд Фур’є для парної функції містить лише косинуси 
(парні функції), а ряд Фур’є для непарної функції містить лише си-
нуси (непарні функції). 
Приклад. Розвинути в ряд Фур'є pi2 -періодичні функції:    











xf   
в) pi<<pi−= xxxf ,)( 3 .    
Користуючись одержаними розвиненнями, обчислити суми число-














n .  
□  Задані функції є кусково-монотонні, тому можуть бути роз-
винені в ряди Фур’є. 
а) Оскільки функція )(xf  парна (рис. 7), то, користуючись 
































































































Ця рівність виконується на всій числовій осі, тому що задана 
функція неперервна для всіх дійсних значень x .   




























Звідси                 8/)12/(1 21 2 pi=−∑
∞
=m




xpi pi3pi2 pi4 pi5pi−pi− 2
pi
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Ця рівність справедлива на всій числовій осі );( +∞−∞∈x , 
крім точок розриву nx pi= , Zn ∈ . У точках розриву nx pi= , 
Zn ∈  сума знайденого ряду синусів, очевидно, дорівнює нулю.   
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1.6.4. Ряди Фур'є для періодичних функцій  
з довільним періодом.  Гармонічний аналіз  
Нехай l2 -періодична функція )(xf  визначена на відрізку 
];[ ll−  довжиною в період lT 2= , 0>l  і на цьому відрізку є кус-
ково-монотонною.  
Розкладемо її в ряд Фур’є. Виконаємо заміну змінної за фор-
мулою pi= /ltx  і розглянемо функцію )/()( pi=ϕ ltft . 
Ця pi2 -періодична функція )(tϕ  визначена на відрізку ];[ pipi−  




++=ϕ 10 )sincos(2)( n nn ntbntaat ;  ∫
pi
pi−




ϕpi= dtnttan cos)()/1( ;   ∫
pi
pi−
ϕpi= dtnttbn sin)()/1( .  





= ;  dx
l




















































b sin)(1 .  
Зауваження 1. Розвинення парних та непарних періодичних 
функцій з періодом lT 2= , 0>l  відповідно у ряди косинусів і си-
нусів набувають наступного вигляду.   



































cos)(2 ,  ...,2,1=n  . 




















sin)(2 ,  ...,2,1=n  . 
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Приклад 1. Розвинути в ряд Фур'є періодичні функції, що за-
дані на відповідному відрізку ];[ ll−  довжиною в період lT 2= , 
0>l . Знайти значення суми ряду  )0(S  і )2/(lS :    























xf    
□   Задані функції є кусково-монотонні, тому можуть бути роз-
винені в ряди Фур’є. 
а) Функція )(xf  парна і має півперіод 2/pi=l  (рис. 9). Її 


































































































































xf .    
У точках 0=x  і 4/2/ pi== lx  дана функція )(xf  неперерв-
на, тому  
0)0()0( == fS ;   22|)4/sin(|)4/()4/( =pi=pi=pi fS .  
б) Функція )(xf  непарна і має півперіод 1=l  (рис. 10). Її 
























































































xf .   




















У точці 2/12/ == lx  дана функція )(xf  неперервна, тому  
2/112/1)2/1()2/1( −=−== fS .  





































1)0()0( == fS ;   22)4/()4/( =pi=pi fS .  ■  
Широке практичне застосування розвинення в ряд Фур'є за 
тригонометричними функціями зумовлене перш за все тим, що воно 
відображає структуру фізичних процесів як суперпозиції коливань.  
Користуючись відомим з тригонометрії методом введення до-
поміжного аргументу, ряд Фур’є можна подати в амплітудно-




ϕ+ω+= 10 )(cos)( n nnn xAAxf  ,  
де  2/00 aA =  – середнє значення функції )(xf  за період;  
( )nnx ϕ+ωcos  – n -а  гармоніка ( ...,2,1=n ), що має кругову час-
тоту (хвильове число) lnn /pi=ω ,  амплітуду  nA  і початкову 
фазу  nϕ , які визначаються зі співвідношень:   
22
nnn baA += ;    nnn Aa ϕ= cos ;  nnn Ab ϕ−= sin   ...),2,1( =n .   
Хвильові числа утворюють послідовність }/{}{ lnn pi=ω  – 
спектр. Спектр має дискретний характер зі сталим кроком 
l/pi=ω∆  між сусідніми числами. Відповідна послідовність амплі-
туд }{ nA  називається амплітудним спектром.   
Процес і результат розвинення функції )(xf  в ряд Фур'є на-
зивається гармонічним аналізом.  
На ньому, зокрема, ґрунтується більшість видів неруйнівного 
контролю технічних систем.  
В електротехніці при дослідженні лінійних ланцюгів частот-
ним методом спочатку вхідний сигнал розкладається на елементарні 
гармонічні складові (аналіз), які потім перетворюються у відповідні 
 82 
гармонічні складові на виході ланцюга. Одержані гармоніки підсу-
мовуються, що визначає вихідний сигнал (синтез).  
Зауваження 2. При практичній реалізації гармонічного аналізу 
звичайно оперують з емпіричними функціями, що задаються гра-
фічно, таблично чи алгоритмічно. Тому для обчислення інтегралів у 
формулах для коефіцієнтів Фур'є, як правило, використовують чи-
слові методи.  
Приклад 2. Розвинути в ряд Фур'є періодичні функції, що за-
дані на відповідному відрізку ];[ ll−  довжиною в період lT 2= . 
Зобразити діаграму амплітудного спектра )( nnn AA ω= , 4,1=n :  











xf   
□   Задані функції є кусково-монотонні, тому можуть бути роз-
винені в ряди Фур’є. 
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nnn    
( )22221)1(26 pipi+−+= + nnn ;  
18,21 ≈A ;  97,02 ≈A ;  65,03 ≈A ;  46,04 ≈A ;   
3// pi=pi=ω nlnn ; 3/1 pi=ω ; 3/22 pi=ω ; pi=ω3 ; 3/41 pi=ω .   
Діаграма амплітудного спектра зображена на рис. 11.   
 
 



















An .   ■  
Рис. 11 
0 3/pi pi3/2pi 3/4pi
1





1.6.5. Розвинення в ряд Фур'є неперіодичних функцій  
На практиці часто виникає необхідність розвинути в ряд Фур'є 
неперіодичну функцію )(xf , задану на скінченному проміжку 
];[ ba . Нехай ця функція кусково-монотонна на відрізку ];[ ba .  
Побудуємо довільним способом періодичну кусково-монотон-
ну функцію )(* xf  з періодом abT −≥ , що збігається з )(xf  на 





















де  )(1 xϕ  і )(2 xϕ  – довільні кусково-монотонні функції (поза від-
різком ];[ ba  поводження функції )(* xf  не має значення), та про-
довжимо її періодичним способом з періодом ablT −≥= 2  на всю 
числову вісь. (Геометрично для цього потрібно виконати перене-
сення графіка функції )(* xf  паралельно осі Ox  праворуч і ліворуч 
на відстані ,...,...,2, nTTT ).  
Отриману l2 -періодичну функцію можна подати рядом Фур'є. 
На відрізку ];[ ba  його сума співпадає з даною функцією )(xf  у 
всіх її точках неперервності, а в точках розриву всередині проміжку 
];[ ba  і на його кінцях вона дорівнює півсумі односторонніх гра-
ниць. Тобто можна вважати, що функція )(xf  розкладена в ряд 
Фур'є на відрізку ];[ ba .  
Зауваження. При різному виборі періоду ablT −≥= 2  і різ-
них функціях )(1 xϕ  і )(2 xϕ  одержуємо різні розвинення однієї й 
тієї ж заданої функції )(xf , ];[ bax ∈  в ряд Фур’є. Відкривається 
можливість вибирати краще за тими чи іншими критеріями розви-
нення. Наприклад, використовувати розклад, у якому коефіцієнти за 
модулем спадають швидше або обчислюються простіше.  
Розглянемо детальніше поширений випадок, коли неперіодич-
на функція )(xf  задана на відрізку ];0[ l , 0>l . Випадки довільно-
го проміжку ];[ ba  зводяться до нього лінійною заміною аргументу 
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axt −= .  
Можна безпосередньо проміжок ];0[ l  взяти за період lT =  і 
побудувати для )(xf  повний ряд Фур'є, проте при цьому доведеть-
ся обчислювати всі коефіцієнти 0a , na  і nb . 
Можна вчинити інакше:  вибрати довільну кусково-монотонну 
функцію )(xϕ  на відрізку ]0;[ l−  і визначити на всьому симетрич-











а потім поширити її періодичним способом з періодом lT 2=  на 
всю числову вісь. Далі знову для )(xf  побудувати ряд Фур'є, але 
тепер з іншим періодом lT 2= .  
На практиці найчастіше перевага надається парному чи непар-
ному продовженню функції )(xf , ];0[ lx ∈  на проміжок ]0;[ l− , 
що приводить до неповного ряду Фур'є.  
а) Продовжимо функцію )(xf , ];0[ lx ∈  парним способом на 
проміжок  ]0;[ l−   (геометрично для цього потрібно симетрично 
відобразити графік функції )(xf  відносно осі Oy ) (рис. 12), при-











а потім поширимо її періодичним способом з періодом lT 2=  на 



















































cos)(2 , ...,2,1=n . 
При 0=x  і lx =  даний ряд збігається відповідно до 
)00( +f   і  )0( −lf . 
б) Продовжимо функцію )(xf , ];0[ lx ∈  непарним способом 
на відрізок ]0;[ l−  (геометрично для цього потрібно центрально си-
метрично відобразити графік функції )(xf  відносно початку коор-











а потім поширимо її періодичним способом з періодом lT 2=  на 






























sin)(2 , ...,2,1=n . 
 
 









Приклад. Кожну з даних функцій, визначених на відповідному 
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xf    
□  Задані функції є кусково-монотонні, тому можуть бути роз-
винені в ряди Фур’є. 
а) Маємо 2=l . При парному продовженні дана функція )(xf  
















































































































































xf .    
При непарному продовженні дана функція )(xf  розкладаєть-











































































































































































































xf .  ■  
 
1.6.6. Комплексна форма ряду Фур'є  
























xf .  
З основної формули Ейлера xixeix sincos +=  випливає, що  
( )ixix eex −+=
2
1


















sin pi−pi −−=pi .  
Підставимо ці вирази в записаний ряд і окремо згрупуємо до-














































Введемо позначення  
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2/00 ac = ;  2/)( nnn ibac −= ;  2/)( nnn ibac +=−   








necxf )/()( ,  












,   K,2,1,0 ±±=n   
(перевірте самостійно окремо для 0c , nc−  і nc , ...,2,1=n ).  
Зауваження 1. Комплексна форма ряду Фур'є має більш прос-
тий вигляд. До того ж у деяких випадках її застосування полегшує 
обчислення. При необхідності можна від комплексної форми перей-
ти до дійсного вигляду, використовуючи співвідношення  
00 2ca = ;  nnn cca −+= ;  )( nnn ccib −−= ,  
що дають дійсні значення, оскільки 0c  – дійсне число (середнє зна-
чення функції за період), а коефіцієнти nc−  і nc  – комплексно спря-
жені.  
Приклад. Кожну з даних l2 -періодичних функцій, визначених 
на відповідному відрізку ];[ ll− , розвинути в ряд Фур'є в комплекс-









































xf   
□  Задані функції є кусково-монотонні, тому можуть бути роз-
винені в ряди Фур’є. 
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.       ■  
Зауваження 2. У гармонічному аналізі величина xlnie )/( pi  нази-
вається комплексною гармонікою, якій відповідає комплексна ам-
плітуда nc . Амплітуда nA  і початкова фаза nϕ   n -ї гармоніки 
( )nnx ϕ+ωcos  ( ...,2,1=n ) визначаються за формулами:   
||2 nn cA = ;         nn carg−=ϕ .   
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1.6.7. Інтеграл Фур'є   
Нехай функція )(xf , що задана на всій числовій осі, є куско-
во-монотонною на кожному скінченному інтервалі й абсолютно ін-
тегровною на всій області визначення );( ∞+−∞ , тобто симетрич-
ний невласний інтеграл ∫
∞+
∞−
dxxf |)(|  збігається. На довільному 
проміжку ];[ ll−  вона допускає розвинення в ряд Фур'є (в комплек-







necxf )( , де lnn /pi=ω  – відповідні хви-
льові числа, що утворюють дискретний спектр з кроком l/pi=ω∆ .  
Цей ряд можна подати у вигляді  















nnn edxexflecxf )()2/(1)(    






















n dtetfS n)()(~ .  
Функцію )(xf , що задана на всій множині дійсних чисел R , 
можна розглядати як періодичну з нескінченним періодом 
+∞== lT 2 . При +∞→l  крок ω∆  між сусідніми хвильовими 
числами прямує до нуля, тобто спектр стає суцільним. Якщо зафік-
сувати x , то останній запис ряду Фур'є має вигляд інтегральної су-
ми. При +∞→l  ( 0→ω∆ ) ця сума заміняється інтегралом:   
( )∫ ∞+
∞−




=ω dtetfS ti)()(  .    
Одержаний інтеграл для функції )(xf  називається інтегра-
лом Фур'є в комплексній формі. Він служить розвиненням функції 
)(xf  за неперервним спектром. Функція )(ωS  називається спект-
ральною щільністю. Вона є аналогом коефіцієнта nc  в комплекс-
ній формі ряду Фур'є. Проте, якщо nc  характеризує комплексну ам-
плітуду, що відповідає круговій частоті (хвильовому числу) nω , то 
)(ωS  – щільність розподілу комплексних амплітуд залежно від 
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кругової частоти ω . Її модуль |)(| ωS  називають амплітудою спе-
ктральної щільності чи амплітудним спектром.  








neS )(~  складається з доданків, які залежать 
від l . Необхідне теоретичне обґрунтування граничного переходу 
при +∞→l  виходить за рамки даного посібника.  
Зауваження 2. У точках розриву першого роду функції )(xf  
інтеграл Фур'є (як і сума ряду Фур'є) дорівнює півсумі односторон-
ніх границь зліва та справа.  
Зауваження 3. Збіжність невласних інтегралів по симетрично-
му нескінченному проміжку );( ∞+−∞  розуміється в смислі голов-
ного значення.   
Інтеграл Фур'є можна подати у дійсному вигляді  





ωpi=ω dtttfa cos)()/1()( ;  ∫
∞+
∞−
ωpi=ω dtttfb sin)()/1()(  .  
Приклад 1.  Знайти спектральну щільність і амплітудний 




























xf   де 0, >=τ consth  .  





xx edxedxxf .  
Отже, )(xf  допускає подання інтегралом Фур'є.  




















































=ωS .  













= deideSxf xixi 222
1)(
2
1)( .   
б) Задана функція є кусково-монотонною й абсолютно інтег-






hdxhdxxf 2|)(| .  
Отже, )(xf  допускає подання інтегралом Фур'є.  


































Оскільки одержано дійсну величину, то амплітудний спектр  
ωτω=ω sin)/1(2|)(| hS .  













= dehdeSxf xixi sin)(
2
1)( .    ■   
Приклад 2. Зобразити інтегралом Фур'є в дійсній формі дану 
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xdxxdxxf .  
Отже, )(xf  допускає подання інтегралом Фур'є.  






cos)1()/2(cos)()/1()( dtttdtttfa   











sin)/1(sin)/1()1( tdtttt   
)()cos1(2 2piωω−= ;          =ωpi=ω ∫
∞+
∞−
dtttfb sin)()/1()(   
;;sin;1sin)1()/2( 1
0
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cos12)( dxxxf .   










2cos22sin2)( dxxf .   ■  
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1.7. Контрольні запитання  
1. Що називається числовим рядом, частковою сумою, загальним 
членом, сумою, залишком ряду?  
2. У чому полягає необхідна ознака збіжності та відповідна до-
статня ознака розбіжності ряду?  
3. Сформулюйте властивості дій з рядами.  
4. Який числовий ряд називається знакододатним?  
5. У чому полягає інтегральна ознака Коші? Як оцінюються сума і 
залишок збіжного знакододатного ряду, спираючись на інтег-
ральну ознаку?  
6. При яких умовах збігаються і розбігаються найпоширеніші ета-
лонні ряди – узагальнений гармонічний ряд і ряд геометричної 
прогресії?  
7. Сформулюйте основну ознаку порівняння.  
8. У чому полягає гранична ознака порівняння? Як треба підбира-
ти відповідний еталонний ряд?   
9. Сформулюйте ознаку Даламбера.  
10. Коли краще застосовувати ознаку Даламбера, щоб не натрапити 
на випадок невизначеності?  
11. У чому полягає радикальна ознака Коші?  
12. Коли краще застосовувати радикальну ознаку, щоб не натрапи-
ти на випадок невизначеності?  
13. Який числовий ряд називається знакозмінним?  
14. Що таке знакопочерговий ряд (ряд Лейбниця)?  
15. У чому полягає ознака Лейбниця збіжності знакопочергового 
ряду?  
16. Як оцінюються сума і залишок збіжного знакопочергового ряду, 
спираючись на ознаку Лейбниця?  
17. Який знакозмінний ряд називається абсолютно збіжним? Умов-
но збіжним?  
18. Сформулюйте достатню ознаку збіжності знакозмінного ряду.  
19. В якому порядку краще досліджувати знакозмінний ряд на аб-
солютну й умовну збіжність?  
20. Що називається функціональним рядом? Що таке його точка 
збіжності і точка розбіжності? Область збіжності?   
21. Який функціональний ряд називається абсолютно збіжним?  
22. Що називається рівномірною нормою функції, яка неперервна 
на відрізку?  
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23. Що називається рівномірною відстанню між функціями, які не-
перервні на відрізку?  
24. Який функціональний ряд називається рівномірно збіжним?  
25. У чому полягає ознака Вейєрштрасса  рівномірної  збіжності 
функціонального ряду?  
26. Сформулюйте властивості рівномірно збіжних функціональних 
рядів.  
27. Який функціональний ряд називається степеневим?  
28. У чому полягає теорема Абеля про збіжність степеневого ряду?  
29. Що таке інтервал збіжності степеневого ряду?  Чим  область 
збіжності може відрізнятися від інтервалу збіжності?  
30. Яким може бути радіус збіжності степеневого ряду?  
31. Як досліджується збіжність степеневого ряду на кінцях інтерва-
лу збіжності?  
32. Сформулюйте властивості степеневих рядів.  
33. Який вигляд мають ряди Тейлора і Маклорена?  
34. У чому полягає теорема про єдиність розвинення функції в ряд 
Тейлора?  
35. Сформулюйте теореми про умови існування й збіжності ряду 
Тейлора.  
36. Які основні способи побудови розкладу функцій у ряди Тейлора 
і Маклорена?  
37. Наведіть приклади застосування степеневих рядів до наближе-
них обчислень значень функцій, визначених інтегралів і розв’я-
зування диференціальних рівнянь.  
38. Що називається комплексним степеневим рядом? Який вигляд 
має його область збіжності?  
39. Як за допомогою рядів задаються експонента, синус і косинус 
комплексної змінної? Запишіть  основну формулу Ейлера, що 
зв’язує ці функції.  
40. Які недоліки розвинення функцій у степеневі ряди?  
41. Що називається скалярним добутком функцій, які неперервні на 
відрізку?  
42. Що називається евклідовою нормою функції, що неперервна на 
відрізку?  
43. Що називається середньо квадратичною відстанню між функ-
ціями, які неперервні на відрізку?  
44. Яка пара функцій називається ортогональною на відрізку?  
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45. Яка система функцій називається ортогональною на відрізку? 
Ортонормованою на ньому?  
46. Що називається рядом Фур’є за тригонометричною системою 
функцій?  
47. Як обчислюються коефіцієнти Фур’є для pi2 -періодичної функ-
ції?  
48. Сформулюйте теорему Діріхле, що виражає достатню ознаку 
розвинення функції в ряд Фур’є.  
49. Яка функція називається кусково-монотонною на відрізку?  
50. Як записується неповний ряд Фур’є для pi2 -періодичної парної 
функції? Для pi2 -періодичної непарної функції? За якими фор-
мулами обчислюються коефіцієнти Фур’є в цих випадках?  
51. Як записується ряд Фур’є для періодичної функції з довільним 
періодом lT 2= , 0>l  ? За якими формулами обчислюються 
коефіцієнти Фур’є в цьому випадку?  
52. Як будується періодичне продовження функції, що задана на 
скінченному проміжку?  
53. Як будується парне (непарне) періодичне продовження функції, 
що задана на відрізку ];0[ l ? Як записується відповідний ряд ко-
синусів (ряд синусів)? За якими формулами обчислюються кое-
фіцієнти отриманого розвинення?  
54. Як записується ряд Фур'є  в амплітудно-фазовій формі?  
55. Що називається гармонічним аналізом?  
56. Що таке гармоніка, хвильове число, амплітуда, початкова фаза? 
Як ці величини виражаються через коефіцієнти Фур'є?  
57. Як записується ряд Фур'є в комплексній формі? За якими фор-
мулами обчислюються коефіцієнти цього розвинення?  
58. Що таке комплексна амплітуда? Як виражаються амплітуда і 
початкова фаза гармоніки через комплексну амплітуду?  
59.  Як записується інтеграл Фур'є в комплексній формі?  
60. При яких умовах на функцію, що задана на всій числовій осі, 
можливе її подання інтегралом Фур'є?  
61. Яка функція називається спектральною щільністю? Амплітуд-





1.8. Індивідуальні завдання для самостійної роботи  
Завдання 1. Дослідити на збіжність знакододатні числові ря-
ди. Для ряду з пункту а) знайти третю часткову суму 3S .  
Вказівка. Усі обчислення проводити з точністю до чотирьох 
десяткових знаків після коми. 
 





















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Завдання 2. Дослідити на абсолютну й умовну збіжність зна-
копочергові числові ряди. Для ряду з пункту а) знайти третій його 
член (з точністю до чотирьох десяткових знаків після коми).  
 







































































































































































































































































































































































































































































































































































































































































































































































































































Завдання 3. Знайти радіус, інтервал і область збіжності степе-
невого ряду.  
 































































































































































































































































































































































































Завдання 4. Розвинути дану функцію в ряд Маклорена. Знай-
ти область збіжності отриманого ряду.  
 



































































































15 xex 22 )1( −+  30 )23(ln 23 ++ xxx  
 
 
Завдання 5. Наближено обчислити даний визначений інтеграл 
з граничною абсолютною похибкою 001,0=ε , розкладаючи підін-
тегральну функцію в степеневий ряд і потім інтегруючи його поч-
ленно.  
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в околі початкової точки 0x  частинного розв’язку )(xyy =  даного 











xyy ='' , 1)1( −=y , 
2)1(' =y ,  4=k  16 




' yxy −= , 
1)2( −=y ,  3=k  17 
yx eyey −=' , 0)0( =y ,  
3=k  
3 
yxy /)23(' −= , 
1)2( =y ,  3=k  18 
24




' += , 
0)1( =−y ,  4=k  19 
xyyy 2' 3 −= , 1)2( −=y ,  
3=k  
5 
2cos2' yxy −= , 





1)0( −=y , 
2)0(' =y ,  4=k   
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'/'' yxy = , 2)1( =y ,  
1)1(' −=y , 4=k  21 
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8 xyyy 3'
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1)2( =−y ,  3=k  23 
2)'('' yxyy −= , 1)2( =y , 
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9 xyey
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10 yxy
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''' yxyy += , 1)3( −=y , 
1)3(' =y ,  4=k  
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32
' yyxy −= , 
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Завдання 7. Розвинути в ряд Фур’є періодичну функцію 
)(xfy = , що задана на відрізку ];[ pipi−  довжиною в період 
pi= 2T . Побудувати на окремих рисунках в одному масштабі гра-
фік даної функції )(xfy =  і графік суми )(xSy =  одержаного її 
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Завдання 8.  
Варіанти 1 – 15. Розвинути в ряд Фур’є за синусами неперіо-
дичну функцію )(xfy = , що задана на відрізку ];0[ l , спочатку 
продовживши її непарним способом на симетричний відрізок 
];[ ll− , а потім довизначивши до періодичної функції з періодом 
lT 2= . Побудувати на окремих рисунках в одному масштабі графік 
продовженої періодичної непарної функції )(* xfy =  і графік суми 
)(xSy =  одержаного її розвинення на відрізку ]3;3[ ll− . Знайти 
значення  )0(S  і )2/(lS . Зобразити діаграму амплітудного спектра 
)( nnn AA ω= , 4,1=n . 
Варіанти 16 – 30. Розвинути в ряд Фур’є за косинусами непе-
ріодичну функцію )(xfy = , що задана на відрізку ];0[ l , спочатку 
продовживши її парним способом на симетричний відрізок  ];[ ll− , 
а потім довизначивши до періодичної функції з періодом lT 2= . 
Побудувати на окремих рисунках в одному масштабі графік про-
довженої періодичної парної функції )(* xfy =  і графік суми 
)(xSy =  одержаного її розвинення на відрізку ]3;3[ ll− . Знайти 
значення  )0(S  і )2/(lS . Зобразити діаграму амплітудного спектра 
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15 2/0,cos1 pi<<− xx   30 2/0,sin1 pi<<− xx   
 
 
Завдання 9. Розвинути в ряд Фур’є  в комплексній формі пе-
ріодичну функцію )(xfy = , що задана на відрізку ];[ ll−  довжи-
ною в період lT 2= , 0>l . Побудувати на окремих рисунках в од-
ному масштабі графік функції )(xfy =  і графік суми )(xSy =  
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Змістовий модуль 2.  
ФУНКЦ I Ї   ДЕК ІЛЬКОХ   ЗМ ІННИХ   
 
2.1. Поверхні другого порядку та інші поверхні  
Поверхні розглядаються в декартовій прямокутній системі 
координат Oxyz .  
Форма і властивості поверхні встановлюються за допомогою 
методу паралельних перерізів: побудови і дослідження просторо-
вих ліній перетину поверхні координатними площинами (головні 
перерізи) і площинами, що їм паралельні.  
 
2.1.1. Сфера як поверхня другого порядку  
Сферичною поверхнею (сферою) називається множина всіх 
точок ( )zyxM ,,  простору, кожна з яких віддалена від заданої 
точки ( )000 ,, zyxC  (центра сфери) на задану відстань R  (радіус 
сфери) (рис. 14).  
Зауваження 1. Сфера є обмеженою замкненою поверхнею, яка 
симетрична відносно центра. Довільна пряма, що проходить через її 
центр, служить віссю симетрії сфери. Довільна площина, що про-
ходить через центр сфери, служить її площиною симетрії.  
Для довільної точки ( )zyxM ,,  сфери виконується рівність 









0 )()()( .  






0 )()()( Rzzyyxx =−+−+−  .  
– рівняння сфери зі зміщеним центром. Це рівняння другого 
степеня. Отже, сфера – одна з поверхонь другого порядку.  
Якщо центр сфери співпадає з початком координат )0,0,0(O , 
то маємо канонічне рівняння сфери  
2222 Rzyx =++
 .  
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2.1.2. Загальне рівняння поверхні другого порядку  
Поверхнею другого порядку називається множина всіх точок 
простору, координати яких задовольняють її загальне рівняння  
0222 =+++++++++ JIzHyGxFxzEyzDxyCzByAx
 ,  
де JIHGFEDCBA ,,,,,,,,,  – сталі коефіцієнти, причому хоча 
б один з коефіцієнтів FEDCBA ,,,,,  відмінний від нуля, тобто  
0222222 ≠+++++ FEDCBA
 .  
Існує дев’ять типів дійсних невироджених поверхонь другого 
порядку:  три циліндра – еліптичний, гіперболічний і параболічний;  
конус другого порядку; еліпсоїд (зокрема, сфера);  однопорожнин-
ний гіперболоїд;  двопорожнинний гіперболоїд;  еліптичний парабо-
лоїд;  гіперболічний параболоїд.  
Тип поверхні визначається зведенням її рівняння до відповід-
ного стандартного вигляду. Завжди можна вибрати таку систему 
координат, в якій указане стандартне подання набуває канонічної 
(найпростішої) форми.  
Зауваження. Крім зазначених поверхонь, загальному рівнянню 
другого порядку може відповідати один з вироджених випадків:  су-
купність двох площин чи прямих, площина, пряма, точка чи порож-













0 )()()( Rzzyyxx =−+−+−
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чати уявну поверхню, тобто не мати геометричного смислу. Надалі 
обмежимося розглядом тільки дійсних невироджених поверхонь.  
Приклад. Показати, що задане рівняння є рівнянням сфери, та 
знайти її центр і радіус:  
      а) 025122416444 222 =+++−++ zyxzyx ;  
      б) 0356333 222 =++−++ zyzyx .  
□  а) Згрупуємо окремо члени з x , y  і z , а потім виділимо 
повні квадрати двочленів відповідного вигляду ax ± , by ±  і 
cz ± :  
025122416444 222 =+++−++ zyxzyx ;  
025)3(4)6(4)4(4 222 =+++++− zzyyxx ;   
+−+⋅++−+⋅− )3332()2222( 222222 yyxx   
( ) 04/25)2/3()2/3()2/3(2 222 =+−+⋅++ zz ;  
04/254/9)2/3(9)3(4)2( 222 =+−++−++−− zyx ;  
9)2/3()3()2( 222 =++++− zyx .  
Одержане рівняння описує сферу з центром у точці 
( )2/3,3,2 −−C  і радіусом 3=R .  
б) (Розв’язати самостійно). Відповідь:   
36/25)6/5()1( 222 =++−+ zyx ;  ( )6/5,1,0 −C ;  6/5=R .   ■  
 
2.1.3. Довільна циліндрична поверхня  
Циліндричною поверхнею (циліндром) називається поверхня, 
утворена рухом прямої (твірної) l , яка перетинає задану лінію 
(напрямну) 0l , залишаючись паралельною заданій прямій 0a , 
причому вказані лінії 0l  і 0a  не лежать в одній площині.  
Поверхні, твірні яких є прямими лініями, називаються ліній-
чатими. Оскільки лінійчаті поверхні конструюються з прямоліній-
них рейок, то такі поверхні широко використовують у будівництві 
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(опори, башти, перекриття, покрівлі і т.п.).  
Зауваження 1. Циліндр є лінійчатою поверхнею. Його можна 
уявити як “огорожу” з прямих, виставлену вздовж лінії 0a .  
Теорема. У просторі Oxyz  кожне рівняння з двома змінними 
( ) 0, =yxF , що не містить координати z , визначає циліндричну 













l    
що лежить у площині Oxy  (рис. 15).   
□  Для довільної точки ( )zyxM ,,  вертикальної циліндричної 












l     
її проекція ( )0,, yxN  на площину Oxy  лежить на цій лінії 0l , а 
значить, задовольняє її рівняння:  ( ) 0, =yxF ;  00 = .   
 
 
Отже, координати точки ( )zyxM ,,  задовольняють рівняння 









Рис. 15  
( ) 0,: =yxFS
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Очевидно, що координати точок, які не лежать на поверхні S , 
це рівняння не задовольняють, оскільки вони проектуються на пло-
щину Oxy  поза лінією 0l .       ■  
Зауваження 2. Рівняння ( ) 0, =zyF , що не містить змінну x , 
у просторі визначає циліндричну поверхню з твірними, які пара-
лельні осі Ox . Рівняння ( ) 0, =zxF , що не містить змінну y , у 
просторі визначає циліндричну поверхню з твірними, які паралельні 
осі Oy .   
 
2.1.4. Циліндричні поверхні другого порядку  
Розглянемо циліндричні поверхні другого порядку:  
 
1) Еліптичний циліндр 
(рис. 16) має канонічне рів-
няння  
12222 =+ byax
 .  
Зокрема, якщо Rba == , то 
рівняння   
222 Ryx =+
   
визначає  круговий циліндр.  
Координатні площини 
служать площинами симет-
рії, а координатні осі – осями симетрії еліптичного циліндра. Вісь 
Oz  називається прямою центрів еліптичного циліндра, оскільки 
кожна точка цієї осі є його центром симетрії.  
2) Гіперболічний циліндр (рис. 17) має канонічне рівняння  
12222 =− byax
 .  
Координатні площини служать площинами симетрії, а коорди-
натні осі – осями симетрії гіперболічного циліндра. Вісь Oz  нази-
вається прямою центрів гіперболічного циліндра, оскільки кожна 














Рис. 16  
 117 
 
3) Параболічний циліндр (рис. 18) має канонічне рівняння  
pxy 22 =
 .  
 
 
Дві координатні площини Oxy  і Oxz  служать площинами 
симетрії, а координатна вісь Ox  – віссю симетрії параболічного 
циліндра.    
Приклад. Звести рівняння заданої циліндричної поверхні до 
канонічного вигляду і побудувати зображення її відповідної час-
тини:  
а) 144169 22 =+ yx ,  4|| ≤z ;   б) 4002516 22 =− yx ,   
4|| ≤z ;   в) 082 =− xy ,  4|| ≤z .      (Виконати самостійно).  



















pxyS 2: 2 =
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2.1.5. Довільна конічна поверхня. Конус другого порядку   
Конічною поверхнею (конусом) називається поверхня, утворе-
на рухом прямої (твірної) l , яка проходить через задану точку 
( )000 ,, zyxC  (вершину) і перетинає задану лінію (напрямну) 0l , 
причому задана точка C  не лежить на заданій лінії 0l .  













l    
Конус є лінійчатою поверхнею. Нехай ( )zyxM ,,  – довільна 
точка конічної поверхні. Тоді рівняння твірної, на якій лежить ця 
точка, можна подати у вигляді рівняння прямої, що проходить через 
дві точки – вершину ( )000 ,, zyxC  і точку ( )ZYXN ,,  перетину 






















Якщо вилучити з наведених рівнянь для довільної точки твір-
ної ( )zyxM ,,   (ця точка одночасно належить конічній поверхні) 













   
то отримаємо рівняння конічної поверхні  
( ) 0,, =zyxF .   
Складемо рівняння конуса з вершиною в початку координат 








   
з півосями a  і b , що лежить у площині cz = , яка перпенди-
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кулярна до осі Oz .  
Канонічні рівняння твірної, що проходить через точку 
( )ZYXN ,,  напрямної, мають вигляд   
ZzYyXx /// == ,   де  12222 =+ bYaX , cZ = .  
Враховуючи cZ = , з рівнянь твірної маємо:   
zxczxZX // == ;  zyczyZY // == .   
Підставимо ці вирази у перше співвідношення для координат 
точки N  і дістанемо:  
1)/()/( 2222 =+ bzycazxc ;   0222222 =−+ czbyax    
– канонічне рівняння конуса другого порядку (еліптичного кону-
са)  (рис. 19).  
 
Вершина )0,0,0(O  є цент-
ром симетрії, вісь Oz  – віссю 
симетрії, а координатні площини 
– площинами симетрії даного 
конуса.  
Зокрема, якщо ba = , то 
рівняння   
0222222 =−+ czayax
   
визначає круговий конус.  
Зауваження. Коло, еліпс, гі-
перболу і параболу можна одер-
жати як лінії перетину кругового конуса площиною.  
Приклад 1. Звести рівняння заданого конуса другого порядку 
до канонічного вигляду і побудувати зображення його відповідної 
частини:  
а) 222 3694 zyx =+ ,  2|| ≤z ;    б) 222 zyx =+ ,  1|| ≤z .  
(Виконати самостійно).  
Приклад 2. Побудувати лінію перетину кругового конуса 


















Рис. 19  
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а) 2=z ;    б) 3=x ;    в) 4)3/2( += xz .   










   




















  ■  
 
2.1.6. Поверхні обертання  
Поверхня, утворена обертанням плоскої лінії (твірної, мери-
діана) l  навколо заданої прямої 0a  (осі обертання), що лежить у 
площині лінії l , називається поверхнею обертання.  
Коло, яке описує довільна точка твірної l  при обертанні, 
називається паралеллю. Площина паралелі перпендикулярна до осі 
обертання 0a .  











   
Якщо ця лінія обертається навколо осі Oz , то утворюється 
поверхня обертання, рівняння якої  
( ) 0,22 =+± zyxF
 .   
□   Нехай ( )zyxM ,,  – довільна точка поверхні обертання 
(рис. 20). Проведемо через цю точку паралель, яка перетинає твірну 
l  у точці ( )zYN ,,0 . Таким чином, точці ( )zyxM ,,  при обертанні 
відповідає єдина точка ( )zYN ,,0  твірної.  
Нехай ( )zK ,0,0 . – центр кола паралелі. Оскільки MK  і NK  
– радіуси одного і того ж кола, то  MKNK = . Але  || YNK = ;  
22 yxMK += . Тоді  22|| yxY += ;   22 yxY +±= .  
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Оскільки точка ( )zyxN ,,0 22 +±  належить твірній, то її 
координати задовольняють рівняння цієї лінії:   ( ) 0,22 =+± zyxF .   
Одержане рівняння є рівнянням поверхні обертання, оскільки 
його задовольняють координати zyx ,,  довільної точки цієї по-
верхні, а координати інших точок простору це рівняння не задо-
вольняють (їм при обертанні відповідають точки, що лежать поза 
твірною).       ■   
 
 
Правило: Щоб одержати рівняння поверхні, утвореної обер-
танням заданої кривої, що лежить у координатній площині, нав-
коло однієї з координатних осей цієї площини, треба у рівнянні лінії 
зробити заміну змінних:  змінну, що відповідає осі обертання, зали-
шити тією самою, а іншу змінну замінити на “плюс / мінус” квад-




















  ⇒  ( ) 0,22 =+± zyxF .   
Приклад. Знайти рівняння поверхні, отриманої обертанням 
прямої zy = , що лежить у площині Oyz , навколо осі  Oz .  








( ) 0,: 22 =+± zyxFS
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  ⇒   zyx =+± 22 .  
Підносячи до квадрата ліву та праву частини останнього рів-
няння, отримаємо  222 zyx =+ . Звідси маємо  
0222 =−+ zyx    
– канонічне рівняння кругового конуса.      ■  
 
2.1.7. Еліпсоїд обертання. Еліпсоїд загального вигляду  
Якщо еліпс  12222 =+ czby , що лежить у площині Oyz , 
обертати навколо осі  Oz , то дістанемо еліпсоїд обертання нав-
коло осі  Oz  (сфероїд) (рис. 21).  
 
 


















  ⇒   
⇒    ( ) 1222222 =++± czbyx .  
Звідси одержуємо  
1)( 22222 =++ czbyx
   
Рис. 21  
x  
z  














– канонічне рівняння еліпсоїда обертання.  
Зокрема, якщо Rcb == , то маємо канонічне рівняння сфери  
2222 Rzyx =++ .  
Піддаючи еліпсоїд обертання  1)( 22222 =++ czbyx   рів-
номірній деформації (розтягу чи стиску) вздовж осі Ox  з коефі-
цієнтом деформації abk = , треба у рівнянні цієї поверхні зробити 
заміну  zzyykxx →→→ ;; .   
У результаті дістанемо  
( ) 1))/(( 22222 =++ czbyxab ;  1222222 =++ czbyax    
– канонічне рівняння еліпсоїда загального вигляду (еліпсоїда) 
(рис. 22).  
 
 
Еліпсоїд має форму обмеженої замкненої овальної поверхні. 
Координатні площини служать площинами симетрії, а координатні 
осі – осями симетрії. Початок координат є центром симетрії і 
називається центром еліпсоїда.   
Величини a , b  і c  називаються півосями еліпсоїда. Якщо 
будь-які дві півосі рівні між собою, то маємо еліпсоїд обертання, а 
якщо всі три півосі рівні між собою, то – сферу.  
Зауваження. Лінією перетину еліпсоїда довільною площиною 
є еліпс.  
Приклад. Звести рівняння заданого еліпсоїда до канонічного 
вигляду і побудувати його зображення:  
Рис. 22  
x  
z  

















а) 14436916 222 =++ zyx ;    б) 36949 222 =++ zyx .  
(Виконати самостійно).  
 
2.1.8. Однопорожнинний гіперболоїд обертання.  
Однопорожнинний гіперболоїд загального вигляду  
Якщо гіперболу  12222 =− czby , що лежить у площині 
Oyz , обертати навколо уявної осі Oz , то отримаємо однопорож-
нинний гіперболоїд обертання навколо осі  Oz .  


















  ⇒   
⇒  ( ) 1222222 =−+± czbyx .  
Звідси маємо  
1)( 22222 =−+ czbyx
   
– канонічне рівняння однопорожнинного гіперболоїда обертання.  
Піддаючи однопорожнинний гіперболоїд обертання  
1)( 22222 =−+ czbyx    
рівномірній деформації (розтягу чи стиску) вздовж осі Ox  з кое-
фіцієнтом деформації abk = , треба у рівнянні цієї поверхні зро-
бити заміну  zzyykxx →→→ ;; . 
У результаті одержимо  
( ) 1))/(( 22222 =−+ czbyxab ;  1222222 =−+ czbyax    
– канонічне рівняння однопорожнинного гіперболоїда загального 
вигляду (однопорожнинного гіперболоїда) (рис. 23).  
Величини a , b  і c  називаються півосями однопорожнинного 
гіперболоїда.   
Однопорожнинний гіперболоїд має форму нескінченної труб-
ки, що розширюється в обидва боки від площини симетрії 0=z  
вздовж осі симетрії Oz . Поперечним перерізом є еліпс. Найвужчий 
 125 
з перерізів – при 0=z . Він нази-
вається горловим. Координатні 
площини служать площинами 
симетрії, а координатні осі – 
осями симетрії. Початок коорди-
нат є центром симетрії і нази-
вається центром однопорожнин-
ного гіперболоїда.  
   Зауваження. Однопорожнин-
ний гіперболоїд є лінійчатою по-
верхнею.  
Приклад. Звести рівняння 
заданого однопорожнинного гі-
перболоїда до канонічного вигля-
ду і побудувати зображення його 
відповідної частини:  
а) 14416936 222 =−+ zyx ,  
                                      33|| ≤z ;  
                                                           б) 36944 222 =−+ zyx , 2|| ≤z .  
(Виконати самостійно).  
 
2.1.9. Двопорожнинний гіперболоїд обертання.  
Двопорожнинний гіперболоїд загального вигляду  
Якщо гіперболу  12222 −=− czby , що лежить у площині 
Oyz , обертати навколо дійсної осі Oz , то дістанемо двопорожнин-
ний гіперболоїд обертання навколо осі  Oz .  


















  ⇒   
⇒    ( ) 1222222 −=−+± czbyx .  
Звідси отримуємо  
z  

















Рис. 23  
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1)( 22222 −=−+ czbyx
   
– канонічне рівняння двопорожнинного гіперболоїда обертання.  
Піддаючи двопорожнинний гіперболоїд обертання  
1)( 22222 −=−+ czbyx    
рівномірній деформації (розтягу чи стиску) вздовж осі Ox  з кое-
фіцієнтом деформації abk = , треба у рівнянні цієї поверхні зро-
бити заміну  zzyykxx →→→ ;; .  
У результаті одержимо  
( ) 1))/(( 22222 −=−+ czbyxab ;  1222222 −=−+ czbyax    
– канонічне рівняння двопорожнинного гіперболоїда загального 
вигляду (двопорожнинного гіперболоїда) (рис. 24).  
Величини a , b  і c  називаються півосями двопорожнинного 
гіперболоїда.   
 
 
Двопорожнинний гіперболоїд складається з двох симетричних 
порожнин, кожна з яких має форму нескінченної опуклої чаші. 
Координатні площини служать площинами симетрії, а координатні 
осі – осями симетрії. Початок координат є центром симетрії і 
називається центром двопорожнинного гіперболоїда.  
Приклад. Звести рівняння заданого двопорожнинного гіпербо-
лоїда до канонічного вигляду і побудувати зображення його від-





















          а) 3600400225144 222 −=−+ zyx ,  53|| ≤z ;   
          б) 1644 222 −=+ zyx ,  24|| ≤z .  
(Виконати самостійно).  
 
2.1.10. Параболоїд обертання.  
Параболоїд загального вигляду  
Якщо параболу  pzy 22 = , 0>p , що лежить у площині 
Oyz , обертати навколо її осі Oz , то дістанемо параболоїд 
обертання навколо осі  Oz .  


















  ⇒   
⇒  ( ) pzyx 2222 =+±  .  










– канонічне рівняння параболоїда обертання.  
Піддаючи параболоїд обертання  zqypx =+ )2()2( 22  рів-
номірній деформації (розтягу чи стиску) вздовж осі Oy  з коефі-
цієнтом деформації qpk /= , треба у рівнянні цієї поверхні зро-
бити заміну  
zzkyyxx →→→ ;;  .   




















   
– канонічне рівняння параболоїда загального вигляду (еліп-
тичного параболоїда) (рис. 25).  
Величини p  і q  називаються параметрами еліптичного 
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параболоїда,  0>p ,  0>q .   
Еліптичний параболоїд має фор-
му нескінченної опуклої чаші. Дві 
координатні площини Oxz  і Oyz  слу-
жать площинами симетрії, а коорди-
натна вісь Oz  – віссю симетрії. Поча-
ток координат називається вершиною 
еліптичного параболоїда.  
Зауваження. Еліптичний парабо-
лоїд можна утворити рухом однієї па-
раболи qzy 22 = , 0>q  вздовж іншої 
параболи pzx 22 = ,  0>p  так, що 
площина першої параболи залишається паралельною координатній 
площині Oyz , а її вершина ковзає по другій параболі. Площини цих 
парабол перпендикулярні між собою. При цьому рухома і нерухома 
параболи повернуті опуклостями в один бік – вершиною вниз.  
Приклад. Звести рівняння заданого еліптичного параболоїда 
до канонічного вигляду і побудувати зображення його відповідної 
частини:  
а) zyx 3694 22 =+ ,  40 ≤≤ z ;  б) 01622 =−+ zyx ,  10 ≤≤ z .  
(Виконати самостійно).  
 
2.1.11. Гіперболічний параболоїд  
Гіперболічним параболоїдом називається поверхня (рис. 26), 









    
Величини p  і q  називаються параметрами гіперболічного 
параболоїда,  0>p ,  0>q .   
Ця поверхня утворюється рухом однієї параболи qzy 22 −= ,  
0>q  вздовж іншої параболи pzx 22 = ,  0>p  так, що площина 















Oyz , а її вершина ковзає по другій параболі. Площини цих парабол 
перпендикулярні між собою. При цьому рухома і нерухома 
параболи повернуті опуклостями у протилежні боки: перша 
напрямлена вершиною вверх, а друга – вершиною вниз.  
Гіперболічний параболоїд має форму сідла. Початок коорди-
нат )0,0,0(O  (вершина гіперболічного параболоїда) є сідловою 
точкою (точкою перевалу) цієї поверхні. Дві координатні площи-
ни Oxz  і Oyz  служать площинами симетрії, а координатна вісь Oz  
– віссю симетрії.   




Приклад 1. Звести рівняння заданого гіперболічного парабо-
лоїда до канонічного вигляду і побудувати зображення його відпо-
відної частини:  
а) zyx 144169 22 =− ,  4|| ≤z ;   б) 0422 =−− zyx ,  1|| ≤z .  
(Виконати самостійно).  
Приклад 2. Визначити тип заданої поверхні другого порядку, 
звівши її рівняння до відповідного канонічного вигляду:  
а) 0369436 222 =−++ zyx ;   б) 04936 222 =−+ zyx ;   














д) 0100254 22 =−+ zyx ;  е) 0225259 22 =−− zyx ;  
є) 0100254 22 =−− yx ;  ж) 044 22 =−+ yx ;  з) 042 =− yx .  
□  (Розв’язати самостійно).   Відповідь:   
а) еліпсоїд;  б) конус другого порядку;  в) однопорожнинний 
гіперболоїд;  г) двопорожнинний гіперболоїд;  д) еліптичний пара-
болоїд;   е) гіперболічний параболоїд;   є) гіперболічний циліндр;   
ж) еліптичний циліндр;  з) параболічний циліндр.     ■   
 
2.2. Диференціальне  числення  функцій  декількох  змінних  
Поняття і методи диференціального числення узагальнюються 
на випадок функцій двох чи більшого числа змінних.   
 
2.2.1. Поняття функції багатьох змінних. Область визначення  
Нехай n  – деяке фіксоване натуральне число. Упорядкована 
множина n  довільних дійсних чисел ),...,,( 21 nxxx  називаються n -
вимірною точкою і позначається однією буквою, наприклад, M . 
Числа nxxx ,...,, 21  називаються координатами точки M . Позна-
чається ),...,,( 21 nxxxM .  
Множина всіх n -вимірних точок називається n -вимірним 
точковим простором  
nR . 
Нехай задано деяку n -вимірну непорожню множину D . Як-
що за вказаним правилом (законом відповідності) f  кожній точці 
M  цієї множини відповідає одне цілком певне значення дійсної 
змінної u , то кажуть, що задано функцію n  змінних == )(Mfu  
),...,,( 21 nxxxf= . При цьому множину D  називають областю 
визначення функції )(Mfu = . Незалежні змінні nxxx ,...,, 21  нази-
вають аргументами, а залежну змінну u  – функцією.  
Якщо D  – область на координатній площині Oxy  (плоска, 
двовимірна), то функція ),()( yxfMfz ==  є функцією двох 
змінних yx , .  
Якщо D  – область у тривимірному координатному просторі 
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Oxyz , то функція ),,()( zyxfMfu ==  є функцією трьох 
змінних zyx ,, .  
Нехай ),...,,( 020100 nxxxM  – деяка точка n -вимірного просто-
ру. Множина всіх точок цього простору, для кожної з яких 
),...,,( 21 nxxxM  відстань MM0=ρ  від точки 0M  менша ε , тобто 
виконується умова  
( ) ( ) ε<−++−==ρ 2021010 ... nn xxxxMM ,  
де 0>ε  – деяке додатне число, називається ε -околом точки 0M  і 
позначається ),( 0 εMU .  
У випадку двовимірного простору (площини) ε -околом точки 
0M  є внутрішня частина круга радіуса ε  з центром 0M .  
Зауваження 1. Надалі обмежимось, в основному, розглядом 
функцій лише двох і, рідше, трьох змінних. На випадок функцій 
більшого числа змінних відповідні результати поширюються за 
аналогією.  
Зауваження 2. Якщо функція задана аналітично (формулами) 
без будь-яких додаткових умов, то розглядають її природну об-
ласть визначення (область допустимих значень) D  – множину 
всіх тих точок, у яких дані аналітичні вирази мають смисл.  
Приклад 1. Знайти і зобразити штриховкою на координатній 
площині Oxy  природну область визначення D  заданої функції:  
а) )99(ln 22 yxz −−= ;   б) xyz −−= 12 ;  
в) ( ) 22916/)3(arcsin yxyxz −−+−= .  
□  а) Природна область визначення D  даної функції 
)99(ln 22 yxz −−=  – множина всіх тих точок ),( yx , для яких 
099 22 >−− yx , бо логарифм визначений тільки для додатних зна-
чень аргументу, а жодних інших обмежень на змінні yx ,  немає.  
Щоб зобразити область D  геометрично, знайдемо її межу:  
099 22 =−− yx ;   99 22 =+ yx ;   119 22 =+ yx .   
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Це рівняння еліпса з півосями 3=a  та 1=b . Даний еліпс у 
залежності від знака виразу 22 99 yx −−  ділить всю координатну 
площину Oxy  на дві частини – внутрішню і зовнішню (рис. 27).  
Щоб виявити, яка з частин вхо-
дить у область визначення, тобто задо-
вольняє умову 099 22 >−− yx , треба 
взяти довільно по одній пробній внут-
рішній точці з кожної частини і для 
них перевірити цю умову. Наприклад, 
для точки )0,0(O  умова виконується 
090909 22 >=⋅−− , тому внутрішня 
область, обмежена еліпсом, входить в D . Для точки )2,0(B  ця 
умова не виконується 0272909 22 <−=⋅−− , тому область, що 
лежить поза еліпсом, не входить в D .  
Отже, внутрішніми точками області визначення D  даної 
функції є точки, обмежені еліпсом. Сам еліпс не належить області 
D , тому що для його точок  099 22 =−− yx . Область D  – 
відкрита, її межа позначена пунктиром (рис. 27).  
б) Квадратний корінь добувається тільки з невід’ємних чисел, 
тому 012 ≥−− xy . Жодних інших обмежень на аргументи yx ,  
немає.  
Щоб зобразити область визначення D  геометрично, знайдемо 
її межу:   012 =−− xy ;   12 += xy . 
Це рівняння визначає параболу, яка в залежності від знака 
виразу  xy −−12   поділяє координатну площину на дві частини – 
внутрішню і зовнішню.  
Точка )0,0(O  лежить усередині параболи і не задовольняє 
належній умові. Точка )0,2(−A  лежить зовні параболи і задоволь-
няє цій умові. Отже, область визначення D  складається з точок, що 
лежать ззовні параболи. Область D  – замкнена, її межа позначена 
суцільною лінією (рис. 28).  
в) Природна область визначення D  даної функції  
O  
1−   
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( ) 22916/)3(arcsin yxyxz −−+−=   











Межа області D  визначається рів-
няннями  
16/)3( −=− yx ;  16/)3( =− yx ;   
09 22 =−− yx   
або    013 =+− yx ;  
013 =−− yx ;       922 =+ yx .  
Перші два рівняння визначають пару паралельних прямих, а 
третє рівняння – коло з центром у початку координат і радіусом 
3=R . Кожна пряма ділить координатну площину на дві півпло-
щини. Коло ділить координатну площину на внутрішню і зовнішню 
частини (всередині круга і поза кругом).  
Використовуючи пробні точки, знаходимо область визначення 
D  (рис. 29).   ■  
 
Рис. 28 
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2.2.2. Геометричне зображення функції двох змінних 
Множина всіх точок ( )zyxP ,,  простору, координати яких 
задовольняють рівняння ),( yxfz = , називається графіком функції 
двох змінних  ),( yxfz = .  
Звичайно графіком є дея-
ка поверхня S , що проектуєть-
ся на площину Oxy  на область 
визначення D  (рис. 30). (По-
верхня ),( yxfz = – це “дах”, 
що “нависає” над плоскою об-
ластю D ).  
Приклад. Побудувати по-
верхню, яка є графіком функції 
422 yxz +=  (еліптичний па-
раболоїд).  
□  Використовуємо метод 
паралельних перерізів.  
Знаходимо головні перерізи (перерізи координатними площи-
нами).  
0: =xOyz ;  42yz =  ;  zy 42 =  – парабола з вершиною у 
початку координат )0,0(O  і віссю Oz .  
0: =yOxz ;  2xz = ;  zx =2  – парабола з вершиною у почат-
ку координат )0,0(O  і віссю Oz .  
0: =zOxy ;  0422 =+ yx  ;   )0,0(O  – початок координат 
(вершина параболоїда).  
Додатково знаходимо переріз поверхні площиною, що пара-
лельна координатній площині 0: =zOxy .  
9=z ;  9422 =+ y x  ;   1369 22 =+ yx  – еліпс з великою 
піввіссю 6=a , що паралельна осі Oy , і з малою піввіссю 3=b , 
що паралельна осі Ox .  
Еліптичний параболоїд 422 yxz +=  зображений на 













Зауваження 1. Функцію трьох чи більше змінних зобразити за 
допомогою графіка неможливо.  
Зауваження 2. Для функції двох чи більше змінних не можна 
ввести поняття монотонності (зростання чи спадання). Наприклад, 
для функції ),( yxfz = , що зображена на рис. 32, у точці ),( yxM  
у напрямку променя 1l  ця функція спадає ( ) ( )MfMf <1 , а у 
























2.2.3. Лінії та поверхні рівня  
Для графічного зображення функцій двох і трьох змінних ви-
користовуються також відповідно лінії та поверхні рівня.  
Лінією рівня функції двох змінних ),( yxfz =  називається 
множина всіх точок координатної площини Oxy , в яких ця функція 
набуває одного й того ж значення Cz = ,  constC = . Рівняння лінії 
рівня   
Cyxf =),( .  
Через кожну точку ( )000 , yxM  області D  проходить єдина 
лінія рівня  )(),( 0Mfyxf = .  
При різних C  дістанемо різні лінії рівня для даної функції 
),( yxfz = , кожна з яких служить проекцією лінії перетину 












Якщо вибрати числа nCCC ,...,, 21  так, щоб вони утворювали 
арифметичну прогресію з різницею d   dCC nn +=+1 , то отримає-
мо топографічну карту рельєфу поверхні ( )yxfz ,= . По взаємному 
розміщенню ліній рівня можна судити про характер рельєфу:  там, 
де лінії розміщуються густіше, функція ( )yxfz ,=  змінюється 
швидше (поверхня крутіша);  там, де лінії розміщуються рідше, 
функція змінюється повільніше (поверхня більш полога).  
Приклади ліній рівня:  ізотерми, ізобари на географічних кар-
тах;  еквіпотенціальні лінії плоского електростатичного поля в 
електротехніці;  криві байдужості функції загальної корисності 
( )21 ,QQTU  споживання товарів двох видів 21 ,QQ  у мікроеко-
номіці.  
Приклад 1. Побудувати сім’ю ліній рівня функції 
222 ++= yxz  при 5,4,3,2 4321 ==== CCCC .  
□   Cyx =++ 222 ;    222 −=+ Cyx .  
0:2 221 =+= yxC  – точка )0;0(O  (вироджене коло).  
1:3 222 =+= yxC  – коло радіуса 1=R  з центром )0;0(O .  
2:4 223 =+= yxC  – коло радіуса 2=R  з центром 
)0;0(O .  
3:5 224 =+= yxC  – коло радіуса 3=R  з центром 
)0;0(O .  
Сім’я ліній рівня 222 −=+ Cyx  – це сім’я концентричних 
кіл з центром у початку координат )0;0(O  (рис. 34).  
Функція ),( yxfz =  зростає вздовж кожного радіального 
напрямку. Поверхня ),( yxfz =  – це симетрична “чаша” з круто 
зростаючими краями (параболоїд обертання).   ■  
Приклад 2. Побудувати сім’ю ліній рівня функції yxz 24 +=  
при 4,2,0 321 === CCC .  
□  Лінії рівня  Cyx =+ 24  – це сім’я паралельних прямих. На 
рис. 35 зображено лінії рівня при 4,2,0 321 === CCC .   ■  
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Поверхнею рівня функції трьох змінних ),,( zyxfu =  нази-
вається множина всіх точок простору Oxyz , в яких ця функція 
набуває одного й того ж значення Cu = ,  constC = . Рівняння 
поверхні рівня  
Czyxf =),,( .  
Прикладом поверхонь рівня служать еквіпотенціальні поверх-
ні просторового електростатичного поля.  
Приклад 3. Побудувати сім’ю поверхонь рівня функції 
222 zyxu ++=   при  4,1,0 321 === CCC .  
□   Поверхні рівня  Czyx =++ 222  – це сім’я концентричних 
сфер з центром у початку координат )0;0;0(O . На рис. 36 зобра-






























2.2.4. Частинні  прирости.  Повний  приріст.  
Границя.  Неперервність.  Точки розриву  
Нехай функція ),( yxfz =  визначена в деякому околі фіксо-
ваної точки ),( yxM . Надамо змінній x  приросту x∆ , залишаючи 
змінну y  фіксованою (рис. 37).  
 
 
Різниця  ),(),( yxfyxxfzx −∆+=∆  називається частинним 
приростом по x  функції ),( yxfz =  в точці );( yxM , що від-
повідає приросту x∆  незалежної змінної x .   
Аналогічно  ),(),( yxfyyxfzy −∆+=∆  – частинний при-
ріст по y .   
Якщо одночасно надати змінній x  приросту x∆ , а змінній y  
приросту y∆ , то різниця ),(),( yxfyyxxfz −∆+∆+=∆  нази-








y∆  x∆  
( )yxM ,
z∆  
( )yyxM ∆+,2  
( )yxxM ,1 ∆+  
( )yyxxM ∆+∆+ ,3  
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Зауваження 1. Із рис.  37 зрозуміло, що повний приріст z∆ , у 
загальному випадку, не дорівнює сумі частинних приростів:  
zzz yx ∆+∆≠∆ .  
Нехай функція ),( yxfz =  визначена в деякому околі точки 
),( 000 yxM , крім, можливо, самої точки 0M . Число A  називається 
границею функції ),( yxfz =  в точці 0M , якщо для довільного 
числа 0>ε  існує таке  число ( ) 0>εδ=δ , що для будь-якої точки 
M  із δ -околу точки 0M , крім, можливо, самої точки 0M , вико-












Іншими словами, число A  називається границею функції 
),( yxfz =  в точці 0M , якщо їх різниця Ayxf −=α ),(   є 
нескінченно малою  величиною при 0MM → :  
0),( →−=α Ayxf    при 0MM → .  
Зауваження 2. Точка M  необмежено наближається до точки 
0M  довільним способом. Важливо лише, що відстань MM0=ρ  
від точки 0M  прямує до нуля.  
Функція ),( yxfz =  називається  неперервною в точці 0M , 
якщо виконуються умови:  
1) функція ),( yxfz =  визначена в самій точці 0M  і в 
деякому її околі;  












Оскільки для неперервної функції ),( yxfz =  її приріст 
прямує до нуля .при  0MM → :  ( ) ( ) 00 →−=∆ MfMfz  і при 
цьому прирости всіх аргументів прямують до нуля:  
0;0 00 →−=∆→−=∆ yyyxxx ,   
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то означення неперервної в точці функції можна подати так.   
Функція ),( yxfz =  називається  неперервною в точці 0M , 
якщо в цій точці нескінченно малим приростам  x∆  і y∆  її 








Функція ),( yxfz =  називається  неперервною в області D , 
якщо вона неперервна в кожній точці цієї області.  
Властивості функції багатьох змінних, що неперервна в обме-
женій замкненій області, аналогічні відповідним властивостям 
функції однієї змінної, що неперервна на відрізку.   
Властивість 1. Функція ),( yxfz = , що неперервна в обме-
женій замкненій області D , є обмеженою і досягає в ній свого 
найменшого m  і найбільшого M  значення.   
Властивість 2. Якщо функція ),( yxfz =  неперервна в обме-
женій замкненій області D , а m  і M  – відповідно її найменше і 
найбільше значення у цій області, то для будь-якого числа µ , що 
задовольняє нерівність Mm ≤µ≤ , у області D  знайдеться хоча б 
одна точка DN ∈ , в якій значення функції дорівнює числу µ .  
Якщо в точці 0M  порушується хоча б одна з умов непе-
рервності, то ця точка називається точкою розриву функції 
),( yxfz = , а сама функція ),( yxfz =  називається розривною в 
точці 0M .  
Зауваження 3. Точка 0M  є точкою розриву функції 
),( yxfz = , зокрема, в таких випадках:  1) функція визначена в 
деякому околі точки 0M , крім самої точки 0M ;  2) функція 
визначена в усіх точках деякого околу точки 0M , але не існує 




;  3) функція визначена в усіх 













Зауваження 4. У випадку функції двох змінних точки розриву 
можуть бути ізольованими чи утворювати лінії розриву. Для функ-
ції трьох змінних точки розриву, крім цього, можуть утворювати 
поверхні розриву.  
Наприклад, функція )(1 22 yxz +=  має ізольовану точку 
розриву ( )0,0O , для функції )22(1 ++= yxz  пряма 
022 =++ yx  служить лінією розриву, а функція 
)9(1 222 −++= zyxu  має поверхню розриву – сферу 
9222 =++ zyx .  
Зауваження 5. Розглянута вище неперервність функції “за су-
купністю всіх аргументів одночасно” є дещо більше, ніж неперерв-
ність цієї функції “за всіма аргументами нарізно”.  











yxyxxyyxf   
є розривною в точці )0,0(0M  “за сукупністю змінних yx,  
одночасно”, хоча функції ( ) )0,(1 xfx =ϕ  і ( ) ),0(2 yfy =ϕ  непе-
рервні відповідно при 0=x  і 0=y .  
Дійсно, з одного боку  
( ) ( ) ( ) ( )00lim;00lim 220110 ϕ==ϕϕ==ϕ →→ yx yx .   
З іншого боку, на довільній прямій 0, ≠== constkkxy  маємо   
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2.2.5. Частинні  похідні  та  їх  обчислення  
Нехай функція ),( yxfz =  визначена в деякому околі фіксо-
ваної точки ),( yxM . Надамо змінній x  приросту x∆ , залишаючи 
змінну y  фіксованою (рис. 37).  
Частинною похідною функції ),( yxfz =  за змінною x  
називається границя відношення частинного приросту по x  цієї 
функції ),(),( yxfyxxfzx −∆+=∆  до відповідного приросту 
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Таким чином,  
[ ]
constydxdzxz ==∂∂ ;   [ ] constxdydzyz ==∂∂ .  
Зауваження. Якщо у функції багатьох змінних == )(Mfu  
),...,,( 21 nxxxf=  всі аргументи, крім вибраного jx , зафіксувати, то 
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отримаємо функцію )...,,,...,,()( 21 njjj xxxxfxu =ϕ=  тільки од-
нієї вибраної змінної jx . До цієї функції можна застосувати весь 
апарат математичного аналізу функцій однієї змінної. Зокрема, 
частинна похідна за вибраною змінною обчислюється за правилами 
диференціювання функції однієї змінної, вважаючи всі інші аргу-
менти сталими (фіксованими, “замороженими”):    
[ ] jiniconstxjj idxduxu ≠===∂∂ ;,1, ,  nj ,1= .  
Приклад. Знайти всі частинні похідні заданої функції:    
а) pi+−= yyxz sin2 ;   б) yxz = ;   в) zeu zxy2= ;   
г) )(cos 3 zxyxu −= ;   д) ( )24 zxytgu = .  






sinsin 22   
yxxyxy x /22)/1(00)()/1( 2 =⋅=+−′= ;    
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22 )( 22 zezxye zxyzxy −= .  (Завдання г) і д) виконати самостійно). ■  
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2.2.6. Геометричний  зміст  частинних  похідних  
Нехай функція ),( yxfz =  визначена в деякому околі точки 
),( 000 yxM  (рис. 38). Графіком функції ),( yxfz =  є деяка по-
верхня. Рівняння 0yy =  визначає січну площину, яка перпендику-
лярна до осі Oy . Ця площина перетинає поверхню ),( yxfz =  по 




=∂∂ , то виходячи з 





xz ∂∂  чисельно дорівнює тангенсу кута 
нахилу α  дотичної до лінії перерізу l  поверхні ),( yxfz =  
площиною 0yy =  у відповідній точці ),,( 0000 zyxP , де 
),( 000 yxfz = . (Геометричний зміст частинної похідної).  
Загальні рівняння дотичної прямої до лінії перерізу l  поверхні 







































    
– загальні рівняння дотичної прямої до лінії перерізу l  поверхні 
),( yxfz =  площиною 0xx = .   
 
2.2.7. Частинні та повний диференціали  
Нехай задано функцію багатьох змінних == )(Mfu  
),...,,( 21 nxxxf= . Якщо всі аргументи, крім вибраного jx , зафіксу-
вати, то одержимо функцію )...,,,...,,()( 21 njjj xxxxfxu =ϕ=   
тільки однієї вибраної змінної jx , диференціал якої називається 
частинним диференціалом функції  ),...,,()( 21 nxxxfMfu ==   
за змінною jx  і позначається ud jx .  
Частинний диференціал зв’язаний з відповідною частинною 









 ,  
де  jdx  – диференціал незалежної змінної jx . Диференціал неза-
лежної змінної збігається з її приростом  jj xdx ∆= .  
Приклад 1. Знайти частинні диференціали функції:  
а) )/( xyarctgz = ;        б) yxyzxu ln3 2 −= .  














































= ;     
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u 22 3013 =−⋅=
∂
∂
;   
dxxxyzudx )ln6( −= ; dyyxzxud 2y )/3( −= ; dzyxud z 23= .  ■   
Функція ),()( yxfMfz ==  називається диференційовною в 
точці ),( yxM , якщо її повний приріст −∆+∆+=∆ ),( yyxxfz  
),( yxf−  можна подати у вигляді  
( ) ( ) yyxxyxyBxAz ∆∆∆β+∆∆∆α+∆+∆=∆ ,, ,  
де  BA,  – незалежні від x∆  і y∆  величини;  ),( yx ∆∆α  і 
),( yx ∆∆β  – нескінченно малі при 0→∆x  і 0→∆y   функції.  
Повним диференціалом dz  функції ),( yxfz =  в точці 
),( yxM  називається головна частина її повного приросту в цій 
точці, лінійна щодо приростів x∆  і y∆  аргументів:  
yBxAdz ∆+∆= .  
Теорема 1 (необхідна умова диференційовності). Якщо функ-
ція ),( yxfz =  диференційовна в деякій точці ),( yxM , то вона 
неперервна в цій точці.  











limlim),(     






.   ■  
Оскільки диференціали незалежних змінних збігаються з їх 
приростами  xdx ∆=  і ydy ∆= , то  dyBdxAdz +=  .  
Теорема 2. Якщо функція ( )yxfz ,=  диференційовна в точці 
);( yxM , тобто dyBdxAdz += , то ця функція  має в точці 
);( yxM  частині похідні xz ∂∂  і yz ∂∂ , причому  
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ByzAxz =∂∂=∂∂ ; .  
Іншими словами, повний диференціал функції ),( yxfz =  до-
рівнює сумі добутків частинних похідних цієї функції на диферен-










= .  
□   yyxxyxyBxAz ∆∆∆β+∆∆∆α+∆+∆=∆ ),(),( ;   























;   























.  ■   
Теорема 3 (Достатня умова диференційовності). Якщо 
функція ),( yxfz =  має в деякій точці );( yxM  неперервні час-
тинні похідні xz ∂∂  і yz ∂∂ , то ця функція диференційовна в точці 
M .  
□   ),((),(),( yyxxfyxfyyxxfz ∆+∆+=−∆+∆+=∆ -  
              )),(),(()),( yxfyyxfyyxf −∆++∆+− .  
Використовуємо формулу скінченних приростів Лагранжа  
)()()()( abxab −ϕ′=ϕ−ϕ ,    );( bax ∈   
для функції однієї змінної та отримуємо  
, yyxfxyyxfz yx ∆⋅′+∆⋅∆+′=∆ ),(),( .  
Із неперервності частинних похідних xf ′  і yf ′  випливає  
),(),(),( yxyxfyyxf xx ∆∆α+′=∆+′ ;  
),(),(),( yxyxfyxf yy ∆∆β+′=′ ,  















yyxxyxyyxfxyxfz xx ∆∆∆β+∆∆∆α+∆′+∆′=∆ ),(),(),(),( ;   
dyBdxAdz += ,    де  ),(;),( yxfByxfA xx ′=′= .   ■   
Приклад 2. Знайти повний диференціал функції:  
а) ( )2ln zyxu ++= ;       б) )(sin 322 yxeu z += .  

































































= ;  

































udu z )(2sin 32    
dzyxezdyyxey zz )(sin2)(2sin3 3232 22 ++++ .    ■  
Зауваження. При достатньо малих приростах аргументів x∆  і 
y∆  повний приріст z∆  функції ),( yxfz =  можна наближено 
замінити повним диференціалом  dzz ≈∆ . Звідси маємо формулу 
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для наближеного обчислення значення функції  
yyxfxyxfyxfyyxxf yx ∆′+∆′+≈∆+∆+ ),(),(),(),( .  
Приклад 3. Знайти повний приріст і повний диференціал функ-
ції  yxz /=   в точці ( )3,9M   при 1,0=∆x  і 2,0−=∆y .  






























































233,0)2,0()3/9(1,0)3/1( 2 ≈−⋅−⋅=dz .   ■  
Приклад 4. Знайти наближене значення   
а) 1cos98,1=A ;         б) 3ln17=A .  
□  а) Розглянемо функцію  yxyxzz cos),( == . Нехай 2=x ; 
3/pi=y .  Тоді  02,0298,1 −=−=∆x ;  047,03/1 −≈pi−=∆y .  
Дістанемо:  



















































;   
≈−⋅−+−⋅+≈= )047,0()73,1()02,0()2/1(11cos98,1A   
07,1081,001,01 ≈+−≈ .   
б) Розв’язати самостійно.   ■   
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2.2.8. Похідні  складених  функцій  
Обмежимось розглядом трьох важливих випадків у припущен-
ні, що всі частинні похідні неперервні.  
1) Нехай задана функція двох змінних ),( yxfz = , аргументи 
якої самі є функціями незалежної змінної t :  )(txx = , )(tyy = . 
Тоді повна похідна складеної функції однієї змінної t   
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=∆ ,  


































.    
При  0→∆t  із неперервності функцій )(txx = , )(tyy =  
випливає, що  0→∆x ,  0→∆y  і, значить,  0→α   і  0→β .  






























lim , то 

















= .   ■  
2) Якщо аргументи функції двох змінних ),( yxfz =  самі є 
функціями інших двох незалежних змінних ),( vuxx =  і 
),( vuyy = . Тоді частинні похідні складеної функції двох змінних  
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=∆  ,  
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=∆ ,   
































































 .       ■  
3) Нехай задана функція двох змінних ),( yxfz = , де другий 
аргумент y  сам є функцією першого аргументу x :  )(xyy = . Тоді 
повна похідна складеної функції однієї змінної ( ))(, xyxfz =  об-
















 .  
Зауваження 1. Праворуч у цій формулі перший доданок xz ∂∂  
– це частинна похідна за x , обчислена в припущенні, що 
consty = . У лівій частині маємо dxdz  – повну похідну за x , об-
числену при умові, що y  є функцією від x :  )(xyy = .  
Третій випадок безпосередньо випливає з першого, якщо при-
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йняти  xt = .  
Приклад 1. Знайти значення вказаних похідних складеної 
функції у відповідній точці:  
а) dtdz , якщо xyexz = , де ttx cos= , tty sin= , pi=0t ;  
б) uz ∂∂  і vz ∂∂ , якщо  )( 2 yxarctgz += , де vux ln= , 
uvy cos= , pi=0u , 10 =v ;  
в) dxdz , якщо  )arcsin(xyz = ,  де  xy ln= , 10 =x .   
□  а) pi−=pipi== cos)( 00 txx ;  0sin)( 00 =pipi== tyy ;  
tttdtdx sincos −= ;    1sincos −=pipi−pi=
pi=t
dtdx ;    




dtdy ;  


























= ;   )1()()11 32 +pi−=pi−⋅pi+−⋅=
pi=tdt
dz
.    





























uvuy sin−=∂∂ ; 0sin11, =pi⋅−=∂∂ =pi= vuuy ; uvy cos=∂∂ ;   
























































































;   
( ) 2/11)2/1(01, −=−⋅+pi⋅=∂∂ =pi= vuvz ;   
































































. ■  
Зауваження 2. Очевидно, значення похідних будуть ті самі, як-
що у вираз для зовнішньої функції ),( yxfz =  попередньо підста-
вити замість x  та y  відповідні внутрішні функції, а потім знайти 
шукані похідні за внутрішніми аргументами звичайним способом.  
 
 
2.2.9. Інваріантність  форми  повного  диференціала  
Теорема (Інваріантність форми повного диференціала).  
Повний диференціал складеної функції ),( yxfz = , де ),( vuxx = , 











= ,  
який збігається з виглядом повного диференціала звичайної функції.  
Іншими словами, вигляд повного диференціала функції не 
залежить від того, чи є її аргументи незалежними змінними чи 
функціями інших змінних.  
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.   ■   
 
2.2.10. Диференціювання  неявно  заданих  функцій  
Теорема 1. (умови існування неявної функції). Якщо функція 
),( yxF  та її частинні похідні ),( yxFy′ , ),( yxFx′  визначені та не-
перервні в деякому околі точки ),( 00 yxM , причому 0),( 00 =yxF , 
а 0),( 00 ≠′ yxFy , то рівняння  0),( =yxF  в деякому околі точки 
),( 00 yxM  визначає єдину неявну неперервну і диференційовну 
функцію )(xyy = , причому )( 00 xyy = .  
(Без доведення).  
Теорема 2. Нехай функція )(xyy =  задається неявно рівнян-
ням 0),( =yxF , де функція ),( yxF  та її частинні похідні 
),( yxFy′  і ),( yxFx′  неперервні в околі деякої точки ),( yxM , коор-
динати якої задовольняють це рівняння, причому  0),( ≠′ yxFy . 
Тоді в цій точці    
),(),( yxFyxFy III yxx −= .  














= ;   
0),( =yxF ;  0=dxdz ;  0=⋅+ III xyx yFF ;  III yxx FFy −= .   ■  
Приклад 1. Написати рівняння дотичної до кривої  
43: 243 =− yyxl     у точці  )2;1(0M .  
□   Перевіримо, чи задовольняє точка )2;1(0M  рівняння лінії  
:l   043),( 243 =−−= yyxyxF ;  
)2;1(0M :  042321),( 24300 =−⋅−⋅=yxF ;  00 = ;  lM ∈0 .  
Рівняння дотичної прямої   )( 000 ххyуу I −⋅=− .  
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Знайдемо шукану похідну  
0
0 Mx
II yy = :  
III
yxx FFy −= ;   

























II yy .   
Рівняння шуканої дотичної  
)1(
5





+−= xy .   ■  
Зауваження. Нехай рівняння 0),,( =zyxF  задає неявно функ-
цію двох змінних ),( yxzz = . Тоді, фіксуючи y , за теоремою 2 
дістаємо  ),(),( yxFyxFxz II zx−=∂∂ . Фіксуючи x , аналогічно 
маємо  ),(),( yxFyxFyz II zy−=∂∂ .  
Приклад 2. Знайти значення частинних похідних функції 
),( yxzz = , яка задана неявно рівнянням 522 =++ xzex y , у точці 
)2;0;1(0M .  
□   Перевіримо, чи задовольняє точка )2;0;1(0M  задане рів-
няння, що визначає деяку поверхню   
052),,(: 2 =−++= xzexzyxFS y ;  )2;0;1(0M : =),,( 000 zyxF    
052121 02 =−⋅+⋅+= e ;   00 = ;   SM ∈0 .  
Знайдемо шукані похідні:   
zxFx +=′ 2 ;   
y





















;   
41/)212(
0
−=+⋅−=∂∂ Mxz ; zy FFxz ′′−=∂∂ ; xexz
y2−=∂∂ ;   
212 0
0
−=−=∂∂ eyz M .   ■  
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2.2.11. Границя  та  похідна  вектор-функції  
Нехай у декартовій прямокутній системі координат Oxyz  дея-
ка просторова лінія l  (рис. 39) задана в параметричній формі  
),();();(: tzztyytxxl ===     );( βα∈t .  
Тоді радіус-вектор 
→→
= OMr  довільної точ-
ки ),,( zyxM  кривої l  











вої може розглядатися як деяка функція аргументу t . При зміні 
параметра t  змінюються довжина і напрям вектора 
→
r . 
Якщо кожному значенню змінної t  з деякого проміжку );( βα  
поставлено у відповідність один і тільки один радіус-вектор 
)(trr
→→
= , то кажуть, що на проміжку );( βα  визначено вектор-
функцію )(trr
→→
=  скалярного аргументу t :  
→→→→
++= ktzjtyitxtr )()()()( .  
Просторову криву l , утворену рухом кінця радіус-вектора 
)(trr
→→
=  при змінні t  на проміжку );( βα , називають графіком 
вектор-функції або годографом.  
Сталий вектор  
→→→→
++= kzjyixr 0000   називається границею 
вектор-функції )(trr
→→









∆ r  ),,( zyxM  







































−∆+=∆  називається приростом век-
тор-функції )(trr
→→
=  у точці t , що відповідає приросту аргументу 
t∆ .  
Вектор-функцію )(trr
→→








.   
Границя відношення ttr ∆∆
→
)(  при 0→∆t  називається 
похідною вектор-функції )(trr
→→

















При цьому  
→→→→
++= ktzjtyitxtr )(')(')(')('
 .  




−+=−+ 321321 )( ;  
2) ( ) dtrdr
dt




















× 212121 .  
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2.2.12. Дотична пряма і нормальна площина до просторової лінії  
Вектор ttr ∆∆
→
)( 0  паралельний вектору )( 0tr
→
∆  і напрям-
лений вздовж січної 10 MM  до годографа (рис. 40). Коли 0→∆t , 
точка 1M  необмежено наближається до точки 0M , а січна 10 MM  
переходить у дотичну kl  до кривої у точці 0M . Звідси випливає, 




=  збігається з 
напрямом дотичної до годографа у відповідній точці 0M . (Геомет-
ричний зміст похідної вектор-функції). 
Тобто, вектор )(' 0tr
→
 можна взяти за напрямний вектор 
дотичної kl . Тоді канонічні 
рівняння дотичної прямої kl  до 


















 ,  
де )( 00 txx = , )( 00 tyy = , 
)( 00 tzz = .  
Площина nα , що перпендикулярна до дотичної kl  і прохо-
дить через точку дотику 0M , називається нормальною площиною 
до просторової лінії.  
Вектор )(' 0tr
→
 можна взяти за вектор нормалі цієї площини 
nα . Записуючи рівняння площини, яка проходить через дану точку 
0M  і перпендикулярна до даного вектора нормалі ( )CBAn ,,=
→
,   
( ) ( ) ( ) 0000 =−+−+− xxCxxBxxA ,  
отримуємо рівняння нормальної площини nα   










∆ r  
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Приклад. Знайти рівняння дотичної прямої kl  та нормальної 
площини nα  до заданої просторової лінії l  у відповідній точці 
0tt = :  
а)  l  – циліндрична гвинтова лінія (рис. 41) з радіусом 4=R   
і кроком 4=h :   
tztytxl )/8(;sin4;cos4: pi=== ,     4/0 pi=t ;   
б)  l  – конічна гвинтова лінія:   
tzttyttxl 4;sin2;cos2: === ,   
pi=0t .   
□  а) 22)4/(cos4)( 00 =pi== txx ;  
22)4/(sin4)( 00 =pi== tyy ;  
2)4/()/8()( 00 =pi⋅pi== tzz ;  
ttx sin4)(' −= ;   tty cos4)(' = ;   
pi= /8)(' tz ; 22)4/(sin4)(' 0 −=pi−=tx ;  














































zyxlk ;  
0)()(')()(')()(' 000000 =−+−+− zztzyytyxxtx ;  
( ) ( ) ( )( ) 02822222222 =−pi+−+−− zyx ;  
( ) ( ) ( ) 024222222 =−−−pi−−pi zyx ;  
08422: =+−pi−piα zyxn .   







2.2.13. Фізичний  зміст  вектор-функції  та  її  похідних  
Якщо під t  розуміти час, а кінець M  радіус-вектора 
)(trOM
→→
=  розглядати як матеріальну точку, то годограф вектор-
функції )(trr
→→
=  служить траєкторією руху цієї точки. (Фізичний 
зміст вектор-функції скалярного аргументу).  
Тоді перша похідна )(' tr
→
 вектор функції – швидкість руху ма-
теріальної точки )(tv
→
, а друга похідна )('' tr
→
 – її прискорення )(ta
→
. 
(Фізичний зміст першої та другої похідних вектор-функції скаляр-
ного аргументу).  
Приклад 1. Матеріальна точка ),( yxM  рухається з постійною 
кутовою швидкістю ω  по колу радіуса  R  (рис. 42):  
tRx ω= cos ; tRy ω= sin .  
Знайти її швидкість )(tv
→
 і прискорення )(ta
→
, а також їх аб-
солютні величини.   
□  
→→→→→
ω+ω=+= jtRiRjtyitxtr sincos)()()( ;  =
→ |)(| tr   
( ) ( ) RtRtR =ω+ω= 22 sincos ;  =′+′=′= →→→→ jtyitxtrtv )()()()(   
→→→→
ωω+ωω−=′ω+′ω= jtRitRjtRitR cossin)sin()cos( ;    
( ) ( ) RtRtRtv ω=ωω+ωω−=→ 22 cossin|)(| ;   
=′ωω+′ωω−=′=′′=
→→→→→
jtRitRtvtrta )cos()sin()()()(   
=ω+ωω−=ωω−ωω−=
→→→→
)sincos(sincos 222 jtRitRjtRitR    
)(2 tr
→
ω−= ;   Rtrtrta 222 |)(||)(||)(| ω=ω=ω−= →→→ .  
Таким чином, швидкість напрямлена по дотичній до кола, а 
прискорення – вздовж радіус-вектора до центра кола, при цьому 
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вони залишаються сталими за величиною.  ■  
Приклад 2. Знайти модулі 
швидкості )(tv
→
 і прискорення 
)(ta
→
 матеріальної точки 
),,( zyxM  у момент часу 3/0 pi=t , 
що рухається по циліндричній 
гвинтовій лінії (рис. 41) за законом:  
tztytx 8;3sin2;3cos2 === .    
(Розв’язати самостійно).  
 
 
2.2.14. Дотична  площина  і  нормаль  до  поверхні.  
Геометричний  зміст  повного  диференціала 
Нехай поверхня S  задана рівнянням ),( yxfz =  і 
),,( 0000 zyxP  – деяка точка цієї поверхні (рис. 43). Рівняння дотич-
ної площини dα  у точці 0P  будемо шукати у вигляді  
)()( 000 yyBxxAzz −+−=− , де BA ,  – невизначені коефіцієнти.  
З геометричного 
змісту частинних похід-
них ),( 00 yxf x′  і 
),( 00 yxf y′  випливає, 
що рівняння дотичних у 
точці 0P  до ліній пере-
тину поверхні S : 
),( yxfz =  площинами 
0yy =  і 0xx =  мають 














































Ці дві прямі лежать у дотичній площині dα  при перетині її 
відповідно з площинами 0yy =  і 0xx = . Тому рівняння дотичних 

























Порівнюючи ці рівняння з попередніми рівняннями дотичних 
прямих, знаходимо    ),( 00 yxfA x′= ;   ),( 00 yxfB y′= .   
Отже, рівняння дотичної площини dα  має вигляд:  
))(,())(,( 0000000 yyyxfxxyxfzz yx −′+−′=−  .  
Вектор нормалі дотичної площини  
( ) ( )1),,(),,(,, 0000 −′′==→ yxfyxfCBAn yx    
називається також вектором нормалі до поверхні ),(: yxfzS =  
у точці дотику ),,( 0000 zyxP .   
Пряма nl , яка проходить через точку 0P  перпендикулярно до 
дотичної площини dα  у цій точці, називається нормальною 
прямою (нормаллю) до поверхні ),(: yxfzS =  у цій точці 0P .  
Взявши вектор нормалі дотичної площини за напрямний 




















n  .  
Зауваження 1.  Якщо поверхня S  задана неявно рівнянням 
0);;( =zyxF , то:  1) рівняння дотичної площини  
+−⋅′+−⋅′α )(),,()(),,(: 00000000 yyzyxFxxzyxF yxd   
                                                0)(),,( 0000 =−⋅′+ zzzyxFz  
і вектор нормалі  ( )),,(),,,(),,,( 000000000 zyxFzyxFzyxFn zyx ′′′=→ ; 






















 .  
Приклад. Написати рівняння дотичної площини dα  та 
нормальної прямої nl  до заданої поверхні S  в указаній точці 
);;( 0000 zyxP :  
a)  00 =x ,  20 =y , а поверхня S  задана явно рівнянням 
xyxyxz 2cos 32 −+−= ;  
б)  )1;2;1(0 −−P , а поверхня S  задана неявно рівнянням  
144322 =+−+ yzzxyx .  
□   а)   ( ) xyxyxyxfz 2cos, 32 −+−== ;   
( ) 6020cos20, 32000 =−+−== yxfz ;   )6;2;0(0P ;  
2sin2 −+=′ xyxfx ;   220sin2020 −=−⋅+⋅=′ Pxf ;  










′+−′=−α ;  
)2(11)0(26 −+−−=− yxz ;   0622112 =+−−+− zyx ;  































– нормальна пряма;   
б) Перевіримо спочатку, чи лежить вказана точка 
)1;2;1(0 −−P  на даній поверхні S :  
( ) 0144,, 322 =−+−+= yzzxyxzyxF ;  +−−−+ 322 )1(1)2(1   
014)1()2(4 =−−⋅−⋅+ ;   00 =   вірно;    SP ∈−− )1;2;1(0 .  
Обчислимо значення частинних похідних у точці дотику 0P :  
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F ;  yzFz 43
2 +−=′ ;  ×−=′ 3
0Pz
F   
11)2(4)1( 2 −=−⋅+−× .  
Складаємо рівняння дотичної площини і нормальної прямої:  
0)()()(: 000 000 =−′+−′+−′α zzFyyFxxF PzPyPxd ;  
0)1(11)2(8)1(2 =+⋅−+⋅−−⋅− zyx ;  +++− 16822 yx   












































 – нормальна пряма.      ■  
Порівнюючи рівняння дотичної площини  
)(),()(),( 0000000 yyyxfxxyxfzz yx −⋅′+−⋅′=−   
з формулою повного диференціала  
yyxfxyxfdz yx ∆⋅′+∆⋅′= ),(),( 0000 ,  
яку можна подати у вигляді  
))(,())(,( 000000 yyyxfxxyxfdz yx −′+−′= ,  
бачимо, що праві частини цих виразів збігаються. Отже, й ліві 
частини є рівними. Тобто,  
повний диференціал функції dz  дорівнює приросту 0zzz −=∆  
аплікати дотичної площини dα , проведеної до поверхні 
),(: yxfzS =  у точці ),,( 0000 zyxP  (рис. 44). (Геометричний 
зміст повного диференціала).   
Зауваження 2. З геометричної точки зору наближеній формулі 
обчислення повного приросту функції через її повний диференціал  
dzyxfyyxxf ≈−∆+∆+ ),(),(   
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відповідає заміна поверхні дотичною площиною в достатньо мало-
му околі точки дотику.  
 
 
Нехай поверхня S  задається рівнянням ),( yxzz = , де функ-
ція ),( yxz  неперервна разом зі своїми частинними похідними xz '  і 
yz '  в області визначення D . Тоді у кожній точці поверхні S  
можна побудувати дотичну площину. Ця площина неперервно змі-
нює своє положення при переході від однієї точки до іншої.  
Поверхня S , у кожній точці якої існує дотична площина, що 
неперервно змінює своє положення при переході від точки до точ-
ки, називається гладкою.  
Поверхня S  називається кусково-гладкою, якщо вона скла-
дається зі скінченного числа гладких поверхонь зі спільною куско-
во-неперервною межею.  
 
2.2.15. Частинні  похідні  вищих  порядків.  
Диференціали  вищих  порядків.  Формула  Тейлора   
Частинні похідні xz ∂∂  і yz ∂∂  функції двох змінних 
),( yxfz =  також є функціями двох змінних x  і y , а тому самі 
можуть мати частинні похідні.  
Частинна похідна по x  від частинної похідної по x  нази-











































Аналогічно частинна похідна по y  від частинної похідної по 
y  називається другою чистою частинною похідною по y  і позна-
































Якщо від частинної похідної по x  взяти частинну похідну по 





























Якщо від частинної похідної по y  взяти частинну похідну по 
x , то одержимо другу мішану частинну похідну по y  і x  (з іншим 



























 .  
У загальному випадку   yxzxyz ∂∂∂≠∂∂∂ 22 .  
Зауваження 1. Аналогічно частинним похідним другого поряд-











































Теорема. Для неперервних мішаних частинних похідних поря-










 .  
□  Розглянемо вираз  
[ ] [ ]),(),(),(),( yxfyyxfyxxfyyxxfA −∆+−∆+−∆+∆+= .   
Фіксуючи y , введемо допоміжну функцію однієї змінної x : 
),(),()( yxfyyxfx −∆+=ϕ .   Тоді   )()( xxxA ϕ−∆+ϕ= . 
Застосуємо формулу скінченних приростів Лагранжа й одер-
жимо  
xxxxxA ∆ϕ′=ϕ−∆+ϕ= )()()( ;  ),( xxxx ∆+∈ .  
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Але    ),(),()( yxfyyxfx xx ′−∆+′=ϕ′ .  
Застосуємо формулу Лагранжа до функції ),( yxf x′  однієї 
змінної y  і дістанемо  
yyxfyxfyyxf xyxx ∆′′=′−∆+′ ),(),(),( ;  ),( yyyy ∆+∈ .  
Тоді    yxyxfA xy ∆∆′′= ),( .  
З іншого боку, переставляючи середні доданки, вираз A  
можна подати у вигляді  
[ ] [ ]),(),(),(),( yxfyxxfyyxfyyxxfA −∆+−∆+−∆+∆+= .  
Фіксуючи x , введемо допоміжну функцію однієї змінної y  
),(),()( yxfyxxfy −∆+=ψ .  
Тоді   =∆ψ′=ψ−∆+ψ= yyyyyA )~()()(    
[ ] yxyxfyyxfyxxf yxyy ∆∆′′=∆′−∆+′= )~,~()~,()~,( ,  
де   ),(~,),(~ yyyyxxxx ∆+∈∆+∈ .  
Порівнюючи одержані зображення виразу A , маємо  
yxyxfxyyxf yxxy ∆∆′′=∆∆′′ )~,~(),(  ;   )~,~(),( yxfyxf yxxy ′′=′′  .  
Переходячи до границі при 0,0 →∆→∆ yx , маємо 
yyxxyyxx →→→→ ~,~,, .   Отже,    ),(),( yxfyxf yxxy ′′=′′ .   ■  
Приклад 1. Для заданої функції ),( yxfz =  перевірити рів-
ність указаних мішаних частинних похідних:  
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yxzxyxz ∂∂∂=∂∂∂∂ 233 .     ■  
Приклад 2. Перевірити, що задана функція ),( yxfz =  за-




















































x .  


























































( ) 0)( 22 =+−× yxx ;  0)()422( 222 =++−− yxxyxyxy ;  00 = .  
Таким чином, задана функція задовольняє вказаній умові.  
б) )cos()sin( yxxyxxz −+−=∂∂ ;  )cos( yxxyz −−=∂∂ ;   
)sin(22 yxxyz −−=∂∂ ;  ( −−+− )cos()sin( yxxyxx   
) ( ) 0)sin(2)sin()cos( =−−−−−−− yxxyxxyxx ;  00 = .  
Отже, задана функція задовольняє вказаній умові.   ■  
Приклад 3. Для заданої функції ( )zyxfu ,,=  знайти значення 
вказаної частинної похідної в заданій точці ( )0000 ,, zyxM :  
22342 yzzyxyzxu ++= ;   )1;2;1(0 −M ;   zyxu ∂∂∂∂ 24 .  
□  zyxxyz
x
























zyxu   
162482)1(1218 3 −=−=⋅−⋅+⋅= .     ■  
Диференціалом другого порядку (другим диференціалом) 
функції двох змінних ),( yxfz =  називається диференціал від її 
повного диференціала, тобто    )(2 dzdzd = .  
Зауваження 2. Аналогічно визначаються диференціали більш 
високого порядку:    )( 23 zddzd = ;   )( 1zddzd nn −=  .  
Зауваження 3. Якщо функція ),( yxfz =  має неперервні час-





















= .  
Зауваження 4. Диференціали вищих порядків властивості інва-
ріантності форми не мають.  
Зауваження 5. Нехай функція n  змінних ),,( 21 nxxxfu K=  
( 1+m ) раз диференційовна в деякому околі ),( 0 εMU  точки 
),...,,( 020100 nxxxM . Тоді для довільної точки ),...,,( 21 nxxxM  з 
цього околу справджується формула Тейлора, яку компактно 














де   ( ) ( ) ε<−++−==ρ 2021010 ... nn xxxxMM .  
Цю формулу до членів другого порядку включно для функції 

























































.   
Приклад 4. Розкласти функцію )2ln( yxxz +=  за формулою 
Тейлора до членів другого порядку включно в околі точки )0,1(0M    
□  Обчислимо значення заданої функції, її перших та других 
частинних похідних у вказаній точці )0,1(0M :  
)2ln( yxxz += ; 0)( 0 =Mz ; 
)2/()2ln( yxxyxxz +++=∂∂ ; 1)( 0 =∂∂ xMz ; 
)2/(2 yxxyz +=∂∂ ; 2)( 0 =∂∂ yMz ; 
222 )2()4( yxyxxz ++=∂∂ ; 1)( 202 =∂∂ xMz ; 
22 )2(4 yxyyxz +=∂∂∂ ; 0)( 02 =∂∂∂ yxMz ; 
222 )2(4 yxxyz +−=∂∂ ; 4)( 202 −=∂∂ yMz .  
Запишемо розвинення заданої функції за формулою Тейлора:   
( ) ( +−⋅+−⋅+−⋅+=+ 2)1(1)2/1()0(2)1(10)2ln( xyxyxx   
) )()0()4()0)(1(02 22 ρ+−⋅−+−−⋅⋅+ oyyx ;  
)(4)1()2/1(2)1()2ln( 222 ρ+−−++−=+ oyxyxyxx ,   
де   22)1( yx +−=ρ .      ■  
 
2.2.16. Скалярне поле та його зображення. Похідна за напрямом   
Нехай у деякій області D  простору задано скалярну функцію 
трьох змінних ),,()( zyxfMfu == . Тоді кажуть, що в області D  
задане просторове скалярне поле  )(Mfu = .   
Функція двох змінних ),( yxfz = , яка визначена у плоскій 
області D , задає плоске скалярне поле  ),( yxfz = .  
Поле – це функція )(Mfu = , що розглядається разом з її 
областю визначення D . (Фізичний зміст функції багатьох змінних).  
Приклади скалярних фізичних полів:  поля температури, ат-
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мосферного тиску, електричного потенціалу.  
Для геометричного зображення скалярного поля використо-
вуються лінії рівня Cyxf =),(  (на площині) та поверхні рівня 
Czyxf =),,(  (у просторі), де  constC = .  
Поверхні рівня (у просторі) та лінії рівня (на площині) є основ-
ними геометричними характеристиками скалярного поля.  
Нехай у деякому околі фіксованої точки ),,( zyxM  задано 
просторове скалярне поле ),,()( zyxuMuu == . Проведемо з цієї 
точки M  довільний ненульовий вектор l
r
, напрямні косинуси 
якого αcos , βcos  і γcos . У напрямі цього вектора на деякій 
відстані l∆  від початку M  візьмемо іншу точку 
),,(1 zzyyxxM ∆+∆+∆+  (рис. 45). Тоді   
222 )()()( zyxl ∆+∆+∆=∆ ;   
α∆=∆ coslx ;  β∆=∆ cosly ;   γ∆=∆ coslz .   
 
 
Різниця  ),,(),,( zyxuzzyyxxuul −∆+∆+∆+=∆   значень 
функції в точках 1M  і M  називається приростом функції 
),,( zyxuu =  у напрямі вектора l
r
.  
Якщо функція ),,( zyxuu =  неперервна і має неперервні 




























z∆  l∆  
Рис. 45 
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де  01 →ε , 02 →ε , 03 →ε  при 0→∆l .  
















ul   
γ∆ε+β∆ε+α∆ε+ coscoscos 321 lll  .ё   
Похідною функції ),,( zyxuu =  у точці ),,( zyxM  за 
напрямом вектора 
→











lim .  






















   
і визначає швидкість змінювання функції (скалярного поля) за на-
прямом вектора l
r
 у точці ),,( zyxM .  
Якщо похідна  lu ∂∂  додатна, то поле у цьому напрямі 
зростає. Якщо ж  0<∂∂ lu , то поле – спадає.  
Зауваження 1. Нехай ),( yxfz =  – задане плоске скалярне по-
ле. Функції ),( yxfz =  відповідає деяка поверхня S . Якщо через 
точку ),( 000 yxM  і відкладений від неї вектор l
r
 провести верти-
кальну площину α  ( Oz||α ), то ця площина перетне поверхню S  
вздовж деякої просторової лінії l . Тангенс кута dα  між дотичною 
до лінії перерізу l  у точці )),(,,( 00000 yxfyxP  і горизонтальною 
координатною площиною Oxy  дорівнює значенню похідної за 
напрямом lz ∂∂  у відповідній точці ),( 000 yxM  (геометричний 
зміст похідної за напрямом) (рис. 46):  
0Md lztg ∂∂=α .  
Зауваження 2. Якщо напрям вектора l
r
 співпадає з напрямом 
одного з координатних ортів i
r
, jr  чи k
r
, то похідна за напрямом 



































































































;  222|| yyx llll ++=
→
;   
3)2(2)1(|| 222 =−++−=→l ;   
||cos →=α llx ;  ||cos
→
=β lly ;  ||cos
→
=γ llz ;  3/1cos −=α ;   
3
2



























10)3/2(10)3/2()4()3/1(2 −=−⋅+⋅−+−⋅=∂∂ Mlu .  













Приклад. Для заданої 
функції ),,( zyxuu =  і вказа-
ного вектора l
r
 знайти похідну 
за напрямом lu ∂∂  у зазначе-
ній точці M :   
а) ztgyxu )( 22 += ;  
)2;2;1( −−l
r
; )4/;2;1( pi−M ;  
б)  )ln(22 zyxyxu +++= ;   
)3;2;6( −−l
r
; )2;4;3( −M . 
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2.2.17. Градієнт.  Зв’язок  між  градієнтом,  
похідною  за  напрямом  і  нормаллю  до  поверхні  рівня  
Градієнтом функції (скалярного поля) ),,( zyxuu =  нази-
вається вектор, проекціями якого на координатні осі є відповідні 


















 .  
Основні правила обчислення градієнта:  
1)    wgrad-vgradugradwvugrad +=−+ )(  ;  
2)    vgraduugradvuvgrad +=)(  ;   
2а)  constCugradCCugrad == ;)(  ;   
3)    2()/( vv)graduugradvvugrad −=  .  
Теорема (Зв’язок між градієнтом і похідною за напрямом). 
Похідна lu ∂∂  за напрямом вектора l
r
 дорівнює проекції градієнта 
ugrad  на цей вектор (рис. 47):    
ugradпрlu
l
→=∂∂  .   
□  Розглянемо одиничний 
вектор ||0
→→→
= lll ,  1|| 0 =
→
l , що 
відповідний вектору 
→
l :   
 
→→→→
γ+β+α= kjil coscoscos0 .     
Знайдемо у координатній 
формі скалярний добуток гра-
дієнта ugrad  на одиничний 
вектор 
→
















ulgradu .  
Вираз у правій частині одержаної рівності є похідною за 
напрямом lu ∂∂ . Отже,  lulugrad ∂∂=⋅
→
0 .  
x  














Нехай ϕ  – кут між векторами ugrad  і 
→
l . Тоді за означенням 
скалярного добутку, враховуючи, що 1|| 0 =
→
l , маємо  
ϕ⋅=ϕ⋅⋅=⋅=∂∂
→→
coscos|| 00 ugradlugradlugradlu  .  
Вираз у правій частині цієї рівності є проекцією градієнта на 
вектор l
r
. Отже,   ugradпрlu
l
→=∂∂ .   ■  
Основні властивості градієнта:  
1) Похідна lu ∂∂  скалярного поля ),,( zyxuu =  у даній точці 
),,( zyxM  за напрямом вектора l
r
 має найбільше значення, коли 
напрям цього вектора співпадає з напрямом градієнта ugrad . Це 
найбільше значення похідної lu ∂∂  дорівнює модулю градієнта:  
( ) ugradlu max =∂∂    при   ugradl =max
r
.  
(Фізичний зміст градієнта).  
Іншими словами, градієнт указує напрям найшвидшого 
зростання скалярного поля в даній точці, а його модуль дорівнює 
цій найбільшій швидкості:  
maxlugrad
r
= ;   ( )maxluugrad ∂∂=  .  
□  ϕ⋅=∂∂ cosugradlu ; ( ) ugradlu max =∂∂  при 1cos max =ϕ .  
Тоді    gradul ↑↑⇒=ϕ
→
maxmax 0 .   ■  
Зауваження. Згідно з цією властивістю градієнт скалярного 
поля визначається самим полем і не залежить від вибору системи 
координат.  
2) Похідна lu ∂∂  скалярного поля ),,( zyxuu =  у довільній 
точці ),,( zyxM  за напрямом вектора, який перпендикулярний до 
градієнта ugrad , дорівнює нулю:  0=∂∂⇒⊥ lugradul
r
 . 
□  ϕ⋅=∂∂ cosugradlu ; gradul ⊥
→
; 2/pi=ϕ ; 0cos =ϕ ;   
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                                                                                 0=∂∂ lu .   ■  
3) градієнт ugrad  скалярного поля ),,( zyxuu =  у кожній 
точці ),,( zyxM  перпендикулярний до поверхні рівня 
CzyxuS =),,(: , яка проходить через цю точку (рис. 47). 
(Геометричний зміст градієнта).  Іншими словами, градієнт ugrad  
можна прийняти за вектор нормалі n
r
 до поверхні рівня 
CzyxuS =),,(:  у відповідній точці ),,( zyxM   
CzyxuS =),,(: ;   ⇒⊥ Sugrad   ugradn =r  .  
□   Оскільки поверхня рівня S  задається неявно рівнянням  
0),,(),,( =−= CzyxuzyxF , то її вектор нормалі   



























.    
Тоді   ( ) MMMM ugradzuyuxun =∂∂∂∂∂∂=→ ,, .   ■   
Приклад 1. Для заданої функції знайти градієнт і модуль гра-
дієнта в указаній точці:  
а)  ( )yxyxz 23sin52 −−= ;   )3,2(0M ;  
б)  zyyxxyzu 2323 +−= ;   )1,2,1(0 −M .  

















;   
( )yxxyz 23cos102 −+=∂∂ ;  −⋅⋅=∂∂ 322
0M
xz   
( ) 33223cos15 −=⋅−⋅− ; ( ) 143223cos1022
0





+−= ;  ( ) ( )22 yzxzzgrad ∂∂+∂∂= ;  
( ) 205143 22
0



















= ;  yxyzxu 263 −=∂∂ ;    
zyxxzyu /223 3 +−=∂∂ ; 223 zyxyzu −=∂∂ ; =∂∂
0M
xu   
62)1(6123 2 −=⋅−⋅−⋅⋅= ; +−⋅−⋅−⋅=∂∂ 3)1(21)1(3
0M
yu   
31/22 =⋅+ ;  8122)1(3 22
0
−=−⋅−⋅=∂∂ Mzu ; =0Mugrad   
kji
rrr
836 −+−= ; ( ) ( ) ( )222 zuyuxuugrad ∂∂+∂∂+∂∂= ;  
109)8(3)6( 222
0
=−++−=Mugrad  .     ■  
Приклад 2. Знайти найбільшу швидкість зростання скалярного 
поля )22(ln 424 zyxu −+=  у точці )1,2,1(0 −−M .   
□  Напрям найбільшої швидкості зростання скалярного поля 
співпадає з напрямом градієнта, а її величина дорівнює модулю 
градієнта:    
( )
00 MMmax





























;   
)22(2 424 zyxyyu −+=∂∂ ;  )22(8 4243 zyxzzu −+−=∂∂ ;   
( ) 2)1(2)2(12)18( 4243
0
=−⋅−−+⋅⋅=∂∂ Mxu ;  =∂∂ 0Myu   
( ) 1)1(2)2(12)2(2 424 −=−⋅−−+⋅−⋅= ;  :)1(8 3
0
−⋅−=∂∂ Mzu   
( ) 2)1(2)2(12: 424 =−⋅−−+⋅ ; kjiugrad M rrr 220 +−= ;  
( ) ( ) ( )222 xuyuxuugrad ∂∂+∂∂+∂∂= ;  =
0M
ugrad   
32)1(2 222 =+−+= .  
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lu    при  kjil
rrrr
22max +−= .   ■  
Приклад 3. Задано функцію ),,( zyxuu =  і дві точки 0M  та 
1M . Для даної функції в указаній точці 0M  знайти:  
1) градієнт 
0M
ugrad  і модуль градієнта 
0M
ugrad ;  
2) 
0M
lu ∂∂  – похідну за напрямом вектора 10MMl =
→
;  
3) кут ϕ  між градієнтом 
0M
ugrad  і вектором 10MMl =
→
;  
4) загальне рівняння дотичної площини dα  у точці 0M  до 
відповідної поверхні рівня 
0
),,(: MuzyxuS = ;  
5) канонічні рівняння нормальної прямої nl  до відповідної 
поверхні рівня 
0
),,(: MuzyxuS =  у точці 0M , а також парамет-
ричні рівняння цієї прямої.  
а) yzxxezu
23 2−
= ;    )1;1;2(0 −−M ;    )1;7;5(1 −M ;  
б) xyzzxu sin23 ++= ;  )2;0;1(0 −M ;  )3;2;3(1 −M .  
□ а) )43( 22 23 xyzxezxu yzxx −=∂∂ − ; yzxxezxyu 23 2222 −−=∂∂ ;   
yzxxyzxxyzxx eyzxyxezezu
232323 22222 )21()2( −−− −=−⋅+=∂∂ ;   
4
0






















−−−= ;  
( ) ( ) ( )222 xuyuxuugrad ∂∂+∂∂+∂∂= ;  =
0M
ugrad   
129)7()8()4( 222 =−+−+−= ;  ;;( 010110 yyxxMMl −−==
→
  
)01 zz − ;  )2;6;3()11;17;25( −−=−−+−−=
→
l ;   
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222|| yyx llll ++=
→
;  7)2()6(3|| 222 =−+−+=→l ;   
||cos →=α llx ;  ||cos
→
=β lly ;  ||cos
→
=γ llz ;  7/3cos =α ;   
7
6
cos −=β ;  
7
2






































cos ==ϕ ;   
0
),,(: MuzyxuS = ;  1),,( =zyxu ;  ( ) ===
→
0
,, MugradCBAn   
kji
rrr
784 −−−= ;  dα : 0)()()( 000 =−+−+− zzCyyBxxA ;  























































;   
24 += tx ;  18 −= ty ;  17 −= tx .   
б) (Розв’язати самостійно).  ■  
 
2.2.18. Екстремум  функції  двох  змінних.  
Необхідні  умови  екстремуму  
Нехай функція двох змінних ),()( yxfMfz ==  визначена в 
деякій області D  і ),( 000 yxM  – внутрішня точка цієї області. 
Точка 0M  називається точкою максимуму функції )(Mfz = , 
якщо значення функції в цій точці 0M  більше, ніж значення 
функції у всіх близьких сусідніх точках:  
max)()(,),,( 0000 −⇔>≠ε∈∀ MMfMfMMMUM ,  
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де  ),( 0 εMU  –  деякий ε -окіл точки 0M ,  0>ε .   
Аналогічно вводиться поняття точки мінімуму:  
min)()(,),,( 0000 −⇔<≠ε∈∀ MMfMfMMMUM  .  
Точки максимуму та мінімуму називаються точками екстре-
муму. Значення функції ),()( 000 yxfMfz ==  у точці екстрему-
му 0M  називається її екстремальним значенням (екстремумом).  
Зауваження 1. Розглянутий екстремум є строгим внутрішнім 
локальним екстремумом. Його не треба плутати з глобальним 









=  значення 
функції в області D ).  
Зауваження 2. Розрізняють гладкий екстремум (рис. 48), в 
якому функція диференційовна, і гострий екстремум, в якому хоча 
б одна частинна похідна першого порядку не існує (рис. 49).  
Теорема (необхідні умови гладкого екстремуму). Якщо 
диференційовна функція ),( yxfz =  має екстремум у точці 
),( 000 yxM , то всі частинні похідні першого порядку в цій точці 






























),( yxfz =  





□  Зафіксуємо змінну y , поклавши constyy == 0 . Тоді точ-
ка 0x  є точкою екстремуму диференційовної функції однієї змінної 
),()( 0yxfxz =ϕ= . Згідно з необхідною умовою екстремуму 




dxd . Але вказана похідна є час-




.   Отже,  0
0
=∂∂ Mxf .  
Аналогічно, якщо зафіксувати аргумент x , поклавши 
constxx == 0 , то отримаємо диференційовну функцію однієї 
змінної ),()( 0 yxfyz =ψ= . Ця функція має екстремум при 
0yy = . У точці екстремуму 0y  похідна одержаної функції теж 
дорівнює нулю:  0
0
=ψ
= yydyd . Але вказана похідна є частинною 







=∂∂ Myf . У точці екстремуму ),( 000 yxM  обидві 
знайдені умови повинні виконуватись одночасно.    ■    
Зауваження 3. У точці гострого екстремуму хоча б одна з час-
тинних похідних першого порядку не існує, а всі інші дорівнюють 
нулю (необхідні умови гострого екстремуму).  
Точки, в яких виконуються необхідні умови екстремуму, тобто 














),( yxfz =  
),( yxfz =  
Рис. 50 
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ваються критичними точками функції )(Mzz = .  
Критичні точки, в яких всі перші частинні похідні дорівнюють 
нулю, називаються стаціонарними точками функції )(Mzz = .  
Зауваження 4. Стаціонарна точка – це точка, що “підозріла” на 
гладкий екстремум. Тобто у цій точці екстремум може бути, а може 
і не бути. Наприклад, для функції 2)( 22 yxz −=  (гіперболічний 
параболоїд на рис. 50) початок координат )0,0(O  є стаціонарною 
точкою, оскільки   
0==∂∂ OO xxz ;  
0=−=∂∂ OO yyz ,  
але екстремум у ній 
відсутній ( )0,0(O  – 
сідлова точка функції 
2)( 22 yxz −= ).  
Зауваження 5. Надалі обмежимося розглядом тільки гладкого 
екстремуму.  
Приклад. Знайти стаціонарні точки функції:  
а) 34523 −++−++= zyxyzxyxu ;   б) 22)2( yxeyxz +−−= .  
□  а) Для знаходження стаціонарних точок складаємо і роз-






























































– стаціонарні точки.   
б) (Розв’язати самостійно). Відповідь:  )2/1,2/1(0 −M   ■  
11 =x ;     12 −=x ;       2/)5( xz +−= ; 
32/)15(1 −=+−=z ;  22/)15(2 −=−−=z ;  











2.2.19. Достатні  умови  екстремуму  
Аналогічно функції однієї змінної, наявність і характер екстре-
муму функції двох змінних у стаціонарній точці визначається зна-























= .  
Нехай у деякому околі стаціонарної точки ),( 000 yxM  функ-
ція ),( yxfz =  має неперервні частинні похідні до другого порядку 


























і обчислимо визначник   2BAC
CB
BA
−==∆ .  
Теорема (достатні умови гладкого екстремуму). 1) Якщо 
визначник ∆  додатний, то 0M  – точка екстремуму, причому  
а) 0M  – точка мінімуму, якщо 0>A ;  
б) 0M  – точка максимуму, якщо 0<A .  
2) Якщо визначник ∆  від’ємний, то у точці 0M  екстремум 
відсутній ( 0M  – сідлова точка функції ),( yxfz = ).  
3) Якщо визначник ∆  дорівнює нулю, то у точці 0M  екстремум 
може бути, а може і не бути.  (Сумнівний випадок. Потрібні 
додаткові дослідження.)                               (Без доведення).  
Приклад 1. Дослідити функцію на екстремум:   
а) 2633 −−+= xyyxz ;   б) 1281084 22 +−++−= yxyxyxz .  
□  а) Знаходимо частинні похідні першого порядку  
yxxz 63 2 −=∂∂ ;    xyyz 63 2 −=∂∂ .  
Використовуючи необхідні умови екстремуму, знаходимо ста-
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Отже, стаціонарні точки   )0,0(1M ;   )2,2(2M .  
Для перевірки достатніх умов екстремуму знаходимо частинні 
похідні другого порядку  
xxz 622 =∂∂ ;   yyz 622 =∂∂ ;   62 −=∂∂∂ yxz .  
Дослідимо на екстремум точку )0,0(1M .  
Обчислимо частинні похідні другого порядку в точці 

















yxzB ;   036)6(00 22 <−=−−⋅=−=∆ BAC .  
Оскільки 0<∆ , то у точці 1M  екстремуму немає.  
Дослідимо на екстремум точку )2,2(2M .  
Обчислимо частинні похідні другого порядку в точці 

















yxzB ;   0108)6(1212 22 >=−−⋅=−=∆ BAC .  
З нерівності  0>∆  випливає, що  2M  – точка екстремуму.  
Оскільки  012 >=A , то 2M  – точка мінімуму. Знайдемо 
мінімальне значення функції у цій точці:  
10222622)( 332min −=−⋅⋅−+== Mzz .   
б) (Розв’язати самостійно). Відповідь: 28)1,3(min −=−= zz . ■  
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Приклад 2. Дослідити функцію на екстремум  
а) 222323)2( 223 +−−−−+= yxyyxyxz ;  б) 2yxexz −−= .  
□  а) Знаходимо частинні похідні першого порядку:  
yxyxxz 2)2( 2 −−+=∂∂ ;   226)2(2 2 −−−+=∂∂ xyyxyz .  
Для визначення стаціонарних точок прирівнюємо нулю ці 























   




















   
Для першої системи:  
yx 2−= ;   01)2(3)22( 2 =−−−−+− yyyy ;   
01 =−− y ;   1−=y ;   2)1(2 =−⋅−=x .  
Для другої системи:  
12 +−= yx ;   01)12(3)212( 2 =−+−−−++− yyyy ;  
01 =−− y ;   1−=y ;   31)1(2 =+−⋅−=x .  
Отже, маємо дві стаціонарні точки  )1,2(1 −M ;  )1,3(2 −M .  
Для перевірки достатніх умов екстремуму знаходимо частинні 
похідні другого порядку:  
1)2(222 −+=∂∂ yxxz ;   6)2(422 −+=∂∂ yxyz ;    
2)2(42 −+=∂∂∂ yxyxz .  
Дослідимо на екстремум точку  )1,2(1 −M .  
Обчислимо частинні похідні другого порядку в точці 1M  і 


















yxzB ;  02)2()6()1( 22 >=−−−⋅−=−=∆ BAC .  
Оскільки 0>∆ , то 1M  – точка екстремуму.  
З нерівності 01 <−=A  випливає, що 1M  – точка максимуму. 
Знайдемо максимальне значення функції у цій точці:  
−−⋅−−−⋅+== 2231max )1(3223))1(22()(Mzz     
                                                                 32)1(2)1(22 =+−⋅−−⋅⋅− .   
Дослідимо на екстремум точку )1,3(2 −M .  
Обчислимо частинні похідні другого порядку в точці 2M  і 
















yxzB ;    
022)2(1 22 <−=−−⋅=−=∆ BAC .  
Оскільки 0<∆ , то у точці 2M  екстремуму немає.   
б) (Розв’язати самостійно). Відповідь:  1max )0,1( −== ezz . ■  
 
2.2.20. Знаходження  найменшого  та  найбільшого  
значень  функції  в  замкненій  області  
Нехай функція ),( yxfz =  неперервна і диференційовна в 
замкненій області D . Тоді вона досягає найменшого (найбільшого) 
значення на множині D  або в одній із стаціонарних точок, що 
належать цій області D , або в одній із точок межі області D .  
Правило знаходження найменшого та найбільшого значень 
функції ),( yxfz =  у замкненій області D :  
1) Побудувати область D  в прямокутній системі координат 
Oxy . Знайти всі кутові точки – точки, що сполучають сусідні 
ділянки межі області D ; 
2) Знайти стаціонарні точки функції ),( yxfz = . Виділити з 
них ті, що лежать в області D . Обчислити значення функції у 
виділених точках;  
3) Знайти значення функції в усіх кутових точках межі об-
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ласті D ;  
4) На кожній ділянці межі області D  перейти до функції од-
нієї змінної, що одержується з початкової функції ),( yxfz =  вра-
хуванням рівняння цієї ділянки. Знайти стаціонарні точки одержа-
ної функції однієї змінної. Виділити з них ті, що лежать на даній 
ділянці. Обчислити значення функції у виділених точках і на кінцях 
відрізка зміни аргументу;  
5) Порівняти всі одержані значення функції між собою і ви-
брати серед них найменше – глобальний мінімум z
Dyx ∈),(
min  – і най-
більше – глобальний максимум z
Dyx ∈),(
max .  
Приклад. Знайти найменше та найбільше значення заданої 
функції в замкненій області D , що обмежена вказаними лініями:  
а) xxyyxz −−+= 43 22 ;   01;1;2: =++== yxyxD ;  
б) yxxyyxz 10424 22 +−−+= ; xyyxD −=−== ;2;0: .  
□  а) У декартовій системі координат Oxy  побудуємо вказані 
лінії межі області D :  2=x ;   1=y ;   01 =++ yx  і позначимо 
штриховкою саму область D  (рис. 51). Кутові точки визначаються 






























   
Розв’язуючи ці системи, дістаємо )1;2(A , )3;2( −B , )1;2(−C .  
Для визначення стаціонарних точок складаємо і розв’язуємо 



























    
Оскільки стаціонарна точка 
DM ∈−− )1;2/1( , то обчисли-












4/1)2/1()1()2/1(4)1()2/1(3 22 =−−−−−−+−=Mz .  
Досліджуємо функцію на межі області D , яка складається з 
ділянок ACBCAB ,, , що сполучаються в кутових точках )1;2(A ,  
)3;2( −B ,  )1;2(−C .  
Обчислюємо значення функції в кутових точках:  
32124123 22 =−⋅⋅−+⋅=Az ;  −−+⋅=
22 )3(23Bz   
432)3(24 =−−⋅⋅− ;  23)2(1)2(41)2(3 22 =−−⋅−⋅−+−⋅=Cz .    
На кожній ділянці межі, використовуючи її рівняння, пере-
йдемо до функції однієї змінної і знайдемо значення одержаної 
функції в її стаціонарних точках, що належать відповідній ділянці. 
(Кінці відрізків зміни аргументу співпадають з кутовими точками, 
де значення функції вже обчислені).   
На відрізку ]1,3[,2: −∈= yxAB  маємо:  
10822423)( 22211 +−=−⋅⋅−+⋅== yyyyyfz ;   
821 −=′ yz ;   01 =′z ;   082 =−y ;   ]1,3[4 −∉=y .  
На відрізку ]2,2[,1: −∈−−= xxyBC  маємо:  
158)1(4)1(3)( 22222 ++=−−−−−−+== xxxxxxxxfz ;  
5162 +=′ xz ;   02 =′z ;   0516 =+x ;   [ ]2,216/5 −∈−=x ;    
16/111)16/5( −=−−−=y ;   ( )16/11,16/5 −−N ;   
32/71)16/5(5)16/5(8)16/5( 22 −=+−⋅+−⋅=−= fz N .   
На відрізку ]2,2[,1: −∈= xyAC  маємо:  
1531413)( 22233 +−=−⋅−+== xxxxxxfz ;  
563 −=′ xz ;  03 =′z ;  056 =−x ;  ]2,2[6/5 −∈=x ;  1=y ;  
)1,6/5(P ;  12/131)6/5(5)6/5(3)6/5( 23 −=+⋅−⋅== fz P .   
Порівняємо між собою всі знайдені значення функції:  
4
1
=Mz ; 3=Az ; 43=Bz ; 23=Cz ; 32/7−=Nz ; 12
11−=Pz .  
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Отже, найменше та найбільше значення функції відповідно  
12
11min )1,6/5(),( −==∈ PDyx zz ;   43max )3,2(),( == −∈ BDyx zz .   ■   
б) (Розв’язати самостійно).  ■  
 
2.2.21. Умовний  екстремум  функції  двох  змінних  
Розглянутий раніше локальний екстремум є безумовним, тоб-
то не передбачає виконання ніяких додаткових умов чи обмежень.  
Умовним екстремумом функції ),( yxfz =  двох змінних 
називається екстремум цієї функції, який досягається за додаткової 
умови, що змінні yx ,  зв’язані рівнянням зв’язку  0),( =ϕ yx .  
Зауваження 1. З геометричної точки зору у випадку безумов-
ного екстремуму відшукується екстремум поверхні ),( yxfz =  у 
деякій області D , а у випадку умовного екстремуму він відшу-
кується на заданій лінії 0),( =ϕ yx  (рис. 52). Умовний екстремум, 
якщо він існує, досягається на лінії перетину L  заданої поверхні 
),( yxfz =  з вертикальним циліндром 0),( =ϕ yx , твірні якого 
паралельні осі Oz .  
 
 
Зауваження 2. Якщо рівняння зв’язку 0),( =ϕ yx  можна роз-
в’язати відносно однієї зі змінних, тобто подати, наприклад, у 
вигляді )(xy ψ= , тоді цю умову можна врахувати, безпосередньо 





),( yxfz =  L  
Рис. 52 
0),( =ϕ yx  D  
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до функції однієї змінної ))(,( xxfz ψ= , яка далі досліджується на 
безумовний екстремум.  
Згідно з методом множників Лагранжа задача знаходження 
умовного екстремуму зводиться до дослідження на звичайний безу-
мовний екстремум функції Лагранжа  
),(),(),,( yxyxfyxL λϕ+=λ
 ,  
де допоміжна змінна (параметр) λ  називається множником 
Лагранжа.  
















   
Розв’язки цієї системи визначають стаціонарні точки функції 
Лагранжа. Якщо ),,( 0000 λyxP  – стаціонарна точка функції Ла-
гранжа ),,( λyxL , то ),( 000 yxM  – точка, що “підозріла” на 
умовний екстремум функції  ),( yxfz = .  
Достатні умови умовного екстремуму можна встановити за 
знаком диференціала другого порядку Ld 2  функції Лагранжа з ура-
хуванням рівняння зв’язку. При визначенні знака Ld 2  диференціал 






















=λ  ,  










яка виражає рівність нулю повної похідної за x  складеної функції 
))(,( xyxϕ , що випливає з рівняння зв’язку 0),( =ϕ yx .  
Нехай ),,( 0000 λyxP  – стаціонарна точка функції Лагранжа 
),,( λyxL . Тоді:  1) якщо 0),,( 0002 >λyxLd , то  ),( 000 yxM  – 
точка умовного мінімуму;  2) якщо 0),,( 0002 <λyxLd , то  
 192 
),( 000 yxM  – точка умовного максимуму.  
Приклад 1. Знайти екстремум функції  
           1),( 22 ++== yxyxfz   за умови  0102 =−+ yx .  
□  Складаємо функцію Лагранжа:  
1),( 22 ++== yxyxfz  ;   0102),( =−+=ϕ yxyx  ;    
)102(1),(),(),,( 22 −+λ+++=λϕ+=λ yxyxyxyxfyxL  .  







































   
Отже,  )4,2,4(0 −P  – стаціонарна точка функції Лагранжа;  
)2,4(0M  – точка можливого умовного екстремуму. При 4−=λ   
функція Лагранжа набуває вигляду  
4148)102(41)4,,( 2222 +−−+=−+−++=− yxyxyxyxyxL .  
Дослідимо точку )2,4(0M  на умовний екстремум, вико-
















yL .  
З рівняння зв’язку  0102 =−+ yx , розглядаючи y  як функ-
цію від x  і знаходячи повну похідну по x  від лівої та правої частин 
цього рівняння, дістаємо   02 =+
dx
dy
;   dxdy 2−= .  




   
222 10)2(22 dxdxdx =−+= .  




, то  )2,4(0M  – 
точка умовного мінімуму заданої функції.  
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Обчислимо відповідне її мінімальне значення:     
 21124 22min 0 =++== Mzz .   ■  
Приклад 2. Знайти екстремум функції  22 −= xyz   за умови 
012 =−+ yx .  
□  Складаємо функцію Лагранжа:  
2),( 2 −== xyyxfz ;   012),( =−+=ϕ yxyx ;    
)12(2),(),(),,( 2 −+λ+−=λϕ+=λ yxxyyxyxfyxL  .  
Стаціонарні точки функції Лагранжа знаходимо з необхідних 
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 .  
Отже,  )0,0,1(1P  і )9/1,3/1,3/1(2 −P  – стаціонарні точки 
функції Лагранжа. Відповідно )0,1(1M  і )3/1,3/1(2M  – точки 
можливого умовного екстремуму.   
Знайдемо другі частинні похідні функції Лагранжа:  
022 =∂∂ xL ;   yyxL 22 =∂∂∂ ;   xyL 222 =∂∂ .  
Тоді другий диференціал функції Лагранжа  
2222 242220),,( dyxdydxydyxdydxydxyxLd +=+⋅+=λ  ,  
З рівняння зв’язку  012 =−+ yx , розглядаючи y  як функцію 
від x  і знаходячи повну похідну по x  від лівої та правої частин 
цього рівняння, маємо:   021 =+ dxdy ;   2dxdy −= .  Тоді  
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( ) ( ) 222 )2)(2/1(2222),,( dxxydxxdxdxyyxLd +−=−+−=λ ,  
Дослідимо точку )0,1(1M , якій відповідає значення 0=λ  
множника Лагранжа, на умовний екстремум, використовуючи 






то  )0,1(1M  – точка умовного мінімуму заданої функції.  
Її відповідне мінімальне значення  2
1min
−== Mzz .  
Дослідимо точку )3/1,3/1(2M , якій відповідає значення 
9/1−=λ  множника Лагранжа, на умовний екстремум, використо-
вуючи достатні умови екстремуму.  
Оскільки  





то  )3/1,3/1(2M  – точка умовного максимуму заданої функції.  




−== Mzz .  ■ 
Зауваження 3. Часто характер умовного екстремуму зрозумі-
лий з геометричного чи фізичного змісту задачі, тому немає потре-
би перевіряти досить складні достатні умови такого екстремуму.  
 
2.2.22. Метод  найменших  квадратів  
Нехай за результатами експериментальних досліджень треба 
визначити модель )(xFy =  залежності )(xfy =  змінної величини 
y  (залежна змінна) від змінної величини x  (незалежна змінна). 
Проведено n  випробувань і одержано n  пар відповідних значень (з 










З теоретичних міркувань чи за характером розташування на 
координатній площині Oxy  експериментальних точок ),( ii yx , 
ni ,1=  встановлюють вигляд функції )(xFy =  (вибір структури 
 195 
моделі – структурна ідентифікація). Нехай розміщення експери-
ментальних точок нагадує пряму (рис. 53). Тоді природно шукану 
залежність вважати лінійною функцією  bkxxFy +== )( .  
При вибраному вигляді шуканої функції залишається знайти 
всі невідомі коефіцієнти (параметри) k , b  так, щоб ця модель у 
деякому розумінні найкраще описувала розглядуваний процес (ви-
бір значень параметрів моделі – параметрична ідентифікація).  
Найпоширенішим способом оцінювання параметрів є метод 
найменших квадратів  (МНК).  
Відхиленням (нев’язкою) is  залежної змінної y , в точці ix  
називають різницю )( bkxys iii +−=  між експериментальним зна-
ченням iy  залежної змінної та її значенням bkxy imi += , обчис-







i i bkxyss 1
2
1
2 )(    
є функцією параметрів моделі  ),( bkss = , оскільки ii yx ,  ( ni ,1= ) 
– відомі числа.  
 
 
Згідно з МНК значення параметрів моделі знаходяться з умови 
мінімуму суми квадратів нев’язок.  
Можна показати, що квадратична функція ),( bkss =  має 
єдиний мінімум ),( 00 bk . Тому для його знаходження досить ско-


































iii ybkxs −+=  
O  
bkxyl +=:
),( iii yxM  
Рис. 53 
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Остання система називається нормальною системою методу 
найменших квадратів. Розв’язуючи цю систему, знаходимо шукані 
оптимальні значення ),( 00 bk  параметрів моделі.  
Формула 00 bxky +=  зі знайденими оптимальними значен-
нями параметрів служить рівнянням регресії. Лінію, що визна-
чається цим рівнянням, називають лінією регресії.  
Зауваження. При формуванні критерію ),( bkss =  якості мо-
делі за методом найменших квадратів припускається, що похибками 
значень незалежної змінної можна знехтувати.  
Приклад. Користуючись методом найменших квадратів, зна-
йти оптимальні значення параметрів 0k  і 0b  лінійної регресії 
00 bxky +=  за даними результатами n  вимірювань  







.   
Вказівка. Обчислення проводити з точністю до двох десятко-
вих знаків після коми.  
□  Для складання нормальної системи методу МНК поперед-
ньо обчислимо її коефіцієнти та праві частини:  
21 =∑ =
n





i ix ;  1,1721 =∑ =
n
i ii yx ;  5,231 =∑ =
n
i iy .  















==∆ ;  7,1157
75,23
21,172
1 ==∆ ;  ==∆ 5,232
1,17288
2   
8,1523= ;  89,110 =∆∆=k ;  49,220 =∆∆=b .  
Отже, шукане рівняння регресії  49,289,1 += xy .   ■   
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2.3. Кратні  інтеграли  
 
2.3.1. Задача  про  об'єм  циліндричного  тіла.  
Подвійний  інтеграл  і  його  властивості   
Нехай V – деяка замкнена обмежена просторова область (про-
сторове тіло), а плоска область xyD - її проекція паралельно осі Oz  
на координатну площину Oxy  (рис. 54). Область V  називається 
правильною (стандартною) в напрямі осі Oz , якщо виконуються 
наступні умови:  1) межа L  проекції xyD  складається зі скінчен-
ного числа неперервних кривих;  2) довільна пробна пряма, що про-
ходить хоча б через одну внутрішню точку області V  паралельно 
осі Oz  і в тому ж напрямі, перетинає її межу тільки у двох точках – 
по одній на ближній поверхні входу 1σ  і дальній поверхні виходу 
2σ ;  3) рівняння кожної з поверхонь 1σ  і 2σ  задається в явному 
вигляді, розв’язаному відносно z , причому тільки однією форму-
лою відповідно ),(1 yxzz =  і ),(2 yxzz = , де функції ),(1 yxz , 
),(2 yxz  неперервні в xyD   і  ),(),( 21 yxzyxz ≤ .     
 
Така просторова область V  має вигляд вертикального цилінд-
ричного тіла, що обмежене знизу поверхнею входу 1σ : ),(1 yxzz = , 










),(: 22 yxzz =σ
),(: 11 yxzz =σ
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ною циліндричною поверхнею, твірні якої паралельні осі Oz , а на-
прямною служить межа L  області xyD , в яку проектується це тіло 
на координатну площину Oxy . Це вертикальне циліндричне тіло V  
як множину точок можна подати у вигляді  
{ }xyOzxy DVDyxyxzzyxzzyxV →∈≤≤ ,),(),,(),(),,(: 21 .  
Аналогічно вводиться означення просторової області V , що 
правильна (стандартна) в напрямі осі Ox  чи Oy , відповідно  
{ }yzOxyz DVDzyzyxxzyxzyxV →∈≤≤ ,),(),,(),(),,(: 21   
і  { }xzOyxz DVDzxzxyyzxyzyxV →∈≤≤ ,),(),,(),(),,(: 21 .  
Область V  може бути одночасно правильною в напрямі різ-
них осей координат. Якщо просторова область V  правильна в на-
прямі кожної з координатних осей Ox , Oy  і Oz , то вона назива-
ється просто правильною (стандартною). Прикладами такої об-
ласті служать куля і прямокутний паралелепіпед, всі ребра якого 
паралельні осям координат.   
Зауваження 1. Якщо 
область V  – неправильна, 
то вона розбивається на 
правильні частини. Для 
цього, звичайно, застосо-
вують координатні чи їм 
паралельні площини.   
Розглянемо окремий 
випадок правильної в на-
прямі осі Oz  області V , 
яка обмежена знизу коор-
динатною площиною Oxy  
(тобто, спирається на свою 
проекцію D ), а зверху – 
поверхнею 0),( ≥= yxfz  
(рис. 55). Знайдемо об’єм 












Для цього розіб'ємо область D  довільними кусково-гладкими 
лініями на елементарні частини iD  ( ni ,1= ), що не мають спільних 
внутрішніх точок. Позначимо площу майданчика iD  через iS∆ , а 
його діаметр (довжину найбільшої хорди, яка з’єднує дві точки ме-
жі області iD ) – через id , ni ,1= . Через межу кожної елементарної 
області iD  проведемо циліндричну поверхню з паралельними осі 
Oz  твірними. Тоді тіло V  розіб’ється на n  циліндричних стовпчи-
ків з основами iD  ( ni ,1= ), що обмежені зверху шматками поверх-
ні ),( yxfz =  (на рис. 55 один з них виділений).  
Візьмемо на кожному майданчику iD  довільну точку 
),( iii yxM  і замінимо кожний стовпчик прямим циліндром з тією ж 
основою iD  і висотою ),( iiiii yxfzMP == . Тоді для об’єму iV∆  
циліндричного стовпчика маємо iiii SyxfV ∆⋅≈∆ ),( . Об’єм тіла V  




i i SyxfVV 11 ),( .  
Вираз ∑
=
∆ni iii Syxf1 ),(  називається інтегральною сумою 
функції ),( yxf  по області D .  
Одержана рівність тим точніша, чим менші розміри елемен-
тарних областей iD  і, відповідно, більша їх кількість n . Природно 
границю інтегральної суми при умові, що кожний майданчик iD  
стягується в точку )0(max →id  і, відповідно, їх число n  необме-
жено збільшується )( ∞→n , прийняти за об’єм V  циліндричного 
тіла:  ∑
=→
∆= ni iiid SyxfV i 10max ),(lim .   
Скінченна границя  інтегральної суми при необмеженому  
здрібненні розбиття області D , якщо вона існує і не залежить від 
способу поділу на елементарні майданчики iD  та від вибору точок 
),( iii yxM  на них, називається подвійним інтегралом від функції 
),( yxf  по області D  і позначається  ∫∫D dSyxf ),(   або  
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∫∫D dSMf )( .  







),(lim),( ,   
де x  і y  – змінні інтегрування;  ),( yxf  – підінтегральна функ-
ція;  dS  – елемент (диференціал) площі;  dSyxf ),(  – підінтег-
ральний вираз;  D  – область інтегрування.  
Геометричний зміст:  якщо функція ),( yxfz =  невід’ємна, то 
подвійний інтеграл від неї чисельно дорівнює об’єму V  циліндрич-
ного тіла, нижньою основою якого є область D , верхньою – части-
на поверхні 0),( ≥= yxfz , що проектується в D , а бічна поверх-
ня – циліндрична з твірними, паралельними осі Oz , і напрямною L  
– межею області D :  ∫∫= D dSyxfV ),( .   
Фізичний зміст:  якщо матеріальна пластина лежить у коорди-
натній площині Oxy  і має форму замкненої області D , в кожній 
точці якої задана поверхнева густина ),( yxµ=µ , то маса m  плас-
тини обчислюється за формулою  ∫∫ µ= D dSyxm ),( .  
Зауваження 2. Процес побудови подвійного інтеграла по дво-
вимірній області D  аналогічний процедурі синтезу визначеного 
інтеграла функції однієї змінної по одновимірній області ];[ ba . 
Спочатку область інтегрування довільним чином розбивається на 
частини, в кожній з яких береться довільна точка і в ній знаходиться 
значення функції. Потім знайдене значення функції множиться на 
міру відповідної частини області. У випадку однієї змінної такою 
мірою служить довжина ix∆  частинного відрізка ];[ 1 ii xx − , а у ви-
падку двох змінних – площа iS∆  елементарного майданчика iD . 
Наступні кроки знову однакові: утворюються інтегральні суми і 
знаходяться їхні границі, коли міра частин області інтегрування 
прямує до нуля. Тому умови існування та основні властивості по-
двійного інтеграла аналогічні відповідним властивостям звичайно-
го визначеного інтеграла. Наведемо найважливіші з них.  
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Теорема (достатня умова інтегровності). Якщо функція 
),( yxf  неперервна в замкненій обмеженій області D , то вона 
інтегровна в цій області. 
Властивості подвійного інтеграла:  
1) Сталий множник можна виносити за знак подвійного інтеграла:  
∫∫∫∫ =
DD
dSyxfCdSyxfC ),(),( , де constC = . 
2) Подвійний інтеграл від скінченної алгебраїчної суми функцій до-
рівнює такій же сумі подвійних інтегралів від кожного доданка 
окремо:  
( ) =−+∫∫ dSyxhyxgyxf
D
),(),(),(
   
∫∫ ∫∫∫∫ −+=
D DD
dSyxhdSyxgdSyxf ),(),(),( . 
3) Якщо функція 0),( ≥yxf  в області D , то  ∫∫ ≥
D
dSyxf 0),( . 
4) Якщо дві функції в області D  задовольняють нерівності 
),(),( yxgyxf ≥ , то   ∫∫ ∫∫≥
D D
dSyxgdSyxf ),(),( . 
5) (Адитивність). Якщо область інтегрування D  функції ),( yxf  
розбити на дві частини 1D  і 2D , які не мають спільних внутрішніх 





6) (Оцінка подвійного інтеграла). Якщо функція ),( yxf  непере-
рвна в обмеженій замкненій області D  площею S , то 
∫∫ ≤≤
D
SMdSyxfSm ),( , 
де m  і M  – відповідно найменше і найбільше значення функції 
),( yxf  в області D . 
7) Нехай функція ),( yxf  неперервна в обмеженій замкненій облас-
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нім значенням функції ),( yxf  в області D . Теорема (про середнє 
значення функції). В області D  існує хоча б одна точка ),( yxP , в 





yxf ),(1),( . 
Зауваження 3. Надалі будемо розглядати лише функції, які не-
перервні в області інтегрування, що гарантує існування подвійного 
інтеграла. (Хоча подвійний інтеграл може існувати не тільки для 
неперервних функцій).  
 
2.3.2. Обчислення  подвійного  інтеграла  
у  прямокутній  системі  координат  
Безпосереднє знаходження подвійного інтеграла як границі ін-
тегральної суми пов'язане зі значними труднощами. Набагато прос-
тіше перейти до обчислення так званого двократного повторного 
інтеграла – послідовного знаходження двох звичайних визначених 
інтегралів.  
Зауваження 1. Оскільки подвійний інтеграл не залежить від 
способу розбиття, то в декартовій прямокутній системі координат 
Oxy  зручно розбивати область D  координатною сіткою, утворе-
ною прямими, які паралельні осям Ox  і Oy  (рис. 56). Тоді внут-
рішній елементарний майдан-
чик iD  є прямокутником зі 
сторонами ix∆ , iy∆  і його 
площа iii yxS ∆⋅∆=∆ . Відпо-
відно диференціал площі на-
буває вигляду  dxdydS =  і 
подвійний інтеграл можна 
подати у формі   










Нехай функція ),( yxf  невід’ємна в обмеженій замкненій об-
ласті D . Тоді подвійний інтеграл ∫∫= D dxdyyxfV ),(  виражає 
об'єм V  вертикального циліндричного тіла (рис. 57) з нижньою ос-
новою D , що обмежене зверху поверхнею 0),( ≥= yxfz .  
 
 
Обчислимо об'єм V  по-іншому – методом паралельних пере-
різів. Припустимо, що область D  – правильна в напрямі осі Oy  
(рис. 58) і може бути подана у вигляді  





















Тоді проекцією тіла на вісь Ox  є відрізок ];[ ba . Об'єм V  мо-
жна знайти так:  ∫=
b
a
dxxSV )( , де )(xS  – площа перерізу тіла 
площиною constCx == , перпендикулярною до осі Ox , а ax =  і 
bx =  – рівняння крайніх площин, між якими лежить дане тіло.  
При перетині циліндрич-
ного тіла площиною Cx = , де 
constC =  утворюється криво-
лінійна трапеція 2211 CMMC  
(рис. 57). Апліката ),( yxfz =  
точки лінії 21ММ  при фіксова-
ному x  є функцією лише однієї 
змінної y , причому аргумент y  
змінюється в межах від 
)(1 xyyвх =  до )(2 xyyвих = . 





















),( .  
Порівнюючи два вирази для об’єму V , одержуємо формулу  









),(),( ,  
яка зводить подвійний інтеграл до двократного повторного інтегра-
ла – послідовного обчислення двох звичайних одновимірних інте-











),(),( .  
Зауваження 2. Одержана з геометричних міркувань формула 
залишається справедливою в загальному випадку інтегровної функ-
ції ),( yxf . (Строге доведення опускаємо). 









bx =  ax =  
)(1 xyy =  
)(2 xyy =  













dyyxf  за внутрішньою змінною y  в припущенні, що 
зовнішня змінна x  фіксована. У результаті обчислення внутріш-
нього інтеграла в межах від )(1 xy  до )(2 xy  одержуємо певну фун-
кцію )(xS  однієї змінної x .  
Зауваження 4. Зовнішні межі інтегрування a  і b  – завжди 
сталі. Обчислюючи зовнішній інтеграл ∫
b
a
dxxS )( , дістаємо деяке 
число I  – значення подвійного інтеграла.  
Зауваження 5. Внутрішні межі інтегрування )(1 xy  і )(2 xy  є 
функціями зовнішньої змінної x . В окремих випадках вони також 
можуть бути сталими. Наприклад, коли область інтегрування D  – 
прямокутник зі сторонами ax = , bx = , cy =  і dy = , що пара-
лельні осям координат, то всі межі інтегрування є сталими і подвій-






dyyxfdxdydxyxf ),(),( .  
Правило знаходження меж інтегрування для правильної в на-
прямі осі Oy  області D :   
1) Область D  спроектувати паралельно осі Oy  на вісь Ox  і оде-
ржати відрізок ];[ ba , bxa ≤≤ . Числа a  і b  – відповідно нижня і 
верхня межі у зовнішньому інтегралі за x . Вони визначаються 
крайніми зліва та справа точками області D , які лежать на вертика-
льних прямих ax =  та bx = , що обмежують цю область.   
2) Провести через будь-яку внутрішню точку x  відрізка ];[ ba  
пробну пряму, паралельну осі Oy  і в тому ж напрямі. Ця пряма пе-
ретинає межу області D  у двох точках – входу 1C  і виходу 2C . 
Щоб визначити внутрішні межі інтегрування за y  – ординати 
вказаних точок, необхідно розв'язати рівняння лінії входу і лінії ви-
ходу відносно y : )(1 xyy =  і )(2 xyy = . Функції )(1 xy  і )(2 xy , що 
на відрізку ];[ ba  обмежені і зберігають аналітичний вираз, – від-
повідно нижня і верхня межі у внутрішньому інтегралі за y . 
Зауваження 6. Якщо область D  – правильна в напрямі осі Ox  
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(рис. 59) і може бути подана у вигляді  
{ }];[],;[),()(),(: 21 dcDdcyyxxyxyxD Ox→∈≤≤ , 












),(),( .  
Тут внутрішнім є інтеграл за 
змінною x . Обчислюючи його 
в межах від )(1 yx  до )(2 yx  
(при цьому зовнішня змінна y  
вважається сталою), дістаємо 
деяку функцію )(yS  від однієї 
змінної y . Інтегруючи потім 
цю функцію в межах від c  до 
d , одержуємо значення I  по-
двійного інтеграла.  
Зауваження 7. Якщо область D  правильна в напрямах обох 
осей Ox  і Oy , то подвійний інтеграл можна звести до повторного 
будь-яким з указаних способів. Зрозуміло,що результати при цьому 
однакові, тобто значення подвійного інтеграла не залежить від по-
рядку інтегрування:   


















),(),( .  
Перехід від лівої частини цього співвідношення до правої і навпаки 
називається зміною порядку інтегрування.  
Зауваження 8. У кожному конкретному випадку, залежно від 
вигляду області D  та підінтегральної функції ),( yxf , треба оби-
рати той порядок інтегрування, який приводить до простіших обчи-
слень. 
Зауваження 9. Якщо область D  не є правильною в напрямі 
жодної з осей Ox  чи Oy , то її необхідно розбити на частини без 
























Ox  чи Oy . Обчислюючи подвійні інтеграли по правильних час-
тинних областях і додаючи результати, знайдемо шуканий подвій-
ний інтеграл по всій області D . Звичайно, для розбиття використо-
вуються лінії, що належать координатній сітці. Зокрема, у випадку 
прямокутних координат поділ області D  на правильні частини 
здійснюють прямими, які паралельні осям Ox  і Oy .  
Приклад 1. Для подвійного інтеграла ∫∫D dydxyxf ),(  вказа-
но підінтегральну функцію ),( yxf  і область інтегрування D , яка 
задана рівняннями ліній, що її обмежують, або системою нерівнос-
тей. Необхідно:  
1) Зобразити область інтегрування D .  
2) Подати область інтегрування D  як правильну в напрямі осі Oy , 
при необхідності розбиваючи її на частини, і зробити відповідний 
рисунок. Обчислити даний подвійний інтеграл переходом до повто-
рного інтеграла із зовнішнім інтегруванням по x  і внутрішнім інте-
груванням по y .  
3) Подати область інтегрування D  як правильну в напрямі осі Ox , 
при необхідності розбиваючи її на частини, і зробити відповідний 
рисунок. Обчислити даний подвійний інтеграл переходом до повто-
рного інтеграла із зовнішнім інтегруванням по y  і внутрішнім інте-
груванням по x .  
xyyxf =),( ;    08)1(2;022: 22 =−++=−− yxyxD .   
□  1) Межа області D  утворена двома вертикальними парабо-
лами. Перша з них 22 2 −= xy  має вершину, спрямовану вниз, у 
точці )2;0( − , а її вісь співпадає з віссю Oy . Друга парабола 
2)1(28 +−= xy  має вершину, спрямовану вверх, у точці )8;1(− , а 































)0;1(;)6;2( BA − .   
Область  D  зображена штриховкою на рис. 60.  
 208 
2) Спроектуємо область D  паралельно осі Oy  на вісь Ox  і 
одержимо відрізок ]1;2[− . Аналіз форми області D  і вигляду рів-
нянь ліній, які її обмежують, показує, що область D  – правильна у 
напрямі осі Oy . Відповідне подання відтворено на рис. 61. Тоді по-
двійний інтеграл обчислюється так:    
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3) Спроектуємо область D  
паралельно осі Ox  на вісь Oy  і 
одержимо відрізок ]8;2[− . Аналіз 
форми області D  і вигляду рів-
нянь ліній, які її обмежують, по-
казує, що область D  – неправи-
льна у напрямі осі Ox . Прямі 
0=y  і 6=y  розбивають цю 
область на три правильні у на-










08)1(2 2 =−++ yx
















Р .  
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прямі осі Ox  частини 1D , 2D  і 3D . Відповідне подання зображено 
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422 )8(23636)8(22)2() dtttduuudtttt   




53 ttuu   
) ( )−+−−=− 5/21283/21285/243/21625/24   
5/2165/163/64 −=+− .    ■   
Приклад 2. У заданих повторних інтегралах змінити порядок 
інтегрування:  




























dxyxfdydxyxfdyI .  
□  а) Використовуючи зазначені межі інтегрування, для кож-
ного з двох повторних інтегралів-доданків запишемо рівняння ліній, 
що обмежують відповідні області 1D  і 2D , та зобразимо їх в одній 
системі координат Oxy  (рис. 63):   
2
1 1;1;1;0: xyyxxD −−=−=== ;   
xyyexxD ln;1;;1:2 −=−=== . 
З рис. 63 видно, що 1D  і 2D  можна об’єднати в одну область 
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21 DDD ∪= . У зазначених повторних інтегралах області 1D  і 2D  
розглядаються як правильні в напрямі осі Oy . Для зміни порядку 
інтегрування об’єднану область D  треба подати як правильну в на-
прямі осі Ox , при необхідності розбиваючи на правильні у вибра-
ному напрямі частини. У даному випадку область D  – правильна в 
напрямі осі Ox :  yexyxyyyD −=−===−= ;1;0;1;1: 2 . 














































2.3.3. Заміна  змінних  у  подвійному  інтегралі.  
Подвійний  інтеграл  у  полярній  системі  координат  
Нехай формули ),( vuxx = , ),( vuyy =  встановлюють взаєм-
но однозначну відповідність між точками ),( yxM  області D  коор-
динатної площини Oxy  і точками );( vuM ∗  деякої області ∗D  ін-
шої координатної площини Ouv .  
Теорема. Нехай перетворення ),( vuxx = , ),( vuyy = , яке 
переводить замкнену обмежену область D  в замкнену обмежену 
область 
∗D , є взаємно однозначним, при цьому функції ),( vux , 
),( vuy  мають в області ∗D  неперервні частинні похідні першого 







vuJ ,   
а функція ),( yxf  неперервна в області D . Тоді справджується 
формула заміни змінних у подвійному інтегралі  
∫∫∫∫ ∗= DD dvduvuJvuyvuxfdydxyxf ),()),(),,((),( .  
(Без доведення).  
Функціональний визначник ),( vuJ  називається визначником 
Якобі  (якобіаном). Модуль якобіана визначає коефіцієнт зміни не-
скінченно малої площі при відповідному перетворенні координат.  
Правило. Виконуючи заміну змінних у подвійному інтегралі, 
треба елемент площі dxdydS =  в старих координатах x , y  замі-
нити елементом площі dudvvuJdS ),(=∗  у нових координатах u , 
v  і стару область інтегрування D  замінити відповідною їй об-
ластю 
∗D .  
На практиці часто застосовують перехід до полярних коорди-
нат. Прямокутні x , y  і полярні ρ , ϕ  координати зв’язані спів-
відношеннями:  ϕρ= cosx ; ϕρ= siny   ( ∞+<ρ≤0 , pi<ϕ≤ 20 ). 





sincos),(J  і 
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тому елемент площі ϕρρ=∗ dddS . Формула переходу до поляр-
них координат у подвійному інтегралі набуває вигляду  
∫∫∫∫ ∗ ϕρρϕρϕρ= DD ddfdydxyxf )sin,cos(),( ,  
де область D  задана у декартовій системі координат Oxy , а ∗D  – 
відповідна їй область у полярній системі координат ρϕO .  
Зауваження 1. Диференціал ϕρρ=∗ dddS  визначає лінійну 
частину площі нескінченно малого внутрішнього елементарного 
майданчика, на які область D  розбивається координатною сіткою 
полярної системи, утвореною променями const=ϕ , що виходять з 
полюса, і концентричними колами const=ρ  з центром у полюсі.  
Зауваження 2. Перехід до полярних координат доцільно засто-
совувати тоді, коли:  1) область інтегрування D  задана у полярній 
системі;  2) область інтегрування D  – круг або його частина (сек-
тор, сегмент, кільце і т.п.), оскільки при цьому рівняння межі облас-
ті містять суму 222 ρ=+ yx ;  3) сама підінтегральна функція міс-
тить цей вираз 222 ρ=+ yx .  
Припустимо, що область D  – правильна в напрямі координа-
тних променів C=ϕ  ( constC = ) (рис. 65 і рис. 66 відображають 
випадок, коли полюс O  не лежить у області D ) і може бути подана 
у вигляді  { }β<αβα∈ϕϕρ≤ρ≤ϕρϕρ ],;[),()(),(: 21D .   
 
 




























)sin,cos(),( ,  
яка зводить подвійний інтеграл до двократного повторного інтегра-
ла Тут внутрішнім є інтеграл за змінною ρ . Обчислюючи його в 
межах від )(1 ϕρ  до )(2 ϕρ , вважаючи зовнішню змінну ϕ  сталою, 
дістаємо деяку функцію )(ϕS  від однієї змінної ϕ . Інтегруючи по-
тім цю функцію в межах від α  до β , одержуємо значення подвій-
ного інтеграла.  
Зауваження 3. У випадку, коли полюс O  лежить на межі чи 
всередині області D  лінія входу вироджується в точку – полюс O :  
0)(1 =ϕρ . Величина α−β=ϕ∆  лежить у межах  pi≤ϕ∆≤ 20 . Ко-
ли pi=ϕ∆ 2 , то звичайно покладають  0=α  і pi=β 2 .  
Зауваження 4. На практиці перехід до полярних координат 
здійснюється заміною ϕρ= cosx , ϕρ= siny , ϕρρ= dddxdy  у 
підінтегральному виразі та відповідним перетворенням рівнянь лі-
ній, що обмежують область інтегрування D . Перетворення області 
D  в область ∗D  не виконують, а сумістивши декартову і полярну 
системи, знаходять межі інтегрування по ρ  і ϕ , досліджуючи зміну 
ρ  і ϕ  точки );( ϕρ  при її ототожненні з точкою );( yx  області D .  
Приклад 1. Перейти до полярних координат і обчислити по-
двійний інтеграл ∫∫ +
=
D yx
dydxI 222 )( , де область D  обмежена лініями 
24 2 +−= xy ;  2=y .   
□  Перейдемо в підінтегральній функції та в рівняннях указа-
них ліній до полярних координат:  
422222 1)(1)(1),( ρ=ρ=+= yxyxf ;     24 2 +−= xy ;   
2cos4sin 22 +ϕρ−=ϕρ ; ϕρ−=+ϕρ−ϕρ 2222 cos44sin4sin ;   
ϕ=ρ sin4  – коло з центром )2;0(  і радіусом 2=r ;  
2=y ;  2sin =ϕρ ;   ϕ=ρ sin/2  – горизонтальна пряма.  
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На рис. 67 область D  подана як правильна в напрямі коорди-













































































1 d   
32/16/132/16/1 pi=+pi+−= .    ■   
Приклад 2. Перейти до полярних координат і обчислити по-





)( , де область D  обмежена лінією 
)(36 446 хуу −= ,  0≥y .   
□  Перейдемо в підінтегральній функції та в рівнянні вказаної 
лінії до полярних координат:  
=ρϕρϕρ=+= 52882252282 )(sincos)(),( yxyxyxf ;  
ϕϕ= 82 sincos ;   )(36 446 хуу −= ;  −ϕρ=ϕρ 4466 sin(36sin   
)cos44 ϕρ− ;  )cos)(sincos(sin36sin 222262 ϕ−ϕϕ+ϕ=ϕρ ;   












nn pi+pi≤ϕ≤pi 22 , Zn ∈ , ...},2,1,0{ ±±=Z .   
Знайдемо область визначення даної кривої )(ϕρ=ρ , розгля-
даючи тільки головні значення полярних координат ∞+<ρ≤0 , 


























   
4/34/ pi≤ϕ≤pi .  
Отже, полярне рівняння зазначеної лінії  
ϕϕ−=ρ 3sin2cos6 ,  4/34/ pi≤ϕ≤pi .    
На рис. 68 область D , об-
межена цією кривою, подана як 
правильна в напрямі координат-
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2.3.4. Геометричні  застосування  подвійного  інтеграла  
Площа плоскої фігури. Якщо в подвійному інтегралі 
∫∫D dydxyxf ),(  підінтегральну функцію прийняти тотожно рів-
ною одиниці 1),( ≡yxf , то його значення чисельно дорівнюватиме 
площі області інтегрування D :   
∫∫= D dydxyxfS ),( .  
Приклад 1. За допомогою по-
двійного інтеграла обчислити пло-
щу плоскої області D , що обмеже-
на півколом 22 xaxy −= , дугою 
параболи axy 2=  і прямою 
ax 2=   ( 0>a ).  
□  На рис. 69 область D  пода-
на як правильна в напрямі осі Oy . 
Тоді  





























2 )()3/2(22   
);1/(arcsin;cos;sin −===−= axttdtadxtaax    











22 )2cos1()2/1()3/8(cos tdtaatdta   











 (кв. од.).    ■   
Приклад 2. Перейти до полярних координат і обчислити пло-
щу плоскої області D , що обмежена двома півколами 










□  Перейдемо в рівняннях указаних ліній до полярних коорди-
нат:  
22 xaxy −= ;  ϕρ−ϕρ=ϕρ 22 coscos2sin a ;  
ϕρ−ϕ=ϕρ 2222 coscos2sin a ;  ϕ=ϕ+ϕρ cos2)cos(sin 222 a ;   
ϕ=ρ cos2a  – коло з центром )0;(a  і радіусом ar = ;  
24 xaxy −= ;  ϕρ−ϕρ=ϕρ 22 coscos4sin a ;  
ϕ=ρ cos4a  – коло з центром )0;2( a  і радіусом ar 2= ;  
3xy = ;  3cossin ϕρ=ϕρ ;  33=ϕtg ;   6/pi=ϕ  –  
промінь, що виходить з полюса.  
На рис. 70 область D  подана як пра-
вильна в напрямі координатних променів 






















































a  (кв. од.).   ■   
Об'єм тіла. Нехай правильне у напрямі осі Oz  просторове тіло 
V , яке обмежене знизу і зверху поверхнями входу ),(1 yxzz =  і 
виходу ),(2 yxzz = , проектується на площину Oxy  в область xyD . 
Тоді його об’єм обчислюється за формулою  
( )∫∫ −=
xyD
dxdyyxzyxzV ),(),( 12 .   
Зауваження 1. Якщо тіло V  – правильне в напрямі осі Ox  чи 
Oy , то його об’єм обчислюється за аналогічною формулою відпо-











dydzyxxyxxV ),(),( 12  і ( )∫∫ −=
xzD
dxdzyxyyxyV ),(),( 12 .   
Приклад 3. За допомогою по-
двійного інтеграла обчислити об’єм 
тіла V , що обмежене параболічними 
циліндрами 2xy = , 22 xy −= , 
234 2xz −=  і площиною 1=z .  
□  На рис. 71 тіло V  подане як 
правильне в напрямі осі Oz . Його 
проекцією на площину Oxy  служить 
область xyD , що зображена на рис. 72 
як правильна в напрямі осі Oy . Тоді  
( ) =−= ∫∫
xyD
dxdyyxzyxzV ),(),( 12   
( ) =−−= ∫∫
xyD











































xxx  (куб.  
                                                        од.).  ■   
Приклад 4. Перейти до полярних 
координат і обчислити об’єм тіла V , що 
обмежене півсферою 2225 yxz −−=  і параболоїдом обертання 
8)(1 22 yxz ++= .   


























































 – коло з центром )3;0;0(  і радіусом 4=r .  
Проекцією тіла V  на площину Oxy  служить область xyD  – 
круг з центром )0;0(  і радіусом 4=r . На рис. 73 це тіло подане як 
правильне в напрямі осі Oz . Тоді  ( )∫∫ +−−−−=
xyD
dxdyyxyxV 8/)(125 2222 .  
Область xyD  – правильна в напрямі координатних променів 
const=ϕ  і може бути задана як  ]2;0[;40: pi∈ϕ≤ρ≤xyD . Пе-
рейдемо в подвійному інтегралі до полярних координат і дістанемо:  
 
 

































































5088)3/1()32/1( ddud   
3/100)3/50( 20 pi=ϕ⋅=
pi
  (куб. од.).  ■     
Площа поверхні. Нехай σ – деяка поверхня, плоска область 
xyD - її проекція паралельно осі Oz  на координатну площину Oxy  
(рис. 74). Поверхня σ  називається правильною (стандартною) в 
напрямі осі Oz , якщо виконуються наступні умови:  1) довільна 
пробна пряма, що проходить через область xyD  паралельно осі Oz  і 
в тому ж напрямі, перетинає поверхню σ  лише в одній точці, тобто 
поверхня σ  взаємно однозначно проектується в область xyD ;  
2) рівняння поверхні σ  задається в явному вигляді, розв’язаному 
відносно z , причому тільки однією формулою ),( yxzz = , де функ-
ція ),( yxz  неперервна в xyD .  
Аналогічно розглядаються 
поверхні, що правильні в напрямі 
осей Ox  і Oy .  
Якщо поверхня σ  правиль-
на у всіх трьох напрямах Ox , Oy  
і Oz , то вона називається просто 
правильною (стандартною).  
Наприклад, параболоїд 
22 yxz +=  правильний у напря-
мі тільки осі Oz ; циліндр xz =  правильний у напрямі тільки 
осей Ox  і Oz ; площина 0632 =−−+ zyx  просто правильна; сфе-
ра 1222 =++ zyx  неправильна в кожному напрямі Ox , Oy  і Oz .  
Зауваження 2. Якщо поверхня σ  – неправильна, то вона роз-
бивається на правильні частини. Як правило, для цього застосову-









1222 =++ zyx  площиною 0=z  розбивається на дві правильні в 
напрямі осі Oz  півсфери  221 yxz −−−=  і 221 yxz −−= .  
Нехай правиль-
на у напрямі осі Oz  
поверхня σ  проек-
тується на коорди-
натну площину Oxy  
в замкнену обмежену 
область xyD  і за-
дається рівнянням 
),( yxzz =  (рис. 75).  
Припустимо, що 
функція ),( yxz  не-
перервна разом зі 
своїми частинними 
похідними xz '  і yz '  
в області xyD . Тоді у 
кожній точці поверх-
ні σ  існує дотична 
площина, що неперервно змінює своє положення при переході від 
однієї точки до іншої, тобто поверхня σ  є гладкою. Знайдемо пло-
щу σS  цієї поверхні.  
Розіб'ємо поверхню σ  довільними кусково-гладкими лініями 
на n  елементарних частин iσ∆ , що не мають спільних внутрішніх 
точок. На кожному майданчику iσ∆ , який проектується на коорди-
натну площину Oxy  в частинну область iS∆  з діаметром id , візь-
мемо довільну точку ( )),(,, iiiii yxzyxP , проведемо в ній дотичну 
площину iα  і одиничний вектор нормалі ( ),,(' iixi yxzn −=r  )1),,(' iiy yxz− , який утворює гострий кут iγ  з віссю Oz . При 
цьому    
















На площині iα  виділимо частину iα∆ , проекцією якої слу-
жить елементарна область iS∆ . Їх площі зв’язані співвідношенням  
iiiyiixiii SyxzyxzS ∆++=γ∆=α∆ 1),('),('|cos| 22 .  

















1),('),('limlim ,   
яка не залежить від способу розбиття поверхні σ  та від вибору то-
чок iP . Вираз ∑ = ∆++
n
i iiiyiix Syxzyxz1
22 1),('),('  є інтегральною 
сумою неперервної функції 1),('),('),( 22 ++= yxzyxzyxf yx  по 
області xyD . Тому зазначена границя визначає подвійний інтеграл  
∫∫ ++=σ
xyD yx
dydxzzS 22 ''1 ,   
за яким обчислюється площа σS  поверхні σ , що правильна у на-
прямі осі Oz . Відповідно елемент (диференціал) площі σd  такої 
поверхні визначається рівністю  dydxzzd yx 22 ''1 ++=σ .   
Зауваження 3. Якщо поверхня σ  правильна у напрямі осі Ox  




   або   ∫∫ ++=σ
xzD zx
dzdxyyS 22 ''1 .   
При цьому диференціал площі σd  поверхні σ  визначається відпо-
відно рівністю  
dzdyxxd zy 22 ''1 ++=σ    або   dzdxyyd zx
22
''1 ++=σ .  
Приклад 5. За допомогою подвійного інтеграла обчислити 
площу частини верхньої півсфери 224: yxz −−=σ , яка виріза-
ється вертикальним циліндром 22 yyx −=  і площиною 0=x .  
□  На рис. 76 зазначена частина півсфери подана як правильна 
 224 
в напрямі осі Oz . Її проекці-
єю на площину Oxy  служить 
область xyD  – півкруг з цент-
ром )1;0(  і радіусом 1=r .  
З рівняння півсфери ді-
стаємо  
224' yxxz x −−−= ;  
224' yxyz y −−−= .   


























1 .  
Оскільки область інтегрування 
xyD  – півкруг, то зручно перейти до по-
лярних координат:  
ϕρ= cosx ;   ϕρ= siny ;  
222 ρ=+ yx ;    ϕρρ= dddxdy .  
На рис. 77 область xyD  подана як 
правильна в напрямі координатних про-


































2 )(sin4)1(cos42 dd   
























2.3.5. Фізичні  застосування  подвійного  інтеграла  
Маса і середня густина пластини. Нехай на координатній пло-
щині Oxy  лежить матеріальна пластина, що має форму обмеженої 
замкненої області D , у кожній точці якої поверхнева густина ви-
значається неперервною функцією ),( yxµ=µ . Тоді маса m  і се-
редня густина серµ  пластини обчислюються за формулами    
∫∫µ=
D
dxdyyxm ),( ;   ∫∫∫∫ µ==µ DDсер dxdydxdyyxS
m ),( .   
Статичні моменти і центр маси пластини. Розіб'ємо область D  
довільними кусково-гладкими лініями на елементарні частини iD  
( ni ,1= ), що не мають спільних внутрішніх точок.  Виберемо на 
кожному майданчику iD  з площею iS∆  і діаметром id  довільну 
точку ),( iii yxM  і наближено вважатимемо, що його маса im∆  до-
рівнює iii Syx ∆µ ),(  і зосереджена у вибраній точці ),( iii yxM . Тоді 
пластину можна розглядати як систему всіх цих матеріальних то-
чок. Її статичні моменти xM  і yM  відносно осей Ox  і Oy  набли-










i iiy SyxxmxM 11 ),( .  
Щоб знайти точні значення вказаних величин, перейдемо в 
цих рівностях до границі при необмеженому здрібненні розбиття 
області D :  0max →id . Дістанемо   
∫∫ µ= Dx dxdyyxyM ),( ;     ∫∫ µ= Dy dxdyyxxM ),( .   
Відповідно координати cx  та cy  центра маси пластини обчис-
люються за формулами    mMx yc = ;   mMy xc = .   
Зауваження. Якщо пластина однорідна, то  const=µ=µ 0 . 
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Моменти інерції пластини. Замінивши пластину системою ма-
теріальних точок ),( iii yxM , ni ,1=  з масами iiii Syxm ∆µ≈∆ ),( , 
дістанемо наступні наближені рівності для її моментів інерції xI , 





i iix SyxymyI 1
2
1





i iiy SyxxmxI 1
2
1









0 ),()()( . 
Перейшовши до границі при 0max →id , з цих співвідно-
шень одержимо точні формули для обчислення моментів інерції  
∫∫ µ= Dx dxdyyxyI ),(
2 ;    ∫∫ µ= Dy dxdyyxxI ),(
2 ;   
yxD
IIdxdyyxyxI +=µ+= ∫∫ ),()( 220 .   
Приклад 1. Знайти масу та середню гус-
тину пластини D , обмеженої лініями  xey = , 
xey −=  і 1=x , якщо поверхнева густина за-
дається функцією yxyx 4),( +=µ .  
□  На рис. 78 пластина D  зображена як 
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21 −+= −ee .    
Тепер обчислимо середню густину пластини серµ :  
)2()22(/ 1221 −+−++==µ −−− eeeeeSmсер .    ■   
Приклад 2. Знайти статичні моменти xM  та yM  відносно 
осей координат та центр маси ),( cc yxC  
пластини D , обмеженої дугою кривої 
xy sin= , 2/0 pi≤≤ x , віссю Ox  і пря-
мою 2/pi=x , якщо поверхнева густина  
xyyx cos60),( =µ .  
□  На рис. 79 пластина D  подана як 
правильна в напрямі осі Oy . Обчислимо її 
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∫ xdxx .    
Тепер обчислимо координати центра маси пластини:  
4/15)4/15( pi=pi== mMx yc ;  15/8== mMy xc .    ■  
Приклад 3. Знайти момент інерції yI  відносно осі Oy  пласти-
ни D , обмеженої дугою кардіоїди )(4)2( 2222 yxxyx +=−+ , 
0≥y , півколом 122 =+ yx , 0≥x  і віссю Oy , якщо поверхнева 
густина  222 )(),( yxyyx +=µ .  
□  Рівняння кардіоїди і кола спрощуються при переході до по-
лярних координат  ( ϕρ= cosx ;   ϕρ= siny ; 222 ρ=+ yx )  і набу-
вають відповідно вигляду   
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)cos1(2 ϕ+=ρ    і   1=ρ .  
На рис. 80 область D  подана 
як правильна в напрямі координат-
них променів. Знайдемо момент 
інерції yI  пластини D , переходя-
чи в подвійному інтегралі до по-






























































=+=−−=−−= ∫∫ uuduuduu .    ■   
   
2.3.6. Задача  про  масу  просторового  тіла.  
Потрійний  інтеграл  і  його  властивості   
Нехай у тривимірному просторі задана замкнена обмежена об-
ласть (просторове тіло) V , яка суцільно заповнена речовиною з 
об’ємною густиною ),,( zyxf=µ . Знайдемо масу m  цього тіла V .  
Для цього розіб'ємо область V  сіткою довільних кусково-
гладких поверхонь на елементарні частини iV  ( ni ,1= ), що не ма-
ють спільних внутрішніх точок. Позначимо об’єм комірки iV  через 













межі області iV ) – через  id , ni ,1= . У кожній комірці iV  візьмемо 
довільну точку ),,( iiii zyxM . Можна наближено вважати, що гус-
тина в межах елементарної області iV  однакова і дорівнює значен-
ню ),,()( iiiii zyxfMf ==µ  у виділеній точці. Тоді для маси im∆  
комірки iV  справджується наближена рівність =∆µ≈∆ iii Vm  
iiii Vzyxf ∆⋅= ),,( . Відповідно маса m  всього тіла V  наближено 




i i Vzyxfmm 11 ),,( .  
Вираз ∑
=
∆ni iiii Vzyxf1 ),,(  називається інтегральною сумою 
функції ),,( zyxf  по області V .  
Природно границю інтегральної суми при умові, що кожна ко-
мірка iV  стягується в точку )0(max →id  і, відповідно, їх число n  
необмежено збільшується )( ∞→n , прийняти за масу m  тіла V :    
∑
=→
∆= ni iiiid Vzyxfm i 10max ),,(lim .  
Скінченна границя  інтегральної суми при необмеженому 
здрібненні розбиття тривимірної області V , якщо вона існує і не 
залежить від способу поділу на елементарні комірки iV  та від ви-
бору точок ),,( iiii zyxM  у них, називається потрійним інтегра-







),,(lim),,( ,   
де x , y  і z  – змінні інтегрування;  ),,( zyxf  – підінтегральна 
функція;  dV  – елемент (диференціал) об’єму;  dVzyxf ),,(  – 
підінтегральний вираз;  V  – область інтегрування.  
Таким чином  ∫∫∫ µ= V dVzyxm ),,(   (фізичний зміст потрій-
ного інтеграла).  
Якщо в потрійному інтегралі підінтегральну функцію прийня-
ти тотожно рівною одиниці 1),,( ≡zyxf , то його значення чисель-
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но дорівнюватиме об’єму області інтегрування V :  ∫∫∫= V dVV   
(геометричний зміст потрійного інтеграла).   
Зауваження. Умови існування та основні властивості потрій-
ного інтеграла аналогічні відповідним властивостям подвійного і 
звичайного визначеного інтеграла.   
 
2.3.7. Обчислення  потрійного  інтеграла  
у  прямокутній  системі  координат  
Нехай у тривимірному просторі визначена декартова прямо-
кутна система координат Oxyz . Оскільки потрійний інтеграл не 
залежить від способу розбиття, то в цій системі координат зручно 
розбивати область V  координатною сіткою, утвореною площина-
ми, які паралельні координатним площинам. Тоді внутрішня еле-
ментарна комірка iV  є прямокутним паралелепіпедом зі сторонами 
ix∆ , iy∆  і iz∆ . Його об’єм iiii zyxV ∆⋅∆⋅∆=∆ . Відповідно дифе-
ренціал об’єму набуває вигляду  dzdydxdV =  і подвійний інтег-
рал можна подати у формі  ∫∫∫V dxdydzzyxf ),,( .  
Нехай тривимірна область V  – правильна в напрямі осі Oz  (є 
вертикальним циліндричним тілом, зображеним на рис. 54), і може 
бути подана у вигляді  
{ }xyOzxy DVDyxyxzzyxzzyxV →∈≤≤ ,),(),,(),(),,(: 21 .  










),,(),,( ,   
за якою спочатку обчислюється внутрішній одновимірний інтеграл 
по z , а потім зовнішній подвійний інтеграл по yx, .   
Якщо при цьому плоска область xyD , що служить проекцією 
тіла V  на площину Oxy , є правильною в напрямі осі Oy  (рис. 58) і 
може бути подана у вигляді  
{ }];[],;[),()(),(: 21 baDbaxxyyxyyxD Oyxy →∈≤≤ ,  
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dzzyxfdydxdxdydzzyxf ,   
яка зводить потрійний інтеграл до трикратного повторного інтегра-
ла.   
Зауваження 1. За цією формулою спочатку обчислюється са-
мий внутрішній інтеграл по внутрішній змінній z  при фіксованих 
зовнішніх змінних x  і y . Потім знаходиться проміжний інтеграл 
по y  при фіксованому x . В останню чергу обчислюється зовнішній 
інтеграл по x .   
Зауваження 2. Можна одержати повторний інтеграл з іншим 
порядком інтегрування. Його доцільність залежить як від розташу-
вання області V  відносно прийнятої системи координат Oxyz  та її 
форми, так і від вигляду підінтегральної функції ),,( zyxf .   
Зауваження 3. Якщо область V  – неправильна, то її треба роз-
бити на правильні частини.  
Приклад. Для потрійного інтеграла ∫∫∫= V dxdydzzyxfI ),,(  
вказано підінтегральну функцію ),,( zyxf  й область інтегрування 
V , яка задана рівняннями поверхонь, що її обмежують, або систе-
мою нерівностей. Необхідно:  
1) Зобразити тіло V  у прямокутній системі координат Oxyz  як 
правильну в напрямі осі Oz  просторову область.  
2) Подати його проекцію xyD  як правильну в напрямі осі Oy  плос-
ку область, при необхідності розбиваючи на частини, і зробити від-
повідний рисунок.  
3) За результатами пунктів 1) і 2) перейти до повторного інтеграла і 
обчислити його значення.  
а) )43)(4/1(7),,( 2 zyxzyxf +−= ;   
0;0;044;0: 2 ===−+=− zxyxyzV ;   
б) zyxzyxf ++=),,( ;   
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□  а) Дана область інтегрування V  
є вертикальним циліндричним тілом, а 
його проекцією  на координатну площи-
ну Oxy  є плоска область xyD . На рис. 81 
це тіло V  подано як правильну в напря-
мі осі Oz  просторову область, що обме-
жена знизу координатною площиною 
0=z  (поверхня входу), зверху –  пара-
болічним циліндром 2yz =  (поверхня 
виходу), а з боків – координатною пло-
щиною 0=x  і вертикальною площиною 
044 =−+ yx . Відповідно на рис. 82 
проекцію xyD  відтворено як правильну в 
напрямі осі Oy  плоску область, яка об-
межена знизу віссю Ox  (лінія входу 
0=y ), зверху –  похилою прямою 
4/1 xy −=  ((лінія виходу), а з боків – 
вертикальними прямими 0=x  і 4=x . 
Тоді потрійний інтеграл переходом до 












2.3.8. Заміна  змінних  у  потрійному  інтегралі.  
Потрійний  інтеграл  у  циліндричній  
та  сферичній  системах  координат  
У багатьох задачах обчислення потрійних інтегралів зручніше 
робити в циліндричній, сферичній або іншій криволінійній системі 
координат.  
Нехай функція ),,( zyxf  неперервна в обмеженій замкненій 
області V  простору ),,( zyx , а функції ),,( wvuxx = , 
),,( wvuyy =  і ),,( wvuzz =  разом з частинними похідними непе-
рервні в обмеженій замкненій області ∗V  простору ),,( wvu  і взає-
мно однозначно відображають цю область на область V , причому 









wvuJ ,   
Тоді має місце формула заміни змінних у потрійному інтегралі  
=∫∫∫V dxdydzzyxf ),,(   
∫∫∫ ∗= V dudvdwwvuJwvuzwvuywvuxf ),,()),,(),,,(),,,(( .  
Змінні u , v  і w  служать криволінійними координатами точ-
ки, а вираз dudvdwwvuJdV ),,(=∗  задає елемент об’єму у кри-
волінійному просторі ),,( wvu . Модуль якобіана ),,( wvuJ  визна-
чає коефіцієнт зміни нескінченно малого об’єму при відповідному 
перетворенні координат.  
Перехід  до  циліндричних  координат. Визначимо положення 
довільної точки ),,( zyxM  у просторі її декартовою координатою – 
аплікатою z  і полярними координатами ρ  і ϕ  її проекції 1M  на 
площину Oxy  (рис. 83). Величини ρ , ϕ  і z  називаються цилінд-
ричними координатами точки M .  
З рис. 83 видно, що прямокутні і циліндричні координати точ-
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ки M  зв’язані співвідношеннями:  
ϕρ= cosx ; ϕρ= siny ;  zz =   ( ∞+<ρ≤0 , pi<ϕ≤ 20 ),  
які відображають область ∞+<ρ≤0 , 
pi<ϕ≤ 20 , +∞<<∞− z  криволінійного 
простору ),,( zϕρ  на весь простір ),,( zyx .  
Координатну сітку циліндричної 
системи координат утворюють кругові ци-
ліндри const=ρ  з віссю Oz , півплощини 
const=ϕ , що виходять з осі Oz , і пло-
щини constz = , паралельні площині Oxy .  







),,( zJ .    
Тоді елемент об’єму  dzdddV ϕρρ=∗ . Формула переходу до 
потрійного інтеграла у циліндричних координатах  
∫∫∫∫∫∫ ∗ ϕρρϕρϕρ= VV dzddzfdxdydzzyxf ),sin,cos(),,( .  
Зауваження 1. Перехід до циліндричних координат доцільно 
застосовувати, коли:  1) область інтегрування V  задана у цилінд-
ричній системі;  2) область інтегрування V  проектується в круг або 
його частину;  3) підінтегральна функція ),,( zyxf  містить суму 
квадратів хоча б двох декартових координат.  
Перехід до сферичних координат. Визначимо положення до-
вільної точки ),,( zyxM  у просторі за допомогою трьох величин 
(рис. 84):  відстані 222 zyxr ++=  від початку координат O  до 
точки M  (радіус-вектор),  кута ϕ  між додатним напрямом осі Ox  
та проекцією 1OM  відрізка OM  на площину Oxy  (широта),  кута 
θ  між додатним напрямом осі Oz  та відрізком 1OM  (довгота). 











ки M . З рис. 84 видно, що прямокутні і сферичні координати точки 
M  зв’язані співвідношеннями:  
θϕ= sincosrx ; θϕ= sinsinry ; θ= cosrz ; 222 zyxr ++=    
( ∞+<≤ r0 , pi<ϕ≤ 20 , pi≤θ≤0 ),  
які відображають область ∞+<≤ r0 , 
pi<ϕ≤ 20 , pi≤θ≤0  криволінійного 
простору ),,( θϕr  на весь простір 
),,( zyx .  
Координатну сітку сферичної си-
стеми координат утворюють сфери 
constr =  з центром у початку коорди-
нат O , півплощини const=ϕ , що ви-
ходять з осі Oz , і кругові півконуси const=θ  з віссю Oz .  













rJ .    
Тоді елемент об’єму  θϕθ=∗ ddrdrdV sin2 . Формула пере-
ходу до потрійного інтеграла у сферичних координатах  
=∫∫∫V dxdydzzyxf ),,(   
∫∫∫ ∗ θϕθθθϕθϕ= V ddrdrrrrf sin)cos,sinsin,sincos(
2
.  
Зауваження 2. До сферичних координат зручно переходити, 
коли:  1) область інтегрування V  задана у сферичній системі;  
2) областю інтегрування V  є куля чи її частина;  3) підінтегральна 
функція ),,( zyxf  містить суму квадратів всіх трьох декартових 
координат  2222 rzyx =++ .  
Зауваження 3. При переході у потрійному інтегралі до цилінд-
ричних або сферичних координат область ∗V  у новому просторі, як 











за областю V  у прямокутних координатах.  
Приклад 1. Знайти потрійний інтеграл ∫∫∫ +
=
V yx
dxdydzxyzI 22 , де 
область V  – розміщена в першому октанті ( 0≥x , 0≥y , 0≥z ) 
частина просторового тіла, обмеженого параболоїдом обертання 
22 yxz +=  і круговим півконусом 222 yxz +−= .   































– коло у площині 1=z , що має радіус 1=r  і центр )1;0;0( .  
На рис. 85 тіло V  подане 
як правильне в напрямі осі Oz . 
Його проекцією на площину 
Oxy  служить область xyD  – 
частина круга з центром )0;0(  
і радіусом 1=r , що відповідає 
першій чверті ( 0≥x , 0≥y ).  
Крім того, підінтегральна 
функція містить суму квадратів 
двох координат. Тому раціо-
нально перейти до циліндрич-
них координат:   
222 yxz +−=  ⇒  ρ−= 2z ;  
22 yxz +=  ⇒  2ρ=z ;  
=+= )(),,( 22 yxxyzzyxf   
ϕϕ=ρ⋅ϕρ⋅ϕρ= sincossincos 2 zz .    
На рис. 86 область xyD  зображена як 
правильна в напрямі координатних проме-





























































































∫ d .    ■   






область V  обмежена півсферою 2211 yxz −−+=  і круговим 
півконусом 22 yxz += .  
□  Лінією перетину 
вказаних поверхонь є коло з 
центром )1;0;0(  і радіусом 
1=r , що лежить у площині 
1=z .  
Тіло V  зображене на 
рис. 87. Його проекцією на 
площину Oxy  служить 
круг xyD  з центром )0;0(  і 
радіусом 1=r .  
Перейдемо до сферич-
















2211 yxz −−+=  ⇒  ( ) −θϕ−=−θ 222 )sincos(11)cos( rr   
2)sinsin( θϕ− r ; θ−=+θ−θ 2222 sin11cos2cos rrr ; θ= cos2r ;  
22 yxz +=  ⇒  22 )sinsin()sincos(cos θϕ+θϕ=θ rrr ;  
θ=θ sincos ;  1=θtg ;  4/pi=θ ;   
θ=θ=++= 22222222 coscos)(),,( rrzyxzzyxf .    
Оскільки проекцією тіла V  є круг, то кут ϕ  змінюється в ме-
жах від 0  до pi2 . При фіксованому значенні ϕ  кут θ  пробігає зна-
чення від 0  до 4/pi . При фіксованих значеннях обох кутів ϕ  і θ  
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pid .   ■  
Приклад 3. Знайти потрійний інтеграл ∫∫∫=
V
dxdydzxyzI 2 , де 
область V  є частиною кулі 4222 ≤++ zyx , що відповідає першо-
му октанту ( 0≥x , 0≥y , 0≥z ). Задачу розв’язати трьома спосо-
бами:  1) безпосередньо в декартових прямокутних координатах;  
2) за допомогою переходу до циліндричних координат;  3) за допо-
могою переходу до сферичних координат.  
□  (Розв’язати самостійно). Відповідь:  105/64=I .   ■   
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2.3.9. Застосування  потрійного  інтеграла  
Обчислення об’єму. Згідно геометричного змісту потрійного 
інтеграла об’єм просторової області V  обчислюється за формулою  
∫∫∫∫∫∫ == VV dxdydzdVV .   
Фізичні застосування. Якщо матеріальне тіло V  має густину 
),,( zyxµ=µ , то за фізичним змістом потрійного інтеграла маса m  
тіла обчислюється за формулою   ∫∫∫ µ= V dxdydzzyxm ),,( .  
Середня густина серµ  тіла V  є відношенням маси m  тіла до 
його об’єму V , тобто  Vmсер /=µ .  
Статичні моменти yzM , xzM  і xyM  відносно координатних 
площин і координати центра маси ),,( ccc zyxC  тіла V  знаходяться 
відповідно за співвідношеннями:  
∫∫∫ µ= Vyz dxdydzzyxxM ),,( ;  ∫∫∫ µ= Vxz dxdydzzyxyM ),,( ;   




c = ;  
m





c = .  
Моменти інерції xI , yI , zI  і 0I  тіла V  відносно осей і почат-
ку координат визначаються відповідно за формулами:  
∫∫∫ µ+= Vx dxdydzzyI )(
22 ;   ∫∫∫ µ+= Vy dxdydzzxI )(
22 ;   
∫∫∫ µ+= Vz dxdydzyxI )(
22 ;   ∫∫∫ µ++= V dxdydzzyxI )(
222
0 .  
Приклад 1. Обчислити середню густину серµ  і координати 
центра маси ),,( ccc zyxC  тіла V , обмеженого параболоїдом обер-
тання 2)(1 22 yxz ++=  і площиною  yz += 1 , якщо густина за-
дається функцією 
22),,( yxyzyx +=µ .  
□  Враховуючи, що на лінії перетину аплікати співпадають, 
знайдемо рівняння проекції лінії перетину параболоїда і площини 
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Отже, проекцією лінії перетину служить коло 1)1( 22 =−+ yx , що 
має радіус 1=r  і центр )0;1;0( .  
Оскільки проекцією тіла V  на координатну площину Oxy  є 
круг xyD , то зручно перейти до ци-
ліндричних координат:   
2)(1 22 yxz ++=  ⇒   
⇒  21 2ρ+=z ;   
yz += 1  ⇒  ϕρ+= sin1z ;  
1)1( 22 =−+ yx  ⇒  ϕ=ρ sin2 ;  
22 yxy +=µ  ⇒  ϕ=µ sin .  
На рис. 88 тіло V  подане як 
правильне в напрямі осі Oz , а його 
проекція xyD  зображена як пра-
вильна в напрямі координатних 
променів const=ϕ .  




















































































































































∫ uuuduuu .   
Тоді середня густина    )45/(128/ pi==µ Vmсер .  
За формою і розподілом густини дане тіло V  симетричне від-
носно координатної площини Oyz , тому 0=cx . Для знаходження 








































































































= .  
Отже,     35/36== mMy xzc ;  7/13== mMz xyc .  ■  
Приклад 2. Знайти момент інерції zI  відносно осі Oz  півкулі 
V : 1222 ≤++ zyx , 0≥z , якщо густина задається функцією 
2/32223 )(),,( zyxzzyx ++=µ .  
□  Оскільки область V  є частиною кулі і вираз для густини, 
що входить у підінтегральну функцію відповідного інтеграла, міс-
тить суму квадратів всіх трьох декартових координат, то доцільно 
перейти до сферичних координат. Дістанемо:  
θ=µ 3cos ;   { }10,2/0,20),,(: ≤≤pi≤θ≤pi≤ϕ≤θϕ∗ rrV .  










































































pi=ϕ⋅=ϕ= pipi∫ d .   ■   
Приклад 3. застосовуючи перехід до циліндричної системи  
координат, обчислити координати центра маси ),,( ccc zyxC  розмі-
щеної в першому октанті ( 0≥x , 0≥y , 0≥z ) частини V  просто-
рового тіла, обмеженого двома 
круговими циліндрами 
122 =+ yx  і 122 =+ zx  
(рис. 89), якщо густина  
)(),,( 22 yxxyzzyx +=µ .  
□  (Розв’язати самостійно). Від-
повідь:   
)63/16,675/256,675/256(C . ■   
 
 
2.4. Контрольні  запитання  
1. Яка поверхня називається сферою? Наведіть канонічне рівнян-
ня сфери та рівняння сфери зі зміщеним центром.  
2. Запишіть загальне рівняння поверхні другого порядку.  
3. Яка поверхня називається циліндричною? Запишіть канонічні 
рівняння еліптичного, гіперболічного, параболічного циліндрів.  
4. Яка поверхня називається конічною? Наведіть канонічне рів-
няння конуса другого порядку.  
5. Як утворюється поверхня обертання? Як знайти рівняння по-
верхні, утвореної обертанням заданої кривої, що лежить у коор-
динатній площині, навколо однієї з координатних осей цієї ж 
площини?  
6. Запишіть канонічні рівняння еліпсоїда, однопорожнинного і 
двопорожнинного гіперболоїдів, еліптичного та гіперболічного 
параболоїдів. Які з цих поверхонь є лінійчатими?  
7. Наведіть означення функції n  змінних та її області визначення. 














значень) функції багатьох змінних?  
9. Дайте означення функції двох змінних та її області визначення. 
Який геометричний зміст цих понять? Наведіть приклади гра-
фіків функцій двох змінних.  
10. Що називається лінією рівня функції двох змінних? Поверхнею 
рівня функції трьох змінних? Наведіть приклади ліній та по-
верхонь рівня.  
11. Дайте означення границі та неперервності функції )(Mfu =  в 
точці. 
12. Запишіть вирази для повного та частинних приростів функції 
),,( zyxfu =  в точці 0M . 
13. Наведіть означення частинних похідних функції багатьох змін-
них. У чому полягає геометричний зміст частинних похідних 
функції двох змінних?  
14. Як за правилами диференціювання функції однієї змінної зна-
ходяться частинні похідні функції багатьох змінних?  
15. Що таке частинні та повний диференціали функції n  змінних?  
16. Сформулюйте необхідні та достатні умови диференційовності 
функції двох змінних.   
17. У чому полягає інваріантність форми повного диференціала?  
18. Як застосовується повний диференціал у наближених обчис-
леннях? 
19. За якими формулами проводиться диференціювання складених 
функцій багатьох змінних? Запишіть формулу повної похідної.  
20. За якими формулами проводиться диференціювання неявно за-
даних функцій однієї і двох змінних? 
21. Дайте означення похідних і диференціалів вищих порядків.  
22. Сформулюйте умови незалежності мішаної частинної похідної 
від порядку диференціювання.  
23. Як обчислюється похідна вектор-функції  )(trr rr = ?  
24. Якими рівняннями задаються дотична пряма і нормальна пло-
щина до просторової лінії?  
25. Наведіть означення дотичної площини і нормальної прямої до 
поверхні.  
26. Запишіть загальне рівняння дотичної площини і канонічні рів-
няння нормальної прямої до поверхні, що задана явно. Який 
вигляд набувають ці рівняння у випадку неявного задання по-
верхні?  
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27. У чому полягає геометричний зміст повного  диференціала  
функції двох змінних?  
28. Що таке скалярне поле? Як його зображують геометрично?  
29. Дайте означення похідної за напрямом і градієнта функції 
трьох змінних.  
30. Запишіть формули для обчислення похідної за напрямом і гра-
дієнта у прямокутних координатах.  
31. Як зв’язані похідна за напрямом і градієнт, градієнт і вектор 
нормалі до поверхні рівня?  
32. Запишіть формулу Тейлора для функції n  змінних. 
33. Наведіть означення точки локального мінімуму (максимуму) 
функції багатьох змінних. 
34. Сформулюйте необхідні умови локального екстремуму. 
35. Яка точка називається стаціонарною? 
36. Сформулюйте достатні умови локального екстремуму функції 
двох змінних. 
37. Як ставиться задача на умовний екстремум для функції двох 
змінних? 
38. У чому полягає метод множників Лагранжа для знаходження 
умовного екстремуму функції двох змінних? 
39. Як знаходяться найменше та найбільше значення функції двох 
змінних у замкненій області? 
40. Як за методом найменших квадратів знаходяться коефіцієнти 
шуканої лінійної функції?  
41. Наведіть означення подвійного інтеграла. 
42. Сформулюйте достатні умови існування подвійного інтеграла. 
43. Сформулюйте основні властивості подвійного інтеграла. 
44. У чому полягає геометричний зміст подвійного інтеграла?  
45. У чому полягає фізичний зміст подвійного інтеграла?  
46. Яка плоска область D називається правильною (стандартною) у 
напрямі осі Ox ? У напрямі осі Oy ? 
47. Задати аналітично як множину точок плоску область D , що 
правильна у напрямі осі Ox ? У напрямі осі Oy ? 
48. Як обчислюється подвійний інтеграл у прямокутних координа-
тах? Наведіть приклад області інтегрування D , якій відпові-
дають сталі як зовнішні, так і внутрішні межі інтегрування у 
прямокутних координатах.  
49. Як знайти межі інтегрування при переході від подвійного до 
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двократного повторного інтеграла?  
50. Яка загальна формула заміни змінних у подвійному інтегралі?  
51. Запишіть якобіан ),( vuJ  перетворення ),( vuxx = , 
),( vuyy = . У чому полягає геометричний зміст модулю яко-
біана ),( vuJ ?  
52. Наведіть формули, що зв’язують прямокутні та полярні коор-
динати точки на площині.   
53. Як записується формула переходу в подвійному інтегралі від 
прямокутних до полярних координат?  
54. При яких умовах рекомендується переходити в подвійному ін-
тегралі від прямокутних до полярних координат?  
55. Яка плоска область D називається правильною (стандартною) у 
напрямі координатних променів полярної системи координат?  
56. Наведіть приклади області інтегрування D , якій відповідають 
сталі як зовнішні, так і внутрішні межі інтегрування у полярних 
координатах.  
57. Наведіть означення потрійного інтеграла. 
58. У чому полягає фізичний зміст потрійного інтеграла?  
59. Сформулюйте достатні умови існування потрійного інтеграла. 
60. Яка тривимірна область V  називається правильною (стандарт-
ною) у напрямі осі Oz ? Осі Oy ? Осі Ox ?  
61. Як обчислюється потрійний інтеграл у прямокутних координа-
тах? 
62. Запишіть загальну формулу заміни змінних у потрійному ін-
тегралі. 
63. Наведіть якобіан ),,( wvuJ  перетворення ),,( wvuxx = , 
),,( wvuyy =  і ),,( wvuzz = . У чому полягає геометричний 
зміст модулю якобіана ),,( wvuJ ?   
64. Як задається циліндрична система координат? Якими поверх-
нями утворюється координатна сітка цієї системи?  
65. Наведіть формули, що зв’язують прямокутні та циліндричні 
координати точки у просторі.  
66. Запишіть формулу переходу в потрійному інтегралі від прямо-
кутних до циліндричних координат.  
67. При яких умовах рекомендується переходити в потрійному ін-
тегралі від прямокутних до циліндричних координат?  
68. Наведіть приклади області інтегрування  V , якій відповідають 
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сталі як зовнішні, так і внутрішні межі інтегрування у цилінд-
ричних координатах.  
69. Як задається сферична система координат? Якими поверхнями 
утворюється координатна сітка цієї системи?  
70. Наведіть формули, що зв’язують прямокутні та сферичні коор-
динати точки у просторі.  
71. Запишіть формулу переходу в потрійному інтегралі від прямо-
кутних до сферичних координат.  
72. При яких умовах рекомендується переходити в потрійному ін-
тегралі від прямокутних до сферичних координат?  
73. Наведіть приклади області інтегрування V , якій відповідають 
сталі як зовнішні, так і внутрішні межі інтегрування у сферич-
них координатах.  
74. Як обчислити площу замкненої обмеженої плоскої області D  
за допомогою подвійного інтеграла? 
75. Як обчислити об’єм правильного в напрямі осі Oz  просторово-
го тіла V  за допомогою подвійного інтеграла?  
76. Яка поверхня σ  називається правильною (стандартною) у на-
прямі осі Oz ? Осі Oy ? Осі Ox ?  
77. Як обчислити площу правильної в напрямі осі Oz  поверхні σ  
за допомогою подвійного інтеграла?  
78. Як за допомогою подвійного інтеграла обчислити масу і серед-
ню густину плоскої пластини D  з відомою поверхневою гус-
тиною ),( yxµ=µ ?  
79. Як за допомогою подвійного інтеграла обчислити статичні мо-
менти і моменти інерції відносно координатних осей, коорди-
нати центра маси плоскої пластини D  з відомою поверхневою 
густиною ),( yxµ=µ ?  
80. Як обчислити об’єм просторового тіла V  за допомогою пот-
рійного інтеграла?  
81. Як за допомогою потрійного інтеграла обчислити масу і серед-
ню густину просторового тіла V  з відомою об’ємною густи-
ною ),,( zyxµ=µ ?  
82. Як за допомогою потрійного інтеграла обчислити статичні мо-
менти відносно координатних площин і моменти інерції від-
носно координатних осей, координати центра маси просторово-
го тіла V  з відомою об’ємною густиною ),,( zyxµ=µ ?  
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2.5. Індивідуальні завдання для самостійної роботи  
Завдання 1. Поверхня S  задана рівнянням 0),,( =zyxF . У 
прямокутній системі координат Oxyz  побудувати частину цієї по-
верхні, що відповідає вказаним нерівностям, користуючись методом 









S :  0),,( =zyxF  
1 
084 22 =−++ zyx   
(Еліптичний параболоїд);  
0≥z  
16 
0449 222 =−+ zyx   
(Конус другого порядку);  
33 ≤≤− z  
2 
01634 222 =−−+ zyx   
(Однопорожнинний гіпербо-
лоїд);  44 ≤≤− z   
17 
01634 222 =++− zyx   
(Двопорожнинний гіпербо-
лоїд);  44 ≤≤− y  
3 08199
222
=−++ zyx   
(Еліпсоїд);  0≥z  
18 04
2
=− yx  (Параболічний 
циліндр);  44 ≤≤− z  
4 
0225925 22 =−+ yx   
(Еліптичний циліндр);  
44 ≤≤− z  
19 
04844 222 =+−+ zyx  
(Двопорожнинний гіпербо-
лоїд);  44 ≤≤− z  
5 
0483416 222 =++− zyx
 (Двопорожнинний гіпербо-
лоїд);  44 ≤≤− y  
20 
0164 22 =−++ zyx   
(Еліптичний параболоїд);  
0≥x  
6 
044 22 =−− zyx  (Гіпер-
болічний параболоїд);   
44 ≤≤− x ;  22 ≤≤− y  
21 016164
222
=−++ zyx   
(Еліпсоїд);  0≥x  
7 
044 22 =+− zyx   
(Еліптичний параболоїд);   
90 ≤≤ y  
22 
0225925 22 =−− yx   
(Гіперболічний циліндр);   
44 ≤≤− z  
8 
03224 222 =−−+ zyx  
(Однопорожнинний гіпербо-
лоїд);  44 ≤≤− z  
23 
03632 222 =−−+ zyx  
(Однопорожнинний гіпербо-





=−++ zyx   
(Еліпсоїд);  0≥y  
24 
0493 22 =−− zxy   
(Еліптичний параболоїд);   
120 ≤≤ y  
10 
049 222 =+− zyx   
(Конус другого порядку);   
66 ≤≤− y  
25 
03242 222 =+−− zyx
 
(Однопорожнинний гіпербо-
лоїд);  44 ≤≤− x  
11 
03694 22 =−++ zyx   
(Еліптичний параболоїд);   
0≥x  
26 
0163 222 =+−+ zyx  
(Двопорожнинний гіпербо-
лоїд);  55 ≤≤− z  
12 
032216 222 =−+− zyx
 
(Однопорожнинний гіпербо-
лоїд);  44 ≤≤− y  
27 03646
222
=−++ zyx   
(Еліпсоїд);  0≥z  
13 
01684 222 =++− zyx  
(Двопорожнинний гіпербо-
лоїд);  22 ≤≤− y  
28 
0449 22 =−− zyx   
(Гіперболічний параболоїд);   
22 ≤≤− x ;  33 ≤≤− y  
14 
024 22 =−+ zyx   
(Еліптичний параболоїд);   
80 ≤≤ z  
29 
03224 222 =−−+ zyx  
(Однопорожнинний гіпербо-
лоїд);  44 ≤≤− z  
15 
092 =− zx   
(Параболічний циліндр);   
44 ≤≤− y  
30 25
222
=++ zyx   
(Сфера);  0≥z  
 
Завдання 2. Знайти область визначення D  функції двох змін-
них ),( yxzz = . Зробити рисунок області D  у прямокутній системі 




























































































































.)(1 22yxz +−=  26 )1arcsin( 22 −+= yxz  
12 ( ) yyxz ln/arcsin 2 +=  27 xyxz += )2/(arcsin  









































Завдання 3. Перевірити, що дана функція ),( yxuu =  задо-
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Завдання 4. Задано функцію ),,( zyxuu =  і дві точки 0M  та 
1M . Для даної функції в указаній точці 0M  знайти:  
1. Градієнт 
0M
ugrad  і модуль градієнта 
0M
ugrad .  
2. 
0M




3. Кут ϕ  між градієнтом  
0M
ugrad   і вектором  10MMl =
→
;  
4. Загальне рівняння дотичної площини  dα  у точці 0M  до 
відповідної поверхні рівня S : 
0
),,( Muzyxu = .  
5. Канонічні рівняння нормальної прямої nl  до відповідної по-
верхні рівня S : 
0
),,( Muzyxu =  у точці 0M , а також параметрич-











223 34 xyzzyyxu +−= ;   
)2;1;1(0 −M ;  )4;1;2(1M  
16 
224 34 yzzyxyu +−= ;  
)2;1;3(0 −−M ; )5;1;3(1M  
2 
xyzxyzxu 223 −−= ;    
)2;3;1(0 −−M ; )5;5;5(1 −M  
17 
xyzxyxu 342 23 −−= ;    









;   











−+= ;   





= ;  




;    
)2;2;2(0M ; )12;8;7(1 −M  
5 
zzxyyxu 202 23 +−= ;  
)0;5;1(0M ;  )2;1;5(1M  
20 
xzzxyyxu 102 24 −+= ;  
)1;3;1(0 −M ; )2;1;3(1 −M  
6 
22 2 zxyzxyu ++= ;  
)1;3;1(0 −−M ; )1;4;1(1 −−M  
21 
xyzzxyyxu 32 223 −−−= ;  
)2;1;1(0 −M ; )5;1;5(1 −M  
7 
)4(sin 2zxyyu += ;  
)2;1;1(0 −M ; )5;1;5(1 −M  
22 
)3(sin 2 zzxyzu −= ;  
)1;1;3(0 −M ; )11;3;6(1 −M  
8 
)4(ln 232 yzyzxu −+= ; 
)1;2;1(0 −M ; )1;1;3(1 −−M  
23 
( )1ln 232 +−−= xyzyxu ;   
)1;2;2(0 −M ; )7;8;5(1 −M  
 255 
9 
42 2 zxzzyu ++= ;  
)1;2;2(0M ; )7;4;5(1 −M  
24 
242 2xyzyxu −+= ;  
)1;1;1(0 −M ; )5;2;1(1M  
10 
432 2 zxzzxyu +−= ;  
)1;2;1(0 −M ; )3;1;3(1 −M  
25 
)14(sin 2 −+= zxyxu ;  
)3;2;1(0 −M ; )5;4;1(1 −M  
11 
4322 zxyzyu −−= ;  
)1;1;3(0 −M ; )11;3;6(1 −M  
26 
232 2 yzxzyu +−= ;   
)1;3;5(0M ; )13;1;8(1 −M  
12 
32
xxyzyzu +−= ;  
)2;3;1(0 −−M ; )2;1;3(1M  
27 
2zyxexu −−= ;  
)2;3;1(0 −−M ; )1;1;7(1 −M  
13 
)3(ln 23 xyzzxu −−= ;  
)1;2;2(0M ; )7;4;5(1 −M  
28 
)2(ln 24 xyzxzxu +−= ;  
)2;1;1(0 −−M ; )0;2;7(1M    
14 
23 zyxeyu −−= ;  
)2;1;1(0 −−M ; )2;3;4(1 −M  
29 
)2(ln 23 yzyxyu +−= ;  
)2;1;3(0 −−M ; )0;1;4(1M  
15 
)3(ln 23 yzyxzu −+= ;  
)2;1;0(0 −−M ; )0;5;3(1M   
30 
zxeyxxu +++= 232 )sin( ;  
)2;1;1(0 −−M ; )1;1;5(1 −M  
 
Завдання 5. Дослідити на екстремум функцію  ),( yxzz = .  
 
№ в-та  ),( yxzz =   
1 
а) 39622 +−−++= yxyxyxz ;   
б) 21839623 ++−−+= yxxyyxz  
2 
а) 22 22152 yxyxxz −−−+= ;  
б) 9622 33 +−+= xyyxz  
3 
а) 230202 22 −−−−+= yxxyyxz ;  
б) 1242 223 −+++= xyyxxz  
4 
а) 522 −++−+= yxxyyxz ;  
б) 2244 2422 yxyxyxz +−+−−=  
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5 
а) 6222 −−−++= yxyxyxz ;  
б) 
2
33 xyeyz −−=  
6 
а) 2265 yxyxxz −−−+= ;  
б) 368 33 −−+= xyyxz  
7 
а) 422 22 +−−−= yxyxz ;  
б) 4242 232 −−++= xyyyxz  
8 
а) 1104344 22 −+++−= yxyxyxz ;  
б) 233 233 −−−+= xyyxz  
9 
а) 363 22 −+−−+= yxyxyxz ;  
б) 218303 22 +−−+= xyyxyz  
10 




а) 46322 −−−++= yxyxyxz ;  
б) 5333 −−+= xyyxz  
12 
а) 5642 22 +−−+−= yxyxyxz ;  
б) )(2/ yxe=z xy +−  
13 
а) 12223 22 +−−+−= yxyxyxz ;  
б) 212153 23 +−−+= yxxyxz  
14 
а) 2572 22 −+−−+= yxyxyxz ;   
б) 
22)7525( yxyxeyxz −−−−−=  
15 
а) 1623 22 −+−−−= yxyxyxz ;  
б) 33622 33 +−+= xyyxz  
16 






а) 21426 22 +−−−= xyxxyz ;  
б) 
22)2( 22 yxeyxz −−+=
 
18 
а) 27232 22 ++−+−= yxxyyxz ;  
б) 522 2244 −−−+= yxyxz  
19 
а) 318262310 22 −+−−−= yxyxxyz ;  
б) 1633 232 −++−= yyxxz  
20 
а) 2818223 22 −++−+= yxxyyxz ;   
б) 
2
33 yxexz −−=  
21 
а) 6663 22 +−−−+= yxyxyxz ;  
б) yxeyxyx=z 3222 )368( ++−  
22 
а) 36423 22 −+−+−= yxyxyxz ;  
б) 452 2223 ++++= yxxyxz   
23 
а) 44224 22 +−−+−= yxyxyxz ;  
б) 
22)32( 22 yxeyxz −−+=  
24 
а) 24222 22 +−−++= yxyxyxz ;  
б) 515123 32 −−−+= yxyyxz  
25 а) 
51628 22 −+−+−= yxyxyxz ;  
б) 
22)2557( yxyxeyx=z −−−−+  
26 а) 
yxxyyxz 2648535 22 ++−+−= ;  
б) 221)1( yxxz ++−=  
27 
а) 4108232 22 −++−−= yxxyyxz ;  
б) 
22)2( 22 yxeyxz −−+=  
28 
а) 31018235 22 −−−+−= yxxyyxz ;  
б) 4)(2 244 −−−+= yxyxz  
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29 
а) yxxyyxz 34342572 22 +−+−−= ;  
б) 2 2 22 5z x y y x y= − + +  
30 
а) 11610232 22 −+−+−= yxxyyxz ;  
б) 21223 −++ xyyx=z   
 
Завдання 6. Знайти найменше та найбільше значення заданої 
функції ),( yxzz =  в указаній замкненій області D . Зробити рису-









22 +−++= yxyxz ;  
1,1,1: =+== yxyxD  
16 
422 −−= xyxz ;  
22,8: xyyD ==  
2 yxxyyxz −−−+=
22 ;  
3,0,0: =+== yxyxD  
17 422
22 +−+= xyxz ;  
3,0,0: =+== yxyxD  
3 
yxxyyxz +−−+= 222 ;  
24,0: xyyD −==  
18 32233
22 +−−+= yxyxz ;  
1,0,0: =+== yxyxD  
4 
242 −−= xyyz ;  
21,0: yxxD −==   
19 
32 −+= xyxz ;   
0,44: 2 =−= yxyD  
5 xyyxz −−−=
2225 ;  
xyyxD === ,0,1:  
20 242
22 +−−+= xyxyxz ;  
01,0,3: =+−== yxyxD  
6 242
22 ++−−= xyxyxz ;   
1,0,3: −=+=−= yxyxD  
21 5844
22
−−−+= xyxyxz ;  
xyyxD 2,2,0: ===  
7 
1624 22 +−−+= xyxyxz ;   
3,0,0: =+== yxyxD   
22 366
2
−+−= yxyxz ;  
2,0,0: =−== yxyxD  
8 63
22 +−++= yxyxz ;  
1,1,1: =+−== yxyxD  
23 335
22 +−+= xyyxz ;   
1,1,1: =+−=−= yxyxD  
9 342
22
−+−−= xyxyxz ; 
1,0,3: −=+== yxyxD   
24 5642
22
−−+−= xxyyxz ;  
3,0,0: =+== yxyxD  
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10 
822 ++−= xyxz ;   
24,0: xyyD −==  
25 342
22
−++−= xxyyxz ;   
2,0,0: −=+== yxyxD  
11 1444
22 +−−+= xyxyxz ; 
0,2,2: === xyxyD   
26 
xyxyxz 624 22 −++−= ; 
29,0: yxxD −==   
12 2842
2
−+−+= yxxyxz ; 
3,0,1: −==−= xyxyD  
27 12233
22 +−−+= yxyxz ;  
0,0,1: ===+ xyyxD   
13 142
22
−−−+= xyxyxz ;   








4,0,0: =−== yxyxD   
29 
23222 +−−+−= yxyyxz ;  
24,0: xyyD −==  
15 
1242 −−−= yxxyz ; 
6,0,0: =+== yxyxD  30 
62222 +−−+= yxyxz ;  
1,0,0: =+== yxyxD  
 
Завдання 7. Знайти екстремум функції ),( yxzz =  за умови 









),( yxzz = ; 0),( =ϕ yx  
1 
22 yxyxz ++= ; 
012 =−+ yx  
16 
yxz += 2 ; 
0522 =−+ yx  
2 
yxz += 2 ; 
0122 =−+ yx  
17 
yxz 843 −−= ; 
088 22 =−− yx  
3 
22 yxz += ; 
0632 =−+ yx  
18 
22 yxz += ; 
0322 =−+ yx  
4 yxz += ; 0522 =−+ yx  19 2xyz = ; 012 =−+ yx  
5 
22 2yxz −= ; 
0632 =−+ yx  
20 
yxz 2−= ; 
0322 =−+ yx  
6 xyz = ; 01 =−+ yx  21 2xyz = ; 01 =−− yx  
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7 
22 yxz −= ; 
032 =−− yx  
22 
222 yxz += ; 
02 =++ yx  
8 xyz = ; 012 =−+ yx  23 yxz += 2 ; 022 =++ yx  
9 
22 yxz −= ; 
012 =−+ yx  
24 
22 yxz += ; 
0623 =−+ yx  
10 
yxz 432 −−= ; 
02522 =−+ yx  
25 
yxz 2+= ; 
0422 =−+ yx  
11 
22 yxyxz ++= ; 
0122 =−+ yx  
26 
22 122 yxyxz ++= ; 
0254 22 =−+ yx  
12 
22 yxz += ; 
013 =−+ yx  
27 
yxz 2+= ; 
0122 =−++ yxyx  
13 
22 yxz += ; 
0632 =−− yx  
28 
22 yxz −= ; 
062 =−− yx  
14 yxz += 2 ; 042 =−− yx   29 22 yxz += ; 01 =−+ yx  
15 
22 yxz += ; 
0623 =−− yx  
30 
22 yxz −= ; 
012 =−− yx  
 
Завдання 8. Для подвійного інтеграла ∫∫D dxdyyxf ),(  вка-
зано підінтегральну функцію ),( yxf  і область інтегрування D , 
яка задана рівняннями ліній, що її обмежують, або системою нерів-
ностей. Необхідно:  
1. Зобразити область інтегрування D  у прямокутній системі 
координат Oxy .  
2. Подати область інтегрування D  як правильну в напрямі осі 
Oy , при необхідності розбиваючи її на частини, і зробити відповід-
ний рисунок. Обчислити даний подвійний інтеграл переходом до 
двократного повторного інтеграла із зовнішнім інтегруванням за 
змінною x  і внутрішнім інтегруванням за змінною y .  
3. Подати область інтегрування D  як правильну в напрямі осі 
Ox , при необхідності розбиваючи її на частини, і зробити відповід-
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ний рисунок. Обчислити даний подвійний інтеграл переходом до 
двократного повторного інтеграла із зовнішнім інтегруванням за 
змінною y  і внутрішнім інтегруванням за змінною x .  
 
№ в-та  Завдання 
1 23 6),( xyxyxf += ;    0;02: 2 =−=− yxyxD  
2 yxxyyxf 3),( −= ;        02;3: 2 =−−=− yxxyD   
3 xyyxf 6),( = ;       0;02: 22 =+=+− yxyxD  
4 36),( xyyxf = ;                         xyxyD ==+− ,02: 2  
5 322),( yxyyxf −= ;     09;04: 2 =−=− xyxD   
6 23 32),( yxyxf += ;      02;: 2 =−+= yxxyD   
7 32),( xyyxf = ;                       3,,1: === xxyxyD  
8 yxyxf 32),( −= ;  33/2,9: 22 +≥≤+ xyyxD  
9 33 46),( xyyxyxf −= ;  22 5;3: xyxyD =+−=−   
10 223),( xyxyxf += ;  6,02,1: =+=−= xyxyyD  
11 232),( xyxyxf += ;      02;0: 2 =−=− yxyxD  
12 xyyyxf cos),( = ;  2;1;;2/: ==pi=pi= xxyyD  
13 )1(),( 2xyyxf −= ;   )0(04,: 3 ≥=−= xxyxyD   
14 36),( xyyxf = ;                   0,2: 2 =−−= yxxyD   
15 33 23),( xyyxyxf −= ;    02,: 2 =−+= xyxyD  
16 xeyxyxf −−= )2(),( ;   0;2;0: =−== yxyxD  
17 xyxyxf 43),( 2 −= ;   1;03: 22 +==−+ xyxyD   
18 yxyxf 32),( += ;           1;2;: 33 =−== xxyxyD   
19 yxyxf 32),( −= ;                            4: 22 =+ yxD   
20 43 54),( xyxyxf −= ;       0,,2: 2 === xxyyD    
21 yxyxf −= 26),( ;          2,4: 2 +=+= xyxyD   
22 23 3),( xyyxyxf −= ;   22;0: xyxyD −=−=+  
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23 326),( xyyxf = ;           4,4,: === xxyxyD  
24 2),( yxyyxf −= ;  1223,63,0: =+=+= yxyxyD  
25 22),( xyyxf = ;           3,16,1: xyxyyD ===  
26 xyyyxf sin),( = ;   2;1;;2/: ==pi=pi= xxyyD  
27 xyyxf ln),( = ;            4,,1: === xxyxyD   
28 36),( yxxyxf −= ;   02;012: 2 =−+=−− yxyxD   
29 32),( xxyyxf −= ;         0,8,: 3 === xyxyD   
30 22),( xyyxf = ;   9,0,9: ==−= xyxxyD  
 
Завдання 9. Для потрійного інтеграла ∫∫∫V dzdydxzyxf ),,(  
вказано підінтегральну функцію ),,( zyxf  і область інтегрування 
V , яка задана рівняннями поверхонь, що її обмежують, або систе-
мою нерівностей. Необхідно:  
1. Зобразити область інтегрування V  у прямокутній системі 
координат Oxyz .  
2. Спроектувати область інтегрування V  на координатну пло-
щину Oxy  і подати її як правильну в напрямі координатної осі Oz . 
Зробити відповідний рисунок правильної просторової області V  та 
її проекції xyD  в просторовій системі координат Oxyz .  
3. Подати плоску область xyD  як правильну в напрямі однієї з 
координатних осей Oy  чи Ox  і зробити відповідний рисунок у 
плоскій системі координат Oxy .  
4. Обчислити даний потрійний інтеграл переходом до трикрат-
ного повторного інтеграла із самим внутрішнім інтегруванням за 






1 zyzyxf 22),,( 2 −= ; 22,0,,0,1: yxzzxyyxV +=====  
2 xzyzyxf 23),,( += ;  0,0,,1: 2 ====+ zyxzyxV   
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3 22),,( yxzyxf += ;            1,0,: 22 ==−= yzxyzV   
4 yzzyxf 2),,( = ;              0,,9: 222 ===+ zxzyxV   
5 zyzyxf 23),,( 2 −= ;              4,4: 22 ==+ zzyxV   
6 32),,( zxyzyxf = ;        0,1,,2: ==== zxxyxyzV   
7 xzzyxf 4),,( = ;     0,2,3: 2222 ≥+=−−= yyxzyxzV   
8 xyeyzyxf 2),,( = ;       1,0,3,3,0: ===== zzxyyxV   
9 23),,( xzzyxf = ;                  0,,4: 2 ≥=−= zyzxyV   
10 xyzzyxf 2),,( = ;        222 ,0,0,1: yzzyyxV ==≥=+   
11 zxyzyxf 22),,( = ;      yzzyyxV ==≥=+ ,0,0,1: 22   
12 zyzyxf 22),,( = ;      xzxzxyxV 22,1,,1: 2 −=−===  
13 23),,( xyzzyxf = ;     0,,042,0: 2 ≥==−+= zyzyxxV   
14 xyzyxf =),,( ;           yxzzyxV 28,0,1: 22 −−===+   
15 zyxzyxf 22),,( = ;        0,4,1,4: 22 ≥=== zxzxxyV   
16 zxzyxf 43),,( 2 −= ; 0,42,1: 22 ==+−=+ zzyxyxV   
17 xyzzyxf =),,( ;     yxzzyxxyV 32,0,,: 22 −====   
18 zzyxf 2),,( = ;   0,,2: 2222 ≥+=−−= yyxzyxzV   
19 xzyzyxf 2),,( −= ;   0,,,1,0: 2 ===== zyzxyyxV   
20 xyeyzyxf −= 2),,( ;    1,0,2,2,0: ===−== zzxyyxV   
21 23),,( xyzzyxf = ;          0,0,4: 2 ≥=−−= zzxxyV    
22 yzzyxf 2),,( = ;    0,1,4: 22222 ≥≤+=++ zyxzyxV   
23 xyzzyxf 6),,( = ;   0,2,: 2222 ≥−−=+= xyxzyxzV   
24 xyzzyxf 2),,( = ;        4,0,2,: =+=== xzzxyxyV   
25 xyzzyxf 6),,( = ;          yzzxyxV ==≥=+ ,0,0,4: 22   
26 zyxzyxf −+= 22 3),,( ; 22 3,0,,0,1: yxzzxyyxV +=====  
27 zxzyxf 23),,( 2 −= ;  222 23,0,,1: yxzzxyyV +====  
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28 zyxzyxf 64),,( 22 −−−= ;       0.4: 22 ==++ zzyxV   
29 zyxzyxf −+= 222),,( ; 222 2,0,1,: yxzzyxyV +====   
30 zyxzyxf 4),,( 22 −+= ;      2222 ,0,4: yxzzyxV +===+   
 
 
Завдання 10. Для матеріальної пластини вказаної форми D  із 
заданою поверхневою густиною ),( yxµ=µ  за допомогою подвій-
ного інтеграла, переходячи до полярних координат, знайти:   
1. Площу S , масу m  і середню густину cepµ  пластини.  
2. Статичні моменти xM  і yM  відносно координатних осей 
Ox  і Oy  та центр маси ),( cc yxC  пластини.  
3. Момент інерції 0I  пластини відносно початку координат 
O .   
 
№ в-та  Завдання 
1 2;;11: 2 ==−+= xxyyxD ;     2/ xy=µ   
2 0;0;41: 22 ≥≥≤+≤ yxyxD ;       )( 222 yxxy +=µ   
3 0;2: 2 =−= yxxyD ;                      )( 22 yxxy +=µ    
4 0;0;cos1: ≥≥ϕ+=ρ yxD ;            )( 22 yxxy +=µ   
5 3;;9: 2 ==−= xxyxyD ;            2/ xy=µ   
6 2;;4: 2 ==−= yxyyxD ;           2/ yx=µ  
7 xyxyxyD −==−+= ;;11: 2 ;   22 yxy +=µ   













10 0;;1: 2 ==−= xxyxyD ;            22 yxx +=µ   
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11 xyxyxD ≥≥≤+ ;0;1: 22 ;              22 yxy +=µ   
12 0;0;: 4222 ≥≥≤+≤ yxeyxeD ;  )(ln 22 yxx +=µ  
13 2;04: 22 ≥=−+ yyyxD ;                32 / yx=µ   
14 0;4: 2 =−= yxxyD ;                     22 yxy +=µ  
15 3;0;4: 22 xyxyxD ≥≥≤+ ;       )( 22 yxx +=µ   
16 0;;94: 22 ≥≥≤+≤ xxyyxD ;    222 yxyx +=µ   
17 0;0;2)(: 3222 ≥≥=+ yxxyxD ;   22 yxx +=µ   
18 2;;4: 2 ==−= yxyxyD ;          )( 22 yxy +=µ  
19 0;0;sin2: ≥≥ϕ+=ρ yxD ;          22 yxy +=µ   
20 0;0;cos2: ≥≥ϕ+=ρ yxD ;          22 yxx +=µ  
21 xyxD ≥≥ϕ=ρ ;0;2sin6: ;           )( 22 yxxy +=µ  
22 6;;6: 2 ==−= yxyyyxD ;        2/ yx=µ   
23 0;0;)(: 3222 ≥≥=+ yxyyxD ;      )( 22 yxxy +=µ   
24 xyxyxyD ≤≥−= ;3;4: 2 ;    22 yxy +=µ  
25 0;0;91: 22 ≥≥≤+≤ yxyxD ;       22 yxy +=µ   
26 0;0;2cos4: ≥≥ϕ=ρ yxD ;            )( 22 yxxy +=µ  
27 0;0;: 222 ≥≥≤+≤ yxeyxeD ;    )(ln 22 yxy +=µ  
28 0;2: 2 =−= xyyxD ;                     22 yxx +=µ  


















Змістовий модуль 3.  
ЕЛЕМЕНТИ ТЕОРІЇ ПОЛЯ.  
КРИВОЛІНІЙНІ ТА ПОВЕРХНЕВІ ІНТЕГРАЛИ.  
РІВНЯННЯ МАТЕМАТИЧНОЇ ФІЗИКИ  
 
3.1. Криволінійний  інтеграл  за  довжиною   
 
3.1.1. Задача  про  масу  дуги.  Криволінійний  інтеграл   
за  довжиною  (першого  роду)   
Нехай у деякій області D  координатної площини Oxy  задано 
неперервне плоске скалярне поле ),( yxf=µ . Припустимо, що в 
цій області D  лежить кусково-гладка матеріальна крива L . Нехай 
неперервна функція ),( yxf=µ  визначає лінійну густину розподі-
лу маси вздовж кривої L . Потрібно обчислити масу дуги ABL   
(рис. 90).  
Розіб'ємо дугу ABL  довільним способом на n  елементарних 
частин nili ,1, =∆  точками BMMMMA n == ...,,,, 210  з абсци-
сами bxxxxa n =<<<<= ...210 . Розглянемо одну з елементар-
них дуг il∆ . Нехай довжина il∆  цієї 
дуги настільки мала, що її густину мож-
на вважати сталою величиною, яка до-
рівнює значенню ),( ii yxf  в довільно 
вибраній точці iiii lyxM ∆∈),( . Тоді  
iiii lyxfm ∆≈∆ ),(  – маса елементарної 





i i lyxfmm 11 ),( .  
Одержана сума називається інтегральною для функції 
),( yxf  по довжині дуги ABL .  
Очевидно, що   ∑
=→∆














Скінченна границя інтегральної суми ∑
=
∆ni iii lyxf1 ),(  при 
необмеженому здрібненні розбиття дуги на елементарні частини  
називається криволінійним інтегралом за довжиною (криволі-












),(lim),( ,  
де dl  – диференціал (елемент) довжини дуги.  
Таким чином,  ∫∫ =µ=
ABAB LL
dlyxfdlm ),(
  (фізичний зміст 
криволінійного інтеграла за довжиною).  
Якщо покласти 1),( ≡ухf , то криволінійний інтеграл 
∫
ABL




(геометричний зміст криволінійного інтеграла за довжиною).  
Зауваження 1. При 0),( ≥ухf  криволінійний інтеграл 
∫
ABL
dlyxf ),(  чисельно дорівнює площі cS  частини вертикальної 
циліндричної поверхні (рис. 91) з напрямною ABL  і паралельними 
осі Оz  твірними, що розміщена 
між координатною площиною 
0=z  і поверхнею ),( ухfz = :  
∫=
ABLc
dlyxfS ),( .  
Якщо функція ),( yxf  не-
перервна в деякій області D , що 
містить в собі кусково-гладку 
криву L , то існує криволінійний 
інтеграл ∫
ABL
dlyxf ),(  (достатні 
умови існування криволінійного інтеграла за довжиною).  
Зауваження 3. Криволінійний інтеграл за довжиною не зале-
жить від напряму руху по дузі:   ∫∫ =
ABBA LL
dlyxfdlyxf ),(),( . Ін-
ші властивості цього інтеграла аналогічні властивостям звичай-





Рис. 91  




Зауваження 4. Поняття криволінійного інтеграла за довжиною 
поширюється на випадок дуги ABL  просторової лінії L , розміщеної 







),,(lim),,( .  
 
3.1.2. Обчислення  криволінійного  інтеграла  за  довжиною  
Обчислення криволінійного інтеграла за довжиною здійсню-
ється зведенням його до одновимірного інтеграла методом заміни 
змінної. Розглянемо найбільш важливі випадки задання кривої L  і 
відповідний перехід до визначеного інтеграла.  












, тобто коли параметр t  змінюється на 
відрізку ];[ βα , біжуча точка ( ))(;)( tytx  на кривій L  рухається від 
точки A  до точки B . Диференціал дуги такої кривої записується у 
вигляді  ( ) ( ) dttytxdl 22 )(')(' += .  У криволінійному інтегралі 
робимо заміну змінної і отримуємо:  
( ) ( ) dttytxtytxfldyxf
ABL




Приклад 1. Обчислити ∫L
y dlxtge , якщо   
tarctgxL =: ;  )1(ln 2ty += ;  20 ≤≤ t .   













































= .  
































== u .   ■   
Випадок 2. Нехай плоска дуга ABL  задана в прямокутних ко-
ординатах в явному вигляді:  bxaxyy ≤≤= ),( . Тоді 
( ) dxxydl 2)('1+= .  Відповідно  
( ) dxxyxyxfldyxf b
aLAB
2)('1))(,(),( += ∫∫ .  





, якщо AB  є 
чвертю еліпса  14/ 22 =+ yx   )0,0( ≥≥ yx .  
□  20,4)2/1(: 2 ≤≤−= xxyAB ;  24)2/1(' xxy −−= ;   





























== x .   ■   
Випадок 3. Нехай дуга  ABL  задана в полярних координатах 
рівнянням β≤ϕ≤αϕρ=ρ ,)( . Тоді  ( ) ( ) ϕϕρ+ϕρ= ddl 22 )(')( .  
Відповідно  





22 )(')()sin)(,cos)((),( .  






 за довжиною 
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дуги равлика Паскаля  ϕ+=ρ cos2:L ,  2/0 pi≤ϕ≤ .  
□  ϕ−=ρ sin' ; =ϕϕ−+ϕ+=ϕρ+ρ= dddl 2222 )sin()cos2()'(   











21 )6/1()4/1(5;9 uduuuu   
( )5527)6/1( −= .    ■   
Випадок 4. Якщо просторова дуга ABL  задана параметрични-
ми рівняннями  )(txx = ;  )(tyy = ;  )(tzz = ,  β≤≤α t , то відпо-
відний криволінійний інтеграл за довжиною обчислюється за фор-
мулою  





222 )(')(')(')(),(),(),,( .  




ldzyxI 322 )(  за дов-
жиною дуги гвинтової лінії texL t cos2: = ; tey t sin2= ; tez = , 
4/0 pi≤≤ t .  
□  ttttt ezteteytetex =+=−= ';)cossin(2';)sincos(2' ;   
( ) ( ) ( ) dtedttztytxdl t3)(')(')(' 222 =++= ;   









.   ■    




ldzyxI 2)2( , де AB  – відрізок прямої між точками 
)6;5;3( −A  і )12;8;5( −B .      
(Розв’язати самостійно). Відповідь:  2ln)36/7(=I .   
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3.1.3. Застосування криволінійного інтеграла за довжиною 
За допомогою криволінійного інтеграла за довжиною можна 
обчислити довжину дуги і площу циліндричної поверхні.  
Приклад 1. Обчислити площу 
cS  частини параболічного циліндра  
xy 24 −= , 20 ≤≤ x , що розміще-
на між площиною 0=z  і циліндром 
2/3yz =  (рис. 92).  
□  20,24: ≤≤−= xxyL ;   




























× ∫   






42 duuduuuduu   






4 +=⋅−⋅=× ∫ uuduu .   ■    
Маса плоскої матеріальної дуги L  з лінійною густиною 
),( yxµ=µ  визначається за формулою  ∫ µ= L dlyxm ),( . Якщо 
густина стала const=µ0 , то ∫µ= L dlm 0 .  
Криволінійний інтеграл за довжиною можна застосувати для 
обчислення статичних моментів дуги L  плоскої матеріальної кри-
вої відносно осей Ox  і Oy  відповідно  
∫ µ= Lx dlyxyM ),( ;    ∫ µ= Ly dlyxxM ),( , 












Рис. 92  
2  
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∫ µ= Lx dlyxyI ),(
2 ;     ∫ µ= Ly dlyxxI ),(
2
,   
чи відносно початку координат  ∫ µ+= L dlyxyxI ),()(
22
0 . 
Координати центра маси дуги L  плоскої кривої   
mMymMx xcyc == ; .  
Приклад 2. Обчислити масу m , статичні моменти xM  і yM  
відносно осей Ox  і Oy , координати центра маси ),( cc yxC  і мо-
мент інерції xI  відносно осі Ox  плоскої матеріальної дуги L  з лі-
нійною густиною ),( yxµ=µ :   
а) 2/32: xyL = ,  10 ≤≤ x ;     xyyx 91),( +=µ ;  
б) txL cos2: = ; ty sin2= ,  2/0 pi≤≤ t ;  2),( xyyx =µ .    
□  а) 2/32: xyL = ;  2/13' xy = ;  dxxdxyld 91)'(1 2 +=+= ;  






=⋅==+× ∫ xdxxdxx ;  
( ) =+=µ= ∫∫ LLx dlxyydlyxyM 91),(    







===++= ∫∫ xdxxdxxxx ;    






=⋅==+× ∫ xdxxdxx ;  
5)5/4(4 === mMx yc ;    7/5)5/4()7/4( === mMy xc ;    






=⋅==++ ∫ xdxxdxxx .  
б) Розв’язати самостійно.   ■   
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3.2. Векторне поле. Криволінійний інтеграл за координатами  
 
3.2.1. Поняття  векторного  поля.  Векторні  лінії   
Якщо кожній точці ),,( zyxM  деякої області D  простору по-
ставлений у відповідність вектор kRjQiPMF
rrrr
++=)( , де 
),,( zyxPP = , ),,( zyxQQ = , ),,( zyxRR =  - скалярні функції, то 
говорять, що задано просторове векторне поле.  
У випадку плоскої області D  говорять про плоске векторне 
поле. Зокрема, якщо область D  лежить на координатній площині 
Oxy , то розглядається плоске векторне поле jQiPMF rrr +=)( , де 
),( yxPP =  і ),( yxQQ = .  
Надалі вважатимемо, що координатні функції ( )zyxP ,, , 
( )zyxQ ,, , ( )zyxR ,,  неперервні і мають неперервні частинні похід-
ні першого порядку.  
Геометричними характеристиками векторного поля є век-
торні (силові) лінії.  
Векторною (силовою) лінією поля )(MFF rr =  називається 
крива ( )trr rr = , дотична до якої в кожній її точці співпадає з векто-
ром )(MFF rr = , що визначає поле в цій точці.  
Прикладами векторних ліній в електротехніці є лінії вектора 
напруженості магнітного поля H
r




З умови )(|| MFrd rr  (рис. 93) 
маємо диференціальні рівняння век-









ний струм  I  тече по нескінченно 
довгому провіднику, співпадаючому 
)(MFr  



















з віссю Oz , в напрямі цієї осі (рис. 94). Вектор напруженості маг-
нітного поля H
r
, створюваного цим струмом, у довільній точці 
),,( zyxM  дорівнює   
( ) ( )jxiyIH rrr +−ρpi= )2( 2 ,   
де 22 yx +=ρ  - відстань від точки M  




















= RIxQ . 
Диференціальні рівняння векторних ліній після очевидних 



































– двопараметрична сім’я кіл з центрами на осі Oz .    ■  
 
3.2.2. Дивергенція  та  ротор  векторного  поля  
Розглянемо просторове векторне поле  
kzyxRjzyxQizyxPzyxFF
rrrrr ),,(),,(),,(),,( ++== .   
Дивергенцією (розбіжністю) векторного поля F
r
 у точці 



















Дивергенція є скалярною характеристикою векторного поля.   














током), а якщо 0)( <MFdiv r , то точка M  називається стоком. 
Незамкнені векторні лінії починаються в джерелах і закін-
чуються в стоках.  
Дивергенція характеризує потужність джерел і стоків. Кожно-
му векторному полю F
r
 відповідає скалярне поле Fdiv
r
 розподілу 





 називається соленоїдальним (трубчатим), 
якщо в кожній точці його дивергенція дорівнює нулю:  0=Fdiv
r
.  
Соленоїдальне поле не має ані джерел, ані стоків. Його век-
торні лінії не можуть ні починатися, ні закінчуватися всередині по-
ля. Вони або замкнуті, або мають кінці на межі поля, або мають не-
скінченні гілки (у випадку необмеженого поля).  
Приклад 1. Знайти дивергенцію даного векторного поля в ука-
заних точках:  
kxyjyzizxF
rrrr 4232 2 ++= ;  )2,0,1(1 −M ;  )1,1,2(2 −−M .  



































;  ( ) 081 <−=MFdiv r ,   
1M  - точка стоку;  ( ) 062 >=MFdiv r ,  2M  - точка витоку.   ■  
Приклад 2. Перевірити, що дане векторне поле є соленоїдаль-
ним:   ( ) kxzjyxxixyxyF rrrr 2)sin()sin( 22222 +−+−−= .  
□  222 )sin( xyxyP −−= ;  )sin( 22 yxxQ −= ;  xzR 2= ;  
xyxxy
x
P 2)cos(2 22 −−=
∂
∂






























02)cos(2 22 =+−− xyxxy .  Отже, поле соленоїдальне.  ■  
Ротором (вихором) векторного поля F
r
 у точці ),,( zyxM  
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Ротор є векторною характеристикою поля F
r
.   
Кожному векторному полю F
r
 відповідає векторне поле його 
роторів Frot
r
, що характеризує обертання поля F
r
 в кожній точці.  
Векторне поле F
r
 називається безвихровим, якщо в кожній 
точці його ротор дорівнює нулю:  0
rr
=Frot . 
Зауваження 1. Для плоского векторного поля 
jyxQiyxPyxF rrr ),(),(),( +=  ротор  ( )kyPxQFrot rr ∂∂−∂∂=  
перпендикулярний до площини Oxy .  
Зауваження 2. Кожне векторне поле F
r
 може бути подане як 
сума безвихрового та соленоїдального полів.   
Приклад 3. Знайти ротор даного векторного поля в указаній 
точці:   kyxjxziyF




































































− ;  
kjikjiMFrot
rrrrrrr
22)10(2)1(12)112()( 2 +−=−−⋅−⋅⋅+⋅−⋅= . ■   
Приклад 4. Перевірити, що дане векторне поле є безвихровим:   
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kzxjxyiyxzF













=−+−−−= kyyjxxi .   
Отже, векторне поле безвихрове.  ■  
Щільністю циркуляції векторного поля F
r
 у точці 
),,( zyxM  у напрямі вектора nr  називається число   
)()( MFrotnpMC nn
r
rr = .  
Щільність циркуляції )(MCnr  в даній точці M  досягає мак-
симуму в напрямі ротора )(MFrot r  і дорівнює його модулю:  
)(,)()( maxmax MFrotnMFrotMC
rrr
== .   
Приклад 5. Знайти максимальну щільність циркуляції даного  
векторного поля в указаній точці:   
( ) kyxjzyiyxzF rrrr 3222 +−= ;   )2,1,1(−M .  














( ) ( )kyxzjyxxy rr 232 +−− ;  kjiMFrot rrrr 25)( −+= ;   
30)2(15)()( 222max =−++== MFrotMC
r
;   
kjiMFrotn
rrrrr 25)(max −+== .   ■  
Векторне поле F
r
 називається гармонічним, якщо воно одно-
часно соленоїдальне і безвихрове.  
Векторне поле F
r
 гармонічне, якщо в кожній його точці ди-




=Frot .  
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Приклад 6. Перевірити, що дане векторне поле є гармонічним:  
kzxyjyxzixyzF




































































































=−+−−−= kzzjyyixx .  
Отже, векторне поле гармонічне.   ■  
 
3.2.3. Криволінійний  інтеграл  за  координатами  
(другого  роду).  Циркуляція  векторного  поля   
Задача про роботу векторного поля. Розглянемо плоске век-
торне поле сили  jyxQiyxPyxF rrr ),(),(),( += . Нехай під дією 
змінної сили ),( yxFF rr =  матеріальна точка M  рухається деякою 
плоскою кусково-гладкою напрямленою лінією L . Необхідно об-
числити роботу A~ , яка виконується при переміщенні цієї точки M  
по дузі ABL  від початкової точки A  до кінцевої точки B  (рис. 95).  
Розіб'ємо дугу ABL  довільним способом на n  елементарних 
дуг nili ,1, =∆  точками BMMMMA n == ...,,,, 210  з абсцисами 
bxxxxxa ni =<<<<<<= ......210 . Розглянемо елементарну ду-




хай довжина il∆  цієї дуги настільки 
мала, що на ній вектор сили 
),( yxFF rr =  можна вважати сталою 
величиною, яка дорівнює значенню 
),( ii yxFF
rr
=  в довільно вибраній точ-
ці iiii lyxM ∆∈),( .  
Елементарна робота iA
~∆  на ді-
лянці il∆  визначається скалярним до-
бутком   




Якщо обчислити елементарну роботу на всіх ділянках il∆ , 











∆⋅+∆⋅= ni iiiiii yyxQxyxP1 ),(),( .  
Одержана сума називається інтегральною для вектор-функції 
),( yxFF rr =  по напрямленій дузі ABL .  
Очевидно, що           ∑
=→∆
∆= ni il AA i 10max
~lim~ .  
Скінченна границя інтегральної суми (∑
=
+∆⋅ni iii xyxP1 ),(  
)iii yyxQ ∆⋅+ ),(  при необмеженому здрібненні розбиття дуги на 
елементарні частини називається криволінійним інтегралом за 
координатами (криволінійним інтегралом другого роду) і позна-
чається   







∆⋅+∆⋅= ni iiiiiil yyxQxyxPi 10max ),(),(lim ,  
де для скорочення запису в підінтегральному виразі опущені зов-
нішні дужки.  
Криволінійний інтеграл за координатами у векторному полі 
також називається циркуляцією вектора F
r
 по дузі ABL  і позна-









a  b  ix1−ix ix
iM  
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,   
де jdyidxld rr
r
+=  – вектор диференціала (елемента) довжини 
плоскої дуги.  






(фізичний зміст криволінійного інтеграла за координатами).  
Якщо лінія L  замкнена, то інтеграл по ній записується так   
∫∫ += LL dyyxQdxyxPldyxF ),(),(),(
rr
,  
причому початкова точка вибирається довільно і вказується напрям 
обходу. Якщо напрям обходу замкненого контуру L  явно не зазна-
чено, то приймається додатний напрям (при цьому область, обме-
жена контуром, залишається зліва – рух проти годинникової стрілки 
(правило "правого гвинта")).  









++=  – вектор диференціала (елемента) дов-
жини просторової дуги.  
 
3.2.4. Властивості криволінійного інтеграла за координатами  
Криволінійний інтеграл за координатами визначається підін-
тегральним виразом, довжиною і формою кривої інтегрування та її 
напрямом.  
Властивість 1. При зміні напрямку інтегрування криволінійний 






Це випливає з означення, оскільки при цьому вектор 
kdzjdyidxld
rrrr
++= , а відповідно і його проекції dx , dy  і dz , 
змінюють знак.  
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Властивість 2. Векторне поле kRjQiPF
rrrr
++=  можна роз-
глядати як суму трьох векторних полів iP
r
, jQ r  і kR
r
. Відповідно, 
повний криволінійний інтеграл за координатами можна розглядати 





,   
де кожен з трьох інтегралів справа також називається відповідно 
криволінійним інтегралом за координатою x , y  чи z .  
Властивість 3. Розглянемо циркуляцію ∫L ldF
rr
 по замкнено-
му контуру L . З'єднаємо дві довільні точки  A  і B  цього контура 
дугою ABL  (рис. 96). Таким чином, одержимо два замкнені контури 










.   
Тобто, при розбитті замкненого кон-
тура на замкнені підконтури значення су-
марного криволінійного інтеграла не змі-
нюється. Ця властивість виражає закон збе-
реження обертального руху.  
Властивість 4 (зв’язок між криволіній-
ними інтегралами першого та другого роду). Оскільки dlld =|| r , то 
α= cosdldx , β= cosdldy , γ= cosdldz , де γβα ,,  – напрямні 
кути вектора ld
r
. Тоді криволінійний інтеграл за координатами 
зводиться до криволінійного інтеграла за довжиною  
∫∫∫ +β+α=++= LLL dlQdlPdzRdyQdxPldF coscos
rr
  
∫ γ+β+α=γ+ L dlRQPdlR )coscoscos(cos .   
Зауваження . Інші властивості аналогічні властивостям зви-













3.2.5. Обчислення криволінійного інтеграла за координатами  
Обчислення криволінійного інтеграла за координатами здійс-
нюється зведенням його до одновимірного інтеграла методом замі-
ни змінної. Розглянемо найбільш важливі випадки задання кривої 
L  і відповідний перехід до визначеного інтеграла.  
Випадок 1. Розглянемо плоске векторне поле 
jyxQiyxPF rrr ),(),( += . Нехай плоска дуга ABL  задана в прямо-
кутних координатах у параметричній формі  )(txx = ;  )(tyy = ,  
β≤≤α t . Тоді dttydydttxdx )(';)(' == . У криволінійному інте-






( ) ( ) ][∫ βα += dttytytxQtxtytxP )(')(),()(')(),( .  
Приклад 1. Обчислити циркуляцію плоского векторного поля 
jiyxF rrr 2)/( +=  по дузі циклоїди ttxL sin: −= ; ty cos1−= ,  
2/3/ pi≤≤pi t .  
□  dttdx )cos1( −= ;  dttdy sin= ;  ∫∫ += LL dxyxldyxF )/(),(
rr
  























tt .    ■   
Випадок 2. Розглянемо плоске векторне поле 
jyxQiyxPF rrr ),(),( += . Нехай плоска дуга ABL  задана в прямо-
кутних координатах в явному вигляді:  )(xyy = , bxa ≤≤ . Можна 
використати попередній спосіб, записавши рівняння дуги у пара-
























   
( ) ( )[ ] dxxyxyxQxyxPb
a∫ += )(')(,)(, .  
Приклад 2. Обчислити циркуляцію плоского векторного поля 
jyxixyF rrr )/(2 5+=  по дузі кубічної параболи 3: xyL = , 
21 ≤≤ x .  
□  3: xyL = , 21 ≤≤ x ;  23' xy = ;  dxxdy 23= ;   






===× ∫ xdxxdxx .    ■    
Випадок 3. Розглянемо просторове векторне поле 
kRjQiPF
rrrr
++= . Нехай просторова дуга ABL  задана в парамет-
ричній формі  )(txx = ;  )(tyy = ;  )(tzz = ,  β≤≤α t . Тоді 
dttzdzdttydydttxdx )(';)(';)(' === . У криволінійному інтег-






( )[∫ βα +=+ )(')(),(),(),,( txtztytxPdzzyxR    
( ) ( ) ]dttztztytxRtytztytxQ )(')(),(),()(')(),(),( ++ .  
Приклад 3. Обчислити циркуляцію просторового векторного 
поля kyxjyixzF
rrrr )2(2 −+++=  по відрізку ABL  прямої, який 
з'єднує точки )3,0,1( −A  та )0,2,2( −B .  

























Перейдемо до параметричного запису прямої і обчислимо ди-
ференціали:  
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;33;2;1 −=−=+= tztytx  dtdzdtdydtdx 3;2; =−== .   
Врахуємо, що при заміні змінної змінюються межі інтегруван-
ня, а саме, якщо на відрізку ABL    21 ≤≤ x , то  10 ≤≤ t .  






















−=−⋅+= ttt .    ■   
 
3.2.6. Формула  Гріна   
Встановимо зв'язок між подвійним інтегралом по деякій плос-
кій області D  та криволінійним інтегралом по межі L  цієї області.  
Теорема. (Зв'язок між криволінійним і подвійним інтег-
ралом). Нехай задано плоске векторне поле jQiPMF rrr +=)(  де 
),( yxPP =  та ),( yxQQ =  - функції двох змінних, неперервні ра-
зом з частинними похідними yP ∂∂  і xQ ∂∂ . Якщо L  - замкнена 





















(формула Гріна).  
□  Обмежимось розглядом області D , 























































dxxyxPdxxyxPdxxyxP ))(,())(,())(,( 121   
∫−=
L





yxQ ),(),( .  



















),(),(),(),( .  ■  
Приклад 1. Використовуючи фор-
мулу Гріна, обчислити циркуляцію  
∫ ++= L dyxyarctgdxyxI )/(2)ln(
22
, 
якщо L - замкнений контур ABCE , 
утворений колами 1=+ 22 yx , 
4=+ 22 yx  та прямими xy = , 
3xy = , де 0>x , 0>y  (рис. 98).  
□  У прийнятих позначеннях  
)ln(),( 22 yxyxP += ;   




























22 4)/(2)ln( ,  
де область D  обмежена контуром L .  
Перейдемо до полярних координат ϕρ= cosx , ϕρ= siny , де 









































∫ d .   ■  
Зауваження. Нехай замкнений контур L  обмежує однозв’язну 


















11)(    
D
D
Sdydx 22 == ∫∫ .   Звідси  ∫ +−= LD dyxdxyS )2/1( ,  
де DS  – площа плоскої області D , що обмежена контуром L .  
Приклад 2. За допомогою криволінійного 
інтеграла за координатами обчислити площу 
плоскої області D , що обмежена осями коорди-
нат 0=x , 0=y  і дугою астроїди  tx 3cos4= , 
ty 3sin4= , розміщеною в першому квадранті 
( 0≥x , 0≥y ) (рис. 99).  
□  Контур OABOL , що обмежує область D , 
складається з трьох ділянок OA , AB  і BO . Ві-
дповідно розіб’ємо криволінійний інтеграл:   
( ) ( )∫∫∫∫ ++=+−= BOABOALD OABO dyxdxyS 21)2/1( .  
Тоді   0;4,0,0: 21 ==== dyxxyOA ;  =+−∫OA dyxdxy  
0)00(4
0
=⋅+−= ∫ dxx ;   
2/,0,sin4,cos4: 21
33 pi==== tttytxAB ;  
dtttdx sincos12 2−= ;  dtttdy cossin12 2= ;  =+−∫AB dyxdxy   











Рис. 99  















ttdtt ;   






0)0 =+ dx .   Отже,  ( ) 23)030(21 pi=+pi+=DS .   ■  
 
3.2.7. Умови незалежності криволінійного інтеграла  
за координатами від шляху інтегрування 





 по двом 
різним шляхам, що з'єднують точки 
)0,0(A  та )1,1(B  (рис. 100):   
а) дуга параболи AmBL : xy = , 01 =x , 
12 =x ;   б) дуга кубічної параболи AnBL : 
3xy = , 01 =x , 12 =x .  













===+= ∫∫ xdxxdxxxxx ;   












===+= ∫∫ xdxxdxxxxx .   ■   
Аналіз прикладу показує, що значення інтеграла по двом різ-






Звідси інтеграл по замкненій лінії AnBmAL = , очевидно, до-
рівнює нулю:  0=∫L ldF
rr
.  








Виникає питання: за яких умов щодо функцій ),( yxPP =  і 
),( yxQQ =  виконується рівність   
0),(),( =+= ∫∫ LL dyyxQdxyxPldF
rr
?  
Теорема. Нехай у всіх точках деякої однозв’язної області D  
функції ),( yxP  та ),( yxQ  неперервні разом зі своїми частинними 
похідними yP ∂∂  та xQ ∂∂ . Тоді для того, щоб криволінійний ін-
теграл другого роду по довільному замкненому контуру L , який 
цілком лежить в областіD , дорівнював нулю, необхідно і достат-
ньо виконання умови xQyP ∂∂=∂∂  у всіх точках області D :  
xQyP ∂∂=∂∂  ⇔  0=+∫L QdyPdx .  
□  Нехай контур L  обмежує область DD ⊆1 . Запишемо фор-




















.   
Якщо умова теореми виконана, то подвійний інтеграл у правій 
частині дорівнює нулю і цим доведено достатність.  
Доведемо необхідність методом від супротивного. При-
пустимо, що 0=+∫L QdyPdx , а умова xQyP ∂∂=∂∂  не викону-
ється хоча б в одній точці ),( 000 yxM  області D , скажімо, в цій 
точці 0>∂∂−∂∂ yPxQ .  
Оскільки в лівій частині нерівності функція неперервна, то во-
на буде додатна у всіх точках деякої досить малої області DD ⊆1 , 
яка містить в собі точку ),( 000 yxM . Візьмемо подвійний інтеграл 
по цій області, який матиме додатне значення  
( )∫∫ >∂∂−∂∂D dxdyyPxQ 0 .  
Але за формулою Гріна ліва частина одержаної нерівності до-
рівнює криволінійному інтегралу по контуру L , який обмежує об-
ласть 1D , і за припущенням дорівнює нулю. Отже, це припущення 
невірне. Приходимо до висновку, що xQyP ∂∂=∂∂  в усіх точках 
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області D .   ■  
Коли згадати, що рівність xQyP ∂∂=∂∂  є необхідною і дос-
татньою умовою того, щоб вираз dyyxQdxyxP ),(),( +  був повним 
диференціалом, то доведену теорему можна сформулювати так: для 
того, щоб криволінійний інтеграл ∫ +L dyyxQdxyxP ),(),(  не за-
лежав від лінії інтегрування, необхідно і достатньо, щоб його піді-
нтегральний вираз був повним диференціалом.  
Підсумовуючи висновки нашого дослідження, можна ствер-
джувати, що коли область D  однозв'язна і функції ),( yxP  та 
),( yxQ  неперервні разом зі своїми частинними похідними yP ∂∂  
та xQ ∂∂  у цій області, то всі чотири наступні твердження рів-
носильні, тобто якщо виконується одне з них, то виконуються і всі 
інші:  
1) криволінійний інтеграл ∫ +L QdyPdx , взятий по довільно-
му замкненому контуру L , цілком розміщеному в області D , дорів-
нює нулю;  
2) криволінійний інтеграл ∫ +
ABL
dyQdxP  не залежить від 
форми лінії інтегрування ABL , що цілком лежить в області D  і 
з’єднує початкову A  і кінцеву B  точки;  
3) вираз dyyxQdxyxP ),(),( +  є повний диференціал деякої 
функції ),( yxu , тобто в області D  існує така функція ),( yxu , 










= ;  











Зауваження. На практиці зручно користуватись останньою 
умовою xQyP ∂∂=∂∂ .  
Приклад 2. Використовуючи умову xQyP ∂∂=∂∂ , перевіри-
ти, що 0)cosln4()( 3 =+++∫L dyxydxxtgyx .  
□  xQxtgyP ∂∂==∂∂ .   ■  
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3.2.8. Обчислення функції за її повним диференціалом. 
Розв’язання диференціальних рівнянь у повних диференціалах  
Розглянемо функцію ),( yxu , задану в деякій області D , де 
вона неперервна разом зі своїми частинними похідними. Обчисли-










= .  
Позначимо yuyxQxuyxP ∂∂=∂∂= ),(,),( . Тоді для пов-





















Але за цієї умови криволінійний інтеграл ∫ +
10MML
QdyPdx  не за-
лежить від форми шляху інтегрування, а визначається положенням 
початкової ),( 000 yxM  та кінцевої ),( 111 yxM  точок. Такий інтег-








dyyxQdxyxP , де шлях інтегру-
вання обирається довільно.  
Зауваження 1. Найзручніше інтегрувати по ламаній лінії 
10NMM , ланки NM 0  і 1NM  якої паралельні осям координат. При 
цьому можливі два способи побудови ламаної, що відображені на 
рис. 101 і рис. 102.  
Для першого способу (рис. 101):   
на відрізку NM 0 : constyy == 0 ;  
0=dy , а на відрізку 1NM : 
constxx == 1 ;  0=dx . Отже, інтег-

































dyyxQdxyxP .     
O  x  
y  
Рис. 101 
),( 000 yxM  
),( 111 yxM  
),( 01 yxN  
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Для другого способу (рис. 102):   
на відрізку NM 0 : constxx == 0 ;  
0=dx , а на відрізку 1NM : 
constyy == 1 ;  0=dy . Отже, інтег-

































dxyxPdyyxQ .     
Приклад 1. Знайти інтеграл  





dyyxdxyxx .  
□  За шлях інтегрування оберемо 
ламану ANB  (рис. 103). На відрізку  
0,1: === dyconstyAN , а на відріз-


















































=−+−=++ ∫ yyxdyy .   ■  
Зауваження 2. Якщо в криволінійному інтегралі, що не зале-
жить від форми шляху інтегрування, початкову точку ),( 000 yxM  
зафіксувати, а кінцеву точку ),( yxM  розглядати як змінну, то цей 






dyyxQdxyxPyxu .  
Функцію ),( yxu  називають первісною. Задача відшукання 
функції (первісної) ),( yxu  за її повним диференціалом роз-
O  x  
y  
Рис. 102 
),( 000 yxM  
),( 111 yxM  















),(),(),( ,  constC = ,  
де ),( 000 yxM  – довільно вибрана фіксована точка, в якій функції 
),( yxP , ),( yxQ  та їх частинні похідні неперервні.  
Використовуючи поняття первісної, дістаємо формулу Нью-











−==+∫ .  
Приклад 2. Перевірити, що вираз xyxdyydx sin)( +  є повним 
диференціалом деякої функції ),( yxu  та знайти цю функцію (пер-
вісну). За допомогою отриманої первісної обчислити відповідний 







dyxyxdxxyyI .   
□  Запишемо даний вираз у вигляді  dyxyxdxxyy sinsin + . 
Тобто xyyyxP sin),( = ; xyxyxQ sin),( = . Обчислимо  
xyxyxyyP cossin +=∂∂ ;  xyxyxyxQ cossin +=∂∂ .  
Як бачимо, xQyP ∂∂=∂∂ . Значить, даний вираз є повним 
диференціалом деякої функції ),( yxu . Знайдемо цю функцію.  
Нехай )0,0(0M – початкова точка. За шлях інтегрування обе-
ремо ламану NMM0 , де на відрізку NM 0 : 0,0 === dyconsty , 














Сdyxyxdxxyyyxu   
+=++⋅⋅=+ ∫∫ 0sin)0sin(0 00 CdyxyxdxxС
yx
  
( ) CxyCxyxx y ++−=+−⋅+ 1coscos)/1( 0 .  
Включивши одиницю в довільну сталу, маємо  
xyCyxu cos~),( −= ,  де C~  – довільна стала.  











xydyxyxdxxyyI .   ■  
Зауваження 3. Якщо для диференціального рівняння першого 
порядку 0),(),( =+ dyyxQdxyxP  виконується умова 
xQyP ∂∂=∂∂ , то воно називається рівнянням у повних диферен-
ціалах. Оскільки ліва частина цього рівняння є повним диференціа-
лом деякої функції ),( yxu , то відновлюючи функцію за її повним 
диференціалом, загальний розв’язок (загальний інтеграл) 















),(),( 0 .  
Приклад 3. Пересвідчитися, що диференціальне рівняння  
0)2coscos()/1sinsin( 2 =+−+−+ dyyxyxdxxyxy    
є рівнянням у повних диференціалах. Знайти його загальний 
розв’язок.  
□  Маємо  2/1sinsin xyxyP −+= ;  yxyxQ 2coscos +−= .  
Ці функції неперервні разом з частинними похідними 
yxyP cossin +=∂∂  і xyxQ sincos +=∂∂  на всій координатній 
площині Oxy  за винятком точок осі 0: =xOy . Оскільки вико-
нується умова xQyP ∂∂=∂∂ , то маємо рівняння у повних дифе-







),(),( 0 ,  
використовуючи початкову точку )0,(),( 0000 pi= MyxM . Тоді  
Cdyyxyxdxxx yx =+−+−+⋅ ∫∫pi 0






00 cossin)/1( ;  −+pi− yxx (sin/1/1   
Cyyx =−+−⋅−− 0)0(cos)0sin 2 ;    −+ yxx sin/1   
Cyxy ~cos 2 =+− ,  де pi+= /1~ CC  – довільна стала.  ■  
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3.2.9. Потенціальне  векторне  поле  
Розглянемо плоске векторне поле   
jyxQiyxPyxF rrr ),(),(),( += .  
Нехай у деякій однозв'язній області D  поля виконується умо-
ва xQyP ∂∂=∂∂ . Тоді вираз dyyxQdxyxP ),(),( +  є повним ди-










































, що є градієнтом деякого скалярного поля 
u : ugradF =
r
, називається потенціальним. Скалярна функція u  
називається потенціалом цього векторного поля F
r
.  
Зауваження 1. У прикладних дисциплінах іноді перед градієн-
том ставиться знак "-", що не має принципового значення, а лише 
відповідає конкретному фізичному змісту. Наприклад, для електро-
статичного поля ugradE −=
r
 означає, що в напрямку вектора на-
пруженості електричного поля E
r
 електричний потенціал u  спадає.  
Умова xQyP ∂∂=∂∂  потенціальності плоского векторного 
поля рівнозначна існуванню повного диференціала. Відповідно, за-
дача обчислення потенціала векторного поля рівнозначна задачі від-
шукання повного диференціала.  
Оскільки ugradCugrad =+ )( , то потенціал векторного 
поля обчислюється з точністю до довільної сталої C . Потенціал 
векторного поля визначається циркуляцією цього поля по довільній 
лінії MM0 , що з’єднує фіксовану початкову ),( 000 yxM  і змінну 














Зауваження 2. Для вибору конкретного значення довільної 
сталої C  використовуються додаткові умови. Наприклад, для елек-
тростатичного поля точкового заряду приймається, що потенціал на 
нескінченності дорівнює нулю.  
Циркуляція градієнта скалярного поля дорівнює різниці потен-














Розглянемо просторове векторне поле  
kzyxRjzyxQizyxPzyxFF
rrrrr ),,(),,(),,(),,( ++== .   
Якщо це поле потенціальне, а ),,( zyxuu = - його потенціал, 
то xuP ∂∂= ; yuQ ∂∂= ; zuR ∂∂= .  
У потенціальному векторному полі ugradF =
r
 циркуляція не 
залежить від шляху інтегрування, а лише від початкової 
























( ) ( )MuMuu MM −== 00 .  




















































































































=Frot , якщо поле - потенціальне. Тобто, потен-
ціальне поле є безвихровим.  
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 свідчить про те, що поле гра-
дієнтів завжди потенціальне.  
Висновок: щоб визначити, чи задане векторне поле потен-
ціальне, достатньо пересвідчитись, що його ротор дорівнює нулю.  
Для потенціального поля справедлива теорема, яка відповідає 
розглянутим раніше властивостям криволінійного інтеграла за коор-
динатами.  
Теорема. Наступні чотири властивості векторного поля F
r
, 
заданого в однозв’язній області D , еквівалентні:  
1) циркуляція поля F
r
 по будь-якому замкненому контуру, роз-
міщеному в області D , дорівнює нулю;  2) циркуляція поля F
r
 
вздовж довільної кривої ABL , яка лежить в області D , з початком 
в точці A  та кінцем в точці B  залежить тільки від положення 
точок A  та B  і не залежить від форми кривої;  3) існує функція 










 є безвихровим).  
Якщо просторове векторне поле  kRjQiPF
rrrr
++=   потен-







),,(),,(),,(),,( ,  
де ),,( 0000 zyxM  – довільно вибрана фіксована точка, в якій функ-
ції ),,( zyxP , ),,( zyxQ  ),,( zyxR  та їх частинні похідні непе-
рервні;  constC = .  
Зауваження 3. Найзручніше інтегрувати по ламаній лінії, лан-
ки якої паралельні осям координат. При цьому можливі різні спосо-
би побудови такої ламаної.  













22),,( −−==    
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потенціальне.  Знайти його потенціал ),,( zyxuu = .  





















   





















rr )(2)()( 2222   























































.   
Оскільки 0
rr
=Frot , то поле  - безвихрове, а значить, і потен-
ціальне.  
Знайдемо його потенціал. Нехай )1,1,0(0M – початкова точка. 
За шлях інтегрування оберемо ламану MNNM 210  (рис. 104), де   
0,1:10 === dyconstyNM ;  0,1 === dzconstz   
0,:21 === dxconstxxNN ;  0,1 === dzconstz ;  
0,:2 === dxconstxxMN ;  0, === dyconstyy .  

































)1,1,(1 xN  )1,,(2 yxN  











),,(),,(),,( 000 .  






















2),,(   
=+⋅+⋅= Czyxyx zy 1
2
1
2 )/1()/()/1(   
CyzxCyxyzxxyxx +=+−+−+= )/(/)/(/ 222222 .   ■  





=  точкового електричного заряду q  ( constq = ), де 
kzjyixr
rrrr
++= . Пересвідчитись, що це векторне поле E
r
 потен-
ціальне, і обчислити його потенціал ),,( zyxuu = .  
□  222 zyxr ++=
r
;  +++= − ixzyxqE
rr 2/3222 )(   
kzzyxqjyzyxq
rr 2/32222/3222 )()( −− +++++ .   
Позначимо  xzyxqP 2/3222 )( −++= ,  
yzyxqQ 2/3222 )( −++= ,    zzyxqR 2/3222 )( −++= .  
Тоді, наприклад,     yzyxqzyR 2)()2/3( 2/5222 −++−=∂∂ ,   
zzyxqyzQ 2)()2/3( 2/5222 −++−=∂∂ ,   тому  yRzQ ∂∂=∂∂ .  
Аналогічно можна показати, що  zPxR ∂∂=∂∂ ;  
xQyP ∂∂=∂∂ . Звідси дістаємо  0
rr




Обчислимо його потенціал. Нехай )1,0,0(0M – початкова точ-
ка. За шлях інтегрування оберемо ламану MNNM 210 , де   
0,0:10 === dyconstyNM ;  0,1 === dzconstz   
0,:21 === dxconstxxNN ;  0,1 === dzconstz ;  
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0,:2 === dxconstxxMN ;  0, === dyconstyy .  





















2/12 )()1()1(   
qCCCrqCqzyxqC +=+−=++++−=+ ~,~222 r .  ■  
 
3.3. Оператор  Гамільтона  та  його  застосування  
Операції обчислення характеристик скалярних і векторних по-
лів можуть бути спрощені, якщо скористатися диференціально-















=∇ , який був введе-
ний Гамільтоном і називається оператором Гамільтона (“набла”-
оператором).  
 
3.3.1. Оператор  Гамільтона  у  скалярному  полі  
Нехай задано скалярне поле ),,( zyxuu = . 
Застосуємо до функції ),,( zyxuu =  оператор "набла" за пра-








































Отже,   uugrad ∇= .  
Приклад. Нехай kzjyixr
rrrr
++= . Знайти  
а) rgrad r ;        б) ( )rgrad r1 .  



















































.   
б) Розв’язати самостійно.  Відповідь: ( ) 31 rrrgrad rrr −=   ■   
Застосування "набла"-оператора до суми скалярних полів здій-
снюється за правилами чисельного добутку vuvu ∇+∇=+∇ )( .  
Наприклад,  
( ) ( ) ( ) 3111 rrrrrrrrrrgrad rrrrrrrrrr −=∇+∇=+∇=+ .  
 
3.3.2. Оператор  Гамільтона  у  векторному  полі  
Нехай задано векторне поле  
kzyxRjzyxQizyxPzyxFF
rrrrr ),,(),,(),,(),,( ++== .   
Застосуємо оператор Гамільтона до цього векторного поля за 
правилами множення векторів. Оскільки добуток двох векторів мо-
же бути або скалярним, або векторним, то розглянемо спочатку 


























=∂∂+∂∂+∂∂= .    Отже,   FFdiv
rr
∇= .  






























=∂∂∂∂∂∂= .    Отже,  FFrot
rr
×∇= .  
Застосування оператора Гамільтона до суми векторних полів 
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здійснюється за правилами відповідно скалярного чи векторного 
добутку:   
( ) 2121 FFFF rrrr ⋅∇+⋅∇=+⋅∇ ;   ( ) 2121 FFFF rrrr ×∇+×∇=+×∇ .  
 
3.3.3. Диференціальні  операції  другого  порядку  
Ми розглянули диференціальні операції першого порядку:  
uugrad ∇= ,  FFdiv
rr
⋅∇= ,  FFrot
rr
×∇= . Після їх застосування 
до поля виникає нове поле, до якого знову можна вжити ці операції. 
У результаті маємо диференціальні операції другого порядку. Та-
ких операцій існує лише п'ять, їх можна записати через "набла"-
оператор.  
Для скалярного поля ),,( zyxuu =  маємо:  
uugraddiv ∇⋅∇= ;   0
r
=∇×∇= uugradrot .  
Для векторного поля F
r
 маємо:  ( )FFdivgrad rr ⋅∇⋅∇= ;  
( ) 0=×∇⋅∇= FFrotdiv rr ;    ( )FFrotrot rr ×∇×∇= .  
Розглянемо ці операції докладніше.  






























































































Оператор 2∇=∇⋅∇  позначається через ∆  ("дельта") і нази-
вається оператором Лапласа (лапласіаном):    






















 або uugraddiv ∆= .  
Як відомо, векторний добуток 0
rrr
=× aa , тому  
0
r
=∇×∇= uugradrot .   Поле градієнта є безвихровим.  
Зокрема, в електротехніці для поля потенціалу 0
r
=ugradrot .  
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Якщо в мішаному добутку векторів є два однакових вектори, 
то він дорівнює нулю. Тому  
( ) 0=×∇⋅∇= FFrotdiv rr .   Поле вихору – соленоїдальне. 
Приклад. Для скалярного поля 322 −+−= xxyzzyu  знайти 
його градієнт ugrada =r  і лапласіан u∆ . Перевірити, що векторне 
поле градієнтів ugrada =r  є потенціальним ( 0
rr
=arot ). Для потен-
ціального векторного поля a
r
 знайти його потенціал ),,( zyxvv =  






dzzyxRdyzyxQdxzyxPzyxv ,  
де за фіксовану точку ),,( 0000 zyxM  взяти початок координат 


















rr )2()2()3()3 222   
kxyy
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2 ;  
0)0,0,0( =v :  0=C ;    zxyyxzyxv )(),,( 22 −+= .   ■  
 
3.4. Поверхневий  інтеграл  за  площею  
 
3.4.1. Поняття  поверхневого  інтеграла  за  площею  
(першого  роду) 
Поверхня σ  називається двосторонньою, якщо обхід по до-
вільному замкненому контуру, що лежить на поверхні σ  і не має 
спільних точок з її межею, не змінює напряму нормалі до поверхні. 
Якщо ж дана умова не виконується, тобто існує замкнений контур, 
при обході вздовж якого напрям нормалі змінюється на протилеж-
ний, то поверхня називається односторонньою.  
Двосторонню поверхню називають орієнтовною, а вибір пев-
ної сторони поверхні, якій відповідає певний напрямок нормалі, на-
зивається орієнтацією поверхні.  
Наприклад, круговий конус, еліптичний 
циліндр, довільна замкнена поверхня без са-
моперетину (сфера, еліпсоїд, ...) – двосторон-
ні поверхні, а лист Мебіуса (рис. 105) – одно-
стороння поверхня.  
Для двосторонньої поверхні σ  сторона 
+σ , якій відповідає додатний напрям норма-
лі, називається додатною (зовнішньою), а ін-
ша сторона −σ – від’ємною (внутрішньою). Для замкненої поверхні 
за додатну (зовнішню) приймається та сторона, що відповідає век-
тору нормалі,  напрямленому назовні.  
Зауваження 1. Надалі розглядатимемо лише кусково-гладкі 
двосторонні поверхні.  
Нехай у просторі задано деяку область V  і в цій області – по-
верхню σ , обмежену просторовою лінією L . Нехай на поверхні σ  
визначено деяку неперервну скалярну функцію ),,( zyxuu = . Інак-
ше кажучи, розглянемо скалярне поле ),,( zyxuu =  на поверхні σ .  
Рис. 105 
 304 
Розіб'ємо поверхню σ  довільними кусково-гладкими лініями 
на n  елементарних частин iσ∆ . Усередині кожного частинного 
майданчика iσ∆  візьмемо довільну точку iiiii zyxM σ∆∈),,( , об-
числимо значення заданої функції в цій точці ( ) ),,( iiii zyxuMu =  і 
помножимо це значення на площу елементарної частини iσ∆  та 




i ii zyxuMu 11 ),,( .  
Одержаний вираз називається інтегральною сумою для функ-
ції ),,( zyxuu =  по поверхні σ .  
Скінченна границя інтегральної суми ∑
=
σ∆ni iiii zyxu1 ),,( , 
яка не залежить від способу розбиття поверхні σ  та від вибору 
точок iM , за умови прямування до нуля діаметрів елементарних 
частин називається поверхневим інтегралом за площею (поверх-
невим інтегралом першого роду) від функції ),,( zyxuu =  по по-















),,(limlim),,( ,  
де  idmax=λ , ni ,1= ;  id  – діаметр i -го майданчика iσ∆  (най-
більша з відстаней між двома довільними точками його межі).  
Якщо 0),,( ≥µ=µ zyx  і функцію ),,( zyxµ  розглядати як по-
верхневу густину маси, розподіленої по поверхні σ , то інтеграл ви-
ражає масу всієї поверхні:   ∫∫σ σµ= dzyxm ),,(   (фізичний зміст 
поверхневого інтеграла за площею).  
Коли 1),,( ≡zyxu , то маємо площу поверхні σ :  ∫∫σ σ= dS .  
Зауваження 2. Поверхневий інтеграл за площею не залежить 
від вибору орієнтації поверхні σ :   
∫∫∫∫ +− σσ σ=σ dzyxudzyxu ),,(),,( .  
Інші властивості поверхневого інтеграла першого роду аналогічні 
властивостям подвійного інтеграла.  
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3.4.2. Обчислення  поверхневого  інтеграла  за  площею  
Розглянемо інтеграл ∫∫σ σdzyxu ),,( . Припустимо, що по-
верхня σ  правильна в напрямі осі Oz  і задана явно рівнянням 
),( yxzz = , де функція ),( yxz  неперервна зі своїми частинними 
похідними першого порядку в області xyD  - проекції σ  на площину 
Oxy  (рис. 106). Покажемо, що в такому випадку обчислення інтег-
рала першого роду по поверхні σ  зводиться до обчислення подвій-
ного інтеграла по області xyD .  
Розглянемо елементарний майданчик σd  на поверхні σ , який 




так, щоб вона утворила гострий 
кут γ  з віссю Oz , тоді  
0cos >γ . Будемо вважати, що 
майданчик σd  настільки ма-
лий, що в його межах нормаль 
не змінюється. Тоді площі еле-
ментарної частини σd  та її 
проекції dydxdS =  зв’язані 
співвідношенням  
σγ=σγ= dddxdy cos|cos| .  
Звідси   γ=σ cosdxdyd .  
З іншого боку, вибрана нормаль n
r
 до поверхні ),( yxzz =  має 
проекції 1,',' yx zz −− . Тому  
22 )'()'(11cos yx zz ++=γ  і тоді  




22 )'()'(1);(;;),,( .  
Зауваження 1. Поклавши 1),,( ≡zyxu , для площі поверхні σ  











xyD  dx  dy  
γ  nr  
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∫∫∫∫ ++=σ= σ xyD yx dydxzzdS
22 )'()'(1 .  
Зауваження 2. Може статися, що поверхня σ  неправильна в 
напрямі осі Oz , але правильна в напрямі осі Oy  чи Ox , тобто мо-
же бути подана явно у вигляді ),( zxyy =  чи ),( zyxx = . Тоді хід 
міркувань залишається тим же з тією лише різницею, що поверхню 
σ  будемо проектувати на площину Oxz  чи Oyz . При цьому змінні 
x , y  і z  міняються ролями. (Відповідні формули переходу до по-
двійного інтеграла запишіть самостійно). У загальному випадку по-
верхню σ  треба розбити на правильні у вибраному напрямі части-
ни.  
Приклад 1. Обчислити поверхневий інтеграл за площею  
∫∫σ σ+ dzx )54( , де σ  – частина площини 10522: =++ zyxp , 
що відсікається координатними площинами 0=x , 0=y  і 0=z . 
Задачу розв’язати трьома способами, проектуючи поверхню σ  на 
одну з координатних площин відповідно  а) Oxy ;  б) Oyz ;  в) Oxz . 
До кожного способу зробити рисунок поверхні σ  як правильної у 
вибраному напрямі (відповідно  а) Oz , б) Ox  чи в) Oy ) і рисунок її 
проекції (відповідно  а) xyD . б) yzD  чи в) xzD ) як правильної в на-
прямі однієї з осей плоскої області.  
□  а) Поверхню σ  будемо розглядати як правильну в напрямі 
осі Oz , а її проекцію xyD  – як правильну в напрямі осі Oy  плоску 
область (рис. 107). Тоді  
σ : 5/)2210( yxz −−= ;    5/2−=′xz ;    5/2−=′yz ;  
xyxDxy −≤≤≤≤ 50;50: .  
За формулою  
∫∫∫∫ ++=σσ xyD yx dydxzzyxzyxudzyxu
22 )'()'(1));(;;(),,(   
дістаємо  
( )∫∫∫∫ ×−−⋅+=σ+σ xyD yxxdzx 5/)2210(54)54(   
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( ) ( ) ∫∫ +−=−+−+×
xyD
yxdxdy 22(33)5/1(5/25/21 22   


























=++−× xxx . 
 
(Способами б) і в) розв’язати самостійно).   ■  
Приклад 2. Обчислити масу m  частини σ  поверхні парабо-
лоїда обертання 222 yxz += , яка міститься всередині циліндра 










=µ .  
□  σ : 22 22 yxz += ,   звідки xz x =' , yz y =' .  
Зводячи поверхневий інтеграл до подвійного, для шуканої ма-
си поверхні дістанемо співвідношення  
 z  




  y  О    5  
  
  y   
  x  
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2   
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 5  
0=y  





1 yxz −−=  




dxdyyxyxzyxm 221)),(,,( ,  
де область xyD  - проекція вказаної частини σ  поверхні параболоїда 
на площину Oxy . Область xyD  - круг радіуса 2=R  з центром у 
початку координат. Перейдемо до полярних координат:  
ϕρ= cosx ;  ϕρ= siny ;  222 ρ=+ yx ;  ϕρρ= dddxdy ;   
( )×+++=++µ= 222222 1)(1)),(,,(),( yxyxyxyxzyxyxf   






















dddddm .  ■  
 
3.5. Поверхневий  інтеграл  за  координатами  
 
3.5.1. Поняття поверхневого інтеграла за координатами  
(другого  роду).  Потік  векторного  поля  
Розглянемо деяку просторову область V , в якій задано по-
верхню σ , обмежену просторовою лінією L . Нехай вибрана сторо-
на ±σ  (зафіксовано один певний знак “+” чи “-”) поверхні характе-
ризується одиничним вектором нормалі  
kjin
rrrr γ+β+α= coscoscos ,  
де γβα cos,cos,cos  – напрямні косинуси вектора nr , 1=nr .  
Нехай на поверхні σ  визначено деяку неперервну векторну 
функцію  kzyxRjzyxQizyxPF
rrrr ),,(),,(),,( ++= . Інакше кажу-
чи, розглянемо векторне поле F
r
 на поверхні σ .  
Розіб'ємо поверхню σ  довільними кусково-гладкими лініями 
на n  елементарних частин iσ∆ . Усередині кожного частинного 
майданчика iσ∆  візьмемо довільну точку iiiii zyxM σ∆∈),,( , об-
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числимо в цій точці значення заданої функції ( )iMFr  і нормалі 
( )iMnr , потім знайдемо скалярний добуток векторів ( )iMFr  і 
( )iMnr , помножимо цей добуток на площу елементарної частини 
iσ∆  та складемо суму   ( ) ( )∑ = σ∆⋅ni iii MnMF1 rr .  
Одержаний вираз називається інтегральною сумою для век-
тор-функції ),,()( zyxFMFF rrr ==  по вибраній стороні ±σ  по-
верхні σ .  









яка не залежить від способу розбиття поверхні σ  та від вибору 
точок iM , за умови прямування до нуля діаметрів елементарних 
частин називається поверхневим інтегралом за координатами 
(поверхневим інтегралом другого роду) від вектор-функції 
),,()( zyxFMFF rrr ==  по вибраній стороні ±σ  поверхні σ :  













де  idmax=λ , ni ,1= ;  id  – діаметр частинної поверхні iσ∆ .  
Розглянемо докладніше вираз i -го доданку. За означенням 
скалярного добутку  
( ) ( ) ( ) ( ) =σ∆⋅ϕ⋅⋅=σ∆⋅ iiiiii MnMFMnMF cosrrrr    




, .  
Останній вираз допускає таке тлумачення: цей добуток визна-
чає об'єм циліндра з основою iσ∆  і висотою ϕ⋅cos|)(| iMF
r
 
(рис. 108). Коли вважати, що векторне поле F
r
 є швидкість рідини, 
що протікає через поверхню σ , то цей добуток дорівнює кількості 
рідини, яка переміщується через частинний майданчик iσ∆  за оди-




чає загальну кількість рідини, що протікає за одиницю часу через 
вибрану сторону ±σ  поверхні σ .  
Тому поверхневий інтег-
рал ∫∫ ±σ σ⋅ dnF
rr
 також нази-
вають потоком векторного 
поля F
r
 через вибрану сторо-
ну ±σ  поверхні σ :  
∫∫ ±σ
± σ⋅=Π dnF r
r
   
(фізичний зміст поверхневого 
інтеграла за координатами).  
Якщо поверхня σ  замк-
нена, то інтеграл по ній запи-





Зауваження 1. Якщо всюди на поверхні σ  векторне поле F
r
 
дотичне до неї ( nF r
r
⊥ )  (тобто, σ  є векторною поверхнею, що 
утворюється з векторних ліній), то потік через неї дорівнює нулю:   
00 =σ=σ⋅ ∫∫∫∫ ±± σσ ddnF
rr
.   
Зауваження 2. При зміні орієнтації поверхні σ  поверхневий 
інтеграл за координатами тільки змінює знак:   
∫∫∫∫ +− σσ σ⋅−=σ⋅ dnFdnF
rrrr
,  
оскільки при цьому одиничний вектор нормалі n
r
 змінює знак. Інші 
властивості поверхневого інтеграла першого роду аналогічні влас-
тивостям подвійного інтеграла.  
Якщо виразити скалярний добуток у координатній формі, то 
одержимо співвідношення  
∫∫∫∫ ±± σσ σγ+β+α=σ⋅ dRQPdnF )coscoscos(
rr
,  
що відображає зв'язок між поверхневими інтегралами першого 


















++=  можна подати як суму 
трьох векторних полів iP
r
, jQ r  і kR
r
. Відповідно поверхневий ін-
теграл можна розбити на три інтеграли-доданки:  
∫∫∫∫∫∫∫∫
±±±± σσσσ
± σ⋅+σ⋅+σ⋅=σ⋅=Π dnkRdnjQdniPdnF r
rrrrrrr
.  
Розглянемо останній з інтегралів ∫∫ ±σ σ⋅ dnkR
rr
. Обчислимо 
скалярний добуток  γ=γ⋅⋅=⋅ coscos|||| nknk rrrr  (рис. 109). Далі 
σγ dcos  є проекція елементарного майданчика σd  на площину 
Oxy :  dxdyd =σγcos , тому   ∫∫∫∫ ±± σσ =σ⋅ dxdyRdnkR
rr
.  
Аналогічно   
dxdzddydzd =σβ=σα cos,cos .  
Тоді   
∫∫∫∫ ±± σσ =σ⋅ dydzPdniP
rr
;  
∫∫∫∫ ±± σσ =σ⋅ dxdzQdnjQ
rr
.  
Отримані три інтеграли  
∫∫ ±σ= dydzPI x ,   ∫∫ ±σ= dxdzQI y ,     
∫∫ ±σ= dxdyRI z   
називаються  поверхневими інтегралами за відповідною парою 
координат ),( zy  або ),( zx , або ),( yx .   Повний поверхневий 
інтеграл за координатами  zyx III ++=Π
±
 записується так   
∫∫∫∫ ±± σσ ++=σ⋅ dxdyRdxdzQdydzPdnF
rr
,  
де для скорочення запису в підінтегральному виразі опущені зов-
нішні дужки.  
Зауваження 3. Виділимо два важливі випадки, коли поверхне-
















нулю:   
а) якщо 0=R  всюди на поверхні σ , тобто векторне поле 
kjzyxQizyxPF
rrrr
0),,(),,( ++=  є плоскопаралельним (вектор 
F
r
 паралельний одній площині Oxy ), при цьому kF
rr
⊥ ;   
б) якщо nk r
r
⊥  всюди на поверхні σ , тобто σ  є циліндричною по-
верхнею з твірними, що паралельні осі Oz , при цьому її проекцією 
xyD  на площину Oxy  служить деяка лінія – фігура нульової площі.  
Аналогічні твердження справедливі для поверхневих інтегралів 
∫∫ ±σ= dydzPI x   і  ∫∫ ±σ= dxdzQI y .  
 
3.5.2. Обчислення поверхневого інтеграла за координатами  
Обчислення поверхневого інтеграла другого роду зводиться до 
обчислення подвійних інтегралів по плоских областях.  
Можна спочатку перейти до поверхневого інтеграла першого 
роду , а потім спроектувати поверхню σ  на одну з координатних 
площин і перейти до подвійного інтеграла.  
Але, як правило, зручніше спроектувати поверхню σ  на всі 
три координатні площини і безпосередньо перейти до відповідних 
подвійних інтегралів. Для цього треба розбити повний інтеграл на 
складові частини і кожну з них розглянути окремо.  
Метод проектування на одну з координатних площин. Нехай 
поверхня σ  правильна в напрямі осі Oz  і задана явно рівнянням 
),( yxzz = , де функція ),( yxz  не-
перервна зі своїми частинними по-
хідними першого порядку в області 
xyD  - проекції σ  на площину Oxy  
(рис. 110). Тоді для напрямних ко-
синусів одиничного вектора норма-
лі kjin
rrrr γ+β+α= coscoscos  






































=γ ,  
де перед квадратним коренем береться один певний знак “+” чи “-” 
у залежності від орієнтації поверхні.  
Площі елементарного майданчика σd  та його проекції 
dydxdS =  зв’язані рівністю:  
dxdyzzdxdyd yx 22 )'()'(1|cos ++=γ=σ .  
Відповідно для поверхневого інтеграла маємо:   






yxzz dxdynFdnF ),(|cos|),( rr
r
  
або в координатній формі  















































yx yxzyxQyxzyxzyxPyxz )),(,,(),(')),(,,(),('   
                                                                        
) dydxyxzyxR )),(,,(+ .   
Таким чином, обчислення поверхневого інтеграла зводиться 
до обчислення подвійного інтеграла по області xyD . При цьому пе-
ред подвійним інтегралом береться знак плюс, якщо 0cos ≥γ  (кут 
γ  між нормаллю nr  і вибраною віссю Oz  – гострий), чи знак мінус, 
якщо 0cos ≤γ  (кут γ – тупий). 
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Зауваження 1. Аналогічно розглядаються випадки поверхонь, 
що правильні в напрямі осей Ox  чи Oy . При цьому змінні x , y  і 
z  міняються ролями. (Відповідні формули переходу до подвійного 
інтеграла запишіть самостійно). 
Приклад 1. Обчислити поверхневий інтеграл за координатами  
( )∫∫ −σ +−−= dxdyxzdxdzyxzdydzzxyI )/2()/()3/(   
методом проектування на одну координатну площину. Тут −σ – 
внутрішня сторона частини поверхні гіперболічного параболоїда 
xyz = , що відсікається площинами 0=z  і 022 =−+ yx , відпо-
відний вектор нормалі n
r
 утворює з віссю Oz  тупий кут γ .  
□  Задана поверхня зо-
бражена на рис. 111. По-
верхня σ – правильна в на-
прямі осі Oz  і задається яв-
но рівнянням xyz = . Пря-
мокутний трикутник xyD  - 
її проекція на площину 
Oxy . При цьому перед по-
двійним інтегралом береть-
ся знак мінус, оскільки кут γ – тупий. Тоді  
xyz =σ− : ; yz x =' ; xz y =' ; xyD : 10 ≤≤ x , xy 220 −≤≤ ;  
( ) =+−−= ∫∫ −σ dxdyxzdxdzyxzdydzzxyI )/2()/()3/(   
( )( ) =+−−−−−= ∫∫
yxD





















−=+−−=+−−= ∫ xxxdxxx .   ■  
Метод проектування на всі три координатні площини. Нехай 
поверхня σ  правильна в усіх трьох напрямах Ox , Oy , Oz . Зокре-























xy 22 −=  
xyD  
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ма, її можна задати явно рівнянням ),( yxzz = , де функцію ),( yxz  
будемо вважати неперервною зі своїми частинними похідними 
першого порядку в області xyD  - проекції σ  на площину Oxy  
(рис. 110).  
Якщо dydxdS =  - площа проекції елементарного майданчика 
σd  на площину Oxy , то площа самого майданчика   
γ±=γ=σ cos|cos| dxdydxdyd ,  
де береться один певний знак “+” чи “-” у залежності від орієнтації 
поверхні. Тоді для поверхневого інтеграла ∫∫ ±σ= dxdyRI z  маємо:  
∫∫∫∫ ±== ±σ xyDz dxdyyxzyxRdxdyRI )),(,,( ,  
тобто обчислення поверхневого інтеграла за парою координат 
),( yx  зводиться до обчислення подвійного інтеграла по області 
xyD . При цьому перед подвійним інтегралом береться знак плюс, 
якщо 0cos ≥γ  (кут γ  – гострий), чи знак мінус, якщо 0cos ≤γ  
(кут γ – тупий). 
Аналогічно обчислюються поверхневі інтеграли 
∫∫ ±σ= dydzPI x   і  ∫∫ ±σ= dxdzQI y  за відповідною парою коор-
динат ),( zy  чи ),( zx :   
∫∫∫∫ ±== ±σ yzDx dydzzyzyxPdydzPI ),),,(( ;   
∫∫∫∫ ±== ±σ xzDy dxdzzzxyxQdxdzQI )),,(,( ,  
де  yzD  і xzD – проекції поверхні σ  на координатні площини відпо-
відно Oyz  і Oxz . При цьому перед подвійним інтегралом береться 
знак плюс, якщо кут між нормаллю n
r
 і координатною віссю відпо-
відно Ox  чи Oy – гострий, чи знак мінус, якщо цей кут – тупий.  
Повний поверхневий інтеграл за координатами знаходиться як 
сума отриманих подвійних інтегралів  




Зауваження 2. У загальному випадку поверхню σ  доводиться 
розбивати на правильні у вибраному напрямі частини.  
Приклад 2. Методом проектування на всі три координатні пло-
щини обчислити потік векторного поля ),,( zyxFF rr =  через зов-
нішню сторону +σ  поверхні σ , відповідний вектор нормалі n
r
 якої 




















= ;   
1: 222 =++σ zyx   0( ≥x , 0≤y , )0≥z .  
□  Поверхня σ  є восьмою частиною 
сфери одиничного радіуса з центром у по-
чатку координат (рис. 112). Вона правильна 
в усіх трьох напрямах Ox , Oy  і Oz . При 
цьому нормаль n
r
 до вибраної сторони +σ  з 
осями Ox  і Oz  утворює гострі кути α  і γ , 
а з віссю Oy  – тупий кут β . Позначимо 
проекції σ  на координатні площини відпо-
відно yzD , xzD  і xyD , які будуть чвертями 
кругів радіуса 1=R . Поверхню σ  можна 
задати явно відповідно одним з рівнянь  
221 zyx −−= ,  221 zxy −−−=   чи  221 yxz −−= .  
Розіб’ємо повний поверхневий інтеграл на три складові части-





















   
zyx III ++=    



















































































dxdzxI y 2222222 )1(   








































zI z   
(це просто площа чверті круга).   
Отже,   4/4/3/3/ pi=pi+pi−pi=++=Π zyx III .   ■  
Приклад 3. Методом проектування на всі три координатні пло-
щини обчислити потік векторного поля ( +−= 22/12 ()16( xyxFr   
) kxyzjzxyizy rrr ++++ 222 )4  через зовнішню сторону +σ  части-
ни поверхні кругового циліндра 1622 =+ yx , що відтинається пло-
щинами 0=z , 2=z .  
□  Розіб’ємо повний поверхневий інтеграл на три складові час-
тини за відповідними парами координат ),( zy , ),( zx  і ),( yx :  




   
zyx IIIdxdyxyzdxdzzxy ++=++
2
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і обчислимо окремо кожний з інтегралів xI , yI  і zI .  
Поверхня σ  (рис. 113) неправильна в усіх трьох напрямах 
Ox , Oy  і Oz . Її проекцією xyD  на площину Oxy  є лінія (коло 
1622 =+ yx ) – фігура нульової площі. Тому останній з інтегралів-
доданків дорівнює нулю:   0== ∫∫ +σ dxdyxyzI z .  
 
 
Розглянемо другий інтеграл ∫∫ +σ= dxdzzxyI y
2
. Поверхня σ  
координатною площиною 0=y  розбивається на дві правильні в 
напрямі осі Oy  частини: ліву 21 16: xyy −−=σ  і праву 
2
2 16: xyy −=σ  зі спільною проекцією xzD  на площину Oxz  
(рис. 113), де xzD  – прямокутник: 44 ≤≤− x , 20 ≤≤ z . При цьо-
му нормаль n
r
 до зовнішньої сторони +σ 1y  з віссю Oy  утворює ту-
пий кут β , а нормаль nr  до зовнішньої сторони +σ 2y  з віссю Oy  
утворює гострий кут β . Тоді   
=+== ∫∫∫∫∫∫ +++ σσσ 21
222
yy
dxdzzxydxdzzxydxdzzxyI y    
0)16()16( 22 =−+−−= ∫∫∫∫
xzxz DD
dxdzzxxdxdzzxx .   




































верхня σ  координатною площиною 0=x  розбивається на дві пра-
вильні в напрямі осі Ox  частини: задню 21 16: yxx −−=σ  і пе-
редню 22 16: yxx −=σ  зі спільною 
проекцією yzD  на площину Oyz  
(рис. 114), де yzD  – прямокутник: 
44 ≤≤− y , 20 ≤≤ z . При цьому нор-
маль n
r
 до зовнішньої сторони +σ 1x  з віс-
сю Ox  утворює тупий кут α , а нормаль 
n
r
 до зовнішньої сторони +σ 2x  з віссю 
































































































dzdyy .   
Отже,   3/16pi=++=Π zyx III .    ■  
Приклад 4. Дано просторове електростатичне поле напруже-
ності 3|| rrqkE rrr =  позитивного точкового електричного заряду q  
( constq = ), розміщеного в початку координат, де 
kzjyixr
rrrr
++= ,  constk = . Обчислити потік цього векторного 
поля через зовнішню сторону +σ  поверхні сфери σ  радіуса R  з 
центром у початку координат.  























r .   ■  
 
3.5.3. Формула  Стокса  
Для поверхневих інтегралів має місце формула, аналогічна 
формулі Гріна. Розглянемо у просторі деяку поверхню σ , обмеже-
ну замкненою лінією L  (рис. 115). Проекцією цієї поверхні на пло-
щину Oxy  буде область D , обмежена замкненою лінією l . Нехай у 
просторі задано векторне поле  
kzyxRjzyxQizyxPzyxFF
rrrrr ),,(),,(),,(),,( ++== .  
Якщо покласти  0=z  і  0),,( ≡zyxR , то матимемо плоске 
векторне поле, що в області D  приймає значення  
jyxQiyxPyxFF rrrr ),(),(),( +== . 










( )kyPxQ r∂∂−∂∂= .  
Тоді потік цього ротора через до-
датну сторону +D  області D  буде  
( )∫∫∫∫ ++ σ⋅∂∂−∂∂=σ⋅ DD dnkyPxQdnFrot r
rrr
.  
Оскільки одинична нормаль n
r





, 01cos >=γ . Перейдемо до подвійного інтеграла:   
( ) ( ) =σ∂∂−∂∂=σ⋅∂∂−∂∂ ∫∫∫∫ ++ DD dyPxQdnkyPxQ r
r
  













Згадуючи формулу Гріна, отримуємо  
( ) ∫∫∫ =∂∂−∂∂ lD ldFdydxyPxQ
rr
.  
Звідси   ( ) ∫∫∫ =σ⋅∂∂−∂∂+ lD ldFdnkyPxQ
rrrr
.  
Остаточно, маємо формулу Стокса ∫∫∫ + σ⋅= Dl dnFrotldF
rrrr
, 
що для плоского поля є векторним записом формули Гріна.  
У просторі для поверхні σ , обмеженої замкненою лінією L , 
формула Стокса залишається в тому ж вигляді  
∫∫∫ +σ σ⋅= dnFrotldFL
rrrr
,  
при цьому вибирається додатний напрям обходу контуру L : якщо 
дивитися з кінця вектора нормалі n
r
 до відповідної сторони +σ  по-
верхні σ , то цей обхід здійснюється проти ходу годинникової стрі-
лки (при цьому поверхня, обмежена контуром, залишається зліва).  
Отже, справедлива теорема Стокса (зв’язок між криволіній-
ним і поверхневим інтегралами): Циркуляція векторного поля F
r
 
вздовж замкненої лінії L , що обмежує поверхню σ , дорівнює по-
току ротора цього поля через указану поверхню.  
Зауваження 1. Розглянемо довільний одиничний вектор n
r
, що 
виходить з деякої точки M , і оточимо цю точку плоским майдан-
чиком σ∆ , перпендикулярним до вектора nr  і обмеженим замкне-
ним контуром L∆ . За формулою Стокса одержимо 
∫∫∫ +σ∆∆ σ⋅= dnFrotldFL
rrrr
. До правої частини застосуємо теоре-
му про середнє значення, тоді  




Розділивши рівність на σ∆  і стягуючи майданчик σ∆  до да-
ної точки M , тобто переходячи до границі при 0→σ∆  (при цьому 
MM →*  і 0→∆L ), дістанемо  
( ) ( )σ∆= ∫∆→σ∆ Ln ldFMFrotnp rrrr 0lim . 
Таким чином можна визначити проекцію ротора на довільну 
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вісь (щільність циркуляції FrotnpC nn
r
rr = ), тобто ротор Frot
r
 не 
залежить від вибору системи координат (є інваріантною вектор-
ною характеристикою поля).  
Зауваження 2. Коли векторне поле безвихрове, тобто 
0=Frot
r
, то для довільного замкненого контура L , який цілком 
лежить у цьому полі, за формулою Стокса маємо 
0=σ⋅= ∫∫∫ +σ dnFrotldFL
rrrr
. Це означає, що безвихрове поле є 
потенціальним. Навпаки, якщо поле потенціальне, тобто для довіль-
ного замкненого контуру L   0=∫L ldF
rr
, то за формулою Стокса 




. Це означає, 
що потенціальне поле є безвихровим.  
Зауваження 3. Із формули Стокса ви-
пливає, що потік вихору векторного поля 
F
r
 не залежить від виду поверхні σ , що 
натягнута на замкнений контур L . Якщо 
через цей контур провести дві поверхні 1σ  
та 2σ  (рис. 116), що обмежують деяке про-









Змінивши орієнтацію поверхні 2σ  на зовнішню 
+σ2 , маємо  
∫∫∫∫∫∫ +−+ σσσ σ⋅−=σ⋅−=σ⋅ 122 dnFrotdnFrotdnFrot
rrrrrr
.  
Тоді для замкненої поверхні 21 σ∪σ=σ , що обмежує просто-
рове тіло V , одержуємо  
0
21
=σ⋅+σ⋅=σ⋅ ∫∫∫∫∫∫ +++ σσσ dnFrotdnFrotdnFrot
rrrrrr
.  
Отже, потік вихору векторного поля F
r
 через замкнену по-
верхню дорівнює нулю:   0=σ⋅∫∫ +σ dnFrot
rr
















Приклад 1. Обчислити потік ротора векторного поля 
kxyzjyzxixzyF
rrrr
++++= )()(  через зовнішню сторону +σ  по-
верхні 1: 222 =++σ zyx  )0( ≥z , відповідний вектор нормалі nr  
якої утворює з віссю Oz  гострий кут γ . 
□  Поверхня σ  є півсферою одини-
чного радіуса з центром у початку коор-
динат (рис. 117), обмеженою замкненою 
лінією L  – колом 122 =+ yx  в площині 
Oxy . За формулою Стокса  
==σ⋅=Π ∫∫∫ +σ L ldFdnFrot
rrrr
  
=++++= ∫L dzxyzdyyzxdxxzy )()(   
Далі врахуємо, що L  лежить у пло-
















) 02sin)2/1(2coscoscos 2020 =⋅==⋅× pipi∫ tdttdttt .   ■   




rrr )32(66)2 −+++  і поверхня σ  – частина площини 
0632: =−−+ zyxp , що відсікається координатними площинами 
0=x , 0=y  і 0=z . Знайти циркуляцію ∫=Γ L ldF
rr
 векторного 
поля вздовж замкненого контуру L , що обмежує поверхню σ , при 
додатному напрямі обходу відносно нормального вектора 
),,( CBAN =
r
 цієї площини p . Обчислення провести двома спосо-
бами:  а) безпосередньо за означенням циркуляції;  б) за допомогою 
формули Стокса.  
□  Поверхня σ  – це zyx MMM∆  (рис. 118) з вектором нормалі 















а) Знайдемо циркуляцію безпосередньо за означенням:   





,   
де кожний доданок обчислимо окремо.  
 
 
Ділянка zxMM  – це відрізок лінії (прямої) перетину площини 




























0;6;)3/1( 21 === xxdxdz ;  ∫ +++−
zxMM
dyxydxyxz 6)23(   
)([ ( −⋅⋅+⋅⋅+⋅+−−⋅=−+ ∫ 02600602)23/(3)32(6
0
6
xxxdzzy   




=−=−=⋅−⋅− ∫ xxdxxdxx .   
Ділянка yzMM  – це відрізок лінії (прямої) перетину площини 



















































3;0;)3/2( 21 === yydydz ;   ∫ +++−
yz MM
dyxydxyxz 6)23(   
)([∫ +⋅⋅+⋅+−−⋅=−+ 30 06020)23/2(3)32(6 yyydzzy   
( ) ] 722424)3/2()23/2(326 3030 =⋅==⋅−⋅−⋅+ ∫ ydydyyy .    
Ділянка xyMM  – це відрізок лінії (прямої) перетину площини 





















MM xy  
6;0;0;)2/1(; 21 ===−== xxdzdxdydxdx ;   





   






−=+−⋅=+−= ∫ xxxdxxx .  
Отже,   1854720 =−+=Γ .  
б) Оскільки лінія L  замкнена, можна застосувати формулу 
Стокса. Виберемо за поверхню σ , що натягнута на L , частину 
площини p  – zyx MMM∆ . Поверхня σ  правильна в усіх трьох на-
прямах Ox , Oy  і Oz . Для обчислення поверхневого інтеграла ви-
користаємо метод проектування на одну координатну площину, за 
яку виберемо Oxy . При цьому нормаль до вибраної сторони +σ  з 
віссю Oz  утворює тупий кут γ . Проекцією xyD  поверхні σ  на 



























































rrrr )26()30()012()23(   
kyji
rrr )26(312 −++= ;    23/23/: −+=σ yxz ;  3/1' =xz ;  
3/2' =yz ;   ""0cos −⇒<γ ;   :yxxy
Oz MOMD ∆=→σ   
60 ≤≤ x ; 2/30 xy −≤≤ ;     =σ⋅==Γ ∫∫∫ +σ dnFrotldFL
rrrr
   
(∫∫∫∫ −⋅−−=−++= +σ xyDdxdyydxdzdydz 12)3/1()26(312    
) =−=−+⋅− ∫∫
xyD























=−+−⋅=− xxxdx .   ■   
 
3.5.4. Формула  Остроградського – Гаусса   
Розглянемо просторове тіло V , обмежене замкненою поверх-
нею σ  (рис. 119). Проекцію тіла на площину Oxy  позначимо через 
D . Нехай лінія L  на поверхні 
тіла, що проектується в межу об-
ласті D , поділяє поверхню σ  на 
дві правильні в напрямі осі Oz  
частини 1σ  та 2σ , які описують-
ся явно відповідно рівняннями 
),(1 yxfz =  і ),(2 yxfz = . Окрім 
того, виділимо зовнішню сторону 
+σ  поверхні, якій відповідає оди-
ничний вектор нормалі n
r
.  Нехай 
у просторі задано векторне поле  











),(: 11 yxfz =σ  
),(: 22 yxfz =σ  
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kzyxRjzyxQizyxPzyxFF
rrrrr ),,(),,(),,(),,( ++== .  
































),,(),,(    
( ) ( )[ ] =−= ∫∫
D
dydxyxfyxRyxfyxR ),(,,),(,, 12   
( ) ( ) =−= ∫∫∫∫
DD
dydxyxfyxRdydxyxfyxR ),(,,),(,, 12    





.   








),,(),,( .   

















.   
Склавши ці три рівності, маємо формулу Остроградського – 

























або у векторній формі   ∫∫∫∫∫ =σ+σ V dVFdivdnF
rrr
. 
Отже, справедлива теорема Остроградського – Гаусса (зв’язок 
між поверхневим і потрійним інтегралами): 
Потік векторного поля F
r
 через зовнішню сторону 
+σ  замк-
неної поверхні σ  дорівнює потрійному інтегралу за об'ємом V , 
обмеженим цією поверхнею, від дивергенції Fdiv
r
 поля.  
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Зауваження 1. Розглянемо деяку точку M , розміщену всере-
дині замкненої поверхні σ∆ , що обмежує об'єм V∆ . За формулою 
Остроградського – Гаусса ∫∫∫∫∫ ∆σ∆ =σ⋅+ V dVFdivdnF
rrr
. До пра-
вої частини застосуємо теорему про середнє значення. Тоді  
( ) VMFdivdnF ∆=σ⋅∫∫ +σ∆ *
rrr
.  
Розділивши рівність на V∆  і стягуючи поверхню σ∆  до даної 
точки M , тобто переходячи до границі при 0→σ∆ , MM →* , 







Отже,  дивергенція  Fdiv
r
 не залежить від вибору системи 
координат (є інваріантною скалярною характеристикою поля).  
Зауваження 2. Нехай векторне поле F
r
 – соленоїдальне, тобто 
0=Fdiv
r
. Розглянемо векторну трубку – поверхню, утворену век-
торними лініями, що проходять через деякий замкнений контур, 
який не збігається з векторною лінією. Виділимо її частину об’ємом 
V , розміщену між перерізами 1σ  і 2σ  (рис. 120). Оскільки за умо-
вою 0=Fdiv
r
, то згідно формули Остроградського – Гаусса потік 
векторного поля через будь-яку замкнену поверхню дорівнює нулю. 
Тоді для зовнішньої сторони замкненої поверхні, що обмежує виді-
лений об’єм V , маємо  
0
210
==σ+σ+σ ∫∫∫∫∫∫∫∫∫ +++ σσσ V dVFdivdnFdnFdnF
rrrrrrr
,   
де  0σ  – бічна поверхня трубки;  n
r
 – оди-
ничний вектор зовнішньої нормалі.  
Оскільки на бічній поверхні трубки 
нормаль n
r
 перпендикулярна до векторної 




. Тоді  
∫∫∫∫ ++ σσ σ−=σ 12 dnFdnF
rrrr
.  Якщо змінити 
напрям нормалі на поверхні 1σ , тобто взя-
ти внутрішню нормаль n
r
 (у напрямі век-












∫∫∫∫ −+ σσ σ=σ 12 dnFdnF
rrrr
.  
У соленоїдальному полі потік вектора F
r
 в напрямі векторних 
ліній через кожний переріз векторної трубки один і той же.  
Якщо F
r
 – поле швидкостей текучої рідини, то в полі без дже-
рел через кожний переріз векторної трубки протікає  одна й та ж 
кількість рідини.  
Відповідно до формули 0=Frotdiv
r
 поле ротора довільного 
векторного поля – трубчате. Справедливе й зворотне твердження: 
кожне трубчате поле є полем ротора деякого векторного поля. 
Тобто, якщо 0=Fdiv
r







 називають вектором-потенціалом даного поля.  
Зауваження 3. Оскільки 0=ugradrot , то векторний потенці-
ал Φ
r
 визначається з точністю до доданка ugrad , де ),,( zyxuu =  
– довільна двічі диференційовна функція.  
Таким чином, справедлива теорема. Для соленоїдального поля 
F
r
 наступні чотири властивості еквівалентні:  
1) потік поля через довільну замкнену поверхню дорівнює нулю;  
2) потік поля через поверхню σ , обмежену замкненим контуром L  
і відповідно з ним орієнтовану, залежить тільки від вибору конту-
ра L  і не залежить від конкретного вибору поверхні σ ;  




rotF ;  
4) розбіжність поля F
r
 дорівнює нулю, тобто 0=Fdiv
r
.  
Приклад 1. Обчислити потік векторного 
поля kxzjxyiyzxF
rrrr 233 )2()( +++−=  через 
зовнішню сторону +σ  повної поверхні σ  кону-
са   V : 222 yxz += , 1=z .  
□  Оскільки поверхня σ  (рис. 121) замк-
нена, то для обчислення потоку можна застосу-
вати формулу Остроградського – Гаусса.   
Проекцією конуса V  на площину Oxy  є 












2σ  1 
1 1 
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координат. Бокова поверхня конуса 1σ  задається явно рівнянням 
22 yxz += , а поверхня основи 2σ  задається явно рівнянням 

























Для обчислення потрійного інтеграла перейдемо до цилінд-








































3()cos3()cos2 ddzzddzz   
(∫pi ×ϕ+ρ−ρ=ρϕρ−ϕρ+ρ− 2
0
54424 cos)5/3()4/3()coscos3 d    




53 cos)15/2(20/3))5/1(cos)3/1( dd   
( ) 10/3sin)15/2()20/3( 20 pi=ϕ+ϕ= pi .   ■    
Зауваження 4. Для спрощення обчислень незамкнену поверх-
ню можна доповнити іншими поверхнями до замкненої. Потім знай-
ти потік за формулою Остроградського – Гаусса і від одержаного 
результату відняти потоки через додаткові поверхні.  
Приклад 2. Обчислити потік векторного поля   
kyxzzyjzxyixyxF
rrrr )2()(2)( 22322223 +++++−−=   
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через зовнішню сторону +σ1  півсфери  1σ : 
224 yxz −−= .  
□  Поверхню 1σ  доповнимо до замкненої 21 σ∪σ=σ , де 2σ  
– круг xyD  радіуса 2=R  на площині Oxy :  0=z  (рис. 122).  




















22222 ) zyxyx ++=++ .  
Тоді потік 21 Π+Π=Π  через всю замкнену поверхню:   
=++==σ=Π ∫∫∫∫∫∫∫∫ +σ VV dzdydxzyxdVFdivdnF )(
222rrr
  































































pi=ϕ=ϕ= pipi∫ d .   
Далі обчислимо потік 2Π  через додат-
кову поверхню 2σ :  




   

















Поверхня 2σ  на площини Oyz  і Oxz  проектується у відрізки 
– фігури нульової площі. Тому перші два інтеграли-доданки дорів-




=−= ∫∫ +σ dydzxyxI x ;   0)(2 2
22
=+−= ∫∫ +σ dxdzzxyI y .  
Нормаль n
r
 до вибраної сторони +σ2  з віссю Oz  утворює ту-


























.      Отже,  pi−=pi−+=Π 88002 .  
Таким чином, шуканий потік  
5/10485/6421 pi=pi+pi=Π−Π=Π .   ■  
Приклад 3. Знайти потік Π  просторового векторного поля 
kzyxjzyiyxF
rrrr )23()62()6( −+++−+−=  через зовнішню 
сторону +σ  замкненої повної поверхні σ  піраміди V , утвореної 
при перетині площини 0623: =+−+− zyxp  з координатними 
площинами 0=x , 0=y  і 0=z . Обчислення провести двома спо-
собами:  а) безпосередньо за озна-
ченням потоку;  б) за допомогою 
формули Остроградського – Гаусса.  
□  а) Знайдемо потік безпосе-
редньо за означенням. Піраміда 
OABCV =  зображена на рис. 123. 
Проекціями піраміди V  на коорди-
натні площини відповідно yzD  
(рис. 124), xzD  (рис. 125) і xyD  
(рис. 126) служать прямокутні три-

























кими областями в напрямі відповідних координатних осей. Потік 
Π  через зовнішню сторону +σ  замкненої повної поверхні σ  піра-
міди є сумою потоків через всі її чотири грані:    
∫∫∫∫ ++ σσ ++−+−=σ=Π dxdzzydydzyxdnF )62()6(
rr
  
OABOACOBCABCdxdyzyx ∆∆∆∆ Π+Π+Π+Π=−++ )23( .   
 
 
Для обчислення поверхневих ін-
тегралів-доданків будемо використо-
вувати метод проектування на всі три 
координатні площини. Тоді  
∫∫∆∆ −+−=Π ABCABC ydydzyx ()6(   
=−+++− dxdyzyxdxdzz )23()62   
zyx III ++= ;  










Ox      
( ) =−+=−−+⋅+= ∫∫∫∫
yzyz DD
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2/3 yz +=  
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−=+−−=+−−= ∫ xxxdxxx ;   
3612654 =−−=Π∆ABC ;  ∫∫∆∆ +−=Π OBCOBC dydzyx )6(   
















































yy ; =+−= ∫∫∆OBCy dxdzzyI )62(   
00;0: ===∆= dxxOBC ;  =−+= ∫∫∆OBCz dxdyzyxI )23(   
00;0: ===∆= dxxOBC ;  180018 −=++−=Π∆OBC ;   
−+++−+−=Π ∫∫∆∆ yxdxdzzydydzyxOACOAC 3()62()6(   
zyx IIIdxdyz ++=− )2 ;   =−= ∫∫∆OACx dydzyxI )6(    





































;   
00;0:)23( ===∆=−+= ∫∫∆ dyyOACdxdyzyxI OACz ;   
120120 =++=Π∆OAC ;   ∫∫∆∆ +−=Π OABOAB dydzyx )6(   
=−+++−+ dxdyzyxdxdzzy )23()62( zyx III ++ ;   
00;0:)6( ===∆=−= ∫∫∆ dzzOABdydzyxI OABx ;   















































=+−=+ xxxdx ;    0000 =++=Π∆OAB ;   
300121836 =++−=Π .  
б) Для обчислення потоку  Π  через зовнішню сторону  +σ  
замкненої повної поверхні σ  піраміди можна застосувати формулу 
Остроградського – Гаусса. Знайдемо дивергенцію  
5216')23(')62(')6( =−+=−+++−+−= zyx zyxzyyxFdiv
r
.  
Тоді    
===σ=Π ∫∫∫∫∫∫∫∫ +σ VV dzdydxdVFdivdnF 5
rrr




































=+−⋅=+−= ∫ xxxdxxx .   ■  
Приклад 4. Знайти потік просторового векторного поля 
kyxzjyxixyF
rrrr )( 2222 +++=  через зовнішню сторону +σ  пов-
ної поверхні σ  просторового тіла V , обмеженого параболоїдом 
обертання 2)(1 22 yxz ++=  і площиною yz += 1  (рис. 88). Об-
числення провести двома способами:  а) безпосередньо за означен-
ням потоку;  б) за допомогою формули Остроградського – Гаусса.  
□  (Розв’язати самостійно). Відповідь:  3/2pi=σ=Π ∫∫ +σ dnF
rr
. ■   
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3.6. Диференціальні рівняння з частинними похідними  
 
3.6.1. Диференціальне рівняння з частинними похідними  
та його розв’язок. Крайові задачі  
У математичній фізиці вивчаються математичні моделі фі-
зичних процесів, які мають форму диференціальних рівнянь з час-
тинними похідними чи споріднених рівнянь або їх комбінацій, що 
розглядаються при певних додаткових умовах. Функції багатьох 
змінних описують різноманітні явища в електродинаміці, теорії 
пружності, гідродинаміці та інших галузях науки і техніки. Їх час-
тинні похідні відображають найважливіші фізичні величини (швид-
кість, прискорення, потік, струм і т. п.). Використання фізичних 
принципів і законів, що зв’язують вказані величини, приводить до 
рівнянь з частинними похідними.  
Диференціальним рівнянням з частинними похідними 
(ДРЧП) називається рівняння, яке зв’язує незалежні змінні, шукану 
функцію та її частинні похідні. Найвищий порядок похідної, що 
входить у диференціальне рівняння, називається його порядком.  
( ) 0,,,,),,(,, 22222 =∂∂∂∂∂∂∂∂∂∂∂ yxuyuxuyuxuyxuyxF
   
– загальний вигляд диференціального рівняння другого порядку з 
частинними похідними для функції двох незалежних змінних. Тут  
yx,  – незалежні змінні;  ),( yxuu =  – шукана функція.   
Розв’язком диференціального рівняння з частинними похід-
ними називається будь-яка функція, що при підстановці у диферен-
ціальне рівняння замість шуканої функції перетворює його на то-
тожність.  
Загальний розв’язок звичайного диференціального рівняння 
(ЗДР) містить довільні сталі, число яких дорівнює порядку рівнян-
ня. Аналогічно, загальний розв’язок ДРЧП містить довільні функ-
ції, число яких дорівнює порядку цього рівняння.  
Розв’язок ДРЧП, який входить до складу загального розв’язку 
при певних фіксованих довільних функціях, називається частин-
ним розв’язком. 
Для виділення цілком певного розв’язку ДРЧП треба вказати 
додаткові умови. Усі фізичні явища вивчають, починаючи з деякого 
моменту часу і у відповідних областях, що мають певні межі. Тому 
для однозначного зображення реального процесу, крім диферен-
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ціального рівняння, необхідно задати ще початкові умови, що ві-
дображають початковий стан процесу, а також крайові (граничні) 
умови, що вказують значення шуканої функції та її похідних на ме-
жі області визначення процесу.  
У випадку необмеженої області D  граничні умови відпа-
дають. Задача відшукання розв’язку ДРЧП у необмеженій області 
при заданих початкових умовах називається задачею Коші (почат-
ковою задачею).  
Задача відшукання розв’язку ДРЧП в обмеженій області при 
заданих початкових і граничних умовах називається крайовою  
(граничною) задачею.  
Задача Коші та крайова задача формулюються для ДРЧП, які 
виникають при вивчені нестаціонарних процесів, що змінюються з 
перебігом часу. Рівняння, що описують стаціонарні процеси, не 
містять часу  t . Тому для таких рівнянь початкові умови відсутні. 
Указані ДРЧП розв’язуються тільки при граничних умовах.  
У залежності від типу граничних умов розрізняють три типи 
крайових задач математичної фізики:  
1) Задача знаходження розв’язку ДРЧП при відомих значеннях 
шуканої функції u  на межі S  області D  (граничні умови першого 
типу) )(Sgu S =  називається крайовою задачею Діріхле (першою 
крайовою задачею).  
2) Задача знаходження розв’язку ДРЧП при відомих значеннях 
нормальної похідної (похідної за напрямом зовнішньої нормалі  nr )  
nu ∂∂  на межі S  області D  (граничні умови другого типу) 
)(Sgnu S =∂∂  називається крайовою задачею Неймана (другою 
крайовою задачею).  
3) Якщо на межі S  області D  задано граничні умови тре-
тього (змішаного) типу  ( ) )(Sgnuu S =∂∂β+α , то маємо тре-
тю (змішану) крайову задачу. Тут α  і β  - задані числа.  
Початкові та граничні умови, що доповнюють ДРЧП, на прак-
тиці є результатом деяких вимірювань, що виконуються з похибка-
ми. Можливі небажані ситуації, коли малі похибки в початкових та 
граничних умовах призводять до значних похибок у розв’язку.  
Задача математичної фізики називається коректно (правиль-
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но) поставленою, якщо:  1) задача має розв’язок;  2) розв’язок єди-
ний;  3) розв’язок неперервно залежить від початкових і граничних 
умов (розв'язок стійкий до малих змін цих умов).  
Задача, що не задовольняє хоча б одній з трьох указаних умов, 
називається некоректно (неправильно) поставленою.  
Приклад. Знайти загальний розв’язок диференціального рів-
няння   42 54 yxyyxu −=∂∂∂ ,   де  ),( yxuu = .   
□  Зробимо заміну  vxu =∂∂ . Тоді рівняння прийме вигляд: 
454 yxyyv −=∂∂ .  Інтегруючи за y , маємо ∫ =−= dyyxyv )54( 4   
)(2 152 xCyxy +−= , де  )(1 xC  – довільна функція від x .  
Звідси   )(2 152 xCyxyxu +−=∂∂ . Інтегруючи за x , дістаємо 
шуканий розв’язок:  ( ) −=++−= ∫ 222152 )()(2 yxyCdxxCyxyu   
)()()()( 21522215 yCxCxyyxyCdxxCxy ++−=++− ∫ ,  
де  )(2 yC  – довільна функція від  y ;   ∫= dxxCxC )()( 11 .   ■  
 
3.6.2. Класифікація лінійних диференціальних рівнянь  
другого порядку з частинними похідними  
Найбільш загальні результати одержані для лінійних диферен-
ціальних рівнянь другого порядку з частинними похідними, які тра-
диційно називають рівняннями математичної фізики.  
Диференціальне рівняння з частинними похідними називаєть-
ся лінійним, якщо воно лінійне відносно шуканої функції та всіх її 
































– загальний вигляд лінійного ДРЧП другого порядку. Тут  
),( yxAA = , ),( yxBB = , ),( yxCC = , ),( yxDD = , ),( yxEE = , 
),( yxGG = , ),( yxFF =  – задані функції, причому ,,,, DCBA  
GE,  називаються коефіцієнтами;  F   – правою частиною.  
Якщо  0=F , то рівняння називається однорідним, в про-
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тивному разі – неоднорідним.  
Якщо коефіцієнти GFEDCBA ,,,,,,  – сталі числа, то рів-
няння називається лінійним зі сталими коефіцієнтами.  
Принцип суперпозиції: Довільна лінійна комбінація зі сталими 
коефіцієнтами розв’язків лінійного однорідного ДРЧП також є 
розв’язком цього рівняння.  
Диференціальне рівняння з частинними похідними називаєть-
ся квазілінійним, якщо воно лінійне відносно всіх похідних найви-




































– загальний вигляд квазілінійного ДРЧП другого порядку.  
Ясно, що будь-яке лінійне ДРЧП є одночасно квазілінійним.  
У залежності від знака дискримінанта ACB −=∆ 2  квазілі-
нійне ДРЧП другого порядку відноситься до одного з наступних 
трьох типів: 
1) якщо 02 >−=∆ ACB , то рівняння гіперболічного типу,  
його канонічний вигляд   ( )yuxuuyxfyxu ∂∂∂∂=∂∂∂ ,,,,2 .  
2) якщо  02 =−=∆ ACB , то рівняння параболічного типу,  
його канонічний вигляд   ( )yuxuuyxfyu ∂∂∂∂=∂∂ ,,,,22 .  
3) якщо 02 <−=∆ ACB , то рівняння еліптичного типу, й 















Зауваження 1. Розбиття ДРЧП на гіперболічні, параболічні та 
еліптичні рівняння відповідає розбиттю фізичних процесів на три 
основні класи: хвильові, дифузійні та стаціонарні. Для рівнянь різ-
них типів по-різному ставляться основні задачі і часто застосо-
вуються різні методи розв’язування.  
Найважливіші рівняння математичної фізики вказаних типів:  















   (гіпербо-
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лічний тип);   














   (параболічний тип);  















ний тип).  Тут  a  – сталий коефіцієнт.  
Зауваження 2. Тип розглянутих ДРЧП визначається тільки   
коефіцієнтами при других похідних і не залежить від інших складо-
вих. Якщо коефіцієнти CBA ,,  сталі, то тип цього рівняння один і 
той же у всій області визначення. Якщо ж коефіцієнти CBA ,,  змін-
ні, то для рівняння виділяються області його гіперболічності, пара-
болічності та еліптичності.  
 
3.7. Виведення основних рівнянь математичної фізики  
 
3.7.1. Рівняння  коливань  струни  
Розглянемо натягнену струну довжини l , закріплену на кін-
цях. Якщо її вивести з положення рівноваги (наприклад, легко сми-
кнути), то вона буде коливатися. Моделлю струни є пружна неваго-
ма (дією сили тяжіння можна знехтувати порівняно з силою натягу 
струни) і абсолютно гнучка (не чинить опору згину) нитка. Будемо 
розглядати малі плоскі поперечні коливання, коли рух усіх точок 
струни відбувається в одній площині перпендикулярно до її прямо-
лінійного положення рівноваги – осі Ox  (рис. 127). Лівий кінець 
струни співпадає з точкою 0=x , а правий – з точкою  lx = . Про-
цес коливань характеризується однією функцією ),( txu  – відхилен-
ням точки струни з абсцисою x  у момент часу t . При фіксованому 
значенні t  графік функції ),( txu  дає форму (профіль) струни у цей 
момент часу.  
Виділимо довільний елемент струни  ],[ xxx ∆+ , який при ко-
ливанні деформується в дугу  1MM∪  (рис. 128). Довжина цієї дуги   
( ) xdxxul xx
x
∆≈∂∂+=∆ ∫
∆+ 21 ,   
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оскільки при малих коливаннях  
)( xoxu ∆=∂∂ . Тобто видовження стру-
ни не відбувається. Тоді на підставі зако-
ну Гука сила натягу T
r
 в кожній точці 
струни направлена вздовж дотичної до її 
профілю і не змінюється за величиною, 
тобто  constTT == 0||
r
.  
Проекція на вісь Ou  uF  рів-
нодійної сил пружності F
r
, які 
прикладені до елемента 1MM , до-
рівнює  
ϕ−ϕ∆+ϕ= sin)sin( 00 TTFu .  
Оскільки кут ϕ  малий, то 
ϕ≈ϕ≈ϕ tgsin . За геометричним 
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де  10 <θ< . Тоді  ( ) xxtxuTFu ∆∂∂≈ 220 ),( .  
Якщо вважати струну однорідною з лінійною густиною 
const=ρ=ρ 0 , то маса елемента 1MM∪   xlm ∆ρ≈∆ρ= 0 . Вер-
тикальне (в напрямку осі  Ou ) прискорення  w  довільної точки 
цього елемента приблизно дорівнює вертикальному прискоренню 
точки  M з координатою  x , тобто  22 ),( ttxuw ∂∂≈  згідно з гео-
метричним змістом другої похідної по  t .  
Шукане рівняння коливань струни безпосередньо випливає з 
другого закону Ньютона  uFmw =   для елемента  1MM∪  в напря-






0  →T  
ϕ  
ϕ∆+ϕ   
1M  




x  xx ∆+  
x
 
Рис. 128  
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мі осі  :Ou   ( ) xxtxuTttxux ∆∂∂=∂∂∆ρ 220220 ),(),(  .  
Звідси одержуємо 

















  )0;0( ><< tlx  
– одновимірне однорідне хвильове рівняння, де  00
2 ρ= Ta  .  
Це рівняння гіперболічного типу і для нього задаються дві по-
чаткові умови (ПУ)  )()0,( xxu ϕ=   )0( lx <<   (початкове поло-
ження струни)  і  )()0,( xtxu ψ=∂∂   )0( lx <<   (початкова швид-
кість струни). Якщо кінці струни  0=x   і  lx =  жорстко закріпле-
ні, то граничні умови (ГУ)  0),0( =tu ,   0),( =tlu     )0( >t  .  
Таким чином, математична модель (задача математичної фізи-
ки) вільних малих плоских поперечних коливань однорідної струни 
з жорстко закріпленими кінцями, на яку не діють зовнішні сили, має 
вигляд:  
(ДРЧП)   22222 xuatu ∂∂=∂∂    )0;0( ><< tlx ;   
(ПУ)        )()0,( xxu ϕ= ,  )()0,( xtxu ψ=∂∂    )0( lx << ;  
(ГУ)         0),0( =tu ,   0),( =tlu   )0( >t .  
Можна показати, що існує єдиний розв`язок цієї задачі, який 
стійкий до малих змін початкових і граничних умов. Таким чином, 
задача поставлена коректно.  
Зауваження 1. Якщо кінці струни  0=x   і  lx =  вільні, то 
граничні умови:  0),0( =∂∂ xtu ,   0),( =∂∂ xtlu   )0( >t .  
Зауваження 2. Ускладнення розглянутої задачі внаслідок вра-
хування додаткових фізичних факторів приводить до більш склад-
них ДРЧП.  
Зауваження 3. Поперечні коливання струни не єдиний вид 
плоских хвильових рухів. Зокрема, звукові чи електромагнітні хвилі 
на значній відстані від джерел збудження можна вважати плоскими 
й описувати їх одновимірними хвильовими рівняннями.  
Зауваження 4. Розглянемо (рис. 129) довгу однорідну двопро-
відною електричну лінію, що характеризується активним опором 
R , індуктивністю L , ємністю C  і втратою ,G  де величини 
GCLR ,,,  розподілені вздовж лінії неперервно і рівномірно і роз-
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раховані на одиницю довжини. Нехай  ),( txi  – сила струму;  ),( txu  












 випливає система телеграфних рів-
нянь:  0=+∂∂+∂∂ GutuCxi  і 0=∂∂++∂∂ tiLRixu . Проди-
ференціювавши відповідним чином ці співвідношення і вилучивши 
одну з шуканих функцій ),( txu  або ),( txi , можна зазначену систе-
му звести до вигляду, де кожне з рівнянь містить тільки одну з ука-




















































3.7.2. Рівняння  поширення  тепла  у  стержні  
Розглянемо (рис. 130) тонкий циліндричний однорідний стер-
жень довжини l  і сталого поперечного перерізу  S . Припустимо, 
що бічна поверхня стержня теплоізольована (теплообмін може здій-
снюватися тільки через торці циліндра), а температура у всіх точках 
поперечного перерізу однакова (оскільки стержень тонкий – його 
діаметр достатньо малий порівняно з довжиною). Вісь стержня 
приймемо за координатну вісь Ox , причому лівий кінець стержня 
співпадає з точкою 0=x , а правий – з точкою lx = . Будемо вва-














x  xx ∆+  
Рис. 129 
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Нехай  const=ρ  – густина ре-
човини стержня;  constC =  – питома 
теплоємність;  constk =  – коефіцієнт 
теплопровідності. Величиною, яка ха-
рактеризує процес поширення тепла в 
стержні, служить функція ),( txu  – 
температура стержня в перерізі з абс-
цисою x  в момент часу t .  
Розглянемо довільний елемент стержня об`ємом xSV ∆=∆ , 
який розміщений між перерізами з абсцисами x  і xx ∆+ . Згідно з 
законом Фур`є кількість тепла, що проходить через поперечний пе-











−=∆ ),(2   
– кількість тепла, що протікає відповідно через перерізи  xx =1  і  
xxx ∆+=2 . У результаті зовнішній приплив тепла в елемент V∆  














txxukQQQ ),(),(21  
( ) txSxtxuk ∆∆∂∂≈ 22 ),(  .  
Цей приплив тепла Q∆  витрачається на зміну температури 
елемента  V∆  на величину  ( ) ttuu ∆∂∂≈∆ . Тоді  
( ) ttuxScuVcumcQ ∆∂∂∆ρ≈∆∆ρ=∆∆=∆  .  
Складемо рівняння теплового балансу (з точністю до не-




























Таким чином, маємо  одновимірне однорідне рівняння теп-













   )0;0( ><< tlx ,  де  )(2 ρ= cka .  
Це рівняння параболічного типу. Параболічні рівняння ви-
никають при моделюванні явищ переносу (теплопередачі, дифузії, 
u  






фільтрації, випромінювання нейтронів і т.п.).  
На відміну від гіперболічних рівнянь, для рівняння теплопро-
відності задається тільки одна початкова умова  
)()0,( xxu ϕ=   )0( lx <<    (початковий розподіл температури).   
Якщо торці стержня підтримуються при певних температурах, 
то граничні умови  )(),0( 1 tgtu = ,   )(),( 2 tgtlu =    )0( >t .  
Якщо торці стержня теплоізольовані, то граничні умови  
0),0( =∂∂ xtu ;   0),( =∂∂ xtlu .  
Таким чином, математична модель (задача математичної фізи-
ки) поширення тепла в тонкому однорідному циліндричному стер-
жні довжини l  з теплоізольованою бічною поверхнею і заданою 
температурою на торцях  0=x ,  lx =  при відсутності внутрішніх 
джерел тепла має вигляд:  
(ДРЧП)   222 xuatu ∂∂=∂∂    )0;0( ><< tlx ;   
(ПУ)        )()0,( xxu ϕ=    )0( lx << ;  
(ГУ)         )(),0( 1 tgtu = ,   )(),( 2 tgtlu =    )0( >t .  
 
3.8. Методи розв’язування задач математичної фізики  
 
3.8.1. Розв`язування першої крайової задачі  
для хвильового рівняння методом відокремлення змінних  
Метод відокремлення змінних (метод стоячих хвиль або 
метод Фур`є) – один з найбільш ефективних аналітичних способів 
розв`язування крайових задач для широкого кола лінійних ДРЧП. 
Звичайно його застосовують тоді, коли рівняння і граничні умови є 
лінійними та однорідними. У багатьох випадках він дозволяє буду-
вати розв`язки крайових задач і для неоднорідних ДРЧП з неодно-
рідними граничними умовами.  
Суть методу відокремлення змінних полягає у відшуканні 
розв`язку крайової задачі у вигляді ряду Фур`є за деякою орто-
гональною системою функцій, пов`язаних з цією задачею.  
Загальна схема методу для випадку одновимірного однорід-
ного лінійного ДРЧП гіперболічного (чи параболічного) типу:  
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1) Знаходження всієї нескінченної множини нетривіальних 
(ненульових) розв`язків спеціального вигляду добутку функцій 
)()(),( tTxXtxu = , кожна з яких залежить тільки від одного ар-
гументу, з врахуванням однорідних граничних умов. У результаті 
ДРЧП розщеплюється на звичайні диференціальні рівняння, кожне з 
яких включає лише одну функцію-співмножник. Потім знаходять 
розв`язки цих звичайних диференційних рівнянь, які задовольняють 
виділені нульові граничні умови на межі області дослідження. Од-
норідні елементарні розв`язки узгоджуються між собою і з них фор-
мується нескінченна послідовність розв`язків.  
2) Побудова на основі принципу суперпозиції розв`язку од-
норідного лінійного ДРЧП, який задовольняє як граничним, так і 
початковим умовам, у вигляді нескінченного ряду, що формується з 
одержаної на першому етапі послідовності елементарних розв`язків. 
У класичному припущенні цей ряд повинен бути рівномірно збіж-
ним разом з рядами, які одержуються з нього диференціюванням 
необхідне число разів за незалежними змінними. Відповідний роз-
в`язок називається класичним. Якщо вказана умова не виконується, 
то відповідний розв`язок називається узагальненим.  
Розглянемо задачу про вільні коливання однорідної струни 
довжини l  з жорстко закріпленими кінцями  0=x , lx = . При-
пустимо, що середовище опору не чинить і зовнішні сили на струну 
не діють. Математично вона формулюється як перша крайова зада-
ча для одновимірного однорідного хвильового рівняння:  
знайти розв`язок ),( txu  ДРЧП 22222 xuatu ∂∂=∂∂    
)0;0( ><< tlx , який задовольняє початковим умовам 
)()0,( xxu ϕ= ,  )()0,( xtxu ψ=∂∂   )0( lx <<   і однорідним гра-
ничним умовам першого типу  0),0( =tu ,   0),( =tlu   )0( >t , де  
)(xϕ , )(xψ  – відомі функції;  a , l  – відомі числа,  0>a , 0>l .  
Згідно з методом відокремлення змінних розв`язування цієї 
задачі розбивається на два етапи:  
1) Знаходження нескінченної послідовності елементарних 
розв`язків, що задовольняють однорідним граничним умовам.  
Шукаємо ненульові розв`язки у вигляді )()(),( tTxXtxu = , де  
)(xX  – функція тільки від  x , а  )(tT  – тільки від t . Підставимо 
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цей вираз у рівняння  і дістанемо  )()('')('')( 2 tTxXatTxX = .  
Відокремимо змінні в одержаному рівнянні, поділивши обидві 








= .  
Ця тотожна рівність двох відношень, кожне з яких залежить 
тільки від x  чи тільки від t , можлива лише у випадку, коли обидва 
відношення дорівнюють одній і тій же сталій величині. Позначимо 








.  Звідси дістанемо два звичайні 
диференціальні рівняння  0'' =λ− XX   і  0'' 2 =λ− TaT ,  де  λ  – 
довільне дійсне число (параметр розщеплення). 
Розв`яжемо ці рівняння для трьох можливих випадків значень 
параметра розщеплення  λ .  
а) Якщо  02 <β−=λ , тоді:  0'' 2 =β+ XX ;  022 =β+k ;  
ik β±=2,1 ;  )(sin)(cos xBxAX β+β= ;  0'' 22 =β+ TaT ;  
0222 =β+ ak ;  iax β±=2,1 ;  )(sin)(cos taDtaCT β+β= .  
б) Якщо  0=λ , тоді:  0'' =X ;  AX =' ;  BAxX += ;  
0'' =T ;  CT =' ;  DCtT += .   
в) Якщо  02 >β=λ , тоді:  0'' 2 =β− xX ;  022 =β−k ;  
β±=2,1k ;  xx BeAeX β−β += ;  0'' 22 =β− TaT ;  0222 =β− ak ;  
β±= ak 2,1 ;  tata DeCeT β−β += .  
В силу довільності сталих  A , B , C , D , λ   маємо нескінченну 
множину розв`язків хвильового рівняння. Виділимо з неї підмно-
жину розв`язків, які задовольняють зазначеним однорідним гранич-
ним умовам. Для цього підставимо в них вираз )()(),( tTxXtxu =  і 
дістанемо:  0)()0( =tTX ;  0)()( =tTlX   )0( >t .   
Оскільки для ненульових розв`язків  0)( ≠tT   )0( >t , то  
0)0( =X ;    0)( =lX . Таким чином, крайова задача для звичайного 
диференціального рівняння:    
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(ЗДР)  0'' =λ− XX    )0( lx << ;    (ГУ)  0)0( =X ;  0)( =lX   
дає можливість відібрати ненульові розв`язки хвильового рівняння.  
Значення λ , для якого остання крайова задача має ненульовий 
розв`язок, називається власним значенням (власним числом), а ві-
дповідний розв`язок )(xX  – власною функцією. Множина всіх 
власних значень називається спектром, а поставлена задача про 
відшукання спектра і відповідної йому системи власних функцій – 
спектральною задачею або задачею Штурма – Ліувілля.  
Зазначимо, що власні функції визначаються з точністю до 
сталого множника.  
Розглянемо три можливих випадки значень параметра роз-
щеплення  λ .  
а) Якщо 02 <β−=λ , то загальний розв`язок ЗДР визначаєть-
ся формулою )(sin)(cos xBxAX β+β= . Підставляючи його у 
граничні умови, дістанемо:  0=A ;  0)(sin)(cos =β+β lBlA . 
Звідси  0)(sin =βlB . Якщо покласти  0=B , то отримаємо нульо-
вий розв`язок  0)( =xX . Тому треба вважати, що  0)(sin =βl .  
Розв`язавши одержане тригонометричне рівняння, знаходимо 
власні значення  Znnl ∈pi=β , ;  lnn /pi=β ;  222 lnn pi−=λ ;  
,...2,1=n  і відповідні їм власні функції )/(sin)( lnxBxX nn pi= ,  
,...2,1=n ,  де  nB  – довільна стала, відмінна від нуля.  
Зазначимо, що нема необхідності розглядати значення ,0=n  
,...2,1 −− . При 0=n  маємо нульовий розв`язок  0)0(0 =X , а при  
,...2,1 −−=n  власні функції відрізняються тільки знаком від знай-
дених  )(xX n  і тому не поповнюють набір власних функцій новими 
лінійно незалежними функціями.  








= sincos)( ,  де  nn DC ,  – довільні сталі.  
Відповідно ненульові розв`язки хвильового рівняння, що задо-
вольняють однорідним граничним умовам, одержуються у вигляді  
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( ))/(sin)/(cos)/(sin),( lnatblnatalnxtxu nnn pi+pipi= ,  
де  nn ba ,  – довільні сталі, причому сталі nnn DCB ,,  введено до 
складу nn ba , ,  ,...2,1=n .  
б) Якщо 0=λ , то загальний розв`язок ЗДР має вигляд 
BAxX += . Підставляючи його в граничні умови, одержимо  
0=B ;   0=+ BAl . Звідси  0;0 == BA , тобто маємо нульовий 
розв`язок 0)( =xX .  
в) Якщо 02 >β=λ , то загальний розв`язок ЗДР має вигляд 
xx BeAeX β−β += . Підставляючи його в граничні умови (3.49), 
отримаємо систему для знаходження  A  і B :  
0=+ BA ;    0=+ β−β ll BeAe .  
Оскільки  0≠β , то звідси одержимо  0;0 == BA . Тобто, при 
будь-якому значенні  02 >β=λ  крайова задача має тільки нульо-
вий розв`язок  0)( =xX .  
Таким чином, всі ненульові розв`язки хвильового рівняння, що 
задовольняють однорідні граничні умови, утворюють послідовність  
( ))/(sin)/(cos)/(sin),( lnatblnatalnxtxu nnn pi+pipi= ,  ,...2,1=n .  
2) Знаходження розв`язку, який задовольняє як граничним, 
так і початковим умовам.  
Оскільки задане хвильове рівняння і граничні умови лінійні й 
однорідні, то згідно з принципом суперпозиції сума його розв`язків 


























atxutxu ,  
також є розв`язком, який задовольняє однорідні граничні умови.  
Для знаходження коефіцієнтів  na , nb  скористаємося по-






















   )0( lx << ,  
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які можна розглядати як розвинення відомих функцій  )(xϕ  і )(xψ  
в ряди Фур`є за синусами на проміжку  ];0[ l . Вважаючи, що умови 
розвинення цих функцій у ряд Фур`є виконані (наприклад, функції 
)(xϕ  і )(xψ  задовольняють умовам Діріхле на відрізку ];0[ l ), 
скористаємося відомими формулами для коефіцієнтів Фур'є і діста-





















sin)(2   ...),2,1( =n .  
Отже, розв`язок крайової задачі для хвильового рівняння мож-








nn lnxlnatblnatatxu .   
Зауваження 1. При розв`язуванні крайової задачі методом ві-
докремлення змінних суттєва однорідність граничних умов, при-
чому ці умови можуть бути не тільки першого типу  
0),0( =tu ,   0),( =tlu   )0( >t ,  
а й другого  0),0( =∂∂ xtu ;   0),( =∂∂ xtlu    )0( >t   
чи третього (змішаного)   
( ) 0),0(,0 =∂∂β+α xtutu ;   ( ) 0),(, =∂∂δ+γ xtlutlu    )0( >t .  
Якщо граничні умови ненульові, то заміною змінних задачу 
треба попередньо звести до випадку однорідних (нульових) гранич-
них умов. Наприклад, якщо задано граничні умови  )(),0( 1 tgtu = ;   
)(),( 2 tgtlu =   )0( >t , то використовується заміна .wvu +=  Тут 
),( txvv =  – довільно задана функція, що задовольняє вказаним гра-
ничним умовам, зокрема, можна покласти   
)()/()()/1( 21 tglxtglxv +−= ;   
),( txww =  – нова шукана функція, що задовольняє однорідним 
граничним умовам. Звичайно, диференціальне рівняння і початкові 
умови при цьому дещо ускладнюються.  
Зауваження 2. Якщо треба розв`язати крайову задачу для неод-
норідного ДРЧП з однорідними граничними умовами, то її 
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розв`язок шукають у вигляді функціонального ряду за власними 
функціями )(xX n  відповідної однорідної задачі (метод розвинен-
ня за власними функціями). Можливий також інший підхід: якщо 
для неоднорідного ДРЧП, яким-небудь способом знайти частинний 
розв`язок v , що задовольняє однорідним граничним і однорідним 
початковим умовам, то введення нової шуканої функції w  за фор-
мулою  wvu +=  приводить до відповідної крайової задачі для од-
норідного ДРЧП.  
Зауваження 3. Знайдений розв`язок першої крайової задачі для 








nn lnatlnxAtxu ,  
де  
22
nnn baA += ;  
22sin nnnn baa +=α ;  
22cos nnnn bab +=α .  
Кожний член )/(sin)/(sin),( nnn lnatlnxAtxu α+pipi=  розк-
ладу – це так звана стояча хвиля або власне коливання. Сталі nA  і 
nα  називаються відповідно амплітудою і початковою фазою сто-
ячої хвилі ),( txun . Кожна точка струни з фіксованою абсцисою x  
здійснює гармонічні коливання ),( txun  з амплітудою 
)/(sin lnxAn pi , різною для різних точок струни, і з однаковими ча-
стотою lnan /pi=ω  і початковою фазою nα . Вся струна розби-
вається на n  рівних ділянок, причому точки однієї і тієї ж ділянки 
знаходяться в одній і тій же фазі  nlna α+pi / , а точки сусідніх ді-
лянок – в прямо протилежних фазах. На рис. 131 зображені послі-
довні положення струни для випадків  3,2,1=n .  
Точки, які відділяють одну ділянку від іншої, знаходяться в 
спокої. Це так звані вузли. Середини ділянок, які називають пучно-
стями, коливаються з найбільшою амплітудою nA . Основний тон, 
який характеризує висоту звуку, визначається першою складовою 
),(1 txu . Інші тони (обертони),  ),( txun , ...,3,2=n , які видає 
струна одночасно з основним тоном, характеризують певне забарв-
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лення (тембр) звуку. Рух струни в цілому є накладанням різних 
власних коливань.  
Приклад 1. Знайти закон коли-
вань струни довжиною l , що розмі-
щена на відрізку  ];0[ l , якщо в поча-
тковий момент струні надають фор-
ми синусоїди  )/4(sin)( lxAx pi=ϕ , 
а потім її відпускають без початко-
вої швидкості. Кінці струни закріп-
лені, зовнішні сили відсутні.  
□  З математичної точки зору 
маємо першу крайову задачу:  

















)0,0( ><< tlx , який задовольняє 
початковим умовам  
)/4(sin)0,( lxAxu pi= ;    
0)0,( =∂∂ txu    )0( lx <<    
і однорідним граничним умовам першого типу  
0),0( =tu ;   0),( =tlu   )0( >t .  
Згідно з методом відокремлення змінних розв`язок постав-








nn lnxlnatblnatatxu .   
















































0sin02sin)(2 .  













)/4(sin)/4(cos),( lxlatAtxu pipi= .   ■  
Приклад 2. По середині вільної струни, кінці якої закріплені в 
точках 0=x  і lx = , в початковий момент часу 0=t  вдаряють 
плоским молоточком шириною  h  і надають відповідній ділянці 
струни початкової швидкості 0v . Визначити форму струни в довіль-
ний момент часу t , якщо початкове відхилення струни відсутнє.  
□  Математично маємо першу крайову задачу:  















    
)0,0( ><< tlx , який задовольняє початковим умовам 0)0,( =xu ; 
0)0,( vtxu =∂∂   )2/2/2/2/( hlxhl +≤≤− ;  0)0,( =∂∂ txu  
)2/2/;2/2/0( lxhlhlx <<+−<<   і однорідним граничним 
умовам  0),0( =tu ;  0),( =tlu   )0( >t .  
За методом відокремлення змінних розв`язок цієї задачі зна-








nn lnxlnatblnatatxu .   











































































− .  






















txu  .   ■  
Приклад 3. Провідник довжиною l , по якому тече змінний 
струм, вкритий такою якісною ізоляцією, що втрати через його по-
 355 
верхню G  практично відсутні. Крім того, активний опір R  настіль-
ки малий, що ним можна знехтувати. Початкове значення сили 
струму в провіднику дорівнює нулю 0)0,( =xi , а початкова напру-







= . Обидва кінці провід-
ника ізольовані. Знайти силу струму  ),( txi  в кожній точці провід-
ника в довільний момент часу.  

























Оскільки за умовою задачі втрати через ізоляцію G  і актив-
ний опір R  відсутні, тобто 0=G , 0=R , то це рівняння перехо-













































































Оскільки кінці провідника ізольовані, то функція  ),( txi  задо-
вольняє однорідним граничним умовам  0),0( =ti ,  0),( =tli .  
Таким чином, задача допускає наступне математичне фор-































  і однорідним граничним умовам  
0),0( =ti ,  0),( =tli .  
За методом відокремлення змінних розв`язок цієї задачі зна-
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nn lnxlnatblnatatxi .   
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txi .   ■  
 
3.8.2. Розв’язування другої крайової задачі  
для рівняння теплопровідності  
методом відокремлення змінних  
Розглянемо задачу про поширення тепла в однорідному стерж-
ні довжини l , всередині якого відсутні теплові джерела, а бічна по-
верхня теплоізольована. Припустимо, що початковий розподіл при  
0=t  температури  ),( txu  в стержні )()0,( xxu ϕ=  )0( lx << ,  де 
)(xϕ  – відома функція, а обидва його кінці 0=x  і lx =  теп-
лоізольовані, тобто теплові потоки через них відсутні:  
0),0( =∂∂ xtu ;   0),( =∂∂ xtlu   )0( >t .  
Математично ця задача формулюється як друга крайова зада-
ча (задача Неймана) для одновимірного рівняння теплопро-
відності:  
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знайти розв’язок ),( txu  ДРЧП  222 xuatu ∂∂=∂∂   
)0;0( ><< tlx , який задовольняє початковій умові 
)()0,( xxu ϕ=   )0( lx <<  і однорідним граничним умовам другого 
типу  0),0( =∂∂ xtu ;   0),( =∂∂ xtlu   )0( >t , де  )(xϕ  – відома 
функція;  a , l  – відомі числа,  0>a , 0>l .  
На першому етапі розв’язування задачі методом відокремлен-
ня змінних шукаємо ненульові розв’язки даного однорідного ДРЧП, 
які задовольняють указаним однорідним граничним умовам, у ви-
гляді добутку функцій  )()(),( tTxXtxu = .  
Використовуючи відокремлення змінних у рівнянні ДРЧП  і 
граничних умовах (зробіть це самостійно), дістанемо звичайне ди-
ференціальне рівняння   
0)()(' 2 =λ− tTatT    
для знаходження функції  )(tT  і крайову задачу Штурма – Ліувілля  
(ЗДР)  0)()('' =λ− xXxX  )0( lx << ;  (ГУ)  0)0(' =X ; 0)(' =lX   
для знаходження функції )(xX  і довільної сталої  λ  (параметра 
розщеплення).  
Рівняння 0)()('' =λ− xXxX  уже розв’язувалось в поперед-
ньому пункті 3.8.1. Якщо  02 <β−=λ , то його загальний розв’язок 
визначається формулою )(sin)(cos xBxAX β+β= ,  де  A  і B  –
довільні сталі. З граничних умов маємо:  
0)0(' =X :   0=B ;     
0)(' =lX :   0)(cos)(sin =ββ+ββ− lBlA ;  0sin =βlA .  
Якщо покласти  0=A , то одержимо нульовий розв’язок  
0)( ≡xX . Тому треба покласти  0sin =βl .  
Розв’язавши одержане тригонометричне рівняння, знаходимо 
власні значення:  Znnl ∈pi=β , ;  lnn /pi=β ;   222 lnn pi−=λ ,  
,...2,1=n  і відповідні їм власні функції )/(cos)( lnxAxX nn pi= ,  
,...2,1=n ,  де  nA  – довільна стала, відмінна від нуля.  
Якщо  0=λ , то загальний розв’язок ЗДР визначається фор-
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мулою  BAxX += ,  де  A  і B  - довільні сталі. Граничні умови 
дозволяють знайти тільки довільну сталу  A :   
0)0(' =X :    0=A ;       0)(' =lX :   0=A .  
Звідси  .)( BxX =  Тоді  0. 0 =λ  – власне значення;  
( ) 00 AxX =  – відповідна власна функція,  де 0A  – довільна стала, 
відмінна від нуля.  
Якщо 02 >β=λ , то загальним розв’язком ЗДР служить функ-
ція  xx BeAeX β−β += ,  де  A  і B  – довільні сталі. Підставляючи 
його в граничні умови, дістанемо систему для знаходження A  і B :  
0)0(' =X :  0=β−β BA ;     0)(' =lX :  0=β−β ββ ll eBeA .  
Оскільки  0≠β , то звідси одержимо  0=A ;   0=B . Тобто, 
при будь-якому значенні  02 >β=λ  задача Штурма – Ліувілля має 
тільки нульовий розв’язок  0)( ≡xX .  
Таким чином, об’єднуючи всі можливі випадки  λ , маємо по-
слідовність власних значень 222 lnn pi−=λ ,  ...,2,1,0=n   і відпо-
відних власних функцій )/(cos)( lnxAxX nn pi= ,  ...,2,1,0=n .  
При  nλ=λ  диференціальне рівняння для функції )(tT   набу-
ває вигляду  
( ) 0)(/)( 2222 =pi+′ tTlantT nn    ...),2,1,0( =n .  
Це рівняння першого порядку з відокремлюваними змінними. 





















=   ...),2,1,0( =n .  




=   у формулу )()(),( tTxXtxu = , знаходимо 
послідовність ненульових розв’язків рівняння теплопровідності, які 
задовольняють однорідним граничним умовам:  
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( ) )/(cos),( 2222 / lnxeatxu tlannn pi= pi−   ...),2,1,0( =n ,  
де  na  – довільна стала, до складу якої введено nA  і nC .  
На другому етапі методу відокремлення змінних будується 
розв’язок ДРЧП, який задовольняє як граничним, так і початковій 
умовам. За загальною схемою методу такий розв’язок формується у 












eatxu .  
Коефіцієнти ряду  na ,  ...,2,1,0=n  знаходять за початковою 
умовою:     )()0,( xxu ϕ= :  ∑ ∞
=
pi=ϕ 0 )/(cos)( n n lnxax .   
Розглядаючи останнє співвідношення як розвинення заданої 
функції )(xϕ  у ряд Фур’є за косинусами на відрізку  ];0[ l  і корис-
туючись відомими формулами для обчислення коефіцієнтів ряду 




















  ...),2,1( =n .  
Приклад. Розв'язати другу крайову задачу:  
(ДРЧП)   229 xutu ∂∂=∂∂   )0;40( ><< tx ;  
(ПУ)        )8/(cos)()0,( xxxu pipi=ϕ= ;    
(ГУ)        0),0( =∂∂ xtu ;   0),4( =∂∂ xtu   )0( >t .  
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3.8.3. Розв’язування першої крайової задачі для рівняння  
Лапласа у крузі методом відокремлення змінних  
Вивчення усталених (стаціонарних) процесів приводить до 
ДРЧП еліптичного типу. Наприклад, якщо в двовимірному од-
норідному рівнянні теплопровідності   
( )22222 yuxuatu ∂∂+∂∂=∂∂    
вважати, що шукана температура u  не залежить від часу t , тобто 
),( yxuu = , то похідна tu ∂∂  тотожно дорівнює нулю і для зна-
ходження ),( yxu  одержуємо двовимірне рівняння Лапласа 
02222 =∂∂+∂∂ yuxu , яке відноситься до еліптичного типу.  
Для рівнянь еліптичного типу вказуються лише граничні умо-
ви, а початкові умови відсутні.  
Обмежимося двовимірним випадком. Для однозначного об-
числення  ),( yxuu =  не треба задавати початковий розподіл шука-
ної величини u , а досить знати значення  u  на межі S  області D , 
в якій вивчається дане явище, тобто маємо граничну умову першого 
типу  ),(),( yxgyxu S = ,  Syx ∈),( , де  ),( yxg  - відома функція. 
Така гранична умова виникає, коли межа S  доступна для спосте-
реження і в кожній її точці величину  u  можна виміряти.  
Якщо ж у довільній точці межі S  відома інтенсивність потоку  
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nu ∂∂   шуканої величини, то маємо граничну умову другого типу 
),(),( yxgnyxu S =∂∂ ,  Syx ∈),( ,  де  n
r
 – зовнішня нормаль до 
межі  S .  
Гранична умова третього (змішаного) типу має комбінова-
ний вигляд   ( ) ),(),(),( yxgnyxuyxu S =∂∂β+α ,  Syx ∈),( ,  де  
βα,  – задані числа.  
Нехай у крузі радіуса  0ρ  з центром у початку координат тре-
ба знайти розв’язок ),( ϕρu  рівняння Лапласа (в полярних коорди-
















   )0;20( 0ρ<ρ<pi<ϕ< ,  
який задовольняє граничній умові   )(),( 0 ϕ=ϕρ gu    )20( pi<ϕ< ,  
а також додатковим умовам, що випливають з фізичних міркувань:  
),( ϕρu  – неперервна функція в крузі  00 ρ≤ρ≤  (а, отже, об-
межена в даному крузі);  
),( ϕρu  – періодична функція відносно  ϕ  з періодом  pi2 , 
тобто  ),()2,( ϕρ=pi+ϕρ uu .  
Тут  ϕ  – полярний кут;  ρ  – полярний радіус;  )(ϕg  – відома 
періодична функція з періодом pi2 .  
Розв’язок поставленої першої крайової задачі для рівняння 
Лапласа у крузі шукаємо методом відокремлення змінних у вигляді 
)()( ϕΦρ= Ru   Підставляючи цей вираз у рівняння, маємо:  













,   де  0≥λ .  
Зазначимо, що при  0<λ  розв’язок неперіодичний. (Пере-
вірте це самостійно).  
0)()('' =ϕΦλ+ϕΦ ;     0)()(')(''2 =ρλ−ρρ+ρρ RRR .  
Якщо  0=λ , то    
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0)('' =ϕΦ ;  BA +ϕ=ϕΦ )( ;    0)(')(''2 =ρρ+ρρ RR ;   








v ;  
ρ
=ρ CR )(' ;  ∫ ρ
ρ
=ρ dCR ;  DCR +ρ=ρ ln ;   
)ln()(),(0 DCBAu +ρ+ϕ=ϕρ ,  де  DCBA ,,,  – довільні сталі.  
Оскільки функція  ),(0 ϕρu  – періодична по ϕ , то  0=A . Із 
неперервності функції ),(0 ϕρu  у центрі круга при 0=ρ  маємо 
0=C . Отже,  2),( 00 au =ϕρ ,  де  0a  – довільна стала, в яку вве-
дено  B  і D .   
Якщо  0>λ , то  0)()('' =ϕΦλ+ϕΦ ;  02 =λ+k ;   
ik λ±= ;  ϕλ+ϕλ=ϕΦ sincos)( BA ;   
0)()(')(''2 =ρλ−ρρ+ρρ RRR ;  αρ=ρ)(R ;   
0)1( 122 =ρλ−ραρ+ρ−ααρ α−α−α ;  0)1( =λ−α+−αα ;   
02 =λ−α ;  λ±=α ;   ( ) λλ− ρ+ρ=ρ DCR ;  
( ) ( )λλ− ρ+ρϕλ+ϕλ=ϕρ DCBAu sincos),( ,  
де  DCBA ,,,  – довільні сталі.  
Оскільки розв’язок  ),( ϕρu  неперервний у центрі круга при  
0=ρ , то 0=C . Тоді  ( ) λρϕλ+ϕλ=ϕρ sincos),( bau , де 
ba,  – довільні сталі.  
Знайдений розв’язок має період  λpi2 . Цей період дорівнює  
pi2   або ціле число разів міститься в  pi2   тоді і тільки тоді,  коли  
λ  – ціле додатне число, тобто  n=λ ; 2nn =λ    ...),2,1( =n .  
Отже,        ( ) nnnn nbnau ρϕ+ϕ=ϕρ sincos),( .  
Згідно з принципом суперпозиції довільна сума знайдених  
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також буде розв’язком рівняння Лапласа.  
Довільні сталі  nn baa ,,0    ( )...,2,1=n  знаходимо з граничної 
умови:  





















ag .  
Розглядаючи останній вираз як розвинення функції )(ϕg  в 





























Розглянута крайова задача має важливе значення в фізичних 
застосуваннях. Зокрема, її можна інтерпретувати як задачу про зна-
ходження електростатичного потенціалу кругового диску за відо-
мим розподілом потенціалу на його межі  0ρ=ρ  або як задачу про 
стаціонарний розподіл температури всередині круга при відомій 
температурі на його межі і т.п.  
Приклад. Знайти розподіл електростатичного потенціалу  
),( ϕρu  на однорідній тонкій круглій пластині радіуса 10 =ρ , якщо 
потенціал на її межі задається формулою ϕ=ϕ 2sin8),1( 2u .  
















   )10;20( <ρ<pi<ϕ< ,  
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який задовольняє граничній умові  ϕ=ϕ 2sin8),1( 2u   )20( pi<ϕ< .  
а також додатковим умовам, що випливають з фізичних міркувань:  
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)4sin(2sin4sin)4cos1(4 ndndn   
) 0)4sin( =ϕϕ−+ dn .  
Тоді    ϕρ−=ϕρ−+=ϕρ 4cos444cos)4(2/8),( 44u .   ■  
Зауваження. Розглянуті методи не вичерпують усіх відомих 
способів розв`язування задач математичної фізики.  Перелічимо  
деякі найбільш вживані методи:  
1) Метод відокремлення змінних.  2) Метод інтегральних пе-
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ретворень (зокрема, застосування перетворення Лапласа – опера-
ційний метод).  3) Метод перетворення координат.  4) Метод заміни 
незалежних і залежних змінних.  5) Метод функцій Гріна (функцій 
впливу (джерела)).  6) Метод інтегральних рівнянь.  7) Варіаційні 
методи (замість крайової задачі для ДРЧП розв`язується деяка зада-
ча оптимізації).  8) Чисельні методи (метод сіток, апроксимація 
сплайнами, метод скінченних елементів і т.п.).  
 
3.8.4. Загальне поняття про нелінійні диференціальні  
рівняння з частинними похідними   
Фізичні явища, що відбуваються в природі, як правило, носять 
дуже складний характер. Тому математичні моделі реальних проце-
сів, які досить точно відображають основні їх закономірності, вияв-
ляються нелінійними. Лінійні моделі виникають звичайно при до-
даткових спрощеннях, до яких приводять різні правдоподібні при-
пущення, такі як малість величин, що характеризують процес.  
Складність оперування з нелінійними моделями довгий час 
стримувала їх практичне застосування. У результаті поза належною 
увагою залишались по-справжньому життєво важливі явища, які не 
піддаються лінійному описові і з класичних позицій часто сприй-
маються як катастрофи. Потреби більш глибокого вивчення реаль-
них процесів і зростання можливостей обчислювальної техніки 
створюють передумови для підвищення інтересу до нелінійних мо-
делей, відкриття нових чисто нелінійних математичних методів.  
Можна виділити наступні три основні властивості нелінійних 
ДРЧП, які відрізняють їх від лінійних рівнянь:  
1) утворення стійких усамітнених хвиль – солітонів; які ве-
дуть себе подібно частинкам;  
2) руйнування неперервних, гладких (класичних) розв’язків і 
утворення розривних (узагальнених) розв’язків, які відповідають 
ударним хвилям;  
3) самоорганізація систем – утворення розв’язків зі стійкою 
неоднорідною структурою при однорідних умовах задачі, наприк-
лад, утворення дисипативних (теплових) структур у нелінійних за-
дачах дифузії.  
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3.9. Контрольні  запитання  
1. Що називається криволінійним інтегралом за довжиною (пер-
шого роду)?  
2. Як обчислити криволінійний інтеграл першого роду за допомо-
гою визначеного інтеграла, якщо рівняння лінії інтегрування 
задані у параметричній формі?  
3. Як обчислити криволінійний інтеграл за довжиною за допомо-
гою визначеного інтеграла, якщо рівняння лінії інтегрування 
задано в явному вигляді )(xyy = ?  
4. Як за допомогою криволінійного інтеграла першого роду обчи-
слити довжину дуги,  масу кривої  та площу циліндричної по-
верхні?  
5. Що таке векторне поле? Що таке векторні лінії?  
6. Які основні характеристики векторного поля? Дайте означення 
дивергенції та ротора векторного поля.  
7. Що таке щільність циркуляції векторного поля?  
8. Запишіть формули для обчислення дивергенції та ротора у пря-
мокутних координатах.  
9. Яке поле називається соленоїдальним? Безвихровим? Гармоніч-
ним? 
10. Що називається криволінійним інтегралом за координатами 
(другого роду)?  
11. Як обчислити криволінійний інтеграл другого роду за допомо-
гою визначеного інтеграла, якщо рівняння лінії інтегрування 
задані у параметричній формі?  
12. Як обчислити криволінійний інтеграл за координатами за до-
помогою визначеного інтеграла, якщо рівняння лінії інтегру-
вання задано в явному вигляді )(xyy = ? 
13. Як визначається додатний напрям обходу замкненої кривої? 
14. Сформулюйте теорему і запишіть формулу Гріна, що зв’язує 
криволінійний і подвійний інтеграли.  
15. Як за допомогою криволінійного інтеграла за координатами 
обчислити площу плоскої фігури? 
16. Як обчислити роботу змінної сили при переміщенні мате-
ріальної точки вздовж заданої кривої? 
17. Сформулюйте умови незалежності криволінійного інтеграла 
другого роду від форми шляху інтегрування.  
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18. Як за допомогою криволінійного інтеграла за координатами 
відновити функцію двох чи трьох змінних за її повним дифе-
ренціалом? 
19. Як за допомогою криволінійного інтеграла другого роду знай-
ти загальний розв’язок диференціального рівняння у повних 
диференціалах?  
20. Яке поле називається потенціальним? Як зв’язані поняття без-
вихрового і потенціального поля?  
21. Як знайти потенціал векторного поля? 
22. Що таке вектор-потенціал соленоїдального поля?  
23. Що таке оператор Гамільтона (“набла”-оператор)? Наведіть ви-
рази для диференціальних операцій першого порядку – градіє-
нта, дивергенції та ротора – за допомогою цього оператора.  
24. Які існують диференціальні операції другого порядку? Що таке 
оператор Лапласа (лапласіан)? 
25. Які поверхні називаються двосторонніми? Односторонніми? 
Наведіть приклади двосторонніх поверхонь. Що таке орієнтація 
двосторонньої поверхні? 
26. Яка поверхня називається правильною (стандартною) в напрямі 
осі Ox ? Осі Oy ? Осі Oz ? Яка поверхня називається просто 
правильною (стандартною)?  
27. Що називається поверхневим інтегралом за площею (першого 
роду)?  
28. Як обчислюється поверхневий інтеграл першого роду?  
29. Як знайти масу матеріальної поверхні за допомогою поверхне-
вого інтеграла за площею?  
30. Що називається поверхневим інтегралом за координатами 
(другого роду)? 
31. Які застосування має поверхневий інтеграл за координатами? 
32. У чому полягає зв’язок між поверхневими інтегралами першого 
та другого роду? 
33. Як обчислюється поверхневий інтеграл за координатами мето-
дом проектування на одну координатну площину?  
34. Як обчислюється поверхневий інтеграл другого роду методом 
проектування на всі три координатні площини?  
35. Сформулюйте теорему і запишіть формулу Стокса, що зв’язує 
криволінійний і поверхневий інтеграли.  
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36. Сформулюйте теорему і запишіть формулу Остроградського – 
Гаусса, що зв’язує поверхневий і потрійний інтеграли.  
37. Дайте означення диференціального рівняння з частинними по-
хідними (ДРЧП). Що таке загальний і частинний розв’язки 
ДРЧП?  
38. Що таке початкова задача (задача Коші) для ДРЧП?  
39. Укажіть основні типи граничних умов і відповідні типи крайо-
вих задач.  
40. Яка задача математичної фізики називається коректно постав-
леною?  
41. Який загальний вигляд лінійного ДРЧП другого порядку?  
42. Дайте класифiкацiю лінійних ДРЧП другого порядку. Наведіть 
відповідний канонічний вигляд лінійного ДРЧП другого поряд-
ку кожного типу.  
43. Як формулюється перша крайова задача для однорідного одно-
вимірного хвильового рівняння? Як розв’язується ця задача ме-
тодом відокремлення змінних?   
44. Як формулюється друга крайова задача для однорідного одно-
вимірного рівняння теплопровідності? Як розв’язується ця за-
дача методом відокремлення змінних?  
45. Як формулюється перша крайова задача для двовимірного рів-
няння Лапласа у крузі? Як розв’язується ця задача методом ві-
докремлення змінних?  
46. Укажіть основні властивості нелінійних ДРЧП, що відрізняють 
їх від лінійних рівнянь.  
 
 
3.10. Індивідуальні завдання для самостійної роботи  
Примітка. Значення параметрів α , β , γ , a , l , що входять у 
поставлені задачі, визначаються так:  
α   і  β  – відповідно число голосних і приголосних букв  у 
Вашому прізвищі;  γ  – номер варіанта;  1|| +β−α=a ;  
[ ])/(1 β+αγ++=al ,  де  ][z  – ціла частина числа z .  
Завдання 1. Обчислити вказаний криволінійний інтеграл пер-
шого роду (за довжиною) ∫=
L









dlyx )( 2 , L – дуга кола tx cos2= , ty sin2= , 
2





, L – дуга кардіоїди )cos1(2 ϕ+=ρ , 
2
0 pi≤ϕ≤  
3 ∫ +
L
dlyx )( 22 , L – дуга кола xyx 422 =+ , 0≥y  
4 ∫
L
dlyx3 , L – дуга лінії 4xy = ,  10 ≤≤ x   
5 ∫
L
dly , L – дуга циклоїди ttx sin−= , ty cos1−= , 
2




dlyx 2/322 )( ,  L – дуга лемніскати Бернуллі  













dlyx )( ,  L – дуга лемніскати Бернуллі ϕ=ρ 2cos2 ,  











dly , L – дуга циклоїди ttx sin−= , ty cos1−= ,  



































dlyx 22 ,  L – дуга лемніскати Бернуллі ϕ=ρ 2cos , 












dlyx )( 22 , L – дуга лінії  
tttx sincos += , ttty cossin −= , 2/0 pi≤≤ t  
19 ∫ +
L











,  L – дуга гіперболічної спіралі ϕ=ρ /3 ,  










,  L – дуга параболи 2xy = ,  10 ≤≤ x  
23 ∫ +
L
x dlye 21 , L – дуга експоненти xey = , 10 ≤≤ x  
24 ∫ +
L














, L – дуга еліпса tx cos2= , ty sin= , 
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dlyx )34( 3/13/1 , L – дуга астроїди tx 3cos= , ty 3sin= , 










, L – дуга кардіоїди )cos1(2 ϕ+=ρ , 
2
0 pi≤ϕ≤  
 
Завдання 2. Обчислити вказаний криволінійний інтеграл дру-
гого роду (за координатами) ∫ +L dyyxQdxyxP ),(),(  по заданій 









dyyxdxxy )( 22 , L – дуга кривої tex −= 2 , tey 2= , 




dyydxxy 22 , L – дуга кола tx cos= , ty sin= , 




dyxdxxy2 , L – дуга еліпса tx cos4= , ty sin3= , 
2/0 pi≤≤ t   
4 ∫ −
L






dyydxx 32cos , L – дуга кривої xtgy = ,    





dydxxy3 2 , L – дуга астроїди tx 3cos2= , ty 3sin2= ,  




dyxydxyx )( 2 , L – дуга параболи xy −= 12  від )0,1(A  




dyxdxyx )2( , L – дуга еліпса tx cos2= , ty sin= , 
2/0 pi≤≤ t   
9 ∫ ++
L
dyyxdxyx )3(3 32 , L – дуга лінії 33xy = , 10 ≤≤ x   
10 ∫ +−
L
dyyxdxyx )/()( 22 , L – дуга кривої xey = , 10 ≤≤ x   
11 ∫ −−
L


















dyxydxxy cos2sin2 , L – дуга лінії xy cos= ,  




dyxyxydx )sin(cos2 , L – дуга лінії xy sin= ,  
2/0 pi≤≤ x   
16 ∫ +
L





dyydxx 22sin , L – дуга кривої xctgy = ,    
4/6/ pi≤≤pi x  
18 ∫ +−
L




dyxdxxy 21 , L – дуга лінії 21 xy −= , 5/30 ≤≤ x   
20 ∫ +−
L
dyxdxxy )1( 2 , L – дуга лінії )1(ln 2xy += ,   10 ≤≤ x   
21 ∫ +
L









dyyxdxxy )( 22 , L – дуга кола tx cos4= , ty sin4= , 







2 , L – дуга лінії xarctgy = , 10 ≤≤ x   
25 ∫ ++
L




dyyxdxyx )2()2( , L – дуга еліпса tx cos2= , 




dydxyx3 , L – дуга еліпса tx cos4= , ty sin2= , 




dyxydxxy cos1sin 2 , L – дуга лінії xy sin= , 




dyyxdxxy )4(12 22 , L – дуга параболи 42xy = , 









Завдання 3. Перевірити, що задане диференціальне рівняння 
dyyxQdxyxP ),(),( +  є рівнянням у повних диференціалах 
( )xQyP ∂∂=∂∂  і знайти його загальний розв’язок Cyxu =),( , 
відновлюючи функцію за її повним диференціалом за допомогою 



































2 0)2(2 2 =−+ dyexxydx y  17 0)3( 2 =++ dyyxydx  
3 03 32 =+ dyexdxex yy  18 0)6( 22 =++ dyyyxdxxy  
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8 0ln1 =+− dyxedxxe yy  23 0)(ln 1 =+− − dyxydxxy  
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Завдання 4. Обчислити поверхневий інтеграл першого роду 
(за площею)  ( )∫∫
σ
γβα σ−+−+−= dzlyaxI )1()1()1( , де σ  – части-
на заданої площини 0: =+++ DCzByAxp , яка відсічена коор-
динатними площинами 0=x , 0=y  і 0=z . (Тут lA β−= )1( , 
aB γ−= )1( , )()1( laC +−= α , allaD )()1( +−= β+α ).  
Задачу розв’язати трьома способами,  проектуючи поверхню 
σ  на одну з координатних площин відповідно  а) Oxy ,  б) Oyz ,  
в) Oxz . До кожного способу зробити рисунок поверхні σ  як пра-
вильної у вибраному напрямі відповідно  а) Oz ,  б) Ox   чи  в) Oy  і 
рисунок її проекції (відповідно  а) xyD ,  б) yzD   чи  в) xzD ) як пра-
вильної в напрямі однієї з осей плоскої області.   
 
Завдання 5. Задано векторне поле =++= kRjQiPF
rrrr
 
( ) ( ) ( +−+−+−++++−+= βγβα lyaxjazlyxiazyax )1()1()1()1( rr  
) kz r+  і поверхня σ  – частина площини 0: =+++ DCzByAxp , 
що відсікається координатними площинами 0=x , 0=y  і 0=z . 
Методом проектування на одну координатну площину знайти потік 
∫∫∫∫ ++ σσ ++=σ⋅=Π dxdyRdxdzQdydzPdnF
rr
 цього поля через 
додатну сторону 
+σ  вказаної поверхні, якій відповідає вектор нор-
малі ( )CBAN ,,=r  площини p . (Тут  aA α−= )1( , lB β−= )1( , 
aC 2)1( γ−= , laD 22)1( γ+α−= ).  
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Задачу розв’язати трьома способами, проектуючи поверхню σ  
на одну з координатних площин відповідно  а) Oxy ,  б) Oyz ,  
в) Oxz . До кожного способу зробити рисунок поверхні σ  як пра-
вильної у вибраному напрямі (відповідно  а) Oz ,  б) Ox ,  в) Oy ) і 
рисунок її проекції (відповідно  а) xyD ,  б) yzD ,  в) xzD )  як пра-
вильної в напрямі однієї з осей плоскої області.  
 
Завдання 6. Задано векторне поле =++= kRjQiPF
rrrr
 
( ) ( ) ( ) klzaxyjlxzayiayzlx rrr αβγβ −+−+−++−+= )1()1()1()1(  і по-
верхня  σ  – частина площини  0: =+++ DCzByAxp , що відсі-
кається координатними площинами 0=x , 0=y  і 0=z . Знайти 
∫∫ ++==Γ LL dzRdyQdxPldF
rr
 – циркуляцію векторного поля 
вздовж замкненого контуру L , що обмежує поверхню σ , при до-
датному напрямі обходу відносно вектора нормалі ( )CBAN ,,=r  
цієї площини p . (Тут  lA β−= )1( , aB γ−= )1( , lC 2)1( α−= , 
22)1( alD γ+β−= ).  
Обчислення провести двома способами:  
а) безпосередньо за означенням циркуляції;    
б) за допомогою формули Стокса.  
Для обчислення поверхневого інтеграла використати метод 
проектування на одну координатну площину Oxy . У просторовій 
системі координат Oxyz  зробити рисунок поверхні σ  як правиль-
ної у напрямі осі Oz . На координатній площині Oxy  зробити рису-
нок проекції xyD  поверхні σ  як правильної в напрямі однієї з осей 
плоскої області.  
 
Завдання 7. Задано векторне поле =++= kRjQiPF
rrrr
 
( ) ( ) kaxyzjlxyyiayzlx rrr γαβ −+−++−+= )1()1()1( 22  і піраміда 
V , утворена вказаною площиною 0: =+++ DCzByAxp  і коор-
динатними площинами 0;0 == yx ; 0=z . (Тут  lA 2)1( γ−= , 
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aB α−= )1( , aC 2)1( β−= , laD 24= ).  Необхідно:  
1) Зробити рисунок піраміди V  у просторовій системі коор-
динат Oxyz . Зобразити вектор зовнішньої нормалі nr  до кожної з 
граней піраміди V .  
2) Знайти проекції xyD , xzD  і yzD  піраміди V  на відповідні 
координатні площини. Подати кожну плоску область xyD , xzD  і 
yzD  як правильну в напрямі однієї з координатних осей і зробити 
рисунок у відповідній плоскій системі координат.   
3) Знайти ∫∫∫∫ ++ σσ ++=σ=Π dxdyRdxdzQdydzPdnF
rr
 – 
потік векторного поля через зовнішню сторону 
+σ  замкненої пов-
ної поверхні σ  піраміди V  двома способами:  
а) безпосередньо за означенням потоку методом проектування 
на всі три координатні площини;  
б) за допомогою формули Остроградського – Гаусса.   
 
 
Завдання 8. Для скалярного поля +−+−= βα 2)1()1( lyzaxyzu  
alxz +−+ γ 2)1(   знайти його градієнт ugradF =r  і лапласіан u∆ . 
Обчислити ( ) )()( 00 MugradlMu max =∂∂  – найбільшу швидкість 
зростання функції ),,( zyxuu =  у точці  ),,( 0000 zyxM . Перевіри-





=Frot ), а значить, потенціальним. Для потенціального век-
торного поля ),,( zyxFF rr =  знайти його потенціал ),,( zyxvv =  за 







dzzyxRdyzyxQdxzyxPzyxv .  
За точку ),,( 0000 zyxM  взяти початок координат )0,0,0(  і поклас-
ти  0)0,0,0( =v .  
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Завдання 9. Для векторного поля =++= kRjQiPF
rrrr
 
( ) ( ) kxyzlyjaxyziazyx rrr βααγβ −+−+−+−+−= )1()1()1()1()1( 222  
знайти його ротор Frotb
rr
= . Обчислити найбільшу густину цирку-
ляції )()( 00max MFrotMC
r
=  векторного поля ),,( zyxFF rr =  у 
точці ),,( 0000 zyxM . Перевірити, що векторне поле роторів 
Frotb
rr




Завдання 10. Методом відокремлення змінних розв`язати на-
ступні крайові задачі:  















   
)0;0( ><< tlx  який задовольняє початковим умовам 
)()0,( xxu ϕ= ,  )()0,( xtxu ψ=∂∂   )0( lx <<   і однорідним гра-
ничним умовам першого типу  0),0( =tu ,   0),( =tlu   )0( >t , де   
( ) ( ) 2 )()1(1sin1)1()( l xlxl xx −−−+βpi+−=ϕ αα ,  
( ) ( ) 2 )()1(1sin1)1()( l xlxl xx −−−+αpi+−=ψ ββ .  














)0;0( ><< tlx  який задовольняє початковій умові )()0,( xxu ϕ=   
)0( lx <<   і однорідним граничним умовам другого типу  
0),0( =∂∂ xtu ;   0),( =∂∂ xtlu   )0( >t , де   
( ) ( ) 2 )(1)1(sin1)1()( l xlxl xax −−−+pi+−=ϕ γγ .  
















 при граничній умові першого типу   
.cos)1(sin)1(),( αϕ−+βϕ−=ϕ βα laau .  
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