Introduction
Policy makers and academics often maintain that foreign direct investment (FDI) can be a source of important productivity externalities for developing countries. In addition to supplying capital, FDI can be a source of valuable technology and know-how and foster linkages with local firms that can help to jumpstart an economy. Despite the strong conceptual case for a positive relationship between economic growth and FDI, the empirical evidence has been mixed. 1 While academics tend to treat FDI as a homogenous capital flow, policy makers, on the other hand, seem to believe that some FDI projects are better than others. National policies toward foreign direct investment (FDI) seek to attract some types of FDI and regulate other types in a pattern which seems to reflect a belief among policymakers that FDI projects differ greatly in terms of the national benefits to be derived from them. UNCTAD's World Investment Report 2006 for instance describes "quality FDI" as "the kind that would significantly increase employment, enhance skills and boost the competitiveness of local enterprises." Policymakers from Dublin to Beijing have implemented complex FDI regimes with a view to influencing the nature of the FDI projects attracted to their shores. Sean Dorgan, Chief Executive of Ireland's Industrial Development Agency, for example, claims that "the value of inward investment must now be judged on its nature and quality rather than in quantitative measures or job numbers alone." 2 Chinese officials have openly stated that the new challenge for the country is to attract more "high quality foreign direct investment." 3 In this paper we attempt to distinguish different qualities of FDI to re-examine the relationship between FDI and growth. We use 'quality' to mean the effect of a unit of FDI on economic growth.
However, this is difficult to establish because it is a function of many different country and project characteristics which are often hard to measure and the data quality is generally poor or available at a broad aggregate levels. Hence, we differentiate "quality FDI" in several different ways. First, we look at the possibility that the effects of FDI differ by sector and industries. Second, we differentiate FDI based on objective qualitative industry characteristics including the average skill intensity and reliance on external capital. Third, since no one characteristic of FDI can determine quality and because the quality of FDI is the interaction of investment and country characteristics, we use a new dataset on industry-level targeting to analyze quality FDI based on the subjective preferences expressed by the receiving countries themselves.
Finally, we use a two-stage least squares methodology to control for measurement error and endogeneity. In order to do this, we exploit a comprehensive industry level data set of 29 countries between 1985 and 2000.
To summarize our findings, the growth effects of FDI increase when we account for characteristics which might affect the quality of FDI. others. 9 In this paper we are constrained by the availability of data at the industry level, however we are able to include subjective measures of quality as determined by policymakers themselves. Countries presumably target for investment promotion industries they believe to be especially beneficial. 10 For example, while export oriented high tech manufacturing firms may be suitable for one country, labor intensive textiles might be more appropriate for other countries. Indeed, while academics, especially those who employ national FDI statistics, might tend to treat FDI as homogenous, policy makers most surely do not. More than 160 governments have established investment promotion agencies (IPAs) to attract foreign direct investment, and more than 70% of these agencies report that they focus their resources on a small number of "target" industries that they deem to be of particular benefit (see Charlton et al. (2004) . For example, the Czech investment promotion agency CzechInvest targets automotive manufacturing, electronics, plastics, and business services. 11 We argue that using countries' own targets to subjectively distinguish between industries is appropriate because the national benefits of an FDI project are determined by the interaction of project and country characteristics. First, policymakers' concepts of 'quality FDI' are likely to be based on a complex combination of different country characteristics such as human capital skills, financial dependence. Second, for any host country, the desirability of an industry will involve an interaction between the characteristics of the industry and the characteristics of the country. We test whether the benefits of FDI are stronger in the industries to which governments accord special priority. 12 Including only these targeted industries increases the significance of our results. We find in these selected industries that increasing FDI flows from the 25 th to the 75 th percentile in the distribution of flows occasions an increase of 73% in growth over the different industries' sample means.
Of course, these correlations might not imply causality. An important concern in the FDI growth literature is that growth may itself spawn more FDI. Alternatively, some third variable might affect a country's growth trajectory and, thereby, its attractiveness to foreign capital. 13 In these cases, the coefficients on the estimates are likely to overstate the positive impact of foreign investment. As a result, one could find evidence of positive externalities from foreign investment where no externalities occur.
Our ideal specification in this paper would be to correlate economic growth with exogenous changes in a homogenous type of FDI. Unfortunately, as described above, we cannot do this because FDI projects, as measured through balance of payments statistics, are neither homogenous nor exogenous. In short, we may have both endogeneity and measurement problems. Either our OLS results are biased downward because FDI statistics fail to accurately capture the heterogeneous impact of different types of 9 Javorcik, Saggi and Spatareanu (2004) , for example, find significant differences between spillover effects associated with foreign investors of different origin in Romania. Our data, however, do not allow controlling for these differences. 10 According to UNCTAD (2001) , targets are investors which: (a) Already have a presence in the host economy; (b) Are part of the supply chain; (c) Are users of countries' own resources, including raw materials and human skills; (d) Are active in strong production sectors with growth opportunities; (e) Help to establish new core competencies. 11 See Charlton et al. (2004) and www.czechinvest.org. 12 Using survey data verified by the annual reports of investment promotion agencies, we are able to identify which industries were targeted over which periods. 13 Our estimates include fixed effects which control for time invariant effects.
foreign investment, introducing a form of measurement error into our ideal specification, or our OLS results are biased upward because of some reverse causation.
One way to address both problems is to use instrumental variables at the industry level. 14 To identify the effect of FDI on growth, we need an instrument that is correlated with the "idealized" qualityadjusted FDI volumes, but not with growth. We show industry targeting to be such an instrument. Targeting an industry for investment promotion should, if it is found to be effective, lead to an increase in both the quality and quantity of FDI. Our instruments satisfy conditions of relevance and exogeneity. The exclusion restrictions implied by our instrumental variable regression is that, conditional on the controls included in the regression, FDI targeting has no effect on current industry growth. The major concerns with these exclusion restrictions is that targeting is a policy choice which might be correlated with the current environment and have a direct effect on economic performance, or that industry targets are chosen based on expectations of future growth. We perform several tests, among them, overidentification tests to analyze
whether FDI targeting has a direct effect on growth. We find no evidence of a direct effect of targeting on growth. Also lagged growth has a non-significant effect on industry targeting. Recognizing the selection problem that arises from the fact that industry-targeting activity is a choice rather than a natural policy experiment, we also use propensity score matching to ensure that we have a valid control group. Our main results are robust to this specification.
In our instrumental variable (IV) strategy, we find a strong first-stage relationship between the decision to target an industry and FDI flows to that industry. Our two-stage, least square estimates of the effect of FDI flow on industry value added growth is significant. As observed above, our results imply that increasing FDI flows from the 25 th to the 75 th percentile in the distribution of flows results in a 34% increase in growth over the sample mean in our preferred specifications. There is also considerable evidence that investment promotion attempts to encourage higher quality FDI.
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The estimated coefficient using the IV strategy is lower than its OLS counterpart on the subsample of targeted industries. That our IV estimates are higher than their OLS counterparts for the entire sample suggests that there is some attenuation bias caused by measurement error that outweighs the bias caused by endogeneity resulting from reverse causality. These results may be evidence of measurement error in the FDI data, but they may also be evidence that the quality of FDI is heterogeneous within as well as between industries and when countries target an industry for FDI they increase both the quantity and quality of the projects in that industry. In the process of targeting an industry for FDI, investment promotion agencies work at the project level to identify and attempt to attract foreign investors within their target industries that 14 At the macro level, the literature has used real exchange rates and lagged values of FDI as instruments. See Blonigen (1997) , Klein and Rosengren (1994) , and Wheeler and Mody (1992) . 15 Further evidence that IPAs consciously target "quality" FDI is provided by the FDI consultancy OIR, which sells to national investment promotion agencies data about firms intending to respond with overseas investments. OIR clients can purchase data in several categories. By mode of entry, 100% of clients choose data on greenfield projects; 30% data on M&A projects; by functional category, 100% choose data on production facilities and R&D centers, fewer than 70% data on back office functions, and fewer than 50% data on marketing/sales facilities.
are believed to be especially beneficial to the host country. Hence, if targeting industries in which FDI is expected to promote growth (high tech, high skill, greenfield, and so forth) then our IV coefficient should be higher than our OLS coefficient. Despite limitations of the data, our instrumentation strategy yields similar results to the other exercise we conducted that attempted distinguish among the different forms and the quality of FDI. Overall, growth effects increase when we account for the "quality" of FDI. Our estimates should be interpreted with caution particularly in terms of deriving policy implications in favor of promoting FDI. An analysis of such question should consider the cost of incentives used versus the potential benefits. This kind of analysis is beyond the scope of this paper.
The rest of the paper is organized as follows. Section 2 provides an overview of the data. Section 3 explores the role of heterogeneity at the industry level. Section 4 presents empirical evidence on complementarities across sectors and analyzes differences in the quality of FDI. Section 5 discusses FDI targeting and our instrumentation strategy. Section 6 concludes. Figure 1 plots the ratio of FDI flows to total value added in the sector, which varies widely across industries from almost 15% in finance, business services, and real estate to less than 1% in agriculture.
Annual data on FDI inflows and stocks at the industry level are available from the OECD's
International Direct Investment database. The OECD data are available at the International Standard Industrial Classification (Revision 3) secondary level classification. Nineteen industries, six in manufacturing, three in the agriculture and mining sectors, and ten in services, are listed and characterized in Table 1 . As we are interested in the growth effects of FDI, we use data for three five-year periods between 1985 and 2000. In the robustness section, we also use three-year averages and, from Dun & Bradstreet's WorldBase database of public and private companies, an alternative measure of industry FDI based on the number of foreign firms. We also use an alternative specification in the robustness section using annual industry total factor productivity (TFP) growth as the dependent variable. Although our preferred dependent variable would be TFP growth, because data for industry-level capital stock is missing for many countries, the number of observations available to us is significantly reduced.
The main source of data on industry value added is the Industrial Statistics Yearbook of the United Nations Statistical Division, which reports data by industry (also using ISIC Rev. 3 classifications), but at the 3-digit level, for 29 industries. We mapped this data to the higher level of aggregation demanded by the OECD data. Our growth variable measures the growth of value added in each industry in each country for three five year periods between 1985 and 2000, measured by the difference in the log values over the period.
We derive an appropriate deflator for manufacturing value added in 1995 from the difference between constant local currency and current local currency growth in total manufacturing value added reported by the World Bank. 16 The initial share of the industry was derived by dividing the value added for each industry by the total national manufacturing value added.
Appendix A explains all data and sources in detail. Table 1 presents summary statistics for these variables. Table 2 presents the correlation matrix.
"Qualitative" Characteristics of Foreign Direct Investment
To test the differential effect of FDI, we divide sectors according to reliance on external finance (equity) and intensity of human capital. We use a measure of dependence on external finance (equity rather than cash generated flows) as defined by Rajan and Zingales (1998) . Our measure of skill is the ratio of high skilled workers to other workers in German industries, following Carlin and Mayer (2003 For any country, the benefits of an FDI project are, as noted earlier, determined by the interaction of project and country characteristics. Because countries presumably target for investment promotion industries they believe will be especially beneficial-for example, one country might choose exportoriented, high tech manufacturing firms, another low tech call centers-we use in addition to objective industry characteristics a subjective criteria determined by the host countries.
We do this by exploiting policy changes in FDI attraction that operate at the industry level. Our industry-level investment promotion variable is constructed from survey information collected directly from promotion agencies; see Charlton et al. (2004) and Charlton and Davis (2006) . Investment promotion describes the set of policies governments employ to attract foreign investment. More than 160 national level, and more than 250 sub-national, investment promotion agencies worldwide are tasked with performing various activities to attract foreign direct investment. Wells and Wint (1991) grouped these activities into four functional categories: national image building (for example, many IPAs disseminate favorable information about their countries through advertising campaigns, participation in investment exhibitions, and trade missions); investment generation (specific firm or industry specific research and sales presentations); facilitation services for potential investors (e.g., assistance with identifying potential 16 Where total manufacturing value added data was unavailable, we derive a deflator from constant and current GDP data, also from the World Bank.
locations and meeting regulatory criteria and fast-track investment approval processes); and policy advocacy (many agencies, for example, provide feedback from foreign investors to policy makers and might lobby for pro-investment policies).
Our approach takes advantage of the fact that IPAs tend to focus their investment promotion resources on small numbers of "target industries." A survey of more than 120 national investment promotion agencies revealed that more than 70% report target industries; see Charlton et al. (2004) 
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A concern that arises with any survey data is the potential for respondents to misreport. Surveys that require historical recollection might be biased if records are incomplete or not consulted. Staff turnover, absence of record-keeping regulations, and changes in computer systems might contribute to reporting errors, and IPAs might have an incentive to misreport in order to rationalize their behavior ex-post (e.g., capitalizing on exogenous increases in FDI by later claiming that the growth industry had been the subject of promotional efforts).
Our survey design mitigates these concerns. The first survey, of IPA websites and annual reports, yielded information on priority industries for 28 OECD IPAs, but historical records and other information was available for only 12, and often did not extend back to the beginning of our sample period. Charlton et al. (2004) followed this with a written survey, sent to OECD IPAs and followed up by several rounds of communication that achieved a remarkable 100% response rate. In 2003, the authors inserted questions on industry targeting into a telephone survey on various aspects of investment promotion. Respondents were presented with information gleaned from the two previous rounds of research and asked to fill in missing information. Where the three sources of information were discrepant, documented information, when available, was weighted most heavily. 23 For further information on targeting practices within investment promotion, see Charlton et al. (2004) .
Results: Foreign Direct Investment and Growth at the Industry Level
The purpose of our empirical analysis is to examine the relation between growth and FDI at the industry level. To focus on the effect of a small number of variables without incurring excessive omitted variable bias, we control for industry and country fixed effects. Our specification enables us to focus specifically on a small number of control variables without worrying about bias from unobserved country or industry characteristics. This approach can be thought of as an analysis of deviations from average growth rates, that is, it asks: is abnormal industry growth associated with abnormal industry characteristics in a particular country? Hence, we look at whether, in the same industry, growth in value added is greater in a country with higher FDI flows than in a country with lower FDI flows. We estimate the following model by OLS.
where GROWTH ict is the five-year average growth in the value added of industry i in country c at time t. In the robustness section, we also use three-year average growth. FDI ict is the volume of FDI inflows in industry i in country c at time t. In the regression analysis, we use the log of the FDI inflows variable. The analysis includes a full set of industry, country, and time dummies used to control for extraneous industry and country specific sources of growth: δ i refers to industry dummies; δ c are country dummies that capture time invariant country specific factors that might drive cross-country differences in growth; δ t is a vector of year dummies included to control for cross country correlation over time due to common world shocks. As well as controlling for industry heterogeneity, another appealing feature of industry analysis is that it mitigates some of the effects of unobserved heterogeneity and model misspecification, which are difficult to control at the national level.
We also include two measures of the initial state of the industry. The industry's initial (log) level of value added, Log(INITIAL VALUE ADDED ict ), controls for industry mean reversion, whereby sectors that have grown rapidly in the past are less likely to continue to grow rapidly in the future. 24 The industry's initial share of total value added in the country, VALUE ADDED ict /VALUE ADDED it , captures agglomeration effects, whereby industries that develop early in a particular country enjoy continued, relatively strong growth. X ict is a set of control variables, ε ict an error term. The estimation procedure uses White's correction for heteroskedasticity in the error term. Table 3 presents the main results. Column (1) shows a positive, albeit not significant, relation between FDI and growth of value added, controlling for country fixed effects. 25 The relation becomes positive and economically and statistically significant when we include a full set of country, industry, and time effects as well as additional industry characteristics, as can be seen in column (2). To get a sense of the 24 See Carlin and Mayer (2003) for an analysis of the extent to which relative growth rates are attributable to initial industry allocations. They find a small share of industry growth performance to be attributable to mean reversion. 25 The correlation matrix in Table 2 shows a negative relation between growth of value added and the log of FDI.
magnitude of the effect of FDI inflows on growth of value added in the average industry, consider an increase from the 25 th to the 75 th percentile in the distribution of flows. Based on the results presented in column (2), the increase in growth of value added is, on average, 2% higher in the country with higher flows. This represents a 13% increase in growth over the sample mean. Note that our results may underestimate the effects of FDI on growth as we analyze only intra-industry effects. 26 However, since we use wide industry categories (2 digit) this effect is likely to be small. Given potential concerns about trends in the data, we modify specification (1) in columns (3) and (4) and include time dummies interacted with country and industry dummies respectively. 27 Our main results remain significant with a slightly higher estimated coefficient on the FDI variables in (4).
We present robustness tests for the OLS results in Appendix B. We use an alternative specification with industry total factor productivity (TFP) growth as the dependent variable, and the ratio of FDI to industry capital stock as the main regressor. Given the data limitation, our estimation uses yearly data and hence growth estimates should be interpreted with caution. Our results, however, are supportive of our previous findings. We also rerun our basic specification, using three-instead of five-year periods, and include a measure of FDI based on international firm level data from Dun and Bradstreet. Overall, the results suggest a positive and significant relation between FDI flows and growth in value added at the industry level. Because our methodology is subject to concerns about endogeneity and our FDI data do not describe homogenous investment projects opening the possibility for measurement biases, these results require careful analysis. We address these concerns in Section 5.
Foreign Direct Investment and Industry Characteristics
Several recent studies have investigated how national characteristics might affect host countries' capacity to benefit from FDI. These studies postulate that the size of spillovers from foreign firms depends on the so-called absorptive capacities of domestic firms, that is, their ability to respond successfully to new entrants, new technology, and new competition. Domestic firms' success is, to some extent, determined by local characteristics such as the domestic level of level of human capital (Boreinsztein, De Gregorio, and Lee (1998), Blomström and Kokko (2003) ) and the development of local financial markets . Weaknesses in these areas might reduce the capacity of domestic industries to absorb new technologies and respond to the challenges and opportunities presented by foreign entrants. Variation in absorptive capacities between countries (and industries within countries) is a promising line of research, offering, potentially, an appealing synthesis of the conflicting results that have emerged from the literature.
FDI studies have documented the dependence of spillovers on various national characteristics, but not considered how this dependence varies across industries. These national-level studies are subject to the objection that unobserved heterogeneity of countries could be correlated with the national characteristics being tested, thereby complicating interpretation of their interaction coefficients. Industry analysis is consequently an important cross check on the validity of interpretations of these studies' results.
Among other benefits, FDI is presumed to bring skills, technology, and capital to the host country.
We test whether the growth effects of FDI are stronger in industries that are particularly dependent on skills and external finance.
Foreign Direct Investment and Financial Dependence
In this subsection, we assess whether an industry's degree of dependence on external finance affects the relationship between FDI and growth. 28 In a cross-country analysis, find that FDI benefits countries with well-developed financial markets significantly more than it does countries with weaker markets. The authors find no direct effect of FDI on growth, but obtain consistently significant results when FDI is combined in an interaction term with a range of measures of financial development.
We examine the industry-level implications of Alfaro et al.'s (2004) hypothesis. Industry analysis is
motivated by recent papers that analyze the effect of financial development on economic growth at the industry level (Rajan and Zingales (1998) , Cetorelli and Gambera (2001) , Love (2003, 2004) , and Carlin and Mayer (2003)). These papers identify differences in the degree of financial dependence among industries, and test whether industries that are particularly dependent on external finance grow more strongly in countries with well-developed financial markets.
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These inter-industry differences provide a convenient test for the relationship between financial development and FDI effects. If a country's ability to benefit from FDI is related to its financial development (particularly the availability of external financing), then this relationship is presumably strongest in industries that are relatively more dependent on external finance. We expect a stronger relationship between FDI and growth in industries dependent on external finance.
The variable financial dependence, the dependence of industries on equity financing, is taken from Rajan and Zingales (1998) , who measure the ratio of net equity issues to capital expenditures for U.S. firms in each industry during the 1980s. The dependence of U.S. firms on equity finance is a good proxy for the demand for equivalent finance in other countries because the United States, being the most highly developed 28 There is considerable evidence that well-developed financial systems directly enhance growth by reducing transaction costs and improving the allocation of capital; see King and Levine (1993a, b) and Levine, Beck and Loayza (2000) . In addition, there are several plausible reasons to expect that financial markets might complement the spillover effects of foreign direct investment. First, the successful acquisition of new technologies introduced by foreign firms will generally involve a process of reorganization and reinvestment by domestic competitors. To the extent that this process is externally financed from domestic sources, efficient financial markets will enhance the domestic industry's competitive response. Well-developed financial markets also enable other domestic firms and entrepreneurs to capitalize on linkages with new multinationals; see . 29 These papers demonstrate significant interactions between a range of measures of financial development (e.g., size of the banking sectors and stock markets, accounting standards, bank concentration) and a range of industry characteristics (e.g., dependence on external finance, dependence on trade credit). Carlin and Mayer (2003) also investigate the effect of these interactions on industry-level measures of fixed investment and research and development.
financial market in the world, represents the best available measure of the underlying requirements of firms operating in those industries.
We investigate whether industries that are more reliant on external finance grow faster in countries with more FDI, controlling for industry and country specific effects. Table 4 presents our main OLS results.
Columns (1)- (3) report the results of additional robustness tests in which we use instead an interaction term between the FDI variable and external finance as defined by Rajan and Zingales (1998) . We find growth in industries more reliant on external finance to be more sensitive to FDI. Column (3) shows the estimated effects to be higher when we restrict the sample to the manufacturing sector. To test the differential effect of FDI, we subdivide our sample into industries with high dependence on external finance and run equation
(1) on each group of industries. The estimates in column (4) indicate that an interquantile movement in the distribution of the FDI variable implies for industries with low dependence on external finance 11% more growth over the sample mean, the estimates reported in column (5) that a similar movement implies for industries with high external finance 16% more growth over the sample mean.
Foreign Direct Investment and Human Capital
We also assess here whether an industry's skill intensity affects the relationship between FDI and growth. To the extent that spillovers represent the productivity-enhancing effects of technology diffusion, there are strong reasons to expect that human capital aids the spillover process. Spillovers can occur through several channels. The movement of skilled employees from MNEs to domestic firms affords an opportunity for new knowledge to penetrate the domestic market. Similarly, "demonstration effects" might be observed, whereby a local firm improves its productivity by copying or reverse engineering some technology used by
MNEs operating in the local market. Alternatively, domestic firms, instead of learning directly from foreign firms, might be driven by competition from multinationals to adopt technologies that make them more productive, often referred to as a "competition effect." Balasubramanyam (1998) finds that host country characteristics determine the technology imported by MNEs. Higher technology spillovers occur in countries with high levels of education and more competitive local markets. Borensztein, De Gregorio, and Lee (1998) , in a study of 69 developing countries, found FDI to be positively associated with growth only in countries with sufficiently high levels of human capital. This is presumably because a highly skilled domestic work force increases an economy's abiltiy to adopt advanced technology (Behabib and Spiegel,(1994) and Nelson and Phelps (1966) ). Xu (2000) , finding similarly strong evidence of the diffusion of technology from U.S. MNEs to affiliates in developing countries, but weak evidence of such diffusion in less developed countries, similarly concludes that the level of human capital is a crucial determinant of whether a country will benefit from the technology spillovers of
MNEs.
Industry level analysis enables us to design a test for one aspect of this conditional relationship. If human capital does affect the capacity of the host economy to absorb the benefits of FDI, we would expect this effect to be stronger in industries in which the spillover channels are more reliant on skilled labor. To competitively respond to the challenges and opportunities posed by foreign entrants, domestic industries require skilled labor capable of adopting new technologies, increasing the quality of their products, or improving the efficiency of their production process. The more skill-reliant the industry, the larger the effect of FDI on growth.
The proxy for industry skill intensity follows Carlin and Mayer's (2003) index of skill levels in each German manufacturing industry. Germany is the country in the world with the lowest share of workers without qualifications in manufacturing industries (Machin and Van Reenen, (1998) ). They therefore conclude that Germany has a highly developed labor market and that German industry skill ratios are a good proxy for the underlying skill requirements of firms operating in each industry. To reduce feedback from industry growth to industry characteristics, we remove Germany from our sample of countries. We divide our sample into high and low skill industries and, to minimize differences in the quality of FDI, include only manufacturing industries. The results in Table 4 , column (6)- (10) demonstrate that there are, indeed, substantial benefits from FDI in sectors with higher skill requirements. Column (8), in particular, shows the effects to be greater when the sample is restricted to the manufacturing sector. Comparisons of the estimated coefficients, columns (9) and (10), show the effects of FDI on industry growth to be twice for high skill sectors what they are for low skill sectors. The estimate in column (9) and (10) indicate, respectively, that an interquantile movement in the distribution of the FDI variable implies 7% more growth over the sample mean for industries with low skill and 15% for industries with high skill.
Foreign Direct Investment and Country Targets
In this section, we use subjective criteria chosen by the host countries to distinguish between industries. This is appropriate for two reasons. First, policymakers' concepts of 'quality FDI' are likely to be based on a complex combination of different characteristics including skills, financial dependence and other characteristics. Second, for any host country, the desirability of an industry will involve an interaction between the characteristics of the industry and the characteristics of the country. Costa Rica's IPA, CINDE, for example reports that it currently targets medical devices, electronics and a range of services because it wishes to concentrate "its efforts in promoting Costa Rica as a competitive place for investing in sectors which can be benefited from the country's strengths."
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We exploit the industry-targeting variable described above to test the relationship between FDI and growth on the subset of industries targeted for foreign investment promotion. Specifically, we run equation
(1) on the subsample of industries that our survey revealed to be targeted for investment promotion. Table 5 presents our main OLS results. We find growth in targeted industries to be more sensitive to FDI than average. The estimates in column (1) variable implies 73% more growth over the sample mean, significantly more than the average increase across all industries.
We offer three possible explanations for these results, which require careful analysis, and which we elaborate in the following section. One is that the effect of FDI on growth varies across industries, and that governments are correctly identifying the industries in which FDI is most beneficial. However this result runs counter to the generally mixed evidence on the success of industry policy, so we consider several alternative explanations. Our results suggest that expending resources on FDI attraction increases the inflow of FDI. However we say nothing about the cost of FDI promotion, nor its net benefits (which is not the focus of this paper), and so our results should not be interpreted as supporting industry policy. 31 A second possibility is that the act of targeting FDI in a particular industry alters the impact of FDI on growth in that industry. For example, investment promotion might have a positive effect on the quality of FDI attracted to a location if the investment promotion agency focuses its resources on especially desirable projects. A third possibility is that some endogeneity in the process is correlated with industry targeting. Perhaps foreign investors are attracted to high growth industries and investment promotion agencies choose these as their target industries. We investigate these possibilities below.
IV Results: Endogeneity and Heterogeneity

Instrumentation methodology
Due to endogeneity and measurement problem concerns, in order to identify the effect of FDI on growth we need an instrument that is correlated with the "idealized" quality-adjusted FDI volumes, but not with growth. In this section, we transform our industry-targeting information into a binary variable with industry, country, and time variation, and show that it satisfies both the validity and excludability requirements as explained below. 
where FDI ict is the measure of FDI activity in industry i in country c at time t, targeting is a dummy equal to one in the period following the targeting of industry i by country c, and X ict is a set of control variables. The regression includes a full set of country, industry and time effects. In columns (1)- (5) we use as a proxy variable for foreign activity the log of FDI flows from the Balance of Payments, and in column (6) the number of foreign firms.
Overall, there is a positive and significant effect of industry targeting on foreign firm activity. The results in column (1) were obtained using as main regressions the industry-targeting dummy and share of value added as well as country, industry, and time dummies. The estimates in column (1) varying (e.g., other policy changes introduced concurrently with FDI promotion; countries that actively promote foreign investment might be doing so, for example, as part of a broader economic reform agenda).
An additional concern that emerges from Table 5 is the correlation between targeted sectors and growth.
One might worry that some other factor correlated with growth might also affect the industry-targeting variable. If, for example, the variable used to proxy for investment promotion (e.g., the establishment of a foreign investment office) is a consequence rather than a cause of increased bilateral FDI flows, the estimates might be subject to reverse causation. As a first cut, we regressed average growth rates over (presample period) on industrial targeting in sample period. There is a non-significant effect of pre-sample growth on the subsequent 5 years of targeting (see column 1 in Table C1 ). Recognizing that industry targeting is a choice rather than a natural policy experiment, we also use propensity score matching to ensure the validity of our control group. 33 As explained in Appendix C, we conduct a matching exercise following Rosenbaum and Rubin (1983) to ensure that we have a valid control group for which the distribution of the variables affecting the outcome is as similar as possible to the distribution of these variables for targeted industries. firms intending to invest overseas. We noted earlier that OIR clients can purchase data in several categories.
By mode of entry, 100% of OIR's clients choose to receive data on greenfield projects; 30% data on M&A projects. By functional category, 100% choose to purchase data on production facilities and R&D centers; fewer than 70% data on back office functions, and fewer than 50% data on marketing/sales facilities.
One concern with this line of reasoning is that some IPAs are widely seen to be ineffective, thus, their efforts might not produce observable results along the metric of either quantity or quality of FDI. Many such IPAs consist of little more than a website and a handful of staff whose impact on investment flows is likely to be minimal. There are, nevertheless, also examples of IPAs that are credited with being effective, among them, the Irish IPA, the Industrial Development Agency, the Czech IPA CzechInvest, and the Costa Rican IPA, CINDE. A key finding of the IPA survey, however, was that the target industries named by IPAs were determined centrally by other government agencies, most commonly the ministry of finance. Thus, in some cases, our observations of targeted industries might reflect a broader government effort to attract an industry that is merely being signaled by the IPA.
Two Stage Least Square Estimates
Table 7 presents two-stage least square (2SLS) estimates of equation (1). The FDI flows variable is treated as endogeneous and modeled as in equation (2). This identification strategy is valid as long as the
Industry Targeting variable is uncorrelated with ε ict . The exclusion restriction is that the targeting variable does not appear in (1) as discussed below.
Panel A of Table 7 Table 3 because the IV regression corrects for both endogeneity and the attenuation bias caused by the measurement error in the balance of payments FDI data. In fact, the results suggest that measurement error is a more serious concern than reverse causality.
A sense of the magnitude of the effect of FDI inflows on growth is provided by the results reported in column (1): if we move up from the 25 th percentile to the 75 th percentile in the distribution of the flows, we have, on average, 4.5% more growth. This represents an almost 63% increase in growth over the sample mean. This result warrants careful interpretation. Given the causal effect, these results imply an impressively large effect of foreign investment flows on growth. Note that the quantitative effect obtained from the IV regression is much larger than the one obtained from the OLS regression due to the attenuation bias in the latter.
How should we interpret the IV estimate being larger than the OLS estimate? According to our theory, investment promotion agencies identify and attempt to attract specific foreign investors they believe will benefit their country. 35 Surveys of investment promotion agencies indicate that they are interested in particular types of projects such as high tech, export, and greenfield projects, and joint ventures. According to UNCTAD, industry targeting should be explicitly linked to an increase in the quality of FDI projects.
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Thus an increase in industry-specific promotion will be associated with an increase in the quantity and quality of FDI flows. Industry targeting is focused particularly on "good quality" FDI sought and facilitated by investment promotion agencies. Hence, targeting is correlated with good FDI leading to an increase in the effect of FDI (instrumented by the targeting variable). Targeting is therefore a relevant instrument for identifying the good aspect of FDI, provided our results are interpreted with caution. One concern is that our results do not necessarily mean that the relation is causal; the causation might be reversed, that is, when
IPAs think there is going to be an increase in FDI they target that sector.
The first stage of our 2SLS estimates the coefficient β FDI on the targeting dummy. This coefficient represents the increase in industry FDI that occurs simultaneously with the IPA targeting an industry. The predicted value from the first stage, ict FDI , is a linear combination of the estimated coefficient on the targeting dummy and the other first stage controls. In the second stage, the raw FDI variable (measured by the balance of payments system) is replaced by this predicted value, which reflects, specifically, the increase in FDI consequent to targeting. As noted above, FDI is not homogeneous (given the distinction made by IPAs). The increase in predicted FDI associated with targeting is an increase in a particular kind of FDI, the kind IPAs want to attract. Hence, the predicted values from the first stage of our 2SLS specification focus on quality FDI, and our instruments will have two upward effects on the IV coefficient on FDI, which first reduces measurement errors and, second, focuses on more growth-enhancing FDI.
Are our instruments relevant? One way to check for weak instruments when there is a single endogenous regressor is to compute F-statistic testing the hypothesis that the coefficient on the instruments are all zero in the first stage of 2SLS. As seen in Panel C of Table 7 , the F statistics are all greater than 10, the simple rule of thumb-value proposed by Staiger and Stock (1997) as validation of relevance. . 36 The success of FDI targeting lies in devising and implementing a cohesive and coherent strategy based on extensive feedback from potential investors, outside and within the country, on the type of conditions that need to be created, and facilities provided, to ensure that a substantial flow of quality FDI is generated in the targeted sector. See UNCTAD (2003) . 37 Our instruments also passed another simple rule of thumb such as the first stage R 2 being greater than 0.3. We also undertook Anderson canonical correlations likelihood ratio tests for the relevance of instruments. A rejection of the null indicates that the model is identified and that the instruments are relevant (Hall, Rudebusch and Wilcox, 1996) . We obtained similar results further suggestion that our instruments are not weak.
Another important concern is whether our instruments are uncorrelated with the error term. We use overidentification tests to determine whether there is a direct relationship between FDI targeting and industry growth, and investigate the validity of our approach. To implement this test we introduce the lag of FDI as a second instrument.
38 According to our theory, the decision to target an industry is associated with an increase in foreign investment, specifically, an increase in the kind of foreign investment the IPA is trying to attract. Our instrumental variable regression implies an exclusion restriction that, conditional on the controls, the industry-targeting policy exert no effect on industry growth other than through an increase in FDI. The overidentification test presumes the other instruments (for example, lag FDI) to be truly exogenous, and tests for the exogeneity of investment promotion.
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The results of the overidentification tests, and related results, are reported in Appendix Table D1 .
Panel A reports the 2SLS estimates of the effect of FDI on growth using a variety of instruments other than investment promotion. Panel B gives the corresponding first stages and panel C reports the p-value from the appropriate χ2 overidentification test (Sargan test) as well as additional diagnostic tests of the relevance of our instruments. Subject to the usual problems of power, the overidentification tests show the instruments to be valid. These estimates are in every case quite close to those reported in Table 6 . This gives us additional confidence that investment promotion is a valid instrument, and that we are estimating the effect of FDI on growth with our instrumental variable strategy. In column (1) Finally, column (4) reports the results of an easy-to-interpret test for validity and excludability of the instrument that follows Acemoglu, Johnson, and Robinson (2001) . The test adds the investment promotion as an exogenous regressor in panel A. If investment promotion had a direct effect on growth, we would expect this variable to be positive and significant. The effect, however, as seen in the table, is small and statistically insignificant.
As discussed above, one concern with our strategy is that some other factor correlated with growth might also affect the industry-targeting variable. Investment promotion agencies' industry-targeting practices are not random experiments, but rather conscious decisions by policy makers. We have to be concerned that countries choose target industries in which they believe they have some future comparative 38 Among the few consistently significant determinants of FDI are lagged FDI and real exchange and institutional quality. Wheeler and Mody (1992) provide evidence that existing stock of foreign investment is a significant determinant of current investment decisions. That real exchange rates, by altering either relative costs or relative wealth, affect the foreign investment decisions of multinational firms is suggested in theoretical work by Froot and Stein (1991) and Blonigen (1997) . In the empirical literature, Klein and Rosengren (1994) offer supporting evidence that the real exchange rate is a significant determinant of FDI. Finally, Alfaro, Kalemli-Ozcan and Volosovych (2006) find institutional variables to be an important determinant of equity (FDI and portfolio investment). Of these variables, only lagged FDI varies at the sectoral level. 39 As noted by Acemoglu, Johnson, and Robinson (2001) , "This approach is useful since it is a direct test of our exclusion restriction. However, such tests may not lead to a rejection if both instruments are invalid, but still highly correlated with each other. Therefore, the results have to be interpreted with caution."
advantage. If foreign investors have similar views about future industry prospects, the evolution of industry comparative advantage could explain both growth and promotion. As a first cut, we do not find significant evidence that lagged growth rates are associated with current targeting practices. We further resolve this issue in two ways, (1) by including time-varying industry covariates that capture changes in comparative advantage, and (2) by conducting a matching exercise to ensure that we have a valid control group for which the distribution of the variables affecting the outcome is as similar as possible to the distribution of these variables for targeted industries. We use the propensity score matching method and, as explained in Appendix B, our main results remain robust to this analysis.
IV Results: Robustness
Overall, the results in Tables 3 and 4 show FDI flows and value added growth, when we consider industry characteristics, to be strongly correlated. An appealing feature of industry analysis is that it mitigates some of the effects of unobserved heterogeneity and model misspecification, which are difficult to control at the national level. Analyzing a cross-section of industries within a cross-section of countries enables us to include a full set of industry and country dummy variables, which control for time invariant unobserved industry and country heterogeneity. 40 There are nevertheless a number of important reasons why the relation should not be interpreted as causal. An important concern with FDI growth regression is that fast growing countries are likely to attract more FDI. In addition to reverse causality, many omitted time variant determinants of growth might be correlated with FDI flows. If this is the case, the coefficients on estimates are likely to overstate the positive impact of foreign investment. As a result, one could find evidence of positive growth effects of foreign investment even in the absence of such benefits. An instrument of FDI flows at the industry level can address these issues. Such an instrument must account for the variation observed in FDI flows, but have no direct effect on economic growth. The discussion in the previous section suggested that industry targeting is a plausible candidate for such an instrument. The previous section discusses the validity of the instruments.
We performed a series of robustness and sensitivity tests, the results of some of which are reported in Table 8 . Column (1) (4) we use FDI to the capital stock as the proxy for foreign activity. Table 9 shows our results to be robust to using three-year growth rate averages. Appendix Table C1 shows in column (1) the results of using the matched observations, and in column (2) the results of using the number of foreign firms as a proxy for foreign activity; both yield similar results. We analyze whether the complementarity that results between FDI and finance and skills is robust as well to our instrumentation strategy. Table 10 , panel A reports the IV results, panel B the corresponding OLS results. In this case, we find higher effects for industries dependent on external finance and those reliant on highly skilled labor.
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Finally, we also examined the robustness of the results of using whether FDI has an effect on total factor productivity (not shown). 42 In this case, our results imply an almost 43% increase of TFP over the sample mean which is consistent with our previous findings.
Conclusions
This paper exploits a comprehensive, industry level data set for the period 1985-2000 that encompasses 29 countries to examine the various links between different "types" of FDI and growth. An appealing feature of industry analysis is that it mitigates some of the effects of unobserved heterogeneity and model misspecification, which are difficult to control at the national level. We also use as an instrument a new industry-level data set on industry targeting. We find FDI at the industry level to be associated with higher growth in value added. The relation is stronger for industries with higher skill requirements and for industries more reliant on external capital. We also use the new data set on industry targeting and two-stage least squares methodology to identify quality FDI as determined by the host countries. FDI quality is also associated with positive and economically significant growth effects.
We acknowledge our investigation to be constrained by data limitations and our results to therefore be preliminary. Although the OECD dataset does not include sufficient variation in key national characteristics such as education and financial development, our results suggest that, even within OECD countries, financial development and availability of human capital are important channels through which FDI can affect growth.
Understanding the effect of FDI on economic growth is important for a number of reasons. It has implications for the effect of rapidly growing investment flows on the process of economic development. It also informs foreign investment policy. In 1999 alone, there were 140 changes to state or national laws related to foreign direct investment. More than 90% of these changes liberalized foreign investment policy.
One fifth introduced new incentives for foreign investors including tax concessions, financial incentives, import duty exceptions, and infrastructure and training subsidies (UNCTAD (2000)). Such policies however do not guarantee realization of the potential benefits of FDI that go beyond the "capital" FDI transfers to the host country. If FDI does not exert a robust positive influence on growth, these pecuniary incentives and the active international competition for investment should be reconsidered. 43 Local conditions in the recipient country can pose binding constraints on such spillovers. Our analysis, due to data limitation, has been restricted to OECD countries, which arguably have the local conditions to take advantage of FDI effects.
More generally, studying the costs and benefits of FDI promotion are beyond the scope of this paper. More research on the consequences of FDI is warranted before advocating FDI promotion. ) where Y is the value added of the business sector, K the stock of the business sector capital, and L the employment in the business sector. Given the limited availability of data, TFP growth is calculated on a yearly basis. Total factor productivity growth was estimated from a constant returns to scale Cobb-Douglas production function with the capital share set at 1/3 and the labor share set at 2/3.
List of Countries: Australia, Austria, Belgium, Canada, Switzerland, Czech Republic, Germany, Denmark, Spain, Finland, France, United Kingdom, Greece, Hungary, Ireland, Iceland, Italy, Japan, Korea, Luxembourg, Mexico, Netherlands, Norway, New Zealand, Poland, Portugal, Sweden, Turkey, USA.
Appendix B. Robustness OLS
We performed additional robustness checks on the regressions results in (1). Our main results remain robust to these different specifications. Column (1) of Table B1 shows the results of restricting the sample to the manufacturing sector only. Column (2) includes a measure of FDI based on international firm level data from Dun and Bradstreet. Column (3) shows the results of using three year averages of the growth in value added. Finally, column (4) shows an alternative specification with industry TFP growth as the dependent variable and the ratio of FDI to the industry capital stock as the main regressor. Missing data for the industry-level capital stock for many countries significantly reduced the number of observations available to us.
Appendix C. Matching
Following Charlton and Davis (2006), we identify the probability that industry j is targeted by country i in time t using a logit model.
where F is the normal cumulative distribution function and D ijt is a full set of country, industry, and time dummies. We use the predicted probability, P ijt , as a monotone function to select comparison non-targeted observations for each targeted observation. The nearest neighbor, k, to each targeted observation is selected The success of matching techniques rests on our ability to predict the probability than an industry will be targeted. A good predictive model helps to support the conditional independence assumption implicit in propensity score matching. The industry-targeting survey contained questions covering the reasons for targeting and the reasons for adopting or dropping target industries. The three highest responses were industries in which the country had some comparative advantage, a large volume of FDI, and high export propensity.
Appendix Table C1 Notes: Number of industries corresponds to the 3 digit ISIC Rev. 3. FDI corresponds to Foreign Direct Investment Flows from OECD International Direct Investment Database. Dependence on external finance is the difference between investment and cash generated from operations in the U.S. following Rajan and Zingales (1998) . Skill data is the ratio of high skilled workers to other workers in German Industries. Notes: All regression are estimated by White's correction of heteroskedasticity. Standard errors are in parenthesis denoting *** 1%, ** 5%, * 10%. See Data Appendix for detailed explanation of all variables and sources. Industries are divided in (4) - (5) into low in and high external finance as defined by Rajan and Zingales (1998) ; and in (9) and (10) into low (blue collar) and high skills (white collar).
FDI and Finance FDI and Skills
Log FDI (1) and (2) into low in and high external finance as defined by Rajan and Zingales (1998) ; and in (3) and (4) into low (blue collar) and high skills (white collar). All regression are estimated by White's correction of heteroskedasticity. Standard errors are in parenthesis denoting *** 1%, ** 5%, * 10%. See Appendix A for detailed explanation of all variables and sources. 0.14 Notes: Panel A reports the two-stage least square estimates, instrumenting foreign direct investment flows using the industry targeting variable and other controls. The dependent variable is the growth in industry value added (5 year averges). Panel B reports the corresponding first stage. Panel C resports the diagnostic tests. All regression are estimated by White's correction of heteroskedasticity. Standard errors are in parenthesis denoting *** 1%, ** 5%, * 10%. Column (3) add investment promotion as an exogenous regressor. See Appendix A for detailed explanation of all variables and sources. 
