Phasic increases and decreases in dopamine (DA) transmission encode reward prediction errors thought to facilitate reward-related learning, yet how these signals guide action selection in more complex situations requiring evaluation of different reward remains unclear. We manipulated phasic DA signals while rats performed a risk/reward decision-making task, using temporally discrete stimulation of either the lateral habenula (LHb) or rostromedial tegmental nucleus (RMTg) to suppress DA bursts (confirmed with neurophysiological studies) or the ventral tegmental area (VTA) to override phasic dips. When rats chose between small/certain and larger/risky rewards, LHb or RMTg stimulation, time-locked to delivery of one of these rewards, redirected bias toward the alternative option, whereas VTA stimulation after nonrewarded choices increased risky choice. LHb stimulation prior to choices shifted bias away from more preferred options. Thus, phasic DA signals provide feedback on whether recent actions were rewarded to update decision policies and direct actions toward more desirable reward.
INTRODUCTION
Dopamine (DA) plays an essential role in facilitating various motoric, motivational, and cognitive functions. A notable feature of DA signaling in striatal regions such as the nucleus accumbens (NAc) is that it is segregated into different compartments regulated by distinct modes of transmission (Floresco et al., 2008a; Grace, 1991; Grace et al., 2007) . Extrasynaptic, or ''tonic'', DA represents a pool that changes on slower time scales (minutes). In contrast, ''phasic'' signaling comprises a more temporally restricted signal (<1 s) mediated by burst firing of DA neurons. Phasic DA signaling has been the focus of intense inquiry, driven by observations that midbrain DA neurons in the ventral tegmental area (VTA) encode reward prediction errors. Phasic DA bursts occur in response to unexpected reward or rewardpredictive stimuli (Schultz et al., 1997) and are driven by excitatory inputs from regions such as the pedunculopontine tegmental nucleus (PPTg) and medial prefrontal cortex (mPFC) (Floresco et al., 2003; Lokwan et al., 1999; Murase et al., 1993; Overton et al., 1996) . Conversely, omissions of expected reward (i.e., negative prediction errors) induce phasic suppression (or ''dips'') in DA firing Hikosaka, 2007, 2009; Schultz, 1998) .
Recent studies have identified neural circuits incorporating the lateral habenula (LHb) as a key mediator of DA phasic dips. Single-pulse LHb stimulation inhibits DA neuron firing, resembling phasic dips associated with reward omissions (Christoph et al., 1986; Ji and Shepard, 2007) . This inhibitory control is mediated through disynaptic circuits linking glutamatergic LHb outputs to the rostromedial tegmental nucleus (RMTg), which in turn sends GABAergic input onto DA cells (Jhou et al., 2009a; Lammel et al., 2012) . Moreover, LHb neurons in monkeys encode reward prediction errors in a manner opposite that of DA cells. LHb cells fire phasically after reward omission or receipt of smaller rewards, whereas unexpected larger reward induce brief suppression in activity (Bromberg-Martin and Hikosaka, 2011; Hikosaka, 2007, 2009) .
Phasic DA bursts and dips are thought to subserve teaching signals that facilitate reward-related learning and highlight incentive salience of environmental stimuli (Lesaint et al., 2014; Steinberg et al., 2013) . However, DA also regulates more complex functions related to action selection within the context of cost/ benefit decision making. Pharmacological reductions of DA disrupt biases for larger yet more costly reward compared to smaller cheaper ones. These costs include waiting longer or working harder to obtain reward (Floresco et al., 2008b; van Gaalen et al., 2006; Salamone et al., 1994; Zeeb et al., 2010) or, in particular, situations where larger rewards are associated with uncertainty or risk St. Onge et al., 2011; Stopper et al., 2013) . Neurochemical studies have alluded to potential roles for tonic and phasic DA transmission in risk/reward decision making. Fluctuations in tonic NAc DA integrate multiple types of information related to decision making, including the relative amount of reward uncertainty, choice behavior, and long-term changes in reward availability (St. Onge et al., 2012a) . On the other hand, phasic NAc DA signals measured with voltammetry track choice outcomes during risk/ reward decision making. Larger versus smaller reward trigger proportional increases in DA, and reward omissions temporarily suppress DA levels (Sugam et al., 2012) . In addition, phasic DA signals prior to action selection appear to encode the expected availability of larger/more-preferred reward (Day et al., 2010; Sugam et al., 2012) .
These above-mentioned findings suggest phasic DA signaling may aid in cost/benefit decision making, yet they are ultimately correlative in nature, and the specific contribution of phasic bursts and dips of DA neural activity to guiding action selection remains unclear. Pharmacological manipulations of DA disrupt phasic and tonic signaling nonselectively and cannot clarify the specific contribution of phasic (or tonic) DA signaling to these processes. Alternatively, more precise manipulation of phasic events may provide more penetrating insight into how these signals modify action selection and volitional choice. To this end, we used brief, temporally precise trains of electrical stimulation to the LHb or the VTA as a tool to mimic and override natural phasic signals that occur when rats choose between smaller/ certain and larger/uncertain rewards. In addition, we also probed how similar stimulation of the LHb may suppress spontaneous VTA DA neuron activity and whether this could override phasic increases in firing driven by excitatory afferents.
RESULTS

LHb Stimulation Overrides Evoked Firing of DA Neurons
Single-pulse stimulation of the LHb robustly inhibits spontaneous firing of VTA DA neurons (Christoph et al., 1986 ; Ji and (C) Group-data peristimulus histograms depicting the average instantaneous firing rates from putative DA neurons before and after train stimulation of the LHb (1-ms bins). Some DA neurons exhibited a complex response to 100 Hz, 20-pulse train stimulation of the LHb. These cells were gradually inhibited during the train and then displayed rebound excitation followed by a lengthy inhibition. Inset displays firing rates of individual cells during baseline and during two epochs poststimulation. Grey lines display data from cells that were not inhibited post stimulation. (D) In another group of DA neurons, spontaneous activity was completely inhibited by LHb stimulation. (E) A shorter, four-pulse train to the LHb also inhibited spontaneous DA neuron activity. Insets for (D) and (E) display firing of individual cells during baseline versus 0-50 ms poststimulation. Shepard, 2007 ). Yet it was unclear whether stimulation of the LHb that resembles natural phasic bursts occurring after omissions of expected reward exerts a similar effect. In one set of experiments we probed how brief trains of LHb stimulation (20 pulses at 100 Hz, 700 mA) affected spontaneous firing recorded from putative VTA DA neurons in anesthetized rats ( Figures 1A and 1B) . These stimulation parameters were chosen because (1) they resembled the elevated firing rates of LHb neurons occurring after expected reward omissions, which can sometimes exceed 150 Hz (Hong et al., 2011; Matsumoto and Hikosaka, 2007) , and (2) similar patterns of stimulation have been shown to be effective at altering avoidance learning (Shumake et al., 2010) .
We recorded from ten putative DA neurons (five rats; Figure 1A , inset) that displayed stable spontaneous activity (mean firing rate = 5.5 Hz). Delivery of 20-pulse, 100 Hz trains to the LHb induced a marked reduction in firing in all cells during stimulation ( Figures 1C and 1D ). Eight of these ten cells also displayed a complete suppression of firing for some period after the end of the train, lasting 50-150 ms. Four of these cells showed a biphasic effect, with an initial excitation followed by quiescence (F(2,6) = 8.21, p < 0.05; Figure 1C ). The increased firing was driven most prominently by two of these four cells ( Figure 1C , inset) and appeared as a rebound from prolonged inhibition that occurred during delivery of the train. Four other cells displayed complete cessation of firing after the last pulse and persisted for at least 50 ms (t(3) = 4.78, p < 0.05; Figure 1D ). Similar effects were observed in a separate group of cells (n = 6, three rats) that received a shorter four-pulse, 100 Hz train to the LHb. This inhibited spontaneous activity in five neurons for $100 ms (t(4) = 5.00, p < 0.01; Figure 1E ).
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Phasic Dopamine and Risk/Reward Decision Making A more pertinent question was whether LHb stimulation could attenuate phasic increases in DA neuron firing driven by afferent excitatory inputs. To this end, we recorded from other DA cells that were excited by PPTg or mPFC stimulation (Figures 2A and 2D) , two key inputs that can drive phasic firing of DA neurons (Enomoto et al., 2011; Floresco et al., 2003; Murase et al., 1993) . Here, we stimulated the LHb with the shorter four-pulse train, as this allowed for more stable recordings when investigating the interactions between different VTA inputs. Seven cells (four rats) displayed short-latency ($5 ms) increases in firing following PPTg stimulation (p < 0.001; Figure 2B ). LHb train stimulation immediately prior to PPTg stimulation abolished or markedly attenuated this effect (interaction: F(1,5) = 103.46, p < 0.01; Figure 2C) . Another group of cells excited by mPFC stimulation (four cells, two rats) displayed responses at slightly longer latencies (16 ms) with elevations in their instantaneous firing rate persisting for $100 ms (p < 0.05; Figure 2E) . In all of these cells, mPFC-evoked responses were inhibited by LHb stimulation (F(1,3) = 87.84, p < 0.01; Figure 2F ). Thus, train stimulation of the LHb can override firing evoked by excitatory inputs from either the PPTg or the mPFC. It follows that similar stimulation in awake, behaving animals would be effective at suppressing naturally occurring bursts of DA neuron activity associated with reward delivery, as may occur during risk/reward decision making.
Decision Making
To assess how temporally discrete manipulation of phasic DA signaling could influence reward-related action selection, we trained rats on a probabilistic discounting task where they chose between a small/ certain one-pellet reward and a large/risky reward (four pellets). Previous studies using similar assays have revealed that this form of decision making is sensitive to reductions in mesoaccumbens DA transmission, with blockade of D 1 receptors reducing risky choice (Stopper et al., 2013) . For each daily session, the odds of obtaining the larger reward were initially 50% and then shifted to 12.5%. Rats were trained for $25 days before being implanted with stimulating electrodes in regions of interest (LHb, RMTg, or VTA), retrained, and then receiving stimulation tests.
LHb Stimulation after Rewarded Choices Redirects Risk/Reward Decision Biases
In these types of choice situations, receipt of a larger reward (a ''win'') after selection of the risky option causes robust increases in phasic DA signaling in the NAc, whereas selection of a smaller/certain option yields a comparatively smaller increase in phasic DA (Sugam et al., 2012) . We sought to ascertain how these outcome-related phasic DA signals may influence Neuron Phasic Dopamine and Risk/Reward Decision Making Figure 3A ). We used 20-pulse rather than 4-pulse pulse trains (100 Hz) to maximize the likelihood that the inhibitory effect of LHb stimulation on DA neuron activity would overlap with increases in phasic firing occurring during reward delivery.
In one experiment, LHb stimulation was delivered after rewarded risky choices ( Figure 3B ). In 11 rats with accurate placements, this stimulation markedly shifted choice away from the large/risky option (F(1,10) = 11.25, p < 0.01; Figure 3C ). These effects on choice were not accompanied by changes in response latencies or trial omissions (all Fs < 1.83, n.s.; Table 1 ). We also analyzed ''win-stay'' and ''lose-shift'' tendencies to determine whether this decrease in risky choice was attributable to altered reward-or negative-feedback sensitivity, respectively (Figure 3D) . LHb stimulation decreased win-stay tendencies (i.e., selecting the risky option after a rewarded risky choice; F(1,10) = 7.49, p < 0.05). Interestingly, this manipulation also increased lose-shift behavior (i.e., shifting to the small/certain option after a nonrewarded risky choice; F(1,10) = 5.03, p < 0.05). Thus, stimulation of the LHb during receipt of the large reward led to a shift in preference away from the large/risky option following any risky choice.
The effect of microstimulation after risky wins on choice was anatomically specific to sites localized within the LHb, as stimulation at adjacent sites (hippocampal or thalamus, Figure 3A , gray squares) did not affect choice (F(1,2) = 0.32, n.s.; Figure 3C , inset). Furthermore, the effects of reward-contingent LHb stimulation on action selection were critically dependent on the timing of stimulation. In a separate experiment, eight rats received identical patterns of stimulation after risky wins, but trains were delivered on a random interval 6-14 s after reward delivery ( Figure 4A ), a time point where reward-related increases in DA would have subsided (Sugam et al., 2012) . Here, LHb stimulation did not alter choice (all Fs < 1.5, n.s. Figure 4B ) or other behavioral measures (all Fs < 2.8, n.s.; Table 1 ).
The effects of ''risky wins'' stimulation were particularly striking when juxtaposed to those obtained from a nonstimulation probe test, during which the odds of obtaining the large reward were set to 0%. The rationale here was that if alterations in choice induced by LHb stimulation reflected a disruption of signals indicating reward receipt, then omitting these rewards entirely during a probe test should cause a similar change in behavior. Ten rats used for the various stimulation experiments were retrained on standard task for 5 days before receiving this probe. Despite their extensive experience with the large/ risky option sometimes delivering reward, we observed that complete omission of this reward over the entire session caused a rapid adjustment in behavior, reducing choice of the risky option (F(1,9) = 30.85, p < 0.001; Figure 3E ), similar to effects induced by reward-contingent LHb stimulation.
In a symmetrical experiment, the LHb was stimulated after rats selected the small/certain option and received smaller reward (n = 8; Figure 3F ). This shifted choice away from the small/certain option and toward the risky one, mirroring the effect observed when we stimulated the LHb after risky wins ( Figure 3G ). This was most prominent during the 12.5% block, where rats normally selected the small/certain reward option more frequently (stimulation x block interaction (F(1,7) = 11.39, p < 0.05)). However, LHb stimulation did not alter win-stay (baseline = 52% ± 6%; stimulation = 66% ± 8%; F(1,7) = 2.21, n.s.) or lose-shift tendencies (baseline = 45% ± 6%; stimulation = 41% ± 7%; F(1,7) = 2.53, n.s.). LHb stimulation increased response latencies (F(1,7) = 5.80, p < 0.05; Table 1 ) but did not affect omissions (F < 3.38, n.s.; Table 1 ).
These results were complemented by those of another probe test, wherein the smaller reward was never delivered after choice of the small/certain option, although the contingencies of the risky option remained the same. Here, rats shifted their bias away from the small/certain option and toward the large/ risky one (F(1,9) = 5.19, p < 0.05; Figure 3H ) in a manner similar to animals receiving LHb stimulation after small/certain choices.
(D) LHb stimulation after a risky win decreased reward sensitivity (i.e., win-stay tendencies) and increased sensitivity to reward omissions (lose-shift tendencies). (E) Setting the large reward probability to 0% during nonstimulation probe tests reduced risky choice in a manner similar to LHb stimulation after a risky win. (F) ''Small/certain'' stimulation protocol. Here, 40 pulses were given during delivery of the single pellet. (G) ''Small/certain'' stimulation increased risky choice when the odds of receiving the large reward were low (12.5%). (H) Setting the small reward probability to 0% during nonstimulation probe tests increased risky choice in a manner similar to LHb stimulation after choice of the small/certain option (*p < 0.05; **p < 0.01 versus baseline). 
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Another experiment was conducted to determine whether reward-contingent LHb stimulation affected preference for larger versus smaller reward when both were delivered with 100% certainty. Seven rats were trained on a simpler reward magnitude discrimination, wherein they chose between a smaller (one-pellet) versus larger (four-pellet) reward, both delivered with 100% certainty. After $9 days of training, rats showed strong preferences for the larger reward. On test days, they received LHb stimulation contingent with delivery of the larger reward, similar to the ''risky wins'' experiment. Despite the fact that under these conditions rats received considerably more trains of stimulation (36.5 ± 1) compared to the risky wins experiment (9.5 ± 1), largereward-contingent LHb stimulation did not alter choice on this task (F(1,6) = 3.98, n.s.; Figures 4C and 4D ). Stimulation increased choice latencies, (F(1,6) = 22.44, p < 0.005; Table 1 ). Yet, the lack of effect on action selection in this experiment suggests that this pattern of LHb stimulation does not disrupt more general preferences for larger reward and that the effects on choice during risk/reward decision making is likely not attributable to nonspecific deficits in motivational, motoric, or discrimination processes.
RMTg Stimulation Mimics Effects of LHb Stimulation
The LHb can suppress DA neuron activity via disynaptic pathways linking glutamatergic outputs to the RMTg, which in turn sends GABA projections onto VTA DA neurons (Jhou et al., 2009a; Lammel et al., 2012) . To assess whether LHb stimulation influenced risky choice via these pathways, another group of rats implanted with electrodes in the RMTg were trained and tested on the probabilistic discounting task. In five rats (Figure 5A ), RMTg stimulation following risky wins decreased risky choice (F(1,4) = 9.52, p < 0.05; Figures 5B and 5C), similar to the effect induced by identical patterns of LHb stimulation. Other performance variables were unaffected (all Fs < 5.69, n.s.; Table 1 ).
VTA Stimulation after Losses Promotes Risky Choices
LHb or RMTg stimulation coinciding with rewarded outcomes during decision making caused rats to behave as if a particular action did not yield a reward, shifting their choice bias toward the alternative option. We attribute these effects to occlusion of phasic increases in DA signaling linked to reward delivery. On the other hand, it is well-established that reward omissions result in phasic dips in DA activity during both simpler Pavlovian settings and more complex forms of decision making (Roesch et al., 2007; Schultz et al., 1997; Sugam et al., 2012 ). Yet, how these phasic dips influence subsequent action selection remains unclear. Thus, we sought to determine how overriding phasic DA dips linked to reward omissions, via stimulation of the VTA, might shift decision biases after nonrewarded risky choices.
Stimulation of the VTA (n = 9; Figure 6A ) immediately following a risky ''loss'' increased risky choice (F(1,8) = 9.19, p < 0.05; Figures 6B and 6C) . This effect was driven by a selective reduction in lose-shift (F(1,8) = 6.49, p < 0.05; Figure 6D ), but not win-stay, behavior (F(1,8) = 0.47, n.s.). This reduction in sensitivity to reward omissions is in keeping with the fact that VTA stimulation occurred only when a choice did not yield a reward. Other performance measures were unaffected (all Fs < 1.0, n.s.; Table 1 ).
In a subsequent experiment, nine rats were trained on the standard task for 5 days before receiving a no-stimulation probe test during which the large reward odds were set to 100% for the entire session. Here, rats behaved in a manner similar to those receiving VTA stimulation after a risky loss, selecting the risky option more often, although the analysis of these data only yielded a trend toward significance (F(1,8) = 4.17, p = 0.075; Figure 6E) . Viewed collectively, these data suggest that brief VTA stimulation delivered after nonrewarded actions shifts choice biases toward larger, uncertain reward. By extension, this suggests that phasic dips in DA neuron activity also convey important short-term information about nonrewarded actions that affects the subsequent direction of choice. LHb stimulation was delayed 6-14 s after a risky win, rather than occurring during reward delivery. (B) ''ITI'' stimulation did not influence choice, suggesting that the ability of outcome-contingent stimulation to bias choice is dependent on the timing of stimulation relative to reward delivery. (C) In a separate experiment, rats were trained on a reward magnitude discrimination task, where they chose between a small and large reward, both delivered with 100% probability. Here, the LHb was stimulated in conjunction with delivery of each of the four pellets. (D) LHb stimulation did not affect preference for larger, cost-free reward.
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LHb Stimulation Prior to Action Selection Shifts Choice Preference In addition to encoding decision outcomes, phasic NAc DA also increases prior to a choice, with larger increases associated with expected availability of larger/more-preferred reward (Day et al., 2010; Gan et al., 2010; Sugam et al., 2012) . Whether these prechoice phasic signals reflect mere anticipation of upcoming reward or actually contribute to biasing choice is unknown. To investigate this, we stimulated the LHb with 100 Hz, 40-pulse trains delivered 1 s prior to lever insertion on all free-choice trials ( Figure 7A ). This stimulation decreased risky choice (n = 7; F(1,6) = 9.50, p < 0.05; stimulation x block interaction: F(1,6) = 4.77, p = 0.07). As apparent in Figure 7B , LHb stimulation was effective at reducing risky choice primarily during the 50% block, when rats displayed a strong bias for the risky option. This effect on action selection was driven by reduced tendency for rats to follow a risky win with another risky choice (F(1,6) = 9.15, p < 0.05), whereas lose-shift behavior was unaffected (F(1,6) = 0.0, n.s.; Figure 7C ). Prechoice LHb stimulation increased choice latencies (F(1,6) = 14.22, p < 0.01; Table 1 ) and caused a slight increase in trial omissions (F(1,6) = 7.39, p < 0.01; Table 1 ).
Closer inspection of the individual data revealed that, under baseline conditions, two rats strongly preferred the risky option over the entire session. The remaining five rats showed more optimal shifts in choice that tracked the utility of each option, selecting the four-pellet option more during the 50% block, and the small/certain option more when large-reward odds were 12.5%. Despite the relatively small number of subjects, we reanalyzed choice data incorporating group (risky-preferring versus optimizers) as an additional between-subjects factor. This analysis revealed a group x stimulation x block interaction (F(1,5) = 13.37, p < 0.05). As displayed in Figure 7D , prechoice LHb stimulation markedly reduced choice of the risky option across all trial blocks in ''risky-preferring'' rats (p < 0.05). In comparison, LHb stimulation in ''optimizers'' reduced risky choice during the 50% block (p < 0.05; Figure 7E ). These same rats selected the small/certain option more during the 12.5% block under baseline conditions. Yet, prechoice stimulation actually caused a slight increase in preference for the large/risky option (baseline = 22% ± 3%; stimulation = 29% ± 3%), although this effect was not statistically significant (p = 0.13). Taken together, these findings suggest that during risk/reward decision making, LHb stimulation interferes with action selection directed toward more preferred options, particularly when they are associated with larger reward.
DISCUSSION
The discovery that phasic DA activity encodes reward prediction errors sparked extensive neurophysiological, neurochemical, and computational research on how these signals contribute to reward-related associative learning. Although these studies have advanced our understanding of how such transmission may represent a teaching signal supporting reinforcement learning, much of this work has either been correlational in nature or used temporally imprecise pharmacological manipulations, rendering it difficult to establish causal roles for these discrete signals in modulating behavior. Attempts at addressing these issues have used selective stimulation of DA neurons to suggest that these signals can either support learning on their own (Ilango et al., 2014; Kim et al., 2012; Stamatakis et al., 2013) or interfere with Pavlovian reward learning in a manner consistent with temporal differences reinforcement learning theories (Steinberg et al., 2013) . However, in addition to promoting relatively simple associative learning, DA also facilitates reward seeking in more dynamic and complex situations, such as those requiring evaluation of the relative value of potential outcomes associated with different actions (Floresco, 2013; Floresco et al., 2008a; Salamone et al., 1994) . How phasic DA signals aid in guiding volitional action selection in these contexts remains poorly understood (Niv and Schoenbaum, 2008) .
To address these questions, we used stimulation of the LHb, RMTg, or VTA as tools to exert temporally specific control over phasic DA activity. Neurophysiological studies confirmed that LHb stimulation inhibited spontaneous firing of a substantial proportion of putative VTA DA neurons (Christoph et al., 1986; Ji and Shepard, 2007) and, importantly, suppressed firing driven by excitatory input. We then used this approach to manipulate naturally occurring phasic DA signals associated with different phases of risk/reward decision making, using a task where rats chose between larger reward delivered with varying probabilities and smaller/certain ones. Choice behavior in these situations is exquisitely sensitive to manipulations of mesocorticolimbic DA (St. Onge et al., 2011; Stopper et al., 2013) . In devising our experiments, we drew on findings from studies using subsecond monitoring of NAc DA release during risk/reward decision 
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Phasic Dopamine and Risk/Reward Decision Making making (Sugam et al., 2012) to stimulate these nuclei during events known to increase or decrease DA activity and ascertain how these phasic signals contribute to choice behavior.
Outcome-Contingent Manipulation of Phasic DA Signals
Activation of the LHb coinciding with rewarded choices markedly affected subsequent action selection. Stimulation during delivery of larger, uncertain reward shifted bias toward the smaller/certain option, irrespective of whether rats were rewarded on the preceding trial. Conversely, stimulation when the smaller reward was delivered caused the opposite effect, increasing choice of the large/risky option. The LHb sends projections to a variety of subcortical nuclei, and the present experiments cannot definitively isolate the specific serial or parallel pathways through which these effects may be mediated (Hikosaka et al., 2008; Lecourtier and Kelly, 2007) . Nevertheless, several lines of evidence support the contention that they were driven at least in part through actions on DA. The fact that RMTg stimulation induced comparable alterations in decision biases suggests LHb stimulation likely activated excitatory LHb-RMTg projections, which in turn send inhibitory GABA input to VTA DA neurons (Jhou et al., 2009a (Jhou et al., , 2009b Lammel et al., 2012; Stamatakis and Stuber, 2012) . Furthermore, alterations in choice were critically dependent on the timing of LHb stimula- (E) Setting the large/risky reward probability to 100% during nonstimulation probe tests tended to increase risky choice in a manner similar to VTA stimulation after nonrewarded risky choices. tion relative to reward delivery. Stimulation during periods when reward-related increases in DA activity would have subsided (6-14 s after reward delivery) was ineffective at altering choice.
Our neurophysiological studies showed that the spontaneous firing of a small proportion of VTA DA neurons was increased upon stimulation termination, followed by a prolonged inhibition. However, in all instances, DA neuron firing was attenuated during stimulation. This ensured that DA activity was attenuated for nearly 200 ms after reward delivery, when phasic DA bursts would be expected to occur. In addition, it is possible that LHb stimulation may have caused a complete suppression of neural activity, resembling a DA negative prediction error. Although we cannot rule out this possibility completely, it is notable that stimulation was given during periods that would coincide with increased DA firing, and our neurophysiological studies revealed that LHb stimulation attenuated increased firing induced by PPTg stimulation without causing a complete suppression. Thus, it is reasonable to assume that the net effect of LHb stimulation would be a blunting rather than complete suppression of the phasic DA response.
In contrast to the above-mentioned findings, reward-contingent LHb stimulation did not alter preference for larger versus smaller reward, both delivered with 100% certainty. This important finding indicates that the effects of similar stimulation on risk/reward decision making are unlikely to reflect alterations in the perceived relative value of larger versus smaller reward or other nonspecific sensory/motor/motivational effects. This lack of effect is in keeping with previous findings showing that, unlike more complex forms of decision making, simple choices between larger, cost-free reward over smaller ones does not appear to be dependent on DA (Salamone et al., 1994; Stopper et al., 2013) . Note that reward-related phasic DA responses show comparable increases in magnitude when animals choose between larger versus smaller reward of equal cost (Roesch Neuron Phasic Dopamine and Risk/Reward Decision Making et al., 2007; Hart et al., 2014 ). Yet, the fact that LHb stimulation during receipt of the larger reward did not alter choice on this simpler task reveals that these signals do not always influence subsequent action selection. Instead, outcome-related phasic DA signals play a more selective role in modulating the direction of choice when an organism must evaluate the benefits and potential costs associated with different actions. This lack of effect further suggests that stable and well-learned action biases are less susceptible to modification by suppression of rewardrelated phasic increases in DA activity and that these manipulations may not be interpreted as reward prediction errors by downstream circuits. In these situations, prediction errors encoded by other brain systems may aid in modifying behavior (Niv and Schoenbaum, 2008) . The selective effect of rewardcontingent LHb stimulation on DA-dependent, but not DA-independent, action selection further supports the contention that these effects were mediated through suppression of DA activity.
Brief suppression of DA activity occurs after omission of expected reward in Pavlovian settings (Schultz, 1998; Schultz et al., 1997) or after unrewarded choices during decision making (Roesch et al., 2007; Sugam et al., 2012) . These phasic dips encode negative reward prediction errors that help modify learned stimulus-reward associations, as activation of DA neurons during omissions of expected reward retards extinction of appetitive Pavlovian conditioned responses (Steinberg et al., 2013) . We investigated whether these signals also aid in guiding action selection during risk/reward decision making by stimulating the VTA after nonrewarded risky choices, overriding DA phasic dips associated with these events. This had a pronounced effect, as rats were more likely to play risky after nonrewarded risky choices and showed reduced sensitivity to reward omissions.
The results of our outcome-contingent stimulation experiments were further complemented by those from nonstimulation probe tests where we changed the reinforcement contingencies associated with different options. When risky or certain choices were never rewarded, preference shifted to the alternative option, a pattern of behavior similar to the effects of reward-contingent LHb/RMTg stimulation. Likewise, when the risky option now always yielded larger reward, rats chose it more often, behaving in a manner similar to those receiving VTA stimulation after nonrewarded risky choices. Juxtaposition of these two sets of findings suggests that outcome-contingent stimulation of these nuclei appeared to provide false information and tricked action selection systems to respond as if a reward had not been received (when it had) or vice versa. In essence, temporally specific manipulation of these signals enabled us to exert remote control over the choice an animal would make at its next opportunity. These findings suggest that phasic DA bursts and dips convey short-term feedback information about recent action outcomes that increase or decrease the likelihood that those actions are selected again (Schultz, 2013) . Recent studies using temporally discrete manipulation to identify causal roles for these signals have focused on how activation of DA neurons affect relatively simpler forms of associative learning, increasing the likelihood of singular responses or retarding their extinction (Adamantidis et al., 2011; Steinberg et al., 2013) . The present results expand on these findings, showing that suppression of reward-related phasic bursts and overriding dips following nonrewarded actions can rapidly redirect reward seeking in more complex and dynamic situations involving selection between competing actions associated with different costs and benefits. However, for more stable and well-learned choice biases, these dopaminergic signals do not appear to act as reward prediction errors that can modify choice. The NAc is a likely recipient of these signals associated with risk/reward decision outcomes, given its role in influencing choice during cost/benefit decision making (Cardinal et al., 2001; Ghods-Sharifi and Floresco, 2010; Stopper and Floresco, 2011) and that manipulations of NAc DA interfere with risky choice (Stopper et al., 2013) . Reward-associated DA bursts may induce short-term increases in the strength of particular striatal synapses involved in action selection, such as those incorporating input from the amygdala (Floresco et al., 2001; St. Onge et al., 2012b) . Plasticity induced by DA bursts concomitant with patterns of activity associated with a rewarded choice may modify these circuits so that they are more likely to display similar patterns of activity at the next decision opportunity (Humphries and Prescott, 2010) . Conversely, even though it is unclear how dips in phasic DA influence activity in downstream target regions, it is possible that (D) Data from a subset of rats (n = 2) that showed a strong preference for the risky option irrespective of reward probabilities. Here, prechoice LHb stimulation reduced risky choice over the entire session. (E) Another subset of rats (n = 5) displayed more optimal decision making, choosing the risky option more or less when reward probabilities were high or low. In this group, prechoice stimulation reduced risky choice in the higher probability block and caused a trend toward increased risky choice during the lower probability block (p = 0.128) (+p < 0.05).
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Phasic Dopamine and Risk/Reward Decision Making these events may depotentiate certain synapses after nonrewarded actions, allowing for exploration of alternative choices. Future studies using temporally precise optogenetic silencing of DA neurons in different terminal regions should provide additional insight into neural circuitry through which phasic signaling mediates decision making.
Prechoice Phasic DA Signals Brief increases in DA neural firing or mesoaccumbens DA occur during presentation of reward-predictive stimuli (Flagel et al., 2011; Schultz, 1998; Schultz et al., 1997) and also prior to choosing between reward of varying magnitudes, costs, and/or uncertainty (Day et al., 2010; Gan et al., 2010; Morris et al., 2006; Roesch et al., 2007; Sugam et al., 2012) . These latter types of signals appear to encode the value of the best available option so that in choice situations the response is maximal irrespective of the specific action ultimately chosen. Yet, how these signals may influence the direction of behavior is unknown. We observed that interfering with prechoice DA signals via LHb stimulation increased choice latencies, suggestive of a reduction in the incentive salience attributed to the manipulanda associated with reward (Danna et al., 2013; Flagel et al., 2011) . More intriguingly, prechoice stimulation also altered action selection. In the entire group of animals, LHb stimulation reduced preference for the larger/risky option during the 50% block, when this option had greater utility. Further partitioning of the data suggested that this manipulation appeared to disrupt expression of choice preferences guided by the perceived value of the two options, with this effect being most pronounced when animals normally preferred the option associated with the larger reward. Note that computations involved in determining which option may be more preferable and enacting these decision policies are likely mediated by prefrontal-amygdala circuits that in turn input to the NAc (St. Onge et al., 2012b) . What the present data suggest is that prechoice increases in DA facilitate the implementation of decision policies mediated by these circuits so that behavior may be directed toward more preferable reward (Morris et al., 2006) . This function may manifest through the ability of DA to augment NAc neural firing driven by inputs involved in determining when larger, costly reward may be more valuable, such as those from the amygdala (Ambroggi et al., 2008; Floresco et al., 2001; Ghods-Sharifi et al., 2009; St. Onge et al., 2012b; Sugam et al., 2014) .
Complementary Modes of DA Signaling and Decision Making As opposed to phasic DA signaling, tonic DA levels in regions such as the NAc change on considerably slower timescales (sec to min). Contemporary theory has proposed that the absolute value of tonic DA provides an integrated estimate of the net rate of reward that can influence the vigor, and potentially the direction, of ongoing behavior (Niv et al., 2007) . Note that the means to selectively block tonic DA signaling are not currently available; pharmacological manipulations would induce nonspecific disruptions of both phasic and tonic DA signaling. However, microdialysis studies measuring changes in tonic DA during decision making have provided some insight into how this signal may contribute to these processes. Thus, dynamic fluctuations in tonic NAc DA appears to integrate multiple types of information used to guide risk/reward decision making, including reward uncertainty, choice behavior, and changes in reward availability over time (St. Onge et al., 2012a) . The present findings suggest that DA phasic bursts and dips play separate yet complementary roles that, in conjunction with tonic DA, may form a system of reward checks and balances. Outcome-related phasic DA signals provide real-time feedback on whether or not recent actions were rewarded to rapidly update a decision maker's framework for subsequent action selection. As these signals are integrated by other nodes of DA decision circuitry to establish and modify choice biases, phasic increases in DA prior to a choice promotes expression of preferences for more desirable options. In comparison, slower fluctuations in tonic DA may provide a longerterm accounting of reward histories and average expected utility so that individual outcomes are not overemphasized, ensuring that ongoing decision making proceeds in an efficient, adaptive, and more rational manner. Working in concert, these distinct modes of DA transmission may harmonize to refine reward seeking, with tonic DA providing a rhythm whose tempo represents a rate meter of reward, and melodic variations in phasic DA articulating the outcomes of recent choices and biasing the direction of subsequent ones.
EXPERIMENTAL PROCEDURES Animals
Male Long Evans rats (Charles River) weighing 250-500 g at the beginning of experiments were given 1 week to acclimatize to the colony upon arrival. Rats used for neurophysiological studies were provided with food ad libitum. Those in the behavioral experiments were restricted to 85%-90% of free feeding weight for 1 week before training. Feeding occurred at the end of the experimental day; body weights monitored daily. All testing was in accordance with the Canadian Council on Animal Care and the Animal Care Committee of the University of British Columbia.
Neurophysiological Recordings
Anesthetized rats were implanted with bipolar stimulating electrodes (David Kopf) in the LHb (coordinates, in mm: AP = À3.8 [bregma]; ML = +0.8 [midline]; DV = À4.7 mm [cortex]) (Paxinos and Watson, 2005) and, in some experiments, in the PPTg (AP = À8.0; ML = +1.8; DV = À6.4) and mPFC (AP = +3.2; ML = +0.7; DV = À3.8). Extracellular single-unit activity of putative VTA DA neurons were obtained with glass microelectrodes, lowered via a microdrive (À5.1 to 5.5 mm from bregma, 0.6 to 1.0 mm lateral, À6.5 to 8.5 from brain surface).
Vertical passes of the electrode (200 mm apart) were made through the VTA with the low-end filter set at 50-100 Hz. Putative DA neurons (see Supplemental Experimental Procedures, available online) were isolated and baseline spontaneous activity was recorded, after which the LHb was stimulated with trains of monophasic 0.2 ms pulses (20 or 4 pulses delivered at 100 Hz, 700 mA). We delivered 25-50 pulse trains to generate peri-stimulus time histograms, used to determine how stimulation affected the activity of the cell. When a neuron was inhibited by LHb stimulation, we then assessed whether this could suppress increases in firing evoked by single-pulse stimulation of the PPTg (700 mA) or mPFC (1000 mA). For cells excited by the PPTg or mPFC, we then ran sweeps where we stimulated the LHb (four-pulse trains at 100 Hz), followed by a single pulse to the PPTg/mPFC 10 ms after the end of the train. Additional information on surgery, recordings, and data analysis is presented in the Supplemental Experimental Procedures.
Behavioral Tasks
Testing occurred in operant chambers (Med Associates) fitted with two retractable levers on either side of a central food receptacle where 45 mg reward pellets (Bioserv) were delivered by a dispenser (Stopper et al., 2013) .
Neuron
Phasic Dopamine and Risk/Reward Decision Making Rats were first trained to press retractable levers within 10 s of their insertion into the chamber over 5-7 days (St. Onge et al., 2012b) , after which they were trained on one of two decision making tasks. Probabilistic Discounting Risk/reward decision-making was assessed with a discounting task modified from one we have used previously (St. Onge et al., 2012b; Stopper et al., 2013) . Rats received daily sessions 5-7 days/week, consisting of 60 trials separated into blocks of 30 trials. Each block consisted of 10 forced-choice trials (one lever presented, five trials each, randomized in pairs), followed by 20 freechoice trials (both levers inserted). Each 40 min session began in darkness with both levers retracted (the intertrial state). Every 40 s, the houselight was illuminated and, 2 s later, one or both levers were inserted. One lever was designated the large/risky lever, the other the small/certain lever, which remained consistent throughout training (counterbalanced). No response within 10 s of lever insertion reset the chamber to the intertrial state (omission). Any choice retracted both levers. Choice of the small/certain lever always delivered one pellet; choice of the large/risky lever delivered four pellets with a probability that changed across blocks. The odds of obtaining four pellets after a risky choice were set to 50% for the first block (where the larger reward had greater utility) and 12.5% for the second (where the small/certain option was more advantageous). Latencies to choose were also recorded. Rats were trained until, as a group, they demonstrated stable baseline levels of choice (see Supplemental Experimental Procedures).
Probe Tests
After the stimulation experiments (described below), subsets of rats were subjected to one of three nonstimulation probe tests where we altered reward contingencies associated with the different options from those to which the rats had become accustomed. During the ''Large reward omission'' and ''Small reward omission'' probes, the probability of obtaining the larger reward after a risky choice or the smaller reward after a certain choice were set to 0%, respectively, over the entire session. A separate group received a ''Large reward @ 100%'' probe, wherein the risky option always delivered four pellets. For each probe, choice behavior was compared to data obtained from the preceding baseline day of training on the standard task (50%-12.5% large reward probability) (additional details provided in the Supplemental Experimental Procedures).
Reward Magnitude Discrimination
This task was used to confirm if alterations in choice biases were attributable to a general reduction in preference for larger reward, an aversive effect of response-contingent brain stimulation or some other form of nonspecific motivation or discrimination deficits. A separate group of rats implanted with LHb electrodes prior to training were trained and tested on a task consisting of 48 trials divided into four blocks, each consisting of two forced-and ten freechoice trials. As with the discounting task, choices were between a large four-pellet and smaller one-pellet reward, both delivered immediately with 100% certainty after a choice across the session.
Surgery
Groups of rats were trained until they displayed stable patterns of discounting. They were then provided food ad libitum for 1-3 days and anaesthetized with 100/7 mg/kg ketamine/xylazine and implanted with 0.15 mm diameter, unilateral bipolar stimulating electrodes (Plastics One) within concentric 26G stainless steel cannula aimed at the LHb (flat skull, mm from bregma: AP = À3.8; ML = ±0.8; DV = À4.7), VTA (AP = À5.3; ML = ±0.8; DV = À8.3), or RMTg (10 angle from ML plane; AP = À7.0; ML = ±1.0; DV = À7.6) using standard stereotaxic techniques. Electrodes were held in place with stainless steel screws and dental acrylic. Rats recovered for R7 days before retraining, during which they were handled $5 min each day and placed on food restriction.
Microstimulation
Details on the postsurgical retraining are provided in the Supplemental Experimental Procedures. A within-subjects design was used for all experiments. Microstimulation consisted of 100 Hz trains of biphasic constant current pulses (0.3 ms, 200 mA) using a PHM-15X current generator (Med Associates). These parameters were used for two reasons. First, similar stimulation of the LHb or VTA has been shown to be effective at altering certain forms of avoidance learning (Shumake et al., 2010) . Second, these train patterns were designed to mimic elevated firing rates observed from LHb and RMTg neurons following reward omission (>100 Hz; Hong et al., 2011; Matsumoto and Hikosaka, 2007) . The same patterns of stimulation were also administered to the VTA, the rationale being that higher-frequency activation would be required to override phasic inhibition of DA activity evoked by reward omission. Each type of stimulation test consisted of a 2-day sequence. During ''baseline'' sessions, rats were connected to the stimulator but no current was delivered. The following day, rats received a certain type of stimulation test (described below); performance during these tests was compared to the preceding baseline day. Rats typically received two of a particular type of test separated by 3-5 days of baseline training. Typically, data from two stimulation tests and preceding baseline days were averaged for the analysis, although some experiments had a considerable rate of attrition as a result of headcaps being damaged. As such, some rats did not receive each stimulation test.
One group of rats implanted with LHb electrodes received up to three types of reward-contingent stimulation tests. The order of these tests were counterbalanced across rats, with the caveat that each rat received two tests of a particular type before being retrained and subjected to another type of stimulation test. For ''risky win'' tests, the LHb was stimulated with four, 200 ms trains on forced and free-choice trials only when a rat selected the large/risky option and received reward, with each train coinciding with delivery of each of four reward pellets (rats trained on the reward magnitude discrimination also received this type of test). ''Small/certain win'' tests consisted of LHb stimulation (one, 400 ms train) coinciding with reward delivery on forced/free choice trials when the rat chose the small-certain option. To ascertain the temporal specificity of these effects of reward-contingent stimulations, a third ''intertrial interval'' (ITI) test served as a comparison to the ''risky win'' condition. Four, 200 ms trains (500 ms interval) were delivered on trials where the rat chose the risky option and received reward. However, these trains were initiated randomly during the ITI, 6-14 s after pellet delivery.
A second group implanted with RMTg electrodes received ''risky win'' stimulation in a manner similar to LHb stimulation. A third group implanted with VTA electrodes received 200 ms trains of stimulation only on forced/free choice trials when a rat selected the large/risky lever and did not receive reward. A fourth group received ''prechoice'' LHb stimulation. During each free-choice trial, a single 400 ms train was initiated 1 s after illumination of the houselight and terminating 0.6 s before the extension of the levers. Additional details on the data analyses are provided in the Supplemental Experimental Procedures.
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