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1. INTRODUCTION 
Let A = (aij) be an n by 12 matrix whose elements aij are 0 or 1. TWO 
such matrices A and B will be called equivalent (written A N B) if B can be 
obtained from A by permuting rows and columns, i.e., B = PAQ, where 
P and Q are permutation matrices. Denoting the permanent of A by per A, 
we observe that per A = per B whenever A N B. A classical theorem of 
Frobenius [I] and Kdnig [2] asserts that per A = 0 if and only if A is 
equivalent to a matrix B which contains an r by s rectangle of zeros, where 
r + s > n. This gives a characterization of all 0, l-matrices of permanent 0. 
In Section 2 we obtain analogous characterizations of all 0, l-matrices A 
with permanent 1, 2, or 3. For example, we show that per A = 1 if and 
only if A is equivalent to an upper triangular matrix B whose main 
diagonal elements are all 1. 
In Section 3 we prove that for any positive integer k, there exist 0, l- 
matrices A with per A = k. Defining the rank of apparition r(k) to be the 
minimum order of all such matrices A, we show that r(k) < 
Uog,(k - I>1 + 2. 
Finally, Section 4 contains a table of all integers k such that r(k) < 6; 
for each such k we list a matrix A of minimal order such that per A = k. 
This table was kindly calculated for us by Dr. L. D. Baumert of the 
Jet Propulsion Laboratory. 
* This research was supported in part by NSF Grant No. GP-29074. 
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2. MATRICES OF PERMANENT 1,2, OR 3 
It is clear that every IZ by IZ 0, l-matrix A of positive permanent is 
equivalent to a matrix whose main diagonal elements are all 1. Hence we 
may assume without loss of generality that A already has this property. 
We now associate to A a directed graph G with n vertices V, ,..., V, , 
whose edges are the vectors vi,z such that aii = 1. We note that by 
virtue of the above normalization, aii = 1, so G contains a “loop” z 
at each vertex Vi . 
By definition, we have 
where the sum is over all permutations 
Clearly the term a,,,azi, ... ani, is equal to 0 unless aljl = azje = *.. = 
anin = 1, in which case it is equal to 1. It follows from this that per A is 
equal to the number of permutations 
( 
1 2 ... n 
.A h *.- j, 1 
such that all the vectors zi (i = I,..., n) are edges of G. By our 
normalization, the identity is one such permutation. 
We now consider the case per A = 1. In this case we assert that G 
cannot contain any nontrivial (directed) cycle. 
For suppose there were such a cycle, say, V,V, ..* V,V, (a > 1) for 
definiteness. Then the permutation 7r = (1 2 ... a) would contribute to 
per A, giving per A > 2, a contradiction. The absence of nontrivial cycles 
in G enables us to define a partial order on its vertices by defining Vi < Vj 
to mean that there is a directed path in G from Vi to Vj . As is well-known, 
every partial order can be extended to a total order. We now relabel the 
vertices Vi so that this total order is the natural order, i.e., 
V, < V, < ..* < V, . This amounts to replacing A by an equivalent 
matrix B = PA Pt, where P is a permutation matrix. In the matrix 
B = (b,), there can be no element bi,j = 1 with i > j, for the corre- 
sponding edge G, of G would be a path from Vi to Vi, contradicting 
the fact that Vi > Vi . Hence B is an upper triangular matrix with 
diagonal entries equal to 1. We may state the result which we have now 
proved as follows. 
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THEOREM 1. If A is a 0, l-matrix, then per A 7 1 if and only if 
1 
1 * 
A- 1 **I. O ‘1 
Next consider the case per A = 2. In this case there is exactly one 
permutation 
( 
1 2 *.a n 
7T= 
A j2 *** 1 in ’ 
not the identity, such that all zzi (i = I,..., n) are edges of G. The 
permutation rr can be decomposed into a product of disjoint cycles. Only 
one of these cycles is nontrivial, for if, say, 
7r=(l 2... a)(a + 1 a + 2 *-- a + b) **a 
with 1 < a < b < n, then the permutations 
7-r’ = (1 2 ... a) and 7~” =(a+1 a+2 *.- a+b) 
would also contribute to per A, thus making per A > 4. 
We now define a partial order on the set of cycles C, , C, ,..., C, of rr 
(all but one of which are trivial, i.e., contain only one element) by putting 
Ci < Cj if there exists a directed path in G from some vertex of Ci to some 
vertex of Cj . (The easy verification that this is indeed a partial order will 
be omitted here.) As in the case per A = 1, we can extend this order to a 
total order, and then relabel the vertices of G so that the order in question 
is the natural order, i.e., C, < C, < ... < C,, . A further relabeling will 
insure that if the nontrivial cycle is C, and has length 1 > 1, then 
c, = c/-J, p + I,..., p + I - 1). All of this amounts to replacing A by 
a matrix B = P A Pt, where P is a permutation matrix. The matrix B can 
be written in block form as B = (Bij) (1 < i,,j < Y), where Bij = 0 for 
i > j, where Bii = (1) for i # p, and where 
. 
Summing all this up, we have the following theorem. 
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THEOREM 2. A 0, l-matrix A has permanent 2 if and only if 
A- 
l 
1 
0 
[ 0 1 0 1 --- 0 1 ..a .** 1 0 1
1 
1 
We next turn to the case per A = 3. The same reasoning used in the 
discussion of the case per A = 2 shows that if r is any nonidentity 
permutation contributing to per A, then r has exactly one nontrivial 
cycle. Clearly, there are exactly two such permutations, say, 7~~ and 7r2 _ 
Let C, and C, be the nontrivial cycles of 7rl and 7rz , respectively. We 
denote by ) C / the support of the cycle C, i.e., the set of integers moved 
by C. If 1 C, ( n ) C, 1 = ~?l, then rr1r2 would contribute to per A, and 
we would have per A > 4. Hence I C, 1 n 1 C, 1 f 0. By suitably 
numbering the vertices of G, we can suppose that C, = (1 2 **. a), 
1 E / C, ) n 1 C, 1, and nz(a) # 1 (since rrl # 7~~). Now let i be the least 
integer such that am # VI(i). Thus 1 < i < a, and j C, I n I C, I 2 
0, z..., ij. If the set S = ) C, j n I C, I - (1, 2 ,..., i> is nonempty, let j 
be its least element, and k the least integer > j such that r,(k) # r,(k). 
Thus 1 < i < j < k < a. Since 1 E ( C, 1, there exists a positive integer v 
such that VT&~) = 1. Consider the cycle 
C, = (1 2 -1. k rs(k) s,rz2(k) ... ql(k)). 
- 
Since all edges of the form I’, V, , where p = C,(A), belong to G, the cycle 
C, contributes to per A. Moreover, C, # C, , since C,(i) # C,(i). We thus 
obtain per A > 4, contradicting the hypothesis. Therefore / C, 1 n / C, 1 = 
(1, 2 ,..., i>, and the vertices of G can be numbered so that 
C,==(l 2 ... i a+1 a+2 ... a+b). 
If G’ is the subgraph of G whose edges are the loops K< (I[< h < a + b), 
and all 3; such that p = C,(h) or p = C,(h), then the matrix of G’ is 
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We now consider the class consisting of the l i i sets (1, 2 ,..., a + b}, 
{a + b + l},..., {n}. A partial order can be introduced into this classy 
saying that Si < Sj if there exist vertices V E Si and WE Sj such that VW 
is an edge of G. As before, we can extend this partial order to a total order 
and renumber vertices so that this order is the natural order. Then the 
I 1 1 1 1 . . i . . . . 1 . . . . 1 
a 1 1 
A’ = 
1 1  
1 1 
- 
matrix of ( 
B= 
s of the form 
1 
.- 
.- 
* 
1 
1 1 
1 . 
. . 
. 1 
1 
.- 
* 
* 
(2.1) 
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where the stars denote submatrices whose elements are arbitrary, and all 
elements not indicated by ones, stars, or dots are zero. On the other hand, 
it is trivial to check that per B = 3. We have therefore proved the following 
result. 
THEOREM 3. A 0, l-matrix A has permanent 3 if and only if A N B, 
where B is of the form (2.1). 
The methods used to prove Theorems l-3 can be extended to obtain a 
characterization of all 0, l-matrices A whose permanent is any given 
integer k. However, the characterization becomes increasingly cumbersome 
as k increases, and so we have arbitrarily stopped at k = 3. 
3. THE RANK OF APPARITION 
Let k be a given positive integer. We define the rank of apparition r(k) 
to be the least positive integer 12 for which there exists an n by II 0, l-matrix 
A with per A = k. The finiteness of r(k) is established by the following 
theorem. 
THEOREM 5. r(k) < [log,(k - I)] + 2 ifk > 2. 
Proof. Let m = [log,(k - I)], and put it = m + 2. Our task is to 
construct an n by IZ matrix A with per A = k. We can write k - 1 = 
Cz, aiF, where ai = 0 or 1. 
Consider a directed graph GI, with n vertices Vel , V, , VI ,..., V, . As 
directed edges of G, we take all z (i 3 j), and also the vectors v-1 
where ai = 1. For example, if k = 6, we obtain the following graph G,: 
l 
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Letting A be the corresponding matrix (where the rows and columns of A 
are labeled from -1 to m), we know from the considerations of Section 2 
that per A is equal to the number of permutations 
such that x is an edge of G for i = -l,..., m. 
Obviously every nontrivial cycle must pass through Vel. Therefore, 
except for the identity permutation, the permutations r in question are in 
one-to-one correspondence with the nontrivial cycles through Vel. If 
, 
such a cycle contains the edge G , it is of the form VV1 Vi V,V, -.* l’, VW1, 
where i > a > b > ... > e > 0. There are 2i choices for the subset 
ia, b,...,+ e} c (0, l,..., i - l}. Hence the number of cycles containing the 
edge V-,Vi is ai2j. Summing over i from 0 to m, we get EL0 a,2i = k - 1 
nontrivial cycles. Adding in the identity permutation, we find that 
per A = k, completing the proof. 
It is possible to strengthen Theorem 1 by considering separately the 
various possible residues of k (mod 6). To do this we first prove the 
following two theorems. 
THEOREM 6. If k = Z + 2[1/4] + 2 (I 3 l), then r(k) < [log, I] + 2. 
Proof. Construct the graph G1+l described in the proof of Theorem 5. 
The number of vertices of G$+, is [log, I] + 2. Now let Gi,, be the graph 
obtained from GI+, by adjoining the edge Kz. As in the proof of 
Theorem 5, there are 1 + 1 contributions to the permanent not involving 
the edge &g . To enumerate the permutations rr containing the cycle 
m0 and contributing to per A, write as before m = [log, Z], 
1 = CE, a,2i, and observe that the “rest” of rr is either the identity, or 
, 
contains just one nontrivial cycle of the form V-,ViV,V, *.. V,V-, , where 
i > 2, ai = 1, and i > a > b > .‘. > e >, 2. Thus there are 
1 + CL, ai2i-2 = 1 + [Z/4] such contributions. 
Finally, if rr has a cycle containing the path m , then QT consists of 
a single cycle of the form V,, V,V-, V,V,V, 1.. V, V, , where ad = 1, and 
a>b>..* > e > 2. The number of such cycles is xz2 ai2i-2 = [Z/4]. 
Thus the total number of permutations contributing to per A is 
1 + 1 + 1 + [Z/4] + [Z/4] = Z + 2[1/4] + 2, and the proof of Theorem 6 
is complete. 
THEOREM 7. Ifk = Z + 2[1/4] (I > l), then r(k) < [log, I] + 2. 
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Proof. Let G;,, be the graph defined in the proof of Theorem 6, and let 
Gy+,, be the graph obtained from Gi,, by deleting the loop s. The 
effect of this deletion is that the identity permutation and the cycle m0 
no longer contribute to per A, and therefore per A = 1 + 2[1/4]. 
The results of Theorems 6 and 7 can be recast in the following form. 
THEOREM 8. r,(k) < [log((2k + Q/3)] + 2 for k 3 3, where 6 = 0, 1, 
-4, -3, -2, or - 1 according ask = 0, 1,2,3,4 or 5 (mod 6). 
For example, if k = 6h, we set I = 4h = gk in Theorem 7 and find that 
I + 2[1/4] = 412 + 2h = k. Thus by Theorem 7, r,(k) < [log, #k] + 2. 
If k = 6h + 1, we set I = 4h + 1 and again apply Theorem 7, while if 
k=6h+j (j=2,3,4, or 5), we set 1=4h+j-2 and apply 
Theorem 6. 
On the other hand, we can obtain a trivial lower bound for r(k) by 
observing that if k > (n - I)! then r(k) 3 n. Combining this estimate 
with Theorem 5, one easily sees that log r(k) - log log k as k + co. 
However, we have found no asymptotic expression for r(k) itself. 
4. TABLES 
Table I lists all values of k such that r(k) < 6, and for each such 
integer k gives a matrix A of minimal order with per A = k. For conve- 
nience of printing, the entries of the matrix A = (aif) are written on a 
single line, in the order a11a12 ... a1na21a22 .. . a2,, ... anIan . . . arm . 
Table II is derived from the first two columns of Table I by rearranging 
in increasing order of k. If k = 10a + b, where 0 < a < 72, and 
0 < b < 9, the entry in the ath row and bth column of Table II is r(k). 
A blank entry in the table means that r(lOa + b) 3 7. 
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