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Abstract—This paper presents adaptive neural tracking control
for a class of uncertain multi-input-multi-output (MIMO) non-
linear systems in block-triangular form. All subsystems within
these MIMO nonlinear systems are of completely nonaffine pure-
feedback form and allowed to have different orders. To deal
with the nonaffine appearance of the control variables, the mean
value theorem (MVT) is employed to transform the systems into
a block-triangular strict-feedback form with control coefficients
being couplings among various inputs and outputs. A systematic
procedure is proposed for the design of a new singularity-
free adaptive neural tracking control strategy. Such a design
procedure can remove the couplings among subsystems and hence
avoids the possible circular control construction problem. As
a consequence, all the signals in the closed-loop system are
guaranteed to be semiglobally uniformly ultimately bounded
(SGUUB). Moreover, the outputs of the systems are ensured to
converge to a small neighborhood of the desired trajectories.
Simulation studies verify the theoretical findings revealed in this
work.
Index Terms—Adaptive neural control, backstepping, neural
networks (NN), coupling, multi-input-multi-output (MIMO) non-
linear systems.
I. INTRODUCTION
Neural networks (NN) can approximate continuous func-
tions to any desired accuracy by learning and parallel process-
ing [1]. Due to such a property, a lot of effort has been invested
on adaptive NN control for single-input-single-output (SISO)
nonlinear systems in recent years (see [2]-[4] and references
therein). For multi-input-multi-output (MIMO) nonlinear sys-
tems, where couplings, usually with uncertainties, exist among
various inputs and outputs, the control problem becomes much
more complex and attracts a growing number of research
interest [5]-[10]. For example, in [5]-[8], adaptive control was
proposed for MIMO nonlinear systems with parametric uncer-
tainties in the input coupling matrix. To decouple the couplings
among system inputs, these methods require the estimate of
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the “decoupling matrix” to be invertible during parameter
adaptation period. The possible singularity problem thus has
to be handled when inverting the estimated decoupling matrix.
To avoid the difficulty of dealing with low-rank decoupling
matrices, some researchers adopted different methodologies.
In [9], an integral Lyapunov-based adaptive NN controller was
developed for MIMO nonlinear systems with nonparametric
uncertainties in both the input coupling matrix and the last
equation of each subsystem within system interconnections.
Since this method does not try to cancel the decoupling matrix
when linearizing the system, the necessity of matrix inversion
vanishes and the singularity problem is thus removed. In the
follow-up work [10], the authors further considered the control
problem of MIMO block-triangular strict-feedback nonlinear
systems. Within these systems, the plants to be controlled con-
tain couplings with unknown nonlinearities and/or parametric
uncertainties. Besides the coupling terms in the input matrices,
system interconnections are allowed in every equation of each
subsystem, rather than only in the last equation. By exploring
the special structure of the MIMO nonlinear systems, the
adaptive NN control developed in [10] avoids the singularity
problem completely without using projection algorithms [5].
It is noteworthy that the aforementioned adaptive NN con-
trol is applicable only for MIMO affine nonlinear systems. To
control MIMO nonaffine nonlinear systems containing non-
affine appearances, it is much more difficult to find the explicit
virtual control and actual control to stabilize the systems
under study. Moreover, when the desired virtual control and
actual control are approximated using NN in the backstepping
design, as carried out in [9], [10], the actual control will
be generally involved as the input of the NN approximation,
whereas the NN approximation is a part of the actual control.
As mentioned in [2], the extension of controls designed for
affine systems [9], [10] to nonaffine systems will lead to
a circular construction of the actual control. The problem
of circular construction in controlling SISO nonaffine pure-
feedback systems has been solved in [2], [11], [12], [13], [14].
In [2], [11], the main idea is to refrain from constructing
an overall Lyapunov function for the closed-loop system,
which can be realized by integrating the backstepping method,
input-to-state stability analysis and the small gain theorem
in the control system design. In [12], [13], a filtered signal
was introduced to circumvent the potential circular control
problem since most actuators have low-pass properties. In the
follow-up work [14], by introducing a set of alternative state
variables and the corresponding transformation, state-feedback
2 IEEE TRANSACTIONS ON NEURAL NETWORKS AND LEARNING SYSTEMS, VOL. X, NO. X, MONTH YEAR
control of the pure-feedback system can be viewed as output-
feedback control of a canonical system. And consequently,
the previously encountered circular control problem was also
circumvented. Unfortunately, it is nontrivial to extend the
design method of SISO to MIMO nonlinear systems due to
various couplings involved. Therefore, it remains an open
problem to establish an effective design procedure that can
simultaneously deal with couplings and the possible circular
control construction problem in MIMO nonaffine nonlinear
systems.
Motivated by the aforementioned problems, in this paper
we consider the design procedure for a class of MIMO
nonlinear continuous-time systems which are more general
than those studied in [10]. Specifically, these systems pos-
sess a block-triangular control structure, with each subsystem
being of the completely nonaffine pure-feedback form, and
couplings in the forms of unknown nonlinearities in every
equation of each subsystem. By using the mean value theorem
(MVT), the MIMO block-triangular pure-feedback systems
are firstly transformed into a MIMO block-triangular strict-
feedback form similar to that considered in [10], whereas the
control coefficients are allowed to be nonaffine rather than
affine appearances required in [10]. Based on the transformed
systems, a systematic design procedure is then developed for
the design of a new singularity-free adaptive neural control.
All the signals in the closed-loop system are guaranteed to be
semiglobally uniformly ultimately bounded (SGUUB) and the
outputs of the systems are proven to converge to a small neigh-
borhood of the desired trajectories. The control performance
of the closed-loop system is guaranteed by suitably choosing
design parameters. Simulation results are finally presented to
demonstrate the effectiveness of the proposed control.
The main contributions of this paper are as follows.
(i) To the best of our knowledge, it is the first time, in
the literature, that the tracking control problem of block-
triangular MIMO nonlinear continuous-time systems with
each subsystem having the completely nonaffine pure-
feedback form is investigated.
(ii) A systematic procedure is developed for the design of
an adaptive NN control such that, for the derivatives
of Lyapunov function candidates with respect to the
control variables, the affine parts can be guaranteed to be
stabilized and the nonaffine parts, which are couplings
of system inputs and outputs among subsystems, can
be guaranteed to be non-positive. Due to their negative
semi-definiteness, the nonaffine parts can be removed in
the derivatives of Lyapunov function candidates, which
simplifies the control design process and provides the
following advantages: the couplings among various in-
puts and outputs have been completely removed without
estimating the “decoupling matrix” as carried out in [5]-
[8], and subsequently, the aforementioned circular control
construction problem has been avoided.
(iii) Despite the interconnections between the subsystems, the
stability of the whole closed-loop system can be es-
tablished by analyzing individual subsystems separately,
much simpler than the analysis based on a complex nested
iterative manner in [10].
The rest of the paper is organized as follows. Section II
presents the problem formulation and preliminaries. In Section
III we describe the proposed adaptive neural control along
with the main theoretical results. Section IV provides a sim-
ulation example to illustrate the effectiveness of the proposed
approach. Finally, in Section V we draw our conclusion.
Throughout the paper, A := B denotes that B is defined as
A, k  k denotes the Euclidean norm of vectors and induced
norm of matrices, max(M) denotes the largest eigenvalue
of a square matrix M , i; j and l denote integer indices, and
ij denotes the subscription of the ij th component of the
corresponding items in the jth subsystem.
II. PROBLEM STATEMENT AND PRELIMINARIES
A. Problem Statement
Consider the following MIMO nonlinear systems with each
subsystem having the completely nonaffine pure-feedback
form8>><>>:
_xj;ij = fj;ij (x1;(ij %j1); x2;(ij %j2);    ;
xm;(ij %jm); xj;ij+1); ij = 1; 2;    ; j   1
_xj;j = fj;j (X; uj ; dj(t))
yj = xj;1; j = 1; 2;    ;m
(1)
with
xj;ij 2 R, the ij th state of the jth subsystem;
xj;ij [xj;1; xj;2;    ; xj;ij ]T 2 Rij ;
uj 2 R, the input of the jth subsystem;
uj [u1; u2;    ; uj ]T 2 Rj ;
yj 2 R, the output of the jth subsystem;
fj;ij the unknown nonlinear functions;
j the order of the jth subsystem;
%jl j   l; l = 1; 2;    ;m;
dj(t) 2 R, the external disturbance;
X [x1;1 ; x2;2 ;    ; xm;m ]T 2 R
m
k=1k , the vector
of all state variables in the complete system.
Assume that fj;ij () and fj;j (; ; 0); ij = 1; 2;    ; j   1,
j = 1; 2;    ;m, are smooth functions of their arguments, with
fj;j (; 0; ) satisfying the Lipschitz condition, and dj(t); j =
1; 2; : : : ;m, are bounded by unknown positive constants dj ,
i.e., jdj(t)j  dj .
Remark 1: For the order differences %jl, as introduced in
[10], there exist three cases to be considered: a) when j = l,
then %jl = 0, and accordingly state vector xj;(ij %jl) = xj;ij
exists in system (1); b) when j 6= l and ij   %jl  0, then the
corresponding vector xl;(ij %jl) does not exist, and does not
appear in system (1); and c) when j 6= l and ij   %jl > 0,
then state vector xl;(ij %jl) exists in system (1).
Remark 2: Compared with MIMO nonlinear system studied
in [10], where each subsystem is limited to the affine strict-
feedback form, system (1) is more general in the sense that it
includes not only the system inputs, uj , the control signals of
the first to the jth subsystem, but also the completely nonaffine
properties, which represent a large class of nonlinearities
including the affine strict-feedback form. These properties
imply that there exist strong couplings among the system states
and inputs, and accordingly cause the difficulty in finding
stable controllers for system (1). In reality, many practical
CHEN et al.: ADAPTIVE NEURAL CONTROL OF MIMO NONLINEAR SYSTEMS 3
systems possess these features, such as biochemical processes
[1], [15], flight control systems [16], mechanical systems [17],
etc. Recent examples of practical systems falling into this
category are dynamic models for a small-scale autonomous
helicopter [18].
The control objective is to synthesize an adaptive neural
tracking control for system (1) such that all the signals in
the closed-loop system remain SGUUB, while the output yj
tracks the reference signal yrj 2 R, the output of the following
reference model
_xri = fri(xr); 1  i  n
yrj = xrj ; 1  j  m  n (2)
where xr = [xr1; xr2;    ; xrm]T 2 Rm is the measured
state, and fri; i = 1; 2;    ; n are known smooth nonlinear
functions. Note that the states xr are assumed bounded in (2),
i.e., xr 2 
xr ;8t  0, where 
xr  Rm is a compact set.
B. Transformation of the system representation
For the control of system (1), define
gj;ij () :=
@fj;ij ()
@xj;ij+1
; ij = 1; 2; : : : ; j   1 (3)
gj;j () :=
@fj;j ()
@uj
; j = 1; 2;    ;m: (4)
For convenience, denote xj;j+1 = uj and
j;ij = [x1;(ij %j1); x2;(ij %j2);    ; xm;(ij %jm)]T :
Using the MVT [19], it follows that
fj;ij (j;ij ; xj;ij+1) = hj;ij (j;ij )
+ gj;ij (j;ij ; x
c
j;ij+1)xj;ij+1 (5)
fj;j (X; uj ; dj(t)) = hj;j (X; uj 1) + gj;j (X; uj 1; u
c
j)uj
+ j(t) (6)
where
hj;ij (j;ij ) = fj;ij (j;ij ; 0)
hj;j (X; uj 1) = fj;j (X; uj 1; 0)
xcj;ij+1 2

minfxj;ij+1; 0g;maxfxj;ij+1; 0g

ucj 2 [minfuj ; 0g;maxfuj ; 0g]
j(t) = fj;j (X; uj ; dj(t))  fj;j (X; uj ; 0):
Consider fj;ij () and fj;j (; ; 0); ij = 1; 2;    ; j   1,
j = 1; 2;    ;m, which are unknown smooth nonlinear
functions of their arguments. Accordingly, functions hj;ij ()
and gj;ij (); ij = 1; 2;    ; j ; j = 1; 2;    ;m, are unknown
and smooth as well. Moreover, since fj;j (; 0; ) satisfies the
Lipschitz condition, there exists a constant dj > 0 such that
jj(t)j  dj .
From (5) and (6), system (1) can be rewritten as8>><>>:
_xj;ij = hj;ij (j;ij ) + gj;ij (j;ij ; x
c
j;ij+1
)xj;ij+1;
ij = 1; 2;    ; j   1
_xj;j = hj;j (X; uj 1) + gj;j (X; uj 1; u
c
j)uj + j(t)
yj = xj;1; j = 1; 2;    ;m:
(7)
Note that since gj;ij (); ij = 1; 2; : : : ; j ; j = 1; 2;    ;m,
are smooth functions, they are bounded within some compact
set. As commonly done in the literature, the following assump-
tions are made for system (7).
Assumption 1: The signs of gj;ij () are known, and there
exist positive constants g
j;ij
and gj;ij such that for ij =
1; 2; : : : ; j ; j = 1; 2;    ;m:
(i) jgj;ij ()j > gj;ij ;8(j;ij ; xj;ij+1); and
(ii) jgj;ij ()j  gj;ij ;8(j;ij ; xj;ij+1) 2 
xj;ij+1
where 
xj;ij+1 is a compact subset of the appropriate dimen-
sion space.
Assumption 1 means that gj;ij is strictly either positive
or negative definite. Without loss of generality, assume that
gj;ij > gj;ij
> 0. It should be emphasized that the bounds
g
j;ij
and gj;ij are not necessarily known.
Remark 3: In system (7), although functions gj;ij are
similar to the affine terms in MIMO systems [10], major
differences lie in that: gj;j ; j = 1; 2;    ;m, are fully in-
terconnection terms, i.e., they include all the state variables
X; and gj;ij ; ij = 1; 2;    ; j ; j = 1; 2;    ;m, are functions
of xj;ij+1(xj;j+1 := uj). Therefore, system (7) is still a
nonaffine nonlinear system, and is more general than the
MIMO system considered in [10].
C. Gaussian radial basis networks
Due to its great capabilities in function approximation, the
following Gaussian radial basis function (RBF) NN [20] is
employed to approximate a smooth function h(Z) : Rq ! R:
gnn(Z) = W
TS(Z) (8)
where Z 2 
Z  Rq is the input vector, W 2 Rl is the
weight vector, l > 1 is the NN nodes number, and S(Z) =
[s1(Z); s2(Z);    ; sl(Z)]T 2 Rl is the basis function vector
with si(Z) being the commonly used Gaussian functions, i.e.,
si(Z) = exp
 (Z   i)T (Z   i)
2

; i = 1; 2;    ; l (9)
where i = [i1; i2;    ; iq]T is the center of the receptive
field, and  is the width of the Gaussian functions.
It has been shown that any continuous function over a
compact set Z 2 
Z  Rq can be approximated to any
arbitrary accuracy by using network (8), i.e.,
h(Z) = W TS(Z) + "(Z);8Z 2 
Z (10)
where W  denotes ideal constant weights, and "(Z) is the
approximation error. For clarity, write " := "(Z).
Assumption 2: For a given continuous function h(Z) and
NN approximator (8), there exist ideal constant weights W 
such that j"j  ";8Z 2 
Z with constant " > 0.
For the Gaussian RBF NN approximator (8) and (9), the
following lemma shows that there exists an upper bound on
the 2-norm of vector S(Z), which is useful in stability analysis
of the closed-loop system.
Lemma 1: For the Gaussian RBF NN approximator (8) and
(9), there exists a constant cnn > 0 such that
kS(Z)k  cnn (11)
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where cnn is the limited value of the infinite series f3q(k +
2)q 1e 2
2k2=2g(k = 0; 1;    ;+1), with  being the width
of the Gaussian function, q the dimension of input Z, and
 := 12 mini 6=j ki 6= jk [2], [21].
Remark 4: The positive constant cnn is independent of the
NN input variables Z and the NN node number l.
Note that in the following control system design, NN
approximation is only guaranteed with some compact sets.
Accordingly, the stability results on the considered systems are
semiglobal since there exists controller(s) with a sufficiently
large number of NN nodes such that all signals in the closed-
loop system remain bounded, as long as the input variables of
the NN remain within some compact sets that can be made as
large as desired.
III. ADAPTIVE NEURAL CONTROL
In this section, adaptive neural control for MIMO system
(7) is presented based on the backstepping approach and the
following coordinate transformation:
zj;1 = xj;1   xr1 (12a)
zj;2 = xj;2   j;1(j;1; xr; W^ j;1) (12b)
...
zj;ij = xj;ij   j;ij 1(j;ij 1; xr; W^ j;ij 1);
2  ij  j (12c)
zj;j = xj;j   j;j 1(j;j 1; xr; W^ j;j 1)(12d)
where j;ij (); ij = 1; 2;    ; j   1, are virtual controls to be
determined later, and W^ j;ij =
h
W^Tj;1; W^
T
j;2;    ; W^Tj;ij
iT
with
W^j;ij being the estimates of the ideal constant weights W

j;ij
.
The design of j;ij and W^j;ij is achieved by constructing
appropriate Lyapunov functions at the recursive ij th step. The
actual control uj appears at the j th step and the design of
uj and W^j;j is performed to stabilize system (7).
Step 1: Differentiating both sides of (12a) yields
_zj;1 = hj;1(j;1) + gj;1xj;2   _xr1 (13)
where j;1 = [x1;(1 %j1);    ; xj;1;    ; xm;(1 %jm)]T with
%jl = %j   %l; l = 1; 2;    ;m. As mentioned in Subsection
II-A, for 1   %jl  0, the state xl;(1 %jl) vanishes in (14).
Note that gj;1 is a function of xj;2. From Assumption 1, we
get that gj;1 > gj;1 > 0, and (13) can be rewritten as
_zj;1 = gj;1
 
j;1 + xj;2 + g
+
j;1xj;2

(14)
where j;1 = 1g
j;1
[hj;1(j;1)  _xr1] and g+j;1 = gj;1g
j;1
  1 > 0.
Constructing a Lyapunov function candidate Vzj;1 =
(1=2)z2j;1 and differentiating it, we have
_Vzj;1 = zj;1 _zj;1 = gj;1zj;1
 
j;1 + xj;2 + g
+
j;1xj;2

: (15)
The basic idea of the control design in this work is to
guarantee Vzj;1 to be a Lyapunov function by setting the
terms involved in (15) suitably. This can be accomplished
by choosing j;1 := xj;2 as a virtual control input such
that (i) j;1 =  cj;1zj;1   j;1, where cj;1 > 0 is a design
constant, and (ii) g+j;1zj;1

j;1  0. After these manipulations,
Vzj;1 becomes a Lyapunov function, and zj;1 = 0 is thus
asymptotically stable.
In (14), j;1 is an unknown smooth function of j;1 and _xr1.
Thus, j;1 can be approximated by employing a Gaussian RBF
NN WTj;1Sj;1(Zj;1), where Zj;1 = [j;1; _xr1]
T 2 
Zj;1 , i.e.,
j;1 = W
T
j;1 Sj;1(Zj;1) + "j;1;8Zj;1 2 
Zj;1 (16)
with W j;1 denoting the ideal constant weights, and j"j;1j 
"j;1 the approximation error with constant "

j;1 > 0.
Choose the virtual control j;1 as
j;1 =  cj;1zj;1  $j;1W^Tj;1Sj;1(Zj;1) (17)
where W^j;1 is the estimate of neural weights W j;1, and
$j;1 = tanh

!j;1
j;1

; !j;1 = W^
T
j;1Sj;1(Zj;1)zj;1 (18)
with j;1 > 0 being a small constant.
According to (12b), (16) and (17), (14) becomes
_zj;1 =  gj;1

cj;1zj;1 +$j;1W^
T
j;1Sj;1(Zj;1)
 W Tj;1 Sj;1(Zj;1)  "j;1  
gj;1
g
j;1
zj;2   g+j;1j;1

In light of Assumption 1, the following inequality holds
g+j;1zj;1j;1 =  g+j;1

cj;1z
2
j;1 + tanh

!j;1
j;1

!j;1

 0:
(19)
Remark 5: Note that for the control of the dynamics in
(13), if gj;1 is independent of the state xj;2, then the most
commonly used control structure is j;1 = ( hj;1 + _xr1 +
)=gj;1 with  being a new control; and if gj;1 is a function
of xj;2, and j;1 is unknown and is approximated by NN,
then the circular control construction problem will arise since
xj;2 has to be chosen as an input of the NN approximation,
which is one part of the virtual control xj;2. On the other hand,
by guaranteeing the coupling term g+j;1zj;1

j;1  0 in (15)
instead of approximating j;1, such problem can be completely
handled using control (17), as the coupling term is removed.
Moreover, to use less neurons, _xr1 2 R is chosen as an input
to WTj;1Sj;1(Zj;1) rather than xr 2 Rm since fr1 and xr are
known, and then _xr1 = fr1(xr) is available. Thus, the online
computation load is lightened. The same ideas of constructing
the adaptive NN control and choosing the inputs of NN are
also used in the following design steps.
Consider a Lyapunov function candidate Vj;1 as
Vj;1 =
1
2
z2j;1 +
g
j;1
2
~WTj;1 
 1
j;1
~Wj;1 (20)
where ~Wj;1 = W^j;1   W j;1, and  j;1 =  Tj;1 > 0 is an
adaptation gain matrix.
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Using (19), the derivative of Vj;1 is
_Vj;1 = gj;1zj;1

  cj;1zj;1  $j;1W^Tj;1Sj;1(Zj;1)
+W Tj;1 Sj;1(Zj;1) + "j;1 +
gj;1
g
j;1
zj;2 + g
+
j;1j;1

+ g
j;1
~WTj;1 
 1
j;1
_^
Wj;1
 g
j;1

  cj;1z2j;1 +
gj;1
g
j;1
zj;1zj;2 + zj;1"j;1 +	j;1

(21)
where 	j;1 = W Tj;1 Sj;1(Zj;1)zj;1 $j;1!j;1+ ~WTj;1  1j;1 _^Wj;1.
Consider the facts that
	j;1 = !j;1  $j;1!j;1 + ~WTj;1  1j;1 _^Wj;1   ~WTj;1Sj;1(Zj;1)zj;1
= !j;1   tanh

!j;1
j;1

!j;1
+ ~WTj;1 
 1
j;1
h
_^
Wj;1    j;1Sj;1(Zj;1)zj;1
i
(22)
and the following nice property of function tanh() [22]:
0  j!j   ! tanh
!


 0:2785;8 > 0;8! 2 R: (23)
Design adaptation law for W^j;1 as
_^
Wj;1 =  j;1
h
Sj;1(Zj;1)zj;1   j;1W^j;1
i
(24)
where j;1 > 0 is a design parameter, and the -modification
term j;1W^j;1 is designed to improve the controller robustness
[23]. Without such a modification term, it will result in
variation of a high-gain control since the NN weight estimates
W^j;1 might drift to very large values in the presence of the
NN approximation errors [24].
Using (23) and (24), then (22) becomes
	j;1  0:2785j;1   j;1 ~WTj;1W^j;1: (25)
From Young’s inequality [25], we have
 j;1 ~WTj;1W^j;1 =  j;1 ~WTj;1 ~Wj;1   j;1 ~WTj;1W j;1
  j;1
 ~Wj;12 + j;1  ~Wj;1W j;1
  
j;1
 ~Wj;12
2
+
j;1
W j;12
2
(26)
gj;1
g
j;1
zj;1zj;2 
gj;1
g
j;1
jzj;1jjzj;2j
 cj;1
4
z2j;1 +
g2j;1
cj;1g2j;1
z2j;2 (27)
zj;1"j;1  cj;1
4
z2j;1 +
1
cj;1
"2j;1: (28)
Substituting (25)-(28) into (21), we have
_Vj;1   
g
j;1
2

cj;1z
2
j;1 + j;1
 ~Wj;12+ gj;1z2j;2 + j;1
(29)
where gj;1 =
g2j;1
cj;1g
j;1
and
j;1 = gj;1
 
0:2785j;1 +
1
cj;1
"2j;1 +
j;1
W j;12
2
!
:
Let j;1 := min

g
j;1
cj;1;
j;1
max( 
 1
j;1)

with max(  1j;1)
being the largest eigenvalue of matrix   1j;1 , then
_Vj;1   j;1Vj;1 + gj;1z2j;2 + j;1: (30)
Step ij(2  ij  j   1): Considering (12c), its derivative
is
_zj;ij = [hj;ij (j;ij ) + gj;ijxj;ij+1]  _j;ij 1
=  gj;ij 1zj;ij + gj;ij

j;ij + xj;ij+1 + g
+
j;ij
xj;ij+1

(31)
where gj;ij 1 =
g2j;ij 1
cj;ij 1gj;ij 1
, g+j;ij =
gj;ij
g
j;ij
  1 > 0 and
j;ij =
1
g
j;ij
h
hj;ij (j;ij )  _j;ij 1 + gj;ij 1zj;ij
i
(32)
j;ij 1 =  cj;ij 1zj;ij 1  $j;ij 1W^Tj;ij 1Sj;ij 1(Zj;ij 1)
(33)
$j;ij 1 = tanh

!j;ij 1
j;ij 1

with !j;ij 1 = W^
T
j;ij 1Sj;ij 1(Zj;ij 1)zj;ij 1, W^j;ij 1 being
the estimate ofW j;ij 1, j;ij 1 being a small positive constant,
j;ij = [x1;(ij %j1);    ; xj;ij ;    ; xm;(ij %jm)]T , and %jl =
%j   %l; l = 1; 2;    ;m. Again, as mentioned in Subsection
II-A, if ij   %jl  0, then the state vector xl;(ij %jl) does not
appear in (31). Note that gj;ij is a function of xj;ij+1.
Constructing a Lyapunov function candidate Vzj;ij =
(1=2)z2j;ij , its derivative is
_Vzj;ij =  gj;ij 1z2j;ij
+ g
j;ij
zj;ij

j;ij + xj;ij+1 + g
+
j;ij
xj;ij+1

: (34)
If we choose j;ij := xj;ij+1 as a virtual control input such
that (i) j;ij =  cj;ijzj;ij   j;ij , where cj;ij > 0 is a design
constant, and meanwhile (ii) g+j;ijzj;ij

j;ij
 0, then, Vzj;ij is
a Lyapunov function, and zj;ij = 0 is asymptotically stable.
From (33), j;ij 1 is a function of j;ij 1; xr and
W^j;1;    ; W^j;ij 1. Thus, _j;ij 1 can be written as
_j;ij 1 =
mX
l=1
ij 1 jlX
k=1
@j;ij 1
@xl;k
(hl;k + gl;kxl;k+1) + j;ij 1
where
j;ij 1 =
@j;ij 1
@xr
_xr
+
ij 1X
k=1
@j;ij 1
@W^j;k
h
 j;k

Sj;k(Zj;k)zj;k   j;kW^j;k
i
(35)
is computable.
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From (32), j;ij is an unknown smooth function of
j;ij ; _j;ij 1 and j;ij 1. Considering (35), j;ij can
be approximated by employing a Gaussian RBF NN
WTj;ijSj;ij (Zj;ij ), i.e., j;ij can be expressed as
j;ij = W
T
j;ijSj;ij (Zj;ij ) + "j;ij ; 8Zj;ij 2 
Zj;ij (36)
where W j;ij denotes the ideal constant weights, j"j;ij j  "j;ij
is the approximation error with constant "j;ij > 0, and
Zj;ij =

j;ij ;

@j;ij 1
@j;ij 1
T
; j;ij 1; j;ij 1
T
2 
Zj;ij :
Choose the virtual control j;ij as
j;ij =  cj;ijzj;ij  $j;ijW^Tj;ijSj;ij (Zj;ij ) (37)
where W^j;ij is the estimate of neural weights W

j;ij
, and
$j;ij = tanh

!j;ij
j;ij

; !j;ij = W^
T
j;ijSj;ij (Zj;ij )zj;ij (38)
with j;ij > 0 being a small constant.
From (12c), (36) and (37), (31) becomes
_zj;ij =  gj;ij 1zj;ij + gj;ij

  cj;ijzj;ij
 $j;ijW^Tj;ijSj;ij (Zj;ij ) +W Tj;ijSj;ij (Zj;ij ) + "j;ij
+
gj;ij
g
j;ij
zj;ij+1 + g
+
j;ij
j;ij

: (39)
According to Assumption 1, the following inequality holds
g+j;ijzj;ijj;ij =  g+j;ij

cj;ijz
2
j;ij + tanh

!j;ij
j;ij

!j;ij

 0:
(40)
Consider a Lyapunov function candidate Vj;ij as
Vj;ij = Vj;ij 1 +
1
2
z2j;ij +
g
j;ij
2
~WTj;ij 
 1
j;ij
~Wj;ij (41)
where ~Wj;ij = W^j;ij   W j;ij , and  j;ij =  Tj;ij > 0 is an
adaptation gain matrix.
Using (39) and (40), the derivative of Vj;ij is
_Vj;ij  _Vj;ij 1   gj;ij 1z2j;ij + gj;ij

  cj;ijz2j;ij
+
gj;ij
g
j;ij
zj;ijzj;ij+1 + zj;ij"j;ij +	j;ij

(42)
where
	j;ij = W
T
j;ij
Sj;ij (Zj;ij )zj;ij $j;ij!j;ij+ ~WTj;ij  1j;ij
_^
Wj;ij .
Consider the fact that
	j;ij = !j;ij   tanh

!j;ij
j;ij

!j;ij
+ ~WTj;ij 
 1
j;ij
h
_^
Wj;ij    j;ijSj;ij (Zj;ij )zj;ij
i
: (43)
Design adaptation law for W^j;ij as
_^
Wj;ij =  j;ij
h
Sj;ij (Zj;ij )zj;ij   j;ijW^j;ij
i
(44)
where j;ij > 0 is a design parameter.
Using the property of function tanh() in (23) and combin-
ing (44), then (43) becomes
	j;ij  0:2785j;ij   j;ij ~WTj;ijW^j;ij : (45)
Using Young’s inequality [25], we have
 j;ij ~WTj;ijW^j;ij   
j;ij
 ~WTj;ij2
2
+
j;ij
W j;ij2
2
(46)
gj;ij
g
j;ij
zj;ijzj;ij+1 
cj;ij
4
z2j;ij +
g2j;ij
cj;ijg
2
j;ij
z2j;ij+1 (47)
zj;ij"j;ij 
cj;ij
4
z2j;ij +
1
cj;ij
"2j;ij (48)
Substituting (45)-(48) into (42), we have
_Vj;ij   j;ij 1Vj;ij 1  
g
j;ij
2

cj;ijz
2
j;ij + j;ij
 ~WTj;ij2
+ gj;ijz
2
j;ij+1 + j;ij (49)
where
j;ij = gj;ij
 
0:2785j;ij +
1
cj;ij
"2j;ij +
j;ij
Wj;ij2
2
!
+
j;ij 1.
Let j;ij := min
(
j;ij 1; gj;ijcj;ij ;
j;ij
max

  1j;ij

)
with
max( 
 1
j;ij
) being the largest eigenvalue of matrix   1j;ij , then
_Vj;ij   j;ijVj;ij + gj;ijz2j;ij+1 + j;ij : (50)
Step j: Considering (12d), its derivative is
_zj;j =

hj;j (X; uj 1) + gj;juj + j(t)
  _j;j 1
=  gj;j 1zj;j + gj;j
h
j;j + uj + g
+
j;j
uj
i
+ j(t)
(51)
where gj;j 1 =
g2j;j 1
cj;j 1gj;j 1
, g+j;j =
gj;j
g
j;j
  1 > 0 and
j;j =
1
g
j;j
h
hj;j (X; uj 1)  _j;j 1 + gj;j 1zj;j
i
:
It should be noticed that gj;j is a function of uj .
Constructing a Lyapunov function candidate Vzj;j =
(1=2)z2j;j , its derivative is
_Vzj;j =  gj;j 1z2j;j
+ g
j;j
zj;j

j;j + uj + g
+
j;j
uj

+ zj;jj(t): (52)
If we construct the actual control input uj such that (i)
uj =  cj;jzj;j  j;j , where cj;j > 0 is a design constant,
and meanwhile (ii) g+j;jzj;juj  0, then, Vzj;j converges to
a small neighborhood of Vzj;j = 0.
From the design at the former step, it can be seen that
j;j 1 is a function of j;j 1; xr and W^j;1;    ; W^j;j 1.
Thus, _j;j 1 can be written as
_j;j 1 =
mX
l=1
l 1X
k=1
@j;j 1
@xl;k
(hl;k + gl;kxl;k+1) + j;j 1
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where
j;j 1 =
@j;j 1
@xr
_xr
+
j 1X
k=1
@j;j 1
@W^j;k
h
 j;k

Sj;k(Zj;k)zj;k   j;kW^j;k
i
(53)
is computable.
In (51), j;j is an unknown smooth function of
X; uj 1; _j;j 1 and j;j 1. Considering (53), j;j can
be approximated by employing a Gaussian RBF NN
WTj;jSj;j (Zj;j ), i.e., j;j can be written as
j;j = W
T
j;jSj;j (Zj;j ) + "j;j ; 8Zj;j 2 
Zj;j (54)
whereW j;j denotes the ideal constant weights, j"j;j j  "j;j
is the approximation error with constant "j;j > 0, and
Zj;j =

X; uj 1;

@j;j 1
@j;j 1
T
; j;j 1; j;j 1
T
2 
Zj;j :
Design the actual control input uj as
uj =  cj;jzj;j  $j;jW^Tj;jSj;j (Zj;j ) (55)
where W^j;j is the estimate of neural weights W

j;j
, and
$j;j = tanh

!j;j
j;j

; !j;j = W^
T
j;jSj;j (Zj;j )zj;j
(56)
with j;j > 0 being a small constant.
Then, the dynamics of zj;j are governed by
_zj;j =  gj;j 1zj;j
+ g
j;j

  cj;jzj;j  $j;jW^Tj;jSj;j (Zj;j )
+W Tj;jSj;j (Zj;j ) + "j;j + g
+
j;j
uj

+ j(t): (57)
According to Assumption 1, the following inequality holds
g+j;jzj;juj =  g+j;j

cj;jz
2
j;j + tanh

!j;j
j;j

!j;j

 0:
(58)
Consider a Lyapunov function candidate Vj;j as
Vj;j = Vj;j 1 +
1
2
z2j;j +
g
j;j
2
~WTj;j 
 1
j;j
~Wj;j (59)
where ~Wj;j = W^j;j  W j;j , and  j;j =  Tj;j > 0 is an
adaptation gain matrix.
Using (57) and (58), the derivative of Vj;j is
_Vj;j  _Vj;j 1   gj;j 1z2j;j
+ g
j;j

 cj;jz2j;j + zj;j"j;j +	j;j

+ zj;jj(t) (60)
where 	j;j = W
T
j;j
Sj;j (Zj;j )zj;j   $j;j!j;j +
~WTj;j 
 1
j;j
_^
Wj;j .
Consider the fact that
	j;j = !j;j   tanh

!j;j
j;j

!j;j
+ ~WTj;j 
 1
j;j
h
_^
Wj;j    j;jSj;j (Zj;j )zj;j
i
: (61)
Design adaptation law for W^j;j as
_^
Wj;j =  j;j
h
Sj;j (Zj;j )zj;j   j;jW^j;j
i
(62)
where j;j > 0 is a design parameter.
Using the property of function tanh() in (23) and combin-
ing (62), then (61) becomes
	j;j  0:2785j;j   j;j ~WTj;jW^j;j : (63)
Using Young’s inequality [25], we have
 j;j ~WTj;jW^j;j =  j;j ~WTj;j ~Wj;j   j;j ~WTj;jW j;j
  
j;j
 ~WTj;j2
2
+
j;j
W j;j2
2
(64)
zj;j"j;j 
cj;j
4
z2j;j +
1
cj;j
"2j;j (65)
zj;jj(t) 
cj;jgj;j
4
z2j;j +
1
cj;jgj;j
d2j (66)
Recall that at Step j   1, _Vj;j 1 can be expressed as
_Vj;j 1   j;j 1Vj;j 1 + gj;j 1z2j;j + j;j 1 (67)
Substituting (63)-(67) into (60), we have
_Vj;j   j;j 1Vj;j 1
 
g
j;j
2

cj;jz
2
j;j + j;j
 ~WTj;j2+ j;j (68)
where
j;j = gj;j
 
0:2785j;j +
1
2cj;j
"2j;j +
j;j
Wj;j2
2
!
+
j;j 1 +
1
cj;j gj;j
d2j .
Let j;j := min
(
j;j 1; gj;jcj;j ;
j;j
max

  1j;j

)
with
max( 
 1
j;j
) being the largest eigenvalue of matrix   1j;j , then
_Vj;j   j;jVj;j + j;j : (69)
Based on the above analysis, the following theorem states
the stability and control performance of the closed-loop sys-
tem.
Theorem 1: Consider the closed-loop system consisting of
the plant (1) satisfying Assumptions 1, the reference model
(2), the controller (55) and the NN weight updating laws
(24), (44) and (62). Assume that there exists a sufficiently
large compact set 
Zj;ij ; ij = 1; 2;    ; j ; j = 1; 2;    ;m,
such that Zj;ij 2 
Zj;ij ;8t  0. Then, for bounded initial
conditions,
(i) all signals in the closed-loop system are bounded, and
for the state vector X and the neural weights W^ j =h
W^Tj;1; W^
T
j;2;    ; W^Tj;j
iT
; j = 1; 2;    ;m, they even-
tually converge to the compact set

s :=

X; W^ 1; W^ 2;    ; W^m
V   ; xr 2 
xr

(70)
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where  = min f1;1 ; 2;2 ;    ; m;mg and  =Pm
j=1 j;j are positive constants, and
(ii) the tracking error E = [z1;1; z2;1;    ; zm;1]T 2 Rm
converges to a small neighborhood around zero by ap-
propriately choosing design parameters.
Proof: (i) Consider the Lyapunov function candidate
V =
mX
j=1
Vj;j : (71)
From (69), differentiating V yields
_V 
mX
j=1
( j;jVj;j + j;j )   V +  (72)
where  = min f1;1 ; 2;2 ;    ; m;mg and  =Pm
j=1 j;j are positive constants.
Let (t) :=

X(t); W^ 1(t);    ; W^m(t)

. If the initial
values (0) 2 
s, where 
s is defined in (70), from The-
orem 2.14 in [26], signals X and W^ j stay inside 
s, i.e.,
(t) 2 
s;8t  0; if (0) 2 
cs, where 
cs denotes the
complimentary set of 
s, then the dynamics (72) drives X
and W^ j to enter and remain inside 
s. In summary, all zj;ij
and W^j;ij ; ij = 1; 2;    ; j ; j = 1; 2;    ;m, are uniformly
ultimately bounded for bounded initial conditions.
From (12), (17) and (37), system state variables xj;ij ; ij =
1; 2;    ; j ; j = 1; 2;    ;m, can be expressed as8>><>>:
xj;1 = zj;1 + xr1
xj;ij = zj;ij   cj;ij 1zj;ij 1
 $j;ij 1W^Tj;ij 1Sj;ij 1(Zj;ij 1);
ij = 2; 3;    ; j ; j = 1; 2;    ;m
(73)
From Lemma 1, we have kSj;ij (Zj;ij )k  cnnj;ij with finite
constant cnnj;ij > 0. Moreover, from the facts that the
reference signals xr are bounded and $j;ij 2 ( 1; 1), we
obtain from (73) that xj;ij ; ij = 1; 2;    ; j ; j = 1; 2;    ;m,
remain bounded. Using (55), control uj ; j = 1; 2;    ;m,
are bounded as well. Therefore, all signals in the closed-loop
system remain bounded.
(ii) Denote & := = > 0, then (72) satisfies
0  V (t) < & + V (0) exp( t): (74)
From (74), we can obtain
1
2
mX
j=1
jX
ij=1
z2j;ij < & + V (0) exp( t): (75)
Furthermore, we have
mX
j=1
z2j;1 < 2& + 2V (0) exp( t) (76)
which implies that, given  >
p
2& , there exists T > 0 such
that
kEk =
0@ mX
j=1
z2j;1
1A 12 < ;8t  T (77)
where  is the size of a small residual set which depends on
the NN approximation error "j;ij and controller parameters
cj;ij ; j;ij ; j;ij .
Remark 6: Based on Lemma 1 and the coordinate trans-
formation (12), although there exist interconnections between
the subsystems, the stability of the whole closed-loop system
can be concluded by stability analysis of individual subsystem
separately without complex analysis in a nested iterative
manner as in [10].
Remark 7: From (68)-(70), it can be seen that the size
of 
s depends on W j;ij ; "

j;ij
; dj and all design parameters.
Since there is no analytical result in the NN literature to give
an explicit expression of the NN node numbers lj , the ideal
constant weights W j;ij , and the approximation error "

j;ij
, we
here point out the following relationships: (i) increasing lj
will help to decrease "j;ij , and therefore decrease 
s; and
(ii) increasing cj;ij and decreasing j;ij and j;ij might lead
to smaller 
s. However, in practical applications, there is a
certain trade-off between the choice of the design parameters
and the numerical precision of the tools involved in the MIMO
control design [27], [28].
Remark 8: In the above systematic design procedure, by
guaranteeing the coupling terms g+j;ijzj;ij

j;ij
 0 in the
derivatives of Lyapunov function candidates rather than ap-
proximating j;ij , the coupling terms have been removed, and
consequently, both the circular control construction problem
and the singularity problem have been handled by the devel-
oped adaptive NN control.
IV. SIMULATION STUDIES
In this section, simulation examples are presented to illus-
trate the effectiveness of the proposed control approach.
Example 1: Consider the following MIMO nonlinear system
with each subsystem having the completely nonaffine pure-
feedback form:8>>><>>>:
_x1;1 = x1;1 + x1;2 +
x31;2
5
_x1;2 = x1;1x1;2 + x2;1 + u1 +
u31
7 + d1(t)
_x2;1 = x1;1x1;2 + x2;1 + u1 + u2 +
u32
7 + d2(t)
yj = xj;1; j = 1; 2
(78)
where dj(t) = 0:1 cos(0:01t) cos(xj;1); j = 1; 2. Clearly,
system (78) consists of two subsystems (1 = 2; 2 = 1), with
each subsystem in the nonaffine pure-feedback form. Since
1   12 = 0, the state vector x2;(1 12) dose not appear in
system (78).
The control objective is to make the outputs y1 and y2 track
the desired reference trajectories yr1 and yr2, which are the
outputs of the famous van der Pol oscillator [29]8<: _xr1 = xr2_xr2 =  xr1 + (1  x2r1)xr2
yrj = xrj ; j = 1; 2
(79)
where the output trajectories of the van der Pol oscillator
approach a limit cycle when  > 0.
The adaptive NN controllers and the design parameters for
system (78) are chosen as follows:
uj =  cj;2zj;2  $j;2W^Tj;2Sj;2(Zj;2); j = 1; 2 (80)
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where z1;1 = x1;1   yr1; z1;2 = x1;2   1;1; z2;1 = x2;1  
yr2; Z1;1 = [x1;1; _xr1]
T 2 R2 and
Z1;2 = [x1;1; x1;2; x2;1;
@1;1
@x1;1
; 1;1; 1;1]
T 2 R6
Z2;1 = [x1;1; x1;2; x2;1; u1; _xr2]
T 2 R5
with
1;1 =  c1;1z1;1  $1;1W^T1;1S1;1(Z1;1)
1;1 =
@1;1
@xr1
_xr1 +
@1;1
@xr2
_xr2 +
@1;1
@W^1;1
_^
W1;1
$1;i1 = tanh
 
W^T1;i1S1;i1(Z1;i1)z1;i1
1;i1
!
; i1 = 1; 2
$2;1 = tanh
 
W^T2;1S2;1(Z2;1)z2;1
2;1
!
and NN weights W^j;ij are updated by
_^
Wj;ij =  j;ij [Sj;ij (Zj;ij )zj;ij   j;ijW^j;ij ]: (81)
In practice, the selection of the centers and widths of RBF
NN has a great influence on the performance of the designed
controller. According to [10], Gaussian RBF NN arranged on
a regular lattice on Rn can uniformly approximate sufficiently
smooth functions on closed, bounded subsets. In the following
simulation studies, NN W^T1;1S1;1(Z1;1) contains 9 nodes (i.e.,
l1;1 = 9), with widths 1;1;k = 2 (k = 1; 2;    ; l1;1)
and centers 1;1;k (k = 1; 2;    ; l1;1) evenly spaced in
[ 2:5; 2:5] [ 7; 7]; W^T1;2S1;2(Z1;2) contains 729 nodes (i.e.,
l1;2 = 729), with widths 1;2;k = 4 (k = 1; 2;    ; l1;2)
and centers 1;2;k (k = 1; 2;    ; l1;2) evenly spaced in
[ 2:5; 2:5][ 3; 2][ 2; 2][ 1:9; 1:6][ 4; 4][ 4; 4];
W^T2;1S2;1(Z2;1) contains 243 nodes (i.e., l2;1 = 243), with
widths 2;1;k = 2 (k = 1; 2;    ; l2;1) and centers 2;1;k (k =
1; 2;    ; l2;1) evenly spaced in [ 2:5; 2:5][ 3; 2][ 2; 2]
[ 3:5; 3:5] [ 4; 4].
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Fig. 1. Output y1 (“—”) follows yr1 (“- -”)
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Fig. 2. Output y2 (“—”) follows yr2 (“- -”)
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Fig. 3. Control input u1
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Fig. 4. Control input u2
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Fig. 5. Unknown function 1;1 (“- -”) and its estimate
$1;1WT1;1S1;1(Z1;1) (“—”)
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Fig. 6. Unknown function 1;2 (“- -”) and its estimate
$1;2WT1;2S1;2(Z1;2) (“—”)
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Fig. 7. Unknown function 2;1 (“- -”) and its estimate
$2;1WT2;1S2;1(Z2;1) (“—”)
Figs. 1–7 show the simulation results of applying controller
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(80) and the NN weight updating laws (81) to system (78)
for tracking reference signals yrj ; j = 1; 2 with  = 0:001
and the initial conditions x = [0:5; 2; 1:3]; xr = [1:5; 0:8].
According to [27], [28], there is a certain trade-off between
the choice of the design parameters and the control action. The
design parameters of the above controller are chosen as c1;1 =
3; c1;2 = 6; c2;1 = 5; 1;1 =  1;2 =  2;1 = diagf2:0g; 1;1 =
1;2 = 2;1 = 1; 1;1 = 1;2 = 2;1 = 0:1. Figs. 1–2 show the
fairly good tracking performance. From Figs. 3–4, it follows
that the control signals u1 and u2 are bounded and become
periodic signals after 2s. Figs. 5–7 illustrate the learning ability
of neural networks by plotting the nonlinear function as well
as its estimate. Note that the tracking performance improves
with increase of matching between the nonlinear function and
its estimate. Hence, the proposed adaptive controller possesses
the abilities of learning and controlling the unknown MIMO
nonlinear system.
Example 2: Consider a SISO nonaffine pure-feedback sys-
tem as in [2]
8><>:
_x1 = x1 + x2 +
x32
5
_x2 = x1x2 + u+
u3
7 + d(t)
y = x1;
(82)
where d(t) = 0:1 cos(0:01t) cos(y).
The control objective is to design a controller for system
(82) such that the output y tracks a desired reference trajec-
tories yr, which is the output yr1 of the famous van der Pol
oscillator (79), where  = 0:2 in this simulation. According to
system (82), the adaptive NN controller is chosen according
to (55) (i.e. j = 1; 1 = 2) as follows:
u =  c2z2  $2W^T2 S2(Z2); (83)
where z1 = x1   xr1; z2 = x2   1; Z1 = [x1; xr2]T
and Z2 = [x; @1=@x1; 1; 1]T with 1 =  c1z1  
$1W^
T
1 S1(Z1), 1 =
@1
@xr1
_xr1 +
@1
@xr2
_xr2 +
@1
@W^1
_^
W1, $i =
tanh

W^Ti Si(Zi)zi
i

; i = 1; 2 and NN weights W^i are updated
by _^Wi =  i[Si(Zi)zi   iW^i]:
NN W^T1 S1(Z1) contains 9 nodes, with widths 1;k =
2 (k = 1; 2;    ; l1) and centers 1;k (k = 1; 2;    ; l1)
evenly spaced in [ 2:5; 2:5]  [ 7; 7]; W^T2 S2(Z2) contains
243 nodes, with widths 2;k = 4 (k = 1; 2;    ; l2) and
centers 2;k (k = 1; 2;    ; l2) evenly spaced in [ 2:5; 2:5]
[ 3; 2]  [ 4; 0]  [ 6; 6]  [ 4; 5]. The design parameters
of the above controller are chosen as c1 = 9; c2 = 3; 1 =
 2 = diagf5:0g; 1 = 2 = 0:1; 1 = 2 = 0:1, and the initial
conditions x = [0:5; 1:8].
From Fig. 8, we can see that fairly good tracking perfor-
mance is obtained. The boundedness of control signal u and
NN weights $1W1 and $2W2 are shown in Figs. 9 and 10,
respectively. Comparative tracking errors of the ISS-modular
approach in [2] and the proposed approach in this paper are
given in Fig. 11.
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Fig. 8. Output y (“—”) follows yr (“- -”)
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Fig. 9. Control input u
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Fig. 10. L2 norm of the NN weights: $1W1 (“—”) and $2W2(“- -”)
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Fig. 11. Comparative tracking errors: the proposed approach (“—”) in this
paper and the ISS-modular approach (“- -”) in [2]
Keeping all design parameters as before, Figs. 12–15 show
the simulation results of applying controller (83) to system
(82) for tracking reference signal yr = 0:5[sin(t)+ sin(0:5t)],
and confirm the effectiveness of the developed approach. Fig.
12 shows fairly good tracking performance obtained by the
same adaptive controller (83). Figs. 13 and 14 show that
control signal u and NN weights $1W1 and $2W2 are
bounded, and Fig. 15 gives comparative tracking errors of the
ISS-modular approach in [2] and the proposed approach in
this paper. It is shown that the convergence of the ISS-modular
approach in [2] is slower compared to the developed approach
in this paper.
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Fig. 12. Output y (“—”) follows yr (“- -”)
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Fig. 13. Control input u
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Fig. 14. L2 norm of the NN weights: $1W1 (“—”) and $2W2(“- -”)
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Fig. 15. Comparative tracking errors: the proposed NN control (“—”) in this
paper and the ISS-modular approach (“- -”) in [2]
V. CONCLUSION
In this paper, we have proposed adaptive neural tracking
control for a class of uncertain MIMO block-triangular non-
affine pure-feedback systems in the continuous-time form.
Theoretical analysis and simulation studies suggest that our
approach can tackle the difficulties in controlling MIMO
block-triangular nonaffine pure-feedback systems and simplify
the control design process. All signals in the closed-loop
system are guaranteed to be semiglobal uniform ultimate
bounded, and the system outputs are proven to converge to
a small neighborhood of the desired trajectory. The adaptive
NN scheme can be applied to a large number of uncertain
MIMO pure-feedback nonlinear systems without repeating the
complex controller design procedure.
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