Abstract. The execution costs of various types of database queries, expressed in terms of linear recusive definitions, are evaluated for two common query evaluation algorithms in the case where the database relations are represented by forests of labelled oriented trees. In a first stage, the execution costs are computed for a given forest. A key issue in this computation is the partition of the set of nodes in the forest into equivalence classes, the properties of which are explored. Moreover, the representation adopted is conceptually simple and provides additional results which are of interest by themselves. In a second stage, the averages of these costs, computed over all databases representable by forests with a given number of nodes, are also evaluated. Finally, the execution cost of the considered database queries is computed for the case where the underlined database relations are modelled as Hamiltonian digraphs.
Introduction
The idea of deducing information which is not explicitly stored in the database has incited a growing interest in the last years. Among the various approaches, the use of recursive rules of prolog-like form in defining, executing and optimizing queries in relational databases seems to be one of the most widely discussed.
Some old results of particular importance are those of Papadimitriou ([14] ) who demonstrates that Prolog definitions without negations on defined relations are equivalent in computational power to polynomial time bounded Turing machines, or the one of Naughton ([12] ) who determines necessary and sufficient conditions for data independency of some types of recursion, or even the one All correspondence to Vangelis Th. Paschos of Sagiv and Ullman ([19] ) who develop a top-down algorithm for planning the evaluation of a query expressed in first order logic and investigate a necessary and sufficient condition for the convergence of the algorithm. This last paper is a pionneering work since it has motivated one of the most discussed queryevaluation strategies, the one of the magic sets ( [2] ). Another also pionnering work is the one of Vieille ([23] ) where a classical query-evaluation strategy, the query/subquery one, is presented. Also, let us quote here the excellent survey of Bancilhon and Ramakrishnan ([3] ) where a complete inventory and very useful comments of the most of query-evaluation strategies are made; moreover a rough cost evaluation for each one of the presented strategies is given.
Among recent results of particular interest, we mention here the ones of Chen et al. ([4] ), Han ([5] ), Lefebvre ([10] ), Ramakrishnan ([16] ), Seshadri and Naughton ([20] ) (this list being far from exhaustive). In their robust paper, Chen et al. ( [4] ) develop, in the framework of the well-founded model, a query-evaluation method allowing evaluation of negative literals. The main tools implicated in their method are strongly inspired from the work of [19] , since the performed resolution depends on a kind of graph-theoretic construction called dependency graph and introduced, as far as we know, in [19] . In [5] , a very interesting method, called chain-split evaluation is proposed and used to evaluate trasitive-closure-like definitions. This evaluation is based upon a transformation of the initial set of recursive rules into an equivalent one, via the method of magic sets introduced, as we have already mentioned, in [2] . The work of [10] is devoted to the efficient evaluation of recursive aggregate operators. This is a very elegant work, the impacts of which are not yet completely measured (for example, embedding of the method of [10] in well-known evaluation strategies, etc.). In [16] , an efficient extension of magic sets technique is presented. Finally, the problematic of the work of [20] is close (although quite different) to our problematic. There, starting from some very nice results of Karp ([6] ) on random digraphs, an asymptotic evaluation of the expected sizes of the answers (which is a quite natural cost-criterion) for three common recursive queries is presented.
Let us now try to situate our work with respect to the ones cited above. Our aim is to study the asymptotic complexity of some intuitive query-evaluation algorithms in the case where database relations are represented, at the conceptual level, by means of combinatorial structures. A very useful and particularly interesting remark of [3] is that one can classify the strategies into two main classes, namely the query-evaluation (QE) and the query optimization (QO) ones. The first class, QE, consists of algorithms receiving as inputs a query and a database and producing an answer as output. The methods of the second class, QO, before applying a query evaluation (using a QE-strategy), perform an optimization of the rules expressing the query. This optimization, sometimes called rewriting, can be seen as a transformation of the initial set of rules into a new one, equivalent to the former (in the sense that the two sets produce the same answer), but eventually implying a more efficient evaluation. Let us note that the latter class can be seen as a 2-level evaluation, each level needing its own mathematical tools to be accomplished (for example, for the most popular QO-method, the magic sets, a main tool for the rewriting step is the dependency graph). Remark also that performing asymptotical compexity analyses for QO-methods seems very difficult and, to our knowledge, the only existing work is the one of [20] where, however, this analysis is carried over the rewritten set of rules (i.e., it is assumed that the rewritting has been already performed and the treated strategy receives as inputs the already rewritten rules and a digraph representing database relation).
Here we place ourselves in the QE-framework (and in this sense we move somewhat away from the works of [4, 5, 10, 16] ). This means that using some of the known evaluation strategies and fixing the conceptual database structure, we try to perform an evaluation of the average case complexity of these strategies. Furthermore, we assume that the queries to be evaluated are quite simple and do not contain aggregate predicates.
As cost-criterion, we have chosen one which seems to us more intuitive and operational than the size of the answer, namely the cost implied by the number of block accesses for reading tuples of the stored relation. In the sequel we call it the execution cost. The execution cost is closely related to properties of the combinatorial structure conceptually representing the database relation, such as the reachability of a set of nodes from a given node and the lengths of the corresponding paths. These notions are of particular importance in the execution of a class of relational queries expressed in terms of logic programming, such as the transitive closure and their computation involves the study and use of non-trivial evaluation properties, like the ones investigated in [8, 11, 21] .
Moreover, we have assumed that our database relation is represented at the conceptual level as a forest of labelled oriented trees (in Sect. 2 we give details and definitions concerning the database structure).
This paper is the continuation of [15] where the mean execution costs of some query evaluation algorithms were examined, for database relations represented by full tree structures. In the present paper we extend these results to the case of any forest-like structure. Moreover, we perform an average-case analysis over all forests on a given number of nodes.
We are aware that this type of structure is somewhat limited. However, this simplicity allows us to perform a fairly detailed analysis and to derive tight time bounds (in any case tighter than in more general data structures). Let us note here that our work complements the one done in [3] . There the authors treat relations represented by some particular tree structures (full trees), by inverted tree structures and also by what they call cylinders (covering graphs of a particular class of graded partial orders), whereas we consider any kind of tree, in fact any forest, which may represent a database relation.
We present two query evaluation techniques which we call the direct method and the intermediate storage method, respectively. Using database terminology, the direct method is a prolog-like top-down evaluation which uses a reordering of goals in order to ensure termination (we will be more precise below); the intermediate storage method is a two-stage method: first, the constants are pushed into the recursive rules and then, the query is evaluated in a bottom-up semi-naïve fashion ( [3] ).
We notice that, thanks to the choice of the forest to represent the database relation, the two evaluation algorithms studied here include the most of the QEmethods. In fact, thanks to the simplicity of the forest naïve, semi-naïve and prolog evaluations can be seen as the same strategy (the direct method of this paper). On the other hand, the intermediate storage method is nothing else than the query/subquery method.
Moreover, let us remark that when one uses graph-theoretic concepts to conceptually represent database relations, the above strategies can be seen as variants of standard search procedures. This type of procedures on trees or graphs can be associated to relational algebra operations. For instance a BFS (or DFS)-like search on a graph-structure S performs the join operation Q R where Q is the relation represented by S . Furthermore, by restricting ourselves to arborescences, well-known tree parameters like the average internal path length or the average size of a subtree correspond, in the context of our work, to the average number of joins or the average number of projections to be performed in order to evaluate a particular query. Also, as we shall see, the selections are performed in priority. In our approach, selection means to find the node of the tree from which the search procedure starts. The selections made by the algorithms presented have priority to any join that has to be performed for the query evaluation. In the case of a given forest structure, our method for the evaluation of the execution cost is somewhat complicated; however, all the involved parameters are natural. The analysis in the case of a random forest (i.e., when all databases representable by forests with a given number of nodes are taken into account) is much simpler and leads to concrete (more than the ones of [3] ) and intuitive results.
The paper is organized as follows. In the next section we introduce the model and discuss its properties. We mention here the notion of node equivalence, introduced in Sect. 2, which provides us with a useful tool for performing tree-or forest-enumerations. We hope that in future works we will extend the applicability of this equivalence to more general graph structures as the one of directed acyclic graphs; in any case, in Sect. 7, we present the analysis of a simpler model (directed acyclic Hamiltonian graphs) than the one of a directed acyclic graphs and obtain asymptotic complexity expressions. In Sect. 3 we present the two algorithms, the direct and the intermediate storage methods. Section 4 deals with the study of the average-case complexity of these two methods when the forest structure of the EDB relation is fixed. In Sect. 5, asymptotical expressions for the mean execution costs (taken over all forests) are given. Finally, in Sect. 6, the average size of the obtained answers is discussed; this allows a connection of this paper to the one of [20] .
The derivation of mean execution costs has now become an important chapter in the analysis of algorithms ( [24] ). Average-case analysis provides results which, to some extent, summarize the salient features of the behaviour of the algorithm and can highlight aspects of the problem that are not visible through the most commonly used worst-case analysis. In fact, by using average-case evaluation, we can gain a quick insight into the properties of the algorithms without depending on information that is really too detailed to be handled in practice. Of course, we do not imply that this mean execution costs, based on the hypothesis of equal occurrence probabilities for the distinct possible queries or, at the higher level, of equal occurrence probabilities for the distinct possible queries forest structures for the EDB relation, reflect exactly the actual costs in every situation occurring in practice, but it is a basic and elementary hypothesis adopted by all people working on average-case analysis of the algorithmic complexity. In fact, an eventual hypothesis about non-uniform distribution, even if it better reflects reality, involves very hard computation problems and should lead to non-intuitive asymptotic expressions.
The model
Our model for recursive queries follows the one of Reiter ([17] ) and is composed of two parts: the extensional database (EDB), which is equivalent to the classical relational database, and the intensional database (IDB), which is a set of inference rules of datalog type defining relations not explicitly stored in the EDB. These rules are function-free Horn-clauses.
A predicate is recursive if its definition depends, directly or indirectly, on itself. Our aim is to evaluate the execution cost, which is an important parameter for the optimization of recursively expressed queries, thus expanding the evaluation presented by Ullman ([22] ) for the case of non-recursively defined queries. We will focus our study on the transitive closure definition which, on the one hand, is the most representative form of linear recursion (a recursive definition is called linear if there is only one occurence of the recursive predicate in the righthand side of the recursive rule) and, on the other hand, it is a paradigm for the inductive database theory.
The recursive definitions considered include two logical rules: the nonrecursive or exit rule r e and the recursive rule r r . We assume one EDB relation while the IDB is determined by means of the rules:
Informally, there exists a path from v i to v j in a graph (or tree, or forest) only if there exists either an arc v i v j , or if there exists an arc v i w and a path linking w to v j .
Let us remark here that we have arbitrarily chosen to study the above definition for transitive closure. In fact, there are at least two other definitions, equivalent (in the sense of the answer produced) to the above one: 
informally, there exists a path from v i to v j in a graph (or tree, or forest) only if there exists either an arc v i v j , or if there exists a path linking v i to w and a path linking w to v j .
As one can easily see, the three above definitions are all natural, intuitive and well define the concept of the transitive closure. But the use of each definition as input of a query-evaluation algorithm, strongly constraints (as we will see in the sequel) its complexity. Hence, the use of the three above definitions by the same algorithm does not induce the same computational complexity. An interesting problem, consequently, is, for a given algorithm, to choose among equivalent definitions the one minimizing its execution time. Unfortunately, given a recursive definition expressed by an arbitrary set of rules, the problem of producing all recursive definitions equivalent to the initial one is undecidable ( [13] ).
The structure
We consider that Q is represented as a forest of labelled oriented trees, i.e., trees with labeled nodes, where the left-to-right order of subtrees is immaterial ( [8] ); in what follows, we will call these forests by labelled oriented forests.
In other words, in oriented trees only the relative orientation of nodes is considered, not their order, so that two trees are not different when they differ only in the respective ordering of subtrees. The two trees of Fig. 1 are distinguishable when they are considered as non-oriented. But, these two trees represent the same oriented tree. The nodes of the trees in the forest are not indistinguishable points, since they are labelled by the values of the attribute domain which is considered common for both attributes of the EDB relation Q. This is a reasonable representation since the orientation of edges on the trees follows the tuples of the relation, and the order of subtrees is irrelevant to the evaluation approach considered. Informally speaking, the choice of oriented trees to represent Q reflects the fact that a relation Q = {(a, b), (a, c)} contains exactly the same information and can be considered identical to the relation Q = {(a, c), (a, b)}.
The forest structure seems to provide a reasonably good conceptual representation for database relations, despite its limitations with respect to the more general directed graph structure. Moreover, the forest is a generalization of the tree, that shares many of its interesting properties, since a forest can be considered as a tree whose root is missing. In what follows, the trees constituting a forest will be referred to as the component trees of the forest.
Such EDBs have been considered by Bancilhon and Ramakrishnan ([3] ). They are obviously of limited applicability. However there are in fact natural examples of EDB relations that can be represented as trees or forests. Let us simply think of the ancestor relation or of a relation representing, for example, the hierarchy of a company.
The problem studied here is the computation of the average-case complexity of the two algorithms (Algorithms 1 and 2), presented in Sect. 3, when they operate on labelled oriented forests.
Given a forest of oriented trees, the average behaviour of the model can be examined by considering all possible labellings implying distinct labelled oriented forests. This corresponds to a uniform distribution of labels over all the node positions in the forest. Since the ordering of subtrees is irrelevant, the notion of uniform distribution can be defined by introducing the idea of equivalent nodes.
Some properties of the model
We consider the nodes of the forest as distinguishable points, since they represent distinct values of the domain of Q. For convenience, we fix the set of labels:
We define as usual the execution cost for each type of query of interest when applied to the EDB represented by a fixed forest ∆, as the average, taken over all instances of the query, of the number of steps used (by some given algorithm) to evaluate an instance of this query. This corresponds to a uniform distribution of labels over all the node positions in the forest. Since the ordering of subtrees is irrelevant, the notion of uniform distribution can be defined by introducing the idea of equivalent nodes (Definition 1). The notion of node equivalence is basic in our work since, as it will be seen, all our computations are expressed in terms of classes of equivalent nodes. Then we will compute, again for each fixed query, the mean of the execution costs taken over all distinct forests with a given number of nodes. Consider an oriented forest ∆ and the partition of its nodes into C equivalence classes, which will be numbered by 1, . . . , C . We will adopt the following notations:
Definition 1. Node equivalence. Consider a forest
∆: the given forest structure; n(∆): the size (number of nodes) of ∆; R: the set of classes to which belong the roots of the component trees of the forest; T i : the oriented subtree structure rooted at a node of class i ; n(T i ): the size of T i ; l i : the level of nodes of class i , assuming that the roots of the component trees are at level 0. ; for i ∈ R, we consider that σ i = card (i ); h i : the height of the subtree rooted at a node of class i ; we have
The node equivalence relation leads to the following "uniformity" proposition.
Proposition 1. Consider an oriented forest structure ∆ and all possible distinguished labelled forests associated with it. Then the number of labelled oriented forests in which a given label is assigned to a node of class i is equal to the cardinality of class i multiplied by a constant, which is the same for all classes.
Proof: Let a(T i ) be the number of possible labelled oriented trees associated with the structure T i , given a set of n(T i ) labels (accordingly, a(∆) refers to the whole forest). Then, a(T i ) can be computed as:
where we enumerate all the ways of partitioning the n(T i ) labels into one block of size 1 (the label of the root of T i ) and σ j blocks of equal size n(T j ), for all classes j emanating from class i , without taking into account the ordering of blocks within each class. This quantity is multiplied by the number of possible labellings over all subtrees.
In an analogous way, we can write for a(∆):
Let us now consider a given label x and let K i denote the number of labelled oriented forests associated with ∆ in which x appears as the label of a node of class i . Following a similar reasoning as in the case of a(T i ) and a(∆), K i can be expressed as:
In the above enumeration, the subtrees rooted at nodes on the path from the root of the component tree containing the node with label x down to this node are distinguished and we enumerate, for each class including an ascendant of the node with label x , first all trees emanating from siblings of the ascendant and then the tree rooted at the ascendant itself. By repeatedly applying (1) and finally (2) (3) yields:
and this completes the proof, since the quantity a(∆)/n(∆) is a constant. The performance measures of Sect. 4 will be derived based upon the notion of uniform distribution established by Proposition 1.
Performance measures
Let again ∆ be any forest on n nodes. The queries that are usually considered fall into the following categories:
• list the descendants in ∆ of a particular node α: query R(α, x ); • does there exist in ∆ a path linking two particular nodes α and β?:
query R(α, β); • list the ascendants in ∆ of a particular node β: query R(y, β); • find the paths linking every pair (x , y) of nodes in ∆: query R(x , y).
We associate with each relation a significant measure called execution cost denoted by c. This cost is a function of the number of disk accesses and of the file organization ( [22] ) and will intervene as a multiplication factor in our complexity expressions.
We shall denote by c 1 R (resp., c 12 R , c 2 R , and c 0 R ) the corresponding execution cost (for a given forest on n nodes) of the query R(α, y) (resp., R(α, β), R(x , β) and R(x , y)). The mean execution costs (averaged over all forests on n nodes) will be denoted by replacing c by γ in the previous notations, i.e., γ Finally, the costs for the relation Q will be denoted by replacing by Q the subscript R in the above notations, i.e., c 1 Q , c 12 Q , and so on. We assume as usual that the quantities c Q are given. In general, they can be easily evaluated when the file storage characteristics concerning the data base relation are known. Such characteristics include the number of tuples, the number of blocks, the existence of dense or sparse indices, the cardinality of attribute domains, etc. Additional details on physical data organization can be found in [22] .
We will assume that domain values are uniformly distributed with respect to information retrieval from the data file. Actually, this implies a notion of uniformity at the physical level, which is different from the one introduced by proposition 1 concerning data representation at the conceptual level. This corresponds to a randomness in the way distinguished attribute values appear in the data file, regardless of the file organization characteristics.
The algorithms
We describe in this section the two query evaluation algorithms, the averagecase complexity of which we study in the sequel. Moreover, for each query, we describe the type of the obtained answer in terms of forest's parameters.
The direct method algorithm
The first algorithm (Algorithm 1), called direct method, is a kind of exhaustive procedure which, without applying any cost reduction technique, performs a prolog-like top-down evaluation, this evaluation using a reordering of goals in order to ensure termination.
Concerning query R(α, y), the solutions are the labels of the nodes of the subtree rooted at α. The algorithm first executes r e , then r r , where the order of predicate calls is significant. If we first call R with both predicates free, then the algorithm does not terminate. Thus, Q is called first, and the values ζ satisfying Q are found; next, a call of R with its first predicate bounded will complete the search. The case where α is a leaf is trivial, since it yields the empty set.
Concerning query R(α, β), procedure BFS(α, β) consists of searching, in a breadth-first-search manner ( [1] ), the nodes of the subtree rooted at α until either β is found, or the whole subtree is exhausted.
Concerning query R(x , β), the result of the execution of r e (line ( * * )) is the list of all the nodes of the forest. Moreover, once this execution is completed, all the values of the nodes are known and, consequently, the evaluation of the query R(x , β) is reduced to the evaluation of the query R(α, β). Here also, the order of execution of the predicates is very important. After executing r e , there are two possibilities for the execution of r r , since we can first search either Q or R. If we choose R, then it is obvious that r r will be called an infinite number of times without exit. Thus, we must first execute Q with both variables free and, for each one of the obtained pairs (answers), R will be executed with the two variables bounded.
Finally, for query R(x , y), once all the values of the domain of Q are known, the evaluation of R(x , y) is reduced to the evaluation of R(α, y).
The intermediate storage algorithm
The intermediate storage method (Algorithm 2) is a two-stage method: first, during a query pre-processing, the constants are pushed into the recursive rules; next, the query is evaluated in a bottom-up semi-naïve manner.
The query pre-processing is a natural cost-reduction strategy reducing the number of accesses to the disk where data are stored; it is described in Procedure 1. In our complexity analysis, we consider that the storage cost (write-read) 
At this point, Procedure 1 stops without producing all possible results. The reason is that for the query R(α 1 , y), the definition can be rewritten as:
where it is clear that the above described condition is not satisfied.
As a matter of fact, the procedure works by creating chains of tuples such that, for any two successive tuples in a chain, the second attribute of the first tuple has the same value as the first attribute of the second tuple. The applicability condition mentioned above ensures that such chains can be created. For more details on intermediate storage, we refer to [12] . For query R(α, β), execution is performed with respect to the second argument since, otherwise, we might be led to the query R(α, y) . This implies that the forest will be searched from the leaves to the root.
For query R(x , β), search is executed from β to the root of the component tree containing β.
For query R(x , y), we first search Q with both variables free and then, for each one of the answers obtained, we execute R with the second variable bound (recall that it is not feasible to search with the first variable bound, as discussed above).
The answers to the queries
As usually, in order to analyze the average-case complexity of the devised algorithms, we first need to characterize the type of the answer in terms of input parameters.
R(α, y)
: In this case (admitted only by Algorithm 1), the answer will be the list of the labels of the nodes of the subtree emanating from α. Moreover, the case where α is a leaf is trivial, since it yields the empty set. The average cost (when considering all the forests on a fixed number of nodes) is a function of the average order of a subtree (the average being taken over all labelled oriented forests) of a labelled oriented forest on n nodes. R(α, β) : Here there is a positive answer to the query iff β is contained in the subtree rooted at α; otherwise, the answer will be "no". According to Algorithm 1, this query involves either the exploration of the whole subtree of α when β does not belong to this subtree (in this case the average cost will be equal to the one of the CASE R(α, y)) or, else, the exploration of all the nodes of this subtree belonging to the levels strictly higher than the level of β (BFS-search). When considering all the forests on a fixed number of nodes, a computation of the average length of forest-path, over all the forests on a fixed number of nodes, will be involved. R(x, β) : The answer will be the list of labels on the path from β to the root of the component-tree containing β. When all the forests on a fixed number of nodes are considered, the computation of the average forest-path size, over all the labelled oriented forests on a given number of nodes, is involved. R(x, y) The answer will be the list (empty in the case where x and y belong to two distinct trees of ∆) of the nodes on the paths between all the pairs of nodes of ∆. When considering all the forests on a fixed number of nodes, the computation of the average forest-path size, over all the labelled oriented forests on a given number of nodes, is again involved. 
Proof: Let α be the label of a node in class C i . The corresponding proportion of labellings is equal to (4) . For each of the n(T i ) nodes of T i , the file containing Q will be searched with cost c 
The query R(α, β).
We first need the following proposition.
Proposition 3. Suppose that α is the label of a node of class C i . Then the conditional probability p β/α that a given label β is contained in the subtree rooted at α is given by
p β/α = I K i = n(T i ) − 1 n(∆) − 1 ,
where I is the number of possible labelled oriented forests, in which the label β is contained in the subtree rooted at α, such that the node with label α belongs to class i and K i is given by expression (3).
Proof: Following a similar reasoning as in the derivation of expression (3), we have:
The difference with respect to (3) is due to the specification of β. From (3) and (6), we get:
We can now proceed to the evaluation of c 
where
Proof: Let α be the label of a node of class i . We distinguish two possibilities for β.
(i) The label β is not contained in the subtree rooted at α. The probability of this event is
The whole subtree rooted at α (including α) will be searched with cost X (i ) given by expression 8.
(ii) The label β is contained in the subtree rooted at a. This happens with probability p β/α . The subtree will be searched until the father of β is attained. According to the uniformity property, which applies to the subtree too, the label β is uniformly distributed over the nodes of this subtree, excluding α. This implies that the same property holds for the father of β with respect to all the internal nodes of the subtree. For each node visited before the father of β, the cost is equal to c We recall here that under the BFS method, the nodes are searched level by level starting from node α down to the level preceding immediately that of β, this last level being visited until the father of β is attained. Let us suppose that β's father is situated at level j of the subtree. Before β's father is reached, all nodes at levels with index lower than j will have already been visited and also perhaps some nodes at level j .
Let us define the following quantities:
the number of internal nodes at level j of a subtree rooted at a node of class i , 0 ≤ j < h i ; f i j : the number of leaves at level j of a subtree rooted at a node of class i , 0 ≤ j ≤ h i .
These quantities can be expressed as follows in terms of the quantities defined in Sect. 2:
where the symbol 1 {X } denotes the indicator function of the event X . The execution cost Y (i ) (expression 9) for case (ii) is obtained by averaging over all internal nodes the search cost corresponding to previously visited nodes.
Let us note here that since the indices have ranges linear in n, the quantities g (11)) and, consequently Y (i ) (expression (9)) can all be computed in polynomial time.
In (9) the expression in square brackets gives the number of nodes visited before the father of β, the latter being an internal node at level j of the subtree rooted at α, summed over all internal nodes of that level. The first term in this expression accounts for nodes at levels with index lower than j , that have been visited. The second term corresponds to internal nodes at level j that have been visited before the father of β and is equal to
The third term accounts for leaves at level j that are visited. Its expression is derived as follows. Let us suppose that there are n + m nodes at a given level where n is the number of internal nodes and m is the number of leaves. We denote by Z (n, m) the average of the sum, taken over the internal nodes of the considered level, of the number of leaves that have been visited before each of these nodes, the average being taken over all possible arrangements of the n + m nodes. We can write:
where the first term on the right-hand side corresponds to the event that during the search we first encounter an internal node and the second term to the event that we first encounter a leaf. With the initial conditions Z (n, 0) = 0 and Z (0, m) = 0, the above expression for Z (n, m) yields:
By substituting g i j and f i j for n and m, respectively, we complete the derivation of (9) .
The expressions in (8) and (9) for cases (i) and (ii), respectively, are combined in (7) to yield the execution cost.
The query R(x , β).
We assume that the edges of the forest are stored as usual with direct access to their first node. The execution of line ( * * ) of Algorithm 1 is required because we need here direct access to the second node of each edge.
Proposition 5. The execution cost c
Proof: Equation (12) is immediately derived from CASE R(x , β) of Algorithm 1.
The query R(x , y)

Proposition 6. The execution cost c
Proof: Expression in (13) is immediately derived from CASE R(x , y) of Algorithm 1.
The intermediate storage algorithm
The query R(α, β).
Before proceeding to the evaluation of the execution cost, we need the following impact of the uniformity assumption implied by Proposition 1.
Proposition 7. Suppose that β is the label of a node of class i (level l i ). Then the probability p α/β of the event that a given label α is situated on the path from the root of the component tree containing β down to β is given by
p α/β = J K i = l i n(∆) − 1 .
In the above formula, J is the number of possible labelled oriented forests in which the label α appears on the path from the root of the component tree containing β down to β, such that β belongs to class i , and K i is as in the proof of Proposition 1 (expression (3)), i.e., the number of labelled oriented forests associated to the structure ∆, in which a given label (β in this case) belongs to class i .
Furthermore, given that α is situated on the path from the root of the component tree containing β down to β, it can be the label of any node on this path with equal probability.
Proof: We have here:
where the first term corresponds to the number of labelled oriented forests having α as the label of the root of the component tree containing β. In the summation, each value of the index m refers to the case where α is situated at level m, and the subtrees rooted at nodes on the path from the root of the component tree containing β down to β are distinguished in the enumeration. From (14) , by using (6) we obtain:
From expression (15) it is immediately observed that: given that α is situated on the path from the root of the component tree containing β down to β, it can be the label of any node on this path with equal probability. Hence,
which concludes the proof.
Proposition 8. The execution cost c
12
R using the intermediate storage algorithm is equal to:
Proof: Suppose that β is the label of a node of class i (level l i ). The forest will be searched from β to the root of the component tree containing β until the label α is found or until the tuples are unsuccessfully exhausted. At each step of the search procedure, the cost is c 12 Q in case of success and c
12
Q + c 2 Q in case of failure. Since, however, we are searching on a tree structure, we have c
because there is at most one tuple having β as the value of its second attribute. Moreover, we do not need to search twice in case of failure, since a single search will provide us with the appropriate tuple whether the step is successful or not. Hence the total search cost for all the steps of the procedure is equal to c 2 Q . We distinguish two possibilities: (j) The label α does not belong to the path from β to the root of the component tree containing β. In this case, the whole path is (unsuccessfully) searched. This event happens with probability
The corresponding search cost is equal to:
(jj) The label α lies on the path from β to the root of the corresponding component tree with probability p α/β . The path will be searched until the child of α is attained. As observed before, the label α is uniformly distributed over the l i nodes on the path from the root of the component tree to β, and hence the position of its child on the path will be uniformly distributed over l i nodes (including β). The execution cost will be in this case:
By using (17) and (18) for cases (j) and (jj), respectively, we obtain the expression in (16). 
The query R(x , β)
Proof: Immediate from CASE R(x , β) of Algorithm 2. 
The query R(x
Bounds on the mean cost
The expressions for the mean execution cost obtained above can be used for the evaluation of the execution cost for any forest structure. The complexity of the algorithms depends on the structure of the component trees. It would be useful to characterize the behaviour of the cost in terms of its order; this is what we do in Sect. 5. However, from the results of this section, one can already obtain bounds on the costs c R through application of the above results to limiting tree structures. The two extreme cases of tree structures with respect to the performance of search procedures are those of the full tree and of the degenerate tree or chain.
Full tree structure.
A full tree is a tree, all the internal nodes of which have the same degree (strictly greater than 1). In this case, the nodes of each level constitute an equivalence class, and all the quantities defined in Sect. 2 can be simply expressed as functions of the degree and the height of the tree.
From the results obtained for the mean execution cost, we can establish the following lower bounds in the case of general exhaustive search procedures:
The application of the intermediate storage method improves only the case of the query R(x , β) yielding:
The detailed evaluation of the execution cost for the full tree case is studied separately in [15] .
Degenerate tree structure.
In this case, the tree is reduced to a chain and each node of the tree forms an equivalence class by itself. The quantities of interest to the evaluation can be simply expressed as functions of the number of nodes in the tree. The degenerate tree exhibits a worst case behaviour and the results for the execution cost imply the following upper bounds in the case of general search procedures:
Here again, the improvement achieved by applying the intermediate storage algorithm instead of the direct method one concerns the query R(x , β), for which we obtain:
Average-case analysis
As we have seen in Sect. 4.3, when one specializes the results of the previous section to particular classes of trees such as full regular trees ( [15] , see also [3] ) or chains, one sees that a great variability takes place concerning the costs. For instance, we have established above that c 1 R = O(log n) for the full trees, whereas c 1 R is linear in n for chains. It seems thus appropriate to study the behaviour of our algorithms on "most" cases. This is what we do in this section, where we average the values of the execution costs of the queries over all the forests on a fixed number n of nodes.
The direct method
The query R(α, y).
It is well-known that there is a bijection between (labelled) trees of order n + 1 and (labelled) forests of order n. In fact, if we remove the root of a tree of order n + 1 as well as the edges incident to the root, the resulting graph is a collection of trees (a forest) with n nodes; conversely, if, given a forest on n nodes, we add a supplementary node and we link this new node to the roots of the component trees of the forest, the resulting graph is a tree with n + 1 nodes.
Let f (n) (resp., g(n)) denote the average order of a subtree of a random rooted tree on n nodes (resp., of a random oriented forest on n nodes of R (α, y) ). This correspondence implies clearly
It is well known (see [11] ) that f (n) ∼ (πn/2) 1/2 . Hence the average cost γ 1 R for the query R(α, y) satisfies
The query R(α, β).
We will need two results concerning the number g(n) of oriented forests on n nodes. Let us first recall the following lemma, due to Rényi ([18] ).
Lemma 1. ([18]). Let
1 ≤ k ≤ n. Denote by F (n, k ) the number of forests on V = {1, 2, . .
. , n} which have k components and in which the nodes
Since in an oriented forest the roots of the components are arbitrary, we get
It is easy to deduce from this the assertions g(n) ≤ en n−1 and
Let us denote by m the size of the subtree T rooted at α and by V (T ) its node set; furthermore, for each h ≥ 0, let us denote by m h the number of nodes of this subtree belonging to its hth level. The total number of steps needed by the queries R(α, β) for β ∈ V (T ) is
We shall denote by N n the mean value of N (T ) on the set of trees on n nodes. It follows from known results on the moments of the sizes m h of the levels ( [21] ) that we have
We shall also need an estimate for the number f (n, l ) of forests on n nodes in which the subtree of a node with given label has order l . Let g(n) denote the number of oriented forests on n nodes. Clearly, the number of distinct trees with a given root and l − 1 other nodes chosen between n − 1 other given nodes is C n−1 l −1 l l −2 . Now given such a tree T and a forest on the complementary set of nodes, we get a complete forest (on n nodes) in exactly n − l + 1 ways, namely by linking the root of T to one node of the given forest or by just adding the tree to the forest as a new component. Hence we have
We are now well prepared to derive an asymptotic equivalent to the mean cost γ 
We shall prove that γ
. We have, for q ≤ l ≤ n − q, using Stirling's formula and (19) ,
where (q) → 0 uniformly as q → ∞. From expression (23), we have
where the last inequality is obtained by approximating the left side sum by an integral. Using, for l < q (resp., l > n − q), the inequality
we get from (23) in the case where nq −2 → ∞:
Since and are arbitrarily small for sufficiently big q, it follows that we have
and, using (19) , (21) and (26):
Furthermore, by using (22), (23), (26), (27) and after some easy algebra, we deduce that γ 
The query R(x , β). Replacing in (12) c
γ 1 R ∼ c 1 Q π n 2 γ 12 R ∼ c 12 Q + c 1 Q π √ n γ 2 R ∼ c 12 Q + c 1 Q πn 3 2 γ 0 R ∼ c 1 Q πn 3 2 .
Mean execution costs for the intermediate storage method
The query R(α, β).
It is easily seen as in Sect. 5.1.2 that the main contribution to the mean cost comes from the case where β does not belong to the subtree rooted at α. Thus, since in this case, according to Sect. 4.2.1, the query amounts to search the path from β to the root of its tree, the mean cost verifies
The query R(x , β).
Recall that the solutions here are all the nodes on the path from β to the root of its tree. Thus we have similarly as above 
The query R(x , y). Replacing the quantities c
It is seen again that the intermediate storage method brings in the case of the query R(x , β) a considerable improvement over the direct method.
On the sizes of the provided answers
In relation with the work of [20] , where as we have already mentionned, another complexity criterion, namely the size of the obtained answers, is studied, let us point out that, thanks to the simplicity of the forest-structure adopted here, the results obtained above give immediate asymptotical expressions for the sizes of the answers. Really, as we shall see, for a forest-like database, the sizes of the obtained answers are closely related to the n-depending terms of the complexity given in Theorems 1 and 2 (up to the subtractive term 1). Moreover, let us remark that, for a given conceptual database-representation, the sizes of the answers are the same for both the algorithms studied here.
In what follows, we denote by σ 1 R (resp., σ 12 R , σ 2 R , and σ 0 R ), the corresponding size of the answer (averaged over all forests on n nodes) for the query R(α, y) (resp., R(x , β), and R(x , y) .
For query R(α, y), we assume that the answer-relation will contain the pairs (α, α ) for the values α labelling the nodes of the sub-tree T α rooted at α. So, the size of the answer will be identical to the size of this subtree minus the node labelled by α, i.e., this size is identical to the edge-number of T α and, consequently, using the result of Sect. 5.1.1, the average size σ
For query R(α, β), the size of the relation built in view of a negative or a positive answer is, as we have seen in Sect. 5.2.1, dominated by the size of the answer-relation when query R(α, y) is executed. So, σ
For query R(x , β), we assume that the answer-relation will contain the pairs (β , β) for the values β labelling the nodes of the path linking the node labelled by β to the root of the component-tree to which this node belongs. So, the size of the answer will be identical to the size of the path from β to the root minus the node labelled by β and, using the result of [11] on the average path-size of trees, one can easily conclude that σ
Finally, for query R(x , y), we assume that the answer-relation will contain all the node-pairs (x , y), x / = y, where x and y belong to the same component-tree of the forest. Let us recall here that, by the way the two algorithms studied here are considered, in order to evaluate query R(x , y), first Q is explored with both variables free and then for each of the n −1 answers r r is evaluated with R having either its first (Algorithm 1), either its second (Algorithm 2) variable bounded. So, given that the average orders for the average sub-graph-size and for the average path-size of a random labelled oriented forest coincide, then σ
The following proposition summarizes the small discussion performed above. 
.
The execution costs for directed acyclic Hamiltonian graphs
It would be more natural to study the complexity of our query evaluation algorithms in the most general case where the data base relation can be represented by any acyclic digraph. Unfortunately, we are unable to figure what a typical (random) acyclic digraph looks like (in contradiction to the digraphs of typical partial order relations which are very simple, see Kleitman and Rotschild ([7] )), and thus we feel that this analysis is out of reach presently.
Here we study the complexity of Algorithm 3, a slightly modified version of Algorithm 1, by supposing that the external database is represented by Hamiltonian directed graphs. We do not try to obtain the best possible results. Our aim is only to present some qualitative results which may well reflect the qualitative aspects of the genuine model of a random acyclic digraph.
As we have already mentioned, our model is obtained by considering only digraphs with a Hamiltonian directed path or, in other words, digraphs such that the corresponding partial order (obtained by adding the transitivity arcs) is linear.
To obtain such a random digraph D with vertex set V (D) = {x 1 , . . . , x n }, we start with a directed path of length n, say (x j (1), . . . , x j (n)), where j (·) is a random permutation of [n], and for each pair (i , k ) with i < k , we add the arc x j (i )x j (k ) with probability 1/2 (in other words, we choose at random any of the 2 n(n−1)/2 distinct subsets of these arcs). Clearly, the obtained graphs are acyclic. Note also that we never get twice the same digraph in this way since an acyclic digraph can have at most one chain of length n.
Our analysis rests upon two lemmas. We first need some notation. For x ∈ V (D), we denote by Acc(x) the set of vertices reachable from x by a directed path. We write dist + (x, y) for the shortest length of a directed path going from x to y, if y ∈ Acc(x). Otherwise, dist + (x, y) is infinite. Notice that, by the construction of D, it is always the case that exactly one of dist + (x, y) and dist + (y, x) is finite. It is very easy to show that in the standard random graph with edge probability 1/2, the average distance between two vertices is asymptotic to 3/2. Therefore, the following result is not surprising. 
We find, using Abel's summation, Remark 1. Since the graph of the data base relation is no longer a union of trees, the complexity of the search may differ considerably here between the breathfirst and the depth-first strategies.
Query R(y, β)
We use the same algorithm as above on the digraph D obtained from D by reversing the orientations of each arc and starting now from β. Since by symmetry the distribution of diam(D ) is the same as the distribution of diam(D), the complexity is the same.
Query R(α, β)
Lemma 2 tells us that the average number of stages that we need is less than 2 if β is reachable from α. But we know that either this is the case, or it is the case that α is reachable from β. Thus, running CASE R(α, β) of Algorithm 3 will give an average complexity less than, or equal to, 4n 2 .
Query R(x, y)
Recall that R(x , y) asks for all the paths in the graph of the database relation. It is easy to see that the number of these paths is exponential here. We thus strive only to obtain (at least) one path for every pair (x , y) of vertices. It suffices for this to run our algorithm for R(α, x ) n times, starting each time with a new α. The complexity is bounded above by (2 + )n 3 log 2 n. The following theorem summarizes the study of this section. 
Conclusions
We have presented an average-case complexity analysis of two simple and natural algorithms performing the evaluation of the transitive closure. Both methods are proven to be quite efficient when they operate on relations represented by labelled oriented trees, or forests of labelled oriented trees.
The complexity of each algorithm has been studied in two cases: for any given forest structure we have obtained expressions for the execution cost of the most usual queries; our results are derived, in this case, using a notion of equivalent nodes which is very natural and leads to significant simplifications in the analysis; next, we have derived expressions for the mean costs, the mean being taken over all the possible forest structures with a fixed number of nodes.
The notion of node-equivalence seems to be very rich and interesting by itself, since it provides a general tool for arborescence-enumeration. But in its present form it does not work for any given discrete structure (notably for graphs). A very interesting extension of this notion would be the one of the vertex-equivalence for more general graph-structures.
At a first level, our approach has provided a formalism for describing the underlying structure mainly based on the notion of equivalent nodes, and then has allowed us to obtain expressions for the complexity of the algorithms by averaging over all possible queries on a given database structure. At a second level, average-case results have been obtained by taking into account all possible structures with a given number of nodes. The first level can be used to characterize any given situation, but requires a rather detailed representation of the structure. The second level allows an abstract characterization which uses no representation at all and leads to simpler expressions.
In the context of the direct method, it is shown that the mean execution cost is of O(n 1/2 ), where n is the number of nodes in the forest, in the case of R(α, y) and R(α, β). This is due to the fact that, in both cases, the search is carried out in the subtree emanating from the node labelled by the value of the first variable. Then the mean cost is related to the average size of a subtree in the forest. We have proved (by a generalization of analogous results on trees) that the latter quantity is O(n 1/2 ). Moreover, for the case R(α, β), we have proved that the order of the search cost is dominated by the cost of the case where the node labelled by β does not belong to the subtree rooted at α. As we have shown, this is due to the fact that the cost induced by the case where β belongs to the subtree rooted at α is asymptotically negligible with respect to the cost of the former case. When only the second variable is bounded or neither variable is bounded, the mean execution cost is of O(n 3/2 ), since, in both cases, an O(n 1/2 ) search is performed for each one of the n − 1 tuples obtained by first searching the EDB with both variables free.
In an attempt to reduce the cost, we have investigated the intermediate storage algorithm. This method is, as discussed in Sect. 3.2, inapplicable when the first variable only is bounded. The complexity is improved to O(n 1/2 ) with respect to the general case, when only the second variable is bounded, since the mean cost is related now to the average distance from the root (for this distance also, by generalizing existing results on trees, we have proved that its size is O(n 1/2 )). The same fact holds when both variables are bounded yielding again O(n 1/2 ), whereas, in the case where both variables are free, the procedure is essentially the same yielding O(n 3/2 ). Let us remark that, throughout the paper, we have not adopted any particular hypothesis concerning the way the data are organized, stored and managed. If in addition with a careful implementation of the proposed algorithms adequate data structures are adopted, then our algorithms would work faster (via an improvement of the values of the quantities c Q ). More particularly, we have in mind the very interesting file structure of [9] supporting, among other types of recursion, the one of transitive closure (called traversal recursion there).
Finally, a very interesting extension of this work would be the study of the average-case complexity of Algorithms 1 and 2 whenever the EDB relation Q is represented by means of a (general) directed acyclic graph extending so the study performed in Sect. 7.
