Growth estimates for solutions to initial-boundary value problems in viscoelasticity  by Bloom, Frederick
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 59, 469487 (1977) 
Growth Estimates for Solutions to 
Initial-Boundary Value Problems in Viscoelasticity 
FREDERICK BLOOM 
Department of Mathematics and Computer Science, University of South Carolina, 
Columbia, South Carolina 29208 
Submitted by W. F. Ames 
For the abstract Volterra integro-differential equation utt - Nu + 
JLrn K(t - T) U(T) d7 = 0 in Hilbert space, with prescribed past history 
U(T) = U(T), -co < 7 < 0, and associated initial data u(O) = f, u,(O) = g, 
we establish conditions on K(t), - cc < t < + a, which yield various growth 
estimates for solutions u(t), belonging to a certain uniformly bounded class, as 
well as lower bounds for the rate of decay of solutions. Our results are interpreted 
in terms of solutions to a class of initial-boundary value problems in isothermal 
linear viscoelasticity. 
1. INTR~DUOTI~N 
Let Q C E3 be a bounded domain with smooth boundary 2X2 and T > 0 a 
real number. In the cylinder 12 x (-co, T) we consider the equations of 
isothermal linear viscoelasticity 
together with the following boundary and initial data: 
u(x, t) = 0, (x,t)eiXJ x (-co, T), U-2) 
u(x, 0) = f(x), au/at (x, 0) = g(x), on 52. (1.3) 
In (1. l), the displacement vector u is assumed prescribed for all x E Q and all 
t < 0, i.e., 
u,(x, T) = u&h 7)s (Jb4E-Q x (-QO), (1.4) 
while the density p(x) is assumed to be Lebesgue measurable with ess inf p > 0. 
We also assume that for each t, - CO < t < co, the components of the relaxation 
tensor yijkz are Lebesgue measurable and essentially bounded on Q, with 
$%kZ(., t> E c-w-9, and that (a/at) yijkz(x, t) exists for each t E (-co, co). The 
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functions f and g are taken to be continuous on Q; further smoothness assump- 
tions on the relaxation tensor and the past history of the displacement vector will 
follow once we have recast the problem (1. I)-( 1.4) in a Hilbert space setting. 
Under the usual assumption that lim,.,-,~ijkl(~, t - T) = 0, uniformly in x, 
we may recast (1.1) in the form 
a ta 
+ axj --m & s 
-99ijkz(x, t - T) 2 (x, T) dT (1.1’) 
2 
= 0, (x, 2) E Q x [O, T). 
Following Dafermos [I] we now introduce Hilbert spaces H+ , H, and H- as 
follows: We let Csa(Q) denote the set of three-dimensional vector fields with 
compact support in Q whose components belong to P(Q) and define H to be 
the completion of Corn(Q) under the norm induced by the inner-product 
(V, W> = J, ViWi dx. (1.5) 
We then define H+ to be the completion of Corn(Q) under the norm induced by 
the inner product 
while HP is the completion of Cam(Q) under the norm 
It is easy to show that H+ C H, algebraically and topologically, with H+ dense 
in H; HP is the dual of H+ via the inner product ( , ) of H. We denote by 
d;p(H+ , H-) the space of bounded linear operators from H+ to H- . Following 
Bloom [2] an operator G(t) EL~(( - co, co); L?‘(H+ , K)) may be defined as 
follows: For any w E H+ and t E (-co, co) 
1 a [G(t) w]i = - _ 
PW 3% [ 
$wcdx, 
so that 
(1.8) 
(1.9) 
INITIAL-BOUNDARY VALUE PROBLEMS 471 
for (x, t) E Q x (---co, co). If we make the usual symmetry assumption on the 
relaxation tensor, i.e., for all (x, t) EQ X (-Co, co) 
~w& 9 = ,ykw(x~ t> (1.10) 
and define 
N = G(0) and K(t - T) = $G(t - T), (1.11) 
then the system consisting of (1.1’) and (1.2)-( 1.4) is formally similar to the 
following initial-value problem in Hilbert space: For 0 < t < T, 
U it - Nu + jt K(t - T) U(T) dT = 0 
--m 
(1.12) 
u(0) = f, u,(O) = g (1.13) 
and 
U(T) = U(T), --co<T<O. (1.14) 
We are interested in solutions u E C2([0, T); H+) of (1.12)-(1.14) for which 
ut E Cr([O, T); H) and utt E C([O, T); H-). B ecause of the symmetry assumption 
(l.lO), N E S(H+ , K) is symmetric, i.e., (NV, w) = (v, NW), Vv, w E H+ . 
We further assume that (a/at) K(t) exists with K(t), K,(t) eL2(( -co, co); 
8(H+ , K)) and that U(t) E Cl((-GO, 0); H+) with 
(i) hp- U(t) = f, p$ U,(t) = g, 
(ii) lim /i U(t)jl+ = 0, t---m 
(iii) j:= Ii U(~)ll+ dT < 00. 
In [2] we empIoyed a logarithmic convexity technique to study the completely 
inhomogeneous system which corresponds to (1.12)-( 1.14) and derived results 
which state, in effect, that solutions which lie in a suitably restricted class depend 
Holder continuously on perturbations of the initial data, bounded symmetric 
perturbations of N, and perturbations of the initial geometry. Unfortunately, 
the convexity argument used in [2] d oes not lead to lower bounds and growth 
estimates for the solutions. In what follows, we show how some ideas of Knops 
and Payne [3] may be used to derive growth estimates for solutions to initial- 
value problems associated with the Volterra integro-differential equation (1.12); 
our results shall then be directly applicable to the viscoelastic initial-boundary 
value problem (1 1 )-( 1.4) and a simple example illustrating the situation in the 
homogeneous one-dimensional case is presented in Section 4. We make no 
assumptions of definiteness concerning the operator N (although assumptions 
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of this kind are needed in [3] in order to remove the ambiguity concerning the 
growth behavior of solutions when the initial energy is strictly positive). Because 
the problem (1.12)-(1.14) is, in general, non-well-posed the existence and 
uniqueness results of Dafermos [l] do not apply. For other results concerning 
the growth behavior of solutions to linear evolutionary equations in Hilbert 
space of the form (1.12), with K .= 0, the reader may consult Levine [4]. 
2. THE CONVEXITY ARGUMENT 
As in most convexity arguments, a key ingredient is the idea, due to John [5], 
of considering solutions which lie in some uniformly bounded class. In this 
work that class is given by 
J1’ = {w E: C2([0, T); H+> I sup II w(t>ll* e N2) 
[‘VI 
for some real number N. We also let X(t) = &cut, u,) (the kinetic energy), 
P(t) = - 4(11(t), NIX(~)) (the potential energy) and define 8(t) = X(t) + .9(t) 
(the total energy). Our basic result is embodied in the statement of the following: 
THEOREM. Let u E N be any soZution of (1.12)-(1.14) and de&e 
F(C A to) = II u(W + PO + 4J2, O<t<T (2.1) 
where 6, to are arbitrary nonnegative real numbers. Then provided K(t) satisfies 
with 
-(v, K(O) v> 2 K I/ v II”, > VVEH+, 
F(t; /3, to) satisfies 
K 2 TY SUP II &Wll >l 
I0.m) 
where 
I;%” -F2 2 -2F(W(O) + ,5), O<t<T 
SW = E(t) + k, sup II Wll + k, sup II W)l/ 
[O.rn) [O.rn) 
with kl , k, computable nonnegative constants. 
Proof. For F(t; /3, to) as defined by (2.1) we easily compute 
F’p; B, to) = x4q, u,(t)> + 2/w + to) 
1 y is the embedding constant, i.e., as H+ C H topologically, 1; v 1) < y : v 
(2.4 
(2.3) 
(2.4) 
(2.5) 
(2.6) 
vtH,. 
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and 
or 
F”(c 8, 43) = X%(4, u,(t)> + 2(W), utt(O> + 33 (2.7) 
= 2<W, u,(t)> + 2<u(t), Nu(t)) - 2 (u(t), j" 
-co 
K(t - T) U(T) do) + 28, 
G-8) 
where we have used (1.12). In order to proceed further we need the result 
contained in the following: 
LEMMA. Ifu(t) is any solution of (1.12~(1.14), then 
a(t) - b(O) = (f, j:m K(--7) U(T) dr) 
- (u(t), j:m K(t - 7) ~(7) do) 
+ 6 (U(T), K(O) 47)) dT 
(2.9) 
for all t, 0 < t < T. 
Proof. We take the inner product of (1.12) with u, and use the symmetry of N 
and the definition of C?(T) so as to obtain 
(d/dr) 6(~) = - (Us , j;m K(T - A) u(X) dA) (2.10) 
or 
a(t) - a(o) = - jot (~7 , j;m K(T - A) u(h) dA) dT. (2.11) 
However, 
K(T - A) u(h) dh) 
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SO 
g(t) - g(O) = jt (U(T), K(0) U(T)) d7 
0 
- jot f (u(r), j’ K(T - A) u(h) dA) d7, 
--m 
from which the required result follows immediately. (2.E.D. 
Returning now to the proof of the theorem, let us note that (2.8) may be 
rewritten in the form 
F”(t; /I, to) = -2 (u(t), j;a K(t - T) u(r) dr) 
+ 215 +4-w) - 4wYO) - X(t)] + [W - qul. 
(2.13) 
Substituting for 8(t) - 6(O) in (2.13) from (2.9) and simplifying then yields 
F”(t; B, to) = 4(=-(t) + 8) - 2(240) + 8) 
- 4 otG44 K(O)u(4) dT 
s 
- 4 Lt (+I> j;m K,(T - A) u(h) dh) d7 (2.14) 
+ 2 (u(r), j:, K(t - 4 U(T) d$ 
- 4 (f, j;m K(Y) U(T) dr) . 
We now introduce the function 
w; A to) = w; A to) (II ~,(W + 8) - Q(F’(c 8,to)’ (2.15) 
and note that the definition of F(t; /3, to), (2.6), and Schwa&s inequality imply 
that H(t; ,8, to) > 0. Combining (2.6) and (2.14) we are led to 
FF” -P = 4II(t;/3,1,) - 2F(26(0) + fi) 
- 4F Lt (U(T), K(0) U(T)> dr 
- 4F jot (U(T), .cI, K7(7 - A) u(X) dh) dT (2.16) 
+ X7 (u(t), j-1 K(t - 7) U(T) d$ 
- 4F (f, j;a K(--7) U(T) dr) . 
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Note, however, that by the Schwarz inequality, the fact that H+ C H, topologicaly 
as well as algebraically, and the fact that K(t) E LP(H+ , H-) for each 
t E (-co, co), we have the series of estimates 
1 (C j” W--7) U(T) h) / 
--m 
.< II f II Jo II KC-4 WI1 do 
--m 
< Y II f II+ JIrn II W--7)11 II Wll+ d7 
< Y sup II W)lI (II f II+ j-_“, II WI+ do) 
[O,m) 
(2.17) 
and 
I( J 
t 
w K(t - T) U(T) d7 -cc >I 
< 11 u(t)11 f /I W - T> u(T)// dT -m 
G Y I/ u(t>ll+ j-” II K(t - dll II utT)l/+ dT --m 
(2.18) 
< Y ;Pj 11 WI (11 u(t>li+ I;m 11 ub)ii+ d7 + l/ u(t>li+ Lt 11 U(T)//+ dT) 
.m 
G N’Y r”,“~) II W)ll ( T’N’ + j.:m 11 u(d/+ dT) . 
.m 
Combining (2.16), (2.17), and (2.18) and using the fact that H(t; 8, to) > 0 
we obtain the inequality 
FF” - F12 > -227(26(O) + ,k?) 
- ~FY I”XP) 11 Wll [ TN4 + (N2 + 2 11 f Ii+> /:m l/ ub)\i+ dT] 
.a 
(2.19) 
- 417 
J’ 
t (U(T), K(0) U(T)) dT 
- 4F - (U(T), /;m K,(T - h) u(x) dA) dT. 
However, by virtue of the hypothesis of the theorem, i.e., (2.2), we have 
-427j” (U(T), K(0) U(T)) d7 > ~KF St I( u(~)ll”, dT. 
0 0 
(2.20) 
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Also, 
G II 4~)I/ j II K,(T - 4 ~(9 A --m 
,< Y II u(~)ll+ IT II K,(T - h)l/ Ii u@)lI+ dh -02 
< Y SUP II W)ll (II u(d+ /I, II u@)ll+ dh) 
[O.=) 
so that 
< h” j (~(4 j’ &(T - 4 44 d$ j dT 
-cc 
G Y(SUP II W)ll) It II u(4li- jr II u(A)//+ dx d7 
[O,m) 0 -cc 
< Y(SUP 11 Wt)ll) [ jt 11 u(T)il+ j” 11 u@)l/+ dA LT 
[O.cc) 0 --m 
+ jot 11 u(T)/l+ lT 11 u@>ll+ dh d’] 
(2.21) 
(2.22) 
G Y SUP II &@)!I [ TN2 j” 
corm) --co 
II u(T)/i+ dT + (j” Ii ub>li+ d$] 
0 
< Y ;q II &(~)I1 (7~” s_“, II Eli+ dT + T Lt II uC~)ll~ dT) . 
.m 
Therefore, 
- jot (u(4 j;m K(T - A) u(h) dh 1 
dT 
(2.23) 
3 --TY SUP II K&)lI jt II U(T>ll: dT - TN% SUP II &Wll j” ll u(++ d7. 
[O*a) 0 [O,m) -co 
If we now combine (2.19), (2.20), and (2.23) and make use of the assumption 
(2.3), i.e., that K 3 Ty gup, (/ K,(t)]/ , then we easily reduce (2.19) to 
FF” - F’2 3 -2F(26(0) 1; f3) 
- 2Fy SUP II Wll [TN4 + W2 + 2 II f II,) j:- II u(d/+ dT] 
[O*m) (2.24) 
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Finally, if we set 
k, = +y ( mJ4 + (N2 + 2 II f II+) Jym II WI+ “) (2.25) 
k, = TN2y 
s ’ II W/l+ dT, -02 
(2.26) 
then clearly we may rewrite (2.24) in the form 
FF” -F’2 3 -2F(W(O) + ,8), (2.27) 
where s(t) is given by (2.5) with k, , k, the nonnegative constants defined by 
(2.25) and (2.26). Q.E.D. 
Remark. Since I(v, K(0) v)i < 11 K(O)11 jj v IIt, Vv E H+ , we note that the 
hypotheses of the theorem, namely, (2.2) and (2.3), imply that 
sup II W)ll G UP-Y) II WW . 
[O.m) 
(2.28) 
Remark. From (1.11) it follows directly that 
K(O) = ;G(t - T) It=, 
z- 
iiG@ - T, lfx7 
= - G’(O), 
(2.29) 
so that the condition (2.2) becomes 
<v, G’(O) v> 2 K I/ V ii”, T VVEH+. (2.30) 
By using the definitions of H, H+ , and G(t), and employing the divergence 
theorem, it is easy to show that (2.30) assumes the specific form 
(2.31) 
for all v E H+ . In particular, for the one-dimensional homogeneous situation, 
with p(x) = 1, Sz = {x 1 0 < x < l} and the equations of motion (1.1’) reduce to 
g -y(O) 2 + St 
-co 
&?(t - T) 2 & = 0 (2.32) 
409159/3-5 
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for (x, t) E [0, l] x (-co, T), where y(t) is the relaxation function; the con- 
ditions represented by (2.2) and (2.3) assume the simple form 
with 
y’(0) < -K, 
K > T sup 1 s”(t)1 .’ 
[0.m) 
(2.33) 
(2.34) 
3. SOME GROWTH ESTIMATES 
We present here some growth estimates for solutions u E &‘” of (1.12)-( 1.14) 
under the explicit assumption that conditions (2.2), (2.3) of the theorem of 
Section 2 are satisfied; in this case F(t; 8, to), as defined by (2.1), satisfies the 
inequality (2.4) where 9(t) is given by (2.5), (2.25), and (2.26). As in Knops 
and Payne [3], our considerations are based on an examination of the values of 
of the initial data and the initial energy. Unlike the work in [3] we do not present 
an exhaustive account of all the possible cases which might present themselves 
in practice; however, once (2.4) has been established we are in a position to 
carry over most of the arguments which have been used in [3], where the authors 
treat the special case in which K(t) GE 0. 
I. S(O) < 0 and (f, g) 3 0, f # 0. 
In this case we may set p = 0 so thatF(t; /?, to) reduces to justF(t) = I/ u(t)l12. 
From (2.27) we then have 
(d2/dt2) (1nF) 2 0, O,<t,<t<t,<T (3.1) 
on any interval (t 1 , t2) where I/ u(t)ii2 > 0. A simple argument [3] based on an 
application of Jensen’s inequality to (3.1) may be used to show that when 
11 u(t)11 = 0 for any t such that 0 < f < T then 11 u(t)11 = 0, for 0 < t < T. 
Thus, without any loss of generality we may assume that 11 u(t)l/” > 0 for 
0 < t < T so that (3.1) is valid on [0, T). 
We note that by virtue of (2.5) the condition 9(O) < 0 implies and is implied 
bY 
&O) G 4% sup II K(t)ll + A, sup II KM), (3.2) 
[a,=) [O,m) 
where k, , K, are given by (2.25) and (2.26), respectively. Note also that, by 
virtue of (2.28), (3.2) is implied by the simpler condition 
&PI < --K sup II W)lI , 
[O,m) 
(3.3) 
2 y = 1 in the one-dimensional case. 
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where k > k, + (l/Z’y) k, . If we now expand J(t) = lnF(t) in a finite Taylor 
series about t = 0 and make use of the fact that J”(t) 3 0, 0 < t < T, we 
easily find that 
11 U(t)li2 3 II f /I2 exp I?#/ , 0 < t < T, (3.4) 
so that, in particular, /I u(t)li2 > I/ f 112, 0 < t < T, if g = 0; note that we are 
assuming, throughout, that f # 0 when F(O) < 0. 
II. 9(O) < 0 and (f, g) < 0. 
We choose fl > 0 so that 29(O) + b < 0; then 
(d2/dt2)W; B, to) 2 0, O<t<T (3.5) 
with F(t; 8, tp) defined by (2.1). A finite Taylor series expansion of J(t; p, t,,) = 
InF(t; 8, to) about t = 0 yields 
J(c 8; to) > .I@; 8, to) + “Iv; 8, to> 6 O<t<T (3.6) 
or 
O<t<T. (3.7) 
If we now pick t, = &, so that 
6 3 (l/P) (Kf, EM, 
thenF’(0; 8, t,) 3 0 and (3.7) yields 
II u(t>l12 + jJ(t + CJ2 3 (II fl12 + /%“) exp 1 2”~l~JjiJ”’ 1 
(3.8) 
(3.9) 
for 0 < t < T, indicating again that the norm of the solution is bounded 
below by an exponentially increasing function of t for sufficiently large values 
of t. 
Remark. For the case where S(O) < 0 but (f, g) > 0 we could again 
choose B = 0 but would obtain, instead of (3.4), the estimate 
II u(t)l12 b II fl12 exp 1 -211’~~2g)l t/ , 0 < t -=c T, (3.10) 
which would represent a lower bound on the rate at which 11 u(t)11 could decay. 
III. g(O) = 0 and (f, g) < 0 
This is the generalization of the situation d(O) = 0 and (f, g) < 0 which 
arises in [3]; whereas this latter circumstance represents a rather natural situation 
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in that paper, its direct counterpart in this work (K(t) f 0) is quite pathological 
in that it requires 
QO) == -(kl sup II K(t)li t- k, SUP Ii K,(t);l), 
10.E) LO,=) 
(3.1 I) 
The arguments presented by Knops and Payne for the special case of (1.12)) 
(1.14) where K(t) = 0 may, however, be used to show that when (3.11) obtains 
and (f, g) < 0, then for sufficiently large values of t, I/ u(t)li2 is bounded below 
by an increasing exponential function of t; of course, the conclusion of the 
preceding remark, i.e., (3.10), also applies in this case. 
Remark. The various results which apply in cases I, II, and III above may be 
looked upon in a somewhat different fashion. Suppose, for instance, that 
a(O) < -L with i > 0 and that (f, g) > 0 with f # 0. Then 9(O) < 0 
whenever K(t) is such that 
k, SUP II W)ll + k, SUP II KtW < Ji 
IO.=) [a,~) 
(3.12) 
and, in view of (2.28), this latter condition is clearly implied by 
SUP 1~ WI < 
@Y 
[O.m) AT+ k,’ 
(3.13) 
In other words, if u E JV is a solution of (1.12)-( 1.14) for which b(O) < -& 
with & > 0, andK(t) sutisjies (2.2), (2.3), and (3.13), then /I u(t)11 exhibits thegrowth 
behavior defined by the estimate (3.4) h w enever (f, g) 3 0 with f # 0; similar 
kinds of conclusions result for the other cases already considered. 
IV. S(0) > 0 and (f, g) > (2F(0))1/z 1) f Ij 
In this case we require that 
JV) > 44 sup II WI + k, sup II W)ll). 
L0.m) [O.e) 
In view of our stated assumptions, 
sup II W)ll 3 II W)ll 3 Ty sup I( K,(t)ll , 
[O.rn) I0.m) 
so that (3.14) is implied by the somewhat simplier condition 
QO) > -(%TY + 4) SUP ~1 K,(t)ll . 
!a,=., 
(3.14) 
(3.15) 
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If, following the argument in [3], we now assume that (u(t), u,(t)> > 0, 
0 < t < t, < T, then with /3 = 0 we obtain from (2.4) 
where F(t) = /I u(t)jj2. From (3.16) we obtain 
where 
_ (Qf,g) 2 8,970) 
-nv-iF- t 
-____ 
II fl12 
30 
(3.16) 
(3.17) 
(3.18) 
by virtue of our assumption that 
(f, g> 2 (2370)y2 II f II . (3.19) 
From (3.17) it follows that dF/dt > 0,O < t < t, , and, hence, that the derivative 
of F(t) is nonnegative on [0, T) f or any T > 0; we may, therefore, take the 
square-root on both sides of (3.17) and then integrate. When jj2 > 0, i.e., 
(f, g) > llfll (2S(0))lj2, we obtain 
IlU(t 3 [II fl12 + y] coshyt + [v] sinhjjt - y, (3.20) 
while for r2 = 0 integration yields 
II 4012 > II f II2 + 2w2 II f II (qw2 t + 2970) t2. (3.21) 
We note that (3.20) and (3.21) are the direct counterparts of the analogous results 
in [3] (where K(t) = 0, so that F(O) reduces to g(O) while (3.15) reduces to a 
statement of the fact that the initial energy is strictly positive). 
Remark. Of course, in the present situation a strictly positive, or even 
nonnegative, value of L?(O) is not necessary in order for // u(t)11 to satisfy the 
growth behavior indicated by (3.20) or (3.21). In fact, suppose that b(0) 3 -k, 
where K’ > 0. Then P(O) > 0 provided 
k” < k, sup II K(t)11 + k, sup II W)ll 
[O,m) [O.m) 
(3.22) 
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In view of (2.28), the condition above will obviously be satisfied if 
SUP II K,(t)ll > h”/(U”y + Q, (3.23) 
IO,=) 
which we now regard as a restriction on K(t). In other words, suppose that u E A“ 
is a solution of (1.12)-(1.14) with f, g chosen so that G”(O) > -ff, for some k” >, 0, 
and (f, g} > I/ f 11 (2F(0))1/2; then ilu(t satisfies (3.20) JOY all t, 0 < f < T, 
whenever K(t) satisjies (2.2), (2.3), and (3.23). 
Under the strengthened condition, F(O) > 0 and (f, g) > 2(2 + c)l/’ x 
(F(0))1;2 // f // , for E > 0 an appropriately chosen constant, we can obtain 
exponential lower bounds and growth behavior for /I u(t)11 In order to see this 
we first note that (2.4) implies that 
-2F2(29(0) $ p) 
w is, to)F”(t; P, tu) -- PYt; P? tn))” 3 // u(t),i” ,- /qt + t 
0 
)2 
> --2F’ 23&U 
(3.24) 
(t i-- to)’ I p+ ll 
which may be rewritten in the form 
F(t; Pt to) 
I 
> o 
(t + toy+6 ’ ’ 
O<t<T, (3.25) 
where E = 4F(O)/p. We now set 
B(t) = lnF(t; p, to) - (2 + l ) In(t f to) (3.26) 
and expand B(t) in a finite Taylor series about t = 0; then, by virtue of (3.25), 
B(t) > B(O) + qo) t, O<t<T. (3.27) 
As 
B(0) = lnF(0; p, to) - (2 + l ) In to , 
Bt(O) = F’P; I% to) (2 +- c) 
F(O; ,‘A to) - t, ’ 
(3.28) 
substitution in (3.27) yields 
F(t; P, to) > W; t% to) x exp W-t b to) 
(t + toy+ ’ t2+c o I[ WA P, to) 
(3.29) 
where we have taken exponentials on both sides of the resulting inequality. In 
view of (2.1) we may rewrite (3.29) in the form 
II ~W + B(t + to? 
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In order for exponential growth to obtain we must have 
2 
[ 
(f, IiT> + PO 
II f II2 + Po” 1 (2 + 4 _ - ____ = qt,; p, 6) > 0 t0 (3.31) 
or 
4t02 - 2to<f, g> + (2 + c) II f /I2 < 0. (3.32) 
Now the parabola 
3(t) = At2 - 2Bt + C, A>0 (3.33) 
has its vertex at (B/A, -B2/A 1 C) and in the special case arising here A = c/3, 
B = (f, g), and C = (2 + 6) /I f 112. Furthermore, in view of our assumptions 
that 9(O) > 0 and 
(f, g> > 2(2 + ,F2 kw>)1’2 II f II , (3.34) 
where E = 49(0)//3, it is easy to verify that if we take to = 2, = 
(f, g)/(49(0)) > 0, then Y(io) < 0. With this choice of to , (3.30) yields 
II u(t)l12 + B(t + io)2 3 (II f II2 + P&Y (-& + 1)2+r exp(6(2,; p, c) t}. (3.35) 
So far we have made no specific assumptions concerning the nonnegative 
constant /3; we now take p to be of the form p = l/pio2 where p > 0 is a con- 
stant. Then (3.35) becomes 
11 U(t)112 + i ($) + 1)2 3 (II f /I2 + i) (* + 1)2” exp(S,(f,; E) t} (3.36) 
where we have set S,(!,; c) = S(!,; (l/p) io2, l ). Finally, if we divide through on 
both sides of (3.36) by ([t/i,] + I)” we may put this estimate in the form 
[*/' + +- 3 (II f II2 + +J (+ + 1)’ exp{6,(2, , e) t> 
and since [Jo/(t + !,)I < I, t > 0, this may be sharpened so as to read 
II u(t)112 + $ 2 (II fl12 + +) (2 + 1)’ expM~o; 4 9, 
(3.37) 
(3.38) 
where E = 49(0)/p = 4$o29(O) = (p/4)(f, g)“. We may summarize our results 
as follows: Suppose that P(O) > 0 (or b(0) satisfies (3.15)) and (f, g) satis$es 
(3.34), with E 3 &(f, g)2, for some p > 0; then any solution u E ~9’” of (1.12)- 
(1.14) satisfies the growth estimates (3.38), with 2, = (f, g)/W(O), whenever 
K(t) satisfies (2.2) and (2.3). 
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Remark. Although Knops and Payne [3] derive the estimate (3.24,), for the 
special case of (1.12) where K = 0, they do not go on to derive an estimate 
analogous to (3.38); instead, they apply Jensen’s inequality to (3.25), where 
their E = 4&(0)//I, so as to obtain the estimate 
qt; p, to) G (1 + tjto)2+EF(0; P, to) exp t/T /ln [ :Ki ;,’ :I” (1 + T/G+-~] [ 
which, when coupled with the assumption that 
$z + ln{F(T; p, to)} = 0 
yields 
11 u(t)112 < (t + t”y+’ [ (‘I f”;2z Bto”) - &] 
0 0 
= ct ;2y+’ 11 f//2 + p [ ct +to!)2+c - (t + to)2j ) 
0 
indicating that j/ u(t)112 is O(t2fr), f or any given E > 0, for t sufficiently large. 
4. AN EXAMPLE IN ONE-DIMENSIONAL VISCOELASTICITY 
We consider the case of homogeneous isothermal one-dimensional linear 
viscoelasticity, i.e., (2.32), with the relaxation function of the form 
p(t) = e+, A>0 (4.1) 
and associated initial and boundary data. After setting p = 1 our system is 
azu a% 
at2 ax2 
+ h J”, e-A(t-T) !T!pd7=0 (4.2) 
for (x, t) tz [0, l] x (-00, T), and 
u(0, t> = U(1, t) = 0, t E (-co, 0 (4.3) 
U(% 0) = f(X), (Wt> (x, 0) = g(x), x E [O, 11, (4.4) 
u(x, 7) = w-6 71, (x, 4 E ro, II x (-Co, 0). (4.5) 
We take H to be the completion of Com([O, l]), the set of all real-valued Cot 
functions on [0, I] which vanish at x = 0 and x = I, under the norm induced by 
s 
1 
(v, W)H = z(x) W(X) dx 
0 
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while H+ is the completion of Com([O, I]) under the norm induced by 
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(v, w),c,+ = jnl ; g dx. 
Obviously, G(t) = eeAt(a2/ax2) so that N = @/ax2 and K(t - T) = 
Ae-A(t-T)(a2/ax2). For the class JV we have 
A’- = Iw E C2([0, T); H+) 1 sup [s’ ( “Wk ‘) j2 dx]l” < N2/ . 
[am 0 
Additionally, we assume that the functions appearing in (4.2)-(4.5) satisfy the 
prerequisite smoothness conditions which are essential for the validity of (2.4); 
for instance, we must assume that 
.lu,; ([ [F]’ dx)1’2 d7 < co, 
so that the constants defined by (2.25) and (2.26) are finite. 
The conditions represented by (2.2) and (2.3) assume the forms (2.33), (2.34) 
for the one-dimensional case under consideration. A simple calculation using 
(4.1) shows that (2.33) (2.34) are satisfied if and only if 
X > TX2 sup edAt = TP, 
[O.ffi) 
i.e., we require that ;\ < l/T. Therefore, if h < l/T, then 
W; P, to) = j-’ 4~ t) dx + PO + G2 
0 
satisfies (2.4) with 
F(t) G ; l1 [(w)” + (y)2] dx + k,h 4 - k,X2 
where the constants k, , k, are given by 
(4.7) 
k, = + [TN2 + (N” + 2 [Ja’ (g)” d~]l’~) j-“, [[ ($)” dx]1’2 dTI (4.8) 
and 
Note that 
a(O) = ; lo1 [(g)” + g2(x)] dx > 0, 
(4.6) 
(4.9) 
(4.10) 
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so that F(0) > 0, always. For the system consisting of (4.2)-(4.5) we now have 
the following results (which are direct consequences of the general cases studied 
in Section 3): 
PROPOSITION I. Let u E 4’” be a solution of (4.2)-(4.5) where 0 < h < l/T. 
Then if 
~olf(‘)g(x) dx > [j:f2(x) dx]lil (23(0))1’2, (4.11) 
u(x, t) satisjies 
s 
1 
22(x, t) ax 
0 
> o1 f”(x) dx + Fix] cash rt + [ 
[S 
2 .fttf(x) g(x) dx ] sinh yt - y 
(4.12) 
for all t, 0 < t < T, where 
?2 = 4 &@)A4 dx 
1 1 
8F(O) 
J; I”(x) dx - J; f”(x) dx > ‘- 
(4.13) 
If 
j”“‘f(x) g(x) dx = jj-olfz(~) ds)“’ (2S(0))1B (4.14) 
then u(x, t) satis$es 
s 
1 
u2(xt) dx 3 
0 
j)“(x) dx + 2(2)1’2 [i1j2(x) dx]1’2 (F(O))W +- 2970) t2 
(4.15) 
for all t, 0 < t < T. 
PROPOSITION II. Let u E N be a solution of (4.2)-(4.5) where 0 < h < l/T. 
Then provided 
[f(x)g(x) dx >, 2(2 + ,)1’2 (F(0))1’2 [Iol,I(x) dx]l’* (4.16) 
with 
c--L aP (f: f(x) g(x) dx)‘, (4.17) 
for some p > 0, 24(x, t) satisfies 
f u2(x, t) dx + l/p > (l’f2(x) dx + l/p> (t/f, + ljE exp{%(io; c) tl, (4.18) 
0 0 
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6,&; 6) = 2 i 
.kx)g(x> dx + l/do (2 + 4 
j;f2(x) dx + l/p I - 2,. 
REFERENCES 
1. C. M. DAFERMOS, An abstract Volterra equation with applications to linear visco- 
elasticity, J. D$ferential Equations 7 (1970), 554-569. 
2. F. BLOOM, Continuous data dependence for an abstract Volterra integrodifferential 
equation in Hilbert space with applications to viscoelasticity, Annali della Scuola 
NormaZe (Pisa) (Classe di Scienze) IV (1977), 179-207. 
3. R. J. KNOPS AND L. E. PAYNE, Growth estimates for solutions of evolutionary equations 
in Hilbert space with applications in elastodynamics, Arch. Rat. Me&. Anal. 41 (1971). 
363-398. 
4. H. A. LEVINE Uniqueness and growth of weak solutions to certain linear differential 
equations in Hilbert space, J. Differential Equations 17 (1975), 73-81. 
5. F. JOHN, Continuous dependence on data for solutions of partial differential equations 
with a prescribed bound, Comm. Pure Appl. Math. 13 (1960), 551-585. 
