a high-throughput and highly parallel open source molecular simulation toolkit.
INTRODUCTION
Although molecular dynamics simulation of biomolecules is frequently classified as computational chemistry, the roots of the technique trace back to polymer chemistry and structural biology in the 1970s, where it was first used to minimize and relax structures to study local properties such as flexibility, distortion and stabilization on short time scales -essentially a tool to study the physics of local molecular properties. The field of molecular simulation has developed tremendously since then, and simulations are now routinely performed on multi-microsecond scale where it is possible to repeatedly fold small proteins, predict interactions between receptors and ligands, predict functional properties of receptors and even capture intermediate states of complex transitions, e.g. in membrane proteins. This classical type of single long simulation continues to be very important. However, many studies increasingly rely on large sets of simulations, enabled in part by the ever-increasing number of structural models made possible by sequencing and structural genomics projects as well as new techniques to estimate complex molecular properties using thousands of shorter simulations. Mutation studies can now easily build models and run short simulations of hundreds of mutants, model-building web servers now offer automated energy minimization and refinement, and free energy calculations are increasingly being used to provide better interaction energy estimates than what is possible with docking. In these scenarios, molecular dynamics simulations can been seen at least as a medium-throughput method compared to traditional computational chemistry methods. Even more excitingly, with the exponential increase in available computational resources over recent years, there is potential for achieving truly high-throughput simulation performance in a not too distant future.
This development would not have been possible without significant research efforts in simulation algorithms, optimization, parallelization. The emergence of standardized packages for molecular modeling such as CHARMM, GROMOS, Amber, NAMD, and GROMACS has been important since they have helped commoditize simulation research, making the techniques available to life science application researchers who are not specialists in simulation development. All these packages have complementary strengths and profiles; for the GROMACS molecular simulation toolkit, one of our primary long-term development goals has been to achieve the highest possible simulation efficiency for the smallto medium size clusters present in our own research labs. Since computational resources are usually limited, it is often preferable to use throughput approaches with moderate parallelization rather than maximizing performance of an individual simulation. In recent years, we have also optimized the scaling of GROMACS to enable very long simulations when dedicated clusters or supercomputers are available for select critical problems.
Over the last four years since GROMACS 4, we have developed a number of new features and improvements that have led up to release 4.5 of the software project and significantly improved both performance and efficiency for throughput and massively parallel applications. Many of the tasks that only a decade ago required exceptionally large dedicated supercomputing resources are now universally accessible, and sometimes they do not even require clusters. Below, we describe some of these features, including development to make the code fully portable and multithreaded on a wide range of platforms, features to facilitate high-throughput simulation, and not least more efficient tools to help automate complex simulations such as free energy calculations, with the long-term goal of commoditizing these techniques as well. Highend performance in GROMACS has also been improved with new decomposition techniques in both direct and reciprocal space that push parallelization further and which has made microsecond simulation timescales reachable in a week or two even for most large molecular systems without requiring excessive computational resources.
RESULTS

An open source & free software framework for bimolecular simulation
The development of GROMACS was originally largely driven by our own needs for efficient modeling. However, in hindsight the decision to release the package as both open source and free software has been a tremendous advantage for the project. The codebase has gradually turned into a shared infrastructure with contributions from several labs world-wide, where every single patch and all code review is public as soon as they are committed to the repository. We explicitly encourage extensions and re-use of the code; as examples, GROMACS is used as a module to perform energy minimization in other structural bioinformatics packages (including commercial ones), it is available as a component from vendors that provide access to cloud computing resources, and we are happy to see some of the optimized mathematical functions (such as inverse square roots) reused in other code. For the past few years, many Linux distributions have provided precompiled or contributed binaries of the package. These features per se do not necessarily say anything about scientific qualities, but we believe this open development model has been very efficient; compared to only ten years ago the project has evolved into a state where it is used everywhere from the smallest embedded processors to the largest supercomputers in the world, with applications ranging from genome-scale refinement of coarse-grained models to multimicrosecond simulations of membrane proteins or vesicle fusion.
Enabling efficient molecular simulation on desktop resources
Supercomputers are still very important for the largest molecular simulations, but large numbers of users rely on very modest systems for their computational needs. For many applications, one can even argue this is the most important target: many researchers rely on interactive tools, companies are hesitant to invest in expensive computational infrastructure, and there is an increasing focus on high-throughput studies, where a single calculation cannot use 50% of a cluster. Historically, this low-end regime has been the primary goal for GROMACS, and we have specifically focused efforts on achieving the highest possible efficiency on single nodes. GROMACS is designed for maximum portability, with external dependencies kept to a minimum and a fall-back internal library provided whenever possible. It has long been possible to build GROMACS on almost any Unix-based system (including many embedded architectures). In GROMACS 4.5, we have extended this further, making Microsoft Windows a fullysupported platform. This is obviously relevant for many researchers' desktops, but it is also critical for distributed computing projects where the software runs on participant-controlled computers, e.g. in the Folding@Home project. One of the main challenges in the last few years has been the emergence of multi-core machines. While GROMACS runs in parallel, it was designed to use MPI communication libraries present on supercomputers rather than automatically using multiple cores. In release 4.5, we have solved this by designing a new internal "thread-MPI" interface layer that emulates the communication calls with multithreading and automatically uses every core available on a laptop or desktop for increased performance.
High-throughput simulation & modeling
As simulation software and computer performance has improved, molecular dynamics has increasingly been used for structure equilibration, sampling of models, or to test what effects mutations might have on structure and dynamics by introducing many different mutations and perform comparatively short simulations on multiple structures. While this type of short simulations might not look as technically impressive as long trajectories, we fundamentally believe it is a much more powerful approach. Since simulations build on statistical mechanics, a result merely seen in one long trajectory might as well be a statistical fluctuation that would never be accepted as significant in an experimental setting. In contrast, by choosing to perform e.g. 50 100-ns simulations instead of a single 5µs one it is suddenly possible to provide standard error estimates and quantitative instead of qualitative results from simulations. As discussed above, GROMACS has always been optimized to achieve the best possible efficiency using scarce resources (which we believe is the norm for most users), and version 4.5 has introduced several additional features to aid highthroughput simulation. All GROMACS runs are now automatically checkpointed and can be interrupted and continued as frequently as required, and optional flags have been added to enable binary reproducibility of trajectories. Since GROMACS is successfully used in a number of distributed computing projects where both CPU and storage hardware might be less controlled, mdrun now flushes all pending buffers after each file-writing step and also tries to flush file system cache when writing checkpoints. Since users are often working with data from thousands of simulations, we have implemented MD5 signatures on checkpoint continuation files both to guarantee their integrity and to make sure the user does not append to the wrong file by mistake. These additional checks have further allowed us to enable continuation output appending by default; if a user simply specifies a standard continuation run in a job script this file can be executed over-and-over-again in a cluster queue until the entire simulation has completed, at which point it will appear as a single set of output just as if it came from a single execution. Hundreds or even thousands of smaller simulations can be started with a single GROMACS execution command to optimize use on supercomputers that favor large jobs, and each of these can be parallel themselves if advantageous. GROMACS also supports simulations running in several modern cloud computing environments; a concrete example of such usage is Amazon EC2 where virtual server instances can be started on demand. Since cloud computing usage is also billed by the hour, we believe the most instructive metric for performance and efficiency is to actually measure simulation performance in terms of the cost to complete a given simulation -for an example, see the performance section below.
Implicit solvent & knowledge-based modeling
In addition to the high-throughput execution model, there are a number of new code features developed to support modeling and rapid screening of structures. In previous versions GROMACS has not supported implicit solvent since it seemed of little point when it was slower than explicit water. This has changed with version 4.5, and the code now comes with very efficient implementations of the Still, HCT (Hawkins-Cramer-Truhlar) and OBC (Onufriev-Bashford-Case) (add citations) models for Generalized Born interactions based on tabulated interaction rescaling?. Together with manually tuned assembly kernels, implicit solvent simulations can reach performance in excess of a microsecond per day even on standard CPUs. The neighbor-searching module has been updated to support grid-based algorithms even in vacuo -including support for atoms diffusing away towards infinity with maintained performance -and there are now also highly optimized kernels to compute all-vs-all interactions without cutoffs both for standard and Generalized Born interactions. The program now also supports arbitrary knowledge-based statistical interactions through atomgroup specific tables both for bonded and nonbonded interactions.
Constraints such as those used in refinement can be applied either to positions, atomic distances, or torsions, and there are several options for ensemble weighting of contributions from multiple constraints.
Strong scaling on massively parallel supercomputers
Despite the rapid emergence of high-throughput computing, the usage of massively parallel resources continues to be a cornerstone of high-end molecular simulation. Absolute performance is the goal for this usage too, but here it is typically limited by the scalability of the software. GROMACS 4.0 introduced a number of new features, including a completely new domain decomposition algorithm, but the performance was still limited by the less-thanideal scaling of the particle-mesh Ewald (PME) implementation, in particular the single-dimensional decomposition of the fast Fourier transform (FFT) grids. For GROMACS 4.5, this has been solved with a new implementation of a two-dimensional, or "pencil" decomposition of reciprocal space. A subset of nodes are dedicated to the PME calculation, and at the beginning of each step the direct-space nodes send coordinate and charge data to them. Since direct space can be composed in all three dimensions, a number of direct-space nodes (typically 3-4) map onto a single reciprocal-space node. Limiting the computation of the 3D-FFT to a smaller number of nodes improves parallel scaling significantly, and the new pencil decomposition makes it much easier to automatically determine both real-and reciprocal-space decompositions of arbitrary systems to fit a given number of nodes.
The automatic load balancing step of the domain decomposition has also been improved, domain decomposition has been made to work even without periodic boundary conditions (important e.g. for implicit solvent) and GROMACS now comes with tools to aid in automatically tuning the balance between direct and reciprocalspace work. In particular when running in parallel over large numbers of nodes it is advantageous to move more work to real space (which essentially scales linearly) and decrease the reciprocalspace load to reduce the dimensions of the 3D-FFT grid (where the number of communication messages scales with the square of the number of nodes involved). The latest version of GROMACS also supports many types of multi-level parallelism; in addition to coding-level optimizations such as single-instruction multiple-data instructions and the multithreaded execution, GROMACS supports replica-exchange ensemble simulations where a single simulation can use hundreds of replicas that only communicate every couple of seconds, which makes it possible to scale even fairly small systems (e.g. a protein) to thousands of nodes. Finally, for the very largest systems comprising hundreds of millions of particles we now achieve true linear weak scaling for reaction-field and other nonlattice-summation methods. A lot of recent work has been invested in reducing memory needs and enabling parallel IO, and the code has been shown to successfully scale to over 150,000 cores.
Automated topology generation for wide classes of molecules & force fields
It was painfully obvious that the automated tools to generate input files were somewhat limited in earlier releases of GROMACS; few molecules apart from single-chain proteins worked perfectly. For version 4.5, the pdb2gmx tool has been reworked and we now support automatic topology generation for proteins, DNA, RNA, and many small molecules. Any number of chains and different molecule classes can be mixed, and they are automatically detected.
The program provides several different options for how to handle termini and HETATM records in structures, and residue names and numbering from the input files are now maintained throughout the main simulation and analysis tools. With the most recent version, the package now comes with standard support for virtually all major point-charge force fields: GROMOS43a1, GROMOS43a2, GROMOS45a3, GROMOS53a5, GROMOS53a6, Encad, OPLS, OPLS-AA/L, CHARMM19, CHARMM27, Amber94, Amber96, Amber99, Amber99SB, AmberGS, Amber03, and Amber99SB-ILDN. To the best of our knowledge this range of forcefield support is unique and makes it straightforward to systematically compare the influence of the parameter approximations in biomolecular modeling. The code also provides naming translation data files to support all the conventions used in the different force fields. 
A state-of-the art free energy calculation toolbox
Simulation-based free energy calculations provide a way to accurately include effects both of interactions and entropy, and accurately predict salvation and binding properties of molecules. It is one of the most direct ways that simulations can provide specific predictions of properties that can also be measured in wetlab experiments. Both GROMACS and other packages have long supported slow-growth methods to calculate free energy differences when gradually changing the properties of molecules. The present release of the code provides an extensive new free energy framework based on Bennett Acceptance Ratio techniques focused on Hamiltonian differences for the system along an arbitrary coupling parameter λ. These differences are now calculated automatically on the fly in a simulation, rather than as a postanalysis step using gigantic trajectories, which makes it possible to perform the calculations e.g. in the cloud where the available storage and bandwidth is limited. Rather than manually defining how to modify/remove each molecule, the user can now simply specify that he/she wants to calculate the free energy of decoupling a particular molecule or group of atoms from the system and create input files. Given the set of output files from such a project, the code also comes with a new g_bar tool that automatically analyzes the statistical overlap, calculates the free energy of each component, and provides a finished curve of the free energy required to move from one end state to the other, including estimates of the standard error and sampling (Fig. X) .
Other features
In addition to the larger development concepts covered here, several additional parts of GROMACS have been improved and extended for version 4.5.
• The core integration engine has been reworked and in addition to the simple leap-frog integrator we now support proper velocity-verlet integrators for fully reversible temperature and pressure coupling, with several new barostats and thermostats, including Nose-Hoover chains for ergodic temperature control and MTTK pressure control integrators. These are important for calculating accurate free energies, in particular for smaller systems or cases where factors such as pressure contributions will affect the result.
• The leap-frog integrator has also been rewritten on a symplectic Trotter form. This improves the accuracy of twin-range forces, but more importantly it enables correct multiple time-step integration of contributions from thermostats and barostats, which in turn makes it possible to not calculate global properties such as temperature every step to improve scaling.
• A new file-format plugin has been designed to allow GROMACS to read any trajectory or coordinate format supported by the VMD libraries without converting trajectories first, if the code is linked to the VMD libraries.
• The previously labor-intensive task of embedding and equilibrating membrane proteins in lipid bilayers has been automated with the new tool g_membed developed by Gerrit Groenhof. Given a membrane protein structure and an arbitrary bilayer (including ones with mixtures of lipid and/or other molecules), this tool virtually shrinks the membrane protein to a small axis and then expands it again while pushing lipids away over a few thousand steps. Lipids are removed based on overlap, and the tool has full support for asymmetricallyshaped proteins.
• Non-equilibrium simulation support has been extended to make it possible to pull any number of groups in arbitrary directions, and it is now also possible to apply torques in addition to forces.
• GROMACS now comes with extensive features for multi scale modeling built-in, including a QM/MM interface to a number of common quantum chemistry programs and algorithms, coarse-grained (CG) modeling with force fields such as MARTINI, and a highly efficient parallel implicit solvent algorithm that can all be used in combination.
• Normal-mode analysis can now be performed for extremely large systems through a new sparse-matrix diagonalization engine that also works in parallel, and even for PME simulations it is possible to perform the traditional non-sparse (computationally costly) diagonalization in parallel.
PERFORMANCE
Scaling
For systems where absolute speed matters, the final simulation performance can be expressed as speed per core x number cores x scaling efficiency. We have thus aimed to improve both absolute performance per core and scaling efficiency in GROMACS. Recent enhancements in this respect include better Particle Mesh Ewald (PME) parallel decomposition. Choice of method for calculating long-range electrostatics can greatly affect simulation performance, and rather than simply optimizing the method that scales best, we have devoted effort to optimizing the method that is currently viewed as best practice in the field. By implementing a twodimensional pencil node decomposition for PME and improving the dynamic load-balancing algorithms, we obtain linear scaling over large numbers of nodes for a set of benchmark systems that were selected as real world applications from our and others recent work. Scaling results are plotted in Fig. 3.1 for a ligand-gated ion channel ?, a vesicle fusion simulation ??, a virus capsid ?, and a large methanol-water mixture ?. To estimate real-world performance, we report scaling and performance results on two clusters: a Cray XE6 with a Gemini interconnect and a more commodity cluster with QDR Infiniband and less than full bisectional bandwidth. Fig. 3 . Strong scaling of medium-to-large molecular systems. Simulation performance is plotted as a function of number of cores for a series of simulation systems. Performance data were obtained on two clusters: one that is thinly connected using QDR Infiniband but not full bisectional bandwidth and a more expensive Cray XE6 with a Gemini interconnect. In increasing order of molecular size: the ion channel with virtual sites had 129,692 atoms, the ion channel without virtual sites had 141,677 atoms, this virus capsid had 1,091,164 atoms, the vesicle fusion system had 2,511,403 atoms, and the methanol system had 7,680,000 atoms.
For all simulations except for the ion channel, we obtain strong linear scaling well over 1000 cores; for the ion channel, the linear scaling regime extends below 500 atoms/core. All of these benchmark simulations use PME long-range electrostatics; our tests with reaction field electrostatics show excellent linear scaling at even higher numbers of cores.
Single-node parallelization
GROMACS 4.5 implements parallelization at a low level through SIMD and at a high level through MPI, although ongoing efforts add an intermediate level of OpenMP parallelization. This provides good scaling at high core counts but adds complexity to code deployment for small installations. We have therefore added a threads-only implementation of MPI primitives that allows single-node parallelization of GROMACS using either pthreads or Windows threads without additional dependencies. Scaling of the thread MPI implementation is plotted in Fig. 4 ; the scaling behavior is near-identical to OpenMPI on a single node, which is Fig. 4 . An efficient parallel implementation on pthreads and Windows threads. Simulation performance is plotted as a function of number of cores for Gromacs using the thread MPI library and compared to Gromacs using OpenMPI on the same system. Both sets of simulations were run using a single node with 24 AMD 8425HE compute cores running at 2.66 GHz. Performance is nearly identical between the two parallel implementations. Data are plotted for the villin and POPC bilayer benchmark systems. a good comparison because single-node OpenMPI will use shared memory parallelization when advantageous. The advantage of the GROMACS thread MPI implementation is that is is lightweight, reduces build complexity, and works on a wide variety of systems including Linux, OS/X, and Windows. This had also greatly facilitated large-scale deployment of parallel GROMACS simulations on architectures such as Folding@Home.
Throughput simulations
As modern computers have increased in processing power, simulations that used to require supercomputers become tractable on small clusters and even single machines. This has two important consequences: moderate-size simulations become accessible to nonspecialists without major allocations of supercomputing resources, and it becomes possible to run many simulations at once to perform moderate-throughput computation on different reaction conditions, mutants of a protein, or small-molecule ligands. To illustrate both of these, we have benchmarked GROMACS on Amazon EC2 instances. The cloud-computing market gives access to relatively capable machines and good burst capacity to thousands of cores or more. With the thread MPI parallelization in GROMACS, simulation performance is quite good on single nodes. Simulation performance for a number of small benchmark systems is given in Table ? ?. To emphasize the general accessibility of performing these simulations, we have also plotted the cost per microsecond of simulation in each of these systems in Figure 5 . In 1998, Duan and Kollman published a one-microsecond simulation of the villin headpiece, a landmark computational achievement at the time. That simulation required 4 months of supercomputer time; we can perform the same simulation in under a week on a single EC2 node at a cost of $11.28, bringing this within range of a student project. Equivalently, screening of hundreds of mutants becomes feasible even without large dedicated resources.
CONCLUSIONS & OUTLOOK
Improvements in processor power, simulation algorithms, and new computing paradigms are opening a new frontier for molecular dynamics simulation where many simulations of a moderate-sized system are now tractable. This enables a fundamental change in the way we approach molecular simulation as a tool. The traditional use of molecular dynamics can be thought of as probing the physical consequences of a given starting protein sequence, ligand, and structure. Now, given an ensemble of 50 candidate models (as might be generated from NMR of a flexible or underdetermined complex), we can evaluate the relative probability of the models and use simulation to define the space explored by the models. We can also do mutant scans-the computational equivalent of combinatorial mutagenesis. Soon, approaches such as random walks in sequence space or ligand scaffold space will become routinely tractable. These new capabilities will demand a different approach to simulation-in addition to the underlying physics-and chemistrybased methodology, scientists will need to devote more attention to statistical sampling and can leverage the benefits of classically informatics techniques such as randomized search algorithms and network flow theory. We thus believe that advances in molecular dynamics simulation are transforming computational biophysics into more of a data-based science.
GROMACS 4.5 has continued to improve several key aspects of the simulation package: performance, support of a wide range of force field parameters and simulation methods, portability, and analysis tools. Of particular note, we have added better decomposition methods for scaling to many nodes, better single-node parallelization, support for additional force fields and implicit solvent methods, and free-energy analysis tools. Over the next couple of years, we expect the high-throughput trend to become increasingly accentuated: Despite massively increased computational power, researchers have been reluctant to merely push longer simulations. Instead of extending membrane proteins simulations to a single 5-10 microsecond trajectory, most current publications rather use the same amount of total computing time for a whole set of shorter simulations to provide statistics. Fundamentally, we believe this is a scientifically sound development, and one that is likely to move biomolecular simulation and modeling from compute-centric to data-centric approaches more similar to other methods used in bioinformatics. 
