We consider stochastic differential equation involving pathwise integral with respect to fractional Brownian motion. The estimates for the Hurst parameter are constructed according to first-and second-order quadratic variations of observed values of the solution. The rate of convergence of these estimates to the true value of a parameter is established.
Introduction
Consider stochastic differential equation
where f and g are measurable functions, B H is a fractional Brownian motion (fBm) with Hurst index 1/2 < H < 1, ξ is a random variable. It is well-known that almost all sample paths of B H have bounded p-variations for p > 1/H. Therefore it is natural to define the integral with respect to fractional Brownian motion as pathwise Riemann-Stieltjes integral (see, e.g., [16] for the original definition and [5] for the advanced results).
A solution of stochastic differential equation (1) on a given filtered probability space (Ω, F , P, F = {F t }, t ∈ [0, T ]), with respect to the fixed fBm (B H , F), 1/2 < H < 1 and with F 0 -measurable initial condition ξ is an adapted to the filtration F continuous process X = {X t : 0 t T } such that X 0 = ξ a.s., Let f be a Lipschitz function and let g ∈ C 1+α (R), 1 H − 1 < α 1. Then there exists a unique solution of equation (1) with almost all sample paths in the class of all continuous functions defined on [0, T ] with bounded p-variation for any p > 1 H (see [6] , [12] , [13] and [10] ). Different (but similar in many features) approach to the integration with respect to fractional Brownian motion based on the integration in Besov spaces and corresponding stochastic differential equations were studied in [15] , see also [4] and [14] where the different approaches to stochastic integration and to stochastic differential equations involving fractional Brownian motion are summarized.
The main goal of the present paper is to establish the rate of convergence of two estimates of Hurst parameter to the true value of a parameter. The estimates are based on the two types of the quadratic variations of the observed solution to stochastic differential equation involving the integral with respect to fractional Brownian motion and considered on the fixed interval [0, T ]. The paper is organized as follows: Section 2 contains some preliminary information. More precisely, subsection 2.1 describes the properties of p-variations and of the integrals with respect to the functions of bounded p-variations while subsection 2.2 contains the results on the asymptotic behavior of the normalized firstand second-order quadratic variations of fractional Brownian motion. Section 3 describes the rate of convergence of the first-and second-order quadratic variations of the solution to stochastic differential equation involving fBm. Section 4 contains the main result concerning the rate of convergence of the constructed estimates of Hurst index to its true value when the diameter of partitions of the interval [0, T ] tends to zero. Section 5 contains simulation results.
Preliminaries

The functions of bounded p-variation
First, we mention some information concerning p-variation and the functions of bounded p-variation. It is containing, e.g., in [5] and [16] . Let interval [a, b] ⊂ R. Consider the following class of functions:
Here π = {x i : i = 0, . . . , n} stands for any finite partition of [a, b] such that a = x 0 < x i < · · · < x n = b. Denote Π([a, b]) the class of such partitions. We say that function f has bounded p-variation on
Then for any fixed f we have that V p (f ) is a non-increasing function of p. It means that for any 0 < q < p the relation
whence
Here
Denote
Let F be a Lipschitz function and let G ∈ C 1+α (R) with 0 < α 1 and
and
Let
where
Then it follows from Young's version of Hölder's inequality that for any partition π ∈ Π([a, b]) and for any p
Second, we state some facts from the theory of Riemann-Stieltjes integration. f dh exists under the additional assumption that f and h have no common discontinuities.
is Riemann-Stieltjes integrable with respect to f and
Furthermore, the following substitution rule holds.
Finally, assume that
where f 1 is continuous function, f 2 , f 3 ∈ CW p ([a, b]) for some 1 p < 2, and Q is a differentiable function with locally Lipschitz derivative q. It follows from Propositions 1 and 2 that The following estimate for the p-variation of fBm is evident:
kT n for all n ∈ N and all k ∈ {0, . . . , n}, and let X be some real-valued stochastic process defined on the interval [0, T ].
Definition 3. The normalized first-and second-order quadratic variations of X taking along the partitions (π n ) n∈N and corresponding to the value 1/2 < H < 1 are defined as
For simplicity, we shall omit index n for points t n k of partitions π n . It is known (see, e.g., Gladyshev [7] ) that V (1)
Also, it was proved in Benasi et al. [3] and Istas et al. [9] that V (2)
where r(t) = max{k :
where ρ(t) = max{t k : t k t}.
The following classical result will be used in the proof of Theorem 5.
Lemma 4. (Lévy-Octaviani inequality) Let X 1 , . . . , X n be independent random variables. Then for any fixed t, s 0 P max
Theorem 5. The following asymptotic property holds for the first-and secondorder quadratic variations of fractional Brownian motion:
Remark 6. It follows from (13) and (14) that
H , 2 as the square of the Euclidean norm of the n-dimensional Gaussian vector X n with the components
Obviously, one can get a new n-dimensional Gaussian vector X n with independent components applying the linear transformation to X n . It means that there exist nonnegative real numbers (λ
n−(i−1),n ) and such n − (i − 1)-dimensional Gaussian vector Y n with independent Gaussian N (0, 1)-components that
The numbers (λ
. Now we can apply the Hanson and Wright's inequality (see Hanson et al. [8] or Begyn [1] ), and it yields that for ε > 0
j,n . The evident equality holds:
Furthermore, it follows from (13) that the sequence EV
j,n are bounded as well. It is easy to check that
Therefore for any 0 < ε 1 the inequality (15) can be rewritten as
where K is a positive constant. Now we use Lévy-Octaviani inequality (see Lemma 4) and evident inequality
to obtain the bound P max
So, for the values of parameters mentioned above, [7] and Begyn [1] we get
Now we set ε 2 n = 2C K n −1 ln n and conclude that
It means that
Finally, we get the statement of the present theorem from the Borel-Cantelli lemma and the evident equality
3. The rate of convergence of the first-and second-order quadratic variations of the solution of stochastic differential equation
First, we formulate the following result from [11] about convergence of firstand second-order quadratic variation.
Theorem 7.
Consider stochastic differential equation (1), where function f is Lipschitz and g ∈ C 1+α for some 0 < α < 1. Let X be its solution. Then
Second, we prove the following auxiliary result.
Lemma 8. Let X be a solution of stochastic differential equation (1) . Define a step-wise process X π that is a discretization of process X:
Then for any p > 1 H we have that
Proof. Consider t ∈ [t k , t k+1 ). We get immediately from the Love-Young inequality (2) that
Further,
where L is a Lipschitz constant for f , and
We get the statement of the lemma from (19), (20) and inequality (12) . Now we prove the main result of this section which specifies the rate of convergence in Theorem 7. 
Proof. Decompose the left-hand side of (21) into three parts:
and X k = X(t k ). We start with the most simple term I (3,i) n and get immediately, similarly to bounds contained in (6) , that for any p >
In order to estimate I (2,i) n , denote
Note that 1/p + 1/2 > 1 for 1 H < p < 2. Therefore, we obtain from the Love-Young inequality and from (8)- (9) that
It follows from Theorem 5, Remark 6, and (6) that the rate of convergence of I
It still remains to estimate I
(1,i) n . Consider only i = 2, the proof for i = 1 is similar.
(see Proposition 1) imply
Taking into account Lipschitz property of f and Lemma 8, we can conclude that
Consider J 2 k . It follows from equality (11) that for any fixed t
Substituting equality (22) into J 2 k we get
Transforming identically the first term in the right-hand side of (23) and applying to it Love-Young inequality (2), we conclude that for any p >
Henceforth we consider the following interval of the values of p:
1 H < p < 1 + α. Then it follows from inequality (4) that the second term in the right-hand side of (23) admits the bound:
It follows from the inequalities (5)- (7) that the values of the variations
are finite. Therefore we get from (12) that
The similar reasonings lead to the similar bound for J 3 k , and we conclude that
k . It consists of two terms that can be estimated in a similar way. Applying inequalities (2) and (12), we obtain the following bound for the first term:
As a consequence,
Furthermore, note that under our assumptions sup
s. Therefore we have for the first term in J
The second term is bounded in a similar way, and we conclude that
At last,
for any
The rate of convergence of estimators of Hurst index
Consider the following statistics:
and construct the following estimate of Hurst index H:
Further, introduce the following notation:
Theorem 10. Let conditions of Theorem 7 hold with α > 1 H − 1. Also, let X be a solution of (1) and assume that random variable g (i) (T ) is separated from zero: there exists a constant c 0 > 0 such that
n is a strongly consistent estimator of the Hurst index H and the following rate of convergence holds:
a.s., for any β > 0.
Proof. Consider a sequence 1 > δ n ↓ 0 as n → ∞. It will be specified later on. Introduce the events
Also, introduce the notations
and note that 2
and estimate H (i) n has a form
It is easy to see that C n := Ω\C n has a form
Then
The latter representation implies that
In what follows we need an elementary inequalities: − ln(1−x) ≤ 2 ln(1+x) 2x provided that 0 x 1/2. Consider L 2 n . We divide it in two parts. As to the first part, it is obvious that ln A
Applying inequality − ln(1 − x) 2x, 0 x 1/2, we deduce that for δ n 1/2
As to the second part,
n . From here we easy deduce that
The term L 4 n is estimated similarly as the second part of L 2 n . Thus we get ln
Summarizing, we conclude that
It follows from (27) that
Obviously, for any n > exp{
Now, let δ n < (ln n) −β . Then it is not hard to deduce that
Therefore,
−β for sufficiently large n and, moreover,
The latter relation together with Theorem 9 imply that for any ω ∈ Ω ′ with P (Ω ′ ) = 1 there exists n 0 = n 0 (ω) such that for any n > n 0
n <(ln n) −β = 0 a.s., and we obtain the proof.
Simulation results
Consider fractional Ornstein-Uhlenbeck process that is the solution of the linear stochastic differential equation
with the step 0.05 and for increasing (in the logarithmic scale) number n of points from n = 10 2 to n = 10 6 . Table 1 presents the values of the difference | H (1) n − H| for the values of H from 0.55 to 0.95. We can conclude that the difference | H (1) n − H| decreases rapidly in n and for fixed value of n increases in H. Table 2 demonstrates that the rate of convergence agrees with Theorem 10, at least, for β = 0.05. Moreover, we can see from Table 3 that in the case of the linear equation the rate of convergence for H ∈ (0.5, 0.7) can be estimated by n −1/2 (ln n) 1/2 . 
