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Stellingen behorende bij het proefschrift
State space and graphical models for estimating networks dynamics
van
Anani Lotsi
1. Graphical models are promising tools for the analysis of gene inter-
action as they provide a stochastic description of network association
and dependency structures in highly structured complex data.
2. State-space models are graphical models in which you do not have to
observe some variables to be able to specify the process. (chapter 3)
3. The likelihood function for mixtures of multivariate normal densities
is unbounded near the singular semi-denite matrices. An l1 penalty
term in the likelihood overcomes this problem. (chapter 2)
4. If a likelihood function yields a strong consistent estimates, then most
vanishing penalty terms do not alter these asymptotic properties. (chap-
ter 2)
5. If a likelihood function yields a strong consistent estimates, slow en-
ough but not too slow vanishing penalties term will guarantee model
selection eciency. (chapter 2)
6. The relatively recent advent of high-throughput genomic and postge-
nomic technologies has made the mathematical sciences more relevant
than before.
7. The Expectation-Maximization (EM)-algorithm shows up in many
graphical models with complication such as multiple components and
latent states.
8. Variable selection is a means to an end and not an end itself. (chapter
4)
9. LARS solves practical questions of crucial interest but raises very
interesting theoretical questions such as model selection consistency.
(chapter 4)
