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ABSTRACT
We study the violent phase of the merger of massive binary white dwarf systems.
Our aim is to characterize the conditions for explosive burning to occur, and identify
a possible explosion mechanism of Type Ia supernovae. The primary components of
our model systems are carbon-oxygen (C/O) white dwarfs, while the secondaries are
made either of C/O or of pure helium. We account for tidal effects in the initial con-
ditions in a self-consistent way, and consider initially well-separated systems with
slow inspiral rates. We study the merger evolution using an adaptive mesh refine-
ment, reactive, Eulerian code in three dimensions, assuming symmetry across the
orbital plane. We use a co-rotating reference frame to minimize the effects of numeri-
cal diffusion, and solve for self-gravity using a multi-grid approach. We find a novel
detonation mechanism in C/O mergers with massive primaries. Here the detonation
occurs in the primary’s core and relies on the combined action of tidal heating, ac-
cretion heating, and self-heating due to nuclear burning. The exploding structure is
compositionally stratified, with a reverse shock formed at the surface of the dense
ejecta. The existence of such a shock has not been reported elsewhere. The explo-
sion energy (1.6× 1051 erg) and 56Ni mass (0.86 M) are consistent with a SN Ia at
the bright end of the luminosity distribution, with an approximated decline rate of
∆m15(B) ≈ 0.99. Our study does not support double-detonation scenarios in the case
of a system with a 0.6 M helium secondary and a 0.9 M primary. Although the
accreted helium detonates, it fails to ignite carbon at the base of the boundary layer
or in the primary’s core.
Key words: accretion — stars:white dwarfs — binaries: close — hydrodynamics:
instabilities, shock waves — supernovae:general — nuclear reactions
1 INTRODUCTION
Though decades of research into Type Ia supernovae (SNe Ia)
have provided a significant quantity of information, critical
details concerning the origins of these thermonuclear events
are still missing. In particular, the nature of their progenitors
and the mechanism of explosion, the two critical ingredients
of the initial conditions, remain unkown. To complicate the
picture, observations provide evidence for substantial diver-
sity of SNe Ia, raising the possibility that both the progeni-
tors and explosion mechanism differ among thermonuclear
supernovae.
? E-mail:df11c@my.fsu.edu
† E-mail:tplewa@fsu.edu
‡ E-mail:gawrysz@camk.edu.pl
Despite the aforementioned lack of detailed knowledge,
it is commonly agreed that these events are products of white
dwarf explosions (see, e.g., Nugent et al. 2011). Two major
theories dominate the landscape of hypothesized SN Ia pro-
genitor scenarios. The first is the single degenerate (SD) sce-
nario, in which a white dwarf star exists in a binary system
with another, non-degenerate companion (Whelan & Iben
1973; Nomoto 1982). The second theory–namely, the dou-
ble degenerate (DD) scenario, considers a binary system of
white dwarf stars which, through radiation of gravitational
waves, gradually loses angular momentum, resulting in a
slow inspiral of the stellar components (Iben & Tutukov
1984; Webbink 1984). Although the conditions for ignition
in these scenarios most likely differ, the supernova in both
cases is powered by thermonuclear burning of degenerate
material. This is in agreement with the original proposal by
© 2016 The Authors
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Hoyle & Fowler (1960).
In the DD scenario, the focus of this work, Roche lobe
overflow by the less massive star is expected to result in
rapid accretion of material onto the more massive compo-
nent. It is speculated that in the process, conditions amenable
to runaway thermonuclear burning are achieved. There are
multiple scenarios under which the ignition of the degener-
ate material is hypothesized to occur. Considering the time
elapsed from the onset of mass transfer until ignition, one
can differentiate between the models that ignite promptly
(Pakmor et al. 2010; Guillochon et al. 2010; Dan et al. 2014;
Moll et al. 2014), at intermediate times when the bulk of ac-
creted material still resides in a hot accretion disk around the
primary (Mochkovitch & Livio 1989), or at late times when
the remnant object undergoes compression in its core (Saio &
Nomoto 1985; van Kerkwijk et al. 2010; Raskin et al. 2014).
Recent evidence from sky surveys and population syn-
thesis studies has reinforced interest in the DD channel. X-
ray observations indicate that this scenario may be a pre-
ferred SN Ia production channel in early-type galaxies (Gil-
fanov & Bogda´n 2010). Also, more recently, observations by
the Nearby Supernova Factory suggest DD progenitors for
five SN Ia events (Scalzo et al. 2012). These supernovae are
believed to be super-Chandrasekhar in origin. Furthermore,
observed distributions of SNe Ia time delays (the amount of
time needed for a coeval stellar population to produce a Type
Ia supernova) appear to favor the DD channel (Maoz & Man-
nucci 2012; Toonen et al. 2012).
In this project, we study the white dwarf merger process
at early times. Thus, we are limited to prompt ignition sce-
narios. As previous studies of such early merger stages indi-
cated, in systems with components of differing mass, condi-
tions amenable to ignition may occur in the hot boundary
layer around the primary component (see, e.g., Dan et al.
2014). The layer forms in the process of accretion of mate-
rial from the secondary, which is heated to high tempera-
tures when the accretion stream passes through the accre-
tion shock located above the boundary layer. Because an-
gular momentum losses in the accreted material are negligi-
ble on timescales comparable to the orbital timescale, the ac-
creted material remains rotationally supported at early times,
as demonstrated by Mochkovitch & Livio (1989). These au-
thors considered a scenario in which accreted material forms
a thick, turbulent disk. We note that turbulence is naturally
generated during the accretion process. Mochkovitch & Livio
(1989) speculated that ignition may occur at relatively low
densities in the accreted material, either promptly (before
accretion stops), or at later times when the disk material is
heated to sufficiently high temperatures via turbulent dissi-
pation. Their model accounted for the most significant com-
ponents of the merger scenario and its evolution, but was
unable to address in detail the ignition process itself. In par-
ticular, their model did not capture the effects of small-scale
fluctuations in density and temperature that necessarily par-
ticipate in the evolution. Such fluctuations are important due
to a strong dependence of the burning timescale on tempera-
ture and, to a smaller degree, density (Dursi & Timmes 2006;
Malone et al. 2014). Also, the effects of stellar plasma degen-
eracy (or perhaps lack thereof) were not accounted for.
No evidence for successful explosions at early times was
found in a number of carbon-oxygen white dwarf merger
studies (see, e.g., Guerrero et al. 2004; Yoon et al. 2007; Lore´n-
Aguilar et al. 2009; Dan et al. 2012). However, as noted by
Pakmor et al. (2012a), hydrodynamic models utilized in these
investigations lacked the resolution necessary to properly
describe the system evolution on small scales–perhaps al-
tering important simulation outcomes and conclusions. Ad-
ditionally, given the constraints on the conditions required
for triggering a self-sustained detonation (Dursi & Timmes
2006), Smoothed Particle Hydrodynamics (SPH, Lucy (1977);
Monaghan (1992); Rosswog (2015)) models used in these
studies would require a much greater number of particles
in order to form and adequately resolve potential ignition
points.
A number of more recent simulations reported condi-
tions supportive of ignition in the case of high-mass carbon-
oxygen systems (Pakmor et al. 2010; Dan et al. 2014; Pakmor
et al. 2011, 2012b; Sato et al. 2015; Tanikawa et al. 2015). No
naturally-occurring detonations were found in these stud-
ies. However, later studies combining SPH models with grid-
based hydrocodes have produced self-sustained detonations
(Kashyap et al. 2015; Moll et al. 2014). This is an encour-
aging development, although it is not clear how such hy-
bridization of various hydrodynamic methods contributed
to the simulation results. Ultimately, these findings should
be scrutinized and confirmed using consistent models with
well-known convergence properties and free of potential nu-
merical artifacts due to data mapping between models using
different mesh discretizations.
Aside from challenges posed by numerics, one also faces
the daunting task of selecting realistic physical models. For
example, in systems with components of similar mass, a
merger morphology is characterized by deep entraintment of
each component’s material into the other (see, e.g., Pakmor
et al. 2010). In this case, since the boundary layer per se does
not form, ignition may occur in the central region of the form-
ing merger object. Additionally, detonations may form under
milder conditions in helium-rich mixtures (Holcomb et al.
2013). Indeed, a number of studies have indicated that ig-
nitions are likely in helium-enriched boundary layers (Guil-
lochon et al. 2010; Pakmor et al. 2013; Shen & Moore 2014;
Tanikawa et al. 2015; Holcomb et al. 2013). The outcome of
such ignition, however, does not necessarily guarantee a suc-
cessful SN Ia explosion due to the low amount of energy re-
leased from helium burning (Woosley et al. 1986). Thus, vari-
ous double-detonation scenarios are considered, in which the
carbon-rich material of the primary component detonates.
The two most popular scenarios here are as follows. In the
first scenario, a detonation wave propagating through the
helium-rich boundary layer directly ignites carbon-rich sur-
face layers of the primary (Nomoto 1982). This is known as
the edge-lit mechanism. Alternatively, provided that, prior
to ignition, helium has been accreted in sufficient amounts in
the equatorial region of the primary, it ignites at a point near
the base of the accreted layer. The resulting detonation wave
moves laterally through the helium layer and sends a con-
verging shock into the interior of the primary, igniting car-
bon in its core (Livne 1990). The double detonation scenarios
were recently the subject of extensive studies in multidimen-
sions (see, e.g., Fink et al. 2007; Guillochon et al. 2010; Fink
et al. 2010; Sim et al. 2012). However, with the exception of
work by Guillochon et al. (2010), these studies used a physi-
cal model that may not be suitable for white dwarf mergers.
In this work we present, for the first time, a set of white
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dwarf merger simulations solely performed using a grid-
based hydrocode in three dimensions. We consider four bi-
nary systems with differing mass ratios and compositions,
and total mass exceeding the Chandrasekhar mass. Our sim-
ulations start shortly before the onset of mass transfer and
continue for several orbital periods. Since no model remap-
ping is employed, our simulations are free of model pertur-
bations possibly incurred in the remapping process (Pakmor
et al. 2013; Moll et al. 2014; Kashyap et al. 2015). Because both
stars are present on the mesh from the outset, we avoid the
need for complex boundary conditions (e.g., to model the ac-
cretion stream (Guillochon et al. 2010)). Furthermore, we use
adaptive mesh refinement to reduce numerical diffusion ef-
fects and probe evolution on smaller scales. In our analysis of
simulation results, we pay close attention to conditions con-
ducive to the detonation ignition and its subsequent evolu-
tion. In particular, we consider the mass of the ignition re-
gion, the importance of pre-processing via nuclear burning,
and the role of degeneracy.
2 MODELS ANDMETHODS
In this study, we performed a set of three-dimensional white
dwarf merger simulations using PROTEUS, a fork of the
FLASH code (Fryxell et al. 2000). FLASH is an adaptive
mesh refinement multiphysics hydrocode. The adaptive na-
ture of the mesh discretization allows for better control of so-
lution accuracy and increased computational efficiency com-
pared with simulations performed on a uniform mesh. Such
savings are potentially very large in situations where regions
of interest are small and few (Berger & Colella 1989), as is the
case in the present application.
2.1 Physics and Computational Models
We solved the time-dependent reactive Euler equations for
self-gravitating flow in Cartesian geometry in three spatial
dimensions. The hydrodynamic evolution was calculated us-
ing the PPM solver (Colella & Woodward 1984). We used
a modified version of the FLASH multigrid elliptic solver
to account for the effects of self-gravity, and the Helmholtz
equation of state (Timmes & Swesty 2000). The nuclear burn-
ing was calculated using an alpha network with 19 isotopes1
The nuclear species were advected using the CMA method
(Plewa & Mu¨ller 1999).
To further minimize the effects of numerical diffusion
due to rapid motion of fluid across the mesh in the rotat-
ing binary, in our simulations we used a co-rotating frame
of reference. This approach also mitigates errors in angu-
lar momentum conservation. The process of the inspiral was
not calculated self-consistently, i.e. we did not adjust orbital
parameters based on the loss of angular momentum due to
emission of gravitational waves. Rather, we forced both com-
ponents to gradually inspiral by imposing a slightly sub-
Keplerian orbital rotation. The rotation frequency, ω, was a
1 The corresponding matter composition was described using the
following 19 nuclear species (Weaver et al. 1978): 1H, 3He, 4He, 12C,
14N, 16O, 20Ne, 24Mg, 28Si, 32S, 36Ar, 40Ca, 44Ti, 48Cr, 52Fe, 54Fe, and
56Ni, along with protons and neutrons.
free parameter of our models. In addition, the velocity vec-
tors of both components were slightly tilted in the orbital
plane toward the system’s center of mass by 0.005× pi rad.
Further details of our implementation of the inspiral and dis-
cussion of the related effects are given in Section 4.2.1.
2.1.1 Domain and Boundary Conditions
The simulations used a 3D Cartesian geometry. To decrease
the amount of time required for simulations, we assumed
symmetry about the orbital plane. Therefore, only the z >
0 half-space was considered. We allowed for free outflow
through all boundaries, except across the orbital plane (z =
0), at which we imposed a reflecting boundary condition.
The simulation domain was a cube with a length of ≈
4.19× 1011 cm in each direction. We found by conducting
many preliminary simulations that such a large domain size
was necessary in order to retain the mass on the mesh. Pre-
serving the total mass in the computational domain is nec-
essary for correctly capturing the system’s dynamics (i.e.,
mass loss would result in a shallower gravitational poten-
tial, leading to artificial decompression of the stellar plasma).
The domain was initially filled with pure helium at den-
sity 10−3 g cm−3 and temperature 106 K, and suitable white
dwarf models were created inside the domain using the pro-
cedure described in the following section.
2.1.2 Initial Models
In preparation for multidimensional studies, we created a
database of spherically symmetric, isothermal white dwarf
models with different masses and an initial temperature
of 107 K. For each multidimensional simulation, the struc-
ture of each component was initially interpolated onto the
mesh with stellar centers placed according to the orbital dis-
tance such that the secondary was nearly filling its Roche
lobe. The initial one-dimensional mass distribution was then
adjusted iteratively using the Self-Consistent Field Method
(SCF, Hachisu 1986) to account for rotational distortion of
components and effects of self-gravity (see Sect. 2.2.3 below).
From these initial conditions, we followed the evolution for
several orbital periods. The simulations were typically ter-
minated when either a successful detonation was launched
and burning had essentially quenched, or ignition times in
the simulations rose well above local dynamical timescales.
2.2 Computational Methods
In this section we briefly describe key modifications we made
to the original FLASH code and included in PROTEUS to
improve numerical accuracy and make merger simulations
computationally feasible (the starting point for PROTEUS was
version 4.0 of FLASH). These include changes to the burning
modules, the multigrid and multipole solvers, and the im-
plementation of a self-consistent field method to make initial
conditions more consistent with the geometry of a close bi-
nary white dwarf system.
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2.2.1 LBNB: Load balancing for nuclear burning
Previous studies of phenomena involving thermonuclear
transients (see, e.g., Plewa 2007) indicated that intense lo-
calized burning may dominate computational time and in-
duce substantial load imbalance, making multidimensional
hydrodynamic studies computationally infeasible. In Plewa
(2007), regions of active thermonuclear burning were typi-
cally small and occupied only a few mesh cells. In conse-
quence, the burning calculations were performed using only
a small fraction of available MPI processes. This is because
the computational workload in PROTEUS is distributed on a
per-block basis. In the case that there is a small cluster of only
a few burning cells, it may so happen that the cluster will be-
long, to a single block. Therefore, burning calculations will
be performed by only a single MPI process in this extreme
case. Such situations will result in large load imbalances for
massively parallel runs, in which only a few processes out of
an allocated process set are involved in computations of nu-
clear burning. The already significant imbalance was further
exaggerated by the high relative computational cost of burn-
ing as compared with other physics processes (several times
more expensive than hydrodynamic advection).
The above-described deficiency of the commonly-used
computational model of nuclear burning coupled to hydro-
dynamics motivated the development of a specialized load
balancer for nuclear burning (LBNB). We begin by construct-
ing a list of burning cells on each process. Along with this
list, we also collect information about the cost of computing
burning in these cells (measured as the CPU time). Then a
global list of burning cells and their computational cost is
constructed by gathering individual list data on the master
process. In this way, we obtain information about the total
computational cost of burning. The next task is to distribute
this work evenly across available processes. That is, we create
a number of sets of cells to be sent to processes participating
in burning. The burning is then performed, and the results
are distributed back to the original cell owners. The data ex-
changed in this process is rather small, requiring only infor-
mation about the thermodynamic state and nuclear compo-
sition. We discuss the performance gains obtained thanks to
load-balancing of nuclear burning in the appendix.
2.2.2 Self-Gravity with Isolated Boundary Conditions
In the original FLASH multigrid implementation of the Pois-
son equation solver for self-gravity, the solution residuals
were computed using the current defect and correction val-
ues. (For details of the multigrid method, please consult
Briggs et al. (2000); for implementation details, see Ricker
(2008).) This approach results in a slow numerical drift of the
solution, most likely due to details of the treatment of bound-
ary conditions. We found that this problem can be remedied
by computing residuals directly from the source and solu-
tion. This approach leads to slightly different but more accu-
rate results.
The convergence of the multigrid solver can also be im-
proved by providing a more accurate initial guess for the
solution by extrapolating data in time using solutions from
previous timesteps. For example, an initial guess computed
using linear extrapolation usually saves one or two V-cycles,
which reduces the time to solution by about 30 percent.
We also found that under certain conditions (many
levels of refinement, complex refinement topology, fre-
quent mesh refinement/derefinement), mesh resolution may
change by more than one refinement level across block
boundaries in the diagonal direction. This rarely-occuring er-
ror of the FLASH PARAMESH-based (MacNeice et al. 2000)
meshing package resulted in strong variations of the solution
defects between iterations. In consequence, the convergence
was either substantially slower, or the solution could not be
obtained. As a workaround for this problem, we modified
the refinement scheme in such a way that mesh resolution
could change only by one level between diagonally-adjacent
blocks.
Furthermore, we lowered the memory footprint of the
multipole solver by reorganizing memory access. Also, we
provided for better handling of floating-point overflows and
underflows in the calculation of Legendre coefficients in the
multipole solver. These optimizations also slightly decreased
the computational cost of obtaining isolated boundary con-
ditions for the multigrid solver. More importantly, we op-
timized a subset of the original FLASH PARAMESH MPI
communication library modules, providing a speedup by a
factor of 3 under conditions typical to our simulations.
2.2.3 Self-Consistent Field Method
Dan et al. (2011) have demonstrated that the dynamical
timescale of the merger is severely underestimated in models
initialized with “approximate” initial conditions in which the
model stars are spherically symmetric and placed at a dis-
tance corresponding to a binary system with the secondary
nearly overflowing its Roche lobe. These authors advocated
using “accurate” initial conditions in which the components’
geometries accounts for self-gravity, and tidal and centrifu-
gal effects. To this end, they used a scheme that iteratively
drives the particle distribution in their SPH simulations to
a dynamical equilibrium configuration. Although the same
approach could be used in the case of the grid-based simula-
tions presented here, a method specifically designed to con-
struct equilibrium models of rotating objects was introduced
by Hachisu (1986). Hachisu’s Self-Consistent Field method
(SCF) uses a corotating frame of reference and starts with
spherically-symmetric white dwarf models interpolated onto
a mesh at a distance consistent with the orbital period. Next,
the density field is iteratively relaxed toward an equilibrium
state. Each iteration of SCF involves first computing the grav-
itational potential associated with the current density field
(due to the stellar components). In our PROTEUS implemen-
tation, the self-gravitating potential is calculated using the
modified multigrid solver described in the previous section.
The SCF solver then iteratively adjusts the mass (density)
distribution within equipotential surfaces corresponding to
the masses of the components. In the last step of the iteration,
the self-gravitating potential is updated based on the modi-
fied density field. The solver usually converges in about 20
iterations before the correction of the potential on the stars’
surfaces decreases below a specified relative error. The mesh
is automatically adapted throughout this process (see the fol-
lowing section).
MNRAS 000, 1–22 (2016)
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2.2.4 Adaptive Mesh Refinement
One of the key features of PROTEUS is its adaptive mesh re-
finement (AMR) capability. AMR allows for better control
of the solution error and offers potentially large savings in
computer time and memory usage, especially for problems
with localized flow discontinuities (Berger & Colella 1989) or
source terms (Kapila et al. 2002). For example, in the current
application, it is important to resolve steep gradients associ-
ated with surface layers of white dwarfs, the accretion shock,
the hot boundary layer, and regions of intense nuclear burn-
ing. In the course of the simulation, these structures can be
identified using a set of specialized refinement criteria and
flagged for refinement.
We used the following set of refinement criteria. A
block was marked for refinement if the density and tem-
perature in any cell in that block exceeded 1.5× 105 g cm−3
and 4× 109 K. In addition, we refined blocks with den-
sity contrasts in excess of 0.5, provided the density and
pressure in any of their cells exceeded 103 g cm−3 and
3× 1020 dyn cm−2, respectively. Also, refinement was trig-
gered if the minimum ignition time, defined as the time
required for a parcel of stellar plasma to initiate runaway
burning (Dursi & Timmes 2006), in any cell inside a block
was less than 104 s. A minimum mesh resolution of 256 km
was enforced for all blocks whose density was greater than
103 g cm−3. Finally, no block located at distances greater than
3× 109 cm from the system’s barycenter could have a resolu-
tion better than 512 km.
2.3 Model Parameter Space
In this work, we studied a select number of binary white
dwarf systems differing in mass ratio and progenitor com-
position. We chose mass ratios to allow for comparison with
existing results. Specifically, we considered carbon/oxygen
(CO) binary systems with component masses of 0.6+ 0.9 M
(model CO0609; see, e.g., Guerrero et al. 2004) and 0.895 +
0.905 M (model CO0909; see, e.g., Pakmor et al. 2010). In
this study, CO white dwarfs are made of equal mass frac-
tions of carbon and oxygen. We also considered one high-
mass CO system with component masses of 0.8 + 1.2 M
(model CO0812). We investigated the effects of composition
in an additional 0.6+ 0.9 M system with a pure helium sec-
ondary (model He0609). Note that the total mass of the sys-
tems used in our study always exceeded the Chandrasekhar
mass, potentially enabling long-term evolution studies of
the remnant (see, e.g., Raskin et al. 2012). The initial binary
separation d0, the corresponding initial orbital period P0 of
the systems, and the adopted inspiral rates are given in Ta-
ble 1. The justifications for specific choices of the or-
bital parameters, including the inspiral rates, are discussed
in Sec. 4.2.1. In passing, we note that the assumed composi-
tion of our white dwarf models is simplified. For example,
a 0.6 solar mass white dwarf is expected to be chiefly com-
posed of carbon and oxygen, with only a very small helium
envelope. In addition, our exploratory stellar evolution cal-
culations performed with the MESA code (Paxton et al. 2015)
point to substantial amounts of neon present in the cores of
massive white dwarfs, with the carbon abundance reduced
by a factor of about 3 for a 1.2 solar mass white dwarf. Al-
though the composition is not expected to play a decisive
role in the dynamical evolution of mergers, it will influence
the nuclear burning. Compositionally-realistic merger mod-
els would most likely be characterized by lower levels of
heating due to nuclear burning and longer ignition times.
This problem is beyond the scope of the present work.
As mentioned above, the nearly equal-mass progeni-
tor scenario was motivated by the work of Pakmor et al.
(2010). Although these authors mentioned that the compo-
nents of their model system differed slightly in mass, they
did not quantify that difference. Subsequently, we were un-
able to specify model parameters to exactly match Pakmor
et al. (2010), and our choice of 0.895 + 0.905 M compo-
nents is rather arbitrary. Perhaps more importantly, we per-
formed simulations using an AMR grid-based code, while
Pakmor et al. (2010) used an SPH method. These methods
are known to have very different convergence properties for
discontinuous flows (see, e.g., Hubber et al. 2013, and refer-
ences therein). In passing, we note that we performed several
trial simulations with components of exactly equal mass, but
found a negligible difference in results from the non-equal-
mass model.
For every binary system model, we executed a series of
simulations, gradually increasing the effective mesh resolu-
tion, ∆xeff, starting at 512 km. We found that large-scale flow
features (accretion stream, accretion shock, boundary layer)
first became resolved when the effective resolution reached
128 km. Next we obtained complete simulations at an ef-
fective resolution of 64 km, which allowed resolving mixing
instabilities in the boundary layer for the first time in our
simulations. Subsequently, we adopted this resolution as the
starting model resolution in our studies. As the merger pro-
cess advanced, we periodically adapted the mesh primar-
ily to better resolve material heated by tidal effects, and by
the accretion shock. Substantial resolution is also required at
later times to resolve fluid flow instabilities (such as Kelvin-
Helmholtz), material mixing, and fluctuations in density and
temperature that may play an important role in burning.
3 RESULTS
We present here the results of the simulations for each of the
scenarios listed in Table 1. This series of simulations was ob-
tained with a nominal effective mesh resolution of 64 km,
and using an alpha network with 19 isotopes. We discuss
the dependence of the results on the choice of nuclear net-
work in Section 4.2.4. We begin our presentation with the
CO0609 model, which displays the most generic morpho-
logical features of unequal-mass white dwarf mergers. To
make our results more accessible to the reader, a set of dig-
ital movies illustrating the evolution of our merger models
is available for download at http://people.sc.fsu.edu/
~tplewa/WDmergers/index.html.
3.1 C/O 0.6+ 0.9 M Merger
The morphology of the CO0609 model is shown with density
contours in a series of panels in Figure 1. The initial condi-
tions in this model are shown in Figure 1(a). At this time, the
secondary shows modest tidal distortion, while the primary
remains essentially spherically symmetric. After about one
orbital period, the mass transfer is significantly advanced
MNRAS 000, 1–22 (2016)
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Table 1. Masses, composition, and initial orbital parameters of binary merger
models.a
Model Progenitor Progenitor d0 P0 fKb
designation masses (M) composition (109 cm) (s)
He0609 0.6+ 0.9 He/CO 2.9 69.4 0.999CO0609 CO/CO 2.9 69.4 0.999
CO0812 0.8+ 1.2 CO/CO 2.5 48.1 0.999
CO0909 0.9+ 0.9 CO/CO 1.8 30.1 0.99
a All models were run at an effective resolution of 64 km.
b fK = ω/ωK , where ωK is the Keplerian orbital frequency at the initial time.
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Figure 1. The CO0609 merger model. The density distribution in the model orbital plane is shown with 20 logarithmically-spaced contour lines
between 1× 104 and 1× 107 g cm−3, except for panel (b), in which the contours span the interval between 1× 102 and 1× 106 g cm−3. Note that
the region shown changes between the panels. See text for discussion.
(Figure 1(b)), with the accretion stream striking directly on
the surface of the primary. The bulk of accreted material is
confined in a stream several hundred kilometers wide. The
accreted material splashes on the surface and moves around
the primary, initiating the formation of a boundary layer. Af-
ter around 2.5 orbits (Figure 1(c)), the boundary layer is well-
developed, with the outer layers of the primary being de-
formed due to Kelvin-Helmholtz instabilities (KHI) with a
characteristic wavelength of about 1000 km. Given our mesh
resolution, these structures appear well-resolved. The over-
all morphology after around three orbital periods is shown
in Figure 1(d). At this time, the secondary is completely dis-
rupted and presents a tidally distorted blob of material. The
matter accreted from the secondary now passes through the
accretion shock, visible as closely-spaced density contours
extending nearly horizontally around y ≈ 4× 108 cm and
from x ≈ −1.6× 109 to x ≈ 4× 108 cm. Note that the bound-
ary layer at this time is approximately elliptical in shape as
the material accreted from the secondary carries angular mo-
mentum that remains to be redistributed during the process
of the disk formation. This process is illustrated in the last
two panels in Figure 1. During this time, the secondary is
completely absorbed, and the accreted material settles down
in its Keplerian motion around the primary. No detonation
was triggered in this model.
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3.2 0.6 He + 0.9 M C/OMerger
The overall evolution in the case of the helium secondary for
the 0.6+ 0.9 M case is qualitatively similar to the C/O case
discussed above. Thus, here we restrict our description of the
evolution to intermediate times depicted in the series of pan-
els in Figure 2. The density structure around the primary at
t = 100 s is shown in Figure 2(a). At this time, we noticed the
early development of Kelvin-Helmholtz instabilities at the
surface of the primary. Similarly to the C/O binary case, this
instability is triggered by a shear between the secondary ma-
terial accreted in the boundary layer and the surface layers
of the primary. The resulting structure is illustrated in Fig-
ure 2(b). By this time, the boundary layer, fed through the
accretion shock located a few hundred kilometers above the
surface of the primary, has grown significantly in mass and
thickness. The structure of the layer is complex, with the flow
perturbed by both the KHI and the interaction of the per-
turbed boundary layer material with the accretion stream.
The flow perturbations appear strongest when the shocked
accretion stream collides with the boundary layer. The ac-
cretion shock can be seen as the closely-spaced density con-
tour lines near (x, y) = (−1× 109, 2× 108) cm in Figure 2(b)
(rapid changes in the velocity field associated with the shock
can be seen in the same region in Figure 3(a)). At this time,
a small, helium-rich region located downstream from the ac-
cretion shock near (x, y) = (−1.1× 109,−0.2× 109) cm deto-
nates, and can be seen as an area of temperatures in excess of
1.5× 109 K in Figure 3(a). We defer discussion of the details
of the detonation process to Section 4.3 below.
The detonation wave moves away from the detonation
point, propagating through the boundary layer in a highly
non-steady fashion as it encounters the perturbed boundary-
layer material. This is illustrated in Figure 3(b), in which
the hot material burned by the clockwise-moving detona-
tion is shown to occupy a relatively narrow and meander-
ing channel. The lack of lateral expansion of this burned ma-
terial can be explained by the confinement provided by the
incoming shocked accretion stream. As soon as the detona-
tion exits this region, it is able to expand laterally, as can
be seen in Figure 3(c). In contrast, the material burned by
the counterclockwise-moving detonation is not subjected to
such confinement, and can expand uninhibited as the deto-
nation moves through the boundary layer (seen in the lower
section of Figure 3(b)). Eventually, the counterclockwise-
moving detonation encounters the clockwise-moving front.
We note that the leading edges of both detonation fronts
move through the base of the boundary layer, where the con-
ditions for explosive helium burning are the most favorable
(i.e., the ignition time for helium-rich material is the shortest,
thanks to its relatively high density). We found no evidence
for explosive carbon burning in this model. At later times,
the evolution proceeds in a fashion very similar to that in the
C/O case discussed above (cf. Figure 1(c)) with pronounced
KHI structures developing most vigorously at the portion
of the primary’s surface exposed to the incoming shocked
stream material (Figure 2(c)).
3.3 0.8+ 1.2 M Merger
The second C/O binary we considered, CO0812, was com-
prised of somewhat heavier components, in which case one
may expect more violent evolution due to deeper poten-
tial wells. For the adopted initial conditions, the secondary
component appears more deformed (Figure 4(a)) than in the
CO0609 case (cf. Figure 1(a)). Here, the first noticeable effects
of mass transfer can be seen at around t = 40 s (Figure 4(b)).
At this time, a thin layer of shocked accreted material can
be seen downstream from the region impacted by the accre-
tion stream. As in the CO0609 case, a boundary layer forms
from the accreted material (Figure 4(c)), but it takes relatively
longer (three orbital periods) for the Kelvin-Helmholtz insta-
bility to develop at the surface of the primary. Figure 4(d)
shows the density distribution at t = 155 s, with the bound-
ary layer exhibiting a strongly-perturbed morphology, in-
cluding several shocklets; the characteristic wavelength of
KHI is≈ 1500 km. Although the boundary layer displays the
highest temperatures found in this model at this time, and
we observed several pockets of intense burning, no detona-
tion was triggered in the boundary layer. Instead, it is the
dense core region of the primary where a combination of
compressional heating due to accretion and degeneracy ef-
fects conspire to initiate a detonation. The morphology of the
model around the time of detonation, t = 192 s, is depicted
in Figure 4(e). At this time, the core of the primary shows
relatively little variation in the overall density distribution,
with typical densities ≈ 6× 107 g cm−3, while the secondary
is strongly disrupted and forms a tidal tail. We discuss details
of the ignition process and the later evolution in Section 4.4
below.
We followed the evolution of the explosion for about 3.5
seconds after the detonation was triggered, when the det-
onation entered the low-density regions and nuclear burn-
ing quenched. The density structure of the central region in
our model is shown in Figure 4(f). A number of distinct fea-
tures can be noted. The innermost portion of the merger rem-
nant is characterized by a smoothly-varying density distribu-
tion, which gradually decreases from the center. This is the
shocked material of the primary. It is bounded by a reverse
shock whose surface at this time is roughly triangular in
shape (in the model orbital plane), with one of the triangle’s
apexes located near (x, y) = (8× 108,−1.6× 109) cm. The re-
verse shock formed after the supernova shock left the bulk of
the primary and entered the boundary layer. The change in
the density gradient from steep (inside the bulk of the pri-
mary) to shallow (in the boundary layer) caused the super-
nova shock to decelerate. In the process, the faster-moving
shocked material of the primary began to collide with the
slower-moving shocked boundary layer material. This colli-
sion process eventually produced a reverse shock. (In pass-
ing, we note that this mechanism of reverse shock formation
also operates in core-collapse supernovae, where the super-
nova shock moves through the progenitor’s envelope and
encounters varying density gradients (see, e.g., Section 6.1 in
Kifonidis et al. 2003).) Therefore, the convoluted density field
visible outside the reverse shock front represents the rem-
nants of the boundary layer. Finally, the supernova shock can
be seen expanding past the boundary layer material, with
the exception of the dense part of the boundary layer near
(x, y) = (−2× 109,−1.6× 109) cm and the tidal tail of the
secondary near (x, y) = (2.6× 109,−4× 108) cm. While the
shock has moved into the low-density region in the lower-
right portion of the image only recently, it has already broken
out of the lower-density section of the boundary layer in the
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Figure 2. The violent phase of the He0609 merger model. The density distribution in the model orbital plane is shown with 20 logarithmically-
spaced contour lines between 1× 104 and 1× 107 g cm−3, except for panel (a), in which contours span the interval between 1× 103 and
1× 107 g cm−3. Note that the region shown changes between the panels. See text for discussion.
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Figure 3. The evolution of the helium detonation in the He0609 merger model. The temperature distribution in the model orbital plane is
shown with a pseudocolor map in linear scale for temperatures above 0.5× 109 K. The upper temperature limit in the plot, 1.5× 109 K, was
chosen such that the temperature variations are well-visible at all times. (The maximum recorded temperatures in this model approached
3× 109 K.) Contours represent densities of 105, 106, and 107 g cm−3. The velocity field is shown in panel (a), where vectors with a maximum
length correspond to |v| = 5× 108 cm s−1. Note that the region shown changes between the panels. See text for details.
top portion of the merger remnant. Thus, at the final time in
our model, the supernova shock is highly asymmetric, and
the expansion is far from homologous.
It is important to note that the ejecta is not only aspheri-
cal in the model orbital plane, but is also elongated in the di-
rection perpendicular to the model orbital plane. This aspect
of our model is illustrated in Figure 5. Although the central
part of the ejecta appears spherically-symmetric, the flow is
restricted in the model orbital plane due to the presence of a
substantial amount of accreted material (see panels (b) and
(c) in Figure 5). Furthermore, the expansion will continue to
be restricted near the model orbital plane for the next sev-
eral hundred seconds due to the presence of material from
the disrupted secondary at high radii in the form of tidal
tails (see panels (a) and (c) in Figure 5). The estimated as-
pect ratio of the ejecta for density contours of ≈ 100 g cm−3
is around 2, although this may not reflect the asymmetry of
the homologously-expanding ejecta, as relatively strong non-
radial pressure gradients are still present at this time.
3.4 0.9+ 0.9 M Merger
As our final model, we considered a system composed of
C/O white dwarfs with masses of 0.895 M and 0.905 M.
Our choice of the masses was motivated by the work of Pak-
mor and collaborators, who considered similar systems with
only slightly less massive components (masses of ≈ 0.89 M
in Pakmor et al. (2010), and masses of ≈ 0.9 M in Pak-
mor et al. (2011)). Perhaps more importantly, however, their
systems appeared to be very tight, with components slightly
more than 10 percent closer than the tightest system we con-
sidered. As we will show in Sec. 4.2.1, the initial orbital con-
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Figure 4. The CO0812 merger model. The density distribution in the model orbital plane is shown with 20 logarithmically-spaced contour lines
between 1× 104 and 1× 107 g cm−3, except for panel (b), in which the contours span the interval between 1× 101 and 1× 106 g cm−3. Note
that the region shown changes between the panels. Panel (e) shows the model at the time of detonation ignition in the core of the primary. The
structure of the exploding model is depicted in panel (f). See text for discussion.
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Figure 5. The CO0812 merger model. The density distribution is shown with a pseudocolor map and with 30 logarithmically-spaced contour
lines between 1× 101 and 1× 105 g cm−3 in (a) orbital plane, (b) x-z plane, and (c) y-z plane at t = 195 s. See text for discussion.
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figuration does play a very important role in the process of
merger, especially in terms of the temperature evolution of
the accreted material. Here we limit our presentation to a de-
scription of the evolution of our CO0909 model.
For an orbital separation of d0 = 1.8× 109 cm, the white
dwarfs are well-separated but visibly tidally-disorted at the
initial time, as shown in Figure 6(a). In this case, the mass
transfer begins after almost one orbital period, but the fol-
lowing accretion does not lead to the formation of the distinct
boundary layer observed in model systems with components
substantially differing in mass. In the present case, the accre-
tion stream takes the form of a dense tongue of material from
the secondary that penetrates the outer layers of the primary.
Thus, the accreted material does not completely encircle the
primary, as was the case in models discussed previously, but
instead is quickly halted by the dense, intermediate-mass
layers of the primary. Because the accreted material carries a
substantial amount of angular momentum, the contact sur-
face separating the primary and the secondary material is
subject to extremely strong, persistent shear. At higher radii,
the stream remains completely engulfed in the primary ma-
terial. The leading edge of the accretion stream forms a vor-
tex that is continually fed by the accreted material (the vor-
tex core can be seen near (x, y) = (−4× 108,−4× 108) cm in
Figure 6(b)). At the same time, the core of the primary is de-
formed into a kidney-like shape. Due to the difference of the
specific angular momentum between the vortex material and
the primary’s core, both structures rotate at differing rates.
While the main effects due to the presence of the vortex are
generation of turbulence and mixing, the primary’s rotating
core modulates the background density in the vicinity of the
vortex. We stopped our simulation at t = 140 s, shown in
Figure 6(c), when the merger appeared complete, with only
a tenuous tidal tail remaining from the secondary. By this
time, the composite core of the merger consists of the vor-
tex filled with material from the secondary, which is almost
completely engulfed by the core material of the primary. We
found no evidence for explosive burning in this model.
4 DISCUSSION
In this section we discuss critical aspects of our set of merger
simulations. This includes a detailed description of observed
detonations, the structure of our models at final times, and
the results of a systematic study of the sensitivity of simula-
tion outcomes to model parameters.
4.1 Conditions for ignition
In assessing the likelihood of ignition in the context of the
present work, a useful metric is the ignition time of stel-
lar plasma for conditions considered here. Arising from the
strong temperature dependence of thermonuclear burning at
high densities (see, for example, Woosley et al. 2004), the ig-
nition time represents the amount of time required for a par-
cel of stellar plasma to initiate runaway burning (Dursi &
Timmes 2006). In order to prevent substantial cooling of the
burning region due to hydrodynamic expansion, the burning
process must occur on a timescale shorter than the local dy-
namical timescale, τdyn = 446ρ−1/2 (Fowler & Hoyle 1964;
Arnett 1996). In the formula, ρ is the density in cgs units, and
the dynamical timescale is given in seconds. After consid-
ering additional factors, such as dynamics of the hydrody-
namic background, one can estimate the likelihood of a det-
onation forming.
Because typical densities found in our models in regions
where the burning is active are lower than the lowest con-
sidered by Dursi & Timmes (2006), ρ = 1× 107 g cm−3, we
extended their study to densities down to 1× 105 g cm−3. To
this end, we performed a series of single-zone simulations
following the procedure used by Dursi & Timmes (2006). In
the process, we found that their Equation (1) underestimates
the ignition times around (ρ, T) = (1× 105, 1× 109) by a
factor of about 4, consistent with their overall claimed ac-
curacy. In the case of helium burning, we used the results of
Khokhlov & Ergma (1986, Equation (A3)).
An important factor controlling the explosiveness
of burning stellar plasma is its degree of degeneracy
(see, e.g., Hoyle & Fowler 1960). To better understand the
role of degeneracy in our simulations, we calculated the
contribution of the thermal pressure component to the total
plasma pressure for a mixture composed of equal mass frac-
tions of carbon and oxygen. We used the Helmholtz equation
of state and performed a series of single-zone calculations,
varying the plasma temperature from T = 1× 108 K up to
T = 1× 1010 K, and the density from ρ = 1× 105 g cm−3
to ρ = 2× 108 g cm−3. Then the ratio of pressure at a given
temperature to that at near-zero temperature (T = 1× 104 K)
provided an estimate of the plasma degeneracy.
A summary of the above results, along with the trajec-
tories of the hottest points in our merger simulations, are
shown in Figure 7. In the figure, the plasma ignition times
are shown with dashed lines, while the results of our plasma
degeneracy study are drawn with thin solid lines. The labels
attached to the thin solid lines denote the ratio of the thermal
pressure to the total pressure. The density-temperature tra-
jectory through time of the hottest point in the CO0909 model
is shown with a light grey line for select times; the conditions
at the detonation ignition points in the CO0812 and He0609
models are marked with triangles and solid circles, respec-
tively.
Furthermore, the explosively-burning plasma may not
produce a successful detonation due to curvature effects.
This problem has been discussed in detail by a number of
authors (Sharpe 2001; Dunkley et al. 2013, and references
therein), with the key conclusion being that a sustained det-
onation can only be produced by an explosively-burning re-
gion of a certain critical minimum size. Assuming spherical
symmetry, Dursi & Timmes (2006) estimated the dependence
of such critical sizes as a function of plasma density and com-
position. The dependence of the detonation outcomes on cur-
vature effects thus requires numerical models to have spatial
resolution sufficient to resolve the critical sizes of detonation
ignition kernels (Dunkley et al. 2013). Table 3 provides esti-
mated radii of detonation ignition kernels in our models. In
our estimation we used Eq. 11 of Dursi & Timmes (2006) and
conditions characterizing stellar plasma just prior to its igni-
tion. We defer discussion of the role of numerical resolution
on ignition outcomes to Section 4.2.3.1.
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Figure 6. The CO0909 merger model. The density distribution in the model orbital plane is shown with 20 logarithmically-spaced contour lines
between 1× 104 and 1× 107 g cm−3. Note that the region shown changes between the panels. See text for discussion.
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Figure 7. Characteristics of the merger models in the density-
temperature plane. The data are shown for the hottest mesh cell in
the CO0909 model at select times (light grey line, squares). The con-
ditions at the detonation ignition point are indicated with solid cir-
cles and triangles for the He0609 and CO0812, respectively. The la-
bels attached to data points provide corresponding simulation times.
Solid contour lines show the fractional contribution of thermal pres-
sure to the total plasma pressure, ranging from 0.1 to 0.9, and are
used to indicate the degree of degeneracy. Dashed lines correspond
to the regions where the plasma ignition time is equal to the local
dynamical timescale for carbon-carbon fusion and triple-alpha reac-
tions.
4.2 Systematic sensitivity studies
4.2.1 Orbital separation and inspiral rate
There exists a certain amount of uncertainty in regard to
the final stages of orbital evolution prior to mass transfer
in white dwarf binary systems. This is chiefly due to the
fact that their orbital evolution is driven by the loss of or-
bital angular momentum. Webbink (1984) first considered
the loss of angular momentum due to emission of gravita-
tional waves as the primary mechanism leading to the white
dwarf merger. Simple analytic estimates show that the rate of
inspiral is very small compared to the orbital period, even for
massive white dwarf pairs. Also, gravitational wave emis-
sion is typically not modelled in merger simulations, because
the signal, and so potential for observational detection, is
relatively low. For these reasons, the orbital evolution just
prior to merger is simply parameterized. Even & Tohline
(2009) discussed the importance of constructing accurate ini-
tial conditions for white dwarf merger studies using a grid-
based code. They used an approximate equation of state of
degenerate matter and employed a variant of Hachisu’s SCF
method to obtain sequences of binary white dwarf models
at the onset of mass transfer. (In passing, we note that their
models were essentially identical to those used as initial con-
ditions in our study.)
One of the important aspects of early SPH white dwarf
merger models was the use of simplified initial configura-
tions, with mass distributions calculated using a point-mass
gravitational potential. As we remarked in Section 2.2.3, Dan
et al. (2011) proposed a relaxation method to address this
deficiency. These authors found that simplified, unrelaxed
SPH models are prone to produce unrealistic mass transfer
rates. In consequence, the densities and temperatures found
in the hot, shocked material will be exaggerated, resulting in
artificially short ignition times, enhanced burning, and pos-
sibly resulting in spurious ignitions. Some characteristics of
these types of models can be found in the work of Pakmor
(2010), Tanikawa et al. (2015), and Sato et al. (2015). In par-
ticular, Pakmor (2010) considered a series of white dwarf
binaries with mass ratio close to one and relatively mas-
sive (∼ 0.9 M) components. In the models with fast inspi-
ral rates, he found high densities and temperatures strongly
suggestive of explosive burning. This shows that one can po-
tentially induce detonations by specifically tuning the initial
orbital parameters. Therefore, and because, as we noted ear-
lier, direct modeling of the inspiral phase is computationally
infeasible, it is important to assess the role of the parame-
terization used to describe this phase. To this end, we per-
formed a set of merger simulations, systematically varying
the initial orbital separation and orbital velocity relative to
the Keplerian velocity for every model family. For each simu-
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Table 2. Dependence of the maximum model temperature
evolution and the estimated rate of tidal heating on the ini-
tial binary separation and orbital frequency.
Model di,9 fKa T˙tidal t(Tmax)
[109 cm] [107 K/s] [s]
HE0609 2.6 0.99 1.4 72
HE0609 2.9 0.999 0.5 173
CO0812 2.2 0.99 2.0 95
CO0812 2.5 0.999 0.9 192
CO0909 1.8 0.99 1.9 77
CO0909 2.0 0.9 3.2 27
CO0909 2.0 0.99 1.4 131
CO0909 2.2 0.85 2.7 31
CO0909 2.2 0.99 1.0 246
CO0909 2.6 0.99 0.7 250
a fK = ω/ωK , where ωK is the Keplerian orbital
frequency at the initial time.
lation, we recorded the time evolution of the maximum tem-
perature. Table 2 presents model parameters used in our
sensitivity study, along with the average rate of maximum
temperature increase, measured over the first orbital period,
and the time when the peak temperature was achieved. Be-
cause shock heating due to accretion does not occur at early
times, the initial evolution of the maximum temperature is
due to tidal heating in the cores of the binary system compo-
nents. Thus, the rate of the maximum temperature increase
directly reflects the overall dynamics of the merger. This is
confirmed by our estimates of the maximum temperature in-
crease rates. For example, we observed the highest values in
models with the tightest initial orbits and the fastest inspiral
rates. The two most extreme cases here are models CO0909
with (di,9, fK) = (2.0, 0.9) and (di,9, fK) = (2.2, 0.85). On the
opposite extreme, the temperature increased the slowest in
the models with the widest initial orbits and smallest inspiral
rates. Here, the two most extreme examples are the HE0609
model with (di,9, fK) = (2.9, 0.999) and the CO0909 model
with (di,9, fK) = (2.6, 0.99). The variation between these ex-
tremes is by a factor of about 6 in our sample. The impact
of the initial orbital separation on the maximum temperature
evolution is illustrated in Figure 8 for three CO0909 mod-
els with different initial orbital separations. In all three cases,
the evolution displays a very similar character. Initially, the
temperature smoothly increases when the two stars remain
nearly stationary on the mesh. However, as soon as advec-
tion effects become important and the material becomes per-
turbed, the maximum temperature begins to display rapid,
low-amplitude variations. Conspicuous jumps in tempera-
ture shortly before the maximum temperature is reached, in-
dicated with arrows in Figure 8, mark the formation of the
accretion shock. It is important to note that as the initial or-
bital separation increases, the shock forms, and the maxi-
mum temperature is obtained later, while the peak tempera-
ture decreases. It is clear that model systems with small ini-
tial orbital separations produce conditions amenable to ex-
plosive burning–possibly detonations. In the case that deto-
nations are not obtained, rapid variations of the maximum
temperature continue, while the temperatures begin to grad-
ually decline.
It is interesting to note that similar heating rates can be
obtained in models with different orbital separations, pro-
vided that the inspiral rate in the model with the wider or-
bit is suitably higher. This is illustrated in Figure 8, where
we show the results obtained for CO0909 models with
(di,9, fK) = (2.2, 0.85) and (di,9, fK) = (2.0, 0.9). As discussed
in the previous paragraph, these are the two models with the
highest rates of tidal heating. In these models, the maximum
temperature evolves in an almost identical fashion, reach-
ing similar maximum temperatures, with the accretion shock
forming around the same time (t ≈ 24 s). The effects of vary-
ing the inspiral rates are readily visible by comparing the re-
sults obtained for the fast-inspiraling (di,9, fK) = (2.2, 0.85)
model with the slowly-inspiraling (di,9, fK) = (2.2, 0.99)
model. In the latter case, not only is the rate of temperature
increase lower by a factor of almost 3, but the shock forma-
tion is delayed by over 200 s, or about 5 orbital periods. Given
the nonlinear character of the merger process, it is conceiv-
able that the final outcomes of these two models could be
potentially very different. This is because the process of tidal
disruption of the secondary should be correctly represented
in time in order to allow for the gradual development of
the turbulent boundary layer (as observed in systems with
unequal-mass components), or the process of entraintment
of fast-rotating material from the disrupted secondary (as ob-
served in systems with a mass ratio close to one).
Therefore, as a rule, one should proceed with a conserva-
tive choice of initial orbital parameters with well-separated
components and slow inspiral rates. A more aggressive
choice of initial conditions or other model parameters can
be justified only if such conservative, reference solutions are
obtained. For example, we lowered the inspiral rates and in-
creased the initial orbital separation from their nominal val-
ues in the case of the detonating He0609 and CO0812 mod-
els. Such modifications of the initial conditions result in less
violent evolution of the system, conceivably providing con-
ditions less conducive to detonations. On the contrary, in the
case of the CO0909 models, in which no detonations were
observed for a conservative choice of initial conditions, we
performed a series of simulations with a progressively more
aggressive choice of initial orbital parameters. Although the
sensitivity studies are potentially the most time-consuming
part of simulations, they provide invaluable insights into the
nature of modelled systems, and increase confidence in sim-
ulation outcomes.
4.2.2 Self-heating due to nuclear burning
One factor contributing to the thermodynamic evolution of
the merger, unrelated to the choice of orbital parameters, is
the heating of plasma due to nuclear burning. This process
has the potential to significantly modify plasma temperature,
especially under degenerate conditions. Yet, the effects of nu-
clear burning were frequently not accounted for in past stud-
ies (see, e.g., Dan et al. 2011; Moll et al. 2014; Sato et al. 2015;
Tanikawa et al. 2015). To quantify this effect, we performed
additional simulations of the CO0812 model without nuclear
burning, and at a higher resolution.
Figure 9 shows the density and temperature at the time
that either the minimum ignition time is reached (in models
without burning, shown with open squares), or just prior to
detonation (in the model with the nuclear heating taken into
account, shown with a solid square). With no pre-heating due
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Figure 8. Evolution of the maximum temperature for various initial separations in the CO0909 model family. Note that in all five cases shown
here, the temperature increases at early times due to tidal heating. Arrows indicate the times of accretion shock formation, when the maximum
temperature rapidly increases.
to nuclear burning, the conditions most favorable for deto-
nations (shortest ignition times) are found in the boundary
layer at relatively low densities, essentially precluding a det-
onation due to weak plasma degeneracy. Furthermore, in-
creasing the resolution to 2 km did not qualitatively change
the conditions (the relevant results are shown with a small
open square in Figure 9). However, in the model with ther-
monuclear preheating, the plasma ignites under degenerate
conditions at high densities in the region where no shock-
heated material was present and temperature evolution was
controlled by gravitational heating and nuclear burning.
Since the gravitational heating was also included in the mod-
els without burning, we conclude that it is pre-heating that
plays a decisive role in detonating the dense core material of
the primary.
Although we are unable to separate the effects of plasma
heating from gravitational heating, the contribution to heat-
ing due to nuclear burning of the plasma parcel that pro-
duced the detonation is reflected in the decrease of its carbon
abundance to 0.42 just prior to ignition. We should also note
that a compositionally-realistic model of the 1.2 M primary
would have a significantly lower central carbon abundance,
which in turn would result in a lower rate of self-heating and
increased ignition time. We defer discussion of this effect to
a future work.
4.2.3 The role of numerics
4.2.3.1 Mesh resolution As we mentioned in Section 2.3,
adequately resolving the large-scale flow features (accretion
stream, accretion shock, boundary layer) requires an effective
mesh resolution of at least 128 km. On what we consider as
intermediate scales, the evolution is dominated by fluid flow
instabilities such as the Kelvin-Helmoltz instability. Inspec-
tion of our models shows that the typical KHI wavelength
at the base of the boundary layer (the interface between the
Table 3. Estimated critical sizes of det-
onation ignition kernels (Dk) and maxi-
mum effective mesh resolution (∆xeff) in
the merger models.
model Dk [km] ∆xeff [km]
He0609 13.9 2
CO0609 – 32
CO0812 0.1 16
CO0909 4.7 16
bulk of the primary and the shocked, accreted material) is
on the order of 500 to 1000 kilometers. Since the PPM hy-
dro solver that we used typically requires about 10 cells to
adequately resolve a single wavelength perturbation, a res-
olution of at least 64 km is needed to correctly capture mix-
ing due to KHI. Of course, still smaller resolution is needed
to describe secondary instabilities developing in the bound-
ary layer and mixing in the bulk of the primary components
(for example, in our CO0812 and CO0909 models). We note
that the reference resolution in our weakly-burning mod-
els (CO0609 and CO0909) was 32 km, but we also obtained
a sample of models with an effective resolution of 16 km.
We used an effective mesh resolution of 16 km in the case
of the carbon-detonating CO0812 model, while we studied
the interaction between the helium detonation front and the
carbon-rich layers of the primary in the He0609 model with
a resolution as fine as 2 km.
Table 3 lists the highest effective mesh resolutions
used in our study, along with the estimated critical diame-
ters of the detonation ignition kernels. We estimated the crit-
ical size of the ignition kernel for the CO0812 model using
conditions in the ignition region, just prior to ignition. For
the He0609 model, the kernel size was calculated from con-
ditions in the carbon-rich layer immediately adjacent to the
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Figure 9. Density and temperature dependence on self-heating due
to nuclear burning and model resolution for select CO0812 model
realizations. For the model with self-heating, these are the condi-
tions immediately prior to detonation ignition. For the remaining
two models, the data corresponds to the conditions at the times
and locations where ignition was most probable, as determined by
analysis using ignition times. Note that the maximum temperatures
in models without self-heating are achieved at low densities corre-
sponding to the boundary layer, while in the model with self-heating
accounted for, the maximum temperature is obtained in the dense
core of the primary. See text for a detailed discussion.
boundary layer, while for the CO0909 model, the kernel size
was calculated from conditions in the region exhibiting the
shortest ignition times. We did not estimate the kernel size
for the weakly-burning CO0609 model.
Model configurations similar to our CO0909 model were
extensively studied in the past, and produced one of the first
detonating white dwarf binary merger models (Pakmor et al.
2010). Since we found no evidence for ignition in our 32 km
model, contrary to previous studies, we performed an addi-
tional simulation with a resolution of 16 km. The evolution of
the hottest point in this better-resolved model, as depicted in
Figure 7, was quantitatively similar to that in the less-resolved
model, and thus we did not conduct further mesh resolution
studies for the CO0909 model. We conclude that detonations
during the early merger stages in such models are unlikely,
and the explosions found for these types of models in previ-
ous works were a consequence of the specific choice of initial
conditions, as we discussed in Section 4.2.1.
Although we were unable to resolve the ignition kernel
in the CO0812 model, we performed a sequence of simula-
tions with progressively higher resolutions in order to in-
crease our confidence in finding a detonation. In this series,
as the resolution increased from 64 km to 16 km, the detona-
tions were ignited at approximately t = 209 s, 180 s, 192 s. We
note that, although the ignitions occured at different times,
the time difference between detonation formations decreased
with increasing resolution, from 29 to 12 s. Even though the
performed series of simulations does not provide conclusive
evidence for model convergence, as we simply do not resolve
the ignition kernel, the observed gradual decrease in the dif-
ferences between detonation times indicates that the evolu-
tion prior to ignition in the detonating region is relatively
smooth (see discussion in Section 4.4), and suggests that the
identified detonation mechanism is robust.
The chaotic (most likely turbulent) nature of the flow in
the boundary layer renders the flow in this region more sus-
ceptible to resolution effects. In the context of double detona-
tions, adequately capturing the evolution on small scales in
the He0609 model proved especially important. As discussed
in Section 4.3.2, we found no evidence for strong, converg-
ing shock waves capable of igniting carbon in the primary’s
core region. This eliminates the possibility of core ignition.
Therefore, we turned our attention to the edge-lit scenario
and studied the interaction between the helium detonation
front with the carbon-rich primary material immediately ad-
jacent to the boundary layer. In our simulations, this interface
region is characterized by large density and compositional
gradients, with both the density and carbon abundance in-
creasing toward the base of the boundary layer. From the
point of view of carbon ignition, the relevant spatial scale is
the carbon ignition kernel diameter, which we estimated to
be 13.9 km. We performed a series of simulations with pro-
gressively higher resolution, and found no evidence for sig-
nificant carbon burning, even in the 2 km model, in which
the ignition kernel was well-resolved. We conclude that no
edge-lit ignition is possible in systems with C/O primaries
with masses smaller than 1 M. The edge-lit ignition mech-
anism remains a possibility in systems with more massive
primaries, and clearly merits further study.
4.2.3.2 Total mass conservation As we argued in Section 2,
it is important that the total mass is preserved on the mesh
throughout the course of the simulation in order to correctly
describe the evolution of the gravitational potential. We are
not aware of any of the previous grid-based studies dis-
cussing this important aspect of merger simulations. (The
mass is by construction conserved in SPH simulations.) The
mass can change (increase or decrease) in a grid-based simu-
lation, even if the underlying hydrodynamics scheme is con-
servative, due to flow of the material through the bound-
aries. In such studies, outflow boundary conditions must be
used in order to prevent contamination of the interior solu-
tion by waves reflected from the boundaries. Then, the only
way to avoid mass change in the domain is to extend its
boundaries sufficiently. We performed a series of merger sim-
ulations with varying sizes of computational domains, and
found that the maximum relative change in the total mass
in our simulations was −3× 10−8 provided that the domain
was at least ≈ 4.19× 1011 cm in every direction.
4.2.3.3 Conservation of angular momentum Another nu-
merical aspect omitted from the discussion of grid-based
white dwarf merger simulations is conservation of angular
momentum. This is of particular concern in situations where
angular momentum transport plays a key role in the evo-
lution, such as the disc-planet interaction and the evolution
of proto-planetary discs (see, e.g., de Val-Borro et al. 2006,
and references therein). We found that angular momentum
was well-conserved in our simulations. The relative rate of
change of the total angular momentum per orbital period
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varied between 4.5× 10−4 and 7.3× 10−4 for the CO0812
and He0609 models, respectively. The relative change of an-
gular momentum per period was the quantity used by Ross-
wog (2015) in his discussion of the impact of the nonconser-
vation of angular momentum on the white dwarf merger dy-
namics. He argued that even modest losses in angular mo-
mentum of 0.5 percent per orbit will decrease the merger
timescale by a factor of three. Changes in angular momen-
tum in our simulations were substantially smaller than this
value, and in the worst cases not dissimilar from the refer-
ence value of 0.01 percent used by Rosswog.
4.2.4 Nuclear network
As we demonstrated in Section 4.2.2, self-heating due to
nuclear burning plays an important role in merger simu-
lations. Therefore, the accuracy involved in computing the
nuclear energy release can have important implications for
the simulation outcomes. Timmes (1999) demonstrated how
the amount of energy produced by nuclear burning depends
on the network size. He showed that small alpha-type net-
works are capable of producing relatively accurate results as
compared to large networks. This was an encouraging result
that enabled widespread use of reduced nuclear networks
in multidimensional hydrodynamic simulations. In the con-
text of the present study, with the white dwarf composition
being dominated by helium, carbon, and oxygen, such re-
duced networks are appropriate to use, and expected to pro-
duce nuclear energy with acceptable accuracy. However, be-
cause of the aforementioned sensitivity of detonation igni-
tion to thermonuclear self-heating, it is worthwhile to as-
sess the variations in the model evolution due to the specific
choice of nuclear network. To explore this problem, we used
a 19-isotope alpha network available in the FLASH code,
and a 21-isotope alpha network by Timmes (2016) that we
added to the PROTEUS code. The 21-isotope network differed
from the 19-isotope network in that its ODE integrator con-
tinuously updated information about nuclear screening and
cooling due to neutrinos (in the case of the 19-isotope net-
work, the information about screening and neutrino emmis-
sion was calculated only at the beginning of the integration
process). We found no qualitative differences between sim-
ulations obtained with different networks in the case of the
CO0812 model, while we observed slight variations in the
timing of the helium detonation in the He0609 models. This
is not surprising, given that we are primarily concerned with
the ignition conditions at low densities, where the effects due
to plasma screening and neutrino emmission are essentially
negligible.
We conclude that the key results of our merger simu-
lations are insensitive to the choice of the alpha network
and the way that additional physics, such as screening and
neutrino emmission, are taken into account. This conclusion
does not preclude the possibility that different outcomes may
be obtained in models with more realistic chemical composi-
tions (see, e.g., Shen & Moore 2014).
4.3 He0609: failure of carbon ignition
As mentioned in the Introduction, one of the most popular
theories of SNe Ia occurring from white dwarf mergers is
the double detonation scenario, in which a helium detona-
tion leads to either carbon ignition at the helium-carbon in-
terface, or the converging shock ignites carbon in the core
(Livne 1990, and references therein). As stressed originally
by Livne & Glasner (1990) (see also Livne (1990)), multidi-
mensional effects, details of the helium ignition, and numer-
ical effects may play a crucial role in igniting carbon. The fact
that previous studies frequently used idealized assumptions
(assumed symmetry of the problem, static initial model), and
no carbon detonations were produced in our self-consistent
model, motivated a study of the evolution of the helium det-
onation and its interaction with the carbon-rich primary at
much higher resolutions. We present the results of this study
in the following two sections.
4.3.1 High resolution study of edge-lighting
After about 165 s, helium begins vigorously burning in a
number of isolated points inside the boundary layer, in the
region below the accretion shock. The shock-heated and
slowly-burning material was advected downstream and par-
ticipates in KHI-induced mixing. As we discussed in Sec-
tion 3.2, the helium detonation was initiated near the base
of the boundary layer. To confirm the result obtained in
our baseline 64 km model, we performed a series of simu-
lations with progressively-increasing mesh resolution. Fig-
ure 10 shows the progress of the detonation from the mo-
ment of ignition through the phase of its strong interaction
with the adjacent carbon layer. In the figure, the abundance
of carbon is shown as a pseudocolor map, while the density
is shown with solid contour lines. The region shown in the
figure approximately covers the area occupied by one of the
large-scale vortices that has a size of ≈ 2000 km. Immedi-
ately prior to ignition (Figure 10(a)), the vortex contains on
average about 50 percent helium, and displays a complex
flow pattern with occasional channels and pockets of nearly
pure helium. These observed variations in composition on
small scales are due to Kelvin-Helmholtz instabilities oper-
ating on scales of around ≈ 200 km, that developed during
the early stages of the boundary layer evolution. These in-
stabilities made the interface region “porous”, with essen-
tially pure helium trapped inside the vortex cores. Several
of such helium-rich pockets can be seen at the lower edge of
the large vortex, although their appearance was strongly af-
fected by the shear induced on the large scale. However, this
shear is not present in the region downstream from the large
vortex, allowing for a helium-filled small-scale vortex (cre-
ated at early times) to retain its original structure (this vortex
is located near (x, y) ≈ (−1.14× 109,−2.9× 108) cm, as indi-
cated by an arrow in Figure 10(a)). Over time, as the bound-
ary layer develops and the accretion rate changes, KHI be-
gins to dominate on much larger scales, leading to the forma-
tion of the large-scale vortex. At this time, however, the mix-
ing involves the interface disrupted by KHI on smaller scales,
as described above. In the process of mixing, this porous in-
terface overturns and folds, causing compression and pro-
viding confinement for burning pockets of trapped helium.
The detonation is ignited at the point (x, y) ≈
(−1.11× 109,−2.6× 108) cm, located close to the interface
between the helium-rich boundary layer and dense carbon
(marked with an arrow in Figure 10(a)). We tracked the ig-
niting parcel back in time for about 150 ms, during which
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Figure 10. The ignition at early stages in the evolution of the helium detonation in the He0609 merger model. The distribution of carbon in the
model orbital plane is shown with a pseudocolor map in linear scale between 0 and 0.4. The density distribution is shown with 13 contour lines,
logarithmically-spaced between 1× 105 and 4× 106 g cm−3. The large-scale vortex is occupied with heavily-mixed material, seen in the central
region in panel (a). Two arrows visible in this panel indicate one of the secondary vortices (left arrow), and the detonation ignition point (right
arrow), while the arrow in panel (b) indicates a vigorously burning pocket of helium. Note that the detonation failed to ignite carbon occupying
the trailing section of the vortex, leaving unburned, carbon-rich material protruding into the vortex region. See text for details.
time it traveled about 400 km and was advected to the in-
terface from a height of about 300 km above it. The par-
cel was initially adiabatically compressed by flow perturba-
tions present in the vortex, with the density increasing from
2× 105 to 2.6× 105 g cm−3 over a period of about 50 ms; dur-
ing this time, the pressure also increased by about 30 percent,
while the temperature remained nearly constant. Soon after,
the heating rate due to nuclear burning began to steadily in-
crease, causing the material to gradually expand. The self-
heating occured under isobaric conditions with a pressure
of around 1.15× 1022 dyn cm−2. The igniting material had
a density and temperature of around 2.2× 105 g cm−3 and
8× 108 K, and contained around 60 percent helium. These
conditions place the ignition point close to the ignition line
in Figure 7, under weakly degenerate conditions (degener-
acy pressure accounted for only around 18 percent of the to-
tal pressure). (In passing we note that a small extension of
the burning front located somewhat deeper along the inter-
face toward the center of the vortex, marked with an arrow
in Figure 10(b), was created by a separate detonating par-
cel located about 300 km away from the primary detonation
point. This parcel, however, was less abundant in helium and
of smaller size. Consequently, it did not produce a strong det-
onation.)
Figure 10(b) shows the resulting detonation wave mov-
ing through the helium-rich vortex material and beginning
to interact with the unmixed, C/O material of the primary.
The density in this region is around 6× 105 g cm−3, and
the carbon fails to ignite as the post-shock temperatures
reach only about 9× 108 K. The conditions for carbon ig-
nition appear somewhat more favorable in the region lo-
cated near the trailing edge of the large-scale vortex, near
(x, y) ≈ (−1.08× 109,−2.2× 108) cm, in which the carbon
abundance increases more gradually. This allows the wave
to retain some of its original strength and heat the material
to higher temperatures in this region. Thanks to this, the car-
bon is partially burned, but the burning ceases as soon as
the carbon abundance exceeds about 40 percent, correspond-
ing to a helium abundance lower than about 20 percent. In
the process, the shock crosses the interface, leaving behind
extended, carbon-rich material protruding into the vortex re-
gion, conspicuously visible in Figure 10(c).
4.3.2 Effects due to shock focusing in the core
An additional mechanism whereby carbon ignition has been
suggested to originate is via the collision (focusing) of shocks
generated by explosive helium burning on the surface of
the primary. Our simulations, however, do not support this
scenario. In our models, the explosive helium burning is a
highly unsteady process, due to strong perturbations present
in the boundary layer. This prevents shock convergence.
Rather, we observed the conically-shaped weak shocks inter-
secting in a region located around 3000 km from the center
of the primary. We estimated the density of this region to be
≈ 9× 106 g cm−3, prohibitively low from the perspective of
ignition. At the same time, we did not note any significant
temperature change in this region. The final impact of the
detonations on the core is its decompression by rarefactions
that follow the compressive waves. Furthermore, we note
that the core of the primary is itself a dynamic region, with
the flow within this region driven by the strongly-varying
tidal field. In particular, this causes a large-scale dipolar flow
of the material through the primary’s core. This material is
compressed and heated as it moves through the core region.
The heating, however, appears only weak, with the resulting
temperatures on the order of 3.5× 108 K, and well below the
ignition temperature. Overall, the findings that follow from
our He0609 study are consistent with the results of Guillo-
chon et al. (2010) in that double detonations in white dwarf
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Figure 11. Mass distribution as a function of temperature for a hemi-
sphere enclosing 0.2 M centered at the core of the primary for the
CO0812 model. The data are shown at three select simulation times,
illustrating the progressive heating of the core region via gravita-
tional compression. Note that by t = 192 s, the mass distribution has
developed a high-temperature tail. The tail is due to self-heating by
nuclear burning.
binary systems with massive C/O primaries and helium-rich
secondaries are unlikely.
4.4 CO0812: core carbon ignition
As described in Section 3.3, the carbon detonation in the
core of the primary was due to compressional heating of
the material under strongly degenerate conditions. Figure 11
shows the mass distribution as a function of temperature for
a (hemi-spherical, in our simulations) region centered at the
core of the primary containing 0.2 M. With time, the maxi-
mum of the distribution evolves toward progressively higher
temperatures as the primary gains mass. This enables effi-
cient self-heating due to nuclear burning for material resid-
ing at temperatures above 1.1× 109 K. (The apparent asym-
metry of the distribution is an artifact of our data-analysis
procedure, which limits the amount of mass involved in the
calculations.)
The detonation occurs in the core of a small vortex
at a density of about 6.2× 107 g cm−3 and temperature
1.4× 109 K, under strongly-degenerate conditions (cf. Fig-
ure 7). This vortex was produced in the process of slow mix-
ing induced in the core by large-scale flows generated in the
outer layers of the primary by accretion and tidal interaction,
similar to what we observed in the He0609 model. The re-
sulting flow pattern in the core region immediately prior to
the formation of the detonation is shown in Figure 12. The
large-scale flow affects roughly half of the core region on the
side opposite the disrupted secondary, and the vortex con-
taining the detonation point is located near the interface sep-
arating perturbed and unperturbed sections of the core at
(x, y) ≈ (−1× 108, 2.8× 108) cm.
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Figure 12. Conditions in the core of the CO0812 primary, imme-
diately prior to carbon ignition. The density distribution is shown
as a pseudocolor map between 3× 107 and 7× 107 g cm−3. There
are 10 contours representing the temperature distribution. The
temperature contours are logarithmically-spaced from 8× 108 K to
1.3× 109 K. The arrows depict the direction and speed of the fluid
motion. The detonating region can be seen as a closely-spaced set of
contours near (x, y) ≈ (−1× 108, 2.8× 108) cm. See text for discus-
sion.
Two additional comments are due. First, we note that
the self-heating process was aided by the following two phe-
nomena: the vortex appeared to be created with a slightly
hotter core than its surroundings, which aided in the pro-
cess of self-heating due to nuclear burning, and by the fact
that the fluid residing in the vortex core was essentially
prevented from mixing with the surrounding cooler ma-
terial. We observed similar effects–enhanced burning and
higher temperatures due to self-heating within vortices–in
our highly-resolved He0609 model. Second, the observed
ignition process is akin to mild ignitions observed in the
cores of Chandrasekhar-mass white dwarfs (Malone et al.
2014), and one may expect a competition between the self-
heating and thermal conduction in the hotspots associated
with vortex cores. However, for the CO0812 core conditions,
the thermal conductivity timescale is several orders of mag-
nitude longer than the self-heating timescale. Consequently,
we found no qualitative differences in the results of an addi-
tional simulation with thermal conductivity enabled.
4.5 Nucleosynthetic yields and average post-merger
structure
Figure 13 shows the average radial profiles of hydrodynamic
state variables and composition for each of the binary scenar-
ios. The profiles were obtained at the final simulation times
listed in Table 4. The radial profiles were obtained by
averaging the original simulation data over spherical shells
using the system’s center of mass as the point of origin. In the
figure, the density, temperature, material speed, and specific
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Figure 13. Average radial profiles of merger models at the final times. The data for He0609, CO0812, and CO0909 are shown in the left, middle,
and right columns of panels, respectively. The average radial profiles of hydrodynamic state variables are shown on the top row. The plotted
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profiles for major isotopes are shown in the bottom row. All profiles were calculated using the system’s center of mass as the origin, and were
suitably averaged over spherical shells at given radii. Note that the scaling of variables and size of the region shown change between panels.
See text for discussion.
Table 4. Isotopic abundances, nuclear energy released, and explosion energies
for each merger model at the final time. Abundances are given in units of solar
mass and energies are given in units of 1051 ergs.
model time IME IGE Enuc Eexp
[s] [M] [M] [1051 erg] [1051 erg]
He0609 200 2.4× 10−2 3.2× 10−4 3.9× 10−2 –
CO0812 195 0.35 0.87 2.2 1.6
CO0909 140 2.5× 10−6 ≈ 0 1.1× 10−6 –
angular momentum are shown in the top row, while the bot-
tom row shows the run of isotopic abundances. We stopped
our simulations when either the abundances did not show
significant evolution (for the CO0812 model), or the system’s
state precluded any chance of a carbon detonation (in the re-
maining two cases).
The average profiles in the He0609 model reflect the
composite structure of the merger. The average densities in
the core are above 106 g cm−3 (the density drop at the cen-
ter is due to our choice of coordinate system, originating
at the center of mass, which is displaced from the point
of maximum density in the primary). The temperatures in
the core are around 3× 108 K, and higher than the initial
temperatures due to accretion heating. The dense core has
a radius of approximately 9× 108 cm, which is surrounded
by the boundary layer. The layer has an average density of
4× 104 g cm−3, with a peak temperature of about 3.8× 108 K
at the base. The highest velocities can be found also at the
base of the boundary layer, which are due to the rapid rota-
tion of the accreted material. The core rotates differentially,
with the specific angular momentum rising almost linearly
from the center. The rotation rate increases rapidly in the
transition region between the core and the boundary layer.
It reaches a peak value of about 2.2× 1017 cm2 s−1 at a ra-
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dius of approximately 109 cm, which corresponds to an aver-
age rotational velocity of slightly over 2000 km s−1. The high-
density merger core is composed chiefly of the original C/O
primary material, with only a small admixture of helium (see
the first panel in the second row in Figure 13). The boundary
layer is composed of helium with an admixture of carbon
and traces of oxygen and silicon. The abundances of the lat-
ter three elements are well-correlated for radii above around
1.4× 109 cm, hinting at nuclear burning as their origin.
The average CO0812 model structure significantly dif-
fers from the previously-discussed model, due to the ener-
getic explosion taking place in this model. The average den-
sity is nearly constant in the central ejecta region, and begins
to decrease around 1.2× 109 cm, marking the inner edge of
the boundary layer material. The boundary layer is signif-
icantly hotter (T ≈ 5× 108 K) than the core (temperatures
between 3× 108 and 4× 108 K). The hot boundary layer ex-
tends to about 3× 109 cm. Both the density and temperature
show a power-law dependence of roughly r−3 outside the
shocked boundary layer region, consistent with the constant-
pressure of the post-shock region. The temperatures in the
shocked circum-binary medium are much lower. At the fi-
nal time, the expansion of the ejecta core reaches maximum
velocities of approximately 5200 km s−1. The core is com-
posed of iron-group elements (IGE), dominated by radioac-
tive 56Ni with only a small (about 1 percent) amount of he-
lium. The expansion velocity rather rapidly increases inside
the shocked boundary layer, up to about 10 000 km s−1. The
composition in this region is rather complex, with its inner
portion composed chiefly of 56Ni, with a trace amount of he-
lium, and the outer portion composed chiefly of unburned
carbon and oxygen with up to about 25 percent silicon. The
total amounts of nickel and silicon synthesized in this model
are about 0.86 and 0.17 solar mass, respectively. The silicon
occupies a broad range of velocity space, starting with ap-
proximately 5000 km s−1 (at the base of the shocked bound-
ary layer) and extending to peak observed velocities. The
ejecta is differentially rotating, with the rate progressively in-
creasing with radius.
We estimated the typical variations in density in our
model by calculating the standard deviations of density from
the angle-averaged mean density as a function of radius. The
data were obtained for 4096 radial rays equally distributed
over the half-sphere containing the bulk of the merger ma-
terial. The density variations so obtained steadily increase
with radius from the center and reach a factor of about 2
at the edge of the nickel-rich core (r ≈ 2× 109 cm). The
density fluctuations at this level persist through the bound-
ary layer region dominated by intermediate mass elements
(r < 6× 109 cm), while very large variations (by a factor of
6-8) are observed outside the boundary layer. When the anal-
ysis is restricted to the equatorial region (within 30◦ of the
equatorial plane), the variations within the nickel-rich core
are on the order of 70 percent, and reach a factor of 4-6 in the
boundary layer. In contrast, when considering regions within
30◦ of the rotation axis, the variations in the nickel core and
the silicon-rich boundary layer do not exceed 10 and 50 per-
cent, respectively. In passing, we note that our estimates of
nucleosynthetic yields are sensitive to details of the computa-
tional model, such as mesh resolution, choice of nuclear net-
work, and the way nuclear burning is coupled to hydrody-
namics. For example, the amount of nickel synthesized in our
64 km resolution model was about 25 percent lower. There-
fore, the presented yields should be considered preliminary
and obtaining more accurate values would require using a
particle post-processing technique (see, e.g., Travaglio et al.
2004). The fastest-moving material found in our model has
a velocity of ≈ 13 000 km s−1 and is located close behind the
supernova shock. At this time, the forward supernova shock
has an average radius of approximately 1.05× 1010 cm.
Finally, the CO0909 model appears to have, on aver-
age, the least complicated structure. This is primarily be-
cause no explosive burning was observed in this model,
and burning was confined to the densest and hottest core
part of the merger. This region extends to approximately
5× 108 cm from the merger’s center, and its outer edge can
be defined by a rapid drop in density (seen in the first row
in Figure 13). Two distinct regions can be identified out-
side the core. First, a relatively slowly, differentially-rotating
dense envelope that extends up to a radius of approxi-
mately 1.6× 109 cm, inside which the average temperature
falls from the core temperatures of nearly 7× 108 K down to
slightly above 1× 108 K. The merger’s outermost part is a rel-
atively cold (T ≈ 1× 108 K), tenuous (ρ ≈ 3× 103 g cm−3),
and fast-rotating atmosphere. Of the three models discussed
here, the CO0909 model has the most extended structure. No
iron-group elements were synthesized in this model, and the
burning only produced a trace amount (≈ 2.5× 10−6 M) of
neon.
4.6 Observational properties of the CO0812 explosion
model
The two properties of our CO0812-based model that can be
used to provide a rough estimate of the emerging Type Ia
supernova model are the nucleosynthetic yields and ejecta
morphology shortly after the explosion was launched. Fol-
lowing Mazzali et al. (2007), we can estimate that for the
given amount of IGE species produced in this model, the
observed light curve would be characterized by a decline
rate of ∆m15(B) ≈ 0.99 and a peak bolometric luminos-
ity of 1.72× 1043 erg s−1. These parameters would make the
CO0812 supernova relatively bright and declining at a nom-
inal rate, although one should be aware of possible orien-
tation effects due to the asymmetry of our model (see, e.g.,
Kasen & Plewa 2007; Kasen et al. 2009).
Of note is the large amount of unburned carbon (≈
0.35 M) and oxygen (≈ 0.42 M) in the outer layers of the
exploding supernova. Spectral signatures of carbon are often
difficult to resolve due to blending, and observations must
be made soon after the explosion (Parrent et al. 2011, 2012;
Mazzali et al. 2014) for the carbon lines to be observed. A re-
cent study of observations carried out by Parrent et al. (2011)
indicates that carbon in SNe Ia is likely more prevalent than
previously thought, and may be present in a majority of SN
Ia spectra. For example, high signal-to-noise spectral obser-
vations of SN 2011fe provided evidence for the presence of
both carbon and oxygen (Parrent et al. 2012). Carbon is seen
primarily at early times, and oxygen at high velocities, indi-
cating that both occupy the outer layers (Parrent et al. 2012;
Ruiz-Lapuente 2014). These characteristics are certainly com-
patible with our model; however, the large amount of carbon
and oxygen seen in our model may be difficult to reconcile
with observations.
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Finally, as we discussed in Section 3.3, the exploding
model is composed of a nearly-spherical ejecta core sur-
rounded by an envelope elongated along the rotation axis.
The aspherical shape of the envelope is due to the presence
of the secondary material near the orbital plane, which ex-
tends away from the orbital plane to various heights along
the perimeter of the remnant core. This nonuniformity of dis-
tribution of the secondary material near the orbital plane is
reflected in the varying strength and vertical extent of the re-
verse shock, as seen in Figure 5(c), in which the reverse shock
seen to the left of the core is much stronger, and forms up to
greater heights away from the orbital plane. Since polariza-
tion measurements of Type Ia supernovae point to a nearly
spherical shape of these objects, the type of asymmetry ob-
served in the CO0812 model may produce polarization at a
level potentially disagreeing with SN Ia observations, unless
the supernova is observed pole-on (close to the axis of ro-
tation). However, to resolve this question, our model would
have to be evolved until significantly later times, when the
expansion becomes homologous. This is beyond the scope of
the present work.
5 SUMMARY
We performed high-resolution simulations of binary white
dwarf mergers using an adaptive mesh refinement grid-
based hydrodynamic code in three dimensions, assuming
symmetry across the orbital plane. We considered binary
systems with a total mass in excess of the Chandrasekhar
mass. The binary components were cold, C/O or pure he-
lium white dwarfs. Their initial spherical structure was nu-
merically relaxed to account for tidal effects in the initial con-
ditions in a self-consistent way. We used large computational
domains to effectively isolate the system and prevent mass
flow across the boundaries of the domain. We accounted for
the effects of nuclear burning using an alpha-type nuclear
network, and used a co-rotating frame of reference to mini-
mize the effects of numerical diffusion. The self-gravity was
calculated using a multi-grid approach which is able to ac-
count for strong deformations of material that occur during
the merger.
We performed a series of simulations with progres-
sively higher mesh resolution. Our focus was on separat-
ing the physics of nuclear burning–in particular, detona-
tion ignition–from numerical effects. We observed no vig-
orous nuclear burning in the case of C/O systems with a
total mass below 2 solar masses (systems with 0.6+0.9 and
0.9+0.9 solar-mass components). We found a robust detona-
tion in the C/O system with 0.8 and 1.2 solar-mass compo-
nents. Furthermore, in the 0.6+0.9 solar mass model with a
helium secondary, a detonation was ignited in the boundary
layer. The emerging detonation fronts travelled around the
primary component, but failed to ignite its material.
Our major findings can be summarized as follows:
(i) We found a novel detonation mechanism in C/O merg-
ers with massive primaries. The mechanism relies on the
combined action of tidal heating, accretion heating, and self-
heating due to nuclear burning. It operates in the primary’s
core region under strongly degenerate conditions. We found
that self-heating played a key role in the ignition. The mech-
anism appears numerically robust, as the detonation was
confirmed in a dedicated series of simulations with progres-
sively higher mesh resolution.
(ii) Our study does not support double-detonation scenar-
ios in the case of a system with a 0.6 M helium secondary
and a 0.9 M primary. The helium detonation observed in
this case appeared too weak to ignite carbon at the base of
the boundary layer (edge of the primary), or in the primary’s
core via focusing of weak shocks driven into its interior by
the helium detonations.
(iii) We found no explosions in models with a primary of
0.9 solar masses (CO0609, He0609, CO0909). This may in-
dicate the existence of a potential mass limit for producing
supernova explosions during the violent phase of the merg-
ers (see, e.g., Dan et al. 2014). We did not aim to identify
the specific system configurations (total mass, mass ratio)
for which detonations in C/O systems occur, and it should
be noted that the explosion mechanism found in our C/O
merger model differs from the mechanisms reported in other
studies.
(iv) We observed the formation of a reverse shock in the
exploding 0.8 + 1.2 M C/O system. The reverse shock
forms when the detonation escapes from the primary’s in-
terior and collides with the boundary layer. The formation
process of the reverse shock in this case is identical to the
mechanism operating in core-collapse supernovae during
the supernova shock passage through the progenitor’s en-
velope. The reverse shock varies in strength, depending on
the amount of material encountered outside the primary.
(v) The exploding 0.8 + 1.2 M C/O model system is
composed of a dense ejecta core, a reverse shock, and a fast-
expanding post-shock region. The core is nearly spherically
symmetric, and its expansion is constrained near the orbital
plane due to the presence of the material from the disrupted
secondary. The region bounded by the reverse shock and the
main supernova shock is elongated along the rotation axis,
with an aspect ratio of about 2. The expanding structure is
compositionally stratified, with the core composed chiefly
of iron-group elements, while the reverse shock moves into
a layer dominated by intermediate-mass elements and un-
burned material. The model produced about 0.87 solar mass
of iron-group elements and approximately 0.35 solar mass of
intermediate-mass elements. Roughly 0.8 solar mass of the
C/O mix remained unburned.
(vi) Given the energetics and nucleosynthetic yields, the
CO0812 model is expected to produce a bright supernova
declining at a nominal rate. The model features a relatively
large amount of unburned material near the orbital plane.
Furthermore, one may expect the observed properties of our
model to vary with angle due to the model asymmetry (see,
e.g., Kasen & Plewa 2007; Kasen et al. 2009).
(vii) We conducted a detailed sensitivity study with re-
spect to various parameters of the computational model. In
particular, we found the simulation outcomes to be sensitive
to the initial orbital system configuration–specifically the or-
bital separation and the adopted rate of inspiral. We found
no dependence on the specific variant of the nuclear network
used, as far as the alpha networks are concerned.
The results of our study offer a number of possible fu-
ture research directions. For example, the novel explosion
mechanism should be verified in the case of primary white
dwarf models with more realistic compositions. A realistic
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1.2 solar mass white dwarf model is expected to have a cen-
tral abundance of carbon reduced by a factor of perhaps 2
compared to the model considered here, resulting in less effi-
cient self heating and longer ignition times. The assumption
of symmetry across the orbital plane should be relaxed, en-
abling unrestricted flow in the vertical direction. Predictions
as to how the simulation outcomes will change in models
with no assumed symmetry require additional simulations,
due to the highly nonlinear character of the flow dynam-
ics. Also, our models should be evolved until later times.
In particular, in the case of the CO0812 model, one should
aim to produce a homologously-expanding structure to en-
able more direct comparison with observations. The substan-
tial amount of unburned material obtained in this case may
be difficult to reconcile with observations. Such a compar-
ison would require performing multidimensional radiative
transfer calculations, as the expanding structure is asymmet-
ric, with unburned material located mainly near the orbital
plane. Finally, the further evolution in our non-exploding
models could be studied with stellar evolution codes to pre-
dict their ultimate fates.
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APPENDIX A: COMPUTATIONAL SPEEDUP DUE TO
LOAD BALANCING OF NUCLEAR BURNING
Balancing the nuclear burning was critical to make our com-
putational study feasible. This is illustrated in Figure A1 in
which we show the time evolution of the speedup obtained
thanks to the use of our LBNB load balancer. The data were
taken from a subset of our models using a 19-isotope al-
pha network. The greatest speedup was found in the deto-
nating CO0812 model. Prior to the detonation, the speedup
was slightly higher than a factor of 10, and reached a fac-
tor of about 37 during the detonation. Similarly, an aver-
age speedup of 16 was observed during the explosive he-
lium burning in the He0609 model, with a maximum mea-
sured speedup of approximately 29. In the modestly-burning
CO0909 model, the gains do not show transient behavior,
and allow to speed up calculations on average by a factor of
about 8. We would like to note that greater speedups can be
expected in the case that larger, more expensive networks are
used. For example, in our CO0812 model computed with a
21-isotope alpha-type network (Timmes 2016), not discussed
here in detail, we observed speedups by a factor of more than
100 for extended periods of time. Thus, the load balancing for
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Figure A1. Computational performance of the nuclear burning load
balancer. The estimated speedup gained from using the load bal-
ancer is shown for select model realizations. A 19-isotope network is
used. For presentation purposes, the data have been smoothed with
a boxcar smoother using a window of 1000 hydro steps. The speedup
exceeds a factor of 10 during the phases involving explosive nuclear
burning, and reached a factor of 37 and 29 in the CO0812 and He0609
models, respectively. See text for discussion.
nuclear burning should be considered a true enabler of mul-
tidimensional hydrodynamic simulations, if the application
requires the use of a large nuclear network. However, even
in the case that smaller networks are used, as frequently is
the case in exploratory studies, speedups by a factor of a few
will improve coverage of the parameter space and quality of
the predictions.
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