Abstract. We consider the reconstruction of spike train signals of the form
Introduction
In this paper we consider the classical Prony system of algebraic equations context of Compressed Sensing. In [6, 11] Prony-like systems were used in reconstructing piecewisesmooth functions from their Fourier data. Finally, in [6] the same reconstruction accuracy as for smooth functions was demonstrated (thus confirming the Eckhoff conjecture).
In what follows we will identify the unknown tuple (a, x) with a "spike-train signal" F ,
Clearly, the moments m k (F ) = x k F (x)dx, k = 0, 1, . . . , are given by m k (F ) = d j=1 a j x k j , so reconstructing F from its N initial moments is equivalent to solving (1.1), with m k = m k (F ).
In practice it is important to have a stable method of inversion and many research efforts are devoted to this task (see e.g. [5, 12, 20, 25, 27, 31] and references therein). A basic question here is the following. We are given noisy measurements ν = (ν 0 , . . . , ν N ) with
where m k are actual moments for some signal F . The goal is to solve the Prony system (1.1) with right hand side ν, so as to minimize the worst case reconstruction error.
An important case that poses major mathematical and numerical difficulties is when some of the nodes x j of the measured signal nearly collide. In particular, this happens in the context of the "super-resolution problem", which was investigated in many recent publications. See [1, 7, 12, 16, 19, 22, 29] as a small sample.
We now introduce the moments Hankel matrix which is important in the next calculations, and is used in reconstruction algorithms that are based on Prony method. Given a moments vector m = (m 0 , . . . , m N ), with
We say that a signal F as above, has d nodes if its amplitudes a i , i = 1, . . . , d are non zero and the nodes are distinct. For exact measurements vector m = (m 0 , . . . , m N ) of a signal F , the rank of the associated Hankel matrix H d (m) is equal to number of nodes of F . Given noisy moment measurements ν = (ν 0 , . . . , ν N ), generalized Prony methods for reconstruction of F typically estimate the numerical rank r, of the associated Hankel matrix H d (ν). The next step is to recover F from ν with the number of nodes equal to r.
As the nodes collide the rank of H d (ν) drops, effectively causing such methods of reconstruction to estimate the source signal with a signal with less nodes. Typically, each cluster of nodes will be reduced to a single node.
In the present paper we consider two problems related to a low rank approximation of Prony systems.
Denote by P = P d the parameter space of signals F with d nodes,
For the sack of completion we define P 0 to be the singleton containing the zero signal F 0 (x) = 0. Denote by P The first main question of this paper, considered in section 2, is the following: Problem 1.1. Given the triplet (d, l, p) of natural numbers with d > l > 0, describe the geometry of the set of all signals F ∈ P d such that there exists a signalF with at most l nodes,F ∈ P i , i ≤ l, satisfying
That is,F matches the p + 1 initial moments of F . LetΣ d,l,p ⊂ P d × P l be defined by the algebraic conditions
Then for π : P d × P l → P d , the projection to the first factor, we have
In particular, this implies that Σ d,l,p is a semi-algebraic subset of P d . Counting the parameters, we can expect that for p > 2l − 1 it is generically of codimension p − 2l + 1. For p = 2l − 1 and F ∈ P d the condition F ∈ Σ d,l,p is equivalent to the solvability of the Prony system m k (F ) = m k (F ), k = 0, . . . , p, for signalsF ∈ P l with real nodes and amplitudes. These conditions can be given explicitly (see, e.g. [13, 22] ). Our main result with respect to Problem 1.1 is a complete description of the geometry of the set of signals meeting the condition of the Problem for the case (d, 1, 2). See Theorems 2.1 and 2.2.
The second main question, considered in section 3, is to provide lower bounds for the errors in the moments which appears as the consequence of approximating a signal F with d nodes by signals with at most d − 1 nodes. We give a bound of this form in terms of the minors of the moment Hankel matrix (1.4) formed by the moments of F . See Theorems 3.1 and Corollary 3.1. Finally, as a special case, we consider a situation where the nodes of F form a cluster of a size h ≪ 1.
Exact moment fitting
In this section we consider Problem 1.1 of exact fitting of the moments of a signal F by a signal with strictly less nodesF .
For each signal
The matrix D is called an Euclidean Distance Matrix which has many important applications (for applications in signal processing see ( [23] ).
In what follows we describe the geometry of the set of signals Σ d,1,2 . We show in Theorem 2.1 that F = (a, x) ∈ Σ d,1,2 iff the amplitudes vector of F , a, is a zero of the quadratic form induced by the Euclidean Distance Matrix supported by the nodes of F , D(x). This holds for all signals F in Σ d,1,2 with m 0 (F ) = 0. For signals F ∈ Σ d,1,2 with m 0 (F ) = 0, the description is straight forward and is given below as well.
Next we use the spacial structure of D(x) to show that for a fixed nodes vector x, the set of amplitudes vectors of signals F = (a, x) ∈ Σ d,1,2 having m 0 (F ) = 0, is a union of two sets P 1 (x), P 2 (x). The sets P 1 (x), P 2 (x) are linear subspaces of dimension d − 1 minus certain linear subspaces of dimension smaller than d. This is done in Theorem 2.2.
For a nodes vector x = (x 1 , x 2 , . . . , x d ) ∈ P The condition a i = 0, i = 1, . . . , d above is a mere technicality needed to ensure that F has d nodes.
If m 0 (F ) = 0, by assumption there existsF ∈ P 1 orF ∈ P 0 such that m 0 (F ) = m 0 (F ) = 0. ThenF = F 0 ∈ P 0 , the identically 0 signal. SinceF has all its moments equal to 0 we have that m 0 (F ) = m 1 (F ) = m 2 (F ) = 0. The last condition is equivalent to the amplitudes vector of F , a, being in the null space of truncated
Else m 0 (F ) = 0. Then,F is a single node signal with a non zero amplitude,
m0(F ) and we have
This conclude the proof of Lemma 2.1.
Case II of Theorem 2.1 now follows from Lemma 2.1 which concludes the proof of the Theorem.
We now consider case II of Theorem 2. 
Remark 2.1. For a given nodes vector x ∈ P x d , the set P 1 (x) ⊂ P a d (and similarly P 2 (x)) is a relatively "simple" "punctured" vector space of dimension d − 1 given by
minus the subspace Ker ½, b 1 (x) , where Ker ½, b 1 (x) denotes the subspace of vectors perpendicular to ½, b 1 (x).
Theorem 2.2. For F = (a, x) ∈ P d with m 0 (F ) = 0, F ∈ Σ d,1,2 iff the amplitudes vector of F , a, belongs to at least one of the sets P 1 (x), = (a 1 , . . . , a d ), such that m 0 (F ) = 0. By Theorem 2.1 we have that this is equivalent to the amplitudes vector of F , a, being a zero of the quadratic form a T D(x)a. We now analyse the zeros of a T D(x)a. Consider the following notation which simplifies the presentation. For a nodes vector x = (x 1 , . . . , x d ):
x i is the mean of the nodes vector.
•x = x − µ(x)½ is the nodes vector centered to its mean µ(x).
• Finally || · || denotes the euclidean norm.
where:
and u is any vector that is orthogonal to ½ andx.
Proof.
where diag(xx T ) = (x 
, for some α ∈ R and for some vector u which is orthogonal to subspace spanned by the vectors ½ andx. Then
where for the penultimate equality we used equation (2.5) to get
T D½ = 0 we get that α is as declared in (2.3). This concludes the proof of Lemma 2.2. Now setting b 1 (x) = α 1 (x)x and b 2 (x) = α 2 (x)x concludes the proof of Theorem 2.2.
Lower bounds
In this section we derive lower bounds on the moments difference between a signal with d nodes, F ∈ P d , and a signal with strictly less nodes,F .
We will consider only the first 2d − 1 consecutive moments of each signal. Accordingly, we denote 
Note that this matrix depends only in the first 2d − 2 entries of m.
For a signal G = (a, x) ∈ P l , l ≤ d, x = (x 1 , . . . , x l ), a = (a 1 , . . . , a l ), we denote by H d (G) the Hankel matrix as above, formed by the 2d − 1 initial moments of G. As it was stated in the introduction, the rank of H d (G) is equal to the number of nodes in G. This fact can be seen as follows. Let D l (a) = diag(a 1 , . . . , a l ) be the diagonal matrix with the entries a 1 , . . . , a l . Let V 0:d−1 l (x) be the matrix formed by the first d rows of the Vandermonde matrix (2.1) with the nodes x. We have the next identity
From (3.2) we conclude that the rank of H d (G) is equal to the number of the nodes in G, that is l.
Informally we can expect that the size of the minors of order l of H d (F ) measures the distance from F to the set of the signalsF with at most l − 1 nodes. The following definition, and Theorem 3.1 below make this observation rigorous. To simplify the statement of our results we assume below that both the nodes x j and the amplitudes a j are bounded in absolute value by 1, and denote byP d the corresponding part of the signal space P d . However, for the approximating low-rank signalF , no such assumptions are made. Theorem 3.1. Let a signal F ∈P d be given. Then for each signalF ∈ P l−1 , l ≤ d, we have
Proof. By our assumptions we have
where Q d is the coordinate cube of radius d centered at the origin ofM d . We can assume also that m(F ) ∈ Q d+1 , since otherwise ||m(F ) −m(F )|| ≥ 1. Therefore we restrict the consideration to the cube Q d+1 . Now we fix l ∈ {1, . . . , d}, and letĤ l (F ) be the minor of H d (F ) for which the determinant ∆ l (F ) = detM l (F ) attains, in absolute value, the maximum δ l (F ). This determinant ∆ l (F ), considered as a function ∆ l (ν) of the moments entering the minorĤ l (F ), is a polynomial of degree l in ν = (ν 0 , . . . , ν 2d−2 ) ∈M d . On Q d+1 this polynomial is bounded in absolute value by l!(d + 1) l , being the sum of l! products of the moments. Applying to ∆ l (ν) the classical Markov inequality (see e.g. [30] ) (with an appropriate adaptation to the cubic domain Q d+1 ) we have that
We conclude that
for each ν ∈ Q d+1 . Consequently, for any two points ν, ν ′ ∈ Q d+1 we have
Now we notice that for any signalF with at most l − 1 nodes we have ∆ l (m(F )) = 0. Indeed, this follows immediately from the fact that the rank of H d (F ) is at most l − 1. Applying (3.3) to the pointsm(F ),m(F ) we get
This completes the proof of Theorem 3.1.
Remark 1.
The inequalities provided by Theorem 3.1 for different l are not completely independent from one another. Indeed, the assumption that
Via linear algebra one can get explicit lower bound in this direction. We plan to present these results separately.
Remark 2. The result of Theorem 3.1 can be improved as follows: the same lower bound on the difference of the moments of F andF remains valid as applied only to those moments which enter the minorĤ l (F ). The proof remains verbally the same.
In order to describe specific classes of signals F ∈P d for which Theorem 3.1 works, we have to make explicit assumptions on the separation of the nodes x of the signal F , and on the lower bound of the size of its amplitudes a:
By the assumptions, the nodes x 1 , . . . , x d of a signal F ∈P d belong to the interval I = [−1, 1]. Let us assume now that for a certain η with 0 < η ≤ 2 d−1 , the distance between the neighboring nodes x j , x j+1 , j = 1, . . . , d − 1, is at least η. We also assume that for a certain positive γ ≤ 1 the amplitudes a 1 , . . . , a d satisfy |a j | ≥ γ, j = 1, . . . , d. We will call signals F satisfying these conditions, (η, γ)-regular.
Proof. We use factorization (3.2) of the moment Hankel matrix H d (F ) :
Taking the determinant, we obtain
For the determinant of the Vandermonde matrix we have
since for the nodes x j of an (η, m)-regular signal F we have |x i − x j | ≥ η|i − j|. We conclude that
This completes the proof of Theorem 3.2.
Now we can apply Theorem 3.1, with l = d, and get a lower bound on the error of any low-rank approximation of the moments of an (η, γ)-regular signal F ∈P d :
å .
Remark 3.
As it was mentioned in Remark 1 above, the lower bound for δ d (F ) provided by Theorem 3.2 for (η, γ)-regular signals F , implies explicit lower bounds for each δ l (F ), l < d. We expect these bounds to contain, for smaller l, smaller powers of the parameter η. In the case of "positive" signals F (i.e. for all the amplitudes a j positive), such improved bounds for the principal minors of H d (F ) can be, presumably, obtained via the Silvester criterion.
An important special case of the low-rank approximation problem is when the nodes of the signal F near collide. (Our assumption of (η, γ)-regularity, essentially, excludes nodes near collisions.) A natural initial step in the study of signals with near-colliding nodes is to assume that the nodes form a cluster of a size h ≪ 1, but inside the cluster the nodes are positioned in a relatively uniform way. Proof. Under a scaling by h the k-th moment of F is multiplied by h k . So the difference in the k-th coordinate ofm(F ) andm(F ) is multiplied by h k ≥ h 2d−2 .
Remark 4. If we could bound from below the difference in the lower-order moments of F andF , it would provide a better asymptotic behavior in h → 0 in the bound of Corollary 3.2.
