Abstract. Given a stochastic process {An, n ≥ 1} taking values in natural numbers, the random continued fractions is defined as [A 1 , A 2 , · · · , An, · · · ] analogue to the continued fraction expansion of real numbers. Assume that {An, n ≥ 1} is ergodic and the expectation E(log A 1 ) < ∞, we give a Lévy-type metric theorem which covers that of real case presented by Lévy in 1929. Moreover, a corresponding Chernoff-type estimate is obtained under the conditions {An, n ≥ 1} is ψ-mixing and for each 0 < t < 1, E(A t 1 ) < ∞.
Introduction
Let T : [0, 1) −→ [0, 1) be the Gauss transformation defined by
where ⌊x⌋ denotes the greatest integer not exceeding x. Then every x ∈ [0, 1) can be written as the following recursive form
(1) x = 1 a 1 (x) + 1 a 2 (x) + . . . + 1 a n (x) + T n x , where a 1 (x) = ⌊ 1 x ⌋ and a n (x) = a 1 (T n−1 x) for all n ≥ 2 are called the partial quotients of x . If there exists n ∈ N such that T n x = 0, we say that the form (1) is a finite continued fraction expansion of x denoted by [a 1 (x), a 2 (x), · · · , a n (x)]. Otherwise, the form (1) is said to be an infinite continued fraction expansion of x denoted by [a 1 (x), a 2 (x), · · · , a n (x), · · · ]. For more details about continued fractions, we refer the reader to [5] , [7] , [12] , [13] and the references therein.
It is well-known that for every real number x ∈ [0, 1), there corresponds a continued fraction expansion. Moreover, the expansion is finite if x is rational and the expansion is infinite if x is irrational (see [13] , Theorem 14) .
For any x ∈ [0, 1) and n ≥ 1, we define the truncated continued fraction p n (x) q n (x) := [a 1 (x), a 2 (x), · · · , a n (x)], where p n (x) and q n (x) are relatively prime integers. We say p n (x)/q n (x) the n-th convergent of the continued fraction expansion of x. Clearly these convergents are
. This is to say the speed of p n (x)/q n (x) approximating to x is dominated by q −2 n (x). So the denominator of the n-th convergent q n (x) plays an important role in the problem of Diophantine approximation. Concerning pointwise asymptotic behaviour of the sequence {q n (x), n ≥ 1}, Lévy [18] obtained the following theorem.
Theorem 1 ([18]
). For L-almost every x ∈ [0, 1), (2) lim
where L denotes the Lebesgue measure.
If lim n→∞ 1 n log q n (x) exists, such limit is called the Lévy constant of x, which has been studied by many mathematicians, see [8] , [10] , [36] and [37] . Some other limit theorems for {q n (x), n ≥ 1} in continued fraction expansions of real numbers have been extensively investigated. For instance, the central limit theorem for {q n (x), n ≥ 1} was given in [27] and the corresponding rate of convergence was studied by G. Misevičius [23] , the law of the iterated logarithm for {q n (x), n ≥ 1} was provided by [11] , [33] .
Notice that 1 n log q n (x) converges to π 2 12 log 2 in probability, a natural question is what the rate of convergence in (2) is. We show that such rate is at most exponential by the following theorem which is a Chernoff-type estimate for 1 n log q n (x). Theorem 2. For any δ > 0, there exist N > 0, B > 0, α > 0 such that for all n ≥ N ,
Furthermore, we will prove a more general version of Theorem 2 under the setting of so-called random continued fractions (see Theorem 4 below). Now we are ready to state this setting. Let (Ω, F , P ) be a probability space and {A n , n ≥ 1} be a stochastic process defined on (Ω, F , P ), taking values in the measurable space ({1, 2, · · · , n, · · · }, C), where C is the power set of {1, 2, · · · , n, · · · }. For any ω ∈ Ω, we define
Just as for infinite series, the question naturally arises as to whether the right-hand side of (3) formally defined is convergent. Fortunately, the convergence of the righthand side of (3) is assured by Theorem 10 in [13] and Proposition 3 in Section 2 guarantees that X is a random variable taking values in the unit interval (0, 1). We say that X is a random continued fractions generated by the stochastic process {A n , n ≥ 1}. Different models of random continued fractions have been considered in literature for instance [17] , [19] , [20] , [32] and the references therein.
For any ω ∈ Ω and n ∈ N , the two quantities P n and Q n are defined as
, where P n (ω) and Q n (ω) are relatively prime integers. We say that P n /Q n is the n-th convergent of X. Moreover, if the limit lim n→∞ 1 n log Q n exists, such limit is said to be the Lévy constant of X.
In this paper, we study a limit theorem for {Q n , n ≥ 1} and a corresponding Chernoff-type estimate. We use the notation E(ξ) to denote the expectation of a random variable ξ. The definitions of ergodic and ψ-mixing stochastic process and some related ones as well will be given in Section 2. Firstly we obtain the following Lévy-type metric theorem which states that the Lévy constant of random continued fractions exists and equals a constant almost surely (a.s.).
Theorem 3. Let {A n , n ≥ 1} be a stochastic process taking values in natural numbers. If {A n , n ≥ 1} is ergodic and E(log A 1 ) < ∞, then
The convergence in (4) implies that { 1 n log Q n , n ≥ 1} converges to − Ω log XdP in probability, that is, for any δ > 0,
A natural question is what the rate of convergence in (5) is. We prove that such rate is at most exponential by the following theorem which is a type of Chernoff estimate on the convergence of { 1 n log Q n , n ≥ 1}. Theorem 4. Let {A n , n ≥ 1} be a stochastic process taking values in natural numbers. If {A n , n ≥ 1} is ψ-mixing and E(A t 1 ) < ∞ for each 0 < t < 1, then for any δ > 0, there exist N > 0, B > 0, α > 0 such that for all n ≥ N , we have
Now we turn to showing the continued fraction expansion of real numbers can be regarded as a special case of random continued fractions. Let I = [0, 1) ∩ Q c and B be the Borel σ-algebra on I, where Q c denotes the set of irrational numbers. If ν is a probability measure on the measurable space (I, B), then the sequence of partial quotients {a n , n ≥ 1} with respect to (w.r.t.) the probability measure ν forms a stochastic process taking values in natural numbers. Furthermore, if ν is an invariant measure w.r.t. the Gauss transformation T , then the stochastic process {a n , n ≥ 1} is stationary. In 1800, Gauss found such an invariant measure called the Gauss measure, which is given by
for any Borel set A ⊆ [0, 1) and is equivalent to the Lebesgue measure L. Moreover, the dynamic systems (I, B, µ, T ) is an ergodic system (see [5] , Theorem 3.5.1) and the partial quotients sequence {a n , n ≥ 1} is ψ-mixing with exponential rate (see 1, * [29] , Lemma 2.1). If we choose (Ω, F , P ) = (I, B, µ), then a n , p n and q n play the same roles as A n , P n and Q n respectively in the definition of random continued fractions. In other words, the continued fraction expansion of real numbers is a special model of random continued fractions. It is worth pointing out that the sequence of partial quotients {a n , n ≥ 1} is an ergodic and ψ-mixing stochastic process (see [29] , Lemma 2.1) and it is not difficult to check that
Therefore, {a n , n ≥ 1} satisfies the conditions of Theorem 3. Thus the application of Theorem 3 to {a n , n ≥ 1} yields that for µ-almost every x ∈ [0, 1),
which is the result of Theorem 1 given by Lévy [18] in 1929. Furthermore, for each 0 < t < 1, the expectation
Applying Theorem 4 to the continued fraction expansion of real numbers, we obtain a Chernoff-type estimate for 1 n log q n given in Theorem 2.
where B ∈ B. The stationary of {A n , n ≥ 1} guarantees that ν is T -invariant, where T is Gauss transformation on [0, 1). Conversely any T -invariant measure gives a distribution of {a n , n ≥ 1} which is a special case of random continued fractions. Therefore, random continued fractions of the form (3) can completely characterize the set of the invariant measures with respect to T .
(ii) Theorem 3 is parallel to Theorem 1 and Theorem 4 is parallel to Theorem 2; while Theorem 2 is even new, to our knowledge.
At the end, we compare our work with some literature on the large deviation principle for dynamical systems. Orey and Pelikan [25] provided an explicit description of the rate function of the large deviations for the convergence of trajectory averages of Anosov diffeomorphisms. Young [38] dealt with the problem of large deviations for continuous maps in compact metric spaces. Kifer [14] exhibited a unified approach to large deviations of dynamical systems and stochastic processes basing on the existence of a pressure function and the uniqueness of equilibrium states for certain dense sets of functions. Melbourne and Nicol [21] studied a class of nonuniformly hyperbolic systems modelled by a Young tower and with a return time function to the base with a exponential or polynomial decay . For more new results, see [3] , [4] , [16] , [22] , [30] and the references therein. We emphasize that those papers mentioned above do not cover the case of the Gauss transformation since the Gauss transformation is a piecewise map and is not continuous on [0,1). On the other hand, some authors considered the large deviation principle for stationary process under various dependence structures. Orey and Pelikan [24] established the large deviations for certain classes of stationary processes satisfying a ratio-mixing condition. Bryc [1] proved the large deviation principle for the empirical field of a stationary Z d -indexed random field under strong mixing dependence assumptions. Bryc [2] also gave the large deviation principle for the arithmetic means of a sequence which has either fast enough ϕ-mixing rate or is ψ-mixing. Although we assume that the stochastic process {A n , n ≥ 1} is ψ-mixing, those results about the large deviation estimates for stationary process cannot be applied to obtain our Theorem 4 since the mixing property of {A n , n ≥ 1} do not transfer to that of the process {X n , n ≥ 1} (see Section 2).
Definitions and properties of random continued fractions
Let B(R) be the Borel σ-algebra on R, for any B i ∈ B(R), 1 ≤ i ≤ n, n ∈ N, the set
is called a cylinder.
Denote
The measurable space (R N , B(R N )) is called the direct product of the measurable space (R, B(R)). For more details about the direct product space, we refer to the reader to Shiryaev's book [31] in Section 2.2.
Let {ξ n , n ≥ 1} be a stochastic process defined on the probability space (Ω, F , P ), taking values in the measurable space (R, B(R)).
Definition 1.
A stochastic process {ξ n , n ≥ 1} is stationary if for all n ∈ N,
Remark 2. (i) A sequence of independent and identically distributed (i.i.d.) random variables is stationary.
(ii) Let (Ω, F , P ) = (I, B, µ), where µ is the Gauss measure. The sequence of partial quotients {a n , n ≥ 1} is stationary (see [5] , [18] ).
Definition 2.
A set A ∈ F is invariant with respect to the stochastic process {ξ n , n ≥ 1} if there is a set B ∈ B(R N ) such that for all n ∈ N,
Definition 3. A stationary stochastic process {ξ n , , n ≥ 1} is ergodic if the probability of every invariant set is either 0 or 1. (ii) The sequence of partial quotients {a n , n ≥ 1} is ergodic (see [5] , [7] , [18] , [26] ).
For all n ∈ N, let σ(ξ 1 , · · · , ξ n ) be the smallest σ-algebra that makes all ξ 1 , · · · , ξ n measurable and σ(ξ 1 , · · · , ξ n , · · · ) be the smallest σ-algebra that makes {ξ n , n ≥ 1} measurable. 1 
where f ∈ σ(ξ 1 , · · · , ξ n ) means that f is a σ(ξ 1 , · · · , ξ n )-measurable function, ψ is non-negative with ψ(n) → 0 as n → ∞.
Remark 4. (i)
The ψ-mixing stochastic process is ergodic.
(ii) The sequence of partial quotients {a n , n ≥ 1} is ψ-mixing (see [29] , Lemma 2.1).
In the following, we will give some properties of random continued fractions. For all n ∈ N and any ω ∈ Ω, let
it is clear that for any ω ∈ Ω, X 1 (ω) = X(ω) by form (3).
The following properties hold for all n ∈ N and any ω ∈ Ω.
Remark 5. All proofs of the above properties are similar to that of the continued fraction expansion of real numbers (see [5] , [7] , [12] , [13] ).
Proposition 2. For all n ≥ 1 and any ω ∈ Ω, we have
Proof. By Proposition 1 (v) and (vi), we have
Taking the logarithm on both sides of the above inequalities and divided by n, we obtain that
Therefore,
Remark 6. By Proposition 2, we know that for any ε > 0, there exists N > 0 such that for all ω ∈ Ω and all n ≥ N , we have
This means that lim
Next we investigate which properties of X can be inherited from A.
where the measurable space ({1, 2, · · · , n, · · · } N , S) is the direct product of measurable space ({1, 2, · · · , n, · · · }, C). Then h is a measurable function.
Proof. Let A = {I(a 1 , a 2 , · · · , a n ) : a i ∈ {1, 2, · · · }, for all n ∈ N, i = 1, · · · , n}, where I(a 1 , a 2 , · · · , a n ) = {x ∈ (0, 1) : a 1 (x) = a 1 , a 2 (x) = a 2 , · · · , a n (x) = a n },
It is well-known that A is a semi-algebra and can generate the Borel σ-algebra B ((0, 1) ). So it suffices to show that for every I(a 1 , a 2 , · · · , a n ) ∈ A, we have
In fact,
Proposition 4 ([6], Theorem 6.1.1 and Theorem 6.1.3). Let {ξ n , n ≥ 1} be a stochastic process, F : R N −→ R be a measurable function and η n = F (ξ n , ξ n+1 , · · · ) for all n ≥ 1. Then if {ξ n , n ≥ 1} is stationary, so is {η n , n ≥ 1}; and if {ξ n , n ≥ 1} is ergodic, so is {η n , n ≥ 1}.
By Proposition 3, Proposition 4 and X n = h(A n , A n+1 , · · · ), we can immediately obtain the following corollary. If the stochastic process {A n , n ≥ 1} is stationary and ergodic, then {X n , n ≥ 1} is also stationary and ergodic respectively.
Proofs of Theorem 3 and Theorem 4
The following ergodic theorem (see [31] , Section 5.3) will be needed in the proof of Theorem 3.
Theorem 5 (Ergodic theorem [31] ). Let {ξ n , n ≥ 1} be an ergodic stochastic process. Then for every real-valued measurable function f with E(|f (ξ 1 )|) < ∞, we have
Now, we are ready to prove Theorem 3.
Proof of Theorem 3. Since {A n , n ≥ 1} is an ergodic stochastic process, by Corollary 1, we obtain that {X n , n ≥ 1} is ergodic. Note that (A 1 + 1)
On the other hand, by Proposition 2, for any ε > 0, there exists N > 0 such that for all ω ∈ Ω and all n ≥ N , we have
The following Lemma 1, Lemma 2 and Lemma 3 are the key lemmas for proving Theorem 4. Lemma 1. For any δ > 0, there exists N 0 > 0, such that for all n > N 0 , we have
Proof. It suffices to prove that if for any δ > 0, there exists N 0 > 0,
holds for all n > N 0 , then
by Proposition 2, we obtain that for any δ > 0, there exists N 0 > 0 such that for all n > N 0 , we have
By the triangle inequality, we deduce that for all n > N 0 ,
where the last inequality follows from (6) and (7). This completes the proof.
Lemma 2. Let {A n , n ≥ 1} be a ψ-mixing stochastic process and 0 < t < 1. Then for any ε > 0, there exists N > 0 such that for any integrable function
Recall that, since {A n , n ≥ 1} is a ψ-mixing stochastic process, for all m, n ∈ N and for any integrable functions f ∈ σ(
For any ε > 0, we can choose N 1 > 0, such that ψ(N 1 ) ≤ ε and
holds. The first implies
Applying m = N 1 in (10) leads to
Therefore, (8) and (9), we deduce that
The first inequality of (11) implies that
where the last inequality follows from (8) .
Combining the inequalities (12), (13) and (14), for any ε > 0 and for any integrable function g ∈ σ(A N , A N +1 , · · · ), we have
Lemma 3. Suppose that for each 0 < t < 1, E(A t 1 ) < ∞. Let {A n , n ≥ 1} be a ψ-mixing stochastic process. Then for any 0 < t < 1 and for any ε > 0, there exists N > 0 such that for any integrable function g ∈ σ(A N , A N +1 , · · · ), we have
Proof. Since (A 1 + 1)
Since {A n , n ≥ 1} is a ψ-mixing stochastic process, for any ε > 0, we can choose N 2 > 0, such that for all m ∈ N and for any integrable function f ∈ σ(A 1 , · · · , A m ), g ∈ σ(A m+N2 , A m+N2+1 , · · · ), we obtain that
where the last inequality follows from (10) .
m > 0 and 0 < t < 1, we know that X
Therefore, (15) and (16), we deduce that
The first inequality of (18) implies that
where the last inequality follows from (16) . In conjunction with the inequalities (19) , (20) and (21), for any ε > 0 and for any integrable function g ∈ σ(A N , A N +1 , · · · ), we have
Now we are ready to prove Theorem 4. The main idea is from the technique of Chernoff-type estimate for the i.i.d. sequence (see [6] , Section 1.9). The difficulty here is that we do not have the independence assumption.
Proof of Theorem 4. For any δ > 0, by Lemma 1, there exists N 0 > 0, such that for all n > N 0 , we have
which indicates that it is enough to estimate
Obviously, U can be divided into the following two parts
and
In the following, we will estimate I and II respectively. First, we estimate I. Let λ > 0 be a parameter, the quantity I can be written as
and the Markov's inequality deduces that
However, here X 1 , X 2 , · · · , X n are not independent, since {A n , n ≥ 1} are not independent. It means that we do not have the equality (23) . We can improve the techniques about Chernoff-type estimate for the independent random variables (see [6] , Section 1.9) by Lemma 2.
Notice that |e z − 1| ≤ e |z| − 1 ≤ |z|e |z| for every z ∈ R, so for any 0 < ǫ < 1, |θ| ≤ ǫ and 0 < x < 1, we have
For any 0 < t < 1 and 0 < ε < t, let f θ (x) = (x t+θ − x t )/θ and ϕ(x) = for every x ∈ (0, 1), where 0 < |θ| ≤ ǫ. It is clear that |f θ (x)| ≤ ϕ(x) and f θ (x) → x t log x as θ → 0. Since (A 1 + 1)
. An application of the dominated convergence theorem shows that the derivative
Moreover, E(|X
By L'Hospital's rule and (25), we deduce that
where the second equality follows from the dominated convergence theorem and our assumption E(A t 1 ) < ∞ for each 0 < t < 1. Therefore, we can choose 0 < t 0 < 1, such that
Let ε = 1 8 δt 0 . By Lemma 2, there exists N 1 > 0, such that for any integrable
The following proof will be divided into two cases according to whether n can be divided by N 1 . Case 1. n = kN 1 for some k ∈ N. Denote
By Hölder's inequality, we obtain that
Applying the inequality (27) 
Notice that
since {X n , n ≥ 1} is stationary. Therefore, repeating this procedure k − 1 steps, we can obtain the following inequality
Similarly, since {X n , n ≥ 1} is stationary, we deduce that
Combining (28), (29) , (30) and (31), we have
as the exponential form, we obtain that
Since log(1 + x) ≤ x for all x ≥ 0, we know that
Together with (26) and (32), we deduce that
Case 2. n = kN 1 + l for some k ∈ N and 0 < l < N 1 . Since X λ i ≤ 1 for
Thus, by (22) , we deduce that
By the result in Case 1 for kN 1 , we obtain that
.
for any δ > 0 and all n ≥ N 1 , we have
Next, we estimate II. Let τ > 0 be a parameter, the quantity II can be written as
In view of (24), for any 0 < ǫ < 1, |θ| ≤ ǫ and 0 < x < 1, we have
For any 0 < t < 1 and 0 < ε < 1 − t, let f θ (x) = (x −(t+θ) − x −t )/θ and ϕ(x) = Note that log(1 + x) ≤ x for all x ≥ 0, we know that Case ii. n = kN 2 + l for some k ∈ N and 0 < l < N 2 . Since X Notice that 0 < l < N 2 , Ω log XdP < 0 and τ = s 0 N 2 , we obtain that
Let B 2 = exp −s 0 ( Ω log XdP − 
