The computation of covariance and correlation matrices are critical to many data mining applications and processes. Unfortunately the classical covariance and correlation matrices are very sensitive to outliers. Robust methods, such as QC and the Maronna method, have been proposed. However, existing algorithms for QC only give acceptable performance when the dimensionality of the matrix is in the hundreds; and the Maronna method is rarely used in practice because of its high computational cost.
INTRODUCTION
Given n samples of v variables, the correlation between two variables measures the strength of the linear relationship between the two variables. Given two columns of samples where µi = Ave(xi) and µj = Ave(xj) are the means. A covariance matrix measures the relation between all pairs of variables. The correlation of two variables is the normalized value of the covariance of the two variables and is related to the covariance as follows:
corr(Xi, Xj ) = cov(Xi, Xj ) σiσj where σi and σj are the standard deviations of Xi and Xj . The computation of covariance and correlation matrices is critical to many data mining operations and processes. For example, in exploratory data analysis, it is typical to determine which variables are highly correlated. Moreover, covariance and correlation matrices are used as the basis for principal components analysis, for manual or automatic dimensionality reduction, and for variable selection. They are also the basis for detecting multidimensional outliers through computation of Mahalanobis distances. Unfortunately, the classical covariance and correlation matrices are very sensitive to the presence of multidimensional outliers. The example shown in Figure 1 illustrates the problem. If the data were perfectly clean, the classical Pearson correlation coefficient would be 0.96. However, a small percentage of outliers (in this case, around 10%) was sufficient to create disaster for the classical coefficient, as it drops to 0.08. To improve on the robustness of covariance and correlation, many methods have been proposed to deal with "dirty" large databases. While Section 1.1 will give a more detailed discussion on related work, two state-ofthe-art methods are Quadrant Correlation (QC) [1] and the Maronna method [5] . For the given example, the correlation based on QC drops from 0.98 when the data were perfectly clean, to 0.60 with a small percentage of outliers. The Maronna method is even more robust, as the value only changes slightly from 0.96 to 0.90. In Section 1.1, we will explain in more precise mathematical terms why the Maronna method is more robust than QC.
However, the problem for QC and the Maronna method is that they are computationally expensive, particularly when the size of the matrix (i.e., v ×v) is large. Thus, the problem we tackle in this paper is: How to compute high dimensional robust covariance and correlation matrices?
The approach we explore in this paper is based on parallelization. This is motivated by the fact that multi-processor compute clusters have become inexpensive in the past decade, to the extent that even a small organization (e.g., a medical research laboratory) can find such a cluster affordable. For the algorithms we develop here, the target architecture is a compute cluster consisting of commodity processors running MPI/LAM, a public domain version of MPI. MPI (Message Passing Interface) is a standardized communication library for distributed memory machines and makes the programs easy to port to a variety of parallel machines [2] . This paper makes the following contributions:
• First, we investigate the parallelization of QC on clusters. We find that the key computation is closely related to matrix multiplication, thus QC can be executed on large parallel machines in a similar manner.
• We also investigate the parallelization of the Maronna method. In the Maronna method the key step is for each pair to compute an iteration approximating the correlation. Each pair can be computed independently, thus Maronna is amenable to parallel computation.
• We conducted extensive empirical evaluation of the parallel algorithms with several real data sets. We report here the results based on the gene expression levels of 6,068 genes. We examine scalability in dimensionality and in the number of processors, and the trade-offs between accuracy and computational efficiency. We conclude with a "recommended recipe" covering various situations.
Related Work
The robustness of an estimate can be measured by its breakdown point -the maximum fraction of contamination the estimate can tolerate. There has been considerable emphasis on obtaining positive definite, affine equivariant estimators with the highest breakdown point of one-half. However, all known affine equivariant high-breakdown point estimates are solutions to a highly non-convex optimization problems and as such do not scale up to the large databases which are commonplace in data mining applications.
The"Fast MCD" (FMCD) method that has recently been proposed is much more effective than naive subsampling for minimizing the objective function of the MCD [7] . But FMCD still requires substantial running times for large v, and it no longer retains a high breakdown point with high probability when n is large.
Much faster estimates with high breakdown points can be computed if one is willing to drop the requirement of affine equivariance of the resulting covariance matrix. Examples include classical rank based methods, such as the Spearman's ρ and Kendall's τ ; methods based on 1-D "Huberized" data; and bivariate outlier resistant methods (see [3] ). Recently, the latter two strategies have been combined to give new pairwise methods, such as QC, that preserve positive definiteness with a computational complexity of O(nv 2 ) [4] . However, these pairwise methods are not affine equivariant and may be upset by two-dimensional structural outliers. In contrast, the Maronna method is positive definite and affine equivariant, and is thus more robust than QC. The problem, of course, is that the extra robustness requires a lot more computational effort.
GENE EXPRESSION ANALYSIS
In this section, we show a real-life application which requires the computation of a high-dimensional robust covariance matrix. This application arises from our strong ties with the cardiovascular research laboratory at the St Paul's Hospital in Vancouver (www.icapture.ubc.ca). Rheumatic valves in the heart cause heart failures, and represent one of the most common reasons for heart transplants. To understand how rheumatic valves are formed, researchers at the hospital collect gene expression data (i.e., using microarray technologies) for a number of rheumatic valves and normal valves. Specifically, for each sample/valve, each gene is associated with a non-negative count representing the number of times the gene has expressed itself in the valve. Based on these counts, we compute the covariance matrix.
These matrices are useful for a variety of reasons. One usage is that for any given gene G, we can find a ranked list of genes which are the most positively or negatively correlated with G. Another use for the correlation matrix is to form a dissimilarity function for clustering a given collection of genes. Dendrograms of this kind help medical researchers to identify the biological pathways that are heavily involved in producing rheumatic valves.
There are, however, a number of problems in computing the covariance matrix. First, even though microarray technologies have improved dramatically in recent years, gene expression data are noisy (i.e., contain many outliers). Thus, robust methods for computing the covariance matrix are valuable. Second, as usually the case for many biomedical applications, n, the number of samples, may not be large. In our case each sample corresponds to a heart valve, and it takes a long time to collect even 10 rheumatic values from heart transplant patients. Minimizing the negative impact of noise is all the more important because of the small number of samples. Last but not least, the dimensionality of the matrix is very high. In this paper, we experiment with a data set of 6068 expressed genes. This corresponds to a 6068 × 6068 matrix, with over 18 million entries. This magnitude far exceeds the capability of state-of-the-art algorithms for computing robust covariance matrices. In fact, we recently received a new version of the data set with over 12,000 expressed genes. Thus, there is an urgent need to develop algorithms for computing high dimensional robust covariance and correlation matrices.
PARALLEL CORRELATION AND COVARIANCE METHODS
The Maronna and Quadrant Correlation (QC) methods take as input a n × v matrix X with v variables and n cases, and compute as output a v×v matrix, which is either the covariance or correlation matrix. In general, both algorithms perform the following steps:
1. Calculate the median/MAD for each variable in X, where MAD stands for the Median Absolute Deviation of the data from its median (cf: Section 3.3).
2. Compute the pairwise covariance/correlation for X.
3. Restore matrix positive definiteness, if required.
Given space limitations, we mainly concentrate on step two, the covariance/correlations computation. The Maronna method is discussed in Section 3.1, while QC is discussed in Section 3.2.
Step one is covered briefly in Section 3.3.
Step three, restoring the positive definiteness of the covariance and correlation matrices, may or may not be necessary depending on the applications. Thus, for space limitations, we omit any details here on step three.
The Maronna Method
A description of the main portion of the parallel version of Maronna is shown in Figure 2 . Each of the O(v 2 ) pairwise calculations can be computed independently. Each independent computation for a given vi and vj is iterative and converges at different rates. The inner sequential part of each computation, depicted in Figure 2 , does the following. 
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15. First, the values involved in the iteration are initialized in step 3 and 4. µ is a vector of length two, and is initialized with the median of the data variables involved in this correlation calculation. σ is a 2 x 2 matrix that will hold the estimate values for the correlation upon convergence. It is initialized as a diagonal matrix holding the MAD of the correlation variables in the diagonal. After initialization, the algorithm repeats the following process. The Mahalanobis distance is used to measure the distance between the samples of the pair of variables in step 10. The Mahalanobis distance measures the distance between a data point and the centroid of all the data points. A weight function is then applied to the distance values in step 12 to decrease the influence of outliers in the data. Our weight function uses Huber's score function as the robust M-estimate to score the influence of the sample points to the median and variance.
The weight function gives weights between zero and one that are applied to the data. The weight function will weigh normal data variables near one and down-weigh the outlier values with weights closer to zero. The weighted data is used to calculate new values for µ and σ for the next iteration in steps 14 and 15. The loop continues until the change in covariance from one step to another is within the desired tolerance. The algorithm is known to converge, but the rate varies depending on the input.
The sequential version of Maronna uses a single processor to perform all of the pairwise computations. The independence of these O(v 2 ) pairwise computations makes Maronna an excellent candidate for parallelization. The parallel version divides the pairwise computations into p groups, one for each processor. The challenge in computing the covariances efficiently is to ensure that the work is distributed and equally shared among the processors. The number of iterations varies significantly and can potentially slow down the computation while some processors wait for others to finish. As well, care must be taken in the distribution and gathering of the results since, for large problem sizes, there are a large number of pairs to be distributed. The experiments in Section 4 show that Maronna can achieve significant speedup on large problem sizes and can effectively use a large number of processors. Figure 3 describes parallel QC. The major computation in QC is a large matrix multiplication. In the algorithm, we represent the matrices in column-major order, where the columns are variables. Thus X[i] refers to the ith column (variable). After calculating the median and MAD for all the variables, the algorithm creates a temporary matrix to hold the normalized values:
Quadrant Correlation
The X matrix is then used to create a matrix Y of all 1's, -1's, and near zero values by applying a function, ψ, that is similar to the sign function, to all the elements in X.
ψ(x, c) = . Our choice for c in the code was 0.00001. In actuality, by our ψ function, we are using a Huberized estimator, which in the limiting case is Quadrant Correlation [1] . The limiting case here would be to use the sign function in the place of ψ.
In the next step, the algorithm calculates the following equation to fill in each entry of the correlation matrix:
The computationally expensive part of the calculation is the part where the numerator is calculated using a matrix multiplication between Y and its transpose in steps 4 and 6 of Figure 3 . The operations involved are approximately O(v 3 ). The denominator is the geometric mean of the average number of nonzero elements for a pair of columns i and j. This part of the calculation takes O(v 2 ) time and is set up in step 9. The equation finishes in step 12 where the denominator divides the numerator. Again, this division occurs for every element in the matrix. Thus, step 12 requires O(v 2 ) time. D
10. // Parallel operations on the distributed matrix object. 11. In parallel For all i, j set 12. The parallelization of QC is complicated by the number of different types of vector operations that it performs. These operations and a matrix multiply need to be performed on matrices and vectors that are distributed across the p processors. Rather than create our own vector and matrix library we implemented QC using the PLAPACK library [8] . PLA-PACK is a well-known parallel numerical library from the University of Texas at Austin that provides a variety of vector and matrix operations. The library is used to construct a processor mesh and partition the linear algebra objects, vectors and matrices, into blocks that are distributed to the processors. Once the objects are distributed the operations can be done in parallel with each processor working on their pieces of the distributed objects. There is some communication between the processors during this computation when the values residing on other processors are needed, so the processors do not work independently.
The difficulty in implementing QC using PLAPACK was to determine the block size and distribution patterns to avoid undue communication between the processors necessary to perform the various vector and matrix operations. It is possible to reduce the communication by replicating the matrix in each processor. However, this is impossible for larger problem sizes. Memory size was an issue on the problem sizes that we experimented with in this paper.
Median and MAD Calculation
Maronna and QC use the median and MAD values for each variable (i.e., column). MAD, which stands for the median absolute deviation, measures the deviation of the data from the median and is a more robust measure than the standard deviation. The MAD value of a variable can be directly calculated from the median using the formula below.
The constant .6745 appearing in the formula is the inverse of the third quartile of the normal distribution. The numerator alone underestimates the standard deviation and dividing by .6745 leads to a better estimate [6] . It is possible, with slight modifications to the median finding algorithm, to directly calculate the MAD values for use by Maronna and QC. Parallel median finding algorithms are well-known. We choose not to implement a parallel median algorithm partly because our focus is high dimensional data where the former case is more important, and partly because medianfinding time is dominated by the correlation/covariance calculations.
EXPERIMENTAL RESULTS

Experimental Setup
We evaluated the parallel Maronna and QC methods in two different cluster environments: (a) a small platform: a collection of eight 500MHz Pentium-3 processors running Linux using MPI-LAM on a 100Mbps LAN; and (b) a grid platform: WestGRID, a compute cluster consisting of 504 dual processor 3 GHz Xeon processors running Linux with 2 GB of RAM on Gigabit Ethernet (www.westgrid.ca).
The majority of our experiments were performed on the Pentium-3 system which provided a dedicated and controlled environment to evaluate and test different versions of the program. The WestGRID facility was used to evaluate the scalability of the two methods for large numbers of processors and increasing problem sizes.
We experimented with several real data sets. The results reported below are based on the gene expression levels of 6,068 genes on rheumatic and normal heart valves, as summarized in Section 2. We repeated each experiment ten times and report the best results because these more closely represent what performance would be in an ideal setting. Figure 4 shows the total time (wall clock time) taken for the Maronna method using the small platform. As expected, the total time decreased as we used more processors. On 8 processors the wall clock time was about 400 seconds, representing a speed-up of 4.5 out of 8.
Parallel Maronna Method
In Figure 4 each bar is divided into the major time components that make up the total time. The most dominant components in Figure 4 are the correlation component, the I/O, and communication component. The other components are so small they do not appear on the chart. A closer examination of the correlation component with varying number of processors and problem sizes is given in Figure 5 . Figure 5 shows that the main computational part of the method, calculating the correlation, achieved good speed-up over all problem sizes and machine sizes. Its overall speed-up was around 5.5 on 8 processors.
The communication component included the time needed to distribute the pairwise correlations to the processors and the time to gather the results back to the manager processor. It increased with both problem size and number of processors.
Apart from the correlation and the communication components, the remaining component included the median/MAD calculation, matrix fill time, I/O time and miscellaneous other operations to initialize and manage memory.
The matrix fill time was the time required to copy the results from the message buffers into the final result matrix. We could have eliminated much of this time by gathering the result directly into the matrix. In general, the time was small and constant. It did increase the time substantially when memory constraints resulted in page faults. This explains the relatively large time on one and two processors, 41 seconds and 22 seconds respectively. These page faults did slightly inflate the apparent speed-up in Figure 4 .
The I/O time remained relatively constant for a fixed program size. The program used a manager-worker organization where one processor, the manager, read in the matrix, distributed the matrix to the worker processors, gathered the result and wrote it to disk. The time to write the v × v matrix to disk was the major portion of the I/O time.
Parallel QC Method
Next we turn our attention to the parallel QC algorithm. QC calculated its correlation using several vector operations and matrix multiplication. The performance of QC for a large problem is shown in Figure 6 .
On 8 processors the wall clock time was 105 seconds, which was a speed-up of only 1.6 out of 8. Notice that QC executed faster than the Maronna method on the same problem. Again, the bars in Figure 4 show the major time components that made up the total time. A clear observation is that QC was not able to use the processors as effectively as the Maronna method, and at 8 processors there was little to be gained by adding more processors. It is evident from the Except for the small problems sizes the speed-up was better than expected, in some cases superlinear. The reason for the superlinear speed-up related to how the PLAPACK library distributed matrix blocks to processors. It assumed a mesh formation and in these experiments attempted, as best possible, to arrange the processors in a square mesh. This distribution affected the performance, making it more difficult to determine exact speed-up numbers. The distribution of blocks to processors also affected communication. The communication component for QC is shown in Figure 7 . The gather portion of QC used a PLAPACK primitive call to assemble the distributed matrix into a continuous buffer on one processor. The time shown for sequential communication was actually a memory-to-memory copy. The large copy times were due to page faults and were not present when executed on a cluster with more memory.
Scalability on a Grid Platform
From the previous figures, it is clear that the Maronna method was more amenable to parallelization than QC. The question to be answered is when the speed-up will stop for the Maronna method. To answer this question, we ran the parallel Maronna and QC on the WestGRID cluster using up to 128 processors on the gene data set. There was some variation in the experiments. Most of the variation came in the category of I/O time, and times varied by as much as 170 seconds for Maronna and 30 seconds for QC. Each experiment was run ten times with = 10 −7 and we used the smallest repeatable value. Although the processors were not shared, the network and file system were shared, resulted in varying times. The smallest value best reflected what would be possible on a dedicated machine. The speedup for QC and the Maronna method are listed in Figure 8 . The data points are labelled with the total runtime values for Maronna and for QC with eight or more processors. As an example, the Maronna method using 128 processors took 15.5 seconds and had a speedup of 24.1. For the Maronna method, the total runtimes continued to decrease as we added processors. The times decreased from 374.7 seconds on a single machine to 15.5 seconds with 128 processors. We were surprised at how well Maronna performed on a large cluster. One may expect to have saturated the manager processor since it is the only one allocating and distributing tasks. The fact that this did not occur, even when the total execution time was 15.5 seconds, suggests that the Maronna method will continue to scale well to larger problems and processor sizes. For a problem size of 6068, at 128 processors, there is little to be gained by adding more processors.
As expected from previous discussions, the speed-up curve for QC in Figure 8 shows that QC quickly reached the point that it can not effectively use more processors. The times decreased for up to 16 processors, where the running time was 14.2 seconds compared to Maronna's 37.2, but communication overhead began to dominate and the times began to increase. The good news is that QC executed quickly on large problems and was able to exploit a small degree of parallelism. We see that QC's running time was dramatically smaller than Maronna's until the overhead became a problem for QC. One may be able to use more processors to solve larger problems with QC. However, the communication overheads in QC were more significant than Maronna's.
CONCLUSION
This paper has shown that robust methods for calculating high dimensional correlation and covariance matrices are feasible when implemented in parallel. These methods now make it possible to not only solve for large correlation and covariance matrices in a timely fashion, but also compute them with a more robust approach.
Our experiments were performed on a real dataset with 6068 variables representing the expression levels of genes in 20 patients. The results show that QC scales well for up to 8 processors. Maronna is able to scale up much further beyond since the computation portion requires no communication between processors. This helps Maronna to achieve speedup on more than 8 processors, up to 128 as can be seen from the WestGRID results. QC is still faster, but Maronna is more robust and scalable to more processors.
The QC and Maronna algorithms are good for solving different types of problems. We have created a recipe in Figure  9 to suggest which algorithm to use based on the given resources and needs. With low dimensional data, the Maronna method gives robust results and is not computationally expensive. With high dimensional data however, the choice depends on the application's need for robustness. If only a moderate degree of robustness is necessary, and resources are limited to small clusters, then QC works best. If a large cluster is available, either QC or Maronna works well. On the other hand, for very robust applications, the purpose of the calculation may be considered. If the covariance matrix is needed for other calculations, it is best to use the Maronna method because of its higher quality results. If the output is intended only for preliminary exploration or visualization, then QC may be chosen for its performance. 
