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Efectos del dopaje y de la temperatura sobre las propiedades térmicas de
hetero-estructuras de C/BN y su potencial uso como sensor ambiental del formaldehído
por Gustavo Cuba Supanta
En el presente trabajo de tesis se estudia la influencia del dopaje y de la temperatura
sobre las propiedades físicas de hetero-estructuras hexagonales principalmente basadas en
carbono y nitruro de boro tanto uni- y bi-dimensionales, este estudio se divide en tres par-
tes. Por un lado, se estudia el efecto del dopaje de nitruro de boro en nanotubos de carbono
armchair (6, 6) (hetero-nanotubos de nitruro de boro y carbono) sobre las propiedades del
transporte cuántico de fonones y electrones, variando patrones de distribución y concentra-
ción de dopaje. Por otro lado, se estudia la forma como afecta la temperatura del sustrato so-
bre las propiedades del transporte térmico clásico en hetero-nanocintas de grafeno/nitruro
de boro hexagonal y nitruro de boro hexagonal/grafeno, e influenciados por la asimetría
estructural. Análogamente, también se estudia el efecto de la temperatura media y bias en
hetero-nanocintas de grafeno/X (X=nitruro de boro hexagonal, carburo de silicio hexagonal,
y grafeno hidrogenado), afectados por dos tipos de interfaces (zigzag y armchair). Por último,
se estudia las propiedades electrónicas del proceso de adsorción de la molécula del Formal-
dehído (CH2O) sobre el sustrato de nitruro de boro hexagonal hidrogenado. Para ello, la
metodología empleada en estos trabajos consistió en el uso de tres métodos computaciona-
les; las funciones de Green fuera del equilibrio (NEGF) en combinación con el método de la
teoría del funcional de la densidad basado en tight-binding (DFTB), dinámica molecular fuera
del equilibrio (NEMD), y cálculos de la teoría del funcional de la densidad, respectivamente.
Por un lado, los resultados respecto al efecto del dopaje sobre el transporte cuántico
muestran que al aumentar la concentración del dopaje en los hetero-nanotubos de nitruro
de boro y carbono armchair (6, 6), los coeficiente de transmisión fonónico y electrónico se re-
ducen, este comportamiento ocurre a frecuencias altas y cerca de los bordes de la banda de
valencia y conducción, respectivamente. Los patrones de distribución de dopaje helicoidal y
horizontal permiten un transporte de fonones adecuados cuantificados en una alta conduc-
tancia de fonones a 300K. Todos los hetero-nanotubos de nitruro de boro y carbono armchair
(6, 6) poseen un comportamiento semiconductor a diferencia del nanotubo de carbono arm-
chair (6, 6) con un bandgap modulable respecto a la concentración de dopaje de nitruro de bo-
ro. Por otra parte, los resultados del efecto de la temperatura del sustrato sobre el transporte
térmico clásico en las hetero-nanocintas muestran que existe una influencia que incrementa
la rectificación térmica (>30 %) a temperaturas bajas (<300K) para el sustrato de Si(100), esto
debido al acople fuerte tipo Van der waals entre el sustrato y la hetero-nanocinta de nitruro
de boro hexagonal/grafeno. Además, la asimetría estructural tipo-T genera una rectificación
térmica en sistemas puros y hetero-nanocintas de grafeno/nitruro de boro hexagonal y ni-
truro de boro hexagonal/grafeno, este efecto está relacionado con los cambios en el grado
de localización de los modos vibracionales de frecuencias altas . Sin embargo, la resisten-
cia térmica interfacial y la rectificación térmica se reducen con la temperatura media en las
XIV
hetero-nanocintas de grafeno/X, independientemente de la interface armchair o zigzag, debi-
do a que el flujo térmico en direcciones opuestas llegan a ser similares a altas temperaturas.
El efecto de la temperatura bias, en la curva J − α, determina que el fujo térmico tiene una
preferencia marcada en la dirección de X al grafeno, observando el fenomeno de la resis-
tencia térmica diferencial negativa en los sistemas de grafeno/nitruro de boro hexagonal y
grafeno/grafano. Por último, la trayectoria de mínima energía, la densidad de estados total
y la densidad de estados proyectada del proceso de adsorción muestran que la molécula
formaldehído, CH2O, se quimisorbe sobre el sustrato de hBN hidrogenado con una energía
de adsorción de 1.42eV mediante vacancias de hidrógeno en el átomo de B, donde también
la distribución de densidad de espín y la transferencia de carga presentan evidencias de la
existencia de una reacción en cadena de moléculas CH2O sobre el sustrato de nitruro de
boro hexagonal.
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Abstract
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Effects of doping and temperature on the thermal properties of C/BN heterostructures
and its potential usage as an environmental formaldehyde sensor
by Gustavo Cuba Supanta
In the present thesis we have studied the influence of doping and temperature on the
physical properties of hexagonal heterostructures mainly based on carbon and boron nitri-
de in both uni- and bi-dimensional systems, this work is divided into three parts. On the one
hand, the effect of boron nitride doping in armchair (6, 6) carbon nanotubes on the proper-
ties of quantum transport is studied, varying patterns of distribution and concentration of
doping. On the other hand, the way in which the substrate temperature and the structural
asymmetry affect the properties of thermal transport in graphene/hexagonal boron nitride
heteronanoribbons and viceversa, is studied. Similarly, the influence of the mean and bias
temperatures on graphene/X (X = hexagonal boron nitride, hexagonal silicon carbide, and
graphane) heteronanoribbons, affected by two types of interfaces (zigzag and armchair), is
also studied. In the last part, the electronic properties of the adsorption process of the For-
maldehyde molecule on the hydrogenated substrate of hexagonal boron nitride are studied.
The results regarding the effect of doping on quantum transport show that the phonon
and electron transmission coefficients are reduced (this behavior occurs at high frequencies
and near the edges of the valence and conduction band, respectively) as the concentration
of doping increases in (6, 6) boron-nitrogen-carbon heteronanotubes. The helical and hori-
zontal doping distribution patterns allow transport of quantified phonons represented in a
high thermal conductance with contribution of phonons at 300K. All heteronanotubes have
a semiconductor behavior unlike the (6, 6) carbon nanotubes with a tunable bandgap with
respect to the doping concentration. On the other hand, the results of the effect of substra-
te temperature on thermal transport in heteronanoribbons show that there is an influence
that increases thermal rectification (>30 %) at low temperatures (< 300K) for the Si(100)
substrate, this due to the strong van der waals type coupling between the substrate and
heteronanoribon. However, the interfacial thermal resistance and thermal rectification are
reduced with the mean temperature in the GE/X heteronanoribbons, regardless of the arm-
chair or zigzag interface, because the thermal flux in opposite directions becomes similar to
high temperatures. The effect of the bias temperature, in the J − α curve, determines that
the thermal flux has a marked preference from X to graphene, observing the negative dif-
ferential thermal resistance (NDTR). Finally, the minimum energy path and the projected
density of state of the adsorption process show that the formaldehyde molecule, CH2O, is
chemically absorbed on the hydrogenated substrate of hexagonal boron nitride with an ad-
sorption energy of 1.42eV by generating the hydrogen vacancies in the atom of boron, where
also the spin density distribution and charge transfer present evidence of the existence of a
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En las últimas decadas, se vienen afrontando diversas cuestiones relacionadas con el
avance de la industria electrónica y los problemas ambientales que deben afrontar las so-
ciedades modernas. Respecto al primero, se presentan problemas en la miniaturización sig-
nificativa, la densificación de alta potencia, y el aumento de la velocidad y frecuencia de
operación de los micro-dispositivos encontrados en computadores, celulares y otros apara-
tos inteligentes. Además, estos factores están experimentando cambios drásticos que conlle-
va, por ejemplo, a condiciones térmicas de funcionamiento bastante agresivas. Asimismo, la
predicción de la cantidad de transistores por área cuadrada viene aproximandose al límite
[1], y sigue conduciendo el ritmo de la industria de los semiconductores significativamente
desde los años 1970 [2], esta predicción sobre el desarrollo de la electrónica posee una rela-
ción directa con la disipación de calor en micro-dispositivos electrónicos [3, 4]. En relación
al segundo, otra cuestión álgida y apremiante que enfrenta el mundo en estos años y en
las próximas décadas es la calidad del medio ambiente en el que vivimos. Tópicos como el
calentamiento global, energía limpia, materiales no contaminantes, y la limpieza del aire y
agua son todos identificados como grandes retos ambientales que necesitan ser tomados en
cuenta urgentemente en sociedades demasiado pobladas.
Por lo tanto, estos dos aspectos se han convertido en una demanda emergente de las
tecnologías de micro-dispositivos modernos y de la remoción exitosa de diversos contami-
nantes (metales pesados, moléculas tóxicas, etc). Más aún, para realizar estas tareas en forma
eficiente y sostenida se requiere realizar estudios sistemáticos y lograr una comprensión de-
tallada de las propiedades físico-químicas y de transporte, térmico y electrónico, así como
también de las capacidades de remoción de contaminantes en las escalas nanométricas [4, 5].
Por tal motivo, entre científicos e ingenieros se viene desarrollando materiales, herramientas
y técnicas para dar solución a dichos problemas. Y los materiales de baja dimensión como
las estructuras hexagonales1 vienen siendo una buena opción no solo para resolver la de-
manda si no también como alternativa a la tecnología del silicio [4, 6]. Por la parte de las
herramientas, los métodos computacionales vienen siendo aplicados con éxito para prede-
cir las propiedades físicas y de transporte en una gran variedad de estructuras hexagonales
produciendo resultados comparables con los reportados experimentalmente [7].
Así, se ha producido un creciente interés por investigar las estructuras hexagonales. De
hecho su estudio a nivel científico va experimentado un auge increíble en los últimos años.
Estas estructuras grafíticas presentan forma laminar y/o tubular. Por ejemplo, materiales hí-
bridos basados en carbono (C) y nitruro de boro (BN) (hetero-estructuras de C y BN), están
emergiendo como una nueva clase de materiales debido a sus propiedades novedosas, tanto
físicas, químicas como topológicas, que se ocultan en su sorprendente simplicidad estruc-
tural en la nanoescala. Además, es preciso destacar que hoy en día se vienen descubriendo
1Estas estructuras son materiales de baja dimensión como el GE y CNT que presentan propiedades morfoló-
gicas parecidas (red estructural del tipo de un panal de abeja).
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nuevas formas hexagonales de materiales análogos al grafeno (GE) y al nanotubo de car-
bono (CNT), como por ejemplo el siliceno, germaneno, borofeno, fosforeno negro y azúl,
grafano (GA), nitruro de boro hexagonal (hBN), dicalcogenuros de metales de transición
(MoS2, WS2, etc), carburo de silicio hexagonal (hSiC), entre otros [8, 9, 10]; los cuales están
siendo investigados intensamente.
Asimismo, estas estructuras hexagonales en su mayoria desempeñan un papel cada vez
más importante debido a que son sistemas modelo adecuados para estudiar los diferentes
fenómenos físicos como; transporte, magnetismo y superconductividad [11, 12, 13, 14, 15].
Y sus aplicaciones se deben principalmente a las propiedades novedosas como por ejemplo
efectos de confinamiento, bandgap modulable, baja densidad, alta resistencia mecánica, alta
conductividad eléctrica y térmica, alta movilidad superficial, buena capacidad de adsorción,
reactividad superficial, efectos térmicos en la interface, entre otras [7, 16, 17, 18, 19, 20]. En
cierta medida se han hecho considerables reportes sobre las propiedades de estos materiales
hexagonales puros a partir de investigaciones teóricas y experimentales, con el fin de tener
opciones de solución a los problemas urgentes como por ejemplo en el campo de los dispo-
sitivos opto-electrónicos [21, 6] y en el área multidisciplinaria de la remediación ambiental
[22, 5].
Sin embargo, el estudio de las propiedades físicas y de transporte de materiales hexa-
gonales híbridos, también llamados hetero-estructuras, en escalas nanométricas aún viene
siendo un tópico abierto en la comunidad científica. Este interés es debido a que existen fac-
tores (como baja dimensionalidad), condiciones extremas (como altas temperaturas) y otros
parámetros (como dopaje) que hacen variar dichas propiedades de forma sutil en algunos
casos y en otros de manera brusca [23, 24]. Por consiguiente, las contribuciones desarrolla-
das y presentadas en esta tesis están relacionadas con determinar el efecto del dopaje y de
la temperatura en estas hetero-estructuras hexagonales compuestas principalmente por C
y BN tanto uni- y bi-dimensional (1D y 2D)2, respectivamente. Vale la pena comentar que
existe una afinidad entre el C y BN que hace que formen hetero-estructuras coplanares (tipo
BNC o GE/hBN) y apiladas verticalmente (tipo GE/hBN) de manera natural debido a que
sus parámetros de red son próximos con una diferencia del 0.02Å[25, 26, 27, 28].
En base a lo mencionado líneas arriba, se puede indicar que el tópico de investigación
de la presente tesis es el estudio teórico-computacional de las propiedades físicas y de trans-
porte de hetero-estructuras de 1D y 2D empleando métodos computacionales tales como
simulaciones de MD (del inglés, molecular dynamics), funciones de Green combinadas con el
método DFTB (del inglés, density functional tight-binding) y cálculos DFT (del inglés, density
functional theory). Por un lado, con el objetivo de cuantificar la influencia del dopaje sobre
las propiedades cuánticas del transporte térmico y electrónico en CNTs armchair (6, 6) dopa-
dos con BN siguiendo diversos patrones de distribución y concentraciones de dopaje [29],
y también de proporcionar adecuados diseños de dispositivos que posean buena eficiencia
termoeléctrica basados en hetero-nanotubos de BNC (véase el capítulo 4). Por otro lado, con
el objetivo de determinar la influencia de la temperatura sobre las propiedades del transpor-
te térmico clásico en hetero-nanocintas de GE/hBN (con estructuras asimétricas depositadas
en diversos sustratos) [30], y hetero-nanocintas de GE/X (con estructuras simétricas, donde
X=hBN, hSiC, GA), y también de identificar los factores influyentes en la transferencia de
calor y así proporcionar una via confiable para el diseño de diodos térmicos (véase el ca-
pítulo 5). Adicionalmente a lo anterior, se estudia las propiedades electrónicas del proceso
2Los sistemas 1D estudiados son: hetero-nanotubos de C y BN. Los sistemas 2D estudiados son: hetero-
nanocintas de GE/hBN, GE/hSiC, GE/GA y nanosheets de hBN hidrogenado. Vale la pena mencionar que tam-
bién se estudió la estabilidad y comportamiento térmico de sistemas 0D (detalles en el apéndice A).
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de adsorción (quimisorción) de la molécula formaldehído (CH2O) sobre el sustrato de hBN
funcionalizado con hidrógeno bajo una reacción auto-propagante [31], con el objetivo de
cuantificar la aplicación potencial como sensor ambiental o sensor de moléculas (véase el
capítulo 6).
El contenido del presente trabajo de tesis esta organizado de la siguiente manera:
§ Capítulo 2: Se exponen las formas grafíticas de la familia del carbono, y se revisan las
propiedades físicas y de transporte de las estructuras de C y BN de 1D y 2D, como el
GE, CNT, hBN, BNNT, GE/hBN, entre otros.
§ Capítulo 3: Se revisan los conceptos teóricos de tres métodos computacionales (co-
mo DFT, DFTB-NEGF, y MD) para determinar las propiedades físicas (electrónicas y
térmicas) y de transporte de las hetero-estructuras hexagonales de 1D y 2D.
§ Capítulo 4: Se presenta y discute la influencia del dopaje sobre las propiedades termo-
eléctricas del transporte cuántico en hetero-nanotubos de BNC armchair (6, 6), varian-
do el patrón de distribución y concentración de dopaje.
§ Capítulo 5: Se presenta y discute la influencia de la temperatura (temperatura de sus-
trato, temperatura media y temperatura bias) sobre las propiedades térmicas del trans-
porte clásico en hetero-nanocintas de GE/X (X=hBN, GA, hSiC), incluyendo efectos
de la interface en estas hetero-estructuras.
§ Capítulo 6: Se muestran y discuten las propiedades electrónicas del proceso de quimi-
sorción de la molécula CH2O sobre el sustrato de hBN funcionalizado con hidrógeno,
además se observa una reacción auto-propagante en este tipo de sistemas.
§ Capítulo 7: Finalmente, en este capítulo se argumentan las conclusiones de los resul-
tados discutidos en los tres capítulos anteriores y se enuncian las perspectivas relacio-





basadas en C y BN
Las hetero-estructuras hexagonales formadas por dos o más especies atómicas están sur-
giendo como una nueva clase de materiales debido a sus propiedades excepcionales y mo-
dulables, que provienen de las combinaciones de sus elementos. Un grupo particular de es-
tos sistemas compuestos son las estructuras grafíticas con hibridización sp2 tipo GE (hBN).
Por lo tanto, en el presente capítulo se exponen las formas grafíticas que presentan la fa-
milia del carbono, como un caso particular a estos sistemas híbridos en estudio, incluso se
hace una revisión de las propiedades físicas y de transporte electrónico y térmico de las
estructuras hexagonales puras e híbridas.
2.1. Estructuras grafíticas del carbono
Un buen ejemplo para comprender de mejor manera a las estructuras hexagonales puras
e híbridas es discutir la hibridización de la familia del carbono, debido a que las propiedades
e incluso la forma como reaccionan químicamente dos sistemas se debe al tipo de hibridiza-
ción existente entre ellos. El átomo de carbono ocupa la sexta posición en la tabla periódica
de elementos químicos, ya que tiene seis electrones que ocupan los orbitales atómicos: 1s2,
2s2, y 2p2. En consecuencia, tenemos cuatro electrones de valencia (2s22p2), es decir, cada
átomo de carbono tiene la capacidad de formar hasta cuatro enlaces covalentes fuertes con
los átomos vecinos.
Ciertamente, la riqueza de las formas grafíticas de la familia del carbono proviene de la
gran variedad de redes complejas que pueden formar [7], como por ejemplo los fullerenos
demostraron en 1985 que el carbono puro (diamante y grafito) en sí mismo posee la capa-
cidad de formar estructuras diferentes y estables [32]. Posteriormente, con la identificación
de CNTs en 1991 [33], se incrementaron la lista de estructuras de carbono, incluso inmedia-
tamente después se sumaron los nanotubos de pared doble y de pared múltiple (MWCNTs,
del inglés multi-walled carbon nanotubes), hasta que finalmente se descubrieron laminas de
GE en 2005 [34], completando la lista de estructuras cristalinas de carbono puro de cero,
uno, dos y tres dimensiones. Vale mencionar, que dentro de la familia del carbono también
existen algunas moléculas orgánicas que incluso son bloques de construcción de la propia
vida en este planeta.
Hibridización de los orbitales del carbono: spn
Los materiales de carbono puro se pueden clasificar en dos grupos principales depen-
diendo de su hibridación sea; sp3 o sp2. La hibridación es un solapamiento de orbitales




FIGURA 2.1: Formas grafíticas del carbono, donde a partir de un pedazo o
nanocinta de GE se puede obtener enrrollando un fullereno o un nanotubo.
Adicionalmente, apilando las nanocintas de GE obtenemos el grafito (Imagen
tomada de la referencia [35]).
atómicos1, que ocurre en el mismo átomo y se produce siempre para aumentar la energía de
enlace del átomo con sus vecinos. Por ejemplo, en el átomo de carbono se forman los llama-
dos enlaces σ y los orbitales restante pz , que son perpendiculares a los enlaces σ, también
pueden unirse a otros átomos de carbono vecino, formando los enlaces π, que son relativa-
mente débiles.
Comencemos por denotar a la hibridización spn (n=1, 2, y 3) como una combinación li-
neal de orbitales 2s y 2p. En la hibridización spn, se forman (n + 1) enlaces σ por átomo de
carbono, mientras que 4 − (n + 1) electrones están en los orbitales π que son importantes
para determinar las propiedades de transporte. Además, de las dos estructuras grafíticas co-
nocidas del carbono, como diamante y grafito, el carbono aparece en otras formas, las cuales
son los fullerenos, los CNTs y el GE [7]. A partir de la estructura bi-dimensional del GE, es
posible derivar la geometría de la familia del carbono. (véase la figura 2.1).
La hibridación sp forma dos enlaces covalentes y dos enlaces π muy débiles. La estructu-
ra está definida por un eje único donde los enlaces σ se alinean, formando así en su mayoría
formas poliméricas de cadenas lineales (véase la figura 2.2). Por ejemplo, algunos compues-
tos orgánicos típicamente reactivos son los alquinos con su caso más simple el acetileno
(HC ≡ CH). Los compuestos de carbono que muestran estructuras planares son generadas
1Este modelo fue desarrollado por primera vez por Linus Pauling en 1931 para explicar las formas y los
órdenes de enlace observados en las moléculas [36], además, se ha convertido en un enfoque heurístico efectivo
ampliamente utilizado por físicos y químicos.












FIGURA 2.2: Representación de la combinación lineal de dos orbitales 2s y 2p











FIGURA 2.3: Representación de tres orbitales híbridos 2sp2, el cual se obtiene
combinando el orbital 2s y dos orbitales 2p, formando una configuración tri-
gonal plana de 120◦ entre sí. El orbital 2p restante están perpendicular a este
plano.
por la hibridación sp2, tal como se puede observar en la figura 2.3. En este caso, los orbitales
2s y los orbitales 2px y 2py se combinan para formar tres orbitales σ con gran amplitud en
la dirección de los tres átomos vecinos más cercanos, cuya distancia de enlace es aC−C=1.42
Å. Estos átomos unidos están situados en el mismo plano y se distribuyen simétricamente
alrededor del átomo central. Esta geometría de unión se encuentra en la base de la estructu-
ra en zigzag del trans-poliacetileno y de la red de panal de abeja del grafito. La hibridación
sp3 es la que caracteriza la estructura cristalina del diamante, con los cuatro electrones dis-
tribuidos entre los cuatro enlaces σ, donde se observa una forma tetragonal con los cuatro
vecinos más cercanos (véase la figura 2.4). Las cuatro direcciones tetraédricas de estos enla-
ces determinan la estructura tridimensional del diamante. El caso particular de la molécula
con hibridación sp3 es la molécula orgánica metano CH4.
Por consiguiente, el carbono no se limita a estados propios de energía atómica única pa-
ra formar enlaces químicos, sino que tiende a solapar los orbitales 2s y 2p energéticamente









2s 2px 2py 2pz
FIGURA 2.4: Representación de la combinación de tres orbitales 2p y un orbi-
tal 2s que genera cuatro orbitales híbridos 2sp3, formando una configuración
tetraédrica de 109,5◦ entre sí.
cercanos, formando combinaciones lineales de varias maneras [37], como podemos ver a
continuación:









(|2s〉 − |2py〉) (2.2)
Esta hibridización es relevante en moléculas orgánicas, y no prevalece en estructuras
de carbono puro.





















2|2s〉 − |2px〉 −
√
3|2py〉) (2.5)
Estos orbitales son capaces de formar enlaces covalentes fuertes con otros átomos de
carbono. El orbital restante pz no hibridizado está ubicado perpendicular al plano y
puede unirse con los orbitales pz paralelos de los átomos vecinos, formando el orbital
π fuertemente deslocalizado, el cual es responsable de las propiedades de transporte
y de la estructura electrónica.
§ Finalmente es posible una hibridación del orbital 2s con los tres orbitales 2p, dando






































Estos orbitales forman fuertes enlaces covalentes con los átomos vecinos en las tres
direcciones. Sin embargo, los orbitales están electrónicamente inactivos debido a su
baja energía.
Estructura hexagonal del carbono bi-dimensional
El GE es en realidad el bloque de construcción más básico para la comprensión teórica de
todas las demás estructuras de carbono con hibridización sp2. El grafito2, se puede represen-
tar como una apilación de hojas de GE, los nanotubos y fullerenos se pueden visualizar como
un GE enrollado. Por otro lado, es preciso destacar que durante mucho tiempo se creyó que
los cristales uni- y bi-dimensionales no existían en la naturaleza, basándose en un razona-
miento teórico que mencionaba que la fluctuación de la longitud de los enlaces individuales
se sumaría logarítmicamente a lo largo de la distancia atómica [38, 39], destruyendo el orden
de largo alcance que define a un cristal, por lo que, en 3D los desplazamientos convergirían
con la distancia atómica permitiendo un cristal estable. Obviamente, este argumento no im-
pide que existan monocapas de GE suspendidas libremente (free-standing), tal vez debido a
que las fluctuaciones observadas (ondulaciones) en la tercera dimensión ayudan a estabili-









































FIGURA 2.5: (a) Esquema de la estructura del GE en el espacio real, donde se
observa la celda unitaria y los vectores de red ~a1 y ~a2. (b) Representación de
la primera zona de Brillouin del GE con sus vectores reciprocos ~b1 y ~b2, y los
puntos de alta simetría (Γ, K, M ).
El GE es considerado como un cristal bi-dimensional siendo la última incorporación a
la familia del carbono obtenido experimentalmente [34], con una estructura hexagonal tipo
2El grafito es el alótropo químicamente más estable del carbono puro, y se encuentra en la naturaleza como
un policristal con granos bastante pequeños hasta unos pocos micrómetros.
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panal de abeja. La distancia entre átomos vecinos es dC−C = 1,42 Å, la contante de red es
a =
√
3dC−C = 2,46 Å. La red reciproca es también trigonal, resultando la primera zona
de Brillouin en una forma hexagonal como la estructura del espacio real, la cual aparece
rotada en 90◦. En la figura 2.5 (a) se puede observar la red del GE con una base de 2 áto-









2 ,−a2 ). Asimismo, en la figura 2.5 (b) se tiene los vectores del espacio recíproco que
están dados por: ~b1 = ( 2π√3a ,
2π
a ) y ~b2 = (
2π√
3a
,−2πa ), correspondiente a una constante de red
de 4π/
√
3a ≈ 5,11 Å, donde se define una identidad para dichos vectores como~ai.~bj = 2πδij .
También se define la zona de Brillouin reducida por la unión de los puntos de alta simetría
(Γ → K →M ), estos puntos están ubicados en el centro, el vértice y el medio de un lado del
hexágono, respectivamente.
Un detalle importante de los cristales de GE es que están disponibles en dos bordes u
orientaciones: (i) un borde en la dirección zigzag que va paralelo a un vector de red del GE,
(ii) y un borde en la dirección armchair que va paralelo a los enlaces de carbono. Mientras
que los bordes en zigzag llevan un estado de borde electrónico [40, 41], los estados de borde
fonónicos están presentes en los bordes armchair [42]. Estas caracteristicas se vuelven es-
pecialmente relevantes para nanocintas de ancho finito3. Sin embargo, estas nanocintas de
GE (GNRs, del inglés Graphene nanoribbons) se consideraron inicialmente como un mode-
lo conveniente para estudiar los efectos del borde sobre las propiedades electrónicas en el
GE [41], sin hacer énfasis en cómo se podrían producir de manera realista estas estructu-
ras hexagonales finitas en esa época. Posteriormente en el año 2002, y antes del auge del
GE obtenido experimentalmente en el 2004, se logró crecer GNRs estrechos y bien definidos
en una superficie de TiC, reportando los modos de borde fonónicos [43]. Luego, el interés
por las GNRs se incrementó, considerando estos sistemas con borde como una alternativa
a los CNTs, útiles como conectores y cables cuánticos, donde experimentalmente también
reportaron mediciones de conductancia en GNRs variando los anchos de la nanocinta [44].
Además, mediante cálculos teóricos reportaron que el origen de los gaps de energía para
GNRs armchair surge tanto del confinamiento cuántico como del efecto de los bordes, y para
los GNRs zigzag aparecen debido a un potencial de la subred escalonado en la red hexagonal
debido a la magnetización de los bordes [45].
La estructura de las GNRs puede obtenerse directamente a partir del CNT de pared
simple (SWCNT, del inglés Single-walled carbon nanotube) de diversas quiralidades (véase la
figura 2.1). Esto lleva a la convención no establecida de que desenrollar un SWCNT armchair
da como resultado un GNR zigzag y desenrollando un SWCNT zigzag da un GNR armchair.
Es decir, la clasificación de las GNRs individuales sigue una convención diferente a la de
los SWCNTs. Un (N,N ) SWCNT armchair se desenrolla en un GNR zigzag con un ancho
de Nzz = 2N nudos de carbono zigzag. Un (N, 0) SWNT zigzag se desenrolla en un GNR
armchair con un ancho de Nar = 2N líneas de dímeros de carbono (véase la figura 2.6). Los
valores impares de Nar y Nzz se refieren a una GNR asimétrica que no se puede construir al
desenrollar los SWCNTs.
3Las nanocintas de GE son tiras de GE con un ancho inferior a 50nm, que puede presentar bordes zigzag,
armchair o quiral.
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FIGURA 2.6: Esquemas de dos tipos de bordes en el GE: GNRs armchair y
GNRs zigzag son caracterizados por el número Nar de líneas paralelas a los
dímeros de carbono, y por el número Nzz paralelo a los nudos zigzag, con un
ancho de War y Wzz , respectivamente.
2.2. Grafeno y nitruro de boro hexagonal
Características generales
La exploración experimental y teórica de los materiales 2D están siendo investigadas
desde la pasada década debido a sus potenciales aplicaciones para la siguiente generación
de micro- y nano-dispositivos electrónicos modernos [21, 6] (véase la figura 2.7 (b)). Estos
materiales 2D pertenecen a una familia con estructura hexagonal con geometría plana, puc-
kered, o buckled [46, 9], donde todos estos sistemas presentan una estructura similar al GE
(véase la figura 2.7 (a)). Asimismo, estos sistemas están abriendo un concepto nuevo den-
tro del transporte térmico denominado nanophononics [47, 48], diseñando en base a estos
sistemas diodos, transistores, y memorias térmicas. Recientemente, los investigadores están
explorando nuevas aplicaciones de los materiales híbridos 2D, como almacenamiento de hi-
drogeno [49, 50], catálisis verde [51], membranas para desalinación [52, 53], celdas solares
[54], entre otras aplicaciones.
En la actualidad, los materiales con estructura hexagonal más populares y ampliamente
explorados por la comunidad científica son el GE y el hBN, en general, el nitruro de boro
(BN) es prácticamente un material estructurado de manera similar al carbono. El BN cos-
ta de un número igual de átomos de B y N, existiendo en varias formas cristalinas, como
planares (tipo GE) y tubulares (tipo CNT). Por lo tanto, esto sugiere que el GE y hBN po-
seen propiedades estructurales, mecánicas y térmicas similares entre ellos [55]. Además, el
nanotubo de nitruro de boro (BNNT) también tiene una analogía estructural con el CNT y
posee algunas propiedades también similares con los CNTs [56, 20]. Esta similitud entre el
C y BN se debe principalmente a su tipo de enlace, estructura específica, y polimorfismos
entre ellos [57], puesto que el B y N pertenece al grupo III y V de la tabla periódica y el C al
grupo IV. Sin embargo, el BN posee momentos dipolares locales debido a la diferencia en la
electronegatividad de los átomos de B y N, es decir, el enlace B-N contiene un componente
iónico [57, 58]. Esta polaridad puede alterar tanto las propiedades electrónicas como ópticas
del sistema al formar hetero-estructuras de C y BN debido al carácter de dicho orbital mole-
cular.
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FIGURA 2.7: (a) Ilustración de algunas estructuras hexagonales 2D. (b) Ejem-
plos de algunas funciones que pueden cumplir estos sistemas 2D en aplica-
ciones electrónicas, ópticas, y mecánicas (Imágenes tomada de la referencia
[21]).
Por ejemplo, posterior al descubrimiento del GE [34, 35], se observó que este presenta
propiedades excepcionales como: una gran resistencia mecánica [59, 60], buena conductivi-
dad eléctrica [35], alta conductividad térmica [61, 62, 59], transparencia óptica [63], alta inter-
face térmica [64], propiedades químicas y electroquímicas [65]. Por esta razón, este sistema
ha motivado a los investigadores a descubrir maravillosas aplicaciones como la capacidad
de refuerzo para adaptarlas a materiales poliméricos [66, 67]. Además, diferentes morfolo-
gías (nanosheets, nanoribbons, nanoporous dopados y sin dopar) desempeñan roles importan-
tes en la determinación de la fuerza y la resistencia al daño de estos refuerzos de carbono en
polímeros.
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Similarmente al GE, el hBN exhibe también extraordinarias propiedades mecánicas [68],
alta conductividad térmica [68], ancha banda estable [68], propiedades ópticas como absor-
ción ultravioleta (UV) y luminiscencia [69], piezoelectricidad superior [70], propiedades no
citotóxicas [71], y aplicaciones a altas temperaturas por su estabilidad a altas temperaturas
[72, 73]4. Para comparar en forma cuantitativa las propiedades del GE y hBN existen di-
versas tablas comparativas en la literatura [68, 75]. Adicionalmente, los BN se sintetizan en
varias categorías de forma similar al carbono, como los BNNTs, los nanosheets (BNNSs), los
fulborenos, los nanowires, las nanocintas de hBN (BNNRs, del inglés hexagonal boron nitride
nanoribbons), y nanoconos.
Técnicas experimentales de síntesis y caracterización
En estos años, se han desarrollado una gran variedad de técnicas experimentales tanto
para la síntesis como para la caracterización de estructuras hexagonales [9, 76]. La variedad
de métodos para sintetizar un gran tamaño de GE y hBN están siendo actualmente explora-
das al igual que la síntesis de hetero-estructuras de C y BN [55]. Mencionaremos algunos de
estos métodos universalmente utilizados por diferentes investigadores. Por ejemplo, la pre-
paración del GE puede ser clasificada en métodos físicos y químicos, incluyendo mechanical
peeling o exfoliación mecánica [16, 34, 35], molecular beam epitaxial o crecimiento epitaxial
[77], deposición química de vapor (CVD, del inglés Chemical Vapor Deposition) [78, 79], mé-
todo de descarga de arco [80], ablación láser [81], expansión térmica baja [82], corte desde
nanotubos [83], catálisis de metales [84], entre otros [85]. En los últimos años está habien-
do un progreso en el crecimiento directo de GE en sustratos semiconductores y aislantes
[79, 86]. La preparación de hBN también tiene rutas similares de síntesis al GE donde algu-
nos métodos incluyen síntesis de alta temperatura (descarga de arco y ablación láser [87])
y temperatura media-baja como: separación mecánica [88], CVD [89, 90], síntesis de exfo-
liación química [91], molienda mecánica [92], entre otras técnicas [87, 93]. Además, en la
presente década, los métodos de síntesis de hetero-estructuras 2D de C y BN, como BNC
(forma planar) y de GE/hBN (forma coplanar o forma apilada), se han convertido en un
tema candente de investigación, donde se desarrollan técnicas y métodos cada vez más con-
fiables y limpios de desorden, reconstrucción, o limpios de presencia de grupos funcionales.
Algunos de estos métodos de síntesis son: Wet transfer method [94], método de exfoliación
de fase líquida [95], método de transferencia en seco [96], CVD para hetero-estructuras de
BNC [97, 98, 99] y GE/hBN [100] o ambas [101, 99], método epitaxial de fase gaseosa [102],
método de co-segregación [103], deposición por sputtering [25, 99], entre otros.
En la misma línea, mencionaremos algunas de las técnicas utilizadas para caracterizar
experimentalmente estos sistemas (GE, hBN, BNC, y GE/hBN), como por ejemplo, la mi-
croscopía electrónica de barrido (SEM, del inglés Scanning Electron Microscopy) [78, 81, 87],
la microscopía electrónica de transmisión (TEM, del inglés Transmission Electron Microscopy)
[80, 86, 103], TEM de alta resolución (HRTEM, del inglés High Resolution TEM) [80, 87, 89, 98],
la microcopía de efecto túnel (STM, del inglés Scanning Tunneling Microscopy) [87], la espec-
troscopía Raman [86, 96, 102, 103, 97], la espectroscopía fotoelectrónica de rayos X (XPS, del
inglés X-ray Photoelectron Spectroscopy) [86, 95, 103], la difracción de rayos X (XRD, del inglés
X-ray Diffraction) [92, 104], la microscopía de fuerza atómica (AFM, del inglés Atomic Force
Microscopy) [86, 90, 94], entre otras. En este contexto, existen muchos reportes publicados so-
bre la medida experimental de las propiedades electrónicas, térmicas, mecánicas, etc, tanto
para el GE y hBN como fue comentado en la subsección anterior, y en menor grado para
las hetero-estructuras de BNC y de GE/hBN. Sin embargo, el hecho de que estas técnicas
4Los materiales basados en BN usados como refuerzos son buenos candidatos para diversas aplicaciones,
debido a su estabilidad en el aire o entornos oxidantes y altas temperaturas alrededor de 700 C◦ [74].
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experimentales son más precisas, prácticas y costosas, todavía enfrentan algunos desafíos
para caracterizar materiales y en especial a las hetero-estructuras hexagonales [76].
Vale la pena mencionar, que los métodos tanto experimental y computacional son usa-
dos para explorar diferentes mecanismos de caracterización [75, 104], e incluso en algunos
casos completa el estudio de la propia síntesis de materiales hexagonales [105]. En otras
palabras, las herramientas computacionales se convirtieron en un complemento necesario
que permite que la teoría y el experimento se confronten con resultados sin precedentes.
No obstante, la mejora de la capacidad computacional (velocidad de procesamiento) está
motivando a los investigadores a explorar y emplear diferentes métodos computacionales
como una alternativa viable a los experimentos costosos. Como se comentó, estos métodos
de simulación sirven también para caracterizar y son basados en los enfoques teóricos de la
mecánica cuántica y la mecánica clásica (véase el capítulo 3).
2.3. Propiedades físicas y de transporte
Hetero-estructuras 1D: CNT y BNNT
Los CNTs han sido y son aún sistemas promisorios para diversas aplicaciones desde
su descubrimiento experimental en la década de 1990 [33, 106, 107]5, debido a sus propie-
dades inusuales como: estructurales, mecánicas, térmicas, y de transporte [109, 7, 110], las
cuales dependen de su diámetro y quiralidad (n,m) [7]. En contraste, los BNNTs fueron
predichos teóricamente en 1994 [111, 112], y en los años posteriores estos fueron sintetiza-
dos [113, 114, 115]. Los BNNTs poseen alto modulo elástico [116], estabilidad térmica a altas
temperaturas y alta resistencia a la oxidación comparados con los CNTs [116, 73]. A pesar
de que los CNTs y BNNTs poseen una estructura similar, sus propiedades electrónicas son
distintas, es decir, los BNNTs son semiconductores con un bandgap amplio de ∼5.5 eV [111].
Este comportamiento es independiente de la quiralidad (n,m), del diámetro, y de diferen-
tes tensiones mecánicas [117]. Mientras que, los CNTs armchair (n, n) son metálicos con un
ancho de banda cero y los CNTs zigzag (n, 0) son semi-metales o semiconductores con un
ancho de banda finito alrededor de la energía de Fermi entre las bandas de valencia y con-
ducción [118, 7].
Por un lado, existen estudios previos sobre el transporte electrónico en CNTs con in-
fluencia del dopaje, donde el dopaje con átomos de B-N en los CNTs influye en las propie-
dades electrónicas al incorporar nuevos estados aceptores y estados donantes, generados
por el dopaje cerca del nivel de Fermi [119, 120]. Además, el magnetismo se ha predicho
en los hetero-nanotubos de C y BN, donde la polarización de espín generado en la región
de interface del dopaje conduce a la formación de estados ferromagnéticos itinerantes uni-
dimensionales [11]. No obstante, los estudios sobre hetero-nanotubos de C y BN están mos-
trando resultados excepcionales. Por ejemplo, Nevidomskyy y colaboradores estudiaron la
impureza sustitutiva del nitrógeno en los SWCNTs zigzag y armchair a través de cálculos
de DFT [121], reportando la formación de un enlace covalente entre las impurezas del N y
los átomos de C. A su vez, Yu y colaboradores investigaron las energías de formación de
5Es preciso comentar, que cuando una hoja de GE se enrolla y se une en un SWCNT, la curvatura también
puede romper la simetría de reflexión y aumentar la razón de dispersión de los fonones (ZA). Este efecto resulta
en una conductividad térmica decreciente cuando el diámetro de SWCNT se reduce a un valor crítico ∼1.5 nm
para una longitud de 3 µm [108]. Para diámetros por debajo de este valor crítico, se incrementa el confinamiento
de los fonones a lo largo de la circunferencia del SWCNT, aumentando la energía entre las sub-bandas de los
fonones y empujando los modos ópticos a frecuencias más altas [108]. En consecuencia, la dispersión entre
los modos ópticos y los modos acústicos se suprime en los SWCNT de diámetro pequeño, lo que aumenta la
conductividad térmica al disminuir el diámetro.
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SWCNTs zigzag con impurezas de sustitución de N, observando que estas energías depen-
den del diámetro del tubo, tal como las estructuras electrónicas dependen de los sitios que
ocupan dos átomos de N en el hexágono, por lo que los estados de las impurezas pueden
estar cerca o lejos del fondo de la banda de conducción [122]. Otros investigadores estu-
diaron el dopaje de B y N en SWCNTs (5, 5) y (8, 0) con una aproximación del método de
gradiente generalizado, donde determinaron que cuando se forman los dominios de B-N
en los SWCNTs, las energías de formación y energías cohesivas en el tubo aumentan con el
incremento del dopaje de B-N [119]. Es preciso mencionar que uno de los principales efec-
tos revelados en estos estudios es la posibilidad de modificar significativamente el bandgap
electrónico en un amplio rango variando la composición química en lugar de realizar modi-
ficaciones geométricas [123, 11, 120], como las generadas mediante tensión o compresión. A
pesar de muchas dificultades involucradas en su síntesis, los hetero-nanotubos de BNC se
han sintetizado con éxito mediante métodos como la descarga de arco [124], vaporización
por láser [125], CVD [126], entre otros.
Por otro lado, los reportes de la influencia del dopaje en el transporte térmico de CNTs
mencionan también una reducción tanto del coeficiente de transmisión de fonones como de
su conductancia térmica. Por ejemplo, Savic y colaboradores respondieron a un tema con-
trovertido sobre el origen de la reducción de observables en la conductividad térmica en los
CNTs y BNNTs desordenados por isótopos [127]. Ellos analizaron que los efectos de locali-
zación no pueden ser observados en las mediciones de la conductividad térmica, este efecto
se mostró como una consecuencia de la dispersión difusiva de fonones. Adicionalmente,
se encontró que los fenómenos de interferencia debido a la dispersión múltiple son impor-
tantes para las propiedades de conducción térmica de las muestras de alta concentración
de isótopos (10 %). Stewart y colaboradores examinaron el transporte térmico a través de
SWBNNTs (del inglés, Single-Walled Boron Nitride Nanotubes) utilizando un formalismo de
transporte de funciones de Green atomisticas a partir de cálculos DFT [128], desarrollaron
un modelo de dispersores independientes para defectos de 10B para dar cuenta de la dis-
persión de fonones mediante isótopos que se encuentran en los BNNTs puros. Encontrando
que dicha dispersión reduce el transporte de fonones a frecuencias muy altas. Otros trabajos
previos también obtuvieron información del coeficiente de transmisión de fonones, desde la
técnica de funciones de Green, para ilustrar un tratamiento de factibilidad de los fonones en
SWCNTs con defectos y con dopaje [129, 130]. Es preciso comentar que existe un dato muy
importante respecto a la conductancia térmica de fonones, el cual muestra un comporta-
miento lineal a temperaturas muy bajas, donde los fonones ópticos están congelados y solo
están presentes los fonones acústicos [131, 129, 132]. Este comportamiento corresponde a la
conductancia térmica cuantizada (4κ0 = 4[π2k2BT/3h]× modo acústico) en CNTs y BNNTs a
temperaturas bajas [133, 134].
Hetero-estructuras 2D: GNRs y BNNRs
Los materiales bi-dimensionales brindan alternativas fascinantes de aplicación y actual-
mente son candidatos idóneos para la manipulación de flujo térmico [135], sistemas como
el GE, hBN, dicalcogenuros de metales de transición (TMDC, del inglés transition metal di-
chalcogenides), entre otros, están atrayendo un gran interés a investigadores debido a sus
propiedades físicas modulables [16, 17, 18, 19]. Además, se ha demostrado que el GE mues-
tra una conductividad térmica demasiada alta entre 4800 y 5300W/m−K [136, 137], medido
experimentalmente y calculado teóricamente, excediendo a su contraparte macroscópica del
grafito (∼ 2000 W/m −K). Dicho resultado sugiere que el GE es una mejor opción para la
difusión de calor, a diferencia de los metales comúnmente usados [138]. Además, el hBN
es eléctricamente aislante y un conductor de calor a diferencia del GE que tiene una alta
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conductividad eléctrica y térmica. Estas propiedades del hBN, en combinación con el GE,
hacen que la hetero-estructura sea un excelente candidato como material de manipulación
del flujo térmico, incluso donde se requiere aislamiento eléctrico [139]. Experimentalmente,
se ha demostrado el primer rectificador o diodo térmico de tres terminales de estado sólido
basado en VO2 con rectificación del flujo de calor alto [140]. No obstante, existen otros re-
portes experimentales sobre rectificadores térmicos basados en CNT y BNNT con carga de
masa asimétrica [141], y de óxido de GE reducido [48], los cuales muestran una perspectiva
de que la realización de dispositivos térmicos con materiales basados en C y BN son tecno-
lógicamente viables. Avances experimentales más recientes en la rectificación térmica en la
nanoescala se discuten en la referencia de H. Liu y colaboradores [142].
Aunque la mayoría de estas investigaciones se han centrado naturalmente en el estudio
de sistemas puros, las hetero-estructuras 2D también ofrecen una nueva vía para el trans-
porte térmico modulado. Por ejemplo, las hetero-uniones de nanocintas o hetero-nanocintas
de GE/hBN coplanares se están estudiado ampliamente debido a la pequeña diferencia en
su parámetro de red (∼2 %) desde los precursores puros [26, 13, 27, 28]6, y la síntesis del
GE híbrido coplanar y monocapas de hBN se ha reportado con éxito en varios estudios
[27, 28]. En particular, reportan que las hetero-nanocintas de GE/hBN coplanares pueden
ser semimetálicas o semiconductoras, según la forma en que las GNRs están incrustadas
en la matriz del hBN [143]. Hong y colaboradores han encontrado, mediante el uso de si-
mulaciones de NEMD, que la resistencia térmica de la interface disminuye al aumentar la
longitud de la hetero-unión de GE/hBN, y a su vez aumenta al incrementar la deforma-
ción por tensión independientemente de la dirección del flujo de calor [144]. Sin embargo,
Chen y colaboradores han demostrado que la corriente de calor se extiende preferentemente
desde el dominio hBN al GE, lo que mejora la rectificación térmica en estas hetero-uniones
[13]. Este comportamiento también se observó en otros trabajos y se puede atribuir al efecto
de resonancia entre los modos vibracionales out-of-plane del GE y hBN en la región de fre-
cuencias bajas [13, 145], además reportaron recientemente la influencia de la interacción del
sustrato con las hetero-uniones [145]. También, reportaron un valor mínimo en la conducti-
vidad térmica en las super-redes de GE/hBN, utilizando las técnicas de funciones de Green
[146], donde el tipo de enlace (C-N o C-B) a lo largo de la interface controla sensiblemen-
te la probabilidad de dispersión entre los canales de transporte de fonones disponibles [147].
Adicionalmente, la conductancia térmica en la interface, la resistencia de Kapitza, la con-
ductividad térmica, y la rectificación térmica juegan un papel importante en la definición
de las propiedades de transporte térmico de hetero-uniones 2D. Algunas de estas hetero-
uniones 2D han sido estudiados tanto en trabajos teóricos como experimentales, por ejem-
plo en el GE/hBN [148, 149, 150, 151, 152, 13, 144, 153, 145], GE/SE (siliceno) [154, 155, 156],
GE/MoS2 [157, 158, 159, 153, 160], GE/GA (GE completamente hidrogenado) [161, 162, 163],
GE/WSe2 [164], y GE/BP (black phosphorene) [165, 166]. Además, la resistencia térmica del
contacto en hetero-uniones de GE/hBN fue calculada utilizando simulaciones NEMD, la
cual disminuye de 41 a 24 (10−11Km2W−1) cuando la temperatura media aumenta de 200
a 600 K, para una longitud de 40nm [144]. Asimismo, la conductancia térmica medida via
espectroscopía Raman en GE y hBN a temperatura ambiente es de 52.2 ± 2.1MW/m2K que
es ∼ 3 veces más grande que GE y MoS2 [153]. Por otro lado, Liu y colaboradores reportaron
que la conductancia térmica de la interface de la hetero-unión híbrida GE/SE aumenta con
la temperatura media pero también con la longitud hasta que alcanza un valor de satura-
ción de ∼ 250 MW/m2K a través de simulaciones de MD. Además, la rectificación térmica
6Las hetero-uniones basadas en nanocintas de GE, consisten en GNRs unidas coplanarmente a otros mate-
riales 2D.
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disminuye al aumentar la longitud y la temperatura media [155, 156]. En el sistema híbrido
MoS2/GE, la conductividad térmica se puede modular mediante factores como el acopla-
miento de la capa intermedia, la temperatura media y la superposición entre capas [151],
donde la conductividad térmica más alta es cinco veces más que en el MoS2 de una sola
capa a 300K. Por lo que, la monocapa de MoS2 exhibe bajas conductividades térmicas en el
plano y entre planos [160].
Sin embargo, las propiedades termoeléctricas de las hetero-estructuras de GE y hBN fue-
ron estudiadas por Chen y colaboradores, los cuales midieron la conductancia térmica de la
interface (7.4×106Wm−2K−1 [167]) y el transporte termoeléctrico (coeficiente Seebeck de -
99.3µV/K [168]) en hetero-uniones de GE/hBN mediante el uso de una técnica de bloqueo
de CA, y mediante el uso de la espectroscopía Raman midieron el gradiente de temperatura,
de modo que pudieron estudiar el transporte termoeléctrico producido en las interfaces de
las hetero-estructuras 2D. Estudios teóricos basados en NEFG, también reportaron que la
figura de mérito (ZT ) se puede mejorar incorporando hBN periódicamente en GNRs, com-
parados con los sistemas puros. La ZT de las hetro-uniones con bordes armchair es mejorada
de 10 a 20 veces, mientras que para los bordes zigzag se mejora 2 a 3 veces su valor [169].
Esta mejora proviene del aumento combinado del coeficiente de Seebeck y la reducción de
la conductancia térmica que supera la disminución de la conductancia eléctrica.
Estructuras 1D y 2D como sensores de moléculas
Adicional a todo lo anterior, los nanomateriales hexagonales 1D y 2D vienen siendo ele-
mentos útiles también para el uso en remediación ambiental. Por ejemplo, compuestos que
incluyen nanocintas de GE y nanopartículas (NPs) de magnetita (Fe3O4) son importantes
para la remoción de colorantes en sistemas acuosos [170], los CNTs de pared multiple hidro-
solubles funcionalizados con NPs de Fe también pueden remover componentes aromáticos
del agua [171], y NPs de magnetita cargadas en varias paredes de BNNTs son usadas para re-
mover arsénico en soluciones de agua [172]. Actualmente, estas hetero-estructuras híbridas
están ganando mayor atención como materiales novedosos para aplicaciones ambientales
debido a su versatilidad a diferencia del resto de contrapartes. Algunos reportes experimen-
tales mencionan que estos materiales a base de GE son buenos sorbentes fotocatalíticos para
la descontaminación ambiental, además de ser usados como membranas para el tratamiento
de la desalinización de agua [173, 174]. Asimismo, las GNRs y BNNRs con poros y gran área
superficial específica exhiben excelentes rendimientos de sorción para una amplia gama de
aceites, petróleo, iones de metales pesados, disolventes y colorantes [175, 176]. No obstan-
te, estas BNNRs porosas absorben aceites y disolventes orgánicos hasta 33 veces su propio
peso. La ventaja de estas BNNRs saturadas es que pueden limpiarse fácilmente, para su re-
utilización, por combustión o calentamiento al aire libre debido a su fuerte resistencia a la
oxidación [176].
Sin embargo, existen diversos reportes teóricos-computacionales donde se observan que
GNRs y CNTs pueden hacer la función de sensores de diferentes moléculas como CO, NO2,
CO2, NH3, CH4 y Ar. Por ejemplo, en los CNTs muestran propiedades electrónicas muy sen-
sibles a la adsorción de ciertas moléculas, es decir, que estas moléculas se adsorben débil-
mente en la superficie bajo un proceso de fisisorción, siendo los CNTs donantes o receptores
de carga [177]. También reportan que las propiedades electrónicas y de transporte de GNRs
con bordes armchair son sensibles a la adsorción de NH3, presentando un comportamiento
semiconductor de tipo n después de la adsorción de NH3. Otras moléculas de gas tienen
poco efecto sobre la modificación de la conductancia eléctrica de GNRs, pero son detectadas
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ligeramente [178]. Finalmente, comentar que las excelentes propiedades físicas de nanocin-
tas de hBN en estado puro, con defecto, dopado, o funcionalizados crean oportunidades
para potenciales aplicaciones en diferentes campos, particularmente en aquellos que invo-
lucran procesos de adsorción de diversas moléculas [179, 180, 181]. No obstante, algunos
estudios teóricos muestran las ventajas de hBN puro para la adsorción de moléculas como
CO2 [182], CO [183], radicales CHO [184], quitosán [185], y formaldehído [179].
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Capítulo 3
Principios teóricos de métodos
computacionales
La comprensión científica de un fenómeno presente en la naturaleza o algún descubri-
miento implica primeramente la formulación de una teoría para explicar dicho fenómeno1,
luego un planeamiento y ejecución de experimentos para probar la teoría, posteriormen-
te una retroalimentación de los resultados experimentales para mejorar dicha teoría. Este
proceso se conoce como el método científico y forma parte central en cualquier descubri-
miento o avance científico. Pero a la par existe otro actor importante en este engranaje, el
cual complementa el método científico y es la simulación. La simulación se ubica en la inter-
sección entre teoría y experimento (Teoría⇋Simulación⇋Experimento). Se puede ver que la
simulación engloba aspectos como diseño y modelamiento de un sistema real, además de la
ejecución de un software apropiado y la recopilación de resultados (un experimento virtual).
En general, la simulación brinda ideas adicionales que a menudo son prácticamente impo-
sibles de realizar mediante las técnicas experimentales, facilitando una solución numérica
cuando los cálculos analíticos son prácticamente imposibles.
En general, la simulación de materiales por métodos computacionales está ayudando a
obtener un mejor entendimiento del comportamiento de los materiales a escalas atómicas
y/o moleculares, debido a que esta área2 viene generando avances impresionantes en el es-
tudio de las propiedades de los materiales con aplicaciones en la industria, desde escalas
atómicas hasta la multiescala [186, 187]. Además sus diversos métodos empleados depen-
diendo del nivel de complejidad, con el tamaño y tiempo de simulación (véase la figura 3.1),
ayudan a determinar las propiedades físico-químicas de diversos materiales, y en otros casos
ayudan a predecir y verificar algunos experimentos sobre la síntesis de estos materiales. En
el presente trabajo de tesis se ha utilizado tres métodos para el estudio de hetero-estructuras
hexagonales 1D y 2D, como son DFT, DFTB y DM.
3.1. Aproximaciones de primeros principios
Los métodos Ab-initio o de primeros principios cubren todos los enfoques que parten di-
rectamente de las leyes físicas bien establecidas sin imponer modelos arbitrarios específicos
al sistema real o forzar aproximaciones que requieran ajustes de algunos parámetros. Por lo
que, dentro del marco de la Física del Estado Sólido, las propiedades del material provienen
de su estructura y composición, que a la par se reduce en resolver la ecuación del sólido, es
1Vale comentar que existen teorías físicas que carecen aún de la experimentación, como en el escenario de
la búsqueda de la unificación que describa toda la física fundamental. En otros casos, la experimentación es
reemplazada por la observación como son en las teorías físicas que ayuda a estudiar el universo.
2Área multidiciplinaria que comprende la Física aplicada, Ciencia de materiales, Química, e Ingeniería.
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FIGURA 3.1: Ilustración de los métodos computacionales populares en ciencia
de materiales esquematizados en diferentes escalas de tamaño y tiempo.
decir, resolver el problema de muchos cuerpos que incluye un grupo enorme de electrones
y núcleos atómicos.
3.1.1. Aproximación de Born-Oppenheimer
El Hamiltoniano que describe a un sólido, como a un sistema finito, está constituido por
M núcleos, cada uno ubicado en la posición Rk, que tiene carga electrónica Zk, masa Mk y







































Los términos presentes en el Hamiltoniano son: la energía cinética de los electrones, la
energía cinética de los núcleos, el potencial atractivo Coulombiano entre electrones y nú-
cleos y los potenciales repulsivos Coulombianos entre electrones y entre núcleos. Vale la
pena aclarar, que por simplicidad este Hamiltoniano no es relativista3, y que por el momen-
to se han omitido términos relacionados con el espín (σ). Sin embargo, el estado de dicho
sistema se puede determinar resolviendo la ecuación de Schrödinger (ĤΨn = EnΨn), donde
Ψn es una función de onda completa de muchos cuerpos del estado del sistema con energía
En. Además esa función o vector de estado depende de las coordenadas de todas las partí-
culas, Ψn(Rj , ri).
3Los efectos relativistas significativos se presentan en átomos pesados, pero estos pueden ser incorporados
en la construcción de los pseudopotenciales de los métodos basados en DFT.
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Además, debido a la naturaleza electrostática de todas las interacciones en el sistema,
las fuerzas en ambos electrones y núcleos son del mismo orden de magnitud, debido a que
los núcleos son típicamente más masivos en órdenes mayores que los electrones4. Es decir,
estos se mueven con velocidades mucho más pequeñas y por eso las escalas de tiempo del
movimiento nuclear y electrónico deben estar bien separadas. Esta separación es conocida
como aproximación adiabática o Born-Oppenheimer [188]. El cual permite encontrar el es-
tado fundamental electrónico bajo el supuesto de que los núcleos son estacionarios (frozen) y
luego evaluar la energía del sistema y así resolver el problema del movimiento nuclear. Por
lo que despreciamos la energía cinética nuclear y los términos de interacción núcleo-núcleo.






















= T̂ + V̂int + Vext (3.2)
Aproximación de Hartree-Fock
El problema de muchos cuerpos se va simplificando en comparación con la ecuación
(3.1), pero debido a la naturaleza propia de las interacciones electrón-electrón, todavía es
demasiado complicado para ser resuelto completamente. A fin de simplificar aún más este
problema, en lugar de tratar el movimiento de N electrones en el potencial iónico de los Nn
núcleos, se puede adoptar una aproximación de campo medio reemplazando con un poten-
cial efectivo, Veff , la interacción entre un electrón y todos los restantes. Esta aproximación
conduce al esquema de la no interacción, es decir, el sistema de N electrones se convierte en
un conjunto de electrones sin interacción, donde cada electrón se mueve en la densidad pro-
mediada del resto. Con esto, el Hamiltoniano no posee el término explícito de interacción
electrón-electrón.
Entonces, el potencial efectivo o potencial de Hartree proviene de la interacción repulsi-
va Coulombiana entre cada electrón y el campo medio [189, 190]. Por lo que, ahora podemos





donde fi es la distribución de Fermi-Dirac, σ pertenece al conjunto de espines ↑, ↓. Además,
Veff es definido como la interacción de Coulomb promediada, y el Hamiltoniano de la ecua-
ción (3.2) puede reescribirse como:




′ + Vext (3.3)
Esta aproximación fue propuesta por D. R. Hartree en 1927, y la verdadera función de
onda de N electrones, Ψ(ri, σi), se reemplaza por un producto de funciones de onda de un








En consecuencia, la solución de la ecuación de Schrödinger para el Hamiltoniano (3.3)
requiere un conocimiento previo de la densidad electrónica ρ(r). Por lo tanto, se debe em-
plear un procedimiento iterativo y construir un potencial efectivo a partir de la densidad
electrónica obtenida en el paso anterior, es decir, se comienza con la primera consideración
4Para el hidrogeno es 1836 veces y para los semiconductores es 10000 veces.
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inicial ρ(r). Por lo tanto, este algoritmo continúa hasta que se alcanza la auto-consistencia.
Por otro lado, la factorización de Hartree de la ecuación (3.4) claramente no tiene en cuenta
la antisimetría de las funciones de onda fermiónicas, por lo que, descuida totalmente las in-
teracciones de intercambio que provienen del principio de exclusión de Pauli5. La solución
para esto es definir la determinante de Slater, lleva el nombre de J. C. Slater, quien introdujo
la determinante en 1929 como un medio para garantizar dicha condición antisimétrica [191],
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Esto nos conlleva a la aproximación hecha por Hartree y Fock en 1930, ellos expresa-
ron de mejor manera el método de Hartree para que las piezas faltantes puedan describirse
correctamente con el principio variacional [192, 193, 194]. Siguiendo esta aproximación de
Hartree-Fock, el Hamiltoniano de la ecuación (3.3) contiene un término de intercambio adi-
cional, V i,σX , que es dependiente del estado y que suaviza el potencial efectivo, Veff , cuando
se tiene espines iguales:















Definitivamente, la aproximación de Hartree-Fock produce ecuaciones difíciles de re-
solver, pero para algunos casos especiales como: átomos esfericamente simétricos y el gas
homogéneo de electrones, sigue siendo una aproximación de campo medio que no necesa-
riamente explica adecuadamente el movimiento correlacionado de los electrones. Para corre-
gir adecuadamente dicha correlación faltante, se propusieron varios métodos post-Hartree-
Fock6 [195, 196, 197], donde son usados ampliamente en Química cuántica computacional.
Vale la pena comentar que una alternativa a los cálculos de Hartree-Fock (posterior a la
aproximación adiabática) es la teoría del funcional de la densidad (DFT, del inglés density
functional theory), en esta teoría podemos resolver el problema de un sistema deN electrones
interactuantes basados en los principios de la mecánica cuántica y la densidad electrónica.
Este enfoque es muy útil y bastante popular en la comunidad de la ciencia de materiales,
porque es posible calcular la energía, la estructura electrónica, la optimización de la geome-
tría, etc [198, 199]. No obstante, las expresiones para las energías de intercambio-correlación
de los electrones son tratadas de una manera aproximada.
3.2. Teoría del funcional de la densidad
La observación fundamental, que condujo a una de las teorías más populares y exitosas
en la comunidad de la Física, Química, y Ciencia de materiales y que hoy en día se utiliza
ampliamente, es referida a que cualquier propiedad de un sistema de partículas que inter-
actúan en un potencial externo puede describirse mediante una funcional de la densidad
electrónica del estado fundamental. Es conveniente mencionar que P. Hohenberg y W. Kohn
5Además, el método de Hartree no toma en cuenta las energía de intercambio-correlación provenientes de la
naturaleza del sistema de N electrones.
6Algunos de estos enfoques son: la teoría de perturbaciones de Møller-Plesset, el campo autoconsistente
multi-configuracional, coupled cluster, configuration interaction, entre otros.
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dieron en 1964 la prueba de la existencia de tales funcionales [200], pero sin ninguna suge-
rencia sobre la metodología a seguir para su implementación. Posteriormente, W. Kohn y
L.-J. Sham produjeron un marco interesante en 1965, donde el problema intratable de mu-
chos cuerpos de los electrones que interactúan en un potencial externo estático se reduce a
un problema manejable de electrones no interactuantes que se mueven en un potencial efec-
tivo [201].
Vale la pena mencionar que el desarrollo de los métodos computacionales, paralelo al
desarrollo de la DFT, hicieron posible muchas aplicaciones en el campo de la química, cien-
cia de materiales y diseño de farmacos, otorgando el premio nobel de química en 1998 a
Walter Kohn (conjuntamente a John Pople). Actualmente, la simplicidad del método ha he-
cho posible estudiar la estructura electrónica de diversos sistemas cuánticos multipartículas
convirtiendose en una potente metodología de cálculo.
Teoremas de Hohenberg-Kohn
Los teoremas de Hohenberg-Kohn se relacionan con cualquier sistema que consiste en
electrones que se mueven bajo la influencia de un potencial externo.
Teorema 1.- Para cualquier sistema de partículas que interactúan en un potencial ex-
terno, Vext, se puede determinar la energía del sistema de una manera única en función de
la densidad electrónica del estado fundamental, ρ(r). Lo que significa que el Hamiltoniano
también está completamente determinado.
Teorema 2.- Una funcional universal para la energía del sistema, E[ρ] = T [ρ] + V [ρ], se
puede definir en términos de la densidad electrónica correspondiente a cualquier potencial
externo y para el cual el estado fundamental exacto del sistema es el mínimo global de la
funcional. La densidad que minimiza la funcional es la densidad electrónica exacta del esta-
do fundamental, E[ρ] ≥ E[ρ0].
Utilizaremos una formulación alternativa para dar una definición operacional de la fun-
cional. La energía total para el estado del sistema de partículas, Ψ, puede escribirse como:




También se puede definir una única energía más baja para una densidad electrónica par-










3r = F [ρ(r)] + Eext (3.8)
La primera parte de la ecuación anterior define la función de Levy-Lieb [202, 203],F [ρ(r)],
que no depende del potencial, Vext. Además, la forma analítica exacta de esta funcional no
se conoce, pero podemos expresarla en términos de la energía cinética de un gas de elec-
trones libres sin interacción, Tgas, del término de Hartree de la auto-interacción, EH , y de
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la energía de intercambio-correlación del sistema de N electrones, EXC7, todos los términos
















Aquí se puede expresar la última relación como: F [ρ] = Tgas[ρ] +EH [ρ] +EXC [ρ], donde
EXC denota la densidad de energía del intercambio-correlación por partícula y que describe
los efectos cuánticos, como el intercambio y correlación de los electrones.
3.2.1. Aproximaciones a la funcional de intercambio-correlación
Con lo expuesto anteriormente, la principal dificultad ahora es aproximar correctamente
el término EXC como una función local o casi local de la densidad electrónica. Sin embar-
go, a lo largo de estos años se han desarrollado diversas aproximaciones y una de ellas está
basada en la densidad electrónica local. En otras aproximaciones se usa una variante relati-
vamente simple a esta, incorporando componentes cada vez más complejas que tengan en
cuenta el entorno y que imiten las características de la funcionalidad verdadera y exacta de
la interacción de los N electrones [199]. Es así que, algunas de esas aproximaciones pueden
ser bastante sofisticados y diseñados para enfrentar problemas muy específicos. Por ejem-
plo, la aproximación de ladder de Jacob para la energía de intercambio-correlación como una
funcional de la densidad electrónica [205]. A continuación se expone dos aproximaciones
comúnmente usadas en la comunidad científica.
Aproximación de la densidad local
La aproximación LDA (del inglés Local Density Approximation) es la forma más simple y
ha sido propuesta por Hohenberg, Kohn, y Sham [200, 201]. En la cual, se supone que EXC
es idéntico a la densidad de energía del intercambio-correlación correspondiente a un gas de
electrones homogéneo de la misma densidad EgasXC . Mientras que la fórmula analítica para la
densidad de energía de intercambio, EgasX , del gas de electrones homogéneo es proporcional
a ρ1/3, y la parte de la correlación, EgasC , puede ser aproximada a la funcional de correlación
de Wigner [206]. Además, esta funcional del modelo de gas de electrones homogéneo puede
ser calculada por medio de simulaciones cuánticas de Monte Carlo [207], o estimando varias
formas analíticas del tipo Perdew-Zunger [208], y del tipo Vosko-Wilk-Nusair [209]. Por otro
lado, la noción de localidad se deriva del hecho de que la funcional en un punto dado está
completamente definido por la densidad electrónica en ese punto en particular. La apro-
ximación LSDA (del inglés Local Spin Density Approximation) es una generalización simple
para el espín a partir de la aproximación LDA, con una densidad de espín ρσ, expresada de
la siguiente manera:
ELSDAXC [ρ↑, ρ↓] = E
gas
XC [ρ↑, ρ↓] ≡ E
gas
X [ρ↑, ρ↓] + E
gas
C [ρ↑, ρ↓] (3.10)
El rango de los efectos de correlación-intercambio en la aproximación local para las den-
sidades electrónicas típicas en sistemas cristalinos es relativamente corto. Esta asunción es
especialmente válida para los metales de electrones casi libres que se describen razonable-
mente en términos del modelo básico del gas de electrones. Sin embargo, es de esperar re-
sultados deficientes para los sistemas con electrones más localizados, como algunos metales
de transición, y donde el magnetismo juega un papel muy importante.
7En realidad, las energías EXC (EXC ∼= EX + EC ) están asociadas; una a la naturaleza antisimétrica de la
función de onda con respecto al intercambio de coordenadas de dos electrones (EX ), y la otra representa la parte
correlativa de los términos de interación cinético y de interacción electrón-electrón (EC ), respectivamente [199].
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Aproximación del gradiente generalizado
Vale la pena comentar, que en diferentes materiales complejos la precisión de la apro-
ximación LSDA/LDA para sistemas con densidad de electrones altamente no homogéneo
puede corregirse teniendo en cuenta en primer lugar el gradiente de la densidad electrónica,
∇ρ. Sin embargo, la parametrización de la funcional de correlación-intercambio parece ser
insuficiente en algunos casos y no conduce a una mejora consistente para la aproximación
LSDA/LDA, que a veces produce resultados erróneos o incompletos [210], es decir, la ex-
pansión del gradiente en ordenes menores se da solo en términos de ρ y de su magnitud
|∇ρσ|, evaluada en cada punto [211]. La solución a esta dificultad es la expansión del gra-
diente generalizado (GGA, del inglés Generalized Gradient Approximation), donde se introdu-
ce la funcional especial sin dimensiones, FXC [ρ, |∇ρ|, ...], para modificar el comportamiento
de los gradientes de densidad mayores [212]:
EGGAXC [ρ↑, ρ↓] = E
gas
X [ρ↑, ρ↓]FXC [ρ↑, ρ↓, |∇ρ↑|, |∇ρ↓|, ...] (3.11)
Además, la parte del término de intercambio del factor de la aproximación GGA, FXC ,
puede expresarse en términos del radio de Seitz, rs, que es igual a la distancia promedio
entre electrones y los gradientes de densidad reducida adimensionales de orden k-ésimo
definidos como [210, 204]: sk =
|∇kρ|
(2kF )kρ





Posteriormente, se han propuesto numerosas expresiones para el factor de mejora de la
aproximación GGA. Por ejemplo algunos de ellos son: Perdew y Wang (PW91) [213], Lee,
Yang y Parr (BLYP) [214], y Perdew, Burke y Enzerhof (PBE) [212].
En consecuencia, después de revisar estas dos aproximaciones a la funcional de ECX ,
ahora se comenta brevemente sobre la manera adecuada para la elección de una aproxi-
mación de intercambio-correlación [204]. Primero, las funcionales GGA se consideran co-
múnmente como una mejora con respecto a la LDA [205], pero la elección potencial de la
funcional de correlación-intercambio principalmente depende del sistema estudiado y de
sus propiedades particulares. Por ejemplo, la LDA tiende a sobreestimar la fuerza del en-
lace, lo que lleva a constantes de red subestimadas y los módulos de bulk sobrestimados.
Mientras que GGA exhibe un comportamiento opuesto [215]. Esta tendencia puede expe-
rimentarse particularmente en el caso de los metales magnéticos con orbitales 3d, debido a
que la magnetización depende en gran medida de las distancias atómicas y disminuye con
la contracción de la red. Un ejemplo muy conocido es el caso del diagrama de fase del Fe,
donde los cálculos LDA indican que la fase más estable debe ser la fase FCC paramagnéti-
ca en lugar de BCC ferromagnética. Sin embargo, no existe una regla general que permita
elegir de manera inequívoca la funcional de intercambio-correlación para un sistema deter-
minado, aparte de la comparación con los resultados y datos experimentales disponibles.
Particularmente, la elección de una parametrización también es importante cuando hay un
considerable efecto entre los componentes del intercambio y de la correlación sobre la pre-
cisión del resultado donde clases específicas de interacción juegan un rol muy significante
[216]. La aproximación GGA se viene aplicando con éxito en la mayoría de casos para el
estudio de nanomateriales complejos [217, 218, 219, 220], y la parametrización de Perdew-
Burke-Ernzerhof (PBE) para la funcional GGA se considera universal [212], por lo tanto, esta
aproximación GGA no está diseñada específicamente solo para sólidos y/o moléculas.
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3.2.2. Ecuaciones de Kohn-Sham, bases y pseudopotenciales
No obstante, los anteriores intentos de utilizar la densidad electrónica sin la adecuada
implementación de las funciones de onda en los cálculos de primeros-principios no tuvieron
mucho éxito. La razón principal se debe a que la energía cinética de los electrones siempre
quedaba mal escrita en términos de la densidad electrónica. Ahora, según los teoremas ex-
puestos líneas arriba, Kohn y Sham construyeron un enfoque relativamente diferente, el cual
consistía en reemplazar un sistema real de N electrones interactuantes con un sistema ficti-
cio de un único electrón (one-particle) sin interacción, con la condición de que ambos sistemas
expresen la misma densidad electrónica del estado fundamental. Por lo que, combinando la
ecuación (3.8) con la (3.9), la energía se puede expresar como una suma de los siguientes
términos:
EKS = Tgas[ρ] + Eext + EH [ρ] + EXC [ρ] (3.13)
La solución del estado fundamental para el sistema ficticio se puede encontrar a través
del principio variacional de la última relación, minimizando EKS con respecto a un conjun-




















donde los términos son: δTgasδψσ∗i = −
1
2∇2ψiσ , δEextδρ = Vext, y
δρ
δψσ∗i
= ψσi . Sin embargo, ha-
ciendo uso del método de multiplicadores de Lagrange, λσi , para satisfacer las restricciones
de ortonormalidad de los vectores de estado ψσi , podemos escribir las ecuaciones de Kohn-












ψσi = 0 (3.15)













∇2 + Veff − λσi
)
ψσi = 0 (3.17)
Por ahora, las anteriores ecuaciones definen un potencial efectivo de Kohn-Sham, Veff ,
compuesto del potencial externo, el término de Hartree, y el potencial VXC definido como
una derivada funcional, VXC = δEXC/δρ(r). Con ello, la ecuación del sistema de N elec-
trones interactuantes se simplifica a un sistema imaginario no interactuante de un único
electrón, donde las aproximaciones LDA y GGA generan el VXC y por consiguiente el Veff
como función de la densidad electrónica en un punto determinado. Es decir, las ecuaciones
de Kohn-Sham (3.17) define un conjunto de ecuaciones de Schrödinger acopladas para par-
tículas independientes en un potencial efectivo que depende auto-consistentemente de la
densidad electrónica. Por lo tanto, el algoritmo para resolver este conjunto de ecuaciones re-
quiere un procedimiento iterativo como fue descrito según el enfoque de Hartree (discutido
líneas arriba). La figura 3.2 muestra un esquema de procedimiento típico del cálculo de DFT
mediante el ciclo iterativo y auto-consistente de la propia teoría DFT.
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Conjetura inicial: ρ0(r)
Evaluar el potencial efectivo
Veff (r) = Vext(r) +VH(ρ(r)) +VXC(ρ(r))




∇2 + Veff (r)
]
ψi(r) = λiψi(r)












Elegir la nueva densidad electrónica
ρnew(r) = αρ+ (1− α)ρ
FIGURA 3.2: Diagrama del algoritmo auto-consistente para solucionar las
ecuaciones de Kohn-Sham mediante un procedimiento iterativo.
A continuación se menciona que en cada paso del algoritmo existen algunos detalles a
tomar en cuenta. Por ejemplo, en el primer paso, la adecuada conjetura de la densidad elec-
trónica inicial, ρ0, facilita la convergencia, pero también depende del problema a estudiar.
Podemos conjeturar de una manera simple, es decir, superponiendo las densidades de carga
de los átomos aislados, mediante algún conocimiento químico a priori, de la iteración pre-
via no convergente o de los cálculos ejecutados para una geometría ligeramente diferente
[221, 222]. Posteriormente, en el calculo del potencial efectivo, este se construye utilizando
la funcional de intercambio-correlación seleccionada, que contiene el término de Hartree y
el potencial externo de los núcleos. Los potenciales nucleares Coulombianos generalmente
se reemplazan por pseudopotenciales iónicos que toman en cuenta los efectos del apanta-
llamiento (screening) de los electrones cerca al núcleo que están estrechamente unidos, de tal
manera que esos electrones son excluidos de los cálculos explícitos.
Asimismo, el paso computacional más costoso es la solución numérica de la ecuación de
Kohn-Sham para un potencial de prueba determinado por la densidad electrónica inicial,
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ρ0(r). Este procedimiento implica la expansión de los vectores propios, ψi(r), en términos
de una base de funciones, donde esta base presenta algunas propiedades particulares del
espacio de funciones. La elección de una base conduce a descripciones distintas pero equi-
valentes de la estructura electrónica subyacente. Vale aclarar que cada elección tiene sus
ventajas, desventajas y restricciones de su aplicación [223]. El siguiente paso es usar las so-
luciones de la ecuación de Kohn-Sham, HKSψi = λiψi, y calcular en la próxima iteración
la densidad electrónica, ρ(r), y repetir los pasos anteriores (como el cálculo del potencial
efectivo y la resolución de la ecuación de Kohn-Sham) hasta obtener la auto-consistencia en-
tre las densidades electrónicas después de la iteración ρ y antes de ella ρ0. La convergencia
generalmente es verificada a través de la condición: max(ρij , ρij0 ) < T , donde este valor es
evaluado con los elementos de la matriz de densidad ρij . Y la tolerancia elegida, T , determi-
na la precisión de los cálculos.
Finalmente, si no se alcanzó la auto-consistencia, se elige una nueva densidad electróni-
ca, ρnew. La forma en que se realiza la elección puede afectar seriamente la convergencia y
la posibilidad de lograr la auto-consistencia rápidamente. La forma más simple del proce-
dimiento de cálculos DFT es la de mezclar (mixing) la densidad de la forma lineal, como se
observa en la figura 3.2. Al respecto, se han desarrollado varios esquemas de mezcla numé-
rica, como el método modificado de Broyden [224, 225], y la mezcla de Pulay [226].
Bases
La solución de las ecuaciones de KS implica encontrar los vectores propios (orbitales de
KS) y los valores propios respectivos, el procedimiento para obtener un orbital es expandir
los vectores propios en términos de funciones conocidas. El conjunto de tales funciones φj





La base se puede elegir de varias maneras, cada una con algunas ventajas y desventajas.
Los criterios más importantes para la elección de la base adecuada incluyen: completitud
asintótica, complejidad computacional, eficiencia y precisión de los cálculos, simplicidad
conceptual y facilidad de implementación. Adicionalmente, varias representaciones exis-
tentes se pueden clasificar en tres grupos:
§ Onda plana y grillado.- Este esquema es muy utilizado debido a su simplicidad con
las transformadas de Fourier y generalidad al no hacer suposiciones respecto a los
vectores propios. Sin embargo, se necesitan cientos de ondas planas por átomo para
lograr una buena precisión. El grillado del espacio real es una alternativa atractiva
para sistemas finitos. Algunos códigos conocidos que usan esta representación son:
Quantum-Espresso, VASP, ABINIT.
§ Bases localizadas.- La desventaja del esquema de onda plana es la localización acom-
pañada de una interpretación física directa, que es un punto fuerte de los esquemas lo-
calizados. Un ejemplo básico es la base de orbitales de tipo atómico localizados LCAO
(del inglés, Linear Combination of Atomic Orbitals. El enfoque de LCAO está estrecha-
mente relacionado con el método de Slater-Koster Tight-Binding, y carece de reglas
para seleccionar funciones de base adecuadas. Por el contrario, existen varios esque-
mas de representación: por ejemplo, orbitales de base Gaussiana, orbitales de Slater u
orbitales numéricos atómicos, entre otros. Algunos códigos conocidos que usan esta
representación son: Gaussian, SIESTA (linear-scaling).
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§ Esferas atómicas.- Es un esquema más general que ofrece una descripción híbrida con
funciones que varían suavemente entre los átomos y una representación eficiente cerca
a los núcleos. Los ejemplos de este grupo son los métodos de Korringa-Kohn-Rostoker,
aproximación de Augmented Plane Waves y los orbitales muffin-tin. Estos métodos son
también precisos en cálculos DFT, en contraste, no son lineales y son numéricamente
costosos. Algunos códigos conocidos que usan esta representación son: WIEN2K, ELK.
Pseudopotenciales
Como se ha estado discutiendo, los sistemas sólidos y finitos típicos contienen dos ca-
tegorías básicas de electrones, los cuales son: (i) Electrones del núcleo.- Estos electrones
están ligados estrechamente a los núcleos por lo que no participan del enlace químico (quí-
micamente inerte). Además, están descritos por funciones de onda localizadas en niveles
de energía muy profundos. (ii) Electrones de valencia.- Son electrones de la capa exter-
na responsables de la formación de enlaces químicos, casi deslocalizados (como un gas de
electrones en metales con orbitales simples) y con mayor influencia en las propiedades del
material.
Sin embargo, debido a que el potencial nuclear genera una influencia fuerte en los elec-
trones cerca al núcleo, tuvierón la idea en los esquemas DFT de excluir los electrones del
núcleo de los cálculos y explicar su efecto mediante la construcción de pseudopotenciales
efectivos. En este procedimiento, las funciones de onda de todos los electrones, ψi, se reem-
plazan por funciones de pseudo-funciones de onda, ψpseudoi , que son idénticas inicialmente,
es decir, fuera de la región del núcleo. El detalle principal es generar un reemplazo adecuado
para mantener la precisión y la transferibilidad de la solución completa. Por consiguiente,
existen varios requisitos para construir un pseudopotencial adecuado, y se encuentran en
los diversos códigos conocidos de DFT.
Software para cálculos DFT
El método computacional DFT, basado en la teoría expuesta líneas arriba, es compatible
con muchos paquetes de software de Química cuántica y ciencia de materiales, y a menudo
se presenta junto con herramientas adicionales para que pueda ser de amplio uso. Los diver-
sos códigos basados en DFT incluyen tanto software de código abierto como comerciales. La
mayoría de ellos son códigos con diversos paquetes, y frecuentemente contienen varios pro-
gramas separados que se han desarrollado en el transcurso de los años. Algunos ejemplos
de estos códigos muy populares son: Quantum ESPRESSO, SIESTA, WIEN2k, VASP, entre
otros.
El trabajo presentado en esta tesis, relacionado con este tipos de cálculos DFT, emplea
exclusivamente Quantum ESPRESSO [227], que es un conjunto integrado de código abierto
para cálculos de optimización, estructura electrónica y modelado de sólidos y materiales en
la nanoescala, se basa en ondas planas y diversos pseudopotenciales.
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El método DFT basado en Tight-Binding (DFTB, del inglés Density Functional Tight-Binding)
en combinación con las funciones de Green fuera del equilibrio (NEGF, del inglés Non-
equilibrium Green’s Functions) hacen un método cuántico poderoso para el transporte elec-
trónico y térmico en un régimen balístico para nanomateriales de regular tamaño (>1000
átomos) a diferencia del método DFT. En la siguiente subsección primero se presenta el
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formalismo de las NEGF para el transporte cuántico y posteriormente se revisa el método
DFTB.
Además, es preciso comentar que cualquier método DFT o basado en el, necesita de una
implementación adicional para realizar cálculos de transporte electrónico o térmico (como
funciones de Green [228], funciones Wannier [229], o la ecuación de transporte de Boltz-
mann [230]). Sin embargo, a manera de revisión sería recomendable conocer sobre algunas
extensiones útiles que se vienen usando con el método DFT (véase el apéndice B).
3.3.1. Funciones de Green fuera del equilibrio
En la aproximación clásica, el cálculo de la conductividad térmica que aparece en la ley
de Fourier es fundamental e importante para comprender las propiedades de los materia-
les, a su vez esta ley es implementada para simulaciones de dinámica molecular clásica
fuera del equilibrio [231]. Sin embargo, cuando consideramos cálculos basados en la mecá-
nica cuántica con fonones, la tarea no es nada trivial y el primer enfoque para el transporte
térmico fue usar la ecuación de Boltzman para fonones. Además, los primeros trabajos se
centraron principalmente en materiales macroscópicos con varios grados de libertad y re-
des periódicas [232]. En los últimos años, se ha prestado más atención al transporte térmico
en materiales de baja dimensión, como los CNTs y las uniones moleculares [3, 233], donde
el concepto de fonones desarrollado para las redes periódicas es algo difícil de aplicar si
un sistema no posee un vector de traslación. Sin embargo, existen varios métodos similares
para el transporte cuántico en nanomateriales. Primeramente, la formulación de Landauer
es una descripción simple y clara del transporte de portadores en un régimen puramen-
te balístico a bajas temperaturas [234, 235]. También existen otros enfoques con diferentes
aproximaciones [236, 237, 238], como la descripción basada en matrices de densidad. Una
de las características de las teorías existentes es que funcionan en el régimen balístico o en el
régimen difusivo, pero no en ambos. Es bastante difícil tener una teoría completa que pueda
abarcar ambos regímenes, aparte de los tratamientos fenomenológicos [239, 240]. El método
de las funciones de Green fuera del equilibrio (NEGF)8 es un método bastante efectivo pa-
ra calcular las propiedades del estado estable de un sistema finito conectado por contactos
semi-infinitos, este método ya se ha adaptado con éxito para estudiar las propiedades de
transporte electrónico [243, 244, 228].
En ese sentido, la aplicación al transporte térmico es relativamente nuevo, donde el for-
malismo NEGF es un intento riguroso de ser una teoría completa, debido a su desarrollo
dentro de la teoría cuántica de campos [245, 246]. El método de las NEGF fue iniciada por
J. Schwinger en un artículo interesante que aborda el movimiento Browniano de un oscila-
dor cuántico [247]. El siguiente desarrollo importante para NEGF se debió a L. P. Kadanoff
y G. Baym en 1961 [248], donde el objetivo principal fue derivar las ecuaciones cinéticas
cuánticas. L. V. Keldysh demostró que la expansión es posible incluso para procesos fuera
del equilibrio [249], donde la idea clave de este método NEGF es el orden del contorno. Un
artículo adicional en este esquema sobre el tratamiento del transporte con NEGF es el de C.
Caroli [250], donde por primera vez se mostró una fórmula explícita para el coeficiente de
transmisión en términos de las funciones de Green. Vale la pena indicar, que algunas revi-
siones anteriores en esta área se encuentran en las referencias [251, 252, 253], y revisiones
recientes sobre el método NEGF, tanto para el transporte electrónico y fonónico, se puede
encontrar en las referencias [254, 255], claro está sin dejar de lado el estudio de estructuras
grafíticas [256, 129, 257]. Por otro lado, ya se han hecho varias formulaciones alternativas
8Las funciones de Green del equilibrio (EGF, del inglés Equilibrium Green’s Functions) tienen también una
amplia aplicación en la física de la materia condensada y están detalladas en varios libros [241, 242].
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a nivel elástico sin interacciones no lineales [258, 259, 260]. Además, como ya se comentó,
este método NEGF ya fue adaptado con éxito al estudio del transporte electrónico9, lo esen-
cial es que en estos años se vienen utilizando para el transporte fonónico [262, 263, 264],
no solo en un régimen balistico [258, 129], si no también no lineal (dispersión fonón-fonón,
electrón-fonón) [265, 263, 266].
NEGF: configuración del transporte
A continuación, se muestra el formalismo, las definiciones y propiedades de varias fun-
ciones de Green, como la función de Green retardada, avanzada, mayor, menor, de orden
temporal, y de orden anti-temporal, como sigue:
Gr(t, t′) = −iθ(t− t′)〈[u(t), u(t′)T ]〉, (3.19)
Ga(t, t′) = iθ(t′ − t)〈[u(t), u(t′)T ]〉, (3.20)
G>(t, t′) = −i〈u(t), u(t′)T 〉, (3.21)
G<(t, t′) = −i〈u(t′), u(t)T 〉T , (3.22)
Gt(t, t′) = θ(t− t′)G>(t, t′) + θ(t′ − t)G<(t, t′), (3.23)
Gt(t, t′) = θ(t′ − t)G>(t, t′) + θ(t− t′)G<(t, t′), (3.24)
donde, uj es el operador de desplazamiento normalizado (uj = xj
√
mj), y el índice re-
corre todos los grados de libertad del sistema. Por ejemplo, en un sistema tridimensional, j
puede referirse al átomo l-ésimo en la dirección X. Esta notación compacta hace que la fór-
mula sea válida para cualquier dimensión. Además la energía cinética podemos escribirla
de la forma 12 u̇
T u̇, donde el superíndice T representa la matriz transpuesta. Los corchetes
representan los conmutadores, y el promedio es sobre la matriz densidad ρ (〈...〉 = Tr(ρ)),
es decir, una matriz cuadrada con elementos Grjk(t, t
′) = −(i/~)θ(t− t′)〈[uj(t), uk(t′)]〉. Vale
la pena notar que Gr(t, t′) = 0 cuando t ≤ t′, y la dimensión física de Gr(t − t′) = Gr(t, t′)
es el tiempo. En el equilibrio o algún estado estacionario (no necesariamente del equilibrio),
la función de Green depende solo de la diferencia en el tiempo t− t′. Por ahora pondremos
~ = 1 simple notación.
Además, las siguientes relaciones lineales se mantienen tanto en los dominios de fre-
cuencia como de tiempo de las definiciones básicas:
Gr −Ga = G> −G<, (3.25)
Gt +Gt = G> +G<, (3.26)
9Por ejemplo, el método TranSiesta es un procedimiento para resolver la estructura electrónica de un
sistema abierto de estructura finita intercalada entre dos electrodos metálicos semi-infinitos, donde podemos
aplicar un bias finito entre ambos electrodos, para conducir una corriente finita [228, 261]. En términos prácticos,
el cálculo producidos por el método TranSiesta involucra la solución de la densidad electrónica del Ha-
miltoniano DFT utilizando las técnicas de funciones de Green, en lugar del procedimiento de diagonalización
habitual.
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Gt −Gt = Gr +Ga. (3.27)
Las relaciones Gr = Gt − G< y Ga = G< − Gt también son útiles. Por otra parte, de las
seis funciones de Green, solo tres de ellas son linealmente independientes. Sin embargo, en
los sistemas con invarianza traslacional en el tiempo, las funciones Gr y Ga son conjugadas
hermitianas entre sí.
Ga[ω] = (Gr[ω])†. (3.28)
Por lo tanto, para las situaciones estacionarias fuera del equilibrio solo dos de ellas son
independientes, consideradas como Gr y G<. Las expresiones Gr[ω] y Gr(t) son la trans-
formada de Fourier y su correspondiente transformada inversa, respectivamente. Hay otras
relaciones en el dominio de las frecuencias como:
G<[ω]† = −G<[ω]), (3.29)
Gr[−ω]† = Gr[ω]∗, (3.30)
G<[−ω] = G>[ω]T = −G<[ω]∗ +Gr[ω]T −Gr[ω]∗. (3.31)
Generalmente, las dos últimas ecuaciones muestran que solo se necesita calcular la parte
de frecuencias positivas de las funciones. Y para el equilibrio térmico, hay una ecuación
adicional que relaciona Gr y G<, de la siguiente manera:
G<[ω] = f(ω)(Gr[ω]−Ga[ω]), (3.32)
donde f(ω) es la función distribución de Bose-Einstein a temperatura T = 1/(kBβ). La
ecuación (3.32) se obtiene al escribir las funciones de Green como una suma de estados pro-
pios de energía, conocidos como la representación de Lehmann. Así mismo, en el equilibrio
solo hay una función de Green independiente, por lo que elegimos que sea Gr. La función
de Green ordenada por el contorno es un esquema conveniente para tratar las diferentes
funciones de Green en una notación concisa. Así mismo, podemos considerar una función
de Green ordenada por el contorno como una función G(τ, τ ′), con argumentos τ y τ ′ de-
finidos en el plano complejo. Este contorno avanza desde −∞ (ligeramente por encima del
eje real) hasta +∞ y retrocede desde +∞ (ligeramente por debajo del eje real) hasta −∞.
La función de Green ordenada por el contorno puede ser mapeada en cuatro funciones de
Green diferentes mediante Gσσ
′
(t, t′) = limǫ→0+G(t + iǫσ, t
′ + iǫσ′), con σ = ±(1), y donde
G++ = Gt es la función de Green de orden temporal, G−− = Gt es la función de Green de
orden anti-temporal,G+− = G<, yG−+ = G>. Por otro lado, el Hamiltoniano de un sistema








y la función de Green retardada en el dominio de frecuencias es dado por
Gr[ω] =
[
(ω + iη)2I −K
]−1
, (3.34)
donde I es la matriz identidad y η → 0+. Agregando un η pequeño, ayuda a elegir
correctamente el camino de integración de la transformada de Fourier inversa en el plano
complejo ω, de modo que la función del Green retardada tenga la propiedad causal requeri-
daGr(t) = 0 para t < 0. Vale notar también que la función de Green retardada es una matriz
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FIGURA 3.3: (a) Representación esquemática de la configuración para el cálcu-
lo del transporte cuántico utilizando el método NEGF. La configuración está
dividida en tres regiones con sus respectivos Hamiltonianos propios y de in-
teracción. (b) Esquema ilustrativo de la doble activación adiabática de las in-
teracciones lineales y no lineales gobernados por los Hamiltonianos, imagen
tomada de la referencia [263].
Por otra parte, la configuración para el transporte consta de la unión del dispositivo
o región central con los dos contactos térmicos (o electrodos), que sirven como depósitos
de calor. Por lo tanto, se trata los contactos explícitamente como redes periódicas cuasi-
unidimensionales [267]. Esta configuración es experimentalmente relevante y conceptual-
mente útil para el cálculo de cualquier tipo de transporte (véase la figura 3.3 (a)). Asimismo,
se considera sólidos no conductores y se emplea solo los grados de libertad vibracionales
para el transporte de calor, y se define uαj como el desplazamiento normalizado de la po-
sición de equilibrio para algún grado de libertad en la región α =I, C, D, para las regiones






I)TV ICuC + (uC)TV CDuD +Hn (3.35)
donde Hα = 12(u̇
α)T u̇α + 12(u





), y V IC = (V CI)T es la matriz de acoplamiento del contacto izquierdo a la re-
gión central. Similarmente para V CD, donde no hay ninguna interacción entre los contactos
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l , donde el término de orden cuarto es importante para estabilizar el
sistema, ya que una interacción no lineal puramente cúbica hace que la energía no esté deli-
mitada desde abajo. Por lo tanto, necesitamos aclarar la distribución del sistema, que ingresa
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a la definición de las funciones de Green como una matriz de densidad ρ(0) para el prome-
dio 〈...〉, donde en el equilibrio requiere solo el factor de Boltzmann, pero en una situación
fuera del equilibrio, no se conoce y se debe calcular de alguna manera. La activación adiabá-
tica nos da un marco conceptual claro sobre cómo se puede resolver este problema, al menos
formalmente. Imagine que en t = −∞ el sistema tiene tres regiones desacopladas, cada una
a temperaturas separadas, TI , TC y TD.
Las interacciones no lineales se desactivan o congelan. Las funciones de Green gα son
conocidas y toman la forma de la ecuación (3.34). Los acoplamientos V IC y V CD se activan
lentamente y se establece un estado estable del sistema lineal en algún momento t0 ≪ 0.
Las funciones de Green del sistema fuera del equilibrio lineal se indicarán con G0 (para este
problema lineal, el resultado no depende de TC). Finalmente, la interacción no lineal Hn se
activa, y en el tiempo t = 0, se establece un estado estable fuera del equilibrio (véase la
figura 3.3 (b)). Además, en base a las ecuaciones de movimiento de las NEGF expuestas en
una sección del apéndice B, las funciones de Green ordinarias en el dominio de frecuencias
permiten que las ecuaciones de Dyson ordenadas por el contorno (B.13) tienen soluciones
























donde, la parte conectada de la función de Green Gc se usará como G en la ecuación
(3.43), y el subíndice extra c se omitirá desde aquí para adelante para no complicar la nota-
ción utilizada.
Flujo térmico y conductancia de fonones
Ahora, con todo lo expuesto anteriormente, se puede definir el flujo de corriente térmico,
que va desde el contacto izquierdo a la región central como:
JI = −〈ḢI(t)〉 = i〈[HI(t), V IC(t)]〉. (3.41)
Por un lado, la interpretación del flujo térmico es algo sutil, ya que los contactos son
semi-infinitos en extensión. Por otro lado, el flujo es obtenido mediante la ecuación de movi-
miento de Heisenberg JI = 〈(u̇I)TV ICuC〉, en t = 0. El valor esperado se puede expresar en
términos de la función de GreenG<CI(t, t
′) = −i〈uI(t′)uC(t)T 〉T . Además, usando el hecho de
que los operadores u y u̇ están relacionados en el espacio de Fourier como u̇[ω] = (−iω)u[ω],











Utilizando los resultados anteriores, se puede expresar la función de Green mixta del
contacto y la región central con la función de Green solo de la región central aplicando el
teorema de Langreth [269]. Por lo tanto, se escribe la función de Green ordenada por el
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donde la auto-energía debida a la interacción con el contacto izquierdo es ΣI = V CIgIV IC .
Para simplificar, se ha dejado de lado el subíndice C en las funciones de Green que deno-
taba la región central. Este último resultado es una fórmula válida para el caso de fonones
[243, 268], análogo a la corriente de electrones. Sin embargo, se puede obtener una expresión


















Ξph[ω](fI − fD)dω, (3.45)
donde Γα = i(Σrα−Σaα). Ξph viene a ser el coeficiente de transmisión de fonones, y fI,D =
{exp(~ω/kBTI,D)− 1}−1 son las distribuciones de Bose-Einstein para los contactos del lado
izquierdo y derecho, respectivamente. En consecuencia, se puede definir la conductancia








donde δT expresa la diferencia de temperaturas entre los contactos, tal que TI = T +
(∆T/2) y TD = T − (∆T/2). Utilizando la ecuación (3.44), se puede realmente tomar el
límite ∆T → 0 al introducir derivadas variacionales a las funciones de Green, es decir, δGδT =
lim∆T→0
G(TI ,TD)−G(T,T )
TI−TD , o incluso al propio flujo térmico. La diferencia en el numerador es
el valor de una función cuando los contactos están a dos temperaturas diferentes, excepto
cuando el valor del sistema está en equilibrio en TI = TD = T . Con esta notación, se puede
expresar la conductancia en una forma similar a la formulación de Landauer [270, 271], para


































Ξph[ω] = Tr (G
r[ω]ΓIG
a[ω]ΓD) . (3.49)
Es pertinente mencionar que el efecto no lineal en la ecuación (3.48) está reflejado en los

















, donde la ecuación
(3.48) es una generalización de la fórmula de Caroli [250], para el transporte balístico.
10Es conveniente notar la condición importante sobre la conservación del flujo, es decir, JI = −JD , donde JI
es real.
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Otra de las cantidades físicas importantes basadas en las funciones de Green es la den-
sidad de estados (DOS) de fonones. Por lo tanto, Suponiendo que el sistema tiene 3N =
∫∞
0 ηph(ω)dω grados de libertad, entonces el n-ésimo modo del fonón posee una frecuencia
de ωn. Además, este sistema seguirá la ecuación dinámica, K|un〉 = ω2|un〉, y la DOS de los









donde la ηi(ω) =
∑
|uin|2δ(ω − ωn) expresa la DOS local de fonones, ambas densidades
dan información relevante del sistema sobre la distribución de los modos vibracionales en
todo el dominio de frecuencias. Sin embargo, la DOS de fonones puede expresarse en térmi-
nos de las funciones de Green según la relación −2ωπ (ImGr[ω]) =
∑
n |uiu|2 (δ(ω − ωn + δ(ω + ωn))),





Vale la pena comentar que a altas temperaturas, la simulación de MD es un método
adecuado y numéricamente exacto para el problema de la conducción de calor, incluso in-
cluyendo efectos anarmónicos. En consecuencia, existen reportes donde mencionan que los
termostatos de calor estándares utilizados en MD, como Nosé-Hoover o Langevin, varían
ligeramente el valor suministrado de los contactos al dispositivo o región central. Por ejem-
plo, el baño térmico adecuado y correcto debe seguir la dinámica de Langevin con aspectos
distintos. Dhar y Roy han dado una deducción para el problema de unión en estos sistemas
de transporte [272]. Además, la idea es resolver primero los grados de libertad de los con-
tactos uL y uR, lo cual es fácil ya que es un sistema lineal; para mayores detalles de estos
cálculos revisar la referencia [263].
3.3.2. DFT basado en Tight-Binding
El método DFT es un método muy poderoso para el cálculo de optimización estructu-
ral y propiedades físicas-químicas de moléculas, sistemas de baja dimensión, y sólidos. Por
un lado, si bien los códigos basados en las ecuaciones de KS son cada vez más potentes y
eficientes con lo cual se puede estudiar sistemas con un cierto tamaño y una complejidad
mayor, por el otro lado, existe una demanda de métodos aún más rápidos pero aproxima-
dos para alcanzar tamaños de sistemas mucho más grandes, y escalas de tiempo extendidas
en simulaciones de dinámica molecular. En consecuencia, los métodos de MD son varios
órdenes de magnitud más rápidos que los DFT, que permite tratar cientos de miles a mi-
llones de átomos y seguir su dinámica en la escala de tiempo de nanosegundos (mayores
detalles en la siguiente sección). Sin embargo, dichos métodos contienen una gran cantidad
de parámetros empíricos y con ello pueden ser muy precisos para la descripción de sistemas
específicos. Pero, a su vez pueden limitarse a ciertos elementos, es decir, que existe una falta
de disponibilidad de parámetros para una serie de elementos, claro está incluyendo efectos
cuánticos en este tipo de simulaciones. Por otra parte, el caso intermedio entre DFT y MD
son los métodos Tight-Binding (TB) [273], que representan la contrapartida de los métodos
semi-empíricos (SE). Además, en el esquema TB es ya conocido que una representación de
un conjunto de bases orbital-atómico limitada puede ser usada como base para un trata-
miento aproximado casi sin parámetros dentro del método DFT de las ecuaciones de KS
[274, 275]. Por consiguiente, estas ideas dieron como resultado un método TB basado en la
teoría del funcional de la densidad (DFTB), donde claramente el método DFTB combina la
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eficiencia computacional de los métodos SE y TB. Además, su parametrización es menos
empírica y fácil de realizar porque está relacionada con una serie de cálculos de DFT. Vale la
pena mencionar que la correlación de electrones en DFTB se incluye desde el principio. En
contraste, este método transfiere todas las fallas de los resultados de DFT, especialmente del
uso de las funcionales de intercambio-correlación.
El método DFTB puede derivarse a partir de una expansión de la serie de Taylor de
la energía total KS que es una funcional de la densidad electrónica [201, 276], en torno a
una densidad de referencia elegida correctamente. Por lo tanto, la ecuación básica KS para
la obtención de la energía total DFTB es la ecuación (3.13) más la energía repulsiva entre
núcleos: EKS [ρ] = Tgas[ρ] +Eext[ρ] +EH [ρ] +EXC [ρ] +En−n. Ahora, en lugar de encontrar
la densidad electrónica que minimiza la energía, se supone una densidad de referencia ρ0,
donde la densidad electrónica es perturbada por alguna fluctuación de densidad, ρ(r) =
ρ0(r)+δρ(r). Luego, la funcional de la energía de intercambio-correlación se expande en una
serie de Taylor inicialmente hasta el tercer orden, VXC [ρ] =
δEXC [ρ0+δρ]
δρ . Por consiguiente, la
energía total DFTB puede escribirse como sigue [276]:







































E[ρ0 + δρ] = E
0[ρ0] + E
1[ρ0, δρ] + E
2[ρ0, (δρ)
2] + E3[ρ0, (δρ)
3] (3.52)
Por lo tanto, dependiendo de la inclusión de los términos de la última expansión, se
han implementado diferentes aproximaciones del método DFTB, que se construyen sucesi-
vamente uno encima del otro. Es decir, diferentes niveles de aproximación pueden ser in-
troducidas para el truncamiento de la expansión de Taylor [277]. Por ejemplo, los métodos
DFTB estandares, como el método DFTB non-self-consistent (DFTB non-scc), no consideran
los términos de segundo orden a más en las fluctuaciones de la densidad electrónica [278],
es decir, que solo se considera las dos primeras contribuciones de la ecuación (3.52), E0[ρ0]
y E1[ρ0, δρ]. En consecuencia, para la contribución E0 se pueden calcular y tabular por ade-
lantado como funciones de la distancia entre pares atómicos. La otra contribución E1 al
método DFTB non-scc se resume junto con el término de la energía de repulsión nuclear y se
puede reescribir como la suma de términos repulsivos por pares [276]. Sin embargo, pode-
mos reescribir las densidades y los potenciales como superposiciones de orbitales atómicos,
φµ, incluyendo los orbitales KS [275]. La representación de los orbitales de KS pueden ex-
pandirse en un conjunto de funciones atómicas localizadas de átomo centrado (LCAO, del




µ ciµφµ(r−Ra), donde Ra es la
posición nuclear del átomo a. Además, según el método TB para el DFTB non-scc, el Hamil-
toniano y la matriz de solapamiento pueden usualmente aproximarse como una suma de
11Esta base es una superposición de orbitales atómicos y se obtienen mediante la resolución de la ecuación de
KS inicialmente para átomos neutros de simetría esférica con espín no polarizado de manera auto-consistente. Y
en la parte del potencial pseudoatómico efectivo usamos la aproximación LDA para el potencial de intercambio-
correlación, esta y otras consideraciones nos lleva a determinar el orbital atómico como una combinación lineal
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términos de potenciales de un solo centro y de dos centros de alcance corto, de la siguiente
manera:















donde ρa/b0 es la densidad referencial para el átomo a/b, y Rab = |Rb − Ra| expresa la
distancia interatómica entre los átomos a y b. Los potenciales pares V repab (energía repulsiva
entre los átomos) se ajustan al tipo de elemento atómico y dependen de la distancia entre


















Adicionalmente, las ecuaciones se deducen tomando la derivada de la energía total de
DFTB non-scc con respecto a las restricciones de normalización,
∫
ψ∗i (r)ψi(r)dr, para calcular









0, donde estas ecuaciones están aproximadas a DFTB non-scc respecto a una considerada






ciν{Hµν [ρ0]− λiSµν} = 0, (3.55)
donde Sµν =
∫
φ∗µ(r)φν(r)dr es la matriz de solapamiento. Vale la pena comentar, que
los elementos de la matriz de Hµν y Sµν son calculados y tabulados para cada par de tipo de
átomos y para diferentes distancias interatómicas12. Con ello, se construye la energía total
del método DFTB non-scc que puede expresarse en térmicos de λi a partir de la ecuación









V repab . (3.56)
Por otro lado, la aproximación posterior a DFTB non-scc incluye términos que corres-
ponden a una representación de carga auto-consistente DFTB self-consistent charge (DFTB
scc), donde se considera el segundo orden de la expansión de la funcional de la energía de
intercambio-correlación [283],E2[ρ0, (δρ)2]. Además, la desviación de la densidad del estado
fundamental desde la densidad de referencia está representada solo por los monopolos de
carga, condicionando de mejor manera el balance de carga entre átomos [284]. Por lo tanto,
esto conduce a una representación eficiente en términos de cargas atómicas (Mulliken, δq),
parámetros de dureza química (Hubbard, U ) y leyes de Coulomb escaladas. Así mismo, nin-
gún parámetro ajustable adicional ingresa al formalismo DFTB scc, siendo importante para
los sistemas con reorganización de carga considerable. En consecuencia, la energía total del
















aγab + qaγba), (3.57)
12Los parámetros para Sµν y Hµν se pueden encontrar en los archivos Slater-Koster para diferentes elementos
químicos [280], suministrados por el paquete de DFTB+ [281, 282]. Para el caso de los elementos de la matriz
dinámica Kij , se calculan numéricamente bajo diferencias finitas (matrices Hessianas), y se obtienen inmedia-
tamente debido a que ya están implementadas en el paquete DFTB+, en su versión interna.
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donde δqb = qb − q0b expresa la carga de Mulliken para el átomo b (fluctuación de carga),





la carga del átomo a dentro de la molécula, y γab es la interacción entre las fluctuaciones de
carga a y b. Asimismo, la igualdad δρ =
∑
a δρ
a es una superposición de varias fluctuaciones
de densidad atómica δρa (carga de monopolos) [283]. Por otra parte, para valores grandes
de Rab la intensidad tiende a γab → 1/Rab describiendo solo interacción Coulombiana, y
para a = b se tiene que γab = Ua describiendo la auto-repulsión del sitio a, afectando la
interacción electrón-electrón dentro del átomo [283, 285].
Vale la pena comentar que la otra contribución de tercer orden en la expansión de Taylor,
E3[ρ0, (δρ)
3], de la funcional de la energía de intercambio-correlación en la ecuación (3.52) es
otra aproximación DFTB alternativa y recientemente desarrollada [279, 286], que no se des-
cribe en la presente tesis. Sin embargo, y en general para parametrizar varias aproximacio-
nes del método DFTB, primero se tiene que determinar cuatro parámetros por tipo de átomo
[276]. Estos son los radios de confinamiento r0 para los orbitales atómicos (φµ), los radios de
confinamiento rd0 para las densidades atómicas (ρ
a
0), los parámetros atómicos de HubbardUa
y su derivada Uda , que se pueden determinar mediante cálculos de DFT [285]. Por lo general,
para determinar para cada par de átomos la energía total respecto a la distanciaRab se utiliza
un método DFT de alto nivel, de tal manera se determina E1 + E2 + E3 también respecto a
la distancia de enlace, y luego se calcula la energíaErep como;Erep = Etotal−(E1+E2+E3).
Vale la pena puntualizar que la forma adecuada de elegir un método DFTB, dentro de las
dos aproximaciones de DFTB nscc y de DFTB scc, inicialmente depende del tipo de átomos
del sistema en estudio, es decir, si usamos el DFTB non-scc debe ser para sistemas homo-
nucleares donde la transferencia de carga entre átomos es despreciable (muy pequeña) o
para sistemas donde los valores de sus electronegatividades estén muy cerca o incluso sean
similares [284, 287, 288]. Si usamos el DFTB scc debe ser para sistemas no homo-nucleares
con transferencia de carga considerable donde difícilmente se mantiene un equilibrio de car-
ga [289, 290, 291].
En resumen, el método DFTB en combinación con la técnica NEGF es una herramien-
ta potente que se extendió para el cálculo de las propiedades de transporte de electrones
y fonones a escalas moleculares de nanoestructuras orgánicas e inorgánicas (todas ellas de
pocos miles de átomos aproximadamente) [292, 293, 294]. Además, el método combinado
DFTB-NEGF está implementado en el código DFTB+ y puede ser utilizado para estudiar a
los nanomateriales novedosos de baja dimensionalidad. Sin embrago, la influencia de varios
parámetros de control (enlace químico, dopaje, defectos, tensión, entre otros) en la nanoesca-
la para el transporte electrónico y fonónico puede abrir la posibilidad de obtener candidatos
potenciales y útiles para el diseño de la próxima generación de dispositivos electrónicos.
Vale la pena recalcar, que el método DFTB-NEGF solo considera interacciones armónicas
para el transporte térmico, en base al cálculo de la matriz dinámica que guarda información
relevante de los modos vibracionales. En la figura 3.4 se muestra un diagrama de flujo del
algoritmo del método DFTB-NEGF, donde se observa el proceso de calculo de las propieda-
des de transporte según la técnica NEGF [295], descritas líneas arriba.
A continuación mencionaremos algunas implementaciones DFTB realizadas en diferen-
tes códigos de distribución como: DFTB+, AMBER, ADF, CP2K, entre otros. El paquete ba-
sado en el método combinado DFTB-NEGF para el cálculo del transporte cuántico que se
utilizó exclusivamente en el presente trabajo de tesis es el DFTB+ [282], en una versión in-
terna.
40 Capítulo 3. Principios teóricos de métodos computacionales
Construir los Hamiltonianos
o las matrices armónicas
H → HI , HC , HD
K → KI ,KC ,KD
Calcular las funciones de Green:
Método DFTB:
H : E,ϕ
K : ω, u
Gr, Ga, ...
Gr = (EI −H − ΣrI − ΣrD)−1
Gr = (ω2I −K − ΣrI − ΣrD)−1













FIGURA 3.4: Diagrama de flujo del algoritmo para el cálculo del transporte
cuántico empleando el método DFTB-NEGF.
3.4. Dinámica molecular
La simulación computacional realmente comenzó en la década de 1950, donde se des-
cribieron por primera vez dos métodos principales de simulación: el método Monte Carlo
(MC) [296], y el método de Dinámica Molecular (MD) [297]13. Actualmente, dinámica mo-
lecular clásica es una herramienta para la investigación ampliamente utilizada en diversas
disciplinas como física, química, ciencia de materiales, biología, geología, entre otras. Ade-
más MD es útil para estudiar sistemas orgánicos e inorgánicos de gran tamaño, incluyendo
otros estados en que se encuentre el sistema en estudio [298, 299], es decir, se puede deter-
minar las propiedades energéticas, estructurales, mecánicas y térmicas de un sistemas de
13La aproximación Born-Oppenheimer es asumida valida y la energía potencial del sistema es calculada en
función de las coordenadas nucleares usando un potencial interatómico.
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partículas en equilibrio y fuera de este. Sin embargo, en este método la evolución tempo-
ral de un sistema de N partículas interactuantes es expresada resolviendo las ecuaciones de
movimiento de Newton y así obtener el comportamiento dinámico de un sistema de muchas
partículas en un esquema clásico.
3.4.1. Mecánica clásica y soluciones numéricas
La mecánica clásica sirve para describir un conjunto dinámico de N partículas simples
usando la formulación de Hamilton, esto ayuda a describir los fundamentos de la MD. El








donde pi es el momento de la i-ésima partícula y U es la energía potencial efectiva. Ade-
más, considerando un sistema aislado, es decir, que no intercambia energía con su vecindad
(la energía se conserva), las ecuaciones de movimiento de lasN partículas se pueden escribir














donde Fi es la fuerza aplicada a la i-ésima partícula. Ahora, sustituyendo la ecuación
(3.60) en (3.59) se obtiene la segunda ley de Newton, como
Fi = mir̈i. (3.61)
Por lo tanto, el esquema del método de simulación de MD consiste esencialmente en la
integración de las ecuaciones de movimiento mediante algún método numérico14. Sin em-
bargo, se tiene bastante conocimiento de como integrar las ecuaciones de movimiento de un
sistema dinámico de manera más efectiva y precisa [301]. Vale la pena destacar que una si-
mulación de MD puede ser vista como un sistema que evoluciona en un periodo de tiempo
donde las partículas constituyentes dentro de un campo de fuerzas se mueven en un espa-
cio de fases a lo largo de sus trayectorias determinadas por las ecuaciones de movimiento,
donde a partir del conocimiento de esas trayectorias, las propiedades termodinámicas y de
transporte del sistema en estudio se pueden obtener de forma confiable.
No obstante, para obtener el campo de fuerzas que actúa sobre la i-ésima partícula ne-
cesitamos conocer la función de energía potencial que representa las interacciones entre las
partículas, esta función se conoce como potencial interatómico, U (force field). En consecuen-
cia, la ecuación que relaciona la fuerza con la energía potencial es expresada como:
Fi = −∇Ui. (3.62)
Posterior al cálculo del campo de fuerzas, las cantidades como la velocidad y la posición
de la i-ésima partícula son obtenidas a través de la integración numérica mediante dife-
rencias finitas en el tiempo. Además, esto se observa al tomar la expansión de Taylor de la
posición respecto al tiempo t+∆t,
14Existen dos métodos populares de integración respecto al tiempo para cálculos de MD: el primero es el
algoritmo de Verlet y el otro el de predictor-corrector [300].
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r(t+∆t) = r(t) + ṙ(t)∆t+
1
2!
r̈(t)∆t2 + · · · , (3.63)
donde ∆t es el paso de tiempo (time step) discretizado y se determina en base a las vi-
braciones atómicas para un material determinado (por ejemplo de 10−14s o fs) [199]. Ahora
se aborda las soluciones numéricas del conjunto de ecuaciones de movimiento diferenciales
deN partículas que interactúan a través de una potencial U , para dar a conocer la evolución
del sistema de partículas en el tiempo. Para tal objetivo, diversos algoritmos son empleados
para realizar la integración numérica de la ecuación (3.63), donde el objetivo es garantizar
la estabilidad numérica [299, 301]. A continuación se exponen los algoritmos principales de
solución numérica de la segunda ley de Newton que gobierna el movimiento de las N par-
tículas.
Algoritmo de Verlet de velocidades
El algoritmo de Verlet de velocidades propuesto en 1968 (Velocity Verlet Algorithm) es uno
de los métodos más populares implementado para la solución numérica en MD [302, 303].
En este método primero se inicia con un paso de tiempo ∆t/2, de modo que la velocidad
queda como ṙ(t + ∆t2 ) = ṙ(t) +
1
2! r̈(t)∆t, posteriormente la posición avanza en una razón
de medio paso (r(t + ∆t)) y esta información sirve para determinar la aceleración. Luego
actualizamos la velocidad en un time step completo, ∆t, como se muestra en las siguientes
relaciones:
r(t+∆t) = r(t) + ṙ(t) +
1
2!
r̈(t)∆t2 = r(t) + ṙ(t+∆t/2)∆t, (3.64)










Vale la pena destacar que las velocidades se actualizan solo después de calcular las nue-
vas posiciones y las aceleraciones (equivalentes a las nuevas fuerzas). El resultado de este
algoritmo de Verlet de velocidades es fácil de implementar, es reversible y preciso en el
tiempo, funciona bien tanto para pasos de tiempo cortos como largos, y es estable ya que las
posiciones y velocidades se calculan para cada paso de tiempo [303]. Por lo general, mues-
tra algunas fluctuaciones de energía, pero no hay cambios de energía a largo plazo. Otro
algoritmo de mayor orden es el algoritmo predictor-corrector, cuyo esquema de integración
provee mayor precisión [299]. Ahora bien, con la integración temporal de la ecuación (3.61)
se prescriben las condiciones iniciales, es decir, las posiciones atómicas y la distribución de
velocidades. También, es preciso mencionar que las posiciones atómicas se pueden espe-
cificar a partir de la información cristalográfica conocida del sistema o material de interés,
donde los archivos cristalográficos de la estructura del sistema se pueden encontrar en bases
de datos de acceso abierto [304, 305]. Por otra parte, la elección de las velocidades atómicas
generalmente sigue una distribución de Maxwell-Boltzmann de modo que las velocidades
atómicas deben corresponder con la temperatura establecida inicialmente. Además, las con-
diciones de contorno deben ser impuestas y el enfoque más utilizado son las condiciones de
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CONDICIONES INICIALES:
Posiciones y velocidades iniciales, estructura, forcefield
ri(t0),vi(t0),N, ...
Condiciones de frontera (PBC), rcutoff , ∆t
Inicialización
INTEGRACIÓN/EQUILIBRACIÓN/DINÁMICA







PRODUCCIÓN Y PROCESAMIENTO DE DATOS
Propiedades estáticas y dinámicas
ri(tMAX), vi(tMAX)
FIGURA 3.5: Diagrama de flujo típico de un proceso de simulación de MD.
frontera periódicas (PBC, del inglés Periodic Boundary Condition) en tres dimensiones15, tam-
bién conocidas como condiciones de frontera de Born-von Karman. Otro enfoque, común-
mente usado es la geometría de losas donde dos dimensiones son periódicas y la tercera es
una superficie libre. Sin embargo, para tener una mejor ilustración del esquema y proceso
de una simulación de MD se puede ver la figura 3.5.
15En un líquido, o en un sólido amorfo, el uso de PBC impone una simetría artificial, cuyas consecuencias
pueden ser sutiles. Otra limitación surgen en el estudio de defectos e impurezas en sólidos, es decir, el uso de
PBC implica que se está considerando una gran concentración del defecto o impureza en el sistema porque no
siempre podemos hacer que la caja de simulación sea tan grande debido al costo computacional.
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Algoritmo Predictor-Corrector
El algoritmo predictor-corrector desarrollado inicialmente por A. Rahman en 1964 es un
algoritmo de orden superior que utiliza información de derivadas de orden superior de las
coordenadas atómicas [306]. Además, este método también es uno de los más frecuentemen-
te implementados en MD [299]. En este esquema, se espera una mayor precisión utilizando
los datos de los pasos anteriores y usándolos para la corrección del paso siguiente, como se
puede observar a continuación:
Predictor.- Las posiciones, velocidades, y aceleraciones en el tiempo t+∆t son predi-
chas por las expansiones de Taylor usando sus valores actuales:








∆t3 + ... (3.67)





∆t2 + ... (3.68)








∆t2 + ... (3.69)
Evaluación del error.- La fuerza es calculada en el tiempo t+∆t tomando el gradiente
del potencial para las nuevas posiciones. La aceleración resultante r̈(t + ∆t) de esta
fuerza será en general diferente a la aceleración preestablecida, r̈pre(t + ∆t). La dife-
rencia pequeña entre esos valores viene a ser un rango de error, como:
∆r̈(t+∆t) = r̈(t+∆t)− r̈pre(t+∆t). (3.70)
Corrector.- Suponiendo que las diferencias para otras cantidades también son peque-
ñas, se considera que todas ellas son proporcionales entre sí a ∆r̈. Por lo tanto, las
posiciones y velocidades se corrigen proporcionalmente a sus errores calculados res-
pectivamente:
rcor(t+∆t) = rpre(t+∆t) + α0∆r̈(t+∆t). (3.71)
ṙcor(t+∆t) = ṙpre(t+∆t) + α1∆r̈(t+∆t). (3.72)
Las constantes, αi, dependen principalmente de la cantidad de derivadas que se inclu-
yen en las expansiones de Taylor y varían entre 1 y 0. Este método es muy preciso y estable,
casi sin fluctuaciones durante la ejecución y es especialmente bueno para simulaciones de
MD a temperatura constante. Sin embargo, no es reversible en el tiempo debido a su entre-
lazado de las correcciones de errores. Por lo tanto, el método tiene una tendencia a mostrar
cambios de energía con pasos de tiempo más largos (>5 fs) y necesita mucho más espacio de
almacenamiento. Este algoritmo es más avanzado que el algoritmo Gear [307], donde hay
una mayor precisión al tomar derivadas de orden superior de las posiciones de las partícu-
las.
Sin embargo, la característica más importante de las simulaciones de MD es el potencial
interatómico (force field). La expresión del potencial en su forma funcional, debe capturar
con precisión la energía potencial de interacción entre las partículas para garantizar la fide-
lidad en las simulaciones de MD. En la mayoría de casos, los potenciales se parametrizan
con respecto a los datos experimentales (modelos empíricos), en otros casos con respecto a
los datos ab-initio, o una combinación adecuada de los dos métodos, donde se debe incorpo-
rar adecuadamente la información cuántica de las partículas en interacción, las formas más
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populares de estos potenciales se describen en una sección del apéndice B, acompañadas
de las colectividades termodinámicas (ensembles) para las simulaciones de MD. No obstante,
un claro ejemplo de estas consideraciones y de la aplicabilidad práctica de las simulaciones
de MD en nanopartículas se presenta en el apéndice A, a modo de analizar las propiedades
termodinámicas de estos sistemas.
3.4.2. Método para el transporte térmico clásico
Como es de conocimiento, la mecánica estadística plantea la explicación del comporta-
miento termodinámico macroscópico en términos de modelos microscópicos subyacentes.
Por lo que, todo el comportamiento del estado de equilibrio de estos modelos se basa en la
idea de Gibbs y Boltzmann, que es la de reemplazar los promedios de tiempo por promedios
del espacio de fase16. Asimismo, la identificación de la temperatura macroscópica en rela-
ción con la energía cinética microscópica hizo que fuera posible restringir y/o controlar la
temperatura de un sistema de muchos cuerpos reescalando la energía cinética [308]. Por otro
lado, la dinámica molecular fuera del equilibrio (NEMD, del inglés non-equilibrium molecular
dynamics), método útil para el trasnporte térmico, se basa en ecuaciones de movimiento re-
versibles en el tiempo, proporcionando una base microscópica consistente para la segunda
ley de la termodinámica macroscópica irreversible [308]. A continuación describiremos este
método NEMD que se utiliza en diferentes trabajos presentados en esta tesis.
Dinámica molecular fuera del equilibrio
El método de MD es una herramienta poderosa para abordar problemas de transporte
térmico en la micro y nanoescala (sistemas que contienen millones de átomos). Intrínseca-
mente, incluye una completa anarmonicidad de las interacciones atómicas sin suposición
de un límite termodinámico. Por ello, las simulaciones de MD se han utilizado ampliamente
tanto en el cálculo de la conductividad térmica como en la investigación de materiales con
una buena resistencia térmica interfacial y últimamente en el cálculo de la rectificación tér-
mica en sistemas de baja dimensión. Los métodos para determinar la conductividad térmica
de los sistemas 1D y 2D, usando simulaciones de MD se pueden clasificar en tres grupos, es
decir, the steady-state equilibrium method, steady-state non-equilibrium method y transient mole-
cular dynamics method. Sin embargo, el método de dinámica molecular del equilibrio (EMD,
del inglés equilibrium molecular dynamics) está basado en una teoría de respuesta lineal que
también se conoce como el método de Green-Kubo [309, 310], en el cual la conductividad
térmica se obtiene mediante las expresiones de la función de auto-correlación de la corriente







donde V es el volumen del sistema, kB es la constante de Boltzmann, T es la tempera-
tura del sistema y jx/jy son las corrientes térmicas a lo largo de las direcciones x/y. Los
brackets denotan el promedio temporal donde el tiempo de integración es finito en simula-
ciones de MD. Por lo tanto, siempre que se elija un límite superior de tiempo de integración
que sea más grande que el tiempo que toman las correlaciones j − j para converger a cero,
los resultados son significativos. Por otro lado, la simulación de dinámica molecular fuera
del equilibrio (NEMD) se usa ampliamente para caracterizar propiedades térmicas como la
conductividad térmica [231, 312], resistencia térmica interfacial [313], entre otras. Entonces,
al aplicar dos baños térmicos en los extremos opuestos del sistema, se puede construir un
16Es preciso mencionar que un promedio del espacio de fase (r, p) debidamente ponderada puede proporcio-
nar la misma información que una simulación dinámica promediada a largo plazo (Hipótesis Ergódica).
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gradiente de temperatura en la dirección del flujo de calor. Alternativamente, un flujo de
calor se puede imponer directamente al sistema sumando o restando energías cinéticas (mé-
todo NEMD inverso). Pero una vez que el sistema ha alcanzado un estado estable respecto a
un flujo de calor constante, la conductividad térmica κ y otras propiedades térmicas que de-
rivan del flujo térmico se pueden calcular de acuerdo con la ley de Fourier de la conducción
de calor
κ = − J∇T , (3.74)
donde J es el flujo térmico, y ∇T es el gradiente de temperatura. Generalmente, si el
sistema es de gran tamaño (sólido o sistema de macro-escala) y posee una conductividad
térmica baja, el método NEMD toma un tiempo de simulación relativamente largo con res-
pecto a otros sistemas y presenta problemas significativos de condiciones de contorno en
las interfaces. Por otro lado, los resultados calculados a partir del método EMD dependen
sensiblemente de esas condiciones iniciales en cada simulación. Por lo que, las simulaciones
NEMD son basadas en las respuestas del sistema a perturbaciones grandes, útil incluso para
evaluar la aparición de efectos no-lineales debido a gradientes de temperatura altos.
Sin embargo, el método NEMD se ha usado tradicionalmente para medir eficientemente
los coeficientes de transporte, como la conductividad térmica de diversos nanomateriales.
Además, se ha aplicado ampliamente para calcular la resistencia térmica interfacial entre
materiales coplanares (híbridos), esta propiedad es un atributo importante en los materiales
de interface térmica. Una vez que el material híbrido alcanza el equilibrio térmico, se impone
un flujo de calor en el sistema que fluye a través del límite de contacto. El salto de tempe-
ratura en la interface se puede utilizar para calcular la resistencia térmica interfacial según
la ley de conducción de calor de Fourier. La implementación del método NEMD comienza
definiendo regiones de los baños térmicos (pueden ser dos regiones, como se observa en la
figura 3.6) en el sistema como una fuente y sumidero de calor. Luego el sistema converge a
un estado estable con un flujo térmico constante, donde el tiempo requerido para tal con-
vergencia aumenta con el tamaño del sistema. Posteriormente de construir el gradiente de
temperatura en todo el sistema, y haber llegado al estado estable, ahora, se puede calcular
la conductividad térmica mediante la ecuación (3.74).
No obstante, para controlar la temperatura de los baños térmicos se puede usar diver-
sos termostatos como Nosé-Hoover, Langevin, y velocity scaling, en los trabajos presenta-
dos en esta tesis se ha usado el Nosé-Hoover [314, 315]. Además, en las simulaciones de









2NkBT , donde 〈E〉 es la energía cinética promedio, vi es la velocidad
del átomo i, y m es la masa atómica. Sin embargo, el control de la temperatura en las si-
mulaciones de MD se logra manipulando la energía cinética o ajustando directamente las
velocidades atómicas (reescalado). Por lo general, la idea clave para el desarrollo de NEMD
es la sustitución del entorno termodinámico externo por variables de control interno, estas
variables pueden controlar la temperatura, presión, energía, flujo térmico, entre otros, man-
teniendo estados estables [308].
Además, para que la teoría de la respuesta lineal sea aplicable utilizando este método,
el gradiente de temperatura debe ser lo más pequeño posible, por lo tanto, dicho requeri-
miento debe comprobarse realizando múltiples simulaciones con diferentes gradientes de
temperatura [316]. Para lo cual, al realizar simulaciones NEMD aplicando el termostato en
las regiones extremas del sistema, la interface entre la parte del termostato y la región central
a menudo da lugar a un perfil de temperatura no lineal cerca de los termostatos [317]. Esto



















































































FIGURA 3.6: Representación esquemática de la implementación del método
NEMD, donde se muestra las regiones para el transporte térmico, imponiendo
una temperatura bias (Tcalor − Tfrio) para determinar así el flujo térmico, J .
aparece debido al desajuste de los espectros de vibración de la red entre el baño térmico y
la región central del sistema. Este desajuste provoca la reflexión de los modos de vibración
y altera la dinámica de dispersión en la frontera, y por lo tanto, da lugar a una distribución
local de fonones no equilibrada, que puede alterar significativamente la conducción de calor
en todo el sistema. Para reducir este desajuste en lo mínimo tenemos que elegir los paráme-
tros del termostato apropiadamente.
Primeramente, en los dos extremos de la figura 3.6 se ubican los termostatos Nosé-
Hoover con las temperaturas Tcalor = (1+α)T0 y Tfrio = (1−α)T0, respectivamente, donde
α es un parámetro de proporcionalidad para la temperatura (bias), por ejemplo α = 0,1 o
también 10 % de T0. La diferencia de temperatura entre estos dos extremos es denotada por
∆T = 2αT0. Por lo tanto, la ecuación de movimiento para los átomos en ambos termostatos
















También es conveniente que antes de imponer los baños térmicos (termostatos), uno
debe equilibrar todo el sistema a una temperatura T0 con un ensamble canónico NV T , don-
de el numero de átomos, el volumen y la temperatura son conservados. Posteriormente, la











El subindice i hace referencia a todos los átomos en el termostato, pi es el momento del
i-ésimo átomo. Fi es la fuerza total que actúa sobre el i-ésimo átomo, γ es el parámetro
dinámico, y τ es el tiempo de relajación del termostato. Típicamente, después de un tiempo
considerable, el T (t) puede estabilizarse alrededor del valor promedio de equilibración T0.
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La fuerza donde el baño térmico actúa sobre el i-ésimo átomo es expresado por por −γpi,







donde mi es la masa del i-ésimo átomo. Finalmente mencionar que tanto la simulación de
EMD y NEMD están implementadas dentro del paquete LAMMPS, que utilizamos en la
presente tesis.
Softwares para simulaciones de MD
Actualmente, existen varios códigos basados en licencias GNU disponibles. Uno de los
beneficios de usar dichos códigos es que las rutinas para calcular las fuerzas y construir
el listado de vecinos han sido altamente optimizadas. Además, la mayoría de estos códigos
ofrecen alguna implementación de rutinas paralelas que proporciona un marco para ejecutar
simulaciones que pueden contener varios miles de átomos en tamaño (en otros casos hasta
millones de átomos). Algunos ejemplos de estos paquetes muy utilizados por la comunidad
científica son: LAMMPS, DL_Poly, GROMACS, XMD, entre otros.
El trabajo presentado en esta tesis utiliza exclusivamente LAMMPS (Large-scale Ato-
mic/Molecular Massively Parallel Simulator) [318], código abierto que fue desarrollado para
simulaciones en paralelo masivas de sistemas grandes en tamaño y complejidad. Adicional-
mente al código se implementó algunos post processing, tales como programas en lenguaje
fortran y algunos scripts en código bash para administrar archivos y determinar algunas can-
tidades relevantes del sistema en estudio.
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Capítulo 4
Influencia del dopaje sobre el
transporte en hetero-nanotubos
La modificación estructural de los CNTs mediante el dopaje, la tensión, la generación de
defectos y la aplicación de un campo externo son la clave de varias cuestiones fundamen-
tales del transporte térmico en el límite cuántico y en otras situaciones en el límite clásico
[319]. Los SWCNTs dopados o que incluyen impurezas de sustitución se han estado utilizan-
do como diodos y transistores de efecto campo debido a que es posible ajustar la respuesta
eléctrica mediante las impurezas atómicas controlables en estos sistemas [320, 321]. Asimis-
mo, es preciso destacar que los CNTs con impurezas de sustitución de boro y nitrógeno, tipo
hetero-nanotubos de C y BN están siendo investigados muy activamente en los últimos años
[120, 322].
La principal característica, de los hetero-nanotubos de C y BN es la modificación del
bandgap electrónico en un amplio intervalo controlando a través de su configuración ató-
mica y composición [323, 324, 120]. Para tal propósito, en el proceso de dopaje los átomos
de B y N se consideran candidatos naturales debido a la poca diferencia del parámetro de
red que existe entre ambos sistemas (CNT y BNNT), es decir, nanotubos con un diámetro
similar e idéntica quiralidad sugiere una sustitución ideal para formar hetero-nanotubos de
BNC [325, 24, 326]. Por lo tanto, en este capítulo se investiga la influencia que genera el do-
paje en el transporte termoeléctrico, el efecto del dopaje está descrito mediante un patrón
de distribución de dopaje (tipo helicoidal, horizontal, aleatoria y vertical) como también la
concentración de dopaje que va de 0 % (CNT) hasta 100 % (BNNT).
4.1. Modelos estructurales de dopaje: distribución y concentración
Los parámetros del dopaje como el patrón de distribución y el porcentaje de concentra-
ción para la formación de hetero-nanotubos de C y BN es poco conocida [327, 125, 328], y
una idea alternativa de estudio es generar diferentes modelos de distribución de co-dopaje
(B y N) en el CNT armchair (6, 6) de longitud 4.33nm y radio 0.407nm. Además, que expe-
rimentalmente este efecto de la distribución aún no se puede controlar a voluntad durante
el crecimiento de los hetero-nanotubos de BNC [328]. Por lo tanto, se considera patrones de
distribuciones de dopaje tipo: helicoidal, aleatoria, horizontal y vertical, para construir estas
distribuciones se ha generado regiones de vacancia y se ha sustituido para cada modelo por
una cinta espiral de BN, por anillos de BN (un anillo contiene 3B y 3N), por cadenas de BN
y por pequeños segmentos de BNNTs en el CNT (6, 6), respectivamente (véase la figura 4.1).
Posteriormente, se varia la concentración del dopaje desde 11 %, 33 %, 50 %, 66 %, hasta 89 %
de BN en CNT (6, 6) para las cuatro distribuciones (la concentración de 0 % corresponde al
CNT puro y 100 % corresponde al BNNT). Adionalmente, la distribución aleatoria, hori-
zontal y vertical se repiten para diferentes configuraciones (5, 3 y 3, respectivamente) en la
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FIGURA 4.1: Visualización atomística de los hetero-nanotubos de BNC arm-
chair (6, 6): (a) distribución helicoidal y (b) aleatoria para una concentración
de 11 %, 50 % y 89 % (de arriba hacia abajo). (c) La distribución horizontal y
(d) vertical para una concentración de 33 %, pero para 3 diferentes configura-
ciones.
misma concentración, todo ello para tener promedios aceptables y fiables de las cantidades
de transporte.
Además, la estructura de los nanotubos puros (CNT y BNNT) y hetero-nanotubos de
BNC se describen dentro de una celda unitaria de 432 átomos (supercelda). La optimización
de todas las estructuras de los hetero-nanotubos fue realizado mediante el método del gra-
diente conjugado, la interacción atómica utilizando el método DFTB, con una malla óptima
del espacio reciproco (k-point) de 1 × 1 × 8, y como criterio de convergencia una tolerancia
de fuerzas interatómicas de 1 × 10−6 Hartree por radio de Bohr. Luego de la optimización
estructural de los hetero-nanotubos, se ha calculado los valores promedio de las longitudes
de enlace para las regiones del B-C y N-C para diferentes concentraciones, estos valores se
muestran en el cuadro 4.1. Además, las longitudes de enlace de los sistemas puros CNT y
BNNT son dCC = 0,1431nm y dBN = 0,1487nm, y cuyas constantes de red toman los valores
de 4,458nm y 4,628nm, respectivamente.
Por otra parte, para configurar el esquema del transporte electrónico y fonónico en los
hetero-nanotubos de BNC armchair (6, 6), primero se diseña un modelo por partes dividien-
do el sistema en tres regiones (tripartito), es decir, el contacto de la izquierda posee 2 su-
perceldas, el contacto de la derecha también posee 2 superceldas y por último una región
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CUADRO 4.1: Valores de las longitudes de enlace, d, en los hetero-nanotubos
para las cuatro distribuciones de dopaje y diferentes concentraciones.
d (nm) concent. helicoidal aleatorio horizontal vertical otros trabajos
dB−C 33 % 0.1485 0.1477 0.1488 0.1486 dB−C=0.155 [325]
dN−C 33 % 0.1350 0.1349 0.1344 0.1352 dB−C=0.152 [329]
dB−C 50 % 0.1485 0.1480 0.1488 0.1486 dB−C=0.154 [24]
dN−C 50 % 0.1351 0.1350 0.1344 0.1352 dN−C=0.138 [325]
dB−C 66 % 0.1486 0.1484 0.1487 0.1486 dN−C=0.139 [329]
dN−C 66 % 0.1351 0.1350 0.1344 0.1352 dN−C=0.138 [24]




FIGURA 4.2: Configuración tripartita para el cálculo del transporte electrónico
y fonónico de los hetero-nanotubos vía la técnica NEGF, donde la dirección del
transporte está a lo largo del eje Z.
del dispositivo de transporte que posee 1 supercelda. Además, para los contactos y la re-
gión central de transporte se ha usado la misma estructura (distribución y concentración de
dopaje), donde se consideró el dispositivo central finito y los dos contactos semi-infinitos
(véase la figura 4.2). Todos los cálculos se realizaron utilizando condiciones de frontera pe-
riódicas en la dirección Z (longitud del hetero-nanotubo), es decir, paralelo a la dirección de
transporte.
4.2. Efectos del dopaje en el transporte cuántico de fonones
En esta sección se analiza y discute los resultados y mecanismos del transporte que afec-
tan el coeficiente de transmisión fonónica, la conductancia térmica de fonones, y la DOS
local de fonones en los hetero-nanotubos de BNC armchair (6, 6) bajo la influencia de la con-
centración de dopaje, así como también los factores extrínsecos que limitan el rendimiento,
como la distribución de dopaje y los contactos térmicos.
A continuación describiremos la metodología para el cálculo de las propiedades de trans-
porte de fonones. Inicialmente para el transporte balístico, tanto de fonones como de electro-
nes, se ha ignorado los efectos de dispersión inelástica, como la interacción electrón-fonón,
fonón-fonón, y la influencia de un campo externo. El cálculo del transporte se encuentra
dentro de la aproximación de Landauer [330], y es expresada en términos de los coeficientes
de transmisión electrónica, Ξel(E), y fonónica, Ξph(ω), donde estos coeficientes pueden ser
determinados de forma similar y a partir de la técnica NEGF (revísese la ecuación (3.49)).
No obstante, la información de las propiedades tanto eléctricas como térmicas del sistema
están contenidas en dichos coeficientes de transmisión respectivos, el cual describe la habili-
dad de los electrones o fonones de atravesar la región central del sistema, y para el caso del
transporte térmico se tiene la expresión siguiente:




donde, la función de Green retardada se obtiene de la matriz dinámicaK,Gr[ω] = (ω2I−
K − ΣrI − ΣrD)−1, así como las dos auto-energías propias, ΣI,D, con los términos broadening,
ΓI,D = i[Σ
r
I,D − ΣaI,D], que describen la capacidad de los fonones para ingresar y salir de
los contactos térmicos izquierdo (I) y derecho (D) a una frecuencia determinada. Además,
la matriz dinámica y las constantes de fuerza interatómica se obtienen utilizando el método
DFTB con solo la contribución armónica, la cual está basada en la parametrización de la
densidad funcional de un hamiltoniano tight-binding general. Asimismo, la contribución de
los fonones a la conductancia térmica, Kph(T ), vista en el anterior capitulo (ecuación (3.47))











(e~ω/kBT − 1)2Ξph(ω)dω, (4.2)
siendo kB la constante de Boltzmann, ~ la constante de Planck y ω la frecuencia de los
fonones. Esta expresión se obtiene mediante una expansión lineal alrededor de una diferen-
cia de temperatura infinitesimal ∆T → 0 de la cantidad [fBE(T + ∆T ) − fBE(T )], donde
T se define como la temperatura promedio y fBE es la distribución de Bose-Einstein. Para
esto, se ha considerado un dispositivo de transporte conectado a contactos térmicos caliente
y frío cuyas temperaturas son de TI = T + (∆T/2) y TD = T − (∆T/2), respectivamente
[133]. Adicionalmente, la DOS locales de fonones sobre cada átomo del dispositivo central





4.2.1. Coeficiente de transmisión fonónica
Los resultados de la transmisión fonónica para cuatro distribuciones diferentes se mues-
tran en la figura 4.3. En primer lugar, se observa que los cuatro modelos muestran diferentes
grados de reducción en la transmisión fonónica debido al efecto del dopaje de BN en el CNT,
y a su vez la forma de distribuir el dopaje causa, en el transporte, dispersión de fonones que
altera la transmisión fonónica gradualemente. En general, la transmisión fonónica para fre-
cuencias bajas (<300 cm−1 o <9 THz) varía débilmente con la concentración de dopaje, y
es independiente de la distribución del dopaje. Este comportamiento es una característica
del régimen de transporte balístico, observado en otros nanotubos [127, 130], por lo que los
fonones de baja frecuencia tienen longitudes de onda largas que no son alteradas por las
regiones del dopaje (dispersores) y pueden transportarse en todo el sistema [331, 128].
Sin embargo, existen importantes diferencias respecto a cada distribución del espectro
de transmisión. Por ejemplo, para la distribución helicoidal (véase la figura 4.3 (a)), la trans-
misión fonónica disminuye considerablemente con respecto al CNT puro para las tres con-
centraciones de dopaje (33 %, 50 % y 66 %). Además, los hetero-nanotubos independiente
de la concentración muestran una transmisión similar entre las frecuencias desde 200 cm−1
hasta 1400 cm−1. También es preciso destacar, que para frecuencias altas (>1400 cm−1), solo
en el espectro del carbono), la transmisión se reduce gradualmente debido a que hay una
supresión dramática de los modos vibracionales que corresponden a modos locales de so-
lo átomos de carbono. Esta supresión se vuelve cada vez más relevante a medida que se
aumenta la concentración de dopaje. Este comportamiento a altas frecuencias puede com-
pararse relativamente con la distribución horizontal (véase la figura 4.3 (c)). En los casos
extremos correspondientes al CNT (0 %) y BNNT (100 %), las transmisiones exhiben una
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FIGURA 4.3: Coeficiente de transmisión fonónica versus frecuencia para una
distribución (a) helicoidal, (b) aleatoria, (c) horizontal, y (d) vertical. Las líneas
sólidas de color azul, naranja, y verde corresponden a los hetero-nanotubos
dopados con 33, 50 y 66 %, respectivamente (véase las estructuras en la figura
4.1). En cada panel, Ξph para el CNT y BNNT (6, 6) puro están dadas por las
líneas de color negro y magenta, respectivamente.
función escalonada (sin dispersores) y coinciden con el número de modos de fonones dis-
ponibles a una frecuencia determinada [128, 127, 132].
La figura 4.3 (b) muestra cómo la transmisión fonónica, promediada sobre cinco confi-
guraciones, depende fuertemente sobre la forma de distribuir aleatoriamente el dopaje para
cualquier concentración. Además, se puede observar que la transmisión se reduce consi-
derablemente en el intervalo de frecuencias de [200:1600] cm−1. Este comportamiento es
debido a que en dicho intervalo de frecuencias varios sitios aleatorios de dispersión en for-
ma de anillos de BN comienzan a influenciar el transporte y a partir de 200 cm−1, de manera
abrupta, se produce un cruce notorio de regímenes de transporte [127]. Por lo tanto, a una
frecuencia más alta (>1400 cm−1) la transmisión prácticamente desaparece para cualquier ti-
po de concentración. Esta reducción en la transmisión fonónica también se observó en CNT
y BNNT con defectos y desorden de isótopos [127, 128, 130].
La distribución horizontal muestra que la transmisión fonónica, promediada sobre tres
configuraciones, se ve afectada en menor grado que en los casos aleatorio y vertical (véase
la figura 4.3 (c)). Esta tendencia en la transmisión se debe a que las características de los
hetero-nanotubos son similares a las de CNT y BNNT puros, como por ejemplo sus constan-
tes de fuerza [331]. Además, conforme la concentración aumenta desde 33 % hasta 66 % (e
incluso hasta 89 %), la transmisión fonónica presenta picos similares al BNNT puro, esto se
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observa a altas concentraciones y en todo el rango de frecuencias. Por lo tanto, esta distribu-
ción horizontal afecta ligeramente la transmisión fonónica mostrando un comportamiento
de un conductor térmico, estos debido también a que existe un adecuado acople del hetero-
nanotubo con sus contactos térmicos favoreciendo el transporte de fonones a través de una
conexión híbrida C-BN [332]. Finalmente, la transmisión fonónica para la distribución verti-
cal, promediada sobre tres configuraciones, muestra que a altas frecuencias (>1400 cm−1) se
suprime totalmente, esto ocurre para cualquier concentración (véase la figura 4.3 (d)). Mien-
tras que en el resto de frecuencias (<1400 cm−1), las transmisiones son muy similares para
cualquier concentración debido a que los segmentos verticales (tipo BNNT) funcionan como
barreras para el transporte de fonones. Por lo tanto, para una de las tres configuraciones del
modelo observado en la figura 4.1 (d), se obtiene una fuerte dispersión de fonones, como es
observado en el transporte electrónico de nanotubos CNT/BNNT/CNT [12].
En consecuencia, es gran importancia controlar el orden de distribución del dopaje que
se observa en los coeficientes de transmisión fonónica. Concluyendo que para las distri-
buciones helicoidal y horizontal que poseen un patrón estructuralmente más ordenado, el
transporte es más favorable conduciendo solo a una reducción drástica de la transmisión
a frecuencias altas (>1400 cm−1) del espectro debido a la ausencia de vibraciones de baja
longitud de onda, correspondientes a los átomos de carbono en los hetero-nanotubos de
BNC.
4.2.2. Conductancia térmica de fonones
Antes de la discusión es preciso comentar que la similitud entre la transmisión fonónica
y la conductancia térmica de fonones a temperaturas bajas (T → 0) es una consecuencia
de la propia transmisión fonónica a frecuencias bajas [127]. Por consiguiente, conforme se
incrementa la temperatura, la conductancia térmica aumenta rápidamente alterando el com-
portamiento general de todos los hetero-nanotubos a temperaturas bajas, lo que indica que
los fonones de frecuencias altas comienzan a contribuir al transporte térmico (véase la fi-
gura 4.4). Es decir, la tendencia creciente de la conductancia térmica con la temperatura, es
el resultado de una mayor probabilidad de ocupación de fonones de alta frecuencia [132],
independientemente del orden de distribución del dopaje.
Sin embargo, para la distribución helicoidal, el perfil global de la conductancia para los
hetero-nanotubos de distinta concentración de dopaje disminuye significativamente con res-
pecto a la conductancia del CNT y se reduce moderadamente respecto al BNNT (véase la
figura 4.4 (a)). El valor máximo de la conductancia que presentan los hetero-nanotubos con
una distribución helicoidal es de alrededor de 4 y 4.5nW/K a 800K. Esto ocurre debido a
que cada modo vibracional, correspondiente a C, B, y N, posee una frecuencia máxima di-
ferente que contribuye a la conductancia, por lo que, todos los modos colectivos no logran
saturar la conductancia a temperaturas altas (caso similar para una distribución horizon-
tal). En la figura 4.4 (b), la conductancia térmica, promediada sobre cinco configuraciones,
se reduce de forma drástica independiente de la concentración de dopaje. Además, estos
hetero-nanotubos con distribución aleatoria presentan un valor máximo de alrededor de
2nW/K a 800K, donde observamos que la conductancia ligeramente se satura en dicho va-
lor máximo. En otras palabras, la influencia de la distribución aleatoria en la conductancia
reducida es más significativa que otra distribución debido a que los fonones incidentes es-
tán dispersados fuertemente por el anillo de BN ubicado de manera aleatoria en el CNT, es
decir, existe una dispersión considerable entre el dispositivo central y los contactos térmicos.
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FIGURA 4.4: Conductancia térmica de fonones respecto a la temperatura para
un orden de distribución (a) helicoidal, (b) aleatorio, (c) horizontal, y (d) ver-
tical con una concentración de dopaje de 33 %, 50 %, y 66 %. En cada panel, se
muestra la conductancia térmica para CNT y BNNT, respectivamente.
Vale la pena comentar algo conocido, la dispersión fonón-fonón no es significativa en
CNTs por debajo de 300K [129], y la dispersión anharmónica no afecta la medición del
transporte de fonones en CNTs de diferentes longitudes [333, 334], debido a que la anhar-
monicidad se hace visible incluso casi a 1000K [331]. Por lo tanto, el mecanismo de dis-
persión dominante en el transporte sería elástico para los hetero-nanotubos de BNC, mien-
tras que el valor de la conductancia térmica está dominado mayormente por contribucio-
nes cuasi-balísticas, donde la trayectoria libre media del fonón (MFP, del inglés Mean Free
Path) comienza a reducirse de acuerdo con el aumento de la temperatura y la frecuencia
[262, 127, 130].
En contraste a la distribución aleatoria, los modos vibracionales en la distribución hori-
zontal ocupan un rango de frecuencias altas, lo que conlleva a conductancias térmicas altas
muy cercanas a las del BNNT (véase la figura 4.4 (c)). Estos hetero-nanotubos de BNC pre-
sentan un valor máximo de conductancia entre 5 y 6nW/K a 800K, este valor es el máximo
posible en comparación con las demás distribuciones. Este tipo de orden horizontal permite
que haya fonones de distintas frecuencias coexistiendo a temperaturas altas que contribu-
yen a la conductancia térmica sin llegar a saturar. Además, las conexiones híbridas de C-B-N
entre el hetero-nanotubo y los contactos son idénticos, lo que permite una gran dinámica de
modos vibracionales. Estos hetero-nanotubos de BNC con un arreglo horizontal podría ser
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explotados para aplicaciones de manipulación térmica y conductores térmicos. Por otra par-
te, las conductancias térmicas de fonones para la distribución vertical se muestran en la
figura 4.4 (d). Además, las conductancias térmicas, promediadas sobre tres configuraciones,
para las concentraciones de dopaje de 33 %, 50 % y 66 % se encuentran significativamente
reducidas comparadas con la conductancia del CNT y BNNT, respectivamente. Es de es-
perar que en la distribución vertical se presenta una conductancia reducida debido a que
existen modos vibracionales suprimidos y localizados, esto como consecuencia del tipo de
conexión que hay entre pequeños segmentos de CNT y BNNT (como se observa en la figura
4.1 (d)). Por lo tanto, las conductancias son una respuesta estadística de las tres configura-
ciones promediadas, similar a la transmisión de fonones para la misma distribución vertical.































FIGURA 4.5: (a) Dependencia de la razón KBNCph /KCNTph con la temperatura de
los hetero-nanotubos de BNC, para una distribución horizontal (), helicoidal
(©), y aleatoria (△). (b) La razón de número de átomos B-N, rBN ( %), a lo largo
de la longitud del hetero-nanotubo de BNC para las cuatro distribuciones.
Por otro lado, en la figura 4.5 (a) se muestra las conductancias térmicas de fonones rela-
tivas de los hetero-nanotubos armchair (6, 6), definida como Krel = KBNCph /KCNTph , para los
tres ordenes de distribución importantes. Las curvas Krel disminuyen de forma inmediata
a medida que se incrementa la temperatura a partir de 100 K, luego esa disminución se
mantiene suavemente hasta los 800K, esto ocurre independientemente de la concentración
de dopaje debido a que el tipo de distribución del dopaje permite un transporte de fonones
similar para cualquier concentración, comportamientos similares se observó en CNTs con
vacancias [129]. Además,se puede describir un caso particular donde la conductancia del
hetero-nanotubo es mayor o igual a la del CNT, Krel & 1, pero eso se observa ligeramente a
temperaturas bajas. Asimismo, este comportamiento a temperaturas bajas no fue observado
en las conductancias de los hetero-nanotubos de BNC de la figura 4.4. También es pertinente
observar que las curvas Krel (de la distribución horizontal) y KBNNT /KCNT son superiores
al resto de valores de las distribuciones helicoidal y aleatoria, respectivamente.
Sin embargo, para analizar de otra manera la respuesta estadística de la cantidad de
dopaje, es decir, el número de B-N a lo largo del hetero-nanotubo de BNC, usaremos el pa-
rámetro rBN = nBN/ntotal, donde describe la proporción promedio de átomos de B-N en
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todo el área transversal del hetero-nanotubo o dispositivo central para el transporte de fo-
nones (véase la figura 4.5 (b)). Para el orden de distribuciones helicoidal y horizontal, se
observa un valor constante de rBN para cada concentración (33 %, 50 %, y 66 %), por lo que
se interpreta que estas distribuciones favorecen el transporte con contribuciones de modos
vibracionales diferentes de C-B-N que se propagan a lo largo de esos patrones de distribu-
ción, estas tendencias son observadas en los valores de Ξph y Kph.
Por otra parte, se tiene la distribución aleatoria que muestra un orden muy oscilante de
rBN independiente de la concentración, ese patrón aleatorio de dispersores representados
por anillos de BN en el hetero-nanotubo suprime algunos modos vibracionales, reducien-
do el transporte de fonones observados en los valores de Ξph y Kph. En contraste, se tiene
la distribución vertical, donde el valor de rBN varía bruscamente tipo una función de pa-
so debido a las configuraciones pre-estableciadas para todas las concentraciones de 33 %,
50 % y 66 % (véase la parte inferior de la figura 4.5 (b)), esas configuraciones verticales son
constituidas por pequeños segmentos de CNT y BNNT que forman el hetero-nanotubo de
distribución vertical. Por lo tanto, el efecto que genera el promedio de estas configuraciones
no es adecuado para un análisis comparativo con el resto de distribuciones, por lo que, desde
adelante solo se discute la influencia de las distribuciones helicoidal, horizontal y aleatoria
y sus respectivas concentraciones sobre las propiedades del transporte termoeléctrico.
4.2.3. DOS local de fonones
Ahora se analiza la DOS local de los fonones para varios hetero-nanotubos de BNC, es-
perando que el dopaje de átomos de B-N presenten varios modos vibracionales adicionales
al C en comparación con los CNT y BNNT puros. En las figuras 4.6 (a) y (b) se muestran la
DOS local para concentraciones de 11 % y 89 %, ambos con un solo patrón de distribución
helicoidal. En general se observa que conforme se incrementa el porcentaje de concentra-
ción en el sistema, los picos del espectro vibracional pasa de una contribución de CNT a
una contribución de BNNT, también es interesante observar que solo para la distribución
helicoidal (véase nuevamente la figura 4.1(a)), el espectro vibracional corresponde a los di-
ferentes modos que conforme la concentración va de 0 % al 100 %. Sin embargo, uno de esos
picos del espectro ligeramente coincide con el modo RBM (del inglés, Radial Breathing Mo-
de), observado tanto en CNT como en BNNT [335, 336], este modo es reportado como un
modo activo Raman para el cual la frecuencia ha sido determinada para nanoestructuras de
carbono [337, 338].
La frecuencia de RBM viene dada por ωRBM = A/D, donde las constantes determi-
nadas son: AC = 223,5nm[cm−1] [339, 337] y ABN = 201nm[cm−1] [336] para CNT y




n2 + nm+m2), cuyos valores son DCNT = 0,814nm y DBNNT = 0,831nm, respec-
tivamente. Por lo tanto, los valores del modo RBM son: ωRBM=274 y 242[cm−1] para CNT
y BNNT, respectivamente (como se puede ver en las figuras 4.6 (a) y (b)). Además, en este
intervalo de frecuencias del RBM [242:274] cm−1, se observa un pico del hetero-nanotubo de
BNC tanto para 11 % y 89 % de concentración de dopaje, el cual podría corresponder a su
frecuencia propia del modo RBM del hetero-nanotubo. La presencia de esta frecuencia es de-
bido a que el patrón en forma de espiral permite este modo de vibración RBM independiente
de la concentración, ya que en particular las propiedades de transporte para la distribución
helicoidal no son promediadas como las anteriores con diferentes configuraciones. Este tipo
de resultado fue reportado en trabajos recientes para CNTs [337, 338]. Por último, los recua-
dros internos de las figuras 4.6 (a) y (b), muestra la DOS proyectada para cada elemento
correspondiente a una concentración de dopaje de 11 % y 89 %, respectivamente. Para un
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FIGURA 4.6: DOS local de fonones versus frecuencia para CNT, BNNT, y
hetero-nanotubos con una distribución helicoidal y una concentración de do-
paje de (a) 11 %, y (b) 89 %. Los recuadros interiores muestran las DOS de
fonones proyectadas sobre las contribuciones de C, B y N.
11 % de dopaje la ηph muestra la contribución mayoritaria de los modos vibracionales del C,
por el contrario, para un 89 % de dopaje la ηph muestra una contribución mayoritaria de los
modos del B-N.
Para las distribuciones aleatoria y horizontal, la DOS local promediada de fonones pre-
senta un perfil único a frecuencias bajas <200 cm−1 independiente de la concentración de
dopaje (véanse las figuras 4.7 (a) y (b)). Es sabido que estos modos vibracionales de fre-
cuencias bajas se atribuyen a un comportamiento cuasi-balístico en el transporte térmico
[129, 336]. Por lo tanto, los modos de frecuencias bajas, para ambas distribuciones, exhiben
una sensibilidad menor a los cambios químicos del dopaje, en comparación con los modos
de frecuencias altas (>1400 cm−1) donde si hay cambios considerables que dependen de la
concentración del dopaje, esto debido principalmente a la reducción de los modos vibracio-
nales del carbono.
Para la distribución horizontal (véase la figura 4.7 (b)), la DOS promedio de fonones ex-
hibe picos resonantes agudos que indican diferentes estados localizados de vibración a dife-
rentes frecuencias, similar al orden helicoidal pero distinto al orden aleatorio. En el recuadro
interno de la figura 4.7 (b) se muestra la DOS proyectada para cada elemento correspon-
diente a una concentración de 50 %, donde se observa que existe contribuciones similares al
espectro vibracional de los elementos de C y B-N. A diferencia de una contribución mayo-
ritaria del C para una concentración de 33 % en la distribución aleatoria (véase el recuadro
interior de la figura 4.7 (a)).
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FIGURA 4.7: DOS local promedio de fonones respecto a la frecuencia para
hetero-nanotubos con una distribución (a) aleatoria y (b) horizontal. Los re-
cuadros interiores muestran las DOS promedio de fonones proyectadas sobre
las contribuciones de C, B y N.
4.3. Efectos del dopaje en el transporte cuántico de electrones
En esta sección se muestran y discuten los resultados de la influencia del dopaje sobre
el transporte de electrones, así como la modulación del bandgap en los hetero-nanotubos de
BNC armchair (6, 6), variando el patrón de distribución (considerando solo tipo helicoidal,
horizontal, y aleatorio) y la concentración del dopaje.
A continuación se descrive la metodología para el cálculo de las propiedades de trans-
porte de electrones, donde se utiliza también la ecuación (4.1) para el caso de electrones,
Ξele = Trace(G
rΓIG
aΓD), donde la función de Green retardada está relacionada con el Ha-
miltonianoH ,Gr = (EI−H−ΣrI−ΣrD)−1. Las expresiones de los coeficientes de transporte
están en un régimen de respuesta lineal, es decir, que dichas expresiones provenientes de
las expansiones en serie de la corriente eléctrica (I) son para un voltage bias pequeño (∆V).
Estas expresiones son: la conductancia eléctrica, Gel, y la contribución de los electrones a la
conductancia térmica, todas ellas están definidas como sigue










donde las funciones Lm son dadas en términos de los momentos del coeficiente de trans-











siendo fFD(E, µ, T ) la función de distribución de Fermi-Dirac, y µ el potencial quími-
co. Por otro lado, la capacidad de que un material termoeléctrico pueda convertir calor en
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electricidad, o pueda conducir electricidad de forma óptima y calor pobremente, se mide










donde S es el coeficiente Seebeck (denominado también potencial termoeléctrico o termo-
potencia), T es la temperatura absoluta, y q es la carga eléctrica de los portadores (positivo
para huecos y negativo para electrones). El factor GS2 es usualmente definido como el factor
de potencia, PF (del inglés Power factor). Asimismo, cuanto más grande es ZT , mejor es el
rendimiento de un material termoeléctrico, por lo tanto, un buen material candidato debe-
ría tener simultáneamente un alto PF y una baja conductancia térmica. En otras palabras,
uno desearía idealmente conseguir un cristal de electrones y un vidrio de fonones, en ese
sentido, para que los materiales termoeléctricos sean competitivos como los refrigeradores
y generadores convencionales es imperativo generar un aumento de la ZT .
4.3.1. Coeficiente de transmisión electrónica y Bandgap


































FIGURA 4.8: Coeficientes de transmisión electrónica versus energía para: (a)
una distribución helicoidal con diferentes concentraciones, y (b) diversos pa-
trones de distribución de dopaje con 50 % de concentración.
En la figura 4.8 (a) se muestra el coeficiente de transmisión electrónico de los hetero-
nanotubos helicoidales de BNC para tres concentraciones distintas, del cual, se observa la
influencia de las cintas espirales de BN en la transmisión electrónica comparada con la del
(6,6) CNT, el cual presenta un comportamiento metálico en sus propiedades electrónicas co-
mo un material puro [7, 12, 119]. Además, las impurezas de sustitución de B-N suprimen
principalmente los canales de transporte electrónico alrededor de la energía de Fermi, EF .
Por lo que, el hetero-nanotubo de BNC se vuelve semiconductor con un intervalo bandgap
electrónico manipulable. Este comportamiento es debido principalmente a la eliminación
de los estados electrónicos tipo-p de los átomos del C que son dominantes en ese rango de
energía, esa eliminación es generada al incorporar estados del B-N desde una concentración
de 11 % hasta 89 %.
4.3. Efectos del dopaje en el transporte cuántico de electrones 61
Además, para una cobertura completa de los sitios del CNT por la concentración del
dopaje de BN, se obtuvo la transmisión electrónica del BNNT (6, 6), como un caso límite
con un intervalo de banda de ∼ 4.1 eV (véase la figura 4.8 (a)). Sin embargo, la supresión
de los canales de transporte también ocurre cuando se consideran otras distribuciones es-
paciales de dopaje (véase la figura 4.8 (b)). En consecuencia, la influencia en la magnitud
de la transmisión es diferente para cada orden de distribución sea helicoidal, horizontal, o
aleatorio, para una concentración fija del 50 %. Por ejemplo, una distribución completamen-
te aleatoria reduce considerablemente la transmisión sobre todas las energías electrónicas,
este comportamiento es claramente un resultado de localización de los estados electrónicos
de tipo-Anderson. Los hetero-nanotubos de BNC con distribuciones helicoidal y horizon-
tal muestran las transmisiones cualitativamente similares, pero una ligera diferencia para la
disposición horizontal que muestra una tendencia a una mayor transmisión dentro de un
intervalo de energía de ±2eV alrededor de la energía de Fermi. La supresión más débil de
la función de transmisión en las cintas helicoidal y horizontal en comparación con el hetero-
nanotubo puramente desordenado está relacionada con las correlaciones espaciales de largo
alcance resultantes de la simetría de los arreglos atómicos de B-N a lo largo del CNT.
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FIGURA 4.9: (a) Bandgap electrónico como función de la concentración del do-
paje para tres patrones de distribución. (b) Conductancia térmica de fonones
a 300 K como función de la concentración para tres patrones de distribución.
Para ambas cantidades físicas, se muestra la influencia de los electrodos o con-
tactos térmicos formados por CNTs (♦− ♦).
En la figura 4.9 (a), se muestra claramente la influencia de la variación de la concen-
tración del dopaje de BN sobre la energía del bandgap, Eg, para las tres distribuciones de
desorden espacial: helicoidal, horizontal y aleatoria. Las dos primeras muestran tendencias
cuantitativas muy similares en la Eg. Un comportamiento semejante del bandgap electrónico
en hetero-nanotubos de BNC horizontales ya ha sido reportado [119, 340]. Por otra par-
te, para los hetero-nanotubos con anillos de BN distribuidos aleatoriamente, los canales de
transporte de energía baja se suprimen en gran medida, lo que conlleva a un bandgap de ma-
yor valor, que aumenta conforme se incrementa el porcentaje de la concentración de BN. En
contraste, en la misma figura 4.9 (a) también se muestra el comportamiento del bandgap en
el caso de un hetero-nanotubo helicoidal de tamaño finito conectado a electrodos de CNTs
(6, 6) puros (lado izquierdo y derecho del esquema 4.2), a modo de comparación. Curiosa-
mente, el sistema mantiene el carácter metálico del CNT para concentraciones por debajo
del 10 %, y mientras se incrementa la concentración un gap se abre y la tendencia cuantitati-
va es muy similar al caso de la distribución helicoidal completamente.
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Una característica comparativa para el bandgap es revisar la tendencia de la conductan-
cia térmica de los fonones respecto a los patrones de distribución del dopaje a temperatura
ambiente. En la figura 4.9 (b) se observa la variación de la conductancia en función de la
concentración de BN. La conductancia del CNT es de 3.46 nW/K, que está cerca del valor
experimental estimado por E. Pop y colaboradores [341], cuyo valor es de 2.4 nW/K para
CNTs de longitud de ∼2.6 µm y un diámetro de 1.7 nm. Además, se encuentra que la con-
ductancia de los hetero-nanotubos helicoidales permanece casi constante ∼2.4 nW/K para
las concentraciones entre 30 % y 80 %, y posteriormente la conductancia aumenta hasta al-
canzar el valor correspondiente al BNNT puro (3 nW/K). Sin embargo, como es esperado
del comportamiento de la transmisión fonónica, los hetero-nanotubos de BNC con patrones
horizontales muestran una conductancia más alta, mientras que los valores más bajos se ob-
tuvieron para los patrones con distribución aleatoria. La conexión del hetero-nanotubo con
distribución helicoidal con los contactos térmicos de CNTs conduce a una supresión conti-
nua de la conductancia térmica al aumentar la concentración. Vale la pena remarcar que la
contribución dominante a la conductancia térmica se origina principalmente con los modos
vibracionales de longitud de onda larga con frecuencias <200 cm−1. Por lo tanto, es de espe-
rar también que las propiedades físicas (bandgap y conductancia térmica modulables) de los
hetero-nanotubos conductores (CNT/hel/CNT con dopaje de 10 %) sean cuantitativamente
similar a otros nanotubos con comportamiento metálico.
4.4. Efectos del dopaje en las propiedades termoeléctricas
Con los resultados anteriores se puede creer que los hetero-nanotubos de BNC desem-
peñen un papel importante como una nueva generación de materiales termoeléctricos para
la producción de electricidad a partir del calor residual o como enfriadores Peltier de estado
sólido [342]. Sin embargo, la eficiencia de un material termoeléctrico es medida por suZT , es
decir, cuanto más grande es su ZT mejor es el rendimiento termoeléctrico del material. Por
lo tanto, materiales candidatos para este fin deberían tener simultáneamente un alto factor
de potencia y una baja conductancia térmica. Además, las propiedades del transporte elec-
trónico de los hetero-nanotubos se han investigado ampliamente con un método combinado
de DFT y NEGF [343]. No obstante, los estudios experimentales de la influencia del dopaje
en las propiedades termoeléctricas de los CNTs se han centrado en los dopantes moleculares
[344]. Estudios previos reportaron acerca de la influencia del dopaje de solo nitrógeno o solo
boro en CNTs dopados, pero sin una conclusión definitiva de cómo es afectada la ZT .
Por otra parte, con los resultados discutidos y la información analizada sobre las propie-
dades de transporte térmico y electrónico, ahora se puede abordar la respuesta termoeléctri-
ca de los hetero-nanotubos de BNC armchair (6, 6). En esta sección se analiza la distribución
de dopaje helicoidal, por simplicidad, ya que no se espera grandes cambios cualitativos para
el caso de la distribución horizontal. En la figura 4.10, se muestra el coeficiente de Seebeck,
el factor de potencia en función del potencial químico para varias concentraciones de BN.
Vale la pena mencionar que µ es positivo para el dopaje tipo-n y negativo para el dopaje
tipo-p. En las figuras 4.10 (a) y (d), el coeficiente Seebeck muestra un comportamiento simé-
trico con respecto al punto de neutralidad de carga (CNP, del inglés charge neutrality point),
µ = 0,0eV , y su valor máximo, Smax, varía desde 0.06×10−3eV/K (correspondiente al 0 %
del CNT puro) hasta 4×10−3eV/K (correspondiente al 100 % del BNNT puro) al aumen-
tar la concentración de BN. Los valores de µ (referenciados como µmax) correspondientes a
Smax se alejan del CNP debido al aumento continuo del intervalo de banda electrónico (véa-
se la figura 4.9 (a)). Además, el coeficiente Seebeck es mayor a temperatura ambiente que
a 800K, es decir, que S disminuye ligeramente conforme se incrementa la temperatura de
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T = 800 K
FIGURA 4.10: Variación del coeficiente Seebeck, S , del factor de potencial, PF ,
y la razón P respecto al potencial químico de hetero-nanotubos de BNC con
distribución de dopaje helicoidal para temperaturas de 300K (a,b,c) y 800K
(d,e,f), respectivamente.
300K a 800K, este comportamiento se observó también en nanoestructuras policristalinas
de carbono como CNTs y GNRs [345].
Por otra parte, cuando se analiza el factor de potencia (PF = S2G) se observa que, a
diferencia de Smax(T ), los anchos de los picos de PFmax solo aumenta en función de la
temperatura (véanse las figuras 4.10 (b) y (e)). Además, se observa un comportamiento no
monótono de PF con respecto a la concentración de dopaje. Por ejemplo, PFmax disminuye
para una concentración del 11 %, y luego aumenta hasta alcanzar un valor máximo en 50 %
de concentración. Este efecto está relacionado con el hecho de que la reducción de la conduc-
tancia de electrones es mayor en comparación con el incremento en el coeficiente Seebeck
al aumentar la concentración de BN en los hetero-nanotubos helicoidales. Sin embargo, las
simetría de espejo encontrada en S(µ) está ligeramente quebrada para PF teniendo valores
del factor de potencia más grandes para el dopaje tipo-n. Esta asimetría solo ocurre con cier-
tas concentraciones de BN y es el resultado de la hibridización de orbitales p de los dominios
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helicoidales BN y C que afectan la probabilidad de transmisión de electrones asociada a las
bandas de conducción y valencia [29]. También es oportuno mencionar que el BNNT mues-
tra un PF mayor que el CNT y el resto de hetero-nanotubos helicoidales, debido a que el
dopaje tipo-n o -p necesario para obtener este valor es bastante grande ∼ 2eV .
0 20 40 60 80 100













0 20 40 60 80 100











FIGURA 4.11: Variación de la figura de mérito con respecto a la concentra-
ción de dopaje para hetero-nanotubos con distribución helicoidal, horizontal
y aleatorio para temperaturas de 300K (a) y 800K (b), respectivamente.
La influencia del potencial químico sobre la conductancia térmica de la contribución de
electrones y fonones, se discute en función de la razón P = Kel/Kph. En las figuras 4.10 (c)
y (f), las líneas punteadas representan el caso donde Kel = Kph. La conductancia térmica
de electrones presenta una brecha de energía alrededor de la CNP, que corresponde con el
aumento del bandgap Eg (para una comparación adecuada, véase la figura 4.9 (a)). Por otra
parte, para los valores de P <0.5 con respecto a valores de |µ| pequeños y grandes, el trans-
porte de calor en los hetero-nanotubos helicoidales está dominado principalmente por los
fonones. Este comportamiento es más evidente a concentraciones más altas de BN. Sin em-
bargo, Kel se incrementa más rápido que Kph después de aumentar la temperatura de 300K
a 800K.
En las figuras 4.11 (a) y (b) se muestran las variaciones de la figura de mérito, donde
para concentraciones menores al 20 %, independientemente de la temperatura, los hetero-
nanotubos dopados con una distribución horizontal y aleatoria tienen un ZTmax mayor que
los hetero-nanotubos con distribución helicoidal. Esto se debe a su mayor factor de potencia
y menor conductancia térmica de fonones. Mientras para el resto de concentraciones, los
hetero-nanotubos helicoidales muestran valores altos deZTmax con un rendimiento máximo
para la concentración de 50 %. Esta respuesta se observó en su factor de potencia (véanse las
figuras 4.10 (b) y (e)). Por lo tanto, ZT alcanza valores de ∼ 0.14 a 300K y de ∼ 0.24 a 800K,
que los correspondientes a los CNTs puros [346]. En consecuencia, el CNT (6,6) puro puede
tener mejor ZT de 2.3 y 3.4 veces su valor inicial a 300K y 800K, respectivamente, con una
distribución de dopaje helicoidal al 50 %.
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Capítulo 5
Influencia de la temperatura sobre el
transporte en hetero-estructuras
Actualmente se vienen estudiando diversos materiales de baja dimensión con la priori-
dad de eliminar eficientemente el calor en los micro-dispositivos electrónicos, estas y otras
demandas emergentes en las tecnologías modernas de comunicación e información requie-
ren una configuración adecuada de diferentes factores como un controlador de tempera-
tura, un sistema de enfriamiento, un disipador de calor y materiales de interface térmica
eficientes. Los métodos de la manipulación de calor para la eliminación de hotspots1 inclu-
yen la selección de materiales que poseen una alta conductividad térmica (por ejemplo el
GE, hBN, entre otros). Además, el diseño de un rectificador o disipador de calor mediante
hetero-uniones de nanocintas hexagonales se vienen explorando hoy en día [23, 55, 144].
En el presente capítulo, se investiga la influencia de la temperatura (del sustrato, me-
dia y bias) sobre las propiedades del transporte térmico en las hetero-nanocintas basadas
en GE, con el objetivo de comprender el mecanismo dominante del transporte de calor en
las hetero-estructuras híbridas 2D, empleando el método NEMD que es una herramienta
bastante utilizada por diferentes investigadores para la simulación de materiales en la na-
noescala y especialmente para el estudio de rectificadores térmicos [144, 13]. Primeramente,
se discute los resultados de la influencia de la asimetría estructural, el efecto del sustrato y
temperatura del sustrato sobre el transporte térmico de hetero-nanocintas GE/hBN. Luego,
se discute los resultados adicionales de la influencia de la temperatura media y temperatura
bias sobre el transporte térmico interfacial en hetero-nanocintas de GE/X (X=hBN, hSiC, GA)
para dos tipos de interface y finalmente se examina el diseño de los rectificadores térmicos
en nanotubos con uniones intra-moleculares.
5.1. Propiedades del transporte térmico en hetero-nanocintas de
GE/hBN
5.1.1. Modelos estructurales: free-standing y depositadas
Los modelos de las hetero-uniones de nanocintas libres (free-standing) y depositadas so-
bre sustratos se observa en la figura 5.1, donde las configuraciones para el transporte y
para las simulaciones de MD de las hetero-nanocintas se han realizado con condiciones de
contorno libres en las tres direcciones, también, se han fijado los extremos de las hetero-
nanocintas en la dirección X para evitar rotaciones durante la simulación. Para los sistemas
depositados sobre los sustratos, se ha considerado las condiciones de frontera periódicas en
1Los dispositivos de alta frecuencia producen una gran cantidad de calor en áreas pequeñas localizadas
generando hotspots donde la potencia de trabajo puede ser diez veces mayor que su valor promedio [347].
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el plano XY, además, los sustratos son suficientemente grandes para evitar cualquier inter-
acción entre la nanocinta y su réplica. Todas las simulaciones de MD empleando el método









FIGURA 5.1: Visualización atomística de las hetero-nanocintas de GE/hBN
free-standing (a) simétrica y (c) asimétrica (tipo-T). Asimismo, (b) y (d) estas
hetero-estructuras depositadas sobre sustratos de Grafito, SiC(0001), Si(100) y
SiO2, respectivamente.
Las interacciones entre los átomos en la hetero-nanocinta de GE/hBN coplanares con-
formada por átomos de C, B, y N se establecieron empleando un potencial Tersoff optimi-
zado y parametrizado por Kinaci y colaboradores [148], que se ha utilizado con bastante
éxito en otros sistemas similares. Las interacciones atómicas entre los sustratos de grafito,
Si(100), SiC(0001), y SiO2 se han modelado mediante un potencial Tersoff [348, 349, 350].
El acoplamiento entre estas estructuras laminares y los sustratos se describe mediante una
interacción tipo van der Waals expresada a través de un potencial Lennard-Jones, U(r) =
4χǫ[(σ/r)12 − (σ/r)6], donde ǫ y σ son los parámetros de energía y de distancia con unida-
des en eV y Å, respectivamente. Los parámetros Lennard-Jones fueron tomados a partir de
las referencias [351, 352], y se pueden observar en el cuadro 5.1. Posterior a la optimización
estructural, la distancia entre las hetero-nanocintas de GE/hBN coplanares y los sustratos
fueron de alrededor ∼ 3.4 Å.
Detalles adicionales de la simulación como el algoritmo estándar de velocidades de Ver-
let se utiliza para integrar las ecuaciones de movimiento de Newton, con un paso de tiempo
de 0.1fs. En general, todas las estructuras fueron relajadas inicialmente mediante el mé-
todo del gradiente conjugado. Luego, la equilibración de la temperatura a T0 = 300K se
realiza durante 5ns considerando una colectividad NV T con un termostato Nosé-Hoover
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CUADRO 5.1: Parámetros del potencial Lennard-Jones de la interacción en-
tre las hetero-nanocintas y los sustratos, donde se ha considerado χ=1 y cut-
off =6Å.
Sustrato átomos ǫ (meV) σ (Å) Sustrato átomos ǫ (meV) σ (Å)
Grafito B-C 3.108 3.411 Si(100) B-Si 10.268 3.421
N-C 4.068 3.367 N-Si 12.616 3.595
C-C 2.635 3.369 C-Si 8.172 3.597
SiC(0001) B-Si 10.268 3.421 SiO2 B-Si 7.357 3.639
N-Si 12.616 3.595 N-Si 9.039 3.595
C-Si 8.172 3.597 C-Si 5.855 3.597
B-C 3.610 3.357 B-O 5.236 3.303
N-C 4.435 3.313 N-O 6.434 3.259
C-C 2.873 3.315 C-O 4.168 3.261
(tiempo de relajación de 0.1ps). Una vez que la temperatura haya alcanzado el valor reque-
rido, se retira el termostato para llevar a cabo las simulaciones de NEMD durante 40ns. Las
temperaturas para los baños térmicos de lado izquierdo y derecho fueron definidos como
TL = (1 + α)T0 y TR = (1 − α)T0, respectivamente. Además, para la dirección del flu-
jo térmico J+ el calor fluye de izquierda a derecha, y para la dirección J− el calor fluye
de derecha a izquierda. También, se ha considerado una temperatura bias definida como
Γ = |TR−TL| = 2αT0 (α >0), donde cada baño térmico se extiende sobre seis capas atómicas
correspondientes a una longitud de ∼ 2.6nm. Los promedios de tiempo de la temperatura y
el flujo de calor se llevaron a cabo durante los últimos 15ns de la simulación.
Por otro lado, una de las propiedades del transporte térmico calculadas en las hetero-
nanocintas de GE/hBN es la rectificación térmica, η, este fenómeno aparece cuando el flujo
de calor en una determinada dirección es diferente al flujo en la dirección inversa (J+ 6=
J−). Así se puede cuantificar la eficiencia del transporte térmico en ambas direcciones y la
expresión para la rectificación térmica se define como:
η(%) =




donde los subíndices indican si el rectificador formado por nanocintas opera hacia ade-
lante o en sentido inverso al flujo de calor. Sin embargo, los flujos de calor J+,− indu-






/2, donde E+,−L y E
+,−
R son las energías totales que se han agre-
gado o sustraido de regiones del baño térmico del lado izquierdo (L) y del lado derecho (R)
para el control de la temperatura, respectivamente (véase la figura 5.2). En consecuencia,
una vez que el sistema alcanza el estado estable después de someter las regiones del baño
térmico a temperaturas de TL y TR, los valores absolutos de las derivadas temporales tienen
que ser casi las mismas para los baños térmicos del lado izquierdo y derecho, respectiva-
mente.
Además, el perfil de temperatura se calcula dividiendo el sistema en un cierto número




i , donde la temperatura cal-
culada para cada bloque, Tj , se promedia durante un intervalo de tiempo predefinido para
obtener un perfil de temperatura uniforme. Para evitar efectos espurios con la elección es-
pecífica de las velocidades iniciales, se realiza un promedio sobre cinco elecciones aleatorias
de la distribución inicial de velocidades.
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TL = (1 + α)T0
TL = (1− α)T0
TR = (1− α)T0








FIGURA 5.2: Representación gráfica del efecto de la rectificación térmica (dio-
do térmico), donde se observa los flujos J+ en dirección hacia adelante y J−
en dirección inversa, respectivamente.
5.1.2. Hetero-nanocintas asimétricas free-standing
En esta parte, el estudio de las propiedades del transporte térmico en las hetero-nanocintas
de GE/hBN y de hBN/GE coplanares, está determinado en función del parámetro asimé-
trico adimensional definido como WLR=1.0 y WLR = WL/WR para sistemas simétricos y
asimétricos, respectivamente. Este parámetro está relacionado con los anchos de las hetero-
nanocintas del lado izquierdo, WL, y derecho, WR (véase las figuras 5.1 (a) y y(c)). Ade-
más, la longitud y ancho de las hetero-nanocintas varían de la misma manera en función
de WL =
√
3L/2. Sin embargo, para evitar una discusión redundante del efecto geométrico
solo se muestra resultados de las hetero-nanocintas tipo-T debido a que los resultados para
el tipo-triangular son cualitativamente similares.
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FIGURA 5.3: Variación del flujo térmico en función del parámetro asimétrico
para la hetero-nanocinta (a) hBN/GE y (b) GE/hBN. Asimismo, se muestra
resultados para dos longitudes diferentes de 6.1nm y 9.2nm, respectivamente.
En la figura 5.3 se observa que independientemente del tamaño del sistema y la direc-
ción de transporte, el flujo térmico disminuye a medida que aumenta el grado de asimetría
en la hetero-nanocinta. En otras palabras, este comportamiento se debe a que los efectos de
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borde de las nanocintas se vuelven más influyentes una vez que se reduce el número de
átomos responsables en la transferencia de calor [353, 354]. Además, la corriente de calor
que fluye del hBN hacia el GE, en dirección de J+, siempre es mayor que en la dirección
opuesta para todas las estructuras de hBN/GE. Estos resultados quedan en concordancia
con lo reportado por Chen y colaboradores [13]. Sin embargo, para el caso simétrico, donde
tenemos queWLR = 1,0, se ha demostrado que este efecto se desvanece cuando se considera
condiciones de frontera periódicas en el eje perpendicular a la dirección del transporte. Es
decir, el flujo de calor es independiente de la dirección de transporte y en consecuencia se
tiene que: J+(hBN/GE)=J−(GE/hBN) [144].
Por otra parte, en la figura 5.4 (b) la rectificación térmica η de las hetero-nanocintas
hBN/GE muestra aproximadamente una dependencia cuasi-lineal con el parámetro de asi-
metría alcanzando valores de ∼21 % para una longitud de 6.1 nm. Por el contrario, pa-
ra las hetero-nanocintas de GE/hBN se encuentra un punto de cruce, Wc, entre los flu-
jos térmicos J+ y J− que se encuentra en WLR ∈ [2,0 : 3,0]. Por consiguiente, tenemos
J(GE/hBN)> J(hBN/GE) para WLR > Wc, y por lo tanto, la rectificación térmica corres-
pondiente muestra una dependencia no monótona respecto a WLR con un mínimo en el
punto de cruce de los flujos térmicos. Vale la pena apuntar que a diferencia de las nanocin-
tas de GE y hBN puras (véase la figura 5.4 (a)), las hetero-nanocintas simétricas WLR = 1,0
presentan efectos de la interface que afecta la rectificación térmica generando valores de al-
rededor de 10 %, y estos efectos a su vez inducen un perfil de temperatura asimétrico, por
lo tanto, alteran la intensidad del flujo térmico. Es oportuno mencionar que este fenómeno
se observa en otras hetero-uniones conformadas por isótopos de carbono y monocapas de
GE/SE [355, 155].































FIGURA 5.4: Variación de la rectificación térmica con respecto al parámetro de
asimetría: (a) para nanocintas puras de GE y hBN (GNR y hBNNR) con longi-
tud de 6.1nm, y (b) para ambas hetero-nanocintas de hBN/GE y de GE/hBN
de longitudes de 6.1nm y 9.2nm, respectivamente.
Ahora, para comprender de mejor manera la influencia del parámetro asimétrico en el
transporte térmico, se ha realizado un análisis de los modos vibracionales del espacio real
en la región del transporte [353, 354]. Para lo cual, primero se calcula la DOS vibracionales
como:








|εjA,α,λ|2δ(ω − ωλ), (5.2)
donde εjA,α,λ es el componente del vector propio vibracional del modo λ con polariza-
ción α = X,Y, Z, y ωλ es la frecuencia del modo λ. La suma sobre jA solo incluye átomos del
tipo A=C,N,B. Además, se menciona que esta cantidad se calcula diagonalizando primero
la matriz dinámica de 50 configuraciones tomadas cada 20ps durante el último 1ns de una
simulación NEMD, luego se realiza un promedio sobre otras 5 simulaciones provenientes
de la elección aleatoria de la distribución inicial de velocidades.
En las figuras 5.5 (a) y (b) se muestran la DOS vibracionales, S(ω), de las hetero-nanocintas
de hBN/GE y de GE/hBN tipo-T con una longitud de 6.1nm, para diferentes valores de
WLR. Para ambas hetero-nanocintas las S(ω) se reduce conforme se incrementa el paráme-
tro asimétrico. Sin embargo, para el sistema hBN/GE, la S(ω) es modificado fuertemente en
la región de frecuencias ω ∈ [430 : 1350]cm−1, esto está relacionado con el hecho de que la
mayoría de los modos vibracionales que involucran átomos de carbono se encuentran den-
tro de esta región espectral. Por el contrario, en las hetero-nanocintas de GE/hBN los modos
vibracionales a las frecuencias bajas [0 : 430]cm−1 y altas [1100 : 1700]cm−1 se suprimen con
el incremento de WLR debido a la reducción en el número de átomos de B y N.
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FIGURA 5.5: DOS vibracionales y razón de participación para diferentes gra-
dos de asimetría de las hetero-nanocintas (a,c) hBN/GE y (b,d) GE/hBN, res-
pectivamente. Los resultados corresponden al flujo térmico en la dirección J+.
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Además, con el propósito de obtener mayor información de la influencia del parámetro
asimétrico, WLR, sobre el grado de localización de los modos vibracionales en diferentes
rangos espectrales se ha calculado la razón de participación, Pλ(ω), para cada modo vibra-
cional λ, donde esta cantidad se expresa de la siguiente manera [353, 354]:









donde εiα,λ expresa la componente del vector propio vibracional del átomo i y N es el
número de átomos en el sistema. Además, Pλ mide la fracción de átomos que participan
en un modo vibracional, por lo tanto, varía entre 1.0 para modos deslocalizados a 0.0 (1/N )
para los modos localizados. A partir de esta cantidad, en las figuras 5.5 (c) y (d) se puede ver
que el comportamiento de la localización de los modos de vibración en las hetero-nanocintas
asimétricas es complejo y depende en gran medida de dos factores: el orden de apilamiento
planar y el rango de frecuencias. Por un lado, los modos de frecuencias bajas (<350cm−1) en
las hetero-nanocintas de hBN/GE no se ven afectados al aumentar WLR, mientras que la ra-
zón de participación se reduce para las hetero-nanocintas de GE/hBN. Vale la pena observar
que la influencia de la asimetría estructural es más fuerte en las hetero-nanocintas hBN/GE
en el rango de [350 : 540]cm−1, donde la reducción en el número de átomos de carbono lo-
caliza estos modos de vibración. Para las hetero-nanocintas de GE/hBN la deslocalización
de los modos puede incrementarse a valores de Pλ ∼0.45 para frecuencias en el intervalo de
[390 : 560]cm−1, haciendo que los sistemas sean más asimétricos. Por otro lado, los modos
de frecuencias altas (>1500cm−1) están fuertemente localizados independientemente del ti-
po de hetero-nanocinta. Por lo tanto, la transferencia de calor está dominada por diversos
rangos espectrales dependiendo del tipo de unión observadas en las hetero-nanocintas.
5.1.3. Hetero-nanocintas depositadas sobre substratos
Vale la pena comentar que las investigaciones experimentales como las teóricas repor-
tan que la influencia del sustrato conlleva efectos negativos como favorables al transporte
térmico, estos efectos dependen principalmente del tipo de sustrato utilizado. Por ejemplo,
considerando un sustrato de SiO2 amorfo, la conductividad térmica del SE muestra una gran
reducción de casi el 80 % a 300K [356]. Por el contrario, si cambiamos el plano cristalino de
la superficie del sustrato de SiC, la conductividad térmica puede incrementarse o disminuir
[357, 358]. También, demostraron el efecto del sustrato en la conductividad térmica del GE
[359]. Por lo tanto, estudiar la influencia de diferentes sustratos sobre las propiedades del
transporte térmico de las hetero-nanocintas de GE/hBN coplanares resultan de gran impor-
tancia.
En las figuras 5.1 (b) y (d) se mostró los modelos estructurales de las hetero-nanocintas
de GE/hBN depositadas sobre cuatro sustratos: Grafito, Si(100), 6H-SiC (0001), y SiO2(0001)
α-cuarzo con una terminación de O-Si-O en la superficie. Los baños térmicos solo se ubi-
can en las hetero-nanocintas y no en los sustratos, y la temperatura bias es de 60K (Γ =
2×0,1×T0). Los resultados se han obtenido al equilibrar los sustratos a una temperatura de
Tsust = 300K, el cual es la temperatura media de las hetero-nanocintas (T0). En la figura 5.6
se muestra el perfil de temperatura de las hetero-nanocintas de hBN/GE free-standing (free)
y depositadas sobre Si(100) y SiC(0001), además, se observa dicho perfil de temperatura en
ambas direcciones de los flujos térmicos (J+ y J−) solo para el valor de WLR=2.0. Las figu-
ras muestran que el perfil de temperatura es ligeramente afectada por el sustrato, donde los
principales cambios se producen en la región central del transporte y en la interface de las
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hetero-nanocintas.



















FIGURA 5.6: Perfil de la temperatura de las hetero-nanocintas de hBN/GE
free-standing y depositadas sobre los sustratos Si(100) y SiC, respectivamente,
para un valor de WLR=2.0 en las direcciones J+ (©) y J− ().
Además, el salto de temperatura en la interface para el flujo de calor en la dirección J−
(∆T−) es mayor en comparación con la dirección J+ (∆T+). Por lo que, independientemente
del sustrato, los saltos de temperatura ∆T+ y ∆T− disminuyen y aumentan con el incre-
mento de WLR, respectivamente. Es decir, el calor fluye preferentemente en la dirección J+.
Esto ocurre para ambas hetero-nanocintas y se correlaciona con la discusión anterior sobre
el flujo térmico en los sistemas free-standing, comportamientos similares se reportaron en la
unión de CNTs puros e hidrogenados [360].
Ahora, para responder cómo la deposición del sustrato afecta las propiedades del baño
térmico y del flujo térmico, se ha calculado la DOS vibracionales correspondientes a esos
sistemas, S̄(ω), a partir de la transformada de Fourier de las funciones de auto-correlación
normalizadas de las velocidades atómicas en cada dirección de polarización (α=X,Y,Z), el













donde vjα(t) denota la componente α de la velocidad del átomo j en un tiempo t, y ω
es la frecuencia del fonón. Sin embargo, esta DOS S̄(ω) es diferente a la DOS de la ecuación
(5.2), porque en este escenario consideramos la dispersión del fonón proveniente de los tér-
minos anarmónicos incluidos en los potenciales interatómicos utilizados, mientras que en
S(ω) solo se considera una aproximación armónica.
En la figura 5.7 (a) se muestra la S̄(ω) para los baños térmicos del lado izquierdo y dere-
cho de la hetero-nanocinta en la dirección del flujo J+ a una temperatura bias de Γ = 60K,
donde se puede observar que los valores de S̄(ω) del GNR son menores que los valores de
S̄(ω) del hBNNR en casi todo el rango de frecuencias. Sin embargo, la superposición entre
ambas DOS vibracionales es muy grande lo que favorece el transporte térmico. Sin embargo,
en la figura 5.7 (b) se observa que los picos de S̄(ω) son localizados a diferentes frecuencias
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FIGURA 5.7: (a) DOS vibracionales de los baños térmicos (TL = 270K y TR =
330K) en la hetero-nanocinta de hBN/GE en la dirección del flujo térmico J+
y conWLR=1.0. (b) DOS vibracionales de los cuatro sustratos para T0 = 300K.
para cada sustrato. Además, el Grafito cubre prácticamente las mismas frecuencias que las
hetero-nanocintas de hBN/GE (con un pico principal en ∼ 1600cm−1), mientras que los
picos principales para los sustratos de Si(100), SiC(0001) y SiO2 se ubican en ∼ 600cm−1,
∼ 1000cm−1 y ∼ 1200cm−1, respectivamente.
Por otro lado, en las figuras 5.8 (a)-(d) se puede ver que los sustratos alteran fuertemen-
te los modos vibracionales a frecuencias bajas suprimiendolos casi por completo hasta un
cierto valor crítico, ωc, esto depende del tipo de material. Este fenómeno es causado princi-
palmente por el acoplamiento de los modos de flexión (flexural mode) de longitud de onda
larga con el sustrato. Por ejemplo, el sustrato SiC(0001) tiene la ωc más grande debido a que
presenta una interacción de Van der Waals más fuerte con la hetero-nanocinta, que se mide
con el parámetro ε del potencial de Lennard-Jones (véase el cuadro 5.1). En contraste, los
sustratos de Grafito y SiO2 suprimen ligeramente los modos vibracionales debido a su pa-
rámetro de acoplamiento más pequeño, como se muestra en los recuadros interiores de las
figuras 5.8 (a)-(d). Además, se ha encontrado que la supresión de modos solo afecta el espec-
tro vibracional fuera del plano (out-of-plane, S̄Z) en lugar de los modos del plano (in-plane,
S̄XY ). Sin embargo, S̄Z a frecuencias bajas se reduce y su magnitud varía con el tipo de sus-
trato, este efecto también se reportó en monocapas de GE y MoS2 depositadas en sustrato
de SiO2 [361].
Ahora, para tomar en cuenta las variaciones en S̄(ω) generadas por los sustratos prime-
ro se espera que la superposición del espectro de potencia, Λ, de los baños térmicos de la
hetero-nanocinta pueda cambiar. Por lo tanto, para calcular Λ se ha usado la misma expre-
sión que se describe en la referencia [362], con el cual se encuentra que independientemente
del orden de apilamiento planar de los materiales, la superposición del espectro de potencia
aumenta por la influencia del sustrato (también el flujo térmico aumenta). Otro punto a te-
ner en cuenta es que Λ de las hetero-nanocintas simétricas free-standing y depositadas sobre
los sustratos es mayor para el flujo J(hBN/GE) que para el flujo J(GE/hBN) [13], este re-
sultado concuerda con los valores del flujo térmico mostrado en las figuras 5.3 (a) y (b). Sin
embargo, para las hetero-nanocintas de hBN/GE simétricas depositadas sobre el sustrato
de Si(100), el máximo incremento en la superposición del espectro de potencia es equiva-
lente al 5.7 % del valor correspondiente para el caso free-standing (Λfree+ (hBN/GE)=1.516). A
pesar de mostrar la supresión más fuerte de los modos out-of-plane a frecuencias bajas, la
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FIGURA 5.8: DOS vibracionales de los baños térmicos de las hetero-nanocintas
simétricas de (a,c) hBN/GE y (b,d) GE/hBN depositadas sobre los cuatro sus-
tratos. Los recuadros interiores muestran los modos out-of-plane S̄z , por com-
paración también se muestra resultados para el caso free-standing.
superposición aumenta ligeramente para la deposición sobre el sustrato de SiC(0001) con
un 3.8 %. Para una hetero-nanocinta de GE/hBN depositada en Si(100), la superposición
también es máxima e igual a ΛSi(100)+ (GE/hBN)=1.584, la cual corresponde a un incremento
del 6.4 % de Λfree+ (GE/hBN). Vale la pena resaltar que el sustrato de SiO2 mejora el sola-
pamiento del espectro de potencia para ambas hetero-nanocintas: ΛSiO2+ (hBN/GE)=1.589 y
ΛSiO2+ (GE/hBN)=1.570, respectivamente. Además, la superposición de S̄XY (ω) no cambia en
absoluto después de depositar las hetero-nanocintas sobre los sustratos (<4 % de Λfree+ XY ,
hBN/GE=1.714 y GE/hBN=1.701). Sin embargo, para S̄Z(ω) la superposición aumenta has-
ta un ∼11 % de Λfree+ Z para las hetero-nanocintas de hBN/GE (1.889) y de GE/hBN (1.685),
respectivamente. Estos valores son mayores que los valores correspondientes a las contri-
buciones in-plane (S̄XY (ω)). Por lo tanto, los modos out-of-plane tendrán una importante
contribución para las propiedades del transporte térmico en estos materiales [361, 155]. Un
fenómeno similar ocurre con el flujo en la dirección opuesta J− y con diferentes grados
de asimetría WLR. También es preciso mencionar que la magnitud de las variaciones en la
superposición espectral puede controlarse mediante la temperatura bias Γ(T ) entre los ba-
ños térmicos. Por lo que el incremento de la superposición del espectro de potencia en las
hetero-nanocintas mejorará el flujo y modificará con esto el valor de la rectificación térmica.
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5.1.4. Efecto de la temperatura del sustrato
Ahora se discute el efecto de la temperatura del sustrato, Tsust, sobre las hetero-nanocintas
de hBN/GE simétricas (WLR=1.0), donde se encuentra que independientemente del tipo de
sustrato, el flujo térmico J+ disminuye levemente respecto al incremento de la temperatura
del sustrato Tsust, mientras que al invertir la temperatura bias Γ(T ) se obtiene un incremento
considerable del flujo térmico.














































FIGURA 5.9: (a) Variación del flujo térmico respecto a la temperatura del sus-
trato para hetero-nanocintas de hBN/GE depositadas sobre Si(100) y Grafito.
Las flechas indican el caso cuando J+ = J− para cada sustrato. (b) Variación
de la rectificación térmica en función con la temperatura del sustrato para
hetero-nanocintas de hBN/GE depositadas sobre Si(100) y Grafito.
En la figura 5.9 (a) se muestra los resultados del efecto de la temperatura del sustrato
de Si(100) y Grafito, que corresponden a la influencia más débil y más fuerte sobre el flu-
jo térmico. Este fenómeno genera una intersección entre las curvas de los flujos J+ y J− a
Tsust ∼ 380K para el Grafito y Tsust ∼ 313K para Si(100), respectivamente, es decir, que se
produce una supresión completa del efecto de rectificación (η=0). Además, de esta manera
se modifica la superposición del espectro de potencia de los baños térmicos y en consecuen-
cia del flujo térmico. También, se ha encontrado que los picos de alta densidad a frecuencias
bajas en el espectro de potencia del Si(100) (véase la figura 5.7 (b)) hacen que las hetero-
nanocintas depositadas sobre este sustrato tengan el mayor incremento en S̄(ω), seguido de
SiO2 y SiC(0001). En la figura 5.9 (b), se observa que la rectificación térmica puede alcanzar
valores de hasta ∼79 % cuando el sustrato de Si(100) se equilibra a 100K, cuya magnitud es
del mismo orden que los valores reportados para estructuras complejas como uniones tipo-Y
de GE [363], y hetero-estructuras de GE/CNT [364, 26]. Mientras que las hetero-nanocintas
depositadas sobre sustratos de Grafito muestran la rectificación térmica más baja para casi
todo el rango de temperaturas desde 100K hasta 500K. Además, alrededor de Tsust = 300K,
cual es la temperatura media T0 de las hetero-nanocintas, la influencia varia independiente-
mente del tipo de sustrato.
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5.2. Propiedades del transporte térmico interfacial en hetero-nanocintas
de GE/X
En esta sección se reporta y discute las propiedades del transporte térmico interfacial de
hetero-nanocintas de GE/X coplanares (X=hBN, hSiC y GA), donde se considera dos tipos
de interface térmica, es decir, interface zigzag y armchair (ZZI y ACI, respectivamente) para
cada hetero-nanocintas. Los resultados muestran que las propiedades de transporte pueden
verse afectadas por factores como la dirección del flujo térmico J+,−, la temperatura media
T0, la temperatura bias Γ, y el tipo de la interface entre las nanocintas coplanares.
5.2.1. Modelos estructurales con diferentes interfaces: free-standing
Las configuraciones de la estructura atómica y del transporte térmico en las hetero-
nanocintas de GE/X se muestran en la figura 5.10 (a), donde X representa a las nanocintas de
hBN, hSiC, y GA, respectivamente. Antes de las simulaciones, todas las hetero-nanocintas
fueron relajadas mediante el método del gradiente conjugado para optimizar las estructu-
ras. Luego de la optimización estructural de las hetero-nanocintas, las longitudes de enlace
atómicas fueron de 1.45 (B-N), 1.78 (Si-C) y 1.1 (C-H) Å, que son mayores respecto a la dis-
tancia de enlace en el GE puro 1.42 (C-C) Å, además, para cada hetero-nanocinta de GE/X
se considera dos interfaces (ZZI y ACI) haciendo un total de seis sistemas híbridos. Sin em-
bargo, para el cálculo de las propiedades del transporte térmico, en la dirección del eje x,
se ha utilizado una muestra cuyas dimensiones están alrededor de 1.5nm de longitud pa-
ra las regiones de los baños térmicos (TL y TR), 6nm de longitud del dispositivo central
(L = LGE+LX ), y un ancho de 4.5nm (WL ≡WR =W ), también, se han fijado los extremos
de la hetero-nanocinta para evitar rotaciones durante la simulación (véanse las figuras 5.10
(a) y (b)).
FIGURA 5.10: Visualización atomística de las hetero-nanocintas de GE/X
(X=hSiC) con una vista (a) superior y (b) frontal, donde se observa la confi-
guración para el transporte térmico (extremos fijos, baños térmicos e interface
zigzag).
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Por otro lado y de modo similar a la sección anterior, se ha utilizado el simulador de
MD LAMMPS [318], donde los cálculos para el transporte térmico se realizaron con el mé-
todo NEMD debido a que en la actualidad se viene usando este método ampliamente para
estudiar hetero-estructuras híbridas 2D. En todas las simulaciones para los seis sistemas
híbridos free-standing se aplicaron condiciones de contorno libres en todas las direcciones.
Sin embargo, las interacciones atómicas entre los átomos de C-BN, C-SiC, y C-CH fueron
simuladas utilizando el potencial optimizado de Tersoff parametrizado por Kinaci y cola-
boradores [148], el potencial de muchos cuerpos propuesto por Tersoff [350], y el potencial
de orden de enlace reactivo intermolecular adaptativo (AIREBO) proporcionado por Stuart
y colaboradores [365], respectivamente. Además, se utilizó el algoritmo de Verlet de veloci-
dades para integrar las ecuaciones de movimiento de Newton, y el paso de tiempo de MD
empleada fue de 0.5 fs. Igualmente, para cada temperatura media T0, las simulaciones pa-
ra equilibrar la temperatura fueron llevadas acabo durante 2ns considerando un conjunto
NV T con un termostato Nosé-Hoover y un tiempo de relajación igual a 0.5ps. Luego de
estabilizar la temperatura de los baños térmicos, se retira el termostato y posteriormente se
lleva a cabo las simulaciones de NEMD durante 20ns. También se considera que las tempe-
raturas para los baños térmicos del lado izquierdo y derecho son de TL,R = (1±α)T0 para la
dirección del flujo J+ (GE→X), y al invertir la temperatura bias para la dirección J− (X→GE).
Los valores de la temperatura media se ha considerado T0 ∈ [100 : 700]K para baños tér-
micos de TL,R = (T0 ± 30)K, además, para T0 = 300K la temperatura bias se define como
Γ(T ) = |TL − TR| = 2α× T0, donde α varia desde 0.01 hasta 0.5. El perfil de temperatura se
calcula usando la relación (3.77), y se determina dividiendo la hetero-nanocinta GE/X en 24
regiones dondeNl es el número de átomos en la l-ésima región,mi y pi corresponde a la ma-
sa atómica y el momento lineal del átomo i, respectivamente. Sin embargo, para obtener un
perfil de temperatura suave, los valores de la temperatura se promedia sobre un intervalo de
tiempo para cada región, y para el perfil global se ha promediado sobre cinco, cinco, y tres
elecciones aleatorias de las distribuciones de velocidades iniciales para GE/hBN, GE/hSiC,
y GE/GA, respectivamente.
Por otra parte, para cuantificar las propiedades del transporte térmico clásico de la inter-
face, se define algunas cantidades relevantes como la resistencia térmica interfacial (cono-
cida también como Resistencia de Kapitza), RK , esta cantidad proporciona la diferencia de
temperaturas en la interface de la hetero-nanocinta conformada por los sistemas GE/hBN,
es decir, se puede estimar la cantidad de resistencia que se opone al flujo térmico en la inter-






donde ∆Tjump es el salto de temperatura en la interface de la hetero-nanocintas de GE/X,
A = W × H es la área transversal de la nanocinta de GE o hBN, W el ancho de la hetero-
nanocinta, y H = 0,33nm altura de la hetero-nanocinta. Además, J+,− es el flujo térmico en
ambas direcciones, por lo tanto, tendremos dos valores de RK dependiendo de la dirección
del flujo. Por otra parte, la otra cantidad importante es la conductividad térmica, κ, para las
hetero-nanocintas, esta propiedad nos permite determinar si un material tiene capacidad de
conducir calor a lo largo de el. Asimismo, puede ser calculado mediante una expresión, la











donde κGE y κX =
J+,−×LX
A×∆TX son las conductividades de cada nanocinta y provienen de la
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ley de Fourier de conducción de calor, GK es la conductancia térmica de la interface (GK =
R−1K ), y ∆TX es la variación de temperatura a lo largo de la nanocinta X = hBN, hSiC,GA.
Además, otro fenómeno importante ha ser calculado es la rectificación térmica (ecuación







/2, los valores de E+,−L y E
+,−
R son las energías totales que
se han agregado/sustraido de los átomos en las regiones caliente/frío de los baños térmicos
para controlar la temperatura del lado izquierdo (L) y derecho (R), respectivamente. Vale la
pena mencionar que en las simulaciones NEMD, la energía total de las regiones de los baños
térmicos cambia continuamente, por lo que estas regiones se excluyen de los cálculos de las
propiedades térmicas.
5.2.2. Efecto de la temperatura media























































FIGURA 5.11: Perfil de temperatura a lo largo de la longitud de las hetero-
nanocintas de GE/X en la dirección del flujo J+ para las interfaces (a) ZZI y
(b) ACI.
Una vez que el sistema alcanza un estado térmico estable, el flujo térmico se impone en
toda la longitud del dispositivo de transporte y se calcula el perfil de temperatura de las
hetero-nanocintas de GE/X. En las figuras 5.11 (a) y (b) se puede ver el perfil de temperatu-
ra a lo largo de la dirección GE → X (J+) a una temperatura media de T0 = 300K y para
una temperatura bias de Γ = 120K (α = 0,2). Las variaciones en los saltos de temperatu-
ra en la interface (∆Tjump) se observan en estos perfiles de temperatura, cuyos valores son
33.2K (GE/hBN), 26.9K (GE/hSiC), y 21.1K (GE/GA) para la ZZI. Y para la ACI son 37.6K
(GE/hBN), 51.3K (GE/hSiC), y 22.1K (GE/GA), respectivamente.
Por lo tanto, se puede mencionar que existe una influencia de la interface de las hetero-
nanocintas expresada en la magnitud de ∆Tjump, y la propia variación es causada princi-
palmente por el tipo de contacto entre la nanocinta de GE y de X (formación de enlaces en
la interface). Por ejemplo, el tipo de enlace para la hetero-nanocinta de GE/hBN son C-N
(ZZI) y C-B, C-N (ACI), para la hetero-nanocinta de GE/hSiC son C-C y C-Si (ZZI y ACI),
y para la hetero-nanocinta de GE/GA son C-CH (ZZI) y C-C, C-CH (ACI). Además, en esas
interfaces donde se forman enlaces covalentes fuertes es adecuado considerar que existen
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dispersiones de fonones que conducen a una caída local de la temperatura. También es pre-
ciso mencionar que ∆Tjump se utiliza para calcular la resistencia interfacial RK , además, en
las figuras 5.11 (a) y (b) se observan las variaciones de la temperatura en las propias nano-
cintas de GE y de X (∆TGE y ∆TX ).
































































FIGURA 5.12: Variación de la rectificación térmica respecto a la temperatura
media de las hetero-nanocintas de GE/X para las interfaces (a) ZZI y (b) ACI,
respectivamente. En cada recuadro interior se muestra los correspondientes
flujos térmicos J+ y J−.
El objetivo de investigar el efecto de la temperatura media sobre las propiedades térmi-
cas es debido a que varios materiales térmicos suelen trabajar en entornos muy calientes. En
este sentido, se analiza la rectificación térmica (η), la resistencia térmica interfacial (RK), y la
conductividad térmica (κ) con respecto a la temperatura media (T0) en la dirección del flujo
de calor de GE→X (J+) con diferentes interfaces (ZZI y ACI). En las figuras 5.12 (a) y (b) se
observa las rectificaciones térmicas para los seis sistemas híbridos, donde para las hetero-
nanocintas de GE/hBN, la η disminuye dramática conforme se incrementa la temperatura
media independientemente del tipo de interface, esta disminución es debido a que el flujo
es afectado a altas temperaturas haciendo que ambos flujos J+,− sean muy similares (véanse
los recuadros interiores de las figuras 5.12 (a) y (b)).
Sin embargo, la condición más optima para obtener un η mayor en las hetero-nanocintas
de GE/hBN incluye bajas temperaturas (alrededor de ∼100K) y cuyos valores son de 67.8 %
y 82.6 % para las interfaces ZZI y ACI, respectivamente. Además, se observa que el flujo J−
es mayor que J+, es decir, que el flujo térmico va preferentemente de hBN→GE de manera
que la capacidad de que los modos vibracionales puedan transmitirse en esa dirección es
mucho mayor obteniendose un flujo de 0.6µW a 100K para ambas interfaces, resultados si-
milares fueron ya reportados en la literatura [13, 30]. Vale la pena agregar que esos reportes
mencionan que la aparición de η se debe también a la asimetría en la dispersión inelástica
(procesos Umklapp) causada por la falta de acople de los estados vibracionales a través de la
interface de GE/hBN [13], y por supuesto con el incremento de la temperatura media esta
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asimetría al igual que la η se debilitan lentamente por el aporte de los modos vibraciones de
frecuencias altas al flujo térmico en cualquier dirección.
A temperaturas bajas, pocos fonones contribuyen al transporte térmico pero cuando la
temperatura media se incrementa los fonones de frecuencias altas son excitados contribu-
yendo al flujo de calor, este comportamiento a altas temperaturas genera una similitud en
los flujos de calor (J+ ≡ J−). Además, los fonones de frecuencias bajas (modos vibraciona-
les out-of-plane) tienen una mayor probabilidad de ser transferidos a través de la interface en
comparación con los fonones excitados [144]. Mientras tanto para el sistema GE/hSiC la η
varía ligeramente debido a que los flujos de calor son similares a diferentes temperaturas y
solo incrementan su valor levemente a altas temperaturas manteniendo la similitud en los
flujos de calor. Esta similitud es debido, en primer lugar, a que la nanocinta de hSiC posee
estados vibracionales del carbono análogos a la nanocinta de GE [155], que contribuyen al
flujo de calor a diferentes temperaturas (véanse los recuadros interiores de las figuras 5.12
(a) y (b)), y en segundo lugar es originada por la gran diferencia en los parámetros de red
entre el GE y hSiC, totalmente diferente a los sistemas GE/hBN y GE/GA. En el caso del
X=GA se repite la condición que J−>J+, es decir, que el flujo de calor se transporta de mejor
manera de GA→GE. Por el contrario, para X=hSiC se observa que no existe ninguna prefe-
rencia significativa entre los flujos J+ y J−, posiblemente debido al acople idéntico de los
























































FIGURA 5.13: Variaciones de la RK en función de la temperatura media de
las hetero-nanocintas de GE/X para una interface (a) ZZI y (b) ACI, respecti-
vamente. Variaciones de la κ versus temperatura media para una interface (c)
ZZI y (d) ACI, respectivamente.
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En las figuras 5.13 (a) y (b) se observan que las variaciones de la resistencia térmica inter-
facial, RK = ∆Tjump × A/J+, donde para las hetero-nanocintas de GE/hBN y GE/hSiC la
RK disminuye a medida que la temperatura media se incrementa independientemente del
tipo de interface que presentan. Estos comportamientos principalmente se atribuyen al in-
cremento del flujo térmico J+ conforme la temperatura media aumenta. Sin embargo, para
la hetero-nanocinta de GE/hBN, se obtiene una mayor resistencia de 18.3(10−11m2KW−1) a
100K para una interface ZZI y una resistencia mínima de 1.4(10−11m2KW−1) a 700K para
una interface ACI, para el flujo térmico en la dirección de GE→hBN. Resultados similares se
reportaron en trabajos previos en sistemas como GE/hBN [151, 144], GE/SE [155], GE/MoS2
[158], y GE/(GE con isótopo dopado) [355].
Por otra parte, la dependencia de la temperatura sobre la resistencia interfacial, RK(T ),
también puede explicarse mediante la DOS de fonones, donde se reportó que la superpo-
sición entre los espectros vibracionales de GE y hBN aumenta conforme se incrementa la
temperatura [13, 144]. El incremento del solapamiento significa que la dispersión Umklapp
es dominante a través de la unión de GE/hBN, la cual suministra la transmisión de fonones
de frecuencias bajas en la interface [369], contribuyendo a la disminución de la resistencia
térmica interfacial. Además, es de suponer que esto ocurre de manera similar con la DOS
vibracionales en la hetero-nanocinta de GE y hSiC debido a que también la RK(T ) dismi-
nuye de acuerdo con el incremento de la temperatura media. En contraste, la RK(T ) para
el sistema de GE/GA varia ligeramente con la temperatura media debido a que no hay una
superposición apreciable de los espectros vibracionales entre el GE y GA a medida que au-
menta la temperatura media, de acuerdo con algunos trabajos reportados [163, 370].
Por otro lado, la conductividad térmica, κ(T ), calculada a partir de la ecuación (5.6)
muestra un aumento cuando la temperatura media se incrementa en la dirección del flujo
J+ (GE→X=hBN y hSiC), esto ocurre independiente del tipo de interface (véanse las figuras
5.13 (c) y (d)). Vale la pena aclarar que la κ(T ) posee contribuciones de las conductividades
parciales expresadas como: κGE =
J+×LGE
A×∆TGE , κX =
J+×LX
A×∆TX , y de la conductancia térmica
interfacial GK = R−1K . Por consiguiente, si la hetero-nanocinta de GE/X tiene altas conduc-
tividades parciales y una mínima resistencia en la interface, el sistema presentará mayor
conductividad térmica global. Por ejemplo, para la hetero-nanocinta de GE/hBN se tiene
una κ a temperatura ambiente de 64.5(Wm−1K−1) con una RK de 4.3(10−11m2KW−1) para
una interface ZZI y una κ de 82.3(Wm−1K−1) con una RK de 3.9(10−11m2KW−1) para una
interface ACI, respectivamente. Además, se obtiene una máxima conductividad térmica a
700K de 103.5(Wm−1K−1) y de 147.4(Wm−1K−1) para una interface ZZI y ACI, respectiva-
mente.
Sin embargo, en la hetero-nanocinta de GE/hBN, la tendencia al aumento de κ(T ) en
función de la temperatura es mucho mayor que los otras hetero-nanocintas de GE/hSiC y
de GE/GA, este comportamiento es observado por encima de los 200K debido a que la na-
nocinta de hBN puede aceptar mayores modos vibracionales provenientes de la nanocinta
de GE que de la nanocinta de hSiC, por lo tanto, el sistema GE/hBN presenta un mayor
flujo térmico y menor resistencia interfacial en la dirección J+. Además, conforme se in-
crementa la temperatura media, es de esperar que los fonones de frecuencias altas del GE
(modos vibracionales in-plane) puedan dispersarse en la interface y algunos de ellos pue-
dan contribuir a la conductividad parcial de κX , por supuesto esta característica depende
de los estados vibracionales accesibles en la nanocinta de X. Mientras tanto si se considera
la hetero-nanocinta de GE/GA, su conductividad global κ(T ) presenta un comportamiento
distinto a temperaturas altas, debido principalmente a la influencia de su resistencia térmica
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interfacial en función de la temperatutraRK(T ) (véanse las figuras 5.13 (a) y (b)). No obstan-
te, la nanocinta de GA presentan una conductividad mucho menor a la del GE (κGA<κGE),
esta diferencia de la transportabilidad de calor es causada por la conversión de la hibridiza-
ción de los enlaces sp2 en el GE a los enlaces sp3 en el GA [162, 163, 370].
5.2.3. Efecto de la temperatura bias




















































































FIGURA 5.14: Curvas de flujo-bias (J −α) para las hetero-nanocintas de GE/X
con una interface (a) ZZI y (b) ACI. En los recuadros superior e inferior se ob-
serva la rectificación térmica y la resistencia térmica interfacial como función
del bias a T0 = 300K.
En general, para obtener una visión global del transporte térmico a temperatura ambien-
te, T0 = 300K, de las tres hetero-nanocintas de GE/X con dos interfaces, en esta subsección
se presenta el flujo de calor en función del parámetro bias (Γ = 2 × α × 300K), es decir, la
curva J-α (similar a la curva I-V para el transporte electrónico). En las figuras 5.14 (a) y
(b) se observa una relación lineal entre los flujos térmicos con el parámetro bias para valores
de α<0.2, esta dependencia de respuesta lineal está en buena concordancia con otros estu-
dios ya reportados [13, 371, 372, 373]. En particular, cuando se considera α<0 (el flujo fluye
en la dirección contraria, J−) se observa que los flujos térmicos aumentan rápidamente con
respecto al bias en todos los casos a diferencia de α>0. Esta tendencia expresa que los flujos
térmicos siempre fluyen preferentemente de la nanocinta de X al GE, como un efecto de la
dirección de calor en las hetero-nanocintas, además, este comportamiento se observa con
mayor grado en hBN→GE y en menor grado en hSiC→GE.
Sin embargo, para α>0 y para las hetero-nanocintas de GE/hBN y GE/GA con interface
ACI el transporte térmico viene a ser no lineal, encontrando un fenómeno conocido como
resistencia térmica diferencial negativa (NDTR, del inglés negative differential thermal resistan-
ce), que aparece a medida que se aplica altas temperaturas bias (véanse las flechas de color
en la figura 5.14 (b)), este fenómeno fue ya reportado recientemente en diversos sistemas
híbridos de GE/hBN [13, 374]. Por lo tanto, las hetero-nanocintas de GE/X (X=hBN y GA)
se comportan como un rectificador térmico a través solo de la influencia de la temperatura
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bias. En los recuadros superiores de las figuras 5.14, se muestra las rectificaciones térmicas
en función del parámetro bias, donde se observa que larectificación térmica, η, disminuye
para valores pequeños del bias<0.1 y conforme se incrementa este valor la η también aumen-
ta para valores grandes de |α|>0.1. La tendencia de estos resultados independiente del tipo
de interface fueron esperados, es decir, que conforme se aumenta la diferencia de los baños
térmicos, Γ(T ), se genera un mayor flujo térmico, y como las hetero-nanocintas de GE/hBN
y GE/GA poseen una dirección preferencial para el flujo térmico, resultado en consecuencia
en una rectificación térmica mayor.
En contraste, para GE/hSiC solo se puede obtener una η considerable para |α| =0.01, el
resto de valores tienden a cero, debido principalmente a que estos sistemas presentan un
transporte térmico lineal en cualquier dirección de la temperatura bias (sea α>0 y α<0) sin
presentar una NDTR, este comportamiento es independiente del tipo de interface. Por otra
parte, la RK es mostrada en los recuadros inferiores de las figuras 5.14 (a) y (b), donde la
resistencia interfacial cambia ligeramente respecto al parámetro bias, en consecuencia para
todos los casos la RK mantiene un valor constante para |α|>0.1, con un orden de magnitud
deRK(GE/hSiC) > RK(GE/hBN) > RK(GE/GA) a 300K, como se observa en las figuras
5.13 (a) y (b).
5.3. Rectificación térmica en uniones intra-moleculares de CNTs y
SiNTs
Por el momento, se va percibiendo que el estudio del transporte térmico en sistemas de
baja dimensión viene enriqueciendo la comprensión del mecanismo sobre la conducción de
calor en la nanoescala. Por ejemplo, la conducción de calor en las hetero-nanocintas de las
secciones anteriores demostró que el fenómeno de la rectificación térmica es muy importan-
te para el control y manipulación de calor, es decir, en estos sistemas híbridos el flujo térmico
puede fluir preferencialmente en una dirección (X→GE). Además, notamos la aparición de
la NDTR, cantidad adicional y necesaria que asegura el comportamiento de que el sistema
híbrido es un rectificador térmico. Por otra parte, en esta sección se presenta el estudio del
transporte térmico en otros sistemas de baja dimensión. Por ejemplo, transporte térmico en
uniones intra-moleculares de CNTs y de nanotubos de silicio (SiNTs) de pared simple.
Vale la pena mencionar que las propiedades electrónicas de las uniones intra-moleculares
de los CNTs tiene una relación cercana con sus características geométricas [375, 7, 376, 377].
Por lo tanto, es razonable que el comportamiento del transporte térmico en estas uniones
intra-moleculares de los CNTs también se pueden alterar por sus características geométricas.
Sin embargo, comparado con las propiedades electrónicas, esta alteración en el transporte
térmico puede no tener una relación tan cercana con las conexiones geométricas locales por-
que está principalmente influenciado por los fonones de longitud de onda larga [378]. No
obstante, el comportamiento del transporte térmico fuera del equilibrio (por ejemplo utili-
zando el método NEMD) de las uniones intra-moleculares de CNTs puede verse afectado
por los modos vibracionales ópticos de frecuencias altas [379], que pueden reflejar la infor-
mación de arreglos locales. Por lo tanto, es interesante investigar el transporte térmico fuera
del equilibrio en diferentes uniones intra-moleculares.
Por otra parte, conectar dos CNTs o SiNTs de una sola pared es un problema interesan-
te debido a que se puede realizar, en el caso de CNTs, una unión de un sistema que tiene
un comportamiento semiconductor con otro que tiene un comportamiento metálico, es de-
cir, una unión semiconductor-metal [7, 375]. Además, la conexión entre CNTs constituye un












FIGURA 5.15: (a) Visualización atomística y configuración del transporte tér-
mico de uniones intra-moleculares de CNTs y SiNTs zigzag (10,0)/(12,0). (b)
Ampliación de la región de conexión entre dos CNTs zigzag (10,0) y (12,0) me-
diante el método de proyección, donde se muestra dos anillos en forma de un
pentágono y un heptágono (átomos de carbono de color rosado).
nuevo tipo de unión molecular y esto es clave porque tanto los dispositivos electrónicos o
térmicos como algunos sistemas mecánicos necesitan de multiples terminales entre CNTs
individuales, es decir, uniones moleculares tipo Y, T, X, entre otras [380]. Sin embargo, el uso
de un método de proyección proporciona una estructura adecuada para la unión molecular
de CNTs unidos por una región de conexión que contiene un pentágono y un par de hep-
tágonos [375], conectando así los dos nanotubos individuales de diferentes diámetros o de
diferente comportamiento. En la figura 5.15 (a) se muestra dos uniones intra-moleculares
típicas (10,0)/(12,0) de CNTs y SiNTs zigzag, las estructuras contienen dos segmentos (10,0)
y (12,0), donde las longitudes de estos segmentos son iguales y forman la longitud total L
(LCNTs ∼ 7,5nm y LSiNTs ∼ 12nm). Además, los dos segmentos logran ser conectados me-
diante dos anillos en forma de un heptágono y un pentágono (véase la figura 5.15 (b)), y para
la unión intra-molecular de CNTs (10, 0)/(12, 0) se forma un sistema semiconductor-metal
debido a que el CNT (10, 0) zigzag es semiconductor y el CNT (12, 0) zigzag es metal (porque
n=12 es múltiplo de 3 [375]).
Ahora, las simulaciones de MD fuera del equilibrio (NEMD) para el transporte térmico
clásico fueron llevadas a cabo empleando el paquete LAMMPS [318], pero antes del calculo
para el transporte, todas las estructuras fueron optimizadas mediante el método del gra-
diente conjugado minimizando su energía. Posteriormente en las simulaciones de MD se
utilizaron condiciones de contorno libres y se han fijado los extremos de las uniones de
CNTs y SiNTs, las interacciones interatómicas se establecieron empleando un potencial de
muchos cuerpos propuesto por Tersoff para ambos tipos de enlace C-C y Si-Si, respectiva-
mente [350]. La integración de las ecuaciones de movimiento fue realizada con un paso de
tiempo de 1fs, la equilibración a T0 = 300K se realizó durante 1ns con una colectividad
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FIGURA 5.16: Perfil de temperatura y variación de la rectificación tér-
mica (recuadro interior) de las uniones intra-moleculares de CNTs zigzag
(10, 0)/(12, 0), (10, 0)/(13, 0), y (10, 0)/(14, 0), respectivamente.
NV T , también se ha aplicado un termostato Nosé-Hoover con una duración de 1ps, donde
definimos los baños térmicos del lado izquierdo (calor) y derecho (frio) como: TL = 270K y
TR = 330K (con α=0.1 y Γ = 60K). Después que la temperatura se haya estabilizado retira-
mos el termostato y llevamos a cabo las simulaciones de NEMD durante 10ns.
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FIGURA 5.17: Perfil de temperatura y variación de la rectificación tér-
mica (recuadro interior) de las uniones intra-moleculares de SiNTs zigzag
(10, 0)/(12, 0), (10, 0)/(13, 0), y (10, 0)/(14, 0), respectivamente.
En la figura 5.16 se muestra el perfil de temperatura de las uniones intra-moleculares de
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CNTs (10, 0)/(12, 0), (10, 0)/(13, 0), y (10, 0)/(14, 0) para ambas direcciones del flujo térmi-
co, J+ (©) y J− (©). Se puede observar que el perfil de temperatura no se altera dramáti-
camente, los ligeros cambios ocurren en la región de conexión del segundo CNT, este perfil
es simétrico con respecto a toda la estructura híbrida. Además, en todos los casos e inde-
pendiente de la dirección del flujo térmico se observa un salto de temperatura en la región
de unión de los tubos consecuencia del desorden estructural que existe en la conexión entre
CNTs. En el recuadro interior de la figura 5.16 se observa la rectificación térmica respecto
al parámetro de asimetría tubular DLR, este parámetro esta definido como el cociente entre
los índices quirales de los CNTs zigzag (n, 0) (DLR = n/10). La rectificación térmica η mues-
tra un incremento considerable en función de DLR y para DLR=1.4 posee un máximo valor
η=9.8 % debido a que para ese valor de η los flujos térmicos J+ y J− presentan una mayor
diferencia. Además es esperado que para DLR=1.0 la η →0 porque para ese caso el sistema
de CNTs (10,0)/(10,0) es simétrico.
En la figura 5.17 se muestra el perfil de temperatura y la variación de la rectificación tér-
mica para las uniones intra-moleculares de SiNTs (10, 0)/(12, 0), (10, 0)/(13, 0), y (10, 0)/(14, 0),
respectivamente. En el cual se observa un salto de temperatura suave en la región de cone-
xión, y este ∆T+ aumenta a medida que el segundo CNT es totalmente distinto al primer
CNT. En el recuadro interior se observa que la rectificación térmica posee una dependencia
cuasi-lineal respecto a DLR un valor máximo para el sistema (10,0)/(14,0) y conforme estas
uniones intra-moleculares sean con nanotubos de diámetros mayores se espera una mayor
rectificación, comportamientos similares fueron ya reportados por diferentes investigadores
[378, 381]. Además, la influencia del parámetro de asimetría tubular, DLR, revela que si es
posible modular la rectificación térmica y otras propiedades de transporte térmico, η, hallaz-




Aplicación del hBN hidrogenado como
sensor ambiental del formaldehído
El formaldehído, CH2O, es una molécula orgánica común y un contaminante del aire en
lugares cerrados que causa muchos efectos graves para la salud como: cefalea, náusea, tu-
mor nasal y cáncer nasofaríngeo [382, 383]1. Por otro lado, reportes previos de la adsorción
de la molécula CH2O en GE puro, mencionan que la CH2O se absorbe mediante un proceso
de físisorción con una energía de adsorción pequeña, una distancia de enlace grande y una
pequeña transferencia de carga, es decir, se modifica débilmente las propiedades electró-
nicas del GE [384, 385]. Esta debil modificación fue observado en sistemas similares como
los CNTs, donde diferentes moléculas se adsorben débilmente en su superficie mediante un
proceso de fisisorción [386, 177, 387].
Por otra parte, en algunos casos, se ha identificado que es posible formar enlaces quí-
micos entre la molécula CH2O y sustratos con defectos o con dopaje [388, 389, 390]. Una
situación análoga se ha encontrado en las hBNNRs puros, donde no existe una interacción
considerable con la molécula CH2O [179]. Sin embargo, la funcionalización del hBN ha si-
do un tema de investigación activa en estos últimos años [391, 392, 393, 394], y una forma
eficiente de aumentar la reactividad en materiales 2D es mediante la funcionalización con
hidrógeno. Por ejemplo, el bandgap del GE se abre después de la hidrogenación, variando
sus aplicaciones potenciales [395]. En particular, algunos estudios reportan la funcionaliza-
ción orgánica del GA con alquino [396, 397], y con aldehídos [398].
En ese sentido, la hidrogenación de hBN puede traer nuevas e interesantes aplicacio-
nes desde la remediación ambiental (como la captura de moléculas contaminantes) hasta
los dispositivos opto-electrónicos, debido a que la energía de formación de la superficie en
función del contenido de hidrógeno ha demostrado la estabilidad de la lámina cuando el
sistema está completamente hidrogenado [399]. En el presente capítulo se aborda el estudio
del proceso de quimisorción de la molécula formaldehído, CH2O, sobre la superficie del
hBN hidrogenada mediante cálculos de DFT, a través de una reacción en cadena impulsada
por la vacante del hidrógeno.
6.1. Metodología para el cálculo del proceso de adsorción
Vale la pena comentar que para describir la cinética del proceso de reacción, entre el
sustrato y la molécula, se emplean cálculos de la trayectoria de mínima energía (MEP, del
1Este producto debe ser considerado peligroso, ya que, además de generar irritación ocular en concentracio-
nes entre 0.1 y 1 ppm está considerada por la IARC (del inglés, International Agency for Research on Cancer) en el
grupo 2A de sustancias probablemente cancerígenas.
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inglés minimun energy pathway) determinada con el método climbing image-nudged elastic band
(CI-NEB), que se describe a continuación.
6.1.1. Método de la nudged elastic band (NEB)
Es de conocimiento que los átomos bajo alguna fuerza externa siempre siguen trayecto-
rias con la energía más baja, debido a que a ellos no les interesa conocer la ruta más corta o
la más larga para moverse de un lugar a otro. Además, (i) la forma en que un sistema realiza
cualquier cambio en la configuración para pasar de un estado a otro y (ii) la identificación
de la trayectoria de energía mínima (MEP) que el sistema toma son aspectos esenciales en el
estudio de materiales [199]. En ese sentido, se utiliza el método NEB para encontrar la MEP
y la barrera de energía respectiva de una reacción [400, 401]. El principio del método NEB,
se puede examinar en una superficie de energía potencial (véanse las figuras 1 y 2 de la refe-
rencia [402]), donde existen dos mínimos locales identificados como estado inicial y estado
final, y dos líneas están conectadas entre sí: una banda recta y la otra una banda MEP cur-
va. El objetivo es llegar desde la línea recta a la línea MEP de la manera más eficiente posible.
Procedimiento del método NEB
§ Estado inicial y final.-Primero, el estado inicial y final de interés deben identificarse
mediante las relajaciones electrónica e iónica habituales en cálculos DFT. En estas dos
configuraciones, las energías son mínimas y las fuerzas son todas nulas, es decir, las
primeras derivadas de la energía son ceros.
§ Banda inicial.-Como el MEP se ubica en algún lugar entre los estados inicial y final,
primero se traza una banda recta entre los dos estados como ruta de prueba y se selec-
ciona varios puntos (imágenes) en esa ruta a distancias iguales como se observa en las
figuras 1 y 2 de la referencia [402], donde cada imagen representa una configuración
intermedia. Además, el número de imágenes depende de la complejidad (curvatura)
de la ruta, para la mayoría de los casos en materiales, tres a siete imágenes pueden ser
suficientes. Sin embargo, esta simple extrapolación de posiciones atómicas entre las
imágenes inicial y final puede generar posiciones atómicas bastante alejadas del MEP.
Luego, los átomos están influenciados por fuerzas donde la convergencia se complica,
es decir, se requieren algunos ajustes manuales para acercar la imagen al MEP.
§ Banda Nudging.-La búsqueda del MEP se lleva a cabo moviendo o empujando (nud-
ging) la banda inicial paso a paso hacia las configuraciones de fuerza cero. Para con-
trolar el movimiento de la banda y asegurar la continuidad de la banda con el mismo
espacio entre las imágenes, se aplica una fuerza de resorte ficticia en cada imagen a lo
largo de la dirección paralela a la banda. Además, con esta configuración, la banda em-
puja la superficie de configuración hasta que cada imagen encuentre la configuración
de fuerza cero.
§ Calculo de fuerza.-Para guiar las imágenes hacia el MEP (incluyendo los puntos sadd-
le), el método NEB utiliza una proyección de fuerza. Los átomos de cada imagen en
la banda inicial están obligados a moverse por la suma de dos fuerzas: fuerzas de re-
sorte y fuerzas interatómicas. Sin embargo, para dirigir la banda hacia el MEP, solo se
consideran las fuerzas de resorte proyectadas a lo largo de la banda local y las fuerzas
interatómicas proyectadas perpendicularmente a la banda. Por lo tanto, al ignorar to-
dos los demás componentes de las fuerzas, las imágenes en la línea recta se moverán
hacia la línea MEP. Además, en cada configuración (banda Nudging), se lleva a cabo la
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minimización electrónica mediante un cálculo habitual de DFT y las fuerzas en cada
átomo se calculan para determinar la dirección de la menor fuerza para la siguiente
configuración Nudging. Luego de repetir el proceso, cuando las fuerzas en cada átomo
son cercanas a cero, se supone que la banda está en el MEP.
§ método CI-NEB.-Este método está diseñado para garantizar que una imagen esté justo
en el punto saddle [400]. Para hacer que la imagen de mayor energía suba hasta el punto
saddle, la fuerza verdadera después de algunos empujes a lo largo de la tangente se
invierte. Por lo tanto, la climbing image-NEB maximiza la energía a lo largo de la banda
y minimiza la energía perpendicular a la banda.
6.1.2. Detalles computacionales
Los cálculos de primeros-principios, como la energía total, se realiza utilizando el código
PWscf del paquete Quantum ESPRESSO [227], donde la energía de intercambio-correlación
se describe con la aproximación de gradiente generalizada (GGA) utilizando la funcional
Perdew-Burke-Ernzerhof (PBE) [212]. Además, se toma en cuenta las interacciones de van
der Waals con las correcciones de dispersión a la energía de intercambio-correlación según
lo propuesto en la funcional no local vdw-DF2 [403, 404, 405]. Los estados electrónicos se ex-
pande en ondas planas con un cutoff en la energía cinética de 30 Ry y la densidad de carga
se amplia hasta 240 Ry. A fin de simular la interacción ion-electrón, se utiliza pseudopoten-
ciales ultra-suave de Rappe-Rabe-Kaxiras-Joannopoulos [406].
Sin embargo, para llevar a cabo la integración de los estados electrónicos en la zona de
Brillouin (BZ), se utiliza una malla de puntos K igualmente espaciadas con un volumen de
6 × 6 × 1. Asimismo, la MEP de la reacción para la extracción de hidrógeno se determina
a través de los cálculos del método climbing image-nudged elastic band (CI-NEB) [400], im-
plementado en el código PWscf. El error permitido por la imagen adjunta a los resortes se
establece en 0.05 eV/Å. En el CI-NEB, los estados estables como el estado inicial (IS) y el es-
tado final (FS) son puntos críticos con segundas derivadas positivas y como resultado deben
aparecer frecuencias positivas en la dispersión [402]. Además, dado que el estado de tran-
sición (TS) es un punto crítico inestable, al evaluar la segunda derivada en la energía, este
debe ser negativo conduciendo al menos una frecuencia negativa, demostrando el hecho de
que es un punto inestable [402].
6.2. Modelo estructural: nanosheet de hBN hidrogenado
El parámetro de red optimizado del estado fundamental del nanosheet de hBN es de
a=2.60 Å, este resultado concuerda con los valores previamente publicados en la literatura
[391, 392], también, para simular correctamente el sistema bi-dimensional, se utiliza un es-
pacio vacío de ∼22Å, a lo largo del eje z, de esta manera se puede descartar interacciones
espurias entre el sustrato, su réplica y la molécula aislada. El sustrato 2D tiende a formar
una lámina con corrugación después de la hidrogenación completa (véase la visualización
atómica de la figura 6.1), el sistema recupera un estado tipo-wurtzita en el que hay una dis-
tancia de enlace perpendicular entre los planos B y N de dBN = dB−dN=0.52 Å, y distancias
de enlace de dB−N=1.59 Å, dH−N=1.04 Å, y dH−B=1.20Å. Estos valores también concuerdan
con los reportes previos [391, 392, 393].
Por otra parte, para el cálculo de la adsorción del formaldehído sobre el sustrato de
nanosheet de hBN, se ha generado una supercelda con una periodicidad de 5× 5 para evitar
interacciones de largo alcance entre las moléculas del formaldehído ubicadas en el plano.
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FIGURA 6.1: Optimización estructural del nanosheet de hBN hidrogenado, ade-
más, una vista superior y frontal de la configuración estructural del sustrato.
Para la construcción del potencial de interacción entre el sustrato con la molécula por el
lado del N, la distancia O-N es fijada en cada caso desde 10 hasta ∼1.5 Å. Las coordenadas
restantes del sistema son relajadas completamente usando las condiciones descritas líneas
arriba. Con respecto al lado del B, el sistema constituido por el sustrato y la molécula, se
relaja completamente hasta lograr la energía mínima sin ninguna restricción.
6.3. Propiedades electrónicas del proceso de adsorción
6.3.1. Reacción auto-propagante: Quimisorción
El nanosheet de hBN hidrogenado posee dos lados con terminaciones diferentes de B y N,
respectivamente, donde dichos sitios deben ser considerados accesibles para el proceso de
adsorción del formaldehído. Además, un sustrato de este tipo completamente hidrogenado
no es reactivo, debido a que todos los enlaces colgantes (dangling bonds) están saturados con
átomos de hidrógeno. Sin embargo, para convertirlo en un sustrato reactivo debemos gene-
rar una vacante en estos sitios tanto de B y N eliminando un hidrógeno. Este procedimiento
experimentalmente se realiza por ejemplo, con una punta de un microscopio de efecto tunel
(STM) [407], o con luz UV. Una vez que se activan las terminaciones en el B o N del sustrato,
se procede a estudiar la interacción del formaldehído, CH2O, con el sustrato en dicha va-
cancia generada sobre el B o N, respectivamente. El mecanismo de adsorción de la molécula
CH2O en la terminación del B se da satisfactoriamente, siendo quimisorbida mediante un
enlace con el oxígeno de la molécula (B-O) en el sitio de B, configuraciones de enlace simi-
lar aparecen en vacantes de hidrógeno en GA [396, 398], silicano (SE hidrogenado) [408], y
superficies de Si(111), y TiO2(101) [409, 410].
El proceso de adsorción de la molécula CH2O por el lado del nitrógeno da como resul-
tado una fisisorción, donde casi no se comparte la densidad de carga entre los átomos de
nitrógeno y oxígeno. Para analizar el comportamiento de la interacción entre la molécula
(O) y el sustrato (N), se determina la energía de adsorción en función de la distancia N-O
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FIGURA 6.2: Energía de interacción relativa en función de la distancia entre los
átomos de N y O del nanosheet de hBN hidrogenado y de la molécula CH2O,
respectivamente.
como se muestra en la figura 6.2. Inicialmente, se ubica la molécula lejos de la superficie y
luego se acerca suavemente al sustrato. hasta una distancia N-O de 1.4 Å, cerca de la lon-
gitud del enlace simple N-O. En la figura 6.2 se observa que cuando la molécula está lejos
del sustrato no hay interacción entre ellos. Sin embargo, al acercar la molécula al sustrato
a ∼5 Å, comienza a aparecer una interacción de largo alcance (se describe correctamente
porque se incluye las interacciones vdW con corrección de dispersión en nuestros cálculos).
Además, a ∼3.1 Å, hay un mínimo local en la curva que indica un estado fisisorbido. Vale la
pena mencionar que cuando la molécula y el sustrato se encuentran a ∼1.4 Å, hay una fuerte
repulsión lo que indica que la quimisorción de la molécula CH2O en la lámina terminada en
nitrógeno no es energéticamente favorable. Este hecho demuestra que el lado del nitrógeno
de la lámina es bueno para adsorber débilmente la molécula, pero no es bueno para soportar
una reacción auto-propagante.
Por lo tanto, ahora se evalúa la reacción auto-propagante en el lado de terminación de B
del sustrato, para esto se aleja la molécula CH2O del sustrato de hBN comenzando con una
separación de ∼10 Å, denominado estado de energía cero, ZE, (véase la figura 6.3). En el
estado intermedio, IS, el átomo de oxígeno de la molécula CH2O forma enlace con el átomo
de B donde se generó la vacancia de hidrógeno (véase la figura 6.3). En esta configuración
la molécula CH2O satura el dangling bond del átomo de B, pero se transforma en un radical
altamente reactivo debido a que el enlace doble C=O de la molécula está parcialmente roto.
En el estado final, FS, un átomo de hidrógeno es abstraído por la molécula CH2O del áto-
mo de B vecino, dando como resultado una molécula estable y generando un nuevo dangling
bond en la superficie (véase la figura 6.3).
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FIGURA 6.3: El MEP de la reacción de la molécula CH2O con el sustrato de
hBN hidrogenado con una vacancia de H en el átomo de B.
El MEP de la reacción se determina usando cálculos de CI-NEB, donde la primera ruta
desde el ZE hasta el IS la reacción es exotérmica y no existe una barrera de energía. Por lo
tanto, no es necesario proporcionar al sistema una energía externa para llegar al IS. Luego
en el IS, el radical altamente reactivo disminuye la barrera de energía al tener una interac-
ción electrostática débil con el hidrógeno del átomo de B vecino. Sin embargo, para prose-
guir con la reacción, el sistema debe superar una barrera de energía de ∼0.30eV para extraer
el átomo de hidrógeno. Este valor es más pequeño que la energía necesaria para retornar al
ZE de ∼1.36eV , indicando que es cinéticamente favorable que la reacción continue hacia el
FS. En el caso del GA, reportan que esta barrera de energía es muy grande, impidiendo que
la reacción prosiga [398]. Ahora, el estado final (FS) se caracteriza por una molécula esta-
ble adsorbida en la superficie más un nuevo dangling bond generado en un sitio vecino, en
el que se puede unir otra moléculaCH2O para continuar con la reacción (véase la figura 6.4).
Además, dado que nuestros resultados muestran que solo la capa de átomos de B está ac-
tiva para atrapar moléculas de formaldehído e incluso en una reacción en cadena, nuestros
resultados se compara con cálculos previos en sistemas similares. Es adecuado comentar que
el sustrato de hBN hidrogenado es un dispositivo más eficiente para atrapar formaldehído
que el GA [398], que muestra barreras de abstracción de alrededor de 0.78eV . Adicionalmen-
te, el silicano muestra barreras de abstracción de alrededor de 0,32eV [411], lo que indica que
el sustrato de hBN hidrogenado podría ser tan eficiente como el silicano para atrapar al for-
maldehído.
Sin embargo, para estudiar el efecto del funcional de intercambio-correlación, se analiza
los estados principales (IS y FS) de la reacción con la aproximación LDA. Los resultados
de la optimización del sustrato hBN hidrogenado indican que el parámetro de red es 2.55




FIGURA 6.4: Diagrama esquemático de la reacción en cadena de moléculas
CH2O sobre el nanosheet de hBN hidrogenado.
Å, el cual es más pequeño que el obtenido con la aproximación GGA en 0.05 Å. Luego de
relajar completamente la estructura atómica de los estados IS y FS, se encontraron ener-
gías de adsorción de -1.28eV y -1.40eV , cuyos valores son similares a los obtenidos con la
aproximación GGA. Además, dado que la barrera de energía es de ∼0.3eV , no se esperan
cambios en la forma como se produce la reacción en cadena. Por lo tanto, nuestros resulta-
dos no dependen del funcional de intercambio-correlación utilizados. Por otra parte, a fin de
analizar la viabilidad de la adsorción en una segunda molécula de formaldehído, se calcula
la energía de adsorción expresada de la siguiente manera:
Eads =
Esistema − Eref − n× Emol
n
, (6.1)
donde Esistema representa la energía del sistema compuesto por la molécula quimio-
absorbida en la vacante de hidrógeno sobre el sustrato de hBN en el sitio del átomo B, Eref
expresa la energía del sustrato con una vacante de hidrógeno en un sitio de B, Emol expresa
la energía de una molécula formaldehído CH2O aislada, y n es el número de moléculas de
formaldehído. Además, la energía de adsorción para una única molécula de formaldehído
es de 1.42eV , mientras que, para dos de ellas, es ligeramente reducida (-1.20eV ), pero aún es
muy favorable.
6.3.2. DOS, PDOS, distribución de carga y densidad de espín de la reacción
En esta subsección se discute la densidad de estados electrónicos de los principales esta-
dos de reacción a lo largo del MEP con el fin de comprender el mecanismo de reacción. En
la figura 6.5, se muestra la DOS total y DOS proyectada (PDOS) de los estados inicial (ZE
o de energía cero), estado intermedio (IS) y estado final (FS). Vale la pena mencionar que
para todas las gráficas, el cero corresponde a la energía de la densidad electrónica más alta
ocupada. Sin embargo, los valores positivos o negativos de la DOS y PDOS corresponden a
la DOS(↑)/DOS(↓) con espines up/down, respectivamente. En la figura 6.5 (a) se muestra la
DOS total del estado ZE correspondiente al sustrato de hBN hidrogenado con una vacante
de H, donde la DOS con espín up y espín down muestran características similares, excepto
cerca de 3.0eV , donde se puede ver una pequeña asimetría entre la DOS(↑) y DOS(↓). Ade-
más, esta característica es debido al dangling bond localizado en la vacante de H del estado
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FIGURA 6.5: (a-b) DOS y PDOS con polarización de espín para el estados ini-
cial ZE, con vacancia de H en el sustrato y orbitales p del átomo de B, res-
pectivamente, además se muestra en (a) la DOS de la molécula formaldehído.
(c-d) DOS y PDOS con polarización de espín para el estado intermedio IS,
con la molécula adsorbida sobre el átomo de B y orbitales p del átomo de C
de la molécula, respectivamente. (e-f) DOS y PDOS con polarización de espín
para el estado final FS, con la nueva vacancia de H en el átomo de B vecino y
sus respectivos orbitales p del B.
ZE [393], esa misma característica no es capaz de modificar el comportamiento aislante del
sustrato.
Por otra parte, en la figura 6.5 (b) se puede observar diferencias en la PDOS entre los
electrones con espín up y down del orbital pz del átomo de B con la vacante de hidrógeno.
Sin embargo, los orbitales px y py del átomo de B están ocupados, formando enlaces locales
tipo sp2 con los átomos de hidrógeno vecinos dentro de una red hexagonal, en contraste, los
orbitales pz están vacíos. No obstante, el electrón pz vacío es responsable por la reactividad
del dangling bond, porque cuando la molécula orgánica forma enlace con este átomo de B,
un electrón de la molécula forma un emparejamiento con el dangling bond del sustrato. Es
decir, luego que la molécula formaldehído interactúa con el sustrato de hBN en el sitio de B,
el átomo de O de la molécula se une químicamente al átomo de B del sustrato (O-B). Tam-
bién es oportuno mencionar que la DOS de la molécula formaldehído presenta estados muy
localizados en concordancia con reportes previos [179, 398], y como era de esperarse de una
6.3. Propiedades electrónicas del proceso de adsorción 95
molécula estable con presencia de un doble enlace entre C=O.
La DOS total del estado intermedio IS presenta solo pequeños cambios con respecto a
la ZS (véase la figura 6.5 (c)). Por ejemplo, las asimetrías de la DOS con espín polarizado
up y down cerca de 3.0eV ahora se deben principalmente a los estados del átomo de C de
la molécula adsorbida debido al electrón desapareado en el radical (véase la figura 6.5 (d)).
Además, durante el proceso de adsorción, el comportamiento semiconductor del sistema se
mantiene, como en el caso del nanosheet de hBN hidrogenado puro [412]. En la figura 6.5 (e),
se muestra la DOS total del estado final FS correspondiente a la abstracción del átomo de hi-
drógeno que da como resultado una molécula CH3O estable sin un doble enlace entre C=O,
diferente del formaldehído original CH2O. Además, después de la extracción de hidrógeno,
emerge un nuevo dangling bond en un átomo de B vecino del sustrato, como se muestra en la
asimetría de la PDOS con polarización de espín y cerca de 3.0eV , esta característica es nue-
vamente debido al orbital pz (véase la figura 6.5 (f)), que exhibe un comportamiento similar
al estado ZS.
FIGURA 6.6: Distribución de la densidad de espín total para los estados de la
reacción: (a) inicial ZE, (b) intermedio IS, y (c) final FS.
Ahora es oportuno discutir la distribución de densidad de espín en los estados ZS, IS y
FS. En la figura 6.6 (a) se muestra la densidad de espín del nanosheet de hBN hidrogenado
limpio con el dangling bond en el sitio del átomo de B debido a la vacante de H. Además,
como era de esperar, la característica principal proviene del dangling bond en la vacante. En
la figura 6.6 (b) se observa la representación de la densidad de espín de la molécula for-
maldehído unida al sustrato. En esta representación, la característica más prominente en la
distribución de la densidad de espín se encuentra en el átomo de C de la molécula, debido
a su electrón no pareado consecuencia de la ruptura del doble enlace C=O existente en la
96 Capítulo 6. Aplicación del hBN hidrogenado como sensor ambiental del formaldehído
molécula CH2O aislada. Este carácter reactivo de la molécula hace que el sistema sea ines-
table al tratar de abstraer un átomo de hidrógeno vecino de otro sitio de boro para formar
un emparejamiento estable de electrones (molécula CH3O). Finalmente, en la figura 6.6 (c)
se muestra la distribución de densidad de espín del estado final FS, donde claramente se
puede observar en esa representación el dangling bond en la nueva vacante de H, donde se
puede unir una nueva molécula CH2O y así por delante generar una reacción en cadena.
6.3.3. Transferencia de carga durante la reacción
Carga
FIGURA 6.7: Cargas de Lowdin alrededor de la zona de reacción de los esta-
dos: (a) IS y (b) FS. El código de color RGB se utiliza para indicar la carga
incrementada, neutra, y disminuida, respectivamente.
Para tener una mejor perspectiva de la transferencia de carga durante la reacción, se pue-
de determinar las cargas de Lowdin [413], como se muestra en la figura 6.7 para los estados
intermedio y final. Vale la pena aclarar que en este esquema se utiliza el código de color
RGB (del inglés Red Green Blue), donde el código R significa aumento de carga, G es para
átomos neutros casi sin cambio, y el código B significa disminución de carga. Por lo tanto,
está claro que los átomos de B y H inferior dan carga a los átomos de N, debido a la dife-
rencia en la electronegatividad, además, se puede observar que la carga de los hidrógenos
unida a los átomos de B casi no tiene cambios en la carga, ya que los átomos de H y B tienen
electronegatividades similares.
Sin embargo, al concentrarse en la subunidad C-O-B del emparejamiento de la molécu-
la CH2O con el sustrato del estado intermedio IS se observa que el átomo de O también
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adquiere carga de sus vecinos más cercanos, como los átomos de B y C. En el sustrato, es-
te átomo de B tiene la carga más baja entre todos los átomos de B, además, el átomo de C
conserva casi toda su carga, pero los átomos de H de la molécula unidos al C presentan una
reducción de sus cargas (véase la figura 6.7 (a)). Ahora en el estado final FS, también hay
un reordenamiento de carga en la subunidad de C-O-B, donde los átomos de C y O ganan
carga. El átomo de O está extrayendo la carga del átomo de B, mientras que el átomo de C
está ganando algo de la carga del átomo extra de H que se ha extraído del sustrato (véase la
figura 6.7 (b)). Adicionalmente, el sitio del átomo de B, desde donde se extrajo el H, tiene la
carga más baja. Vale la pena mencionar que estas descripciones de la transferencia de carga
concuerdan con el proceso de adsorción descrito con las DOS y PDOS para los estados IS y
FS, respectivamente.
6.4. DOS y PDOS de la reacción del CO2 sobre hBN hidrogenado
Con el objetivo de determinar si el nanosheet de hBN hidrogenado es un candidato idónea
como sensor y adsorbente de moléculas, se analiza el proceso de adsorción con la molécu-
la dióxido de carbono, CO2, debido a que esta molécula es un contribuyente dominante al
efecto invernadero que conduce al cambio climático y al calentamiento global. Actualmente,
un desafío importante para la captura de moléculas contaminantes y tóxicas es buscar mate-
riales que posean un alto rendimiento (no solo a temperatura ambiente si no también a altas
temperaturas) [114, 113, 17], alta selectividad, bajo costo y también fácil regeneración, es de-
cir, se requiere una etapa de regeneración en el proceso de adsorción/desorción de CO2 que
generalmente requiere alta temperatura para liberar el CO2, por lo que el hBN y GE puros
o funcionalizados son candidatos adecuados para dicha tarea [414, 415, 416].
Vale la pena comentar que todos los detalles de los cálculos fueron similares al caso de
la molécula formaldehído, por ejemplo, la estructura del nanosheet fue optimiza comple-
tamente usando la aproximación GGA con la funcional de intercambio-correlación PBE y
considerando interacciones de van der Waals mediante la funcional vdw-DF2. No obstante,
la estructura optimizada fue una supercelda de 3×3 en el plano XY bi-dimensional, y en el
eje Z donde se encuentra la molécula se dejó un vacío de ∼22Å, para descartar interacciones
espurias con su réplica. Por otro lado, la estructura de hBN completamente hidrogenado
optimizada es una lámina corrugada que posee dos terminaciones (B y N), en la presente
sección se utiliza solo la terminación en el átomo de B generando una vacancia de H para el
proceso de adsorción. El mecanismo de adsorción de la molécula CO2 sobre el sustrato pro-
cede en dos etapas: el estado inicial o de energía cero (ZE) donde la molécula se encuentra
separada del sustrato a una distancia de ∼10Å, y el otro estado intermedio donde el átomo
de oxígeno de la molécula forma un ligero enlace con el átomo de B del sustrato donde se
genera la vacancia de H. En contraste, el proceso de adsorción del CO2 con una reacción
auto-propagante no es favorable en comparación con moléculas de CH2O debido a la débil
adsorción obtenida sobre el sustrato.
Sin embargo, en la figura 6.8 se muestra la DOS y la PDOS de los estados inicial (ZE)
e intermedio (IS), donde el cero en la energía corresponde al nivel más alto ocupado de
la densidad electrónica con polarización de espín. La DOS para el estado ZE muestra una
diferencia marcada entre DOS(↑/↓) cerca de 3.0eV , esta diferencia es debido al dangling bond
generado por la vacante de H (véase la figura 6.8 (a)), además, el carácter aislante se man-
tiene en todo el sistema del hBN más la molécula, también es preciso observa que la DOS
de la molécula CO2 presenta estados localizados típicos de moléculas. Por otra parte, la
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FIGURA 6.8: (a-b) DOS y PDOS con polarización de espín para el estado inicial
ZE, con vacancia de H en el sustrato y orbitales p del átomo de B, respectiva-
mente. Además se muestra la DOS de la molécula dióxido de carbono. (c-d)
DOS y PDOS con polarización de espín para el estado intermedio IS, con la
molécula adsorbida sobre el átomo de B y orbitales p del átomo de O de la
molécula, respectivamente.
PDOS(↑/↓) del átomo de B con vacante de hidrógeno nos indica un sitio reactivo represen-
tados en los orbitales pz , donde interactua la moléculaCO2 con el sustrato hBN hidrogenado
(véase la figura 6.8 (b)).
En la figura 6.8 (c), la DOS total del estado intermedio IS, presenta una diferencia ma-
yor en la DOS(↑/↓) que el estado inicial ZE alrededor de 3.0eV debido en esta ocasión a
la fisisorción observada entre la molécula CO2 y el sustrato, utilizando la ecuación (6.1) la
energía de adsorción es de ∼0.3eV , mucho menor que obtenida con la molécula CH2O. En
este caso, el doble enlace existente entre C=O para la molécula CO2 aislada y fisisorbida se
mantienen muy próximos. En contraste, para la molécula CH2O aislada y quimisorbida fue
de dC=O=1.21 y dISC=O=1.30 Å, respectivamente. Esto sugiere que las interacciones entre el
nanosheet de hBN y el CO2 son muy débiles debido a los orbitales p ocupados del átomo de
O de la molécula (véase la figura 6.8 (d)). En sistemas similares se reportaron la deficiente
formación de fuertes interacciones con el CO2 [414, 416], además, el proceso de quimisor-
ción no es favorable porque el CO2 es un ácido de Lewis y prefiere aceptar en lugar de
donar electrones durante la reacción [414]. Otros trabajos reportan que es posible romper
el doble enlace del CO2 (7.7eV ) mediante la presencia de vacancia en el sustrato puro de
hBN (catalizador), sugiriendo una ruta para superar la barrera de activación del CO2 (gene-






En la presente tesis, se ha prestado atención a cuestiones de relevancia actual expuestas
en el capítulo 1 y que aborda factores específicos como son: (i) La influencia del dopaje de
BN sobre las propiedades del transporte cuántico en CNTs armchair (6, 6). (ii) La influencia
de la temperatura sobre las propiedades del transporte clásico en hetero-uniones de nano-
cintas tipo GE/hBN, GE/hSiC y GE/GA. (iii) Y la aplicación del hBN funcionalizada con
hidrógeno como sensor de la molécula CH2O, mediante el estudio de las propiedades elec-
trónicas y capacidad de adsorción de la molécula sobre la nanoestructura. Las conclusiones
de estas cuestiones se argumentan y resumen en la presente sección.
Primero, se ha estudiado, en el capítulo 4, la influencia del dopaje de BN sobre las pro-
piedades del transporte cuántico de fonones y electrones en los CNTs armchair (6, 6) com-
binando el formalismo de las funciones de Green fuera del equilibrio (NEGF) con la teoría
DFTB, ambos implementados en el software DFTB+. La forma como afecta el dopaje en las
propiedades de los hetero-nanotubos de C y BN se ha enfocado tanto en la concentración
como en el patrón de distribución de dopaje. Ante todo, nuestra hipótesis establecia que los
estados tipo aislante del BN y el bandgap debían aparecer gradualmente con la concentra-
ción de dopaje en los hetero-nanotubos debido al carácter metálico del CNT armchair (6, 6),
independiente de algún patrón de distribución de dopaje. Sin embargo, los resultados mos-
traron, para el transporte fonónico, que conforme se incrementa la concentración de dopaje,
los coeficientes de transmisión fonónica (Ξph) se reducen a frecuencias altas desapareciendo
los modos vibracionales del C (evidenciada en la DOS de fonones). Este comportamiento
fue observado notoriamente en hetero-nanotubos de BNC dopados con un patrón aleato-
rio y vertical. Además, se determinó que los fonones son los principales responsables del
transporte térmico en los hetero-nanotubos de BNC dopados horizontal y helicoidalmente
con una conductancia térmica de fonones (Kph) mayor al resto de distribuciones a 300K.
Respecto al transporte electrónico, los resultados mostraron que al incrementar la concen-
tración del dopaje, los coeficientes de transmisión electrónica (Ξel) se reducen cerca de los
bordes de la banda de valencia y conducción, respectivamente. Cabe mencionar que todos
los hetero-nanotubos de BNC presentan un comportamiento semiconductor con un bandgap
modulable (similar a lo reportado en la literatura), para todos los patrones de distribución
de dopaje. Por otra parte, en las propiedades termoeléctricas se observó que el coeficiente
Seebeck (S) se incrementa al aumentar la concentración de dopaje en los hetero-nanotubos
con un patrón de distribución helicoidal conduciendo a que la ZT a 300K sea mayor que los
valores correspondientes a los hetero-nanotubos con distribución horizontal y aleatoria, es
decir, que los hetero-nanotubos helicoidales poseen un rendimiento eficiente del transporte
termoeléctrico mayor que el resto de patrones de distribución.
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Posteriormente, en el capítulo 5, se ha estudiado la influencia de la temperatura sobre
las propiedades del transporte térmico clásico en hetero-uniones de nanocintas coplanares
mediante un estudio de dinámica molecular fuera del equilibrio (NEMD) implementados
en el paquete LAMMPS. Por una parte, el efecto de la temperatura del sustrato fue reali-
zado en hetero-nanocintas de GE/hBN con asimetría estructural depositadas en diversos
sustratos. Por otra parte, la influencia de la temperatura media y temperatura bias fue es-
tudiada en hetero-nanocintas de GE/hBN, GE/hSiC, y GE/GA con interface zigzag y arm-
chair. Para este fin, nuestra hipótesis referia un comportamiento del sistema como un diodo
térmico (alta rectificación térmica) debido al efecto en la interface o acoplamiento de otra
estructura, para diferentes valores de la temperatura. Sin embargo, a través de los resulta-
dos hemos concluido que la asimetría estructural tipo-T genera una rectificación térmica (η)
en las nanocintas puras e híbridas (hBN/GE y GE/hBN) con gran sensibilidad respecto al
confinamiento lateral de fonones para el transporte térmico, este efecto de la rectificación
está relacionado con los cambios en el grado de localización espacial de los modos vibra-
cionales de alta frecuencia (S(ω)). Además, se reportó la influencia de la temperatura del
sustrato, donde para temperaturas bajas en el sustrato de Si(100) la influencia en la rectifi-
cación de hetero-nanocintas de hBN/GE simétricas es mayor (η>30 %). También, el efecto
que trajo consigo la deposición sobre diversos sustratos, mostró una supresión de los mo-
dos vibracionales (S̄(ω)) out-of-plane a bajas frecuencias que producen un incremento de la
superposición espectral entre el espectro de potencia de los baños térmicos antes y después
de invertir la temperatura bias. Por otra parte, para las hetero-nanocintas de GE/X (X=hBN,
hSiC, GA) se observó que tanto la rectificación térmica como la resistencia térmica interfa-
cial (RK) se reducen con la temperatura media independientemente del tipo de interface
(zigzag o armchair) debido principalmente a que el flujo térmico en ambas direcciones (J+,−)
son afectados a altas temperaturas tendiendo a que sean muy similares. Adicionalmente,
la conductividad térmica (κ) global de la hetero-nanocintas de GE/hBN se incrementa con
la temperatura media independiente de la interface debido a que presenta un mayor flujo
térmico y menor resistencia en la interface para T0>200K en la dirección J+. El efecto de la
temperatura bias mostró una dependencia lineal con el flujo térmico (curva J − α), donde el
calor fluye preferentemente de la nanocinta de X al GE, evidenciando también el fenómeno
de la resistencia térmica diferencial negativa (NDTR) en los sistemas GE/hBN y GE/GA,
este fenómeno fue recientemente reportado en materiales 2D.
Finalmente, en el capítulo 6, se han estudiado las propiedades electrónicas con polari-
zación de espín del proceso de adsorción de la molécula formaldehído sobre un sustrato
de hBN hidrogenado a través de cálculos DFT y NEB ambos implementados en el código
Quantum Espresso. La busqueda de la reacción adecuada para proceso de quimisorción se
estableció en dos sitios de adsorción diferentes del sustrato como B y N con una vacancia
de hidrógeno. Inicialmente nuestra hipótesis suponia una reacción ligeramente similar en
los sitios atómicos de B y N con la molécula, debido a lo reportado en el GE hidrogenado.
Sin embargo, en los resultados se encontró que la molécula de formaldehído solo se fisisor-
be en la parte superior del átomo de N siendo imposible generar una reacción química en
este sitio debido a que el sistema prefiere una interacción repulsiva entre la molécula y el
sustrato. En la superficie con terminación de B, la captura del formaldehído a través de una
reacción en cadena iniciada por radicales fue favorable, la reacción inicia con la unión de
la molécula al sustrato en el lugar donde se generó la vacante de hidrógeno rompiendo su
doble enlace, luego esta molécula abstrae un átomo de hidrógeno del B vecino transformán-
dose en una molécula estable y creando un nuevo sitio reactivo donde la próxima molécula
pueda unirse. Este comportamiento energéticamente viable fue observado mediante el mé-
todo NEB que describe la trayectoria de mínima energía de la reacción, donde la energía de
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adsorción fue de 1.42eV para una molécula de formaldehído mostrando que el sustrato po-
see una gran capacidad de adsorción. La DOS total y PDOS mostraron que los responsables
en esta reacción son los orbitales pz en el átomo de B con vacancia de hidrógeno. Además,
posterior a la quimisorción del formaldehído con el sustrato, el átomo de carbono de la mo-
lécula presenta orbitales p desapareados, observado en la PDOS, dando lugar a la reacción
auto-propagante. Todas estas etapas del proceso de quimisorción fueron confirmadas me-
diante la distribución de la densidad de espín y la transferencia de cargas de Lowdin, que
han ayudado a determinar en este sistema su buena capacidad como sensor ambiental.
7.2. Perspectivas
Los diferentes resultados presentados en esta tesis primeramente dependen del nivel
teórico del método computacional empleado y seguidamente de las condiciones iniciales
establecidas para cada hetero-estructura uni- y bi-dimensional (1D y 2D). Es por ello y con
la necesidad de ampliar nuestros resultados dentro de la problemática de relevancia actual,
existen cuestiones que aún exigen una mayor investigación y estudio detallado de temas
específicos, por ejemplo:
La exploración de nuevos materiales de baja dimensión requiere de una mayor compre-
sión de las propiedades fisicoquímicas y un amplio conocimiento del mecanismo de trans-
porte cuántico y clásico de esos sistemas 1D y 2D para identificar aplicaciones en campos
específicos como la opto-electrónica.
También el diseño y modelamiento de otras hetero-estructuras hexagonales (como fosfo-
ro negro, siliceno, germaneno, borofeno, arseneno, dicalcogenuros de metales de transición,
entre otros) con alta capacidad de adsorción requiere un estudio detallado para que preten-
da dar viabilidad a la eliminación de diversos contaminantes.
Por lo tanto, abordar estas posibilidades en trabajos futuros precisa de diversos estudios





nanopartículas bi-metálicas de AlFe
Desde la pasada década, el estudio de las propiedades físicas, químicas, y la estabilidad
térmica de nanopartículas (NPs) mono-, bi-, y tri-metálicas vienen también adquiriendo bas-
tante interés, en comparación con las hetero-estructuras hexagonales 1D y 2D, debido a sus
aplicaciones potenciales ya conocidas como en el área de la nanomedicina, nanocatálisis,
remediación ambiental, entre otros [417, 418, 419]. En particular, como se comentó en la in-
troducción de la presente tesis, existe diferentes nanomateriales como las NPs bi-metálicas
magnéticas para abordar el problema álgido y apremiante de la remediación ambiental
[418]. El uso de NPs bi-metálicas magnéticas es el más popular de los nanomateriales para
tal proposito, debido a que adquieren una mayor reactividad conforme la razón superficie-
volumen aumenta, es decir, el incremento de la superficie es esencial para promover una
reactividad química. Además, factores adicionales como el recubrimiento y la funcionaliza-
ción de estas crea una estructura core-shell que permite a los contaminantes en específico ser
manipulables con una impresionante selectividad y alta sensibilidad [420, 421]. Incluso las
NPs de tamaños pequeños presentan un único dominio magnético, que a su vez son super-
paramagnéticos, conduciendo a un control y posterior remoción eficaz de los contaminantes.
Sin embargo, un tema de importancia fundamental en las NPs bi- y tri-metálicas es la
estabilidad, especialmente considerando la amplia variedad de métodos de síntesis físicos o
químicos y que pueden producir compuestos esencialmente idénticos tanto en tamaño como
en composición, pero con estructuras muy diferentes [422, 419]. Por lo tanto, la estabilidad
térmica y en forma general las propiedades termodinámicas como resultado del papel de
la temperatura en las estructuras y fases estables de las NPs bi-metálicas son necesarias ex-
plorarlas con diferentes métodos computacionales, ya que estas NPs bi-metálicas se utilizan
durante largos periodos de tiempo en diferentes campos de aplicación como la nanomedi-
cina o el almacenamiento de información basado en materiales magnéticos [418, 423]. Por
ello, en el presente apéndice se muestra resumidamente las propiedades termodinámicas de
NPs bi-metálicas de Al-Fe utilizando simulaciones atomísticas de MD con el propósito de
determinar la estabilidad térmica y estructural de las NPs bi-metálicas con dos patrones de
mezcla estructural tipo core-shell y aleatotio, considerando diferentes tamaños de las NPs.
A.1. Detalles de la simulación atomística
modelos de NPs bi-metálicas
Los modelos de las NPs mono- y bi-metálicas se muestran en la figura A.1, donde los
tamaños varian con el número de partículas (55, 147, 309, 561, 923, 1415, 2057, 2869, 3871,
5083, 6525, y 8217 átomos). Las geometrías iniciales de las NPs mono-metálicas se constru-
yen a partir de un bloque FCC macroscópico de cada elemento metálico. Las geometrías de
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las NPs bi-metálicas se construyen mediante el reemplazo de Fe aleatoriamente y formando
una capa exterior tipo core-shell, también se pueden crear modelos con diferentes concen-
traciones de átomos de Fe o diferentes espesores de la capa exterior en una estructura tipo
core-shell.
FIGURA A.1: Ilustración esquemática de modelos estructurales de las NPs:
(a) generadas a partir de un sólido con estructura cúbica, (b) con patrón de
mezcla aleatoia y (c) tipo core-shell.
Detalles computacionales
El código LAMMPS se utilizó para todas las simulaciones de MD [318], empleando un
conjunto de potenciales interatómicos EAM (del inglés, embedded atom method) para cada
elemento metálico (Ag, Au, Cu, Ni, Pd) y para Al, Fe y AlFe se utilizó el EAM-FS [424]. Las
ecuaciones de movimiento Newtonianas se integraron empleando el método de Verlet con
un paso de tiempo de 1 fs. Las simulaciones se realizan en dos pasos. El primer lugar, se
realiza el proceso de calentamiento de los modelos de las NPs desde 300K a 1200K (para
el Al), 1500K (para la Ag, Au, y Cu) y 2000K (para Fe, Ni, Pd, y AlFe). Estos valores están
por encima de la temperatura de fusión de su contraparte macroscópica para asegurar la
transición de fase de primer orden. La razón a la cual se incrementa la temperatura en este
proceso es de 0.09K/ps (para el Al), 0.12K/ps (para la Ag, Au, y Cu) y 0.17K/ps (para
Fe, Ni, Pd, y AlFe). En segundo lugar, partiendo con la estructura desordenada y distinta
al estado inicial generada por el proceso anterior, se realiza el proceso de enfriamiento o
solidificación que consiste en una caida de la temperatura hasta 300K para cada sistema,
cuya razón de enfriamiento es la misma a la cual se incrementó la temperatura. En ambos
procesos que fueron sometidos las NPs se consideró una colectividad (NVT) de número de
partículas, volumen y temperatura constantes, en una caja de simulación demasiado grande
y con condiciones de frontera periódicas.
Cantidades termo-físicas relevantes
En esta subsección se menciona algunas cantidades físicas calculadas durante los proce-
sos de simulación que nos ayuda a determinar el comportamiento térmico de las NPs. Estas
cantidades son; el calor específico (Cv), la temperatura de fusión (Tm), la función de dis-
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A.2. Comportamiento térmico de las NPs en procesos de fusión y
solidificación
A.2.1. NPs mono-metálicas: Al, Ag, Au, Cu, Fe, Ni, Pd
Las NPs o cluster, como agregados de átomos o moléculas, pueden constar de átomos
idénticos o de dos o más especies diferentes. Además, estos sistemas se pueden observar
y estudiar en diversos medios como; en los haces moleculares, la fase de vapor, las sus-
pensiones coloidales y también en forma aislada en matrices inertes o sobre superficies
[425, 426, 427]. Sin embargo, ya es conocido que una de las razones importantes para co-
nocer el comportamiento de las NPs es la dependencia de sus propiedades fisico-químicas
con el tamaño [428], tal como su estructura. Por lo tanto, la forma geométrica como la es-
tabilidad energética y térmica de las NPs pueden cambiar drásticamente con el tamaño.
Además, es ya de conocimiento que los grupos de gases nobles y de metales alcalinos, con
tamaños de hasta miles de átomos de Cu y Ag, se ajustan al modelo de jellium en el sentido
de que ciertas nuclearidades son relativamente estables (denominados números o tamaños
mágicos). Es decir, la tendencia en la estabilidad de las NPs son función de su nuclearidad
evidenciados en los datos espectrales de masa [429, 417], este comportamiento es debido a
que las capas electrónicas han sido llenadas [427].
En contraste, los grupos de metales de transición y algunos metales del grupo principal
generalmente exhiben tamaños mágicos que corresponden a aglomerados que consisten en
capas poliédricas concéntricas de átomos (capas geométricas), donde la estabilidad relati-
va de un cluster cualquiera está determinado por la competencia entre el empaquetamiento
atómico y los efectos de la energía superficial [425, 427]. Por otra parte, los conceptos de
transiciones de fase y fases tipo sólido-líquido parecen razonablemente fáciles de definir en
el límite macroscópico. Sin embargo, estas definiciones intuitivas esconden algunas dificul-
tades sutiles al especificar la naturaleza finita de la NPs [430], y es necesario siempre revisar
algunos aspectos de las transiciones de primer-orden1, como los cambios orden-desorden o
transiciones sólido-líquido, en sistemas nanoscópicos puros y aleaciones.
La primera manifestación de una transición de fase de primer-orden en un sistema ma-
croscópico es un salto repentino en la curva calórica, E(T ), conocida como el calor latente.
Sin embargo, varios estudios experimentales y teóricos han identificado tres consecuencias
principales de una disminución del tamaño del sistema en su curva calórica [419]: (i) La
transición permanece pero se desplaza, generalmente a una temperatura más baja, como
resultado de que los átomos de la superficie están menos coordinados y menos unidos que
átomos interiores. (ii) La transición ya no es nítida, sino que se vuelve suave y tiene lugar
en un rango de temperatura finito, como consecuencia de la analidad de todas las funciones
estadísticas y sus fluctuaciones. (iii) El calor latente asociado con la transición también es
menor que en el límite macroscópico. Estas consecuencias se puedes observar en las figuras
1Desde el punto de vista fundamental, las colectividades o ensambles estadísticos no son equivalentes en
sistemas finitos y en sistemas cuyas dimensiones son comparables con el rango de la interacción [419].
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FIGURA A.2: Propiedades termodinámicas de NPs mono-metálicas sometidos
a los procesos de fusión ((a) energía total versus temperatura y (b) temperatu-
ra de fusión versus tamaño de las NPs) y solidifación ((c) energía total versus
temperatura y (d) g(r) versus distancia interatómica). (e) Configuración ató-
mica óptima de las NPs de Al a 300K.
A.2 (a) y (c) para los procesos de fusión y solidificación de las NPs mono-metálicas, respecti-
vamente. Además, estos resultados corroboran lo conocido hace tiempo atrás por diferentes
investigadores sobre los cambios en las propiedades termodinámicas cuando exploramos
sistemas de baja dimensión.
En el caso de las transiciones de fusión (véase la figura A.2 (a)), donde toma importancia
las energías superficiales en la modificación de las propiedades del volumen o tamaño. Al
respecto se del punto de fusión en estos sistemas varos investigadores propusieron modelos,
y uno de ellos (la teoría de Powlow) puede predecir la dependencia entre el tamaño de la
NP y su temperatura de fusión, Tm(K) (véase la ecuación (A.2)). En dicha ecuación, N es
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el número de átomos en la NP y α es el factor crítico para describir el comportamiento
de fusión dependiente del tamaño. El comportamiento lineal de Tm para las NPs mono-
metalicas se observa en la figura A.2 (b). Las estructuras óptimas de las NPs se observan en
la figura A.2 (e) al igual que su función de distribución radial A.2 (d).
A.2.2. NPs bi-metálicas: AlFe y Al@Fe
En el escenario de NPs constituidas por dos elementos metálicos (bi-metálicas), la situ-
ción varia y una manera de adaptar las propiedades de estas NPs bi-metálicas consiste en
combinar diferentes metales en una aleación, ideas similares surgieron en la nanociencia
en estos años, probablemente debido a una comprensión incompleta de las propiedades de
las NPs mono-metálicas puras. Por lo tanto, las NPs bi-metálicas o nanoaleaciones son im-
portantes en diversas áreas debido a la posibilidad de ajustar o modular sus propiedades
variando la composición (combinación de elementos), el tamaño y el patrón de mezcla (or-
denamiento atómico).
De hecho, las nanoaleaciones pueden mostrar no solo tamaños mágicos sino también
composiciones mágicas, es decir, composiciones en las que los nanocomponentes de alea-
ción presentan una estabilidad especial. Por ello, es ambisioso explorar sistemas binaros y
ternario en escalas nanoscópicas. Los tipos de estructuras de NPs bi-metálicas, en términos
generales, se pueden clasificar según su patrón de mezcla (también denominado ordena-
miento químico) y estructura geométrica [417]. A continuación mostramos los resultdos de
las propiedades térmodinámicas de estas NPs de AlFe y Al@Fe.
Estructuras con patrón de mezcla: aleatória
Estructuras con patrón de mezcla: core-shell
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FIGURA A.3: Propiedades ((a) energía total versus temperatura y (b) MSD
versus temperatura) de NPs bi-metálicas de AlFe con estructura inicial alea-
toria bajo el proceso de fusión. (c) Configuración atómica de las NPs de AlFe
a diferentes temperaturas.
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FIGURA A.4: Propiedades ((a) energía total versus temperatura y (b) g(r) ver-
sus distancia interatómica) de NPs bi-metálicas de AlFe con estructura inicial
aleatoria bajo el proceso de solidificación. (c) Configuración atómica óptimas
de las NPs de AlFe a 300K.
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FIGURA A.5: Propiedades ((a) energía total versus temperatura y (b) MSD
versus temperatura) de NPs bi-metálicas de Al@Fe con estructura inicial core-
shell bajo el proceso de fusión. (c) Configuración atómica de las NPs de Al@Fe
a diferentes temperaturas.
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FIGURA A.6: Propiedades ((a) energía total versus temperatura y (b) g(r) ver-
sus distancia interatómica) de NPs bi-metálicas de Al@Fe con estructura ini-
cial core-shell bajo el proceso de solidificación. (c) Configuración atómica ópti-




Complementos de los métodos
computacionales
B.1. Extensiones del método de DFT
Las modificaciones y extensiones al método DFT se realizan debido a que originalmente
este método fue diseñado para ser válido principalmente para estados locales, independien-
tes de espín, y no degenerados. Hoy en día, este método moderno basado en las ecuaciones
de KS se extendió con éxito a estados semi-locales, dependientes del espín y degenerados
[199]. Adicionalmente, estas extensiones han progresado constantemente con estados exci-
tados, de temperatura finita, relativistas e incluso dependientes del tiempo. Recuerde que
todos estos esquemas complejos más allá del método y técnicas adicionales de DFT exigen
recursos computacionales mucho más costosos. Vale la pena enumerar algunas de estas ex-
tensiones al método DFT que actualmente son usados y desarrollados por diferentes grupos
de investigación:
1. DFT con espín polarizado.- Inicialmente se asume que ρ↑(r) = ρ↓(r) = ρ(r)/2, que es
generalmente el caso en muchos sólidos. Pero en casos de sistemas de envoltura abier-
ta, es decir, con un número impar de electrones o sólidos magnéticos (espín desaparea-
do), se debe considerar la polarización de espín. La aproximación LSDA/GGA ahora
se aplica de manera rutinaria para tener en cuenta la densidad de espín. El cálculo
agrega una variable de espín a la densidad electrónica y al potencial de intercambio-
correlación, de modo que las funcionales de energía dependen tanto de la densidad
electrónica, ρ(r) = ρ↑(r) + ρ↓(r), como de la densidad de espín, ζ(r) = ζ↑(r) − ζ↓(r),
considerando el número total de electrones de valencia, n = n↑ +n↓. Por lo tanto, con-
siderar la polarización de espín incrementa el tiempo de cálculo al doble, debido a las
dos iteraciones simultáneas que se tienen que realizar para cada variable de espín.
2. DFT con ocupaciones fraccionarias.- El esquema estándar de KS puede extenderse a
los casos de ocupaciones fraccionarias. Por consiguiente, se requiere la inclusión de
todos los estados propios y la asignación de la ocupancia entre 0 y 1 para cada orbital.
Por lo que, la densidad electrónica se escribe en función del número de ocupación







i fi = N .
3. DFT con estados excitados.- La extensión a los estados excitados es en principio po-
sible ya que la diagonalización del Hamiltoniano KS puede resolver los valores pro-
pios de energía que incluyen los estados excitados completos. Por lo tanto, los estados
excitados también pueden considerarse como funcionales de la densidad del estado
fundamental, donde sus propiedades a menudo se interpretan convenientemente en
términos de propiedades del estado fundamental. Otros métodos actuales para lidiar
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con estos estados excitados son la teoría de perturbaciones de muchos cuerpos dentro
de la aproximación de la función de Green, DFT dependiente del tiempo, entre otros.
4. DFT con temperatura finita.- La mayoría de los cálculos de DFT se llevan a cabo en
el estado fundamental a 0 K. Para ser realistas se necesita considerar a los sistemas
a temperatura finita, y para abordar este detalle en el marco de DFT no es una tarea
trivial1. En consecuencia, se debe pensar en la minimización de la energía en térmi-
nos de energía libre luego determinar la entropía del sistema (no se puede obtener de
una corrida de DFT). Vale la pena aclarar que a temperaturas distintas del cero abso-
luto, las ocupaciones de cada orbital ya no son discontinuas. Además, se deben tener
en cuenta tres tipos de contribuciones como: electrónicas, iónicas y de configuración.
Adicionalmente, lo relevante de manipular la temperatura es mediante el cálculo de
los fonones o las vibraciones iónicas de la red. Es decir, al desplazar los átomos de su
posición de equilibrio y calcular las fuerzas sobre todos los átomos en una matriz diná-
mica, se pueden generar varias propiedades: entropía que conduce a la energía libre,
capacidad calorífica, coeficiente de expansión térmica, transición de fase, factor para la
difusión atómica, entre otros. Una manera de enfrentar este detalle es implementando
las funcionales de energía libre de orbitales libres e introduciendo la aproximación del
gradiente generalizado a temperatura finita [431].
B.2. Funciones de Green fuera del equilibrio: Ecuaciones de movi-
miento
En esta subsección, se continua con los fundamentos de las funciones de Green (NEGF)
como parte del capítulo 3. Por lo tanto, las funciones de Green no lineales completas se
denotan por G y las matrices de densidad en el tiempo t = −∞, t0, y t = 0 se relacionan en
el cuadro de interacción de la siguiente manera (véase la configuración esquemática para el
transporte en la figura 3.3):
ρ(t0) = S0(t0 −∞)ρ(−∞)S0(−∞, t0), (B.1)
S0(t, t
′) = T e−i
∫ t
t′
V (t′′)dt′′ , (B.2)
ρ(0) = S(0, t0)ρ(t0)S(t0, 0), (B.3)




donde T es el operador de orden temporal. No obstante, si solo se considera las interac-
ciones armónicas (interacciones lineales), entonces se tiene que Hn = 0 para un transporte
balistico.
Por otro lado, al menos existen dos formas de obtener las ecuaciones de movimiento
para las funciones de Green fuera del equilibrio. La primera es derivar las ecuaciones de
movimiento para la función de Green ordenada temporalmente y luego generalizarla a la
versión ordenada por contorno evocando el isomorfismo de la estructura de los dos conjun-
tos de funciones de Green [243]. Y la otra posibilidad es considerar directamente la función
de Green ordenada por contorno [432]. En este caso, solo se utiliza los resultados del último
1Nada similar a lo que se hace en dinámica molecular, que requiere una distribución de velocidades de los
átomos para la temperatura en un ensamble o colectividad NVT
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enfoque, donde para un transporte balístico, dicha ecuación de movimiento posee una po-
sible solución completa y exacta2. Para un caso general, la función de Green ordenada por











donde j representa los grados de libertad en la región α, y τ es la variable de contorno. La
función es simétrica con respecto a la permutación simultánea del triplete (α, j, τ ). Además,
se observa que esa función de Green es una función analítica con variable τ , la cual varia
sobre el contorno de Keldysh [249]. En otras palabras, se comienza considerando una de las
funciones de correlación importantes para el transporte de calor, GC,I . La primera derivada
con respecto al segundo argumento siempre conduce a una diferenciación directa dentro del




= −i〈TτuCj (τ)u̇Il (τ ′)〉. (B.6)
La segunda derivada es similar en este caso, ya que uC y u̇L también conmutan al mismo
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Y expresada en una representación matricial toma la forma siguiente:
∂2GC,I(τ, τ ′)
∂τ ′2
= −GC,I(τ, τ ′)KI −GC,C(τ, τ ′)V CI . (B.8)
Por consiguiente, para resolver esta ecuación diferencial sobre el contorno, se define la
función de Green del contacto izquierdo (ordenada por el contorno), donde se debe satisfa-
cer la expresión: ∂
2gI(τ ′,τ ′′)
∂τ ′2
+KIgI(τ ′, τ ′′). Luego de realizar varias operaciones para deter-
minar GC,I [263, 264], se obtiene:
GC,I(τ, τ ′′) =
∫
GC,C(τ, τ ′)V CIgI(τ ′, τ ′′)dτ ′, (B.9)
donde, gI debe ser exactamente la función de Green ordenada por el contorno del con-
tacto libre, dicha elección es consistente con la conexión adiabática [243]. Sin embargo, la
función de Green ordenada por el contorno también se puede obtener mediante una ex-
pansión de perturbación del operador de evolución del cuadro de interacción (operador de
matriz de dispersión) que se expresa como:
Gjk(τ, τ
′) = −i〈TτuHj (τ)uHk (τ ′)〉, (B.10)
Gjk(τ, τ




donde los desplazamientos son referidos a la región central. Vale comentar que se ha de-
jado de lado el superíndiceC por el momento para no complicar la notación. Los operadores
en la ecuación (B.10) están en el cuadro de Heisenberg, mientras que en la ecuación (B.11)
2Sin embargo, hay algunas sutilezas en cuanto a cómo se pueden resolver estas ecuaciones con condiciones
de contorno y/o condiciones iniciales [432]
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están en el cuadro de interacción. La función de Green G0 del transporte lineal, cuando
Hn = 0, se puede calcular a partir de los sub-sistemas libres
G0(τ, τ
′) = gC(τ, τ ′) +
∫
dτ1dτ2g
C(τ, τ1)Σ(τ1, τ2)G0(τ2, τ
′), (B.12)
donde Σ = ΣI + ΣD, ΣI = V CIgIV IC , y de manera similar para ΣD. Esta ecuación de
Dyson se puede derivar considerando el primer paso del proceso de conexión adiabática,
debido a que es un transporte lineal, y la auto-energía Σ es conocida de manera exacta.
Por otra parte, al expandir el exponencial en la ecuación (B.11), se obtiene una serie de
potencias de interacción no lineales. La reducción en términos de la función de Green no
perturbada, G0, recae en el hecho de que el teorema de Wick es aplicable en este caso3 [433].
El hecho de que el método de la ecuación de movimiento y la expansión de la perturbación
den resultados idénticos es una confirmación de la validez del teorema de Wick. La expan-
sión contiene diagramas de Feynman tanto conectados como desconectados. Los diagramas
desconectados son constantes en el tiempo y dan lugar a un efecto de expansión térmica. Se
puede mostrar que estos diagramas no contribuyen al transporte térmico, ya que son pro-
porcionales a δ(ω) en el dominio de frecuencias. Además, la fórmula de corriente térmica
tiene un factor de ω que la hace cero. Finalmente, la parte conectada de la función de Green,
Gc, satisface una ecuación similar a la de Dyson ordenada por el contorno [242, 433], que
relaciona Gc y G0 a través de una auto-energía no lineal Σn
Gc(τ, τ
′) = G0(τ, τ
′) +
∫
dτ1dτ2G0(τ, τ1)Σn(τ1, τ2)Gc(τ2, τ
′), (B.13)
B.3. Potenciales interatómicos y ensambles termodinámicos en MD
Potenciales interatómicos
Los modelos de potenciales empíricos comenzaron a desarrollarse para sistemas espe-
cíficos tales como moléculas orgánicas y biológicas [434, 435], para materiales con enlace
iónico [436], enlace metálico [437], y enlace covalente [438]. No obstante, la precisión de
las simulaciones se rige por la elección del potencial interatómico subyacente. Si bien los
potenciales interatómicos se suelen parametrizar para replicar propiedades físicas de los
materiales, estos pueden proporcionar información valiosa de la respuesta de los materiales
a los estímulos externos, y mostrar dichos mecanismos a escalas atómicas.
La forma más común de describir las interacciones atómicas es mediante el uso de po-
tenciales de pares, este tipo de potenciales se basan explícitamente en la distancia de se-
paración entre dos átomos, como por ejemplo, el potencial de Lennard-Jones 12-6. En el
caso del potencial de Lennard-Jones, que se modela para capturar las interacciones entre
los átomos de capa cerrada (por ejemplo, argón), existe un término atractivo que proviene
de las interacciones inducidas dipolo-dipolo [299]. Además, se agrega un término repulsivo
para tener en cuenta la interacción del intercambio electrónico [439]. Por lo tanto, el uso de
potenciales de pares es típicamente exitoso para los estados gaseoso y líquido de sistemas
simples, y un ejemplo claro de una curva de energía potencial se muestra en la figura B.1 (a).
Generalmente, el tratamiento para materiales iónicos utilizando potenciales de pares, como
Buckingham, Born-Mayer-Huggins e incluso el potencial de Coulomb, ha tenido éxito en la
3El teorema de Wick es un método usado ampliamente dentro de la teoría cuántica de campos para reducir
los productos arbitrarios de los operadores a sumas de productos de pares de estos operadores. Útil en el método
de funciones de Green y en consecuencia en los diagramas de Feynman.
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reproducción de muchas propiedades tanto de sólidos como de líquidos [440]. Sin embargo,
para materiales metálicos y covalentes se requieren potenciales interatómicos que incorpo-
ren efectos de muchos cuerpos para asegurar un adecuado campo de fuerzas.
















FIGURA B.1: Curvas representativas del (a) potencial interatómico y de la (b)
fuerza respecto al espacio interatómico, donde r0 es la distancia de equilibrio
del sistema de partículas.
Vale la pena comentar que hubo numerosos enfoques para capturar el efecto local de
muchos cuerpos tanto en metales como en semiconductores. Algunos de los más exitosos
para el sistema metálico elemental y de aleación han sido, por ejemplo, el método del átomo
incrustado (EAM, del inglés Embedded Atom Method), el método de átomo incrustado modi-
ficado (MEAM, del inglés Modified Embedded Atom Method), y el modelo del pegamento (glue
model) [441, 442, 443, 444]. Además, el principio físico detrás de esta clase de potenciales
subyace en que la energía potencial asociada con un átomo está relacionada con la densidad
electrónica y con la energía necesaria para incrustar un ión en esa densidad. Adicionalmen-
te, esto está directamente relacionado con la aproximación tight-binding en el esquema de
segundos momentos. Por lo tanto, el potencial resultante es una funcional para la cual la
densidad electrónica es una función de las posiciones atómicas y el término de energía de
incrustación es una función de la densidad electrónica calculada. También se agrega un tér-
mino para la repulsión debida al intercambio de electrones. En consecuencia, la forma fun-
cional del potencial EAM está expresada por la ecuación (B.14) y para el potencial MEAM
se incorpora a este primero la dependencia angular al término de la densidad electrónica ρ,















Por otra parte, para expresar explícitamente el término de la densidad electrónica en
estos potenciales EAM y MEAM, se utilizaron diferentes modelos [439]. Por lo general, la
función de incrustación F es no lineal y cuenta con parámetros que se utilizan para su ajus-
te, además la función de pares, φ, generalmente se expresa en términos de un exponencial.








FIGURA B.2: Ilustración del entorno atómico local, donde observamos la lon-
gitud de enlace, y dependencia angular en la molécula C2H6O.
Similarmente al tratamiento de metales, también se desarrolló una clase de potenciales
para materiales sólidos con enlaces covalentes. El cual se basa en el concepto de orden de
enlace que modifica la fuerza de un enlace entre dos átomos en función del entorno de un
átomo i [445]. Sin embargo, este concepto está estrechamente relacionado con la forma de
determinar la densidad de electrones en los potenciales tipo EAM. Por lo tanto, podemos ver
una ilustración de cómo el orden de enlace se ve directamente afectado por el entorno ató-
mico local (véase la figura B.2). En consecuencia, para dicho objetivo el potencial adecuado
es el de Tersoff [445, 446, 350, 447], el cual se viene utilizando durante la última década para
tratar extensamente sólidos y nanomateriales basados en C, BN, CBN, Si, SiC y Si/C/SiC
amorfo. También se ha utilizado para estudiar a los semiconductores del grupo III-V [448].
Además, el potencial de Tersoff se compone de interacciones de dos y tres cuerpos y la for-
ma funcional del potencial de Tersoff se escribe de la siguiente manera:
Uij = fcut(rij) [fR(rij) + fb−o(rij , rik, θijk) ∗ fA(rij)] . (B.15)
Las funciones fA y fR expresan las partes atractiva y repulsiva del potencial, y fcut es
la función de corte que garantiza que la fuerza sea continua y converja a cero a medida
que la distancia entre los átomos se acerca a una distancia de corte determinado. Además,
la función fb−o representa el término de orden de enlace (bond-order) que modula la par-
te atractiva del potencial, es decir, debilita el enlace entre los pares de átomos i y j. Así
mismo, esta función no solo depende de la distancia interatómica también depende del án-
gulo de enlace. Los parámetros A,B, λ1, y λ2 de las funciones fR(rij) = Aexp(−λ1rij) y
fA(rij) = −Bexp(−λ2rij) son determinadas desde el proceso de parametrización, que típi-
camente son valores a partir de los datos de cálculos de primeros principios.
Por otra parte, un aspecto adicional dentro de las simulaciones de MD es el uso de un ra-
dio de corte (cutoff ) para los potenciales interatómicos, el cual es empleado frecuentemente.
La utilidad del cutoff se debe al cálculo del campo de fuerzas en las simulaciones de MD, este
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proceso principalmente consume la mayor parte del tiempo de cálculo. Además, el cutoff se
elige de modo que la curva de energía potencial sea continua y las fuerzas en el mismo cutoff
sean cero (véase la figura B.1 (b)), esto asegura que la energía se conserve en una simulación
de MD aislada. Finalmente comentar que dependiendo del tipo de potencial interatómico,
el cutoff puede variar entre 3 y 18 Å.
Ensambles termodinámicos
Los ensambles o colectividades en las simulaciones de MD ayudan a establecer condicio-
nes termodinámicas al sistema en estudio, similarmente a cuando se realiza un experimento
se establece las condiciones iniciales al sistema, y con ello los resultados se verán influen-
ciados por dichas restricciones. Por lo tanto, en las simulaciones de MD también se puede
restringir prescribiendo que ciertas variables termodinámicas o variables de estado se man-
tengan constantes a lo largo de la simulación. Vale la pena mencionar que todas estas res-
tricciones se imponen en el marco de la mecánica estadística, es decir, evaluamos la función
de partición correspondiente a una colectividad determinada.
Como es sabido el Hamiltoniano que describe la energía de las simulaciones de MD es la
suma de la contribución de la energía cinética y la energía potencial. Por lo tanto, para una
colectividad clásica de partículas de interacciones idénticas, dicho Hamiltoniano está dado
por la ecuación (3.58), donde la energía potencial efectiva muestra todas las posibles per-
mutaciones de las interacciones atómicas. Además, desde el punto de vista de la mecánica
estadística, cuando se conserva el Hamiltoniano, esta colectividad se denomina microcanó-
nica. La colectividad microcanónica NV E mantiene el número de especies, el volumen y
la energía del sistema invariables con el tiempo. Inherentemente, todas las simulaciones de
MD son sistemas aislados, por lo tanto, el ensamble NV E y la energía siempre debe con-
servarse a lo largo de una simulación. Sin embargo, otra colectividad útil es la colectividad
canónica/isotérmica NV T , la cual corresponde al número constante de especies, volumen
y temperatura. El enfoque más popular para implementar esta colectividad es con el uso de
un termostato Nosé-Hoover [314, 315], otros son termostato de Berendsen [449], y Andersen
[450]. La forma de aplicar el termostato es acoplando un depósito de energía a cierta región
o regiones del sistema, de modo que la transferencia de energía entre los dos (fuente y sumi-
dero) ocurra de una manera que se mantenga la temperatura constante. También es preciso
mencionar que en el método Nosé-Hoover se realiza mediante la introducción del Hamil-
toniano ficticio para el baño térmico que se rige por un parámetro de acoplamiento [451].
Luego, el Hamiltoniano para el sistema y el baño térmico se adicionan y se usan para deri-
var las ecuaciones de movimiento del sistema. Por otra parte, también hay otra colectividad
para controlar la presión y es conocida como barostato, que se combina frecuentemente con
un termostato [450]. Esta imposición corresponde a una colectividad isotérmica-isobárica
NPT , donde la P indica una presión constante, y donde la presión en la caja de simula-





scripts para los cálculos de las
propiedades físicas y de transporte
El trabajo teórico-computacional presentado en esta tesis se realizó utilizando herra-
mientas exclusivamente de libre acceso con proposito académico (siendo algunos de código
abierto, Open Source), a continuación se presenta algunos scripts o archivos de control:
C.1. DFTB+: Cálculo del transporte de fonones










atomrange = 145 336





atomrange = 337 528
temperature [K] = 300.0
}
}
Masses = { } #to study the influence of isotopes
Hessian {
Cutoff = 100.0

















TempRange [K] = 1.0 802.0








C.2. LAMMPS: Cálculo para el flujo térmico
units metal






region wall1 block INF 28.5 INF INF INF INF units box
region hot block 28.6 44.9 INF INF INF INF units box
region tube block 45.0 105.0 INF INF INF INF units box
region cold block 105.1 120.0 INF INF INF INF units box
region wall2 block 120.1 INF INF INF INF INF units box
group wall1 region wall1
group wall2 region wall2
group cold region cold
group hot region hot
group tube region tube
group nowalls union cold tube hot
#defining regions (24 slab)
region reg1 block 30.0 34.9 INF INF INF INF units box
region reg2 block 35.0 39.9 INF INF INF INF units box
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region reg3 block 40.0 44.9 INF INF INF INF units box
region reg4 block 45.0 48.2 INF INF INF INF units box
region reg5 block 48.3 51.5 INF INF INF INF units box
region reg6 block 51.6 54.8 INF INF INF INF units box
region reg7 block 54.9 58.1 INF INF INF INF units box
region reg8 block 58.2 61.4 INF INF INF INF units box
region reg9 block 61.5 64.7 INF INF INF INF units box
region reg10 block 64.8 68.0 INF INF INF INF units box
region reg11 block 68.1 71.3 INF INF INF INF units box
region reg12 block 71.4 74.6 INF INF INF INF units box
region reg13 block 74.7 77.9 INF INF INF INF units box
region reg14 block 78.0 81.2 INF INF INF INF units box
region reg15 block 81.3 84.5 INF INF INF INF units box
region reg16 block 84.6 87.8 INF INF INF INF units box
region reg17 block 87.9 91.1 INF INF INF INF units box
region reg18 block 91.2 94.4 INF INF INF INF units box
region reg19 block 94.5 97.7 INF INF INF INF units box
region reg20 block 97.8 101.0 INF INF INF INF units box
region reg21 block 101.1 105.0 INF INF INF INF units box
region reg22 block 105.1 109.7 INF INF INF INF units box
region reg23 block 109.8 114.4 INF INF INF INF units box
region reg24 block 114.5 119.0 INF INF INF INF units box
#defining groups
group reg1 region reg1
group reg2 region reg2
group reg3 region reg3
group reg4 region reg4
group reg5 region reg5
group reg6 region reg6
group reg7 region reg7
group reg8 region reg8
group reg9 region reg9
group reg10 region reg10
group reg11 region reg11
group reg12 region reg12
group reg13 region reg13
group reg14 region reg14
group reg15 region reg15
group reg16 region reg16
group reg17 region reg17
group reg18 region reg18
group reg19 region reg19
group reg20 region reg20
group reg21 region reg21
group reg22 region reg22
group reg23 region reg23
group reg24 region reg24
pair_style tersoff
pair_coeff * * BNC.tersoff B N C
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neighbor 2.0 bin
neigh_modify delay 0 every 1 check yes
velocity nowalls create 300.0 83475683 mom yes dist gaussian
fix nvt1 nowalls nvt temp 300.0 300.0 0.5
thermo 5000
compute Ttube tube temp/region tube






# Collect the data by NVE ensemble simulation
variable kb equal 1.3806504e-23
variable ev2J equal 1.60217e-19
variable ps2s equal 1.0e-12
variable An2m equal 1.0e-10
reset_timestep 0
timestep 0.0005
fix NVE tube nve
compute ke nowalls ke/atom
variable tempa atom c_ke*${ev2J}/(1.5*${kb})
fix temp_profile all ave/spatial 10 100 10000 x 0.0 4.35 v_tempa file temp.prof
fix ratehot hot nvt temp 330.0 330.0 0.5
fix ratecold cold nvt temp 270.0 270.0 0.5





fix ratehot hot nvt temp 330.0 330.0 0.5
fix ratecold cold nvt temp 270.0 270.0 0.5
variable time equal step
variable EH equal f_ratehot
variable EC equal f_ratecold
fix E_out all print 10000 "${time} ${EH} ${EC}" file E_bath.dat title
fix etflux all ave/time 10 100 10000 v_EH v_EC file energy-flux.dat
#compute temperatures
compute 1 reg1 temp/region reg1
compute 2 reg2 temp/region reg2
compute 3 reg3 temp/region reg3
compute 4 reg4 temp/region reg4
compute 5 reg5 temp/region reg5
compute 6 reg6 temp/region reg6
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compute 7 reg7 temp/region reg7
compute 8 reg8 temp/region reg8
compute 9 reg9 temp/region reg9
compute 10 reg10 temp/region reg10
compute 11 reg11 temp/region reg11
compute 12 reg12 temp/region reg12
compute 13 reg13 temp/region reg13
compute 14 reg14 temp/region reg14
compute 15 reg15 temp/region reg15
compute 16 reg16 temp/region reg16
compute 17 reg17 temp/region reg17
compute 18 reg18 temp/region reg18
compute 19 reg19 temp/region reg19
compute 20 reg20 temp/region reg20
compute 21 reg21 temp/region reg21
compute 22 reg22 temp/region reg22
compute 23 reg23 temp/region reg23
compute 24 reg24 temp/region reg24
#calculating temperature profile
fix 1 reg1 ave/time 10 100 10000 c_1 ave running file T_reg1.dat
fix 2 reg2 ave/time 10 100 10000 c_2 ave running file T_reg2.dat
fix 3 reg3 ave/time 10 100 10000 c_3 ave running file T_reg3.dat
fix 4 reg4 ave/time 10 100 10000 c_4 ave running file T_reg4.dat
fix 5 reg5 ave/time 10 100 10000 c_5 ave running file T_reg5.dat
fix 6 reg6 ave/time 10 100 10000 c_6 ave running file T_reg6.dat
fix 7 reg7 ave/time 10 100 10000 c_7 ave running file T_reg7.dat
fix 8 reg8 ave/time 10 100 10000 c_8 ave running file T_reg8.dat
fix 9 reg9 ave/time 10 100 10000 c_9 ave running file T_reg9.dat
fix 10 reg10 ave/time 10 100 10000 c_10 ave running file T_reg10.dat
fix 11 reg11 ave/time 10 100 10000 c_11 ave running file T_reg11.dat
fix 12 reg12 ave/time 10 100 10000 c_12 ave running file T_reg12.dat
fix 13 reg13 ave/time 10 100 10000 c_13 ave running file T_reg13.dat
fix 14 reg14 ave/time 10 100 10000 c_14 ave running file T_reg14.dat
fix 15 reg15 ave/time 10 100 10000 c_15 ave running file T_reg15.dat
fix 16 reg16 ave/time 10 100 10000 c_16 ave running file T_reg16.dat
fix 17 reg17 ave/time 10 100 10000 c_17 ave running file T_reg17.dat
fix 18 reg18 ave/time 10 100 10000 c_18 ave running file T_reg18.dat
fix 19 reg19 ave/time 10 100 10000 c_19 ave running file T_reg19.dat
fix 20 reg20 ave/time 10 100 10000 c_20 ave running file T_reg20.dat
fix 21 reg21 ave/time 10 100 10000 c_21 ave running file T_reg21.dat
fix 22 reg22 ave/time 10 100 10000 c_22 ave running file T_reg22.dat
fix 23 reg23 ave/time 10 100 10000 c_23 ave running file T_reg23.dat
fix 24 reg24 ave/time 10 100 10000 c_24 ave running file T_reg24.dat
compute hot_temp hot temp/region hot
compute cold_temp cold temp/region cold
fix hottemp_out hot ave/time 10 100 10000 c_hot_temp file hottemp.dat
fix coldtemp_out cold ave/time 10 100 10000 c_cold_temp file coldtemp.dat
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#hot region
compute myKE1 hot ke/atom
compute myPE1 hot pe/atom
compute hke hot ke
compute hpe hot reduce/region hot sum c_myPE1
variable het equal c_hke+c_hpe
fix hotke hot ave/time 10 100 10000 c_ratehot_temp c_hke c_hpe v_het file
#cold region
compute myKE2 cold ke/atom
compute myPE2 cold pe/atom
compute cke cold ke
compute cpe cold reduce/region cold sum c_myPE2
variable cet equal c_cke+c_cpe
fix coldke cold ave/time 10 100 10000 c_ratecold_temp c_cke c_cpe v_cet file
#tube region
compute myKE3 tube ke/atom
compute myPE3 tube pe/atom
compute tke tube ke
compute tpe tube reduce/region tube sum c_myPE3
variable tet equal c_tke+c_tpe
fix tubeet tube ave/time 10 100 10000 c_tke c_tpe v_tet file tube_ener.dat
#data NVE
thermo_style custom step temp press vol etotal cpu
thermo 10000
log log.grap_F01_nve
dump snap3 all cfg 200000 dump.config.*.cfg id type xs ys zs id type v_tempa
dump_modify snap3 element B N C
dump snap4 all xyz 1000000 dump-all.xyz
dump_modify snap4 element B N C
run 20000000









































O 2.502663590 4.494892695 1.773837350
C 1.362609390 4.557581170 2.631372677
H 1.368203721 5.504598134 3.186259395
H 1.397893956 3.707451202 3.326268656
B -0.033382045 -0.015897168 0.196802134
H -0.033625444 0.028243732 1.387196919
N -0.031123019 1.481194196 -0.369288624
H -0.025980641 1.463927224 -1.406849988
B -1.313452172 2.229250738 0.161901767
H -1.272884629 2.310765862 1.348987815
N -1.322418579 3.749829126 -0.441245893
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