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Detection Theory and Ouantum Mechanics 
CARL W. HELSTROM 
Westinghouse Research Laboratories, Pittsburgh, Pennsylvania 15235* 
Statistical signal detection is formulated quantum-mechanically in 
terms of choosing one of two density operators as thebetter description 
of the state of an ideal receiver after exposure to a field in which a 
signal may or may not be present. The optimum decision procedure is
expressed as a projection operator on the state-space of the receiver. 
Examples involving the single-mode detection of coherent and 
incoherent signals are given. Threshold detection as an approxima- 
tion to optimum detection for weak signals is also defined quantum- 
mechanically, and threshold etectors for coherent and incoherent 
fields occupying many modes of a receiver cavity are worked out. The 
noise in all cases is taken to be thermal radiation described by the 
Planck law. 
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INTI~ODUCTION 
The development of communication and radar systems using laser 
beams has stimulated interest in the efficient detection of signals of 
opticat frequencies and in the properties of channels utilizing such 
signals. (Gordon, 1962, 1964; Jelsma and Bolgiano, 1965; Takahasi, 
1965; Lebedev and Levitin, 1966). The reliability of detectors of optical 
signals is limited not only by the random noise accompanying the 
signals and generated in the detectors, but also by the quantum nature 
of the signals themselves, which introduces an additional stochastic 
element o the detection process. The fundamental limitations on the 
detectability of signals in ordinary radar and communication systems 
have been delineated by the statistical theory of signal detection (Peter- 
soil et al. 1954; Middleton and Van Meter, 1955a; Middleton, 1960, 1965), 
and it is appropriate to ask what  the theory can say about detecting 
signals of optical frequencies. 
Before the limitations on signal detectability can be analyzed, it is 
necessary to adopt some mode l  for an ideal receiver. This mode l  should 
involve a min imum of assumptions about the way  information is to be 
extracted f rom the incident electromagnetic radiation. The  usual 
instruments for detecting optical signals admit  the radiation through an 
aperture into a system that processes it in some way. The  radiation may 
be focused on a sensitive cell or a photographic plate, it may be trans- 
mitted to photomultipliers or photon counters, or, when it is coherent, 
it may be heterodyned with a locally generated coherent beam through 
some material nonlinearity. Whatever  is done to the radiation happens  
in a limited region of space behind the aperture of the optical system. 
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A natural idealization of a receiver of optical signals, therefore, is a 
box or a cavity, initially empty, that is exposed to the source of the 
signals by opening an aperture during the time when a signal, if trans- 
mitted, is expected to arrive. At the end of this time the aperture is 
dosed, and an observer measures the field inside the cavity as exten- 
sively as he can in order to extract all the information relevant o a 
decision whether a signal was present or not in the external electro- 
magnetic field (Takahasi, 1965). 
At the low frequencies with which communication theory has in the 
past been concerned, classical physics adequately describes the electro- 
magnetic fields of signal and noise. It permits the electromagnetic 
field in the cavity to be measured in as great a detail as necessary, and 
signal-detection theory has been able to presume that this field is in 
principle completely known to the observer. At optical frequencies, 
however, it is necessary to describe the field quantum-mechanically, 
and quantum mechanics places certain limitations on the precision with 
which the field can be measured both temporally and spatially. Detec- 
tion theory must now prescribe not only how the measurements of the 
field shall be processed, but also what measurements shall be made. 
The electromagnetic field in the cavity of our ideal receiver will not 
be in a pure quantum-mechanical st te, but in a statistical mixture of 
states. Such mixtures are described by density operators (yon Neumann, 
1932; Fano, 1957). If there was no signal present in the external field 
during the time when the aperture was open, the field in the cavity 
after the aperture was closed resulted only from the stochastic back- 
ground radiation and is represented by a density operator p0. If a signal 
arrived while the aperture was open, the field is represented by some 
other density operator pl • The task of the observer is to choose one or 
the other of these density operators as the more consistent with as raueh 
as he can measure of the cavity field. 
The first section of this paper eformulates detection theory in terms 
of such a choice between density operators, preserving the standard 
goals of minimizing the average cost of operation or, for a fixed false- 
alarm probability, maximizing the probability of detection. The optimum 
procedure for deciding between two hypotheses about he cavity field is 
characterized asthe measurement of a certain projection operator. When 
the two density operators commute, the usual likelihood-ratio strategy 
appears. Examples are presented in Section 2. 
In important eases, however, the density operators between which a 
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choice must be made do not commute. The mathematical problem of 
finding the optimum projection operator in those cases is a formidable 
one, and as a means of avoiding it we investigate the common threshold 
approximation that the signal is weak. In Section 3 a quantum-me- 
chanical form of the optimum threshold detector is defined as the 
measurement of the operator yielding the greatest equivalent signal-to- 
noise ratio. An equation for this operator in terms of the density opera- 
tors p0 and pl is given. Section 4 derives the threshold detector for a 
coherent signal of random phase, such as an ideal laser pulse, received 
in the presence of thermal background radiation. In Section 5 the recep- 
tion of an incoherent, noise-like signal is treated on the same basis. In 
both cases the maximum equivalent signal-to-noise ratios reduce at low 
frequencies to the familiar forms. 
1. THE DETECTION OPERATOR 
(i) The Decision Problem in Quantum Mechanics. Detection in quan- 
tum mechanics involves deciding which of two density operators p0 
or m describes a system. These operators are presumed to be known 
functions of the operators for the dynamical variables of the system. 
The hypothesis that p0 applies we denote by H0, the hypothesis that pl 
applies by H1. The decision between them is to be based on the outcome 
of a measurement of some dynamical variable X, which is represented by 
an operator that will also be called X. 
This operator X may stand for a set or n-tuple of commuting and hence 
simultaneously measurable operators. I t  possesses a set of eigenkets 
Izk) corresponding to the eigenvalues x~ : 
Xlx~ ) = xklxk), (1.1) 
and this set will be assumed to be complete, so that any state of the 
system can be expressed as a linear combination of the eigenkets Ixk). 
We shall assume that the eigenvalues form a discrete set and are all 
distinct. That the eigenvalues, which may also be n-tuples, are distinct 
means that all degeneracies have been resolved by introducing additional 
commuting operators, as when the degenerate energy eigenstates of the 
hydrogen atom are resolved into simultaneous eigenstates of the angular 
momentum and its component along an arbitrary axis. If the eigen- 
values form a continuous et, the usual modifications, involving the 
replacement of sums by integrals, can be made (Dirae, 1947). 
The outcome of a measurement of X is one of the eigenvalues of X, 
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say the ruth, x,~ ; and the system is left in the associated eigenstate Ixm}. 
No further measurements will be of any help in deciding which of the 
density operators originally described the system. The observer needs 
a strategy for choosing one or the other density operator on the basis of 
the outcome x~. 
A randomized strategy assigns a probability a-~ to each outcome xm 
and directs the observer to choose hypothesis H1 with probability ~r~ 
and H0 with probability 1 - Try--when that outcome occurs, perhaps by 
tossing a properly biased coin. In effect he measures not X, in whose 
value he is not really interested, but a dynamical variable corresponding 
to the operator 
k 
which we shall call the "detection operator." The states ]xk) are eigen- 
states of II with eigenvalues 7rk, and the measurement of 1I gives the 
observer the probability with which he should choose hypothesis H1. 
The detection operator II is a ttermitian operator, and as shown in 
Appendix A, its matrix elements l I~  in any representation are equal to 
or less in absolute value than 1, and its diagonal elements H~m are non- 
negative real numbers: 
IHm~[ = 1, 0 -_< iI~___ 1. (1.3) 
There is an infinity of such detection operators 11, and the problem now is 
to find the best one. 
(ii) The Detection Criteria. According to detection theory, receivers 
should be designed to meet one of two principal criteria, the Bayes cri- 
terion or the Neyman-Pearson criterion. The former directs us to mini- 
mize the average cost of operation, the latter to maximize the probability 
of detecting the signal while maintaining a fixed false-alarm probability 
(Middleton, 1960, Chapt. 19; Helstrom, 1960, Chapt. 3). 
The  false-alarm probability Q0 is the probability of choosing hypothe- 
sis HI  when hypothesis H0  is true. The  probability under hypothesis H0 
that a measurement of X or H will leave the system in the mth  state 
Ixm} is equal to (x~ I p0 Ix~,}, and the total probability that hypothesis 
H~ will be selected is 
Q0 = >~'~(xm[ p0 Ix~) = Tr (p011), (1.4) 
where"Tr"  stands for the trace of the operator written after it. The prob- 
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ability of detection Q~ is the probability of choosing HI when H1 is true 
and is similarly given by 
Qe = Tr  (plII). (1.5) 
Let the prior probabilities of hypotheses H0 and H1 be ~ and (1 - ~-), 
respectively, and let C~j be the cost of choosing hypothesis H,: when Hi 
is true (i, j = 0, 1). Then the average cost of each decision is 
d = riCo0(1 - Q0) + CloQ0] + (1 - ~-)[Col(1 - Qd) + CnQd] 
(1.o) 
= ~Co0 + (1 - r)C01 - (1 - f)(Col - C11)(Qd - XQo), 
where 
x = 1 - \Co l -  c1 J "  (1.7) 
I f  we remember that Col > Cll, C10 > Coo, we see that we must pick as 
our detection operator one that maximizes the quantity 
Qd - XQo = Tr [@1 -- Xpo)HJ. (1.8) 
To meet the Neyman-Pearson criterion we must maximize Qd for a 
fixed value of Qo • By introducing the Lagrange multiplier X, we find that 
it is again the quantity Qd - XQo that is to be maximized. The resulting 
detection operator II will be a function of X, which must be determined 
afterward in such a way that the false-alarm probability Qo takes on its 
pre-assigned value. 
(iii) The Optimum Strategy. We adopt a representation i  which the 
matrix of the operator m - Xpo is diagonal, and we denote its eigen- 
values by w and its associated eigenstates by Ink): 
k 
I f  in that representation the matrix elements of II are I I~ ,  we are to 
maximize the quantity 
Tr  [(ol -- Xpo)II] = ~ ~I I ,~ , .  
m 
Since the diagonal elements I I~  are positive real numbers between 0 
and 1, this quantity is largest if we take I I~  = 1 for n~ => 0 and l I~  = 
0 for v~ < O. The relation 
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(Appendix A, Eq. (A.4)) then requires the off-diagonal elements IIm~, 
to vanish in those rows m and columns n for which either II~m = 1 or 
Hn~ = 1. In the rest of the matrix they vanish by virtue of the relation 
]IIm~ I =< IIm~lIn. (Eq. (A.6)), for there both II~m = 0 and II~ = 0. 
Hence the matrix iI IIm. I1 is diagonal with eigenvalues 0 and 1. 
The optimum detection operator is therefore a projection operator 
on to the manifold spanned by the eigenkets of the operator pl -- Xp0 
with non-negative eigenvalues: 
H = (1 .10)  
k:~k ~ 0 
As in ordinary choices between simple alternatives, the observer can 
adopt a nonrandomized strategy. He measures the dynamical variable 
whose operator is p~ -- Xp0, and if the outcome of his measurement is 
non-negative, he chooses hypothesis H~, otherwise H0. The false-alarm 
and detection probabilities attaining the minimum Bayes cost are 
given by 
Q0 = ~ (,~1 p0 I,~>, Q~ = ~ (,~[ pl I,k>, (1.11) 
k:~? k ~ 0 k:~/: ~ 0 
and in order to calculate them it is necessary to be able to find the eigen- 
values and eigenstates of p~ - hp0 • 
(iv) The Choice Between Two Directions of Spin. The optimum detec- 
tion operator H can seldom be easily calculated when the density opera- 
tors p0 and p~ do not commute. Here is an example whose only value is 
simplicity and instructiveness. Someone is sending a beam of spin-½ 
particles, such as sodium atoms, along the y-axis, preparing it in such a 
way that each particle has its spin parallel either to the z-axis (hypothe- 
sis H0) or to the x-axis (hypothesis H~). For each particle the observer 
is to choose between these hypotheses. 
In terms of the Pauli spin matrices 
a~ = (01 10) , zy = (~ o i ) ,  a, = (~ f l )  (1.12) 
(Dirac, 1947, p. 149), the two density operators between which one is to 
decide are 
p0 = ½(I + ~), p~ = ½(I + ~)  (1.13) 
where I is the 2 X 2 density matrix. These density operators do not com- 
mute. The optimum detection operator Ii, which maximizes 
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Tr [@1 - Xp0)H] = ½ Tr {[(1 - X)I + z~ - X~.]II}, 
can be shown to be 
II = ½(I -- ~ cos ~ -~ ~ sin ~), (1.14) 
where the angle ~ is defined by X = cot ~ and lies between 0 and ~r/2. 
The eigettvalues of m - Xp0 are 
,1 = ½11 -- cot (~/2)] =< 0, (1.15) 
,2 = ½[1 ~- tan (~/2)] > 0, 
and the eigenstates, in a representation i  which, as in Eq. (1.12), a~ 
is diagonal, are 
1,1) = ( cos (~/2)'~ I,~} = (sin (~/2)~ 
x--sin (¢/2)/' \cos (~/2)1" (1.16) 
We leave the calculations to the reader. 
Both the operator pl -- Xp0 and the detection operator II involve the 
spins only through the operator 
~¢ -- ~ cos ¢ - ~ sin ¢, (1.17) 
whose only eigenvalues are ÷ 1 and -1 .  This operator can be measured 
for each particle by passing the beam through an inhomogeneous mag- 
netic field directed at an angle ~ ÷ ~r/2 with respect o the x-axis. This 
field splits the beam into two components. For the particles of one com- 
ponent ~.~ has the eigenvalue -~ 1, and these, one decides, were originally 
spinning in the z-direction. ]?or the particles of the other component, 
the eigenvalue of ~¢ is -1 ,  and to them one assigns hypothesis H1. 
The false-alarm and detection probabilities are 
Q0 = Tr (poII) = ½(1 - cos ¢) (1.18) 
Qd = Tr (p l I I )=  ½(1 ~- sin ¢) (1.19) 
as can be easily calculated from Eqs. (1.13), (1.14) if one remembers 
the rules for the spin matrices, 
2 2 2 
Tr~ = Tr~,~ = Tr~ = 0, T r I  = 2. 
Thus 
Qd=½+[Qo(1-Qo) ]  ~/2, o-<_Qo <½,½=<Qe <1.  (1.2o) 
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A value Q0 = 0 corresponds to ¢ = O. The magnetic field is then 
directed along the z-axis, and whenever the particle is spinning in the 
z-direction, it goes into the component beam with theeigenvalue of z¢ 
equal to 1, and hypothesis H0 is correctly chosen. If  it is spinning in 
the x-direction, it will give the eigenvalues +1 and -1  with equal 
probabilities, and hypothesis H1 is correctly chosen with probability 
Qd --= ½. For Q0 = ½, Q~ = 1, the field lies in the x-direction. The best 
orientation of the field is determined, under the Bayes criterion, by 
the value of ?t = cot ~ given by Eq. (1.7). Under the Neyman-Pearson 
criterion the angle ~ is determined by the pre-assigned false-alarm prob- 
ability through Eq. (1.18). 
For problems of any real interest, unfortunately, it seems to be very 
diificult to diagonalize the operator pl - ?too when o0 and pl do no~ com- 
mute; and unless this can be done, the optimum detection operator can- 
not be found. We therefore xamine in Section 3 an alternative based on 
the presumption that the signal to be detected is relatively weak. 
(v) Commuting Density Operators. Matters are much simpler when 
the density operators m and p0 commute, for it is then necessary to 
measure only one or the other or, if available, a dynamieM variable X 
whose operator commutes with both. Two commuting density operators 
possess a common set of eigenkets, which we denote by I/c}, and they 
can be written as 
pi = ~ Ik}P4k(kl, i -- 0, 1, (1.21) 
k 
where P~k is the probability that the system is in the state Ik) under 
hypothesis H~ (i = 0, 1). The eigenvMues of pl -- hp0 are now 
~k = Plk -- ?tP0~ , (1.22) 
and the optimum strategy is to choose hypothesis H1 if a measurement 
of p0, p~, or X leaves the system in a state Ik) for which 
Pl~/Pok >= ?t. (1.23) 
This is the familiar likelihood-ratio strategy of detection theory. If 
the common eigenstates of the density operators p0 and pl form a con- 
tinuous rather than a discrete set, the probabilities P0k and PI~ are 
replaced by probability density functions. 
(vi) Multiple Choices and Parameter Estbnation. The question how 
best to choose among more than two hypotheses can be formulated in a 
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similar way. Denote the hypotheses by Hi , H2, . ' .  , //rr and define r 
commuting operators II1, II2, • • • , IL whose sum is the identity operator, 
II1 -t- II2 -t- " -  -t- IIT = 1. 
These operators are simultaneously measured for the system, and the 
outcomes give the probabilities with which the corresponding hypotheses 
should be adopted, again by means of a chance device. If f~ is the prior 
probability of hypothesis H~ and Cu is the cost of choosing hypothesis 
H~ when Hi is true, the average cost is 
= f i  ~ ~'Fii Tr  (pj1L), (1.26) 
i= l  j= l  
where oJ is the density operator of the system under hypothesis H i .  
The operators I I j ,  j = 1, 2, • • - , r, must be selected to minimize this 
average cost. If the density operators p~ commute, any one of them, or a 
sufficient statistic X commuting with all of them, can be measured, and 
the treatment of the outceme is the same as in ordinary multi-hypothesis 
decision theory (Middleton and Van Meter, 1955b). 
In the quantum-mechanical ounterpart of the problem of parameter 
estimation, the density operator of a system is of a known functional 
form, but depends on an unknown parameter 0.The statement that the 
value of 0 lies in the interval (0, 0 Jr dO) is what yon Neumann (1932) 
calls a "property" ("Eigensehaft") of the system and identifies with a 
projection operator dE(O): f dE(O) = 1. If the true values 00 of the 
parameter have a prior probability density function z(Oo), and if C(O, 0o) 
is the cost of assigning the value 0 to the parameter when its true value 
is 0o, the Bayes cost of estimating 0 by means of a particular "resolution 
of the identity" dE(O) is 
(2 = f f  Z(Oo)C(O, 0o) Tr [o(t?0) d/~(0)] dOo. (1.25) 
One must find the set dE(O) of infinitesimal projection operators that  
minimizes this average cost. If X is the best dynamical variable to meas- 
ure, and if its operator has the continuous eigenvalues x and the eigen- 
kets Ix}, 
= ~dfR(o~ fX)(Zl CtZ, dE(O) (1.26) 
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where dR(O) is the region in the space of outcomes x leading to an 
estimate of the parameter in the range (0, 0 + dO). 
2. DETECTION IN A SINGLE MODE 
(i) The Harmonic Oscillator. Some simple examples to illustrate the 
ideas of the previous ection can be put forth by considering the field in 
the cavity of our ideal receiver to have a gingle mode that can be excited 
by coupling with the external electromagnetic field. In quantum me- 
chanics this mode can be treated as a simple harmonic oscillator of 
frequency ¢o and unit mass. The co-ordinate q and the momentum p of 
the oscillator are expressed in terms of an "annihilation operator" a 
and a "creation operator," the adjoint a + of a: 
q = (h/2~)l/2(a + + a), p = i (~/2)1/2(a+ -- a), (2.1) 
where fi is Planck's constant h/2~-. The operator a and its adjoint a + are 
subject o the commutation relations 
aa + - a+a -- 1. (2.2) 
The operator n = a+a is called the "number operator." We denote its 
eigenstates by Ira}. 
him) = mtm). (2.3) 
It  is customary to say that when the oscillator or the mode is in the state 
Ira), it contains m "photons"; and a representation f the state in'terms 
of the eigenstates [m) of the number operator n = a+a is called the "num- 
ber representation." Since the Hamiltonian of the oscillator is 
1 2 H ~(p + Jq~) -- (~w/2)(aa + + a+a) = fiw(n H- ½), (2.4) 
the eigenstates of the number operator n are stationary sta~es of the 
harmonic oscillator. The effects of the annihilation and creation opera- 
tors on such an eigenstate {m) are given by the equations 
aim } = m'/°'[m -- 1), a+[m} = ('m + 1)1/21m + 1>. (2.5) 
Thus the action of a is to decrease the number of photons by 1, and the 
action Of a + is to increase it by 1, whence the names of these operators. 
R. J. Glauber (1963) has developed a useful calculus for deMing with 
the states of a harmonic oscillator in terms of the right eigenkets of the 
operator a, which are denoted by In): 
ala) = ata). (2.6) 
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The a's are complex numbers ranging over the entire complex plane, and 
the set of eigenkets Is} is overeomplete. Nevertheless any state of the 
oscillator can be represented as a superposition of these eigenkets by 
virtue of the representation f the identity, 
1 = -1 f I ><al d% (2.7) 
in which the integration is taken over the plane of a = ax + lay, and 
d2a = da~ day. These states Is} in the co-ordinate representation are 
Gaussian wave-packets of minimum uncertainty Aphq. When l a l  is 
large, they exhibit the features of a classical oscillating field of frequency 
co, and they can be considered as the counterparts of coherent signals in 
classical electromagnetism. The average nergy of the state In) is 
(al H Is} = ~(1~ 12 + ½). (2.8) 
We shall suppose that when there is,~no signal present,, the oscillator 
is in a mixture of states characteristic of thermal radiation. Its density 
operator p0 can then be written as 
k=O 
(2.9) / *  
= ] exp ( - la  I?N) 
where N is the mean number of photons in the mode, 
N = Vo/(1 - vo), vo = N/ (N  + 1) = e -~ (2.10) 
(Louisell, 1964, p. 243; Glauber, 1963, p. 2780). The eigenvalues P0~ 
of the density operator are given by the geometrical distribution 
P0k = (1 - vo)vo k. (2.11) 
In thermal equilibrium at absolute temperature 5 the mean number N is 
determined by the Planck formula, 
N = (e ~ - 1) -I, w = ~o~/K5 (2.12) 
with K the Boltzmann constant. 
(ii) An Incoherent Signal.  By an "incoherent signal" we mean one 
that superimposes on the distribution of states given by o0 another dis- 
tribution of the same kind, but with a mean number of photons N~. 
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The density operator pl under hypothesis H1 has the same form as that 
in Eq. (2.9), except that N is replaced by N ~ = N + N~, and v0 is 
repIaced by vl = N' / ( N' + 1) .1 
The two density operators m and m commute and possess the simul- 
taneous eigenstates Ira), for both are functions only of the number 
operator n, which can be considered as a sufficient statistic. A decision 
about the presence or absence of the signal can be based on the outcome 
of a measurement of n. If  the outcome of this measurement exceeds a
decision level no, hypothesis H~ is chosen. Under the Bayes criterion, 
In IX(1 - v0)/(1 - v~)] (2.13) 
no = In  (v~/vo) 
The false-a/arm and detection probabilities are 
Q0 n0z 7z0r = Vo , Qe  = v l  , (2 .14)  
where no' is the least integer greater than no • 
(iii) A Coherent Signal of Known Phase. Let us suppose that when a 
coherent signal of known phase impinges on our cavity, the single mode 
with which we are dealing is excited into a coherent state I~}, which as we 
mentioned before is a right eigenstate of the annihilation operator a 
corresponding to the complex eigenvalue ~. If there is also background 
radiation of the type described by the density operator p0 of Eq. (2.9), 
the combined fields of the signal and the background are distributed 
among the possible states of the mode oscillator in accordance with the 
density operator 
ol = (1 - e-~)e -~(~+-~*)(~-~ 
(2.15) / .  
= (TrN) -~ J exp ( -  I a - ~ I~/N) [a}(al d2a 
(Louisell, 1964, p. 246). The mean number of signal photons is now 
N~ = I~[ ~. 
This density operator p~ does not commute with the density operator 
p0 of Eq. (2.9), and there exists no set of simultaneous eigenstates. To 
describe and evaluate the optimum detector, it is necessary to diagonalize 
1 The signal is superposed on the noise in the manner outlined by Glauber 
(1963, p. 2778). The noise can be thought of as having been turned on first, bringing 
the system to a mixture of states described bypo f Eq. (2.9), after which the signal 
is turned on and the mixture described by o~ results. 
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the operator m - kp0 for arbitrary values of X between 0 and ~o and 
this appears to be a formidable problem. 
The matrix elements ol ..... = <nl ol Ira) of the density operator pl in 
the number epresentation can be obtained from the generating function 
=,~=o .... 0 V '~m!  (2.16) 
= (1  - -  v0) exp [Vo a*¢~ -k (1 - vo)(a*/~ -t- fl/~* - 1~ 12)] •
In Glauber's representation the eigenstates I*/k} of the operator m - hpo 
might be determined by solving the integral equation 
f[Rl(a*, ~) - XRo(a*, d2¢~/Tr = ~ Fk(a*), (2.17) ~)]e-I~l~Fk(fl* ) 
where R0(a*, ~) is obtained by setting t~ = 0 in Eq. (2.16), and 
Fk(~*) = Ca Irk) e L<21~, 
(2.1s) 
Solving the integral equation (2.17) is equivalent to diagonalizing the 
infinite matrix pl~ - Xp0~, po~ = (1 - V0)V0"~n~. 
(iv) A Coherent Signal of Untcnown Phase. It is unlikely that the 
receiver will know in advance the phase of a coherent optical signal, 
for a shift in the relative positions of transmitter and receiver through a 
distance of the order of a wavelength will alter the phase by a consider- 
able fraction of 27r. When the phase of the complex parameter ~in Eq. 
(2.15) is completely unknown, it should be assigned the least favorable 
prior distribution, which is uniform over the interval (0, 27r). The density 
operator under hypothesis H1 is then obtained by averaging Eq. (2.15) 
with respect o that distribution of arg ~ = ¢: 
+ I .  12)/N] "la}<a I d2a (2.19) 
l" 
= (~N) -~ J e~p [ - ( I  ~ i ~ + I ,  I~)/NJZo(e I~ I I ,  I/N)I~)(~I d% 
where 0 =arg  a and Io(x) is the modified Bessel function. The density 
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operator p0 for the field in the absence of a signal is still given by Eq. 
(2.9). 
Both density operators p0 and pl are diagonal in the number epresenta- 
tion, for the integrands in E qs. (2.9), (2.19) depend on ~ only through its 
modulus l a l .  The observer can therefore base his decision about the 
presence or absence of a signal on a measurement of the number n of 
photons in the mode. Under hypothesis H0 this number is distributed 
according to the geometrical distribution in Eq. (2.11). When a signal 
is present, the "Laguerre distribution" applies (Laehs, 1965), 
PI~ = (N + 1) -~ exp [ -N~/ (N  -t- 1)]vo~L~[-N~/N(N -k 1)] 
(2.20) 
Vo = N/ (N  ÷ 1), 
where Lk(x) is the kth Laguerre polynomial and N~ = I g 12 is the average 
number of photons in the component of the field due to the signal. 
The observer chooses hypothesis H~ whenever the likelihood ratio 
exp [ -N~/ (N  -k 1)]Lk[-N~/N(N + 1)] exceeds a decision level X. If 
no' is the smallest integer k for which this is possible, the false-alarm 
probability is Q0 = v~ °'. The detection probability 
Q~ = ~ Plk 
~ 0  ~ 
cannot apparently be expressed in any simple form. 
The moments of the distribution in Eq. (2.20) can be obtained from 
the moment-generating function 
Plku k = (1 -- so)(1 -- YoU) 
~=o (2.21) 
• exp [--N~(1 - v0)(1 - u)(1 - v0u)-I]. 
In particular the mean and the variance of n are 
E(n lH~)=N+Ns,  Var~n=N(N+I )+(2N+I )N~.  (2.22) 
When the expected number of photons in the mode is large, the dis- 
tribution PI~ can be written in the approximate form (Erd61yi et al., 
1953, Vol. 1, p. 280, Eq. [6.13 (15)]) 
Pl~ ~ N -~ exp [--(k + N~)/N]Io(2%/NJc/N), (2.23) 
which is the noncentra] Rayleigh or Rice distribution that appears in 
the theory of detecting a signal of unknown phase in the presence of 
QUANTUM DETECTION THEORY 271 
Gaussian random noise (Helstrom, 1960, Chapt. V). The power signal- 
to-noise ratio is then 
d z _= ~ 2N~/N,  (2.24) 
which in the limit ~co << K5 becomes, by Eq. (2.12), d z "- 2E /KS ,  
where E = N, Sco is the energy of the signal component of the field. 
When Eq. (2.23) applies, the probability of detection can be expressed 
Q-funetlon, approx imate ly  in te rms of the • 2 
Qd ~ Q( 'v /2N~/N,  %/2n~), 
(2.25) f Q(a,  ¢~) = x exp [-- (x  2 -Jr- a~)/2][o(ax)  dx. 
At high frequencies, co>> KS/ l i ,  Vo = e -w << J, and the Laguerre dis- 
tribution becomes approximately the Poisson distribution for the num- 
ber of signal photons in the mode, 
Plk = N, k exp ( - -N~) /k [ ,  (2.26) 
as can be shown by keeping only the highest power in the Laguerre 
polynomial. If v0 is less than the pre-assigned value of the false-alarm 
probability, no' = 1, and the receiver declares a signal present whenever 
it counts any photons at all in the mode. The probability of detection 
is less than 1 only because of the stochastic nature of the signal itself. 
3. THE THRESHOLD RECEIVER 
(i) The "Classical"  Threshold Receiver. The likelihood-ratio receiver 
prescribed by signal-detection theory is sometimes difficult to implement 
and often suffers the disadvantage of depending on the amplitude of 
the signal, which may be unknown in advance. The designer may then 
turn to the "threshold receiver," which is a limiting form of the likeli- 
hood-ratio receiver obtained by letting the strength of the signal go to 
zero. If we denote by 0 a parameter measuring the signal strength-- it  is 
usually taken as the square of the amplitude--, the threshold receiver is 
an embodiment of the statistic 
g = lira In [pl(x; O)/po(x)],  (3.1) 
0--~ 
where x denotes the set of measurements of the input to the receiver, 
2 As shown in Appendix B, the Q-function also provides a generating function 
for the cumulative Laguerre distribution. 
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pl(x; O) is their joint probability density function (p.d.f.) when a signal 
of strength 0 is present, and p0(x) -= pl(x; 0) is their joint p.d.f, under 
hypothesis H0. 
In quantum detection we have the additional problem of diagonalizing 
the operator m - Xp0 when the density operators p0 and m do not com- 
mute, and we should try to find out whether a threshold approximation 
can be used to determine a good detection statistic when the quantum- 
mechanieM problem cannot be solved or when its solution is too com- 
plicated to implement. 
Middleton (1966) has defined the best threshold receiver as the one 
that minimizes both the average cost C(0) and its first, derivative dO~dO 
in the limit 0 --~ 0. This average cost C(0) is given as in Eq. (1.6), in 
which the probability Qd of detection and helme also the average cost 
are now functions of the signal strength 0. He has shown that when the 
p.d.f.'s pl(x; 0), p0(x) are continuous in x and 0, the derivative of the 
logarithm of the likelihood ratio, as in Eq. (3.1), provides the best 
threshold receiver. This approach is closed to us, however, for in quan- 
tum reception we must allow for the possibility that the quantities to 
be measured take on only discrete values. The average cost C(0) may 
then be a discontinuous function of the signal strength 0. The examples 
in parts (ii) and (iv) of Section 2 are cases in point. 
The threshold receiver is most nearly optimum when the signals Co be 
detected really are very weak. In order to attain a satisfactory combina- 
tion of false-alarm and detection probabilities, however, it is then 
necessary for the signal to be repeated a number of times to give the 
receiver many independent opportunities to observe it. This might be 
done by exposing a set of empty cavities, one after another, to the 
external field during intervals when the signals, if sent, are expected to 
arrive. If the noise and the signal have the same distributions from one 
exposure to the next, a threshold detection operator is measured for 
each cavity, and the results for all the cavities are summed. If the sum 
exceeds a certain decision level, the observer decides that a signal is 
present. 
When a receiver measures a large number M of identically distributed 
statistics gl, g2, • " • , g~u and bases its decision on their sum 
G = gl 3- g2 3- "'" 3- g~,  (3 .2 )  
the fMse-alarm and detection probabilities can be approximately de- 
termined by appealing to the central-limit theorem, which states that 
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the larger the number M, the more nearly Gaussian are the distributions 
of the sum G under the two hypotheses. Those probabilities are then 
given by 
Q0 ~- erfc x, Qd ~--- 1 - erfc (D%/~[ - x), 
(3.3) 
D 2 = [E(glH~) -- E(g I H0)]2/Varog, 
where 
f oo erfe x = (2~) -II2 e -t212 dt (3.4) 
is the error-function i tegral and Var0 g is the variance of g under hy- 
pothesis H0. We call the quantity D ~ the "equivalent sig~al-to-noise 
ratio" for a receiver that sums the statistic g, which may or may not be 
related to the likelihood ratio as in Eq. (3.1). 
The performance of two such receivers umming statistics g' and g" 
can conveniently be compared by fixing the false-alarm and detection 
probabilities and asking for the ratio M"/M'  of the number of independ- 
ent observations needed to attain them h~ the limit when both M' 
and M" are large. This ratio is called the "asymptotic relative fficiency" 
(a.r.e.) of the receivers, and eq. (3.3) shows that it is given by 
a.r.e. = lira D'2/D "2, 
0~oo 
where D '2 and D "2 are the equivalent signal-to-noise ratios of the two 
receivers (Capon, 1961). 
The receiver that shows up best in such a comparison is the one that 
has the greatest equivalent signal-to-noise ratio in the limit 0 --~ 0, 
and in the domain of ordinary detection theory this receiver turns out 
to be the threshold receiver based on the statistic in Eq. (3.1). To show 
this we use the following argument. We suppose that for each exposure 
the receiver obtains a set x of measurements of its input and forms the 
statistic f (x) .  With no loss of generality we may fix the mean value of 
this statistic under hypothesis H0 at 0: 
E[f(x) I H0] = f f (x)po(x)  d~x = o, (3.5) 
as can be seen from eq. (3.3), for adding a constant o the statistic does 
not change the equivalent signM-to-noise ratio. Schwarz's inequality 
then shows that the equivalent signM-to-noise ratio is bounded by 
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{f x;/f D 2 = f(x)[pl(x; 0) - p0(x)] d ~ [f(x)]2p0(x) d~x 
= ( f f(x)[po(x)]*/=[p1(x; o) - po(x)][po(x)]-~/2 d~x} 2 
f {f(x)[po(x)]'~}  d~x 
=< J (pl(x; O) -- po(X)]:[p0(x)] -~ d~x 2 = Pm~x.  
(3.6) 
This maximum equivalent signal-to-noise ratio 
f L rPl(x; °) ~ 12 nmax = j po(X)  1 d"x (3 .7 )  
is attained by the statistic 
f(x) - pl(x; O) po(x) 1, (3.8) 
which satisfies Eq. (3.5) (Rudnick, 1962). 
At low signal strengths the statistic in Eq. (3.8) becomes 
I ;  pl(x;0) 70=oj f(~) -" o ln~ (3.9) 
and is proportional to the threshold statistic g of Eq. (3.1). The "thres- 
hold signal4o-noise ratio" Do s is then given by the limiting form of 
Eq. (3.7), 
f L~ ~ o In ~Pl(x; 0) 0=o_]2 0o 2 - 02 j  po(x) dnx, (3.10) 
as shown by Capon (1961), who termed the ratio Do~/O 2the "efficacy" 
of the threshold receiver. 
(ii) The Quantum-Mechanical Counterpart. By analogy we define the 
quantum-mechanical threshold receiver as the limiting form, as 0 goes 
to 0, of one embodying a detection operator IIo for which the equivalent 
signal4o-noise ratio D 2 given by 
D 2 = [Tr (pl He) -- Tr (po IIo)] 2 (3.11) 
Tr (oo ri0 ~) - -  [Tr (po ri0)] 2 
is largest. Such a receiver will be best on the basis of asymptotic relative 
QUANTUM DETECTION THEORY 275  
efficiency. We shall now derive the form of the statistic IIo and pass to 
the limit 0 --~ 0. 
Again we lose no generality by fixing the expected value of the statistic 
under hypothesis Ho at zero, 
Tr  (poII0) = O. : (3.12) 
We can then maximize D 2 by maximizing [Tr (mII0)] 2 for a fixed value of 
Tr  (poII02), for if He maximizes D 2, so does CII0 for any constant C. 
In a matrix representation we introduce Lagrange multipliers u 
and v and maximize 
[Tr (01110)] 2 - u Tr  (pol io 2) - -  V Tr (poII0) 
(3.!3) = 11 2 (Epl o ohm) --U E Ooo.li0n,11o V EPOo. 0 . . . . .  
m,n m,n , r  m,n  
which leads by differentiation to the equations 
2m~, Tr (mII0) -- u ~ po~,IIo~ -- u ~ po~,IIo~ -- Vpo~, = 0 (3.14) 
s 8 
or in operator notation 
2p~ Tr  (p~IIo) = u(IIopo -t- polio) -]- Vpo. (3.15) 
Within an unimportant constant of proportionality the operator li0 is 
thus the solution of the equation 
2(p l  - -  Po) = Ilopo -]- Po l io .  (3.16) 
Since Tr po = Tr m = 1, Eq. (3.12) is satisfied. The maximum equivalent 
signal-to-noise ratio D~ is 
= = po)II0] Tr  (p~I I0 ) .  (3 .17)  D~ Tr (poIIo ~) Tr [(m - = 
If the density operator e(O) is differentiable with respect o 0, the 
threshold detection operator lio can be obtained from Eq. (3.16) as 
the solution of the equation 
2ap~ = 00 o=o Ho po ~- po IIo, (3.18) 
and the threshold signal-to-noise ratio Do 2 is 
Do ~ - 02 Tr (po IIo ~) = 02 Tr L00 Io=o no . (3.19) 
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If we have M chances to observe the signals by exposing M in- 
dependent cavities to the external field, the dynamical variable asso- 
ciated with the operator II0 is measured for the field in each cavity, and 
the results are added. If the sum exceeds a certain decision level, it is 
decided that a signal or train of signals was present in the external field. 
If the number M of exposures i  large, the false-alarm and detection prob- 
abilities will again be given by Eq. (3.3), with the signal-to-noise ratio 
D ~ taken from Eq. (3.19). 
(iii) Threshold Detection of a Coherent Signal. As an example we return 
to the detection of a coherent signal of known phase by measurement of a 
single mode of a cavity, discussed in part (iii) of Section 2. When the 
amplitude parameter [ .  ] is small, the density operator pl in Eq. (2.15) 
is approximately 
pl - [1 + (e w - 1).*a + (1 - e-W).a+]o0 
(3.20) 
= po[1 -~- (1 -- e-W),*a  + (e ~ -- 1),a+], 
where p0 is again given by Eq. (2.9). These forms can be shown to be 
equivalent by using the operational rules (Louisell, 1964, p. 111) 
e~°~ae - '~  = ae -w, e~a+e -~ = e~a +, (3.21) 
where again n = a+a is the number operator. They can be obtained by 
expanding the exponential in the integral form of pl in Eq. (2.15) and 
using Eq. (2.6) and its adjoint. The same rules can be used to show that 
the Hermitian operator 
no = (~a + + .*a)/I  . J  (3.22) 
satisfies Eq. (3.18) when 0 is taken as ] ,  I and the derivative is obtained 
from Eq. (3.20). It is independent of the amplitude I ,  I of the signal. 
Since II0 commutes with neither p0 nor pl, and hence not with p~ - Xp0 
for any X, it is not an optimum detection operator in the sense of 
Section 2. 
A measurement of the statistic II0 yields a result that is Gaussian 
distributed with expected values given by 
E(II0 [g0) = 0, E(IIo [H~) = 21 .  I (3.23) 
and with variance qual to ( 2N + 1) under both hypotheses, where as be- 
fore N is the average number of photons in the mode due to the back- 
ground radiation (Louisell, i964, p. 247).  The probability of detection 
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and the fMse-alarm probability in M independent trials are given exactly 
by Eq. (3.3), in which the signal-to-noise ratio D 2 is now 
D 2 = 4N~/(2N 4- 1), (3.24) 
where N, = I~ ]2 is the mean number of signal photons. Here it is un- 
necessary to call on the central-limit theorem. 
If for N we substitute the P]anek formula, Eq. (2.12), and if we put 
N~ = E/Sco, where E is the energy of the signal component of the field, 
the equivalent signal-to-noise ratio D ~ is 
D ~ 4E = ~ tanh (~co/2K5).  
For ho~ << K5 this reduces to D 2 - 2E /KS ,  the usual signal-to-noise ratio 
for the detection of a coherent signal in Gaussian thermal noise of equiva- 
lent absolute temperature 5. At high frequencies, D 2 - 4N,  = 4E/~o~. 
The detectability of the signal now depends only on its own statistical 
properties. 
4. MULTIMODE DETECTION OF A COHERENT SIGNAL 
(i) The Dens i ty  Operators. When the aperture of the ideal receiver is 
opened, it must be expected that the interaction with the external field 
will excite many modes of the cavity. Measurements of all these modes 
must then be made in order to exhaust he information available for de- 
ciding about the presence or absence of a signal in the external field. We 
shall now see what measurements the theory prescribes for detecting a
coherent signal of random phase in the presence of thermal background 
radiation. By necessity our treatment is limited to the threshold receiver. 
Quantum mechanics represents the electric field at point r in the 
cavity and at time t by an operator e(r, t) that can be decomposed into 
its positive- and negative-frequency parts, 
~(r, t) = ~(+)(r, t) 4- ~(-)(r, t), ~(-)(r, t) = [~(+)(r, t)] +, (4.1) 
the one part being the adjoint of the other. In terms of the mode eigen- 
functions urn(r), which are solutions of the Helmholtz equation with 
proper boundary conditions at the walls of the cavity, the positive-fre- 
quency part of the field operator is written as 
~(+)(r, t) = i ~ (~o~/2) i /~a~u~(r)  exp ( - io :~t ) ,  (4.2) 
I l l  
where am is the annihilation operator and ~o~ the eigenfrequency of mode 
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m. The operator am and its adjoint am + obey the commutation rules given 
for annihilation and creation operators in E q. (2.2), and they possess the 
same array of eigenstates a described there. In particular the operator 
nm = am+am corresponds to the number of photons in mode m. The 
operators for different modes commute. The mode functions urn(r) are 
orthonormal over the volume of the cavity. 
The index m is in general a set of four numbers. For a rectangular 
cavity, for instance, with periodic boundary conditions at the walls, the 
mode functions are of the form (Louisell, 1964, p. 153) 
urn(r) = V-1/2e~ exp [ - i (mlx  ~- m2y + m3z)] 
(4.3) 
mi = 2~rn~/Li , i = 1, 2, 3; 5 = 1, 2, 
where L1, L2, L3 are the lengths of the sides of the cavity, V = L1L~L3 is 
its volume, nl, n2, n3 are integers, and el, e2 are unit vectors perpendicu- 
lar to each other and to the propagation vector (ml, m2, m~). Here m 
~can be taken as the quadruple (m~, m2, m~, 5), with 5 specifying the 
polarization of the mode. 
The electric field outside the cavity can be represented in the same 
way if, as is usually done for mathematical convenience, the external 
region is imagined to be enclosed in a huge box. The quantum-mechanical 
counterpart ofa coherent signal outside the cavity is a field in a so-called 
"coherent statei" which is simultaneously a right-eigenstate of the an- 
nihilation operators for the modes of that field. Such a coherent s ate will be 
created by a classical current distribution, one that suffers no unpredict- 
able reaction from the electromagnetic field. A mixture of coherent states 
whose sets of complex mode amplitudes differ only in over-all phase, to 
which a uniform distribution over (0, 2r) is assigned, may be a good 
model of the radiation from a carefully controlled laser oscillator 
(Glauber, 1965). The task of the receiver is to decide whether such a co- 
herent field of random phase is present or not during a certain interval. 
The background radiation outside the cavity will be assumed to be of 
the Gaussian thermal kind that has been so extensively treated (Glauber, 
1963; Keller, 1965). In the absence of a signal the modes of the external 
field are described by a density operator that is a product of density 
operators of the type shown in Eq. (2.9), one for each mode of the ex- 
ternal field. The mean number of photons in each mode is related in 
thermal equilibrium to the frequency of the mode by the Planck law, 
Eq. (2.12). When a signal is present, he density operator of the external 
field is a product of operators of the form given in Eq. (2.15). 
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We suppose that the cavity of the ideal receiver is initially empty. 
When the aperture is open during the interval (0, T), the field inside 
the cavity is coupled to the external field, and its modes make transitions 
into various excited states. If the aperture remains open for a time T 
much greater than the periods of any of the oscillations contained in the 
signal, and if the opening and closing of the aperture are controlled so 
that no transitions are induced in the electromagnetic f eld, the density 
operators p0 and p~ of the field within the cavity after the aperture is 
closed will to a good approximation be of the same Gaussian type as 
those initially describing the external field (ttelstrom, 1966). That is, if 
there was no signal present externally (hypothesis H0),~ the density 
operator for the field in the cavity is of the form 
I--i * --i 
p0 = ~-'1 det ~ f . - - f  exp[- EEC~m (~)ran  O/n] 
" (4 .4 )  
• H i c~m><C~m [d2otm, 
m 
where, is the number of modes in the cavity, assumed for the time being 
to be finite, and ~ is a ,  X , mode correlation matrix: 
~k.~ = Tr (poa.~+al~). (4.5) 
If ~ is diagonal, its diagonal elements are the average numbers of photons 
in each mode due to the thermal radiation; and if the aperture is open 
long enough for thermal equilibrium to be reached, these diagonal 
elements are given by the Planck law, Eq. (2.12), in terms of the fre- 
quencies of the modes of the cavity. The coherent state 1-[~ ]a=) is a 
simultaneous right-eigenstate of the annihilation operators am for the 
modes of the cavity, and Eq. (4.4) is simply a generalization of the 
density operator given in Eq. (2.9). 
If there was a coherent signal present in the external field (hypothesis 
H~), the density operator for the cavity field after the aperture was closed 
has the form 
i- f f p~ ~ I det ~ •. • 
(4.6) 
-exp [ - -E  • (am* -- /*m*)(~l)m~(an -- it=)] H t OLm>(OLm I d2OLm, 
m 11 m 
where pm is the amplitude of the coherent part of the field in mode m. 
To these amplitudes t*~ we shall later attach a common phase factor eel; 
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the!resulting density operator will be denoted by pl(~). The observer 
must:ch00se b tween the density operators p0 and pl(~b), the bar indicat- 
ing an average over the phase ¢, taken as unknown and uniformly dis- 
tributed over the interval (0, 27r). For the present, however, we can 
disregard this matter of phase. 
Both the set { ~m} of signal amplitudes and the mode correlation matrix 
can be determined from the signal field outside the cavity and the 
spectral distribution of the external background radiation. Under the 
assumptions mentioned earlier that the interval (0, T) is much longer 
than the periods of any signal frequencies and that the opening and clos- 
ing of the aperture do not affect he fields, the density operator of the 
internal field can be expressed in terms of the interaction between the 
cavity and the external field as described by classical electromagnetic 
theory. It is only necessary to know the coupling coefficients between the 
internal and the external modes, which specify a linear transformation 
from the external to the internal signal field and a bilinear transformation 
of the mode correlation matrices: 
~m = ~ Z~n~n ° 
11 
(4.7) 
= Zmk~ k jZn j  , 
k j 
where the superscripts 0 refer to the external field before the aperture 
was :opened. The coefficients Zmn will be functions of the duration T of 
the interval in which the aperture is open. If the cavity is not initially 
empty, but is filled with thermal radiation, the expression for ~mn will 
contain additional terms describing the effect on that internal radiation 
of the interaction with the external field. 
(ii) The Threshold Receiver. When more than one mode of the field 
contains a component due to the signal, the density operators p0 and 
m(~) do not commute, and no way of diagonalizing the operator 
pl(~b) - kp0 has been found. We are therefore reduced to employing a
threshold etection operator He of the kind defined in Section 3. For this 
we solve Eq. (3.16) under the approximation that the signal is weak. 
The calculation is simplest in Glauber's representation, and we there- 
fore write the equation as 
(4.s) 
I l l  
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where we have let a stand for the whole set of complex amplitudes am, ¢t 
for the set of fire's, and so on, to simplify the appearance of the equations. 
Here 
P0(B) = ~r-" t get ~ [ -1 exp [-- ~ ~ ¢~m*(~-~)md~n]. 
m II  
Following Glauber (1963) we define the funetionals 
R,(~*,~) = (~!P,l~)exp½ ~ (l~in[ 2 + I~12 )
m 
(4.9) 
I' Q(.*, ~) = (~ I H0 t ~) exp ½~2 (i ~in + I ~m l') 
I n  
and use (Glauber, 1963, Eq. (3.32), p. 2771) 
= ] 2 ( , ]~)  exp[E(~m*~in-  ~i~m - ~ l~] ' ) ]  (4.10) 
I n  
to write Eq. (4.8) in the form 
- : f . . .  f oxp ( -2  I 
(4 .11)  
-[exp (~ ~in*~in)Q(~*, ~) + exp (E~ 2m%~)Q(~L ~)] H d'~m. 
m m 111 
This integral equation must be solved to determine the operator TI0. 
From Eqs. (4.4), (4.6), (4.9) it can be shown by evaluating a multi- 
dimensional Gaussian integral that the functional Corresponding to the 
operator m(~) is 
R~(~*, ¢~; ~) = I det (I + ~)l -~ exp [--M+(I + ~)-~M 
+ A+(I + ~)-~Me '~ + e-~M+(I + ~)-aB (4.12) 
+ A+(I + ~-~)-IB], 
where A + is the row vector of the ak*'s, B the column vector of the ¢~k's, 
M the column vector of the uk's, and I the ~ X v identity matrix. (Eq. 
(2.16) gives the one-dimensional form of this functional. ) The functional 
R0(a*, ~) is obtained by setting M = 0 in Eq. (4.12).: 
The threshold operator is found by solving Eq. (3.16) under the as- 
sumption that the signal strength is smM]. We therefore xpand Eq. 
(4.12) in powers of the signal strength and average the phase ¢ over the 
interval (0, 2~r) to obtain the approximate functional corresponding to
R~(~*, fl; ~) - R0(~*, ¢)[1 -M+( I  + v)- iM -/-A+KB], (4.13) 
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where K is the matrix 
K = (I + @)-IMM+(I + ~)-:. (4.14) 
As a trial solution we take the detection operator as the Hermitian 
quadratic form 
1Io = b + ½ ~ qkm(ak+am ~- amak +) = b / --~ E qk~a~+a~, (4.15) 
k,m k,m 
where b and b' are constants related, because of Eq. (2.2), by 
b' = b + 1Tr  Q, Q = II q~ [I. (4.16) 
For this operator, from Eq. (4.9), 
Q(a*, ~) = (b' + A+QB) exp (A+B) (4.17) 
(Glauber, 1963, Eq. (5.11), p. 2774). Putting this into Eq. (4.11) and 
integrating we find, by Eq. (4.13), 
2R0(a*,/3)[A+KB -- M+(I + V)-~M] 
(4.18) 
= Ro(a*, fl){b' -k A+[(I q- ~,-:)-:O q- Q(I -k {0-I)-1] B} 
whence the constant b' is given by 
b t = -M+( I  + V)-~M, (4.19) 
and the matrix Q specifying the threshold detection operator is the 
solution of the equation 
2K = (I q- v-:)- :Q q- Q(I q- ( --i)--i 
or  
2MM + = ~Q(I -}- ~) + (I + ~)Q~. (4.20) 
Unitary transformations of the set of operators ak correspond to setting 
up new mode structures that at a given point of time can serve to specify 
the field in the cavity as well as the expansion in Eq. (4.2) did. The 
annihilation operators for these modes obey the same commutation rules 
as the original set {ak/. Gaussian density operators uch as the one in 
Eq. (4°6) are transformed into new density operators of the same type, 
and the complex amplitudes ak entering them transform in the same way 
as the operators ak. It is thus possible to adopt a set of modes for which 
the modecorrel~tion matrix takes on the diagonal form ~ = [I Nk'5~ I[. 
In this representation, in which the signal amplitudes are ~m', the 
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elements of the matrix Q specifying the threshold etection operators are 
1r  17~r t l - ' l  l f~  Qkm = [½(Nk' + Nm') + ~v~ ~vm ~ ~k ~m. (4.21) 
Using this and Eq. (4.19) one can show that Eq. (3.12) is satisfied, 
Tr (polio) = b' -t- Tr (Q•) = b' -{- ~ (Nk' + 1) -1 I ~k' 12 = 0. (4.22) 
k 
The constant b' merely serves to make the expected outcome of the meas- 
urement of the detection operator II0 vanish when no signal is present. 
In this representation the threshold etection operator is 
! / --1 " -}- ! $ II~ = b' + ~ [½(Nk' -}- Nm') ~c NkNm] (pkak)(/tmam), (4.23) 
k,m 
within an unimportant constant factor. At low frequencies the Nk"s are 
much greater than 1, and the operators ak become classical mode ampli- 
tudes for the field in the cavity. One then effectively measures the 
quantity 
I E ' *  " - '  gm a~/lvm ]2, 
whose form corresponds to the squared output of a matched filter for 
detecting a signal in colored Gaussian oise (Helstrom, 1960, p. 147). 
(iii) The Performance of the Threshold Receiver. To calculate the false- 
alarm and detection probabilities, the probability distributions of the 
outcome of a measurement of the operator in Eq. (4.23) are needed, and 
these are difficult to obtain. They can be worked out approximately from 
Edgeworth series, whose coefficients involve the cumulants of the dis- 
tribution. The eumulants can be calculated by expanding in powers of u 
the logarithms of the moment-generating functions E[e~e' I H d = 
Tr (p~e~Q'), i = O, 1, where Q' is the operator 
Q' = ~ qk,~ak+ am = IIo -- b '. 
k ,m 
Under hypothesis H~ this moment-generating function is 
Tr (me ~Q') = l det (I - VP)l -~ exp M+P(I - ~0P)-IM 
= exp [M+P(I - VP)-~M - Tr ln  (I - P~,)], (4.24) 
P = exp (uQ) - I, 
where the functions of matrices used here are defined in terms of their 
power-series expansions. The moment-generating function under hy- 
pothesis H0 is obtained by setting the elements of M equal to O. 
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If it is possible to expose a number M of receiver cavities to the external 
field independently, the false-alarm and detection probabilities can, when 
M is large, be determined approximately b  Eq. (3.3). The equivalent 
~ignal-to-noise ratio for this threshold detector is, according to Eq. 
'3.17), 
r~2 = Tr [(pi - po)IIo) = M+QM 
(4.25) 
= Z + Nm') + Nk'Nm']-i [ 12l m L 2. 
k,m 
[f the aperture is kept open long enough for the modes to be nearly in 
thermal equilibrium, the Nkt's will be given approximately b the Planck 
law in terms of the frequencies of the modes. If the signal amplitudes 
]uk t ] are significant only over a range of frequencies cos for which the 
Nk"s are nearly equal, the threshold signal-to-noise ratio is approxi- 
mately equal to 
D 2 = N,2/N(N + 1), (4.26) 
where N~ = Z~ I ~k 12 is the total mean number of photons in the signal field 
of the cavity, and N is given by the Planck law, Eq. (2.12), for the signal 
carrier frequency co. This is the same threshold signal-to-noise ratio as 
for the detector derived in Section 2, part (iv). 
At low frequencies the signal-to-noise ratio reduces to D 2 = (E/K3) 2, 
where E is the signal energy, K is Boltzmann's constant, and 5 is the 
effective absolute temperature of the cavity. A threshold receiver for 
detecting classical signals of random phase in Gaussian thermal noise 
by summing the quadratically detected outputs of a matched filter is 
governed by the same threshold signal-to-noise ratio (Helstrom, 1960, 
p. 182). At high frequencies, co>> KS/f~, on the other hand, if the only 
noise is thermal radiation, the mean number N of noise photons is much 
less than 1, and the effective signal-to-noise ratio is D 2 2 N, IN, which 
is characteristic of detectors in which Poisson-distributed numbers of 
photons are counted. 
5. THRESHOLD RECEPTION OF AN INCOHERENT SIGNAL 
Natural sources of light are made up of a very large number of inde- 
pendently radiating atoms. The light they emit can to a good approxi- 
mation be described as an electromagnetic field in a mixture of states 
specified by a density operator of the Gaussian form in Eq. (4.4). That 
this is so follows from the same kind of argument that leads to a Gaussian 
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distribution for the sum of a large number of independent random 
variables (Glauber, 1963, p. 2780). The mode correlation matrix appear- 
ing in the density operator is diagonal, and the diagonal element ~kk as- 
sociated with mode k of frequency o~k is given by 
~kk = ]i-~c2(o~/2~r)-a~(o)k ;O ), (5.1) 
where ~(o~; 0) d~ dl2 is the radiant flux (erg/em2.see) in a frequency 
range (% co + dco) having its direction in a solid angle dft about he unit 
vector 0. Here Ok is the direction of propagation of mode k, whose field 
is taken as a wave of the form given in Eq. (4.3), and c is the velocity 
of light. We call such a field of radiation an "incoherent signal" when 
it is generated by a source that is being turned on and off at regular 
intervals in accordance, let us say, with the l's and O's of a binary 
message. 
When such an incoherent signal is superimposed on a field of thermal 
radiation, the combination is described by a density operator of the same 
Gaussian type. With the signal and the background independent, their 
mode correlation matrices, or equivalently their spectral densities, are 
simply additive (see footnote 1). To detect the incoherent signal, the 
aperture of our ideal receiver will be oriented toward its source and opened 
for an interval (0, T) during which the signal, if transmitted, isexpeeted 
to arrive. 
As before, the cavity is initially empty. After the aperture is closed its 
field will be in a mixture of states described by one of two density oper- 
ators, p0 and pl, depending on whether the signal is absent or present. 
Under the assumption that the aperture is open for an interval much 
longer than the periods of oscillation of the field of the signal, the density 
operators will be of the same Gaussian form as in the external field, 
n in  
~, = ~0 + ~,  i = 0, 1, (5.2) 
where ~0 and ~ are the mode correlation matrices of the cavity fields re- 
sulting from the thermal background radiation and the signal, respectively. 
These can be obtained from the spectral distributions of the background 
and the signal outside the cavity by equations like Eq. (4.6). 
After the aperture is closed, the observer must measure the field in 
the cavity in some way in order to decide whether it contains a eompo- 
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nent that can be attributed to the signal. The optimum detection oper- 
ator prescribed in Section 1 cannot easily be found, however, because 
the operators p0 and pl do not commute unless the matrices %,0 and %,1 com- 
mute, and this will not generally be so. We therefore look instead for a 
threshold etection statistic of the type proposed in Section 3. It will be 
found by solving Eq. (3.16) under the assumption that the signal is 
much weaker than the noise in all modes: (%,~)km << (%,0)~m • 
The calculation is precisely the same as the one in Section 4, and the 
detection operator H~ has the same quadratic form as in Eq. (4.15). The 
functionals Ri(a*, ~), i = 0, 1, corresponding to the density operators 
p0 and pl through Eq. (4.9) are given by Eq. (4.12) with M = 0 and %, 
replaced by %,o and %,1, respectively. When the signal strength is small, 
the functional Rl(a*,/~) is approximately 
Rl(a*, ~) - Ro(a*, ~)[1 + A+KB - Tr (I + %,0)-1%,~] 
(5.3) 
K --- (I + %,0)-1%,~(I + %,0) -~. 
The matrix Q entering the detection operator is then the solution of the 
equation 
2%,~ = %,oQ(I + ,~o) + (I + %,o)Q%,o. (5.4) 
As before the constant b' makes the expected value Tr (poli0) vanish. It 
is given by 
b' -- -T r  [(I + %,0)-1%,8]. (5.5) 
In the representation i  which the matrix %,o is diagonal, 
%,0 = II Nk'~km [I, the threshold etection operator takes the form 
130 = b' + ~ ~ [{(N~' + Nm') + Nk'Nm']-la~+(%,~)kmam, (5.6) 
k m 
again within a constant factor. If the density operators p0 and p~ happen 
to commute, the matrices %,o and %,, are simultaneously diagonalizable; 
and if we call their eigenvalues N~ and mk, respectively, the threshold 
operator becomes 
II0 = b' + ~, [Nk(Nk + 1)]-~mkak+ak, (5.7) 
k 
and has the same form as one given previously (ttelstrom, 1965). 
As with the threshold operator derived in Section 4, the false-alarm 
and detection probabilities for a receiver in which this detection oper- 
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ator is measured are difficult to calculate. The lnoment-generating func- 
tions of the operator 
Q' = ~ Qkmak+am 
k,m 
are now given under the two hypotheses by 
/ uq  t \ 
Trkpie ) = Idet ( I -  PO~)f -I 
= exp[ -T r ln ( I -  ~-P)]  i = 0, 1 (5.8) 
P = exp(uQ)  - I 
from which the cumulants for substitution in Edgeworth series can be 
derived. 
The equivalent signal-to'noise ratio D 2 of the threshold receiver is, ac- 
cording to Eq. (3.17), 
D 2 = Tr[(p:  -- p0)H0] = Tr (Q~: )  - Tr(Qg0)  = Tr(Qg,~) 
(5.9) 
--1 2 
= ~ [½(Nk + gin) + NkNm] (~o~)km 
k,m 
when the representation with ,O0 diagonal is used. If ~,, is then also 
diagonal, 
D2 = E [Nk(Nk + 1)]-lmk 2 (5.10) 
k 
as before (Helstrom, 1965). When a large number M of independent ex- 
posures are possible, the false-alarm and detection probabilities are 
given approximately by Eq. (3.3) in terms of this equivalent signal-to- 
noise ratio D 2. 
6. CONCLUSION 
The task of realizing the threshold receivers of Sections 4and 5 remains. 
The cavity must be designed in such a way as to maximize the prob- 
ability of detection attainable by the threshold receiver, and a physical 
means of combining the mode amplitudes as directed by Eqs. (4.23) and 
(5.6) must be discovered, but these are problems in electromagnetism. 
Signal detection theory can only specify the measurements to be made 
on the receiver and their subsequent treatment for the purpose of 
decision. 
Much more is yet to be done. The structure and properties of the 
optimum detection operator put forth in Section 1 should be explored in 
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situations where the two density operators o0 and pl do not commute. 
Parameter estimation, as formulated in Eq. (1.16), should be studied, 
and the quantum-mechanicM counterparts of minimum-mean-square and
maximum-likelihood estimation worked out and evaluated. The optimum 
forms of special detectors, such as those employing photosensitive 
surfaces and counters, should be derived and compared with the ideal 
receiver. 3 The multifarious pecial problems of optical radar and com- 
munication systems, arising from the vagaries of the transmitting 
medium and the sources of the radiation, provide further opportunities 
for applying the methods of signal-detection theory and should not be 
neglected. 
APPENDIX A. PROPERTIES OF THE DETECTION OPERATOR 
In the representation in which the matrix of the detection operator 1I 
is diagonal, as given in Eq. (1.2), its diagonal elements are the eigen- 
values 7r~, which lie between 0 and 1, 0 =< 7rk -<_ 1. Let another epresen- 
tation be obtained by a transformation specified by the unitary matrix 
U = II U~ II. The new matrix elements of II are 
Ilkm = E + * Uk,~rr,~pUp,~ = ~ Ir~Uk,~U . . . .  (A.1) 
n,p  
In particular the diagonal elements are 
n n 
in which the final step follows from the unitarity of U. The ~,'s being all 
positive, IIkk must be positive, and we have shown that 
0 =< IIkk _--< 1. (A.3) 
The operator 112 has eigenvalues ~m 2, and since 0 =< ~r~ 2 _-< 1, II 2 is an 
operator of the same kind as H. In any representation its diagonal ele- 
ments lie between 0 and 1: 
0 =< = = 12 _-< (h .4 )  
k k 
where we have used the Hermiticity of II. This equation shows that all 
the matrix elements of II have absolute values less than or equal to 1: 
i ra .  I <-- 1. (A.5) 
a Two recent  papers  (Helst rom,  1964, 1967) represent  a s tar t  in this  direct ion.  
QUANTUM DETECTION THEORY 289 
If we HOW write Eq. (A.1) as 
7rl/SU 7rl/SU* I I~ , ,  = E n kn" n mn 
n 
and apply Schwarz's inequality, we find, using Eq. (A.2), 
I ~ 12 < E =~l v~ I ~. F__, ~1 u ,~ I s = ~H . . . .  (A.6) 
n 
Hence any off-diagonal element IIk~ has an absolute value less than or 
equal to the geometric mean of the diagonal elements of 1I in its row 
and column. If either of these diagonal elements is O, the off-diagonal 
element must also vanish. 
APPENDIX B. A GENERATING FUNCTION FOR THE CUMULATIVE 
LAGUERRE DISTRIBUTION 
Dropping subscripts we write the cumulative Laguerre distribution 
of Eq. (2.20) as 
pk = (1 -- v)e-N~v~Lk(--x), 
(B.1) 
x = N~/N(N -4- 1), N = v/(1 -- v). 
It  can be derived from the generating function (Erddlyi et al., 1953, 
Vol. 2, Eq. (10.12 (18)), p. 189), 
f (u )  = = (1 - v)e e Io(2V'xuv) .  
k=0 
(B.2) 
Define the generating function of the cumulative distribution 
qk = ~'~ pj (B.3) 
j=k 
by 
k 
g(~) = ~2 u q~/k!. (B.4) 
Then differentiation with respect to u shows that it satisfies the dif- 
ferential equation 
g(u)  - g'(u) = f (u ) ,  
(B.5) 
g(0) = 1. 
The solution of this equation is 
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g(u) = e u e-~f(y) dy 
= (1 - v)e-N% ~ e-(~-~)vIo(2%/~vg) dy (B.6) 
=  /2(1 - 
where Q(a, ~) is the Q-function as given at the end of Section 2. In  
terms of this generat ing funct ion the cumulat ive d istr ibut ion is 
d k 
q~ = ~ g(u)[~=0. (B.7) 
RECEIVED: Apr i l  29, 1966. 
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