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We report the results of a study of the exclusive charmless semileptonic decays, B0 → π−ℓ+ν,
B+ → π0ℓ+ν, B+ → ωℓ+ν, B+ → ηℓ+ν and B+ → η′ℓ+ν, (ℓ = e or µ) undertaken with ap-
proximately 462 × 106 BB¯ pairs collected at the Υ(4S) resonance with the BABAR detector. The
analysis uses events in which the signal B decays are reconstructed with a loose neutrino recon-
struction technique. We obtain partial branching fractions in several bins of q2, the square of the
momentum transferred to the lepton-neutrino pair, for B0 → π−ℓ+ν, B+ → π0ℓ+ν, B+ → ωℓ+ν
and B+ → ηℓ+ν. From these distributions, we extract the form-factor shapes f+(q
2) and the total
branching fractions B(B0 → π−ℓ+ν) = (1.45 ± 0.04stat ± 0.06syst)×10
−4 (combined π− and π0 de-
cay channels assuming isospin symmetry), B(B+ → ωℓ+ν) = (1.19± 0.16stat ± 0.09syst) × 10
−4
and B(B+ → ηℓ+ν) = (0.38± 0.05stat ± 0.05syst) × 10
−4. We also measure B(B+ → η′ℓ+ν)
= (0.24± 0.08stat ± 0.03syst) × 10
−4. We obtain values for the magnitude of the CKM matrix
element |Vub| by direct comparison with three different QCD calculations in restricted q
2 ranges of
B → πℓ+ν decays. From a simultaneous fit to the experimental data over the full q2 range and the
FNAL/MILC lattice QCD predictions, we obtain |Vub| = (3.25 ± 0.31) × 10
−3, where the error is
the combined experimental and theoretical uncertainty.
PACS numbers: 13.20.He, 12.15.Hh, 12.38.Qk, 14.40.Nd
I. INTRODUCTION
A precise measurement of the CKM matrix [1] el-
ement |Vub| will improve our quantitative understand-
ing of weak interactions and CP violation in the Stan-
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dard Model. The value of |Vub| can be determined
by the measurement of the partial branching fractions
of exclusive charmless semileptonic B decays since the
rate for decays that involve a scalar meson is propor-
tional to |Vubf+(q2)|2. Here, the form factor f+(q2) de-
pends on q2, the square of the momentum transferred
to the lepton-neutrino pair. Values of f+(q
2) can be
calculated at small q2 (<∼ 16 GeV2) using Light Cone
Sum Rules (LCSR) [2–4] and at large q2 (>∼ 16 GeV2)
from unquenched Lattice QCD (LQCD) [5, 6]. Extrac-
tion of the f+(q
2) form-factor shapes from exclusive de-
cays [7] such as B0 → π−ℓ+ν [8–10], B+ → π0ℓ+ν [8],
B+ → ωℓ+ν [11] and B+ → η(′)ℓ+ν [9] may be used to
test these theoretical predictions [12]. Measurements of
the branching fractions (BF) of all these decays will also
improve our knowledge of the composition of charmless
6semileptonic decays. This input can be used to reduce
the large systematic uncertainty in |Vub| due to the poorly
known b → uℓν signal composition in inclusive semilep-
tonic B decays. It will also help to constrain the size of
the gluonic singlet contribution to form factors for the
B+ → η(′)ℓ+ν decays [4, 13].
In this paper, we present measurements of the partial
BFs ∆B(B0 → π−ℓ+ν, q2) in 12 bins of q2, ∆B(B+ →
π0ℓ+ν, q2) in 11 bins of q2, ∆B(B+ → ωℓ+ν, q2) and
∆B(B+ → ηℓ+ν, q2) in five bins of q2, as well as the BF
B(B+ → η′ℓ+ν). From these distributions, we extract
the total BFs for each of the five decay modes. Values of
these BFs were previously reported in Refs. [8–11], and
references therein. In this work, we carry out an un-
tagged analysis (i.e. the second B meson is not explic-
itly reconstructed) with the loose neutrino reconstruction
technique [14] whereby the selections on the variables re-
quired to reconstruct the neutrino are much looser than
usual. This results in a large candidate sample. Con-
cerning the B+ → π0ℓ+ν and B+ → ωℓ+ν decay modes,
this is the first analysis using this technique.
We assume isospin symmetry to hold, and combine
the data of the B+ → π0ℓ+ν and B0 → π−ℓ+ν channels
thereby leading to a large increase, of the order of 34%,
in the effective number of B0 → π−ℓ+ν events available
for study. We refer to such events as B → πℓ+ν decays.
The values of the BFs obtained in the present work are
based on the use of the most recent BFs and form-factor
shapes for all decay channels in our study. In particular,
the subsequent improved treatment of the distributions
that describe the combination of resonant and nonreso-
nant b → uℓν decays results in an increase of 3.5% in
the total BF value of the B0 → π−ℓ+ν decays. This
increase is significant in view of the total uncertainty of
5.1% obtained in the measurement of this BF.
We now optimize our selections over the entire fit re-
gion instead of the signal-enhanced region, as was done
previously [9]. The ensuing tighter selections produce a
data set with a better signal to background ratio and
higher purity in the B0 → π−ℓ+ν and B+ → η(′)ℓ+ν de-
cays. As a result, we can now investigate the B+ →
η(′)ℓ+ν decays over their full q2 ranges. The present
analysis of the B0 → π−ℓ+ν decay channel makes use
of the full BABAR data set compared to only a subset in
Ref. [8]. As for the B+ → ωℓ+ν decay channel, it uses
the unfolded values of the partial BFs and a selection
procedure that is significantly different from the one in
Ref. [11]. The unfolding process is used to obtain the dis-
tribution of the true values of q2 by applying the inverse
of the detector response matrix to the distribution of the
measured values of q2. Each element of this matrix is
constructed in MC simulation for each bin of q2 as the
ratio of the number of true events to the total number of
reconstructed events. The current work provides results
for five decay channels using the same analysis method.
In this work, we compare the values of ∆B(q2) for the
B → πℓ+ν mode to form-factor calculations [2, 3, 5, 6] in
restricted q2 ranges to obtain values of |Vub|. Values of
|Vub| with a smaller total uncertainty can also be obtained
from a simultaneous fit to the B → πℓ+ν experimental
data over the full q2 range and the FNAL/MILC lattice
QCD predictions [6]. Such values were recently obtained
by BABAR [8] (|Vub| = (2.95±0.31)×10−3) and Belle [10]
(|Vub| = (3.43±0.33)×10−3). These results are consistent
at the 2σ level, when taking into account the correlations,
but display a tension with respect to the value of |Vub|
measured [12] in inclusive semileptonic B decays, |Vub| =
(4.27 ± 0.38) × 10−3. This study attempts to resolve
the tension by analyzing the data using the most recent
values of BFs and form factors.
II. DATA SAMPLE AND SIMULATION
We use a sample of 462× 106 BB¯ pairs, corresponding
to an integrated luminosity of 416.1 fb−1, collected at
the Υ(4S) resonance with the BABAR detector [15] at the
PEP-II asymmetric-energy e+e− storage rings. A sample
of 43.9 fb−1 collected approximately 40 MeV below the
Υ(4S) resonance (denoted “off-resonance data”) is used
to study contributions from e+e− → uu¯/dd¯/ss¯/cc¯/τ+τ−
(continuum) events. Detailed Monte Carlo (MC) simula-
tions are used to optimize the signal selections, estimate
the signal efficiencies, obtain the shapes of the signal and
background distributions and determine the systematic
uncertainties associated with the BF values.
MC samples are generated for Υ(4S) → BB¯ events,
continuum events, and dedicated signal samples contain-
ing B0 → π−ℓ+ν, B+ → π0ℓ+ν, B+ → ωℓ+ν and
B+ → η(′)ℓ+ν signal decays, separately. These signal MC
events are produced with the FLATQ2 generator [16].
The f+(q
2) shape used in this generator is adjusted by
reweighting the generated events. For the B → πℓ+ν de-
cays, the signal MC events are reweighted to reproduce
the Boyd-Grinstein-Lebed (BGL) parametrization [17],
where the parameters are taken from Ref. [9]. For the
B+ → ωℓ+ν decays, the events are reweighted to re-
produce the Ball parametrization [18]. For the B+ →
η(′)ℓ+ν decays, the signal MC events are reweighted
to reproduce the Becirevic-Kaidalov (BK) parametriza-
tion [19], where the parameter αBK = 0.52 ± 0.04 gave
a reasonable fit to the B0 → π−ℓ+ν and B+ → ηℓ+ν
data of Ref. [9]. The BABAR detector’s acceptance and
response are simulated using the GEANT4 package [20].
III. EVENT RECONSTRUCTION AND
CANDIDATE SELECTION
To reconstruct the decays B0 → π−ℓ+ν, B+ → π0ℓ+ν,
B+ → ωℓ+ν and B+ → η(′)ℓ+ν, we first reconstruct
the final state meson. The ω meson is reconstructed in
the ω → π+π−π0 decay channel. The η meson is re-
constructed in the η → γγ (η(γγ)) and η → π+π−π0
(η(3π)) decay channels while the η′ is reconstructed in
the η′ → ηπ+π− decay channel, followed by the η → γγ
7decay (η′(γγ)). The η′ → ρ0γ decay channel suffers
from large backgrounds and we do not consider it in the
present work.
Event reconstruction with the BABAR detector is de-
scribed in detail elsewhere [15]. Electrons and muons
are mainly identified by their characteristic signatures
in the electromagnetic calorimeter and the muon detec-
tor, respectively, while charged hadrons are identified
and reconstructed using the silicon vertex tracker, the
drift chamber and the Cherenkov detector. The photon
and charged particle tracking reconstruction efficiencies
are corrected using various control samples. The aver-
age electron and muon reconstruction efficiencies are 93%
and 70%, respectively, while the corresponding probabil-
ities that a pion is identified as a lepton are less than
0.2% and less than 1.5%, respectively.
The neutrino four-momentum, Pν = (|~p∗miss|, ~p∗miss),
is inferred from the difference between the momentum of
the colliding-beam particles ~p∗beams and the vector sum
of the momenta of all the particles detected in the event




beams−~p∗tot. All variables with an
asterisk are given in the Υ(4S) frame. To evaluate Etot,
the total energy of all detected particles, we assume zero
mass for all neutral candidates, and we use the known
masses for the charged particles identified in the event.
If the particle is not identified, its mass is assumed to be
that of a pion.
In this analysis, we calculate the momentum trans-
fer squared as q2 = (PB − Pmeson)2 instead of q2 =
(Pℓ + Pν)
2, where PB, Pmeson and Pℓ are the four-
momenta of the B meson, of the π, ω, η or η′ meson,
and of the lepton, respectively, evaluated in the Υ(4S)
frame. With this choice, the value of q2 is unaffected by
any misreconstruction of the neutrino. To maintain this
advantage, PB must be evaluated without any reference
to the neutrino. It has an effective value since the mag-
nitude of the 3-momentum ~p∗B is determined from the
center-of-mass energy and the known B meson mass but
the direction of the B meson cannot be measured. It can
only be estimated.
To do this, we first combine the lepton with a π, ω, η
or η′ meson to form the so-called Y pseudoparticle such
that PY = Pℓ + Pmeson. The angle θBY , between the Y
and B momenta in the Υ(4S) frame, can be determined
under the assumption that the only unobserved decay
product is a neutrino, i.e., B → Y ν. In this frame, the
Y momentum, the B momentum and the angle θBY de-
fine a cone with the Y momentum as its axis and with a
true B momentum lying somewhere on the surface of the
cone. The B rest frame is thus known up to an azimuthal
angle ψ about the Y momentum. The value of q2 is then
computed, as explained in Ref. [21], as the average of
four q2 values corresponding to four possible angles, ψ,
ψ+π/2, ψ+π, ψ+3π/2 rad, where the angle ψ is chosen
randomly. The four values of q2 are weighted by the fac-
tor sin2 θB, θB being the angle between the B direction
and the beam direction in the Υ(4S) frame. This weight
is needed since BB¯ production follows a sin2 θB distribu-
tion in the Υ(4S) frame. We require that | cos θBY | ≤ 1.
We correct for the reconstruction effects on the measured
values of q2 (the q2 resolution is approximately 0.6 GeV2)
by applying an unregularized unfolding algorithm to the
measured q2 spectra [22].
The selections of the candidate events are determined
in MC simulation by maximizing the ratio S/
√
(S +B)
over the entire fit region, where S is the number of cor-
rectly reconstructed signal events and B is the total num-
ber of background events. The continuum background
is suppressed by requiring the ratio of second to zeroth
Fox-Wolfram moments [23] to be smaller than 0.5. Ra-
diative Bhabha and two-photon processes are rejected by
requirements on the number of charged particle tracks
and neutral calorimeter clusters [24]. To ensure all track
momenta are well measured, their polar angles are re-
quired to lie between 0.41 and 2.46 rad with respect to the
electron beam direction (the acceptance of the detector).
For all decays, we demand the momenta of the lepton and
meson candidates to be topologically compatible with a
real signal decay by requiring that a mass-constrained
geometrical vertex fit [25] of the tracks associated with
the two particles gives a χ2 probability greater than 1%.
In the fit, the external constraints such as reconstructed
tracks are treated first, followed by all four-momenta con-
servation constraints. Finally, at each vertex, the geo-
metric constraints and the mass are combined. These
combined constraints are applied consecutively.
To reduce the number of unwanted leptons and sec-
ondary decays such as D → Xℓν, J/ψ , τ and kaon de-
cays, the minimum transverse momentum is 50 MeV for
all leptons and 30 MeV for all photons, and all electron
(muon) tracks are required to have momenta greater than
0.5 (1.0) GeV in the laboratory frame. The momenta of
the lepton and the meson are further restricted to en-
hance signal over background. We require the following:
• for B → πℓ+ν decays:
|~p∗ℓ | > 2.2 GeV or |~p∗π| > 1.3 GeV
or |~p∗ℓ |+ |~p∗π| > 2.8 GeV;
• for B+ → ωℓ+ν decays:
|~p∗ℓ | > 2.0 GeV or |~p∗ω| > 1.3 GeV
or |~p∗ℓ |+ |~p∗ω| > 2.65 GeV;
• for B+ → ηℓ+ν decays:
|~p∗ℓ | > 2.1 GeV or |~p∗η| > 1.3 GeV
or |~p∗ℓ |+ |~p∗η| > 2.8 GeV;
• for B+ → η′ℓ+ν decays:
|~p∗ℓ | > 2.0 GeV or |~p∗η′ | > 1.65 GeV
or 0.69|~p∗ℓ |+ |~p∗η′ | > 2.4 GeV.
These cuts primarily reject background and reduce the
signal efficiencies by less than 5%.
To remove J/ψ → µ+µ− decays, we reject any com-
bination of two muons, including misidentified pions, if
the two particles have an invariant mass consistent with
the J/ψ mass [3.07-3.13] GeV. We do not apply a spe-
cific J/ψ veto for J/ψ → e+e− decays, since we find no
8evidence for any remaining such events in our data set.
We restrict the reconstructed masses of the meson to lie
in the interval:
• for B+ → π0ℓ+ν decays: 0.115 < mπ0 < 0.150
GeV,
• for B+ → ωℓ+ν decays: 0.760 < mω < 0.805 GeV,
• for B+ → ηℓ+ν decays: 0.51 < mη < 0.57 GeV,
• for B+ → η′ℓ+ν decays: 0.92 < mη′ < 0.98 GeV.
Backgrounds are further reduced by q2-dependent se-
lections on the cosine of the angle, cos θthrust, between
the thrust axes [26] of the Y and of the rest of the
event; on the polar angle, θmiss, associated with ~pmiss;
on the invariant missing mass squared, m2miss = E
2
miss−
|~pmiss|2, divided by twice the missing energy (Emiss =
Ebeams−Etot); on the cosine of the angle, cos θℓ, between
the direction of the virtual W boson (ℓ and ν combined)
boosted in the rest frame of the B meson and the di-
rection of the lepton boosted in the rest frame of the
W boson; and on L2, the momentum weighted Legendre
monomial of order 2. The quantity m2miss/2Emiss should
be consistent with zero if a single neutrino is missing. The
phrase “rest of the event” refers to all the particles left
in the event after the lepton and the meson used to form
the Y pseudoparticle are removed.
The q2-dependent selections are shown in the panels
on the left-hand side of Fig. 1, and their effects are illus-
trated in the panels on the right-hand side of the same
figure, for B0 → π−ℓ+ν decays. A single vertical line
indicates a fixed cut, a set of two vertical lines represents
a q2-dependent cut. The position of the two lines corre-
sponds to the minimum and maximum values of the selec-
tion, shown in the left-hand side panels. The functions
describing the q2 dependence are given in Tables VIII-
XIII of the Appendix for the five decays under study. For
B+ → ηℓ+ν decays, additional background is rejected by
requiring that | cos θV | < 0.95, where θV is the helicity
angle of the η meson [16].





(s/2 + ~pB · ~pbeams)2/E2beams − ~p 2B are used
in a fit to provide discrimination between signal and
background decays.
√
s is the center-of-mass energy of
the colliding particles. Here, PB = Pmeson+Pℓ+Pν must
be evaluated in the laboratory frame. We only retain
candidates with |∆E| < 1.0 GeV and mES > 5.19 GeV,
thereby removing from the fit a region with large back-
grounds. Fewer than 6.6% (12.5%, 7.2%, 7.4%, 1.9%) of
all π−ℓν (π0ℓν, ωℓν, ηℓν, η′ℓν) events have more than
one candidate per event. For events with multiple candi-
dates, only the candidate with the largest value of cos θℓ
is kept. The signal event reconstruction efficiency varies
between 6.1% and 8.5% for B0 → π−ℓ+ν decays, be-
tween 2.8% and 6.0% for B+ → π0ℓ+ν decays, between
1.0% and 2.2% for B+ → ωℓ+ν decays, and between
0.9% and 2.6% for B+ → ηℓ+ν decays (γγ channel), de-
pending on the value of q2. The efficiency is 0.6% for
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FIG. 1: (color online) Left panels: Distributions of the selec-
tion values for the q2-dependent selections on the variables
used in the analysis of B0 → π−ℓ+ν decays. The vertical axis
represents the selection value for a given q2 value. We reject
an event when its value is in the shaded region. Right panels:
Corresponding distributions in the total fit region illustrating
the effects of the q2-dependent selections. The arrows indi-
cate the rejected regions, as explained in the text. All the
selections have been applied except for the one of interest. In
each panel, the signal area is scaled to the area of the total
background.
9both B+ → ηℓ+ν (π+π−π0 channel) and B+ → η′ℓ+ν
decays. The efficiencies are given as a function of q2 in
Tables XXIII-XXVII of the Appendix.
IV. BACKGROUNDS AND SIGNAL
EXTRACTION
Backgrounds can be broadly grouped into three main
categories: decays arising from b → uℓν transitions
(other than the signal), decays in other BB¯ events (ex-
cluding b → uℓν) and decays in continuum events. The
“other BB¯” background is the sum of different contribu-
tions, where more than 75% are from B → D/D∗/D∗∗
decays. For the B0 → π−ℓ+ν, B+ → π0ℓ+ν and com-
bined B → πℓ+ν modes, for which there is a large num-
ber of candidate events, each of the first two categories
of background is further split into a background category
where the pion and the lepton come from the decay of the
same B meson (“same-B” category), and a background
category where the pion and the lepton come from the
decay of different B mesons (“both-B” category).
We use the ∆E-mES histograms, obtained from the
MC simulation, as two-dimensional probability density
functions (PDFs) in an extended binned maximum-
likelihood fit [27] to the data to extract the yields of
the signal and backgrounds as a function of q2. This
fit method incorporates the statistical uncertainty from
the finite MC sample size into the fit uncertainty. The
∆E-mES plane is subdivided into 34 bins for each bin
of q2 in the fits to the π−ℓ+ν, π0ℓ+ν and πℓ+ν candi-
date data where we have a reasonably large number of
events, and into 19 bins in the fits to the ωℓ+ν, ηℓ+ν
and η′ℓν decay data. The ∆E-mES distributions for the
B0 → π−ℓ+ν decay channel are shown in Fig. 2. The
binning used in this case is also displayed in the figure.
We use variable bin sizes because we want to have a large
number of small bin sizes in the signal-enhanced region
to better define this specific region. The signal-enhanced
region is the region of the ∆E-mES plane with a large
proportion of signal events. It is delimited in our work
by the boundaries: −0.16 < ∆E < 0.20 GeV and mES
> 5.268 GeV (see Fig. 2). To allow the fit to converge
quickly we cannot have too many bins in the overall ∆E-
mES plane. Hence the bins outside the signal-enhanced
region will have a larger size. The actual size is dictated
by the need to have a good description of the smooth
backgrounds. The parameters of the fit are the scaling
factors of the MC PDFs, i.e., the factors used to adjust
the number of events in a PDF to minimize the χ2 value
of the fit.
Given the sufficient number of events for the B0 →
π−ℓ+ν and combined B → πℓ+ν decay modes, the data
samples can be subdivided in 12 bins of q2 for the signal
and two bins for each of the five background categories.
The use of two bins for each background component al-
lows the fit to adjust for inaccuracies in the modelling of
the shape of the background q2 spectra. The boundaries
TABLE I: Categories and number of fit parameters for each
decay mode.
Categories Decay mode
π−ℓν π0ℓν ωℓν ηℓν (γγ) η′ℓν (γγ)
πℓν ηℓν (γγ & 3π) ηℓν (3π)
Signal 12 11 5 5 1
b→ uℓν same B 2 1
1 fixed fixed
b→ uℓν both B 2 1
other BB¯ same B 2 1
1 1 1
other BB¯ both B 2 1
Continuum 2 1 1 1 fixed
of the two background bins of q2 for the B0 → π−ℓ+ν and
B → πℓ+ν decays are: [0-18-26.4] GeV2 for the b→ uℓν
same-B category, [0-22-26.4] GeV2 for the b→ uℓν both-
B category, [0-10-26.4] GeV2 for the other BB¯ same-B
category, [0-14-26.4] GeV2 for the other BB¯ both-B cat-
egory and [0-22-26.4] GeV2 for the continuum category.
In each case, the q2 ranges of the two bins are chosen
to contain a similar number of events. In the fit to the
data, we determine for each bin of q2, the signal yield, the
b → uℓν, the other BB¯ and the continuum background
yields in each bin of ∆E-mES.
Note, however, that the scaling factors obtained for
each background are constrained to have the same value
over their ranges of q2 defined above. We thus have a to-
tal of 22 parameters and (12×34−22) degrees of freedom
in the fit to the B0 → π−ℓ+ν data and to the combined
B → πℓ+ν data. The limited number of events for the
other signal modes reduces the number of parameters,
and hence the number of q2 bins, that can be used for
the fits to converge. Table I shows the number of bins
of q2 used for each signal mode as a function of the fit
category.
As an initial estimate in the fit, the MC continuum
background yield and q2-dependent shape are first nor-
malized to match the yield and q2-dependent shape of
the off-resonance data control sample. This results in a
large statistical uncertainty due to the small number of
events in the off-resonance data. To improve the statis-
tical precision, the continuum background is allowed to
vary in the fit to the data for the πℓν, ωℓν and ηℓν(γγ)
modes where we have a relatively large number of events.
The fit result is compatible with the measured distribu-
tion of off-resonance data. Whenever a background is
not varied in the fit, it is fixed to the MC prediction,
except for the continuum background which is fixed to
its normalized yield and q2-dependent shape using the
off-resonance data. The background parameters which
are free in the fit, typically require an adjustment of less
than 10% with respect to the MC predictions. The initial
agreement between MC and data is already good before
we do any fit. After the fit, the agreement becomes ex-
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FIG. 2: (color online) ∆E-mES MC distributions, summed over all bins of q
2, for the six categories of events used in the signal
extraction fit, after all the selections have been applied, in the case of the B0 → π−ℓ+ν decay channel. Also shown is the
binning used for this decay mode.
TABLE II: Fitted yields in the full q2 range investigated for the signal and each background category, total fitted yield and
experimental data events, and values of χ2 for the overall fit region.
Decay mode π−ℓ+ν π0ℓ+ν πℓ+ν ωℓ+ν ηℓ+ν η′ℓ+ν
Signal 9297 ± 316 3204± 170 12448 ± 361 1861 ± 233 867± 101 141± 49
b→ uℓν 15689 ± 664 7810± 334 23284 ± 796 3246 ± 293 2411(fixed) 242(fixed)
Other BB¯ 44248 ± 656 10795 ± 307 55350 ± 777 8778 ± 246 11167 ± 187 2984± 87
Continuum 9159 ± 459 4173± 236 13283 ± 537 2776 ± 270 2505± 155 493(fixed)
Fitted yield 78393 ± 507 25982 ± 228 104365 ± 531 16661 ± 172 16950 ± 153 3860± 71
Data events 78387 ± 280 25977 ± 161 104364 ± 323 16662 ± 129 16901 ± 130 3857± 62
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FIG. 3: (color online) Comparison of the on-resonance data and MC simulation, for B0 → π−ℓ+ν decays, after all analysis cuts
and MC simulation corrections have been applied. The Y signal candidates related distributions are generated from events
in the ∆E and mES plane with the signal-enhanced region removed. The ratios of data/MC events are presented below each
panel. The general level of agreement is better than 5%.
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FIG. 4: (color online) Projections of the data and fit results
for the B0 → π−ℓ+ν decays, in the signal-enhanced region:
(a,b) mES with −0.16 < ∆E < 0.20 GeV; and (c,d) ∆E with
mES > 5.268 GeV. The distributions (a,c) and (b,d) are pro-
jections for q2 < 16 GeV2 and for q2 > 16 GeV2, respectively.
of interest. The values of the scaling factors, obtained in
this work, are presented in Table XIV of the Appendix
for each decay channel. The full correlation matrices of
the fitted scaling factors are given in Tables XV-XXII of
the Appendix.
We refit the data on several different subsets obtained
by dividing the final data set based on time period,
electron or muon candidates, by modifying the q2, ∆E
or mES binnings, and by varying the event selections.
We obtain consistent results for all subsets. We have
also used MC simulation to verify that the nonresonant
decay contributions to the resonance yields are negligi-
ble. For example, we find that there are 30 nonresonant
π+π−π0ℓν events out of a total yield of 1861±233 events
for the B+ → ωℓ+ν decay channel.
For illustrative purposes only, we show in Figs. 4,
5, and 6, ∆E and mES fit projections in the signal-
enhanced region for the B0 → π−ℓ+ν, B+ → π0ℓ+ν and
combined B0 → π−ℓ+ν and B+ → π0ℓ+ν decays, re-
spectively, in two ranges of q2 corresponding to the sum
of eight bins below and four bins above q2 = 16 GeV2,
respectively. More detailed ∆E and mES fit projections
in each q2 bin are shown in Figs. 13 and 14 of the Ap-
pendix for the combined B → πℓ+ν decays. The data
and the fit results are in good agreement. Fit projec-
tions for B+ → ωℓ+ν and B+ → η(′)ℓ+ν decays, over
their q2 ranges of investigation, are shown in Fig. 7. Ta-
ble II gives the fitted yields in the full q2 range studied
for the signal and each background category as well as
the χ2 values and degrees of freedom for the overall fit
region. The yield values in the B+ → ηℓ+ν column are
 (GeV)ESm
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FIG. 5: (color online) Projections of the data and fit results
for the B+ → π0ℓ+ν decays, in the signal-enhanced region:
(a,b) mES with −0.16 < ∆E < 0.20 GeV; and (c,d) ∆E with
mES > 5.268 GeV. The distributions (a,c) and (b,d) are pro-
jections for q2 < 16 GeV2 and for q2 > 16 GeV2, respectively.
the result of the fit to the combined γγ and 3π modes.
V. SYSTEMATIC UNCERTAINTIES
Systematic uncertainties on the values of the par-
tial branching fractions, ∆B(q2), and their correlations
among the q2 bins have been investigated. These uncer-
tainties are estimated from the variations of the resulting
partial BF values (or total BF values for B+ → η′ℓ+ν de-
cays) when the data are reanalyzed by reweighting differ-
ent simulation parameters such as BFs and form factors.
For each parameter, we use the full MC dataset to pro-
duce new ∆E-mES distributions (“MC event samples”)
by reweighting the parameter randomly over a complete
Gaussian distribution whose standard deviation is given
by the uncertainty on the parameter under study. One
hundred such samples are produced for each parameter.
Each MC event sample is analyzed the same way as real
data to determine values of ∆B(q2) (or total BF values
for B+ → η′ℓ+ν decays). The contribution of the param-
eter to the systematic uncertainty is given by the RMS
value of the distribution of these ∆B(q2) values over the
one hundred samples.
The systematic uncertainties due to the imperfect de-
scription of the detector in the simulation are computed
by using the uncertainties determined from control sam-
ples. These include the tracking efficiency of all charged
particle tracks, the particle identification efficiencies of
signal candidate tracks, the calorimeter efficiencies (var-
ied separately for photons and K0
L
), the energy deposited
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TABLE III: Values of signal yields, ∆B(q2) and their relative uncertainties (%) for B0 → π−ℓ+ν and B+ → π0ℓ+ν decays.
Decay mode π−ℓ+ν π0ℓ+ν
q2 range (GeV2) q2<12 q2<16 q2>16 0 < q2 < 26.4 q2<12 q2<16 q2>16 0 < q2 < 26.4
Unfolded yield 5604.1 6982.4 2314.2 9296.5 2231.7 2666.7 537.3 3204.1
∆B(q2) (10−4) 0.83 1.07 0.40 1.47 0.46 0.61 0.16 0.77
Statistical error 4.3 3.8 6.7 3.5 6.6 5.3 17.8 5.7
Detector effects 3.4 3.5 3.2 2.8 2.9 2.8 3.0 2.6
Continuum bkg 0.4 0.4 1.4 0.4 1.2 0.8 7.1 1.1
b→ uℓν bkg 1.6 1.4 2.1 1.3 1.7 1.5 5.9 1.9
b→ cℓν bkg 0.6 0.5 0.6 0.5 0.6 0.4 1.0 0.4
Other effects 2.2 2.1 2.1 2.1 2.1 2.1 2.5 2.0
Total uncertainty 6.2 5.8 8.1 5.1 7.9 6.5 20.4 6.9
TABLE IV: Values of signal yields, ∆B(q2) and their relative uncertainties (%) for combined B → πℓ+ν, B+ → ωℓ+ν, combined
B+ → ηℓ+ν (γγ and 3π decay channels) and B+ → η′ℓ+ν decays.
Decay mode combined πℓ+ν ωℓ+ν ηℓ+ν η′ℓ+ν
q2 range (GeV2) q2<12 q2<16 q2>16 0 < q2 < 26.4 0 < q2 < 20.2 0 < q2 < 22.4 0 < q2 < 18.7
Unfolded yield 7805.4 9618.9 2829.0 12447.9 1860.8 867.3 141.1
∆B(q2) (10−4) 0.83 1.08 0.37 1.45 1.19 0.38 0.24
Statistical error 3.6 3.2 5.8 3.0 13.0 13.7 34.9
Detector effects 3.7 3.8 3.5 3.1 3.9 9.8 7.7
Continuum bkg 0.4 0.6 3.3 0.6 3.2 - 5.8
b→ uℓν bkg 1.6 1.4 4.0 1.4 5.1 8.4 4.9
b→ cℓν bkg 0.4 0.4 0.4 0.3 1.0 2.1 3.3
Other effects 1.8 1.7 1.5 1.6 1.8 1.8 2.4
Total uncertainty 5.8 5.5 8.7 4.9 15.0 19.0 36.7
in the calorimeter by K0
L
mesons as well as their pro-
duction spectrum. The reconstruction of these neutral
particles affects the analysis through the neutrino recon-
struction used to obtain the values of ∆E and mES .
The uncertainties due to the generator-level inputs
to the simulation are given by the uncertainties in the
BFs of the background b → uℓν and b → cℓν pro-
cesses, in the BFs of the secondary decays producing
leptons, and in the BFs of the Υ(4S)→ BB¯ decays [12].
The B → Xℓν form-factor uncertainties, where X =
(π, ρ, ω, η(′), D,D∗, D∗∗), are given by recent calculations
or measurements [12]. The uncertainties in the heavy
quark parameters used in the simulation of nonresonant
b → uℓν events are given in Ref. [28]. The uncertainty
due to final state radiation (FSR) corrections calculated
by PHOTOS [29] is given by 20% [30] of the difference in
the values of the BF obtained with PHOTOS switched
on and with PHOTOS switched off. The uncertainty
due to the modelling of the continuum is obtained by
comparing the shape of its q2 distribution to that of the
off-resonance data control sample. When the continuum
is fixed in the fit, the uncertainty in the total yield is
used instead. The uncertainty in that case is given by
the comparison of the MC total yield to the one mea-
sured off-resonance. Finally, the uncertainty due to B
counting has been established to be 0.6% in BABAR.
Additional details on the various sources of systematic
uncertainties considered in this analysis are presented in
Ref. [8]. The individual sources are, to a good approxi-
mation, uncorrelated. Their associated contributions to
the uncertainties can therefore be added in quadrature
to yield the total systematic uncertainties for each decay
mode.
The list of all the systematic uncertainties, as well as
their values for the partial and total BFs, are given in
Tables XXIII-XXVII of the Appendix. The term “Signal
MC stat error” in these tables incorporates the system-
atic uncertainty due to the unfolding procedure. The
correlation matrices obtained in the measurement of the
partial BFs are presented in Tables XXVIII-XXXV. Con-
densed versions of all the uncertainties, together with
signal yields and partial BFs in selected q2 ranges, are
given in Table III for the B0 → π−ℓ+ν and B+ → π0ℓ+ν
decays, and in Table IV for the combined B → πℓ+ν de-
cays, as well as for the B+ → ωℓ+ν and B+ → η(′)ℓ+ν
decays. The values given for the B+ → ηℓ+ν decays are
14
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FIG. 6: (color online) Projections of the data and fit results
for the combined B0 → π−ℓ+ν and B+ → π0ℓ+ν decays, in
the signal-enhanced region: (a,b) mES with −0.16 < ∆E <
0.20 GeV; and (c,d) ∆E with mES > 5.268 GeV. The distri-
butions (a,c) and (b,d) are projections for q2 < 16 GeV2 and
for q2 > 16 GeV2, respectively.
TABLE V: Values of the total branching fractions obtained
in this analysis and previous results. The two uncertainties
are statistical and systematic, respectively. All BF values are
×10−4.
Decay mode This analysis Previous results Ref.
B → πℓ+ν 1.45± 0.04 ± 0.06 1.41 ± 0.05± 0.07 [8]
B0 → π−ℓ+ν 1.47± 0.05 ± 0.06 1.44 ± 0.06± 0.07 [8]
1.42 ± 0.05± 0.07 [9]
1.49 ± 0.04± 0.07 [10]
B+ → π0ℓ+ν 0.77± 0.04 ± 0.03 0.76 ± 0.06± 0.06 [8]
B+ → ωℓ+ν 1.19± 0.16 ± 0.09 1.21 ± 0.14± 0.10 [11]
B+ → ηℓ+ν 0.38± 0.05 ± 0.05 0.36 ± 0.05± 0.04 [9]
B+ → η′ℓ+ν 0.24± 0.08 ± 0.03 0.24 ± 0.08± 0.03 [9]
those obtained from the combined fit to the distributions
of the η → γγ and η → π+π−π0 channels. The ranges
of q2 delimited by the numbers 12, 16 are ranges used in
theoretical predictions. We also give the results for the
fully allowed kinematical range of q2.
VI. BRANCHING FRACTION RESULTS
The total BF for the B+ → η′ℓ+ν decays and the
partial BFs for the other four decay modes are calcu-
lated using the unfolded signal yields, the signal efficien-
cies given by the simulation and the branching fractions
B(Υ(4S) → B0B¯0) = 0.484 ± 0.006 and B(Υ(4S) →
B+B−) = 0.516± 0.006 [12]. The values of the total BF
obtained in this work are compared in Table V to those
reported recently.
The BFs for the B+ → η′ℓ+ν and B+ → ηℓ+ν decays
are consistent with those presented in our earlier work [9]
even though there are significant differences between the
two analyses. We now use updated BFs and form-factor
shapes; we have tightened various selections; we have
subdivided the data in five signal bins for the B+ → ηℓ+ν
decays compared to the previous three bins; and we have
also investigated the full kinematically allowed ranges of
q2 whereas this range was earlier restricted to less than 16
GeV2due to the very large backgrounds at high q2. Thus,
the present BF values supersede the earlier ones [9]. It
should be noted that the total BF value for the B+ →
η′ℓ+ν decays has a significance of 3.2σ when we take into
account only the statistical uncertainty [31]. Taking into
account the effect of the systematic uncertainty which
increases the total uncertainty by about 3% leads to a
reduced significance of 3.1σ. We find that the total BF
of the B+ → ηℓ+ν, η → γγ decays ((0.36±0.06±0.05)×
10−4) is compatible with the total BF measured for the
B+ → ηℓ+ν, η → π+π−π0 decays ((0.46± 0.10± 0.05)×
10−4). The total BF value in Table V for B+ → ηℓ+ν
decays is obtained from a fit to the combined γγ and 3π
decay channels. This value is in good agreement with the
weighted average of the total BFs obtained separately for
these two decay channels.
The present BF value for B+ → ωℓ+ν decays is in good
agreement with our previous result [11], as shown in Ta-
ble V. In the present analysis, we have a larger number
of ωℓν events (1861 ± 233 compared to 1125 ± 131 in
Ref. [11]) and a better signal/background ratio (12.6%
versus 9.4%). We now have a slightly larger statistical
uncertainty because some of the backgrounds were pre-
viously fixed while we now fit them to the data. On the
other hand, this different treatment of the backgrounds
leads to a smaller systematic uncertainty in the present
case. Another difference arises in the treatment of the
combinatoric background, which is subtracted in Ref. [11]
using a fit to the mass sideband data, while it is part of
the likelihood fit in the present study. The other impor-
tant difference is the use of q2 bins of equal width in this
analysis compared with varied bin width in Ref. [11]. In
addition, our yields are unfolded to correct for the re-
construction effects on the measured values of q2. The
results obtained in this work use the same dataset as
those of Ref. [11] but use a different analysis strategy
and selection as indicated. This results in a small (es-
timated to be 14%) statistical overlap between the sam-
ples and a different sensitivity to sources of systematic
uncertainty (estimated correlation of 75%). Since the
choice of q2 binning differs between the two analyses,
only the total branching fractions can be combined. Ac-
counting for the major sources of correlation between the
measurements, the combined B(B+ → ωℓ+ν) result is:
(1.20± 0.11± 0.09)× 10−4.
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FIG. 7: (color online) Projections of the data and fit results for the B+ → ωℓ+ν and B+ → η(′)ℓ+ν decays, in the signal-
enhanced region: (a,b,c) mES with −0.16 < ∆E < 0.20 GeV; and (d,e,f) ∆E with mES > 5.268 GeV. The distributions (a,d),
(b,e) and (c,f) are projections for the B+ → ωℓ+ν, combined B+ → ηℓ+ν, and B+ → η′ℓ+ν decays, respectively.
Table V lists the fitted branching fractions for B0 →
π−ℓ+ν, B+ → π0ℓ+ν and the combined B → πℓ+ν
modes. The B+ → π0ℓ+ν result is used to confirm the
B0 → π−ℓ+ν result, using the isospin symmetry relation:
B(B0 → π−ℓ+ν) = B(B+ → π0ℓ+ν)× 2 τ0
τ+
= (1.43± 0.08± 0.06)× 10−4
where τ+/τ0 = 1.079± 0.007 [12] is the ratio of the life-
times of B+ and B0 decays. The value of the branching
fraction thus obtained is compatible with the BF value
obtained directly for the B0 → π−ℓ+ν decays (see Ta-
ble V). The combined B → πℓ+ν decays result is based
on the use of all πℓν decay events where the neutral pion
events in a given q2 bin are converted into equivalent
charged pion events assuming the above isospin symme-
try relation to hold for the total yield in each q2 bin.
Using these combined events leads to a smaller statisti-
cal uncertainty on the BF value.
The values of the present total BFs for the combined
B → πℓ+ν decays, the B0 → π−ℓ+ν decays and the
B+ → π0ℓ+ν decays are seen to be in good agreement
with those reported earlier by BABAR, [8, 9] and Belle [10].
However, the present values are based on updated values
of BFs and form-factor shapes, and a larger data set com-
pared to the earlier works [8, 9]. In particular, we now
have an improved model for the hybrid MC [28] distri-
butions that describe the combination of resonant and
nonresonant b→ uℓν decays. This model entails the use
of the BGL parametrization for the B → πℓ+ν decays [9],
the Ball parametrization for the B+ → ωℓ+ν decays and
the BK parametrization for the B+ → η(′)ℓ+ν decays,
rather than the much older ISGW2 [32] parametrization.
The use of this model leads to an increase of 3.5% in
the total BF value for the B0 → π−ℓ+ν decays, going
from a value of 1.42 × 10−4 as established earlier [9] to
the present value of 1.47 × 10−4. This increase of 3.5%
is significant in view of the total uncertainty of 5.1% ob-
tained in the measurement of the total BF. Thus, the
present values of BF for B → πℓ+ν, B0 → π−ℓ+ν and
B+ → π0ℓ+ν decays supersede the earlier results [8, 9].
The experimental ∆B(q2) distributions are displayed
in Fig. 8 for the B0 → π−ℓ+ν decays and for the B+ →
π0ℓ+ν decays, where each point in the B+ → π0ℓ+ν dis-
tribution has been normalized assuming isospin symme-
try to hold. The two distributions are compatible. We
show the ∆B(q2) distributions in Fig. 9 for the combined
B → πℓ+ν decays, in Fig. 10 for the B+ → ωℓ+ν de-
cays, and in Fig. 11 for the B+ → ηℓ+ν decays, together
with theoretical predictions. To allow a direct compar-
ison with the theoretical predictions, which do not in-
clude FSR effects, the experimental distributions in these
figures have been obtained with the efficiency “without
FSR”. This efficiency is given by the ratio of the total
number of unfolded signal events remaining after all the
cuts, from a simulation which includes FSR, to the total
number of events before any cut, generated with a simu-
lation with no FSR effects, i.e., with PHOTOS switched
off.
We obtain the f+(q
2) shape from a fit to these ∆B(q2)
distributions. For all decays, the χ2 function minimized
in the fit to the f+(q
2) shape uses the BGL parametriza-
tion [17]. Only the πℓν decays have a sufficient number
of events to warrant the use of a two-parameter poly-
nomial expansion where values of |Vubf+(0)| can be ob-
tained from the fit extrapolated to q2 = 0. For ωℓν and
16
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FIG. 8: (color online) Partial ∆B(q2) spectra in 12 bins of q2
for B0 → π−ℓ+ν and 11 bins of q2 for B+ → π0ℓ+ν decays.
The data points are placed in the middle of each bin whose
width is defined in Table XXIV.The smaller error bars are
statistical only while the larger ones also include systematic
uncertainties. The solid blue curve shows the result of the fit
to the B0 → π−ℓ+ν data of the BGL [17] parametrization
while the dashed red curve shows the result of the fit to the
B+ → π0ℓ+ν data of the same parametrization.
ηℓν decays we only use a one-parameter expansion. The
resulting values of the fits are given in Table VI. The
values of |Vubf+(0)| can be used to predict rates of other
decays such as B → ππ [33].
We should note that the values of the BGL expansion
parameters obtained in this work (a1/a0 = −0.92± 0.20,
a2/a0 = −5.45 ± 1.01) differ somewhat from those ob-
tained in Ref. [9] (a1/a0 = −0.79± 0.20, a2/a0 = −4.4±
1.20). Repeating the complete analysis with this new
parametrization for the form-factor shape of the B →
πℓ+ν decays results in only a slight change in B(B+ →
π0ℓ+ν), going from 0.779 ± 0.044 to 0.773 ± 0.044, and
no change in B(B0 → π−ℓ+ν) and B(B → πℓ+ν). The
values of ak/a0 obtained after this iteration are given in
part a) of Table VI.
The q2 distribution extracted from our data is com-
pared in Fig. 9 to the shape of the form factors obtained
from the three theoretical calculations listed in Table VII:
the one based on Light Cone Sum Rules [3] for q2 < 12
GeV2, and the two based on unquenched LQCD [5, 6] for
q2 > 16 GeV2. We first normalize the form-factor predic-
tions to the experimental data by requiring the integrals
of both to be the same over the q2 ranges of validity given
in Table VII for each theoretical prediction. Considering
only experimental uncertainties, we then calculate the χ2
probabilities relative to the binned data result for various
theoretical predictions in their ranges of validity. These
)2 (GeV2Unfolded q
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FIG. 9: (color online) Partial ∆B(q2) spectrum in 12 bins of
q2 for B → πℓ+ν decays. The data points are placed in the
middle of each bin whose width is defined in Table XXIII.The
smaller error bars are statistical only while the larger ones also
include systematic uncertainties. The solid black curve shows
the result of the fit to the data of the BGL [17] parametriza-
tion. The data are also compared to unquenched LQCD cal-
culations (HPQCD [5], FNAL [6]) and a LCSR calculation [3].
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FIG. 10: (color online) Partial ∆B(q2) spectrum in 5 bins of
q2 for B+ → ωℓ+ν decays. The data points are placed in the
middle of each bin whose width is defined in Table XXVI.
The smaller error bars are statistical only while the larger
ones also include systematic uncertainties. The data are also
compared to a LCSR calculation [18].
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TABLE VI: Fitted parameter values of the BGL parametrization for the exclusive semileptonic decays investigated in the present
work. a) experimental data points only, fit parameters: a0, a1, a2 (see Sect. VI); b) combined theoretical and experimental
points, fit parameters: a0, a1, a2, |Vub| (see Sect. VII).
Decay mode a1/a0 a2/a0 χ
2/ndf Prob. (%) |Vubf+(0)| ×10
4
a) B0 → π−ℓ+ν -1.15 ± 0.19 -4.52 ± 1.03 9.08/9 43.0 8.7± 0.4
a) B+ → π0ℓ+ν -0.63 ± 0.30 -5.80 ± 1.24 3.26/8 91.7 9.1± 0.5
a) B → πℓ+ν -0.93 ± 0.19 -5.40 ± 1.00 4.07/9 90.7 8.7± 0.3
b) B0 → π−ℓ+ν -1.25 ± 0.20 -3.93 ± 1.19 9.24/12 68.2 8.6± 0.5
b) B+ → π0ℓ+ν -1.07 ± 0.28 -3.44 ± 1.46 4.13/11 96.6 9.4± 0.6
b) B → πℓ+ν -1.10 ± 0.20 -4.39 ± 1.11 4.58/12 97.1 8.8± 0.4
B+ → ωℓ+ν -5.98 ± 0.78 - 1.54/3 67.3 -
B+ → ηℓ+ν -1.71 ± 0.87 - 0.88/3 83.1 -
TABLE VII: Values of |Vub| derived from the form-factor calculations (first three rows) and from the value of |Vubf+(0)| (fourth
row) for the combined B → πℓ+ν decays. Value of |Vub| derived from the form-factor calculations (last row) for the B
+ → ωℓ+ν
decays. The three uncertainties on |Vub| are statistical, systematic and theoretical, respectively. (see Sect. VII)
q2 (GeV2) ∆B (10−4) ∆ζ (ps−1) |Vub| (10
−3) χ2/ndf Prob(χ2)
B → πℓ+ν
HPQCD [5] 16− 26.4 0.37 ± 0.02 ± 0.02 2.02 ± 0.55 3.47± 0.10 ± 0.08+0.60−0.39 2.7/4 60.1%
FNAL [6] 16− 26.4 0.37 ± 0.02 ± 0.02 2.21+0.47−0.42 3.31± 0.09 ± 0.07
+0.37
−0.30 3.9/4 41.5%
LCSR [3] 0− 12 0.83 ± 0.03 ± 0.04 4.59+1.00−0.85 3.46± 0.06 ± 0.08
+0.37
−0.32 8.0/6 24.0%
LCSR2 [34] 0 3.34± 0.10 ± 0.05+0.29−0.26
B+ → ωℓ+ν
LCSR3 [18] 0− 20.2 1.19 ± 0.16 ± 0.09 14.2± 3.3 3.20± 0.21 ± 0.12+0.45−0.32 2.24/5 81.5%
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FIG. 11: (color online) Partial ∆B(q2) spectrum in 5 bins of
q2 for B+ → ηℓ+ν decays. The data points are placed in the
middle of each bin whose width is defined in Table XXVII.
The smaller error bars are statistical only while the larger
ones also include systematic uncertainties. The data are also
compared to a LCSR calculation [4].
are given in Table VII for the combined B → πℓ+ν de-
cays. All three calculations are compatible with the data.
It should be noted that the theoretical curves in Fig. 9
have been extrapolated over the full q2 range based on
the BGL parametrization obtained over their q2 ranges
of validity. These extended ranges are only meant to il-
lustrate a possible extension of the present theoretical
calculations. As shown in Figs. 10 and 11, LCSR calcu-
lations [18] and [4] are compatible with the data for the
B+ → ωℓ+ν and B+ → ηℓ+ν decays, respectively.
VII. DETERMINATION OF |Vub|
The magnitude of the CKM matrix element |Vub| is
determined using two different approaches [6, 8].
With the first method, we extract a value of |Vub| from





where τB0 = 1.519± 0.007 ps [12] is the B0 lifetime and
∆ζ = Γ/|Vub|2 is the normalized partial decay rate pre-
dicted using the form-factor calculations [3, 5, 6]. The
quantities ∆B and ∆ζ are restricted to the q2 ranges of
validity given in Table VII. The values of ∆ζ are inde-
pendent of experimental data. The values of |Vub| given
in Table VII range from (3.3− 3.5)× 10−3. These values
are in good agreement with the one obtained (Table VII)
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BGL fit to data + FNAL/MILC
FIG. 12: (color online) Simultaneous fit of the BGL
parametrization [17] to our experimental data (black solid
points) and to four of the points of the FNAL/MILC predic-
tions [6] (magenta full triangles) for the B → πℓ+ν decays.
The shaded band shows the uncertainty of the fitted func-
tion. The remaining points of the FNAL/MILC predictions
(magenta empty triangles) are not used in the fit.
from the value of |Vubf+(0)| = (8.7 ± 0.3) × 10−4 mea-
sured in this work, using the value of f+(0) = 0.26
+0.020
−0.023
determined in a recent LCSR calculation [34]. They are
also compatible with the value of |Vub| determined from
the B+ → ωℓ+ν data, as shown in Table VII. A value of
|Vub| is not extracted from the B+ → ηℓ+ν decays be-
cause the theoretical partial decay rate is not sufficiently
precise for these decays.
With the second method, we perform a simultaneous
fit to the most recent lattice results [6] and our present
experimental data to take advantage of all the available
information on the form factor from the data (shape) and
theory (shape and normalization).
The χ2 function for the simultaneous fit is written as:






































ℓ ){|f lat+ (q2ℓ )|2 − |f+(q2ℓ ;α)|2}
where GF is the Fermi constant, α denotes the set
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is the measured partial BF q2 spectrum,
|f lat+ (q2ℓ )| are the LQCD form-factor predictions, q2ℓ is
the value of q2 for which we have a theoretical point, and
(V dataij )
−1 and (V latℓm )
−1 are the inverse covariance ma-
trices for data and theory, respectively. In our work,
the function |f+(q2ℓ ;α)| contains the coefficients ak of
the BGL parametrization. The result of the simulta-
neous fit for B → πℓ+ν decays is shown in Fig. 12,
where with four theoretical points, we obtain the val-
ues of the BGL parametrization given in Table VI and
a0 = (2.26 ± 0.20)× 10−2. The two values of ak/a0 are
very similar to those obtained from a fit to the experi-
mental data alone using the BGL parametrization. This
is not surprising since the data dominate the fit. We
have only used the subset with four of the 12 theoreti-
cal points in our simultaneous fit since adjacent points
are very strongly correlated [6]. Alternative choices of
subset give compatible results. The results shown for
the B0 → π−ℓ+ν and B+ → π0ℓ+ν decays in Ta-
ble VI are consistent with those obtained for the com-
bined B → πℓ+ν decays.
The fit also yields: |Vub| = (3.25 ± 0.31)× 10−3. The
previous BABAR result [8] of |Vub| = (2.95± 0.31)× 10−3
is about 1 standard deviation smaller. This fairly large
difference can be understood from the fact the determi-
nation of |Vub| from the combined data-LQCD fit is most
sensitive to the points at high q2, where the changes due
to the improved hybrid treatment leads to differences
larger than those expected on the basis of the variation in
the total BF value. The present value of |Vub| supersedes
the one from Ref. [8].
Since the total uncertainty of 9.5% on the value of |Vub|
results from the simultaneous fit to data and LQCD pre-
dictions, it is not so easy to identify the contributions
from experiment and theory to this uncertainty. We es-
timate that the total uncertainty of 4.9% in the BF mea-
surement is equivalent to an experimental uncertainty of
2.4% in the value of |Vub|. The contribution to the uncer-
tainty from the shape of the q2 spectrum is determined
by varying the fit parameters a1/a0 and a2/a0 within
their uncertainties, and taking into account their corre-
lation. This yields a contribution of 3.1% to the uncer-
tainty in the value of |Vub|. The remaining uncertainty of
8.7% arises from the form-factor normalization provided
by theory.
VIII. SUMMARY
In summary, we have measured the partial BFs of
B0 → π−ℓ+ν and combined B → πℓ+ν decays in 12
bins of q2, of B+ → π0ℓ+ν decays in 11 bins of q2,
and of B+ → ωℓ+ν and B+ → ηℓ+ν decays in five
bins of q2. From the B → πℓ+ν distributions, we ex-
tract the f+(q
2) shapes that are found to be compatible,
in the appropriate q2 range, with all three theoretical
predictions considered for these decays. LCSR calcula-
tions are also found to be consistent with our measured
B+ → ωℓ+ν [18] and B+ → ηℓ+ν [4] ∆B(q2) distribu-
tions. The BGL parametrization fits our B0 → π−ℓ+ν,
B+ → π0ℓ+ν and B → πℓ+ν data well and allows us
to obtain the value of |Vubf+(0)|. Our measured branch-
ing fractions of the five decays reported in this work lead
to some improvement in our knowledge of the composi-
tion of the inclusive charmless semileptonic decay rate.
In particular, the form-factor shapes are now better de-
fined, especially for the πℓν decays. Our values of the
total BF for B+ → η(′)ℓ+ν decays are in good agree-
ment with our earlier results [9] and supersede them.
The value of the ratio B(B+ → η′ℓ+ν)/B(B+ → ηℓ+ν)
= 0.63 ± 0.24stat ± 0.11syst allows a significant gluonic
singlet contribution to the η′ form factor [4, 13]. In
spite of large differences in the analysis methods for the
B+ → ωℓ+ν decays, our total BF is in good agreement
with our previous result [11]. The present precise value
of the total BF for B → πℓ+ν decays is slightly larger
than the most recent BABAR results [8, 9] for the reasons
expounded in Sect. VI. It supersedes both results. It
is in good agreement with the recent Belle result. Our
value has comparable precision to the present world av-
erage [12]. For B → πℓ+ν decays, we obtain values of
|Vub| for three different QCD calculations. The results
are in good agreement with those of Refs. [8, 9]. The
three values are compatible with the value of |Vub| ob-
tained from our measured value of |Vubf+(0)|, with our
value of |Vub| extracted from the B+ → ωℓ+ν data, and
with the value of |Vub| = (3.25 ± 0.31) × 10−3 deter-
mined from the simultaneous fit to our experimental data
and the LQCD theoretical predictions. It is compatible
with the Belle result [10] of |Vub| = (3.43± 0.33)× 10−3.
The tension between our values of |Vub| and the value of
|Vub| = (4.27 ± 0.38) × 10−3 [12] measured in inclusive
semileptonic B decays remains significant.
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X. APPENDIX
In Tables VIII-XIII, we give the functions describing
the q2 dependence of the selections used to reduce the
backgrounds in the five decays under study. In Table XIV
we give the values of the scaling factors obtained in our fit
to the data for each decay channel. In Tables XV-XXII,
we present the full correlation matrices (elements in %)
of the fitting scaling factors for all the decay channels
under investigation.
The list of all the systematic uncertainties, as well as
their values for the partial and total BFs, are given in
Tables XXIII, XXIV, XXV, XXVI and XXVII for the
five decays. In Table XXIII, we have one column for each
bin of q2 and three columns for various ranges of q2 as
well as the last column for the global result. In row 1,
“Fitted yield”, we give the raw fitted yield as the number
of events. In row 2, “Yield statistical error”, we give the
statistical uncertainty in % for each fitted yield. In row 3,
“Unfolded yield”, we give the yields from row 1 unfolded
to give the true values of the yields in each bin, expressed
as the number of events. In rows 4 and 6, “Efficiency”,
we give the efficiency in % attached to each yield. In rows
5 and 7, “Eff. (without FSR)”, we give the efficiency in
%, modified to remove the FSR effect. In row 8, “∆B”,
we give the values of the partial BFs computed as usual
using the true (unfolded) yields and the efficiencies with
FSR. In row 9, “∆B (without FSR)”, we give the values
of the partial BFs computed as usual using the true (un-
folded) yields and the efficiencies modified to remove the
FSR effect. In rows 10 - 42, we give the contributions in
% to the relative systematic uncertainties for each value
of ∆B as a function of q2. In row 43, “Signal MC statis-
tical error”, we give the statistical uncertainty due to the
number of MC signal events. In row 44, “Total system-
atic error”, we give the total systematic uncertainty in %
for each value of ∆B, obtained as the sum in quadrature
of all the systematic uncertainties in each column. In
row 45, “Fit error” (also denoted total statistical error),
we give the statistical uncertainty in % for each value
of ∆B obtained from propagating the statistical uncer-
tainties on the raw fitted yields, following the unfolding
process and taking into account the efficiencies. In row
46, “Total error”, we first give the total uncertainty in %
for each value of ∆B, obtained as the sum in quadrature
of the total systematic error and the fit error. We then
give, in the last four columns, the total uncertainties in
% for each range of q2, obtained as the sum in quadra-
ture of the total errors for the appropriate number of q2
bins. A similar description applies to the other tables.
In our analysis, we compute the covariance matrix
for each source of uncertainty, and use these matrices
to calculate the uncertainties on the total BFs. The
correlation matrices for the total statistical and system-
atic uncertainties are given in Tables XXVIII and XXXI
for the combined B → πℓ+ν yields, in Tables XXIX
and XXXII for the B+ → π0ℓ+ν yields, in Table XXXIV
for the B+ → ωℓ+ν yields and in Table XXXV for the
B+ → ηℓ+ν yields. Finally, detailed ∆E and mES fit
projections in each q2 bin are also shown in Figs. 13
and 14, respectively, for the combined B → πℓ+ν decays.
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TABLE VIII: q2-dependent selections used in B0 → π−ℓ+ν decays.
cos θℓ < 0.85 for all values of q
2
cos θℓ > 0.00000352q
10 − 0.000235q8 + 0.00513q6 − 0.0383q4 + 0.0299q2 − 0.315
m2miss/2Emiss > −0.5 GeV for all values of q
2
m2miss/2Emiss < −0.0000499q
8 + 0.00238q6 − 0.0342q4 + 0.129q2 + 0.895 GeV
cos θthrust < −0.00000578q
8 + 0.000319q6 − 0.00737q4 + 0.0807q2 + 0.551
θmiss > 0.000829q
4 − 0.0125q2 + 0.34 rad
L2 < −0.000147q6 + 0.00141q4 + 0.0579q2 + 1.54
(q2 is given in units of GeV2)
TABLE IX: q2-dependent selections used in B+ → π0ℓ+ν decays.
cos θℓ < 0.9 for all values of q
2
cos θℓ > −0.75, q
2 <= 1.5 GeV2
cos θℓ > 0.00000891q
10 − 0.00057q8 + 0.0128q6 − 0.12q4 + 0.456q2 − 1.18, q2 > 1.5 GeV2
m2miss/2Emiss > −0.4 GeV for all values of q
2
m2miss/2Emiss < 0.000000167q
10 − 0.0000448q8 + 0.00201q6 − 0.0315q4 + 0.152q2 + 0.744 GeV
cos θthrust < −0.00000146q
10 + 0.0000679q8 − 0.000816q6 − 0.00298q4 + 0.0991q2 + 0.431
θmiss < 2.9 rad for all values of q
2
θmiss > 0.00000464q
10 − 0.000252q8 + 0.00474q6 − 0.0357q4 + 0.0996q2 + 0.306 rad
L2 < −0.00000399q10 + 0.000199q8 − 0.00315q6 + 0.0127q4 + 0.0883q2 + 1.3
p∗lep > 0.00000398q
10 − 0.000251q8 + 0.00538q6 − 0.0459q4 + 0.233q2 + 0.29 GeV
(q2 is given in units of GeV2)
TABLE X: q2-dependent selections used in B+ → ωℓ+ν decays.
m2miss/2Emiss > −0.4 GeV for all values of q
2
m2miss/2Emiss < −0.00000393q
10 + 0.0000411q8 + 0.00305q6 − 0.0623q4 + 0.326q2 + 0.49 GeV
θmiss < 2.65 rad for all values of q
2
θmiss > −0.00000244q
10 + 0.000167q8 − 0.00411q6 + 0.0434q4 − 0.173q2 + 0.483 rad
L2 < −0.00000659q10 + 0.000316q8 − 0.00548q6 + 0.0381q4 − 0.0458q2 + 1.58
p∗lep > −0.0000139q




10 + 0.000449q8 − 0.0129q6 + 0.161q4 − 0.801q2 + 4.28 GeV
p∗
π0
> −0.00000479q10 + 0.000292q8 − 0.00651q6 + 0.0641q4 − 0.278q2 + 0.787 GeV
(q2 is given in units of GeV2)
TABLE XI: q2-dependent selections used in B+ → ηℓ+ν (η → γγ) decays.
cos θℓ < 0.9 for all values of q
2
cos θℓ > −0.0000582q
8 + 0.00242q6 − 0.0302q4 + 0.115q2 − 0.793
m2miss/2Emiss > −0.4 GeV for all values of q
2
m2miss/2Emiss < 0.00000775q
10 − 0.000579q8 + 0.0152q6 − 0.171q4 + 0.72q2 + 0.168 GeV
cos θthrust < −0.0000332q
8 + 0.00153q6 − 0.0249q4 + 0.168q2 + 0.42
θmiss < 2.8 rad for all values of q
2
θmiss > 0.0000782q
8 − 0.00363q6 + 0.0567q4 − 0.32q2 + 0.863 rad
p∗miss < 3.2625 GeV
p∗miss > 0.000101q
8 − 0.00456q6 + 0.0661q4 − 0.239q2 + 0.819 GeV
(q2 is given in units of GeV2)
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TABLE XII: q2-dependent selections used in B+ → ηℓ+ν (η → π+π−π0) decays.
m2miss/2Emiss > −0.4 GeV for all values of q
2
m2miss/2Emiss < 0.0000082q
10 − 0.000551q8 + 0.0136q6 − 0.15q4 + 0.655q2 + 0.0359 GeV
cos θthrust < −0.0000235q
8 + 0.00087q6 − 0.0126q4 + 0.0831q2 + 0.629
θmiss < 2.85 rad for all values of q
2
θmiss > 0.0000682q
8 − 0.00298q6 + 0.0425q4 − 0.206q2 + 0.595 rad
(q2 is given in units of GeV2)
TABLE XIII: q2-dependent selections used in B+ → η′ℓ+ν decays.
m2miss/2Emiss > −0.3 GeV for all values of q
2
m2miss/2Emiss < 0.35q
2 + 0.325 GeV, q2 < 2.5 GeV2
m2miss/2Emiss < 1.2 GeV, 2.5 < q
2 < 4.5 GeV2
m2miss/2Emiss < −0.1q
2 + 1.65 GeV, q2 > 4.5 GeV2
cos θthrust < 0.05q
2 + 0.575, q2 < 6.5 GeV2
cos θthrust < 0.9, 6.5 < q
2 < 12.5 GeV2
cos θthrust < −0.05q
2 + 1.525, q2 > 12.5 GeV2
θmiss > −0.1q
2 + 0.45 rad, q2 < 2.5 GeV2
θmiss > 0.2 rad, 2.5 < q
2 < 5.5 GeV2
θmiss > 0.05q
2 − 0.075 rad, q2 > 5.5 GeV2
(q2 is given in units of GeV2)
TABLE XIV: Values of the scaling factors given by the fit results for each decay channel. The superscripts (uℓν, 1) and (uℓν, 2)
represent the b→ uℓν same-B and both-B backgrounds, respectively, and likewise for the other BB¯ background.
πℓ+ν π−ℓ+ν π0ℓ+ν ωℓ+ν ηℓ+ν ηℓ+ν (γγ) ηℓ+ν (3π) η′ℓ+ν
psignal1 0.88± 0.09 0.89 ± 0.11 0.93 ± 0.14 0.98 ± 0.20 1.08 ± 0.23 1.20 ± 0.27 1.29± 0.29 1.01± 0.35
psignal2 0.92± 0.06 0.89 ± 0.07 1.05 ± 0.10 1.26 ± 0.15 1.23 ± 0.17 0.90 ± 0.19 - -
psignal3 0.94± 0.05 0.90 ± 0.06 1.04 ± 0.09 1.06 ± 0.20 1.11 ± 0.26 1.12 ± 0.31 - -
psignal4 1.00± 0.05 1.01 ± 0.06 0.99 ± 0.09 0.90 ± 0.21 1.01 ± 0.37 0.78 ± 0.39 - -
psignal5 0.99± 0.06 1.02 ± 0.07 0.91 ± 0.11 1.02 ± 0.28 0.70 ± 0.48 0.87 ± 0.62 - -
psignal6 1.12± 0.07 1.13 ± 0.08 1.08 ± 0.12 - - - - -
psignal7 1.00± 0.08 0.98 ± 0.09 1.09 ± 0.14 - - - - -
psignal8 1.06± 0.09 1.01 ± 0.10 1.18 ± 0.18 - - - - -
psignal9 1.20± 0.10 1.18 ± 0.11 1.11 ± 0.20 - - - - -
psignal10 0.97± 0.10 1.01 ± 0.12 0.96 ± 0.24 - - - - -
psignal11 1.18± 0.12 1.55 ± 0.17 0.89 ± 0.23 - - - - -
psignal12 1.19± 0.14 1.19 ± 0.19 - - - - - -
puℓν,11 0.65± 0.05 0.64 ± 0.06 0.68 ± 0.08 0.84 ± 0.08 fixed fixed fixed fixed
puℓν,12 0.81± 0.06 0.76 ± 0.06 - - - - - -
puℓν,21 1.24± 0.09 1.36 ± 0.12 1.17 ± 0.06 - - - - -
puℓν,22 1.04± 0.05 1.16 ± 0.07 - - - - - -
pBB¯,11 0.96± 0.03 0.91 ± 0.03 1.13 ± 0.06 0.95 ± 0.03 0.98 ± 0.02 0.96 ± 0.03 0.96± 0.02 0.98± 0.03
pBB¯,12 1.02± 0.04 1.01 ± 0.04 - - - - - -
pBB¯,21 0.90± 0.02 0.89 ± 0.02 0.90 ± 0.04 - - - - -
pBB¯,22 1.03± 0.03 1.05 ± 0.03 - - - - - -
pcont1 0.91± 0.04 0.90 ± 0.05 0.96 ± 0.05 1.16 ± 0.11 0.86 ± 0.05 0.88 ± 0.06 fixed fixed
pcont2 1.08± 0.11 1.02 ± 0.14 - - - - - -
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TABLE XV: Correlation matrix (elements in %) of the fitted scaling factors for the B → πℓ+ν decay channel. The superscripts













































pπ1 100 27 19 8 0 3 2 5 7 11 10 1 -6 -4 13 1 24 1 18 10 -60 0
pπ2 27 100 16 9 4 2 2 4 7 7 6 1 -9 -3 7 1 4 2 15 8 -36 0
pπ3 19 16 100 15 12 9 10 10 12 5 5 1 -26 -9 8 3 14 18 1 5 -25 1
pπ4 8 9 15 100 19 13 14 10 12 3 2 2 -29 -10 6 4 11 28 -17 -1 -7 2
pπ5 0 4 12 19 100 14 16 10 11 1 0 2 -30 -11 4 5 9 32 -27 -5 2 2
pπ6 3 2 9 13 14 100 17 9 12 2 3 1 -25 -5 0 1 19 10 -15 9 -4 1
pπ7 2 2 10 14 16 17 100 10 14 2 5 1 -30 -4 -3 1 20 14 -14 10 -2 0
pπ8 5 4 10 10 10 9 10 100 19 1 2 0 -31 0 1 1 18 18 4 -10 -5 0
pπ9 7 7 12 12 11 12 14 19 100 4 13 0 -39 8 -17 -4 22 17 11 7 -9 -2
pπ10 11 7 5 3 1 2 2 1 4 100 26 4 -4 -26 -4 11 11 2 6 10 -16 5
pπ11 10 6 5 2 0 3 5 2 13 26 100 0 -4 3 -43 -3 9 0 11 28 -15 -1
pπ12 1 1 1 2 2 1 1 0 0 4 0 100 -4 -13 9 -28 3 3 0 0 0 -34
puℓν,11 -6 -9 -26 -29 -30 -25 -30 -31 -39 -4 -4 -4 100 32 -10 -9 -48 -53 -7 -16 8 -3
puℓν,12 -4 -3 -9 -10 -11 -5 -4 0 8 -26 3 -13 32 100 -66 -45 -20 -26 11 6 8 -20
puℓν,21 13 7 8 6 4 0 -3 1 -17 -4 -43 9 -10 -66 100 35 18 14 -12 -37 -20 16
puℓν,22 1 1 3 4 5 1 1 1 -4 11 -3 -28 -9 -45 35 100 7 12 -7 -11 -1 -11
pBB¯,11 24 4 14 11 9 19 20 18 22 11 9 3 -48 -20 18 7 100 37 4 6 -54 3
pBB¯,12 1 2 18 28 32 10 14 18 17 2 0 3 -53 -26 14 12 37 100 -44 -39 -2 5
pBB¯,21 18 15 1 -17 -27 -15 -14 4 11 6 11 0 -7 11 -12 -7 4 -44 100 44 -22 -3
pBB¯,22 10 8 5 -1 -5 9 10 -10 7 10 28 0 -16 6 -37 -11 6 -39 44 100 -12 -5
pcont1 -60 -36 -25 -7 2 -4 -2 -5 -9 -16 -15 0 8 8 -20 -1 -54 -2 -22 -12 100 0
pcont2 0 0 1 2 2 1 0 0 -2 5 -1 -34 -3 -20 16 -11 3 5 -3 -5 0 100
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TABLE XVI: Correlation matrix (elements in %) of the fitted scaling factors for the B0 → π−ℓ+ν decay channel. The

















































1 100 29 20 7 0 3 2 5 7 9 7 1 -6 -3 14 1 27 1 19 9 -64 1
pπ
−
2 29 100 16 7 3 2 2 4 6 5 5 0 -7 -2 8 1 4 1 15 8 -37 0
pπ
−
3 20 16 100 13 11 9 10 9 11 4 4 1 -24 -8 8 3 14 17 0 4 -26 2
pπ
−
4 7 7 13 100 18 12 14 10 11 2 3 1 -27 -10 5 4 9 27 -19 -3 -6 2
pπ
−
5 0 3 11 18 100 13 15 9 10 0 1 1 -27 -10 4 4 7 31 -28 -7 3 2
pπ
−
6 3 2 9 12 13 100 17 8 11 2 3 1 -24 -4 0 1 17 8 -15 9 -4 1
pπ
−
7 2 2 10 14 15 17 100 10 14 2 5 1 -29 -3 -3 1 18 13 -16 10 -2 0
pπ
−
8 5 4 9 10 9 8 10 100 19 1 2 0 -31 0 0 0 17 18 3 -11 -5 0
pπ
−
9 7 6 11 11 10 11 14 19 100 5 13 0 -39 9 -19 -5 20 16 11 7 -8 -2
pπ
−
10 9 5 4 2 0 2 2 1 5 100 25 3 -3 -22 -9 10 9 2 5 9 -13 5
pπ
−
11 7 5 4 2 1 3 5 2 13 25 100 0 -5 1 -41 -2 7 1 10 26 -9 -1
pπ
−
12 1 0 1 1 1 1 1 0 0 3 0 100 -3 -9 6 -27 2 3 0 0 0 -33
puℓν,11 -6 -7 -24 -27 -27 -24 -29 -31 -39 -3 -5 -3 100 30 -8 -9 -44 -50 -8 -17 7 -4
puℓν,12 -3 -2 -8 -10 -10 -4 -3 0 9 -22 1 -9 30 100 -65 -46 -18 -27 13 10 6 -23
puℓν,21 14 8 8 5 4 0 -3 0 -19 -9 -41 6 -8 -65 100 34 18 12 -12 -38 -20 18
puℓν,22 1 1 3 4 4 1 1 0 -5 10 -2 -27 -9 -46 34 100 7 12 -7 -10 -1 -11
pBB¯,11 27 4 14 9 7 17 18 17 20 9 7 2 -44 -18 18 7 100 33 -3 5 -55 3
pBB¯,12 1 1 17 27 31 8 13 18 16 2 1 3 -50 -27 12 12 33 100 -46 -43 -1 5
pBB¯,21 19 15 0 -19 -28 -15 -16 3 11 5 10 0 -8 13 -12 -7 -3 -46 100 45 -22 -3
pBB¯,22 9 8 4 -3 -7 9 10 -11 7 9 26 0 -17 10 -38 -10 5 -43 45 100 -10 -5
pcont1 -64 -37 -26 -6 3 -4 -2 -5 -8 -13 -9 0 7 6 -20 -1 -55 -1 -22 -10 100 0
pcont2 1 0 2 2 2 1 0 0 -2 5 -1 -33 -4 -23 18 -11 3 5 -3 -5 0 100
TABLE XVII: Correlation matrix (elements in %) of the fitted scaling factors for the B+ → π0ℓ+ν decay channel. The





































1 100 17 13 9 5 2 1 2 5 7 4 -7 13 10 10 -43
pπ
0
2 17 100 13 9 6 3 3 4 6 7 3 -12 12 5 13 -32
pπ
0
3 13 13 100 10 9 7 6 7 8 8 1 -20 17 8 8 -23
pπ
0
4 9 9 10 100 11 9 8 8 8 7 -1 -21 19 11 -1 -14
pπ
0
5 5 6 9 11 100 12 11 10 8 7 -4 -26 23 17 -11 -6
pπ
0
6 2 3 7 9 12 100 10 9 7 6 -4 -22 20 16 -14 -2
pπ
0
7 1 3 6 8 11 10 100 9 8 7 -1 -25 16 14 -7 0
pπ
0
8 2 4 7 8 10 9 9 100 9 8 1 -26 13 14 0 -1
pπ
0
9 5 6 8 8 8 7 8 9 100 12 9 -27 6 15 7 -7
pπ
0
10 7 7 8 7 7 6 7 8 12 100 20 -23 -5 16 9 -11
pπ
0
11 4 3 1 -1 -4 -4 -1 1 9 20 100 6 -57 -4 21 -8
puℓν,11 -7 -12 -20 -21 -26 -22 -25 -26 -27 -23 6 100 -55 -63 -12 10
puℓν,21 13 12 17 19 23 20 16 13 6 -5 -57 -55 100 50 -25 -25
pBB¯,11 10 5 8 11 17 16 14 14 15 16 -4 -63 50 100 -33 -35
pBB¯,21 10 13 8 -1 -11 -14 -7 0 7 9 21 -12 -25 -33 100 -7
pcont1 -43 -32 -23 -14 -6 -2 0 -1 -7 -11 -8 10 -25 -35 -7 100
25
















pω1 100 12 7 10 2 12 7 -46
pω2 12 100 11 7 11 -5 -36 7
pω3 7 11 100 19 26 -24 -3 0
pω4 10 7 19 100 58 -59 26 -15
pω5 2 11 26 58 100 -85 19 3
puℓν1 12 -5 -24 -59 -85 100 -19 -22
pBB¯1 7 -36 -3 26 19 -19 100 -61
pcont1 -46 7 0 -15 3 -22 -61 100














pη,γγ1 100 18 1 -1 9 17 -59
pη,γγ2 18 100 9 10 13 -17 -23
pη,γγ3 1 9 100 12 10 -29 5
pη,γγ4 -1 10 12 100 12 -37 11
pη,γγ5 9 13 10 12 100 -26 -7
pBB¯1 17 -17 -29 -37 -26 100 -45
pcont1 -59 -23 5 11 -7 -45 100




















pη1 100 17 1 0 7 18 -57
pη2 17 100 5 6 8 -9 -23
pη3 1 5 100 8 6 -22 3
pη4 0 6 8 100 8 -29 7
pη5 7 8 6 8 100 -19 -6
pBB¯1 18 -9 -22 -29 -19 100 -47
pcont1 -57 -23 3 7 -6 -47 100











TABLE XXIII: Combined B0 → π−ℓ+ν and B+ → π0ℓ+ν yields, efficiencies (%), ∆B (10−7) and their relative uncertainties
(%). The ∆B and efficiency values labeled “without FSR” are modified to remove FSR effects. This procedure has no significant
impact on the ∆B values.
q2 bins (GeV2) 0-2 2-4 4-6 6-8 8-10 10-12 12-14 14-16 16-18 18-20 20-22 22-26.4 q2<12 q2<16 q2>16 Total
Fitted yield 849.9 1210.4 1447.3 1557.9 1374.9 1293.0 959.4 866.8 870.2 672.6 710.4 635.3 7733.2 9559.4 2888.5 12447.9
Yield statistical error 9.9 6.5 5.3 5.4 6.0 6.0 7.5 8.1 8.1 10.5 10.4 12.1 2.6 3.0 5.6 2.9
Unfolded yield 889.1 1207.8 1431.5 1581.6 1327.2 1368.2 926.5 887.0 948.3 633.9 699.5 547.3 7805.4 9618.9 2829.0 12447.9
π−ℓν Efficiency 6.18 7.39 8.52 8.38 7.94 7.00 6.45 6.13 6.34 6.79 6.77 6.06 - - - -
π−ℓν Eff. (without FSR) 5.93 7.29 8.46 8.46 7.99 7.06 6.49 6.21 6.38 6.88 6.83 6.11 - - - -
π0ℓν Efficiency 4.00 5.14 5.88 6.03 5.21 4.19 3.22 2.81 2.92 3.44 4.45 3.87 - - - -
π0ℓν Eff. (without FSR) 3.95 5.15 5.92 6.05 5.24 4.19 3.22 2.80 2.93 3.45 4.41 3.85 - - - -
∆B 117.2 130.5 134.5 149.3 135.7 162.5 124.8 128.0 132.2 80.9 83.9 74.0 829.7 1082.5 371.0 1453.5
∆B (without FSR) 121.3 131.7 134.9 148.1 134.9 161.6 124.2 126.8 131.5 80.0 83.5 73.6 832.5 1083.5 368.6 1452.1
Tracking efficiency 4.3 1.4 1.3 2.2 2.5 1.3 1.9 1.6 1.0 0.6 3.1 2.0 2.0 2.0 1.3 1.8
Photon efficiency 5.6 2.6 1.1 3.1 3.0 3.0 2.8 3.7 2.9 4.9 3.8 16.2 2.9 3.0 2.7 2.1
K0
L
efficiency 1.5 0.3 0.3 0.5 0.5 0.3 0.5 0.6 0.9 0.6 0.6 0.5 0.4 0.4 0.4 0.4
K0L production spectrum 1.3 0.5 0.6 1.2 3.2 3.2 1.3 2.6 4.0 4.9 1.0 4.2 0.5 0.5 1.3 0.5
K0L energy 0.4 0.3 0.2 0.2 0.3 0.2 0.2 0.2 0.3 0.4 0.5 0.5 0.1 0.1 0.2 0.1
ℓ identification 0.2 1.2 1.4 1.2 1.3 0.9 1.2 1.4 1.2 1.8 1.5 0.8 1.0 1.1 1.3 1.1
π identification 0.2 0.1 0.1 0.1 0.1 0.1 0.2 0.1 0.2 0.2 0.2 0.2 0.1 0.1 0.1 0.1
Bremsstrahlung 0.2 0.1 0.1 0.1 0.2 0.1 0.1 0.1 0.1 0.3 0.2 0.3 0.1 0.1 0.2 0.1
q2 continuum shape 7.8 2.3 2.3 1.2 2.5 1.8 1.4 2.1 2.8 6.7 4.9 15.1 0.4 0.6 3.3 0.6
B(B0 → ρ−ℓ+ν) 0.2 0.2 0.1 0.1 0.2 0.1 0.1 0.3 0.3 1.0 1.1 0.3 0.1 0.1 0.5 0.2
B(B+ → ρ0ℓ+ν) 0.2 0.1 0.1 0.0 0.1 0.1 0.1 0.2 0.1 0.5 0.2 0.4 0.1 0.1 0.1 0.1
B(B+ → ωℓ+ν) 0.2 0.1 0.0 0.0 0.1 0.0 0.1 0.1 0.2 0.3 0.2 0.7 0.1 0.1 0.3 0.1
B(B+ → ηℓ+ν) 0.1 0.0 0.0 0.0 0.0 0.0 0.1 0.1 0.1 0.4 0.3 0.4 0.0 0.0 0.2 0.1
B(B+ → η′ℓ+ν) 0.1 0.0 0.0 0.0 0.0 0.0 0.1 0.1 0.1 0.1 0.1 0.1 0.0 0.0 0.1 0.1
Nonresonant b → uℓν BF 0.2 0.2 0.1 0.2 0.1 0.1 0.1 0.3 0.2 0.8 0.8 1.4 0.1 0.1 0.4 0.2
SF parameters 0.6 0.6 0.5 0.5 0.5 0.1 0.8 0.4 0.6 1.3 5.0 10.5 0.4 0.2 2.8 0.8
B → ρℓν FF 1.1 1.5 2.1 2.0 2.8 2.3 1.3 2.0 3.1 4.2 2.3 15.0 1.5 1.3 2.8 1.0
B0 → π−ℓ+ν FF 0.2 0.0 0.0 0.0 0.0 0.0 0.0 0.1 0.1 0.3 0.1 0.1 0.0 0.0 0.1 0.0
B+ → η(′)ℓ+ν FF 0.1 0.1 0.0 0.0 0.0 0.0 0.1 0.1 0.1 0.2 0.2 0.3 0.1 0.1 0.1 0.1
B+ → ωℓ+ν FF 0.2 0.1 0.1 0.1 0.2 0.1 0.1 0.1 0.1 0.6 0.2 2.4 0.1 0.1 0.7 0.2
B(B → Dℓν) 0.4 0.6 0.2 0.1 0.2 0.2 0.4 0.2 0.4 0.2 0.3 0.2 0.2 0.2 0.2 0.2
B(B → D∗ℓν) 0.4 0.3 0.2 0.1 0.2 0.2 0.2 0.1 0.1 0.3 0.3 0.1 0.2 0.2 0.2 0.2
B(B → D∗∗ℓν) 0.4 0.2 0.2 0.2 0.2 0.2 0.3 0.2 0.2 0.3 0.3 0.2 0.2 0.2 0.1 0.1
Nonresonant b → cℓν BF 0.6 0.3 0.3 0.2 0.2 0.2 0.2 0.3 0.2 0.4 0.2 0.1 0.2 0.2 0.1 0.1
B → Dℓν FF 0.2 0.1 0.2 0.1 0.3 0.1 0.1 0.1 0.2 0.3 0.3 0.1 0.1 0.1 0.1 0.1
B → D∗ℓν FF 0.2 0.1 0.1 0.1 0.1 0.2 0.2 0.4 0.1 0.3 0.6 0.2 0.1 0.1 0.2 0.1
B → D∗∗ℓν FF 0.3 0.1 0.0 0.0 0.6 0.6 0.1 0.7 0.2 0.2 0.2 0.3 0.1 0.2 0.1 0.1
Υ(4S) → B0B¯0 BF 0.6 0.9 0.5 0.6 0.7 0.7 0.9 0.8 0.9 0.6 0.2 0.1 0.7 0.7 0.5 0.7
Secondary lepton 2.0 1.6 1.4 1.0 1.4 0.6 0.4 0.5 0.2 0.9 2.4 0.2 0.8 0.6 0.8 0.7
Final state radiation 0.2 1.6 1.5 1.3 1.3 1.3 1.5 1.1 1.3 0.6 1.3 0.2 1.2 1.3 0.9 1.2
B counting 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6
B lifetimes 0.2 0.2 0.2 0.2 0.2 0.2 0.1 0.1 0.1 0.1 0.2 0.2 0.1 0.2 0.1 0.2
Fit bias 0.7 0.2 1.1 0.1 0.3 0.4 0.5 0.2 0.3 1.0 0.4 0.6 0.4 0.4 0.1 0.3
Signal MC stat error 1.3 1.4 1.2 1.3 1.2 1.3 1.5 1.4 1.3 1.5 1.2 1.4 0.5 0.4 0.6 0.3
Total systematic error 11.2 5.3 4.8 5.3 7.0 6.0 5.1 6.3 7.1 11.2 9.7 29.4 4.5 4.5 6.5 3.8
Fit error 11.5 9.4 8.2 7.8 9.0 8.0 10.6 10.6 10.0 14.7 14.7 18.4 3.6 3.2 5.8 3.0
Total error 16.1 10.8 9.5 9.5 11.4 10.0 11.8 12.3 12.2 18.5 17.6 34.7 5.8 5.5 8.7 4.9
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TABLE XXIV: B0 → π−ℓ+ν yields, efficiencies (%), ∆B (10−7) and their relative uncertainties (%). The ∆B and efficiency
values labeled “without FSR” are modified to remove FSR effects. This procedure has no significant impact on the ∆B values.
q2 bins (GeV2) 0-2 2-4 4-6 6-8 8-10 10-12 12-14 14-16 16-18 18-20 20-22 22-26.4 q2<12 q2<16 q2>16 Total
Fitted yield 630.6 846.6 992.7 1111.7 1022.7 966.0 734.1 662.3 687.2 547.0 656.8 439.0 5570.2 6966.6 2329.9 9296.5
Yield statistical error 12.2 8.2 6.5 6.3 6.9 7.1 8.9 9.6 9.7 12.0 10.7 15.9 3.1 3.6 6.5 3.4
Unfolded yield 649.8 832.6 964.3 1133.4 1003.0 1021.0 714.6 663.8 731.7 502.3 713.0 367.1 5604.1 6982.4 2314.2 9296.5
Efficiency 6.18 7.39 8.52 8.38 7.94 7.00 6.45 6.13 6.34 6.79 6.77 6.06 - - - -
Eff. (without FSR) 5.93 7.29 8.46 8.46 7.99 7.06 6.49 6.21 6.38 6.88 6.83 6.11 - - - -
∆B 117.5 125.9 126.6 151.2 141.3 163.1 123.9 121.1 129.0 82.7 117.8 67.8 825.6 1070.6 397.3 1467.9
∆B (without FSR) 122.5 127.7 127.4 149.8 140.5 161.7 123.1 119.6 128.3 81.6 116.7 67.2 829.6 1072.3 393.8 1466.1
Tracking efficiency 4.9 1.5 1.5 2.5 3.3 2.5 1.9 3.1 2.6 9.5 4.0 14.7 2.2 2.2 2.2 1.9
Photon efficiency 5.0 1.7 0.6 2.3 3.0 2.8 2.4 3.0 1.3 9.2 4.0 17.6 2.3 2.4 1.9 1.6
K0L efficiency 1.4 0.5 0.3 0.4 0.7 0.4 0.6 0.5 0.6 0.5 0.7 0.9 0.4 0.4 0.4 0.4
K0L production spectrum 1.5 0.6 0.7 0.6 1.1 0.5 0.8 0.8 0.6 0.9 1.0 2.2 0.5 0.6 0.6 0.6
K0L energy 0.4 0.5 0.3 0.2 0.4 0.3 0.2 0.2 0.4 0.4 0.4 1.2 0.1 0.1 0.2 0.1
ℓ identification 0.3 1.6 1.2 1.2 1.5 0.9 1.1 1.5 1.1 2.1 0.9 0.5 1.1 1.1 1.0 1.1
π identification 0.2 0.1 0.1 0.1 0.1 0.1 0.1 0.2 0.2 0.2 0.2 0.4 0.1 0.1 0.2 0.2
Bremsstrahlung 0.2 0.1 0.2 0.1 0.2 0.1 0.1 0.1 0.1 0.2 0.1 0.5 0.1 0.1 0.2 0.1
q2 continuum shape 7.8 2.3 1.8 0.7 0.4 0.1 0.9 0.6 1.2 3.5 2.1 0.7 0.4 0.4 1.4 0.4
B(B+ → π0ℓ+ν) 0.2 0.1 0.1 0.0 0.0 0.0 0.1 0.1 0.1 0.3 0.3 1.7 0.1 0.1 0.5 0.1
B(B0 → ρ−ℓ+ν) 0.2 0.2 0.1 0.1 0.3 0.1 0.1 0.2 0.4 0.5 0.6 1.4 0.1 0.1 0.3 0.2
B(B+ → ρ0ℓ+ν) 0.2 0.1 0.1 0.1 0.1 0.1 0.1 0.2 0.1 0.3 0.2 1.2 0.1 0.1 0.2 0.1
B(B+ → ωℓ+ν) 0.2 0.1 0.1 0.1 0.0 0.1 0.1 0.1 0.1 0.4 0.2 1.4 0.1 0.1 0.4 0.1
B(B+ → ηℓ+ν) 0.2 0.1 0.1 0.0 0.0 0.0 0.1 0.1 0.1 0.3 0.3 0.8 0.1 0.1 0.2 0.1
B(B+ → η′ℓ+ν) 0.2 0.1 0.1 0.0 0.1 0.1 0.1 0.1 0.1 0.2 0.1 0.5 0.1 0.1 0.2 0.1
Nonresonant b → uℓν BF 0.2 0.2 0.1 0.2 0.2 0.1 0.1 0.2 0.3 0.7 0.9 1.9 0.1 0.1 0.6 0.2
SF parameters 0.4 0.7 0.6 0.5 0.5 0.1 0.7 0.1 0.6 2.4 2.8 8.1 0.4 0.3 1.6 0.6
B → ρℓν FF 1.2 1.4 1.9 1.8 1.3 1.4 0.8 0.6 1.8 2.7 0.8 3.6 1.5 1.3 0.8 1.1
B0 → π−ℓ+ν FF 0.3 0.1 0.1 0.0 0.1 0.0 0.1 0.1 0.1 0.3 0.0 0.7 0.1 0.1 0.2 0.1
B+ → η(′)ℓ+ν FF 0.2 0.1 0.1 0.0 0.0 0.0 0.1 0.1 0.1 0.2 0.1 0.4 0.1 0.1 0.2 0.1
B+ → ωℓ+ν FF 0.2 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.6 0.1 3.5 0.1 0.1 0.7 0.2
B(B → Dℓν) 0.5 0.7 0.2 0.1 0.2 0.2 0.4 0.3 0.5 0.3 0.3 0.5 0.2 0.2 0.3 0.3
B(B → D∗ℓν) 0.5 0.3 0.2 0.2 0.3 0.3 0.3 0.2 0.2 0.3 0.3 0.5 0.2 0.2 0.2 0.2
B(B → D∗∗ℓν) 0.5 0.2 0.2 0.2 0.2 0.3 0.3 0.3 0.2 0.3 0.3 0.5 0.2 0.2 0.2 0.2
Nonresonant b → cℓν BF 0.7 0.3 0.3 0.2 0.3 0.3 0.3 0.3 0.2 0.5 0.1 0.5 0.3 0.2 0.2 0.2
B → Dℓν FF 0.2 0.1 0.2 0.1 0.2 0.1 0.1 0.2 0.3 0.3 0.2 0.5 0.1 0.1 0.2 0.1
B → D∗ℓν FF 0.2 0.1 0.1 0.1 0.1 0.3 0.2 0.4 0.1 0.3 0.5 0.5 0.1 0.1 0.3 0.2
B → D∗∗ℓν FF 0.2 0.0 0.1 0.1 0.7 0.7 0.3 1.2 0.0 0.4 0.6 0.4 0.3 0.4 0.2 0.3
Υ(4S) → B0B¯0 BF 1.3 1.6 1.2 1.4 1.4 1.3 1.4 1.3 1.3 1.1 0.9 0.7 1.4 1.4 1.1 1.3
Secondary lepton 2.6 1.8 1.7 1.3 1.4 0.7 0.5 0.6 0.2 1.3 2.3 0.9 0.9 0.8 1.0 0.8
Final state radiation 0.0 1.9 1.1 1.5 1.1 1.2 1.1 1.1 1.5 0.2 1.6 1.4 1.2 1.1 1.2 1.1
B counting 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6
Fit bias 1.1 0.1 0.3 0.2 0.0 0.3 0.3 0.2 0.9 0.2 0.6 0.0 0.1 0.0 0.4 0.1
Signal MC stat error 1.5 1.6 1.4 1.4 1.4 1.5 1.6 1.5 1.4 1.7 1.2 1.6 0.6 0.4 0.6 0.3
Total systematic error 11.4 5.4 4.5 5.1 5.8 5.0 4.5 5.5 4.9 14.7 7.8 25.4 4.4 4.4 4.6 3.8
Fit error 14.2 11.6 9.9 9.0 9.9 9.1 12.1 12.4 11.6 16.1 13.0 23.9 4.3 3.8 6.7 3.5
Total error 18.2 12.8 10.9 10.3 11.5 10.4 13.0 13.6 12.6 21.8 15.2 34.9 6.2 5.8 8.1 5.1
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TABLE XXV: B+ → π0ℓ+ν yields, efficiencies (%), ∆B (10−7) and their relative uncertainties (%). The ∆B and efficiency
values labeled “without FSR” are modified to remove FSR effects. This procedure has no significant impact on the ∆B values.
q2 bins (GeV2) 0-2 2-4 4-6 6-8 8-10 10-12 12-14 14-16 16-18 18-20 20-26.4 q2<12 q2<16 q2>16 Total
Fitted yield 236.3 386.7 452.2 449.2 351.3 320.5 230.8 189.9 156.0 138.8 292.5 2196.1 2616.8 587.3 3204.1
Yield statistical error 14.5 9.7 9.0 9.3 11.5 11.3 13.3 15.0 18.0 24.9 27.2 4.3 4.9 17.0 5.3
Unfolded yield 259.6 408.5 453.5 448.3 322.9 339.0 225.1 210.0 175.7 140.3 221.4 2231.7 2666.7 537.3 3204.1
Efficiency 4.00 5.14 5.88 6.03 5.21 4.19 3.22 2.81 2.92 3.44 4.18 - - - -
Eff. (without FSR) 3.95 5.15 5.92 6.05 5.24 4.19 3.22 2.80 2.93 3.45 4.15 - - - -
∆B 68.0 83.3 80.9 78.0 65.0 84.8 73.3 78.3 63.1 42.8 55.6 460.0 611.6 161.5 773.1
∆B (without FSR) 68.9 83.2 80.3 77.8 64.6 84.9 73.3 78.6 62.9 42.7 56.0 459.7 611.6 161.5 773.1
Tracking efficiency 2.6 1.6 0.2 0.5 0.9 0.8 0.7 0.8 1.0 2.0 3.6 0.9 0.7 1.0 0.7
Photon efficiency 5.5 5.2 0.6 3.0 1.6 3.1 3.9 2.7 1.4 8.9 5.5 2.6 2.5 1.3 2.2
K0L efficiency 1.7 0.5 0.3 0.6 0.5 0.4 0.7 0.8 1.3 1.3 1.3 0.5 0.4 1.0 0.5
K0L production spectrum 1.0 0.8 0.9 0.6 0.6 0.7 0.7 0.8 2.2 1.4 1.4 0.3 0.3 1.5 0.5
K0L energy 0.7 0.8 0.5 0.3 0.5 0.5 0.4 0.9 0.5 2.1 1.5 0.3 0.3 0.8 0.4
ℓ identification 1.0 0.2 1.5 1.0 1.0 0.7 1.3 1.0 0.8 0.8 2.9 0.6 0.7 1.5 0.9
Bremsstrahlung 0.1 0.1 0.1 0.2 0.2 0.1 0.3 0.1 0.2 1.1 0.4 0.1 0.1 0.4 0.2
q2 continuum shape 9.7 2.7 3.3 2.9 1.8 0.6 0.1 1.0 3.7 12.9 12.2 1.2 0.8 6.9 1.1
B(B0 → π−ℓ+ν) BF 0.2 0.1 0.1 0.1 0.2 0.1 0.2 0.1 0.2 0.5 2.5 0.1 0.1 1.0 0.3
B(B0 → ρ−ℓ+ν) 0.3 0.2 0.1 0.4 0.1 0.1 0.1 0.4 0.2 2.5 1.1 0.1 0.1 0.4 0.2
B(B+ → ρ0ℓ+ν) 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.2 0.6 1.1 0.1 0.1 0.6 0.1
B(B+ → ωℓ+ν) 0.2 0.1 0.1 0.1 0.2 0.2 0.3 0.1 0.5 0.5 2.2 0.1 0.1 1.0 0.2
B(B+ → ηℓ+ν) 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.2 0.2 0.7 0.5 0.1 0.1 0.4 0.2
B(B+ → η′ℓ+ν) 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.2 0.2 0.4 0.3 0.1 0.1 0.3 0.1
Nonresonant b → uℓν BF 0.2 0.1 0.2 0.4 0.4 0.4 0.2 0.6 0.2 1.6 3.1 0.2 0.3 1.4 0.5
SF parameters 1.6 0.5 0.7 0.7 0.8 0.3 0.8 1.8 1.2 0.6 14.0 0.6 0.2 4.5 1.0
B → ρℓν FF 0.1 1.7 1.9 2.2 3.0 0.8 1.6 0.5 0.7 4.0 6.6 1.6 1.4 1.6 1.4
B+ → π0ℓ+ν FF 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.2 0.6 0.5 0.1 0.1 0.4 0.2
B+ → η(′)ℓ+ν FF 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.2 0.6 0.4 0.1 0.1 0.4 0.1
B+ → ωℓ+ν FF 0.4 0.1 0.1 0.1 0.6 0.1 0.2 0.4 0.5 1.4 6.8 0.1 0.1 2.3 0.5
B(B → Dℓν) 0.3 0.2 0.3 0.3 0.5 0.2 0.3 0.1 0.3 0.6 0.3 0.2 0.1 0.3 0.1
B(B → D∗ℓν) 0.2 0.3 0.4 0.4 0.5 0.2 0.2 0.2 0.3 0.5 0.4 0.3 0.2 0.3 0.2
B(B → D∗∗ℓν) 0.4 0.2 0.2 0.2 0.2 0.3 0.3 0.2 0.3 0.7 0.6 0.2 0.2 0.4 0.2
Nonresonant b → cℓν BF 0.4 0.2 0.2 0.1 0.5 0.2 0.2 0.2 0.3 0.6 0.6 0.2 0.2 0.4 0.2
B → Dℓν FF 0.2 0.1 0.1 0.1 0.2 0.2 0.1 0.1 0.2 0.5 0.9 0.1 0.1 0.5 0.2
B → D∗ℓν FF 0.2 0.1 0.2 0.3 0.5 0.2 0.2 0.2 0.2 0.5 1.3 0.2 0.2 0.5 0.2
B → D∗∗ℓν FF 0.4 0.2 0.2 0.2 0.2 0.3 0.3 0.2 0.3 0.7 0.6 0.3 0.2 0.4 0.2
Υ(4S) → B0B¯0 BF 1.4 1.2 1.3 1.3 1.3 1.3 1.1 1.3 1.1 1.4 1.3 1.3 1.3 1.2 1.3
Secondary lepton 1.6 0.2 0.4 0.3 0.9 0.3 0.4 0.4 0.6 1.3 1.7 0.4 0.3 0.9 0.4
Final state radiation 0.2 1.2 1.9 0.7 2.3 1.2 2.5 1.0 0.4 2.1 0.2 1.3 1.4 0.8 1.3
B counting 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6
Signal MC stat error 1.9 1.8 2.3 1.7 2.6 2.1 2.8 2.6 2.5 2.4 1.5 0.8 0.5 0.9 0.4
Total systematic error 12.1 6.9 5.5 5.7 5.9 4.7 6.2 5.2 6.0 17.9 24.2 4.4 3.8 10.1 4.0
Fit error 17.0 14.1 14.9 15.3 20.0 16.5 20.9 21.2 25.8 40.7 39.4 6.6 5.3 17.8 5.7
Total error 20.9 15.7 15.9 16.4 20.9 17.1 21.9 21.9 26.5 44.5 46.3 7.9 6.5 20.4 6.9
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TABLE XXVI: B+ → ωℓ+ν and combined B+ → ηℓ+ν (3π and γγ decay channels) yields, efficiencies(%), ∆B (10−7) and their
relative uncertainties (%).
Decay mode ωℓ+ν ηℓ+ν (3π and γγ combined)
q2 bins (GeV2) 0-4 4-8 8-12 12-16 16-20.2 0-20.2 0-4 4-8 8-2 12-16 16-22.4 0-22.4
Fitted yield 292.6 567.5 217.6 253.5 529.7 1860.8 231.4 348.1 153.1 93.7 41.0 867.3
Yield statistical error 20.5 12.1 18.5 23.4 27.6 12.5 20.9 13.9 23.8 36.2 69.6 11.6
Unfolded yield 282.2 590.8 267.7 301.7 418.5 1860.8 231.4 349.8 155.7 96.1 34.3 867.3
Efficiency 2.14 2.19 0.99 1.28 1.83 - 2.64 3.48 1.93 1.51 1.20 -
∆B 138.1 283.0 284.6 246.7 239.8 1192.2 91.7 105.4 84.7 66.8 30.0 378.6
Tracking efficiency 6.1 2.0 2.2 5.9 2.6 2.3 3.1 0.2 1.2 2.4 17.3 1.1
Photon efficiency 9.6 3.6 8.5 9.7 15.3 1.8 10.8 5.2 3.2 6.4 38.3 5.7
K0L efficiency 0.8 0.9 0.6 1.7 2.6 0.8 1.8 0.4 1.4 3.6 5.3 0.9
K0L production spectrum 1.8 1.1 1.2 1.5 2.3 0.8 1.5 1.5 1.7 1.8 12.4 1.4
K0L energy 1.0 0.6 1.0 1.4 2.2 0.8 1.1 0.5 0.4 2.9 10.1 1.1
ℓ identification 1.9 0.2 1.6 2.4 2.5 0.7 0.3 1.5 1.8 3.7 23.6 3.3
π identification 0.4 0.3 0.3 0.4 0.5 0.4 0.3 0.1 0.2 0.5 3.9 0.5
Bremsstrahlung 0.3 0.1 0.2 0.3 0.6 0.2 0.6 0.2 0.3 0.7 0.8 0.3
q2 continuum shape 4.6 2.4 4.5 11.0 21.1 3.2 - - - - - -
B(B0 → π−ℓ+ν) 0.2 0.1 0.1 0.4 0.6 0.2 0.1 0.0 0.0 0.1 3.5 0.2
B(B+ → π0ℓ+ν) 0.2 0.0 0.1 0.2 0.6 0.2 0.4 0.7 1.3 3.0 13.5 2.2
B(B0 → ρ−ℓ+ν) 1.1 0.3 0.2 0.9 6.4 1.4 0.4 0.2 0.6 2.2 36.2 3.4
B(B+ → ρ0ℓ+ν) 0.3 0.1 0.2 0.3 1.8 0.3 0.1 0.1 0.1 0.3 8.9 0.7
B(B+ → ωℓ+ν) - - - - - - 0.2 0.4 0.2 1.3 21.1 2.1
B(B+ → ηℓ+ν) 0.2 0.1 0.1 0.2 0.8 0.2 - - - - - -
B(B+ → η′ℓ+ν) 0.3 0.0 0.1 0.3 0.4 0.2 0.2 0.1 0.1 0.3 3.1 0.4
Nonresonant b → uℓν BF 1.1 0.3 0.2 0.5 5.7 1.0 0.6 0.6 1.4 3.8 46.8 5.0
η and ω BFs 1.1 0.6 1.0 0.6 0.4 0.7 0.5 0.6 0.7 0.8 4.8 0.8
SF parameters 0.6 1.0 0.3 4.2 11.5 3.4 1.4 2.0 2.3 3.9 79.2 8.3
B → ρℓν FF 2.0 0.2 0.1 1.7 7.8 1.6 0.2 0.9 1.0 0.4 6.8 0.2
B0 → π−ℓ+ν FF 0.1 0.2 0.1 0.4 0.9 0.3 0.3 0.5 0.3 0.3 1.5 0.1
B+ → ηℓ+ν FF 0.2 0.1 0.1 0.2 0.6 0.2 1.9 1.7 1.5 1.0 0.8 1.4
B+ → ωℓ+ν FF 22.6 4.9 9.1 11.3 10.0 3.3 0.3 1.4 0.3 0.4 7.1 0.3
B(B → Dℓν) 0.5 0.5 0.3 0.3 0.8 0.3 0.4 0.7 0.6 0.6 5.8 0.6
B(B → D∗ℓν) 0.6 0.2 0.3 0.7 1.3 0.5 0.4 0.6 0.4 1.2 5.2 0.6
B(B → D∗∗ℓν) 0.7 0.4 0.5 0.4 1.5 0.3 0.7 0.3 0.3 0.6 4.4 0.5
Nonresonant b → cℓν BF 0.6 0.2 0.2 0.3 1.2 0.2 0.9 0.2 0.6 0.6 3.4 0.3
B → Dℓν FF 0.8 0.5 0.2 0.3 0.4 0.2 0.2 0.1 0.8 0.6 4.1 0.4
B → D∗ℓν FF 0.5 0.5 0.3 0.8 2.7 0.8 0.5 0.5 0.8 1.3 9.5 0.7
B → D∗∗ℓν FF 1.3 1.1 0.2 0.3 1.2 0.3 0.3 2.3 0.2 1.6 0.7 0.7
B(Υ(4S) → B0B¯0) 1.7 1.1 1.1 1.4 0.6 1.1 1.3 1.2 1.6 1.7 4.3 1.5
Secondary lepton 0.9 0.6 0.4 1.8 2.6 0.6 1.1 0.5 0.8 5.7 11.1 1.8
Final state radiation 1.3 2.6 1.8 2.5 3.1 1.0 4.2 3.1 2.0 3.7 17.4 0.3
B counting 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6
Signal MC stat error 2.0 1.7 3.2 3.0 2.3 0.8 1.7 1.4 1.8 1.4 0.4 0.6
Total systematic error 26.3 8.1 14.2 20.9 33.5 7.4 12.8 7.6 7.2 13.8 117.5 13.2
Fit error 24.6 14.0 23.7 31.8 35.9 13.0 23.5 15.9 28.4 42.3 92.5 13.7
Total error 36.0 16.1 27.6 38.1 49.1 15.0 26.8 17.6 29.3 44.5 149.5 19.0
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TABLE XXVII: B+ → η(′)ℓ+ν yields, efficiencies(%), ∆B (10−7) and their relative uncertainties (%).
Decay mode η′ℓ+ν ηℓ+ν (3π) ηℓ+ν (γγ)
q2 bins (GeV2) 0-18.7 0-22.4 0-4 4-8 8-12 12-16 16-22.4 0-22.4
Fitted yield 141.1 279.8 192.3 186.1 105.5 49.5 36.8 570.1
Yield statistical error 25.6 22.1 22.4 21.6 27.9 50.4 71.2 15.3
Unfolded yield 141.1 279.8 201.7 173.5 112.6 46.8 35.5 570.1
Efficiency 0.61 0.63 1.99 2.56 1.32 1.03 0.89 -
∆B 242.3 464.4 106.4 71.2 89.7 47.5 42.0 356.9
Tracking efficiency 4.1 1.0 2.1 0.7 3.0 5.5 9.3 0.8
Photon efficiency 3.3 3.9 8.5 8.3 7.7 22.1 28.1 8.5
K0L efficiency 1.2 1.2 1.8 1.1 1.0 3.8 3.2 1.0
K0L production spectrum 2.8 0.7 1.5 3.1 1.8 4.2 12.3 1.9
K0L energy 1.2 0.7 1.5 1.1 0.7 7.1 6.5 1.3
ℓ identification 2.5 3.7 0.3 1.9 2.0 1.8 18.0 3.2
π identification 0.7 0.6 - - - - - -
Bremsstrahlung 0.5 0.3 0.3 0.3 0.2 1.0 0.3 0.2
Continuum yield 5.8 3.3 - - - - - -
B(B0 → π−ℓ+ν) 0.0 0.1 0.2 0.1 0.1 0.3 2.7 0.4
B(B+ → π0ℓ+ν) 0.2 0.1 0.5 1.4 1.7 5.9 12.4 3.1
B(B+ → η(′)ℓ+ν) 0.4 0.4 0.2 0.3 0.1 0.6 2.1 0.4
B(B0 → ρ−ℓ+ν) 0.7 1.5 0.5 0.4 0.8 3.6 23.4 3.4
B(B+ → ρ0ℓ+ν) 0.0 0.6 0.1 0.1 0.2 0.7 5.2 0.6
B(B+ → ωℓ+ν) 1.4 1.6 0.2 0.7 0.2 1.1 10.3 1.6
Nonresonant b → uℓν BF 3.2 3.5 0.2 1.0 1.5 4.7 29.7 4.7
η BF 2.0 1.3 0.6 0.7 0.7 0.7 1.7 0.6
SF parameters 4.3 7.4 0.8 2.7 1.9 3.4 49.3 7.4
B → ρℓν FF 0.1 1.4 0.2 1.5 0.8 0.7 4.5 0.2
B0 → π−ℓ+ν FF 0.0 0.0 0.0 0.1 0.0 0.2 0.9 0.1
B+ → ηℓ+ν FF 0.9 0.9 0.1 0.1 0.1 0.7 1.8 0.4
B+ → ωℓ+ν FF 0.9 2.2 0.5 2.3 0.7 1.0 3.6 0.3
B(B → Dℓν) 0.6 0.8 0.4 0.7 0.2 1.4 4.5 0.6
B(B → D∗ℓν) 0.3 0.4 0.2 0.8 0.1 2.2 3.9 0.6
B(B → D∗∗ℓν) 0.6 0.2 0.5 0.3 0.5 1.2 2.5 0.5
Nonresonant b → cℓν BF 0.1 0.1 0.4 0.5 0.3 1.2 2.8 0.6
B → Dℓν FF 0.1 0.1 0.2 0.2 0.5 0.7 2.7 0.4
B → D∗ℓν FF 0.4 0.5 0.3 0.5 0.2 2.6 7.7 1.1
B → D∗∗ℓν FF 0.5 0.1 0.5 1.0 1.0 1.4 3.1 0.1
B(Υ(4S) → B0B¯0) 1.3 1.0 1.4 1.4 1.7 3.4 3.2 1.9
Secondary lepton 3.2 1.7 1.3 0.9 0.5 7.6 3.5 1.1
Final state radiation 1.5 1.0 4.2 3.0 2.3 3.8 17.1 0.1
B counting 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6
Signal MC stat error 1.4 1.0 1.9 1.8 2.1 1.8 0.4 0.7
Total systematic error 11.5 11.2 10.6 11.0 10.2 28.2 77.7 14.1
Fit error 34.9 22.1 24.0 26.4 31.4 62.4 81.8 17.7
Total error 36.7 24.8 26.2 28.6 33.0 68.5 112.9 22.7
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TABLE XXVIII: Correlation matrix of the partial ∆B(B → πℓ+ν, q2) statistical uncertainties.
q2 bins (GeV2) 0-2 2-4 4-6 6-8 8-10 10-12 12-14 14-16 16-18 18-20 20-22 22-26.4
0-2 1.00 -0.11 0.20 0.02 -0.01 0.03 0.01 0.03 0.05 0.09 0.08 -0.02
2-4 -0.11 1.00 -0.31 0.14 -0.02 0.01 -0.00 0.01 0.02 0.03 0.03 -0.01
4-6 0.20 -0.31 1.00 -0.30 0.16 0.02 0.06 0.05 0.07 0.02 0.02 -0.00
6-8 0.02 0.14 -0.30 1.00 -0.24 0.14 0.06 0.05 0.07 0.00 0.01 0.00
8-10 -0.01 -0.02 0.16 -0.24 1.00 -0.24 0.16 0.04 0.07 -0.01 -0.01 0.01
10-12 0.03 0.01 0.02 0.14 -0.24 1.00 -0.18 0.09 0.07 0.00 0.02 -0.00
12-14 0.01 -0.00 0.06 0.06 0.16 -0.18 1.00 -0.20 0.13 -0.01 0.03 -0.01
14-16 0.03 0.01 0.05 0.05 0.04 0.09 -0.20 1.00 -0.06 0.01 -0.02 -0.01
16-18 0.05 0.02 0.07 0.07 0.07 0.07 0.13 -0.06 1.00 -0.19 0.09 -0.06
18-20 0.09 0.03 0.02 0.00 -0.01 0.00 -0.01 0.01 -0.19 1.00 0.03 -0.06
20-22 0.08 0.03 0.02 0.01 -0.01 0.02 0.03 -0.02 0.09 0.03 1.00 -0.37
22-26.4 -0.02 -0.01 -0.00 0.00 0.01 -0.00 -0.01 -0.01 -0.06 -0.06 -0.37 1.00
TABLE XXIX: Correlation matrix of the partial ∆B(B0 → π−ℓ+ν, q2) statistical uncertainties.
q2 bins (GeV2) 0-2 2-4 4-6 6-8 8-10 10-12 12-14 14-16 16-18 18-20 20-22 22-26.4
0-2 1.00 -0.07 0.20 0.02 -0.01 0.03 0.01 0.03 0.05 0.07 0.06 -0.01
2-4 -0.07 1.00 -0.28 0.12 -0.02 0.00 -0.01 0.01 0.02 0.02 0.02 -0.01
4-6 0.20 -0.28 1.00 -0.29 0.14 0.02 0.05 0.05 0.07 0.02 0.02 0.00
6-8 0.02 0.12 -0.29 1.00 -0.22 0.13 0.06 0.05 0.06 0.00 0.01 0.00
8-10 -0.01 -0.02 0.14 -0.22 1.00 -0.23 0.15 0.04 0.06 -0.01 -0.00 0.01
10-12 0.03 0.00 0.02 0.13 -0.23 1.00 -0.16 0.08 0.07 0.00 0.02 -0.00
12-14 0.01 -0.01 0.05 0.06 0.15 -0.16 1.00 -0.18 0.13 -0.00 0.04 -0.01
14-16 0.03 0.01 0.05 0.05 0.04 0.08 -0.18 1.00 -0.04 0.01 -0.01 -0.01
16-18 0.05 0.02 0.07 0.06 0.06 0.07 0.13 -0.04 1.00 -0.16 0.10 -0.05
18-20 0.07 0.02 0.02 0.00 -0.01 0.00 -0.00 0.01 -0.16 1.00 0.05 -0.05
20-22 0.06 0.02 0.02 0.01 -0.00 0.02 0.04 -0.01 0.10 0.05 1.00 -0.30
22-26.4 -0.01 -0.01 0.00 0.00 0.01 -0.00 -0.01 -0.01 -0.05 -0.05 -0.30 1.00
TABLE XXX: Correlation matrix of the partial ∆B(B+ → π0ℓ+ν, q2) statistical uncertainties.
q2 bins (GeV2) 0-2 2-4 4-6 6-8 8-10 10-12 12-14 14-16 16-18 18-20 20-26.4
0-2 1.00 -0.21 0.17 0.01 0.03 0.01 0.01 0.01 0.04 0.05 0.02
2-4 -0.21 1.00 -0.37 0.18 -0.02 0.02 0.01 0.02 0.03 0.03 0.01
4-6 0.17 -0.37 1.00 -0.40 0.18 -0.01 0.04 0.03 0.04 0.04 -0.01
6-8 0.01 0.18 -0.40 1.00 -0.38 0.16 -0.00 0.04 0.03 0.03 -0.02
8-10 0.03 -0.02 0.18 -0.38 1.00 -0.33 0.15 0.02 0.04 0.04 -0.05
10-12 0.01 0.02 -0.01 0.16 -0.33 1.00 -0.32 0.12 0.01 0.03 -0.04
12-14 0.01 0.01 0.04 -0.00 0.15 -0.32 1.00 -0.28 0.09 0.02 -0.03
14-16 0.01 0.02 0.03 0.04 0.02 0.12 -0.28 1.00 -0.23 0.07 -0.03
16-18 0.04 0.03 0.04 0.03 0.04 0.01 0.09 -0.23 1.00 -0.20 0.03
18-20 0.05 0.03 0.04 0.03 0.04 0.03 0.02 0.07 -0.20 1.00 -0.18
20-26.4 0.02 0.01 -0.01 -0.02 -0.05 -0.04 -0.03 -0.03 0.03 -0.18 1.00
32
TABLE XXXI: Correlation matrix of the partial ∆B(B → πℓ+ν, q2) systematic uncertainties.
q2 bins (GeV2) 0-2 2-4 4-6 6-8 8-10 10-12 12-14 14-16 16-18 18-20 20-22 22-26.4
0-2 1.00 0.02 0.10 0.39 0.51 0.35 0.58 0.43 0.09 0.10 0.29 -0.15
2-4 0.02 1.00 0.55 0.67 0.37 0.46 0.49 0.43 0.08 0.03 0.35 -0.06
4-6 0.10 0.55 1.00 0.61 0.60 0.32 0.49 0.53 -0.05 0.30 0.52 -0.21
6-8 0.39 0.67 0.61 1.00 0.41 0.78 0.52 0.41 0.34 -0.05 0.47 0.08
8-10 0.51 0.37 0.60 0.41 1.00 -0.00 0.78 0.88 -0.36 0.58 0.58 -0.49
10-12 0.35 0.46 0.32 0.78 -0.00 1.00 0.28 0.08 0.65 -0.32 0.22 0.27
12-14 0.58 0.49 0.49 0.52 0.78 0.28 1.00 0.80 -0.03 0.44 0.41 -0.41
14-16 0.43 0.43 0.53 0.41 0.88 0.08 0.80 1.00 -0.30 0.63 0.53 -0.61
16-18 0.09 0.08 -0.05 0.34 -0.36 0.65 -0.03 -0.30 1.00 -0.53 -0.01 0.57
18-20 0.10 0.03 0.30 -0.05 0.58 -0.32 0.44 0.63 -0.53 1.00 0.35 -0.67
20-22 0.29 0.35 0.52 0.47 0.58 0.22 0.41 0.53 -0.01 0.35 1.00 -0.15
22-26.4 -0.15 -0.06 -0.21 0.08 -0.49 0.27 -0.41 -0.61 0.57 -0.67 -0.15 1.00
TABLE XXXII: Correlation matrix of the partial ∆B(B0 → π−ℓ+ν, q2) systematic uncertainties.
q2 bins (GeV2) 0-2 2-4 4-6 6-8 8-10 10-12 12-14 14-16 16-18 18-20 20-22 22-26.4
0-2 1.00 -0.10 0.10 0.42 0.60 0.42 0.57 0.47 0.18 0.11 0.31 -0.19
2-4 -0.10 1.00 0.48 0.59 0.41 0.48 0.47 0.45 0.18 0.05 0.30 -0.05
4-6 0.10 0.48 1.00 0.69 0.55 0.46 0.35 0.41 0.10 0.16 0.44 0.10
6-8 0.42 0.59 0.69 1.00 0.75 0.75 0.66 0.65 0.27 0.08 0.61 -0.06
8-10 0.60 0.41 0.55 0.75 1.00 0.54 0.74 0.85 0.09 0.33 0.49 -0.35
10-12 0.42 0.48 0.46 0.75 0.54 1.00 0.57 0.49 0.49 -0.17 0.59 0.07
12-14 0.57 0.47 0.35 0.66 0.74 0.57 1.00 0.72 0.33 0.21 0.36 -0.29
14-16 0.47 0.45 0.41 0.65 0.85 0.49 0.72 1.00 0.15 0.40 0.40 -0.46
16-18 0.18 0.18 0.10 0.27 0.09 0.49 0.33 0.15 1.00 -0.37 0.47 0.25
18-20 0.11 0.05 0.16 0.08 0.33 -0.17 0.21 0.40 -0.37 1.00 -0.38 -0.71
20-22 0.31 0.30 0.44 0.61 0.49 0.59 0.36 0.40 0.47 -0.38 1.00 0.33
22-26.4 -0.19 -0.05 0.10 -0.06 -0.35 0.07 -0.29 -0.46 0.25 -0.71 0.33 1.00
TABLE XXXIII: Correlation matrix of the partial ∆B(B+ → π0ℓ+ν, q2) systematic uncertainties.
q2 bins (GeV2) 0-2 2-4 4-6 6-8 8-10 10-12 12-14 14-16 16-18 18-20 20-26.4
0-2 1.00 0.25 -0.32 -0.06 -0.25 0.27 0.28 0.04 0.07 0.15 -0.31
2-4 0.25 1.00 0.40 0.76 0.21 0.65 0.60 0.12 0.01 0.16 0.01
4-6 -0.32 0.40 1.00 0.59 0.63 0.34 0.31 0.18 0.02 -0.17 0.34
6-8 -0.06 0.76 0.59 1.00 0.40 0.63 0.53 0.17 0.17 0.18 0.25
8-10 -0.25 0.21 0.63 0.40 1.00 0.19 0.25 0.13 0.00 -0.15 0.42
10-12 0.27 0.65 0.34 0.63 0.19 1.00 0.61 0.39 0.32 0.38 0.01
12-14 0.28 0.60 0.31 0.53 0.25 0.61 1.00 0.28 0.22 0.36 -0.08
14-16 0.04 0.12 0.18 0.17 0.13 0.39 0.28 1.00 0.31 0.32 -0.18
16-18 0.07 0.01 0.02 0.17 0.00 0.32 0.22 0.31 1.00 0.59 -0.06
18-20 0.15 0.16 -0.17 0.18 -0.15 0.38 0.36 0.32 0.59 1.00 -0.08
20-26.4 -0.31 0.01 0.34 0.25 0.42 0.01 -0.08 -0.18 -0.06 -0.08 1.00
33
TABLE XXXIV: Correlation matrix of the partial ∆B(B+ → ωℓ+ν, q2) statistical and systematic uncertainties.
Statistical Systematic
q2 bins (GeV2) 0-4 4-8 8-12 12-16 16-20.2 0-4 4-8 8-12 12-16 16-20.2
0-4 1.00 -0.12 0.07 0.10 -0.02 1.00 0.23 -0.25 -0.20 -0.38
4-8 -0.12 1.00 -0.13 0.03 0.08 0.23 1.00 -0.53 -0.62 0.17
8-12 0.07 -0.13 1.00 -0.08 0.19 -0.25 -0.53 1.00 0.82 -0.16
12-16 0.10 0.03 -0.08 1.00 0.12 -0.20 -0.62 0.82 1.00 -0.22
16-20.2 -0.02 0.08 0.19 0.12 1.00 -0.38 0.17 -0.16 -0.22 1.00
TABLE XXXV: Correlation matrix of the partial ∆B(B+ → ηℓ+ν, q2) statistical and systematic uncertainties.
Statistical Systematic
q2 bins (GeV2) 0-4 4-8 8-12 12-16 16-22.4 0-4 4-8 8-12 12-16 16-22.4
0-4 1.00 -0.04 0.02 -0.02 0.06 1.00 -0.31 0.46 0.23 0.26
4-8 -0.04 1.00 -0.12 0.06 0.06 -0.31 1.00 0.12 -0.17 0.00
8-12 0.02 -0.12 1.00 -0.07 0.06 0.46 0.12 1.00 0.45 0.49
12-16 -0.02 0.06 -0.07 1.00 -0.14 0.23 -0.17 0.45 1.00 0.62
16-22.4 0.06 0.06 0.06 -0.14 1.00 0.26 0.00 0.49 0.62 1.00
E (GeV)∆
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FIG. 13: (color online) ∆E yield fit projections in the signal-enhanced region, with mES > 5.2675 GeV, obtained in 12 q
2 bins
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FIG. 14: (color online) mES yield fit projections in the signal-enhanced region, with −0.16 < ∆E < 0.20 GeV, obtained in
12 q2 bins from the fit to the experimental data for combined B0 → π−ℓ+ν and B+ → π0ℓ+ν decays. The fit was done using
the full ∆E-mES fit region.
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