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ABSTRACT 
A complex matrix S is quasistoyhastic if all its row sums are 1. Matices A and B 
are stochastically similar if B = Ss-‘, where S is quasistochastic. We obtain a 
necessary and sufficient condition for algiven complex matrix A to be stochastically 
similar to a matrix with any diagonal elen ents the sum of which equals trace A. Then 
an inverse elementary divisor result for qi iasistochastic matrices is obtained. 
1. INTRODUCTION 
Given any n X n complex matrix A, Parker [5] proved that there exists a 
matrix B with equal diagonal elements unitarily similar to A. 
In [I] Johnson and Shapiro considered all the possible diagonals of 
matrices similar, not necessarily unitarily, to a given matrix A. They proved 
[l, Theorem 31 that if A # crZ,, where Z, is the n X n identity matrix (i.e., 
A is not a scalar matrix) and if bi, i = 1,. . . , n, are any numbers satisfying 
EYE i bi = trace A, then A is similar to an n X n matrix B = (bjj) with 
bii = bi, i = 1,. . . , n. This means that if A is not a scalar matrix, then the 
diagonals of the matrices B = (bij) similar to A are subject only to the 
constraint Cr= i bii = trace A and are otherwise arbitrary. This generalizes a 
result of L. Mirsky [4, Theorem 11. 
Recall [2] that an n X n matrix S is called quasistochastic if all its row 
sums are 1. That is, S is quasistochastic if and only if Se = e, where 
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e = (1 >--*> l)T. We say that two n X n matrices A and B are stochastically 
similar if there exists a nonsingular quasistochastic matrix S such that 
B = SAS-‘. 
In [2] stochastic similarity is considered and an analogue to the Parker 
theorem is obtained. It is proved [2, Theorem 1’1 that there exists a matrix B 
with equal diagonal elements stochastically similar to a given n X n complex 
matrix A if and only if A - [(trace A)/n]Z,, is not of the form 
Note that Cy= 1 ui = 0, with at least one nonzero ai, means that the matrix (1) 
is a rank 1 nilpotent matrix (of special form). 
In the present paper we consider again stochastic similarity and obtain an 
analogue to the Johnson-Shapiro theorem. We prove that if A is not a scalar 
matrix and A - [(trace A)/n]Z,, is not of the form (11, then the diagonals of 
the matrices Z3 = (bij), stochastically similar to A, are subject only to the 
constraint Cy= 1 bii = trace A and are otherwise arbitrary (Theorem 1). 
In [2] an inverse elementary divisor problem for quasistochastic matrices 
was considered. It was proved [2, Theorem 21 that for n > 3 there exists an 
n X n quasistochastic matrix B with equal diagonal elements and with 
prescribed elementary divisors, provided the set of elementary divisors in- 
cludes (h - 1)“’ for some m, 1 < m < n. Here, using Theorem 1, we prove 
that if the given elementary divisors are not all h - 1, then the diagonal 
elements of B can be prescribed to be any numbers the sum of which equals 
the sum of the prescribed eigenvalues (Theorem 2). 
2. DIAGONALS OF STOCHASTICALLY SIMILAR MATRICES 
In this section we prove Theorem 1. We start with three lemmas which 
deal with some particular cases of the theorem. These cases require special 
treatment, and we prefer to deal with them in separate lemmas. The first 
lemma considers the case when A - [(trace A)/n]Z, is of the form (l), and 
the other two establish Theorem 1 for 2 X 2 and 3 X 3 matrices. 
LEMMA 1. Let A be an n X n complex matrix such that 
a, **a a, n 
where c a, = 0, 2 Iail + O* (2) 
a, a-- a, i=l i=l 
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Let b,, i = 1,. . . )  n, be complex numbers such that IIf= 1 bi = trace A. Then 
A is stochastically similar to a matrix B = (bij) with bii = bi, i = 1, . . . , n, if 
and only if not all the numbers bi, i = 1,. . . , n, are equal to (trace Al/n. 
Proof. Considering A - [(trace A)/n]Z, instead of A, we have to prove 
that if 
where 5 ai = 0, k Iail + 0, (2’) 
i=l i=l 
andif bi, i = l,..., n, satisfy Cy= Ibi = 0, then A is stochastically similar to 
a matrix B = (bij) with bii = bi, i = 1, . . . , n, if and only if not all the hi’s 
are equal to 0. 
Let B = SAS-‘, where S is quasistochastic and B = (bi,) satisfy bii = bi, 
i=l ,***, n. Denote a = (a,, . . . , a,,)r and b = (b,, . . . , b,JT. As B = 
SAS-’ = AS-l, it follows that 
b = (Sml)Ta. (3) 
As a # 0, it follows that b # 0. This establishes the “only if’ part of the 
lemma. 
Assume now that b # 0. It is enough to show that there exists a 
nonsingular quasistochastic matrix S for which (3) holds. Let M be an n X n 
nonsingular matrix having the vector a as its first column and such that its 
column 2, . . . , n sums are 1. Similarly, N is an n X n nonsingular matrix with 
b as its first column and with column 2,. . . , n sums 1. Such matrices .M and 
N obviously exist. Denote e’ = (0, 1, . . . , l>T. We have 
MTe = NTe = e’. (4) 
We now define S = ( NT)-lM ‘. The matrix S is nonsingular and, as 
(S-l)TM = N, satisfies (3). W e h ave still to show that S is quasistochastic. 
Indeed, by (4, 
Se = ( NT)-l MTe = ( NT)-‘e’ = e. ??
Lemma 2 is derived from Lemma 1 in [2]. 
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LEMMA 2. Let A be a 2 x 2 complex matrix. Then A is stochastically 
similar to a matrix B = (bij) with b,, = b,, where b, is any given complex 
number, if and only if 
A# 
trace A 
-Z!2 2 (5) 
and 
where CY # 0 is a complex number. (6) 
Zf (5) is not satisfied, then A is stochastically similar to a matrix B = (b,j) 
with b,, = b, ifand only ifb, = (trace A)/2. If (6) is not satisfied, then A is 
stochastically similar to a matrix B = (b,) with b,, = b, if and only if 
b, # (trace A)/2. 
Proof. If (5) d oes not hold, then A is a scalar matrix and so there is no 
matrix B, stochastically similar to A, with b,, = b, # (trace A)/2. If (6) 
does not hold, then, by Lemma 1, there is no matrix B, stochastically similar 
to A, with b,, = b, = (trace A)/2. 
Assume now that (5) and (6) both hold, and set A’ = A - b, I,. 
A’ is not a scalar matrix, and by (6) 
where Q’ # 0 is a complex number. 
By (5), 
A’ thus satisfies the assumptions of Lemma 1 in [2], and so A’ is stochasti- 
tally similar to a matrix B’ = (bij) with b;, = 0. Hence, A is stochastically 
similar to B = B’ + b,Z,. But b,, = b;, + b, = b,, completing the proof of 
the main part of the lemma. 
The proof of the part dealing with the case when (5) is not satisfied is 
straightforward, and the proof dealing with the case when (6) is not satisfied 
follows from Lemma 1. ??
Note that if we drop the condition CY # 0 in (6), then (6) includes (5). 
However, we prefer to distinguish between the two cases. 
DIAGONALS OF MATRICES STOCHASTICALLY SIMILAR 5 
LEMMA 3. Let A = (aij) be a 3 X 3 complex matrix. Then A is stochas- 
tically similar to a matrix B = (bij) with b,, = b, and b,, = b,, where b, 
and b, are any given complex numbers, if and only if 
trace A 
A# -1s 3 (7) 
and 
trace A 
A- -z, # 
3 
where 
i a, = 0, 
i=l 
al a2 a3 
al a2 a3 
a1 a2 a3 
i Iail # 0. 
i=l 
(8) 
Proof. If (7) d oes not hold, then A is not stochastically similar to a 
matrix B with b,, = b, and b,, = b, if either b, or b, differs from 
(trace A)/3. If (81 d oes not hold, then, by Lemma 1, A is not stochastically 
similar to B if b, = b, = (trace A)/3. 
Let now A satisfy (7) and (8). Considering A - [(trace A)/3]Z3 instead 
of A, we may assume, without loss of generality, that trace A = 0. Hence, (7) 
and (8) become 
and 
A#0 (7’) 
a1 a2 a3 
A + a, a2 a3 , 
1 1 
where iclai = 0, i$rM # 0. (8’) 
al a2 a3 
From (8’) and [2, Theorem l] it follows that A is stochastically similar to 
a matrix with zero diagonal. We may thus assume that the given matrix A has 
a zero diagonal. 
As A has a zero diagonal, the case b, = b, = 0 is settled. 
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Let b, # 0 or b, # 0. We may assume that b, # 0. From (7’) it follows 
that A has a 2 X 2 principal submatrix A, # 0. Applying, if needed, a 
permutation on the rows and columns of A, we may set 
A, = 
From Lemma 2 it follows that A, is stochastically similar to a matrix with any 
given diagonal element. Hence, A, is stochastically similar to a matrix with 
diagonal elements b,, -b,, and so A is stochastically similar to a matrix 
I?’ = (bij) with diagonal elements b,, -b,, 0. 
Consider the 2 X 2 principal submatrix Bi of B’: 
If B; satisfies (5) and (6), then, by Lemma 2, B; is stochastically similar 
to a matrix with diagonal elements b,, -b, - b,, and so A is stochastically 
similar to a matrix B with the required diagonal elements b,, = b, and 
b, = b,. 
As b, # 0, Bi is not a scalar matrix, and so Bi satisfies (5). 
If B; does not satisfy (6), then, by Lemma 2, B; is not stochastically 
similar to a matrix with diagonal elements b,, -b, - b, if and only if 
b, = -b,/2. But b, # 0, so b, = -b,/2 implies b, # 0 and b, # -b,/2. 
Therefore A is stochastically similar to a matrix with diagonal elements b, 
and b, also in the case when B; does not satisfy (6). ??
We now prove our main theorem. 
THEOREM 1. 
(a) Let A be an n X n complex matrix. Then A is stochastically similar to 
a matrix B = (bij) with bij = bi, i = 1, . . . , n, where bi, i = 1, . . . , n, are 
any given complex numbers satisfying 
n 
C bi = trace A, 
i=l 
(9) 
if and only if 
trace A 
A# -1, n (10) 
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A- 
where 
7 
(11) 
C a, = 0, 
i=l 
trace A 
A= -Z 
n n, 
then A is stochastically similar only to the scalar matrix B with bii = 
(trace A)/n, i = 1,. . . , n. 
Cc> If 
A- 
where 
2 a, = 0, 
i=l 
jIl Iail + O, 
then A is stochastically similar to a matrix B = (bij) with bii = b, i = 
1 ,***, n, if and only a$ the numbers bi, i = 1,. . . , n, satisfy (9) and are not 
all equal to (trace AI/n. 
Proof. Part (b) of the theorem is obvious, and part (c) has been proved 
before as Lemma 1. This establishes also the “only if’ part of (a). 
To prove the “if’ part of (a), we use induction on n. For n = 2 and 
n = 3 it holds true by Lemma 2 and Lemma 3 respectively. Assuming its 
validity for n - 1, n Z 4, we will prove it for n. 
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As before, considering A - [(trace A)/n]Z, instead of A, we may as- 
sume that trace A = 0. Hence, (9) becomes 
gbi=O, (9’) 
i=l 
and A satisfies 
A#0 (10’) 
and 
A# where 5 ai = 0, t IaJ # 0. (11’) 
i=l i=l 
Applying [2, Theorem 11, we may also assume that all the diagonal 
elements of A are zeros. 
If bi = 0, i = 1,. . . , n, let B = A. 
Let Zy= 1 lb,1 # 0. As (9’) holds, it follows that we may assume that 
b, # 0 and b,_, # b,. 
From (10’) it follows that A has an (n - 1) X (n - 1) principal subma- 
trix A, # 0. We take A, to be the submatrix obtained by deleting the nth 
row and column of A. As A, # 0 and all its diagonal elements are zeros, it 
follows that it satisfies the condition (11’). Applying the induction hypothesis 
to the (n - 1) X (n - 1) matrix A,, it follows that A, is stochastically 
similar to a matrix with diagonal elements b 1, . . . , b, _ 2, b, _ 1 + b, and so A 
is stochastically similar to a matrix 
b l,...,bn-2, b,-, + b,, 0. 
B’ = (bij) with diagonal elements 
Consider now the 2 X 2 submatrix B; of B’ given by 
B; = b-1 + b, 
b&l 
If b,_ I + b, # 0, then Bi satisfies (5). If B; satisfies also (61, then, by 
Lemma 2, Bi is stochastically similar to a matrix with diagonal elements 
b,_ 1, b,, and thus A is stochastically similar to a matrix B with the required 
diagonal elements b,, . . . , bn_2, b,_ 1, b,. If Bi does not satisfy (61, then, by 
the last assertion of Lemma 2, B’, is not stochastically similar to a matrix with 
diagonal elements b, _ 1, b, if and only if b,_, = i(b,_, + b,). But, as 
b,_ 1 + b,, this cannot occur. Therefore B; is stochastically similar to a 
matrix with diagonal b,_ 1, b, also if Bi does not satisfy (6), and so A is 
stochastically similar to a matrix B with the required diagonal in this case too. 
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If b,_ 1 + b, = 0, then A is stochastically similar to B’ = (bij) with 
diagonal elements b,, . . . , bn_s, 0, 0. Consider the 3 X 3 principal submatrix 
Bk of B’ given by 
I 
6 44 K, 
B; = b:_,,, 0 b;_,,, . 
K, bh,n-1 0 I 
As b, # 0, BI, is not a scalar matrix and so satisfies (7). If Bi satisfies also 
(B), then, by Lemma 3, Bh is stochastically similar to a matrix with diagonal 
elements b,, b,_,, -b, _ 1. If B; does not satisfy (81, then, by Lemma 1, BL 
is not stochastically similar only to matrices having diagonal elements b,/3, 
b,/3, b,/3. As b, # 0, it follows that BL is stochastically similar to a matrix 
with diagonal b,, b,_l, -b, _ 1 also if it does not satisfy (8). However, as 
-b, _ 1 = b,, it follows that in all cases A is stochastically similar to a matrix 
B with the required diagonal b,, . . . , b, _ 1, b,. w 
REMARKS. 
(1) From the remark following [2, Theorem I’] and from our proofs, it 
follows that if A and b,, . . . , b, are real, then the matrix B in Theorem 1 can 
be chosen to be real. Also a quasistochastic matrix S for which B = SAS-1 
can be chosen to be real. 
(2) Theorem 1 together with Parker theorem generalizes the Johnson- 
Shapiro theorem [l, Theorem 31. 
3. AN INVERSE ELEMENTARY DIVISOR RESULT 
Using Theorem 1, we can now generalize [2, Theorem 21. 
THEOREM 2. 
(a> For n > 3, let there be given a set of complex elementary divisors 
(A - A,)Pl,. . . ,(A - A,)Ph, Cf+ pi = n. Let bi, i = 1,. . . , n, be any given 
complex numbers such that Cyz 1 bi = C:= 1 pi hi. Then there exists an n X n 
quasistochastic matrix B = (bij) with bji = bi, i = 1,. . . , n, and with the 
prescribed elementary divisors, provided that (A - l)“, for some m, 1 Q m 
< n, is included among the given elementary divisors and not all the 
elementary divisors are A - 1. 
(b) Zf the elementary divisors corresponding to nonreal eigenvalues occur 
in conjugate pairs and if the numbers bi, i = 1, . . . , n are real, then the above 
quasistochastic matrix B can be chosen to be real. 
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Proof. (a) Let A be a quasistochastic matrix having the prescribed 
elementary divisors. Such a matrix A was constructed in the proof of [2, 
Theorem 21. 
As trace A = CF= 1 pi hi, it follows that the hi’s satisfy (9). Also, as 
(h - l)“, for some m, 1 < m < n, is an elementary divisor of A, and not all 
the elementary divisors are A - 1, it follows that A is not a scalar matrix and 
thus satisfies (10). If A satisfies also (ll), then Theorem l(a) implies that A 
is stochastically similar to a matrix I3 = (bij) with bii = bi, i = 1,. . . , n. If A 
does not satisfy (111, then Theorem l(c) implies that A is still stochastically 
similar to a matrix B = (bij) with bii = b,, i = 1,. . . , n, provided that not all 
the hi’s are equal to (trace Al/n. Th e matrix B is quasistochastic and has the 
prescribed elementary divisors and diagonal elements. 
To deal with the remaining case, we note that if A does not satisfy (11) 
and has (A - 1)” for some m, 1 < m < n, as an elementary divisor, then its 
elementary divisors are (h - l)‘, h - 1,. . . , A - 1, where h - 1 occurs 
n - 2 times and trace A = n. If bi = (trace A)/n = 1, i = 1,. . . , n, then 
the matrix B = (bij), with bii = 1, i = 1, . . . . n, b,, = -b,, = 1, and O’s 
elsewhere, is quasistochastic and has the prescribed elementary divisors and 
diagonal elements [21. 
(b) Following Mint [3, proof of Theorem 1, p. 6671, as the elementary 
divisors corresponding to nonreal eigenvalues occur in conjugate pairs, we 
can choose the quasistochastic matrix A, defined in our proof of part (a), to 
be real. Now we use Remark 1 to complete the proof. W 
Z am grateful to the referee for his valuable remarks. 
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