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Abstract
Ordinary differential equations have been used to model dynamical systems
in a broad range. Model checking for parametric ordinary differential equations
is a necessary step to check whether the assumed models are plausible. In this
paper we introduce three test statistics for their different purposes. We first
give a trajectory matching-based test for the whole system. To further iden-
tify which component function(s) would be wrongly modelled, we introduce
two test statistics that are based on integral matching and gradient match-
ing respectively. We investigate the asymptotic properties of the three test
statistics under the null, global and local alternative hypothesis. To achieve
these purposes, we also investigate the asymptotic properties of nonlinear least
squares estimation and two-step collocation estimation under both the null and
alternatives. The results about the estimations are also new in the literature.
To examine the performances of the tests, we conduct several numerical sim-
ulations. A real data example about immune cell kinetics and trafficking for
influenza infection is analyzed for illustration.
KEY WORDS: Model specification; Ordinary differential equations; Local smooth-
ing test; Nonlinear least squares estimation; Two-step collocation estimation.
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1 Introduction
As they can model how the systems evolve with time, ordinary differential equations
(ODEs) have been widely applied in many scientific fields such as physics, ecology
([Lotka, 1910]; [Volterra, 1928]; [Goel et al., 1971]) and neuroscience ([FitzHugh, 1961];
[Nagumo et al., 1962]). A system of ODEs can be written as
X ′(t) ≡

dX1(t)
dt
...
dXp(t)
dt
 =

g1(t)
...
gp(t)
 ≡ g(t), (1.1)
where X(t) = (X1(t), . . . , Xp(t))
T is a p-dimensional state vector. Typically, this
system is measured on discrete time points with noises, say
Yi = X (ti) + i, i = 1, . . . , n (1.2)
where the measurement errors i satisfying E(i|ti) = 0 have nonsingular variance-
covariance matrix Σi , and are independent with j for every j 6= i.
In a large number of scientific questions, the vector of functions g = (g1, . . . , gp)
T
is supposed to belong to a given parametric family of functions F = {f(·, θ) =
f(t,X(t; θ); θ) = (f1(t,X(t; θ); θ), . . . , fp(t,X(t; θ); θ))
T : θ ∈ Θ ⊂ Rq}. Since the
vector of parameters θ = (θ1, . . . , θq)
T is unknown, many efforts have been devoted to
parameter estimation and further statistical analysis. When the assumption on the
parametric form does not hold, i.e, g does not belong to F , any further statistical
analysis would be unreliable. Thus, a model checking for the assumed ODEs should be
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accompanied. There is no method available in the literature about such a hypothesis
testing problem. In this paper, we construct tests to fill up this gap.
To discuss how to check ODE models, we first review some relevant methodologies
of model checking for regressions in the literature to see whether those methods can
motivate test constructions we need. There exist two broad classes of tests. Tests
in a class use nonparametric estimations, thus are called the local smoothing tests.
Those tests include [Ha¨rdle and Mammen, 1993], [Zheng, 1996], [Zhu and Li, 1998],
[Dette, 1999] and [Koul and Ni, 2004] as examples. In general, the tests in this class
are sensitive to alternative models that are oscillating/ highly frequent. Tests in an-
other class are based on residual-marked empirical processes and take averages over an
index set. As averaging itself is a global smoothing step and thus, they are called the
global smoothing tests such as [Stute, 1997], [Stute et al., 1998a], [Stute et al., 1998b]
and [Zhu, 2003]. The tests in this class can have better asymptotic properties, but less
sensitive to oscillating alternative models. [Gonza´lez-Manteiga and Crujeiras, 2013]
is a comprehensive reference. [Tan and Zhu, 2019] constructed a global smoothing
test when the number of predictors is divergent as the sample size goes to infinity.
The testing problem investigated in this paper is however rather different from the
problems for regressions as the parametric model structure is not directly on the un-
known function X(·), but its derivative X ′(·). Further, any component of X ′(·) is also
related to the original function X(·). This structure then causes the problem much
more complicated than the problems for regressions. We will discuss these issues in
the next four sections.
To construct test statistics, we indispensably need the parameter estimation of
ODE models under both the null and alternative hypothesis. There are two com-
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monly used types of methods: nonlinear least squares method and two-step col-
location method (see, e.g. [Chen et al., 2017]; [Ramsay and Hooker, 2017]). The
nonlinear least squares method estimates parameters by matching the trajectory of
ODEs. If we do not consider the numerical error of numerical solution, the classical
nonlinear least squares theory is applicable and the corresponding estimator θˆNLS is
√
n-consistent under certain regularity conditions. When both numerical error and
measurement error are involved, [Xue et al., 2010] pointed out that if the maximum
step size of the l-order numerical algorithm for integration computation goes to zero
at a rate faster than n−1/(l ∧ 4), the numerical error is negligible. We will use this
estimator in constructing a trajectory matching-based test (TMn) to check the whole
ODE system.
Another testing problem is more challenging. That is, we wish to identify which
component in the ODE system may not be correctly modeled. The main challenge
is that actually any single component involves the same original function X(·). Any
departure from the hypothetical model of X could affect all components, but it is
unclear how and at what degree the impact from the departure of X is for the each
component. We try to construct two tests to handle this issue. To this end, non-
linear least squares estimation is no longer feasible as it involves the integral for all
components, which cannot directly focus on the component we are going to check
for. We then use two-step collocation method to smooth data in the first stage and
estimate parameters, in the second stage, by matching the gradient or the indefinite
integral of ODEs. The
√
n-consistency of θˆTS also holds under certain regularity
conditions, but with less estimation accuracy ([Brunel, 2008]; [Liang and Wu, 2008];
[Gugushvili and Klaassen, 2012]; [Dattner and Klaassen, 2015]; [Ramsay and Hooker, 2017]).
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We will study the asymptotic property of this estimator under different hypotheses
and use it in constructing an integral matching-based test (IMn) and a gradient
matching-based test (GMn) for, particularly, checking every component function of
ODEs.
As the by-products, we investigate the asymptotic properties of the estimations,
particularly two-step collocation estimation under both the null and alternative hy-
pothesis because the asymptotics of nonlinear least squares estimation can be similarly
derived from existing results for existing estimation for regressions. These results are
also new in the literature.
For test constructions, we propose an idea to solve the ODEs analytically or nu-
merically and to convert them to multi-response regression models. Then test statis-
tics can be constructed, grounded on the classical methods for model checking, by
using the residuals between the observed data and responses. However, the significant
difference and difficulty for ODE models from the ordinary multi-response regression
models come from that any response of ODE-based multi-response models is also a
function of other responses and thus the residuals are very complicated in function
form. Thus the trajectory matching-based test can detect the alternatives distinct
from the whole system under the null hypothesis, but cannot check which compo-
nent(s) is (are) would not be tenable. We will discuss this phenomenon in detail in
Section 3. To test the null hypothesis for each component of ODE models, we con-
struct integral matching-based test and a gradient matching-based test. These tests
use the two-step collocation methods for parameter estimation. More specifically, in
the first step we estimate X(t) and X ′(t) non-parametrically, which decouples the
connections among different components. Then we compute two types of pseudo-
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residuals connected to integral matching and gradient matching. The test statistics
are the functionals of these two pseudo-residuals respectively. We also need to point
out why we prefer to use such a local smoothing idea to construct tests rather than
global smoothing method (see, e.g. [Stute et al., 1998a] and [Stute et al., 1998b]).
This is because some of very useful ODE models are highly oscillating.
The rest of the paper is organized as follows. Section 2 contains the construction
of TMn and the asymptotic properties under the null and alternative hypothesis. In
Section 3 we will talk about some particularities of checking ODE models and give the
ideas to overcome the difficulties induced by these particularities. The construction of
IMn and relevant results are discussed in Section 4. The construction and properties
of GMn are presented in Section 5. In Section 6, we report simulation results of
the proposed tests and the analysis for a real data example concerning a model of
influenza-specific CD8+ T cells ([Wu et al., 2011]; [Ding and Wu, 2014]). Section 7
contains a summary of the study and a brief discussion for further research. As the
technical proofs are very tedious, we then put them in the supplementary materials.
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2 Trajectory matching-based test
2.1 The hypotheses and test statistic
Recall that F = {f(·, θ) = f(t,X(t; θ); θ) = (f1(t,X(t; θ); θ), . . . , fp(t,X(t; θ); θ))T :
θ ∈ Θ ⊂ Rq} is a given parametric family of functions. The hypotheses are as follows:
H0 : X
′(t) ≡

dX1(t)
dt
...
dXp(t)
dt
 =

g1(t)
...
gp(t)
 ≡ g(t) = f(t,X(t; θ0); θ0) ∈ F ,
H1 : X
′(t) = g(t) /∈ F ,
where θ0 is an unknown parameter vector. Here we use X(t; θ0) to present X(t) under
the null hypothesis.
According to Cauchy - Lipschitz theorem, the equation
X ′(t) = f(t,X(t; θ); θ), (2.1)
has a unique solution X(t; θ) = F (t; θ) under mild regularity conditions. Therefore,
if we solve the equation analytically or numerically, the problem of checking ODE
models is converted to the problem of testing whether X(t) = F (t; θ0) for some
θ0 ∈ Θ ⊂ Rq.
We then transfer the ODE models to a multi-response regression when we have
the observations Y , t and the function form of X ′(·) up to some unknown parameters
under the null hypothesis. Consider the p = 1 case to motivate our construction.
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Let εi ≡ Yi − F (ti; θ∗) with θ∗ = arg minθ E[‖Yi − F (ti; θ)‖2] be the residual. Note
that under H0, εi = i and E(εi|ti) = 0 leads to E[εiE(εi|ti)p(ti)] = 0, while under
H1, E(εi|ti) = X(ti) − F (ti; θ) 6= 0, and E[εiE(εi|ti)p(ti)] = E{[E(εi|ti)]2p(ti)} > 0.
Thus, letting ei ≡ Yi−F (ti; θˆ) be an estimator of εi, we can use the sample analogue
of E[εiE(εi|ti)p(ti)] to construct a test statistic
V Zhn ≡
1
n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K
(
ti − tj
h
)
eiej, (2.2)
where K is a kernel function, h is a bandwidth parameter. This is in spirit similar to
the test suggested by [Zheng, 1996]. A standardized test statistic TZhn can be easily
obtained by using V Zhn and its variance.
In the multi-response case, for every component i, we can construct a test statis-
tic V Fni to check whether Xi(t) = Fi(t; θ0) for some θ0 ∈ Θ ⊂ Rq using the above
idea. Therefore, we obtain a vector version of V Zhn , which is expressed as V
F
n =(
V Fn1, . . . , V
F
np
)T
. To summarize the information contained in Vn, we aggregate Vn to
make a test statistic and write it as TMn in short:
TMn ≡ n2hV FTn Σ̂F−1V Fn . (2.3)
Here Σ̂F is a symmetric matrix to normalize the test statistic:
Σ̂F =
2
n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K2
(
ti − tj
h
)
(ei  ej)(ei  ej)T (2.4)
where  denotes component-wise multiplication.
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Let ‖ · ‖ represent the Frobenius norm. The unknown parameter θ is estimated
using nonlinear least squares method:
θˆNLS = arg min
θ
n∑
i=1
‖Yi −X (ti; θ)‖2
subject to X ′(t; θ) = f(t,X(t; θ); θ), t ∈ [t0, T ]
(2.5)
where the trajectory X(t; θ) is obtained by numerical methods such as Euler backward
method and 4-stage Runge-Kutta algorithm when there is no closed-form solution.
The following theorem gives the asymptotic properties of nonlinear least squares
estimator under the null, global alternative and local alternative hypothesis, which is
needed for studying the asymptotic results of TMn. The results are of independent
interest in estimation theory.
Theorem 2.1. Given sets A and B of assumptions in Supplement A, supposing the
numerical error of numerical solution is negligible, the nonlinear least squares estima-
tor θˆNLS for ODE is a consistent estimator of θ
∗
NLS with θ
∗
NLS = arg minθ∈Θ E
[‖Y (t)− F (t; θ)‖2].
Further, we have the following decomposition.
1. Under the null hypothesis, we have θ∗NLS = θ0 and
√
n(θˆNLS − θ0) = H−1F˙
1√
n
n∑
i=1
p∑
k=1
[
ik
∂Fk (ti; θ0)
∂θ
]
+ oP (1) (2.6)
where
HF˙ = E
[
p∑
k=1
∂Fk (t; θ0)
∂θ
∂Fk (t; θ0)
∂θT
]
. (2.7)
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2. Under the global alternative hypothesis H1, we have θ
∗
NLS = θ
∗
1 with
θ∗1 = arg min
θ∈Θ
E
[‖X(t)− F (t; θ)‖2] , (2.8)
and √
n(θˆNLS − θ∗1)
=G−1
F˙
1√
n
n∑
i=1
p∑
k=1
{
[Yik − Fk (ti; θ∗1)]
∂Fk (ti; θ
∗
1)
∂θ
}
+ oP (1)
(2.9)
where
GF˙ =E
[
p∑
k=1
∂Fk (t; θ
∗
1)
∂θ
∂Fk (t; θ
∗
1)
∂θT
]
− E
{
p∑
k=1
[Xk(t)− Fk (t; θ∗1)]
∂2Fk (t; θ
∗
1)
∂θ∂θT
}
.
(2.10)
3. Consider a sequence of local alternatives via adding local disturbance to the
trajectory of the ODE model:
HF1n : X(t) = F (t; θ0) + δnL (t) (2.11)
where L(t) = (L1(t), . . . , Lp(t))
T is a bounded multiple response function, and δn → 0
as n→∞.
Under this local alternative hypothesis, we have θ∗NLS = θ0 and
√
n(θˆNLS − θ0) =H−1F˙
1√
n
n∑
i=1
p∑
k=1
[
ik
∂Fk (ti; θ0)
∂θ
]
+
√
nδnH
−1
F˙
E
[
p∑
k=1
Lk(t)
∂Fk (t; θ0)
∂θ
]
+ oP (1).
(2.12)
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Note that in test construction, the estimator θˆNLS involves all components of
X ′(·). Further, as the test is based on the whole original function X(·) to involve all
components. This will cause the test only for the whole system of ODE’s. We will
give more detailed discussion in Section 3.
2.2 Asymptotic properties
It is easy to see that V Fn can be asymptotically written as a vector of U-statistics.
We first state the asymptotic properties of Vn under the null hypothesis.
Lemma 1. Given sets A and B of assumptions in Supplement A. If h → 0 and
nh→∞, then under the null hypothesis,
nh1/2V Fn
d−→ N(0,ΣF ) (2.13)
where ΣF is a symmetric matrix with the entries: for any pair (k1, k2) with 1 ≤
k1, k2 ≤ p,
ΣFk1k2 = 2
∫
K2(u)du ·
∫
(σk1k2(t))
2 p2(t)dt. (2.14)
Since ΣF is unknown, we use an estimator Σ̂F to replace it. The following lemma
gives the consistency of this estimator.
Lemma 2. Given sets A and B of assumptions in Supplement A. If h → 0 and
nh→∞, then under the null hypothesis,
Σ̂F
P−→ ΣF (2.15)
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where Σ̂F is a symmetric matrix as
Σ̂F =
2
n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K2
(
ti − tj
h
)
(ei  ej)(ei  ej)T (2.16)
Having Lemma 1 and Lemma 2, it is easy to show the asymptotic property of
TMn under the null hypothesis.
Theorem 2.2. Given sets A and B of assumptions in Supplement A. If h → 0 and
nh→∞, then under the null hypothesis,
TMn
d−→ χ2p (2.17)
where TMn = n
2hV FTn Σ̂
F−1V Fn .
Theorem 2.2 shows that the test statistic is asymptotically chi-square distributed
with p degrees of freedom and thus the critical values can be easily determined by
the limiting null distribution.
Next, we study the asymptotic power of the test under the global alternative.
Hereafter we use the notation v2 ≡ v v for the vector v. The following two lemmas
give the asymptotic properties of V Fn and Σ̂
F .
Lemma 3. Given sets A and B of assumptions in Supplement A. If h → 0 and
nh→∞, then under the global alternative H1,
V Fn
P−→ E {[X (ti)− F (ti, θ1)]2  p (ti)} > 0 (2.18)
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where [X (ti)− F (ti, θ1)]2 = [X (ti)− F (ti, θ1)] [X (ti)− F (ti, θ1)].
Lemma 4. Given Assumptions A and B in Supplement A. If h → 0 and nh → ∞,
then under H1,
Σ̂F
P−→ ΣF ′ > 0, (2.19)
here ΣF ′ is defined as follows: for any element (k1, k2) with 1 ≤ k1, k2 ≤ p,
ΣF ′k1k2 =2
∫
K2(u)du
×
∫
{σk1k2(t) + [Xk1 (t)− Fk1 (t, θ1)] [Xk2 (t)− Fk2 (t, θ1)]}2 p2(t)dt.
(2.20)
Therefore we have the following theorem to state the asymptotic property of TMn
under H1.
Theorem 2.3. Given sets A and B of assumptions in Supplement A. If h → 0 and
nh→∞, then under H1,
TMn/(n
2h)
P→ V ′TΣF ′−1V ′ (2.21)
where V ′ = E
{
[X (ti)− F (ti, θ1)]2  p (ti)
}
.
Theorem 2.3 shows that this test is consistent and sensitive to the global alterna-
tive in the sense that it can diverge to infinity at a very fast rate of order n2h.
We now consider the power performance of the test under local alternatives of
(2.11):
HF1n : X(t) = F (t, θ0) + δnL (t)
13
with the bounded multiple response function L(t) and the o(1) term δn. The following
theorem states the the asymptotic property of TMn under H
F
1n.
Theorem 2.4. Given sets A and B of assumptions in Supplement A. If h → 0 and
nh→∞, then under H1n with n1/2h1/4δn →∞,
TMn/(n
2hδ4n)
P−→ µTΣF−1µ (2.22)
where µ is a p-dimensional vector with the i-th element
µi = E

[
Li (t)− ∂Fi (t, θ0)
∂θ′
H−1
F˙
E
(
p∑
k=1
Lk (t)
∂Fk (t, θ0)
∂θ
)]2
p(x)

T
,
and HF˙ = E
(∑p
k=1
∂Fk(t,θ0)
∂θ
∂Fk(t,θ0)
∂θT
)
.
Particularly, if δn = n
−1/2h−1/4,
TMn
d−→ χ2p(λ) (2.23)
where χ2p(λ) is noncentral chi-squared distribution with the noncentrality parameter
λ = µTΣF−1µ.
This result shows that the test can detect the local alternatives distinct from the
null at the rate of order n−1/2h−1/4. This is the typical rate of local smoothing tests
for classical regressions in the literature, see [Zheng, 1996].
Remark 1. In the case that p = 1, V Fn is similar to Zheng’s statistic Vn and it seems
it follows the results of Theorem 3 of [Zheng, 1996]. However, the proof of Theorem 3
of [Zheng, 1996] needs a further condition that θˆ− θ0 = oP (1/
√
n), which is not true
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for the least squares estimator under the local alternatives. Thus we give the corrected
limiting result of TZhn and generalize it to obtain the results of TMn in the proof of
Theorem 2.4.
3 Particularity of checking ODE models
If we reject H0 in the above test, we may further want to identify the component(s)
that is (are) wrongly modelled. In this situation, the hypotheses are as follows, for
any k with 1 ≤ k ≤ p,
H0k : X
′
k(t) =
dXk(t)
dt
= gk(t) = fk(t,X(t; θ0); θ0) ∈ Fk,
H1k : X
′
k(t) = gk(t) /∈ Fk,
where θ0 is an unknown parameter vector.
However, as we briefly commented in the above section, although the trajectory
matching-based test can detect the alternatives distinct form the whole system, it
is quite incompetent to do this work. Actually, since the parametric ODE model
structure is on X ′(·) instead of X(·), there are some extra difficulties for checking
ODE models. In this section we will discuss three aspects of the particularity of
checking ODE models and consider how to deal with them. We will use the idea
proposed to construct two available tests for checking ODE component functions in
the next two sections.
Remark 2. Sometimes we may just have a model for some certain components in-
stead of a model for all components. We wish to check whether the component(s) is
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(are) rightly modelled. This is another important case that we need to consider H0k.
In this case, since the model is not complete, we can not solve the ODEs and construct
TMn. However, the idea and tests proposed below are still available.
3.1 Mixed components
To realize why TMn cannot identify the wrongly modelled component(s), think about
the following toy example. Suppose that the ODE system to be tested are:
X ′(t) =
 dX1dt
dX2
dt
 =
 f1
f2
 =
 X1
X1 +X2
 . (3.1)
Yet the true ODE system is:
X ′(t) =
 dX1dt
dX2
dt
 =
 2X1
X1 +X2
 (3.2)
Here the first component is wrongly modelled. Recall the function F (·, ·) is a function
of all components of X(·). If we use the trajectory matching-based test to check the
second component, as it also involves the first component, the decision on whether
rejecting or not for the null hypothesis will then make little sense. This shows the sig-
nificant difference of this testing problem from the case with classical multi-response
regression models.
To construct an available test, we should decouple the relationship among different
components. Inspired by two-step collocation methods, we can do this by applying
nonparametric techniques. Specifically, the nonparametric estimator Xˆ(t) is used
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to replace X(t) in the parametric ODE model. Since the nonparametric estimator
is model free, it always captures the true shape of the corresponding components
and decouple the relationship among different components. Then we can build the
test grounded on the parametric model to be tested with the plug-in nonparametric
estimator.
3.2 Two types of local alternatives
Researchers usually consider local misspecifications which convergence to the null
model at a rate δn in the classical model checking tests. However, the things are
more complicated for the ODE models. On the one hand, we can add the local
disturbance to the trajectory of ODEs, as we set HF1n in the last section. This setting
is similar to the traditional regression model checking. On the other hand, since
the ODEs model gradients instead of primitive functions, we may ponder the case
that local misspecifications are added to the derivative functions. Thus, unlike the
local alternatives HF1n of (2.11) about the original function X(·), we also consider the
following sequence of local alternatives about the derivative X ′(·):
Hf1n : X
′(t) = f (t,X(t); θ0) + δnl (t) . (3.3)
To the best of our knowledge, such alternatives are never considered before in the
literature. The following theorem states the relationship between Hf1n and H
F
1n.
Theorem 3.1. Given sets A-C of assumptions in Supplement A, then under HF1n,
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the derivative has the form
X ′(t) = f (t,X(t); θ0) + δnv1 (t) + o(δn)v2(t). (3.4)
Under Hf1n, the original function can be expressed as
X(t) = F (t, θ0) + δnv3 (t) + o(δn)v4(t). (3.5)
This phenomenon shows that adding the δn rate disturbance to the trajectory of
ODEs is equivalent to adding a no slower than δn rate disturbance directly to ODEs
and vice versa. Since the higher order little terms will vanish with a faster speed.
They usually do not influence the asymptotic property of the test when we consider
the local alternatives. Thus HF1n is equivalent to H
f
1n in this sense.
In the remaining part, we consider the two corresponding sequences of local alter-
natives in (2.11) and (3.3) for any component function:
HF1kn : Xk(t) = Fk (t, θ0) + δnLk (t) (3.6)
with the counterpart function lk(t) ≡ v1k(t), and
Hf1kn : X
′
k(t) = fk (t,X(t); θ0) + δnlk (t) (3.7)
with the counterpart function Lk(t) ≡ v1k(t).
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3.3 Mixed parameters
Besides the phenomenon of mixed components mentioned above, the phenomenon of
mixed parameters may also invalidate the trajectory matching-based test. This is
because if different components share some same parameters, the wrongly modelled
component(s) will make the estimators deviate from the true values when all data is
used. The estimators are not consistent and thus the test relying on these estimators
is ineffective. This problem can be solved if we use two-step collocation methods to
estimate the parameters when the component to be tested is considered. Specifically,
we estimate the parameters θ as follows:
θˆTS = argmin
θ
m∑
j=1
[
Xˆ ′k
(
t∗j
)− fk (t, Xˆ (t∗j) ; θ)]2 ωk (t∗j) (3.8)
with ωk (t) being a selected weight function and t
∗
j being the selected time grid whose
number m can be larger than n. Xˆ(t) is the local linear estimator for X(t) and
Xˆ ′(t) is the local quadratic estimator for X ′(t) in the vector version, whose k-th
components Xˆk(t) and Xˆ
′
k(t) are the corresponding local polynomial estimators for
Xk(t) and X
′
k(t). Define he as the bandwidth.
Preparing for constructing tests, we give the asymptotic properties of two-step
collocation estimator under different hypotheses in the following theorem. Assume
there exists a unique minimizer θ∗TS, such that
θ∗TS = arg min
θ
Ep∗
{
[X ′k(t)− fk (t,X(t), θ)]2wk(t)
}
and denote Λ (t) = Xˆ(t)−X(t), ∆(t) = Xˆ ′(t)−X ′(t). We have the following theorem.
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Theorem 3.2. Given sets A and C of assumptions in Supplement A, lnn/(nh3e) =
o(1), the two-step collocation estimator θˆTS is a consistent estimator of θ
∗
TS. Further,
1. Under the null hypothesis, we have θ∗TS = θ0 and
θˆTS − θ0 = H−1f˙
1
m
m∑
j=1
[
∆k(t
∗
j)ωk(t
∗
j)
∂fk
(
t,X
(
t∗j
)
, θ0
)
∂θ
−ωk(t∗j)
∂fk
(
t,X
(
t∗j
)
, θ0
)
∂θ
∂fk
(
t,X
(
t∗j
)
, θ0
)
∂XT
Λ
(
t∗j
)]
+ oP (n
−1/2)
(3.9)
which is a term of order oP (n
−1/2). Here
Hf˙ = Ep∗
[
ωk(t)
∂fk (t,X (t) , θ0)
∂θ
∂fk (t,X (t) , θ0)
∂θT
]
. (3.10)
2. Under the global alternative hypothesis H1, we have θ
∗
TS = θ1 and
√
n(θˆTS − θ1)
=G−1
√
n
m
m∑
j=1
[
∆k(t
∗
j)ωk(t
∗
j)
∂fk
(
t,X
(
t∗j
)
, θ1
)
∂θ
−ωk(t∗j)
∂fk
(
t,X
(
t∗j
)
, θ1
)
∂θ
∂fk
(
t,X
(
t∗j
)
, θ1
)
∂XT
Λ
(
t∗j
)]
+ oP (1)
(3.11)
where
G =Ep∗
[
ωk(t)
∂fk (t,X (t) , θ1)
∂θ
∂fk (t,X (t) , θ1)
∂θT
]
− Ep∗
{
[gk(t)− fk (t,X (t) , θ1)]ωk(t)∂
2fk (t,X (t) , θ1)
∂θ∂θT
}
.
(3.12)
3. Under the local alternative hypothesis HF1kn in (3.6) or H
f
1kn in (3.7) with
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δn → 0, we have θ∗TS = θ0 and
√
n(θˆTS − θ0) =H−1f˙
√
n
m
m∑
j=1
[
∆k(t
∗
j)ωk(t
∗
j)
∂fk
(
t,X
(
t∗j
)
, θ0
)
∂θ
−ωk(t∗j)
∂fk
(
t,X
(
t∗j
)
, θ0
)
∂θ
∂fk
(
t,X
(
t∗j
)
, θ0
)
∂XT
Λ
(
t∗j
)]
+
√
nδnH
−1
f˙
Ep∗
[
l(t∗j)ω(t
∗
j)
∂fk
(
t,X
(
t∗j
)
, θ0
)
∂θ
]
+ oP (1).
(3.13)
4 Integral matching-based test
4.1 The hypotheses and test statistic
Similar to integral matching, we use the indefinite integral instead of trajectory of
ODEs to construct pseudo-residuals:
eˆik = Yik −Xk(t0)−
∫ ti
t0
fk
(
t, Xˆ (t) ; θˆ
)
dt. (4.1)
Here we use the local linear estimator Xˆ(t) with the bandwidth h0 and the two-step
collocation estimator θˆ. Since Fˆk(ti; θˆ) = Xk(t0) +
∫ ti
t0
fk
(
t, Xˆ (t) ; θˆ
)
dt is expected
to converge to Fk(ti, θ0), eˆik can be used as a surrogate to replace eik = Yik−Fk(ti; θˆ)
in the trajectory matching-based test. Consequently we obtain an integral matching-
based test and write it as IMn(k) in short.
However, to simplify notation without confusion, we simply write IMn(k) as IMn
and other statistics as ones without the subscript k to indicate the corresponding
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component unless we need to stress its role in analysis. Define
IMn =
√
n− 1
n
nh1/2V Fˆn√
Σ̂Fˆ
=
∑n
i=1
∑n
j=1
j 6=i
K
(
ti−tj
h
)
eˆikeˆjk{∑n
i=1
∑n
j=1
j 6=i
2K2
(
ti−tj
h
)
eˆ2ikeˆ
2
jk
}1/2 (4.2)
where
V Fˆn =
1
n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K
(
ti − tj
h
)
eˆikeˆjk, (4.3)
Σ̂Fˆ =
2
n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K2
(
ti − tj
h
)
eˆ2ikeˆ
2
jk. (4.4)
The form of this integral matching-based test is analogous to the trajectory
matching-based test except that ei is substituted by eˆi. As we mentioned in the
last section, this replacement is critical since Xˆ(t) always captures the true form
X(t) which eliminates the influence of latent wrong modelled components.
4.2 Asymptotic properties
We hereafter have to deal with a high-order U-statistic. Thus we first give a lemma
to establish the asymptotic equivalence of Un and Uˆn and present the limiting distri-
bution of a non-degenerate U-statistic of order m∗ with a kernel varying with n.
Lemma 5. Suppose Un is an U-statistic with the kernel hn (z1, · · · , zm∗) of order m.
If E
[‖hn (z1, · · · , zm∗)‖2] = o(n), then
√
n
(
Un − Uˆn
)
= op(1) (4.5)
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where Uˆn = E [hn (z1, · · · , zm∗)]+m∗n
∑n
i=1{E [hn (z1, · · · , zm∗) |zi]−E [hn (z1, · · · , zm∗)]}
is the projection of Un.
By denoting eˆi = eˆi+εi−εi, V Fˆn can be decomposed as an U-statistics plus remain-
ing terms. Applying Lemma 5, the remaining terms can be showed as oP (n
−1h−1/2)
and thus the replacement of eˆi to ei have no influence to the limiting null distribution
of IMn under certain regularity conditions. Define an(h) = h
2 + n−1/2h−1/2 log n−1/2
which is the uniform convergence rate of local linear estimator ([Hansen, 2008]). We
state this property in the following lemma.
Lemma 6. Given sets A-C of assumptions in Supplement A, if h → 0, nh → ∞,
h0 = o(n
−1/4h−1/4), n−1/2h−1/2 = o(h0) and a2n(h0) = o(n
−1h−1/2), then
nh1/2V Fˆn = nh
1/2V1n + op(1), (4.6)
where
V1n =
1
n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K
(
ti − tj
h
)
eikejk. (4.7)
Having Lemma 6, we can easily derive the asymptotic properties of IMn in the
following theorems.
Theorem 4.1. Given sets A-C of assumptions in Supplement A, if h→ 0, nh→∞,
h0 = o(n
−1/4h−1/4), n−1/2h−1/2 = o(h0) and a2n(h0) = o(n
−1h−1/2), then under the
null hypothesis,
IMn
d−→ N(0, 1). (4.8)
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Theorem 4.2. Given sets A-C of assumptions in Supplement A, if h→ 0, nh→∞,
h0 = o(n
−1/4h−1/4), n−1/2h−1/2 = o(h0) and a2n(h0) = o(n
−1h−1/2), then under H1k,
IMn/(nh
1/2)
P−→ E
{
[Xk (t)− Fk (t, θ1)]2 p (ti)
}{
2
∫
K2(u)du
∫ {
σ2k(t) + [Xk(t)− Fk (t, θ1)]2
}2
p2(t)dt
}1/2 . (4.9)
Theorem 4.2 shows that this test is consistent and sensitive to the global alter-
native in the sense that it can diverge to infinity at the rate of order nh1/2. Recall
that under the global alternative, the trajectory-matching-based test can diverges to
infinity at the of order n2h, and thus seems more powerful than the integral matching-
based test developed here. But note that the trajectory-matching-based test is a
quadratic form and thus, its critical value is also larger than that for the integral
matching-based test. Thus this is not comparable.
The following theorem states the asymptotic property of IMn under H1kn.
Theorem 4.3. Given sets A-C of assumptions in Supplement A, if h → 0, nh →
∞, h0 = o(n−1/4h−1/4), n−1/2h−1/2 = o(h0) and a2n(h0) = o(n−1h−1/2), we have the
following asymptotic property of IMn under H
F
1kn or H
f
1kn.
With n1/2h1/4δn →∞,
IMn/(nh
1/2δ2n)
P−→ µI/σk (4.10)
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where
µI =E
{{
Lk (t)− ∂Fk (t, θ0)
∂θT
H−1
f˙
Eg
[
lk (t)ωk(t)
∂fk (t,X(t); θ0)
∂θ
]}2
p(t)
}
.
(4.11)
Particularly, when δn = n
−1/2h−1/4,
IMn
d−→ N(µI/σk, 1). (4.12)
This result again shows the similar sensitivity to the local alternatives as classical
local smoothing tests do for regressions.
5 Gradient matching-based test
5.1 The hypotheses and test statistic
Reminded by gradient matching, we can also check the component(s) in ODE models
by directly using the gradient of ODEs instead of the trajectory. We then define a
gradient matching-based test (GMn). To be more specific, we first use Nadaraya-
Watson kernel estimation to estimate X(t) and X ′(t) as
Xˆ(t) = hˆ(t)/pˆ (t) ,
Xˆ ′(t) =
hˆ′(t)pˆ(t)− hˆ(t)pˆ′(t)
pˆ2 (t)
, (5.1)
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where
hˆ(t) =
1
n
n∑
i=1
1
h
K
(
t− ti
h
)
Yi hˆ
′(t) =
1
n
n∑
i=1
1
h2
K ′
(
t− ti
h
)
Yi
pˆ(t) =
1
n
n∑
i=1
1
h
K
(
t− ti
h
)
pˆ′(t) =
1
n
n∑
i=1
1
h2
K ′
(
t− ti
h
)
. (5.2)
Similar to Section 4, we again simplify notation without confusion, we simply write
statistics as ones without the subscript k to indicate the corresponding component
unless we need to stress its role in analysis.
Under the null hypothesis, ef (t) ≡ X ′k(t)−fk(t,X(t; θ0); θ0) = 0 while it is not the
case under the alternatives. Thus, if we replace X ′k(t) by Xˆ
′
k(t) and fk(t,X(t; θ0); θ0)
by fk(t, Xˆ(t); θˆ), the preudo-residual eˆf (t) = Xˆ
′
k(t) − fk(t, Xˆ(t); θˆ) is expected to
converge to zero in probability. Therefore, E
[
eˆ2f (ti)pˆ
4 (ti)
]
is expected to converge
to zero under the null hypothesis while to a positive constant under the alternative
hypothesis, where pˆ4(ti) is used to eliminate the denominator in the nonparametric
estimation. Then we construct a test statistic:
V fn =
1
nh2
n∑
d=1
[
Xˆ ′k(td)− fk(t, Xˆ(td); θˆ)
]2
pˆ4 (td)
=
1
nh2
n∑
d=1
[
hˆ′k(td)pˆ(td)− hˆk(td)pˆ′(td)− pˆ2 (td) fk(t, Xˆ(td); θˆ)
]2
=
1
nh2
n∑
d=1
{
1
(n− 1)2
n∑
i=1
n∑
j=1
[
1
h3
K ′
(
td − ti
h
)
K
(
td − tj
h
)
(Yik − Yjk)
− 1
h2
K
(
td − ti
h
)
K
(
td − tj
h
)
fk(t, Xˆ(td); θˆ)
]}2
.
(5.3)
Note that we add an extra multiplier 1/h2 compared with the previous tests. This is
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because the preudo-residual eˆf (t) = Xˆ
′
k(t)− fk(t, Xˆ(t); θˆ) is expected to converge to
zero rather than a zero mean random variable in probability under the null hypothesis.
This is a significant difference from the previous ones. This is required when we need
a non-degenerate limit. Here, the test statistic V fn can also be asymptotically a V-
statistic that is further asymptotically equivalent to the corresponding U-statistic
according to Theorem 1 of [Martins-Filho and Yao, 2006]. Therefore its asymptotic
properties can be derived by the U-statistics theory. However, as the nonparametric
density estimation is biased, which causes a non-negligible bias term of this test
statistic even under the null hypothesis. We now use a bias correction. Check the
mean of this test statistic:
V = E(V fn )
=
1
h2
∫
[fk(t,X(t); θ
∗)−X ′k(t)]2 p(t)5dt
+ h2
[∫
u3
6
K ′(u)du
]2 ∫
X
(3)
k (t)
2p(t)5dt+ o(h2).
(5.4)
It is easy to see the term S := 1/h2
∫
[fk(t,X(t); θ0)−X ′k(t)]2 p(t)5dt is zero under the
null hypothesis while nonzero under the alternative hypothesis. We will use this piece
of information to construct a new test. We randomly partition the original sample
into 2 subsamples. Using these two subsamples, we construct two test statistics
V fn˜1 and V
f
n−n˜2, where n˜ = bn/2c. As n − 2n˜ ≤ 1, the asymptotic properties of
V f(n−n˜)2 should be the same as those of V
f
n˜2. Thus, we assume that, without loss of
generality, n = 2n˜ is even. The difference V fn˜1 − V fn˜2 is a new statistic. However, it
is clearly not a powerful test as even under the alternatives, its mean is also zero.
Therefore, we use V fn˜1 − V fn˜2 + cS instead. This quantity fully uses the information
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provided above: S = 0 under the null and > 0 under the alternatives. The estimator
of S is obtained as Sˆ = 1/h2
∫ [
fk(t, Xˆ(t); θˆ)− Xˆ ′k(t)
]2
pˆ(t)5dt. The local linear
smoother and local quadratic smoother are used to obtain Xˆ(t) and Xˆ ′(t) respectively
with the corresponding bandwidths h0 and h1 while the kernel density estimation is
used to get pˆ(t) with the bandwidth h0. The parameters θ is again estimated by
using the two-step collocation method. But, in our theoretical development, we need
to assume the boundedness of the support for the density function, we then can
use Sˆ ′ = 1/h2
∫ [
fk(t, Xˆ(t); θˆ)− Xˆ ′k(t)
]2
dt without the estimator pˆ(·) of p(·) in the
numerical studies. It is an estimator of S ′ = 1/h2
∫
[fk(t,X(t); θ)−X ′k(t)]2 dt that is
equal to zero under the null as well. Without notational confusion, we still write S ′
as S throughout the paper. Note that we use two different bandwidths for X and X ′
to ensure suitable rates of convergence.
By correcting the bias and dividing by the estimator of its variance, we can modify
V fn to construct the final test statistic GMn as
GMn =
√
n˜(V fn˜1 − V fn˜2 + cSˆ)√
2Σ̂f
, (5.5)
where
Σ̂f =
1
n− 1
n∑
k
[wˆn(zs)− 1
n
n∑
i=1
wˆn(zi)]
2,
wˆn(zs) =
1
bn−1
4
c
bn−1
4
c∑
i=1
Wn(z1i, z2i, z3i, z4i, zs),
Wn(za, zb, zc, zd, zs) =
1
5!
∑
P
W ′n(za, zb, zc, zd, zs)
(5.6)
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and
W ′n(za, zb, zc, zd, zs)
=
1
h2
K
(
ts − ta
h
)
K
(
ts − tb
h
)
×
[
1
h3
K ′
(
ts − tc
h
)
(Yck − Yak)− 1
h2
K
(
ts − tc
h
)
fk(ts, Xˆ(ts); θˆ)
]
×
[
1
h3
K ′
(
ts − td
h
)
(Ydk − Ybk)− 1
h2
K
(
ts − td
h
)
fk(ts, Xˆ(ts); θˆ)
]
.
(5.7)
5.2 Asymptotic properties
Unlike the previous tests, we here have to deal with an U-statistic of order 5. Let
bn(h) = h
2+n−1/2h−3/2 log n which is the uniform convergence rate ofX ′(t) ([Liang and Wu, 2008]).
Applying Lemma 5, we can provide the asymptotic properties of V fn under the null
hypothesis in the following lemma.
Lemma 7. Given sets A and C of assumptions in Supplement A, if h−12 = o(n),
a2n(h0)h
−2 = o(n−1/2) and b2n(h1)h
−2 = o(n−1/2), then under the null hypothesis,
√
n
(
V fn − V
) d−→ N(0,Σf ), (5.8)
where Σf = 1
9
(
∫
u3K ′(u)du)2
∫
(X(4)(tk))
2σ2(tk)p
8(tk)dtk.
The following two lemmas give the asymptotic properties of the estimators of S
and Σf under H0k.
Lemma 8. Given sets A and C of assumptions in Supplement A, then under the null
29
hypothesis, if h−12 = o(n), a2n(h0)h
−2 = o(n−1/2) and b2n(h1)h
−2 = o(n−1/2),
√
nSˆ
P−→ 0.
Lemma 9. Given sets A and C of assumptions in Supplement A, then under the null
hypothesis, if h−12 = o(n), a2n(h0)h
−2 = o(n−1/2) and b2n(h1)h
−2 = o(n−1/2),
Σ̂f
P−→ Σf . (5.9)
Now we state the asymptotic property of GMn under the null hypothesis.
Theorem 5.1. Given sets A and C of assumptions in Supplement A, then under
the null hypothesis, if h−12 = o(n), a2n(h0)h
−2 = o(n−1/2) and b2n(h1)h
−2 = o(n−1/2),
recalling that n˜ = [n/2],
GMn
d−→ N(0, 1). (5.10)
Next, we present the asymptotic distribution of GMn under the global alternative
hypothesis.
Theorem 5.2. Given sets A and C of assumptions in Supplement A, then under the
global alternative hypothesis, if h−12 = o(n), a2n(h0)h
−2 = o(n−1/2) and b2n(h1)h
−2 =
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o(n−1/2), recalling that n˜ = [n/2],
GMn/
√
n˜
P−→ c
∫
[fk(t,X(t); θ1)−X ′k(t)]2 p(t)5dt√
2Σf ′
> 0 (5.11)
where
Σf ′ =
∫ {
25 [fk(t,X(t); θ1)−X ′k(t)]4 p8(t)
+4
[
f ′k(t,X(t); θ1)−X(2)k (t)
]2
σ2k(t)p
8(t)
}
dt
− 25
{∫
[fk(t,X(t); θ1)−X ′k(t)]2 p4(t)dt
}2
.
(5.12)
Theorem 5.2 shows that the test is consistent and diverges to infinity at the rate
of
√
n. We will make a comparison of their performance in the numerical studies.
The following theorem states the asymptotic power of GMn under H
F
1kn and H
f
1kn.
Theorem 5.3. Given sets A and C of assumptions in Supplement A, if h−12 = o(n),
a2n(h0)h
−2 = o(n−1/2) and b2n(h1)h
−2 = o(n−1/2), recalling that n˜ = [n/2], then under
HF1kn or H
f
1kn, with n˜
1/4h−1δn →∞ and δnh−1 = o(1),
GMn/(n˜
1/2h−2δ2n)
P−→ cµ4/
√
2Σf (5.13)
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where
µ4 =
{
H−1
f˙
Ep∗
[
lk (t)ωk (t)
∂fk (t,X (t) , θ0)
∂θ
]}T
×
[∫
∂fk(t,X(t); θ0)
∂θ
∂fk(t,X(t); θ0)
∂θT
dt
]
×
{
H−1
f˙
Ep∗
[
lk (t)ωk (t)
∂fk (t,X (t) , θ0)
∂θ
]}
+
∫
l2k(t)dt
− 2
[∫
lk(t)
∂fk(t,X(t); θ0)
∂θT
dt
]
H−1
f˙
Ep∗
[
lk (t)ωk (t)
∂fk (t,X (t) , θ0)
∂θ
]
.
(5.14)
Particularly, if δn = n˜
−1/4h,
GMn
d−→ N(cµ4/
√
2Σf , 1). (5.15)
6 Numerical studies
6.1 Simulations
We now conduct several simulations to evidence the performance of the proposed
tests in finite sample scenarios. Three simulation studies are considered. In each
study, we use TMn to check the whole ODE system while use IMn and GMn to check
each component in ODE models. The number in subscript is used to denote which
component the tests check. For example, GMn1 is the gradient matching-based test
for the first component in ODE models. Therefore, we give five tests in each study
and examine their power and size. In Study 1, the null models are set to be the linear
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ODE system. Study 2 and Study 3 uses two nonlinear ODE models often used in
neuroscience and ecology as the null models.
Given the ODE models, we obtain the trajectory X(t; θ0) under the null by using
the 4-stage Runge-Kutta algorithm. Then the observation values Y (t) = X(t) + (t)
can be constructed. In the following studies, the observation time points ti, i =
1, . . . , n are independently generated from the uniform distribution U(0, 1). The
error terms i, i = 1, . . . , n are independent and identically distributed following the
normal distribution N(0, σ2 I2). The initial values of ODE models are supposed to be
given. In nonparametric estimation, we use Epanechnikov kernel K(u) = 3
4
(1 − u2).
The replication time is 1000 for each simulation case. The significance level is 0.05.
For constructing TMn, we apply nonlinear least squares method to estimate θ
which is implemented using OPTI Toolbox ([Currie and Wilson, 2012]). Then we ob-
tain the trajectory X(t; θˆ) using the 4-stage Runge-Kutta algorithm. The bandwidth
is chosen to be h = 0.05× n−2/5 by the rule of thumb.
For IMn and GMn, the two-step collocation method is used to estimate θ. In the
estimation procedures, the local linear and quadratic smoother is applied to obtain
Xˆ(t) and Xˆ ′(t) respectively. The time grid t∗j is chosen to be equidistantly distributed
in the time interval. Following the advice in [Fang, 2010], we set m = 2 × bn4/3c to
improve the performance of the two-step collocation method. The weight function
ω(t) is selected to be piecewise linear with the decreasing weights for points near
boundary. To satisfy the condition of he, we select the bandwidth he = hˆopt×n−2/15×
ln1/2 n, where hˆopt is an estimator of the optimal bandwidth of kernel regression
smoothing. We calculate this value from the R package ‘lokern’ ([Maechler, 2010]).
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Rather than estimate θ, we also need the local linear estimator X(t) and the local
quadratic estimator X ′(t) to replace the true form of X(t) and X ′(t) respectively in
IMn and GMn. We choose h0 = hˆopt and h1 = hˆ
f
opt. Again, these optimal bandwidths
are calculated from the R package ‘lokern’ ([Maechler, 2010]).
The bandwidth for IMn is h = 0.025 × n−3/5 × ln1/2 n while the bandwidth for
GMn is h = 1×n−1/29. We have these choices of the rates because we need to meet the
requirements for the consistency of the test statistics. As for the choice of the tuning
parameter c in GMn, it has no significant influence for the asymptotic properties.
However, it affects the power and size in finite sample performance. We found that
a small positive c is good for maintaining the significance level while a larger one is
in favor of power performance. Thus, a trade-off is in need. We recommend to use
1 for linear ODE model setting, while use a more conservative value for the complex
nonlinear ODE setting. Here we choose c = 1 in the Study 1 while choose c = 0.2 in
the Study 2 and Study 3.
In particular, simulation results show that the empirical size of IMn tends to be
very large in the complex ODE model settings. We have tried several sizes of sample,
from 300 to 10, 000 and found, from the unreported results, that with increasing
the sample size, the empirical size can gradually become smaller, though still large.
This seems to show that the test can still be consistent, but the cumulative error by
integration and involved nonparametric estimation very much affect the performance
of the test IMn. This is because the trajectory X(t) of complex ODE system usually
has a complex nonlinear function form and thus the nonparametric estimation Xˆ(t)
for all time points t can have more serious estimation error, and the integral over
the surrogate eˆik of eik in finite sample cases can cause very large cumulative error
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of IMn. Empirically, to control the empirical size of IMn, we make an adjusted
version such that it can be applied at least for some simple models. First, to alleviate
the boundary effect of the estimation and the cumulative error by integration, we
consider the following modification. First, we restrict the integral in the shorter
interval (0.1, 0.9) rather than the whole interval (0, 1) to avoid the boundary effect.
Second, to reduce the error caused by the integration, we split the interval into nl = 8
equidistant parts Tl = (l/10, (l + 1)/10), l = 1, 2, · · · , 8 and define the corresponding
residuals and test statistics as
eˆlik =
[
Yik − Xˆk( l
10
)−
∫ ti
min( l
10
,ti)
fk
(
t, Xˆ (t) ; θˆ
)
dt
]
I(ti ∈ Tl),
IM ln =
∑n
i=1
∑n
j=1
j 6=i
K
(
ti−tj
h
)
eˆlikeˆ
l
jk{∑n
i=1
∑n
j=1
j 6=i
2K2
(
ti−tj
h
)
eˆl2ikeˆ
l2
jk
}1/2 ,
where I(·) is the characteristic function. Then we define a test statistic as
IM∗n =
∑8
l=1 IM
l
n
2
√
2
.
Note that the statistics IM ln can be independent and their asymptotic properties can
be the same as those of the original IMn and the new test statistic can also have the
same asymptotic properties.
Finally, we also adjust the test by using a factor µn = 1 + 3n
−1/2 to reduce the
magnitude of the test statistic:
˜IMn =
IM∗n
1 + 3n−1/2
.
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Again, it is easy to see that this test statistic has the same asymptotic normality as the
original one under the null hypothesis by using Crame´r-Wald device and continuous
mapping theorem. Without notational confusion, we still write this adjusted version
as IMn in the following.
Study 1. Data sets are generated from the following ODE models:
H11 : X
′(t) =
 dX1dt
dX2
dt
 = τ
 aX1 + 0.4αcos(aX1)
aX1 + bX2 + 0.4βcos(aX1 + bX2)
 ,
H12 : X
′(t) =
 dX1dt
dX2
dt
 = τ
 aX1 + 0.1α(aX1)3
aX1 + bX2 + 0.1β(aX1 + bX2)
3
 ,
H13 : X
′(t) =
 dX1dt
dX2
dt
 = τ
 aX1 + 2αexp(aX1)
aX1 + bX2 + 5βexp(aX1 + bX2)
 .
In this study, we consider three different cases in which the linear null ODE
models are added with different disturbance terms to form alternative ODE models.
The alternatives are oscillating functions of X in H11 while they are low-frequent
functions of X in both H12 and H13 under the alternatives. In each case, α = 0
and β = 0 correspond to the null hypothesis, otherwise to the alternative hypothesis.
When only one of α and β is nonzero, then only one element ODE function is different
under the alternative hypothesis. When α and β are both nonzero, both components
are then changed under the alternative hypothesis. τ is a timescale parameter which
transforms the arbitrary length of sample time interval to 1. We set the true parameter
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(a, b) = (−0.06,−0.24), τ = 10, σ = 0.05 and the sample size is 300. The empirical
sizes and powers are presented in Table 1.
The results show that the trajectory matching-based test TMn maintains the
significance level when both α = 0 and β = 0. It also has very good powers under all
of the alternative models, which are significantly larger than IMn and GMn. This is
not surprised because TM summarizes the deviation of all the components from the
trajectory of null model.
By and large, the integral matching-based tests IMn1 and IMn2 can maintain the
significance level, although in some cases the empirical sizes of IMn1 are somewhat
lower than the significance level. These departures may originate from the influence
of the factor µn. IMn1 and IMn2 have nice power in most settings, showing the effect
of these tests.
The proposed tests GMn1 and GMn2 for the first and second component respec-
tively, when the corresponding component ODE function is under the null hypothesis,
can basically maintain the significance level. GMn1 has good powers in all three cases
while GMn2 has varying powers in different cases. This confirms the developed the-
ory. In the last two cases, we observe that when (α, β) = (1, 1), GMn2 has low powers
(0.600, 0.095), while when (α, β) = (0, 1), it has higher powers (0.734, 0.120). This
phenomenon is worthwhile to pay attention and very different from the classical test-
ing for regressions. A possible explanation would be that an extra α suppresses the
influence of β term, making the disturbance term in Xˆ ′(t) less important. However,
this explanation is not based on any theoretical justification. This anyhow shows the
complexity of the testing problem and is worth of a further investigation.
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In the third case, for the first component, GMn1 shows greater powers than IMn1.
However, for the second component, the situation is just on the contrary. This aston-
ishing phenomenon reminds us the significant difference between matching integral
and matching gradient. As is well known in the ODE literature, a relatively little dis-
turbance to the gradient may totally change the form of trajectory of ODE systems
while a relatively large disturbance to the gradient may cause little change to the
form of trajectory. Thus it is reasonable that IMn and GMn have different sensitivity
superiority in different settings.
Remark 3. As the first component X ′1(t) in this ODE model only contains X1(t), the
test for this component need not consider the problem of mixed components. Thus,
we can also use an adjust version of TMn which replaces the nonlinear least squares
estimator with two-step collocation estimator to check the first component.
Study 2. The data sets are generated from the following ODE system:
H2 : X
′(t) =
 dX1dt
dX2
dt
 = τ
 a(X1 +X2 − X313 ) + αX1X2
−X1+bX2−c
a
+ 0.4βX1X2
 .
This is the famous FitzHugh-Nagumo ODE system which describes the behavior of
spike potentials in the giant axon of squid neurons ([FitzHugh, 1961]; [Nagumo et al., 1962]).
Following [Ding and Wu, 2014], we set the true parameter (a, b, c) = (3, 0.2, 0.34),
τ = 10, σ = 0.05, and the initial values (X1(0), X2(0)) = (1,−1). The sample size is
300. The time coarse of this ODE system is presented in Fig.1. The empirical sizes
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Table 1. Empirical sizes and powers in Study 1. n=300, α = 0.05
Hypothesis α β TMn IMn1 IMn2 GMn1 GMn2
H11 0 0 0.045 0.028 0.047 0.038 0.050
0.5 0 1.000 0.562 0.048 0.279 0.034
0 0.5 1.000 0.025 1.000 0.042 0.191
0.5 0.5 1.000 0.555 1.000 0.270 0.193
1 0 1.000 1.000 0.048 1.000 0.044
0 1 1.000 0.019 1.000 0.035 0.994
1 1 1.000 1.000 1.000 1.000 0.994
H12 0 0 0.043 0.030 0.039 0.035 0.048
0.5 0 1.000 1.000 0.046 0.915 0.036
0 0.5 1.000 0.022 1.000 0.039 0.661
0.5 0.5 1.000 1.000 1.000 0.919 0.606
1 0 1.000 1.000 0.041 0.998 0.045
0 1 1.000 0.021 0.999 0.031 0.734
1 1 1.000 1.000 0.996 0.997 0.600
H13 0 0 0.046 0.033 0.045 0.037 0.050
0.5 0 1.000 0.115 0.043 0.294 0.034
0 0.5 1.000 0.019 0.905 0.040 0.078
0.5 0.5 1.000 0.131 0.783 0.296 0.062
1 0 1.000 0.172 0.043 0.906 0.048
0 1 1.000 0.021 0.992 0.031 0.120
1 1 1.000 0.161 0.925 0.893 0.095
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Figure 1. Time coarse of FitzHugh-Nagumo model.
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Table 2. Empirical sizes and powers in Study 2. n=300, α = 0.05
Hypothesis α β TMn IMn1 IMn2 GMn1 GMn2
H2 0 0 0.048 0.866 0.069 0.071 0.048
0.5 0 1.000 1.000 0.063 0.131 0.048
0 0.5 1.000 0.881 1.000 0.055 0.159
0.5 0.5 1.000 1.000 1.000 0.129 0.203
1 0 1.000 1.000 0.087 0.514 0.059
0 1 1.000 0.880 1.000 0.069 0.993
1 1 1.000 1.000 0.217 0.990 0.053
and powers are reported in Table 2.
The performances of TMn is still very well for checking this complex nonlinear
ODE model. GMn1 and GMn2 also work well in most cases. Due to the complex
interaction between the components of the ODE system, the performances of GMn1
and GMn2 when (α, β) = (0.5, 0.5) seem totally different compared to the (α, β) =
(1, 1) setting. These simulation results again show the complexity of the ODE testing
problem.
Obviously, IMn1 makes no sense at all for the testing. Some unreported results
show that when the sample size is even 10, 000, the empirical size can then be greatly
reduced which suggests consistency, but is still too large to make sense. Together with
its performance for testing the linear model above, we must be careful to use IMn to
check complex nonlinear ODE models. IMn2 performs acceptably as the hypothetical
model is now linear with (α, β) = (0, 0).
Study 3. Data sets are generated from the following ODE models:
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Figure 2. Time coarse of Lotka-Volterra model.
H3 : X
′(t) =
 dX1dt
dX2
dt
 = τ
 aX1 + bX1X2 + 0.8αX2
cX2 + dX1X2 + 4βX1
 .
The null ODE system with α = 0 and β = 0 is the standard Lotka-Volterra
model which is well known for modeling the evolution of prey-predator popula-
tions ([Lotka, 1910]; [Volterra, 1928]; [Goel et al., 1971]). Let the true parameters
(a, b, c, d) = (1,−1.5,−1.5, 2) and the initial values (X1(0), X2(0)) = (1, 2). The
same setting was used in [Brunel, 2008] to check the performance of a two-step col-
location estimator. We set τ = 10, σ = 0.05 and the sample size n = 300. The time
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Table 3. Empirical sizes and powers in Study 3. n=300, α = 0.05
Hypothesis α β TMn IMn1 IMn2 GMn1 GMn2
H3 0 0 0.047 0.204 0.234 0.048 0.041
0.5 0 1.000 0.597 0.088 0.113 0.042
0 0.5 1.000 0.057 1.000 0.042 0.641
0.5 0.5 1.000 0.280 1.000 0.120 0.245
1 0 1.000 0.255 0.147 1.000 0.042
0 1 1.000 0.043 1.000 0.042 0.821
1 1 1.000 0.253 0.998 0.095 0.080
coarse of this ODE system is summarized in Fig. 2. The empirical sizes and powers
are reported in Table 3.
As can be seen, the performances of tests TMn and GMn are similar to those with
the models in the last two studies. IMn still fails to maintain the significance level
when (α, β) = (0, 0). We omit the analysis details here.
Summarizing the simulation results, we conclude the TMn and GMn tests have
fine controlled sizes and good powers for extensive ODE systems. IMn is suitable to
be used to check linear ODE system.
6.2 A real data example
Now apply our tests to a real data set downloadable from Hulin Wu Lab (https://sph.uth.edu/dotAsset/3ac61148-
e59e-493c-bbda-0a38ffe111e5.zip). The data set has been analyzed to show the ben-
efits of differential equation-constrained local polynomial regression for estimating
parameters in an ODE model concerning influenza virus-specific effector CD8+ T
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cells ([Ding and Wu, 2014]). Here we employ the proposed tests to check the ade-
quacy of this model.
The form of the mechanistic ODE system is as follows ([Wu et al., 2011]; [Ding and Wu, 2014]):
d
dt
X1 = τ [ρmD
m(t− δt)− δm − γms − γml]
d
dt
X2 = τ [ρsD
s(t− δt)− δs − γsl + γms exp (X1 −X2)]
d
dt
X3 = τ [γml exp (X1 −X3) + γsl exp (X2 −X3)− δl]
(6.1)
where X = (X1, X2, X3)
T =
(
log (TmE ) , log (T
s
E) , log
(
T lE
))T
.
TmE , T
s
E and T
l
E are CD8+ T cells among lymph node, spleen and lung respectively.
Dm and Ds represent the number of mature dendritic cells in the mediastinal lymph
node and spleen separately. As in the simulation part, we add a timescale parameter
τ = 10 to normalize the sample time interval. The data for Dm is available in the data
set andDs can be replaced by the smoothed estimates ofDm. θ = (ρm, ρs, δl, γms, γsl)
T
is the parameter to be estimated. The other parameters are supposed to be known as
(δm, δs, γml, δt)
T = (0, 0, 0, 3.08)T. There are 77 observations at 9 distinct time points
for each component of T =
(
TmE , T
s
E, T
l
E
)
in the data set.
The ODE model (6.1) was used to fit data from day 5 to day 14, aiming to explain
the mechanism of influenza virus-specific effector CD8+ T cells. However, to avoid
model misspecification we should check the adequacy of this model. Thus, we apply
the proposed three tests. We choose the same parameter values as in the simulation
part. As the last two component functions contain X(t), to help control the empirical
size, we still use the adjusted version of IMn with the restricted interval (0.25, 0.75)
and nl = 2.
44
Figure 3. Time coarse of response and residuals.
Applying our trajectory-based test with the value 84.10 of TMn, the corresponding
p-value is abut 0. This result shows that the whole ODE model under the null is
not plausible. Next we use our integral-based test and gradient-based test to check
each component function. The values of IMn for the three component functions are
(3.17, 2.96, 4.04) and the p-values are (0.00077, 0.0016, 0). Since this ODE model is
somewhat complicated, the results of IMn need to be carefully treated. The values
of GMn for the three component functions are (13.44, 2.68, 25.96) and the p-values
are (0, 0.0037, 0). These results suggest all of the three component functions under
the null are not tenable. Thus we may need to modify the models to fit the data if
necessary.
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7 Conclusion
In this paper, we investigate model checking for parametric ordinary differential equa-
tions system and propose three tests to respectively check the whole system and their
components. The trajectory matching-based test is for the whole ODE system and
the other two integral matching-based and gradient matching-based tests for every
single component function in ODEs. The tests can detect global as well as local
alternatives.
There are four issues worthwhile to investigate in the future studies. First, due to
the complicated structure, the tests involve delicately selected bandwidths that affect
the performances of the tests. As briefly mentioned in Section 1, we do not apply the
idea of global smoothing test to construct a test for this problem. From Fig. 1 and
Fig. 2, we can see that some famous ODE models are very highly oscillating and thus
local smoothing test using nonparametric estimation may more sensitively capture
local departures of ODE models. But, it deserves a study to see whether global
smoothing test could be more powerful for low frequency ODE models. Second, we
can see that due to any single component of the ODE system actually shares the same
original function X(·), the corresponding tests are expectably not very powerful as
we commented in Section 1. How to solve this problem is a big issue. Third, as seen
in simulation, IMn is hard to control the significance level due to its sensitivity to
the nonparametric estimator. How to modify it is a nontrivial task. Fourth, for ODE
models, it is also the case where the ODE system is large, that is, p is large. This is
a very challenging problem in effect. The research is ongoing.
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1 Additional assumptions
Other than the assumptions given in each lemma and theorem, we give some other
assumptions here. These assumptions are divided to three sets. Assumptions in set A
give the basic setting of (t, Y ) and the conditions on kernel function. These assump-
tions assume ensure the uniform convergence rate for kernel estimation. Assumptions
in set B place restrictions on the primitive function F (t; θ) which include some condi-
tions needed for the nonlinear least squares estimation. Assumptions in set C contain
the conditions on f(t,X(t); θ) that are necessary for the two-step collocation method.
Set A.
1. ti are i.i.d. random samples and have a common compact support [t0, T ]. The
density function p(t) is bounded and bounded away from 0. The first and second
derivative of p(t) are bounded and continuous.
2. For all 1 ≤ k ≤ p, E(y4ik|ti) is continuously differentiable and bounded by a
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measurable function b(t) with E(b2(ti)) < ∞. Furthermore, there exists s > 2 such
that
E(|yik|s) <∞,
sup
t
E(|yik|s|ti = t)p(t) ≤ Λ1.
3. The kernel function K(u) is a nonnegative, bounded, continuous, symmet-
ric function and is supported on [−1, 1] with ∫ K(u)du = 1. For all u, u′ ∈ R,
|K(u)−K (u′)| ≤ Λ2 ‖u− u′‖ for some Λ2 <∞.
4. The parameter space Θ is a closed, convex, bounded compact subset of Rq.
Set B.
1. Fk(t; θ) is a Borel measurable real function on R
p for each θ and is twice
continuously differentiable with respect to θ for each t.
2. For all 1 ≤ k ≤ p,
E
[
sup
θ∈Θ
F 2k (t; θ)
]
<∞,
E
[
sup
θ∈Θ
∥∥∥∥∂Fk(t; θ)∂θ ∂Fk(t; θ)∂θT
∥∥∥∥] <∞,
E
{
sup
θ∈Θ
∥∥∥∥[Yk − Fk(t; θ)]2∂Fk(t; θ)∂θ ∂Fk(t; θ)∂θT
∥∥∥∥} <∞,
E
{
sup
θ∈Θ
∥∥∥∥[Yk − Fk(t; θ)]2∂2Fk(t; θ)∂θ∂θT
∥∥∥∥} <∞.
3. E
[∑p
k=1 (Yki − Fk (ti; θ))2
]
takes a unique minimum at θ∗ ∈ Θ.
2
4. The matrix E
[∑p
k=1
∂Fk(ti;θ0)
∂θ
∂Fk(ti;θ0)
∂θT
]
is nonsingular.
Set C.
1. The function X
(3)
k (t) is continuous on [t0, T ].
2. fk(t,X(t); θ) is a continuous function of θ for θ ∈ Ωθ.
3. Ep∗
{
[X ′k(t)− fk (t,X(t), θ)]2wk(t)
}
takes a unique miminum at θ∗ ∈ Θ.
4. The first and second partial derivatives, ∂fk(t,X(t);θ)
∂θ
, ∂
2fk(t,X(t);θ)
∂X∂θ
, and ∂
2fk(t,X(t);θ)
∂θ∂θT
,
exist and are continuous for all θ ∈ Θ, X ∈ X , and
∥∥∥∥∂fk(t,X1(t); θ)∂θ − ∂fk(t,X2(t); θ)∂θ
∥∥∥∥ ≤ C1 ‖X1 −X2‖ζ
for some 0 ≤ ζ ≤ 1.
5. The first partial derivative ∂fk(t,X(t);θ)
∂X
is continuous for X ∈ X and satisfies
sup
X∈X
∥∥∥∥∂fk(t,X(t); θ)∂X
∥∥∥∥ ≤M(t; θ).
6. If t∗i is randomly designed, its density function p
∗(t) is bounded away from 0 and
has bounded and continuous first derivative on [t0, T ]. If t
∗
i is in fixed design, there
exists a distribution P ∗(t) with the corresponding density function p∗(t) satisfying
the above conditions such that
sup
t
|P ∗m(t)− P ∗(t)| = O(m−1)
3
where P ∗m(t) is the empirical distribution of (t
∗
1, · · · , t∗m).
2 Remark of notations
In the following proofs, we omit the corresponding superscripts F, Fˆ , f and subscripts
NLS, TS for simplicity. The notations Vi and Si will present statistics used in the
proofs, which may have different meanings for each appearance.
3 Preliminary Lemmas
Before giving the proofs of Theorems and Lemmas, we provide some results about
the uniform convergence rate of kernel estimation and local polynominal estimation
as preliminary lemmas. These preliminary lemmas are useful for the proofs of the
lemmas and theorems. The proof of Lemma 10 can be founded in [Hansen, 2008], the
proofs of Lemma 11 and Lemma 12 can be extended to the vector version under the
Frobenius norm ‖ · ‖ by the proofs in [Hansen, 2008] and [Liang and Wu, 2008].
Lemma 10. ([Hansen, 2008]) Under sets A-C of assumptions in Appendix A, lnn
nh
=
o(1), for the kernel density estimator pˆ(t), we have
sup
t
|pˆ(t)− p(t)| = oP (an) (3.1)
where an = h
2 + n−1/2h−1/2 log n−1/2.
Lemma 11. Under sets A-C of assumptions in Appendix A, lnn
nh
= o(1), for the local
4
linear estimator,
Xˆ(t) =
1
n2h2
∑n
k
∑n
l
[
( t−tk
h
)2K( t−tk
h
)K( t−tl
h
)Yl − t−tkh K( t−tkh ) t−tlh K( t−tlh )Yl
]
1
n2h2
∑n
k
∑n
l
[
( t−tk
h
)2K( t−tk
h
)K( t−tl
h
)− t−tk
h
K( t−tk
h
) t−tl
h
K( t−tl
h
)
]
≡Nn(t)
Mn(t)
,
(3.2)
we have
sup
t
|Mn(t)−M(t)| = oP (an), (3.3)
with M(t) =
∫
u2K(u)du · p2(t) = µ2(K)p2(t), and
sup
t
‖Xˆ(t)−X(t)‖ = oP (an) (3.4)
where an = h
2 + n−1/2h−1/2 log n−1/2.
Lemma 12. Under sets A-C of assumptions in Appendix A, lnn
nh3
= o(1), for the local
quadratic estimator Xˆ ′(t), we have
sup
t
‖Xˆ ′(t)−X ′(t)‖ = oP (bn) (3.5)
where an = h
2 + n−1/2h−3/2 log n.
4 The results in Section 2
4.1 Proof of Theorem 2.1
Proof. This theorem can be regarded as a straightforward extension of Lemma 3 of
[Li et al., 2019] to the multi-response case. Since the proof is similar, we omit it
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here.
4.2 Proof of Lemma 1
Proof. For every component k, we decompose Vnk into three terms:
Vnk =
1
n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K
(
ti − tj
h
)
eikejk
=
 1
n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K
(
ti − tj
h
)
εikεjk

− 2
 1n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K
(
ti − tj
h
)
εik
[
Fk
(
tj, θˆ
)
− Fk (tj, θ0)
]
+
 1n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K
(
ti − tj
h
)
×
[
Fk
(
tj, θˆ
)
− Fk (tj, θ0)
] [
Fk
(
tj, θˆ
)
− Fk (tj, θ0)
]}
≡V1nk − 2V2nk + V3nk.
(4.1)
Therefore the vector Vn can be written as V1n − 2V2n + V3n. We now show that
nh1/2V1n
d−→ N(0,Σ) while nh1/2V2n and nh1/2V3n converge to zero in probability.
To prove that nh1/2V1n
d−→ N(0,Σ), we only need to verify that for every λ ∈ Rp,
nh1/2λTV1n
d−→ N(0, λTΣλ) according to the Crame´r-Wald device. To confirm this
statement, write λTV1n in a U-statistic form with the kernel:
H˜n (zi, zj) =
p∑
k=1
λk
h
K
(
ti − tj
h
)
εikεjk
6
where zi = (ti, εi). Since it is a one-dimensional degenerate U-statistic, Theorem 1 of
[Hall, 1984] can be applied to obtain its asymptotic distribution. We then verity the
7
conditions of this theorem. To this end, we have the following equations:
E
[
L2n (z1, z2)
]
=E
{
E
[
H˜n (z3, z1) H˜n (z3, z2) |z1, z2
]}2
=E
{
E
[
p∑
k1=1
p∑
k2=1
λk1λk2
h2
K
(
t3 − t1
h
)
K
(
t3 − t2
h
)
ε1k1ε2k2ε3k1ε3k2 |z1, z2
]}2
=
1
h4
E
{
p∑
k1=1
p∑
k2=1
λk1λk2ε1k1ε2k2E
[
K
(
t3 − t1
h
)
K
(
t3 − t2
h
)
σk1k2 (t3) |t1, t2
]}2
=
1
h4
E
[
p∑
k1=1
p∑
k2=1
λk1λk2ε1k1ε2k1
∫
K
(
t3 − t1
h
)
K
(
t3 − t2
h
)
σk1k2 (t3) p (t3) dt3
]2
=
1
h4
E
[
p∑
k1=1
p∑
k2=1
λk1λk2ε1k1ε2k1
∫
K (u)K
(
u+
t1 − t2
h
)
×σk1k2 (t1 + hu) p (t1 + hu)hdu]2
=
1
h2
E
{
E
{
p∑
k1=1
p∑
k2=1
p∑
k3=1
p∑
k4=1
λk1λk2λk3λk4ε1k1ε2k2ε1k3ε2k4
×
[∫
K(u)K
(
u+
t1 − t2
h
)
σk1k2 (t1 + hu) p (t1 + hu) du
]
×
[∫
K(u)K
(
u+
t1 − t2
h
)
σk3k4 (t1 + hu) p (t1 + hu) du
]
|t1, t2
}}
=
1
h2
E
{
p∑
k1=1
p∑
k2=1
p∑
k3=1
p∑
k4=1
λk1λk2λk3λk4σk1k3 (t1)σk2k4 (t2)
×
[∫
K(u)K
(
u+
t1 − t2
h
)
σk1k2 (t1 + hu) p (t1 + hu) du
]
×
[∫
K(u)K
(
u+
t1 − t2
h
)
σk3k4 (t1 + hu) p (t1 + hu) du
]}
≤p
4λ4max
h2
∫
σ2max
[∫
K(u)K
(
u+
t1 − t2
h
)
× σmaxp (t1 + hu) du]2p (t1) p (t2) dt1dt2
=
p4λ4max
h2
σ2max
∫ [∫
K(u)K(u+ v)
× σmaxp (t1 + hu) du]2hp (t1) p (t1 − hv) dt1dv
=
p4λ4max
h
σ4max
∫ [∫
K(u)K(u+ v)du
]2
dv
∫
p4(t)dt+ o (1/h)
=O (1/h) .
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E
[
H˜2n (z1, z2)
]
= E
{
E
[
H˜2n (z1, z2) |t1, t2
]}
=
∫
1
h2
p∑
k1=1
p∑
k2=1
λk1λk2K
2
(
t1 − t2
h
)
σk1k2 (t1)σk1k2 (t2) p (t1) p (t2) dt1dt2
=
1
h2
p∑
k1=1
p∑
k2=1
λk1λk2
∫
K2(u)σk1k2(t1)σk1k2(t1 − hu)p(t)p(t− hu)hdtdu
=
1
h
p∑
k1=1
p∑
k2=1
λk1λk2
∫
K2(u)du
∫
[σk1k2(t)]
2 p2(t)dt+ o (1/h)
= O (1/h) .
Also
E
[
H˜4n (z1, z2)
]
=
1
h4
∫
K4
(
t1 − t2
h
) p∑
k1=1
p∑
k2=1
p∑
k3=1
p∑
k4=1
λk1λk2λk3λk4{E [ε1k1ε1k2ε1k3ε1k4|t1]
× E [ε2k1ε2k2ε2k3ε2k4|t2]}p (t1) p (t2) dt1dt2
=
1
h4
{
p∑
k1=1
p∑
k2=1
p∑
k3=1
p∑
k4=1
λk1λk2λk3λk4
∫
K4(u){σk1k2k3k4(t1)
× σk1k2k3k4(t1 − hu)}p(t1)p(t1 − hu)hdt1du}
=O
(
1/h3
)
.
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From these equations, we have
E [L2n (z1, z2)] + n
−1E
[
H˜4n (z1, z2)
]
{
E
[
H˜2n (z1, z2)
]}2 = O (1/h) + n−1O (1/h3)O (1/h2)
= O (h) + O (1/nh) −→ 0.
Since the conditions in Theorem 1 of [Hall, 1984] are verified, we then have
nλT · V1n/
{
2E
[
H˜2n (zi, zj)
]}1/2 d−→ N(0, 1).
This implies that
nh1/2λTV1n
d−→ N
(
0, 2
p∑
k1=1
p∑
k2=1
λk1λk2
∫
K2(u)du ·
∫
[σk1k2(t)]
2 p2(t)dt
)
. (4.2)
Write the asymptotic variance as λTΣλ. The asymptotic normality is derived.
For every component k, following the proof in [Zheng, 1996], we can easily show
that,
nh1/2V2nk
P−→ 0 and nh1/2V3nk P−→ 0. (4.3)
As p is fixed, we then have that nh1/2V2n and nh
1/2V3n converge to zero in probability.
The details are omitted here.
Summarizing the results (4.1), (4.2) and (4.3), we conclude nh1/2Vn
d−→ N(0,Σ).
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4.3 Proof of Lemma 2
Proof. Similarly as the proof of Lemma 1, it is easy to decompose every component
of Σˆ as
Σˆk1k2 =
2
n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K2
(
ti − tj
h
)
eik1eik2ejk1ejk2
=2
 1
n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K2
(
ti − tj
h
)
εik1εik2εjk1εjk2
+ oP (1)
≡2S1nk1k2 + oP (1).
Here S1nk1k2 is a standard U-statistic with the kernel:
Hn (zi, zj) =
1
h
K2
(
ti − tj
h
)
εik1εik2εjk1εjk2 .
As in the proof of Lemma 1, it is easy find that E
[‖Hn (zi, zj)‖2] = o(n). Applying
Lemma 3.1 of [Zheng, 1996], we have
S1nk1k2 = rnk1k2 + oP (1)
= E
[
1
h
K2
(
ti − tj
h
)
εik1εik2εjk1εjk2
]
+ oP (1)
=
∫
K2(u)du
∫
[σk1k2(t)]
2 p2(t)dt+ oP (1)
= Σk1k2/2 + oP (1).
Thus we conclude
Σˆ = 2S1n + oP (1) = Σ + oP (1).
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4.4 Proof of Theorem 2.2 (under the null hypothesis)
Proof. The result is an easy consequence of Lemma 1 and Lemma 2 by using Slutsky’s
theorem and continuous mapping theorem.
4.5 Proof of Lemma 3
Proof. Again similar to the proof of Lemma 1, Vn can be decomposed as
Vn =
1
n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K
(
ti − tj
h
)
ei  ej
=
 1n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K
(
ti − tj
h
)
εi  εj
+ oP (1)
≡ S2n + oP (1).
Here S2n is also a standard U-statistic with the kernel:
Hn (zi, zj) =
1
h
K
(
ti − tj
h
)
εi  εj.
The conditions in Lemma 3.1 of [Zheng, 1996] can be easily verified using the same
methods in the proof of Lemma 1. Since
E(εi|ti) = X (ti)− F (ti, θ0)
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under the global alternative. We then have
rn =E {E [Hn (zi, zj) |ti, tj]}
=
1
h
E
{
K
(
ti − tj
h
)
[X (ti)− F (ti, θ0)] [X (tj)− F (tj, θ0)]
}
=
1
h
∫
K
(
ti − tj
h
)
[X (ti)− F (ti, θ0)] [X (tj)− F (tj, θ0)] p (ti) p (tj) dtidtj
=
1
h
∫
K(u) [X (ti)− F (ti, θ0)] [X (ti − hu)− F (ti − hu, θ0)]
× p (ti) p (ti − hu) dtihdu
=
∫
[X(t)− F (t, θ0)]2  p2(t)dt+ o(1)
=E
{
[X (ti)− F (ti, θ0)]2  p (ti)
}
+ o(1).
Thus
Vn
P−→ E {[X (ti)− F (ti, θ0)]2  p (ti)} .
4.6 Proof of Lemma 4
Proof. By the similar proof of Lemma 3, it is easy to show that
Σˆk1k2 =2
 1n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K2
(
ti − tj
h
)
εik1εik2εjk1εjk2
+ oP (1)
≡ 2S3nk1k2 + oP (1).
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Here S3nk1k2 is a standard U-statistic with the kernel
Hn (zi, zj) =
1
h
K2
(
ti − tj
h
)
εik1εik2εjk1εjk2 .
We can easily find that E
[‖Hn (zi, zj)‖2] = o(n) by direct computation. Applying
Lemma 3.1 of [Zheng, 1996], we have
S3nk1k2 = rnk1k2 + oP (1)
= E
[
1
h
K2
(
ti − tj
h
)
εik1εik2εjk1εjk2
]
+ oP (1)
=
∫
K2(u)du
∫
[σk1k2(t) + (Xk1(t)− Fk1(t, θ0))(Xk2(t)− Fk2(t, θ0))]2 p2(t)dt+ oP (1)
= Σ′k1k2/2 + oP (1).
Thus
Σˆ = 2S3nk1k2 + oP (1) = Σ
′ + oP (1).
4.7 Proof of Theorem 2.3 (under global alternatives)
Proof. The result is an easily derived consequence of Lemma 3 and Lemma 4.
4.8 Proof of Theorem 2.4 (under local alternatives)
Proof. Here we just focus on giving the limiting distribution of V Fn in the case that
p = 1. The arguments in the proof can be easily applied to handle multidimensional
case and obtain the convergence result of TMn.
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In the case that p = 1, V Fn is similar to Zheng’s statistic Vn and it seems that
it follows the results of Theorem 3 of [Zheng, 1996]. However, in that proof, the
author gives (A.37) to show that the limit distribution of Vn only depends on the
limit distribution of S7n, which is not enough since we need to show that Vn − S7n
is oP (n
−1h−1/2) instead of oP (1). Actually, when the rate of (θˆ − θ) is slower than
1/
√
n, the result of Theorem 3 is incorrect. We give the result of V Fn as follows.
Similarly as the proof of Lemma 1, V Fn can be decomposed as
V Fn =
1
n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
K
(
ti − tj
h
)
eiej
=
 1
n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
K
(
ti − tj
h
)
εiεj

− 2
 1n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
K
(
ti − tj
h
)
εi
[
F
(
tj, θˆ
)
− F (tj, θ0)
]
+
 1n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
K
(
ti − tj
h
)
×
[
F
(
ti, θˆ
)
− F (ti, θ0)
] [
F
(
tj, θˆ
)
− F (tj, θ0)
]}
≡S1n − 2S2n + S3n.
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For S1n,
S1n =
1
n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K
(
ti − tj
h
)
[ui + δnL (ti)] [uj + δnL (tj)]
=
 1
n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K
(
ti − tj
h
)
uiuj

+ δn
 1
n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K
(
ti − tj
h
)
uiL (tj)

+ δ2n
 1
n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K
(
ti − tj
h
)
L (ti)L (tj)

≡Q1n + δnQ2n + δ2nQ3n
where ui = εi − δnL (ti).
By a similar proof used for Theorem 3 of [Zheng, 1996], we can easily show that
nh1/2Q1n
d−→ N(0,Σ),√nQ2n d−→ N (0,E [σ2 (ti)L2 (ti) p2 (ti)]), Q3n P−→ E [L2 (ti) p (ti)].
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For S2n, we have
S2n =
1
n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K
(
ti − tj
h
)
εi
[
F
(
tj, θˆ
)
− F (tj, θ0)
]
=
1
n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K
(
ti − tj
h
)
[ui + δnL (ti)]
[
F
(
tj, θˆ
)
− F (tj, θ0)
]
=
 1n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K
(
ti − tj
h
)
ui
[
F
(
tj, θˆ
)
− F (tj, θ0)
]
+
 δnn(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K
(
ti − tj
h
)
L (ti)
[
F
(
tj, θˆ
)
− F (tj, θ0)
]
=
 1n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K
(
ti − tj
h
)
ui
∂F (tj, θ0)
∂θT
(
θˆ − θ0
)
+

(
θˆ − θ0
)T 1
n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K
(
ti − tj
h
)
ui
∂2F (tj, θ)
∂θ∂θT
(
θˆ − θ0
)
+
 δnn(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K
(
ti − tj
h
)
L (ti)
∂F (tj, θ0)
∂θT
(
θˆ − θ0
)
+

(
θˆ − θ0
)T δn
n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K
(
ti − tj
h
)
L (ti)
∂2F (tj, θ)
∂θ∂θT
(
θˆ − θ0
)
+ OP (‖θn − θ0‖3) + OP (δn‖θn − θ0‖3)
≡Q4n +Q5n +Q6n +Q7n + OP (‖θn − θ0‖3) + OP (δn‖θn − θ0‖3).
According to Theorem 2.1, under the local alternatives,
θn − θ0 = H−1F˙
1
n
n∑
i=1
εi
∂F (ti, θ0)
∂θ
+ δnH
−1
F˙
E
[
L (ti)
∂F (ti, θ0)
∂θ
]
= OP (δn) (4.4)
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where
HF˙ = E
[
∂F (ti, θ0)
∂θ
∂F (ti, θ0)
∂θ′
]
.
Thus, by a similar proof of Lemma 3.3d of [Zheng, 1996], we can show Q4n =
OP (n
−1/2δn), Q5n = OP (n−1/2δ2n), Q6n = OP (δ
2
n), and Q7n = OP (δ
3
n). It is easy to see
that the leading term in the4 above decomposition is Q6n. Here,
Q6n =
 δnn(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K
(
ti − tj
h
)
L (ti)
∂F (tj, θ0)
∂θ′
(
θˆ − θ0
)
=δ2nE
[
L (ti)
∂F (ti, θ0)
∂θ′
p (ti)
]
H−1
f˙
E
[
L (ti)
∂F (ti, θ0)
∂θ
]
.
On the other hand,
S3n =
1
n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K
(
ti − tj
h
)
×
[
F
(
ti, θˆ
)
− F (ti, θ0)
] [
F
(
tj, θˆ
)
− F (tj, θ0)
]
=
(
θˆ − θ0
)T 1
n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K
(
ti − tj
h
)
× ∂F (ti, θ0)
∂θ
∂F (tj, θ0)
∂θ′
(
θˆ − θ0
)
[1 + oP (1)]
=δ2nE
[
L (ti)
∂F (ti, θ0)
∂θ′
]
H−1
F˙
× E
[
∂F (ti, θ0)
∂θ
∂F (ti, θ0)
∂θT
p(ti)
]
H−1
F˙
E
[
L (ti)
∂F (ti, θ0)
∂θ
]
[1 + oP (1)].
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Thus, when δn = n
−1/2h−m/4, we have nhm/2Vn
P−→ N (V,Σ) where
V =E
[
L2 (ti) p (ti)
]− 2E [L (ti) ∂F (ti, θ0)
∂θ′
p (ti)
]
H−1
F˙
E
[
L (ti)
∂F (ti, θ0)
∂θ
]
+ E
[
L (ti)
∂F (ti, θ0)
∂θ′
]
H−1
F˙
E
[
∂F (ti, θ0)
∂θ
∂F (ti, θ0)
∂θ′
p(ti)
]
H−1
f˙
E
[
L (ti)
∂F (ti, θ0)
∂θ
]
=E
{{
L (ti)− ∂F (ti, θ0)
∂θ′
H−1
f˙
E
[
L (ti)
∂F (ti, θ0)
∂θ
]}2
p(t)
}
.
The extension to the multivariate case (p > 1) is straightforward. Then the
convergence result of TMn is easy to derive by using the convergence result of Vn.
5 The results in Section 3
5.1 Proof of Theorem 3.1
Proof. Under HF1n, since the local alternative model is X(t) = F (t, θ0) + δnL1 (t), we
can deal with the derivatives on both side:
X ′(t) =F ′ (t, θ0) + δnL′ (t)
=f (t,X(t)− δnL (t) ; θ0) + δnL′ (t)
=f (t,X(t); θ0) + δnL
′ (t)− δn∂f (t,X(t); θ0)
∂XT
L (t) + o(δn)v2(t).
Thus we have v1(t) = L
′ (t)− ∂f(t,X(t);θ0)
∂XT
L (t) and the former part of this theorem
is proven. The latter part can be proven by contradiction.
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5.2 Proof of Theorem 3.2
Proof. We can show θˆ is a consistent estimator of θ∗ by mimicking the proof of
Theorem 1 of [Liang and Wu, 2008]. Since the proof is similar, here we omit the
details. Next we focus on giving the asymptotically linear representation of θˆ − θ∗
and its root-n consistency.
The two-stage collocation estimator θˆ is defined as
Sn(θ) =
1
m
m∑
j=1
[
Xˆ ′k(t
∗
j)− fk
(
t∗j , Xˆ(t
∗
j), θ
)]2
ω(t∗j),
θˆn = arg min
θ
Sn(θ).
Using Taylor expansion, we obtain
S˙n(θˆn)− S˙n(θ∗) = S¨n(θ˜n)(θˆn − θ∗)
where θ˜n is a mid-value between θˆ and θ
∗. Thus,
θˆn − θ∗ = S¨n(θ˜n)−1[S˙n(θˆn)− S˙n(θ∗)]
= −S¨n(θ˜n)−1S˙n(θ∗).
(5.1)
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For S˙n(θ
∗), we have
S˙n(θ
∗) =− 2
m
m∑
j=1
[
Xˆ ′k(t
∗
i )− fk
(
t∗j , Xˆ(t
∗
j), θ
∗
)]
ω(t∗j)
∂fk
(
t∗j , Xˆ(t
∗
j), θ
∗
)
∂θ
=− 2
m
m∑
j=1
[
X ′j(t
∗
i )− fk
(
t∗j , Xˆ(t
∗
j), θ
∗
)]
ω(t∗j)
∂fk
(
t∗j , Xˆ(t
∗
j), θ
∗
)
∂θ
− 2
m
m∑
j=1
[
Xˆ ′k(t
∗
j)−X ′k(t∗j)
]
ω(t∗j)
∂fk
(
t∗j , Xˆ(t
∗
j), θ
∗
)
∂θ
.
(5.2)
We consider the asymptotic approximations of the estimator under the null, global
and local alternative hypothesis.
1. Under H0k. We note that under the null hypothesis,
Ep∗
{
[X ′k(t)− fk (t,X(t), θ)]2w(t)
}
=Ep∗
{
[fk (t,X(t), θ0)− fk (t,X(t), θ))]2w(t)
}
≥Ep∗
{
[fk (t,X(t), θ0)− fk (t,X(t), θ0)]2w(t)
}
= 0.
(5.3)
Therefore, θ∗ = θ0. Based on (5.2), we have
S˙n(θ
∗) =− 2
m
m∑
j=1
[
fk
(
t∗j , X(t
∗
j), θ0
)− fk (t∗j , Xˆ(t∗j), θ0)]ω(t∗j)∂fk
(
t∗j , Xˆ
(
t∗j
)
, θ0
)
∂θ
− 2
m
m∑
j=1
[
Xˆ ′k(t
∗
j)−X ′k(t∗j)
]
ω(t∗j)
∂fk
(
t∗j , Xˆ
(
t∗j
)
, θ0
)
∂θ
≡− 2V01 − 2V02.
(5.4)
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Consider V01. It can be decomposed as
V01 =
1
m
m∑
j=1
[
fk
(
t∗j , X(t
∗
j), θ0
)− fk (t∗j , Xˆ(t∗j), θ0)]ω(t∗j)∂fk
(
t∗j , Xˆ
(
t∗j
)
, θ0
)
∂θ
=
1
m
m∑
j=1
[
fk
(
t∗j , X(t
∗
j), θ0
)− fk (t∗j , Xˆ(t∗j), θ0)]ω(t∗j)
×
∂fk
(
t∗j , Xˆ
(
t∗j
)
, θ0
)
∂θ
− ∂fk
(
t∗j , X
(
t∗j
)
, θ0
)
∂θ

+
1
m
m∑
j=1
[
fk
(
t∗j , X(t
∗
j), θ0
)− fk (t∗j , Xˆ(t∗j), θ0)]ω(t∗j)∂fk (t∗j , X (t∗j) , θ0)∂θ
≡V011 + V012 = V012[1 + oP (1)],
as V011 = oP (V012) by noting that, Xˆ(t
∗
j) is a consistent estimator of X(t
∗
j),
∂fk
(
t∗j , Xˆ
(
t∗j
)
, θ0
)
∂θ
− ∂fk
(
t∗j , X
(
t∗j
)
, θ0
)
∂θ
= oP (1). (5.5)
Then we consider V012 decomposed as
V012 =
1
m
m∑
j=1
[
fk
(
t∗j , X(t
∗
j), θ0
)− fk (t∗j , Xˆ(t∗j), θ0)]ω(t∗j)∂fk (t∗j , X (t∗j) , θ0)∂θ
=
−1
m
m∑
j=1
ω(t∗j)
∂fk
(
t∗j , X
(
t∗j
)
, θ0
)
∂θ
∂fk
(
t∗j , X
(
t∗j
)
, θ0
)
∂XT
×
[
Xˆ(t∗j)−X(t∗j)
]
[1 + oP (1)].
(5.6)
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For V02, the decomposition is as
V02 =
1
m
m∑
j=1
[
Xˆ ′k(t
∗
j)−X ′k(t∗j)
]
ω(t∗j)
∂fk
(
t∗j , Xˆ
(
t∗j
)
, θ0
)
∂θ
=
1
m
m∑
i=1
[
Xˆ ′k(t
∗
j)−X ′k(t∗j)
]
ω(t∗j)
×
∂fk
(
t∗j , Xˆ
(
t∗j
)
, θ0
)
∂θ
− ∂fk
(
t∗j , X
(
t∗j
)
, θ0
)
∂θ

+
1
m
m∑
j=1
[
Xˆ ′k(t
∗
j)−X ′k(t∗j)
]
ω(t∗j)
∂fk
(
t∗j , X
(
t∗j
)
, θ0
)
∂θ
≡V021 + V022 = V022[1 + oP (1)],
(5.7)
as V021 can be proven to be oP (V022) by using (5.5). Together with (5.6) and (5.7),
S˙n(θ
∗) in (5.4) has the linear approximation (V012 + V022)(1 + op(1)).
Next we consider the second order derivative S¨n(θ˜n) of Sn with respect to θ. We
have
S¨n(θ˜n) =− 2
m
m∑
j=1
[
Xˆ ′k
(
t∗j
)− fk (t∗j , Xˆ (t∗j) , θ˜n)]ω(t∗j)∂2fk
(
t∗j , Xˆ
(
t∗j
)
, θ˜n
)
∂θ∂θT
+
2
m
m∑
j=1
ω(t∗j)
∂fk
(
t∗j , Xˆ
(
t∗j
)
, θ˜n
)
∂θ
∂fk
(
t∗j , Xˆ
(
t∗j
)
, θ˜n
)
∂θT
=2Ep∗
[
ω(t)
∂fk (t,X (t) , θ0)
∂θ
∂fk (t,X (t) , θ0)
∂θT
]
+ oP (1)
≡2Hf˙ + oP (1).
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Altogether, the linear approximation of θˆn − θ0 is as
θˆn − θ0
=H−1
f˙
1
m
m∑
j=1
{[
Xˆ ′k(t
∗
j)−X ′k(t∗j)
]
ω(t∗j)
∂fk
(
t∗j , X
(
t∗j
)
, θ0
)
∂θ
−ω(t∗j)
∂fk
(
t∗j , X
(
t∗j
)
, θ0
)
∂θ
∂fk
(
t∗j , X
(
t∗j
)
, θ0
)
∂XT
[
Xˆ(t∗j)−X(t∗j)
]}
[1 + oP (1)]
=H−1
f˙
1
m
m∑
j=1
[
∆k(t
∗
j)ω(t
∗
j)
∂fk
(
t∗j , X
(
t∗j
)
, θ0
)
∂θ
−ω(t∗j)
∂fk
(
t∗j , X
(
t∗j
)
, θ0
)
∂θ
∂fk
(
t∗j , X
(
t∗j
)
, θ0
)
∂XT
Λ
(
t∗j
)]
[1 + oP (1)]
(5.8)
where
Λ
(
t∗j
)
=Xˆ
(
t∗j
)−X (t∗j)
=
{
1
np
(
t∗j
) n∑
s=1
1
h
K
(
ts − t∗j
h
)[
X (ts)−X
(
t∗j
)−X ′ (t∗j) (ts − t∗j)]
+
1
np
(
t∗j
) n∑
s=1
1
h
K
(
ts − t∗j
h
)
 (ts)
}
[1 + oP (1)] ,
(5.9)
∆k(t
∗
j) =
[
Xˆ ′k(t
∗
j)−X ′k(t∗j)
]
=
{
1
nh2µ2(K)p
(
t∗j
) n∑
s=1
1
h
K
(
ts − t∗j
h
)(
ts − t∗j
)
×
[
Xk (ts)−Xk
(
t∗j
)−X ′k (t∗j) (ts − t∗i )−X(2)k (t∗j) (ts − t∗j)22
]
+
1
nh2µ2(K)p
(
t∗j
) n∑
s=1
1
h
K
(
ts − t∗j
h
)(
ts − t∗j
)
k (ts)
}
[1 + oP (1)] .
(5.10)
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We now prove the root-n consistency of θˆn − θ0. Denote
∂fk
(
t∗j
)
∂θ
=
∂fk
(
t∗j , X
(
t∗j
)
, θ0
)
∂θ
,
M1 =
1
m
m∑
j=1
∆k(t
∗
j)ω(t
∗
j)
∂fk
(
t∗j
)
∂θ
,
M2 =
1
m
m∑
j=1
ω(t∗j)
∂fk
(
t∗j
)
∂θ
∂fk
(
t∗j
)
∂XT
Λ
(
t∗j
)
.
Based on the asymptotic form of ∆k(t
∗
j) in (5.10), we can compute the conditional
variance of M1 as follows:
V ar (M1|D)
=
1
m2
m∑
j=1
∂fk
(
t∗j
)
∂θ
ω2
(
t∗j
)
σ2k(t
∗
j)ν2(K)
nh3µ22(K)p
(
t∗j
) ∂fk (t∗j)
∂θT
+
1
m2n2h4µ2 (K2)
m∑
l 6=i
n∑
s=1
σ2k(ts)
h2p (t∗i ) p (t
∗
l )
ω (t∗i )ω (t
∗
l )
×K
(
ts − t∗i
h
)
K
(
ts − t∗l
h
)
(ts − t∗i ) (ts − t∗l )
∂fk (t
∗
i )
∂θ
∂fk (t
∗
l )
∂θT
=
1
nh4µ22(K)
∫
t
∫
z1
∫
z2
h2σ2k(t)K (z1)K (z2) z1z2
p (t+ z1h) p (t+ z2h)
∂fk (t+ z1h)
∂θ
∂fk (t+ z2h)
∂θT
× p∗ (t+ z1h) p∗ (t+ z2h)w (t+ z1h)w (t+ z2h) dz1dz2p(t)dt
+
ν2(K)
nmh3µ22(K)
Ep∗
[
1
p(t)
(
ω(t)σk(t)
∂fk(t)
∂θ
)⊗2]
+ oP
[(
nmh3
)−1]
=
1
n
Ep∗
{
σ2k(t)
p(t)p∗(t)
[
∂
∂t
(
ω(t)p∗(t)
∂fk(t)
∂θ
)]⊗2}
+
ν2(K)
nmh3µ22(K)
Ep∗
[
1
p(t)
(
ω(t)σk(t)
∂fk(t)
∂θ
)⊗2]
+ oP
[
n−1 +
(
nmh3
)−1]
=
1
n
V22 +
1
nmh3
V ∗22 + oP
[
n−1 +
(
nmh3
)−1]
.
(5.11)
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Following the similar steps, we derive the conditional variance of M2 and the condi-
tional covariance of (M1,M2), based on (5.9) and (5.10),
V ar (M2|D) = 1
n
Ep∗
[
p∗(t)
p(t)
(
ω(t)
∂fk(t)
∂θ
∂fk(t)
∂XT
Σ
1
2 (t)
)⊗2]
+OP
[
(nmh)−1
]
+ oP
[
n−1 + (nmh)−1
]
=
1
n
V11 +OP
[
(nmh)−1
]
+ oP
[
n−1 + (nmh)−1
]
,
(5.12)
Cov (M1,M2|D) = 1
µ2(K)
Ep∗
[
ω(t)
p(t)
∂fk(t)
∂θ
∂fk(t)
∂XT
Σk
∂
∂t
(
ω(t)p∗(t)
∂fk(t)
∂θ
)]
+OP
[
(nmh)−1
]
+ oP
[
n−1 + (nmh)−1
]
=
1
n
V12 +OP
[
(nmh)−1
]
+ oP
[
n−1 + (nmh)−1
]
.
(5.13)
Combining (5.8), (5.11), (5.12) and (5.13), we conclude
V ar
[√
n
(
θˆn − θ0
)]
−→ H−1
f˙
(V11 + V22 − 2V12)H−1f˙ .
This implies the root-n consistency.
2. Under global alternative hypothesis. Since X ′k(t) = fk (t,X (t) , θ0)+q(t),
the minimizer θ∗ = θ1 is a value which is possibly to be different from θ0. Here, base
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on (5.2), we have
S˙n(θ
∗) =− 2
m
m∑
j=1
[
fk
(
t∗j , X(t
∗
j), θ0
)− fk (t∗j , Xˆ (t∗j) , θ1)]ω(t∗j)∂fk
(
t∗j , Xˆ
(
t∗j
)
, θ1
)
∂θ
− 2
m
m∑
j=1
[
Xˆ ′k(t
∗
j)−X ′k(t∗j)
]
ω(t∗j)
∂fk
(
t∗j , Xˆ
(
t∗j
)
, θ1
)
∂θ
− 2
m
m∑
j=1
q(t∗j)ω(t
∗
j)
∂fk
(
t∗j , Xˆ
(
t∗j
)
, θ1
)
∂θ
≡− 2V21 − 2V22 − 2V23.
As the proof is very similar to the above, we will give the detail briefly somehow. For
V21, we have
V21 =
1
m
m∑
j=1
[
fk
(
t∗j , X(t
∗
j), θ0
)− fk (t∗j , Xˆ (t∗j) , θ1)]ω(t∗j)
× ∂f
(
t∗j , X
(
t∗j
)
, θ1
)
∂θ
[1 + oP (1)]
=
1
m
{
m∑
j=1
[
fk
(
t∗j , X(t
∗
j), θ1
)− fk (t∗j , Xˆ (t∗j) , θ1)]ω(t∗j)∂fk (t∗j , X (t∗j) , θ1)∂θ
+
[
fk
(
t∗j , X(t
∗
j), θ0
)− fk (t∗j , X(t∗j), θ1)]ω(t∗j)
×∂fk
(
t∗j , X
(
t∗j
)
, θ1
)
∂θ
}
[1 + oP (1)]
=
1
m
m∑
j=1
{
−ω(t∗j)
∂fk
(
t∗j , X
(
t∗j
)
, θ1
)
∂θ
∂fk
(
t∗j , X
(
t∗j
)
, θ1
)
∂XT
[
Xˆ(t∗j)−X(t∗j)
]
+
[
fk
(
t∗j , X(t
∗
j), θ0
)− fk (t∗j , X(t∗j), θ1)]ω(t∗j)∂fk (t∗j , X (t∗j) , θ1)∂θ
}
[1 + oP (1)] .
V22 and V23 can be computed as under the null hypothesis. Similarly, we compute
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S¨n(θ) as follows
S¨n(θ˜n) =− 2
m
m∑
j=1
{
Xˆ ′k
(
t∗j
)−X ′k(t∗j)}ω(t∗j)∂2fk
(
t∗j , Xˆ
(
t∗j
)
, θ˜n
)
∂θ∂θT
− 2
m
m∑
j=1
{
fk
(
t∗j , X
(
t∗j
)
, θ0
)
+ q(t∗j)− fk
(
t∗j , Xˆ
(
t∗j
)
, θ˜n
)}
× ω(t∗j)
∂2fk
(
t∗j , Xˆ
(
t∗j
)
, θ˜n
)
∂θ∂θT
+
2
m
m∑
j=1
ω(t∗j)
∂fk
(
t∗j , Xˆ
(
t∗j
)
, θ˜n
)
∂θ
∂fk
(
t∗j , Xˆ
(
t∗j
)
, θ˜n
)
∂θT
=2Ep∗
ω(t)∂fk
(
t, Xˆ (t) , θ1
)
∂θ
∂fk
(
t, Xˆ (t) , θ1
)
∂θT

− 2Ep∗
[fk (t,X (t) , θ0) + q(t)− fk (t, Xˆ (t) , θ1)]ω(t)∂
2fk
(
t, Xˆ (t) , θ1
)
∂θ∂θT

+ oP (1)
≡2G+ oP (1).
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Combining the above results, the linear approximation of
√
n(θˆn − θ1) is as
√
n(θˆn − θ1)
=G−1
√
n
m
m∑
j=1
[
∆k(t
∗
j)ω(t
∗
j)
∂fk
(
t∗j , X
(
t∗j
)
, θ1
)
∂θ
−ω(t∗j)
∂fk
(
t∗j , X
(
t∗j
)
, θ1
)
∂θ
∂fk
(
t∗j , X
(
t∗j
)
, θ1
)
∂XT
Λ (t∗i )
]
+
√
n
m
m∑
j=1
[
fk
(
t∗j , X
(
t∗j
)
, θ0
)− fk (t∗j , X (t∗j) , θ1)+ q(t∗j)]
× ω(t∗j)G−1
∂fk
(
t∗j , X
(
t∗j
)
, θ1
)
∂θ
+ oP (1)
=G−1
√
n
m
m∑
j=1
[
∆k(t
∗
j)ω(t
∗
j)
∂fk
(
t∗j , X
(
t∗j
)
, θ1
)
∂θ
−ω(t∗i )
∂fk
(
t∗j , X
(
t∗j
)
, θ1
)
∂θ
∂fk
(
t∗j , X
(
t∗j
)
, θ1
)
∂XT
Λ (t∗i )
]
+
√
nG−1Ep∗
{
[X ′k(t)− fk (t,X(t), θ1)]ω(t)
∂fk (t,X (t) , θ1)
∂θ
}
+ oP (1)
=G−1
√
n
m
m∑
j=1
[
∆k(t
∗
j)ω(t
∗
j)
∂fk
(
t∗j , X
(
t∗j
)
, θ1
)
∂θ
−ω(t∗j)
∂fk
(
t∗j , X
(
t∗j
)
, θ1
)
∂θ
∂fk
(
t∗j , X
(
t∗j
)
, θ1
)
∂XT
Λ
(
t∗j
)]
+ oP (1).
(5.14)
The last equation uses the formula that
0 =
∂Ep∗ {w(t)[X ′k(t)− fk (t,X(t), θ)]2}
∂θ
∣∣∣∣
θ=θ1
= −2Ep∗
{
[X ′k(t)− fk (t,X(t), θ1)]ω(t)
∂fk (t,X (t) , θ1)
∂θ
}
.
Again, by computing the conditional variance of
√
n(θˆn − θ1) using the similar
methods as under the null hypothesis, we can derive
√
n(θˆn − θ1) = OP (n−1/2).
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3. Under local alternative Hf1kn. Since
lim
δn→0
Ep∗
{
[X ′k(t)− fk (t,X(t), θ)]2w(t)
}
≥ lim
δn→0
Ep∗
{
[fk (t,X(t), θ0) + δnlk(t)− fk (t,X(t), θ0)]2w(t)
}
= 0,
we have θ∗ = θ0. Based on (5.2), we can derive
S˙n(θ
∗) =− 2
m
m∑
j=1
{
fk
(
t∗j , X
(
t∗j
)
, θ0
)
+ δnlk(t
∗
i )− fk
(
t∗j , Xˆ
(
t∗j
)
, θ0
)}
× ω(t∗j)
∂fk
(
t∗j , Xˆ
(
t∗j
)
, θ0
)
∂θ
− 2
m
m∑
j=1
[
Xˆ ′k(t
∗
j)−X ′k(t∗j)
]
ω(t∗j)
∂fk
(
t∗j , Xˆ
(
t∗j
)
, θ0
)
∂θ
=− 2
m
m∑
j=1
{
fk
(
t∗j , X
(
t∗j
)
, θ0
)− fk (t∗j , Xˆ (t∗j) , θ0)}
× ω(t∗j)
∂fk
(
t∗j , Xˆ
(
t∗j
)
, θ0
)
∂θ
− 2
m
m∑
j=1
[
Xˆ ′k(t
∗
j)−X ′k(t∗j)
]
ω(t∗j)
∂fk
[
Xˆ (t∗i ) , θ0
]
∂θ
− 2
m
m∑
j=1
δnlk(t
∗
j)ω(t
∗
j)
∂fk
(
t∗j , Xˆ
(
t∗j
)
, θ0
)
∂θ
=− 2V11 − 2V12 − 2V13.
The limiting properties of V11 and V12 are same as V01 and V02 under the null
hypothesis. As for V13,
V13 =
1
m
m∑
j=1
δnlk(t
∗
j)ω(t
∗
j)
∂fk
(
t∗j , X
(
t∗j
)
, θ0
)
∂θ
[1 + oP (1)] .
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The second derivative S¨n(θ˜n) can similarly be decomposed as
S¨n(θ˜n) =− 2
m
m∑
j=1
[
Xˆ ′k
(
t∗j
)− fk (t∗j , Xˆ (t∗j) , θ˜n)]ω(t∗j)∂2fk
(
t∗j , Xˆ
(
t∗j
)
, θ˜n
)
∂θ∂θT
+
2
m
m∑
j=1
ω(t∗j)
∂fk
(
t∗j , Xˆ
(
t∗j
)
, θ˜n
)
∂θ
∂fk
(
t∗j , Xˆ
(
t∗j
)
, θ˜n
)
∂θT
=− 2
m
m∑
j=1
[
Xˆ ′k
(
t∗j
)−X ′k(t∗j)]ω(t∗j)∂2fk
(
t∗j , Xˆ
(
t∗j
)
, θ˜n
)
∂θ∂θT
− 2
m
m∑
j=1
{
fk
(
t∗j , Xˆ
(
t∗j
)
, θ˜n
)
+ δnl(t
∗
j)− fk
(
t∗j , Xˆ
(
t∗j
)
, θ˜n
)}
× ω(t∗j)
∂2fk
(
t∗j , Xˆ
(
t∗j
)
, θ˜n
)
∂θ∂θT
+
2
m
m∑
j=1
ω(t∗j)
∂fk
(
t∗j , Xˆ
(
t∗j
)
, θ˜n
)
∂θ
∂fk
(
t∗j , Xˆ
(
t∗j
)
, θ˜n
)
∂θT
=2Ep∗
ω(t)∂fk
(
t, Xˆ (t) , θ˜n
)
∂θ
∂fk
(
t, Xˆ (t) , θ˜n
)
∂θT
+ oP (1)
=2Hf˙ + oP (1).
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Therefore, the linear approximation of
√
n(θˆn − θ0) is
√
n(θˆn − θ0)
=H−1
f˙
√
n
m
m∑
j=1
[
∆k(t
∗
j)ω(t
∗
j)
∂fk
(
t∗j , X
(
t∗j
)
, θ0
)
∂θ
−ω(t∗j)
∂fk
(
t∗j , X
(
t∗j
)
, θ0
)
∂θ
∂fk
(
t∗j , X
(
t∗j
)
, θ0
)
∂XT
Λ
(
t∗j
)]
+ δn
√
n
m
m∑
j=1
lk(t
∗
j)ω(t
∗
j)H
−1
f˙
∂fk
(
t∗j , X
(
t∗j
)
, θ0
)
∂θ
+ oP (1)
=H−1
f˙
√
n
m
m∑
j=1
[
∆k(t
∗
j)ω(t
∗
j)
∂fk
(
t∗j , X
(
t∗j
)
, θ0
)
∂θ
−ω(t∗j)
∂fk
(
t∗j , X
(
t∗j
)
, θ0
)
∂θ
∂fk
(
t∗j , X
(
t∗j
)
, θ0
)
∂XT
Λ
(
t∗j
)]
+
√
nδnH
−1
f˙
Eg
[
lk(t
∗
j)ω(t
∗
j)
∂fk
(
t∗j , X
(
t∗j
)
, θ0
)
∂θ
]
+ oP (1).
(5.15)
The root-n consistency can also be derived by computing its variance as before.
Further, the proof under HF1kn is very similar to that under H
f
1kn, we omit the
detail.
6 The results in Section 4
6.1 Proof of Lemma 5
Proof. This proof is an extension of the proof of Lemma 3.1 of [Powell et al., 1989].
To prove
√
n(Un − Uˆn) = oP (1), it is sufficient to show nE
[∥∥∥Un − Uˆn∥∥∥2] = o(1).
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Write rn (zi) = E (hn|zi) and θn = E [rn (zi)] = E [hn (z1, · · · , zm∗)]. Define
qn (z1, · · · , zm∗) =
[
hn (z1, · · · , zm∗)−
m∗∑
i=1
rn (zi) + (m
∗ − 1)θn
]
,
so that
Un − Uˆn =
 n
m∗

−1∑
c
qn (zi1 , · · · , zim∗ ) .
The expectation of the squared length of the vector Un − Uˆn is
E
[∥∥∥Un − Uˆn∥∥∥2] =
 n
m∗

−2∑
c1
∑
c2
E
[
qn (zi1 , · · · , zim∗ )′ qn (zj1 , · · · , zjm∗ )
]
.
It is easy to show that if E
[
qn (zi1 , · · · , zim∗ )′ qn (zj1 , · · · , zjm∗ )
] 6= 0, there are at
least two same terms in qn (zi1 , · · · , zim∗ )′ and qn (zj1 , · · · , zjm∗ ). For example i1 = j1
and i2 = j2. Thus the number of nonzero terms in the sum is only of order O(n
2m∗−2)
instead of O(n2m
∗
). Each nonzero term can be shown to be o(n) according to the
condition. Consequently we have
nE
[∥∥∥Un − Uˆn∥∥∥2] = N
 n
m∗

−2
O
(
n2m
∗−2) o(n)
= o(1),
which is what we need.
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6.2 Proof of Lemma 6
Proof. Denote
eˆik = Yik − Fˆk(ti; θˆ)
= Yik −Xk(t0)−
∫ ti
t0
fk
(
t, Xˆ (t) ; θˆ
)
dt.
In the remaining part of this proof, we omit the subscript k for notational simplicity.
Decompose Vn as
Vn =
1
n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K
(
ti − tj
h
)
eˆieˆj
=
1
n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K
(
ti − tj
h
)
[εi + F (ti; θ0)− Fˆ (ti; θˆ)][εj + F (tj; θ0)− Fˆ (tj; θˆ)]
=
1
n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K
(
ti − tj
h
)
εiεj
− 2
n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K
(
ti − tj
h
)
εi[Fˆ (tj; θˆ)− F (tj; θ0)]
+
1
n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K
(
ti − tj
h
)
[Fˆ (ti; θˆ)− F (ti; θ0)][Fˆ (tj; θˆ)− F (tj; θ0)]
≡V1 − 2V2 + V3.
Now to prove that nh1/2V2 and nh
1/2V3 are oP (1) and then nh
1/2Vn = nh
1/2V1 +op(1).
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Step 1. Consider V2 first which has the following:
V2 =
1
n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K
(
ti − tj
h
)
εi[Fˆ (tj; θˆ)− F (tj; θ0)]
=
1
n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K
(
ti − tj
h
)
εi[Fˆ (tj; θˆ) + F (tj; θˆ)− F (tj; θˆ)− F (tj; θ0)]
=
1
n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K
(
ti − tj
h
)
εi[F (tj; θˆ)− F (tj; θ0)]
+
1
n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K
(
ti − tj
h
)
εi[Fˆ (tj; θˆ)− F (tj; θˆ)]
≡V21 + V22.
(6.1)
For V21, we have
V21 =
1
n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K
(
ti − tj
h
)
εi[F (tj; θˆ)− F (tj; θ0)]
=
1
n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K
(
ti − tj
h
)
εi
∂F (tj; θ0)
∂θT
(
θˆ − θ0
)
[1 + oP (1)],
(6.2)
which can be proven to be OP (n
−1) using Lemma 3.3b of [Zheng, 1996].
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For V22, we have
V22
=
1
n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K
(
ti − tj
h
)
εi[Fˆ (tj; θˆ)− F (tj; θˆ)]
=
1
n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K
(
ti − tj
h
)
εi
∫ tj
t0
{
f [t, Xˆ (t) ; θˆ]− f [t,X (t) ; θˆ]
}
dt
=
1
n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K
(
ti − tj
h
)
εi
∫ tj
t0
{
∂f [t,X (t) ; θˆ]
∂X
[Xˆ (t)−X (t)]
}
dt
=
1
n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K
(
ti − tj
h
)
εi
∫ tj
t0
{
∂f [t,X (t) ; θˆ]
∂X[
1
n2h2
∑n
k
∑n
l
[
( t−tk
h
)2K( t−tk
h
)K( t−tl
h
)Yl − t−tkh K( t−tkh ) t−tlh K( t−tlh )Yl
]
1
n2h2
∑n
k
∑n
l
[
( t−tk
h
)2K( t−tk
h
)K( t−tl
h
)− t−tk
h
K( t−tk
h
) t−tl
h
K( t−tl
h
)
] −X (t)]} dt
=
1
n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K
(
ti − tj
h
)
εi
∫ tj
t0
{
∂f [t,X (t) ; θˆ]
∂X
Nn(t)−X (t)Mn(t)
Mn(t)
}
dt
=
1
n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K
(
ti − tj
h
)
εi
∫ tj
t0
{
∂f [t,X (t) ; θˆ]
∂X[
Nn(t)−X (t)Mn(t)
Mn(t)
+
Nn(t)−X (t)Mn(t)
M(t)
− Nn(t)−X (t)Mn(t)
M(t)
]}
dt
=
1
n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K
(
ti − tj
h
)
εi
∫ tj
t0
{
∂f [t,X (t) ; θˆ]
∂X
Nn(t)−X (t)Mn(t)
M(t)
}
dt
+
1
n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K
(
ti − tj
h
)
εi
∫ tj
t0
{
∂f [t,X (t) ; θˆ]
∂X[
Nn(t)−X (t)Mn(t)
Mn(t)
− Nn(t)−X (t)Mn(t)
M(t)
]}
dt
≡V221 + V222,
(6.3)
where Mn(t), Nn(t) and M(t) are defined in Lemma 11.
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Then, V221 can be written in a form of the difference between two V-statistics:
V221 =
n
n− 1V
1
221 −
1
n− 1V
2
222
where
V 1221 =
1
n2
n∑
i=1
n∑
j=1
1
h
K
(
ti − tj
h
)
εi
∫ tj
t0
{
∂f [t,X (t) ; θˆ]
∂X
Nn(t)−X (t)Mn(t)
M(t)
}
dt
and
V 2221 =
1
n
n∑
j=1
1
h
K (0) εj
∫ tj
t0
{
∂f [t,X (t) ; θˆ]
∂X
Nn(t)−X (t)Mn(t)
M(t)
}
dt.
For V 1221, the corresponding kernel function is
Hn(zi, zj, zk, zl)
=
1
24
∑
P
1
hh20
K
(
ti − tj
h
)
εi∫ tj
t0
1
µ2(K)p2(t)
∂f [t,X (t) ; θ0]
∂X
[(
t− tk
h
)2K(
t− tk
h
)K(
t− tl
h
)(Yl −X (t))
− t− tk
h
K(
t− tk
h
)
t− tl
h
K(
t− tl
h
)(Yl −X (t))]dt.
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Its second order moment is
E
[
H2n(zi, zj, zk, zl)
]
≤E{ 1
h2h40
K2
(
ti − tj
h
)
ε2i
{
∫ tj
t0
1
µ2(K)p2(t)
∂f [t,X (t) ; θ0]
∂X
[(
t− tk
h
)2K(
t− tk
h
)K(
t− tl
h
)(Yl −X (t))
− t− tk
h
K(
t− tk
h
)
t− tl
h
K(
t− tl
h
)(Yl −X (t))]dt}2
=O(
1
hh20
) = o(n).
Thus the condition of Theorem 1 of [Martins-Filho and Yao, 2006] is satisfied and the
limiting distribution of V 1221 is equivalent to the relevant U-statistic. The application
of Lemma 5 can yield the limiting distribution of this V-statistic by computing the
projection of the relevant U-statistic.
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The conditional expectation of Hn given zi has the following result:
r(zi)
=E(V221|zi)
=
1
4hh20
∫ ∫ ∫
K
(
ti − tj
h
)
εi∫ tj
t0
1
µ2(K)p2(t)
∂f [t,X (t) ; θ0]
∂X
[(
t− tk
h
)2K(
t− tk
h
)K(
t− tl
h
)(Xl −X(t))
− t− tk
h
K(
t− tk
h
)
t− tl
h
K(
t− tl
h
)(Xl −X(t))]dtp(tk)p(tj)p(tl)dtjdtldtk
=
1
4hh20
∫ ∫ ∫ ∫ tj
t0
K
(
ti − tj
h
)
εi
1
µ2(K)p2(t)
∂f [t,X (t) ; θ0]
∂X
[(
t− tk
h
)2K(
t− tk
h
)K(
t− tl
h
)(Xl −X(t))
− t− tk
h
K(
t− tk
h
)
t− tl
h
K(
t− tl
h
)(Xl −X(t))]p(tk)p(tj)p(tl)dtdtjdtldtk
=
1
4
∫ ∫ ti+ujh
t0
∫ ∫
K (uj) εi
1
µ2(K)p2(t)
∂f [t,X (t) ; θ0]
∂X
[u2kK(uk)K(ul)
× (X(t− ulh0)−X(t))p(t− ukh0)p(t− ulh0)− ukulK(uk)K(ul)
× (X(t− ulh0)−X(t))p(t− ukh0)p(t− ulh0)]p(ti + ujh)duldukdtduj
=
h20
8
∫ ∫ ti+ujh
t0
K (uj) εi
1
µ2(K)p2(t)
∂f [t,X (t) ; θ0]
∂X
[2X ′(t)p′(t)[µ2(K)]2p(t)
+X(2)(t)[µ2(K)]
2p2(t)− 2X ′(t)p′(t)[µ2(K)]2p(t)]
p(ti + ujh)dtduj + oP (h
2
0)
=
h20
8
∫
K (uj) εip(ti + ujh)
∫ ti+ujh
t0
∂f [t,X (t) ; θ0]
∂X
X(2)(t)µ2(K)dtduj + oP (h
2
0)
=
h20
8
∫
K (uj) εip(ti + ujh) [R(ti + ujh)−R(t0)] duj + oP (h20)
=
h20
8
εip(ti)[R(ti)−R(t0)] + oP (h20) + OP (h2h20).
(6.4)
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Using this conditional expectation, we can obtain the limiting distribution of the
projection of the relevant U-statistic. Thus, according to Lemma 5, we know that
V 1221 = OP (
h20√
n
) and then nh1/2[n/(n − 1)]V 1221 = OP (h20
√
nh) = oP (1) under the
condition that h0 = o(n
−1/4h−1/4). Using similar method for the V-statistic V 2221, it
can be proven that nh1/2[1/(n− 1)]V 2221 is also oP (1). Therefore,
nh
1
2V221 = nh
1
2
(
n
n− 1V
1
221 −
1
n− 1V
2
222
)
= oP (1). (6.5)
Turn to V222. We have
V222
=
1
n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K
(
ti − tj
h
)
εi
∫ tj
t0
{
∂f [t,X (t) ; θˆ]
∂X
[Nn(t)−X (t)Mn(t)][ 1
Mn(t)
− 1
M(t)
]
}
dt
=
1
n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K
(
ti − tj
h
)
εi
∫ tj
t0
{
∂f [t,X (t) ; θˆ]
∂X
[Nn(t)−X (t)Mn(t)]M(t)−Mn(t)
M(t)Mn(t)
}
dt
=
1
n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K
(
ti − tj
h
)
εi
∫ tj
t0
{
∂f [t,X (t) ; θˆ]
∂X
[
Nn(t)
Mn(t)
−X (t)]M(t)−Mn(t)
M(t)
}
dt
≤ 1
n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K
(
ti − tj
h
)
εi
∫ tj
t0
{∥∥∥∥∥∂f [t,X (t) ; θˆ]∂X
∥∥∥∥∥[
sup
t
‖Xn(t)−X (t)‖
]
[supt |Mn(t)−M (t)|]
|M(t)|
}
dt
=OP [a
2
n(h0)].
(6.6)
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Under the condition that a2n(h0) = o(n
−1h−1/2), we have
nh
1
2V222 = nh
1
2OP [a
2
n(h0)] = oP (1). (6.7)
Combining (6.1), (6.2), (6.3), (6.5) and (6.7), we conclude
nh1/2V2 = oP (1). (6.8)
Step 2. Deal with V3, which can be decomposed as
V3 =
1
n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K
(
ti − tj
h
)
[Fˆ (ti; θˆ)− F (ti; θ0)][Fˆ (tj; θˆ)− F (tj; θ0)]
=
1
n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K
(
ti − tj
h
)
[Fˆ (ti; θˆ)− F (ti; θˆ) + F (ti; θˆ)− F (ti; θ0)]
× [Fˆ (tj; θˆ)− F (tj; θˆ) + F (tj; θˆ)− F (tj; θ0)]
=
1
n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K
(
ti − tj
h
)
[F (ti; θˆ)− F (ti; θ0)][F (tj; θˆ)− F (tj; θ0)]
+
2
n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K
(
ti − tj
h
)
[Fˆ (ti; θˆ)− F (ti; θˆ)][F (tj; θˆ)− F (tj; θ0)]
+
1
n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K
(
ti − tj
h
)
[Fˆ (ti; θˆ)− F (ti; θˆ)][Fˆ (tj; θˆ)− F (tj; θˆ)]
≡V31 + 2V32 + V33.
(6.9)
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Discuss them one by one. For V31, we have
V31 =
1
n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K
(
ti − tj
h
)
[F (ti; θˆ)− F (ti; θ0)][F (tj; θˆ)− F (tj; θ0)]
=
(
θˆ − θ0
)T 1
n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K
(
ti − tj
h
)
× ∂F (ti; θ0)
∂θ
∂F (tj; θ0)
∂θT
(
θˆ − θ0
)
[1 + oP (1)]
=OP (n
−1).
(6.10)
For V32, we have
V32 =
1
n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K
(
ti − tj
h
)
[Fˆ (ti; θˆ)− F (ti; θˆ)][F (tj; θˆ)− F (tj; θ0)]
=
(
θˆ − θ0
)T 1
n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K
(
ti − tj
h
)
× ∂F (tj; θ0)
∂θ
{∫ tj
t0
∂f [t,X (t) ; θˆ]
∂X
[Xˆ (t)−X (t)]dt
}
[1 + oP (1)]
≤
∥∥∥θˆ − θ0∥∥∥ 1
n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K
(
ti − tj
h
)
(ti − t0)
∥∥∥∥∂F (tj; θ0)∂θ
∥∥∥∥
×
[
sup
t
∥∥∥∥∥∂f [t,X (t) ; θˆ]∂X
∥∥∥∥∥
] [
sup
t
∥∥∥Xˆ (t)−X (t)∥∥∥] [1 + oP (1)]
=OP [an(h0)n
−1/2].
(6.11)
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Similarly, for V33,
V33 =
1
n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K
(
ti − tj
h
)
[Fˆ (ti; θˆ)− F (ti; θˆ)][Fˆ (tj; θˆ)− F (tj; θˆ)]
=
1
n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K
(
ti − tj
h
){∫ ti
t0
∂f [t,X (t) ; θˆ]
∂X
[Xˆ (t)−X (t)]dt
}
×
{∫ tj
t0
∂f [t,X (t) ; θˆ]
∂X
[Xˆ (t)−X (t)]dt
}
(1 + oP (1))
≤ 1
n(n− 1)
n∑
i=1
n∑
j=1
j 6=i
1
h
K
(
ti − tj
h
)
(ti − t0)(tj − t0)
×
[
sup
t
∥∥∥∥∥∂f [t,X (t) ; θˆ]∂X
∥∥∥∥∥
]2 [
sup
t
∥∥∥Xˆ (t)−X (t)∥∥∥]2 [1 + oP (1)]
=OP [a
2
n(h0)].
(6.12)
Summarizing the results in (6.9)-(6.12) and reminding of the conditions on band-
widths, we can show that
nh1/2V3 = oP (1). (6.13)
Together (6.8) with (6.13), the lemma is proved.
6.3 Proof of Theorem 4.1 (under the null hypothesis)
Proof. The result is an easy consequence of Lemma 6 and Theorem 1 of [Zheng, 1996].
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6.4 Proof of Theorem 4.2 (under global alternatives)
Proof. The result is an easy consequence of Lemma 6 and Theorem 2 of [Zheng, 1996].
6.5 Proof of Theorem 4.3 (under local alternatives)
Proof. According to Lemma 6, we only need to study the convergence result of V1n.
The derivation of it is similar as in the proof of Theorem 2.4, thus we omit the detailed
proof. Notice that since here we use the two-step collocation estimator instead of
nonlinear least squares estimator, the linear approximation (5.15) should be used to
replace (4.4).
7 The results in Section 5
7.1 Proof of Lemma 7
Proof. In this proof we use fk(t) to write fk(t,X(t); θ0) and fˆk(t) to fk(t, Xˆ(t); θˆ) for
notational simplicity. The preudo-residual is
eˆf (td) = Xˆ
′
k(td)− fˆk(td) =
hˆ′k(x)pˆ(td)− hˆk(td)pˆ′(td)− pˆ2 (td) fˆk(td)
pˆ2 (td)
.
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We then have
V fn =
1
nh2
n∑
d=1
{[
Xˆ ′k(td)− fˆk(td)
]
pˆ2 (td)
}2
=
1
nh2
n∑
d=1
{[
Xˆ ′k(td)− fˆk(td) + fk(td)− fk(td)
]
pˆ2 (td)
}2
=
1
nh2
n∑
d=1
{[
Xˆ ′k(td)− fk(td)
]
pˆ2 (td)
}2
+
1
nh2
n∑
d=1
{[
fˆk(td)− fk(td)
]
pˆ2 (td)
}2
− 2
nh2
n∑
d=1
[
Xˆ ′k(td)− fk(td)
] [
fˆk(td)− fk(td)
]
pˆ2 (td)
≡V f1n + V f3n − 2V f2n.
(7.1)
We will prove that
√
nV f1n is the leading term with a limiting distribution and V
f
2n
and V f3n are op(n
−1/2). Decompose V f1n as follows,
V f1n =
1
nh2
n∑
s=1
{[
Xˆ ′k(ts)− fk(ts)
]
pˆ2 (ts)
}2
=
1
nh2
n∑
s=1
[
hˆ′k(td)pˆ(ts)− hˆk(ts)pˆ′(ts)− pˆ2 (ts) fk(ts)
]2
=
1
nh2
n∑
s=1
{
1
n2
n∑
i=1
n∑
j=1
[
1
h3
K ′
(
ts − ti
h
)
K
(
ts − tj
h
)
(Yik − Yjk)
− 1
h2
K
(
ts − ti
h
)
K
(
ts − tj
h
)
fk(ts)
]}2
=
1
nh2
n∑
k=1
{
1
n2
n∑
i=1
n∑
j=1
K
(
ts − tj
h
)[
1
h3
K ′
(
ts − ti
h
)
(Yik − Yjk)
− 1
h2
K
(
ts − ti
h
)
fk(ts)
]}2
=
1
n5h2
n∑
s=1
n∑
a=1
n∑
b=1
n∑
c=1
n∑
s=1
K
(
ts − ta
h
)
K
(
ts − tb
h
)[
1
h3
K ′
(
ts − tc
h
)
(Yck − Yak)
− 1
h2
K
(
ts − tc
h
)
fk(ts)
] [
1
h3
K ′
(
ts − td
h
)
(Ydk − Ybk)− 1
h2
K
(
ts − td
h
)
fk(ts)
]
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Define
H ′n(za, zb, zc, zd, zs)
=
1
h2
K
(
ts − ta
h
)
K
(
ts − tb
h
)[
1
h3
K ′
(
ts − tc
h
)
(Yck − Yak)− 1
h2
K
(
ts − tc
h
)
fk(tk)
]
[
1
h3
K ′
(
ts − td
h
)
(Ydk − Ybk)− 1
h2
K
(
ts − td
h
)
fk(ts)
]
and define Hn as the symmetry form of H
′
n.
Hn(za, zb, zc, zd, zs) =
1
5!
∑
P
H ′n(za, zb, zc, zd, zs). (7.2)
Thus V f1n is actually a V-statistic with the kernel Hn of order 5. Since
E
[
H2n(za, zb, zc, zd, zs)
]
≤E [H ′2n (za, zb, zc, zd, zs)]
=E
{
E
{
1
h4
K2
(
ts − ta
h
)
K2
(
ts − tb
h
)
[
1
h3
K ′
(
ts − tc
h
)
(Yck − Yak)− 1
h2
K
(
ts − tc
h
)
fk(ts)
]2
[
1
h3
K ′
(
ts − td
h
)
(Ydk − Ybk)− 1
h2
K
(
ts − td
h
)
fk(ts)
]2
|ta, tb, tc, td, ts
}}
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=E
{
1
h4
K2
(
ts − ta
h
)
K2
(
ts − tb
h
)
[
1
h12
K ′2
(
ts − tc
h
)
K ′2
(
ts − td
h
)
(Vck + Vak − 2XakXck)(Vdk + Vbk − 2XdkXbk)
+
1
h8
K2
(
ts − tc
h
)
K2
(
ts − td
h
)
f 4k (ts)
+
4
h10
K ′
(
ts − tc
h
)
K
(
ts − tc
h
)
K ′
(
ts − td
h
)
K
(
ts − td
h
)
f 2k (ts)(Xck −Xak)(Xdk −Xbk)
+
1
h10
K ′2
(
ts − tc
h
)
K2
(
ts − td
h
)
(Vck + Vak − 2XakXck)f 2k (ts)
+
1
h10
K ′2
(
ts − td
h
)
K2
(
ts − tc
h
)
(Vdk + Vbk − 2XdkXbk)f 2k (ts)
− 2
h11
K ′2
(
ts − tc
h
)
K ′
(
ts − td
h
)
K
(
ts − td
h
)
(Vck + Vak − 2XakXck)(Xdk −Xbk)fk(ts)
− 2
h11
K ′2
(
ts − td
h
)
K ′
(
ts − tc
h
)
K
(
ts − tc
h
)
(Xck −Xak)(Vdk + Vbk − 2XdkXbk)fk(ts)
− 2
h9
K2
(
ts − tc
h
)
K ′
(
ts − td
h
)
K
(
ts − td
h
)
(Xdk −Xbk)f 3k (ts)
− 2
h9
K2
(
ts − td
h
)
K ′
(
ts − tc
h
)
K
(
ts − tc
h
)
(Xck −Xak)f 3k (ts)
]}
=
∫
K2 (ua)K
2 (ub)
[
1
h12
K ′2 (uc)K ′2 (ud)M1M2 +
1
h8
K2 (uc)K
2 (ud) f
4
k (ts)
+
4
h10
K ′ (uc)K (uc)K ′ (ud)K (ud) f 2k (ts)M3M4
+
1
h10
K ′2 (uc)K2 (ud)M1f 2k (ts) +
1
h10
K ′2 (ud)K2 (uc)M2f 2k (ts)
− 2
h11
K ′2 (uc)K ′ (ud)K (ud)M1M4f(ts)− 2
h11
K ′2 (ud)K ′ (uc)K (uc)M2M3f(ts)
− 2
h9
K2 (uc)K
′ (ud)K (ud)M4f 3k (ts)−
2
h9
K2 (ud)K
′ (uc)K (uc)M3f 3k (ts)
]
p(ts − uah)p(ts − ubh)p(ts − uch)p(ts − udh)p(ts)duadubducduddts
=O(
1
h12
) = o(n)
where M1 = Vk(ts − uch) + Vk(ts − uah)− 2Xk(ts − uah)Xk(ts − uch) , M2 = Vk(ts −
udh) + Vk(ts − ubh)− 2Xk(ts − udh)Xk(ts − ubh), M3 = Xk(ts − uch)−Xk(ts − uah),
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M4 = Xk(ts − udh) − Xk(ts − ubh) and Vi = V (ti) = E(Y 2i |ti). The condition of
Theorem 1 of [Martins-Filho and Yao, 2006] is satisfied. Thus we have
Un − V f1n = oP (n−1/2) (7.3)
where Un is the corresponding U-statistic with the kernel Hn. Next we consider the
limiting properties of Un. Application of Lemma 5 to Un(za, zb, zc, zd, zs) with some
tedious computation, we can let the projection of Hn(za, zb, zc, zd, zs), which can be
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computed as:
rn(zs) = E [Hn(za, zb, zc, zd, zs)|zs]
=E
[
1
5!
∑
P
H ′n(za, zb, zc, zd, zs)|zs
]
=E
{
1
5h2
K
(
ts − ta
h
)
K
(
ts − tb
h
)[
1
h3
K ′
(
ts − tc
h
)
(Yck − Yak)− 1
h2
K
(
ts − tc
h
)
fk(ts)
]
[
1
h3
K ′
(
ts − td
h
)
(Ydk − Ybk)− 1
h2
K
(
ts − td
h
)
fk(ts)
]
+
2
5h2
K
(
ta − ts
h
)
K
(
ta − tb
h
)[
1
h3
K ′
(
ta − tc
h
)
(Yck − Ysk)− 1
h2
K
(
ta − tc
h
)
fk(ta)
]
[
1
h3
K ′
(
ta − td
h
)
(Ydk − Ybk)− 1
h2
K
(
ta − td
h
)
fk(ta)
]
+
2
5h2
K
(
tc − ta
h
)
K
(
tc − tb
h
)[
1
h3
K ′
(
tc − ts
h
)
(Ysk − Yak)− 1
h2
K
(
tc − ts
h
)
f(tc)
]
[
1
h3
K ′
(
tc − td
h
)
(Ydk − Ybk)− 1
h2
K
(
tc − td
h
)
f(tc)
]
|zk}
=
∫
{ 1
5h2
K
(
ts − ta
h
)
K
(
ts − tb
h
)[
1
h3
K ′
(
ts − tc
h
)
(Xck −Xak)− 1
h2
K
(
ts − tc
h
)
fk(ts)
]
[
1
h3
K ′
(
ts − td
h
)
(Xdk −Xbk)− 1
h2
K
(
ts − td
h
)
fk(ts)
]
+
2
5h2
K
(
ta − ts
h
)
K
(
ta − tb
h
)[
1
h3
K ′
(
ta − tc
h
)
(Xck − Ysk)− 1
h2
K
(
ta − tc
h
)
fk(ta)
]
[
1
h3
K ′
(
ta − td
h
)
(Xdk −Xbk)− 1
h2
K
(
ta − td
h
)
fk(ta)
]
+
2
5h2
K
(
tc − ta
h
)
K
(
tc − tb
h
)[
1
h3
K ′
(
tc − ts
h
)
(Ysk −Xak)− 1
h2
K
(
tc − ts
h
)
fk(tc)
]
[
1
h3
K ′
(
tc − td
h
)
(Xdk −Xbk)− 1
h2
K
(
tc − td
h
)
fk(tc)
]}
p(ta)p(tb)p(tc)p(td)dtadtbdtcdtd
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=∫
1
5h2
K (ua)K (ub)
[
1
h3
K ′ (uc) (Xk(ts − uch)−Xk(ts − uah))− 1
h2
K (uc) fk(ts)
]
[
1
h3
K ′ (ud) (Xk(ts − udh)−Xk(ts − ubh))− 1
h2
K (ud) fk(ts)
]
+
2
5h2
K (ua)K (ua − ub)
[
1
h3
K ′ (uc − ua) (Xk(ts − uch)− Ysk)− 1
h2
K (uc − ua) fk(ts − uah)
]
[
1
h3
K ′ (ud − ua) (Xk(ts − udh)−Xk(ts − ubh))− 1
h2
K (ud − ua) fk(ts − uah)
]
+
2
5h2
K (ua − uc)K (ub − uc)
[
1
h3
K ′ (−uc) (Ysk −Xk(ts − uah))− 1
h2
K (uc) fk(ts − uch)
]
[
1
h3
K ′ (ud − uc) (Xk(ts − udh)−Xk(ts − ubh))− 1
h2
K (ud − uc) fk(ts − uch)
]
p(ts − uah)p(ts − ubh)p(ts − uch)p(ts − udh)h4duadubducdud
=
1
15
∫
u3K ′(u)duX(4)k (ts) [Xk(ts)− Yk(ts)] p4(ts) [1 + oP (1)] .
The last equation uses Taylor expansion and the properties on the kernel function:∫
K(u)du = 1,
∫
uK(u)du = 0,
∫
K ′(u)du = 0,
∫
uK ′(u)du = −1.
Let r(zs) =
1
15
∫
u3K ′(u)duX(4)k (ts) [Xk(ts)− Yk(ts)] p4(ts). Further,
E [r(zk)] = 0
and
V ar [r(zk)]
=E
{
1
15
∫
u3K ′(u)duX(4)k (ts) [Xk(ts)− Yk(ts)] p4(ts)
}2
=
1
225
[∫
u3K ′(u)du
]2 ∫
[X
(4)
k (ts)]
2[Vk(ts)−X2k(ts)]p8(ts)dts
=
1
225
[∫
u3K ′(u)du
]2 ∫
[X
(4)
k (ts)]
2σ2k(ts)p
8(ts)dts.
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The limiting null distribution of
√
n [Un − E(Un)] is the same as that of 5√n
∑n
s=1 r(zs).
By the Lindeberg-Levy central limit theorem, we have
√
n [Un − E(Un)] d−→ N
(
0,
1
9
[∫
u3K ′(u)du
]2 ∫
[X
(4)
k (ts)]
2σ2k(ts)p
8(ts)dts
)
. (7.4)
The limiting null distribution of V f1n can then be derived by combining (7.3) and
(7.4).
We now prove that V f2n = oP (n
−1/2). Decompose it as
V f2n =
1
nh2
n∑
s=1
[
Xˆ ′k (ts)− fk (ts)
] [
fˆk (ts)− fk (ts)
]
pˆ4 (ts)
=
1
nh2
n∑
s=1
[
Xˆ ′k (ts)− fk (ts)
] [
fk
(
ts, Xˆ(ts), θˆ
)
− fk
(
ts, X(ts), θˆ
)]
pˆ4 (ts)
+
1
nh2
n∑
s=1
[
Xˆ ′k (ts)− fk (ts)
] [
fk
(
ts, X(ts), θˆ
)
− fk (ts)
]
pˆ4 (ts)
≡S1 + S2.
51
For S1, we have
S1 =
1
nh2
n∑
s=1
[
Xˆ ′k (ts)− fk (ts)
] [
fk
(
ts, Xˆ(ts), θˆ
)
− fk
(
ts, X(ts), θˆ
)]
pˆ4 (ts)
=
1
nh2
n∑
s=1
[
hˆ′k (ts) pˆ (ts)− hˆk (ts) pˆ′ (ts)− pˆ2 (ts) fk (ts)
]
×
[
fk
(
ts, Xˆ(ts), θˆ
)
− fk
(
ts, X(ts), θˆ
)]
pˆ2 (ts)
=
{
1
nh2
n∑
s=1
[
hˆ′k (ts) pˆ (ts)− hˆk (ts) pˆ′ (ts)− pˆ2 (ts) fk (ts)
]
×∂fk(ts, X(ts); θ0)
∂XT
Nn(ts)−Mn(ts)X(ts)
Mn(ts)
pˆ2(ts)
}
[1 + oP (1)]
=
{
1
nh2
n∑
s=1
[
hˆ′k (ts) pˆ (ts)− hˆk (ts) pˆ′ (ts)− pˆ2 (ts) fk (ts)
]
×∂fk(ts, X(ts); θ0)
∂XT
[
Nn(ts)−Mn(ts)X(ts)
Mn(ts)
− Nn(ts)−Mn(ts)X(ts)
M(ts)
]
pˆ2(ts)
+
1
nh2
n∑
s=1
[
hˆ′k (ts) pˆ (ts)− hˆk (ts) pˆ′ (ts)− pˆ2 (ts) fk (ts)
]
×∂fk(ts, X(ts); θ0)
∂XT
Nn(ts)−Mn(ts)X(ts)
M(ts)
pˆ2(ts)
}
[1 + oP (1)]
≡(S11 + S12)[1 + oP (1)].
Here the subscript 0 represents that the corresponding estimator uses the bandwidth
h0 instead of h.
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By using Lemmas 10-12, we have
S11 =
1
nh2
n∑
s=1
[
hˆ′k (ts) pˆ (ts)− hˆk (ts) pˆ′ (ts)− pˆ2 (ts) fk (ts)
]
× ∂fk(ts, X(ts); θ0)
∂XT
[
Nn(ts)−Mn(ts)X(ts)
Mn(ts)
− Nn(ts)−Mn(ts)X(ts)
M(ts)
]
pˆ2(ts)
=
1
nh2
n∑
s=1
[
hˆ′k (ts) pˆ (ts)− hˆk (ts) pˆ′ (ts)− pˆ2 (ts) fk (ts)
]
× ∂fk(ts, X(ts); θ0)
∂XT
pˆ2(ts)
M(ts)−Mn(ts)
Mn(ts)M(ts)
[Nn(ts)−Mn(ts)X(ts)]
=
1
nh2
n∑
s=1
[
Xˆ ′k(ts)−X ′k(ts)
] ∂fk(ts, X(ts); θ0)
∂XT
pˆ4(ts)
M(ts)−Mn(ts)
M(ts)
[Xˆ(ts)−X(ts)]
≤Γθ
h2
[
sup
t
∣∣∣Xˆ ′k(t)−X ′k(t)∣∣∣] [sup
t
|M(t)−Mn(t)|
] [
sup
t
∥∥∥Xˆ(t)−X(t)∥∥∥]
=OP [a
2
n(h0)] = oP (n
−1/2).
Since S12 is also a V-statistic, a similar argument for proving V
f
1n can yield S12 =
oP (n
−1/2) when h0 = o(h) Therefore we conclude that S1 = oP (n−1/2).
Then we decompose S2 as
S2 =
1
nh2
n∑
s=1
[
Xˆ ′k (ts)− fk (ts)
] [
fk
(
ts, X(ts), θˆ
)
− fk (ts)
]
pˆ4 (ts)
=
{
1
nh2
n∑
s=1
[
hˆ′k (ts) pˆ (ts)− hˆk (ts) pˆ′ (ts)− pˆ2 (ts) fk (ts)
]
×∂fk(ts, X(ts); θ0)
∂θ
pˆ2n(ts)
}
(θˆ − θ0)[1 + oP (1)]
≡S21(θˆ − θ0)[1 + oP (1)].
Again, S21 is a V-statistic at the rate of OP (h
−2n−1/2). Thus we have
S2 = S21(θˆ − θ0)[1 + oP (1)] = OP (h−2n−1/2)OP (n−1/2) = oP (n−1/2).
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Altogether, V f2n = oP (n
−1/2).
The remaining part is to show V f3n = op(n
−1/2). Note that
V f3n =
1
nh2
n∑
s=1
[
fˆk(ts)− fk(ts, X(ts); θˆ) + fk(ts, X(ts); θˆ)− fk(ts)
]2
pˆ4 (ts)
=
1
nh2
n∑
s=1
[
fk(ts, Xˆ(ts); θˆ)− fk(ts, X(ts); θˆ)
]2
pˆ4 (ts)
+
1
nh2
n∑
s=1
[
fk(ts, X(ts); θˆ)− fk(ts)
]2
pˆ4 (ts)
+
2
nh2
n∑
s=1
[
fk(ts, Xˆ(ts); θˆ)− fk(ts, X(ts); θˆ)
] [
fk(ts, X(ts); θˆ)− fk(ts)
]
pˆ4 (ts)
≡S3 + S4 + 2S5.
It is easy to have
S3 ≤ 1
nh2
n∑
s=1
∥∥∥∥∥∂fk(ts, X(ts); θˆ)∂XT
∥∥∥∥∥
2 [
sup
t
∥∥∥Xˆ(t)−X(t)∥∥∥2] [sup
t
p4 (t)
]
[1 + oP (1)]
=OP [a
2
n(h0)h
−2],
and
S4 ≤ 1
nh2
n∑
s=1
∥∥∥∥∂fk(ts, X(ts); θ0)∂θT
∥∥∥∥2 ∥∥∥θˆ − θ0∥∥∥2 [sup
t
p4 (t)
]
[1 + oP (1)]
=OP (n
−1h−2).
It is clear that 2|S5| is bounded by S3 + S4. Therefore we have
V f3n = OP [a
2
n(h0)h
−2] +OP (n−1h−2) = oP (n−1/2).
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Summarizing the above results, we conclude
√
n
(
V fn − V
) d−→ N(0,Σf ).
7.2 Proof of Lemma 8
Proof. The statistic Sˆ can be decomposed into three terms:
Sˆ =
1
h2
∫ [
fk(t, Xˆ(t); θˆ)− Xˆ ′k(t)
]2
pˆ5(t)dt
=
1
h2
∫ [
fk(t, Xˆ(t); θˆ)−X ′k(t) +X ′k(t)− Xˆ ′k(t)
]2
pˆ5(t)dt
=
1
h2
∫ [
fk(t, Xˆ(t); θˆ)−X ′k(t)
]2
pˆ5(t)dt
+
1
h2
∫ [
X ′k(t)− Xˆ ′k(t)
]2
pˆ5(t)dt
+
2
h2
∫ [
fk(t, Xˆ(t); θˆ)−X ′k(t)
] [
X ′k(t)− Xˆ ′k(t)
]
pˆ5(t)dt
≡V1 + V2 + 2V3.
(7.5)
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To prove that V1 = op(n
−1/2), we note that
V1 =
1
h2
∫ [
fk(t, Xˆ(t); θˆ)−X ′k(t)
]2
pˆ5(t)dt
=
1
h2
∫ [
fk(t, Xˆ(t); θˆ)− fk(t,X(t); θˆ) + fk(t,X(t); θˆ)−X ′k(t)
]2
pˆ5(t)dt
=
1
h2
∫ [
fk(t, Xˆ(t); θˆ)− fk(t,X(t); θˆ)
]2
pˆ5(t)dt
+
1
h2
∫ [
fk(t,X(t); θˆ)−X ′k(t)
]2
pˆ5(t)dt
+
2
h2
∫ [
fk(t, Xˆ(t); θˆ)− fk(t,X(t); θˆ)
] [
fk(t,X(t); θˆ)−X ′k(t)
]
pˆ5(t)dt
≡V11 + V12 + 2V13.
Note that V11 is
V11 =
1
h2
∫ [
fk(t, Xˆ(t); θˆ)− fk(t,X(t); θˆ)
]2
pˆ5(t)dt
=
1
h2
∫ {
∂fk(t,X(t); θˆ)
∂XT
[Xˆ(t)−X(t)][1 + oP (1)]
}2
pˆ5(t)dt
≤ 1
h2
∫ ∥∥∥∥∥∂fk(t,X(t); θˆ)∂XT
∥∥∥∥∥
2 [
sup
t
∥∥∥Xˆ(t)−X(t)∥∥∥2] pˆ5(t)dt[1 + oP (1)]
=OP [a
2
n(h0)h
−2].
For V12, we have
V12 =
1
h2
∫ [
fk(t,X(t); θˆ)−X ′k(t)
]2
pˆ5(t)dt
=
1
h2
∫ {
∂fk(t,X(t); θ)
∂θT
(θˆ − θ0)[1 + oP (1)]
}2
pˆ5(t)dt
=OP (n
−1h−2).
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Further, 2|V13| is bounded by V11 + V12. Therefore we have
V1 = OP [a
2
n(h0)h
−2] +OP (n−1h−2) = oP (n−1/2). (7.6)
For V2, we have
V2 =
1
h2
∫ [
X ′k(t)− Xˆ ′k(t)
]2
pˆ5(t)dt
≤ 1
h2
∫ [
sup |X ′k(t)− Xˆ ′k(t)|
]2
pˆ5(t)dt
≤(T − t0)
[
sup |X ′k(t)− Xˆ ′k(t)|
]2 [
sup
t
|p(t)|
]5
[1 + oP (1)]
=OP [b
2
n(h1)h
−2] = oP (n−1/2).
(7.7)
Again, V3 is bounded by V1 + V2. Thus we combine (7.5)-(7.7) and conclude
Sˆ = oP (n
−1/2).
7.3 Proof of Lemma 9
Proof. To estimate V ar [r(zs)] = E [r
2(zs)], let
rˆn(zs) =
1
n∗
bn−1
4
c∑
i=1
Hn(z1i, z2i, z3i, z4i, zs),
where Hn is defined as (7.2) and n
∗ = bn−1
4
c.
Some elementary calculations yield that E
[‖wˆn (zs)− rˆn (zs)‖2] = oP (1). Next
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we give the second moment consistency of rˆn (zs) to r(zs) as the follows. Note that
E
[‖rˆn (zs)− rn (zs)‖2]
=E [Var (rˆn (zs) |zs)]
=
1
n∗
E [Var (Hn (z1i, z2i, z3i, z4i, zs) |zs)]
6 1
n∗
E
[‖Hn (z1i, z2i, z3i, z4i, zs)‖2]
=O
(
1/(nh12)
)
= o(1),
and E
[‖rn (zs)− r (zs)‖2] = O (h2) = o(1) according to (5.14).
Altogether, wˆ2n(zi)− r2(zi) = oP (1). SLLN thus gives
1
n− 1
n∑
i=1
wˆ2n (zs)− (
1
n
n∑
i
wˆn (zs))
2
=
1
n− 1
n∑
i=1
r2 (zs) + oP (1)
=E
[
r2 (zs)
]
+ oP (1).
7.4 Proof of Theorem 5.1 (under the null hypothesis)
Proof. The result is the consequence of Lemma 7, Lemma 8 and Lemma 9.
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7.5 Proof of Theorem 5.2 (under global alternatives)
Proof. As shown in the proof of Lemma 7, we can decompose V fn in (7.1) to three
terms, in which, the second and third terms are asymptotically negligible and the
limiting null distribution only depends on the first term V f1n. This term is also a V-
statistic satisfying the condition of Theorem 1 of [Martins-Filho and Yao, 2006] and
Lemma 5. Therefore we apply Lemma 5 to investigate the asymptotic properties. We
compute the projection of the corresponding U-statistic as
rn(zs) = E [Hn(za, zb, zc, zd, zs)|zs]
=E
[
1
5!
∑
P
H ′n(za, zb, zc, zd, zs)|zs
]
=
1
h2
[fk(ts)−X ′k(ts)]2 p4(ts) +
2
5h2
[
f ′k(ts)−X(2)k (ts)
]
(Ysk −Xsk)p4(ts) + oP (1/h2)
≡r(zs) + oP (1/h2).
It is easy to see that
E [r(zs)] =
1
h2
∫
[fk(ts)−X ′k(ts)]2 p4(ts)dts,
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and
V ar [r(zs)]
=E
[
r2(zs)
]− E [r(zs)]2
=E{ 1
h4
[fk(ts)−X ′k(ts)]4 p8(ts) +
4
25h4
[
f ′k(ts)−X(2)k (ts)
]2
(Ysk −Xsk)2p8(ts)
+
2
5h4
[fk(ts)−X ′k(ts)]2
[
f ′k(ts)−X(2)k (ts)
]
(Ysk −Xsk)p8(ts)}
− 1
h4
{∫
[fk(ts)−X ′k(ts)]2 p4(ts)dts
}2
=
∫
{ 1
h4
[fk(ts)−X ′k(ts)]4 p8(ts) +
4
25h4
[
f ′k(ts)−X(2)k (ts)
]2
σ2k(ts)p
8(ts)}dts
− 1
h4
{∫
[fk(ts)−X ′k(ts)]2 p4(ts)dts
}2
=
1
h4
Σ′f .
Then, recalling that the subscripts n˜1 and n˜2 mean the first and second subsample,
√
n˜h2(V fn˜1 − V fn˜2)√
2Σf
d−→ N(0, 1).
By a similar proof of Lemma 9, h4Σ̂f is consistent to Σ′f . Resembling to the proof
of Lemma 8, we can derive Sˆ − 1
h2
∫
(fk(t,X(t); θ1) − X ′k(t))2p(t)5dt = op(1). Then
under the global alternatives
GM/
√
n˜ =
(V fn˜1 − V fn˜2 + cSˆ)√
2Σ̂f
=
(h2V fn˜1 − h2V fn˜2 + ch2Sˆ)√
2h4Σ̂f
P−→c
∫
(f(t,X(t); θ1)−X ′(t))2p(t)5dt√
2Σf ′
.
That is, GMn diverges to infinity at the rate of
√
n in probability.
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7.6 Proof of Theorem 5.3 (under local alternatives)
Proof. Here we give the proof under Hf1kn. Due to the similarity, the proof under
HF1kn is omitted here.
Similarly as the proof of Theorem 5.2, we can show
√
n˜(V fn˜1 − V fn˜2)√
2Σ̂f
d−→ N(0, 1).
Recall
GMn/(n˜
1/2h−2δ2n) =
√
n˜(V fn˜1 − V fn˜2)
n˜1/2δ2nh
−2
√
2Σ̂f
+
ch2Sˆ
δ2n
√
2Σ̂f
. (7.8)
When n˜1/4h−1δn →∞, √
n˜(V fn˜1 − V fn˜2)
n˜1/2δ2nh
−2
√
2Σ̂f
= oP (1). (7.9)
Now we compute the bias correction term Sˆ. Under the local alternatives,
Sˆ =
1
h2
∫
(fk(t, Xˆ(t); θˆ) + δnlk(t)− δnlk(t)− Xˆ ′k(t))2dt
=
1
h2
∫
(fk(t, Xˆ(t); θˆ) + δnlk(t)− Xˆ ′k(t))2dt
+
1
h2
∫
δ2nl
2
k(t)dt−
2
h2
∫
δnlk(t)(fk(t, Xˆ(t); θˆ) + δnlk(t)− Xˆ ′k(t))dt
≡V1 + V2 − 2V3.
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Note that
V1 =
1
h2
∫
(fk(t, Xˆ(t); θˆ) + δnlk(t) +X
′
k(t)−X ′k(t)− Xˆ ′k(t))2dt
=
1
h2
∫
(fk(t, Xˆ(t); θˆ) + δnlk(t)−X ′k(t))2dt+
1
h2
∫
(X ′k(t)− Xˆ ′k(t))2dt
+
2
h2
∫
(X ′k(t)− Xˆ ′k(t))(fk(t, Xˆ(t); θˆ) + δnlk(t)−X ′k(t))dt
≡V11 + V12 + 2V13.
Rewrite V11 as
V11 =
1
h2
∫
(fk(t, Xˆ(t); θˆ) + δnlk(t)−X ′k(t))2dt
=
1
h2
∫
(fk(t, Xˆ(t); θˆ) + δnlk(t)− fk(t,X(t); θˆ) + fk(t,X(t); θˆ)−X ′k(t))2dt
=
1
h2
∫
(fk(t, Xˆ(t); θˆ)− fk(t,X(t); θˆ))2dt
+
1
h2
∫
(fk(t,X(t); θˆ) + δnlk(t)−X ′k(t))2dt
+
2
h2
∫
(fk(t, Xˆ(t); θˆ)− fk(t,X(t); θˆ))(fk(t,X(t); θˆ) + δnlk(t)−X ′k(t))dt
≡V111 + V112 + V113.
By Taylor expansion, we can show V111 is negligible at the rate OP [a
2
n(h
2
0)h
−2] =
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oP (n
−1/2). According to Theorem 3.2, we have that V112 is not negligible:
V112 =
1
h2
∫ [
fk(t,X(t); θˆ) + δnlk(t)−X ′k(t)
]2
dt
=
1
h2
∫ {
∂fk[t,X(t); θ]
∂θ
(θˆ − θ0)[1 + oP (1)]
}2
dt
=
δ2n
h2
{
H−1
f˙
Ep∗
[
lk (t)ωk (t)
∂fk (t,X (t) , θ0)
∂θ
]}T
×
[∫
∂fk(t,X(t); θ0)
∂θ
∂fk(t,X(t); θ0)
∂θT
dt
]
×
{
H−1
f˙
Ep∗
[
lk (t)ωk (t)
∂fk (t,X (t) , θ0)
∂θ
]}
+ oP (1).
(7.10)
An analogous calculation yields that V113 is negligible as
V113 = OP [an(h0)δnh
−2] = oP (δ2nh
−2).
To prove that V12 and V13 are negligible. We have
V12 =
1
h2
∫
(X ′k(t)− Xˆ ′k(t))2dt
=OP [b
2
n(h1)h
−2] = oP (n−1/2),
V13 =
1
h2
∫
(X ′k(t)− Xˆ ′k(t))(fk(t, Xˆ(t); θˆ) + δnlk(t)−X ′k(t))dt
=
1
h2
∫
(X ′k(t)− Xˆ ′k(t))(fk(t, Xˆ(t); θˆ)− fk(t,X(t); θ0))dt
=
1
h2
∫
(X ′k(t)− Xˆ ′k(t))(fk(t,X(t); θˆ)− fk(t,X(t); θ0))dt
+
1
h2
∫
(X ′k(t)− Xˆ ′k(t))(fk(t, Xˆ(t); θˆ)− fk(t,X(t); θˆ))dt
=OP (bn(h1)δnh
−2) +OP (bn(h1)an(h0)h−2) = oP (δ2nh
−2).
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Altogether, in V1, only V112 is a non-negligible term. Turn to V2. We have
V2 =
δ2n
h2
∫
l2k(t)dt. (7.11)
which is also a non-negligible term.
Finally, we focus on V3 to derive that
V3 =
1
h2
∫
δnlk(t)(fk(t, Xˆ(t); θˆ) + δnlk(t)− Xˆ ′(t))dt
=
1
h2
∫
δnlk(t)(fk(t, Xˆ(t); θˆ) + δnlk(t)−X ′k(t) +X ′k(t)− Xˆ ′k(t))dt
=
1
h2
∫
δnlk(t)(fk(t,X(t); θˆ)− fk(t,X(t); θ0))dt[1 + oP (1)]
=
δ2n
h2
[∫
lk(t)
∂fk(t,X(t); θ0)
∂θT
dt
]
H−1
f˙
Ep∗
[
lk (t)ωk (t)
∂fk (t,X (t) , θ0)
∂θ
]
+ oP (1).
(7.12)
Summarizing the above results, the leading term of Sˆ is the sum V112 + V2 − 2V3.
Combining (7.8)-(7.12), we can show that
GMn/(n˜
1/2h−2δ2n) =
√
n˜(V fn˜1 − V fn˜2)
n˜1/2δ2nh
−2
√
2Σ̂f
+
ch2Sˆ
δ2n
√
2Σ̂f
=
ch2(V112 + V2 − 2V3)
δ2n
√
2Σ̂f
+ oP (1)
=cµ4/
√
2Σf + oP (1)
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where
µ4 =
{
H−1
f˙
Ep∗
[
lk (t)ωk (t)
∂fk (t,X (t) , θ0)
∂θ
]}T
×
[∫
∂fk(t,X(t); θ0)
∂θ
∂fk(t,X(t); θ0)
∂θT
dt
]
×
{
H−1
f˙
Ep∗
[
lk (t)ωk (t)
∂fk (t,X (t) , θ0)
∂θ
]}
+
∫
l2k(t)dt
− 2
[∫
lk(t)
∂fk(t,X(t); θ0)
∂θT
dt
]
H−1
f˙
Ep∗
[
lk (t)ωk (t)
∂fk (t,X (t) , θ0)
∂θ
]
.
(7.13)
Similarly we can easily prove the result (5.15) of Theorem 5.3 under the condition
that δn = n˜
−1/4h.
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