Spectral theory of discrete linear Hamiltonian systems  by Shi, Yuming
J. Math. Anal. Appl. 289 (2004) 554–570
www.elsevier.com/locate/jmaa
Spectral theory of discrete linear Hamiltonian
systems ✩
Yuming Shi
Department of Mathematics, Shandong University, Jinan, Shandong 250100, People’s Republic of China
Received 27 December 2001
Submitted by L. Debnath
Abstract
This paper is concerned with spectral problems for a class of discrete linear Hamiltonian systems
with self-adjoint boundary conditions, where the existence and uniqueness of solutions of initial
value problems may not hold. A suitable admissible function space and a difference operator are
constructed so that the operator is self-adjoint in the space. Then a series of spectral results are
obtained: the reality of eigenvalues, the completeness of the orthogonal normalized eigenfunction
system, Rayleigh’s principle, the minimax theorem and the dual orthogonality. Especially, the num-
ber of eigenvalues including multiplicities and the number of linearly independent eigenfunctions are
calculated.
 2003 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper, consider spectral problems of the discrete linear Hamiltonian system
∆x(t)=A(t)x(t + 1)+B(t)u(t), (1.1)
∆u(t)= [C(t)− λω(t)]x(t + 1)−A∗(t)u(t), t ∈ [0,N], (1.2)
R
( −x(0)
x(N + 1)
)
+ S
(
u(0)
u(N + 1)
)
= 0, (1.3)
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Y. Shi / J. Math. Anal. Appl. 289 (2004) 554–570 555whereA(t), B(t), C(t), and ω(t) are d×d matrices, B(t) and C(t) are Hermitian matrices,
ω(t) > 0 (positive definite), A∗(t) is the complex conjugate transpose of A(t), R and S are
2d × 2d matrices and rank(R,S)= 2d , the interval [0,N] = {0,1, . . . ,N}.
Write
H(t)=
(−C(t) A∗(t)
A(t) B(t)
)
, W(t)=
(
ω(t) 0
0 0
)
.
Then H(t) and W(t) are 2d× 2d Hermitian matrices with W(t) 0 and the system (1.1)–
(1.2) can be rewritten as
J∆
(
x(t)
u(t)
)
= [H(t)+ λW(t)]
(
x(t + 1)
u(t)
)
, (1.4)
where J is the canonical symplectic matrix, i.e.,
J =
(
0 −Id
Id 0
)
.
So the natural difference operator for the system (1.1)–(1.2) is
l(x, u)(t)= J
(
∆x(t)
∆u(t)
)
−H(t)
(
x(t + 1)
u(t)
)
. (1.5)
It is clear that the problem (1.1)–(1.3) (abbreviation (HS)) contains the following spec-
tral problem for the second-order self-adjoint vector difference equation:
−∇(P(t)∆x(t))+Q(t)x(t)= λω˜(t)x(t), t ∈ [1,N + 1], (1.6)
with the boundary condition
R
( −x(0)
x(N + 1)
)
+ S
(
P(0)∆x(0)
P (N + 1)∆x(N + 1)
)
= 0, (1.7)
where P(t),Q(t), ω˜(t) are d × d Hermitian matrices, ω˜(t) > 0, P(t) is nonsingular on
[0,N+1],R and S are 2d×2d matrices. In fact, (1.6)–(1.7) can be written as the following
equivalent problem:
∆x(t)= P−1(t)u(t), t ∈ [0,N + 1], (1.8)
∆u(t)= [Q(t + 1)− λω˜(t + 1)]x(t + 1), t ∈ [0,N], (1.9)
R
( −x(0)
x(N + 1)
)
+ S
(
u(0)
u(N + 1)
)
= 0. (1.10)
Since x(N + 2) is determined by x(N + 1) and u(N + 1) from (1.8) at t = N + 1, the
problem (1.8)–(1.10) is equivalent to the problem (1.8) (for t ∈ [0,N]), (1.9) and (1.10)
which is of the form (HS), where A(t)= 0, B(t) = P−1(t), C(t) =Q(t + 1) and ω(t) =
ω˜(t + 1). In the case, Id −A(t) and B(t) are nonsingular on [0,N].
Atkinson [1] studied spectral problems of second-order self-adjoint difference equa-
tions. In 1995, Jirari [2] extended the boundary conditions in the scalar case to more general
boundary ones which are still separated. In these problems the leading terms are nonsingu-
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Sturm–Liouville problems of second-order continuous scalar equations; that is, they apply
oscillation of solutions to the parameter λ to these problems. However, eigenvalues of (HS)
are not simple in general. In fact, even for the second-order scalar discrete Sturm–Liouville
problems, eigenvalues may not be simple if boundary conditions are not separated. For
example, if N = 2, P(t) ≡ 1, ω˜(t) ≡ 1, Q(1)=Q(2)= 0, Q(3)= 1, R = I2, S = ( 0 11 1 )
in (1.6) and (1.7), the eigenvalue λ = 2 of the problem has multiplicity 2. In the recent
paper [6], the author with Chen studied the spectral problem (1.6)–(1.7), where the leading
term P(t) may be singular.
Spectral problems of linear continuous Hamiltonian systems in a compact interval have
been studied by employing quadratic functionals, a generalization of the Picone identity
and the calculus of variation (cf., e.g., [3,4]), which are based on existence and unique-
ness of solutions of initial value problems. In 1998, Bohner [5] discretized the method of
Kratz [3] to study eigenvalue problems of a class of linear discrete Hamiltonian systems, in
which the parameter λ is implicit in the coefficient functions. Bohner obtained isolateness
and lower boundedness of eigenvalues. So far, it seems to us that the fundamental spec-
tral theory of (HS) is still seldom studied. For the general fundamental theory of discrete
Hamiltonian systems, we refer to [7].
In this paper, we shall study the spectral problem (HS) by applying spectral theory of
self-adjoint operators in Hilbert spaces. There are some difficulties in the investigation.
The main difficulty results from several singularities. First, the weight function W(t) for
the natural difference operator l is singular and then the operator l cannot reflect the spec-
tral problem (HS) very well. Second, the boundary condition (1.3) may contain certain
singularity that results in the natural admissible space unsuitable. Third, the system (1.1)–
(1.2) may not satisfy the existence and uniqueness of solutions of initial value problems. To
overcome these difficulties, we shall first separate all the singularities from (HS) and put
them together which will be regarded as conditions that admissible functions must satisfy.
Then we can construct a suitable admissible function space which is a Hilbert space. In
addition, we construct a suitable difference operator under some assumptions such that the
operator is self-adjoint in the admissible function space and its spectrum corresponds with
that of (HS). Then a series of spectral results for (HS) are obtained. In particular, we get
the number of eigenvalues including multiplicities and the number of linearly independent
eigenfunctions by calculating the dimension of the admissible function space. We shall re-
mark that the problem (HS) is more complicated than the second-order problem (1.6)–(1.7)
since it is difficult that the spectrum of (HS) is directly derived from the spectrum of the
natural difference operator l.
The paper is organized as follows. Section 2 gives definitions of self-adjointness of
the boundary condition (1.3) and controllability of a discrete matrix function pair. The
most fundamental spectral results are obtained in this section. Section 3 will be devoted to
constructing a suitable admissible function space and a suitable difference operator such
that the operator is self-adjoint in the space. A series of spectral results are obtained in
Section 4: the number of eigenvalues including multiplicities, the number of linearly inde-
pendent eigenfunctions, completeness of the orthogonal normalized eigenfunction system,
Rayleigh’s principle, the minimax theorem and the dual orthogonality.
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First we introduce the following linear space:
l[0,N + 1] = {{(x(t), u(t))}N+1
t=0 : x(t), u(t) ∈Cd , 0 t N + 1
}
.
We call (x,u) and (y, v) orthogonal if (x,u), (y, v) ∈ l[0,N + 1] and
N∑
t=0
y∗(t + 1)ω(t)x(t + 1)= 0,
denoted by (x,u)⊥ (y, v).
One can conclude the following result by using H(t) is Hermitian.
Theorem 2.1. For all (x,u), (y, v) ∈ l[0,N + 1],
N∑
t=0
[(
y∗(t + 1), v∗(t))l(x, u)(t)− (l(y, v)(t))∗
(
x(t + 1)
u(t)
)]
= (y∗(t), v∗(t))J
(
x(t)
u(t)
)∣∣∣∣
N+1
t=0
.
For convenience, we write (x,u) ∈R if (x,u) ∈ l[0,N + 1] and satisfies the boundary
condition (1.3).
Definition 2.1. The boundary condition (1.3) is called self-adjoint if
(y∗(t), v∗(t))J
(
x(t)
u(t)
)∣∣∣∣
N+1
t=0
= 0
whenever (x,u), (y, v) ∈R.
The following result follows immediately from Theorem 2.1.
Theorem 2.2. If the boundary condition (1.3) is self-adjoint, then
N∑
t=0
[(
y∗(t + 1), v∗(t))l(x, u)(t)− (l(y, v)(t))∗
(
x(t + 1)
u(t)
)]
= 0
for all (x,u), (y, v) ∈R.
Lemma 2.1 [6, Lemma 2.1]. The boundary condition (1.3) is self-adjoint if and only if
RS∗ = SR∗.
Lemma 2.2 [6, Lemma 2.2]. Assume that the boundary condition (1.3) is self-adjoint.
Then (x,u) ∈R if and only if there exists a unique vector ξ ∈C2d such that( −x(0)
x(N + 1)
)
=−S∗ξ,
(
u(0)
u(N + 1)
)
=R∗ξ. (2.1)
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trivial solution (x,u) ∈ l[0,N + 1] for (HS) and the nontrivial solution (x,u) is called an
eigenfunction corresponding to λ, denoted by (x,u)(λ).
To discuss the problem (HS), it is necessary to introduce the concept of controllability
of a discrete matrix function pair which is a discrete analog to that for the continuous case
[3, Definition 8.6.2].
Definition 2.3. Assume that A= {A(t)}Nt=0 and B = {B(t)}Nt=0 are d × d discrete matrix
functions. The pair (A,B) is called controllable on [0,N] if there exists r ∈ [1,N − 1]
such that for each subinterval [p,q] of [1,N] with length q − p r ,
∆u(t)=−A∗(t)u(t), t ∈ [p− 1, q],
B(t)u(t)= 0, t ∈ [p,q], (2.2)
always implies that u(t) = 0, t ∈ [p − 1, q + 1]. The minimal positive integer r with this
property is called the controllability index of (A,B).
Lemma 2.3. The matrix pair (A,B) is controllable on [0,N] with index r =N − 1 if and
only if the matrix

B(1)(Id −A∗(0))
B(2)(Id −A∗(1))(Id −A∗(0))
...
B(N)(Id −A∗(N − 1))(Id −A∗(N − 2)) . . . (Id −A∗(0))


has rank d .
One can easily prove Lemma 2.3 by using Definition 2.3 and so we omit its proof.
The following consequence can be directly obtained from Lemma 2.3.
Corollary 2.1. If Id − A(0) and B(1) are nonsingular, then the matrix pair (A,B) is
controllable on [0,N] with index r =N − 1.
Theorem 2.3. Assume that the boundary condition (1.3) is self-adjoint. If the matrix pair
(A,B) is controllable on [0,N] with index r = N − 1, then all eigenvalues of (HS) are
real and eigenfunctions with respect to different eigenvalues are orthogonal.
Proof. Suppose that λ is any eigenvalue of (HS) and (x,u) is a corresponding eigenfunc-
tion. Then
l(x, u)(t)= λW(t)
(
x(t + 1)
u(t)
)
, t ∈ [0,N].
By Theorem 2.2, we have
(λ− λ¯)
N∑
x∗(t + 1)ω∗(t)x(t + 1)= 0. (2.3)
t=0
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∑N
t=0 x∗(t + 1)ω∗(t)x(t + 1) > 0. Otherwise, x(t + 1)= 0 for t ∈ [0,N] by
the positive definiteness of ω(t). Then (x,u) satisfies
−x(0)= B(0)u(0),
0 = B(t)u(t), t ∈ [1,N],
∆u(t)=−A∗(t)u(t), t ∈ [0,N]. (2.4)
Since (A,B) is controllable on [0,N] with index r = N − 1, u(t)= 0 for t ∈ [0,N + 1].
From the first relation in (2.4), we have that x(0) = 0. Hence, (x,u) = 0 and this con-
tradicts the fact that (x,u) is an eigenfunction. So λ = λ¯ from (2.3). Therefore, all the
eigenvalues of (HS) are real.
Let λ and µ be any two different eigenvalues of (HS) and let (x,u)(λ) and (x,u)(µ) be
eigenfunctions corresponding to λ and µ, respectively. Again by Theorem 2.2, we have
(λ−µ)
N∑
t=0
x∗(t + 1,µ)ω(t)x(t + 1, λ)= 0.
Since λ = µ, we obtain
N∑
t=0
x∗(t + 1,µ)ω(t)x(t + 1, λ)= 0.
Thus, (x,u)(λ)⊥ (x,u)(µ). This completes the proof. ✷
3. The admissible function space and self-adjointness of the difference operator
Theorem 2.3 only presents the most fundamental spectral results for the problem (HS).
However, there are some problems to solve. How many eigenvalues are there? How many
linearly independent eigenfunctions are there? What space is the eigenfunction system
complete for? Since the natural difference operator l is not self-adjoint in general in
the natural admissible function space L[0,N + 1] = {(x,u) ∈ l[0,N + 1]: (x,u) ∈ R
and ∆x(t)= A(t)x(t + 1)+ B(t)u(t), t ∈ [0,N]}, it is quite difficult to study the above
problems by directly considering the operator l in L[0,N + 1]. To solve these problems,
we now construct a new admissible function space and a new difference operator such that
this operator is self-adjoint in this admissible function space and the spectral problem of
the operator in the space is equivalent to that of (HS).
In the section, we always assume that the boundary condition (1.3) is self-adjoint and
Id −A(0) is nonsingular and B(t) is nonsingular on [1,N]. (3.1)
By Corollary 2.1, (A,B) is controllable on [0,N] with index r =N − 1. So all conditions
in Theorem 2.3 hold.
Remark 3.1. It is clear that the coefficient matrices A(t) and B(t) satisfy (3.1) in the
spectral problem (1.8)–(1.10) equivalent to the second-order spectral problem (1.6)–(1.7).
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ample, set d = 2, N = 2, A(t) ≡ 0, C(t) ≡ 0, ω(t) ≡ I2 for t ∈ [0,2], R = I4, S = 0 and
B(0)= 0,B(1)= I2. It is clear that the boundary conditions (1.3) is self-adjoint and (A,B)
is controllable with index r = 1 by Corollary 2.1. If B(2) = I2, the problem has exactly
one eigenvalue λ= 2 with multiplicity 2. However, if B(2)= 0, the problem has no eigen-
value. Thus we assume in the paper that B(t) is nonsingular on [1,N] in order to calculate
conveniently the number of eigenvalues of (HS).
3.1. The admissible function space
Suppose (x,u) ∈ L[0,N + 1]. Let R = (R1,R2), S = (S1, S2), where Rj and Sj
(j = 1,2) are 2d × d matrices. By Lemma 2.2, there exists a unique vector ξ ∈ C2d such
that
x(0)= S∗1 ξ, x(N + 1)=−S∗2ξ,
u(0)=R∗1ξ, u(N + 1)=R∗2ξ. (3.2)
From (1.1) (t = 0) and (3.2), we find
x(1)=E(0)[S∗1 +B(0)R∗1]ξ, (3.3)
where E(0)= [Id −A(0)]−1. Then(
x(1)
x(N + 1)
)
=
(
E(0) 0
0 −Id
)
Ω∗ξ, (3.4)
where
Ω = (S1 +R1B(0), S2).
We shall remark that the rank of Ω is an important index which indicates a singularity
degree of the boundary condition (1.3). Set
m= rankΩ.
Then 0m 2d .
By the standard matrix theory, there exist 2d × 2d unitary matrices P and Q such that
P ∗ΩQ= diag{0,Ω0}, (3.5)
where Ω0 is an m×m nonsingular matrix. Let
P = (P1,P2), Q= (Q1,Q2),
where P1 and Q1 are 2d× (2d−m) matrices, P2 and Q2 are 2d×m matrices. From (3.5)
and using P and Q are unitary, we can find the following useful relations:
Q∗1Q1 = I2d−m, Q∗1Q2 = 0, Q∗2Q2 = Im,
P ∗1 Ω = 0, ΩQ1 = 0, Q2 =Ω∗P2Ω∗−10 . (3.6)
Then we have from (3.4) that
Q∗1
(
(Id −A(0))x(1))= 0. (3.7)−x(N + 1)
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L[0,N + 1] is a suitable admissible function space. If m < 2d , x(1) and x(N + 1) are
bound with 2d−m scalar relations (3.7). Hence, although x(1) and x(N +1) are weighted
by ω(0) and ω(N) in (HS), there are m scalar equations really weighted in the two vector
equations (1.2) at t = 0 and t =N and the parameter λ does not appear in the rest 2d −m
scalar equations, which can be viewed as extra conditions for the admissible functions. We
now find these 2d −m extra conditions. Equation (1.2) at t = 0 and t =N can be written
as
λ
(
x(1)
x(N + 1)
)
= diag{ω−1(0),ω−1(N)}
(
f (0, x(1), u(0), u(1))
f (N,x(N + 1), u(N),u(N + 1))
)
,
where f (t, x(t + 1), u(t), u(t + 1)) := C(t)x(t + 1)+ (Id −A∗(t))u(t)− u(t + 1). From
(3.7), we get that x(1), x(N + 1), u(0), u(1), u(N) and u(N + 1) satisfy the following
2d −m scalar equations:
Q∗1 diag
{(
Id −A(0)
)
ω−1(0),−ω−1(N)}
×
(
f (0, x(1), u(0), u(1))
f (N,x(N + 1), u(N),u(N + 1))
)
= 0. (3.8)
Since the parameter λ is missing in (3.8), it is natural to regard (3.8) as additional conditions
to the boundary condition (1.3). For convenience, denote (x,u) ∈A if (x,u) satisfies (3.8).
We can now introduce the admissible function space as follows:
L2ω[0,N + 1] =
{
(x,u) ∈L[0,N + 1]: (x,u) ∈A}
and define its inner product
〈
(x,u), (y, v)
〉=
N∑
t=0
y∗(t + 1)ω(t)x(t + 1).
We next examine L2ω[0,N + 2n] more closely to calculate its dimension. From (3.6),
(x,u) ∈A if and only if there exists η ∈Cm such that(
f (0, x(1), u(0), u(1))
−f (N,x(N + 1), u(N),u(N + 1))
)
= diag{ω(0)E(0),ω(N)}Q2η. (3.9)
Since Id −A(0) is nonsingular, u(0) and u(N + 1) can be solved from (3.9) and(
u(0)
u(N + 1)
)
= diag{E∗(0)ω(0)E(0),ω(N)}Q2η
+
(
E∗(0)(−C(0)x(1)+ u(1))
C(N)x(N + 1)+ (Id −A∗(N))u(N)
)
. (3.10)
From (1.1) at t = 0, we have
x(0)= (Id −A(0))x(1)−B(0)u(0). (3.11)
Inserting (3.11) into the boundary condition (1.3), we get
(−R1(Id −A(0)),R2)
(
x(1)
)
+Ω
(
u(0)
)
= 0.x(N + 1) u(N + 1)
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Ω diag
{
E∗(0)ω(0)E(0),ω(N)
}
Q2η= F
(
x(1), x(N + 1), u(1), u(N)), (3.12)
where
F
(
x(1), x(N + 1), u(1), u(N))
:= (R1(Id −A(0)),−R2)
(
x(1)
x(N + 1)
)
−Ω
(
E∗(0)(−C(0)x(1)+ u(1))
C(N)x(N + 1)+ (Id −A∗(N))u(N)
)
.
Multiplying (3.12) from the left by P ∗ and using (3.6), we see that the conditions (3.12)
can be divided into two parts
P ∗1 F
(
x(1), x(N + 1), u(1), u(N))= 0, (3.13)
T η= P ∗2 F
(
x(1), x(N + 1), u(1), u(N)), (3.14)
where
T =Ω0Q∗2 diag
{
E∗(0)ω(0)E(0),ω(N)
}
Q2
is an m×m nonsingular matrix. Then, from (3.14), we have
η= T −1P ∗2 F
(
x(1), x(N + 1), u(1), u(N)). (3.14′)
By using P ∗1 Ω = 0, (3.13) can be rewritten as
P ∗1
[
R1
(
Id −A(0)
)
x(1)−R2x(N + 1)
]= 0. (3.13′)
Since B(t) is nonsingular on [1,N], we get from (1.1) that
u(t)= B−1(t)[(Id −A(t))x(t + 1)− x(t)], t ∈ [1,N]. (3.15)
This implies the following result.
Proposition 3.1. (x,u) ∈ L2ω[0,N + 1] if and only if (x,u) satisfies (3.10), (3.11),
(3.13′) and (3.15) in which η is determined by (3.14′); that is, (x,u) is determined by
x(1), x(2), . . . , x(N + 1) which satisfy (3.13′).
Proposition 3.2. dimL2ω[0,N + 1] = (N − 1)d +m=: µ.
Proof. By Proposition 3.1 and from (3.13′), it suffices to show
rankP ∗1
(
R1
(
Id −A(0)
)
,−R2
)= 2d −m. (3.16)
From
P ∗1
(
R1
(
Id −A(0)
)
,−R2,Ω
)= P ∗1 (R,S)


Id −A(0) 0 B(0) 0
0 −Id 0 0
0 0 Id 0

 ,0 0 0 Id
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rank
[
P ∗1
(
R1
(
Id −A(0)
)
,−R2,Ω
)]= 2d −m.
Again by using
P ∗1
(
R1
(
Id −A(0)
)
,−R2,Ω
)= P ∗1 (R1(Id −A(0)),−R2,0),
(3.16) can be concluded. So the proof is complete. ✷
Finally, we get the following consequence by Propositions 3.1 and 3.2.
Theorem 3.1. If the boundary condition (1.3) is self-adjoint and (3.1) holds, then
L2ω[0,N + 1] is a µ-dimensional Hilbert space.
3.2. The difference operator and its self-adjointness
Define the difference operator
L(x,u)= (y, v), (3.17)
where
y(t + 1)= ω−1(t)[−∆u(t)+C(t)x(t + 1)−A∗(t)u(t)], t ∈ [0,N], (3.18)
v(t)= B−1(t)[∆y(t)−A(t)y(t + 1)], t ∈ [1,N], (3.19)
with y(0), v(0) and v(N + 1) determined by (3.10), (3.11) and (3.14′), in which y(t) and
v(t) replace x(t) and u(t).
Proposition 3.3. Assume that all the assumptions in Theorem 3.1 hold. Then λ is an eigen-
value of (HS) if and only if λ is an eigenvalue of the operator L in L2ω[0,N + 1] and their
eigenfunctions are same.
Proof. Suppose that λ is any eigenvalue of (HS) and (x,u)(λ) is its corresponding eigen-
function. Then (x,u)(λ) ∈ L2ω[0,N + 1] according to the discussion of the first part in the
section. Set
(y, v)(λ)= L(x,u)(λ).
From (3.17)–(3.19), we get
y(t + 1, λ)= ω−1(t)[−∆u(t, λ)+C(t)x(t + 1, λ)−A∗(t)u(t, λ)]
= λx(t + 1, λ), t ∈ [0,N],
v(t, λ)= B−1(t)[∆y(t, λ)−A(t)y(t + 1, λ)]
= λB−1(t)[∆x(t, λ)−A(t)x(t + 1, λ)]
= λu(t, λ), t ∈ [1,N].
Again from (3.10), (3.11) and (3.14′) and by the definition of (y, v) at t = 0 and t =N +1,
we find
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v(0, λ)
v(N + 1, λ)
)
= λ
(
u(0, λ)
u(N + 1, λ)
)
.
Thus,
L(x,u)(λ)= λ(x,u)(λ),
that is, λ is an eigenvalue of L in L2ω[0,N + 1] and (x,u)(λ) is its corresponding eigen-
function.
Conversely, let λ be any eigenvalue of L in L2ω[0,N + 1] and let (x,u)(λ) be a corre-
sponding eigenfunction. Then
L(x,u)(λ)= λ(x,u)(λ),
that is,
λx(t + 1, λ)= ω−1(t)[−∆u(t, λ)+C(t)x(t + 1, λ)−A∗(t)u(t, λ)], t ∈ [0,N],
λu(t, λ)= λB−1(t)[∆x(t, λ)−A(t)x(t + 1, λ)], t ∈ [1,N].
The first relation above implies that (x,u)(λ) satisfies (1.2). By recalling (x,u)(λ) ∈
L2ω[0,N+1], (x,u)(λ) also satisfies (1.1) and (1.3). So (x,u)(λ) is a nontrivial solution of
(HS). Therefore, λ is a eigenvalue of (HS) and (x,u)(λ) is its corresponding eigenfunction.
This completes the proof. ✷
Proposition 3.4. The difference operator L maps L2ω[0,N + 1] into itself.
Proof. Suppose (x,u) ∈ L2ω[0,N + 1]. It is clear that (y, v) = L(x,u) satisfies (3.10),
(3.11), (3.14′) and (3.15). Hence, it suffices to show that (3.13′) holds for (y, v) by Propo-
sition 3.1. From (3.18) and (3.10), we see that(
ω(0)y(1)
−ω(N)y(N + 1)
)
=
( −∆u(0)+C(0)x(1)−A∗(0)u(0)
∆u(N)−C(N)x(N + 1)+A∗(N)u(N)
)
= diag{ω(0)E(0),ω(N)}Q2η,
where η is determined by (3.14′). Then(
y(1)
−y(N + 1)
)
= diag{E(0), Id}Q2η.
So we get that
δ : = P ∗1
[
R1
(
Id −A(0)
)
y(1)−R2y(N + 1)
]
= P ∗1
(
R1
(
Id −A(0)
)
,R2
)( y(1)
−y(N + 1)
)
= P ∗1 RQ2η= P ∗1 RΩ∗P2Ω∗−10 η
by using the last relation in (3.6). In addition, by Lemma 2.2, we can find
RΩ∗ =ΩR∗.
Thus, δ = P ∗1 ΩR∗P2Ω∗−10 η= 0 again by using (3.6). This completes the proof. ✷
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γ : =
N∑
t=0
{
y∗(t + 1)[−∆u(t)+C(t)x(t + 1)−A∗(t)u(t)]
− [−∆v(t)+C(t)y(t + 1)−A∗(t)v(t)]∗x(t + 1)}
= (y∗(t), v∗(t))J
(
x(t)
u(t)
)∣∣∣∣
N+1
t=0
. (3.20)
Furthermore, if the boundary condition (1.3) is self-adjoint and (x,u), (y, v) ∈R, then
N∑
t=0
y∗(t + 1)[−∆u(t)+C(t)x(t + 1)−A∗(t)u(t)]
=
N∑
t=0
[−∆v(t)+C(t)y(t + 1)−A∗(t)v(t)]∗x(t + 1). (3.21)
Proof. Using C(t) is Hermitian, we get
γ =
N∑
t=0
{
y∗(t + 1)(Id −A∗(t))u(t)− v∗(t)(Id −A(t))x(t + 1)
− y∗(t + 1)u(t + 1)+ v∗(t + 1)x(t + 1)}. (3.22)
Since (x,u) and (y, v) satisfy (1.1), we have
(
Id −A(t)
)
x(t + 1)= x(t)+B(t)u(t),(
Id −A(t)
)
y(t + 1)= y(t)+B(t)v(t), t ∈ [0,N].
Using B(t) is Hermitian, we get
N∑
t=0
{
y∗(t + 1)(Id −A∗(t))u(t)− v∗(t)(Id −A(t))x(t + 1)}
=
N∑
t=0
{
y∗(t)u(t)− v∗(t)x(t)}
which with (3.22) implies that (3.20) holds. Equation (3.21) can be directly implied by
Definition 2.1 for the self-adjointness of the boundary condition (1.3). So the proof is
complete. ✷
The following result can be proved by using Lemma 3.1.
Proposition 3.5. Assume that all the assumptions in Theorem 3.1 hold. Then〈
L(x,u), (y, v)
〉= 〈(x,u),L(y, v)〉, ∀(x,u), (y, v) ∈ L2ω[0,N + 1].
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Theorem 3.2. Assume that all the assumptions in Theorem 3.1 hold. Then the difference
operator L is self-adjoint in L2ω[0,N + 1].
4. The spectral theory of (HS)
4.1. The fundamental spectral results
By Theorems 3.1 and 3.2 and by the spectral theory of self-adjoint linear operators in a
Hilbert space, we can obtain the following spectral results of (HS).
Theorem 4.1. Let rank(S1 + R1B(0), S2) = m and µ = (N − 1)d +m. If the boundary
condition (1.3) is self-adjoint and (3.1) holds, then
(1) the eigenvalue problem (HS) has exactly µ real eigenvalues (multiplicity included )
λ1, λ2, . . . , λµ
and µ linearly independent eigenfunctions
(x,u)(λ1), (x,u)(λ2), . . . , (x,u)(λµ) (4.1)
which are normalized and orthogonal to each other; that is,〈
(x,u)(λi), (x,u)(λj )
〉= δij , 1 i, j  µ; (4.2)
(2) the eigenfunction basis of (HS) consists of µ linearly independent eigenfunctions (4.1)
and is complete for the admissible function space L2ω[0,N + 1]; that is, for each
y ∈ L2ω[0,N + 1], there exists a unique set of scalars {ak}µk=1 ⊂ C such that for
t ∈ [0,N + 1],
(x,u)(t)=
µ∑
k=1
ak(x,u)(t, λk), (4.3)
where
ak =
〈
(x,u), (x,u)(λk)
〉=
N∑
t=0
x∗(t + 1, λk)ω(t)x(t + 1) (4.4)
for 1 k  µ and they satisfy the Parseval’s equality
〈
(x,u), (x,u)
〉=
µ∑
k=1
|ak|2. (4.5)
We note µ= (N + 1)d if m= 2d ; that is, the matrix Ω = (S1 +R1B(0), S2) is nonsin-
gular. In the case, L2ω[0,N + 1] = L[0,N + 1] and the eigenfunction basis (4.1) satisfies
the following dual orthogonality.
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R1B(0), S2) is nonsingular, then the µ= (N + 1)d eigenfunctions (4.1) of (HS) satisfy the
dual orthogonality
µ∑
k=1
x(i, λk)x
∗(j, λk)= δijω−1(j), i, j ∈ [1,N + 1]. (4.6)
Proof. Let X = (x(i, λj ))µ×µ (1 i N + 1,1 j  µ). Then (4.2) can be written as
X∗ diag
{
ω(0),ω(1), . . . ,ω(N)
}
X = Iµ.
So X is nonsingular and
X∗−1X−1 = diag{ω(0),ω(1), . . . ,ω(N)} (4.7)
which implies (4.6). This completes the proof. ✷
4.2. The variational properties of eigenvalues
We now study the variational properties of eigenvalues for the problem (HS). We still
assume that all the assumptions in Theorem 4.1 hold. For convenience, we arrange the µ
real eigenvalues of the problem (HS) in the nondecreasing order
λ1  λ2  · · · λµ
which corresponding µ orthogonal and normalized eigenfunctions are as in (4.1).
Introduce the Rayleigh quotient for the discrete Hamiltonian system (1.1)–(1.2),
R(x,u)= 〈L(x,u), (x,u)〉/〈(x,u), (x,u)〉 (4.8)
for (x,u) ∈ l[0,N + 1] and satisfying (1.1), where x ′ = {x(t)}N+1t=1 = 0.
Remark 4.1. For the continuous real Hamiltonian system
x ′ =A(t)x +B(t)u,
u′ = (C(t)− λω(t))x −AT (t)u,
Kratz [3] introduced the Rayleigh quotient
R(x,u)=F(x,u)/〈(x,u), (x,u)〉, (4.9)
where
〈
(x,u), (x,u)
〉=
b∫
a
xT (t)ω(t)x(t) dt,
and F(x,u) is the quadratic functional
F(x,u)=
b∫
(xT Cx + uT Bu)(t) dt − xT (t)u(t)|bt=a.a
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L(x,u), (x,u)
〉
=
N∑
t=0
{
x∗(t + 1)C(t)x(t + 1)+ u∗(t)B(t)u(t)}− x∗(t)u(t)|N+1t=0 . (4.10)
Therefore, the Rayleigh quotient (4.8) for the discrete Hamiltonian system (1.1)–(1.2) is a
discrete type of the Rayleigh quotient (4.9) for the continuous case.
Theorem 4.3 (Rayleigh’s principle). If all the assumptions in Theorem 4.1 hold, then
λ1 R(x,u) λµ, ∀(x,u) ∈L2ω[0,N + 1] and (x,u) = 0, (4.11)
λ1 = min
{
R(x,u): (x,u) ∈L2ω[0,N + 1] and (x,u) = 0
}
, (4.12)
λµ = max
{
R(x,u): (x,u) ∈ L2ω[0,N + 1] and (x,u) = 0
}
, (4.13)
and for 2 k  µ− 1,
λk = min
{
R(x,u): (x,u) ∈ L2ω[0,N + 1],
(x,u)⊥ (x,u)(λj), 1 j  k − 1, (x,u) = 0
} (4.14)
= max{R(x,u): (x,u) ∈ L2ω[0,N + 1],
(x,u)⊥ (x,u)(λj ), k + 1 j  µ, (x,u) = 0
}
. (4.15)
Proof. By Theorem 4.1, for every nontrivial (x,u) ∈ L2ω[0,N + 1], there exists a
unique set of scalars {ak}mk=1 ⊂ C such that (4.3) and (4.4) hold and
∑µ
k=1 |ak|2 =〈(x,u), (x,u)〉> 0. From (4.3) and (4.4), we have
〈
L(x,u), (x,u)
〉=
µ∑
k=1
λk|ak|2. (4.16)
Then
R(x,u)=
µ∑
k=1
λk |ak|2
/ µ∑
k=1
|ak|2. (4.17)
Obviously, R((x,u)(λk)) = λk (1  k  µ). Hence, (4.11)–(4.13) follow directly from
(4.17).
Furthermore, if (x,u)⊥(x,u)(λj ) (1 j  k − 1), then a1 = · · · = ak−1 = 0 in (4.16)
and
R(x,u)=
µ∑
i=k
λi |ai |2
/ µ∑
i=k
|ai|2.
This implies that R(x,u) λk . Hence, (4.14) follows from R((x,u)(λk))= λk . Equation
(4.15) can be shown similarly. So the proof is complete. ✷
By the Rayleigh principle, we can obtain sufficient conditions for determining eigenval-
ues to be positive or negative.
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(1) If
SR∗  0, C(t) 0, B(t) 0, t ∈ [0,N], (4.18)
then all the eigenvalues of (HS) are nonnegative. Furthermore, if
C(t) > 0, t ∈ [0,N], (4.19)
or
Id −A(t) is nonsingular on [0,N] and SR∗ > 0, (4.20)
then all the eigenvalues of (HS) are positive.
(2) If all the equalities in (4.18) are reversed, then all the eigenvalues of (HS) are non-
positive. Furthermore, if all the equalities in (4.19) or in (4.20) are reverse, all the
eigenvalues of (HS) are negative.
Proof. By Lemma 2.2 and from (4.10), for every (x,u) ∈ L2ω[0,N + 1] we have〈
L(x,u), (x,u)
〉
=
N∑
t=0
{
x∗(t + 1)C(t)x(t + 1)+ u∗(t)B(t)u(t)}+ ξ∗SR∗ξ
for some ξ ∈C2d . If Id −A(t) is nonsingular on [0,N], then every initial value problem of
the system (1.1)–(1.2) has a unique solution. Hence, Corollary 4.1 can be directly implied
by using (4.11)–(4.13) in Theorem 4.3. This completes the proof. ✷
Next we give variational properties of the eigenvalues involving no eigenfunctions.
Theorem 4.4 (Minimax theorem). Let all the assumptions of Theorem 4.1 hold. Then, for
1 k  µ,
λk = min
{
G(z(1), z(2), . . . , z(µ−k)): z(j) ∈ L2ω[0,N + 1], 1 j  µ− k
}
= max{g(z(1), z(2), . . . , z(k−1)): z(j) ∈ L2ω[0,N + 1], 1 j  k − 1},
where
G(z(1), z(2), . . . , z(µ−k))= max{R(z): z ∈L2ω[0,N + 1],
z⊥ z(j), 1 j µ− k, z = 0}
and
g(z(1), z(2), . . . , z(k−1))= min{R(z): z ∈L2ω[0,N + 1],
z⊥ z(j), 1 j  k − 1, z = 0}.
The proof is similar to that of (4.14) and (4.15) in Theorem 4.3 and therefore is omitted.
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