As discussed in the main manuscript and shown in Supplementary Fig. 1 for a Watts-Strogatz network, the range of values spanned by the path length and clustering coefficient decreases with increasing network density. Here we define the range of clustering or path length to be the difference between its value in lattice and random networks, 1
Mapping real-world data to the theoretical model
In order to quantify small-world structure in real-world networks, it is necessary to define a method for mapping the observed data to the theoretical model used to generate small-world networks. Specifically, the calculation of the SWP relies on the generation of a comparable lattice network (p = 0 in the theoretical models) and a comparable random network (p = 1 in the theoretical models). To control for network density when generating these comparable null models, we preserve the number of nodes and the distribution of edge weights. As described in the main text, to construct a comparable weighted lattice, we build a 1D network such that the edges that correspond to the smallest Euclidean distance between nodes are assigned the highest weights, whereas to construct a comparable random network, the observed edge weights are randomly distributed among the nodes. In Supplementary Fig. 2 , we give an example of the resulting comparable lattice and random networks for the Human DSI data set analyzed in the main manuscript. In the comparable lattice network, the connections with the highest strength have been distributed along the diagonal of the adjacency matrix, while in the comparable random network, connections are randomly assigned throughout the matrix. In both cases, we ensure that the resulting adjacency matrix is free of self-connections and remains symmetric (reflecting the undirected nature of our initial network).
SWP using alternative methods of weighted clustering
Multiple methods of computing a weighted clustering coefficient have been proposed, [1] [2] [3] and in the main manuscript we present results using the weighted clustering coefficient as defined by Onnela et al. 1 (see Methods). This particular algorithm for computing the weighted clustering coefficient reflects subgraph intensity and has the advantage of being computationally efficient. However, other definitions of a weighted clustering coefficient exist and reflect other features of weighted clustering that might be desirable in certain data sets. 4 Here, we show the transition in and out of the small-world regime for the same weighted small-world network depicted in Fig. 3 of the main manuscript, along with the corresponding SWP, calculated for the weighted clustering coefficient defined by Barrat et al. 2 ( Supplementary Fig. 3a-b) and Zhang et al. 3 ( Supplementary Fig. 3c-d) . The resultant weighted small-world network displays a similar transition through the small-world regime when measured using these alternative weighted clustering measures, and the associated SWP is remarkably similar to that of the SWP obtained using the Onnela measure (Fig. 3b-c 
