Abstract. In the paper we characterize, in terms of quivers and relations, the admissible algebras with formal two-ray modules introduced by G.
by the representation theory of an admissible algebra with formal tworay modules. A drawback of the construction given in [3] is that it does not give a handy criterion to determine if a given algebra belongs to the considered class. In this paper we characterize the above algebras in terms of their quivers and relations. We also translate to this new language, the description of the Auslander-Reiten quiver of these algebras.
For basic background on the representation theory of algebras and all unexplained notions we refer to [12] .
The paper is organized as follows. In Section 1 we present the main results of the paper, in Section 2 we develop necessary combinatorics, while in final Section 3 we prove the main theorems.
Main results
The aim of this section is to present the main results of the paper. First we introduce a necessary notation and definitions. In the paper, by N (respectively, N 0 ) we denote the set of positive (nonnegative) integers. If m and n are integers, then [m, n] denotes the set of all integers k such that m ≤ k ≤ n. For a sequence f : [1, n] → N, n ∈ N 0 , of positive integers, we denote n by |f |. We identify the finite subsets of N with the corresponding increasing sequences of positive integers. In particular, if F is a finite subset of N and i ∈ [1, |F |], then F i denotes the i-th element of F with respect to the usual ordering of integers.
By a defining system we mean a quadruple (p, q, S, T ), where p and q are sequences of positive integers with |q| = |p| and |p| i=1 p i ≥ 2, and S = (S i ) |p| i=1 and T = (T i ) |p| i=1 are families of subsets of N such that for each i ∈ [1, |p|] the following conditions hold: T i ⊆ S i ⊆ [2, p i + |T i |], p i + |T i | ∈ T i , and j + 1 ∈ S i for j ∈ S i . We write T i,j instead of (T i ) j for i ∈ [1, |p|] and j ∈ [1, |T i |].
For a defining system (p, q, S, T ) we define a quiver Q in the following way: the vertices of Q are
• z i,j , i ∈ [1, |p|], j ∈ S i , and the arrows of Q are
• α i,j :
• β i,j : y i,j → y i,j−1 , i ∈ [1, |p|], j ∈ [1, q i ], where y i,0 = x i+1,0 (with x n+1,0 = x 1,0 ) and y i,q i = x i,p i , • γ i,j : z i,j → x i,j , i ∈ [1, |p|], j ∈ S i , • ξ i,j : x i,p i +j → z i,T i,j , i ∈ [1, |p|], j ∈ [1, |T i |]. Let A be the path algebra of the quiver Q bounded by relations:
• α i,j−1 α i,j γ i,j , i ∈ [1, |p|], j ∈ S i , • β i,q i α i,p i +1 , i ∈ [1, |p|] such that |T i | > 0,
• α i,T i,j γ i,T i,j ξ i,j − α i,T i,j α i,T i,j +1 · · · α i,p i +j−1 α i,p i +j , i ∈ [1, |p|], j ∈ [1, |T i |]. We say that Q is the quiver and A is the algebra of the defining system (p, q, S, T ). For example, if p = (6, 3), q = (2, 2), S = ({2, 4, 6, 8}, {2}) and T = ({4, 6}, ∅), then A is the path algebra of the quiver
bounded by relations
In [3] we introduced a class of algebras called admissible algebras with formal two-ray modules (see also 3.1). The main result of the paper is the following. Following [3] a connected translation quiver is said to be of the first type, if its stable part is ZA ∞ , while its left and right stable parts are (−ND ∞ ) and ND ∞ , respectively. Similarly, we say that a connected translation quiver is of the second type, if its stable part is the disjoint union of two quivers of the form ZA ∞ , its left stable part is (−N)A ∞ ∞ and its right stable part is the disjoint union of two quivers of the form ND ∞ . As a consequence of the above theorem and the Main Theorem of [3] we obtain the following. Theorem 1.2. Let A be the algebra of a defining system (p, q, S, T ) such that (1) a preprojective component of typeÃ |p|
Combinatorial structures
In this section we associate a combinatorial structure for two-ray modules with a defining system. 1 (Dom ϕ 2 ) defined by the usual formula. If ϕ : I I is injective, then there exists a unique ψ : I I such that Dom ψ = Im ϕ and ψϕ = Id Dom ϕ . In the above situation, Im ψ = Dom ϕ and ϕψ = Id Im ϕ , and we call ϕ an invertible partial map and denote ψ by ϕ − . If ϕ : I I is arbitrary and n ∈ N, then ϕ n denotes the n-fold composition of ϕ with itself. Moreover, by ϕ 0 we mean the identity map Id I : I → I. Finally, by ∅ : I I we denote the empty map (Dom ∅ = ∅). A 5-tuple I, φ, ρ, ψ, (l x ) x∈(Dom φ∪Dom ρ)\Dom ψ consisting of a finite set I, invertible partial maps φ, ρ, ψ : I I, and a sequence (l x ) x∈(Dom φ∪Dom ρ)\Dom ψ of nonpositive integers, is called a combinatorial structure for two-ray modules, if the conditions (C1)-(C14) listed below are satisfied. The first ten conditions describe relations between the domains and the images of φ, ρ and ψ:
The next condition is the following:
The above condition allows us to introduce two new partial functions σ, η : I I. By definition, Dom σ = Dom φ and σx = ψ v φx φx, where for x ∈ I, v x is the maximal nonnegative integer v such that ψ v x is defined (i.e., x ∈ Dom ψ v ). Similarly, we put Dom η = Dom φ ∪ Dom ρ, ηx = σx for x ∈ Dom φ and ηx = ρx for x ∈ Dom ρ.
The last three conditions put constrains on the numbers l x :
Note that by the empty sum we always mean 0.
If there exists u > 0 such that u k=1 l η k x < 0, then we set u x to be the maximal nonnegative integer u such that u k=1 l η k x = 0. Otherwise, by u x we denote the minimal u ≥ 0 such that η u x ∈ Im ρ \ Dom φ.
2.2.
Notation. Before we associate a combinatorial structure with a defining system, we introduce an additional notation. The reader is encouraged to check the definitions below with the example presented in Section 1. Let (p, q, S, T ) be a defining system and let Q be the quiver of (p, q, S, T ) as defined in Section 1. We define the following sets:
We also define invertible partial functions P, R, S, T :
where as usual
We can describe P, R, S and T in a more intuitive way. We divide the arrows of Q into two groups: the first group consists of the arrows
, while the second group consists of the remaining arrows. A path in Q is said to be of the first kind if it is a composition of arrows from the first group, and of the second kind if it is a composition of arrows from the second group. Note that, for two paths of the first kind starting at the same vertex, one of them has to be a subpath of the other. Thus, for a given vertex x, we have a natural order in the set of all paths of the first kind starting at x. The same remark applies to the paths of the second kind starting at a given vertex, and to the paths of a fixed kind terminating at a given vertex. Now we give the foretold interpretations of the functions P, R, S and T. The function P associates with x ∈ x\x 0 the terminating vertex of the minimal nontrivial path of the first kind starting at x. Similarly, the function S (respectively, T) associates with x ∈ z (respectively, x ∈ (x 3 ∪x 4 )\x 2 ) the terminating vertex of the minimal nontrivial path of the second kind starting at x. Finally, R associates with x ∈ x 2 ∪ x 3 ∪ x 4 the terminating vertex of the minimal nontrivial path of the second kind starting at x whose terminating vertex belongs to x. We leave to the reader to figure out similar interpretations of the inverse functions P − , R − , S − and T − (they involve paths of the first and the second kind terminating at a given vertex).
For x ∈ Im S, x = x i,j , we write γ x for γ i,j , and for
In particular, if h x = j, then ω x is the trivial path at x, which we also denote by x. Note that h x = j if and only if x ∈ x 4 , since
For each x ∈ x, we denote by µ x the maximal path of the second kind starting at x. Note that µ x can be defined by the following inductive rule:
Moreover, tµ x = R j x, where j is the maximal nonnegative integer i such that R i x is defined. Recall that, for a path τ in Q, sτ and tτ denote the starting and the terminating vertex of τ , respectively.
Similarly, for each x ∈ x, by ν x we denote the maximal path of the second kind terminating at x. We have
and
where j is the maximal nonnegative integer i such that (R − ) i x is defined.
2.3.
The combinatorial structure of a defining system. Assume that (p, q, S, T ) is a defining system and let Q be its quiver. We will use the notation introduced in the previous subsection.
Let I = x \ x 4 ∪z. We define partial invertible functions φ, ρ, ψ : I I by
For each x ∈ I, we define a nonpositive integer l x by the formula
Our aim in this subsection is to show that the above defined structure I, φ, ρ, ψ, (l x ) (Dom φ∪Dom ρ)\Dom ψ is a combinatorial structure for two-ray modules, called the combinatorial structure of (p, q, S, T ), and investigate its properties.
First observe that
which immediately implies that the conditions (C1)-(C10) from 2.1 are satisfied. The condition (C11) also follows easily. Let v x , x ∈ I, σ and η have the same meaning as in 2.1. One easily checks that
It remains to verify the conditions (C12)-(C14). A crucial observation is that, if x ∈ Dom φ, then (2.3.3) l σx < 0 if and only if x ∈ Im R, which follows by direct inspection. This immediately implies that the condition (C12) and the second part of the condition (C13) are satisfied.
The first part of the condition (C13) also follows easily, since Dom φ ∩ Im ρ = z \ Im T and l x = 0 for x ∈ z. Since Im ρ \ Dom ρ = Im T, in order to prove the condition (C14), it is enough to show that, for each x ∈ I, there exists u ≥ 0 such that η u x ∈ Im T ∪ Im R (here again we use (2.3.3)).
Let x ∈ I. If x ∈ Im R ∪ Im T, then the claim is obvious. Assume now that x ∈ x \ (x 4 ∪ Im R). If x ∈ Im PS, then ηx = S − P − x. If ηx ∈ Im T, then we are done, otherwise
2.4. Admissible indices. Let I, φ, ρ, ψ, (l x ) x∈(Dom φ∪Dom ρ)\Dom ψ be a combinatorial structure for two-ray modules. An index y ∈ I is called admissible if the following conditions are satisfied:
The above definition is a modified version of the original definition given in [3] . One may verify that the both definitions are equivalent. The aim of this subsection is to characterize admissible indices in the combinatorial structures of defining systems.
Let (p, q, S, T ) be a defining system. We use the notation introduced in the previous two subsections. Lemma 2.1. Let I, φ, ρ, ψ, (l x ) x∈(Dom φ∪Dom ρ)\Dom ψ be the combinatorial structure for two-ray modules of (p, q,
S, T ). Then y ∈ I is an admissible index if and only if either
Proof. We first show that, if y ∈ x, y = x i,j , and y is admissible, then y ∈ x 0 ∪ x 4 ∪ Im S ∪ Im PS ∪ Im P 2 S. Obviously, y ∈ x 4 , since y ∈ I. If y ∈ Im R, then l σy < 0, and hence y is not admissible. If y ∈ Im S\(x 4 ∪Im R), then y ∈ σ(Im ρ), thus again y is not admissible. All together, this gives y ∈ x 0 ∪ x 4 ∪ Im S. Finally, if y ∈ Im PS, then y ∈ Dom φ, and if y ∈ Im P 2 S, then σy ∈ Dom φ. Now we check that, if y ∈ x\(x 0 ∪x 4 ∪Im S∪Im PS∪Im P 2 S), then y is admissible. First, observe that y ∈ Dom φ, since y ∈ x\(x 4 ∪Im PS).
Moreover, if P
− y ∈ x 4 , then σy = P − y ∈ Dom φ, because y ∈ Im P 2 S. Otherwise, σy = RP − y ∈ Dom φ, since Im R ⊂ Dom φ. Next, using that y ∈ Im R and (2.3.3), we get that l σy = 0. The condition (A4) is satisfied trivially, since Im ρ ∩ x = ∅. The condition (A5) also follows, because y ∈ x 0 ∪ Im S. Now we turn our attention to y ∈ z. If y ∈ Im T, then y ∈ Dom φ, and hence y is not admissible. If y ∈ Im T and h Sy < p i + |T i |, then in particular Sy ∈ x 4 , so σy = Sy. Consequently, η uy y = η u Sy Sy ∈ Im T according to the last remark in the previous subsection. Thus y is not admissible, since y ∈ Im ρ and Im T ∩ Dom φ = ∅. We leave to the reader to verify, that, if y ∈ z \ Im T and h Sy = p i + |T i |, then y is admissible.
The last remark in the previous subsection implies that, if y ∈ z, y = z i,j , is an admissible index, then η uy y = Rx i,p i +|T i | .
2.5.
Extensions of defining systems. Let (p, q, S, T ) be a defining system and let y be an admissible index in the associated combinatorial structure. We define families
It is easily seen that (p, q, S ′ , T ′ ) is a defining system, which we call the defining system obtained by extension by y. Note that the quiver Q of (p, q, S, T ) is a subquiver of the quiver Q ′ of (p, q, S ′ , T ′ ). Indeed, if y ∈ x, y = x i 0 ,j 0 , then Q ′ is obtained from Q be adding the vertex x i 0 ,j 0 +1 and the arrow γ i 0 ,j 0 +1 . If y ∈ z, y = z i 0 ,j 0 , then we add the vertex x i 0 ,p i 0 +|T i 0 |+1 and the arrows α i 0 ,p i 0 +|T i 0 |+1 and ξ i 0 ,|T i 0 |+1 .
We use for (p, q, S, T ) the notation introduced in 2.2. The analogous objects defined for (p, q, S ′ , T ′ ) will be denoted by the same letter with ′ . We want to describe in this subsection connections between objects defined for (p, q, S, T ) and (p, q, S ′ , T ′ ). First assume that y ∈ x, y = x i 0 ,j 0 . We have the following easily verified formulas
Similarly, if y ∈ z, y = z i 0 ,j 0 , then
and, for x ∈ x, x = x i,j ,
Finally,
Extensions of combinatorial structures. Let
I, φ, ρ, ψ, (l x ) x∈(Dom φ∪Dom ρ)\Dom ψ be a combinatorial structure for two-ray modules and let y be an admissible index. We recall from [3] the definition of the combinatorial structure
In order to define the remaining elements, we have to consider two cases.
Assume first that y ∈ Im ρ. We put Dom ρ
Assume now that y ∈ Im ρ. Let z = η uy y. Observe that z = y and z ∈ Dom φ \ Dom ψ. We put
y or x = σ 2 y and z = σy, −2 x = y ′ and z = σy, σ 2 y or x = σ 2 y and z = σy, 0 x = y ′ and z = σy, σ 2 y.
We have the following correspondence between the above defined extensions and the extensions of the defining systems. Lemma 2.2. Let (p, q, S, T ) be a defining system, let y be an admissible index in the associated combinatorial structure, and let (p, q, S ′ , T ′ ) be the defining system obtained by extension by y. Then the combinatorial structure of (p, q, S ′ , T ′ ) is the same as the combinatorial structure obtained from the combinatorial structure of (p, q, S, T ) by extension by y.
Proof. The formulas for the functions follow directly by applying the appropriate formulas listed in the previous subsection (one also uses that, if y ∈ z, y = z i 0 ,j 0 , then η uy y = Rx i 0 ,p i 0 +|T i 0 | ). The formulas for the numbers l ′ x also follow by case by case analysis, which is quite tedious if y ∈ z, hence we omit it here.
Admissible algebras
Throughout this section (p, q, S, T ) will be a fixed defining system. We will use freely the notation introduced in the previous section.
3.1. Algebras with formal two-ray modules. We recall first the notion of a one-point extension of an algebra. Let A be an algebra and let R be an A-module. By a one-point extension of A by R we mean the matrix algebra of the form
Every A-module can be viewed also as an A[R]-module in the obvious way. Moreover, if X is an A-module, then by X we denote the
We refer to [12, 2.5] for more information on the one-point extensions of algebras. Recall from [3] that by an algebra with formal two-ray modules we mean an algebra A together with a combinatorial structure for two-ray modules I, φ, ρ, ψ, (l x ) x∈(Dom φ∪Dom ρ)\Dom ψ and two collections (X i ) i∈I , (R i ) i∈Dom φ of A-modules. If y is an admissible index in the combinatorial structure, then we may define a new algebra with formal two-ray modules, called the algebra obtained by extension by y, in the following way. We take
′ φy and define R ′ y ′ to be the direct sum of the middle terms of the Auslander-Reiten sequences starting at the indecomposable direct summands of X ′ y ′ . We associate now with (p, q, S, T ) an algebra with formal two-ray modules in the following way. Let A be the algebra of (p, q, S, T ) and let I, φ, ρ, ψ, (l x ) x∈(Dom φ∪Dom ρ)\Dom ψ be the combinatorial structure of (p, q, S, T ). For x ∈ x \ x 4 , let X x = M(ν x ), and for x ∈ z, let X x = M(ω PSx ). Here, for a path τ in Q, by M(τ ) we denote the corresponding string module (see for example [4] ). Note that End A (X x ) = k for all x ∈ I.
In order to define the modules R x , we need more information about the modules X x . We refer to [12, 2.4] for details about the method applied below in order to calculate the Auslander-Reiten translation.
Proof. Assume first that x ∈ x \ (x 4 ∪ Im PS). Then ν φx = µ P − x and
is a minimal projective presentation of X φx . Using the formula τ A X φx ≃ D Coker Hom A (f, A), where D = Hom k (−, k) is the standard duality, we obtain that τ A X φx ≃ M(ν x ) = X x . Similarly, if x ∈ z \ Im T, then ν φx = µ Sx γ Sx and P PSx → P x → X φx → 0 is a minimal projective presentation of X φx , hence we obtain
A consequence of the above lemma and the Auslander-Reiten formula is that dim K Ext 1 A (X φx , X x ) = 1, thus there is a unique extension R x of X φx by X x , which is not isomorphic to X x ⊕ X φx . The corresponding exact sequence is the Auslander-Reiten sequence.
Assume, for a moment, that the defining system (p, q, S, T ) is fundamental, i.e. S i = ∅ = T i for all i ∈ [1, |p|] . In this case, the algebra with formal two-ray modules associated with (p, q, S, T ) is also called fundamental. Note that in this situation A is a hereditary algebra of typeÃ |p|
, the elements of I are in bijection with the rays in a chosen nonhomogeneous tube in the Auslander-Reiten quiver of A, φ − corresponds to the action of τ A , ρ = ∅ = ψ, X x are the corresponding simple regular modules, R x are the corresponding modules of regular length 2, and l x = 1 − dim K τ A X x . An algebra with formal two-ray modules is called admissible if it can be obtained from a fundamental one by a sequence of extensions by admissible indices.
Homomorphisms between modules.
We want to show that the extensions of the defining systems correspond to the extensions of the associated algebras with formal two-ray modules. In order to do this, we need a more precise knowledge about the homomorphism spaces between the corresponding modules. As above, (p, q, S, T ) is a fixed defining system. We will use the notation introduced in the previous subsection for the algebra with formal two-ray modules associated with (p, q, S, T ).
We start with a remark about the homomorphism spaces between string modules. Let τ 1 and τ 2 be paths in the quiver Q of (p, q, S, T ). Then it follows by easy calculations (compare also [6, 13] ), that we have (1) Let y ∈ x \ x 4 be such that sν y ∈ Im PS and let x ∈ I. Then dim K Hom A (X y , X x ) = 1 if x ∈ x and x = R −k y for some k ≥ 0, and Hom A (X y , X x ) = 0 otherwise.
, and Hom A (X y , X x ) = 0 otherwise.
The next step is the following.
Lemma 3.3. Let y ∈ Dom φ be an admissible index and x ∈ I. Then dim K Hom A (R y , X x ) = 1 if one of the following conditions is satisfied:
Proof. Since 0 → X y → R y → X φy → 0 is an Auslander-Reiten sequence, thus applying Hom A (−, X x ) we get a short exact sequence
Assume first that y ∈ x. Then sν y = y ∈ Im PS and sν φy = P − y ∈ Im PS, by Lemma 2.1. Moreover, rad A (X y , X x ) = 0. Indeed, from Lemma 3.2, the condition rad A (X y , X x ) = 0 implies x = R −k y for some k > 0 (we exclude k = 0, since rad A (X y , X x ) = 0 implies that y = x), which is impossible since y ∈ Im R, by Lemma 2.1. Thus Hom A (R y , X x ) ≃ Hom A (X φy , X x ) and, using once more Lemma 3.2, we conclude that Hom A (R y , X x ) = 0 if and only if x = R −k φy for some k ≥ 0. One easily checks that this is equivalent to the first condition in the lemma. Now, let y ∈ z, y = z i 0 ,j 0 . Recall that, by Lemma 2.1, we have y ∈ Im T and h y = p i 0 + |T i 0 |. Moreover, φy ∈ x and sν φy = y ∈ Im PS. Hence, it follows immediately from Lemma 3.2 that either Hom A (X y , X x ) = 0 or Hom A (X φy , X x ) = 0. If the first condition is satisfied, then Hom A (R y , X x ) ≃ Hom A (X φy , X x ), and consequently Hom A (R y , X x ) = 0 if and only if x = R −k φy for some k ≥ 0. This leads to the second condition in the lemma. In the latter case we have Hom A (R y , X x ) ≃ rad A (X y , X x ) and we get the third condition (we exclude j = j 0 , since then y = x and rad A (X y , X x ) = 0).
The final lemma is the following. Proof. If y ∈ x, y = x i 0 ,j 0 , then Hom A (R y , X φx ) = 0 implies sν φx = x i 0 ,j 0 +1 . If x ∈ x, x = x i,j , then, by (2.3.1), sν φx = x i,j+1 , and hence x = y, a contradiction to the hypothesis. If x ∈ z, x = z i,j , then applying again (2.3.1), we get sν φx = x i,j . Hence y = PSx, which is again impossible, since y ∈ Im PS.
Assume now that y ∈ z, y = z i 0 ,j 0 . Since always φx ∈ x, thus Hom A (R y , X φx ) = 0 implies sν φx = y. By (2.3.1) this is possible only if x = y, a contradiction.
3.3. Proofs. Now we give proofs of the main results. In order to prove Theorem 1.1, it is enough to show the following two claims. First, if y is an admissible index in the combinatorial structure of (p, q, S, T ) and (p, q, S ′ , T ′ ) is the defining system obtained by extension by y, then the algebra with formal two-ray modules associated with (p, q, S ′ , T ′ ) is the extension by y of the algebra with formal two-ray modules associated with (p, q, S, T ). Second, the defining system (p, q, S, T ) can be obtained by a sequence of extensions by admissible indices from a fundamental defining system. The latter claim is an easy observation, hence we will concentrate on the former one. For the algebra with formal two-ray modules associated with (p, q, S, T ) we will use the notation introduced above, while for the algebra with formal two-ray modules associated with (p, q, S ′ , T ′ ), we will use the analogous notation with ′ . By direct calculations it follows that A ′ = A[R y ]. The required relationship between the combinatorial structures is given in Lemma 2.2. The formulas X ′ x = X x , for x ∈ I, follow from Lemma 3.3 and (2.5.1), (2.5.2), (2.5.3). Next, the formulas for X 
Finally, using (2.3.2), one checks that the σ-cycles are of the form {x i,j , x i,j+1 , . . . , x i,p i +|T i |−1 }, for i ∈ [1, |p|] and j ∈ T i such that l ∈ S i for l ∈ [j + 1, p i + |T i |].
