The uncertainty principle can easily be generalized to cases where the 'sets of concentration' are not intervals. We present such generalizations for continuous and discrete-time functions, and for several measures of 'concentration' (e.g. L2 and L1 measures). The generalizations explain interesting phenomena in signal recovery problems where there is an interplay of missing data, sparsity and bandlimiting.
Introduction
The classical uncertainty principle says that if a function f (t) is essentially zero outside an interval of length At and its Fourier transform f (w) is essentially zero outside an interval of length Aco, then At Aco.1;
(1.1) a function and its Fourier transform cannot both be highly concentrated. The uncertainty principle is widely known for its 'philosophical' applications: in quantum mechanics, of course, it shows that a particle's position and momentum cannot be determined simultaneously, (Heisenberg, 1930) ; in signal processing it establishes limits on the extent to which the 'instantaneous frequency' of a signal can be measured (Gabor, 1946) . However, it also has technical applications, for example in the theory of partial differential equations (Fefferman, 1983) .
We show below that a more general principle holds: it is not necessary to suppose that f and f ( 1.3)
The inequality (1.3) makes no reference to the kind of sets where (x,) and (h,) are nonzero: these may be intervals or any other sets. This assertion (1.
3) also appears to be new.
The usual approaches to the uncertainty principle, via either Weyl's inequality or via the prolate spheroidal wave functions, involve rather sophisticated methods: eigenfunctions of the Fourier transform (Weyl, 1928) ; eigenvalues of compact operators (Landau and Pollak, 1961) . In contrast, the more general principles (1.2) and (1.3) we introduce here have elementary proofs. The discrete-time uncertainty principle follows from the fact that a certain Vandermonde determinant does not vanish; the proof could be taught in an undergraduate linear algebra course. The continuous-time uncertainty principle requires only the introduction of the Hilbert-Schmidt norm of an operator, and could be taught in an introductory functional analysis course.
Principles (1.2) and (1.3) have applications in signal recovery. The continuous-time principle
shows that missing segments of a bandlimited function can be restored stably in the presense of noise if (total measure of the missing segments)-(total bandwidth) < 1. The discrete-time principle suggests that a wide-band signal can be reconstructed from narrow-band data --provided the wide-band signal to be recovered is sparse or 'impulsive'. The classical uncertainty principle does not apply in these examples.
The discrete-time principle (1.3) is proved in section 2; section 3 proves a continuous-time princi--3 -ple for L2 theory. These are then applied to signal recovery problems in sections 4 and 5. Section 6 proves another version of the continuous-time principle using L 1 theory; this has the rather remarkable application that a bandlimited function corrupted by noise of unknown properties can be restored perfectly, without error, if the noise is 'sparse': zero outside an (unknown) set of measure < 1/(2-bandwidth)--a phenomenon first discovered by B.F. Logan. We show here that the phenomenon derives from the L 1-uncertainty principle.
The 11 version of Logan's phenomenon (i.e. the version of Logan's phenomenon for discrete time) can be used in the study of an 11-algorithm for restoring a sparse signal from narrowband data. It
shows that the 11-algorithm recovers a wideband signal perfectly from noiseless narrowband data, provided the signal is sufficiently sparse. This fact about the 11-algorithm was demonstrated by Santosa and Symes (1986) ; we show here that it derives from Logan's phenomenon and the 11 uncertainty principle.
Section 7 discusses the sharpness of the uncertainty principles given here; section 8 supplies a 'counterexample' of sorts, discusses connections with deeper work and mentions generalizations to other settings. Appendix A identifies the extremal functions of the discrete-time principle.
The Discrete-Time Uncertainty Principle
Let (x,) be a sequence of length N and let (2w) be its discrete Fourier transform The theorem bounds the time-bandwidth'product; the corollary (which follows immediately from the theorem by the geometric mean-arithmetic mean inequality) bounds the total number of nonzero ele- and its discrete Fourier transform is, up to a constant factor, the indicator function of the dual subgroup (Dym and McKean, 1972) ; explicitly, 4N mk = kI'.
The dual subgroup has I nonzero elements, so that NtNW = k l1 = N. We show in Appendix A that apart from simple modifications, these are the only pairs of sequences that attain the bound NtNw = N; the extremal functions for this uncertainty principle are basically periodic 'spike trains' with an integral number of periods in the length N.
To prove Theorem 1 it is convenient to think of (xt) and (x^,) as defined on the 'discrete circle' (0, 1, .. , N-1) which 'wraps around' so that N-1 and 0 are consecutive sites. The 'wraparound' convention is equivalent to interpreting subscripts modulo N; thus xt+N is identified with x,. Similarly, XW+N is identified with x. The convention is justified by looking at the formula (2.1) and noting that But this is just the usual N, by N, Vandermonde matrix, which is known to be nonsingular (Hoffman and Kunze, 1971 (Halmos and Sunder, 1978) , and so (3.5) and Theorem 2 follow from the calculation of I I PWPT I I HS:
Lemma 2. 11 PWPT IIHs = VT I TIW-F.
Proof. Often the uncertainty principle is used to show that certain things are impossible (e.g. determin-
ing the momentum and position of a particle simultaneously; measuring the 'instantaneous frequency' of a signal). In this section and the next we present two examples where the generalized uncertainty principle shows something unexpected is possible; specifically, the recovery of a signal or image despite significant amounts of missing information.
The following example is prototypical. A signal s(t) is transmitted to a receiver who knows that s(t) is bandlimited, meaning that s was synthesized using only frequencies in a set W (which for our purposes may be an interval or some other measurable set). Equivalently, Pws = s, where Pw is the bandlimiting operator of the previous section. Now suppose the receiver is unable to observe all of s; a certain subset T (e.g. a collection of intervals) of t-values is unobserved. Moreover, the observed signal is contaminated by observational noise n (t). Thus the received signal r (t) satisfies
where TC is the complement of the set T. Equivalently, r = (I -PT)(S) + n where I denotes the identity operator (If )(t) =f (t).
The receiver's aim is to reconstruct the transmitted signal s from the received signal r. Although it may seem that information about s(t) for te T is completely unavailable, the uncertainty principle says recovery is possible provided I T W < 1! To see that this is true intuitively, consider what could go wrong. If there were a bandlimited function h completely concentrated on T, the measured data would show no trace of h. The data would be the same, regardless of whether the true signal was s (t) or s (t) + ah (t), a E R. Thus on the basis of the data and the knowledge that s is bandlimited to W, we would have no way of discriminating between the competing reconstructions so = s and s1 = s + ah. At the very least, our uncertainty about the reconstruction would be I so -s I = I I s -(s + ah ) I I = I a I I I h I I, where I a I could be arbitrarily large: our uncertainty would be completely unbounded.
However, Theorem 2 says that there is no such function h if W I T < 1. It seems surprising, but the lack of such a function implies that reconstruction is possible. We shall say that s can be stably reconstructed from r if there exists a linear operator Q and a constant C such that 11 s-Qr 11 < C lln 11 (4.2) for all s, r, and n obeying (4.1). The operator Q is the reconstruction method; its action produces an estimate of s based on r that is in error by at most some multiple C of the noise level I In II. , and the operator norm is subadditive,
It follows from (3.5) that we may take C = (1 -1 T I IWWl )-1 in (4.2). 0
The identity (4. Although it may seem that accurate reconstruction of a wideband signal from narrowband data is impossible--'the out-of-band data were never measured, so they are lost forever'--workers in a number of fields are trying to do exactly this. They claim to be able to recover the missing frequency informa-tion using side information about the signal to be reconstructed, such as its 'sparse' character in the cases mentioned. We first became aware of these efforts in seismic exploration (the interested reader is referred to the papers of Fullagar (1981), Oldenburg et al. (1983) , Walker and Ulrych (1983) , and Santosa and Symes (1986) ), but later found examples in other fields such as medical ultrasound (Papoulis and Chamzas, 1979 Thus of(W, T) > (1 --CW)/(l -ew); this combined with Lemma 3 proves (6.1). 0
Logan's Phenomenon
Consider the following continuous-time signal reconstruction problem. The bandlimited signal s is transmitted to the receiver who measures s perfectly except on a set T, where the signal has been distorted by a noise n. The set T is unknown to the receiver, and the noise is arbitrary except that I I n I I i < oo. In short, the received signal r satisfies r = s + PTn The aim is to reconstruct s.
The method to be used is L -reconstruction, letting s be the closest bandlimited function to r in the Li -norm s = arg min IIr -s'Il -. To see why this is true, consider the special case where s = 0. Thus r = n. Theorem 8 requires that the best bandlimited approximation to r be zero.
Here is where the uncertainty principle acts. As W T < 1/2, every bandlimited function geB1(W) is less than 50% concentrated on T: I IPTg 11 < 1/211g II1, and so I IPTg II1 < IIPUg II1
where U = TC and Pu = I -PT, projection on the complement of T.
This will imply that the best bandlimited approximation to n is zero. Indeed, if g eB 1(W) and The role of the uncertainty principle in this lemma should be emphasized: it says that because no bandlimited function is as much as 50% concentrated to T, any effort to approximate n well on T incurs such a penalty on Tc that one does better not to try.
To prove Theorem 8, suppose that s . 0, and let g eB1(W).
Ir -g I= Is + n -g II, = lln + (s -g)hl,
We want to minimize this expression over all g eB I(W). Now (s -g) is bandlimited; the lemma says that this expression is minimized if (s -g) = 0. It follows that s = s.
This rather striking phenomenon first appeared in B.F. Logan's Thesis (Logan, 1965 Logan envisions applying this result to the problem of smoothing away high-energy impulsive noise.
By using the L -technique, the effects of such noise can be entirely removed, provided the total duration of the noise bursts is short. In our view, this is a powerful, novel property of Ll-methods in signal processing.
The crucial and surprising thing here is that T is unknown and may be totally arbitrary (provided I T is small), and n may be arbitrary as well. In contrast the application in section 4 required that T be known and that I I n I I be small.
The Sparse Spike Train Phenomenon
Theorem 7 has an analog for discrete time in much the same way Theorem 2 has Theorem 3.
There is also a discrete-time version of the "Certainty" phenomenon.
To apply these, return to the sparse signal reconstruction problem of section 5. We observe r, a bandlimited version of s; assuming no noise is present, r = PBS, where PB is the ideal bandlimiter of (5.2). Here B is the system passband and W = BC is the set of unobserved frequencies.
We saw in section 5 that provided s is sparse with 2N,NW < N, we can recover s from r. However, the combinatorial algorithm we proposed is unnatural and impractical.
Consider instead an 1 1-reconstruction algorithm. The 1 1-norm of (x,) is defined to be N-1 I x I = , x, I. Let s be the signal with smallest I l-norm generating the observed data r:
,=0
= arg min I I s'l I i subject to PB S' = r .
(6.5)
This estimate may be conveniently obtained by linear programming (e.g. see Levy and Fullagar (1981) , Oldenburg et al. (1983) , or Santosa and Symes (1986) A formal theorem and proof were discovered by Santosa and Symes (1986) , who actually mention the uncertainty principle in passing during their proof. (They do not, however, mention exactly which uncertainty principle they are using nor indicate why it is intrinsic to the result.) We think the connection with Logan's phenomenon and with the 11-uncertainty principle are enlightening here. As we saw in (3.4), the existence of such a pair is equivalent to For general sets T and W, however, the uncertainty principle can be far from sharp. In particular, if T is the union of very many very 'thin' intervals, then it can be extremely hard to concentrate a bandlimited function on T, even if I T I is quite large.
Theorem 10. Let W be an interval. Let T be a union of n equal width intervals. Let the minimum separation between subintervals of T tend to oo; then IIPWPTIl4 X[ 2lt WIITI 1 (7.1) As X(2ir IW IITI ) < lW I ITI, the right hand side of (7.1) can be small if n is large. The theorem says that for W an interval, there are sets T where I W I I T I = 1 but XO(W, T) is arbitrarily small. It also shows that there are sets T where XO(W, T) . 1/2 but I W I I T I is arbitrarily large. In these cases T is a union of many 'thin' intervals.
This result is the best of its kind, in a certain sense. If T is the union of n intervals T,, Ingrid Daubechies has shown us a perturbation theory argument that implies the conjecture is true 'infinitesmally'--that I IPWPT I I decreases as T is perturbed away from an interval to a union of intervals having the same total measure but with small gaps between the intervals.
The fact that I PWPT I I ' I W I I T I when T is fractured has positive applications to the problem of section 4. What we really proved in Theorem 4 was that s could be stably reconstructed from r provided IIPWPT II < 1, with stability coefficient (1-I PWPTII )-1. In view of Theorem 10 and its corollaries, we can see that, if W is an interval, then we can have I PWPT I I arbitrarily close to zero with I W I I T I arbitrarily large. Consequently, when the set T is 'thin enough', s can be stably reconstructed from r even though I W I I T I > 1, and in fact with a stability coefficient close to 1.
Sharpness of the Discrete-Time Principle
When N is a highly composite number, the periodic spike train examples of section 2 show that many pairs ((xt), (I.)) attain equality NtNW = N. In this sense, the discrete-time principle is sharp.
On the other hand, Appendix A shows that the index sets T and W where the bound is attained are all highly regular (equispaced). For arbitrary index sets T and W with NtNW . N it could be that no sequences exist that are perfectly concentrated to T in the time domain and to W in the frequency domain.
Defining PT and Pw for discrete-time signals in the obvious way, it turns out that just as in the continuous time case, there exist transform pairs ((xt), (X)) with (xt) ET-concentrated Thus it is rather easy to concentrate on the pairs of sets (T, W) when T and W are both intervals.
On the other hand, if W is an interval and T is allowed to range over sets that are not intervals, it can be quite difficult to concentrate on (T, W). Our examples concern the case where W comprises the low frequencies (0, 1, , N,-l) and T consists of equally-spaced sites. The basic tool here is The fact that trace PWTPW = is the discrete-time analog of Lemma 2. In Theorem 11 and its two corollaries, this lower bound is attained.
The discrete-time case seems to have some interesting structure. Suppose N,Nw = N. If W is an equispaced set then if T is also equispaced, concentration is maximal: X0(W, T) = 1 (by the appendix).
If W is still equispaced but now T is an interval, the concentration is minimal (by the previous paragraph If the conjecture is true, intervals and equispaced sets play completely dual roles.
Lack of Sharpness when T is 'Random'
The lack of sharpness when W is an interval and T is scattered has positive applications to the signal recovery problem of section 5. As we saw there, the uncertainty principle suggests that recovery of a sparse sequence from data missing low frequencies would place severe restrictions on the number of spikes in the sequence. However, we have just seen that the uncertainty principle may be far from sharp, so for some sets T, NwNt may be much larger than N without admitting highly concentrated sequences. By an argument we will not repeat here, this suggests recovery is possible. Unfortunately, the examples so far have T equispaced; such perfect spacing is not plausible in practical signal recovery problems.
A more realistic situation is when W consists of the low frequencies o,. , NW-1) and T is a set of sites chosen at random (i.e. by drawing N, integers from a "hat" containing (0, * *, N-li).
We have investigated this setup on the computer; the results suggest that randomly-selected and equispaced sets T behave similarly. Results like this, if true, would suggest that in the problem of section 5, it may be possible to recover many, many times more spikes than (5.4) indicates --if the spike positions are scattered 'at random'. If they are all together in one interval, however, our uncertainty principle is nearly sharp. Thus those who claim that 'sparsity' allows reconstruction of wideband signals from narrowband data should say that 'scatteredness' is needed also (unless truly extreme sparsity is present). In much of the work of Slepian, Landau, and Pollak, the sets T and W are restricted to be intervals, so the uncertainty principle they consider is the classical one. They show that Xo is the largest eigenvalue of a certain integral operator and explicitly determine the corresponding eigenfunction, one of the prolate spheroidal wavefunctions. However, Landau and Widom (1980) As it turns out, a more useful result would assume that I1 k I I < M for al k. The last proof of (8.5) then shows immediately that the correct result in this case is support f I I support . 2 We also remark that an argument similar to the proof of (8.5) provides an alternative proof of Theorem 1 (NtNw > N). However, such a proof does not seem to provide direct insight into the nature of the extremal functions.
There are other directions of generalization as well. Persi Diaconis and Mehrdad Shashahani have pointed out to us that an uncertainty principle holds in noncommutative harmonic analysis. Let G be a compact group. Let f be a function on G, and let f p be the (matrix-valued) coefficient of f with respect to the unitary representation p, via f p f fG |(g)pt)dg.
Here G I is the measure of G (i.e. 1 for a continuous group or the cardinality of G for a discrete group). Then Diaconis and Shashahani prove that supportf (E*dim2p) . IG I (8.8) where the sum ranges over irreducible representations of G with f p . 0. When G is continuous, so that G = 1, this inequality is similar to (8.5), in that 2 dim2p is counting the number of nonzero coefficients in the expansion of f (recall that p(g) is a dim p by dim p matrix). When G is the group of integers modulo N, this inequality, sensibly interpreted, implies N,NW . N. The proof of (8.8), which uses a number of facts about Haar measure and irreducible representations, is not much longer than our proof of (8.5) and (except for terminology) has a flavor similar to the proof of (8.5).
Conclusion
We have proven an uncertainty principle in which the sets of concentration need not be intervals.
This general principle is easy to prove and has applications in signal recovery. The applications include: analysis of linear recovery problems (section 4) and nonlinear ones (section 6.2); Establishing uniqueness of recovery when no noise is present (section 5) and stability when noise is present (section 4); Establishing that a computationally effective approach.to a recovery problem is available (section 6.3). In all these applications, the basic uncertainty principles (N,NW > N; W T 2 1 -8) establish that something is possible, but generally much more is possible than these simple inequalities indicate.
Better practical results will require seeing how operator norms such as PTPW I depend in detail on the sets T and W.
The basic principles also have generalizations to orthogonal series and to harmonic analysis on groups. Perhaps interesting applications of these principles will also be found. for some oa . 0, and some integers t and c. Equivalently, X(t-)modN = xe N.nNt. Proof. We know that E' satisfies the equality; by inspection sequences (xt) that can be written as in (A.1) do also. In the proof of Theorem 1 we showed that equality is only possible if
(1) N is composite with the factorization N = NtNw (obviously), and (2) the Nw nonzero elements of xw are equally spaced.
To these we may add (3) the Nt nonzero elements of xt are equally spaced.
The argument for (3) is similar to the argument given for (2). In Lemma 5 (below) we give a result reciprocal to Lemma 1, showing that no Nw consecutive entries of xt can all vanish. But since xt has only Nt = N nonzero elements, they must be equally spaced to avoid a gap more than Nw long.
Let us now see how (1)-(3) imply (A.1). Let (yt) be a cyclic permutation of (xt), i.e. 
