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In this paper, the asymptotic power comparisons of two versions of GMM overidentifying
restrictions tests are conducted globally through the concept of approximate slopes. It is
found that the GMM overidentifying restrictions test with the consistent mean deviation
variance-covariance matrix estimator is more powerful than the test with the conventional
non-mean deviation one. The results shed new light on the findings of Chang (2005) and Hall
(2000).
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This paper investigates the power properties of the Generalized Method of Moments
(GMM) overidentifying restrictions test using the concept of approximate slopes. Under
the martingale diﬀerence assumption, the power properties of the overidentifying restric-
tions test is investigated in Chang (2005) through the concept of approximate slopes.
However, as many empirical applications indicated, it is important to allow the weakly
dependent structure in GMM estimation. For example, Hansen and Singleton (1983)
found that the moment conditions which contain stock return and diﬀerence in the loga-
rithms of consumption are serially correlated when the monthly data set is used.
Without the restrictions of the martingale diﬀerence assumption, Hall (2000) also
studies the power of the overidentifying restrictions test and it is demonstrated that
the overidentifying restrictions test with a consistent mean deviation variance-covariance
matrix estimator is more powerful than that with a traditional non-mean deviation one
if the model is misspeciﬁed.
In this paper, the same results of Hall (2000) are found but with less limitations
imposed on the estimators.1 Most importantly, the asymptotic power comparisons of
the GMM overidentifying restrictions tests are conducted globally through the concept
of approximate slopes.2 In other words, by performing the asymptotic power compar-
isons globally, it is shown that the GMM overidentifying restrictions test with the mean
deviation variance-covariance matrix estimator is more powerful than the test using the
conventional non-mean deviation one under suitable regularity conditions, when the model
is misspeciﬁed.
The paper is organized as follows. Section 2 provides the basic framework for two
versions of the GMM overidentifying restrictions test. The main theorem of the paper is
presented in Section 3. Finally, the conclusion is stated in Section 4.
2 The Model
The two-step GMM estimator in the correctly speciﬁed model is considered ﬁrst. Let xt
be a set of observed variables, Θ be a parameter space, and θ0 be the p × 1 unknown
parameter vectors. Thus, the q × 1 population moment conditions are assumed satisﬁed.
That is,
E[f(xt,θ0)] = 0 (1)
1For example, the Assumption 5 (iii) in Hall (2000) is not required in this paper for global power
comparisons of the GMM overidentifying restrictions tests.
2See Geweke (1981) for more details.
1Since the weighting matrix of GMM estimation plays an important role only when q > p,
I assume that q > p throughout the entirety of the paper.
First, the condition imposed on xt and f(xt,θ) is
Assumption 1 {xt ⊆ <s,t = 1,2,···} is a sequence of strictly stationary and ergodic
random vectors. In addition, f : xt × Θ −→ <q, where Θ is a compact set, f(.,θ) is
measurable for each θ ∈ Θ and f(xt,.) is continuous on Θ for all xt.
Let gT(θ) = T −1 PT
t=1 f(xt,θ) and WT be a q×q positive semideﬁnite weighting matrix.
Then the GMM estimator for θ0 can be written as
b θT = argminθ∈Θ gT(θ)
0WTgT(θ) (2)
Let b θT(1) be the ﬁrst step GMM estimator obtained by using the suboptimal choice
of WT, and let b ST be a consistent positive semideﬁnite non-mean deviation variance-
covariance matrix estimator of S, where S = limT−→∞var[T 1/2gT(θ0)] and b ST is con-
structed by using the b θT(1).3 Moreover, the optimal choice of WT is to set WT = b S
−1
T as
demonstrated in Hansen (1982).
Let b θT(2) be the second step GMM estimator by using b S
−1
T as the weighting matrix.
Thus, the overidentifying restrictions test can be written as
J
nc
T = TgT(b θT(2))
0 b S
−1
T gT(b θT(2)) (3)
where “nc” indicates that Jnc
T is obtained by using the weighting matrix constructed by
non-centering sample moments. Hansen (1982) also indicated that Jnc
T converges to χ2
q−p
in distribution when the model (1) is correctly speciﬁed.
In order to investigate the GMM estimator under a misspeciﬁed model, I assume that
there is no value of θ at which the population moment condition (1) is satisﬁed. Then,
following Hall (2000), the misspeciﬁed model can be captured by the following assumption:
Assumption 2 Let E[f(xt,θ)] = µ(θ). Then, µ : Θ −→ <q such that kµ(θ)k > 0 for all
θ ∈ Θ.
where k . k denotes any norm.
The following assumption about the weighting matrix WT and the conditions for iden-
tiﬁcation are assumed to be satisﬁed.
Assumption 3 WT is a positive semideﬁnite matrix which converges in probability to
the positive semideﬁnite matrix of constants W. Also, there exists θ∗ ∈ Θ such that
Q0(θ∗) < Q0(θ) for all θ ∈ Θ \ θ∗, where Q0(θ) = E[f(xt,θ)]0WE[f(xt,θ)].





where ft = f(xt, b θT(1)).
2Following Newey and McFadden’s (1994) Theorem 2.1, Wooldridge’s (1994) Theorem
7.1 and Hall’s (2000) Lemma 1, b θT(1) −→ θ∗ in probability under Assumptions 1 to 3.
Moreover, µ∗ = E[f(xt,θ∗)] and µ∗ 6= 0 under Assumption 3.
Let b VT be a consistent positive semideﬁnite mean deviation variance-covariance matrix
estimator of V , where V = limT−→∞var[T 1/2(f(xt, b θT(1))−µ∗)] and b VT is constructed by
using the b θT(1).4
Let e θT(2) be the second step GMM estimator by using b V
−1
T as the weighting matrix.
Thus, the overidentifying restrictions test can be written as
J
c
T = TgT(e θT(2))
0 b V
−1
T gT(e θT(2)) (4)
where“c” denotes that Jc
T is obtained using the weighting matrix constructed by centering
sample moments. Furthermore, Jc
T also converges to χ2
q−p in distribution when the model
is correctly speciﬁed.
The following assumption for the matrix V and the conditions for identiﬁcation are
also assumed to be satisﬁed.
Assumption 4 V is a positive semideﬁnite matrix of constants. Also, there exists θ∗∗ ∈
Θ such that Q00(θ∗∗) < Q00(θ) for all θ ∈ Θ\θ∗∗, where Q00(θ) = E[f(xt,θ)]0V −1E[f(xt,θ)].
3 Results
The approximate slope is introduced by Bahadur in order to facilitate a global power
comparison of statistical tests (Bahadur (1960); Serﬂing (1980)). The overidentifying
restrictions test under Jnc
T and Jc
T is the problem associated with testing
H0 : E[f(xt,θ)] = 0 for some θ ∈ Θ
HA : E[f(xt,θ)] 6= 0 for any θ ∈ Θ
The main theorem of this paper is presented as follows:
Theorem 1 If Assumptions 1-4 hold, then Jc
T is a more powerful test than Jnc
T in large
samples for any θ∗,θ∗∗ ∈ Θ when the model is misspeciﬁed, where θ∗ and θ∗∗ are deﬁned
in Assumptions 3 and 4.
Proof of Theorem 1:




gT(b θT(1)))(ft−j − gT(b θT(1)))0, where ft = f(xt, b θT(1)).
3Let µ(θ) = E[f(xt,θ)]. b ST is a consistent positive semideﬁnite variance-covariance
matrix estimator of S, and






where Γj = E[f(xt,θ∗)f0(xt−j,θ∗)].5 Moreover, b VT is a consistent positive semideﬁnite
variance-covariance matrix estimator of V , and






where Ψj = E[(f(xt,θ∗) − µ∗)(f(xt−j,θ∗) − µ∗)0], and µ∗ = E[f(xt,θ∗)].
Then, b ST can be rewritten as b ST = V + BTµ∗µ∗0 + op(1), where BT = Op(T). Based
on the Theorem 1 in Hall (2000),
limT−→∞ b S
−1







where h = V −1/2µ∗ and S∗ is a positive semideﬁnite matrix.
Let Jnc(θ∗) = µ∗0S∗µ∗ and Jc(θ∗∗) = µ∗∗0V −1µ∗∗ where µ∗∗ = E[f(xt,θ∗∗)]. Thus,
1
TJnc
T −→ Jnc(θ∗) a.s. and 1
TJc
T −→ Jc(θ∗∗) a.s. when the HA is true, where Jnc
T and Jc
T
are deﬁned in (3) and (4). Since both Jnc
T and Jc
T have asymptotic χ2
q−p distributions
under the null hypothesis, by Geweke’s (1981) Theorem 1, the approximate slope of the
Jnc
T is Jnc(θ∗), and the approximate slope of the Jc
T is Jc(θ∗∗).
Claim: Jnc(θ∗) < Jc(θ∗∗) for any θ∗ and θ∗∗ ∈ Θ when the HA is true.




























Thus, Jc(θ∗∗) ≥ Jnc(θ∗∗) since V −1 − S∗ is a positive semideﬁnite matrix. Moreover
Jnc(θ∗) < Jnc(θ∗∗) by Assumption 3. Therefore, Jnc(θ∗) < Jc(θ∗∗) for any θ∗ and θ∗∗ ∈ Θ
when the model is misspeciﬁed.
Thus, the approximate slope of Jc
T is greater than that of Jnc
T . In other words, Jc
T is
more powerful than Jnc
T in terms of approximate slopes in large samples. Q.E.D.
5θ∗ is deﬁned in the Assumption 3, and b θT(1) −→ θ∗ in probability.
44 Conclusion
By conducting the asymptotic power comparisons globally through the concept of ap-
proximate slopes, it is demonstrated that the overidentifying restrictions test with the
consistent mean deviation version variance-covariance matrix estimator is more powerful
than the test with the traditional non-mean deviation one. Therefore, it is recommended
that the mean deviation version of the consistent variance-covariance matrix estimator
should be used for the GMM overidentifying restrictions test.
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