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Abstract
The Uq(ĝl(N |N))-analog of the half-infinite t− J model with a boundary is considered by using
the vertex operator approach. We find explicit bosonic formula of the boundary state in the integrable
highest-weight module over the quantum superalgebra Uq(ĝl(N |N)).
1 Introduction
There have been many developments in the exactly solvable models. Various methods were invented to
solve models. The vertex operator approach [1, 2] provides a powerful method to study exactly solvable
models in the thermodynamic limit. This paper is devoted to the vertex operator approach to half-infinite
lattice with open boundary. Exactly solvable lattice models with open boundary are defined by using the
Yang-Baxter equation and the boundary Yang-Baxter equation [3, 4]
K2(z2)R2,1(z1z2)K1(z1)R1,2(z1/z2) = R2,1(z1/z2)K1(z1)R1,2(z1z2)K2(z2).
The vertex operator approach to the half-infinite lattice have been studied for the quantum affine algebras
Uq(ŝl(N)), Uq(A
(2)
2 ), Uq(ŝl(M |N)) (M 6= N) [2, 5, 6, 7, 8] and the elliptic deformed algebra Uq,p(ŝl(N))
1
[9, 10]. The author [8] considered the Uq(ŝl(M |N))-analog of the half-infinite t−J model with a boundary,
and found explicit bosonic formula for the boundary state in the irreducible highest-weight module.
However the very interesting case of M = N has been ignored. The quantum superalgebra Uq(ĝl(N |N))
is the only untwisted superalgebra which has nonstandard system where all simple roots are odd or
fermionic. In this paper we study the Uq(ĝl(N |N))-analog of the half-infinite t−J model with a boundary,
using the vertex operator approach. The boundary condition of our model is given by general diagonal
solution of the boundary Yang-Baxter equation
K(z) = diag
(
z2, · · · , z2, 1− rz
1− r/z , · · · ,
1− rz
1− r/z , 1, · · · , 1
)
.
In the vertex operator approach, transfer matrix TB(z) of solvable lattice model with a boundary is written
by vertex operators Φj(z), Φ
∗
j (z), and a solution of the boundary Yang-Baxter equation as follows.
TB(z) = g
2N∑
j,k=1
Φ∗j (z
−1)K(z)kjΦk(z)(−1)[vj].
We are interested in a realization of the eigenvector B〈i| that satisfies
B〈i|TB(z) = B〈i|.
We call this eigenvector B〈i| the boundary state. The boundary state B〈i| is realized by acting exponential
of the bosonic operator G on the highest-weight vector 〈Λi| in the integrable highest-weight module
V ∗(Λi).
B〈i| = 〈Λi|eG · Pr.
Here Pr is the projection operator.
The text is organized as follows. In Section 2 we introduce the R-matrix and the boundary K-matrix.
We introduce the Uq(ĝl(N |N))-analog of the half-infinite t− J model with a boundary. In Section 3, we
formulate the vertex operator approach to our problem, which is free from difficulty of divergence. In
Section 4 we review a bosonization of the quantum superalgebra Uq(ĝl(N |N)) and integral representation
of the vertex operator. In Section 5 we give a bosonization of the boundary state in the integrable
highest-weight module V ∗(Λ0). In Section 6 we give a proof of characterizing relation of the boundary
state by using integral representation of the vertex operator. In Section 7 we discuss generalizations of
the present paper. In Appendix A we review the quantum superalgebra Uq(ĝl(N |N)). In Appendix B
we give a bosonization of the boundary state in the integrable highest-weight module V ∗(Λ2N−1). In
Appendix C we summarize normal orderings of fundamental bosonic fields.
2 Uq(ĝl(N |N))-analog of half-infinite t− J model
In this Section we introduce the Uq(ĝl(N |N))-analog of the half-infinite t− J model with a boundary.
2
2.1 R-matrix and K-matrix
In this Section we introduce the R-matrix and the boundary K-matrix. Let N ∈ N 6=0 and q ∈ C such
that 0 < |q| < 1. Let L,M,R ∈ N such that L+M +R = 2N . We set the vector space V = ⊕2Nj=1Cvj .
The Z2-grading of the basis {vj}1≤j≤2N is given to be [vj ] =
 0 (j = odd)1 (j = even) . The Z2-grading of
matrix A = (Aj,k)1≤j,k≤2N ∈ End(V ) is defined by [A] = [vj ] + [vk] (mod.2) if RHS of the equation does
not depend on j and k such that Aj,k 6= 0. We define action of operator A1 ⊗ A2 ⊗ · · · ⊗ An where
Aj ∈ End(V ) have Z2-grading. We set
A1 ⊗A2 ⊗ · · · ⊗An · vj1 ⊗ vj2 ⊗ · · · ⊗ vjn
= exp
(
π
√−1
n∑
k=1
[Ak]
k−1∑
s=1
[vjs ]
)
A1vj1 ⊗A2vj2 ⊗ · · · ⊗Anvjn . (2.1)
We have the following multiplication rule.
(A1 ⊗A2)(B1 ⊗B2) = (−1)[A2][B1](A1B1 ⊗A2B2). (2.2)
We introduce super-trace ”str” and super-transpose ”st” of A ∈ End(V ) by
strV (A) =
2N∑
j=1
(−1)[vj ]Aj,j , (Ast)j,k = Ak,j(−1)[vj]([vj ]+[vk]). (2.3)
Definition 2.1 Let R(z) ∈ End(V ⊗ V ) be the R-matrix of Uq(ĝl(N |N)) defined by
R(z) = r(z)R(z), R(z)vi ⊗ vj =
2N∑
k,l=1
vk ⊗ vlRi,jk,l(z), (2.4)
where
R
2j−1,2j−1
2j−1,2j−1(z) = 1, R
2j,2j
2j,2j(z) =
z − q2
q2z − 1 (1 ≤ j ≤ N), (2.5)
R
i,j
i,j(z) =
q(z − 1)
q2z − 1 (1 ≤ i 6= j ≤ 2N), (2.6)
R
j,i
i,j(z) =
q2 − 1
q2z − 1(−1)
[vi][vj ], R
i,j
j,i(z) =
(q2 − 1)z
q2z − 1 (−1)
[vi][vj ] (1 ≤ i < j ≤ 2N), (2.7)
R
i,j
k,l(z) = 0 (otherwise). (2.8)
The scalar function r(z) in (2.4) is
r(z) = −z 1−2NN
(
1− q/z
1− qz
)N−1
N
. (2.9)
The R-matrix R(z) satisfies the graded Yang-Baxter equation in V ⊗ V ⊗ V .
R1,2(z1/z2)R1,3(z1/z3)R2,3(z2/z3) = R2,3(z2/z3)R1,3(z1/z3)R1,2(z1/z2). (2.10)
The R-matrix R(z) satisfies (i) initial condition R(1) = P with P being the graded permutation oper-
ator P k,li,j = δi,kδj,l(−1)[vi][vj ], (ii) unitary condition R1,2(z)R2,1(z−1) = 1, and (iii) crossing symmetry
(R(z)−1)st1R(z)st1 = (1−z)
2
(1−z/q2)(1−q2z) .
3
Definition 2.2 Let K(z) ∈ End(V ) be the boundary K-matrix of Uq(ĝl(N |N)) defined by
K(z) =
ϕ(z)
ϕ(z−1)
K(z), K(z)vi =
2N∑
j=1
vjK
i
j(z), (2.11)
where diagonal matrix K(z) is defined by
K(z) = diag
z2, · · · , z2︸ ︷︷ ︸
L
,
1− rz
1− r/z , · · · ,
1− rz
1− r/z︸ ︷︷ ︸
M
, 1, · · · , 1︸ ︷︷ ︸
R
 , (L+M +R = 2N). (2.12)
The scalar function ϕ(z) in (2.11) is
ϕ(z) =

ϕ[1](z) (L =M = 0, R > 0)
ϕ[2](z) (L = 0,M,R > 0)
ϕ[3](z) (L,M,R > 0)
, (2.13)
where L+M +R = 2N . Here we have set
ϕ[1](z) = (1− qz2) 1−N2N , (2.14)
ϕ[2](z) = ϕ[1](z)×
 (1− rz/q)
1−2N
2N (M = odd)
1 (M = even)
, (2.15)
ϕ[3](z) = ϕ[1](z)×

(1− z/rq) 1−2N2N (L = odd,M = odd)
{(1− z/rq)(1 − rqz)} 1−2N2N (L = odd,M = even)
(1− rz/q) 1−2N2N (L = even,M = odd)
1 (L = even,M = even)
. (2.16)
The boundary K-matrix K(z) satisfies the graded boundary Yang-Baxter equation in V ⊗ V
K2(z2)R2,1(z1z2)K1(z1)R1,2(z1/z2) = R2,1(z1/z2)K1(z1)R1,2(z1z2)K2(z2). (2.17)
The boundary K-matrix K(z) satisfies (i) initial condition K(1) = 1, (ii) boundary unitary condition
K(z)K(z−1) = 1, and (iii) boundary crossing symmetry K∗(z)K∗(z−1) =
(1− rq2z)(1− z/rq2)
(1− rz)(1 − z/r) with
K∗j
i(z) =
2N∑
k,l=1
Rj,il,k(z
2)K lk(z)(−1)[vk]+[vi][vj ]. The boundary K-matrix K(z) given in (2.11) is general
diagonal solution of the boundary Yang-Baxter equation.
2.2 Uq(ĝl(N |N))-analog of half-infinite t− J model
We introduce monodromy matrix T (z) by
T (z) = R0,1(z)R0,2(z) · · ·R0,n(z) ∈ End(Vn ⊗ · · · ⊗ V2 ⊗ V1 ⊗ V0), (2.18)
where Vj are copies of V and n ∈ N. We introduce the transfer matrix T finB (z) by
T finB (z) = strV0(K(z
−1)stT (z−1)−1K(z)T (z)) ∈ End(Vn ⊗ · · · ⊗ V2 ⊗ V1). (2.19)
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The Hamiltonian of Uq(ĝl(N |N))-analog of finite t− J model is given by
HfinB =
d
dz
T finB (z)|z=1 =
n−1∑
j=1
hj,j+1 +
1
2
d
dz
K1(z)|z=1 + strV0(K0(1)
sth0,S)
strV0(K0(1)
st)
, (2.20)
where hj,j+1 = Pj,j+1
d
dzRj,j+1(z)|z=1. We set the Hamiltonian HB by taking the thermodynamic limit
of HfinB in (2.20).
HB = lim
n→∞
HfinB =
∞∑
j=1
hj,j+1 +
1
2
d
dz
K1(z)|z=1. (2.21)
The Hamiltonian HB acts on the half-infinite tensor product space · · · ⊗ V3 ⊗ V2 ⊗ V1. We study
Uq(ĝl(N |N))-analog of half-infinite t− J model defined by the Hamiltonian HB in (2.21).
3 Vertex operator approach
In this Section we give the formulation of the vertex operator approach.
3.1 Transfer matrix
We would like to diagonalize the Hamiltonian HB in (2.21). It is convenient to study the transfer matrix
T˜B(z) = lim
n→∞
T finB (z), (3.1)
including spectral parameter z. The transfer matrix T˜B(z) is given by infinite product of the R-matrix.
Hence it isn’t free from difficulty of divergence. Later we would like to give mathematical formulation of
our problem that is free from difficulty of divergence. Following the strategy summarized in [1, 2, 11], we
introduce the vertex operator Φ˜j(z) and the dual vertex operator Φ˜
∗
j (z), which act on half-infinite tensor
product space · · · ⊗ V3 ⊗ V2 ⊗ V1, as limit of the monodromy matrix T (z). The matrix elements of the
vertex operator Φ˜j(z) (j = 1, 2, · · · , 2N) are given by(
Φ˜j(z)
)···kn,···,k2,k1
···jn,···,j2,j1
= lim
n→∞
(T (z))kn,···,k2,k1,k0jn,···,j2,j1,j0 for j = j0. (3.2)
The matrix elements of the dual vertex operator Φ˜∗j (z) (j = 1, 2, · · · , 2N) are given by(
Φ˜∗j (z)
)···jn,···,j2,j1
···kn,···,k2,k1
= lim
n→∞
(T (z)−1)jn,···,j2,j1,j0
kn,···,k2,k1,k0 for j = j0. (3.3)
We expect that the vertex operator Φ˜j(z) and the dual vertex operator Φ˜
∗
j (z) give rise to well-defined
operators. From heuristic arguments by the Yang-Baxter equation [1, 2, 11], the vertex operator Φ˜j(z)
is expected to satisfy the following commutation relation.
Φ˜j2(z2)Φ˜j1 (z1) =
2N∑
k1,k2=1
Rk1,k2j1,j2 (z1/z2)Φ˜k1(z1)Φ˜k2(z2)(−1)[vj1 ][vj2 ]. (3.4)
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Here Rk1,k2j1,j2 (z) is the matrix element of the R-matrix given in (2.4). The transfer matrix T˜B(z) is written
by using the vertex operators Φ˜j(z) and Φ˜
∗
j (z) as follows.
T˜B(z) =
2N∑
j=1
Φ˜∗j (z
−1)Kjj (z)Φ˜j(z)(−1)[vj]. (3.5)
The Hamiltonian HB is given by HB =
d
dz T˜B(z)|z=1. It is better to diagonalize T˜B(z) instead of HB. In
order to diagonalize T˜B(z), we follow the strategy called the vertex operator approach.
3.2 Vertex operator approach
Our useful tool is the vertex operator associated with the quantum superalgebra Uq(ĝl(N |N)). We
introduce the evaluation representation Vz of the basic representation V = ⊕2Nj=1Cvj for Uq(ĝl(N |N)).
In what follows we use standard notation of q-integer
[n]q =
qn − q−n
q − q−1 . (3.6)
Let Ei,j be 2N×2N matrix satisfying Ei,jvk = δj,kvi. The evaluation module Vz is given by the Drinfeld
generators as follows.
Him = (−1)i+1
[m]q
m
q(−1)
im(q[vi+1]z)m(Ei,i + Ei+1,i+1) (1 ≤ i ≤ 2N − 1),
H2Nm =
[2m]q
m
zm
{
−qm
N∑
l=1
E2l,2l +
N∑
l=1
(1 −N + (l − 1)(1− qm))(E2l−1,2l−1 + E2l,2l)
}
,
Hi0 = (−1)i+1(Ei,i + Ei+1,i+1) (1 ≤ i ≤ 2N − 1), H2N0 =
2N∑
k=1
(−1)k+1Ek,k, (3.7)
X+,im = (q
[vi+1]z)mEi,i+1, X
−,i
m = (−1)i+1(q[vi+1]z)mEi+1,i (1 ≤ i ≤ 2N − 1).
Denote by V ∗S = ⊕2Nj=1Cv∗j the left dual module of V defined by
〈a · v∗|v〉 = (−1)[a][v∗]〈v∗|S(a) · v〉 (a ∈ Uq(ĝl(N |N)), v∗ ∈ V ∗S , v ∈ V ), (3.8)
where the Z2-grading of the basis is chosen to be [v
∗
j ] =
(−1)j+1
2 . Namely the representation on V
∗S are
given by πV ∗S(a) = πV (S(a))
st where πV denotes action of module V . The evaluation module V
∗S
z is
given by the Drinfeld generators as follows.
Him = (−1)i
[m]q
m
q(−1)
(i+1)m(q−[vi+1]z)m(Ei,i + Ei+1,i+1) (1 ≤ i ≤ 2N − 1),
H2Nm = −
[2m]q
m
zm
{
−q−m
N∑
l=1
E2l,2l +
N∑
l=1
(1−N + (l − 1)(1− q−m))(E2l−1,2l−1 + E2l,2l)
}
,
Hi0 = (−1)i(Ei,i + Ei+1,i+1) (1 ≤ i ≤ 2N − 1), H2N0 =
2N∑
k=1
(−1)kEk,k, (3.9)
X+,im = −(−1)iq(−1)
i
(q−[vi+1]z)mEi+1,i, X−,im = −q(−1)
i+1
(q−[vi+1]z)mEi,i+1 (1 ≤ i ≤ 2N − 1).
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Definition 3.1 Let V (λ) be the highest-weight Uq(ĝl(N |N))-module with highest-weight λ. We define
the vertex operator Φ(z) and the dual vertex operator Φ∗(z) as the intertwiner of Uq(ĝl(N |N))-module as
follows.
Φ(z) : V (λ) −→ V (µ)⊗ Vz , Φ(z) · x = ∆(x) · Φ(z), (3.10)
Φ∗(z) : V (λ) −→ V (µ)⊗ V ∗Sz , Φ∗(z) · x = ∆(x) · Φ∗(z), . (3.11)
We expand the vertex operators as follows.
Φ(z) =
2N∑
j=1
Φj(z)⊗ vj , Φ∗(z) =
2N∑
j=1
Φ∗j (z)⊗ v∗j . (3.12)
We set the Z2-grading of the vertex operators by [Φ(z)] = [Φ
∗(z)] = 0. Hence we have the Z2-grading
[Φj(z)] = [Φ
∗
j (z)] = [vj ] = [v
∗
j ] (j = 1, 2, · · · , 2N). The vertex operators are expected to satisfy the
following relations.
Φj2(z2)Φj1 (z1) =
2N∑
k1,k2=1
Rk1,k2j1,j2 (z1/z2)Φk1(z1)Φk2 (z2)(−1)[vj1 ][vj2 ], (3.13)
gΦi(z)Φ
∗
j (z) = (−1)[vi]δi,j , g
2N∑
j=1
(−1)[vj ]Φ∗j (z)Φj(z) = 1. (3.14)
Here Rk1,k2j1,j2 (z) is matrix element of the R-matrix given in (2.4). Here g is a constant. We introduce the
transfer matrix TB(z) as follows.
TB(z) = g
2N∑
i,j=1
Φ∗i (z
−1)Kji (z)Φj(z)(−1)[vj]. (3.15)
Following the strategy proposed in [1, 2], we consider our problem upon the following identification.
TB(z) = T˜B(z), Φj(z) = Φ˜j(z), Φ
∗
j (z) = Φ˜
∗
j (z). (3.16)
We call studies based on this identification ”vertex operator approach”. The point of using the vertex
operators Φj(z),Φ
∗
j(z) is that they are well-defined objects and are free from difficulty of divergence.
4 Bosonization of vertex operator
In this Section we review bosonizations of the vertex operators associated with the quantum superalgebra
Uq(ĝl(N |N)). We give integral representations of the dual vertex operator.
4.1 Quantum superalgebra Uq(ĝl(N |N))
We introduce bosons {aim, cjm, Qia, Qcj |i = 1, 2, · · · , 2N, j = 1, 2, · · · , N,m ∈ Z} satisfying the following
commutation relations.
[aim, a
j
n] = (−1)i+1δi,jδm+n,0
[m]2q
m
, [ai0, Qaj ] = δi,j (1 ≤ i, j ≤ 2N), (4.1)
[cim, c
j
n] = δi,jδm+n,0
[m]2q
m
, [ci0, Qcj ] = δi,j (1 ≤ i, j ≤ N). (4.2)
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The remaining commutators vanish. We use standard normal ordering :: given by
: aima
i
n :=
 aimain (m ≤ 0)ainaim (m > 0) (1 ≤ i ≤ 2N), (4.3)
: ai0Qai :=: Qaia
i
0 := Qaia
i
0 (1 ≤ i ≤ 2N),
: cjmc
j
n :=
 cjmcjn (m ≤ 0)cjncjm (m > 0) (1 ≤ j ≤ N), (4.4)
: ci0Qci :=: Qcic
i
0 := Qcic
i
0 (1 ≤ i ≤ N).
We set auxiliary bosonic operators Ajm, Q
j
A (j = 1, 2, · · · , 2N) by
Ajm = (−1)j+1(ajm + aj+1m ), QAj = Qaj −Qaj+1 (1 ≤ j ≤ 2N − 1), (4.5)
A2Nm =
qm + q−m
2
2N∑
l=1
(−1)l+1alm, QA2N =
2N∑
l=1
Qal . (4.6)
They satisfy the following commutation relations.
[Aim, A
j
n] =
[Ai,jm]q[m]q
m
δm+n,0, [A
i
0, QAj ] = Ai,jδm+n,0 (1 ≤ i, j ≤ 2N). (4.7)
Here Ai,j is matrix element of the Cartan matrix given in Appendix A. We set the notation
Aj(z;κ) = QAj +A
j
0logz −
∑
m 6=0
Ajm
[m]q
qκ|m|z−n (j = 1, 2, · · · , 2N), (4.8)
cj(z) = Qcj + c
j
0logz −
∑
m 6=0
cjm
[m]q
z−m (j = 1, 2, · · · , N), (4.9)
Aj±(z) = ±(q − q−1)
∑
m>0
Aj±mz
∓m ±Aj0logq (j = 1, 2, · · · , 2N). (4.10)
We set the auxiliary bosonic operators A∗jm , QA∗j (j = 1, 2, · · · , 2N) by
A∗1m =
1
2N
{(2N − 1)a1m −
2N∑
l=2
alm},
A∗jm =
1
N
{(N − 1)
j∑
l=1
alm −
2N∑
l=j+1
alm} (1 ≤ j ≤ 2N − 2), (4.11)
A∗2N−1m =
1
2N
{
2N−1∑
l=1
alm − (2N − 1)a2Nm }, A∗2Nm =
1
2N
2N∑
l=1
alm,
QA∗1 =
1
2N
{(2N − 1)Qa1 −
2N∑
l=2
Qal}
QA∗j =
1
N
{(N − 1)
j∑
l=1
Qal −
2N∑
l=j+1
Qal} (1 ≤ j ≤ 2N − 2), (4.12)
QA∗2N−1 =
1
2N
{
2N−1∑
l=1
Qal − (2N − 1)Qa2N}, QA∗2N =
1
2N
2N∑
l=1
Qal .
They satisfy the following commutation relations.
[A∗im, A
∗j
n ] = (A¯
−1)i,j
[m]2q
m
δm+n,0 (1 ≤ i, j ≤ 2N), (4.13)
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where A¯ = (Ai,j)1≤i,j≤2N is the Cartan matrix given in Appendix A. They satisfy
[Aim, A
∗j
n ] = δm+n,0δi,j
[m]2q
m
(1 ≤ i, j ≤ 2N − 1),
[Aim, A
∗2N
n ] = [A
2N
m , A
∗i
n ] = 0 (1 ≤ i ≤ 2N − 1),
[A2Nm , A
∗2N
n ] =
1
2
[2m]q[m]q
m
δm+n,0.
For instance, we have
[A∗1m , A
∗1
n ] =
N − 1
N
[m]2q
m
δm+n,0, [A
∗2N
m , A
∗2N
n ] = 0,
[A∗1m , A
∗2N
n ] =
1
2N
[m]2q
m
δm+n,0, [A
∗2N−1
m , A
∗2N−1
n ] = −
N − 1
N
[m]2q
m
δm+n,0,
[A∗2N−1m , A
∗2N
n ] =
1
2N
[m]2q
m
δm+n,0. (4.14)
We introduce the q-difference operator ∂z given by
∂zf(z) =
f(qz)− f(q−1z)
(q − q−1)z . (4.15)
Theorem 4.1 [12] The Drinfeld generators of Uq(ĝl(N |N)) at Level-1 are realized as follows.
c = 1, Him = A
i
m (m ∈ Z, i = 1, 2, · · · , 2N), H0m = c−
2N−1∑
j=1
Ajm,
X±,i(z) =: e±A
i(z;− 12 )Y ±,i(z)F±,i : (i = 1, 2, · · · , 2N − 1), (4.16)
d = −
∑
m>0
m2
[m]2q

2N−1∑
i=1
Ai−mA
∗i
m +
2
qm + q−m
A2N−mA
∗2N
m +
N∑
j=1
cj−mc
j
m

−1
2

2N∑
i=1
Ai0A
∗i
0 +
N∑
j=1
cj0(c
j
0 + 1)
 ,
where we have set
Y +,2j(z) = Y −,2j−1(z) =: ∂zec
j(z) : (1 ≤ j ≤ N),
Y −,2j(z) = −Y +,2j−1(z) = − : ecj(z) : (1 ≤ j ≤ N),
F±,2j−1 =
j−1∏
l=1
e±
√−1a2l−10 , F±,2j =
j∏
l=1
e∓
√−1πa2l0 (1 ≤ j ≤ N). (4.17)
We introduce the Fock module. The vacuum vector |0〉 6= 0 is defined by
aim|0〉 = cjm|0〉 = 0 (1 ≤ i ≤ 2N, 1 ≤ j ≤ N,m ≥ 0). (4.18)
For λa = (λa1 , λ
a
2 , · · · , λa2N ) ∈ C2N and λc = (λc1, λc2, · · · , λcN ) ∈ CN , we set
|λa;λc〉 = |λa1 , · · · , λa2N ;λc1, · · · , λcN 〉 = e
∑2N
i=1
λiQai+
∑
N
j=1
λcjQcj |0〉. (4.19)
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Denote by Fλa1 ,···,λa2N ;λc1,···,λcN the Fock space generated by {ai−m, c
j
−m|m > 0, i = 1, 2, · · · , 2N, j =
1, 2, · · · , N} over the vector |λa;λc〉. Action of the bosonization of Uq(ĝl(N |N)) on Fλa
1
,···,λa
2N
;λc
1
,···,λc
N
is not closed. We introduce the space Fλa;λc by
Fλa;λc =
⊕
j1,j2,···,j2N−1∈Z
Fλa1+j1,λa2−j1+j2,···,λa2N−j2N−1;λc1+j1−j2,λc2+j3−j4,···,λcN+j2N−1 . (4.20)
Action of the bosonization for Uq(ĝl(N |N)) on Fλa;λc is closed.
Uq(ĝl(N |N))Fλa;λc = Fλa;λc . (4.21)
To obtain highest-weight vector, we impose the condition
ei|λa;λc〉 = 0 (i = 0, 1, 2, · · · , 2N − 1). (4.22)
We have the following sufficient and necessary condition.
λa1 + λ
a
2 + λ
c
1 = 0, 1, λ
a
2j−1 + λ
a
2j + λ
c
j = 0 (2 ≤ j ≤ N),
λa2j + λ
a
2j+1 + λ
c
j = 0 (1 ≤ j ≤ N − 1). (4.23)
For λa1 + λ
a
2 + λ
c
1 = 0, we have λ
a
2j−1 = λ
a
1 (2 ≤ j ≤ N), λcj = −(λa1 + λa2j) (1 ≤ j ≤ N). For free
parameter λa1 = β1, λ
a
2j = β2j ∈ C (1 ≤ j ≤ N), we have the following highest-weight vector.
|(1 − (β1 + β2N ))Λ0 +
N−1∑
j=1
(β1 + β2j)(Λ2j−1 − Λ2j) + (β1 + β2N )Λ2N−1 + (Nβ1 −
N∑
j=1
β2j)Λ2N 〉. (4.24)
As the special cases we have
|Λ0〉 = |0, · · · , 0; 0, · · · , 0〉 = |0〉, (4.25)
|Λ2N−1〉 =
∣∣∣∣ 12N ,− 12N , 12N ,− 12N , · · · , 12N ,− 12N ; 0, 0, · · · , 0, 0,−1〉. (4.26)
For λa1 + λ
a
2 + λ
c
1 = 1, we have λ
a
2j−1 = λ
a
1 (2 ≤ j ≤ N), λcj = −(λa1 + λa2j) + 1 (1 ≤ j ≤ N). For free
parameter λa1 = β1, λ
a
2j = β2j ∈ C (1 ≤ j ≤ N), we have
|(1− (β1 + β2N ))Λ0 + (β1 + β2)Λ1 + (1− (β1 + β2))Λ2N−1 (4.27)
+
N−1∑
j=2
((β1 + β2j)− 1)(Λ2j−1 − Λ2j) + (β1 + β2N )Λ2N−1 + (Nβ1 −
N∑
j=1
β2j −N + 1)Λ2N 〉.
As the special cases we have
|Λ1〉 =
∣∣∣∣2N − 12N , 12N ,− 12N , 12N · · · ,− 12N , 12N ; 0, 0, 0, · · · , 0〉, (4.28)
|Λ2〉 =
∣∣∣∣N − 1N , 1−NN ,− 1N , 1N , · · · ,− 1N , 1N ; 1, 0, 0, · · · , 0〉. (4.29)
We are interested in the irreducible highest-weight module. We have obtained bosonizations in the Fock
space Fλa;λc . The module Fλa;λc is not irreducible in general. To obtain irreducible representation, we
introduce a pair of fermionic operators η(z), ξ(z).
ηi(z) =
∑
n∈Z
ηinz
−n−1 =: ec
i(z) :, ξi(z) =
∑
n∈Z
ξinz
−n =: e−c
i(z) : (i = 1, 2, · · · , N). (4.30)
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The Fourier components ξjm =
∮
dw
2π
√−1w
m−1ξj(w) and ηjm =
∮
dw
2π
√−1w
m−1ηj(w) are well-defined on
the Fock space for λjc ∈ Z. Hence we assume λc1, λc2, · · · , λcN ∈ Z in what follows. They satisfy anti-
commutation relations
ξimξ
i
n + ξ
i
nξ
i
m = η
i
mη
i
n + η
i
nη
i
m = 0, ξ
i
mη
i
n + η
i
nξ
i
m = δm+n,0, (i = 1, 2, · · · , N). (4.31)
The products ηj0ξ
j
0 and ξ
j
0η
j
0 are orthogonal projection operators.
ηj0ξ
j
0 + ξ
j
0η
j
0 = 1, η
j
0ξ
j
0 · ξj0ηj0 = ξj0ηj0 · ηj0ξj0 = 0 (j = 1, 2, · · · , N). (4.32)
Hence we have direct sum decomposition
Fλa;λc = ηj0ξj0 · Fλa;λc ⊕ ξj0ηj0 · Fλa;λc (j = 1, 2, · · · , N). (4.33)
They commute with each other.
[ξim, ξ
j
n] = [η
i
m, η
j
n] = [ξ
i
m, η
j
n] = 0 (1 ≤ i 6= j ≤ N). (4.34)
We note that
ηj0|λa;λc〉 = 0, ξj0 |λa;λc〉 6= 0 (λcj = 0, 1, 2, · · ·),
ηj0|λa;λc〉 6= 0, ξj0 |λa;λc〉 = 0 (λcj = −1,−2,−3, · · ·). (4.35)
We set the abbreviation ζjǫ by
ζjǫ =
 ξ
j
0 (ǫ = +)
ηj0 (ǫ = −)
(j = 1, 2, · · · , N). (4.36)
We introduce the projection operator Pr by
Pr =
N∏
j=1
ζjǫjζ
j
−ǫj ((ǫ1, ǫ2, · · · , ǫN) ∈ J(λc)), (4.37)
where we have used
J(λc) =
(ǫ1, ǫ2, · · · , ǫN )
∣∣∣∣∣∣ǫj =
 + (λcj = −1,−2, · · ·)− (λcj = 0, 1, 2, · · ·) (j = 1, 2, · · · , N)
 . (4.38)
The projection operator Pr commutes with every element of Uq(ĝl(N |N)), and satisfies Pr2 = Pr. For
general N = 1, 2, 3, · · ·, we have the following direct sum of decomposition.
Fλa;λc =
⊕
ǫ1,ǫ2,···,ǫN=±
N∏
j=1
ζjǫjζ
j
−ǫjFλa;λc . (4.39)
From calculation of character for N = 1, 2 in [13, 14], we expect that the projection operator Pr is a map
onto an irreducible highest-weight module V (λ) with the highest-weight λ given by (4.24) and (4.27).
V (λ) = Pr · Fλa;λc . (4.40)
The module V (λ) = Pr · Fλa;λc is one of the sub-modules of the decomposition (4.39).
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4.2 Vertex operator
In this Section we give bosonizations of the vertex operators that intertwine irreducible highest-weight
modules, and derive integral representation of the dual vertex operator. First, we give the vertex operators
φ(z), φ∗(z) between the Fock spaces Fλa;λc . We set the vertex operator φ(z) and the dual vertex operator
φ∗(z) as the intertwiner of Uq(ĝl(N |N))-module as follows.
φ(z) : Fλa;λc −→ Fµa;µc ⊗ Vz , φ(z) · x = ∆(x) · φ(z), (4.41)
φ∗(z) : Fλa;λc −→ Fµa;µc ⊗ V ∗Sz , φ∗(z) · x = ∆(x) · φ∗(z). (4.42)
We expand the vertex operators as follows.
φ(z) =
2N∑
j=1
φj(z)⊗ vj , φ∗(z) =
2N∑
j=1
φ∗j (z)⊗ v∗j . (4.43)
We introduce the notation
A∗i(z;κ) = QA∗i +A
∗i
0 logz −
∑
m 6=0
A∗im
[m]q
qκ|m|z−m (i = 1, 2, · · · , 2N − 1),
B1(z;κ) = QA∗2N +A
∗2N
0 logz + 2(N − 1)
∑
m 6=0
A∗2Nm
[m]q
qκ|m|z−m, (4.44)
B2N (z;κ) = QA∗2N +A
∗2N
0 logz − 2N
∑
m 6=0
A∗2Nm
[m]q
qκ|m|z−m,
and the Fermi number operator Nf =
∑N
j=1 a
2j
0 .
Theorem 4.2 [12, 13, 14] The vertex operators φj(z) and φ
∗
j (z) (j = 1, 2, · · · , 2N) in (4.41) and
(4.42) are realized as follows.
φ2N (z) =: e
−A∗2N−1(qz; 12 )+B2N (q2z; 12 )+cN (qz) : e−
√−1πNf ,
(−1)jφj(z) = [φj+1(z), fj]q(−1)j (j = 1, 2, · · · , 2N − 1), (4.45)
φ∗1(z) =: e
A∗,1(qz; 12 )+B
1(qz; 12 ) : e
√−1πNf (qz)1−λ
a
1 ,
q(−1)
j+1
φ∗j+1(z) = [φ
∗
j (z), fj ]q(−1)j+1 (j = 1, 2, · · · , 2N − 1). (4.46)
Here the Chevalley generator fj is realized as follows.
fj = X
−,j
0 =
∮
dw
2π
√−1X
−
j (w) (j = 1, 2, · · · , 2N − 1). (4.47)
Next, we focus our attention to the vertex operators Φj(z) between the irreducible highest-weight
module V (λ), given in Definition 3.1 : Φ(z) : V (λ) −→ V (µ) ⊗ Vz, Φ∗(z) : V (λ) −→ V (µ) ⊗ V ∗Sz . We
expect
Φ(z) = Pr · φ(z) · Pr, Φ∗(z) = Pr · φ∗(z) · Pr, (4.48)
where Pr is the projection operator in (4.37). The vertex operators φ(z) and φ∗(z) commute with Pr.
Hence we have Φ(z) = Pr · φ(z) = φ(z) · Pr and Φ∗(z) = Pr · φ∗(z) = φ∗(z) · Pr.
In what follows we give integral representations of φ∗j (z) which are convenient for construction of the
boundary state. We introduce the notation
X−,2j−1ǫ (z) =: e
−H2j−1(z; 12 )−cj(qǫz) : F−,2j−1. (4.49)
Then we have X−,2j−1(z) = 1(q−q−1)z (X
−,2j−1
+ (z) − X−,2j−1− (z)). Using the formulae of the normal
orderings in Appendix C, we have the following integral representations.
Theorem 4.3 The dual vertex operators φ∗j (z) (j = 1, 2, · · · , 2N) have the following integral represen-
tations.
φ∗2j+1(z) = (q − q−1)j
∑
ǫ1,ǫ3,ǫ5,···,ǫ2j−1=±
j∏
s=1
ǫ2s−1
∮
C
2j∏
s=1
dws
2π
√−1ws
qw2j
qz(1− qw1/z)(1− qz/w1)
×
j−1∏
s=1
1
(1 − qw2s+1/w2s)(1 − qw2s/w2s+1)
j∏
s=1
1
(1− qǫ2s−1w2s−1/w2s)
× : φ∗1(z)
j∏
s=1
X−,2s−1ǫ2s−1 (qw2s−1)
j∏
s=1
X−,2s(qw2s) : (j = 1, 2, · · · , N − 1), (4.50)
where we take the integration contour C to be simple closed curve that encircles ws = 0, qws−1 but not
q−1ws−1 for s = 1, 2, · · · , 2j.
φ∗2j+2(z) = (q − q−1)j
∑
ǫ1,ǫ3,ǫ5,···,ǫ2j+1=±
j+1∏
s=1
ǫ2s−1
∮
C
2j+1∏
s=1
dws
2π
√−1ws
1
qz(1− qw1/z)(1− qz/w1)
×
j∏
s=1
1
(1− qw2s+1/w2s)(1− qw2s/w2s+1)
j∏
s=1
1
(1 − qǫ2s−1w2s−1/w2s)
× : φ∗1(z)
j+1∏
s=1
X−,2s−1ǫ2s−1 (qw2s−1)
j∏
s=1
X−,2s(qw2s) : (j = 1, 2, · · · , N − 1), (4.51)
where we take the integration contour C to be simple closed curve that encircles ws = 0, qws−1 but not
q−1ws−1 for s = 1, 2, · · · , 2j + 1.
5 Boundary state
In this Section we give a bosonization of the boundary state B〈0| 6= 0 satisfying
B〈0|TB(z) = B〈0|.
The construction of the boundary state is main result of this paper.
5.1 Bosonization
For λa = (λa1 , λ
a
2 , · · · , λa2N ) ∈ C2N and λc = (λc1, λc2, · · · , λcN ) ∈ CN , we set the vector 〈λa;λc| by
〈λa;λc| = 〈0|e−
∑2N
i=1
λaiQai−
∑
N
j=1
λcjQcj , (5.1)
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where the vector 〈0| 6= 0 satisfies
〈0|ai−m = 〈0|cj−m = 0 (m ≥ 0, i = 1, 2, · · · , 2N, j = 1, 2, · · · , N). (5.2)
We have introduce the space F∗λa;λc by
F∗λa;λc =
⊕
j1,j2,···,j2N−1∈Z
F ∗λa1+j1,λa2−j1+j2,···,λa2N−j2N−1;λc1+j1−j2,λc2+j3−j4,···,λcN+j2N−1 . (5.3)
Denote by F ∗λa1 ,···,λa2N ;λc1,···,λcN the dual Fock space generated by {a
i
m, c
j
m|m > 0, i = 1, 2, · · · , 2N, j =
1, 2, · · · , N} over the vector 〈λa;λc|. Following arguments in the previous section, we expect the following
identification between the restricted dual module V ∗(λ) and the Fock module.
V ∗(λ) = F ∗λa;λc · Pr. (5.4)
For instance we have the highest-weight vectors 〈Λi| ∈ V ∗(Λi) as follows.
〈Λ0| = 〈0, · · · , 0; 0, · · · , 0| , (5.5)
〈Λ2N−1| = 〈 1
2N
,− 1
2N
,
1
2N
,− 1
2N
, · · · , 1
2N
,− 1
2N
; 0, 0, · · · , 0, 0,−1|, (5.6)
〈Λ1| = 〈2N − 1
2N
,
1
2N
,− 1
2N
,
1
2N
· · · ,− 1
2N
,
1
2N
; 0, 0, 0, · · · , 0|, (5.7)
〈Λ2| = 〈N − 1
N
,
1−N
N
,− 1
N
,
1
N
, · · · ,− 1
N
,
1
N
; 1, 0, 0, · · · , 0|. (5.8)
In this Section we focus our attention to the integrable highest-weight module V ∗(Λ0) for simplicity. Later
we summarize results associated with the integrable modules V ∗(Λ2N−1) in Appendix B. For V ∗(Λ0) the
projection operator Pr is given by Pr =
N∏
j=1
ηj0
N∏
j=1
ξj0.
Definition 5.1 We define the bosonic operator G by
G = −1
2
∑
m>0
mq−2m
[m]2q
 2N∑
i=1
(−1)i+1(aim)2 +
N∑
j=1
(cjm)
2
+ ∑
m>0
 2N∑
i=1
βima
i
m +
N∑
j=1
δjmc
j
m
 .
(5.9)
Here we have set
δjm =
q−m
[m]q
(1− 2(−1)m2 )θm (j = 1, 2, · · · , N), (5.10)
βim =

β
[1],i
m (L =M = 0, R > 0)
β
[2],i
m (L = 0,M,R > 0)
β
[3],i
m (L,M,R > 0)
(i = 1, 2, · · · , 2N), (5.11)
where we have set
β[1],2s−1m = β
[1],2s
m =
2(1− s)
[m]q
q−
3
2mθm (1 ≤ s ≤ N), (5.12)
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β[2],im = β
[1],i
m −
rmq−
3
2m
[m]q
+

0 (1 ≤ j ≤M)
rmq−
5
2m
[m]q
(M < i ≤ 2N,M = odd)
rmq−
3
2m
[m]q
(M < i ≤ 2N,M = even)
, (5.13)
β[3],im = β
[1],i
m −
(−1)m2 2q− 32m
[m]q
θm +

0 (1 ≤ i ≤ L)
r−mq−
5
2m
[m]q
(L < i ≤ L+M,L = odd)
r−mq−
3
2m
[m]q
(L < i ≤ L+M,L = even)
rmq
1
2m
[m]q
(L+M < i ≤ 2N,L = odd,M = odd)
rmq−
1
2m
[m]q
(L+M < i ≤ 2N,L = odd,M = even)
rmq−
5
2m
[m]q
(L+M < i ≤ 2N,L = even,M = odd)
rmq−
3
2m
[m]q
(L+M < i ≤ 2N,L = even,M = even)
.
(5.14)
Here we have used
θm =
 1 (m = even)0 (m = odd) . (5.15)
The following theorem is main result of this paper.
Theorem 5.2 A bosonization of the boundary state B〈0| ∈ V ∗(Λ0) is realized as follows.
B〈0| = 〈Λ0|eG · Pr. (5.16)
Here G is given in (5.9), and Pr is the projection operator.
6 Proof
In this Section we give a proof of the boundary state. The following proposition gives sufficient condition
of Theorem 5.2.
Proposition 6.1 A sufficient condition of B〈0|TB(z) = B〈0| is given by
〈0|eGφ∗j (z−1)Kjj (z) = 〈0|eGφ∗j (z) (j = 1, 2, · · · , 2N). (6.1)
Proof. Multiplying Φ∗j (z) to B〈0|TB(z) = B〈0| from the right and using the inversion relation of the
vertex operators (3.14), we have B〈0|Φ∗j (z−1)Kjj (z) = B〈0|Φ∗j (z). The projection operator Pr commutes
with the vertex operators, we have 〈0|eGφ∗j (z−1)Kjj (z) · Pr = 〈0|eGφ∗j (z) · Pr. Removing the projection
operator Pr, we have the above sufficient condition. Q.E.D.
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6.1 Action of vertex operator
In this Section we study the action of the vertex operator on the boundary state.
Proposition 6.2
eGaj−me
−G = aj−m − q−2majm + (−1)j+1βjm
[m]2q
m
(m > 0, 1 ≤ i ≤ 2N), (6.2)
eGcj−me
−G = cj−m − q−2mcjm + δjm
[m]2q
m
(m > 0, 1 ≤ j ≤ N), (6.3)
eGAj−me
−G = Aj−m − q−2mAjm +
[m]2q
m
(βjm − βj+1m ) (m > 0, 1 ≤ i ≤ 2N − 1). (6.4)
Proof. We note that
eGXe−G = ead(G)(X) =
∞∑
n=0
1
n!
ad(G)n(X).
Using ad2(G)(X) = [G, [G,X ]] = 0 for X = aim, c
j
m, we have
eGXe−G = X + [G,X ].
Using the following relations, we get proposition.
[G, ai−m] = −q−2maim +
[m]2q
m
(−1)i+1βim, (6.5)
[G, cj−m] = −q−2mcjm +
[m]2q
m
δjm, (6.6)
[G,Ai−m] = −q−2mAim +
[m]2q
m
(βim − βi+1m ). (6.7)
Q.E.D.
We set notations.
Ai±(z;κ) = ∓
∞∑
m=1
Ai±m
[m]q
qκmz∓m (i = 1, 2, · · · , 2N − 1), (6.8)
B±(z;κ) = ∓
∞∑
m=1
1
[m]q
(
A∗1±m − 2(N − 1)A∗2N±m
)
qκmz∓m, (6.9)
cj±(z) = ∓
∞∑
m=1
cj±m
[m]q
z∓m (j = 1, 2, · · · , N). (6.10)
We have A∗1(z;κ) +B1(z;κ) = Qa1 + a10logz +B+(z;κ) +B−(z;κ).
Proposition 6.3 The actions of the basic operators are given as follows.
〈0|eGe−Ai−(qw; 12 ) = gi(w)〈0|eGe−A
i
+(q/w;
1
2 ) (i = 1, 2, · · · , 2N − 1), (6.11)
〈0|eGeB−(qz; 12 ) = f1(z)〈0|eGeB+(q/z; 12 ), (6.12)
〈0|eGecj−(qw) = cj(w)〈0|eGec
j
+
(q/w) (j = 1, 2, · · · , N), (6.13)
where cj(w), f1(z), and gi(w) are given as follows.
cj(w) = 1 + w
2 (j = 1, 2, · · · , N), (6.14)
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f1(z) =

ϕ[1](z) (L =M = 0, R > 0)
(1 − rz)ϕ[2](z) (L = 0,M,R > 0)
(1 + z2)ϕ[3](z) (L,M,R > 0)
, (6.15)
gi(w) =

g
[1]
i (w) (L =M = 0, R > 0)
g
[2]
i (w) (L = 0,M,R > 0)
g
[3]
i (w) (L,M,R > 0)
(i = 1, 2, · · · , 2N − 1). (6.16)
Here we have set
g
[1]
i (w) =
 1 (i = odd)(1 − w2) (i = even) , (6.17)
g
[2]
i (w) = g
[1]
i (w)×

1
(1−rw/q) (i =M,M = odd)
1
(1−rw) (i =M,M = even)
1 (otherwise)
, (6.18)
g
[3]
i (w) = g
[1]
i (w)×

1
(1−w/qr) (i = L,L = odd)
1
(1−w/r) (i = L,L = even)
1
(1−q2rw) (i = L+M,L = odd,M = odd)
1
(1−qrw) (i = L+M,L = odd,M = even)
1
(1−rw/q) (i = L+M,L = even,M = odd)
1
(1−rw) (i = L+M,L = even,M = even)
1 (otherwise)
. (6.19)
Proof. Using Proposition 6.2, we have
eGe−A
j
−
(qw; 12 )e−G = gj(w)e−A
j
−
(qw; 12 )e−A
j
+
(q/w; 12 ), (6.20)
eGeB−(qz;
1
2 )e−G = f1(z)eB−(qz;
1
2 )eB+(q/z;
1
2 ), (6.21)
eGe−c
j
−
(qw)e−G = cj(w)e−c
j
−
(qw)e−c
j
+
(q/w), (6.22)
where
gj(w) = exp
(
−
∑
m>0
[m]q
m
q
3
2m(βjm − βj+1m )wm
)
(1 ≤ j ≤ 2N − 1), (6.23)
f1(z) = exp
(
N − 1
N
∑
m>0
1
2m
qmz2m +
∑
m>0
[m]q
m
q
3
2
mβ1mz
m
+
(
1− 1
2N
)∑
m>0
[m]q
m
q
3
2m
 2N∑
j=1
(−1)jβjm
 zm
 , (6.24)
cj(w) = exp
(
−
∑
m>0
1
2m
w2m +
∑
m>0
[m]q
m
qmδjmw
m
)
(1 ≤ j ≤ N). (6.25)
Using (5.10) and (5.11), we have the explicit formulae of gj(w), f1(z), and cj(w). Acting these operators
to the vacuum vector 〈0|, we obtain this proposition. Q.E.D.
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We set
D(z, w) = (1− qzw)(1 − qw/z)(1− qz/w)(1− q/zw), (6.26)
H2j−1ǫ (w1, w2) =
e−c
j
+
(q1+ǫw1)−cj+(q1−ǫ/w1)−A2j−1+ (qw1)−A2j−1+ (q/w1)
(1− qǫw1w2)(1 − qǫw1/w2) , (6.27)
H2j(w1, w2) =
e−A
2j
+
(qw1)−A2j+ (q/w1)+cj+(qw1)+cj+(q/w1)
D(w1, w2)
, (6.28)
J2j−1ǫ (w) = e
−cj
+
(q1+ǫw)−cj
+
(q1−ǫ/w)−A2j−1
+
(qw)−A2j−1
+
(q/w), (6.29)
J2j(w) = e−A
2j
+
(qw)−A2j
+
(q/w)+cj
+
(qw)+cj
+
(q/w). (6.30)
Proposition 6.4
D(z, w) = D(z−1, w) = D(z, w−1) = D(z−1, w−1),
H2j−1ǫ (w1, w2) = q
−2ǫw21H
2j−1
−ǫ (w
−1
1 , w2), H
2j−1
ǫ (w1, w2) = H
2j−1
ǫ (w1, w
−1
2 ),
H2j(w1, w2) = H
2j(w−11 , w2) = H
2j(w1, w
−1
2 ) = H
2j(w−11 , w
−1
2 ),
J2j−1ǫ (w) = J
2j−1
−ǫ (w
−1), J2j(w) = J2j(w−1). (6.31)
Proposition 6.5 The following relations for H2j−1ǫ (w1, w2) (j = 1, 2, · · · , N, ǫ = ±) hold.∮
C
dw1
w1
∑
ǫ=±
ǫqǫ
(
qǫw1 +
1
qǫw1
)
(1 − qw1w2)H2j−1ǫ (w1, w2)
=
∮
C
dw1
w1
q
(
qw1 +
1
qw1
)
(1− w21)H2j−1+ (w1, w2), (6.32)
∮
C
dw1
w1
∑
ǫ=±
ǫqǫ
(
qǫw1 +
1
qǫw1
)
(1− sw1)(1− qw1w2)H2j−1ǫ (w1, w2)
= (1− qsw2)
∮
C
dw1
w1
q
(
qw1 +
1
qw1
)
(1− w21)H2j−1+ (w1, w2), (6.33)
∮
C
dw1
w1
∑
ǫ=±
ǫqǫ
(
qǫw1 +
1
qǫw1
)
(1− qw1w2)
(1− s/w1) H
2j−1
ǫ (w1, w2)
= (1− qsw2)
∮
C
dw1
w1
q
(
qw1 +
1
qw1
)
(1− w21)
(1− s/w1)(1 − sw1)H
2j−1
+ (w1, w2). (6.34)
∮
C
dw1
w1
∑
ǫ=±
ǫqǫ
(
qǫw1 +
1
qǫw1
)
w1(1− qw1w2)H2j−1ǫ (w1, w2)
= q2w2
∮
C
dw1
w1
(
qw1 +
1
qw1
)
(1− w21)H2j−1+ (w1, w2). (6.35)
Here the integration contour C encircles w1 = 0, s, qw
±1
2 but not s
−1, q−1w±12 . Note that the integral∮
C
dw1
w1
(
qw1 +
1
qw1
)
(1−w21)
(1−s/w1)(1−sw1)H
2j−1
+ (w1, w2) is invariant under w2 → w−12 .
Proof. We show the second relation (6.33). We start from LHS :∮
C
dw1
w1
q
(
qw1 +
1
qw1
)
(1 − sw1)(1 − qw1w2)H2j−1+ (w1, w2)
−
∮
C
dw1
w1
q−1
(
w1
q
+
q
w1
)
(1 − sw1)(1 − qw1w2)H2j−1− (w1, w2).
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Changing the variable w1 → w−11 in the second term and usingH2j−1− (w−11 , w2) = q2w21H2j−1+ (w1, w2), we
have RHS after summing up the first and the second terms. The relations (6.34) and (6.35) are obtained
in the same way. Upon the specialization s = 0, (6.32) is obtained from both (6.33) and (6.34). Q.E.D.
Proposition 6.6 The following relations for H2j(w1, w2) (j = 1, 2, · · · , N) hold.∮
C
dw1
w1
(1− sw1)(1− q/w1w2) (1 − w
2
1)
(1 + w21)
H2j(w1, w2)
= − q
2w2
(1− sw2/q)×
∮
C
dw1
w1
(1− w21)2
w1(1 + w21)
H2j(w1, w2), (6.36)
∮
C
dw1
w1
w1(1− q/w1w2) (1− w
2
1)
(1 + w21)
H2j(w1, w2) = −1
2
×
∮
C
dw1
w1
(1− w21)2
w1(1 + w21)
H2j(w1, w2), (6.37)
∮
C
dw1
w1
(1 − q/w1w2)
(1 − s/w1)
(1− w21)
1 + w21
H2j(w1, w2)
= − q
2w2
(1− sw2/q)×
∮
C
dw1
w1
(1− w21)2
w1(1 + w21)
H2j(w1, w2)
(1 − sw1)(1 − s/w1) . (6.38)
Here the integration contour C encircles w1 = 0, s,
√−1, qw±12 but not s−1,−
√−1, q−1w±12 . Note that
the integral
∮
C
dw1
w1
(1−w21)2
w1(1+w21)
H2j(w1, w2) is invariant under w2 → w−12 .
Proof. We start from LHS. Taking into account of the relation
∮
dw
w f(w) =
1
2
∮
dw
w (f(w) + f(w
−1))
and using H2j(w−11 , w2) = H
2j(w1, w2), we have
1
2
∮
C
dw1
w1
{(1 − sw1)(1 − q/w1w2)− (1 − s/w1)(1− qw1/w2)} 1− w
2
1
1 + w21
H2j(w1, w2).
From (1− sw1)(1 − q/w1w2)− (w1 ↔ w−11 ) = qw1w2 (w21 − 1)(1 − sw2/q), the relation (6.36) is obtained.
The relations (6.37) and (6.38) are obtained in the same way. Q.E.D.
We have the actions of the vertex operators as follows.
Proposition 6.7 The actions of the vertex operators φ∗1(z), φ
∗
2(z), · · · , φ∗2N (z) are given as follows.
〈λa;λc|eGφ∗2j(z) = (−1)(q − q−1)j−1
N∏
s=1
e
√−1πλa2s
j∏
s=1
s∏
t=1
e−
√−1πλa2t−1
j−1∏
s=1
s∏
t=1
e−
√−1πλa2tf1(z)
×
∑
ǫ1,ǫ3,···,ǫ2j−1=±
j∏
s=1
ǫ2s−1 · q−ǫ2j−1(λ
c
j+1)
j−1∏
s=1
q−λ
c
sǫ2s−1
2j−1∏
s=1
∮
C
dws
2π
√−1ws
×
j∏
s=1
(qw2s−1)−λ
a
2s−1−λa2s−λcs
j−1∏
s=1
(qw2s)
λa2s+λ
a
2s+1+λ
c
s
2j−1∏
s=1
gs(ws)
j∏
s=1
cs(q
ǫ2s−1w2s−1)
j−1∏
s=1
cs(w2s)
× (1 − q/zw1)
D(z, w1)
j−1∏
s=1
(1− q/w2sw2s+1)
j−1∏
s=1
(1− qw2s−1w2s)
× 〈λa;λc|eGeQa2j−Qcj eB+(qz; 12 )+B+(q/z; 12 ) (6.39)
×
j−1∏
s=1
H2s−1ǫ2s−1(w2s−1, w2s)
j−1∏
s=1
H2s(w2s, w2s+1)J
2j−1
ǫ2j−1 (w2j−1) (j = 1, 2, · · · , N),
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where we take the integration contour C to be simple closed curve that encircles ws = 0,
√−1, qw±1s−1 but
not −√−1, q−1w±1s−1 for s = 1, 2, · · · , 2j − 1.
〈λa;λc|eGφ∗2j+1(z) = (q − q−1)j
N∏
s=1
e
√−1πλa2s
j∏
s=1
s∏
t=1
e−
√−1πλa2t−1
j∏
s=1
s∏
t=1
e−
√−1πλa2tf1(z)
×
∑
ǫ1,ǫ3,···,ǫ2j−1=±
j∏
s=1
ǫ2s−1
j∏
s=1
q−λ
c
sǫ2s−1
2j∏
s=1
∮
C
dws
2π
√−1ws
×
j∏
s=1
(qw2s−1)−λ
a
2s−1−λa2s−λcs
j∏
s=1
(qw2s)
λa2s+λ
a
2s+1+λ
c
s
2j∏
s=1
gs(ws)
j∏
s=1
cs(q
ǫ2s−1w2s−1)
cs(w2s)
× (1− q/zw1)
D(z, w1)
j−1∏
s=1
(1− q/w2sw2s+1)
j∏
s=1
(1− qw2s−1w2s)
× 〈λa;λc|eGeQa2j+1 eB+(qz; 12 )+B+(q/z; 12 ) (6.40)
×
j∏
s=1
H2s−1ǫ2s−1(w2s−1, w2s)
j−1∏
s=1
H2s(w2s, w2s+1)J
2j(w2j) (j = 0, 1, 2, · · · , N − 1),
where we take the integration contour C to be simple closed curve that encircles ws = 0,
√−1, qw±1s−1 but
not −√−1, q−1w±1s−1 for s = 1, 2, · · · , 2j. Here cj(w), f1(z), and gj(w) are given by (6.14), (6.15), and
(6.16), respectively.
We understand (6.40) for j = 0 as follows.
〈λa;λc|eGφ∗1(z) =
N∏
s=1
e
√−1πλa2sf1(z)〈λa;λc|eGeQa1 eB+(qz; 12 )+B+(q/z; 12 ).
6.2 Proof for Uq(ĝl(1|1))
First we show the case Uq(ĝl(1|1)) for simplicity. It is enough to consider the caseK(z) = ϕ
[2](z)
ϕ[2](z−1)
 1−rz1−r/z 0
0 1
.
We would like to show the following two relations coming from the sufficient condition (6.1).
Proposition 6.8
(1− rz)ϕ[2](z)〈0|eGφ∗1(z−1) = (1− r/z)ϕ[2](z−1)〈0|eGφ∗1(z), (6.41)
ϕ[2](z)〈0|eGφ∗2(z−1) = ϕ[2](z−1)〈0|eGφ∗2(z). (6.42)
Proof.
• The relation (6.41) : From (6.40), we have
(1− rz)ϕ[2](z)〈0|eGφ∗1(z−1)
= (1− rz)(1 − r/z)ϕ[2](z)ϕ[2](z−1)e
√−1πλa2 〈0|eGeQa1 eB+(qz; 12 )+B+(q/z; 12 ) (6.43)
= (1− r/z)ϕ[2](z−1)〈0|eGφ∗1(z).
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We have shown the first relation (6.41).
• The relation (6.42) : From (6.39), we have LHS of (6.42) as follows.
LHS = −e
√−1π(−λa1+λa2 )ϕ(z)ϕ(z−1)〈0|eGeQa2−Qc1 eB+(qz; 12 )+B+(q/z; 12 )
×
∑
ǫ=±
ǫ
∮
dw
2π
√−1w
(1− qz/w)(1− r/z)
D(z, w)
g1(w)q
−ǫc1(qǫw)J1ǫ (w). (6.44)
Because RHS = LHS|z→1/z , we have
LHS− RHS = qe
√−1π(−λa1+λa2 )(z − z−1)ϕ(z)ϕ(z−1)〈0|eGeQa2−Qc1 eB+(qz; 12 )+B+(q/z; 12 )
×
∑
ǫ=±
ǫ
∮
dw
2π
√−1w
1
D(z, w)
(
qǫw +
1
qǫw
)
J1ǫ (w). (6.45)
Here we have used D(z, w) = D(z−1, w) and g1(w) = 11−rw/q , c1(w) = 1+w
2. Taking into account of the
relation
∮
dw
w f(w) =
1
2
∮
dw
w (f(w) + f(w
−1)), we have∑
ǫ=±
ǫ
∮
dw
w
qǫw + (qǫw)−1
D(z, w)
J1ǫ (w) =
∑
ǫ=±
ǫ
∮
dw
2w
(qǫw) + (qǫw)−1
D(z, w)
(J1ǫ (w) + Jǫ(w
−1)) = 0.
Here we have used D(z, w) = D(z, w−1) and J1ǫ (w
−1) = J1−ǫ(w). Hence we have LHS = RHS. We have
shown (6.42). Q.E.D.
6.3 Proof for Uq(ĝl(N |N))
In this Section we show the case of higher-rank Uq(ĝl(N |N)) (N ≥ 2). Upon the specialization r = 0 for
the case L = 0,M,R > 0 such that M + R = 2N , we have diag
(
1−rz
1−r/z , · · · , 1−rz1−r/z , 1, · · · , 1
)∣∣∣
r=0
= id.
Hence, it is enough to consider two cases K(z) = ϕ
[s](z)
ϕ[s](z−1)
K(z) (s = 2, 3).
Proposition 6.9 For L = 0,M,R > 0 such that M +R = 2N , we have
(1− rz)ϕ[2](z)〈0|eGφ∗i (z−1) = (1 − r/z)ϕ[2](z−1)〈0|eGφ∗i (z) (1 ≤ i ≤M), (6.46)
ϕ[2](z)〈0|eGφ∗i (z−1) = ϕ[2](z−1)〈0|eGφ∗i (z) (M < i ≤ 2N). (6.47)
Proposition 6.10 For L,M,R > 0 such that L+M +R = 2N , we have
zϕ[3](z)〈0|eGφ∗i (z−1) = z−1ϕ[3](z−1)〈0|eGφ∗i (z) (1 ≤ i ≤ L), (6.48)
(1− rz)ϕ[3](z)〈0|eGφ∗i (z−1) = (1− r/z)ϕ[3](z−1)〈0|eGφ∗i (z) (L < i ≤ L+M), (6.49)
ϕ[3](z)〈0|eGφ∗i (z−1) = ϕ[3](z−1)〈0|eGφ∗i (z) (L+M < i ≤ 2N). (6.50)
Proof of Proposition 6.9.
• The relation (6.46) for i = 1 : From (6.40), we have LHS and RHS of (6.46) as follows.
LHS = (1− rz)(1 − r/z)ϕ[2](z)ϕ[2](z−1)〈0|eGeQa1 eB+(qz; 12 )+B+(q/z; 12 ) = RHS. (6.51)
We have shown (6.46) for i = 1.
• The relation (6.46) for i = 2j (j ≥ 1) : From (6.39), we have LHS−RHS of (6.46) for i = 2j as follows.
LHS− RHS
21
= q(q − q−1)j−1(z − z−1)(1− rz)(1 − r/z)ϕ[2](z)ϕ[2](z−1)
×
∑
ǫ1,···,ǫ2j−1=±
j∏
s=1
ǫ2s−1q−ǫ2j−1
2j−1∏
s=1
∮
C
dws
2π
√−1ws
2j−1∏
s=1
gs(ws)
∏j
s=1 cs(q
ǫ2s−1w2s−1)∏j−1
s=1 cs(w2s)
×
∏j−1
s=1(1− q/w2sw2s+1)(1 − qw2s−1w2s)
w1D(z, w1)
〈0|eGeQa2j−cj eB+(qz; 12 )+B+(q/z; 12 )
×
j−1∏
s=1
H2s−1ǫ2s−1(w2s−1, w2s)
j−1∏
s=1
H2s(w2s, w2s+1)J
2j−1
ǫ2j−1(w2j−1). (6.52)
We focus our attention to the following integral relating to the variables w1, w2, · · · , w2j−1 in (6.52).
∑
ǫ1,···,ǫ2j−1=±
j∏
s=1
ǫ2s−1q−ǫ2j−1
2j−1∏
s=1
∮
C
dws
2π
√−1ws
2j−1∏
s=1
gs(ws)
∏j
s=1 cs(q
ǫ2s−1w2s−1)∏j−1
s=1 cs(w2s)
×
j−1∏
s=1
(1− q/w2sw2s+1)(1 − qw2s−1w2s)
j−1∏
s=1
H2s−1ǫ2s−1(w2s−1, w2s)
j−1∏
s=1
H2s(w2s, w2s+1)
× J2j−1ǫ2j−1 (w2j−1)
1
w1D(z, w1)
. (6.53)
First we study (6.53) for j = 1. We have
∑
ǫ1=±
ǫ1
∮
dw1
w1
q−ǫ1c1(qǫ1w1)
w1
1
D(z, w1)
J1ǫ1(w1) = 0.
Now we have shown (6.53) for j = 1.
Next we study (6.53) for j ≥ 2. We focus our attention to the variable w1. Using (6.32) and
D(z, w1) = D(z, w
−1
1 ), we have∑
ǫ1=±
ǫ1
∮
dw1
w1
c1(q
ǫ1w1)
w1
(1− qw1w2)
D(z, w1)
H1ǫ1(w1, w2)
=
∮
dw1
w1
q
(
qw1 +
1
qw1
)
(1− w21)
D(z, w1)
H1+(w1, w2).
After calculation for w1 we focus our attention to the variable w2. Using (6.36) and H
1
+(w
−1
1 , w2) =
H1+(w1, w2) we have ∮
dw2
w2
(1 − q/w2w3)g2(w2)
c2(w2)
H2(w2, w3)H
1
+(w1, w2)
= − q
2w3
∮
dw2
w2
(1− q/w2w3) (1− w
2
2)
2
w2(1 + w22)
H2(w2, w3)H
1
+(w1, w2).
We get the following integral relating to the variables w3, w4, · · · , w2j−1.
∑
ǫ3,···,ǫ2j−1=±
j∏
s=2
ǫ2s−1q−ǫ2j−1
2j−1∏
s=3
∮
C
dws
2π
√−1ws
2j−1∏
s=3
gs(ws)
∏j
s=2 cs(q
ǫ2s−1w2s−1)∏j−1
s=2 cs(w2s)
×
j−1∏
s=2
(1− q/w2sw2s+1)(1− qw2s−1w2s)
j−1∏
s=2
H2s−1ǫ2s−1(w2s−1, w2s)H
2s(w2s, w2s+1)
× J2j−1ǫ2j−1 (w2j−1)
1
w3
H2(w2, w3). (6.54)
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The structure of (6.53) and (6.54) are the same except for their sizes and minor difference between
D(z, w1) and H
2(w2, w3). We note that D(z, w) and H
2(z, w) are invariant under w → w−1. Using
(6.32) and (6.37) we calculate the variables w3, w4, · · · , w2j−2 iteratively. Then we get the same relation
as (6.53) for j = 1, that we have already shown.
• The relation (6.46) for i = 2j + 1 (j ≥ 1) : From (6.40), we have LHS− RHS of (6.46) for i = 2j + 1
as follows.
LHS− RHS
= −q(q − q−1)j(z − z−1)(1 − rz)(1− r/z)ϕ[2](z)ϕ[2](z−1)
×
∑
ǫ1,···,ǫ2j−1=±
j∏
s=1
ǫ2s−1
2j∏
s=1
∮
C
dws
2π
√−1ws
2j∏
s=1
gs(ws)
j∏
s=1
cs(q
ǫ2s−1w2s−1)
cs(w2s)
×
∏j−1
s=1(1− q/w2sw2s+1)
∏j
s=1(1− qw2s−1w2s)
w1D(z, w1)
〈0|eGeQa2j eB+(qz; 12 )+B+(q/z; 12 )
×
j∏
s=1
H2s−1ǫ2s−1(w2s−1, w2s)
j−1∏
s=1
H2s(w2s, w2s+1)J
2j(w2j). (6.55)
We focus our attention to the following integral relating to the variables w1, w2, · · · , w2j−1 in (6.55).
∑
ǫ1,···,ǫ2j−1=±
j∏
s=1
ǫ2s−1
2j∏
s=1
∮
C
dws
2π
√−1ws
2j∏
s=1
gs(ws)
j∏
s=1
cs(q
ǫ2s−1w2s−1)
cs(w2s)
×
j−1∏
s=1
(1− q/w2sw2s+1)
j∏
s=1
(1 − qw2s−1w2s)
j∏
s=1
H2s−1ǫ2s−1(w2s−1, w2s)
j−1∏
s=1
H2s(w2s, w2s+1)
× J2j(w2j) 1
w1D(z, w1)
. (6.56)
First we study (6.56) for j = 1. We calculate the variable w1 using (6.32). Then we have the following
integral relating to w2. ∮
dw2
w2
g2(w2)
c2(w2)
J2(w2) = 0,
where we have used J2(w−12 ) = J
2(w2). Now we have shown (6.56) for j = 1.
Next we study (6.56) for j ≥ 2. We focus our attention to two variables w1, w2. Using relations (6.32)
and (6.37) in the same way as the above, we have the following integral relating to w3, w4, · · · , w2j .
∑
ǫ3,···,ǫ2j−1=±
j∏
s=2
ǫ2s−1
2j∏
s=3
∮
C
dws
2π
√−1ws
2j∏
s=3
gs(ws)
j∏
s=2
cs(q
ǫ2s−1w2s−1)
cs(w2s)
×
j−1∏
s=2
(1− q/w2sw2s+1)
j∏
s=2
(1 − qw2s−1w2s)
j∏
s=2
H2s−1ǫ2s−1(w2s−1, w2s)
j−1∏
s=2
H2s(w2s, w2s+1)
× J2j(w2j) 1
w3
H2(w2, w3). (6.57)
The structure of (6.56) and (6.57) are the same except for their sizes and minor difference betweenD(z, w1)
and H2(w2, w3). Using (6.32) and (6.37) we calculate the variables w3, w4, · · · , w2j−2 iteratively. Then
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we get the same relation as (6.56) for j = 1, that we have already shown.
• The relation (6.47) for i = 2j : From (6.39), we have LHS− RHS of (6.47) for i = 2j as follows.
LHS− RHS
= q(q − q−1)j−1(z − z−1)ϕ[2](z)ϕ[2](z−1)
×
∑
ǫ1,···,ǫ2j−1=±
j∏
s=1
ǫ2s−1q−ǫ2j−1
2j−1∏
s=1
∮
C
dws
2π
√−1ws
2j−1∏
s=1
gs(ws)
∏j
s=1 cs(q
ǫ2s−1w2s−1)∏j−1
s=1 cs(w2s)
× (1 − rw1/q)
∏j−1
s=1(1 − q/w2sw2s+1)(1 − qw2s−1w2s)
w1D(z, w1)
〈0|eGeQa2j−cj eB+(qz; 12 )+B+(q/z; 12 )
×
j−1∏
s=1
H2s−1ǫ2s−1(w2s−1, w2s)
j−1∏
s=1
H2s(w2s, w2s+1)J
2j−1
ǫ2j−1 (w2j−1). (6.58)
We focus our attention to the following part relating to the variables w1, w2, · · · , w2j−1 in (6.58).∑
ǫ1,···,ǫ2j−1=±
j∏
s=1
ǫ2s−1q−ǫ2j−1
2j−1∏
s=1
∮
C
dws
2π
√−1ws
2j−1∏
s=1
gs(ws)
∏j
s=1 cs(q
ǫ2s−1w2s−1)∏j−1
s=1 cs(w2s)
×
j−1∏
s=1
(1− q/w2sw2s+1)(1 − qw2s−1w2s)
j−1∏
s=1
H2s−1ǫ2s−1(w2s−1, w2s)
j−1∏
s=1
H2s(w2s, w2s+1)
× (1 − rw1/q)× J2j−1ǫ2j−1 (w2j−1)
1
w1D(z, w1)
. (6.59)
First we study (6.59) for M = 1 and j = 1, where g1(w) =
1
1−rw/q .∑
ǫ1=±
ǫ1q
−ǫ1
∮
dw1
w1
c1(q
ǫ1w1)
w1
(1− rw1/q)g1(w1)
D(z, w1)
J1ǫ1(w1) = 0.
We have shown (6.59) for M = 1 and j = 1.
Next we study (6.59) for M = 1 and j ≥ 2, where g1(w) = 11−rw/q . We focus our attention to the
variable w1. Using (6.32), we have∑
ǫ1=±
ǫ1
∮
dw1
w1
c1(q
ǫ1w1)
w1
g1(w1)(1− rw1/q)
D(z, w1)
(1− qw1w2)H1ǫ1(w1, w2)
=
∮
dw1
w1
q
(
qw1 +
1
qw1
)
(1− w21)
D(z, w1)
H1+(w1, w2).
We focus our attention to the variablew2. Using (6.37) we have (6.54) as the part relating to w3, w4, · · · , w2j .
Hence we have shown (6.59) for M = 1 and j ≥ 2.
Finally we study the case M ≥ 2 and j ≥ 2. Using (6.33), (6.37) we calculate w1, w2, · · · , wM−1
iteratively. Hence we have the following integrals relating to wM , wM+1, · · · , w2j−1. For M = odd, we
have ∑
ǫM ,···,ǫ2j−1=±
j∏
s=M+12
ǫ2s−1q−ǫ2j−1
2j−1∏
s=M
∮
C
dws
2π
√−1ws
2j−1∏
s=M
gs(ws)
∏j
s=M+12
cs(q
ǫ2s−1w2s−1)∏j−1
s=M+12
cs(w2s)
×
j−1∏
s=M+12
(1− q/w2sw2s+1)(1− qw2s−1w2s)
j−1∏
s=M+12
H2s−1ǫ2s−1(w2s−1, w2s)
j−1∏
s=M+12
H2s(w2s, w2s+1)
× (1− rwM/q)× J2j−1ǫ2j−1 (w2j−1)
HM−1(wM−1, wM )
wM
. (6.60)
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For M = even, we have
∑
ǫM+1,···,ǫ2j−1=±
j∏
s=M2 +1
ǫ2s−1q−ǫ2j−1
2j−1∏
s=M
∮
C
dws
2π
√−1ws
2j−1∏
s=M
gs(ws)
∏j
s=M2 +1
cs(q
ǫ2s−1w2s−1)∏j−1
s=M2
cs(w2s)
×
j−1∏
s=M2
(1− q/w2sw2s+1)
j−1∏
s=M2 +1
(1 − qw2s−1w2s)
j−1∏
s=M2 +1
H2s−1ǫ2s−1(w2s−1, w2s)
j−1∏
s=M2
H2s(w2s, w2s+1)
× (1− rwM )× J2j−1ǫ2j−1(w2j−1)
HM−1+ (wM−1, wM )
wM
. (6.61)
For M = odd, we have gM (w) =
1
(1−rw/q) . Hence (6.60) becomes the same as (6.54) except for its size.
Hence we have shown the case forM ≥ 2, j ≥ 2, andM = odd. ForM = even, we have gM (w) = (1−w
2)
(1−rw) .
Using (6.36) we calculate the variable wM . Hence (6.61) becomes the same as (6.54) except for its size.
Hence we have shown the case for M ≥ 2, j ≥ 2, and M = even.
• The relation (6.47) for i = 2j+1 : From (6.40), we have LHS−RHS of (6.47) for i = 2j+1 as follows.
LHS− RHS
= −q(q − q−1)j(z − z−1)ϕ[2](z)ϕ[2](z−1)
×
∑
ǫ1,···,ǫ2j−1=±
j∏
s=1
ǫ2s−1
2j∏
s=1
∮
C
dws
2π
√−1ws
2j∏
s=1
gs(ws)
j∏
s=1
cs(q
ǫ2s−1w2s−1)
cs(w2s)
(1− rw1/q)
×
∏j−1
s=1(1− q/w2sw2s+1)
∏j
s=1(1− qw2s−1w2s)
w1D(z, w1)
〈0|eGeQa2j eB+(qz; 12 )+B+(q/z; 12 )
×
j∏
s=1
H2s−1ǫ2s−1(w2s−1, w2s)
j−1∏
s=1
H2s(w2s, w2s+1)J
2j(w2j). (6.62)
We focus our attention to the following integral relating to the variables w1, w2, · · · , w2j−1 in (6.62).∑
ǫ1,···,ǫ2j−1=±
j∏
s=1
ǫ2s−1
2j∏
s=1
∮
C
dws
2π
√−1ws
2j∏
s=1
gs(ws)
j∏
s=1
cs(q
ǫ2s−1w2s−1)
cs(w2s)
×
j−1∏
s=1
(1− q/w2sw2s+1)
j∏
s=1
(1 − qw2s−1w2s)
j∏
s=1
H2s−1ǫ2s−1(w2s−1, w2s)
j−1∏
s=1
H2s(w2s, w2s+1)
× (1− rw1/q)× J2j(w2j) 1
w1D(z, w1)
. (6.63)
First we study (6.63) for M = 1 and j ≥ 1, where g1(w) = 1(1−rw/q) . We focus our attention to the
variable w1. Using (6.33) we have∑
ǫ1=±
ǫ1
∮
dw1
w1
c1(q
ǫ1w1)
w1
(1− qw1w2)
D(z, w1)
g1(w1)(1− rw1/q)H1ǫ1(w1, w2)
=
∮
dw1
w1
q
(
qw1 +
1
qw1
)
(1− w21)
D(z, w1)
H1+(w1, w2).
We focus our attention to the variable w2. Using (6.37) we have∮
dw2
w2
g2(w2)
c2(w2)
(1− q/w2w3)H2(w2, w3)H1+(w1, w2)
= − q
2w3
∮
dw2
w2
(1− w22)2
w2(1 + w22)
H2(w2, w3)H
1
+(w1, w2).
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Then we have (6.57) as the part relation to w3, w4, · · · , w2j−1. Hence we have shown (6.63) for M = 1
and j ≥ 1.
Next we study (6.63) for M ≥ 2 and j ≥ 1. Using (6.33) and (6.36) we have the following integrals
relating to the variables wM , wM+1, · · · , w2j . For M = odd, we have∑
ǫM ,···,ǫ2j−1=±
j∏
s=M+12
ǫ2s−1
2j∏
s=M
∮
C
dws
2π
√−1ws
2j∏
s=M
gs(ws)
j∏
s=M+22
cs(q
ǫ2s−1w2s−1)
cs(w2s)
×
j−1∏
s=M+12
(1 − q/w2sw2s+1)
j∏
s=M+12
(1 − qw2s−1w2s)
j∏
s=M+12
H2s−1ǫ2s−1(w2s−1, w2s)
j−1∏
s=M+22
H2s(w2s, w2s+1)
× (1 − rwM/q)× J2j(w2j)H
M−1(wM−1, wM )
wM
. (6.64)
For M = even, we have
∑
ǫM+1,···,ǫ2j−1=±
j∏
s=M2 +1
ǫ2s−1
2j∏
s=M
∮
C
dws
2π
√−1ws
2j∏
s=M
gs(ws)
∏j
s=M2 +1
cs(q
ǫ2s−1w2s−1)∏j
s=M2
cs(w2s)
×
j−1∏
s=M2
(1− q/w2sw2s+1)
j∏
s=M2 +1
(1 − qw2s−1w2s)
j∏
s=M2 +1
H2s−1ǫ2s−1(w2s−1, w2s)
j−1∏
s=M2
H2s(w2s, w2s+1)
× (1− rwM )× J2j(w2j)
HM−1+ (wM−1, wM )
wM
. (6.65)
For M = odd, we have gM (w) =
1
(1−rw/q) . Hence (6.64) becomes the same as (6.57) except for its size.
Hence we have shown (6.64) for M ≥ 2, j ≥ 1, and M = odd. For M = even, we have gM (w) = (1−w
2)
(1−rw) .
Using (6.36) we calculate the variable wM . Hence (6.65) becomes the same as (6.57) except for its size.
Hence we have shown (6.65) for M ≥ 2, j ≥ 1, and M = even. Q.E.D.
Proof of Proposition 6.10.
Proposition 6.10 is shown in the same way as Proposition 6.9.
• The relation (6.48) for j = 2i : From (6.39) the relation (6.48) is reduced to the following relation.
∑
ǫ1,···,ǫ2j−1=±
j∏
s=1
ǫ2s−1q−ǫ2j−1
2j−1∏
s=1
∮
C
dws
2π
√−1ws
2j−1∏
s=1
gs(ws)
∏j
s=1 cs(q
ǫ2s−1w2s−1)∏j−1
s=1 cs(w2s)
×
j−1∏
s=1
(1− q/w2sw2s+1)(1 − qw2s−1w2s)
j−1∏
s=1
H2s−1ǫ2s−1(w2s−1, w2s)
j−1∏
s=1
H2s(w2s, w2s+1)
× J2j−1ǫ2j−1 (w2j−1)
1
w1D(z, w1)
= 0. (6.66)
Using (6.32) and (6.37), the relation (6.66) is shown in the same way as Proposition 6.9.
• The relation (6.48) for j = 2i+ 1 : From (6.40) the relation (6.48) is reduced to the following relation.
∑
ǫ1,···,ǫ2j−1=±
j∏
s=1
ǫ2s−1
2j∏
s=1
∮
C
dws
2π
√−1ws
2j∏
s=1
gs(ws)
j∏
s=1
cs(q
ǫ2s−1w2s−1)
cs(w2s)
×
j−1∏
s=1
(1− q/w2sw2s+1)
j∏
s=1
(1 − qw2s−1w2s)
j∏
s=1
H2s−1ǫ2s−1(w2s−1, w2s)
j−1∏
s=1
H2s(w2s, w2s+1)
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× J2j(w2j) 1
w1D(z, w1)
= 0. (6.67)
Using (6.32) and (6.37), the relation (6.67) is shown in the same way as Proposition 6.9.
• The relation (6.49) for j = 2i : From (6.39) the relation (6.49) is reduced to the following relation.
∑
ǫ1,···,ǫ2j−1=±
j∏
s=1
ǫ2s−1q−ǫ2j−1
2j−1∏
s=1
∮
C
dws
2π
√−1ws
2j−1∏
s=1
gs(ws)
∏j
s=1 cs(q
ǫ2s−1w2s−1)∏j−1
s=1 cs(w2s)
×
j−1∏
s=1
(1− q/w2sw2s+1)(1 − qw2s−1w2s)
j−1∏
s=1
H2s−1ǫ2s−1(w2s−1, w2s)
j−1∏
s=1
H2s(w2s, w2s+1)
× (1 − w1/qr)× J2j−1ǫ2j−1 (w2j−1)
1
w1D(z, w1)
= 0. (6.68)
Using (6.32), (6.33), (6.36), (6.37), the relation (6.68) is shown in the same way as Proposition 6.9.
• The relation (6.49) for j = 2i+ 1 : From (6.40) the relation (6.49) is reduced to the following relation.
∑
ǫ1,···,ǫ2j−1=±
j∏
s=1
ǫ2s−1
2j∏
s=1
∮
C
dws
2π
√−1ws
2j∏
s=1
gs(ws)
j∏
s=1
cs(q
ǫ2s−1w2s−1)
cs(w2s)
×
j−1∏
s=1
(1− q/w2sw2s+1)
j∏
s=1
(1 − qw2s−1w2s)
j∏
s=1
H2s−1ǫ2s−1(w2s−1, w2s)
j−1∏
s=1
H2s(w2s, w2s+1)
× (1− w1/qr)× J2j(w2j) 1
w1D(z, w1)
= 0. (6.69)
Using (6.32), (6.33), (6.36), (6.37), the relation (6.69) is shown in the same way as Proposition 6.9.
• The relation (6.50) for j = 2i : From (6.39) the relation (6.50) is reduced to the following relation.
∑
ǫ1,···,ǫ2j−1=±
j∏
s=1
ǫ2s−1q−ǫ2j−1
2j−1∏
s=1
∮
C
dws
2π
√−1ws
2j−1∏
s=1
gs(ws)
∏j
s=1 cs(q
ǫ2s−1w2s−1)∏j−1
s=1 cs(w2s)
×
j−1∏
s=1
(1− q/w2sw2s+1)(1 − qw2s−1w2s)
j−1∏
s=1
H2s−1ǫ2s−1(w2s−1, w2s)
j−1∏
s=1
H2s(w2s, w2s+1)
× J2j−1ǫ2j−1 (w2j−1)
1
D(z, w1)
= 0. (6.70)
Using (6.32), (6.33), (6.34), (6.35), (6.36), (6.37), (6.38), the relation (6.70) is shown in the same way as
Proposition 6.9.
• The relation (6.50) for j = 2i+ 1 : From (6.40) the relation (6.50) is reduced to the following relation.
∑
ǫ1,···,ǫ2j−1=±
j∏
s=1
ǫ2s−1
2j∏
s=1
∮
C
dws
2π
√−1ws
2j∏
s=1
gs(ws)
j∏
s=1
cs(q
ǫ2s−1w2s−1)
cs(w2s)
×
j−1∏
s=1
(1− q/w2sw2s+1)
j∏
s=1
(1 − qw2s−1w2s)
j∏
s=1
H2s−1ǫ2s−1(w2s−1, w2s)
j−1∏
s=1
H2s(w2s, w2s+1)
× J2j(w2j) 1
D(z, w1)
= 0. (6.71)
Using (6.33), (6.33), (6.34), (6.35), (6.36), (6.37), (6.38), the relation (6.71) is shown in the same way as
Proposition 6.9. Q.E.D.
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7 Concluding remark
In the present paper, the Uq(ĝl(N |N))-analog of the half-infinite t-J model with a diagonal boundary is
considered by using the vertex operator approach. A bosonization of the boundary state B〈i| satisfying
B〈i|TB(z) = B〈i| is constructed by acting exponential of the bosonic operator G on the highest-weight
vector 〈Λi| in the integrable highest-weight module V ∗(Λi) :
B〈i| = 〈Λi|eG · Pr,
where Pr is the projection operator. In the present paper we focus our attention to V ∗(Λi) for i = 0 and
i = 2N − 1. The boundary states in V ∗(Λi) for i = 1, 2 can be constructed in the same way.
For more general integrable boundary conditions, bosonizations of the boundary states are open
problem. Here we study non-diagonal solutions of the boundary Yang-Baxter equation associated with
the quantum superalgebra Uq(ĝl(N |N)). Let us set V (+) = ⊕Nj=1Cv2j−1 and V (−) = ⊕Nj=1Cv2j . We have
V = V (+) ⊕ V (−). Let us study the boundary Yang-Baxter equation in V ⊗ V with the R-matrix (2.4).
K2(z2)R2,1(z1z2)K1(z1)R1,2(z1/z2) = R2,1(z1/z2)K1(z1)R1,2(z1z2)K2(z2).
Let us set K(z)vi =
∑2N
j=1 vjK
i
j(z). For a 6= b we have(
K2(z2)R2,1(z1z2)K1(z1)R1,2(z1/z2)
)b,b
a,a
= (−1)([va]+[vb])[va]Kba(z2)Rb,ab,a(z1z2)Kba(z1)Rb,bb,b(z1/z2),(
R2,1(z1/z2)K1(z1)R1,2(z1z2)K2(z2)
)b,b
a,a
= (−1)([va]+[vb])[va]Ra,aa,a(z1/z2)Kba(z1)Rb,ab,a(z1z2)Kba(z2).
Hence we have the following necessary and sufficient condition upon the assumption K
b
a(z) 6= 0.
(LHS)b,ba,a = (RHS)
b,b
a,a ⇐⇒ R
a,a
a,a(z) = R
b,b
b,b(z). (7.1)
Because R
a,a
a,a(z) 6= R
b,b
b,b(z) for a 6= b (mod.2), we have
a 6= b (mod.2) =⇒ Kba(z) = 0. (7.2)
Hence the boundary Yang-Baxter equation in V ⊗V associated with Uq(ĝl(N |N)) splits into two boundary
Yang-Baxter equation in V (±) ⊗ V (±) associated with Uq(ŝl(N)). Hence we get the following procedure
to construct non-diagonal solution of the boundary Yang-Baxter equation associated with Uq(ĝl(N |N)).
(i) First, we give a diagonal solution in End(V ) associated with Uq(ĝl(N |N)). (ii) Next, we extend it
to non-diagonal by using two boundary Yang-Baxter equation in V (±) ⊗ V (±) associated with Uq(ŝl(N)).
The same argument holds for Uq(ŝl(M |N)) (M 6= N).
We study the Uq(ĝl(N |N))-analog of the half-infinite t-J model with a non-diagonal boundary.
• Uq(ĝl(1|1)) : From the argument above, there isn’t non-diagonal solution of the boundary Yang-Baxter
equation. There exists diagonal solution only.
• Uq(ĝl(2|2)) : Let us set D(z) ∈ End(V ) be a diagonal solution. Let us set O(±)(z) in End(V (±)) be
two off-diagonal solutions associated with Uq(ŝl(2)). The following K(z) gives a non-diagonal solution
associated with Uq(ĝl(2|2)).
K(z) = D(z) +O(+)(z) +O(−)(z). (7.3)
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Here O(±)(z) ∈ End(V (±)) are understood as operators in End(V ). For triangular boundary condition,
we have progress on the boundary state associated with Uq(ŝl(2)) [15, 16, 17]. We would like to report
the boundary state of Uq(ĝl(2|2)) spin chain with a triangular boundary in another paper.
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A Quantum superalgebra Uq(ĝl(N |N))
In this Appendix we give the definition of the quantum superalgebra Uq(ĝl(N |N)) [12]. We introduce
the enlarged Cartan matrix A = (Ai,j)0≤i,j≤2N for ĝl(N |N) as follows. Let {αi|i = 0, 1, 2, · · · , 2N − 1} a
set of simple roots of the quantum superalgebra ŝl(N |N) given by
α0 = δ − ǫ1 + ǫ2N , αj = ǫj − ǫj+1 (j = 1, 2, · · · , 2N − 1), (A.1)
where we have set {ǫj}1≤j≤2N , δ satisfying (δ|δ) = 0, (δ|ej) = 0, and (ǫi|ǫj) = (−1)j+1δi,j . The enlarged
Cartan matrix (Ai,j)0≤i,j≤2N−1 for ŝl(N |N) is given by Ai,j = (αi|αj) (0 ≤ i, j ≤ 2N − 1). We extend
ŝl(N |N) by adding the element α2N =
∑2N
j=1 ǫj . The enlarged Cartan matrix A for ĝl(N |N) is given by
Ai,j = (αi|αj) (0 ≤ i, j ≤ 2N). For N = 1 we have
A = (A)0≤i,j≤2 =

0 0 −2
0 0 2
−2 2 0
 . (A.2)
For N = 2, 3, 4, · · ·, we have
A = (Ai,j)0≤i,j≤2N =

0 −1 0 · · · 0 1 −2
−1 0 1 0 · · · 0 2
0 1 0 −1 · · · · · · −2
· · · · · · · · · · · · · · · · · · · · ·
0 · · · · · · 1 0 −1 −2
1 0 · · · 0 −1 0 2
−2 2 −2 · · · −2 2 0

. (A.3)
Note that the Cartan matrix A¯ = (Ai,j)1≤i,j≤2N is invertible.
Definition A.1 The quantum superalgebra Uq(ĝl(N |N)) (N = 1, 2, 3, · · ·) is generated by the Cheval-
ley generators {ei, fi, hj, d|i = 0, 1, · · · , 2N − 1, j = 0, 1, 2, · · · , 2N}. The Z2-grading of the Chevalley
generators is [ei] = [fi] = 1 (i = 0, 1, 2, · · · , 2N − 1) and zero otherwise. The defining relations are
[hi, hj] = 0 (0 ≤ i, j ≤ 2N),
[hi, ej] = Ai,jej, [d, ej ] = δj,0ej (0 ≤ i ≤ 2N, 0 ≤ j ≤ 2N − 1),
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[hi, fj] = −Ai,jfj , [d, fj ] = −δj,0fj (0 ≤ i ≤ 2N, 0 ≤ j ≤ 2N − 1),
[ei, fj] = δi,j
qhi − q−hi
q − q−1 (1 ≤ i, j ≤ 2N − 1),
[ei, ej] = [fi, fj ] = 0 for Ai,j = 0,
[[e0, e1]q−1 , [e0, e2N−1]q] = 0,
[[ej , ej−1]q(−1)j , [ej, ej+1]q(−1)j+1 ] = 0 (1 ≤ j ≤ 2N − 2),
[[e2N−1, e2N−2]q−1 , [e2N−1, e0]q] = 0,
[[f0, f1]q−1 , [f0, f2N−1]q] = 0,
[[fj , fj−1]q(−1)j , [fj, fj+1]q(−1)j+1 ] = 0 (1 ≤ j ≤ 2N − 2),
[[f2N−1, f2N−2]q−1 , [f2N−1, f0]q] = 0. (A.4)
Here and throughout this paper, we use
[a, b]x = ab− (−1)[a][b]xba. (A.5)
The multiplication rule on the tensor products is Z2-graded.
(a⊗ b)(a′ ⊗ b′) = (−1)[b][a′](aa′ ⊗ bb′). (A.6)
The quantum superalgebra Uq(ĝl(N |N)) has the Z2-graded Hopf algebra structure with the following co-
product ∆, counit ǫ, and antipode S.
∆(hi) = hi ⊗ 1 + 1⊗ hi,
∆(ej) = ej ⊗ 1 + qhj ⊗ ej, ∆(fj) = fj ⊗ q−hj + 1⊗ fj ,
ǫ(ej) = ǫ(fj) = ǫ(hi) = 0,
S(ei) = −q−hiei, S(fj) = −fjqhj , S(hi) = −hi. (A.7)
where i = 0, 1, 2, · · · , 2N and j = 0, 1, 2, · · · , 2N − 1. The coproduct ∆ satisfies algebra automor-
phism ∆(ab) = ∆(a)∆(b) and the antipode satisfies Z2-graded algebra anti-automorphism S(ab) =
(−1)[a][b]S(b)S(a).
We denote by H = ⊕2Nj=0Chj ⊕Cd the extended Cartan subalgebra. Let {Λ0,Λ1, · · · ,Λ2N , δ} be the
dual basis with Λi being fundamental weight. Explicitly
(Λi|hj) = δi,j , (Λi|δ) = 0, (d|hj) = 0, (δ|d) = 1 (0 ≤ i, j ≤ 2N). (A.8)
The quantum superalgebra Uq(ĝl(N |N)) has another realization that we call the Drinfeld realization.
Theorem A.2 The quantum superalgebra Uq(ĝl(N |N)) (N = 1, 2, 3, · · ·) is generated by the Drinfeld
generators {X±,im , Hjm, c, d|m ∈ Z, i = 1, 2, · · · , 2N − 1, j = 1, 2, · · · , 2N}. The Z2-grading of the Drinfeld
generators is [X±,im ] = 1 (i = 1, 2, · · · , 2N − 1) and zero otherwise. The defining relations are
[c, a] = [d,Hj0 ] = [H
i
0, H
j
n] = 0 (a ∈ Uq(ĝl(N |N)), 1 ≤ i, j ≤ 2N,n ∈ Z),
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[Him, H
j
n] = δm+n,0
[Ai,jm]q[cm]q
m
(m,n ∈ Z6=0, 1 ≤ i, j ≤ 2N),
[Hi0, X
±
j (z)] = ±Ai,jX±j (z) (1 ≤ i ≤ 2N, 1 ≤ j ≤ 2N − 1),
[Him, X
±
j (z)] = ±
[Ai,jm]q
m
q∓c|m|zmX±j (z) (1 ≤ i ≤ 2N, 1 ≤ j ≤ 2N − 1,m ∈ Z6=0),
[X+i (z1), X
−
j (z2)]
=
δi,j
(q − q−1)z1z2
(
δ(q−cz1/z2)ψ+i (q
c
2 z2)− δ(qcz1/z2)ψ−i (q−
c
2 z2)
)
(1 ≤ i, j ≤ 2N − 1),
[X±i (z1), X
±
j (z2)] = 0 (Ai,j = 0),
(z1 − q±Ai,j z2)X±i (z1)X±j (z2) = (q±Aj,iz1 − z2)X±j (z2)X±i (z1) (Ai,j 6= 0),[
[X±j (z1), X
±
j−1(z2)]q(−1)j , [X
±
j (z3), X
±
j+1(z4)]q(−1)j+1
]
+
[
[X±j (z3), X
±
j−1(z2)]q(−1)j , [X
±
j (z1), X
±
j+1(z4)]q(−1)j+1
]
= 0 (2 ≤ j ≤ 2N − 2). (A.9)
Here we have used the generating functions
X±j (z) =
∑
m∈Z
X±,jm z
−m−1 (1 ≤ j ≤ 2N − 1),
ψ±j (z) = q
±Hj0 exp
(
±(q − q−1)
∞∑
m=1
Hjmz
∓m
)
(1 ≤ j ≤ 2N − 1). (A.10)
The Chevalley generators are related to the Drinfeld generators as follows.
h0 = c−
2N−1∑
j=1
Hj0 , hi = H
i
0, ej = X
+,j
0 , fj = X
−,j
0 (1 ≤ i ≤ 2N, 1 ≤ j ≤ 2N − 1),
e0 = [X
−,2N−1
0 , [X
−,2N−2
0 , · · · , [X−,30 , [X−,20 , X−,11 ]q]q−1 · · ·]q]q−1qh0−c,
f0 = (−1)Nqc−h0 [[· · · [[X+,1−1 , X+,20 ]q−1 , X+,30 ]q, · · · , X+,2N−20 ]q−1 , X+,2N−10 ]q. (A.11)
B Boundary state in V (Λ2N−1)
In this Appendix we give a bosonization of the boundary state in the integrable highest-weight module
V (Λ2N−1). Let L > 0,M,R ≥ 0 (L + M + R = 2N). The boundary K-matrix K(z) is given by
K(z) = ϕ(z)ϕ(z−1)K(z). Here the matrix K(z) is given by
K(z) = diag
1, · · · , 1︸ ︷︷ ︸
L
,
1− r/z
1− rz , · · · ,
1− r/z
1− rz︸ ︷︷ ︸
M
, z−2, · · · , z−2︸ ︷︷ ︸
R
 . (B.1)
Here the function ϕ(z) is given by
ϕ(z) =

ϕ[1](z) (L > 0,M = R = 0)
ϕ[2](z) (L,M > 0, R = 0)
ϕ[3](z) (L,M,R > 0)
, (B.2)
where we have set
ϕ[1](z) = (1− qz2) 1−N2N (1 + z2) 1−2N2N , (B.3)
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ϕ[2](z) = ϕ[1](z)×
 (1− rz/q)
1−2N
2N (L = odd)
1 (L = even)
, (B.4)
ϕ[3](z) = ϕ[2](z)×

(1− qz/r) 1−2N2N (L = odd,M = even)
(1− z/rq) 1−2N2N (L = even,M = odd)
1 (otherwise)
. (B.5)
Theorem B.1 The boundary state B〈2N − 1| ∈ V ∗(Λ2N−1) is realized as follows.
B〈2N − 1| = 〈Λ2N−1|eG · Pr, (B.6)
where the highest-weight vector 〈Λ2N−1| is given in (5.6). Here the projection operator Pr is given by
Pr =
N−1∏
j=1
ηj0
N−1∏
j=1
ξj0 · ξN0 ηN0 . Here the bosonic operator G is given in (5.9), where δjm and βim are given
as follows.
δjm =

q−m
[m]q
(1− 2(−1)m2 )θm (1 ≤ j ≤ N − 1)
q−m
[m]q
θm (j = N)
, (B.7)
βjm =

β
[1],j
m (L > 0,M = R = 0)
β
[2],j
m (L,M > 0, R = 0)
β
[3],j
m (L,M,R > 0)
(i = 1, 2, · · · , 2N), (B.8)
where we have set
β[1],2s−1m =
2(1− s)
[m]q
q−
3
2mθm (1 ≤ s ≤ N), (B.9)
β[1],2sm =
2(1− s)
[m]q
q−
3
2mθm −
 0 (1 ≤ s ≤ N − 1)2(−1)m2
[m]q
q−
3
2mθm (s = N)
, (B.10)
β[2],im = β
[1],i
m +

0 (1 ≤ j ≤M)
rmq−
5
2m
[m]q
(M < i ≤ 2N,M = odd)
rmq−
3
2m
[m]q
(M < i ≤ 2N,M = even)
, (B.11)
β[3],im = β
[2],i
m +

0 (1 ≤ i ≤ L+M)
r−mq
1
2m
[m]q
(L+M < i ≤ 2N,L = odd,M = odd)
r−mq−
1
2m
[m]q
(L +M < i ≤ 2N,L = odd,M = even)
r−mq−
5
2m
[m]q
(L +M < i ≤ 2N,L = even,M = odd)
r−mq−
3
2m
[m]q
(L+M < i ≤ 2N,L = even,M = even)
. (B.12)
Proposition B.2 We have
cj(w) =
 1 + w2 (1 ≤ j ≤ N − 1)1 (j = N) , f1(z) =

ϕ[1](z) (L > 0,M = R = 0)
ϕ[2](z) (L,M > 0, R = 0)
ϕ[3](z) (L,M,R > 0)
, (B.13)
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and
gi(w) =

g
[1]
i (w) (L > 0,M = R = 0)
g
[2]
i (w) (L,M > 0, R = 0)
g
[3]
i (w) (L,M,R > 0)
(i = 1, 2, · · · , 2N − 1), (B.14)
where we have set
g
[1]
i (w) =

1 (i = odd, 1 ≤ i ≤ 2N − 3)
(1 − w2) (i = even, 1 ≤ i ≤ 2N − 2)
(1 + w2) (i = 2N − 1)
, (B.15)
g
[2]
i (w) = g
[1]
i (w) ×

1
(1−rw/q) (i = L,L = odd)
1
(1−rw) (i = L,L = even)
1 (otherwise)
, (B.16)
g
[3]
i (w) = g
[2]
i (w) ×

1
(1−q2w/r) (i = L+M,L = odd,M = odd)
1
(1−qw/r) (i = L+M,L = odd,M = even)
1
(1−w/rq) (i = L+M,L = even,M = odd)
1
(1−w/r) (i = L+M,L = even,M = even)
1 (otherwise)
. (B.17)
C Normal ordering
In this Appendix we summarize the normal orderings.
φ∗1(z)X
−,1
ǫ (qw) = : φ
∗
1(z)X
−,1
ǫ (qw) :
−1
qz(1− qw/z) ,
X−,1ǫ (qw)Φ
∗
1(z) = : X
−,1
ǫ (qw)Φ
∗
1(z) :
1
qw(1 − qz/w) ,
X−,2j−1ǫ (qw1)X
−,2j(qw2) = : X−,2j−1ǫ (qw1)X
−,2j(qw2) : q−ǫ
(1 − qw2/w1)
(1 − w2/qǫw1) (1 ≤ j ≤ N − 1),
X−,2j(qw2)X−,2j−1ǫ (qw1) = − : X−,2j(qw2)X−,2j−1ǫ (qw1) :
(1 − qw1/w2)
(1 − qǫw1/w2) (1 ≤ j ≤ N − 1),
X−,2j(qw1)X−,2j+1ǫ (qw2) = : X
−,2j(qw1)X−,2j+1ǫ (qw2) :
1
qw1(1− qw2/w1) (1 ≤ j ≤ N − 1),
X−,2j+1ǫ (qw2)X
−,2j(qw1) = : X−,2j+1ǫ (qw2)X
−,2j(qw1) :
1
qw2(1− qw1/w2) (1 ≤ j ≤ N − 1),
X−,2j−1(qw1)X−,2j+1(qw2) = : X−,2j−1(qw1)X−,2j+1(qw2) : (1 ≤ j ≤ N − 1),
X−,2j+1(qw2)X−,2j−1(qw1) = − : X−,2j+1(qw2)X−,2j−1(qw1) : (1 ≤ j ≤ N − 1). (C.1)
eB+(z;
1
2 )e−H
1
−
(w; 12 ) =
1
(1 − qw/z) : e
−H1
−
(w; 12 )eB+(z;
1
2 ) :,
e−H
2j−1
+
(w1;
1
2 )e−H
2j
−
(w2;
1
2 ) = (1 − qw2/w1) : e−H
2j
−
(w2;
1
2 )e−H
2j−1
+
(w1;
1
2 ) : (1 ≤ j ≤ N − 1),
e−H
2j
+
(w1;
1
2 )e−H
2j+1
−
(w2;
1
2 ) =
1
(1 − qw2/w1) : e
−H2j+1
−
(w2;
1
2 )e−H
2j
+
(w1;
1
2 ) : (1 ≤ j ≤ N − 1),
e−c
j
+(q
1−ǫ/w1)ec
j
−
(qw2) =
1
(1 − qǫw1w2) : e
cj
−
(qw2)e−c
j
+(q
1−ǫ/w1) : (1 ≤ j ≤ N). (C.2)
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