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The main goal of this cumulative thesis is the derivation of surface emissivity data from radiance measure-
ments of Venus. Information on surface emissivity in the infrared can contribute to the currently quite limited
knowledge of the planet’s geology, because it is diagnostic of the chemical composition, texture, and grain size
of the surfacematerial. Spectrally resolved images of nightside emissions in the spectral range 1.0–5.1 µmwere
recently acquired by the InfraRed Mapping channel of the Visible and InfraRed Thermal Imaging Spectrom-
eter (VIRTIS-M-IR) aboard ESA’s Venus EXpress (VEX). Surface and deep atmospheric thermal emissions
in this spectral range are strongly obscured by the extremely opaque atmosphere, but three narrow spectral
windows at 1.02, 1.10, and 1.18 µm allow the sounding of the surface. Some other windows between 1.3 and
2.6 µm provide information on atmospheric parameters that are required to interpret the surface signals. A nu-
merical radiative transfer model can be used to simulate the observable radiation as a function of atmospheric,
surface, and instrumental parameters. A retrieval algorithm is then needed to iteratively determine the state
vector comprising the wanted parameters from a measured spectrum.
Following the first part of the present work, the introduction, the second part provides important prereq-
uisites to a self-contained understanding of the thesis. It starts with an introduction to the VIRTIS-M-IR
instrument. Then, it characterizes the implementation of the utilized radiative transfer model. This is a line-
by-line model taking into account thermal emissions by surface and atmosphere as well as absorption and
multiple scattering by gases and clouds, and it pays particular attention to the extreme environment close to
Venus’ surface (735K, 92 bar). Moreover, the retrieval of state vectors from single spectra is discussed.
In the third part of this thesis, the VIRTIS-M-IR measurements are preprocessed to obtain an optimal data
basis for the subsequent steps. For this purpose, a detailed detector responsivity analysis is performed to cor-
rect internal and external data inconsistencies. Other preprocessing steps include the removal of straylight, a
customization of the geometry data, and the data binning, all with respect to the intended surface and deep
atmosphere parameter retrieval (doi:10.1016/j.asr.2012.03.029).
The fourth part is dedicated to the development of the new multi-spectrum retrieval algorithm MSR. The
VIRTIS-M-IR measurements have a relatively low spectral information content, and different state vectors can
parameterize a measured spectrum equally well. A usual measure to regularize the retrieval is to take into ac-
count a priorimean values and standard deviations of the parameters to be retrieved, which decreases the prob-
ability to obtain unlikely parameter values. It proves necessary to additionally consider spatial and temporal
a priori correlations between retrieval parameters describing different measurements. This approach necessi-
tates a multi-spectrum retrieval, which is here implemented in the form of MSR. Moreover, MSR allows the
retrieval of parameters that are common to several measurements. Taking these inter-measurement relations
into account decreases the probability to retrieve unlikely spatial-temporal state vector distributions. Neglect-
ing geologic activity, MSR can be applied to retrieve an emissivity map as a parameter vector that is common
to several spectrally resolved images that cover the same surface target (doi:10.1016/j.jqsrt.2013.07.025).
Even applying MSR, it is difficult to obtain reliable emissivity maps in absolute values. In part five of the
thesis, a detailed retrieval error analysis based on synthetic spectra reveals that this is mainly due to interfer-
ences from parameters that have to be set to assumed values to enable the radiative transfer simulations, but that
cannot be derived from the spectra themselves. It is proposed to retrieve an emissivity map relative to a fixed
emissivity with MSR to overcome this problem. This approach is predicted to effectively avoid the large emis-
sivity retrieval errors that are due to imperfect or unconsidered parameters (doi:10.1016/j.pss.2015.01.014).
In part six of the thesis, the concept of the retrieval relative to a fixed emissivity (0.5) using MSR is further
developed. Relative emissivity maps at 1.02, 1.10, and 1.18 µm are finally derived from many VIRTIS-M-IR
measurements that cover a surface target at Themis Regio. They are interpreted as spatial variations relative
to an assumed emissivity mean of the target. It is verified that the maps are largely independent of the choice
of many interfering parameters as well as the utilized measurement data set. The double standard deviation
errors of the determined maps amount to 3%, 8%, and 4% for the three surface windows and are largely com-
patible to error estimates predicted in the previous part. These are the very first Venus IR emissivity map
results from a consistent application of a full radiative transfer simulation and a retrieval algorithm respect-
ing a priori information. The determined maps are sufficiently reliable for future geologic interpretations




Das Hauptziel dieser publikationsbasierten Dissertation ist die Ableitung von Oberflächenemissivitäts-Daten
aus Radianzmessungen der Venus. Informationen über die Oberflächenemissivität im infraroten Spektralbe-
reich können zur Erweiterung des noch sehr begrenzten Wissens über die Geologie des Planeten beitragen.
Sie können dazu dienen, die chemische Zusammensetzung, Textur und Korngröße des Oberflächenmaterials
zu bestimmen. Spektral aufgelöste Bilder von nachtseitigen Emissionen im Spektralbereich 1.0–5.1 µm wur-
den kürzlich durch den Infrarot-Kartierungskanal des abbildenden Spektrometers im sichtbaren und infraroten
Bereich (VIRTIS-M-IR) an Bord der ESA-Sonde Venus Express (VEX) gewonnen. Die thermischen Emis-
sionen der Oberfläche sowie der tiefen Atmosphäre werden in diesem Spektralbereich stark durch die extrem
licht-undurchlässige Atmosphäre verschleiert, aber drei schmale spektrale Fenster bei 1.02, 1.10 und 1.18 µm
ermöglichen die Sondierung der Oberfläche. Einige andere Fenster zwischen 1.3 und 2.6 µm liefern Informa-
tionen über atmosphärische Parameter, die benötigt werden, um die Oberflächensignale zu interpretieren. Ein
numerisches Strahlungstransportmodell kann verwendet werden, um die beobachtbare Strahlung als Funktion
von Atmosphären-, Oberflächen, und Instrumentenparametern zu simulieren. Weiterhin wird ein Retrievalal-
gorithmus benötigt, der den Zustandsvektor, welcher die gesuchten Parameter beinhaltet, aus einem gemesse-
nen Spektrum iterativ bestimmt.
Nach der Einleitung, dem ersten Teil der vorliegenden Arbeit, werden im zweiten Teil wichtige Grundlagen
bereitgestellt, die ein in sich geschlossenes Verständnis der Dissertationsschrift ermöglichen. Zuerst wird das
Instrument VIRTIS-M-IR vorgestellt. Als nächstes wird die Implementierung des benutzten Strahlungstrans-
portmodells beschrieben. Dieses ist ein Linie-für-Linie-Modell und berücksichtigt sowohl thermische Emis-
sionen der Oberfläche und Atmosphäre, als auch Absorption und Mehrfachstreuung durch Gase und Wolken.
Es trägt insbesondere den extremen Umweltbedingungen nahe der Venusoberfläche (735K, 92 bar) Rechnung.
Weiterhin wird die Bestimmung von Zustandsvektoren aus einzelnen Spektren besprochen.
Im dritten Teil dieser Dissertation werden die VIRTIS-M-IR-Messungen vorverarbeitet, um eine opti-
male Datenbasis für die nachfolgenden Schritte zu erhalten. Dazu wird eine detaillierte Analyse des De-
tektoransprechvermögens durchgeführt, um interne und externe Dateninkonsistenzen zu korrigieren. Wei-
tere Schritte der Datenvorverarbeitung beinhalten das Entfernen des Streulichts, eine Anpassung der Geome-
triedaten und das Daten-Binning. Alle Schritte sind auf die beabsichtigte Ableitung von Parametern der Ober-
fläche und der tiefen Atmosphäre abgestimmt (doi:10.1016/j.asr.2012.03.029).
Der vierte Teil der Arbeit ist der Entwicklung der neuen Multispektrumretrieval-Methode MSR gewid-
met. Die VIRTIS-M-IR-Messungen haben einen vergleichsweise geringen spektralen Informationsgehalt, und
verschiedene Zustandsvektoren können ein- und dasselbe gemessene Spektrum gleich gut parametrisieren.
Eine übliche Maßnahme, das Retrieval zu regularisieren, ist die Berücksichtigung von a priori-Mittelwerten
und -Standardabweichungen der zu bestimmenden Parameter. Dadurch wird die Wahrscheinlichkeit ver-
ringert, unrealistische Parameterwerte zu erhalten. Es erweist sich als notwendig, zusätzlich räumliche und
zeitliche a priori-Korrelationen zwischen Retrievalparametern, die verschiedene Messungen beschreiben,
einzubeziehen. Diese Herangehensweise erfordert ein Multispektrumretrieval, welches hier durch MSR im-
plementiert wird. Zusätzlich erlaubtMSR die Bestimmung von Parametern, die mehrerenMessungen gemein-
sam sind. Die Berücksichtigung solcher Relationen, die mehrere Messungen in Beziehung zueinander setzen,
verringert die Wahrscheinlichkeit, unrealistische räumlich-zeitliche Zustandsvektor-Verteilungen zu erhalten.
Vernachlässigt man geologische Aktivität, so kann man mit Hilfe von MSR eine Emissivitätskarte in Form
eines Parametervektors bestimmen, der verschiedenen spektral aufgelösten Bildern gemeinsam ist, die densel-
ben Oberflächenbereich überdecken (doi:10.1016/j.jqsrt.2013.07.025).
Selbst bei Anwendung von MSR ist es schwierig, verlässliche Karten für die Absolutwerte der Emissi-
vität zu erhalten. Im fünften Teil der Dissertation zeigt eine detaillierte Retrieval-Fehleranalyse, die auf
synthetischen Spektren beruht, dass dies hauptsächlich an Interferenzen von Parametern liegt, die nicht
aus den Spektren selbst hergeleitet werden können. Um dennoch die Strahlungstransportsimulationen zu
ermöglichen, müssen sie auf angenommene Werte gesetzt werden. Als Lösung dieses Problems wird
vorgeschlagen, mit MSR eine Emissivitätskarte relativ zu einer festen Emissivität zu bestimmen. Es wird
prognostiziert, dass durch diese Herangehensweise die großen Fehler bei der Emissivitätsbestimmung, die
durch unvollkommene oder unberücksichtigte Parameter verursacht werden, effizient vermieden werden
(doi:10.1016/j.pss.2015.01.014).
vIm sechsten Teil der Dissertation wird das Konzept weiterentwickelt, Karten relativ zu einer festen Emis-
sivität (0.5) mit Hilfe von MSR abzuleiten. Aus vielen VIRTIS-M-IR-Messungen, die einen Oberflächenbe-
reich in der Themis Regio überdecken, werden damit schließlich relative Emissivitätskarten bei 1.02, 1.10,
und 1.18 µm bestimmt. Sie werden als räumliche Variationen relativ zu einer angenommenen mittleren Emis-
sivität des Oberflächenbereichs interpretiert. Es wird nachgewiesen, dass die Karten von der Wahl vieler
interferierender Parameter sowie der Auswahl der zugrunde liegenden Messungen weitgehend unabhängig
sind. Die Fehler der ermittelten Karten (doppelte Standardabweichung) betragen für die drei Oberflächen-
fenster 3%, 8% und 4% und sind weitgehend mit den Fehlerabschätzungen des vorhergehenden Kapitels ver-
einbar. Dieses sind die ersten Ergebnisse bezüglich Emissivitätskarten der Venus im Infrarotbereich, die auf
einer konsistenten Anwendung einer umfassenden Strahlungstransportsimulation und eines Retrievalalgorith-
mus, der a priori Informationen berücksichtigt, basieren. Die ermittelten Karten sind hinreichend zuverlässig
für zukünftige geologische Interpretationen (doi:10.1016/j.icarus.2015.10.014). Die Dissertation schließt mit
dem siebenten Teil, in dem eine Diskussion, Zusammenfassung und ein Ausblick dargelegt werden.
Contributions to accumulated manuscripts
The candidate’s contributions to the four accumulated manuscripts included in the present thesis are clarified
here.
The general topic of the present thesis, the determination of Venus surface information from VIRTIS-M-IR
measurements, was defined by Dr. habil. Gabriele Arnold. She was the subject-specific supervisor of this
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The candidate’s own implementation of a radiative transfer simulation model (excluding the radiative trans-
fer equation solver subroutines DISORT / LIDORT) was written from scratch for the present thesis in order to
better learn the details of radiative transfer, to be able to independently develop required modifications to the
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retrieval. The radiative transfer model was implemented in close cooperation with Rainer Haus. Algorithms
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the wider public. The candidate conceptualized the algorithms for the calibration refinements and the prepro-
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Rainer Haus worked through the different versions of the manuscript and suggested possible improvements.
Chapter V: Error analysis for retrieval of Venus’ IR surface emissivity from VIRTIS/VEX
measurements
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Chapter VI:Multi-spectrum retrieval of Venus IR surface emissivity maps from VIRTIS/VEX
nightside measurements at Themis Regio
David Kappel, Gabriele Arnold, Rainer Haus
Icarus, 265:42–62, 2016, doi:10.1016/j.icarus.2015.10.014.
The choice of the surface target, based on its geologic relevance, and the preliminary geologic interpretation
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Venus is often called the ’sister planet’ of Earth. It is the closest planet to Earth, and it is in many respects
the most Earth-like planet in the solar system. Both planets are mainly composed of silicate rock and metal,
have a solid surface, and possess a significant atmosphere. A comparison of some of the most apparent key
data (Williams, 2013) shows that the two planets have similar equatorial radii (Venus: 6051.8 km vs. Earth:
6378.1 km) and masses (4.87·1024 vs. 5.97·1024 kg) and, therefore, mean densities (5.24 vs. 5.51 g/cm3) and
equatorial surface gravities (surface accelerations not including rotational effects, 8.87 vs. 9.80m/s2). On
the other hand, the distances from Sun (semimajor axis 108.2·106 vs. 149.6·106 km) and the sidereal rotation
periods (5832.5 h retrograde vs. 23.9 h prograde) are quite different.
However, Mars is currently much better studied than Earth’s sister planet. One reason is that Venus’ atmo-
sphere at its surface is so dense, hot, and hostile to any scientific equipment that exploration is very difficult
to perform. The surface temperature corresponds to about 735K (462 °C), and the atmospheric pressure at
the surface amounts to about 9.2MPa (92 bar) according to the Venus International Reference Atmosphere
VIRA (Seiff et al., 1985) and referred to an elevation1 of 0 km. On Earth, this corresponds to a water pressure
at almost 1 km below sea level and translates via the Ideal Gas Law to a Venusian atmospheric density at the
surface of about 6.5% of the density of water. Venus’ atmosphere mainly consists of CO2 (96.5% by weight),
N2 (3.5%), and a number of trace gases. Moreover, thick sulfuric acid clouds shroud the deeper atmospheric
levels and the surface from an extra-planetary observer in the visible range of the electromagnetic spectrum.
Nevertheless, Venus is a very interesting object of research. It is the most obvious candidate for com-
parative studies of geologic and atmospheric properties of Earth-like planets and their evolution, and there
are many open questions and exciting mysteries. For instance, a runaway greenhouse effect can be observed
with all its implications. Moreover, the atmosphere near the cloud top rotates much faster around the planet
(≈4 Earth-days) than the planet itself (≈243 Earth-days), which is called ’atmospheric super-rotation’ and is
yet to be understood (Lebonnois et al., 2010b). A still unknown constituent in the upper cloud region leads to
distinct absorption features in the ultraviolet spectral range (’unknown UV absorber’, Markiewicz et al., 2014).
Furthermore, although Venus’ bulk data are very similar to Earth’s, the internal processes seem to be very dif-
ferent. For example, there seems to be no significant intrinsic magnetic field (Russell et al., 1980). Moreover,
plate tectonics seems to be absent, but almost the entire surface underwent a catastrophic event, which led to
an almost complete surface re-formation in the order of half a billion years ago (’global re-surfacing event’,
Basilevsky et al., 1997). There are signs of ongoing volcanism (Smrekar et al., 2010), and it is conceivable
that Venus had oceans once (Donahue et al., 1982). Improved insights into such phenomena can even yield
a better understanding of Earth and can contribute to explain, whether or why Earth is a special terrestrial
planet, or how likely it could be to discover a truly Earth-like extrasolar planet.
This work intends to smooth the way that can lead to answers to those questions. Venus’ surface com-
position and texture are not well known. A rudimentary categorization of them could greatly help to better
understand the planet’s geology and its evolution and thus even the global re-surfacing event. It has been
speculated that some of the original surface survived the re-surfacing (Basilevsky et al., 1997). Identification
of such areas is therefore pivotal to the target selection for future lander missions to Venus, because in situ
measurements at these sites offer the opportunity to find out, what Venus was like before this unique event.
1For Venus, surface elevations and altitudes within the atmosphere always refer to the planetary mean radius of 6051.8 km.
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I.1 Surface emissivity in the infrared
This section motivates the importance of surface emissivity data in the infrared.
There are different approaches to obtain information about composition, texture, and grain size of Venus’
surface material. The most direct method is to acquire in situ measurements. But this is difficult in view of
the extreme environmental conditions on Venus. The first attempts to land probes on the surface failed, be-
cause these harsh conditions could not be anticipated, and the probes succumbed to the atmospheric pressure
and temperature (e.g.Venera 4–6, Williams, 2015). Later missions (Venera 8–10, 13, 14, and Vega 1 and 2)
succeeded to measure the surface composition at seven different landing sites, and the respective elemental
compositions were interpreted to correspond to surface materials like granite, rhyolite, alkali basalt, tholeiitic
basalt, olivine, and others (see overview by Abdrakhimov and Basilevsky, 2002).
However, in situ measurements can only provide quite localized information. To obtain a more global pic-
ture, Venus’ surface has to be explored by remote sensing techniques. These are indirect methods that do
not rely on a physical contact between target and measuring instrument. Rather, they require an intermediate
information carrier that has to be able to traverse the medium between target and measuring instrument. One
widely used example is remote sensing by sound waves traveling in gaseous, liquid, or solid media. In case
of Venus, most remote sensing so far was based on electromagnetic waves as information carrier with the
measuring instrument located in space or on Earth.
But this method faces the difficulty that Venus’ atmosphere is extremely opaque over wide ranges of the
electromagnetic spectrum. The radar instrument aboard the Magellan spacecraft relied on microwave radia-
tion (wavelength 12.6 cm, Pettengill et al., 1991) to penetrate the atmospheric gases and clouds. The surface
was observed by both passive and active remote sensing. In passive mode, the instrument recorded radiation
that was emitted by the target, whereas in active mode, the radiation was first emitted from the instrument,
and the radiation reflected at the target was measured. The Magellan mission provided nearly-global high res-
olution maps of surface topography and slope as well as of microwave emissivity and reflectivity (Pettengill
et al., 1991; Ford and Pettengill, 1992; Rappaport et al., 1999) and the gravity field (Konopliv et al., 1999).
These data revealed a strongly increased microwave reflectivity and decreased emissivity, respectively, of sur-
face areas primarily located at high elevations (above 4–5 km) and point to a different surface texture there
(Pettengill et al., 1992). It is unclear, whether this effect is also connected to a corresponding variation of the
surface composition.
Unfortunately, microwave data alone do not suffice to constrain the surface composition, and measurements
at other spectral ranges that are more diagnostic in this respect are needed in addition. Chemical composition,
texture, and grain size of the surface material can affect the surface emissivity in the infrared (IR) range (see
overview by Haus and Arnold, 2010). One way to improve the knowledge about surface properties is to study
spatial maps of the IR surface emissivity, therefore. The wavelength at which the surface emissivity is deter-
mined is also a rough measure for the spatial scale (e.g. of penetration depth into soil) on which the measured
radiation is most sensitive to surface properties. For instance, surface roughness variations observed in the
infrared at 1 µm or by Magellan’s radar instrument have a very different meaning and refer to scales in the
order of 1 µm and 12.6 cm, respectively.
In contrast to the ultraviolet and visible ranges, where Venus’ atmosphere is quite opaque, the infrared range
exhibits a few narrow spectral transparency windows on Venus’ nightside that probe the deep atmosphere (i.e.
the atmosphere below the cloud deck,≤48 km) and even the surface, compare Fig. II.1 (p. 26). Their existence
was revealed by ground based observations (i.e. from Earth’s surface). They are located at 1.74 and 2.3 µm
(Allen and Crawford, 1984; Allen, 1987) and at 1.10, 1.18, 1.27, and 1.31 µm (Crisp et al., 1991). Additional
windows were detected during spacecraft flybys and are located at 1.01 µm (Galileo NIMS, Carlson et al.,
1991) and at 0.85 and 0.9 µm (Cassini VIMS, Baines et al., 2000).2
ESA’s Venus Express (VEX) spacecraft (Titov et al., 2006; Svedhem et al., 2007), launched in Novem-
ber 2005 from Baikonur, entered a Venus orbit in April 2006. This probe was planned to explore the planet
at least until October 2007, but it was only lost in January 2015. VEX was the most sophisticated mission
to the planet so far. It carried seven instruments named Venus Monitoring Camera (VMC), Spectroscopy
2Thewindows at 1.01 and 1.27 µmare often also referred to as 1.02 and 1.28 µmwindows, respectively, which is also the convention
used in this work.
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for Investigation of Characteristics of the Atmosphere of Venus (SPICAV), Venus Radio Science Experiment
(VeRa), Analyzer of Space Plasma and Energetic Atoms (ASPERA),Magnetometer (MAG), Planetary Fourier
Spectrometer (PFS, malfunctioned due to pointing mirror stuck in close position), and Visible and Infrared
Thermal Imaging Spectrometer (VIRTIS). This mission was planned to enable a comprehensive investigation
of Venus’ atmosphere, surface, and plasma environment and proved very successful at that. The present work
utilizes spectra of Venus that were acquired by the InfraRed Mapping channel of VIRTIS (VIRTIS-M-IR,
1.0–5.1 µm, Drossart et al., 2007; Piccioni et al., 2007). An overview of scientific results was given by Arnold
et al. (2012c). The instrument is introduced in Section II.1 (p. 25). VIRTIS-M-IR provided the currently only
data with high spectral, spatial, and temporal resolution and coverage that are suitable for the determination
of reliable IR surface emissivity information.
The Japanese Akatsuki spacecraft (Nakamura et al., 2007) failed to enter Venus orbit in 2010. If the new
attempt in December 2015 proves successful, its IR1 and IR2 cameras can provide multispectral images at
0.90, 0.97, 1.01, 1.73, 2.26, and 2.32 µm that are urgently needed for surface science.
Even though on Venus’ dayside, a tiny fraction of incoming infrared sunlight reaches the surface and is re-
flected there, the imprinted surface information is almost totally lost in the sunlight that is scattered in higher
atmospheric layers. Thus, surface reflections cannot be used to derive surface data. However, on the dayside,
also surface emissions are far outweighed by scattered sunlight. Hence, this work focuses on Venus’ nightside.
In the VIRTIS-M-IR spectral range, the nightside windows at 1.02, 1.10, and 1.18 µm allow the sounding of
the surface. They are called ’surface windows’, therefore. But the information is strongly obscured by the
thick clouds and the atmospheric gases, and it is difficult to extract it from the measured spectra. A large
part of the measured radiances at these windows originates from the thermal emissions of the surface, which
depend on both surface temperature and surface emissivity. Most of the radiance variation is therefore caused
by the spatially varying topography (like on Earth, it is colder in the mountains than on surrounding plains)
and the absorption due to the spatially and temporally strongly varying cloud abundance. The influence of the
latter can be estimated, for instance, on the basis of the spectral radiance peaks between 1.3 and 2.6 µm that
originate in the deep atmosphere. One possibility to derive surface information is to use a computer program
that numerically simulates the radiative transfer in Venus’ atmosphere. A retrieval algorithm then identifies
atmospheric and surface parameters that allow the simulation program to reproduce the measured spectra.
Only the nightside spectral IR windows located at 1.02, 1.10, 1.18 µm seem to have sufficient surface in-
formation content, given the currently available measured data. Further known IR surface windows are not
sufficiently covered by measurements with a satisfactory signal to noise ratio (0.85 and 0.9 µm, this also ap-
plies to nightside VIRTIS-M-VIS/VEX measurements in the range 0.3–1.0 µm) or are not usable due to other
reasons (1.28 µm, only marginally sensitive to surface emissivity, contaminated by non-LTE O2 nightglow at
1.27 µm), and are thereby much more difficult to evaluate and not relevant for the present work.
I.2 State of research
First, since the numerical simulation of the radiative transfer in Venus’ atmosphere is of special importance
for the present thesis, a number of recent key contributions to this and related topics are reported. The section
continues by reciting previous efforts to determine Venus surface emissivity data. Next, some background
with regard to Venus’ geology is recited. Finally, an account of other works that involve a multi-spectrum
retrieval is given. Note that an extended introduction into radiative transfer and retrieval techniques as well as
the VIRTIS-M-IR instrument is presented in Chapter II (p. 25).
I.2.1 Radiative transfer in Venus’ atmosphere
Radiative transfer simulations in Venus’ atmosphere have a long tradition, but it was the discovery of the
IR nightside spectral windows that enabled sub-cloud remote sensing as performed by Allen and Crawford
(1984); Allen (1987); Kamp and Taylor (1990); Bézard et al. (1990); Crisp et al. (1991); Lecacheux et al.
(1993). The paper by Pollack et al. (1993) discusses many of the issues that are important for the radiative
transfer simulation of Venus’ nightside IR spectra. On the basis of moderate and high resolution spectra of
the nightside windows at 1.10, 1.18, 1.28, 1.31, 1.74, and 2.3 µm acquired by Earth based telescopes, the
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authors studied the suitability of spectral line databases available at that time. They presented cloud and gas
models that are still often cited in recent papers, including the present thesis. Spectra measured from space
probes augmented the possibilities of radiative transfer studies in the nightside windows that until then relied
on ground based observations (Carlson et al., 1991; Baines et al., 2000).
Further ground based high resolution spectra and VIRTIS-H measurements in the 2.3 µm window were
used by Marcq et al. (2005); Marcq et al. (2006, 2008) to improve the knowledge on minor gas abundances
in dependence on latitude and altitude. Tsang et al. (2008a); Tsang et al. (2008b); Tsang et al. (2009); Tsang
et al. (2010) used VIRTIS-M-IR/VEX spectra at 2.3 µm to derive CO abundances in dependence on latitude
and also identified a possible anti-correlation between cloud thickness and sub-cloud water abundance. They
applied the correlated-k method (see for instance Liou, 2002) instead of a line-by-line radiative transfer. Wil-
son et al. (2008) described the occurrence of anomalous clouds at the poles of Venus, which is also an obstacle
in the present thesis for a potential surface emissivity retrieval in the polar regions. Wilson et al. (2009) pre-
sented the first radiative transfer analysis of two small radiance peaks (two orders of magnitude less bright than
the 1.74 and 2.3 µm peaks) located at 1.51 and 1.55 µm and mainly originating at around 20–35 km. Along
with two other subsidiary peaks at 1.78 and 1.82 µm, these peaks were discovered by Erard et al. (2009) in
the frame of a multivariate statistical analysis (an independent component analysis) of VIRTIS-M-IR mea-
surements. Barstow et al. (2012) derived cloud properties from VIRTIS-M-IR data in the 1.74 and 2.3 µm
windows and found a systematic latitudinal variation of the cloud base altitude as well as an increased sulfuric
acid concentration of the cloud droplets in regions of thicker clouds. Bézard et al. (2009) used VIRTIS-M-IR
measurements of the 1.18 µm peak to constrain the H2O abundance near the surface. A subsequent study by
Bézard et al. (2011) on the basis of the spectrally high resolution measurements of the 1.10 and the 1.18 µm
peaks by SPICAV/VEX refined these results, revealed missing spectral lines in the CDSD database (Tashkun
and Perevalov, 2008), and led to a new estimate of the continuum opacity for these windows. Their results
provided strong evidence for a uniform H2O altitude profile below 40 km. Ignatiev et al. (2009) retrieved the
altitude of dayside cloud tops from the (dayside) CO2 absorption band at 1.6 µm. Initially using a relaxation
method (Twomey et al., 1977) and later a Bayesian retrieval, Grassi et al. (2008); Grassi et al. (2010, 2014)
derived, as Haus et al. (2013, 2014) also did, mesospheric temperature altitude profiles from VIRTIS-M-IR
nightside measurements of the 4.3 µm CO2 absorption band, and also confirmed earlier results with respect
to cloud top altitude and CO abundance. Using VIRTIS-M-IR and PMV/Venera-15 (Moroz et al., 1985)
measurements, Haus et al. (2013, 2014, 2015a) additionally derived cloud and minor gas abundances in de-
pendence on latitude, time, and local time for both hemispheres, applying the full radiative transfer model for
Venus studies described in detail by Haus and Arnold (2010).
A sophisticated numerical general circulation model of Venus’ atmosphere was used by Lebonnois et al.
(2010b) to study the atmospheric superrotation, which is reproduced above roughly 40 km but not at lower
altitudes. Haus et al. (2015b) computed detailed radiative heating and cooling rates in the middle and lower
atmosphere of Venus, the results of which can help to improve general circulation models. Tran et al. (2011);
Stefani et al. (2013); Snels et al. (2014) were able to directly measure CO2 absorption properties relevant for
Venus’ surface windows by using the cavity ring down technique. The experimental conditions do not yet
quite reach surface pressures and temperatures, but this line of research is very promising and relevant for
possible future retrievals of absolute values of surface emissivities.
I.2.2 Determination of surface information
The already mentioned multivariate statistical analysis by Erard et al. (2009), which did not include radia-
tive transfer simulations, clearly isolated the radiance variations that were due to surface topography. The
variations were, in cases of exceptionally good conditions, consistent with an achievable horizontal surface
resolution of only 35 km, whereas in more generic cases a horizontal full-width-at-half-maximum (FWHM)
of about 100 km can be expected (Hashimoto and Imamura, 2001; Moroz, 2002; Basilevsky et al., 2012).
Moreover, there were indications of an occasional layer of high opacity close to the surface in the low lying
regions of the planet. This corroborated the findings by Grieger et al. (2004) who analyzed data from the Ven-
era 13 and 14 descent measurements and observed a pronounced layer of increased extinction at an altitude of
1–2 km above the surface. This effect is reencountered in the fourth paper of this thesis.
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As it was recited by Kappel et al. (2016), it was demonstrated by Helbert et al. (2008); Müller et al. (2008)
that surface information at 1.02 µm can be extracted to some extent from VIRTIS-M-IR measurements in the
form of the time averaged so-called thermal flux anomaly. This is the thermal flux from Venus’ surface that
is not due to topography related surface temperature. It is correlated to surface emissivity. The VIRTIS-M-
IR measurements were preprocessed by removing the straylight, and the influence of the viewing geometry
(limb-darkening) was removed by a semi-empirical relation. The authors applied further semi-empirical ap-
proaches to de-cloud the 1.02 µmVIRTIS-M-IR radiances, with the small surface-unaffected 1.31 µm radiance
peak as reference for cloud absorption, and to remove the influence of surface topography. The de-clouding
strategy was based on the two-stream approximation of radiative transfer that was used by Hashimoto and
Sugita (2003) to estimate the visibility of emissivity contrasts from space and who aimed at simplifying an
analogous approach by Moroz (2002). The method by Helbert et al. (2008); Müller et al. (2008) utilizes only
two spectral bands and is computationally very fast. The authors were therefore able to process all suitable
VIRTIS-M-IR nightside spectra. Based on these results and on gravity field data, Smrekar et al. (2010) were
able to identify candidates for recent hotspot volcanism. By correlating the thermal flux anomalies and topog-
raphy data, Müller et al. (2012b) have also identified a possible variation in Venus’ rotation period that may be
due to long-term changes in the atmospheric circulation. Furthermore, constraints on the planet’s volcanism
rate (Müller et al., 2012a) were derived. However, the meaning of the semi-empirical flux anomaly map at
1.02 µm with respect to surface emissivity as well as its reliability are not entirely clear in this otherwise very
successful approach, and data at 1.10 and 1.18 µm were not provided.
A different line of research utilized measurements by the VMC instrument aboard VEX. VMC took images
of Venus in four narrow band filters centered at 365, 513, 965, and 1000 nm, repectively (Markiewicz et al.,
2007). The images at 1 µm were used by Shalygin et al. (2012); Basilevsky et al. (2012) to search for surface
emissivity anomalies. The authors identified images that are relatively free from cloud opacity variations by
observing the ratio of images from two consecutive VEX orbits, i.e. separated by about one Earth day. For
this purpose, the images were transformed into the same map projection. The absence of contrast in the ratio
indicated an absence of cloud opacity changes from one orbit to another. This absence of temporal cloud
variations on the scale of 24 h was in turn interpreted to translate to an absence of spatial cloud variations on
the scale of 1000 km, motivated by the strong winds in Venus’ atmosphere. Remaining localized variations
in the ratios were interpreted as spatial or temporal emissivity variations. The authors estimated the surface
emissivities that correspond to the observed ratio variations according to a two-stream approximation and gave
an emissivity error estimate of 10%–20% based on observed cloud opacity variations of about 10%. They also
simulated the atmospheric blurring effect using the Monte Carlo method, taking into account multiple scatter-
ing by gases and clouds. This way, they estimated the detectability of artificially placed lava flows exhibiting
different surface temperatures and areas with the result that a flow at 1000K covering an area of 4–5 km2
should be visible from space at 1 µm, regardless of surface elevation.
Meadows and Crisp (1996) acquired ground based spectrally resolved Venus nightside images in the range
0.9–1.33 µm. To remove the influence of the spatially varying cloud abundance, they divided the images at
given wavelengths by the images at 1.31 µm. A full radiative transfer simulation model was then applied to
compute synthetic radiance maps on the basis of the surface topography determined by the radar altimeter
aboard the Pioneer Venus Orbiter (Pettengill et al., 1980). At 1.18 µm, they finally formed the ratio of the
de-clouded ground based radiance maps and the synthetic maps to infer surface emissivity data, but they did
not succeed in detecting emissivity variations in excess of 10%.
By using a full radiative transfer model, Hashimoto et al. (2008) analyzed a spectrally resolved image of
Venus’ nightside that was recorded by Galileo NIMS (Carlson et al., 1991). First, they preprocessed the spec-
tra by removing the straylight and the effect of limb-darkening. They then determined the cloud mode 2’ and
3 abundances (see Chapter II (p. 25) for a description of the cloud modes) using the 1.74 and 2.3 µm peaks.
Taking these mode abundances into account, they simulated the radiances at 1.18 µm for different surface
emissivities. This relation was used to infer the surface emissivities from the preprocessed measured radi-
ances. They pointed out that this method was prone to large errors and in fact obtained values far outside the
physically valid emissivity domain (the interval [0, 1]), and their inferred emissivity map showed residual cor-
relations to the cloud mode abundances. Their results suggested that the majority of lowlands likely has higher
emissivity at 1.18 µm compared to the majority of highlands. The authors stated that the emissivity difference
between low- and highlands would disappear, when the temperature lapse rate of the lowermost atmosphere
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were increased by about 1K/km, but this would imply a statically unstable atmospheric stratification. They
also argued that the results indicated that horizontal deep atmospheric temperature variations were in the order
of less than 2K.
To identify surface emissivity anomalies, Arnold et al. (2008) developed a quick-look method based on ra-
diance ratios that was corroborated by radiative transfer simulations. A subsequent paper presented a detailed
description of a radiative transfer simulation model developed for Venus studies and reported first retrieved
surface emissivities at 1.02 µm (Haus and Arnold, 2010). The authors noted that these emissivities tended to
decrease with increasing surface elevation in agreement with Hashimoto et al. (2008), but the results were
mentioned to have a preliminary character. It follows from the present work that these retrieved emissivities
were not sufficiently reliable to allow geologic interpretation due to strong interferences from other parameters.
At this point, it was an open question whether surface emissivity data at all three relevant surface windows
(1.02, 1.10, and 1.18 µm) can be determined on the basis of a full radiative transfer simulation program in
combination with a retrieval algorithm that treats surface emissivities as intrinsic retrieval parameters, ex-
ploits a large part of the VIRTIS-M-IR spectra’s information content, and respects a priori information and
physical constraints. Moreover, a stringent quantification of the result’s reliability was desirable.
I.2.3 Venus’ geology
Ivanov and Head (2011) gave a detailed description of the geologic units into which the surface of Venus can
be divided. Their work was mostly based on Magellan radar image and altimetry data. Apart from impact
craters and crater outflows, twelve geologic units were defined, exclusively based on their morphology: tessera,
densely lineated plains, ridged plains, mountain belts, groove belts, shield plains, lower and upper regional
plains, shield clusters, smooth plains, lobate plains, and rift zones. For each unit, a hypsogram, i.e. a histogram
of the surface elevation, was shown as well as the areal distribution, and the covered surface area was given.
A global map of the geologic units was presented. By globally correlating the stratigraphic relationships (em-
bayment, superposition, crosscutting) between the units, the authors proposed a relative age scenario among
the units constructing the stratigraphic column. This relative chronology shows for instance that the tessera,
one of the most tectonically deformed type of terrain on Venus, is possibly the oldest unit. It may be the
relic of an old plate tectonics preceding the already mentioned global resurfacing event and therefore forms,
as the authors put it, a “probable ’window’ into the geological past of Venus”. Tesserae cover about 7.3% of
the mapped area, their surface elevation is distinctly above average. To shortly cite the conclusions (3–5) of
this paper, the observable geologic history of Venus is subdivided into three distinctive phases. The earliest
phase involved intense deformation and building of regions of thicker crust (tessera). This was followed by
the Guineverian Period. Tectonized materials characterize the first part of the Guineverian. The second part
involved global emplacement of vast plains. A period of global wrinkle ridge formation largely followed the
emplacement of these plains. The third phase (Atlian Period) involved formation of prominent rift zones and
fields of lava flows unmodified by wrinkle ridges. In places, the Atlian volcanic activity, which may continue
to the present, formed small occurrences of smooth plains and clusters of small volcanoes. About 70% of
the exposed surface of Venus was resurfaced during the Guineverian Period and only about 16% during the
Atlian Period. Estimates of model absolute ages suggest that the Atlian Period was about twice as long as the
Guineverian. Basilevsky and Head (1998, 2000) and Basilevsky et al. (1997) proposed that the major geologic
units are generally globally time-correlative over the entire planet. On the other hand, Guest and Stofan (1999)
proposed that geological units are diachronous and not time-correlative, forming locally as a series of units
representing a sort of ’Wilson Cycle’ of activity that occurred at different times in different places around
the globe. Ivanov and Head (2011) argue in favor of the former hypothesis, as they found the stratigraphic
sequence to be synchronous all over the planet.
The following paragraph cites the review article by Basilevsky and Head (2003). The authors discussed
that there is much evidence against plate tectonics operating on Venus within the observed morphological
record. The hypsogram of Venus is unimodal, thus being distinctly different from the bimodal distribution of
the Earth. The latter is considered to be due to the presence of two types of crustal material: basaltic crust of
the oceanic floor and granitic crust of the continents. The unimodal histogram of Venus is considered by some
researchers as an indication of the predominance of one type of crustal material, basalt (Sharpton and Head,
1985). The surface morphology of Venus is dominated by the signatures of basaltic, mostly plains-forming
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volcanism and globally widespread compressional and extensional tectonic deformation. Several hundred dis-
tinctive specific volcanic-tectonic structures, oval to circular features typically 100–300 km in diameter, called
’coronae’ were observed on the surface of Venus (Barsukov et al., 1986). They are considered to form as a
result of the rising of hot material in the mantle (Stofan et al., 1997). For many coronae, there is evidence
that they started to form in early pre-regional-plains time and continued their activity during and after the
emplacement of regional plains. More than 960 impact craters from 1.5 to 270 km in diameter have been
identified (Schaber et al., 1992; Herrick et al., 1997). Their size frequency distribution is controlled by the
screening effect of the massive Venusian atmosphere, and their spatial distribution is indistinguishable from a
random one. The crater size distribution can be used to estimate the mean absolute age of the surface, which
was discussed to be about 500–800 million years (McKinnon et al., 1997). Signatures of aeolian erosion and
deposition are common on Venus. They include radar-dark parabolas (thought to be mantles of fine debris,
primarily originating from impact crater ejecta whose deposition was strongly controlled by wind) and wind
streaks (typically originating from accumulation or erosion of material on the lee side of topographic fea-
tures). The data from Soviet Venera and Vega spacecraft proved that the surface material of Venus is basaltic
(tholeiitic at the Venera 9, 10, 14 and Vega 1, 2 landing sites, alkaline at the Venera 8 and 13 sites, Barsukov
et al., 1992; Surkov, 1997), so basalts are considered the major component of the crust of Venus although
the presence of geochemically whethered materials can be expected (Fegley et al., 1997). The composition of
tessera terrain material is unknown. Some researchers suggest it has a basaltic composition. Others believe
that tesserae may be made of more feldsparic material resembling Moon’s anorthosites or granites of Earth
(Nikolaeva et al., 1992). The mineral composition of the surface material has not yet been determined by any
conclusive technique. Thermodynamic calculations show that basaltic materials of Venus’ surface should react
with atmospheric gases to form magnetite, haematite (mostly in the lowlands), quartz, magnesite, anhydrite,
pyrite (mostly in the highlands), enstatite and albite (Zolotov and Volkov, 1992; Fegley et al., 1997).
Basilevsky et al. (2012) have discussed the 1 µm emissivity of materials that are potentially present at
Venus’ surface based on reflectance spectra from the ASTER spectral library (Baldridge et al., 2009) and the
Brown University Keck/NASA RELAB Spectra catalog (Pieters et al., 2015). They used Kirchhoff’s law to
estimate the 1 µm emissivity e from the 1 µm reflectivity r as e = 1 − r, regardless of the geometry type
(bidirectional, hemispherical, biconical). The authors pointed out that, hence, their quantitative statements
should be treated with caution, but trends are qualitatively reliable. They discussed that 1 µm emissivity is a
function of a number of parameters including particle size and surface texture at micron to millimeter scale,
temperature, and mineralogical composition. The latter is interesting for a search for geological features and
terrains whose chemical/mineralogical composition may be different from that of dominating basalts. Surface
materials on Venus are most likely involved in possibly strong altitude-dependent chemical interaction with
atmospheric gases, leading to chemical weathering. A degree of possible chemical weathering on Venus is
unknown, but its effect should be most prominent for the uppermost surface layer and thus potentially could
influence the near-infrared emission. For silicates and common rocks, whose optical properties at 1 µm are
controlled by volume scattering, emissivities at 1 µm typically decrease with decreasing particle size. The op-
posite trend or the lack of particle size dependence are typical of highly absorbing materials, e.g., magnetite
and sulfides. The average particle size at a given surface target can change due to near-surface winds. On
higher elevations, wind velocity should be higher.
Based on VMC images at 1 µm, Basilevsky et al. (2012) found that the 1 µm emissivity of tessera surface
material in a certain example area is lower than that of relatively fresh supposedly basaltic lavas of plains
and volcanic edifices. They argued that this is consistent with the hypothesis that the tessera material is not
basaltic and may be felsic, and that these results are in agreement with the results of Helbert et al. (2008);
Müller et al. (2008); Hashimoto et al. (2008); Gilmore et al. (2011) and with early suggestions of Nikolaeva
et al. (1992). Basilevsky et al. (2012) concluded that, if the felsic nature of Venusian tesserae were confirmed
by further studies, this might have important implications for geochemical environments in the early history
of Venus, indirectly supporting a hypothesis of a water-rich early Venus (e.g. Kasting et al., 1984; Kasting,
1988; Grinspoon and Bullock, 2003).
Smrekar et al. (2010) studied lava flows at so-called hot spots on Venus, defined as areas with volcanism,
broad topographic rises, and large positive gravity anomalies suggesting mantle plumes at depth. At these
hot spots, they investigated thermal flux anomalies of up to 12% at 1 µm that were identified by Müller et al.
(2008); Helbert et al. (2008) on the base of VIRTIS-M-IR data. The anomalies were interpreted as a lack of
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surface weathering. The authors estimated the flows to be younger than 2.5 million years and probably much
younger, likely 250,000 years or less, indicating that Venus is actively resurfacing.
I.2.4 Multi-spectrum retrieval algorithms
The multi-spectrum retrieval algorithm MSR was developed by Kappel et al. (2010a,b, 2012b,c); Arnold et
al. (2012a,b, 2013); Kappel (2014); Kappel et al. (2015, 2016) (announced by Haus and Arnold, 2010) for
the retrieval of atmospheric, surface, and instrumental data from a set of spectra that is regarded as a sin-
gle meta-measurement of these parameters. This way, not only error information on the spectra and a priori
mean values and standard deviations of the retrieval parameters can be taken into account, but also inter-
measurement a priori information like spatial-temporal correlations between the retrieval parameters. One
aspect of this approach is the retrieval of parameters that are common to the utilized set of spectra.
Certain forms of a multi-spectrum retrieval have been described in the literature, however with other aims
and capabilities. Carlotti (1988) developed the ’global-fit’ algorithm for the retrieval of concentration profiles
of atmospheric constituents from a sequence of spectra that scan the limb of Earths atmosphere. For this pur-
pose, the algorithm minimizes the sum of the squared Euclidean norms of the residuals between the utilized
measurements and the corresponding simulations. It considers neither a priori nor error information. Hence,
the retrieval cost function corresponds to the one in Eq. (IV.1) (p. 107) for MSR but without the term that
contains S−1A , and where S
−1
E is the identity matrix. The same cost function was used by Benner et al. (1995)
to determine spectroscopic parameters from high resolution infrared laboratory molecular spectra and also by
others (Plateaux et al., 2001). An improved method was used for instance by Carlotti and Carli (1994); Dinelli
et al. (2004); Carlotti et al. (2006); Niro et al. (2007) who explicitly considered S−1E in comparison to the
global-fit cost function. With respect to the retrieval regularization, these methods can therefore be regarded
as special cases of MSR.
The algorithm of Ungermann et al. (2010a,b, 2011) has a different character. The authors treated three-
dimensional tomographic retrieval problems where the lines of sight of the airborne measuring instrument
repeatedly scan a certain atmospheric volume from many different directions. The aim was to retrieve three-
dimensional atmospheric parameter fields in that volume. Their retrieval cost function was the same as in
Eq. (IV.1) (p. 107), but there were formally no common parameters, i.e. X = (x1, · · · ,xr) (without xC).
They did (in their final version) not construct the a priori covariance matrix SA but directly the matrix S−1A .
This matrix was such that, together with the a priori mean value vector, it regularized deviations of the re-
trieved data from that vector as well as deviations of the first order partial derivatives of the retrieved data
from the first order partial derivatives of the a priori mean value data. This way, the authors had no control
over explicit correlation lengths or times or local correlations in contrast to MSR, and S−1A had the charac-
ter of a mere tuning parameter. They used a variant of the Levenberg-Marquardt algorithm in combination
with the conjugate gradient method to minimize the cost function and formulated their retrieval algorithm
in terms of sparse matrices, which allowed for retrievals of several hundred thousands of measurements and
atmospheric constituents. MSR is also formulated in terms of sparse matrices. An early version of MSR
used Levenberg-Marquardt (see Section II.3.2 (p. 63)), too, but the advantages of the trust region method (see
Section II.3.3 (p. 63)) convinced the present author to switch to that method. In the future, the performance of
MSR might be improved for extremely large retrieval problems by switching back to Levenberg-Marquardt in
combination with the conjugate gradient method, but it has to be tested whether this outweighs the advantages
of the trust region algorithm. However, due to its use of the Kronecker product construction, the overhead of
MSR currently is small compared to the radiative transfer simulations, and this switch makes sense only when
the problem sizes seriously increase.
I.3 Main goal of thesis
The main goal of the present thesis is the derivation of IR surface emissivity data maps at the three accessi-
ble spectral transparency windows located at 1.02, 1.10, and 1.18 µm from Venus nightside radiance spectra
acquired by VIRTIS-M-IR.
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From the beginning, it was the ambition to solve this task on the basis of a numerical radiative transfer
simulation by applying a suitable retrieval algorithm that respects appropriate a priori information on the pa-
rameters to be retrieved. However, already the first attempts revealed that a single-spectrum regularization
that takes into account a priori mean values and standard deviations of the retrieval parameters would not be
sufficient to obtain useful results. It was therefore planned to develop a multi-spectrum retrieval algorithm
that would allow for a better retrieval regularization. But this algorithm was first contrived to only regularize
spatial and temporal distributions of the abundances of clouds and trace gases as well as to retrieve a wave-
length dependent CO2 opacity correction as parameter vector that is common to many spectra. This plan did
not yet foresee the retrieval of a surface emissivity map as parameter vector that is common to several spec-
trally resolved images covering the same surface target. The main obstacle in achieving the thesis’ goal was
suspected in the lacking knowledge on CO2 opacity, and thus, the focus was set on possible improvements to
the quantum-mechanical description of the CO2 opacity, for instance in the direction of far wing theory of the
spectral line shapes, collisional induced absorption, line mixing, etc. On the basis of possible improvements
in theory and in combination with the application of the multi-spectrum retrieval algorithm in practice, it was
presumed to finally obtain useful surface emissivity results.
But then it was realized that the main problems lay elsewhere. Even before any of the planned quantum-
mechanical work commenced, a manifest improvement of the radiative transfer simulations was achieved by
utilizing preliminary CO2 opacity corrections retrieved with an early version of the multi-spectrum retrieval
algorithm. But the determination of surface data did not sufficiently improve by that. Apparently, the retrieval
of reliable surface emissivity data was much more difficult than expected. The thesis then proceeded into an
entirely different direction that could not be anticipated. Even though a retrieval error analysis was planned
early in this thesis, it was not foreseen that the errors would be so large that the determination of useful results
would necessitate several dedicated papers and a retrieval that had to be completely oriented around the topic
of the result’s reliability.
Over the course of this work, it became clear that the main goal of this thesis can be accomplished in
the following way. For the best available data archive suitable for the determination of Venus IR emissivity
information, i.e. the VIRTIS-M-IR archive, the best possible data calibration and preprocessing have to be
ensured. The spectral information content has to be exploited to a large extent, and the measured spectra have
to be understood as far as possible, in order to achieve the maximum quality of the derived results. For this
purpose, the formation of the measured radiances has to be explained by using a detailed description of the
radiative transfer taking into account the extreme environmental conditions in Venus’ atmosphere and every
relevant effect that affected the recorded spectra, such as thermal emissions, absorption and multiple scat-
tering by gases and clouds, the observation geometry, and the properties of the measuring instrument. The
retrieved maps have to respect all available a priori knowledge, even inter-measurement relations. In partic-
ular, the surface emissivity map has to be retrieved as parameter vector that is common to several spectrally
resolved images covering the same surface target. Since there are strong interferences between emissivity data
and other surface, atmospheric, and, in case of VIRTIS-M-IR, even instrumental parameters, it is of utmost
importance to quantify the reliability of any determined map. The maps have to be sufficiently reliable for
geologic interpretation, even if this means that the derived emissivity data do not represent absolute emissivity
values but only spatial emissivity variations, as long as the physical meaning of the result remains clear. This
is the general course established in the manuscripts accumulated in this thesis.
I.4 Outline of accumulated manuscripts and their interrelation
Since many sources are cited in more than one of the presented accumulated articles, an accumulated bib-
liography is given at the end of this work. References used within the articles (sections, equations, figures,
tables) are adapted to the chapter and section divisions of the entire thesis, and when the referred object is not
in the vicinity of the respective current page, the page number of the referred target is given in addition. In the
published papers, a very few obvious spelling mistakes are corrected (loosing vs. losing, extend vs. extent).
In all cases where wording or content are corrected, this is described in footnotes. Comments are also given as
footnotes. With the improvement of the understanding of the underlying mechanisms, the terminology evolved
between the papers in a few cases.
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I.4.1 Chapter II - Forward model simulation and single-spectrum retrieval algorithm
Chapter II (p. 25) is not intended to be published as a paper in a scientific journal. However, it is an integral
part of this thesis. It represents a significant portion of the extensive preparatory work that was required to
enable the results of the subsequent chapters, i.e. the published papers, in terms of both a detailed study of the
underlying principles of radiative transfer and retrieval, as well as the necessary computer implementation. At
the same time, this chapter provides important prerequisites to a self-contained understanding of this thesis
and serves as an extended subject-specific introduction.
The chapter starts with an introduction of the VIRTIS-M-IR instrument in Section II.1 (p. 25), where also
a few typical measured spectra and images are shown.
The largest part of the chapter (Section II.2 (p. 27)) discusses the radiative transfer in Venus’ atmosphere
and its numerical simulation. It was explained in Section I.1 (p. 2) that surface information can only be de-
termined from Venus’ nightside emissions, because on the dayside, surface reflections and emissions are far
outweighed by scattered sunlight. To extract surface information from VIRTIS-M-IR nightside spectra, it
must first be understood, how surface properties affect the radiance that can be observed from space. Ne-
glecting geologic activity and assuming thermodynamic equilibrium between the surface and the bottom of
the atmosphere, the surface temperature decreases with increasing surface elevation according to the Venus
International Reference Atmosphere (VIRA, Seiff et al., 1985). The hot surface (735K at 0 km) emits radia-
tion that depends on both surface temperature and surface emissivity. But the surface information carried by
the measured top-of-atmosphere radiances is strongly attenuated and distorted, because the upwelling photons
are multiply scattered and partly absorbed by atmospheric gases and clouds (Pollack et al., 1993; Meadows
and Crisp, 1996). This also leads to a partial information loss of the radiation’s spatial origin according to an
approximate horizontal Gaussian blurring with full-width-at-half-maximum (FWHM) in the order of 100 km
(Moroz, 2002). Since broad spectral regions of the nightside infrared emissions are completely blacked out
by Venus’ high-density hot carbon dioxide atmosphere and the thick sulfuric acid clouds, only a few narrow
spectral transparency windows between 0.8 and 1.3 µm remain to sound the surface in the infrared, therefore
usually called the ’surface windows’. Three of these windows located at 1.02, 1.10, and 1.18 µm were covered
by the VIRTIS-M-IR spectral range. Additional windows between 1.3 and 2.6 µm probe the deep atmosphere
below the cloud deck.
The fundamental carriers of the surface information, the observed photons emitted from the surface, have
to travel through the entire atmospheric column of Venus. Many atmospheric parameters along the photons’
paths are spatially and temporally varying, in particular the cloud abundance. Even for constant surface emis-
sivity, such variations strongly affect the observable radiation. Surface emissivity can therefore not be directly
deduced from a measured spectrum without a certain knowledge of interfering atmospheric parameters, also
to be derived from the measured spectrum. This can be achieved by determining a certain parameter set that
allows the numerical simulation of a radiance spectrum that well fits this measurement. These parameters
can then be regarded as estimates of the corresponding actual states of atmosphere and surface that led to this
measured spectrum.
As a consequence, the task to derive parameters, including the surface emissivity, from a measured spec-
trum consists of two parts. First, a computer program has to be developed that is able to simulate the radiative
transfer in the atmosphere of Venus, taking into account all the just described effects. The fundamental prin-
ciples of the radiative transfer simulation program utilized for this work are presented in Section II.2 (p. 27).
This program computes a synthetic radiance spectrum as it would be detected by the measuring instrument,
given
• the state of the surface (elevation, temperature, spectral emissivity),
• the state of the atmosphere (altitude profiles of gas volume mixing ratios, cloud particle densities, tem-
perature, pressure),
• the state of the measuring instrument (wavelength grid, spectral instrumental response function),
• the optical properties of the gases and clouds,
• the observational geometry,
• if necessary the illuminational geometry and the solar spectrum.
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Second, an algorithm (called ’retrieval algorithm’) has to be developed that is suitable to derive param-
eters (the ’retrieval parameters’) from a given measured spectrum based on the radiative transfer simulation
program. This problem is inverse to the task of simulating a spectrum for a set of given parameters. The
simulation program is therefore often called the ’radiative transfer forward model’, or short ’forward model’.
However, different parameter combinations may describe the same spectrum equally well. Thus, the derivation
of parameters from a measured spectrum is mathematically an ill-posed problem. A usual way to treat such
problems is the Tikhonov regularization (Tikhonov, 1995), where the parameters themselves have to fulfill
additional conditions.
Thus, the retrieval algorithm has to determine parameter values that respect the regularization conditions
and allow the simulation of a spectrum that well fits the measurement. Starting from an initial guess for the
parameters that shall be retrieved, it has to iteratively estimate corrections to the parameter values that reduce
the difference between simulated and measured spectrum until the ’best fit’ (in the least-squares sense) is
found. This requires the retrieval algorithm to repeatedly call the forward model with more and more refined
parameter values. Consequently, the retrieved parameters must then always be interpreted within the frame
of the utilized forward model and are not well-defined without knowledge of it. For instance, if knowledge
of a certain property of the atmosphere would be improved by a future mission to the planet, and the forward
model would be correspondingly adapted, the newly retrieved parameter values might differ from the old ones.
In the same way, the details of the retrieval regularization should be known in order to be able to understand
the meaning of the retrieved results. However, when the retrieved parameters too strongly depend on the de-
tails of the regularization, then the parameters are probably more determined by the regularization than by the
measurements and therefore meaningless. To avoid this situation, it must always be checked that reasonable
modifications of the regularization lead to only small changes of the retrieved results.
The Tikhonov regularization of the ill-posed retrieval problem is here implemented in the form of a
Bayesian regularization (Rodgers, 2000). As it is recited by Kappel et al. (2015), this means that prior to the
knowledge of the measurement outcome, the retrieval parameters are assumed to follow an a priori probability
distribution, a Gaussian with certain mean value vector and standard deviations. In addition, measurement
and simulation errors of the radiance spectrum are assumed to follow a Gaussian with certain standard devi-
ations and zero mean value vector. Given now the measured spectrum, these probability distributions define
the Bayesian a posteriori probability distribution of the parameter vector. The location of the global maxi-
mum thereof is then the parameter vector that is the most consistent with the measurement and the a priori
information. An iterative algorithm like the trust region formulation of the Levenberg-Marquardt algorithm
(Moré, 1978) can be used to locate local maxima of the a posteriori probability distribution. However, the al-
gorithm may possibly converge to just a subsidiary maximum. The a posteriori covariance matrix (essentially
the ’width’ of the a posteriori probability distribution around the location of its maximum) can be regarded
as a first measure for the uncertainties of and the correlations between the retrieved parameters. Basically, the
incorporation of a priori mean values and standard deviations decreases the probability to find unreasonable
parameter values, whereas the radiance spectrum error distribution defines, technically speaking, the weight-
ing with which the retrieved parameters can deviate from their a priori mean values at the cost of a possibly
higher deviation of the best-fit simulated spectrum from the measured spectrum. Since this regularization
considers only independent single spectra, it shall be called ’single-spectrum regularization’. It is recited in
Section II.3 (p. 60) and represents the starting point for the multi-spectrum retrieval algorithm MSR devel-
oped in Chapter IV (p. 103) (Kappel, 2014). The radiative transfer simulation program presented in Chapter II
(p. 25), in combination with MSR, is able to produce very good fits to the VIRTIS-M-IR measurements and
is the foundation of the numerical part of this thesis.
I.4.2 Chapter III - Refinements in the Data Analysis
Chapter III (p. 67) presents the article titled ’Refinements in the Data Analysis of VIRTIS-M-IR Venus Night-
side Spectra’ (Kappel et al., 2012b).
For each exposure, VIRTIS-M-IR yielded at 256 spatial samples a spectrum of 432 spectral bands dividing
the range3 1.0–5.1 µm equidistantly with wavelength. A series of several exposures scanning a certain target
3The exact interval boundaries were subject to ever-changing instrumental conditions, and so, sometimes 1.0–5.2 µm is stated.
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area resulted in a ’data cube’, a spectrally resolved two-dimensional image of that target. Different exposure
times were needed to acquire useful spectra for the diversity of target conditions that ranged from dayside to
nightside. At each exposure, the incoming light was detected at each spectral band and spatial sample on the
detector in form of a certain number of counts. This ’net count’ depended (in the first order) on the spectral
radiance, the responsivity of the detector at that spectral band and spatial sample, and the exposure time. In
addition, there was a thermal dark current that accumulated over the course of each exposure to yield the ’dark
count’ and that was present even when there was no incoming radiation. The starting point of the original
calibration pipeline (Cardesin-Moinelo et al., 2010) is the removal of the dark counts that were measured at
regular intervals. Next, the net counts are converted into spectral radiances by dividing them by the exposure
time and the responsivity that was determined during ground calibration. Then, a despiking to remove the
effects of, for instance, cosmic rays is performed among other steps. Finally, the spectral band-to-wavelength
mapping is computed. In addition, geometry information is provided for each sample and exposure, for in-
stance the observation angle and the footprint coordinates on the planet along with the corresponding surface
elevation.
Already during the first approaches to retrieving surface emissivities in the frame of this thesis, it be-
came clear that single-spectrum retrieval would not be sufficient to derive quantitative surface information
from VIRTIS-M-IR spectra, because many different parameter vectors were able to reproduce a measured
spectrum equally well, and single-spectrum regularization was not at all able to yield reliable results. This
is discussed in detail in Chapter V (p. 135) (Kappel et al., 2015). This insight initiated the development of
the multi-spectrum retrieval algorithmMSR discussed in Chapter IV (p. 103) (Kappel, 2014). An overview of
MSR is given in Section I.4.3 (p. 14). This algorithm forms the mathematical core of this thesis. In short, MSR
does not treat single measurements independently of each other, but it regards a whole set of measurements
as a single ’meta-measurement’. This way, inter-measurement a priori information like spatial or temporal
a priori correlations between atmospheric parameters can be incorporated in the retrieval regularization in
addition to the usual single-spectrum a priori data. Moreover, MSR can retrieve parameters that are common
to a selection of measurements, a capability that turned out to be crucial for surface emissivity retrieval in the
subsequent papers. The application of MSR leads to retrieval results that are more reliable than corresponding
single-spectrum retrieval results.
However, the early development version of MSR was not yet capable of systematically retrieving a surface
emissivity map as parameter vector that is common to several VIRTIS-M-IR cubes covering the same surface
target. But it was already possible to retrieve parameters that are common to a selection of spectra, mainly
with a spectrally resolved correction to the CO2 opacity in mind. An outline of this early version was pre-
sented by Kappel et al. (2012b, Section 2). Even though only up to about 400 spectra could be considered at
that time (≥20,000 in the final version of MSR), it soon became clear that, apparently, certain aspects of the
measured spectra were inconsistent. The MSR retrieval of a wavelength dependent CO2 opacity correction
in the 2.3 µm deep atmospheric spectral transparency window yielded a completely unreasonable runaway
fine structure that was obviously correlated with the number of the spectral band on the detector. When a
band had an even index, the determined opacity correction was huge and of similar size but opposite to that at
odd bands. This regular, clearly artificial pattern extended over the entire transparency window (2.2–2.5 µm)
and was quite independent of the details of the forward model simulation and the choice of retrieval a priori
data. Such a regular pattern that was bound to the detector geometry could not be explained by simulation
errors, as extensive tests showed. This was rather a manifest hint that the measured radiances had a regular
even-odd pattern systematically superimposed onto the true radiances, and thus, that a systematic calibration
error might exist. This insight initiated a detailed analysis of the quality of the data calibration and prepro-
cessing, where problems that had been noticed by colleagues in the VIRTIS team were also investigated (see
acknowledgements at the end of Chapter III (p. 67)). For instance, observations of the same target at different
spatial samples on the detector yielded different spectra. This artificial spatial inhomogeneity of the spectra
represented a clear inconsistency within the measured data. Surface emissivities and CO2 opacity corrections
can be retrieved with MSR (final version) as parameters that are common to certain sets of VIRTIS-M-IR
spectra. But for this purpose, it is extremely important that the data archive is internally (among the spectra
themselves) and externally (with respect to other data sources) consistent.
As it was argued by Kappel et al. (2012b), no measurement apparatus is perfect, and an ever-so detailed
ground calibration cannot foresee and capture all facets of the demands of a real-world space mission. In
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addition, the launch, cruise, and orbit insertion phases exert extreme stresses onto the instruments, which
consequently might shift some of their characteristics. But even slight miscalibrations can lead to systematic
measurement errors and corresponding systematic errors of parameters derived from these measurements.
However, the VIRTIS-M-IR data archive is unique. VIRTIS-M-IR measurements form at present the only
available global data source with high spectral, spatial, and temporal resolution and coverage to derive in-
frared surface data. Thus, there was no other option than to refine the data calibration and to develop a suit-
able preprocessing. This step was totally unexpected. A detailed account thereof is presented in Chapter III
(p. 67) (Kappel et al., 2012b). This study also includes investigations of the impact of these improvements onto
the measurement data base and corresponding retrieved results, as well as of the effect of MSR on retrieved
results.
The refinement of the data calibration necessitates a detailed detector responsivity analysis which reveals
several different problems whose corrections are described in detail in the cited chapter. Based on the required
internal data consistency, the data archive itself can be used as a reference for calibration refinements. More-
over, in absence of conclusive reference measurements, theoretical considerations and model predictions may
be used in limited ways to bring the calibration closer to the intended accuracy.
To begin with, the above mentioned even-odd pattern in the 2.3 µm window radiances turns out to be only
one aspect of a detector characteristic that has been coined the ’even-odd effect’ and affects the entire VIRTIS-
M-IR spectral range. In general, the even spectral bands alone yield a spectrum that does not exhibit such
pattern. The same is true for the odd bands. Only both combined yield a spectrum where, compared to
measurements by other instruments and simulated spectra, a regular sawtooth-like pattern seems to be super-
imposed on the resulting spectrum. At fixed spatial sample, the magnitude of the effect depends on the spectral
range, the measured radiance itself, exposure time, and detector temperature. Errors in the linear calibration
(wrong dark counts or responsivities) are excluded as possible causes. It is proposed that this effect could
be caused by slight non-linearities in the count-to-radiance mapping that differently affect the even and the
odd bands. This can be justified by the independent readout electronics for the even and the odd bands. This
working hypothesis can in a natural way even explain the dependence on the measured radiance and the expo-
sure time. The situation is complicated by the fact that the even-odd effect likely had also been present during
ground calibration. Here, the linear component of the count-to-radiance mapping (the ’detector responsivity’)
had been determined, which itself clearly exhibits an even-odd pattern. The latter is corrected first, in order to
simplify the study of the actual even-odd effect. Note that even slight non-linearities in the count-to-radiance
mapping can lead, through relative differences in the deviation from linearity, to artifacts like the even-odd
effect, although the deviations from linearity themselves lie well within the calibration uncertainty. In absence
of detailed data describing the non-linearities, an empirical scheme for the correction of the even-odd effect in
the wavelength range between 1.0 and 2.6 µm is developed. For nightside spectra acquired at exposure times
typical for surface studies, this leads to a correction of the radiance in the spectral nightside peaks of up to
5%.
The next issue with the detector responsivity is the above mentioned spatial inhomogeneity. Pericenter
cubes of Venus’ dayside with footprints that are sufficiently small to ensure the absence of spatial features are
taken as reference here. A wavelength dependent correction is derived that leads to an increase of the radi-
ances of typically 15% in the outer region of the detector in spatial direction, compared to radiances before
the correction is applied.
Finally, compared to longer wavelengths, measured dayside spectra exhibit too low radiances shortward of
1.3 µm. A corresponding correction to the detector responsivity is determined that in turn affects the calibra-
tion of nightside radiances, which are now increased by up to 35% at 1.0 µm. Note that this correction cannot
be derived from nightside spectra, as they are valid both with or without it within the frame of the forward
model, which is not the case for dayside spectra. A cause of the responsivity issues with the exception of the
even-odd effect might be a possible thermal gradient on the detector itself that was naturally not present during
ground calibration.
The newly calibrated spectra have to be preprocessed for the retrieval. This includes a removal of straylight,
where a principal component analysis of deep space spectra yields the most important principal components
that describe the statistical variety of straylight spectra. These components are used to determine for each
nightside measurement the approximate straylight spectrum, which can then be removed. The original geom-
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etry data (Erard andGarceran, 2008) comprises two data sets. One refers to the surface, the other to an assumed
cloud top altitude of 60 km. The effective altitude of the measurement footprints, clearly an important param-
eter for a slant observation geometry, is the cloud top. But in fact, the cloud top exhibits a latitudinal trend
between about 71 km at the equator and 61 km at the poles (Haus et al., 2013, 2014). In order to take this into
account, the entire geometry data have to be correspondingly extrapolated. Next, a revised surface topography
is determined, as the topography in the VIRTIS geometry data files is based on a superseded Venus topography
model that can be wrong by up to several hundred meters (Müller et al., 2008). In addition, it is necessary to
preprocess the topography to incorporate the atmospheric blurring of the observed radiances (Müller et al.,
2008; for a description of the current implementation see Kappel et al., 2012b) as well as motion blurring.
Note that a topography error of 100m typically translates to a surface emissivity error of about 5% at 1.02 µm.
Finally, all data are spatially binned to increase the signal-to-noise ratio and to decrease the amount of redun-
dant data for the retrieval. The binning has to take into account the intended retrieval of surface emissivities
as parameters that are common to repeated observations of surface bins (see detailed description of surface
bins in Section VI.2.1 (p. 165), Kappel et al., 2016). Note that the spectral band-to-wavelength mapping and
the FWHM of the spectral instrumental response function are not sufficiently well predictable by the original
calibration pipeline. They have to be retrieved from the spectra themselves.
A comparison between parameters retrieved from the refined vs. the original data archive shows that, for
instance, CO can display a column density change in the order of 10%. When retrieving the surface emissivity
at 1.02 µm from a single VIRTIS-M-IR cube (not as common parameter vector), a similar comparison shows
that it can exhibit changes in the order of 0.2 and up to 0.36 in an example. The application of the early version
of MSR leads to an increased stability of the retrieved results and a better avoidance of subsidiary solutions
that is noticeable by the smaller residuals between measurements and fits on average. The capability of MSR
to determine parameters common to a set of spectra provides a systematic approach to determine CO2 opacity
corrections compatible with the measurements and the forward model. The CO2 opacity correction for the
2.3 µm window that initiated the development of the discussed calibration and preprocessing refinements is
shown in Fig. III.11 (p. 94) (Kappel et al., 2012b). It allows for a good simulation of the newly calibrated and
preprocessed radiances in this window. Moreover, it is free from the runaway even-odd pattern that was neces-
sary to simulate the original spectra. Rather, it exhibits a smooth and reasonable wavelength dependence that
is not correlated to the number of the spectral band. Usage of the early version of MSR did not yet allow for
the systematic retrieval of a surface emissivity map as a parameter vector common to several VIRTIS-M-IR
cubes that cover the same target area, but the idea emerged at this point and was already stated in that paper.
Note that at this stage, retrieval errors were just taken from the a posteriori covariance matrix. Only later
it became clear that most retrieval errors are due to a different effect (see Chapter V (p. 135), Kappel et al.,
2015). The proposed refinements in calibration, preprocessing, and retrieval represent an important first step
to enhance the reliability of retrieved atmospheric and surface parameters of Venus.
I.4.3 Chapter IV - Multi-spectrum retrieval algorithm
Chapter IV (p. 103) presents the article titled ’MSR, a multi-spectrum retrieval technique for spatially-
temporally correlated or common Venus surface and atmosphere parameters’ (Kappel, 2014).
As it was already mentioned, Venus surface emissivities retrieved from single VIRTIS-M-IR spectra are
unreliable. They have such wide uncertainty margins that they cannot be considered useful at all. But VIRTIS-
M-IR data are unique and urgently needed. A possible remedy is to use more than one measurement to deter-
mine the surface emissivity at a given surface target.
The VIRTIS-M-IR measurements are not isolated soundings in space or time. A set of measurements that
is spatially or temporally contiguous is unlikely to originate from completely unrelated single-spectrum state
vectors, since the physical drive to balance thermodynamic disequilibria leads to a certain continuity of atmo-
spheric parameters. The underlying parameters of nearby measurements should in this sense be more similar
than those of widely separated measurements. Some parameters (e.g. the horizontal temperature distribution
in the deep atmosphere) may be more slowly varying than others (e.g. the cloud abundance). There are even
parameters that do not vary in space or in time at all, and whose values are not known and shall be retrieved
from measured spectra. This applies, for instance, to the above discussed CO2 opacity correction. Further-
more, neglecting geologic activity (including active volcanism and aeolian processes), the spatially varying
I.4. Outline of accumulated manuscripts and their interrelation 15
surface emissivity does not change with time and is thus common to all measurements that cover the same
surface spot.
This kind of information relating properties of several spectra, even though its presence is rather the reg-
ular case, cannot be used in conventional single-spectrum retrievals. This de facto neglect corresponds to
an only rough approximation of reality and can cause the effect that parameters retrieved from contiguous
measurements show unreasonable jumps although a certain spatial or temporal continuity could be expected.
Such jumps can be caused by the existence of several retrieval parameters with very similar Jacobians in con-
junction with the ill-posed nature of the retrieval problem and the existence of subsidiary minima of the cost
function. It can be seen from an example in the chapter that also a smoothing or an averaging, respectively, of
single-spectrum retrieval results in a post-processing step can fail to produce useful data. Especially when the
single-spectrum information content is low, as it is the case for VIRTIS-M-IR spectra, it is important to incor-
porate inter-measurement relations. A natural way to do this is the application of MSR, the multi-spectrum
retrieval algorithm developed by Kappel (2014). Here, the entirety of a set of measured spectra is regarded
as a meta-measurement of all involved single-spectrum state vectors. For each retrieval parameter, correla-
tion lengths and times can then be introduced. The expected correlation length of a spatially slowly varying
parameter is larger than that of a faster varying parameter. MSR allows the incorporation of such correlation
data from the outset as additional a priori data to better regularize the retrieval problem. In the same way as
the incorporation of a priori mean values and standard deviations in single-spectrum retrievals decreases the
probability to find unreasonable parameter values, this ’multi-spectrum regularization’ decreases the proba-
bility to retrieve unreasonable spatial-temporal parameter distributions, like unphysical jumps of atmospheric
parameters or temporal variations of surface emissivities.
The chapter starts with the mathematical formulation of the Bayesian multi-spectrum regularization. For
this purpose, an a priori covariance matrix is required that allows for the encoding of a priori single-spectrum
standard deviations and correlations, as well as of spatial-temporal correlations. It is not a trivial problem to
find such a covariance matrix, because it must be positive definite4 for an arbitrary distribution of distinct
footprints, and ideally so by construction already. In addition, for extensive retrieval problems, the matrix can
become quite large, and thus it must be efficient to construct and to work with. A large part of the chapter is
devoted to the construction of an easily parameterizable suitable matrix. The key is the Kronecker product
between matrices that preserves positive definiteness. The factors are the a priori covariance matrix of the
single-spectrum problem and the matrix of the a priori spatial-temporal correlations. The latter is essentially
constructed by way of a so-called correlation function that has special properties and is applied to the entries
of the matrix of all spatial-temporal distances5 between the measurement footprints. The use of a correlation
function guarantees that, for spatially-temporally distinct footprints, the resulting matrix is always a proper
positive definite correlation matrix. A correlation function is chosen for this purpose that respects the ob-
servation that widely6 separated footprints experience no correlations anymore and that very close footprints
perceive only slowly changing correlations when their distances vary. So far, this construction assumes that
the spatial-temporal correlation data are the same for the involved retrieval parameters. When there are sev-
eral parameter groups with different group-specific correlation data, an a priori covariance matrix can still
be constructed that combines the matrices of the various parameter groups in a special way. This only works
when there are no correlations between the parameter groups, a requirement that is shown to be no serious
limitation for Venus problems.
In an appendix, a special-case treatment is derived for parameters where correlation length or time have
the limit infinity. Here, the a posteriori probability distribution function is mathematically regarded as tem-
pered distribution7, because the a priori covariance matrix degenerates in the limit. It is shown that such a
parameter can be retrieved as parameter that is common to a set of measurements. This requires the corre-
sponding single-spectrum a priori data for such a parameter to be the same for each included measurement,
an assumption that is quite reasonable in view of the limited a priori knowledge for Venus problems. It is not
clear from the outset, whether there is a statistical
√
r-like relative weighting factor between the common and
the other parameters that reflects the influence of a common parameter on r spectra. However, it is shown
4Semi-definiteness is excluded to allow for the proper definition of the involved probability distributions and is also not needed.
5The notion of a spatial-temporal distance becomes clear in Eq. (IV.7) (p. 112).
6The lengths scales are defined by the parameter’s correlation length and correlation time.
7A certain generalization of a function.
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that this weighting is exactly 1. It is important to mention that it is the said Kronecker product structure that
enables the clean derivation of the retrieval of common parameters in the first place.
The appendix also presents the derivation of a few mathematical shortcuts that can drastically improve
the numerical efficiency of MSR. First, the retrieval cost function is reformulated in terms of a least-squares
residual norm, because this special structure can be exploited by existing efficient iterative algorithms that
search for local minima thereof, like by the trust region formulation of the Levenberg-Marquardt algorithm
(Moré, 1978). This requires the computation of the inverse of the matrix square root of the a priori covariance
matrix. The Kronecker product structure is ideally suited for this purpose, as it allows a very efficient shortcut
where the inverse square root must never be computed of the entire high-dimensional matrix, but only of the
low-dimensional factors before Kronecker multiplication. For extensive retrieval problems with more than
10,000 spectra, only a few percent of the entries of the resource dominating largest matrix, the Jacobian of
the residual between meta-measurement and corresponding simulation, are different from zero. Therefore,
the entire matrix algebra is formulated in terms of sparse matrices, which enables the storage and required
factorization of the said Jacobian for extensive problems in the first place, as well as the efficient computation
of selected a posteriori covariance matrix entries. Critical parts of the computer program are parallelized in
order to take advantage of multi-core computer hardware. All these improvements were not yet available with
the early MSR version presented by Kappel et al. (2012b). In addition, the final version of MSR can systemat-
ically prevent violations of domain boundaries of the parameters8 in the retrieval iterations by using a variant
of the logarithmic barrier method where a penalty is added to the retrieval cost function for each parameter that
approaches one of its domain boundaries. The retrieval of parameters whose impacts on the simulated spectra
can be separated, can be arranged into several retrieval stages to decrease the maximum required computer
resources. The mentioned trust region algorithm is used instead of the plain Levenberg-Marquardt algorithm,
and analytic Jacobians can be computed. The numerical and algorithmic optimizations now allow the MSR
retrieval from ≥ 20, 000 spectra compared with ≤ 400 spectra in the early version.
In contrast to the early version of MSR, a surface emissivity map can now be retrieved as parameter vec-
tor that is common to several VIRTIS-M-IR cubes of the same surface target, neglecting geologic activity.
Here, the surface emissivity map can also be regarded as parameter vector with infinite a priori correlation
time. As already mentioned, it also proves necessary to determine a wavelength dependent correction to the
calculated opacity of CO2 in the extreme environmental conditions in the deep atmosphere of Venus to allow
for the simulation of reasonable synthetic spectra in the first place. This opacity correction can be regarded
as parameter vector with both infinite a priori correlation length and time. A vector that is compatible with
(nearly) all VIRTIS-M-IR nightside measurements can be found by retrieving it as common parameter vector
from as many and diverse as possible measurements of Venus’ nightside emissions. Knowledge gain from
single-spectrum retrievals with respect to emissivities and the CO2 opacity correction is very limited due to
interfering atmospheric variations. In an example with a synthetic VIRTIS-M-IR cube, their single-spectrum
retrievals are shown to statistically fail, although the spectra are sensitive to these parameters.
It is also exemplarily shown that MSR is especially useful to disentangle retrieval parameters with similar
Jacobians and strongly differing correlation data. In particular, this is true for parameters with infinite vs.
finite correlation lengths or times. So it is demonstrated that MSR leads to a better disentanglement of CO2
opacity corrections from spatially-temporally varying atmospheric parameters and of emissivities from CO2
opacity corrections. This is an important result with regard to the intended emissivity retrieval and justifies
the application of MSR.
The stronger constraints that result from the incorporation of inter-measurement relations decrease the num-
ber of potential retrieval solutions. However, MSR does on average not lead to larger but to smaller residuals
between measurements and fits, and thus to more reliable retrieval results than corresponding single-spectrum
retrievals. This is demonstrated for synthetic measurements in the discussed chapter as well as for actual mea-
surements in Chapter III (p. 67) (Kappel et al., 2012b) and indicates the avoidance of subsidiary solutions.
A priori spatial-temporal correlations can be regarded as ’elastic bands’ forcing the parameters to stay
close to self-establishing general spatial-temporal trends. Their incorporation decreases the probability to
find unreasonable spatial-temporal parameter distributions, attenuates the impact of noise, and decreases the
8Cloud and gas abundances are≥ 0, emissivities lie in the interval [0, 1], the FWHMof the spectral instrumental response function
is >0 nm, etc.
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probability to find uninteresting subsidiary solutions. The MSR retrieval of a surface emissivity map may be
compared to the determination of unchanging properties in a movie of a target that is veiled by wafts of mist.
It is far better to increase the probability of finding a smooth retrieval solution than to post-process single-
spectrum retrieval results by smoothing. The latter would in general not lead to a consistent parameter set
describing the measurements, in particular when there are unphysical jumps between different subsidiary so-
lutions or parameters close to their domain boundaries. From a mathematical point of view, MSR allows the
parameterization of all considered measurements by a fully consistent set of atmospheric, surface, and instru-
mental parameters that respects all available a priori data as well as the measurement and simulation error
distributions and that does not neglect the context between adjacent measurements.
As always when regularizing ill-posed problems, it must be checked that retrieved results do not signifi-
cantly change for reasonable a priori data modifications. Note that common parameters retrieved from real-
world measured spectra have to be carefully interpreted, since systematic measurement and simulation errors
are also common to the spectra. First tests revealed that in presence of such errors, knowledge of the CO2
opacity corrections is crucial to reliably retrieve absolute emissivity values, and it may be necessary to first
assume initial mean surface emissivities to determine such corrections as it is proposed in Chapter V (p. 135)
(Kappel et al., 2015).
In conjunction with a refined consistent data calibration and preprocessing (Chapter III (p. 67), Kappel
et al., 2012b), retrieval reliability and accuracy can be pushed to their limits using MSR. However, while the
processing time overhead ofMSR compared to corresponding single-spectrum retrievals is negligible for up to
a few thousand spectra, any retrieval based on full radiative transfer simulations requires considerable compu-
tational resources. Thus, MSR is selectively applied at first to localized targets that are beforehand identified
to be of special geological interest.
I.4.4 Chapter V - Retrieval error analysis
Chapter V (p. 135) presents the article titled ’Error analysis for retrieval of Venus’ IR surface emissivity from
VIRTIS/VEX measurements’ (Kappel et al., 2015).
Once MSR was fully operational, first retrievals from real VIRTIS-M-IR measurements were performed.
They yielded reasonable surface emissivity maps, and these results were originally planned to conclude this
thesis. However, additional tests were performed, in order to verify the reproducibility of the results using
different measurement data sets. These tests ended with a catastrophic failure. Maps from the same target but
retrieved from disjoint selections of spectra exhibited large differences, even though the fits well matched the
measured spectra. It even seemed possible that the retrieved maps showed just random spatial variations that
had nothing to do with reality and were thus useless. Based on these results, the surface emissivity retrieval
from VIRTIS-M-IR data seemed to be impossible, the information buried too deep in the measurements. This
still could have been a conclusion of this thesis, although a very unsatisfactory one.
However, it had been demonstrated byMüller et al. (2008) that surface information can be extracted to some
extent from VIRTIS-M-IR data by applying semi-empirical methods to determine thermal flux anomalies at
1.02 µm that are correlated with surface emissivity. But in view of the just discussed failure, it was not clear,
whether surface data extraction would be possible using a full radiative transfer simulation and a retrieval
algorithm. Compared to the semi-empirical approach, a higher number of degrees of freedom (in form of the
involved retrieval parameters) is required, because acceptable fits to the measured spectra have to be achieved.
It was conceivable, therefore, that the retrieval problem could be too strongly underconstrained, even when
using MSR, or that the emissivity signal could be systematically annihilated by a compensation from the in-
volved retrieval parameters, in short, that the retrieval errors could be too large to allow useful results. These
considerations initiated a search for the reasons of this failure. Chapter V (p. 135) (Kappel et al., 2015) is the
product of these efforts.
Obviously, it is difficult to retrieve surface emissivities from VIRTIS-M-IR measurements, and results are
prone to errors. This is quantified in the chapter. Especially in such difficult cases, it is important to know
the reliability of physical values that are determined from measured data. To begin with, the a posteriori co-
variance matrix encodes, how well surface emissivity could be determined from the utilized measurements,
and how well it could be disentangled from the other retrieved parameters. But there are errors that are not
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reflected in the a posteriori covariance matrix. For instance, the latter is completely local and does not reflect
errors that are caused by a convergence to subsidiary solutions. Also, the accuracy of the forward model and
the measurements, and the choice of the retrieval parameters, of the spectral ranges that are utilized in the re-
trieval, and of the a priori data can influence emissivity retrieval results. In addition, the information content
of a single VIRTIS-M-IR spectrum is quite limited. Therefore, there are always a number of parameters that
cannot be derived from the spectra themselves and that are not sufficiently well known to be accurately set in
the simulation of the synthetic spectra. They are usually set to certain reasonable values that are compatible
with current knowledge on atmospheric and surface conditions and allow the generation of realistic synthetic
spectra. When these assumptions deviate from the true physical values, this may cause emissivity retrieval
errors, even though the simulations well fit the measured spectra.
In order to determine the impact that wrong assumptions on such interfering parameters may have on sur-
face emissivities retrieved from a single spectrum, the true values of both the interfering parameters and the
surface emissivity must be known for a certain spectrum. There are only few in situ data of surface properties
and no in situmeasurements of the interfering atmospheric parameters at all that were sampled simultaneously
with VIRTIS-M-IR measurements of Venus’ nightside emissions. Thus, the only spectra with known true un-
derlying parameters are here synthetic spectra. Therefore, a reference spectrum that represents a typical state
of atmosphere and surface is first computed by using the forward model. The true underlying parameters are
now known by construction. Information losses due to random measurement errors are emulated by adding
realistic Gaussian noise to the reference spectrum. To keep the number of interfering parameters to a mini-
mum, only the smallest possible part of the VIRTIS-M-IR spectral range is considered that still has a sufficient
spectral information content. As explained in the chapter, this comprises the range 1.0–2.3 µm.
To study the impact of an interfering parameter on the retrieved emissivity, the parameter is set to a value
that is different from its true value. The remaining interfering parameters are set to their true values, and the
surface emissivity is retrieved from the unmodified reference spectrum. To allow for useful fits at all, certain
auxiliary parameters (e.g. cloud abundance) have to be always retrieved in addition. This is repeated for 100
different realizations of the Gaussian noise and for all interfering parameters that shall be studied, whereby
each of those parameters is varied over the range that it is physically expected to typically cover. Whenever the
quality of the fit is satisfactory, the retrieved emissivity is compared to its true underlying value. Deviations
provide a measure for the retrieval error introduced by wrong assumptions on the interfering parameters and
the measurement noise.
To allow for a simple characterization of the surface emissivity retrieval errors in terms of a few typical
values, a number of error and noise measures are defined. The most important of these, the ’global error
measure’ defined in the chapter, is the maximum relative deviation of the retrieved from the true emissivity,
when an interfering parameter varies over its full expected range. It indicates the typical error range that can
be expected due to uncertainties of the interfering parameter. Note that the actual emissivity errors may be
even larger, because among other things, not every imaginable interfering parameter can be studied, the in-
terfering parameters may not always lie in the considered ranges, and simulation and measurement errors are
not included here. On the other hand, a too wide parameter range can lead to overestimated emissivity errors.
Next, the ’color dispersion’ specifies the disparity in the deviation of the retrieved from the true emissivities
in dependence on the surface window. A low value (compared to the global error measures) indicates that all
retrieved emissivities, even if strongly deviating from their true values, experience roughly the same retrieval
error. The ’relative error measure’ can be used to evaluate the uncertainty of the spatial fine structure of a
retrieved emissivity map. Finally, the ’noise measure’ enables the estimation of the emissivity error that is
due to the actual measurement noise. These error and noise measures are always monitored to allow for a
categorization of the success of the surface emissivity retrieval.
Several retrieval pipelines are tested to find out, which auxiliary parameters should be retrieved along with
the emissivities from which spectral range to achieve the lowest error and noise measures. Furthermore, re-
trieval errors may depend on environmental and observational conditions. For instance, when all other param-
eters are unchanged, observations of targets with few clouds should lead to smaller errors than observations of
very cloudy regions. Thus, a number of additional synthetic reference spectra are investigated that represent
further key environmental and observational scenarios that may affect the retrieval errors.
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But even in the most favorable situations, the retrieved surface emissivities have such wide uncertainty mar-
gins that acceptably reliable surface emissivity data cannot be obtained from single VIRTIS-M-IR spectra at
all. However, no other suitable data source exists up to now from which infrared surface emissivity on global
scale can be extracted with reasonable reliability.9
Ultimately, this is the reason for applying MSR. Since the single-spectrum information content is too low,
more than one spectrum has to be utilized. But although the application of MSR partly leads to improved
error measures, errors due to uncertainties of temporally constant interfering parameters as well as due to
deviations of assumed values of interfering parameters from their true time averages remain extremely large.
To still obtain some kind of information on the surface emissivities, a possible workaround is proposed: The
information content carried by the retrieval parameter that encodes emissivity data has to be weakened. The
ambition to retrieve absolute emissivity values has to be dropped for this purpose, and only the spatial variation
of the emissivity relative to an initial emissivity value is retrieved with MSR. This approach is implemented
as follows. First, MSR is used to pre-determine a wavelength dependent CO2 opacity correction as parameter
vector that is common to as many and diverse as possible measured spectra. But this retrieval problem is
strongly underconstrained, which is why it requires a fixed initial emissivity value to be set. Based on this
CO2 opacity correction, MSR is then applied to retrieve a surface emissivity map of the actual surface tar-
get. Its emissivity median may not coincide with the initial emissivity, since the measurement sets utilized
to determine the opacity correction and the map do not necessarily coincide. For instance, the spatial distri-
butions of time averages of interfering parameters over their respective measurement data set can depend on
the measurement data set, and they can be different from their long-term averages. However, this deviation is
expected to be spatially slowly varying. When the spatial extension of the surface target is small enough, its
impact can be removed by an additive renormalization. The latter is performed by adding a certain constant
value to the retrieved map, such that the map’s new emissivity median attains the initial emissivity value. The
map then shows spatial variations relative to the initial emissivity. This way, the extremely high emissivity
retrieval errors due to systematically wrong assumptions on interfering parameters can be largely avoided.
A full multi-spectrum retrieval error analysis is very complex and requires considerable computer resources.
But it is possible to roughly estimate global error measures and noise measures for temporally varying inter-
fering parameters by simply scaling single-spectrum error and noise measures with 1/
√
Nr to emulate the
statistical impact when each surface bin is covered byNr repeated measurements. Other parameters and error
measures have to be treated differently. Note that the scaling rules are justified in Chapter VI (p. 161) (Kappel
et al., 2016). In the following, these estimates are listed for Nr = 25 measurement repetitions and the best
of the studied single-spectrum retrieval pipelines. Global error measures due to uncertainties of temporally
varying interfering parameters like cloud parameters and minor gas abundances can add up to 3%–10% of
the true emissivity value, depending on the surface window and the reference spectrum. Temporally con-
stant interfering parameters with a spatial fine structure on a scale of 100 km (surface elevation, interfering
emissivities) contribute another 9%–16%. Measurement noise with a standard deviation of 10−4 W/(m2 sr
µm) leads to additional 1%–4%. The most suitable spectra for emissivity retrieval tend to be the ones with
a small cloud opacity, high surface elevation, high true surface emissivity, and small observation angle, but
this depends on the emissivity window, retrieval pipeline, and measurement repetition number. The impact
of a priori data modifications is shown to be negligible. The spatial fine structure of a retrieved emissivity
map is more reliable than large-scale trends are. Systematic and unsystematic calibration and preprocessing
errors of the measured spectra and forward model errors can lead to further errors for the determined surface
emissivities, as can additional interfering parameters.
The approach to retrieve surface emissivity relative to an initial emissivity value from many VIRTIS-M-
IR measurements covering the target spot using MSR is thus predicted to yield reasonable error and noise
measures. Although it cannot provide absolute emissivity values, it constitutes a first working basis for the
quantitative extraction of surface information using full radiative transfer and retrieval. However, in each
case, it should be verified that emissivity maps of the same target area derived from different selections of
9The IR1 (radiances at 0.90, 0.97, and 1.01 µm useful for nightside studies) and IR2 (radiances at 1.73, 2.26, and 2.32 µm useful
for nightside studies) cameras aboard Akatsuki (Nakamura et al., 2007) may provide required data (although not hyperspectral), if the
second attempt to enter a Venus orbit in December 2015 proves successful. Other than that, it appears that the data situation is not
likely to change any time soon, according to current plannings of future space missions to Venus (Limaye and Smrekar, 2010; Zasova,
2012).
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measurements reasonably agree (’repeatability’). In retrospect, the failure in the attempt to verify repeatabil-
ity described at the beginning of this section is not surprising anymore. The retrieval was not yet performed
relative to an initial emissivity. The average (and possibly the latitudinal trends, as will be explained in the next
section) of the cloud abundance and other temporally varying interfering parameters (cloud bottom altitude,
H2O abundance, etc.) was too different between the utilized disjoint measurement data sets. Moreover, the
emissivity median (or mean) of the map before the additive renormalization was too different from the initial
emissivity and depended on the measurement data set with side effects explained in the next section, and the
number of measurement repetitions was too low.
I.4.5 Chapter VI - Multi-spectrum retrieval of Venus IR surface emissivity maps
Chapter VI (p. 161) presents the article titled ’Multi-spectrum retrieval of Venus IR surface emissivity maps
from VIRTIS/VEX nightside measurements at Themis Regio’ (Kappel et al., 2016).
Chapter V (p. 135) predicted that emissivity retrieval should be possible after all, and how one has to pro-
ceed to obtain useful results. But these predictions were entirely based on synthetic spectra, and retrieval errors
were estimated according to scaling rules that were only argued in words to be plausible. Moreover, an actual
emissivity map was not studied, but only a few separate reference spectra. In short, now it had to be demon-
strated that relative emissivity maps can be retrieved with acceptable reliability from actual measurements.
This is addressed in Chapter VI (p. 161).
The first retrievals based on the insights from Chapter V (p. 135) showed that the determined relative emis-
sivity maps were still subject to latitudinal trends. In addition, they exhibited an approximately linear trend
with surface elevation below about 2 km. Both trends seem to be unrealistic from a geologic point of view,
at least if they should turn out as global phenomena that occur regardless of geologic context. Moreover, the
trends were dependent on the choice of the assumed interfering parameters and the utilized measurement data
set. The latitudinal trend can be explained, similar to the above discussion of the retrieval relative to an initial
emissivity, by the spatial distributions of the time averaged true values of interfering parameters like the cloud
bottom altitude or the H2SO4 concentration of the cloud droplets. Motivated by the symmetries and spatial
scales of the global atmospheric circulation, and provided that the measurements of the surface target are not
in the vicinity of the terminators or the polar regions, these distributions are expected to be spatially slowly
varying, and only in latitude direction. Moreover, they can depend on the utilized measurement data set. The
respective parameters utilized in the forward model simulation are, in absence of detailed knowledge, mostly
set to constant values. These spatially slowly varying deviations between time averaged true and assumed
parameters lead to corresponding artificial latitudinal trends in the retrieved emissivity map. In the same way,
the trend with surface elevation can be explained by unexpected absorption properties close to the surface in
the low-lying regions of the planet, for instance due to errors in the CO2 absorption or to a kind of haze close
to the surface. It is assumed here that both emissivity trends with latitude and surface elevation are not real
and are only retrieval artifacts due to imperfect or unconsidered forward model parameters. Thus, they have
to be removed, the more so because they can depend on the utilized measurement data set. But it should be
kept in mind that actual trends with latitude or surface elevation may possibly exist.
The occurrence of the topography trend in the relative emissivity maps was not anticipated at the time of the
development of the retrieval relative to an initial emissivity in the preceding paper, and the trend with latitude
was assumed to be negligible. The severity of both trends was only discovered when the algorithmwas applied
to real measurements. The concept of the retrieval of a relative emissivity map had to be modified, therefore.
As long as the measurements of the surface target are not in the vicinity of the terminators or the polar regions,
and as long as the latitudinal extension of the target is not too wide and the surface elevation and the surface
elevation range are not too high, all this to stay in the linear regime, both trends can be removed from the raw
retrieved map (i.e. the retrieved map before any post-processing steps are applied) with the help of a multiple
linear regression. At this point, the mean value10 of the rawmap is not changed by this de-trending. This mean
value does not necessarily coincide with the initial emissivity as already explained, and it is uncontrollable to
a certain degree.
10Since additional statistical parameters like the standard deviation are analyzed in the discussed chapter, the mean value is now
used instead of the median proposed by Kappel et al. (2015).
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This effect in conjunction with the artificial emissivity trends with latitude and topography before de-
trending can cause the retrieved emissivities to be cut off at their domain boundaries 0 or 1. In such a case,
a subsequent de-trending makes no sense. To avoid this situation, the CO2 opacity corrections for the three
surface windows are now retrieved each time anew with the emissivity map. The resulting continua differ only
slightly. They now take on the character of fine-tuning parameters that shall prevent the raw emissivity maps
to approach the boundaries 0 or 1 from the outset.
It can now be observed that the magnitude of the de-trended spatial emissivity fluctuations around their
mean value increases with increasing mean value. This is because the radiance response to small emissivity
perturbations around an emissivity base value decreases for increasing emissivity base value. The fluctuations
are small compared to the emissivity mean. Since different maps have to be compared, for example to ver-
ify the repeatability of the results when utilizing different measurement data sets, the uncontrollability of the
fluctuation amplitudes that is due to the uncontrollability of the raw emissivity mean values has to be avoided.
It is shown that the fluctuations of the de-trended map can be transformed to other emissivity mean values
(investigated in the paper for values greater than about 0.5 and not close to 1) according to an affinely linear
transformation. In order to represent all maps according to the same standard, each map is transformed to have
the same defined mean value called reference emissivity, here 0.5. This transformation replaces the simple
adding of a constant value proposed by Kappel et al. (2015) to make the emissivity median value coincide with
the initial emissivity. A de-trended map that is referred to the reference emissivity 0.5 is called ’renormal-
ized emissivity map’, and the process leading to this map as ’renormalized retrieval’. The results can be later
transformed to other reference emissivities if needed. A mathematical appendix formulates the de-trending
in terms of an orthogonal projection operator, and the renormalized map as the result of the de-trending and
the subsequent transformation to the reference emissivity. This formulation is used to justify the error scal-
ing rules proposed in the preceding paper, thereby discussing the assumptions required to derive them. It is
shown that renormalized retrieval is the correct tool to avoid the impacts of spatially slowly varying deviations
between time averaged true and assumed parameters as well as of linear trends with surface elevation. The
underlying mechanisms of retrieval error origination intuitively realized in the preceding paper are shown to
apply.
After these discussions, the chapter presents the completeMSR retrieval pipeline and lists the utilized a pri-
ori mean values, standard deviations, correlation lengths, and correlation times. Note that the wavelength of
the first spectral band and the FWHM of the spectral instrumental response function have to be retrieved for
each spectrum, which introduces some complications into the retrieval pipeline. The data calibration and
preprocessing (in particular the binning) are shortly described. It is also explained, which VIRTIS-M-IR
measurements are considered to be usable for emissivity retrieval. A geologically interesting surface area,
Themis Regio, where each surface bin is covered by at least 64 usable binned VIRTIS-M-IR measurements,
is selected as surface target to demonstrate the new approach. It comprises 219 surface bins with an area of
91.5×91.5 km2 each. For this target, the renormalized retrieved emissivity maps at the three surface windows
(1.02, 1.10, and 1.18 µm) referred to the reference emissivity 0.5 are computed with MSR using 64 measure-
ment repetitions (i.e. 14016 spectra) and displayed along with the corresponding Magellan radar topography
map (Ford and Pettengill, 1992; Rappaport et al., 1999). It is explained, how the maps as well as retrieval errors
can be referred to other reference emissivities. The utilized VIRTIS-M-IR cubes are listed in an appendix.
Note that, to decrease the expectable error levels, the number of measurement repetitions is increased in com-
parison to the hypothetical case with 25 repetitions used for the synthetic MSR retrieval error estimation in
the preceding paper.
It now has to be verified whether the new retrieval and renormalization approaches suffice to obtain useful
emissivity data, or whether further modifications might be required. Independently from the synthetic retrieval
error estimation performed in the preceding paper, the presently discussed chapter determines errors based on
a statistical evaluation of renormalized emissivity maps derived from real measurements and compares results
from both analyses. Two types of tests are designed for this purpose, the ’Measurement Selection Test’ (MST)
and the ’Parameter Modification Test’ (PMT). An MST computes renormalized emissivity maps from a set
of S disjoint measurement data sets, each of which covers the same surface target Nr times. Nr has to be
smaller than 64, because the number of usable measurement repetitions is limited. At a fixed surface window,
the S different maps should be reasonably similar among each other. Additionally fixing the bin, the scatter
of the S renormalized emissivities around their mean value at this bin provides a measure of the emissivity
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accuracy that is achievable at Nr repetitions. An appendix motivates a measure by which the dissimilarity of
the different maps can be quantified and that is at the same time closely related to this scatter. This measure
can be scaled according to the appendix, in order to estimate the uncertainty of the map obtained from 64
measurement repetitions with respect to the selection of the utilized measurement data set. Note that only
temporally varying parameters lead to significant differences between the S maps (at first order). Three MSTs
are performed (Nr ∈ {32, 16, 8}), such that in each case SNr = 64.
For the PMTs, the other type of tests, a reference map is first determined from a certain measurement data
set. Based on this reference scenario, each PMTmodifies an interfering parameter by a reasonable amount and
compares the resulting renormalized emissivity map to the reference map according to a measure motivated
in an appendix. This way, it is studied, whether the maps are reasonably independent of such modifications,
and thus, independent of uncertainties of the respective parameters. The comparison measure is computed
for modifications of the initial emissivity (and thus the raw emissivity mean) and the CO2 opacity correc-
tions as well as for modifications of many other parameters that describe properties of surface, instrument,
atmosphere, retrieval pipeline, data calibration, and data preprocessing. To save computer resources, all PMT
maps are determined from a fixed measurement data set with only 25 measurement repetitions. An appendix
explains, how the comparison measure is statistically scaled to allow interpretation of the Nr = 64-case. It
explains furthermore that some of the scaled PMT comparison measures can (and must) also be regarded as
contributions to the emissivity errors and have to be quadratically added (square root of sum of squares) to
the errors estimated with the MSTs, therefore.
Each MST and PMT and their purpose are described in detail, and the respective comparison measures
along with the renormalization coefficients are listed in a table. It is found that the renormalized maps for
the MSTs and PMTs agree to a satisfying degree. They show that emissivity errors due to unconsidered time
dependent latitudinal trends or offsets of underlying atmospheric parameters are effectively removed by the
renormalization. MSTswith differentNr scaled to 64 repetitions also verify that the error scaling rules approx-
imately apply and the estimation of the errors for 64 repetitions using these rules seems to be valid. However, it
should be expected that the MST errors, even when they are scaled to 64 repetitions, decrease with increasing
Nr due to MSR’s usage of more context data from measurements adjacent in time or space. This is indeed the
case for scaledNr = 32-errors, but scaledNr = 16-errors are not consistently smaller than those forNr = 8.
The high uncertainties for the MST error estimates do not yet allow a conclusion based on present results.
This must be studied with further surface targets and, if possible, with higher repetition numbers by relaxing
the demands on the usability of VIRTIS-M-IR measurements for emissivity retrieval.
MST double standard deviation error estimates are compared to the synthetic error analysis from the pre-
ceding paper, but a new evaluation is performed for the latter that better matches the conditions of the present
work (revised parameter ranges, inclusion of straylight effects, 64 instead of 25 repetitions, reference emis-
sivity 0.5 instead of 0.65). The revised synthetic errors are compatible with the hypothesis that MST errors
are mainly caused by unconsidered time variations of interfering atmospheric parameters. Uncertainties of
the CO2 opacity correction at 1.74 µm, of the H2O abundance, topography, and of the removed straylight are
significant PMT error sources. Special care must be given to these parameters for optimal retrieval results.
The synthetic errors determined in the preceding paper due to topography uncertainties are probably overesti-
mated according to the PMTs. The combined scaled MST and PMT results now estimate total double standard
deviation errors for the three surface windows of 3%, 8%, and 4%, referred to the reference emissivity 0.5.
Deviations from the mean renormalized emissivity of the target, i.e. from the reference emissivity, that
exceed these error levels can, with double standard deviation significance, be considered as emissivity anoma-
lies. Anomalies of up to 8% are detected at both 1.02 and 1.18 µm. At present Nr = 64-sensitivity, no
anomalies are identified at 1.10 µm, but anomalies exceeding the determined error level can be ruled out.
With single standard deviation significance, all three maps show interesting spatial emissivity variations. A
geologic analysis of the target is planned in order to assess the relevance of these variations.
Spatial variations of surface emissivity of 20% that would correspond to the difference between unweath-
ered granitic and basaltic rocks would be easily detectable already at Nr = 8 in case of the 1.02 µm window.
The present work suggests that such large variations do not occur in the studied target area, but note that con-
trasts for weathered material might by smaller. According to present results, about 400 repetitions would be
needed for MST errors at 1.02 µm to fall below 1%. By excessive extrapolation, this would happen only at
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4000 repetitions for all surface windows. The contributing PMT errors are predicted to only slightly improve
with increasing Nr.
In conclusion of Chapter VI (p. 161) (Kappel et al., 2016), the issues raised at the beginning of the present
subsection have all been successfully addressed. Moreover, the MSTs demonstrate that renormalized emissiv-
ity maps determined with MSR from disjoint selections of spectra reasonably agree, in contrast to the failure
of the repeatability tests with absolute maps that was described at the beginning of the previous section. The
renormalized maps do not show just random spatial variations and most likely represent real surface features.
Retrieval errors are sufficiently small to allow geologic interpretation, but note that true emissivities may ex-
hibit real trends with topography or latitude, which cannot be reflected by renormalized maps. The results of
the MSTs and PMTs suggest that no further modifications to the approach of the renormalized retrieval are
required to obtain first reasonably reliable emissivity data maps. But of course, algorithmic improvements
are conceivable that help to further reduce error levels and to interpret the determined maps, in particular
with regard to possible real trends with latitude and topography. This is outlined in more detail in Chapter VII
(p. 203) that includes an outlook with respect to future work. For the time being, the renormalized emissivities
are interpreted as spatial variations relative to the reference emissivity. If the absolute emissivity at a given
bin of the target were known, for instance in the form of ground truth data, the absolute emissivity map of
the entire target could be computed according to the above mentioned transformation. These are the very first
precisely quantified and reliable Venus IR emissivity results from full radiative transfer and retrieval algorithm
application and represent an important step toward the retrieval of absolute emissivities.

Chapter II
VIRTIS-M-IR, radiative transfer simulation model,
and single-spectrum retrieval algorithm
This chapter recites, how atmospheric and surface parameters can be derived from a spectrum of Venus’
nightside as acquired by the VIRTIS-M-IR instrument aboard the Venus Express space probe. First, the in-
strument is introduced. Next, the radiative transfer model is presented, and simulated radiances and Jacobians
are shown. Finally, the retrieval of information from single spectra is discussed. These are important pre-
requisites to a self-contained understanding of the subsequent chapters. For better readability and an easier
overview and navigation, the themes of most paragraphs are emphasized in bold.
II.1 VIRTIS-M-IR
ESA’s Venus EXpress space probe (VEX, Titov et al., 2006; Svedhem et al., 2007) was launched in Novem-
ber 2005 from Baikonur. It was orbiting Venus between April 2006 and January 2015 on a highly elliptical
polar orbit. Most of this time, a single orbit lasted 24 Earth-hours, the pericenter was approximately located
250 km above the North Pole, and the apocenter 66000 km above the South Pole. The Visible and InfraRed
Thermal Imaging Spectrometer (VIRTIS) aboard VEX was devoted to the study of Venus’ atmosphere and
surface (Drossart et al., 2007). It was composed of the aperture High spectral resolution channel VIRTIS-
H (2–5 µm), the VISible Mapping channel VIRTIS-M-VIS (0.3–1.0 µm), and the InfraRed Mapping channel
VIRTIS-M-IR (1.0–5.1 µm). Only the measurements of the latter are suitable for the extraction of surface
information, because they provide data at three spectral nightside windows (1.02, 1.10, and 1.18 µm) that
probe down to the surface. At each exposure with its HgCdTe detector, VIRTIS-M-IR acquired a frame of
256 spatial pixels (’samples’) times 432 spectral bands. The latter divided the range 1.0 – 5.1 µm equidis-
tantly with wavelength. The field of view of a single sample was 250 µrad×250 µrad. A series of spatially
consecutive frames yielded spectrally resolved two-dimensional images of targets on Venus. Data recorded
with VEX in the apocenter region yielded maps of Venus’ southern hemisphere by way of a scanning mirror.
When VEX was located nearer to the pericenter, the speed relative to the ground was too high for mapping,
and the data were recorded in pushbroom mode, approximately resulting in latitudinal profiles of the northern
hemisphere. The data acquired during each VEX orbit are divided into a number of subsessions, stored as
data cubes. Each VIRTIS-M-IR cube (prefix ’VI’) can be uniquely identified by the orbit number, followed
by an underscore and the number of the subsession at that orbit, see e.g. Table II.1. The data are calibrated
according to Cardesin-Moinelo et al. (2010) and can be accessed at ESA’s Planetary Science Archive (PSA,
Drossart et al., 2013). Chapter III (p. 67) (Kappel et al., 2012b) describes calibration refinements and data
preprocessings required for the determination of surface information. An overview of scientific results was
given by Arnold et al. (2012c). Having acquired about 5000 data cubes, VIRTIS-M-IR stopped measuring
science data in October 2008 when its cryocooler failed.
Fig. II.1 depicts a selection of Venus day- and nightside radiance spectra that are identified in Table II.1.
It is typical that, due to reflected sunlight, dayside radiances around 1 µm are more than three orders of mag-
nitudes higher than nightside radiances which originate from thermal emissions by the surface and the deep
atmosphere. VIRTIS-M-IR nightside spectra at short exposure times like 0.36 s are very noisy at the surface
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Figure II.1: Measured VIRTIS-M-IR day- and nightside spectra. Identification and properties of measurements
are listed in Table II.1. Calibration refinements and preprocessings according to Chapter III (p. 67) (Kappel et al.,
2012b) have already been applied.
windows. For the determination of surface information, measurements with long exposure times like 3.0 s are
utilized, therefore. In this case, the detector is saturated at wavelengths longward of around 4 µm from ac-
cumulated detector dark current alone, and radiances cannot be determined there anymore. At the longest
exposure time in the VIRTIS-M-IR data archive (18.0 s), only radiances shortward of about 3.5 µm can be
measured, see Fig. II.1. Note that this does not affect surface and deep atmosphere studies, but retrievals of
temperature profiles above≈60 km that are usually performed in the 4.3 µmCO2 absorption band range would
require short exposure time data to be used (Haus et al., 2013, 2014). This work exclusively utilizes radiances
Spectrum Cube texp Longitude Latitude φobs φSun φph Surface elevation
Dayside I VI0219_00 0.02 s 82.5 °E -38.4 °N 50.2 ° 49.0 ° 89.7 ° -422m
Dayside II VI0240_00 0.02 s 152.2 °E -62.8 °N 19.0 ° 70.4 ° 69.2 ° -826m
Nightside I VI0320_01 18.00 s 240.5 °E -31.1 °N 39.3 ° 116.5 ° 103.9 ° -181m
Nightside II VI0327_02 0.36 s 240.5 °E -38.4 °N 26.0 ° 128.3 ° 109.5 ° -54m
Table II.1: Identification and properties of the measurements depicted in Fig. II.1. texp: single-frame exposure
time, φobs: observation angle (also called emergence angle), φSun: Sun angle (also called incidence angle), φph:
phase angle. The geometric data refer to the respective pixel footprints.
in the spectral range 1.0–2.6 µm that is visualized in Fig. II.2. This figure illustrates that increased absorption
of thermal emissions due to thicker clouds leads to smaller radiances in all spectral windows in this range. In
principle, the deep atmospheric windows (originating at about 20–40 km altitude) at 1.74 and 2.3 µm are used
to derive atmospheric parameters that are required to extract surface information from the surface windows.
The formation of the radiance spectra and their numerical simulation is explained in Section II.2, and the re-
trieval of quantitative information from single measured spectra is discussed in Section II.3 (p. 60). Fig. II.3
illustrates the spatial aspect of the imaging spectrometer.
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Figure II.2: Measured VIRTIS-M-IR nightside spectra from Fig. II.1 in the spectral range studied in this work.
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Figure II.3: Images of VIRTIS-M-IR cube VI0320_02, calibration refinements and preprocessing as described by
Kappel et al. (2012b). Horizontal axis for each image: sample 1 (left) to 255. Vertical axis: line 1 (bottom) to 256.
Radiance images were median smoothed (5×5 pixels) and show nightside emissions that were attenuated by clouds
with spatially varying opacity. Left: image at 1.028 µm, black=0.023W/(m2 sr µm), white=0.047W/(m2 sr µm).
Center: image at 2.291 µm, black=0.006W/(m2 sr µm), white=0.113W/(m2 sr µm). Right: (unblurred) surface
topography according to Rappaport et al. (1999), black=-2015m, red=3986m. More details are given in Table II.2.
Corner Longitude Latitude φSun φobs
Lower left 248.3 °E -17.8 °N 112.6 ° 49.8 °
Lower right 223.3 °E 0.2 °N 139.1 ° 60.5 °
Upper left 227.3 °E -47.7 °N 118.2 ° 14.9 °
Upper right 206.6 °E -23.3 °N 146.7 ° 39.8 °
Table II.2: Properties of the corner footprints of the images depicted in Fig. II.3. texp=18.0 s. Phase angles are
irrelevant for nightside measurements and are not listed here.
II.2 Forward model
A measured spectrum can be simulated using a radiative transfer simulation model, which numerically com-
putes for a given parameter vector the radiance spectrum that the measuring instrument should detect. The
parameter vector includes atmospheric parameters (altitude profiles of temperature, gaseous and particulate
constituents), surface parameters (elevation, temperature, emissivity), and instrumental parameters (e.g. full
width at half maximum (FWHM) of the spectral instrumental response function). The utilized radiative trans-
fer simulation model is a line-by-line code taking into account illumination and observation geometry, thermal
emissions by surface and atmosphere, as well as absorption and multiple scattering by gases and clouds. It is
valid for plane-parallel geometry and local thermodynamic equilibrium (LTE) conditions. Since the determi-
nation of parameters from a measured spectrum is the inversion of the radiative transfer simulation, a radiative
transfer simulation model is often called a forward model. This section recites the fundamental concepts of
radiative transfer as required for this work. It follows, except when stated otherwise, the text book by Liou
(2002, Chapters 1–6) with some re-orderings, notational adaptions, and elaborations. The focus is here not so
much on algebra but more on the involved physical and numerical concepts and the introduction of quantities
that are used in the subsequent chapters. In some places, these concepts are already adapted to the special
situations required for this work, and not the complete generality of literature sources is presented. To obtain
more details, the interested reader is referred to the respective sources pointed out in these cases.
II.2.1 The equation of radiative transfer
This section first introduces the required physical quantities and then formulates the radiative transfer equation.
Let E be the amount of energy that is transported by light rays passing through the surface A and at each
point a ∈ A being confined to the solid angle Ω(a) over the course of a time interval t ∈ [t1, t2] and in a
wavelength range λ ∈ [λ1, λ2]. ϑ denotes the angle between the surface normal at a and the directions that
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R cosϑ dAdΩ dtdλ. (II.1)
This equation holds for arbitrary open integration domains with piecewise differentiable boundaries and
thereby defines the quantity R, called spectral radiance. The spectral radiance can also be expressed in





Rν dν for arbitrary wavenumbers νi := 1/λi.1 The frequency f of the light relates to the
wavenumber as f = cν, where c is the speed of light in the medium. It is R (in the wavelength domain) that is
measured by the VIRTIS-M-IR instrument in units of W/(m2 sr µm). R is often shortly called ’radiance’. Note
that VIRTIS-M-IR cannot discriminate the polarization properties of the measured light. Therefore, polariza-
tion is neglected here, and R is simply a scalar quantity.2 Note that the nightside emissions are unpolarized.
The totality of interactions between radiation and matter can be classified as either extinction (radiance
decreases through interaction) or emission (radiance increases), where both can also occur simultaneously
(Goody and Yung, 1989, Section 2.1.2). For light traveling along a path with covered distance s, this can be
described by dR/ds = −A+B. Here, A parameterizes the extinction and B the emission. Both depend on
wavelength, material properties, and the radiance field itself.
With respect toA, the radiance decrease in absence of emission is described by the Beer-Bouguer-Lambert
Law as dR/ds = −keρR = −βeR. ke is the wavelength dependent extinction cross section for the radiation
per gas molecule and aerosol particle, respectively, where for simplicity, both are referred to as particles in the
following. ρ is the (wavelength independent) number density of the particles that cause the extinction. The ex-
tinction coefficient βe := keρ represents the extinction cross section density. Deviations from this law in form
of non-linearities can be neglected here, since they require photon densities that far exceed those normally
occurring in planetary atmospheres. In the same way, B follows from the radiance increase in absence of
extinction, which can be described by dR/ds = +keρJ . The quantity J is called ’source function’ and can in
particular depend on wavelength and the radiation field. It is scaled here for convenience to allow the formula-
tion of the now resulting general radiative transfer equation (RTE) as dR/ds = keρ(−R+ J). This rather
generic equation will be specified in the following to describe the situation for VIRTIS-M-IR measurements.
For the problems discussed in this work, it suffices to assume that the atmosphere is plane-parallel in the
portion that is permeated by the light measured by a single spatial pixel of VIRTIS-M-IR. This means that
in such a portion, light and atmospheric and surface parameters are permitted to only vary in the direction
normal to the plane that is perpendicular to the direction of gravity at the measurement’s surface footprint.
The light and the parameters are, however, allowed to be different for other measurements, but they must again
be locally plane-parallel, possibly with respect to a different plane. Note that a spherical geometry for a single
measurement as would be required to describe limb observations is hereby excluded. Let then z be the altitude
referred to the planetary mean radius of 6051.8 km, θ the inclination to the upward vertical direction, and φ the
azimuthal angle in reference to the x axis. Introducing τ(z) :=
∫∞
z ke(z
′)ρ(z′) dz′, the ’normal optical depth’
at z measured from the top of the atmosphere, and observing that s = z/µ with the widely used abbreviation




= R(τ, µ, φ)− J(τ, µ, φ), (II.2)
where the functional dependencies of R and J had to be redefined. Note that τ is usually wavelength depen-
dent. It is assumed that, for each single wavelength, there are no contributions from other wavelengths from
any of the terms in the equation, i.e. this equation holds independently for each single wavelength. This behav-
ior is called ’monochromaticity’. Moreover, all involved quantities as well as the equation are assumed to be
time independent over the course of a single VIRTIS-M-IR exposure. In addition, variations of the direction
of the spatial light propagation due to variations of the index of refraction along the light path are assumed to
be negligible. All assumptions in this paragraph are physically well justified for the scope of this work.
1Here and in the following, ’:=’ symbolizes a defining equality.
2Polarization can be treated by introducing the four dimensional Stokes vector, which reads (R, 0, 0, 0)T when only unpolarized
light is present.
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In the following, the contributions to extinction and emission are specified in more detail. The processes
that remove energy from a beam of light and thus cause the extinction are absorption and scattering. Ab-
sorption occurs when some energy of the incoming light is converted into other forms than light, and it is
characterized by ka, the absorption cross section per particle (or molecule). One can also introduce the ab-
sorption cross section density, or short absorption coefficient βa := kaρ, where ρ is the particle number
density. Scattering is the redistribution of radiance by a particle from an incoming direction into outgoing
directions. The part of the radiance R(τ, µ′, φ′) that is incoming from direction (µ′, φ′) and that arrives at di-
rection (µ, φ) due to scattering at a single particle can be written asR(τ, µ′, φ′)·ksP (µ′, φ′;µ, φ)/(4pi). Here,






′, φ′;µ, φ)/(4pi) dµdφ = 1. The attenuation of the incoming radiance due to scattering




′, φ′) · ksP (µ′, φ′;µ, φ)/(4pi) dµdφ = ksR(τ, µ′, φ′). Here, ks is the scattering cross sec-
tion per particle. In analogy to the absorption coefficient βa, the scattering coefficient is defined as βs := ksρ.
The extinction cross section is the sum of the absorption and the scattering cross sections, ke = ka + ks. In
the same way, the extinction coefficient βe = keρ can be written as βe = βa+βs. For this work, it is assumed
that scattering does not change the wavelength of light (’coherent scattering’, also recall monochromaticity
assumption for the RTE), and that scattering sources are separated widely enough so that each particle scatters
light independently from each other (’independent scattering’). When the density of the scattering sources
is high, then light that has already been scattered can be scattered again (’multiple scattering’, an important
mechanism in Venus’ atmosphere). For a spherical particle with radius a, the size parameter x = 2pia/λ
determines the character of the scattering of radiance with a wavelength λ. For x 1 the scattering is called
Rayleigh scattering (Section II.2.5 (p. 51)), for larger particles Mie scattering (Section II.2.4 (p. 44)).
Light can also be emitted. Relevant for this work is emission in the form of blackbody radiation. A black-
body is a configuration of material where the absorption of incoming light is complete. It can be approximated
by the entrance hole of a large cavity. The hole is small enough to make the escape of incoming light back
through the hole extremely unlikely. Incoming light passing this entrance is repeatedly reflected inside the
cavity until it is completely absorbed by the cavity wall. It appears as if the hole is a perfect absorber for light.
In the same way, light emitted by the cavity wall is repeatedly reflected inside the cavity. It is weakened by
absorption and strengthened by new emission at the wall, until absorption and emission reach an equilibrium
with respect to the wall temperature. According to Planck’s Law, the spectral radiance emitted by a blackbody
with temperature T in thermal equilibrium is
B(λ, T ) =
2hc2λ−5
ehc/(λkBT ) − 1 , (II.3)
where kB = 1.3806 · 10−23 J/K is the Boltzmann constant, c = 299792458 m/s is the speed of light, and
h = 6.626 · 10−34 Js is the Planck constant. Blackbody radiation is homogeneous, unpolarized, and isotropic
(Goody and Yung, 1989, Section 2.2.1).
Light absorption and emission by real objects in thermodynamic equilibrium can be expressed as fractions
of that by the idealized blackbody by introducing the spectral absorptivity a and spectral emissivity ε, of-
ten shortly called ’absorptivity’ and ’emissivity’. For instance, the radiation emitted by a surface or gas of
temperature T is then εB(λ, T ). Both a and ε may be direction and wavelength dependent, but for this work,
directional dependence can safely be assumed to be isotropic at the moment, even for surfaces. An equilibrium
argumentation similar to that for the blackbody shows that absorption and emission by real objects are equal,
i.e. ε = a (Kirchhoff’s law of thermal radiation). Conservation of energy implies that incident energy E0
equals absorbed (aE0) plus transmitted (tE0) plus reflected (rE0) energy for radiation that hits a surface. By
Kirchhoff’s law and the fact that there is no transmitted radiation (t = 0) at solid planetary surfaces, it follows
that ε = 1− r, which is often also called Kirchhoff’s law.
In real planetary atmospheres, thermodynamic equilibrium holds only in localized volumes being suffi-
ciently small to allow the assignment of a uniform temperature at all, a situation called local thermodynamic
3P does not include unscattered light. The amount of radiation that is scattered into direction (µ′, φ′) is assumed to be of measure
zero in the integral.
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equilibrium (LTE). In other words, in such a volume, there must be an equilibrium between all thermody-
namic degrees of freedom, including the molecular energy levels. The latter can be achieved when there are
sufficient collisions between molecules where energy can be exchanged. The rate of collisions is determined
by a relaxation time that is proportional to the local pressure. When there are too fewmolecular collisions, and
the energy transitions are governed by spontaneous or induced emissions of photons, the LTE can break down.
This condition becomes important in Venus’ atmosphere only at higher altitudes. For instance, non-LTE O2
nightside emissions (’O2 nightglow’) can be observed at 1.27 µm from an altitude region around 100 km (Pic-
cioni et al., 2009). However, to avoid complex non-LTE computations, the spectral range 1.235–1.295 µm of
the 1.28 µm nightside emission peak that is contaminated by the O2 nightglow is not considered in this work.
This is no disadvantage, because the spectral resolution is not sufficient to disentangle O2 nightglow from
any other spectral information content that is useful for this work. For all other altitudes that are sounded by
VIRTIS-M-IR measurements at the considered wavelengths, it is safe to assume LTE, and thermal emission
by one particle of the atmospheric gas (a = ka) at temperature T can be written as kaB(λ, T ). The density
of the thermal emission (a = βa) is then βaB(λ, T ).
Returning to the RTE (Eq. (II.2) (p. 28)), consider light that propagates into direction (µ, φ) at an altitude z
that corresponds to the normal optical depth τ . The radiance is decreased due to absorption and scattering of a
part of it, which corresponds to the first term on the rhs. of the equation. The other term, the source function
J , can now be specified in more detail. The radiance is increased by thermal emission. Also, light scattered
from other directions into direction (µ, φ) leads to an increase. It is useful to separate the contribution from
the direct (unscattered) incoming sunlight from other contributions. This sunlight can be modeled by an un-
polarized parallel beam that is different from zero only for an infinitesimal solid angle around the incoming
direction, but its integral over the full solid angle is finite (Goody and Yung, 1989, Section 2.3.4). It has thus
the character of a δ-distribution in angular direction in contrast to the remaining ’diffuse’ light field. R is now
redefined to only include the diffuse light, and the direct sunlight is treated independently of R. The direct
sunlight from incoming direction (−µ0, φ0) (note the minus sign implying µ0 > 0 for an incoming direction)
has the radiance F0 before undergoing extinction along its path down to altitude z where it is partly redirected
into direction (µ, φ) by a single scattering process. The extinction along the path can be computed according
to Eq. (II.2) (p. 28) by setting J = 0 and follows as an attenuation by a factor of e−τ/µ0 . The contribution
into direction (µ, φ) can thus be written F0e−τ/µ0 · βsP (−µ0, φ0;µ, φ)/(4pi). The diffuse light R originates
from multiple scattering and thermal emissions. By scattering of a part of itself into direction (µ, φ), it in-
creases the radiance in this direction. The contribution at the point of scattering from direction (µ′, φ′) can be
quantified by the term R(τ, µ′, φ′) · βsP (µ′, φ′;µ, φ)/(4pi), and the total contribution from all directions into





′, φ′) ·βsP (µ′, φ′;µ, φ)/(4pi) dµ′ dφ′. In summary, the radiance
in direction (µ, φ) is increased by the contributions from single-scattering of diffuse light, single-scattering of
direct sunlight, and thermal emission. Recall the scaled definition of the source function J where the radiance
increase in absence of extinction is written as dR/ds = +keρJ . The source function J in Eq. (II.2) (p. 28)
is thus the sum of the just listed contributions, divided by keρ = βe.










R(τ, µ′, φ′) · P (µ′, φ′;µ, φ)/(4pi) dµ′ dφ′
− σ · F0e−τ/µ0 · P (−µ0, φ0;µ, φ)/(4pi)− (1− σ) ·B[T (τ)]. (II.4)
Here, the single-scattering albedo σ := βs/βe is used. It is the fraction of the extinction that is due to scat-
tering and implies βa/βe = 1 − σ. Note that R, τ , σ, P , F0, and B depend on λ, and that R, σ, P , and B
depend on τ , but these (partly implicit) dependencies are not in each case explicitly written here for simplicity.
Eq. (II.4) is a first-order inhomogeneous linear integro-differential equation for R, where the inhomogeneity
corresponds to the terms in the second line. Any two solutions differ by a solution of the homogeneous equa-
tion. The occurrence of the integral term calls for a numerical solution of the equation, since analytic solutions
can only be expected for special cases.
Boundary conditions exist for the top of the atmosphere (τ = 0) and the surface (τ = τs), and in absence
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of more detailed knowledge, they are chosen to be of the simplest possible but still reasonable type. The upper
boundary conditionR(0, µ, φ) = 0 forµ < 0 reflects that there is no incoming (’µ < 0’) diffuse radiation from
outer space (Goody and Yung, 1989, Section 2.3.4). The surface is modeled as a Lambertian, i.e. perfectly
diffuse reflector where the reflectivity r is independent of incoming and outgoing directions. A surface that is
rough at all spatial scales relevant for the wavelengths of the incoming radiation can be well approximated by
a Lambertian reflector. By Kirchhoff’s law, the surface emissivity ε = 1− r is also directionally independent.
A blackbody is an example of a Lambertian emitter. The lower boundary condition (see for instance Stamnes
et al., 1988, Eq. (12), but here for directionally independent ’bidirectional reflectivity’),







R(τs,−µ′, φ′)µ′ dµ′ dφ′ + r
pi
F0e
−τs/µ0µ0 + εB[T (τs)] for µ > 0, (II.5)
then states that, on the one hand, the diffuse and the direct radiation components are diffusely reflected, and on
the other hand, the surface emits a fraction ε of the Planck blackbody radiation (Eq. (II.3) (p. 29)). The struc-
ture of the first term on the rhs. of Eq. (II.5) follows from Lambertian reflection of the spectral power flux of
single incoming light rays at a unit surface area, compare Eq. (II.1) (p. 28) quantifying the energy transported
by light rays. The normalization 1/pi of the first term on the rhs. of Eq. (II.5) follows from the spectral power
integration of the equation for F0 = 0 and B = 0 over µ and φ (µ ≥ 0) while observing that the rhs. of the
equation is independent of µ and φ, and the fact that the total outgoing power flux is equal to r times the total
incoming power flux. The direct beam term inherits this structure. Note that, excluding thermal emissions and
the direct beam source, it can be shown that the boundary value problem has a unique solution, if one exists
(cf. Knyazikhin and Myneni, 2004, Uniqueness Theorem, who cite Germogenova, 1986). Eq. (II.4) ensures
by construction that radiative energy is conserved (Knyazikhin and Myneni, 2004, Section I.6).
II.2.2 Numerical solution of the radiative transfer equation
It does not lie in the focus of this work to fully recite the discretization of the RTE that is required to solve it
numerically. This subject is extensively described in the literature, see for instance Goody and Yung (1989,
Section 8) or Liou (2002, Chapter 6). But to still provide a certain background, the main ideas are stated here.
For this work, the discrete ordinate method originally developed by Chandrasekhar (1950) is employed.
A numerical implementation is readily available in the form of the widely used ’DIScrete Ordinate Radia-
tive Transfer’ code (DISORT, Stamnes et al. (1988)), which is well proven for a wide variety of applications
(Stamnes et al., 2000). However, not DISORT, but the ’LInearized Discrete Ordinate Radiative Transfer’ code
(LIDORT, Spurr (2001, 2008)) is used here. It can be regarded as an extension to DISORT and was also
tested against it. Together with the solution of the RTE, it can provide analytic derivatives with respect to
a variety of parameters, which is preferable to the computation of perturbative derivatives. The derivatives
are required for the computation of the Jacobians of the forward model simulations, which are needed in the
retrieval algorithm, see Section II.3 (p. 60). Both DISORT and LIDORT are implemented in the programming
language Fortran 77. Many other required numerical tools (matrix algebra, numerical integration, interpola-
tion, etc.) are readily available in Fortran, the code can be extremely well optimized by the compiler, and the
processing time is a deciding factor for this work. Therefore, Fortran was chosen for the implementation of
the entire computer program for this work. However, since Fortran 95 is better scalable (in particular because
arrays are allocatable during run-time) for problem sizes that are unknown at compilation time (e.g. number
of considered spectra) Fortran 95 was finally chosen. Note that compiled Fortran 77 subroutines can be linked
to a Fortran 95 program without any modification. The current section follows, except when stated otherwise,
the paper by Stamnes et al. (1988) with some re-orderings and slight notational adaptions.
For a fixed wavelength λ, the single-scattering albedo σ, the scattering phase function P , and the temper-
ature T must be known for nightside radiance simulations, all in dependence on the normal optical depth τ
that essentially is a re-parameterized altitude. The computation of these parameters is discussed starting from
Section II.2.3 (p. 35). In addition, the radiance F0 of the incoming sunlight before extinction by the atmo-
sphere must be known for dayside radiance simulations. A solar spectrum was provided by Kurucz (1995),
but note that it has to be rescaled from Earth’s to Venus’ distance from Sun. Given these parameters, the task
is to compute the radiance R that has to respect Eq. (II.4) and the boundary conditions.
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First, a Fourier expansion helps to reduce the integro-differential equation Eq. (II.4) (p. 30) in the variables
(τ, µ, φ) to a set of uncoupled integro-differential equations in the variables (τ, µ). In atmospheric radiative
transfer, the phase function P is generally assumed to be a function of the scattering angle Θ only. Using the
notation µ := cos θ and µ′ := cos θ′ as before, cos Θ can be determined as the scalar product between the
vectors v(φ, θ) := (cosφ sin θ, sinφ sin θ, cos θ)T and v(φ′, θ′) that point from the coordinate origin to the
unit sphere,




1− µ′2 cos(φ− φ′). (II.6)
Hence, the phase function, now redefined in its functional dependence in form of P (cos Θ), can be ap-
proximated by a series expansion in terms of Legendre polynomials Pl(ω) = 1/(2ll!)(d/dω)l(ω2 − 1)l
(correcting Liou (2002, Eq. (E.2)), see Abramowitz and Stegun (1972, p. 22.11)) with the abbreviation
ω := cos Θ. The Legendre polynomials are orthogonal polynomials with
∫ 1
−1 Pk(ω)Pl(ω) dω = 2/(2l+1)δkl
(Abramowitz and Stegun, 1972, p. 22.2), where the Kronecker delta δkl is 1 when k = l and otherwise
0. The (2N − 1)-th partial sum of the phase function reads∑2N−1l=0 (2l + 1)plPl(ω) with expansion coef-
ficients pl that are also called ’phase function moments’ and are computed according to the orthogonality
relation as pl = 1/2 ·
∫ 1
−1 P (ω)Pl(ω) dω. Note that Stamnes et al. (1988) and Spurr (2001) (in agree-
ment with the below cited work of Wiscombe, 1980) and thus this work use normalizations for the phase
function moments pl that slightly differ from the convention used by Liou (2002), where they are defined
as pLioul := (2l + 1)pl. In order to return to the variables µ, φ, µ′, and φ′, Eq. (II.6) is substituted into
the phase function expansion, and using the addition theorem for spherical harmonics (Liou, 2002, Ap-
pendix E), the approximation for P (µ′, φ′;µ, φ) can be rewritten in terms of associated Legendre polynomials
Pml (ω) = (1 − ω2)m/2(d/dω)mPl(ω) (Liou, 2002, Eq. (E.3)) as partial sum of a Fourier cosine series with
respect to cos[m(φ−φ′)] form ∈ {0, · · · , 2N−1}. This Fourier expansion is substituted into Eq. (II.4) (p. 30)
for both occurrences of the phase function. Now, alsoR(τ, µ, φ) is approximated by the corresponding Fourier
cosine expansion
∑2N−1
m=0 Rm(τ, µ) cos[m(φ−φ0)]. Note thatB is isotropic, and its Fourier cosine expansion
consists only of the zeroth term. As already mentioned, this work assumes Lambertian boundary conditions,
which is a special case of isotropic boundary conditions (reflectivity depends only on difference between in-
coming and outgoing azimuthal angles). When the boundary conditions are not isotropic, a Fourier cosine
expansion of R does not suffice, and also Fourier sine terms are required (Barichello et al., 1996). In the



































(−1)l+m(2l + 1)gml Pml (µ)Pml (µ0)e−τ/µ0 + δm0(1− σ)B[T (τ)]. (II.9)
Note that the τ -dependencies of σ, P , and gml are not explicitly written here. Once the Rm(τ, µ) are known,
the (approximate) solution of the RTE follows from the sum of the terms in the Fourier cosine expansion of
R(τ, µ, φ).
For a numerical solution, the integral in Eq. (II.7) has now to be discretized. It can be approximately eval-
uated by applying the very accurate Gaussian quadrature. For a function q that can be well approximated
by polynomials,
∫ 1
−1 q(µ) dµ can be well approximated by
∑N ′
0 6=j=−N ′ wjq(µj). The µj are the roots of the
Legendre polynomial P2N ′ , and the summation weights arewj = 1/P ′2N ′(µj)·
∫ 1
−1 P2N ′(µ)/(µ−µj) dµwith
P ′2N ′ the derivative of P2N ′ (Liou, 2002, Section 6.5.2). For given N
′, DISORT (and LIDORT) compute the
numerical values for µi andwi (Stamnes et al., 2000, Section 3.3.1). Tabulated values are given byAbramowitz
and Stegun (1972, Table 25.4). This ’double-Gauss’ (Stamnes et al., 1988, Section II.c) approximation is exact
for polynomials of order less than 4N ′ (Goody and Yung, 1989, Section 8.2.2), compare also to Stoer and Bu-
lirsch (1993, Theorem 3.6.12). It has proved sufficient for the number of azimuthal components to not exceed
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the number of terms of the sum in the Gaussian quadrature. Usually both are set to coincide, 2N = 2N ′
(Stamnes et al., 2000, p. 2.1.1), a practice which is also implemented here. Eq. (II.7) is now considered only
at the quadrature angles µ := µi, and the integration over µ′ is discretized by Gaussian quadrature, giving
rise to the name ’discrete ordinate method’. Thus, each of the 2N independent azimuthal components Rm of
the diffuse radiation field yields a system of 2N coupled inhomogeneous linear ordinary differential equations
with coefficients that are nonconstant, because the atmosphere is not homogeneous. Rm can later be eval-
uated at arbitrary µ by an RTE-compatible interpolation (Stamnes, 1982) of the solutions at the quadrature
angles, Rm(τ, µi). The Rm(τ, µi) are called ’stream components’ or short ’streams’. In the double-Gauss
scheme with 2N quadrature angles, there are N upward pointing and N downward pointing streams. It turns
out that the restriction to N = 4 (eight streams) is sufficient for satisfactory simulations of Venus’ nightside
emissions, i.e. the N = 4-radiances were tested to be only marginally different from N = 16-radiances
(relative error< 2 · 10−5). However, for dayside simulations, relative errors forN = 12-radiances referred to
N = 16-radiances can still reach 2 · 10−4.
To numerically solve the differential equation system for fixed m, the atmosphere is divided into layers
thin enough that each layer is nearly homogeneous with respect to τ , σ, and P . This can often be achieved
when a sufficient number of layer boundaries are uniformly distributed with respect to the logarithm of the
atmospheric pressure or with altitude. For this work, the layer boundaries below 100 km are defined by a grid
with step size 1 km, whereas a step size of 10 km suffices above 100 km, and the top of the atmosphere is set
to 140 km. The lowest layer is defined by the surface elevation. For each of the layers, the layer averages of σ
and P are computed, as well as the optical depth ∆τ of the layer. These values are assigned to the layers as
constant single-scattering albedos and phase functions, as well as layer optical depths. The Planck radiation
termB[T (τ)] in each layer is modeled as a first order polynomial in τ , which was found in practice to be suffi-
cient (Stamnes et al., 2000, Section 2.5). Each layer gives thus rise to a system of 2N coupled linear ordinary
differential equations with constant coefficients and inhomogeneities of the formQ1e−τ/µ0+Q2τ+Q3, where
the Qi follow for each m, each quadrature angle, and each layer from Eq. (II.9) after Gaussian quadrature of
Eq. (II.7) for the current layer and azimuthal component.
Such differential equation systems can be solved by applying standard calculus and linear algebra methods.
The general solution can be found as linear combination of the solution of the homogeneous system and of a
particular solution of the inhomogeneous system. The homogeneous solution is at each quadrature angle a
linear combination of terms of the formQ′je−kjτ , where the kj andQ′j follow from the eigenvalue and eigen-
vector problem associated to the homogeneous differential equation system. The form of the inhomogeneity
inspires that of a particular solution Q′′1e−τ/µ0 +Q′′2τ +Q′′3 .
The solution of a linear ordinary differential equation system is continuous for piecewise continuous coeffi-
cients and inhomogeneities. Thus, the layer solutions have to be pieced together such that for each azimuthal
component and each quadrature angle, the complete solution over all τ ∈ [0, τs] is continuous and satisfies
the corresponding Fourier decomposed boundary conditions at τ = 0 and τ = τs at the respective quadrature
angle. These conditions are used to determine the coefficients in the aforementioned linear combinations. Fi-
nally, the (approximate) solution to the RTE Eq. (II.4) (p. 30) is obtained by adding the azimuthal components
of the Fourier cosine expansion
∑2N−1
m=0 Rm(τ, µ) cos[m(φ− φ0)], where the Rm(τ, µ) follow as mentioned
from an RTE-compatible interpolation (Stamnes, 1982) of the 2N stream solutions.
The details of the numerical implementation in DISORT (and LIDORT) are fine tuned to achieve a numer-
ically accurate, robust, and efficient code. All the required algebra, such as matrix multiplication or inversion,
eigenvalue and eigenvector determination, etc., is performed by using well tested and efficient standard nu-
merical subroutines.
An analytic differentiation of the complete discrete ordinate solution with respect to the layer optical
depths, layer single-scattering albedos, layer phase functions, and a selection of typical surface reflectance
functions (here only surface albedo for Lambertian reflection needed, equals 1 − ε with Lambertian surface
emissivity ε according to Kirchoffs’law) was carried out in the form of LIDORT by Spurr (2001, 2008) through
a consequent application of the product and chain rules of differentiation. However, differentiation with respect
to the layer black body temperatures is not yet available as of LIDORT Version 3.3 and has to be performed
perturbatively, see below.
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The input to DISORT and LIDORT aside from boundary conditions and direct beam source descrip-
tions includes for each layer its layer optical depth, single-scattering albedo, and phase function moments
(the Legendre coefficients pl of the phase function, see paragraph following Eq. (II.6) (p. 32)), as well as the
temperatures at the layer boundaries. A large part of the custom forward model implementation required to
simulate VIRTIS-M-IR spectra is devoted to the computation of these quantities based on the altitude distri-
butions of the considered atmospheric gases and clouds and their optical properties. As additional input data,
LIDORT requires the derivatives of the surface reflectance function and for each layer the derivatives of the
layer optical depth, single-scattering albedo, and phase function moments, all with respect to the retrieval pa-
rameters. The computation of these data by analytic differentiation represents another large part of the custom
forward model implementation.
The output of both DISORT and LIDORT includes the synthetic monochromatic radiance. LIDORT yields
in addition the radiance derivatives with respect to the retrieval parameters. Note that LIDORT’s capability
of computing derivatives with respect to atmospheric properties for all layers at once (’profile Jacobians’) is
not employed here, because altitude profiles of gas or cloud abundances cannot be retrieved from VIRTIS-M-
IR spectra due to the spectra’s low information content. In contrast, certain parameters that act on the total
atmospheric column (e.g. a factor that scales the entire altitude profile of the H2O density) can be retrieved.
LIDORT is also capable of computing derivatives with respect to such parameters (’total column Jacobians’).
The entire procedure of computing the monochromatic radiance and its derivatives is repeated for many
wavelengths. The wavelength resolution should be fine enough to resolve each spectral feature of the ab-
sorption and scattering properties of the atmospheric gases and clouds as well as of the solar spectrum. The
simulated radiance that would be recorded by the VIRTIS-M-IR instrument at a single spatial pixel is ob-
tained by convolving the monochromatic radiance spectrum with the spectral instrumental response func-
tion. Based on ground calibration results of the instrument, the spectral instrumental response function K
is modeled as a Gaussian with zero mean value and a full-width-at-half-maximum (FWHM) in the order of
17 nm, K(λ) = exp [−λ2/(2ς2)]/(ς√2pi), where ς = FWHM/(2√2 log 2). The radiance at a single spec-
tral band i corresponding to the nominal wavelength λi is thus the integral of the monochromatic spectrum
timesK(λi−λ) over λ, and the radiance spectrum then follows by computing this integral for all λi that form
the grid of the nominal wavelengths of all spectral bands. This grid comprises 432 spectral bands dividing the
range 1.0 – 5.1 µm equidistantly with wavelength, and hence λi = λI +(i−1)∆λwith i ∈ {1, . . . , 432}. But
the corresponding spectral-band-to-wavelength mapping and the FWHM are not entirely predictable by the
VIRTIS-M-IR calibration, compare Section III.4.4 (p. 91). It turns out that they vary with detector tempera-
ture and spatial pixel on the detector. The intercept λI and slope ∆λ of the band-to-wavelength mapping and
the FWHM are thus treated as additional retrieval parameters in this work. All partial derivatives that form
the monochromatic Jacobian are convolved in the same way to yield the Jacobian at VIRTIS-M-IR resolu-
tion. Note that the derivatives with respect to intercept and slope of the band-to-wavelength mapping and the
FWHM can be computed based only on the monochromatic radiance spectrum itself. This can be achieved
by integrating the monochromatic radiance spectrum times the easily computable analytic derivatives of the
K(λi − λ) with respect to these parameters. To improve numerical efficiency, it is already sufficient to eval-
uate the monochromatic radiative transfer on a wavelength grid that is just fine enough that the instrumental
response function convolutions yield synthetic VIRTIS-M-IR spectra that exhibit no significant differences
compared with the synthetic spectra resulting from the evaluation at high wavelength resolution. In the spec-
tral range 1.0–2.6 µm utilized for this work, the monochromatic wavelength (not wavenumber!) grid has a step
size of 0.3–1 nm for nightside simulations. A maximum step size of 0.1 nm is recommended near 5 µm or for
dayside simulations. To further increase numerical efficiency, certain uninteresting wavelength ranges can be
blacked out automatically (initial radiances or Jacobians in the retrieval iterations below certain thresholds)
or manually.
The forward model is capable of providing synthetic VIRTIS-M-IR spectra as well as analytic derivatives
with respect to certain atmospheric, surface, and instrumental parameters. For any parameter where no ana-
lytic derivative can be computed with LIDORT (mainly temperature variables), perturbative derivativeswith
respect to this parameter can be evaluated as difference quotients. But in this case, the parameter perturbation
must neither be set too small to avoid noisy derivatives resulting from simulated radiance perturbations close
to numerical precision, nor must it exceed the retrieval iteration step lengths or the magnitude that ensures a
well approximation of the derivatives by difference quotients. To evade this situation, analytic derivatives are
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utilized whenever possible, especially as they are faster to evaluate. However, any newly implemented analytic
Jacobian is checked to coincide with its corresponding perturbatively computed Jacobian.
The following sections provide some background on the computation of the input parameters to the DIS-
ORT (and LIDORT) subroutines in the custom forward model implementation. Aside from the boundary
conditions, the temperatures at the layer boundaries, and the direct beam parameterization, the input param-
eters include for each considered monochromatic wavelength and each atmospheric layer the layer averages
of the phase function moments pl, the single-scattering albedo σ, and the layer optical depth ∆τ . For this
work, the custom forward model was implemented from scratch in Fortran 95 in order to better learn the
details of radiative transfer, to be able to independently develop required modifications to the model, and to
create own implementations of the data structures needed for Bayesian retrieval (Section II.3 (p. 60)) and later
MSR retrieval (Chapter IV (p. 103)). However, this was done in close cooperation with Haus and Arnold
(2010), and algorithms and simulated results were in each development stage closely compared to those by
the DISORT-based Fortran 77 code by Haus and Arnold (2010) for mutual improvements. Results were also
partially checked against results from earlier routines entirely self-implemented by R. Haus (Arnold et al.,
2000; Haus and Titov, 2000) that were developed for Mars science and are based on the Successive Orders of
Scattering Approximation (see Liou, 2002, Section 6.5.1). Use of the Successive Order technique, however,
is for Venus conditions not as efficient and accurate as discrete ordinate based approaches are.
II.2.3 Gaseous absorption
This section discusses the computation of gaseous absorption cross sections ka and follows, except when stated
otherwise, the text book by Liou (2002, Chapter 1.3).
Atmospheric molecules can move in space, rotate, vibrate, and have an electronic energy state. Corre-
spondingly, they can store among others translational, rotational, vibrational, and electronic energy, the last
three of them are quantized. Absorption and emission of radiation takes place when the molecules undergo
quantum theoretically allowed transitions between energy states with energy level difference E2 −E1. This
difference corresponds to the energy hf of an absorbed or emitted photon of frequency f. Purely rotational
transitions can typically be observed in the microwave to far infrared, purely vibrational transitions in the in-
frared, and purely electronic transitions in the visible to ultraviolet spectral ranges. Simultaneous rotational
and vibrational transitions are the most important for infrared spectroscopy.
The exact absorption cross sections are difficult to derive from quantum theory, and laboratory data are
insufficient to describe absorption at all kinds of pressure and temperature conditions, wavelengths, and com-
positions of the atmosphere. Therefore, certain empirical or semi-empirical approaches are used in practice
to provide the gaseous opacities required as input to the RTE. These include rules to estimate the wavenum-
ber dependence and scaling laws in dependence on pressure and temperature, where certain parameter sets at
reference conditions are used as initial values and are listed in line databases for various molecules.
II.2.3.1 Idealized model
To start with a simple scenario, a diatomic molecule with non-vanishing electric dipole that can be mod-
eled as a rigid rotator and harmonic oscillator has the quantized rotational and vibrational energy EJ,n =
hKrJ(J + 1) + hKv(n + 1/2) according to the time-independent Schrödinger equation. Here, the non-
negative integers J and n are the rotational and vibrational quantum numbers, respectively. Kr is a constant
that depends on the molecule’s moment of inertia, andKv (Kv  Kr) is a constant that depends on the force
constant of the vibration and the masses of the molecule’s atoms. The number of distinct energy states with
energy level EJ,n is 2J + 1, called the degeneracy of this state (Goody and Yung, 1989, Section 3.2.3).
Allowed rotational-vibrational transitions of this idealized quantum mechanical system are characterized
by differences ∆J = ±1 of the rotational and ∆n = ±1 of the vibrational quantum number. Such statements
are called selection rules. When there are many photons with all kinds of energies (such as generated by
Planck blackbody emission) that cross the atmospheric medium, those can be absorbed that have frequencies
corresponding to the energy differences of allowed transitions. This leads to a decreased number of photons
at these frequencies, noticeable as absorption lines in an observed radiance spectrum.
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Consider the transition from the ground to the first excited vibrational state (n = 0, ∆n = +1) that is due to
the absorption of a photon. J and n are the rotational and vibrational quantum numbers before the transition.
Then the frequency of the absorbed photon follows asKv +Kr(±2J ± 1 + 1), depending on the rotational
transition. J before the transition can attain an arbitrary positive integer for ∆J = −1 and in addition can
be zero in case of ∆J = +1. In presence of a large number of molecules, many states with different J can
be occupied for different molecules before and after transitions, and thus, many absorption lines occur. Since
Kv  Kr, the absorption lines are grouped with spacing 2Kr on both sides of the frequency Kv. The low
frequency group is called ’P -branch’, the high frequency group ’R-branch’. Transitions at the frequency Kv
(’Q-branch’) do not occur here.
In an ensemble of molecules in LTE at temperature T , the energy states with energy Ej are populated with
a probability proportional to gje−Ej/(kBT )/Z(T ) according to the Boltzmann distribution, where gj is the
degeneracy of the energy states that have energy Ej . The normalization Z(T ) :=
∑
j gje
−Ej/(kBT ) is called
’partition function’. The line strengths (or ’intensities’) of the absorption lines in the P - and R-branches
of the transition from the ground to the first excited vibrational state depend on the population of the states
before transition and are thus proportional to (2J+1)e−EJ,0/(kBT ) for the discussed idealized system and also
depend on the partition function.
II.2.3.2 General cases
Now turning to more general cases, atmospheric molecules can be composed of more than two atoms (e.g.
CO2, H2O), allowing for more vibrational and rotational modes. In practice, the molecules are neither har-
monic oscillators, nor rigid rotators. Therefore, degeneracies of the discussed idealized quantum system may
be removed, leading to splittings of degenerate energy levels. In addition, several isotopologues may occur,
i.e. a molecule type may differ in its isotopic composition. All this can lead to a much more complicated
distribution of molecular energy levels. In addition, the selection rules for not idealized systems allow not just
transitions with ∆J = ±1 and ∆n = ±1. Thus, the line frequencies and strengths cannot be computed in a
simple way anymore. For many molecules, these and other line parameters along with the partition functions
are given in line databases like HITRAN (Rothman et al., 2009) and result from measurements as well as
quantum mechanical computations. For CO2 as an example, parameters of more than 11 million lines are
listed in the ’CDSD Venus’ line database (Tashkun et al., 2003; Tashkun and Perevalov, 2008) between 14 and
12790 cm−1 (see Fig. II.4).
Figure II.4: Wavenumbers (in cm−1) and lines strengths (’Intensity’, in cm−1/(molecule cm−2)) of allowed tran-
sitions of CO2 according to the ’CDSD Venus’ line database for different isotopologues. Diagram by Tashkun and
Perevalov (2008).
The absorption line strength of a transition at frequency f depends on the population of the energy state be-
fore the transition, but incoming photons of this frequency can, with a probability proportional to e−hf/(kBT ),
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also induce a stimulated emission of another photon with exactly the same properties as the absorbed pho-
tons, such that it appears as if the probability of photon absorption is somewhat decreased by a factor of
1 − e−hf/(kBT ) (Thomas and Stamnes, 2002, Section 4.4). Taking the ratio of the line strengths at a tem-
perature T and a reference temperature T0, it follows (Thomas and Stamnes, 2002, Section 4.5) that the line
strength scales with temperature as
S(T ) = S(T0)
e−E0/(kBT )(1− e−hf/(kBT ))/Z(T )
e−E0/(kBT0)(1− e−hf/(kBT0))/Z(T0)
, (II.10)
where the energy E0 of the state before transition as well as the line strength S(T0) at reference temperature
T0 = 296 K are listed in line databases (e.g. Rothman et al., 2009). The description of line databases include
a tool to compute the (line independent) partition function Z at a given temperature.
II.2.3.3 Line shapes
For a single fixed absorption line, photon absorption is not only possible at the exact wavenumber ν0 given
by the energy difference of the molecular state transition, but also in a certain vicinity, although at smaller
efficiency. There are several mechanisms that contribute to this ’line broadening’. Define the shape f of
the single spectral line with the wavenumber dependent absorption cross section ka(ν) and with intensity
S :=
∫
ka(ν) dν such that ka(ν) = Sf(ν − ν0). As mentioned, the line intensity can be computed from
the partition function, temperature, and others, and is listed in line databases (Rothman et al., 2009). The line
shapes are discussed in the following.
First, an excited molecule has a finite average life time τn and will decay spontaneously to a lower state
by emission of a photon, leading to the ’natural’ line shape f(ν) = fα′L (ν) := α′/pi · 1/(ν2 + α′2) that fol-
lows from a solution to Schrödinger’s equation and is also valid for absorption lines, where α′ = 1/(2picτn)
(Goody and Yung, 1989, Section 3.3). fα′L is the Lorentz profile with half FWHM (’line width’) α′. How-
ever, this natural broadening is practically negligible as compared to other broadening mechanisms, since
τn ranges from about 10−1 to 101 s (Thomas and Stamnes, 2002, Section 3.3.4), and thus, α′ is smaller than
about 10−10 cm−1.
Next, collisions of other molecules with the emitting (or absorbing) molecule can cause state transitions,
leading to the so-called collisional broadening or pressure broadening of the lines. The corresponding line
shape can be motivated by assuming the molecule to emit (or absorb) a harmonic electromagnetic wave and
the state transitions to take place instantaneously (’impact approximation’). In the frequency domain, the dis-
tribution of the amplitude is represented by the Fourier transform of the harmonic wave times the characteristic
function4 of a time interval [−t/2, t/2]. The time span t of the undisturbed existence of the harmonic wave is
Poisson distributed with probability density e−t/t0/t0 and mean time t0. Neglecting terms that are irrelevant
in the IR, the average of the intensity distributions (the squared amplitude distributions) for t ∈ [0,∞) with
respect to the Poisson distribution yields again the Lorentz line shape fαL , but now with an α = 1/(2pict0)
that results from the (pressure dependent) mean time t0 between collisions. α can be estimated from the ki-
netic theory of gases to scale according to α = α0(p/p0)(T0/T )n for pressure p and temperature T . Here,
α0 is the line width at standard pressure p0=101.325 kPa and temperature T0=296K, and the coefficient n
(1/2 ≤ n ≤ 1) is listed in line databases (Rothman et al., 2009). Fig. II.5 illustrates the line shape for pressure
broadening, in the following often just called Lorentz shape or Lorentz profile. The line databases also list
the half FWHM values αs0 and αf0 for self- and for foreign broadening (i.e. for collisions with the same and
with other molecule types, respectively). α0 results as α0 = (1− q)αf0 + qαs0, where q is the volume mixing
ratio of the considered molecule type. α0 ranges typically from 0.01 to 0.1 cm−1. Note that foreign broad-
ening data are mostly listed only in the form of air broadening under Earth conditions, and depending on the
missing availability of additional data, these values are carried over to, for instance, Venus conditions. For
H2O and CO, special case treatments are used in this work that are valid at high temperatures for the pressure
broadening by CO2, the dominating gas in Venus’ atmosphere (Delaye et al., 1989; Hartmann et al., 1988).
Finally, due to random thermal motion at temperature T , the molecules have a certain velocity compo-
nent v in the direction of light propagation. This velocity component is for molecules with molecular mass
4The characteristic function of a certain set attains the values 1 when the argument is element of this set and 0 elsewhere.
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m randomly distributed according to the Maxwell-Boltzmann distribution Pv(v) = Nve−m/2·v
2/(kBT ) with
normalization Nv. Incoming light of wavenumber ν has in the reference frame of the moving molecule the
wavenumber ν0 required for absorption, when the velocity component of the molecule leads to a Doppler shift
|ν − ν0| = ν0|v|/c for |v|  c. This translates to the line shape of the Doppler broadening fD(ν − ν0) :=
1/(αD
√
pi) · e−(ν−ν0)2/α2D , where αD := ν0/c ·
√
2kBT/m. Hence, the Doppler line width αD
√
log 2 (half
FWHM) depends only on the local temperature and the known molecular mass for a fixed transition and, com-
pared to pressure broadening, becomes important only at high altitudes (in Venus’ atmosphere in the infrared
above ≈60 km, compare Fig. II.5).
In a broad transition region above that altitude, both pressure and Doppler broadening mechanisms have to
be taken into account. When pressure and Doppler broadening are treated as independent of each other,
the pressure broadened line shape is shifted by the Doppler shift for molecules with velocity component
v, and the result is averaged according to the Maxwell-Boltzmann distribution in v, i.e. fV (ν − ν0) :=∫
fαL (ν − ν0 − ν0v/c)Nve−m/2·v
2/(kBT ) dv (Goody and Yung, 1989, Section 3.3.6). By substituting ν ′ :=
ν−ν0v/c, this function can be written as fV (ν−ν0) =
∫
fαL (ν
′−ν0)fD(ν−ν ′) dν ′ and is already normalized
by construction as convolution of two normalized functions. Another set of substitutions, t := (ν − ν ′)/αD,
a := α/αD, and x := (ν − ν0)/αD, leads to the formulation fV (ν − ν0) = 1αD√piK(
ν−ν0
αD
, ααD ) in terms of
the Voigt function K(x, a) := a/pi · ∫ e−t2/[a2 + (x − t)2] dt. This line shape is called Voigt profile, and
in the limits α → 0 or αD → 0, it reduces to the Doppler or Lorentz profile, respectively. The Voigt profile
resembles the Doppler profile in the core region and the Lorentz profile in the far wings. In this work, the
Voigt function is calculated by using the Humlíc˘ek algorithm (Humlíc˘ek, 1982) that makes use of efficiently
computable rational approximations. Fig. II.5 illustrates the Lorentz, Doppler, and Voigt profiles.
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Figure II.5: Line shapes for equatorial Venus conditions according to Fig. II.7 (p. 42). The Lorentz shape is here
computed for α0 = 0.1 cm−1 and n = 1. The Doppler shape is depicted for ν0 = 10000 cm−1 (corresponding to
1 µm) and the molecular mass m for CO2 that corresponds to a molar mass of 44.0095 g/mol. Left: wavenumber
dependence of line shapes at 70 km altitude. Right: line widths in dependence on altitude. The Voigt line width is
computed from the Lorentz and the Doppler widths according to Olivero and Longbothum (1977). The dotted gray
line indicates the altitude at which the line shapes in the left panel are valid.
In practice, it turns out that, although the Voigt profile well describes the line core region, the far wings
can strongly deviate from it and exhibit a sub-Lorentzian behavior. This is a result of oversimplifications in
the motivation of the Lorentz profile as the line shape of the collisional broadening. On the one hand, the
lines were treated as isolated from each other. When the line widths are so large as to be comparable with the
distances between neighboring lines, energy perturbations leading to the line broadening in the first place can,
as long as quantum-theoretically allowed, bridge the energy gaps between rotational energy levels (Goody and
Yung, 1989, Section 3.3.5). This effect is called ’line mixing’. For CO2 it turns out that photons that could be
absorbed without this effect can then not be absorbed anymore, leading to a sub-Lorentzian line shape in the far
line wings. On the other hand, the collisions with other molecules were assumed to be instantaneous. A finite
duration of the collisions (1 ps for CO2 at standard temperature and pressure) results in a smoother cutoff of the
harmonic electromagnetic wave train and in turn to a faster asymptotic decay of the Fourier transform and thus
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also to sub-Lorentzian line wings. Note, however, that the H2O mid wings can be super-Lorentzian according
to the discussions byWang and Sirota (2002), De Souza-Machado et al. (2002, Section 9), and Hartmann et al.
(2008, Chapters IV and V). The resulting line shape is usually modeled by multiplying the Lorentz profile (or
Voigt profile, which is almost Lorentzian in the far wings) with a so-called χ-factor. Without consideration of
the sub-Lorentzian behavior of CO2, the main IR absorber in Venus’ atmosphere, it is not possible to simulate
realistic Venus nightside spectra at all. In some cases and wavenumber ranges, the χ-factor can be inferred
from laboratory measurements, and in absence of more detailed information, it is common practice to carry
such results over to other situations as long as the simulated radiances are realistic. Like in the forward model
described by Haus and Arnold (2010), the χ-factor for CO2 is here defined according to Bézard et al. (2009)
(χB) shortward of 1.5 µm (6667 cm−1) and according to Tonkov et al. (1996) (χT) longward of 1.5 µm with
χB(ν) =

1, ∆ν ≤ 3
1.051 exp (−∆ν/60), 3 < ∆ν ≤ 60
0.6671 exp (−∆ν/110), 60 < ∆ν ≤ 350
0, 350 < ∆ν
, χT(ν) =

1, ∆ν ≤ 3
1.084 exp (−0.027∆ν), 3 < ∆ν ≤ 125
0, 125 < ∆ν
,
(II.11)
where ∆ν := |ν − ν0|/cm−1 for a line with line center wavenumber ν0. The function χ (and thus the line
shape) is continuous except at the cutoff wavenumber (350 cm−1 for χB, 125 cm−1 for χT) beyond which the
contribution from the respective line is set to zero. Note that the cutoff for χT has been chosen smaller here
than originally proposed by Tonkov et al. (1996). Fig. II.6 illustrates one example of a basic Voigt profile in
comparison to the results of the multiplication with the Bezard and the Tonkov χ-factors, respectively. For the
other gaseous components, the χ-factor is set to 1 with a cutoff at 125 cm−1. Reasonable modifications of the
cutoff wavenumber have only marginal influence on simulated radiance spectra.
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Figure II.6: Line shapes in the far wings for different χ-factors applied to the Voigt profile that are valid for the
same conditions as described in the caption of Fig. II.5 but at 10 km altitude. The Lorentz profile would be indis-
tinguishable from the Voigt profile in this diagram.
II.2.3.4 Continuum absorption
An additional significant contribution to the CO2 opacity results from continuum absorption. Radiance spectra
simulations are not satisfactory when it is neglected. In contrast to the absorption cross section of the allowed
transitions that rapidly change with wavenumber, it has a rather smooth wavenumber dependence (hence the
name). The CO2 continuum is not very well computable, and measurements are difficult to perform (high den-
sities and long path lengths are required) and partly contradict each other (cf. Pollack et al., 1993, Section 2.3).
It is therefore common practice to determine a continuum from the measured spectra themselves that allows
one to simulate the measured Venus nightside spectra reasonably well, see below. Note that the continuum is
not observable at dayside conditions, since it becomes significant only at the pressure and temperature con-
ditions in the lower atmosphere, and dayside spectra mainly probe altitudes only above the clouds (cf. Haus
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et al., 2013). Possible causes of the continuum absorption include accumulated residual contributions from
the far wings of all allowed lines (see discussions by Hartmann et al., 2008, Chapter V; for the H2O vapor
continuum, which is also considered in the present work, see Mlawer et al., 2003; Clough et al., 2005, 1989).
Furthermore, collision induced absorption (CIA) can contribute to the continuum, where a transient dipole
moment for the molecule is created by collisions from other molecules, and photons can thus interact with the
molecule that would normally not do so, leading to additional absorption (Hartmann et al., 2008, Chapter V).
For H2O, finally, there is evidence that water dimer (H2O·H2O) contributes to the continuum by providing
additional capacity for photon absorption (Hartmann et al., 2008, Chapter V).
Far wing contributions and CIA originate from collisions of the absorbing with other molecules and de-
pend on the types of the participating molecules. The self-continuum results when absorbing and colliding
molecules are of the same type. It must be distinguished from the foreign-continuum where the types dif-
fer. The continuum absorption is proportional to the collision rate and thus to the density of the perturbing
molecule type, but it is also proportional to the density of the absorbing molecule type. Hence, the self-
continuum absorption scales with density squared of the absorbing molecule type, and the foreign-continuum
with the product of the densities of the absorbing and the perturbing molecule types (Clough et al., 1989),
see also De Souza-Machado et al. (2002, Section 8); Pollack et al. (1993). Most important in Venus’ atmo-
sphere are collisions with CO2 molecules that constitute 96.5% of the gaseous atmospheric mass density. For
H2O (volume mixing ratio ≤50 ppm) absorption, the foreign-continuum due to CO2 must thus be taken into
account, whereas foreign-continua due to other molecule types and the self-continuum are completely negli-
gible. For this work, H2O foreign continuum is taken into account according to Mlawer et al. (2003); Clough
et al. (2005, 1989) resulting in additional absorption with impacts mainly in the spectral range between the
1.10 and 1.18 µm nightside radiance peaks. Except for CO2, no continuum is considered for the remaining
gaseous components due to lack of both data and significant impact.
The CO2 self-continuum absorption is modeled here as αs.cont CO2ρmol CO2ρmol CO2 with the particle num-
ber density ρmol CO2 of CO2, and the foreign continuum due to collisions from the other gaseous constituents
with combined particle number density ρf as αf.cont CO2ρmol CO2ρf . Here, αs.cont CO2 denotes the self- and
αf.cont CO2 the foreign-continuum parameter for CO2. In absence of more detailed data, αf.cont CO2 is treated
to have the same value as αs.cont CO2 =: αcont CO2 , such that the CO2 continuum absorption can be written
αcont CO2 · qmol CO2 · ρ2, where qmol CO2 = 0.965 is the volume mixing ratio of CO2 and ρ = p/(kBT )
the particle number density of the ideal gas at temperature T and pressure p. The wavelength dependent
quantity αcont CO2 is the CO2 continuum parameter. Values for the continuum parameter are often not
given for αcont CO2 in the literature, but for αcont CO2/ρ20, which is expressed in units of cm−1amagat−2.
Here, the Loschmidt constant ρ0 =1 amagat is the number of particles per cm3 in an ideal gas of temperature
T0 =273.15K and pressure p0 =101.325 kPa, i.e. ρ0 = p0/kBT0 = 2.687 · 1019 cm−3. Sometimes the value
αcont CO2/ρ0 is given in the literature, which is measured in units of cm2.
But how can the CO2 continuum be determined from the measurements themselves? The VIRTIS-M-IR
spectra can be regarded as measurements of the continuum but with the locally varying parameters (e.g. at-
mospheric composition and structure) as interfering factors. It is important to understand that the continuum
is always the same for all VIRTIS-M-IR nightside measurement. Any continuum determined from the mea-
sured spectra must thus be compatible with all measured spectra. The multi-spectrum retrieval algorithm
MSR developed in the frame of this work is able to retrieve parameters that are common to a selection of
measured spectra. Kappel (2014) has demonstrated that MSR allows the retrieval of continua from VIRTIS-
M-IR measurements, when random measurement errors are assumed to be the only error sources. However,
results must be interpreted carefully, since for instance systematic measurement and simulation errors exist
that are also common to all spectra. But note that the opacity correction cannot be interpreted as the result
of arbitrary kinds of systematic measurement and simulation errors, since its functional dependence complies
with that of a continuum absorption. In practice, a wavelength dependent gaseous opacity correction can be
retrieved with MSR as parameter vector that is common to as many and as diverse as possible measurements.
The main unknown relevant factor in the radiative transfer simulations of Venus IR nightside spectra is the
CO2 self-continuum, and thus, the opacity correction may be attributed to it. Preliminary retrieved continuum
parameters that are specific to the spectral transparency windows and constant over the spectral ranges of the
respective windows were shown by Haus, Kappel, and Arnold (2013, Table 4). Fig. III.11 (p. 94) (Kappel
et al., 2012b) shows a retrieved wavelength resolved continuum parameter for the 2.3 µm spectral radiance
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window. The latest best estimate for the opacity correction is presented in Section VI.2.2 (p. 167) (Kappel
et al., 2016). Note that these values have always to be referred to the utilized respective line databases and line
shapes. Unfortunately, this is not in each case done in the literature. The retrieved continuum has proved to be
indeed very successful for (almost5) all other VIRTIS-M-IR spectra analyzed so far and is a good candidate
for a correction that is compatible with all measured spectra. The opacity correction globally facilitates better
fits of the simulated to the measured spectra and has partly the character of a compensation of other not well
understood opacity effects. This includes wrong assumptions on line shapes and errors in the line databases,
which are kinds of simulation errors. Line database errors present serious problems for the simulation of
Venus nightside spectra (Haus and Arnold, 2010; Bézard et al., 2011). Line databases are partly or fully based
on theoretical models and not on measurements (Tonkov et al., 1996; Tashkun et al., 2003; Rothman et al.,
2009) and may not always be sufficiently verified by experiments, in particular at the extreme environmental
conditions close to Venus’ surface.
II.2.3.5 Line-by-line procedure
In the custom forward model implementation, the computation of gaseous absorption due to allowed transi-
tions proceeds as described below. Some parts of the present section have already been discussed by Kappel
et al. (2015) and Haus et al. (2013) with Haus and Arnold (2010) as the primary source for the details of the
forward model implementation.
CO2 is the main constituent of Venus’ atmosphere (96.5% by volume). Considered minor gaseous con-
stituents are H2O, CO, SO2, OCS, HCl, and HF. HDO is treated such that the D/H ratio corresponds to 150
times the corresponding ratio for Earth. Other values used in the literature are 95±15 at 74 km (Krasnopolsky
et al., 2013), 120±40 below the clouds (de Bergh et al., 1991), and 157±15 at 72 km (Bjoraker et al., 1992).
A HDO/H2O ratio of 240±25 between 70 and 95 km was reported by Fedorova et al. (2008). Monochromatic
absorption cross sections of gases due to allowed molecular transitions are computed from the spectral line
databases CDSD and HITEMP-Venus in case of CO2 (CDSD for 7500–8000 cm−1 and 11100–25000 cm−1,
Tashkun et al., 2003, HITEMP-Venus for 10–7500 cm−1 and 8000–11100 cm−1, Pollack et al., 1993). Data on
CO and H2O isotopologues 161, 181, 171 are taken from HITEMP-Earth (Rothman et al., 1995). HITRAN08
(Rothman et al., 2009) is used for H2O isotopologues 162, 182, 172, and for the other minor constituents SO2,
OCS, HCl, and HF. To be in line with Haus and Arnold (2010), the more recent high-temperature database
HITEMP2010 (Rothman et al., 2010) is not yet considered here.
To calculate gaseous absorption cross sections, information on temperature and pressure conditions is re-
quired. The Venus International Reference Atmosphere (VIRA) provides latitude dependent temperature and
pressure altitude profiles. For this work, corresponding data are adapted from Haus et al. (2013). These data
comprise both VIRA-1 (Seiff et al., 1985) and VIRA-2 (Zasova et al., 2006b) profiles. Although VIRA-2 is
based on more recent measurements and is more detailed, it only covers altitudes between 55 and 100 km.
Fig. II.7 shows temperature and pressure altitude profiles for different latitudes.
Look-up tables of gaseous absorption cross sections for allowed transitions are computed at first. For
this purpose, a pressure grid is defined between -5 and 140 kmwith grid points corresponding to the equatorial
VIRA pressures at step 5 km resolution. Three temperatures (equatorial VIRA temperature at this altitude,
30K higher, 30K lower) are chosen at each pressure grid point. The so-defined temperature-pressure grid suf-
fices to encompass via quadratic interpolation (and possibly moderate extrapolation) all expected variations of
the temperature and pressure conditions between the surface and the top of the model atmosphere at 140 km.
As already discussed, a wavelength (or wavenumber) grid is defined on which the monochromatic absorption
cross sections are computed. At each wavelength grid point and for each temperature-pressure grid point, the
contributions from all lines of a molecule type (line strengths times line shapes) are summed up, yielding a
look-up table of the absorption cross sections. Such a look-up table is computed for each molecule type and
needs only be recomputed when line shapes or wavelength resolutions or wavelength ranges shall be mod-
ified. Two optimizations proposed by Letchworth and Benner (2007, Section 6) are implemented. Spectral
lines are not considered at all when they are estimated to yield a negligible contribution to the absorption at
5The clouds in the polar regions seem to have anomalous properties (cf. Wilson et al., 2008) and do not always allow for satisfac-
tory fits in the frame of the forward model utilized for the present work. In these cases it cannot be verified at the moment, whether
the retrieved continua are compatible with the measurements.
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Figure II.7: Temperature (T ) and pressure (p) altitude profiles at various latitudes according to VIRA and Haus
et al. (2013).
the respective temperature and pressure conditions. When contributions far from the line center become neg-
ligible, they are also not included in the computation. Fig. II.8 shows for the relevant molecule types weighted
monochromatic absorption cross sections per molecule, which are usually represented in the wavenumber do-
main. Here, they are instead shown in dependence on wavelength for better comparison to the nightside spectra
themselves (Fig. II.1 (p. 26)). The weighting shall illustrate the relative importance of the different molecule
types and was performed by a multiplication with the mixing ratios of the respective gases at the respective
altitudes, see Fig. II.9. In this range, the surface can only be probed through the surface windows (1.02, 1.10,






































































Figure II.8: Weighted absorption cross sections per molecule for gaseous constituents. Left: For CO2 at equatorial
VIRA conditions at different altitudes in the approximate VIRTIS-M-IR spectral range. Right: For all relevant
molecule types at surface conditions (0 km) in the spectral range most important for this work (1.0–2.6 µm).
and 1.18 µm), but the weighting with the mixing ratios for the representation in Fig. II.8 is still valid at 25 km
(cf. Fig. II.9), the altitude probed by the spectral windows in the range 1.7–2.5 µm, as will be shown below.
In the right panel of Fig. II.8, surface conditions are chosen for better representation, since the wavelength
dependencies are smoother than at higher altitudes. This is due to the less severe line broadening at higher
altitude conditions, as it is illustrated in the left panel. The spectral range around the strong CO2 absorption
band at 4.3 µm can be used to retrieve atmospheric temperature altitude profiles between 58 and 84 km from
VIRTIS-M-IR nightside spectra (Haus et al., 2013, 2014). Note that most of the gaseous absorption is due to
the main gaseous atmospheric constituent CO2 (Fig. II.8, right panel). The spectral transparency windows at
1.02, 1.10, 1.18, 1.28, 1.31, 1.74, and 2.3 µm result from the corresponding local minima of CO2 absorption,
while H2O appears as the most important minor gas. Most minor gases have impacts near 2.4 µm. But note
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that the conditions at other altitudes as well as other mechanisms are also important to the formation of the
observable spectrum.
For the computation of a synthetic radiance spectrum, the actual temperature and pressure altitude profiles
may differ for different latitudes (Fig. II.7) and local times. They may even differ fromVIRAwhen determined
from actual measurement retrievals. But T and p are not independent of each other. Given the temperature
profile T (z) for altitudes z, the corresponding pressure altitude profile p(z) is computed by numerically
integrating the hydrostatic equation dp(z)/dz = −g(z)%(z), where g is the gravitational acceleration and
% the atmospheric mass density. The initial value is set to the VIRA pressure at the surface. The hydro-
static equation follows from the observation that the pressure difference p(z2) − p(z1) between altitudes zi
results from the force exerted by the mass
∫ z2
z1




g(z) follows from Newton’s law of gravitation as g(z) = γM/(R + z)2 with the gravitational constant
γ = 6.674 · 10−11 Nm2/kg2. R = 6051.8 km and M = 4.87 · 1024 kg are the mean radius and the mass
of Venus, respectively. The mass density %(z) follows from the ideal gas law p(z) = ρ(z)kBT (z), where ρ
is the particle number density and kB Boltzmann’s constant, and % = µρ with the mean molecular weight µ.
Usually, the temperature profile is the retrieved quantity, and the pressure profile is computed as described,
because T has a more linear behavior than p which can vary over many orders of magnitude (Fig. II.7).
The altitude profiles of volume mixing ratios of gaseous components are modeled according to Fig. II.9,
which displays data used by Haus and Arnold (2010) that are based on profiles described by Pollack et al.
(1993). Note that N2, although with a mixing ratio of 3.5% the second most abundant gas in Venus’ atmo-
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Figure II.9: Initial altitude distributions of gaseous constituents.
sphere after CO2, is not active in the studied spectral range and is not considered, therefore. The information
content of VIRTIS-M-IR spectra is too low to retrieve details of the gaseous altitude profiles, but the abun-
dance can be retrieved in certain altitude ranges for some gases. It is common practice to parameterize such
abundance variations for a molecule type by a column scaling, that is, by multiplying the corresponding initial
mixing ratio altitude profile by an altitude independent factor, the column factor for this molecule type.
As already discussed, the atmosphere is divided into sufficiently thin layers that can be regarded as homo-
geneous for the solution of the RTE, in this case into layers with a step size between 1 and 10 km. At a certain
wavelength, the absorption by a molecule typem due to allowed transitions contributes to the optical depth of
a layer. This contribution is computed by numerically integrating the product of the corresponding molecular
absorption cross section kmolma and the particle number density ρmolm over the altitude range [zi, zi+1] of the




′)ρmolm(z′) dz′. The particle number density of a molecule type at a cer-
tain altitude is the product ρmolm = qmolm · ρ of the respective volume mixing ratio qmolm and the particle
number density ρ = p/(kBT ) of the ideal gas at the respective temperature T and pressure p. Hence, the
computation of ∆τmolmi requires the knowledge of kmolma , p, T , and qmolm at arbitrary altitudes in the range
[zi, zi+1], but these values are given only at certain grid points. The T profile is known at a number of latitudes
and is first linearly interpolated to the current latitude with respect to cos(latitude) of the latitude grid points.
Then the p profile is constructed by integrating the hydrostatic equation for the current T profile as discussed
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above. The current T profile is then known at certain altitude grid points and can be linearly interpolated to
the current altitude. The p profile is known at the same altitude grid as T , but it is preferable to not evaluate the
current p by linear interpolation but by logarithmic interpolation, i.e. the current log p is linearly interpolated
between the logarithms of the pressures at the altitude grid points. kmolma is known on a certain T -p grid and
can be logarithmically interpolated to the current T and log p conditions. The volume mixing ratio qmolm can
be linearly interpolated between the altitude grid points at which it is given. When the ∆τmolmi for layer i
have been computed for all molecule types m at a certain wavelength, the layer optical depth ∆τmoli at that
wavelength due to allowed transitions results as the sum of the ∆τmolmi over all considered molecule types.
Note that the optical depth at a certain layer boundary is the sum of the layer optical depths from the top of
the atmosphere down to this layer boundary. It is sometimes denoted as ’cumulative optical depth’, therefore.
As already discussed, molecule typemmay contribute to the gaseous layer optical depth by its continuum
absorption. Such a contribution ∆τ contmi , if it can be quantified at all, is computed by numerically integrat-
ing the continuum absorption of the molecule type over the i-th layer. For instance for CO2, the continuum
contribution at wavelength λ is computed as ∆τ cont CO2i (λ) =
∫ zi+1
zi
αcont CO2(λ) · qmol CO2(z′) · ρ(z′)2 dz′,
where qmol CO2(z′) = 0.965 is the volume mixing ratio of CO2 at altitude z′, ρ(z′) = p(z′)/[kBT (z′)] is
the particle number density of the ideal gas at temperature T (z′) and pressure p(z′), and αcont CO2(λ) is the
wavelength dependent CO2 continuum parameter at wavelength λ.
II.2.4 Clouds
Absorption and scattering by clouds are important aspects for the radiative transfer in Venus’ atmosphere. In
order to describe these effects, it is required to understand the absorption and scattering of light in presence
of a time independent single spherical cloud droplet of radius a. This situation is approached byMie theory,
when the size parameter x := 2pia/λ for incident light of wavelength λ is neither very small, nor very large.
The case x  1 can already be well described by Rayleigh scattering (Section II.2.5 (p. 51)), whereas the
case x 1 (not relevant for this work) is better described by geometric optics due to slow convergence in Mie
calculations. The total effect of all cloud particles can be derived from that of the single droplet by assuming
the earlier mentioned ’independent scattering’, i.e. the scattering sources are separated widely enough so that
each particle scatters light in the same way as if all other particles were not present. The description of Mie
theory in this section follows, except when stated otherwise, the text book by Liou (2002, Chapter 5.2), but the
algebra is largely omitted, and only the underlying ideas are distilled from this text. This is done, because, on
the one hand, listing the equations of the results without reproducing the intermediate steps is not so helpful
here, and the details are extensively described in many text books and already implemented in well proven
computer routines like that of Wiscombe (1980). On the other hand, it is useful to understand the physical and
mathematical key arguments, for instance in order to be aware of the assumptions and underlying mechanisms
and to be able to evaluate the limitations of the method.
II.2.4.1 Mie theory
Without loss of generality, the coordinate origin is placed at the center of the spherical cloud droplet, a ho-
mogeneous and isotropic sphere of radius a and with the complex index of refraction m. The embedding
atmospheric medium in absence of the droplet can well be modeled as homogeneous and isotropic with re-
fractive index 1. The incident light is modeled as a plane wave propagating along the direction of the positive
z axis. The situation is described by the (so-called macroscopic)Maxwell differential equations6 in absence
of electric charge and current densities. First, the time dependence of the resulting wave equations for E and
H is separated, leading to the Helmholtz equation ∆A + k2m2A = 0, where ∆ = ∇ · ∇ is the Laplace
operator, k = 2pi/λ (not to be confused with wavenumber ν = 1/λ), and A can be either E or H.
6∇ ·D = %,∇ ·B = 0,∇×E = −∂tB,∇×H = j+ ∂tD with constitutive relations for a linear isotropic medium j = σE,
D = ε0εrE, B = µ0µrH and electric and magnetic fields E andH, electric and magnetic flux densitiesD and B, electric charge
and current densities % and j, specific conductivity σ, vacuum and relative permittivity ε0 and εr , vacuum and relative magnetic
permeability µ0 and µr , refractive indexm =
√
εrµr , speed of light in vacuum c = 1/
√
ε0µ0, and phase velocity of light in medium
v = c/m for realm.
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In view of the spherical symmetry of the droplet, the Helmholtz equation is formulated in spherical coor-
dinates (r, θ, φ) in terms of the radial distance r, polar angle θ, and azimuthal angle φ. The general solution
of this homogeneous linear second order partial differential equation is then formulated in terms of spherical
harmonics and Bessel and second kind Hankel functions of half-integral orders with still unspecified coeffi-
cients. The coefficients are determined by boundary and continuity conditions. Inside the droplet, E and
H are solutions of the Helmholtz equation with refractive index m, whereas outside, they are solutions with
respect to refractive index 1. The total outside E-field can be represented as the sum of the E-fields of the
incident plane wave and the scattered wave. The same applies to H. On the one hand, the (known) incident
plane wave outside the sphere solves the Maxwell and thus the Helmholtz equations and can thus be rewritten
in the spherical coordinate representation of the general solution to specify the corresponding coefficients. On
the other hand, the solution inside the sphere must be finite, and the scattered wave outside the sphere must
vanish at infinity. Furthermore, the bounding surface of the droplet constitutes a surface of discontinuity with
respect to the material properties in the Maxwell equations, since ε and µ are spatially continuous except at
that surface. At each point of this surface, E, D, B, and H can be decomposed into components that are tan-
gential and that are normal to the surface. It can be shown7 that the normal components of B and D, as well
as the (for this discussion relevant) tangential components of E and H must be continuous across this surface,
because there are no source terms in the Maxwell equations (% = 0, j = 0). Note that, when the tangential
components of E are continuous at this surface, those of D have a discontinuity there when εr differs between
the droplet and the embedding medium. The same applies to H vs. B with respect to µr. All these boundary
and continuity conditions suffice to determine all coefficients in the spherical coordinate representation of the
global solution of the Helmholtz equation. The internal and the scattered waves are thereby fully specified.
In practice, this scattering process is observed only from large distances (r  1/k). Therefore, it suffices
to analyze only the far field asymptotic of the scattered wave to derive the extinction and scattering cross
sections and the scattering phase function. To obtain results for unpolarized incident light, the scattered wave
has to be computed independently for two incident light beams with the same direction of propagation, where
each beam is linearly polarized, the polarization directions of both beams are perpendicular to each other,
the phase relations between them are random, the electric fields have the same amplitudes, and the magnetic
fields have the same amplitudes. The scattered radiances (not the electric fields!) of both beams have then
to be added to arrive at the scattered wave of the unpolarized incident light. The reduction of the incident
energy due to absorption and scattering by the droplet is evaluated by observing the superimposed incident
and scattered waves in the region that lies, with respect to the propagation of the incident wave, behind the
droplet. The extinction cross section is computed as the (perpendicular) area over which the incident light
would have to be totally blocked to achieve the same energy reduction. The scattering cross section results
as the area that had to be totally blocked to achieve an energy reduction that corresponds to the total energy
transported by the scattered wave through a sphere around the droplet with infinite radius. The phase function
results as the normalized angular distribution of the energy transported by the scattered wave. The extinction
and scattering cross sections ke and ks and the scattering phase function moments pl can be represented in
terms of the now known coefficients in the spherical coordinate representation of the global solution of the
Helmholtz equation.
The computation of ke, ks, and the pl for a given droplet size parameter 2pia/λ and the complex refractive
index m is implemented in well tested Fortran routines like that by Wiscombe (1980). λ is the wavelength
of the incident light, and a is the radius of the spherical droplet. The wavelength dependent refractive index
is taken from Palmer and Williams (1975) who list the real and imaginary parts between 0.36 and 25 µm for
25, 38, 50, 75, 84.5, and 95.6 weight-% H2SO4 solutions in water at 300K. Only concentrations ≥50% are
realistic for Venus’ cloud droplets (James et al., 1997) and are considered here. The imaginary parts of the
Palmer andWilliams (1975) data unrealistically drop to zero between 1.78 and 2.69 µm at 50% and in different
concentration dependent intervals lying in the range 2.56–2.84 µm at higher concentrations. This situation is
7Consider a small ’pillbox’ enclosing a part of the surface of discontinuity with its bottom and lid aligned ’parallel’ to the surface.
In the limit of zero height, apply to this pillbox and theMaxwell equations containing ’∇·’ Gauss’s theorem for converting volume into
surface integrals to prove the assertion for the normal components. Analogously, consider a small rectangular loop circumscribing
a part of the surface with the long sides aligned ’parallel’ to the surface. In the limit of zero length of the rectangle’s sides normal
to the surface, apply to this rectangle and the Maxwell equations containing ’∇×’ Stokes’s theorem for converting surface into line
integrals to prove the assertion for the tangential components (Jackson, 1975).
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treated according to Haus et al. (2013) where these gaps are filled with inter- and extrapolated data given by
Carlson and Anderson (2011) who list imaginary indices for 68, 72, 76, 84, 88, 92, and 96 weight-% between
1.7 and 2.8 µm at a comparable temperature of 295K. Note that the temperatures in the clouds (≈200–400K
between 45 and 75 kmwhere the clouds mainly reside, cf. Figs. II.7 (p. 42) and II.13 (p. 48)) are not extremely
different from this temperature, and that refractive indices for these solutions and wavelength ranges but at
other temperatures are difficult to find in the literature. Fig. II.10 shows the wavelength dependencies of the
real and imaginary parts ofm for two different H2SO4 concentrations. It is useful to define the extinction and











































- Imaginary part, 75.0%, PW
- Imaginary part, 75.0%
- Imaginary part, 95.6%
Figure II.10: Wavelength dependence of complex refractive index for different solutions of H2SO4 (Palmer and
Williams, 1975; Carlson and Anderson, 2011) in the approximate VIRTIS-M-IR spectral range. Note that the imag-
inary parts are represented on a logarithmic scale for better representation. The minus sign before the imaginary
parts is by convention. PW: original Palmer and Williams (1975) data.
the scattering efficienciesQe := ke/(pia2) andQs := ks/(pia2) as the respective cross sections relative to the
’cross section area’ pia2 of the droplet. Fig. II.11 illustrates the wavelength dependencies of Qe, Qs, and the
first phase function moment p1 for two droplets with different (fixed) radii. The zeroth moment p0 is always 1.
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Figure II.11: Wavelength dependencies of (unitless) extinction and scattering efficiencies Qe and Qs and first
phase function moments p1 for one spherical droplet of radius a=1 µm and one of radius a=10 µm, both consisting
of 75 weight-% H2SO4/water solution with refractive indices according to Palmer and Williams (1975); Carlson
and Anderson (2011).
II.2.4.2 Standard cloud model
In practice, the clouds consist of droplets that do not all have the same radius. The particle size spectrometer
experiment on the Pioneer Venus sounder probe showed that the cloud particles followed certain size distribu-
tions that depended on altitude (Knollenberg and Hunten, 1980). Together with the insight that at least some of
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the droplets consist of an H2SO4/water solution (Hansen and Hovenier, 1974) and further refinements based
on new observations and analyses (Crisp, 1986; Pollack et al., 1993; Ignatiev et al., 2009; Barstow et al., 2012;
Haus et al., 2013, 2014), cloud models emerged that allow one to simulate VIRTIS-M-IR measurements ex-
tremely well, as will be shown later on. In the following, one suchmodel is presented, which corresponds to the
model of Haus et al. (2013, 2014) and shall be called standard cloud model henceforth. It allows for an easy
adjustment of some of its parameters like the cloud bottom altitude or the droplet number densities, but these
modifications that are required in the later parts of this work refer to this standard model parameterization.
The cloud droplets occur in several modes, dependent on altitude, where eachmode corresponds to a droplet
population with a certain size distribution. The radius distributions of the droplets for the different cloud
modes are taken from Pollack et al. (1993), who model the clouds to comprise four modes, denoted by 1, 2, 2’,
and 3, each of which consists of spherical droplets of 75 weight-% H2SO4/water solution with log-normally












, for a > 0, (II.12)
where the modal radius aj and the unitless scale parameter σj are listed in Table II.3. Note that∫∞
0 nj(a) da = 1, and that the mean radius is not given by aj but by
∫∞
0 anj(a) da = aj exp (σ
2
j/2)
as can be seen by substituting y := log (a/aj), completing the square in the exponent, and recalling that∫∞
−∞ exp [−(y − y0)2/(2σ2j )] dy =
√
2pi σj . The radius where nj attains its maximum can be found by ze-
roing the derivative of nj with respect to a and amounts to aj exp (−σ2j ). Fig. II.12 depicts the cloud droplet
radius distributions for the four cloud modes. The log-normal distribution is well suited to describe particle
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Figure II.12: Particle size distributions for the four cloud modes according to Pollack et al. (1993). The functional
description is given by Eq. (II.12) with values from Table II.3.
distributions that arise from vapor growth processes (Söderlund et al., 1998). Note that it results as the ap-
proximate probability distribution of the product of many independent positive random variables, where in
comparison, the probability distribution of the sums of many independent random variables is approximately
the normal (or Gauss) distribution (Papoulis, 1991, Section 8.4, central limit theorem). Also note that some of
the cloud modes may not consist of H2SO4/water solution or not even of liquid or spherical particles. For in-
stance, the famous unknown UV absorber in Venus’ mesosphere might fall into these categories (Markiewicz
et al., 2014). But in absence of detailed knowledge, it has proven to be convenient and sufficient, at least in the
near IR, to model the cloud droplets as described.
For the standard cloud model, the altitude profiles of the particle number densities for each of the four
cloud modes are taken from Haus et al. (2013). These profiles represent simplifications of measured profiles
that still allow one to well simulate VIRTIS-M-IR spectra but that are easily analytically re-parameterizable.
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The particle number density Nj(z) for mode j at altitude z is given by
N(z) =

0 z > 85 km
N0 exp
(− (z − zt)/st) zt < z ≤ 85 km
N0 zb ≤ z ≤ zt
N0 exp
(− (zb − z)/sb) z < zb,
(II.13)
where the index j is always omitted for better readability. Mode-specific values are listed in Table II.3.
Fig. II.13 shows a graphical representation of the standard model altitude profiles of the cloud particle num-
ber densities. This standard cloud model can be customized to fit the actual cloud conditions by introducing
cloud mode factors m1, m2, m2′ , and m3 that scale these number densities for always the entire column,
mjNj(z). The number of mode j cloud droplets per horizontal unit area with radius between a1 and a2
















0 nj(a) da = 1, such that the total number of cloud mode
j particles per horizontal unit area between z1 and z2 results simply asmj
∫ z2
z1
Nj(z) dz. For fixedmj , vari-
ations of zb, zt, sb, or st for cloud mode j re-parameterize the altitude distribution of the respective cloud
mode, but in order to separate variations of altitude distribution and total particle abundance, N0 for mode j
is accordingly rescaled to keep the total number of mode j particles per horizontal unit area constant. It has
Cloud mode 1 2 2’ 3
Modal radius, a in µm 0.30 1.0 1.40 3.65
Scale parameter, σ, unitless log 1.56 log 1.29 log 1.23 log 1.28
Top of peak density, zt in km 65 66 60 57
Base of peak density, zb in km 49 65 49 49
Upper scale height, st in km 5 3.5 1 1
Lower scale height, sb in km 1 3 0.1 0.5
PND at zb, N0 in cm−3 181 100 50 14
Table II.3: Parameters for the standard cloud model as given by Eqs. (II.12) and (II.13) and with values taken from
Pollack et al. (1993) and Haus et al. (2013). PND is the particle number density.
0 50 100 150


















Figure II.13: Altitude profiles of the standard model cloud particle densities for the four cloud modes according
to Haus et al. (2013). The functional description is given by Eq. (II.13) with values from Table II.3.
been found by several authors (Zasova et al., 1999, 2006a, 2007; Titov et al., 2008; Ignatiev et al., 2009; Lee
et al., 2012; Haus et al., 2013, 2014) that the cloud top altitude varies with latitude. It is defined as the alti-
tude where the cumulative cloud optical depth (i.e. counted from the top of the atmosphere) reaches 1 (’unity
optical depth’). Since optical depths depend on wavelength, the cloud top altitude has to be referenced to a
certain wavelength (1 µm in this work). On average, it is fairly constant between 72 and 74 km equatorward of
50–60 ° latitude. Poleward, it gradually descends to 63–64 km. This can be crudely reflected by adjusting zt
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for cloud modes 1 and 2 and zb for mode 2 in dependence on latitude, such that they correspond to Table II.3
equatorward of 55 °, are decreased by 10 km poleward of 80 °, and are linearly interpolated in between (cf.
Haus et al., 2013, Fig. 32, but note that these authors denote the cloud top altitude by zt). These modifica-
tions are included in the latitude dependent standard cloud model. Compare also to Section III.4.2.1 (p. 87)
(with slightly different values), where it is described that the geometry data of the measurements have to be
referenced to the local cloud top altitude, where the effective source of the measured radiation is expected.
The cloud microphysical properties and the acid concentration of the aerosol particles were modeled by
James et al. (1997), who considered the vertical transport of sulfuric acid solution aerosols, their nucleation,
growth and evaporation, coagulation, and sedimentation. Their results were able to well explain measurements
acquired by several missions to Venus. The simulation results of these authors, although not to be taken as
absolute truth, shall be summarized here, as they can serve to provide some interesting background and justi-
fication to the cloud model employed for this work. The authors found that the lower Venus cloud is formed
by an upward flux of sulfuric acid vapor from an evaporation region below the cloud base, and the mecha-
nism of lower cloud formation is heterogeneous nucleation of sulfuric acid and water vapor on soluble nuclei.
Further citing from the conclusions of these authors, water and sulfuric acid vapor abundances are controlled
by condensation/evaporation in the cloud. The saturation pressures of sulfuric acid vapor and water vapor
are determined by temperature and the composition of cloud droplets. The vertical profile of sulfuric acid
vapor closely follows the saturation curve. The altitude of the base of the Venus cloud is determined by the
abundance of sulfuric acid vapor below the clouds and the temperature profile which defines the saturation
pressure curve of sulfuric acid vapor. The size distribution of cloud particles is approximately bimodal in the
middle cloud and trimodal in the lower cloud.8 The smallest particle mode is formed by solid condensational
nuclei diffused from below the cloud. The largest mode is formed by cloud droplets nucleated near the top of
the cloud. The droplets continue to grow while sedimenting; thus, the mean size of this mode increases toward
the bottom of the cloud. The middle mode, present in the lower cloud, appears as a result of heterogeneous
nucleation on soluble cores. The aerosols that contain enough soluble material to reduce the vapor pressure
significantly are activated to become cloud droplets and form this mode. Those containing less soluble ma-
terial remain behind as aerosols of the smallest mode. The sulfuric acid concentration of the cloud droplets
declines with increasing altitude, varying from ≈97–99% near the cloud base to ≈80% near 58 km altitude.
The temperature profile is the main factor controlling cloud particle composition.
Note that tests are performed for this work with altitude dependent H2SO4 concentrations according to
James et al. (1997). The concentration altitude profile is in these cases approximated by a linear function that
attains a concentration of 88% at an altitude of 55 km and decreases with increasing altitude with a slope of
-2.5%/km (these values can be modified if needed, for instance when they are treated as retrieval parameters).
Wherever this linear function exceeds the maximum (95.6%) or falls below the minimum (50%) of the H2SO4
concentrations actually utilized in the present work, the concentration is set to this maximum or minimum,
respectively. Note, however, that the altitude dependence of the H2SO4 concentration proposed by James et
al. (1997) is not verified by measurements, and most authors successfully use just a constant concentration,
e.g. 75% (Pollack et al., 1993; Haus et al., 2013, 2014). Moreover, the varying concentration profile was im-
plemented late in this work, and it is thus not utilized in all chapters, since some of them had already been
published. Thus, the constant 75% concentration model is chosen for the standard cloud model throughout this
work except when stated otherwise, for instance when the impact of changes to the cloud model on retrieved
emissivities is tested (Chapters V (p. 135) and VI (p. 161)).
II.2.4.3 Cloud optical properties
Now, the optical properties of the clouds can be computed, that is, the extinction and scattering coefficients,
single-scattering albedo, and phase function moments that are required as inputs to the RTE solvers DISORT
or LIDORT. As already discussed above, independent scattering is assumed. Consequently, the radiance
scattered by an ensemble of cloud particles can be computed by adding the radiances scattered by the single
droplets, without regard of the phase relations between the scattered waves (Liou, 2002, Section 5.2.4).
8Compare to Fig. II.13 to relate the mode assignments in this work to the authors’ explanations. Transition from lower to middle
and upper cloud is here at ≈60 km. Altitude assignments vary between authors, see overview by Barstow et al. (2012, Fig. 3).
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For the computation of the total scattering cross section, this translates to adding the individual scatter-
ing cross sections. Recall the definition of the scattering coefficient βs := ksρ in the paragraphs following
Eq. (II.2) (p. 28), where ks is the droplet radius dependent scattering cross section and ρ the number den-
sity of the particles that cause the scattering. ρ for cloud mode j follows from Section II.2.4.2 (p. 46) as
mjNj(z)nj(a), where nj is the cloud mode j droplet size distribution according to Eq. (II.12) (p. 47) and
mjNj the altitude distribution of the cloud mode j particles, see Eq. (II.13) (p. 48) and its subsequent para-
graph. It follows that βcloud js (z) :=
∫∞
0 ks(a)nj(a) da ·mjNj(z), compare Liou (2002, Eq. (5.2.116)) who
used an unspecified particle size distribution that includes both the a- and the z-dependent part from the out-
set. βcloud js is the altitude dependent scattering coefficient for cloud mode j particles which already takes
the scattering from all occurring droplet sizes into account. For a fixed droplet size distribution and droplet
H2SO4 concentration, the part
∫∞
0 ks(a)nj(a) da =: β
cloud j
s is independent of the cloud particle altitude
distribution and thus needs only be computed once. This is done by numerical integration, which requires the
computation of ks on a fine a-grid (here with 20000 grid points that sample the corresponding log-normal
distribution), such that interference phenomena are fully considered. However, βcloud js depends on wave-
length and on the H2SO4 concentration of the cloud droplets. The wavelength grid where β
cloud j
s has to be
computed, does not need to be very fine, and a resolution of 10 nm was found to be sufficient (see for in-
stance Figs. II.11 (p. 46) and II.14). These values are computed for each of the four cloud modes and for each
of the four H2SO4 concentrations ≥50% that are available through the refractive index data by Palmer and
Williams (1975) and Carlson and Anderson (2011). These data are then stored in a look-up table for cloud
optical properties. Figs. II.14 and II.15 illustrate the wavelength dependence of βcloud js . For the actual use


























Figure II.14: Optical properties for cloud mode 3 at 75% H2SO4 concentration in the approximate VIRTIS-M-











s are given in units of µm2. The corresponding cloud single-
scattering albedo σcloud 3 = βcloud 3s /β
cloud 3
e and the cloud phase function moments pcloud 31 and pcloud 310 are unit-
less. pcloud 30 is always 1. A simplified notation is used in the legends.
in the forward model, βcloud js is interpolated, on the one hand, to the (finer) wavelength grid utilized by the
line-by-line computation of the gaseous absorption (Section II.2.3.5 (p. 41)). On the other hand, it is also
interpolated to the possibly altitude dependent H2SO4 concentration assumed for the cloud droplets, see for
instance James et al. (1997) or Section II.2.4.2 (p. 46). The layer average of the cloud scattering coefficient
βcloud js,i for cloud mode j and the atmospheric layer i with layer altitude boundaries zi and zi+1 finally results
as βcloud js,i (λ) =
∫ zi+1
zi
β˜cloud js (λ, z′) ·mjNj(z′) dz′/(zi+1 − zi), where β˜cloud js (λ, z′) is the interpolation of
β
cloud j
s to the wavelength λ and the cloud droplets’ H2SO4 concentration at altitude z′.
Next, recall the definition of the extinction coefficient βe := keρ in the two paragraphs before
Eq. (II.2) (p. 28), where ke is the droplet radius dependent extinction cross section and ρ the number density
of the particles that cause the extinction. In the same way as for the scattering coefficient, the altitude inde-




0 ke(a)nj(a) da, is
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Figure II.15: Further cloud optical properties for cloud mode j = 3 at H2SO4 concentration c = 75%, except
when legend indicates otherwise. Left: Impact of modification to H2SO4 concentration on various quantities.
Right: βcloud je (continuous lines), β
cloud j
s (dotted), and p
cloud j
1 (dashed) for cloud modes 1 (greenish, no sym-
bols), 2 (bluish, empty triangles), and 2’ (brownish, filled boxes). Note that phase function moments are assigned
to axes on the right. For units and more detailed definitions of depicted quantities, see caption to Fig. II.14.
stored in the look-up table for cloud optical properties in dependence on wavelength, H2SO4 concentration,
and cloud mode, see again Figs. II.14 and II.15 for an illustration. The layer average of the cloud extinction
coefficient βcloud je,i for cloud mode j and atmospheric layer i is then computed in complete analogy to β
cloud j
s,i .
The cloud phase function moments are also not added directly. Recall that in the independent scatter-
ing approximation, the radiance scattered by a cloud droplet ensemble is computed by adding the radiances
scattered by the single droplets. The radiance scattered by one single droplet is proportional to the product
of the corresponding ks and the corresponding phase function, see paragraph following Eq. (II.2) (p. 28).





0 ks(a)nj(a) da =: p
cloud j
l , where the denominator ensures proper
normalization of the phase function moments and is exactly the same as βcloud js . The p
cloud j
l , for this work
computed up to the 32nd moment, are again stored in the look-up table for cloud optical properties in de-
pendence on wavelength, H2SO4 concentration, and cloud mode. See again Figs. II.14 and II.15 for an il-
lustration. In order to compute the layer averages of the cloud phase function moments pcloud jl,i for cloud
mode j and atmospheric layer i, note that not the pcloud jl are interpolated and then averaged as for the cloud
scattering and extinction coefficients. Instead, the unnormalized (radiance-proportional) pcloud jl · β
cloud j
s




β˜cloud js (λ, z′) ·mjNj(z′) dz′/(zi+1 − zi), which is exactly the same as βcloud js,i . It follows that
pcloud jl,i (λ) =
∫ zi+1
zi
p˜cloud jl (λ, z
′)·mjNj(z′) dz′/(zi+1−zi)/βcloud js,i , where p˜cloud jl (λ, z′) is the interpolation
of pcloud jl · β
cloud j
s to the wavelength λ and the cloud droplets’ H2SO4 concentration at altitude z′.
II.2.5 Rayleigh scattering
The atmospheric molecules do not only cause absorption but also scattering of light. The present discussion of
this molecular Rayleigh scattering is based on Liou (2002, Chapter 3.3.1), and the specialization to Venus’
CO2 atmosphere is treated according to Hansen and Travis (1974, Section 2.2).
The scattering molecules are assumed to be homogeneous, isotropic, and spherical with radii that are much
smaller than the wavelength λ of the incident light. Because of this smallness, the incident light’s electric
field E0eikct at a certain molecule’s location appears to the molecule as homogeneous and induces an electric
dipole moment p = αE0eikct, where α is the molecule’s polarizability (assumed to be scalar), t the time,
c the speed of light, and k = 2pi/λ (again not to be confused with wavenumber ν = 1/λ). The oscillating
electric field of the incident wave induces oscillations of the dipole, which in turn generate a plane-polarized
electromagnetic wave, the scattered wave. According to the classical electromagnetic solution for an acceler-
ated dipole given by Heinrich Hertz, the scattered wave has in the far field regime (distance of observer from
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scatterer r  1/k) the electric field E = sin(γ)/(c2r)∂2t p, where γ is the angle between p and the direction
of observation. Hence, E = −E0eikctk2α sin(γ)/r.
To obtain results for unpolarized incident light, the scattered radiances for two independent incident light
beams with perpendicular linear polarization directions, random phase relations, and same amplitudes and
directions have to be added. For this purpose, the incident light is orthogonally decomposed into components
with electric fields that are perpendicular and parallel, respectively, to the plane of scattering and have am-
plitudes E0r and E0l. The plane of scattering is defined by the directions of the incident and the scattered
waves. The perpendicular and parallel electric field amplitudes Er and El of the scattered wave follow as
Er = −E0rk2α sin(γr)/r and El = −E0lk2α sin(γl)/r, respectively. For the perpendicular component,
the angle γr between the direction of the correspondingly induced dipole oscillation (orthogonal to the plane
of scattering) and the plane of scattering is by construction pi/2. The parallel component induces a dipole
oscillation that lies in the plane of scattering and is orthogonal to the incident light’s direction of propaga-
tion. The scattering angle Θ is defined as the angle between the incident wave and the scattered wave at the
observer’s viewpoint. Therefore, γl = pi/2 − Θ, and thus, sin γl = cos Θ, whereas sin γr = 1. It follows
for the perpendicular and the parallel components of the scattered radiance R that Rr = R0rk4α2/r2 and
Rl = R0lk
4α2 cos2 Θ/r2, where R0r and R0l are the perpendicular and the parallel components of the inci-
dent radiance R0. For unpolarized incident light, R0r = R0l = R0/2, and thus, the scattered radiance for
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. (II.14)
Choosing a spherical coordinate system with polar angle Θ and azimuthal angle Φ, the integral of R over the








)4 · 2pi · 43 .
Thus, R defines a normalized phase function (see second paragraph after Eq. (II.2) (p. 28) and paragraph
before Eq. (II.6) (p. 32)) PRayl(cos Θ) = 34(1 + cos
2 Θ). The scattered radiance can therefore be written as
R = R0/r




)4 · 23 · 4pi. The quantity kRayls can be identi-
fied with the scattering cross section for the scattering molecule, and PRayl with the corresponding scattering
phase function, when considering that the sum of the radiance losses into all outgoing directions due to the




Θ=0R · r2 sin Θ dΘ dΦ that passes the spherical
surface with radius r around the scatterer. This flux is (still referred to the far field approximation) indepen-
dent of r and reads kRayls R0, which corresponds to the definition of kRayls as the scattering cross section of the
scattering molecule (see second paragraph after Eq. (II.2) (p. 28)). Applying the definitions of the Legendre
polynomials Pl(ω) and the phase function moments pl subsequent to Eq. (II.6) (p. 32) to the just presented
Rayleigh scattering phase function PRayl(ω) = 34(1 + ω
2), the Rayleigh scattering phase function moments
follow as pRayl0 = 1, p
Rayl
1 = 0, p
Rayl
2 = 1/10, and p
Rayl
l = 0 for l ≥ 3. Since they are independent of altitude
(and wavelength), their layer averages pRayll,i over the atmospheric layer i with altitude boundaries zi and zi+1
are exactly pRayll .




, where ρ is the number density of the scattering molecules as in Section II.2.1 (p. 27). m is
the refractive index of the gas, which is effectively real and very close to 1 in the solar visible (and conjec-
turally also in the infrared) spectrum, such thatm2 + 2 can be approximated by 3. This also implies that the
Rayleigh absorption cross section effectively vanishes, kRayla = 0, and that the Rayleigh extinction cross sec-
tion kRayle equals kRayls . Note that this does not apply to molecular absorption that has already been discussed







6− 7δ , (II.15)
where the last factor arises from possibly anisotropic properties of randomly orientated molecules. The
’anisotropic factor’ δ depends on the molecule type and amounts to 0.09 for Venus’ predominantly CO2 at-
mosphere (Hansen and Travis, 1974, Section 2.2).
II.2. Forward model 53
Hansen and Travis (1974, Section 2.2) derived a relation between the atmospheric pressure and the
optical thickness due to molecular Rayleigh scattering by assuming hydrostatic equilibrium (see Sec-
tion II.2.3.5 (p. 41), paragraph ’pressure altitude profile’) and altitude independence of the acceleration of
gravity g and κRayls := βRayls /%, i.e. the scattering coefficient βRayls = kRayls ρ referred to the atmo-
spheric mass density %. These assumptions are applicable here, since molecular Rayleigh scattering is of
only secondary importance in the VIRTIS-M-IR spectral range, as corresponding calculations show. Note
that these authors use a different notation for these variables, for instance ksca for the scattering coefficient
and N for the number density of the scattering molecules. The Rayleigh optical depth above altitude z is























′ according to the hydrostatic equation (see Section II.2.3.5 (p. 41), paragraph
’pressure altitude profile’). By comparing these equations, it follows that τRayl = κRayls p/g = kRayls p/(gµ),
where µ = %/ρ ≈ 44 · 1.66 · 10−27 kg is the mean molecular mass of Venus’ CO2 atmosphere. It also follows
that τRayl(z)/τRayl(z0) = p(z)/p(z0), or ∆τRayli = τRayl(z0) · ∆pi/p(z0) for the Rayleigh optical depth
∆τRayli of layer i between altitudes zi and zi+1 with layer boundary pressure difference∆pi = p(zi)−p(zi+1).
The reference Rayleigh optical depth τRayl(z0) at the surface (z0 = 0 km, p(z0) ≈ 93 bar = 9.3 MPa)
amounts to 1.527(λ/µm)−4(1 + 0.013(λ/µm)−2) according to Hansen and Travis (1974, Eq. (2.32)). These
authors use constants from Allen (1963, pp. 87, 114) and p(z0) = 93 bar instead of the VIRA value 92.1 bar
multiplied by the CO2 concentration 96.5%. On the other hand, they also do not include the≈3.5% N2 contri-
bution. To stay in accordance with this source and other publications and because of the secondary importance
of IR Rayleigh scattering, this formula is used as stated. Note that ∆τRayli /(zi+1− zi) is the average Rayleigh
scattering coefficient βRayls,i for layer i.
In view of the approximate λ−4 dependence of τRayl that is also used to explain the blue sky under Earth
conditions, Rayleigh scattering is more important in the visible than in the infrared spectral range. In the
VIRTIS-M-IR spectral range, molecular Rayleigh scattering is most important near 1 µm, where it con-
tributes an optical depth of about 1.5 between surface and top of atmosphere. But already at the important
2.3 µm nightside spectral window, this contribution reduces to 0.05. Comparing these values to the planetary
average of the cloud optical depth of ≈35 at 1 µm (Haus et al., 2013, 2014), it becomes clear that Rayleigh
scattering is of only secondary importance in the VIRTIS-M-IR spectral range.
II.2.6 Input to RTE solver
Now, all parameters are available that are required as input to the RTE solver (DISORT or LIDORT). First,
the temperatures at the layer boundaries (and the wavelength in order to compute the corresponding Planck
emissions), the observation geometry, and, in case of dayside simulations, the incoming spectral radiance of
the Sun and the illumination geometry can be provided straightforwardly as already discussed.
Then, for each monochromatic wavelength λ and for each atmospheric layer i with layer boundaries at
altitudes zi and zi+1 and thickness ∆zi = zi+1 − zi, the layer optical depth ∆τi, single scattering albedo σi,
and phase function moments pl,i are needed. They are discussed in the following.
The optical depth ∆τi of layer i results as the sum of all terms that contribute to the extinction of radiance,
which here comprise:
• the sum of the layer optical depths due to allowed molecular transitions over all considered molecule







• the sum of continuum absorptions over all molecule types m (when a continuum is considered), here





• the sum of the layer averages of the cloud extinction coefficients times the layer thickness ∆zi over the




e,i ∆zi =: ∆τ
cloud
i
• the layer optical depth due to molecular Rayleigh scattering (Section II.2.5 (p. 51)): ∆τRayli .
The layer single scattering albedo σi of layer i results as the ratio βs,i∆zi/∆τi, where ∆τi is the sum of
all terms that contribute to extinction (i.e. the just discussed layer optical depth), and βs,i∆zi is the sum of all
terms that contribute to scattering, which here comprise:
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• the sum of the layer averages of the cloud scattering coefficients times the layer thickness ∆zi over the





• the layer average of the molecular Rayleigh scattering coefficient times the layer thickness ∆zi (Sec-
tion II.2.5 (p. 51)): βRayls,i ∆zi = ∆τ
Rayl
i .
Note that, if ∆τi happens to vanish for layer i and a certain λ, σi is correspondingly defined to be 0, since zero
optical depth also indicates absence of scatterers.
The layer averages of the phase function moments pl,i of layer i can be computed as the ratio
p̂l,i/(βs,i∆zi), where βs,i∆zi was just discussed in connection with the layer single scattering albedo, and
p̂l,i is the sum of all unnormalized (radiance-proportional) phase function moment terms, which here com-
prise:
• the sum of the unnormalized layer averages of the cloud phase function moments times the layer thick-




l,i · βcloud js,i ∆zi
• the layer average of the unnormalized molecular Rayleigh phase function moments times the layer thick-
ness ∆zi (Section II.2.5 (p. 51)): pRayll,i · βRayls,i ∆zi.
pl,i is defined to be 0 in case of vanishing βs,i∆zi indicating absent scatterers. In this case, the phase function
for this layer and wavelength is not needed for the solution of the RTE, but from a mathematical point of view,
proper normalization of the phase function requires p0,i to be set to 1.
Fig. II.16 illustrates the altitude profiles for a selection of optical parameters at 1.00 and 2.35 µm. To get
an impression of the wavelength dependence of some of these quantities, compare also the parameters shown
in Figs. II.8 (p. 42), II.14 (p. 50), and II.15 (p. 51) that are closely related to them.
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Figure II.16: Altitude profiles of various optical parameters for standard gas and cloud model. The atmosphere is
divided into layers iwith thickness 1 km. All quantities are referred to these layers, while the index i is always omit-
ted in the legends. Left and center diagrams (with shared legends): layer optical depth ∆τi, single scattering albedo
σi, first phase function moment p1,i, and the contributions to ∆τi (due to allowed molecular transitions ∆τmoli ,
CO2 continuum absorption ∆τ cont CO2i , cloud extincion ∆τ cloudi , and molecular Rayleigh extinction ∆τ
Rayl
i ) at
1.00 µm (left) and 2.35 µm (center). Right diagram: details of contributions to ∆τmoli (due to CO2, H2O, and CO)
and ∆τ cloudi (due to cloud modes j) at 2.35 µm.
It will turn out (see Section VI.2.3 (p. 169)) (Kappel et al., 2016) that there might be an additional ab-
sorber in the deep atmosphere close to the surface. According to Section VI.4.4 (p. 180) and due to lack-
ing more detailed information, this surface haze is actually modeled as a gaseous constituent with a wave-
length independent absorption cross section of kmol srf hazea =10−20 cm2 and a mixing ratio in the order of
qmol srf haze =0.1 ppmv between the surface and an altitude of 2 km and zero elsewhere. This leads to a
weighted absorption cross section of about kmol srf hazea ·qmol srf haze =10−27 cm2 at 0 km (cf. Fig. II.8 (p. 42)).
Note that only this product has any meaning at the moment, and different values could have been assigned to
II.2. Forward model 55
the factors. This surface haze contributes an optical depth of ∆τmol srf hazei0 =8.8·10−2 in an atmospheric layer
i0 between 0 and 1 km altitude. At 1.00 µm this amounts to almost the same contribution as from Rayleigh
extinction (∆τRayli0 =9.3·10−2, compare Fig. II.16, left diagram) and scales in a similar way with respect to
altitude, since both are modeled with an altitude independent mixing ratio, as long as qmol srf haze =0.1 ppmv.
In practice, the 1.28 µm nightside radiance peak (1.225–1.295 µm) is often contaminated by spatially and
temporally varying non-LTE O2 emissions at 1.27 µm that originate from an altitude region around 100 km
(Piccioni et al., 2009). ThisO2 nightglow is outside the focus of this work and has the character of an interfer-
ing parameter here that cannot be controlled. Note that in a few cases, the O2 nightglow is so strong that even
the 1.31 µm radiance peak is affected. The 1.28 µm nightside radiance depends only very weakly on surface
emissivity, and no significant knowledge gain can be expected even in absence of O2 nightglow. When infor-
mation is extracted from a measured spectrum in the following, this window will thus be blacked out. But it is
desirable to still obtain fits to the measured spectra in the entire considered spectral range. Therefore, after all
other parameters have been retrieved from the remaining spectral range, the 1.28 µm peak is simulated by us-
ing these parameters and an assumed surface emissivity of 0.75 (choice of value not important). A radiance of
cO2 glow·10−3 W/(m2 sr µm) is then added to the monochromatic radiance in the range (1.26887±0.00500) µm,
and the constant cO2 glow is retrieved from the measured spectrum. This approach was described by Haus and
Arnold (2010). It avoids complex non-LTE computations in the radiative transfer simulation and is still able to
yield very good fits at VIRTIS-M-IR spectral resolution and an estimate of the strength of the O2 nightglow.
The spectral surface emissivity εs(λ) ∈ [0, 1] is the primary target of this entire work and must be set as
(lower) boundary condition in the forward model simulation before it can be retrieved from measured spectra.
It is wavelength dependent, and in the considered spectral range, it is only observable in three spectral night-
side transparency windows located at 1.02, 1.10, and 1.18 µm. When in the loop over the wavelengths of the
monochromatic wavelength grid, the current wavelength λ is in the range of one of the respective windows
(1.02–1.055 µm, 1.055–1.125 µm, 1.125–1.225 µm), εs(λ) is set to the emissivity value assigned to this win-
dow. εs(λ) is therefore modeled as constant within the range of the respective window, but it can differ for
different windows. When λ is outside of these ranges, εs(λ) must also be set to a certain value (e.g. 0.5), but
the simulated radiance spectrum does not depend on that value.
The surface temperature Ts must also be provided as boundary condition. The (known) surface eleva-
tion at the measurement footprint coordinates (but see also discussion of atmospheric and motion blurring in
Section III.4.2 (p. 87)) defines the bottom altitude of the atmosphere, and thus, that of the lowest atmospheric
layer. Ts is here set to the temperature of the bottom of the atmosphere and can be computed by interpolating
the temperature profile to the surface elevation. If necessary, Ts can also be set to a different value to estimate
for instance the impact of a fresh lava flow on a radiance spectrum. The (un-blurred) surface topography map
is depicted in Fig. II.17.
The bottom part of this figure also shows, how often the different parts of Venus’ surface are covered by the
VIRTIS-M-IR measurements that are the most suited to extract surface information from.9 They were
empirically found to comprise nightside measurements (angle zenith-sun exceeding 98 ° to also exclude dawn
and dusk straylight) with an observation angle less than 60 ° to avoid significant spherical effects in the radiative
transfer that is modeled here as plane-parallel. The (blurred) Magellan surface elevation must be available,
too. Furthermore, the spectrally averaged radiance between 2.15 and 2.30 µm shall exceed 0.003W/(m2 sr
µm), since smaller radiances in the short-wavelength flank of the 2.3 µmwindow (corresponding to very thick
clouds) make it difficult to disentangle any cloud mode information and to obtain any useful surface informa-
tion. The detector exposure time shall be at least 3 s to exclude spectra with very low signal-to-noise ratios in
the surface windows. Spectra are also excluded where the data preprocessing (see Chapter III (p. 67)) leads to
large corrections exceeding 0.004W/(m2 sr µm) on spectral average in the range 1.0–2.6 µm, for instance due
to the removal of straylight. The larger such a correction is, the larger will be the uncertainty of this correction
and thus of the preprocessed spectrum. Later in this work, the emissivity of a surface target will be retrieved
as parameter that is common to a number of VIRTIS-M-IR spectra that all cover the same surface target. But
because of the different spacecraft orientations and distances to the surface target, the footprints of the single
measurements do not coincide for repeated measurements of the same target. To improve the spectra’s signal-
to-noise ratio, to reduce the amount of data to be processed, to obtain spectra that are referred to the same
9Parts of this paragraph are from the manuscript by Kappel et al. (2016, Section 3).






























































Figure II.17: Top: Venus’ surface topography map according to Magellan radar measurements (Pettengill et al.,
1991; Ford and Pettengill, 1992; Rappaport et al., 1999).White indicates missing data. Bottom: number of VIRTIS-
M-IR coverages that can be used for surface emissivity retrieval as explained in the text.
surface target, and since the achievable spatial resolution of surface information derived at 1 µm is expected to
be limited to about 100 km by atmospheric blurring (Moroz, 2002), the surface is here divided into bins that
all have the same area of about 100×100 km2 (91.5×91.5 km2 to be exact, see below), and the measurements
are binned accordingly for each VIRTIS-M-IR data cube. The binning is performed with respect to Lambert
equal area projections (Bugayevskiy and Snyder, 1995). To minimize the deviations of the bins’ aspect ra-
tios from unity, spectra with footprint latitudes ≤ 38.68 ° are binned with respect to the Lambert cylindrical
projection with standard parallel 30 °. At the standard parallel, there is no local distortion due to the map pro-
jection. To allow for 360 bins in longitude direction, each surface bin has to cover an area of 91.5×91.5 km2.
Spectra with footprints north or south of 38.68 ° latitude are binned with respect to the Lambert azimuthal
projection centered around the North and the South Pole, respectively. Typically, 30 spectra contribute to each
binned spectrum, but to ensure a sufficient statistical weight and improvement of the signal-to-noise ratio of
the binned spectra, only those are used for surface data extraction where at least ten (unbinned) measurements
contribute. Finally, note that the strongly eccentric orbit of the VEX spacecraft prevented the mapping of more
than a small portion of the northern hemisphere, since the spacecraft’s pericenter was located roughly above
the North Pole where the velocity of the spacecraft was highest, and at the same time, the field of view allowed
only narrow swaths of the surface to be observed. These regions were only measured in pushbroommode, and
essentially no part of the surface was covered more than once. Thus, for this work, only the apocenter mapping
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data of the southern hemisphere can be used to derive surface emissivity. For some VIRTIS-M-IR data cubes,
the full spatial resolution of 256 spatial samples was binned down to 64 samples already aboard the spacecraft
before data transmission to Earth. These cubes are also excluded here to avoid an unnecessary coarse assign-
ment of the individual spectra to the surface bins. However, in order to allow in Fig. II.17 an indication of the
nature of the northern hemisphere pushbroom data that are mainly only available in the 64-sample mode, this
last selection criterion was not applied to the pushbroom swaths. As it will turn out (Chapter V (p. 135)), at
least 16–25 repetitions are required for a reliable retrieval of the emissivity of a surface bin, and areas with
higher surface elevations are preferable over those with lower elevations. Fig. II.17 can thus be used as a first
indicator of suitable target areas for the retrieval of surface emissivity maps.
The RTE solver LIDORT needs in addition to the DISORT input the derivatives of ∆τi, σi, pl,i, and of the
spectral surface reflectance 1−εs, all with respect to each of the retrieval parameters (that do not yield trivially
zero derivatives), see Section II.2.2 (p. 31), paragraph ’input to DISORT and LIDORT’. Recall that LIDORT
(at the moment) does not compute analytic derivatives with respect to temperature related parameters, and
that these derivatives have to be computed perturbatively, see Section II.2.2 (p. 31), paragraph ’perturbative
derivatives’.
This completes the discussion of the input required to compute the monochromatic synthetic spectra. Ad-
ditional discussions of certain forward model details and the reasons why they are required can also be found
in Haus and Arnold (2010).
II.2.7 Synthetic spectrum and Jacobians
In order to obtain the synthetic radiance spectrum that would be detected by the VIRTIS-M-IR instru-
ment, f ∈ Rm, the synthetic monochromatic spectrum is convolved with the VIRTIS-M-IR spectral instru-
mental response function. The latter is for each of m spectral bands a Gaussian with a detector temperature
dependent FWHM that ranges from about 14 nm on the left side of the detector to about 20 nm on the right
side, see Section II.2.2 (p. 31), paragraph ’spectral instrumental response function’. These FWHM values
were retrieved from measured spectra, compare Fig. VI.A.2 (p. 199). Fig. II.18 shows a comparison between
monochromatic synthetic nightside and dayside spectra at standard conditions and the corresponding convo-
lution with the VIRTIS-M-IR instrumental response function. Fig. II.19 (left) shows a zoom of the nightside














































Figure II.18: Left: the monochromatic (0.1 nm resolution) synthetic nightside spectrum at standard conditions as
presented in the previous sections and at zero observation angle in the approximate VIRTIS-M-IR spectral range
and the convolution with the standard VIRTIS-M-IR instrumental response function (17 nm FWHM, gridpoints at
(1.02+b·0.00949) µmwith spectral bands b ∈ {0, · · · , 431}). Right: the same for the dayside spectrum at standard
conditions, zero observation angle, 45 ° zenith-sun angle, and 45 ° phase angle in the wavelength range where the
radiance appears as non-vanishing at this radiance axis scaling.
spectrum from Fig. II.18 to the 1.0, 1.74, and 2.3 µm window complexes that are relevant for this work.
Fig. II.19 (right) illustrates synthetic radiances, when certain atmospheric properties are not taken into ac-
count in the simulation algorithm. When neither atmospheric gases nor clouds are included, the spectrum is
determined by the Planck radiation at the respective surface temperature, multiplied by the spectral surface
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No gases, no clouds
Figure II.19: Left: zoom of the nightside spectrum shown in Fig. II.18 to the relevant nightside window complexes.
Note the non-uniform wavelength axis. The symbols indicate the synthetic radiances at the VIRTIS-M-IR spectral
gridpoints. Right: Synthetic nightside radiance spectrum when different atmospheric properties are not taken into
account. Note the logarithmic scale.
emissivity, here assumed to be constant with wavelength. Inclusion of the clouds leads to a decrease of the
radiances. The same is observed when including the gases. Both radiance spectra for excluded gases and for
excluded clouds constitute upper envelopes of the standard spectrum. Obviously, there are spectral ranges
where the standard spectrum is dominated by cloud extinction (e.g. 3.0–3.9 µm), and other ranges where gases
dominate (e.g. 4.1–4.5 µm). The surface and the deep atmosphere peaks between 1.0 and 2.6 µm require both
clouds and gases to be taken into account.
Another aspect of the ability to compute a synthetic radiance spectrum f(p1, . . . , pn) is the opportunity to
study the influences of the different parameters pi on the spectrum. As an example, Fig. II.20 (left) compares
the monochromatic standard radiance spectrum in the 1.74 µm window and the radiance derivatives with re-
spect to the HCl and the H2O column factors, see Section II.2.3.5 (p. 41), paragraph ’altitude profiles of the
volume mixing ratios of the gaseous components’. The matrix of all first-order partial derivatives of f at


























































Figure II.20: Left: monochromatic (0.005 nm resolution) radiance and corresponding minor-gas-column Jaco-
bians in the 1.74 µm nightside window. Corresponding curves at VIRTIS-M-IR resolution: radiance (blue line,
filled squares), and HCl-Jacobian (violet line, empty squares) and the very similar H2O-Jacobian (cyan dashed
line, filled circles). Right: Temperature weighting functions at selected wavelengths, compare Fig. II.19 (left). The
1.02 µm value at 0 km amounts to 0.84mW/(m2 sr µm K km) and is cut off for better representation.
(p1, . . . , pn) is called the Jacobian at (p1, . . . , pn). Its i-th column Ji(p1, . . . , pn), also (somewhat sloppily)
called ’Jacobian’, is defined as the differential quotient ∂f(p1, . . . , pn)/∂pi ∈ Rm. The monochromatic Ja-
cobians shown in Fig. II.20 (left) are defined accordingly. The Jacobian with respect to pi can be regarded
as the perturbation of the radiance spectrum caused by a small perturbation δpi of the parameter pi, divided
by δpi, Ji(p1, . . . , pn) = ∂f(p1, . . . , pn)/∂pi ≈ (f(p1, . . . , pi + δpi, . . . , pn) − f(p1, . . . , pi, . . . , pn))/δpi.
The increase of, for instance, the H2O abundance leads to more absorption and thus a decrease of the radiance
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at certain wavelengths, which is the reason, why the minor-gas-column Jacobians in the figure are at each
wavelength ≤0W/(m2 sr µm). The unit of a Jacobian results as the ratio of the unit of the radiance and the
unit of the respective parameter. At the high spectral resolution depicted in Fig. II.20 (left), it is clearly dis-
cernible, which spectral features originate from which parameter. For instance, the triple downward pointing
radiance structure between 1.7355 and 1.7370 µm is clearly associated to the H2O column, but not to HCl,
whereas the single radiance bottom at 1.738 µm is associated to HCl, but not to H2O. The Jacobians with re-
spect to the retrieval parameters are needed for the efficient retrieval of these parameters, as will be explained
in Section II.3. When retrieving parameters from a given spectrum, the high spectral resolution in Fig. II.20
(left) suffices to disentangle the H2O and the HCl abundances. However, the 1.74 µm peak at VIRTIS-M-IR
spectral resolution (also depicted in the figure) does not allow one to disentangle these two gases (for actu-
ally measured spectra), and they can also not be disentangled from the cloud mode column factors that have
Jacobians that are very similar to the H2O and HCl Jacobians. Fig. V.2 (p. 144) shows Jacobians at VIRTIS-
M-IR resolution with respect to many relevant parameters. Note that even parameters with Jacobians that have
very different magnitudes cannot be disentangled, as long as their ’shapes’ do not differ significantly. In this
sense, the dissimilarity of the Jacobians Ji and Jj may be quantified by the ’angle’ φi,j between them, where
cosφi,j := 〈Ji,Jj〉/(‖Ji‖2 · ‖Ji‖2). Here,‖Ji‖2 denotes the Euclidean norm of Ji, which is computed as√〈Ji,Ji〉 by using the standard Euclidean scalar product 〈·, ·〉. Referred to Fig. II.20 (left), the angle between
the HCl and the H2O Jacobians in the depicted spectral range corresponds to 67.8 ° (monochromatic), or to
10.1 ° (VIRTIS-M-IR resolution), respectively. Parameters with parallel Jacobians (φi,j=0 °) cannot be dis-
entangled at all, whereas orthogonal Jacobians (φi,j=90 °) indicate parameters that can be disentangled best,
provided all other conditions are equal.
It is also possible to determine the altitude ranges in which different atmospheric parameters like the alti-
tude profiles of the minor gases, cloud modes, and temperature affect the spectra. For this purpose, Jacobians
can be computed with respect to small perturbations of the respective parameter altitude profile at localized al-
titude ranges. Let the altitude boundaries of an atmospheric layer i be zi and zi+1. Here, the layer thicknesses
∆zi are all equal to 1 km. A parameter altitude profile is then defined by the values pi at the zi, and the pi
can be compiled into the vector p. The radiance Jacobian with respect to pi is then computed as perturbative
derivative Ji :=
(
f [p + ∆pδi] − f [p]
)
/(∆p∆zi) for a small ∆p (see paragraph ’perturbative derivative’ of
Section II.2.2 (p. 31) for the meaning of ’small’ in this context). All entries of the vector δi are zero, except
for the i-th entry that has the value 1. The Ji can be compiled into a matrix J with columns Ji. A row of J is
the weighting function at the respective wavelength for this parameter. Fig. II.20 (right) shows temperature
altitude profile weighting functions (or short ’temperature weighting functions’) at selected wavelengths. The
unit of the entries of J results as the radiance unit divided by the unit of ∆p (e.g. K for temperature weighting
functions) and the unit of the thickness of a layer (km). The temperature weighting functions indicate the al-
titude ranges that are probed at the respective wavelengths. At 1.02 µm, most of the radiance originates at the
surface (here 0 km). The small 1.31 µm peak originates at about 17 km, and so on. Note that the temperature
weighting functions can attain negative values, because, to ensure consistent atmospheric profiles, the temper-
ature perturbation leads to a changed pressure altitude profile according to hydrostaticity and the ideal gas law,
see paragraph ’pressure altitude profile’ in Section II.2.3.5 (p. 41). For instance, the radiance at the 1.74 µm
window should be expected to be unresponsive to a localized temperature increase in the lowest layers. But
this increase accordingly leads to a localized expansion of the atmosphere and thus a shift of the overlying
pressure profile toward higher altitudes. This results in an increased optical path and consequently a lesser
radiation at the top of the atmosphere. On the other hand, when the temperature increase is located around
18 km, the increased emissions outweigh this pressure effect in case of the 1.74 µm window. Structurally, f
is really a functional of the (continuous) altitude profile p(z), and Ji is the approximation of the directional
derivative dd∆p |∆p=0f [p + ∆pδi] in direction of a localized perturbation δi(z). J is therefore often called a
functional derivative. The weighting functions are required to efficiently retrieve the respective altitude pro-
file from a measured spectrum. However, information can essentially be only obtained from altitude ranges
where the weighting functions indicate significant contributions to the radiances. Fig. II.21 (left) depicts the
temperature-J for the wavelength range used in this work. The temperature weighting function spectrum in
the range 1.0–5.0 µm can be divided by the radiance spectrum to compensate the large variability of the spec-
trum over this range (see Fig. II.18 (p. 57), left), and thus to obtain the relative temperature weighting function
spectrum. Fig. II.21 (right) shows this ratio normalized with respect to its maximum value 0.021 / (K km)
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Figure II.21: Left: temperature weighting function spectrum in the spectral range used in this work. Right: tem-
perature weighting function spectrum in the range 1.0–5.0 µm, normalized with respect to the radiance spectrum
and with respect to the maximum of this ratio.
the different wavelengths are clearly discernible, but note that wavelengths with radiances that are close to the
measurement noise level cannot yield useful information.
The weighting functions also indicate, for which altitude ranges retrieved column factors for certain param-
eters are valid. For instance, a CO column factor can be retrieved from the long-wavelength flank of the 2.3 µm
peak (2.3–2.4 µm). This factor does not yield any information about the CO abundance at the surface or at
70 km. It only informs about the altitude around 30 km. This is illustrated by Fig. II.22, which presents the
weighting function spectra with respect to the minor gases considered in this work. Again, they are divided
by the radiance spectrum, but now these ratios are normalized with respect to their minimum values for better
representation, since an increased minor gas abundance leads to an increased absorption and (in general) a
decreased radiance. The minimum values amount to -0.0050 (H2O), -0.00036 (HDO), -0.0017 (CO), -0.0011
(SO2), -0.23 (HF), -0.0098 (HCl), and -0.21 (OCS) in units of (ppmv km)−1. Note that these values do not
indicate the ’importance’ of the gases in the formation of the radiance spectrum (the amount of radiance they
have absorbed), since the volume mixing ratios of the gases are very different (Fig. II.9 (p. 43)), and for the
computation of the weighting functions, the response to a certain volume mixing ratio perturbation is always
divided by the perturbation.
In the same way, Fig. II.23 (p. 62) depicts the weighting function spectra for the cloud modes, divided by
the radiance spectrum, and normalized with respect to the minimum values of these ratios. These minimum
values amount to -0.00019 (mode 1), -0.0037 (mode 2), -0.0082 (mode 2’), and -0.065 (mode 3) in units of
(cm−3 km)−1. Note that for various applications in the subsequent chapters, the altitude profiles of the cloud
mode particle densities are always rescaled, such that the total number of particles per horizontal unit area
for a cloud mode remains unchanged by altitude profile changes. This is done to disentangle variations of
altitude distributions and variations of total column particle abundances. This rescaling is not performed for
the computation of the weighting functions shown in Fig. II.23 (p. 62) in order to avoid non-local effects.
The figure demonstrates, for example, that additional clouds near the surface (although they do not exist at
these temperature and pressure conditions) would only affect the surface windows. In general, there are only
responses to perturbations in atmospheric layers that lie within or above the respective line forming regions,
compare Fig. II.21. Furthermore, the relative impact moves towards longer wavelengths for the cloud modes
with larger modal radii of the respective droplet radius distributions, compare Table II.3 (p. 48), as should be
expected.
II.3 Single-spectrum retrieval algorithm
The forward model discussed so far (Section II.2 (p. 27)) simulates a spectrum for a given parameter vector.
The problem of finding a suitable parameter vector that describes a given measurement according to the for-
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Figure II.22: Weighting function spectra for minor gases in the range 1.0–5.0 µm, normalized with respect to the
radiance spectrum and with respect to the minimum of this ratio.
ward model is the inversion of the forward model. This operation is called retrieval. Within the frame of
the forward model, the measured spectrum can then be adequately parameterized by the retrieved parameter
vector, which is interpreted as the description of the state of the atmosphere, surface, and instrument that led
to the measured spectrum and thus yields the wanted quantitative information. The inversion of the forward
model can be formulated as a numerical optimization problem. The solution is determined by an iterative
algorithm that improves the approximation of the wanted parameter vector at each iteration step, starting from
an initial guess. Chapter IV (p. 103) (Kappel, 2014) will introduce multi-spectrum retrieval, but for a better
understanding of that chapter, this section presents the basic concepts of retrieval from a single spectrum.
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Figure II.23: Weighting function spectra for cloud modes in the range 1.0–5.0 µm, normalized with respect to the
radiance spectrum and with respect to the minimum of this ratio.
II.3.1 Gauss-Newton algorithm
As a short motivation and introduction, a simple iterative algorithm for solving non-linear optimization
problems, the Gauss-Newton algorithm, is outlined here. It is analogous to the well-known one dimensional
Newton algorithm for solving non-linear equations. Lety be them-dimensional vector comprising a calibrated
and preprocessed VIRTIS-M-IR radiance spectrum, that is, the list of radiances at m different wavelengths.
f(x) shall be the vector of simulated radiances at the same wavelengths. f is here a differentiable function of
the n-dimensional parameter vector x. x is also called ’state vector’, and the single entries ’retrieval param-
eters’. The task is to find an optimal state vector x̂ such that f(x̂) is a good approximation of y in the least
squares sense. f(x̂) is called the ’best fit’ (or short ’fit’), i.e. the simulated spectrum that best fits the measured
one. For this purpose, the Euclidean norm ‖y− f(x)‖2 of the residual between measurement and simulation
shall be minimized (that is, the quality of the fit shall be maximized) by varying the state vector x. To solve this
problem, f(x) is approximated by an affinely linear function in the vicinity of a certain guess xj of the optimal
solution x̂: f(x) ≈ fj + Jj(x − xj). Thereby, fj and Jj denote the evaluation and the Jacobian of f at xj ,
respectively (as they are discussed in Section II.2.7 (p. 57)). A necessary requirement to minimize the residual
norm is the vanishing of the derivative of its square with respect to x, i.e. D
[(
y − f(x))T (y − f(x))] != 0
⇔ 0 = −D(f(x))T (y − f(x)) ≈ −JTj (y − fj − Jj(x− xj))⇔ x ≈ xj + (JTj Jj)−1JTj (y − fj) =: xj+1,
where D computes the derivative with respect to x. xj+1 is an (in a favorable case) improved guess of x̂.
The algorithm starts with an initial guess x0, which shall be iteratively improved by the respective iteration
steps from xj to xj+1. But it should be noted that it is neither guaranteed that the iteration converges, nor that
the limit of the iteration is x̂. This simple algorithm demonstrates that iterative approaches may be used to
solve the retrieval problem, that it is possible to simultaneously determine the single parameters comprising
the state vector, and that the numerical computation may involve Jacobians of the simulated spectra. However,
such an algorithm does not necessarily yield the ’best’ or even the ’true’ state vector. If the iteration converges,
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then the limit is locally an optimal solution, but it may be a subsidiary solution, that is, it could be different
from the location of the smallest local minimum of the residual norm or from the global solution. Note that
the function of x that has to be minimized in order to identify x̂ is called the ’cost function’ of the retrieval
problem. Here, this role is played by the squared residual norm.
This simple retrieval algorithm can be improved in a number of ways. First, it should be possible to
take information about measurement and simulation errors into account. For example, radiance residuals in a
spectral range where the signal-to-noise ratio is high should have a higher weight than those in other ranges.
Next, it is also useful to incorporate available a priori information on the retrieval parameters. For instance, a
parameter may be expected to be close to a certain value and to vary according to a certain probability distri-
bution function. This information can help to rule out unlikely parameter values from the outset and thus to
avoid subsidiary solutions. Then, the algorithm should also be able to give an estimate of the uncertainty of
the retrieved parameters. Finally, an iterative algorithm with robust convergence properties is preferred, but it
should still be efficient. This last issue is addressed in the next two sections.
II.3.2 Levenberg-Marquardt algorithm
The Gauss-Newton algorithm rapidly converges to a stationary point when the initial guess is close to this
point and the cost function is approximately quadratic in the vicinity. But in general, it can happen that the
cost function at xj+1 is not improved compared to the one at xj , that the convergence is not robust, or that
there is no convergence at all, as can be seen already for one-dimensional problems. An improved algo-




−1JTj (y− fj), with a free parameter λ. When λ is chosen small (compared with the
squared column norms of Jj), this nearly coincides with the Gauss-Newton step. But when this step proves
unfavorable (i.e. the cost function increases), the step can be rejected, and an alternative step is computed with
an increased λ. In the extreme case for a large λ, the difference between xj+1 and xj tends to the gradient-
descent direction of the squared residual norm, γ · 2JTj (y − fj), where γ > 0. A step into this direction for
a sufficiently small γ guarantees by construction a reduction of the squared residual norm, and thus in this
case the cost function, but with a possibly small (i.e. inefficient) step size. The Levenberg-Marquardt step is
thereby a combination of the Gauss-Newton step (rapid convergence but not robust) and a gradient-descent
step (robust convergence but slow). A further improvement is the replacement of the identity matrix 1 by a
diagonal matrix with suitable scaling factors on the diagonal (e.g. the squared column norms of Jj) to allow
for a more appropriate scaling of problems with large differences between the gradients in different directions.
For more details see Marquardt (1963). The parameter λ is often chosen according to a heuristic line search
method: As mentioned, if the cost function increases due to the iteration step, the step is not performed, λ is
increased, and the step is recomputed. On the other hand, if the cost function decreases, the step is performed
and λ is decreased, see also Rodgers (2000, Section 5.7).
II.3.3 Trust region algorithm
The plain Levenberg-Marquardt algorithm can lead to unwantedly large iteration steps, thereby impeding the
robustness of the convergence. A different way of approaching the non-linear optimization problem is a trust
region algorithm. The idea is to model the cost function as a quadratic function (by way of the Jacobian) within
the trust region, a certain elliptical region around a point in the parameter space. It is assumed that within that
region, the quadratic model function is a good prediction of the cost function. The minimum of the model
function defined on the trust region is attained either within the interior or on the boundary of the trust region.
When this minimum has been determined, the reduction predicted by the model function is compared to the
actual reduction of the cost function. If the cost function is not reduced at all, the step is rejected and the size
of the trust region is reduced. If the cost function decreases but the predicted reduction is too small, the step
is performed, but the model function cannot be ’trusted’ on the trust region, and the size of the trust region
for the next step is reduced. In each other case, the step is performed, and the trust region for the next step is
enlarged. For details, see Moré (1978). This trust region algorithm is a robust and efficient version of the
plain Levenberg-Marquardt algorithm, incorporating a refined scaling of the parameter space dimensions
and a refined choice of λ (described in Section II.3.2 but now based on the trust region size). The step size is
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automatically bounded by the trust region, and unwantedly large iteration steps are avoided, yielding a robust
convergence. The convergence rate close to a local minimum of the cost function is as good as for Gauss-
Newton. Far away from a local minimum, the iteration is more stable than the plain Levenberg-Marquardt
algorithm (see also Plesa (2008) for a discussion of the performance of the trust region algorithm).
These properties favor the trust region algorithm as the method of choice for this work, because here, the
parameter space for the retrieval can be quite high-dimensional and the cost function quite complicated, with
potentially many subsidiary minima and saddle points. In addition, the computational resources for the eval-
uation of the Jacobians and thus the cost function can be very high. The number of iteration steps required
for convergence shall be as small as possible, therefore, but not at the cost of an unstable convergence. There
are freely available computer subroutine libraries that provide well tested implementations of the trust region
algorithm, for instance dnls1.f from the SLATEC library (Vandevender and Haskell, 1982), which is used as
the starting point for the implementation of the retrieval algorithm in this work. Note that, even though they
would allow for a more precise approximation of the cost function, algorithms involving second derivatives
(like the plain Newton algorithm) are not used here, because the computational resources for the determination
of the Hessian scale quadratically with the dimension of the parameter space (for Jacobians only linearly).
II.3.4 Bayesian probability and cost function
As was recited by Kappel et al. (2012b, Section 2), retrieval is mathematically an ill-posed problem, since the
results may not be unique. Simulations with different parameter vectors can reproduce a measured spectrum
equally well in the least squares sense. This is particularly true for the sparse spectral signatures of the Venus
nightside spectra at VIRTIS-M-IR resolution. In the simplest form, the retrieval algorithm looks for local
minima of least squares residuals between measurement and simulations. But this is an optimization problem
in a possibly high-dimensional space, and possibly many subsidiary minima impede the locating of the global
minimum. To improve this situation, the retrieval problem has to be regularized. Not each parameter vector
that can well describe the measurement is equally likely to be the closest to the true one. To single out the most
likely parameter vector, reasonable demands are imposed on the parameter vector itself. One way of doing
this is to take Bayesian a priori information on the parameters into account (Rodgers, 2000). Gaussian a priori
probability distributions for the parameters are incorporated in the retrieval process in form of expected mean
values and standard deviations of the parameters to be retrieved. These a priori data can be obtained, for in-
stance, from in situ data, from different spaceborne experiments, and from ground based data. A measure for
the errors of measurement, calibration, and simulation can also be taken into account in this framework. The
location of the maximum of the Bayesian a posteriori probability distribution is iteratively determined and is
the best estimate of the parameter vector, that is, the ’retrieval result’. The covariance of this distribution is
a measure of the uncertainty of the retrieved parameters. This technique ensures that completely improbable
parameter situations can be ruled out, which would be otherwise allowed when not using these a priori data.
Mathematically, this approach is implemented by replacing the cost function, which was set to the squared
residual norm in the previous sections, by a different function. Its formulation is here based on Sections 2.3
and 5.2 in Rodgers (2000). Let PP be the probability distribution function (pdf ) describing the a priori knowl-
edge of the state vector, i.e.
∫
V PP (x) dx is the probability of the state vector x to lie in the Volume V of
the parameter space before knowledge of the outcome of the measurement. For this work, PP is assumed to
be a Gauss function. Similarly, PM denotes the pdf of the measurement vector y before the measurement
is made. PJ is the joint prior pdf on the Cartesian product of the parameter space P and the measurement
spaceM with PP (x) =
∫
M PJ(x,y) dy and PM (y) =
∫
P PJ(x,y) dx. Finally, the conditional probabil-
ity of the measurement vector, given that the state vector is x, is Pm(y|x) = PJ(x,y)/
∫
M PJ(x,y) dy,
and the conditional probability of the state vector, given that the measurement vector is y, is Pp(x|y) =
PJ(x,y)/
∫
P PJ(x,y) dx. Thus, when the measurement outcome is known to be y, the resulting posterior
pdf of the state vector is Pp(x|y). This is the quantity of interest in the retrieval. It follows Bayes’ theorem
that Pp(x|y) = Pm(y|x)PP (x)/PM (y).
Pm(y|x) is the statistical description of the residual R(x) := y − f(x) between the measurement y and
the simulated outcome f(x) of the measurement given the state vector x. It describesmeasurement and sim-
ulation errors. A Gaussian distribution is usually a good approximation for real-world errors and is simple
enough to derive useful formulas. Thus, if the errors are assumed to follow a Gaussian distribution in the
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where 1/N1 is a normalization factor. If S is chosen to be diagonal, there will be no coupling between the
errors at different wavelengths. In this case, the entries on the diagonal are the variances of the errors at the
respective wavelengths, i.e. the squares of the standard deviations.








(x− a)TS−1a (x− a)
)
,
where 1/N2 is a normalization factor, a is the a priori mean value of the state vector, and Sa is the a priori
covariance matrix. Note that both S and Sa as covariance matrices have to be real, symmetric, and positive
semi-definite, and they have to be positive definite to allow for the above definitions of Pm and PP . If no sta-
tistical correlations between the single retrieval parameters are expected, then Sa is a diagonal matrix, and the
diagonal entries denote the individual a priori variances of the retrieval parameters. The better the knowledge
of a certain parameter is, the smaller is the corresponding variance. The construction of suitable covariance
matrices is not trivial and is discussed in detail in Section IV.3 (p. 107) (Kappel, 2014).
By applying Bayes’ theorem, it follows
− 2 logPp(x|y) = (x− a)TS−1a (x− a) + RT (x)S−1 R(x) +N. (II.16)
The logarithms of the normalization factors 1/N1 and 1/N2 as well as of the x-independent PM (y) have been
absorbed intoN . Pp is the a posteriori pdf of the state vector. To describe this pdf in terms of a few charac-
teristic parameters, it is useful to determine the location of its maximum and a quantity describing the width
of the pdf in the vicinity of this location. Note that R can be a complicated function due to the properties of
the forward model f and measurement noise. Thus, there can be more than one local maximum of Pp, but
it is the location of the global maximum which is the best estimate of the state vector. It can be difficult or
even impossible to identify. The utilization of the a priori information in the form of a Gaussian damping
of PP improves this situation. For instance, when the a priori variances are small enough, this can lead to
the elimination of subsidiary maxima, at least in the extreme case where the standard deviations tend to zero
and the solution follows as the vector of the a priori mean values. But in practice, it must be kept in mind
that the retrieved state vector could be just a subsidiary solution, and as it turns out, this is indeed often the
case. In absence of a fast and reliable global maximizer, the retrieval algorithm will determine the locations
of local maxima of Pp, and as a rough test, it should be checked whether different initial guesses lead to the
same solution.
To determine a local maximum of Pp is equivalent to the task of finding a local minimum of the rhs. of
Eq. (II.16). The retrieval cost function fc to be minimized can therefore be defined as
fc(x) := (x− a)TS−1a (x− a) + RT (x)S−1 R(x), (II.17)
which is a non-linear function of x. Its values are non-negative, since Sa and S and thereby their inverses
are positive definite matrices. The location of a local minimum can be iteratively determined by applying
the discussed trust region algorithm (Section II.3.3 (p. 63)) to fc, once it has been reformulated as a squared
residual norm as it is discussed in detail in Section IV.A.1 (p. 126) (Kappel, 2014).
An expression for the width of the a posteriori pdf, and thus a measure for the retrieval uncertainty, is ob-
tained from the quadratic term in the Taylor expansion of fc at x̂. By neglecting the derivative of the Jacobian
in comparison to the other terms, one arrives at
Ŝ−1 = S−1a + K(x̂)
TS−1 K(x̂), (II.18)
where −DR(x) = Df(x) =: K(x) is the Jacobian of the forward model at x. Ŝ will be interpreted as the
covariance of the retrieval solution. On the diagonal, the variances provide a measure for the uncertainty of a
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retrieved state vector, and the off-diagonal values bear information on the interdependence of the parameters.
But note that Ŝ does not bear information on retrieval errors due to errors in assumptions on other interfering
forward model parameters. This is discussed in Chapter V (p. 135) (Kappel et al., 2015).
When only the mean value x̂ and the covariance Ŝ of a pdf P are given, then a Gaussian distribution with
these properties is the pdf with the least information content, or, equivalently, with the maximum entropy
S[P ] = − ∫ P logP . This can be shown by a simple argument using calculus of variations under constraints,
see also Rodgers (2000, p. 41). The unique pdf compatible with just these two quantities and without implying
further knowledge is therefore this Gaussian. Once x̂ and Ŝ have been determined from fc, an appropriate
approximation of the a posteriori pdf has thus been found, and the retrieval problem is solved. This retrieval
algorithm meets all demands listed in the last paragraph of Section II.3.1 (p. 62). Example measurements
and respective best (MSR) fits are shown in Fig. II.24. The small residuals demonstrate the capabilities of the
forward model simulation model and the retrieval algorithm.





























































Figure II.24: Example nightside VIRTIS-M-IR measurements and best MSR fits. Left: moderate cloud opacity,
respective best fit slightly worse for measurement 2 than for measurement 1. Right: small cloud opacity. Offsets
in units of W/(m2 sr µm) (Measurement, Fit, Residual): measurement 1 (0.01, 0.01, -0.01), measurement 2 (0, 0,
-0.02), measurement 3 (0, 0, -0.01). Details are listed in Table II.4.
Spectrum Cube texp φobs φSun φph m1 m2 m2′ m3 CO H2Ob OCS FWHM QF
Measurement 1 VI0368_03 3.3 s 33.7 ° 116.2 ° 102.1 ° 0.6 0.8 1.0 1.1 1.2 1.0 0.7 18.2 nm 3.8%
Measurement 2 VI0333_05 8.0 s 27.2 ° 112.4 ° 120.4 ° 1.0 0.4 1.4 1.3 1.0 1.0 0.6 16.3 nm 5.4%
Measurement 3 VI0571_13 3.0 s 34.6 ° 120.2 ° 112.0 ° 1.1 1.3 0.0 0.8 1.3 1.2 1.2 16.7 nm 4.9%
Table II.4: Identification and properties of the measurements and MSR fits depicted in Fig. II.24. All are located
at 280.26 °E, -42.44 °N (at Shiwanokia Corona in the Themis Regio) and belong to the 64 measurement repetition
data set in Kappel et al. (2016), see explanations therein and Fig. VI.3 (p. 176). Surface elevation (blurred with
100 km FWHM): 1784m, texp: single-frame exposure time, φobs: observation angle, φSun: Sun angle, φph: phase
angle. Retrieved parameters: (unrenormalized) common surface emissivities: 0.48 (1.02 µm), 0.56 (1.10 µm), 0.61
(1.18 µm),mi: cloud mode column factors, CO: CO column factor, H2Ob: H2O column factor below 26 km, OCS:
OCS column factor, FWHM: FWHM of spectral instrumental response function, QF : quality of fit (‖y − f(x̂)‖2
in percent of ‖y‖2). All other parameters are as in the cited source. O2 nightglow at 1.27 µm is treated as in
Section II.2.6 (p. 53), paragraph ’O2 nightglow’.
Chapter III
Refinements in the Data Analysis of VIRTIS-M-IR
Venus Nightside Spectra
David Kappel1,2, Gabriele Arnold1,2, Rainer Haus1, Giuseppe Piccioni3, Pierre Drossart4
1Institute for Planetology, Westfälische Wilhelms-Universität Münster, Wilhelm-Klemm-Straße 10, 48149 Münster, Germany
2German Aerospace Center (DLR), Institute of Planetary Research, Rutherfordstrasse 2, 12489 Berlin, Germany
3Instituto di Astrofisica Spaziale e Fisica Cosmica, Rome
4LESIA, Observatoire de Paris, CNRS, UPMC, Universite Paris-Diderot, Meudon
A copyedited version of this article was published in:
Advances in Space Research, 50(2):228–255, 2012.
Received 25.01.2011; received in revised form 30.01.2012; accepted 24.03.2012.
Available online 03.04.2012. doi:10.1016/j.asr.2012.03.029
Copyright: 2012 COSPAR. Published by Elsevier Ltd. All rights reserved.
Abstract
The successful long-duration radiation measurements performed by the VIRTIS instrument aboard ESA’s
Venus Express spacecraft have provided an excellent collection of atmospheric and surface data that stand out
due to their high temporal and spatial coverage of the planet and due to a high diversity of measurement and
environmental conditions.
A detailed investigation of the VIRTIS-M-IR data archive is described and possible improvements in the
analysis of Venus night and dayside spectra are discussed. These improvements are both based on the ap-
plication of new retrieval algorithms and on some calibration and data preprocessing refinements including
a detector sensitivity investigation, an advanced straylight removal technique, and the allocation of a revised
surface topography model customized to the intended surface and deep atmosphere parameter retrieval. Dif-
ferent data binning schemes are investigated and recommendations for their use, based on scientific objectives,
are given.
While the precise impacts on the retrieved parameters are difficult to summarize in a few numbers due to
the sophisticated relations between the measurement space and the high dimensional parameter space, some
general or exemplary trends are presented. Compared to retrieval results from spectra based on the earlier
calibration and preprocessing pipeline, for instance CO and SO2 can display a column density change in the
order of 10%, and the surface emissivity at 1.02 µm can exhibit changes in the order of 0.2 and up to 0.36 in an
example. Such changes can lead to different interpretations concerning atmospheric and geologic properties
of Venus.
The proposed refinements and the corresponding mathematical tools exploit the limits of what can be
achieved with the available data. They enhance the retrieval reliability of atmospheric and surface parameters
of Venus.
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Some of the tools described in the paper are not only very useful for VIRTIS data analyses, but should also
provide interesting suggestions for a handling of data from other spaceborne experiments.
III.1 Introduction
Little is known about the composition of the surface of Venus and the weathering processes that take place
under extreme environmental conditions on the planet leading to surface emissivity variations which are dif-
ficult to predict. The determination of absolute values of surface emissivity from spaceborne remote sensing
measurements remains a great challenge in general.
Venus Express (VEX) is a space probe orbiting Venus on a highly elliptical orbit since 2006 (Drossart
et al., 2007). The Visible and Infrared Thermal Imaging Spectrometer (VIRTIS) aboard VEX is an experi-
ment dedicated to spectrally resolved observations of Venus’ atmosphere and surface. The infrared imaging
channel VIRTIS-M-IR yields a spectrum of 432 spectral bands in the range between 1.0 µm and 5.2 µm at
256 spatial pixels for each exposure (Cardesin-Moinelo et al., 2010). A series of several exposures scanning
a certain target area results in a data cube, which obtains a two dimensional image of the target area for each
spectral band at a certain wavelength, and for each pixel of the image a spectrum of the pixel target, respec-
tively. The data acquired during each Venus Express orbit is divided into a number of subsets, the data cubes.
Each data cube can be uniquely identified by the orbit number during which it was acquired in conjunction
with the index of the subset. Data cube 113_15 is thus the 15th subset acquired during orbit 113. Sometimes
the data cube identification is abbreviated by just the orbit number when there are no ambiguities. Data cube
113_15 is thus often denoted as orbit 113 in this work. This is the notation also used by Arnold et al. (2008)
and Haus and Arnold (2010). Different exposure times are needed to acquire useful spectra for the diversity of
target conditions that range from the dayside to the nightside. Currently, the nightside emissions from Venus
are the only data source to obtain Venus surface and deep atmosphere information in the infrared on a global
scale. Due to the high gas and cloud opacity in the spectral range covered by VIRTIS-M-IR, most emissions
originating from below the cloud deck are totally blacked out, and only a few narrow spectral windows probe
this domain. But the VIRTIS nightside measurements provide an excellent resource of data due to their high
temporal and spatial coverage of the planet and due to a high diversity of measurement and environmental
conditions.
A detailed investigation of physical parameters that determine the retrieval accuracy of atmospheric and
surface features of Venus has been published by Haus and Arnold (2010). It was shown that new radiative
transfer simulation tools are well suited to fit the VIRTIS measurements and to retrieve the desired param-
eters, but a number of open questions remained. Local surface anomalies were identified over the northern
hemisphere and possible origins like emissivity variations were discussed. The authors reported that the sur-
face emissivity in the highlands seems to be smaller compared with lowlands. But they also concluded that
more extensive analyses of the data archive and further improvements of radiative transfer simulation and
retrieval techniques are required to enhance the retrieval accuracy and reliability.
The accuracy of the retrieval of atmospheric and surface parameters on the basis of radiance simulations
using a so-called forward model depends on the success of the regularization of this inverse problem as well
as on the accuracies of the forward model and the data calibration quality. Especially the extraction of surface
information is very sensitive and requires a sophisticated data preprocessing. Improved retrieval techniques
and improvements in the evaluation of the VIRTIS data archive due to increased insights into the detailed
measurement characteristics of the instrument will seriously enhance the possibilities of full exploitation of
measurement information content. This will eventually lead to a higher reliability of retrieval results and
slightly different values compared to earlier analyses as it is demonstrated in this paper.
The present paper describes methods and results of detailed investigations of the VIRTIS-M-IR data archive
with respect to possible improvements in the analysis of Venus night and dayside spectra. These improvements
are both based on the application of new retrieval algorithms and on some calibration and data preprocess-
ing refinements. The latter includes a detailed detector responsivity analysis, an advanced straylight removal
technique, and the determination of a revised surface topography model customized to the intended retrieval
of surface and deep atmosphere parameters. Different data binning schemes will be discussed and recommen-
dations for their use in dependence on the scientific objective will be given.
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The use of new retrieval algorithms that have been specially developed with the difficulties for the VIRTIS-
M-IR Venus night side parameter retrieval in mind (Kappel et al., 2010a,b) is an essential part of work to
enhance the reliability of atmospheric and surface parameter retrievals on Venus, and it should also be useful
in other situations. But the present paper will not focus on the utilized retrieval algorithms, since the descrip-
tion of the mathematical framework and its application to the VIRTIS measurements is rather complex and
is beyond the scope of this paper. This matter will be discussed in detail in a subsequent paper. But a short
description of the approach and its capabilities is given in Section III.2.
Section III.2 gives a short overview on the utilized forward model and retrieval algorithm. A detailed ac-
count on the data calibration is presented in Section III.3, whereas the data preprocessing for the retrieval is
described in Section III.4. The impacts of the improved retrieval algorithm and of the calibration and prepro-
cessing refinements are discussed in Section III.5.
III.2 Forward model and retrieval algorithm
The measured spectra can be simulated by using a forward model, which computes for a given parameter set
the radiance that the measuring instrument should detect. The parameter set includes atmospheric param-
eters (altitude profiles of temperature, gaseous and particulate constituents), surface parameters (elevation,
temperature, emissivity), and instrumental parameters (e.g. full width at half maximum (FWHM) of the in-
strumental response function). The utilized forward model was described in detail by Haus and Arnold (2010).
It is a line-by-line code taking into account thermal emission, absorption, and multiple scattering by gases and
clouds.
Retrieval, that is in this case the inversion of the radiative transfer equation, is a mathematically ill-posed
problem in the Hadamard sense, since the results are not unique. There are many different parameter sets
for the simulation of the synthetic spectra that can reproduce the measured spectra equally well in the least
squares sense, especially for the sparse spectral signatures of the Venus nightside spectra at VIRTIS-M-IR
resolution. The retrieval algorithm looks for local minima of least squares residuals between measurement
and simulations, but this is an optimization problem in a possibly high dimensional space, and possibly many
subsidiary minima impede the locating of the global minimum. To improve this situation, the problem has to
be regularized. Therefore, Bayesian a priori information on the parameters is used in the present approach
(Rodgers, 2000). Gaussian a priori probability distributions for the parameters are incorporated in the retrieval
process in the form of expected mean values and standard deviations of the parameters to be retrieved. This
a priori data is based on former observational in situ results gathered during the VENERA missions (Av-
duevskii et al., 1983) and from the analysis of earlier ground based high-resolution data (Marcq et al., 2006;
de Bergh et al., 1995; Pollack et al., 1993; Meadows and Crisp, 1996) as well as from other spaceborne exper-
iments (limb observations, de Kok et al., 2011, radio science, Tellmann et al., 2009). A measure for the error
of the measurement, the calibration, and the simulation can also be utilized in this framework. The maximum
of the Bayesian a posteriori probability distribution is iteratively determined by minimizing the cost function
(x − a)TS−1a (x − a) + (y − f(x))TS−1 (y − f(x)), where x is the parameter vector, a the a priori mean
value vector, y the measurement vector, f(x) the forward model at the parameter vector x, Sa the a priori
covariance matrix, and S the error covariance matrix (Rodgers, 2000).1 The location of the minimum is the
best estimate of the parameters, that is, the retrieval result. The covariance matrix of the a posteriori probabil-
ity distribution yields a measure for the uncertainty of the retrieved parameters. This technique ensures that
completely improbable parameter situations can be ruled out, which are otherwise allowed when not using
these a priori data.
But there is still further a priori information, since contiguous measurements are not expected to origi-
nate from completely unrelated parameters. Correlation lengths and times can be set to describe the spatial-
temporal correlations between parameters of different acquisitions. Moreover, local correlations can be set,
for instance for temperature profiles of individual measurements. The retrieval of the parameters of each
of such related spectra can be accomplished by a simultaneous coupled retrieval of several spectra. An
1Vectors and matrices were not typed in bold in the published paper. For consistency with the other papers that constitute the
present thesis, they are typed in bold here. Corrected: In the last two clauses, S−1a and S−1 were mistakenly stated in the published
paper to be the respective covariance matrices.
70 Chapter III. Refinements in the Data Analysis
extended measurement vector Y is therefore defined as the concatenation of several measurement vectors,
YT = (yT1 , · · · ,yTn ), and the corresponding parameter vectors form an extended parameter vector X. Simi-
larly, an extended a priorimean value vectorA, an extended forward model vectorF(X), and a corresponding
extended error covariance matrix SE are defined. A matching extended a priori covariance matrix SA encod-
ing the local and the spatial-temporal a priori correlations as well as the a priori covariances has to be con-
structed. Then the cost function to beminimized reads (X−A)TS−1A (X−A)+(Y−F(X))TS−1E (Y−F(X)).
The adaption of the retrieval algorithm to this multi-spectrum retrieval is a procedure which is too complex to
present within the framework of this paper and will be described in a subsequent paper.
It has to be emphasized, that the result of a correlated retrieval is not just a smoothing of the spatial-temporal
distribution of the results of an uncorrelated retrieval, but the probability of running into subsidiary solutions
can be decreased by forcing the parameters being close to a self-establishing general spatial-temporal trend. A
correlated retrieval uses stronger constraints compared with an uncorrelated retrieval, but it actually provides
smaller least squares residuals of the fits in many cases. This fact confirms that subsidiary solutions can be
avoided. The impact of measurement noise can be additionally attenuated using this approach.
Finally, the new algorithm allows a retrieval of parameters that are common to all spectra. For instance,
the broad band CO2 continuum and the spectral line shapes of the allowed transitions are independent of mea-
surement acquisition time and observational geometry. They also do not depend on the atmospheric state or
other locally varying environmental parameters and are thus common to all spectra. Each measurement can
now also be interpreted as a probing of these parameters, but now with the atmospheric composition and the
surface properties as interfering factors. The common parameters can be determined in the framework of the
described multi-spectrum retrieval by performing a simultaneous retrieval of the common parameters and all
other parameters, but for many, highly diverse spectra to disentangle the varying and the common parame-
ters. The corresponding cost function is (XC −AC)TS−1C (XC −AC) + (X −A)TS−1A (X −A) + (Y −
F(X))TS−1E (Y−F(X)), where XC is the concatenation of the common parameters, AC the corresponding
a priori mean value vector, and SC the a priori covariance matrix of the common parameters. In the situation
of measurements with overlapping footprints, the surface properties can be treated as common parameters to
these spectra, too.
The retrieval of common parameters can be used to increase the knowledge of parameters with lacking
laboratory data, like the broad band CO2 continuum or spectral line shapes. Also simulation problems due
to imperfect line data bases can be partially compensated, which can be a major issue especially in the high
temperature and high pressure environment close to the surface of Venus. But the results have to be carefully
interpreted, since systematic measurement errors and simulation errors are also common to all spectra. Nev-
ertheless, an improved overall fit contributes to an enhanced convergence behavior of the iterative retrieval
process by better avoiding subsidiary solutions.
III.3 Data calibration
No measurement apparatus is perfect, and an ever-so detailed ground calibration cannot foresee and capture
all facets of the demands of a real-world space mission. In addition, the launch, cruise and orbit insertion
phases exert extreme stresses onto the instruments which might shift some characteristics. But even slight
miscalibrations can lead to systematic measurement errors and corresponding systematic retrieval errors. The
retrieved results can only be as good as the calibration.
Based on requirements in the data consistency, the data collected during the mission can itself be used as
a reference for a calibration refinement. Also, in absence of conclusive reference measurements, theoretical
considerations and model predictions may be used in limited ways to bring the calibration closer to the in-
tended accuracy. In this way, the already very good VIRTIS-M-IR data can still be somewhat improved to
push the surface data evaluation possibilities to the limit of what can be achieved with this instrument.
The data preprocessing in preparation for the retrieval is presented in Section III.4 (p. 84).
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III.3.1 Calibration baseline
This section shortly recites the main steps of the calibration pipeline that was also used in an earlier work
(Arnold et al., 2008). The full pipeline is described in detail by Cardesin-Moinelo et al. (2010).
At first, there is an onboard removal of the dark counts measured at regular intervals (often every 20th
frame) by simply not opening the shutter when acquiring these dark frames. The dark count can drift over
the course of an observational sequence and is for that on ground corrected by utilizing the linearly inter-
polated dark frames. Dead and saturated spectels are identified and flagged by special values. The spectral
registration, that is, the spectral band-to-wavelength mapping, is computed. The net counts are converted
into physical units of spectral radiance by dividing by the exposure time and the instrument transfer function
(ITF), a two dimensional matrix containing the values of (linear) responsivity of the sensor frame for each
spectel. A despiking is performed subsequently to remove the effects of cosmic rays or single outliers, among
others. Finally, the images corresponding to each fixed spectral band are destriped, which is necessary, since
there are samples that have a different responsivity with respect to the other ones along the slit, without being
reflected in the ITF. The provided geometrical information for each pixel includes pixel footprint coordinates
and corresponding surface topography as well as observation, sun, phase angles, local time, and others (Erard
and Garceran, 2008).
The calibration refinements and data preprocessings discussed in Sections III.3 and III.4 (p. 84) introduce
new steps into the pipeline. Instead of the plain conversion of the net counts into the spectral radiance by
using the original ITF, a corrected ITF is used (determined in Sections III.3.2.1, III.3.2.2 (p. 75), and III.3.2.3
(p. 77)), and an additional partial correction of nonlinearities of the detector responsivity is performed (Sec-
tion III.3.2.4 (p. 79)) before the despiking and destriping (Section III.3.3 (p. 84)). The steps in Section III.3.2
have to be performed only once, to determine the corrected ITF and the data required for the nonlinearity cor-
rection, except for Section III.3.2.4 (p. 79), which also describes the actual nonlinearity correction procedure
which has to be applied every time a spectrum has to be calibrated.
The data preprocessing for the retrieval (Section III.4 (p. 84)), performed only after all calibration steps (i.e.
Section III.3), describes the removal of the straylight affecting the night emissions (Section III.4.1 (p. 85)), the
update of the geometry (Section III.4.2 (p. 87)), and subsequent to all other preprocessing steps the rebinning
of all spatially and temporally resolved data (Section III.4.3 (p. 90)). Finally, the preprocessed data serves
as the input to the retrieval algorithm, which extracts a refined spectral registration (compare Section III.4.4
(p. 91)) and the sought atmospheric and surface parameters (Section III.5 (p. 91)).
III.3.2 Detector responsivity analysis
This section describes the processing steps that lead to an adjustment of the instrument transfer function. Fur-
thermore, an algorithm is characterized, which is able to partially compensate slight detector nonlinearities
that affect the even versus the odd spectral bands on the detector in a different way (EO effect).
It is important to abide a certain order for these steps to avoid the reintroduction of previously already
solved issues. Fig. III.1 depicts the flow of the detector responsivity analysis. The original ITF is cleaned
from a so-called even-odd (EO) pattern (see Section III.3.2.1 and Fig. III.2 (p. 74)). Then the science data
(science raw data, dark frames, housekeeping (HK) data) is radiometrically calibrated (’RC’) using this EO
corrected ITF. The radiometric calibration is performed as described by Cardesin-Moinelo et al. (2010). This
leads to a set of radiances (’Rad.’) which is used to apply the sample homogenization procedure (’S. hom’,
see Section III.3.2.2 (p. 75)) to ensure that the radiances for homogeneous targets are actually homogeneous,
resulting in a further modified ITF. This ’ITF hom.’ is again used for a radiometric calibration of the science
data, yielding sample homogenized radiances (’Rad. hom.’). A simple EO removal (’Day EO’) is then applied
to day spectra, which are then analyzed by the retrieval algorithm (’RT’) to determine the final modification
to the ITF (’ITF fin.’) by adjusting the responsivity near 1 µm in order to improve the registration of dayside
spectra (Section III.3.2.3 (p. 77)). This ITF is used in a radiometric calibration to arrive at a data set of ra-
diances that is still affected by the EO effect (’Rad. EO’). The data reduction of EO scatterplots (’EO red.’),
a procedure to extract data necessary for the correction of the EO effect, is then the final step to determine
the EO reference curves (’EO ref.’, see Section III.3.2.4 (p. 79)). Once determined, the final ITF and the EO
reference curves are needed for the new calibration pipeline. The details are discussed in the remainder of this
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section. At several points of this detector responsivity analysis, the geometry of the measurements has to be
used. But before using it, the original geometry data (’Orig. geometry’) has to be updated to yield the ’Upd.
geometry’ (Section III.4.2 (p. 87)).
Figure III.1: Flow of the detector responsivity analysis. Operations are denoted by straight boxes, data sets by
bended boxes. Points of origin are marked by dashed green framing, results by dotted red framing. Bended boxes
with white filling are related to geometry data, with orange (darker) filling to data needed for radiometric cali-
brations, with yellow (lighter) filling to other data. The arrows related to the conceptual thread are highlighted in
red.
III.3.2.1 Even-odd pattern in the instrument transfer function
Compared to ground based and earlier space probe based Venus spectra and also compared to the high-
resolution VIRTIS-H measurements, it seems that a regular, sawtooth-like pattern is superimposed on the
VIRTIS-M-IR spectra. It depends on the spectral range, the measured radiance and the exposure time (see
Fig. III.3 (p. 74)). Synthetic spectra also do not reproduce this pattern, which has been denoted as ’even-odd
effect’ (’EO effect’). The even spectral bands alone do not show such a pattern, nor do the odd bands, but only
both combined.
In the VIRTIS-M-IR data, the EO effect can be observed to decrease for longer exposure times, but with
some notable exceptions. The most prominent exception is the spectral range from 2.2 to 2.6 µm (see Fig. III.3
(p. 74), bands 124–160). A closer inspection reveals that the instrument transfer function (ITF) itself in this
range is affected by an even-odd pattern. In the following discussion it is assumed that this originates from the
even-odd effect being present during the ITF ground calibration. This ITF even-odd pattern makes it difficult
to identify the cause of the EO effect of the measurements, since the EO effect is reversed in this range and for
short exposure times also less pronounced. Therefore, to simplify the study of the EO effect causes, at first
the ITF is cleaned from its EO pattern by applying a controlled smoothing to the ITF.
Even-odd annihilating convolution kernels
For the study of the even-odd effect, a method to quantify EO patterns is needed. The EO residual of a spec-
trum, that is, the difference between the original spectrum and the spectrum with the EO pattern removed, will
be that spectrum’s measure for the EO effect. The removal of the EO pattern is an operation that resembles a
smoothing. Therefore, it seems to be a good starting point to convolve the spectrum in question with a certain
kernel c of length n.
For n = 3 the condition to leave an affinely linear function invariant against c and thereby annihilating a
’regular even-odd effect’, f = ((−1)j), uniquely determines c as ker1 = (1, 2, 1)/4. ker1 works quite well
for actually measured spectra, as long as they are, aside from the even-odd effect, ’almost affinely linear’, see
Fig. III.3 (p. 74), ker1 residual outside the day spectrum valleys. With real world spectral features present,
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ker1 acts almost like a convolution with a Gaussian, leading to a FWHM increase of peaks or valleys and
thus a broadening and thereby strong modification of the spectral features. But it is possible to improve this
procedure by allowing longer convolution kernels.
In general, one can ask for kernels, mapping polynomials of degree p, affected by EO patterns varying


















Eq. (III.1) can easily be solved for cj , given n, p, q, by forming an equation system by recursively setting the
otherwise arbitrary al and bl to the special value 0. This leads to kerp,q with a minimal required odd n. For
the ease of use, q = 0-kernels may be abbreviated by kerp, justifying the notation ker1 for ker1,0. Choosing
a too high p or q has some disadvantages, since the region of influence of the convolution gets too wide, and
since actual spectral features of a certain pattern may be detected as even-odd effects and will be removed, or
an actual even-odd pattern may be detected as a polynomial of a high degree and will thus not be removed.
Some tests suggest ker5,0 to be a good compromise, having a minimal length of n = 7, and coincidentally also
fulfilling the ker6,1-condition, thereby annihilating linearly varying even-odd patterns, which is very useful,
as will be seen later, since the even-odd effect does not have a constant envelope in general. Leaving polyno-
mials of sixth degree invariant is especially useful in sharp peak or valley situations, as well as in the bases
of the flanks of the nightside peaks, all resulting in a great improvement over ker1. Solving the correspond-
ing linear equation system, ker5,0 is found as (1,−6, 15, 44, 15,−6, 1)/64 and will be abbreviated as ker5.
Compared to ker1, this kernel works remarkably well for actual EO pattern affected measurements. This can
be also verified by convolving synthetic spectra that include artificially added EO patterns. ker5 convolution
only slightly modifies even sharp peaks or valleys unaffected by EO patterns (also compare ker5 residual to
ker1 residual near bands 21 and 44 corresponding to major day spectrum valleys in Fig. III.3). Thus, for less
problematic spectral ranges, ker5 should be appropriate to quantify the EO effect. In the following, all EO
effect related considerations are studied by using ker5.
Reduction of even-odd pattern in the instrument transfer function
Based on the net detector count DN, the measured radiance I is computed as I(b, s) = DN(b,s)TexpF (b,s) , where F
is the instrument transfer function. b denotes the band and s the sample on the detector. Texp is the exposure
time. Since the basic quantity is the incoming radiance, every operation on the ITF has to be performed with
1/F , the reciprocal of the ITF. Each even-odd pattern affected spectral band of 1/F will be replaced by the
ker5-smoothing of 1/F , for each sample. To identify a band i as EO pattern affected, the following criteria
are applied:
• The fractional EO residual2 R = 1/F(1/F )∗ker5 − 1 must change the sign from band to band: (R(i −
1)R(i) < 0 and R(i)R(i+ 1) < 0).
• The fractional even-odd amplitude |R| must vary slowly, that is, the ratio for neighboring bands must
not differ much from 1 to ensure an identification only when there is a certain regularity of the effect:
|log10 |R(i+ 1)/R(i− 1|| < 0.5.
• |R|must be smaller than an empirically determined value of 0.3 to exclude larger spikes in the ITF from
this procedure, since these do not belong to the EO pattern category.
• Special cases have to be handled individually: at band 124 (starting with band 0) there is for all samples
an abrupt change from an unaffected to an affected range.
It is assumed for reasons that are explained later that the EO effect affects both, the even as well as the odd
bands. Thus, both sets of bands have to be corrected, and not just for instance the odd bands (with then twice
2Convolution is denoted by ’∗’ in the following. This is mentioned in the published paper only in Section III.3.2.4 (p. 79).
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the correction amplitude) while leaving the even bands uncorrected. The examination of potential deviations
from this is postponed to a possible improvement of the absolute calibration using for instance stars as refer-
ence sources.
Fig. III.2 depicts the correction of the EO pattern in the ITF for two different samples. The impact on the



















F, s=127, EO corrected
F, s=250
F, s=250, EO corrected
Figure III.2: Instrument transfer function F for two different samples s. s=127 is located near the center of the
detector, and s=250 near its right edge. The EO pattern in the original ITF is clearly visible. The corrected curves
follow the trends and even the small scale structure of the original ITF very closely and do not longer exhibit the
EO pattern. The bands from 124 to 160 are most affected corresponding to about 2.2–2.5 µm.
spectra is visualized in Fig. III.3. It shows that the measurement with the ITF EO pattern uncorrected does





























Measurement, uncorr., +2 OFF
ITF EO pattern removed, +1 OFF
Convolution with ker5
ker1  residual  × 5
ker5  residual  × 5, -2 OFF
Figure III.3: Even-odd effect for a dayside spectrum (data cube 113_16, average over all samples of line 100) in the
wavelength range 1.0–2.7 µm. Certain offsets in units of OFF=20W/(m2 sr µm) were added to the various curves
and the residuals were scaled for better representation.
not exhibit a clearly discernible regular EO pattern, while the same measurement with that pattern removed
obviously displays a regular EO pattern (compare bands 70–90 and 120–170 for these curves). This is not an
artificial introduction of an EO pattern to the measurements, but the unmasking of an underlying regularity in
the detector nonlinearity (see Section III.3.2.4 (p. 79)). The ker5 convolution is also depicted together with the
scaled ker1 and ker5 residuals. ker5 produces a much higher regularity in the residuals than does ker1. There
is a larger EO effect for bands with higher radiances. Also compare to Fig. III.6 (p. 78) in Section III.3.2.3
(p. 77) to see that the simulations are smooth and do not exhibit an EO pattern. In the range 1.4–2.7 µm not
covered by Fig. III.6 (p. 78), the simulations look almost exactly like and are as smooth as the ker5-smoothed
measurement in Fig. III.3, bands 41–180.
This controlled removal leads to the identification of a clear trend in the even-odd effect of the measured
spectra across the whole detector both for night and dayside spectra. It is almost completely regular across
the samples and the bands. It is reproducible, it seems to increase for higher radiances in most cases (see
Fig. III.3), and it is smaller for higher exposure times. These findings suggest the EO effect to be predictable
and thus correctable. This will be addressed in Section III.3.2.4 (p. 79).
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III.3.2.2 Sample homogenization
During the launch, cruise, or orbit insertion phase of VEX, some instrumental characteristics of VIRTIS-M-IR
seem to have slightly shifted. There are indications of an inhomogeneous detector temperature field which nat-
urally had not been present during ground calibration and now requires a subsequent calibration adjustment.
The flatfield for a fixed band of VIRTIS-M-IR now appears to have a somewhat different profile than during
ground calibration. This can be seen in several situations, where a quite homogeneous measured radiance
along the sample direction is expected. To improve the consistency of the measurements, a sample homoge-
nization attempt is outlined in the following. Note, that this procedure has to be performed after the reduction
of even-odd pattern in the ITF (Section III.3.2.1 (p. 73)), since the EO pattern removal of the homogenized ITF
reintroduces slight inhomogeneities. On the other hand, a reintroduced EO pattern in the ITF by the sample
homogenization procedure, as well as the EO effect of the measurements in general will be corrected in any
case through the procedure for the correction of the even-odd effect of the measurements (Section III.3.2.4
(p. 79)), which consequently has to succeed the sample homogenization.
Introducing a homogenization factor h(b, s) for the uncorrected ITF F (b, s), both quantities depending on
the band b and sample s on the detector, the corrected radiance I computes as I(b, s) = DN(b,s)Texph(b,s)F (b,s) , where
Texp is the exposure time and DN the net detector count. When using the uncorrected radiance Iu, it follows
that h = Iu/I . The expected homogeneity translates to I being independent of the sample. But I is not
known as long as no absolute calibration sources like stars can be analyzed. But to have a point to start with, it
will be assumed that the 48 central samples of all 256 samples are not very much influenced by the described
flatfield modification. For homogeneous targets, these central samples also detect the highest radiances for
most bands. This suggests a slight defocusing with a responsiveness decrease towards the detector edges or a
temperature gradient between detector center and edges as possible causes of the flatfield modification. This
would mean that the center is to be taken as the reference and the samples close to the detector edge have to
be corrected. Additionally, when studying the normalized standard deviation of the correction factor for each
band and each sample as a function of a certain number of central reference samples (c) and averaging this
rather stable function of band and sample over all bands and samples, a c value of about 50 minimizes this
mean standard deviation. Since some measurements were taken in a mode that bins four samples each time
and leads to a 64-sample measurement instead of a 256 one, a c value divisible by 4 is preferred. A c value of
48 is chosen therefore for a stronger weighting of the center of the detector. But it should be kept in mind that
an absolute calibration should be the reference, once available.
Sample homogenization using lateral cubes
There are two data cubes for VIRTIS-M-IR that were acquired in a lateral detector orientation geometry where
the attitude of the spacecraft was adjusted to align the slit of the detector collinearly with the direction of mo-
tion of the nadir-pointing spacecraft with VIRTIS-M-IR measuring in push-broom mode, data cube 284_12
for the dayside, 284_13 for the nightside. Neglecting the atmospheric dynamics, each sample on the detector
was probing the same spot on the planet after a certain sample-dependent time lag. Thus, each sample should
have received the same incoming photon flux, and the flatfield calibration has to ensure that the measured
radiance reads the same for each sample. Deviations require the introduction and enable the determination of
the correction factor h.
First, a regular latitudinal binning of these polar orbit data acquired essentially on just a single meridian
is performed to define the reference spots of the measurements. The bins must neither be too large to avoid
a strong blurring of information, nor too small to avoid a noisy binning (strong variations in the number of
contributing data points for different bins). A value of 0.3 ° seems to be an appropriate choice here. Then, for
each bin, the radiance that each sample has measured from this fixed spot is known. This is normalized with
respect to the 48 central samples for each bin and for each band. This way, each bin yields an estimation of
the homogenization factor h(b, s), and to decrease the noise, the average of these estimates is taken.
Measurement noise and atmospheric motion impede this otherwise very straightforward approach to re-
gauge the flatfields. Moreover, a significant photon flux is also needed to get a reliable homogenization. One
of the two lateral data cubes contains nightside spectra while the other one consists of dayside spectra. Thus,
both cubes are somewhat complementary in the spectral ranges where a useful homogenization factor can be
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acquired. These factors, when computed separately for day and night, are mostly consistent for overlapping
low-noise spectral ranges, hinting at the actual universality of the homogenization factor. The standard devi-
ation of h as a function of the spectral band clearly reflects the spectral characteristics of the nightside and
the dayside spectra, respectively. It has minima for the highest detector counts, confirming the validity of this
method for only the spectral ranges with significant detector counts.
Remaining issues are the noisiness of h, especially beyond 2.6 µm, where almost no signal is measured in
the lateral dayside cube. Furthermore, only two lateral cubes can be evaluated, both acquired within 24 h, and
a possible evolution during the course of the entire mission cannot be assessed this way. Also, this is a quite
small data base, and a slight incertitude due to the non-instantaneous nature of the lateral cubes as well as
straylight biases cannot be excluded. Therefore, it is useful to consider an additional approach as it is outlined
in the next section.
Sample homogenization using pericenter data
The idea is that observations, which were performed from measurement positions close to the planet, essen-
tially show the same radiance for all samples, since the correlation lengths of atmospheric features range in
excess of several hundred kilometers, and surface features are only observable with an expected FWHM of
about 50–100 km. Straylight is however correlated with the observational geometry provided that close-to-
terminator footprints are not considered. Thus, when observations are restricted to where the footprints of
all samples within a single frame do not exceed approximately 50 km in distance, direct measurements of the
inhomogeneity should be possible. Neither lateral observation geometry nor a binning procedure is necessary
for this purpose. The advantage of this approach is the availability of about the order of 10,000 frames that
satisfy this condition over the course of the entire mission and under a large variety of observational conditions
and that include very low noise long exposure measurements.
Only spectra with a certain minimum detector count are taken into consideration to avoid noisy data from
the outset. Detector counts close to saturation are also precluded. For each band and for each frame, the radi-
ances are normalized again with respect to the 48 central reference samples. Then, the mean over all frames is
calculated after having verified that the shape of the homogenization factor remains indeed stable under nearly
all conditions along the course of the entire mission. Only for some nightside spectra there are deviations. A
closer inspection reveals that in situations where the frame footprint covers a cloud flank, an additional gradi-
ent of the radiances is superimposed on h. These measurements are excluded. Comparison to the lateral cube
method shows, that the pericenter homogenized ITF is less noisy, and the flatfield trends mostly agree between
1.0 and 2.6 µm. Some differences become apparent at the 2 µm day spectrum valleys, and beyond 2.6 µm, un-
derlining the problems of either method. To guarantee a self-contained continuous data set, the factor derived
from the pericenter data is used. There may also be a sample dependent bias of the correction factor due to
the sample dependent wavelength shift (Section III.4.4 (p. 91)). This shift has systematic deviations from the
mean value in sample direction of about 0.5 nm. On the flanks of the dayside valleys (1.195, 1.225, 1.425,
and 1.450 µm, corresponding to about bands 19, 22, 43, and 45) this estimates to a potential 1%, 1%, 3%, and
3% error in the factor, but elsewhere to typically less than 0.5%, which is small compared to the correction
itself. For nightside spectra, this is therefore only an issue in the long wavelength flank of the 1.18 µm peak.
Nevertheless, the homogenization improves the consistency of the measurements and should be applied when
quantitatively assessing the spectra.
Figs. III.4 and III.5 serve to illustrate the sample homogenization in sample and band direction, respectively.
In Fig. III.4, the radiance for dayside measurements across the samples (data cube 113_16, line 50, band b=76
corresponding to about the nightside peak at 1.74 µm) is shown before and after the homogenization procedure
is applied.3 These are measurements from close to the pericenter, the leftmost and rightmost pixel footprints
3Corrected: The ’Radiance day, uncorrected’ curve in Fig. III.4 was wrong in the published paper. It was depicted to lie above the
’Radiance day, corrected’ curve, almost mirrored at the corrected curve. A new inspection of the data revealed that, for representation
in this diagram, the uncorrected curve was reconstructed from a data file containing the corrected curve and the homogenization factor,
but it was mistakenly divided by that factor when it should have been multiplied with it. Consequently, in the published paper, some
statements in the following mistakenly referred to a radiance decrease in the outer parts of the detector due to the homogenization,
when it is actually an increase.
































Radiance day, uncorrected, in 100 W / (m2sr µm)
Radiance day, corrected, in 100 W / (m2sr µm)
F, b=76, uncorrected, in 10000 / (W s/(m2sr µm))
F, b=76, corrected, in 10000 / (W s/(m2sr µm))
Homogenization factor i, i ∈ {1,2,3,4}i i
Figure III.4: Sample homogenization: sample direction. Radiances and the ITF are depicted at band b=76 before
and after homogenization, along with a selection of four different homogenization factors in different colors with
numbers 1–4 as symbols i, i=1 (black) at band 0 (1.02 µm), i=2 (red) at band 76 (1.74 µm), i=3 (green) at band 180
(2.73 µm), and i=4 (orange) at band 251 (3.40 µm).
at the cloud tops are 30 km apart. Therefore, the radiance should be nearly constant. The effect of the ho-
mogenization is clearly discernible. The radiance has been recorded in the 64 sample mode, but scaled to be
comparable to the 256 sample mode the other curves are represented in. Four different homogenization fac-
tors are also shown, to illustrate the various shapes of the homogenization factors (also compare to Fig. III.5).
Finally, the ITF F is depicted at band b=76 across the samples before and after the homogenization to show
the impact on the shape of the ITF in sample direction.




















Figure III.5: Sample homogenization: band direction. Homogenization factors at three different samples are de-
picted. The samples are chosen at the center of the detector (sample s=127 of 256 total, starting with 0) and near
the edges (s=20 and s=235).
In Fig. III.5, the homogenization factors for three different samples across the 432 bands are shown to il-
lustrate the magnitude of the homogenization for the different bands. The samples are chosen at the center of
the detector and near the edges. The center is almost unaffected (factor approximately 1), since the 48 central
samples serve as the reference, while near the edges the deviation is largest and the factor is usually smaller
than 1. Also compare to Fig. III.4 for the shapes in sample direction.
III.3.2.3 Responsivity adjustment at 1.0–1.3µm
The attempt to fit VIRTIS-M-IR dayside spectra in the whole range 1.0–2.7 µm is not entirely satisfactory.
Using the EO corrected dayside spectra (here a simple ker5 smoothing, see Section III.3.2.1 (p. 72)), a quite
good fit is possible starting from about 1.25 µm, but lowering this boundary increases the difficulties to fit the
whole range and drastically decreases the probability of the retrieved parameters. Using the retrieved param-
eters from a fit in the range 1.25–2.7 µm to simulate the spectrum in the range 1.0–2.7 µm yields a systematic
deviation of the simulated radiances from the observed radiances in the range 1.0–1.3 µm that increases from
about zero at 1.3 µm to about +35% at 1.0 µm. It might be possible that the ITF derived from the ground
calibration has to be slightly modified. As there seems to be no significant systematic change of that deviation
with mission time or other parameters, either the ground calibration was biased, or events in the launch, cruise,
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or orbit insertion phase may have altered some instrumental characteristics, similar to the issues discussed in
Section III.3.2.2 (p. 75) regarding the homogenization. The uncertainty of the absolute radiance calibration
for this instrument is difficult to estimate and has a typical value of 15–20% (Cardesin-Moinelo et al., 2010).
If the simulations were true, the uncorrected radiances were 26% too low at 1.02 µm and already at 1.07 µm
the mentioned 20% margin applied. The deviation is thus still within plausible limits and may well originate
from a ground calibration bias caused by a weak reference black body near 1 µm.
One can try to find a correction curve to the ITF which depends only on the band (not the sample) to achieve
improved day spectra fits. A set of 69 dayside spectra from all mission phases under different sun, observa-
tion, and phase angle conditions as well as from different latitudes and local times was retrieved in the spectral
range 1.25–2.7 µm to find parameters which can be used to simulate the spectra in the range 1.0–1.25 µm. The
ratio of the simulations and the measurements is averaged to yield a first correction curve candidate. To ensure
reliable high-quality dayside spectrum retrievals in the 1.25–2.7 µm range, and to obtain EO effect unaffected
ratios of the simulations and measurements, the measured dayside spectra have to be cleaned from their EO
patterns by a simple ker5 smoothing. But the correction curve candidate still shows some spectral features. It
has been decided to correct only the trend of the ITF to avoid the introduction of false spectral features from
possible simulation or retrieval errors. Therefore, it is better to use a polynomial fit to this candidate as a
correction curve. A polynomial of fifth degree has proven to be a good compromise between too much loss of
curvature information of this curve and the introduction of too much fine structure. The standard deviation of
the averaging of the 69 ratios as function of the band is used as the error measure in the fit of the fifth-degree
polynomial to this mean ratio curve in the range 1.0–1.3 µm. Here 1.3 µm is used as the upper boundary, since
at about this wavelength the fifth degree polynomial attains the value one.
Fig. III.6 shows the results. The averages over the spectra (uncorrected and corrected measurements, simu-



































Figure III.6: Responsivity adjustment at 1.0–1.3 µm, corresponding to about bands 0–30 on the detector. All curves
are the averages over 69 dayside spectra or ratios, respectively.
lations) are not weighted and only meant to demonstrate the functionality of the correction factor in the figure.
As explained, the simulations in the full range are performed using parameters retrieved from the uncorrected
measurements in the range 1.25–2.7 µm. Two times the standard deviation of the averaging of the ratios is
depicted as down pointing error bars. The resulting uncertainty of the correction factor is symbolized by the
up pointing error bars. The new fits to the now corrected spectra over the full range are virtually identical to
the original full range simulations based on the 1.25–2.7 µm retrievals and are not shown here. Their aver-
aged ratio to the corrected measurements is shown with accompanying double standard deviation error bars
up and down, together with an indicated ideal value of 1. The wavelength range between 1.4 and 2.7 µm is not
depicted, since here the spectra are not affected by the responsivity adjustment and also because the simula-
tion average agrees very well with the measurement average, and thus these three curves nearly coincide, see
Fig. III.3 (p. 74), bands 39–176, ’Convolution with ker5’ for the general shape in this range.
It has been verified, that this smooth correction factor enables very good fits of the dayside spectra in the en-
tire range. When this factor is also used to fit nightside spectra, very good fits with entirely probable retrieved
parameters are produced. But the same holds true without applying a correction factor to the nightside spectra.
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Consequently, there are no constraints to any kind of correction factor that can be derived from the analogous
analysis of night side spectra. But without this correction, an increased continuum parameter is needed around
1 µm. And on the other hand, there should be no continuum in this range, because of the absence of strong
CO2 bands in the vicinity.
Only an actual measurement of a known reference like a star or a blackbody could decide, whether this
correction is justified, but at the moment the improvement in the general consistency of the data hints at the
usefulness of this correction.
III.3.2.4 Even-odd effect of measurements
Following the steps described in Section III.3.2.1 (p. 73) (reduction of ITF even-odd pattern) and in Sec-
tion III.3.2.2 (p. 75) (sample homogenization), it is easier to identify the even-odd effect as systematic trends
in the measurements. First, the dayside spectra will be studied, since there are less pronounced spectral fea-
tures compared to the nightside spectra, and ker5 from Section III.3.2.1 (p. 72) should be quite adequate to
quantify the even-odd effect for most spectral ranges.
The basic assumption used in the following section is, that the even-odd effect is reproducible and not
random. This means, that the same EO pattern emerges for equal conditions. Thus, for a fixed spectel on
the detector and with the detector temperature, the exposure time, the dark count, the electronic offset, the
incoming radiance, the radiances of the adjacent spectels, etc. being equal for different measurements, the
even-odd effect should be the same, apart from the measurement noise.
Due to the finite data pool, it is not possible to study all imaginable influences on the EO effect, and some
simplifying assumptions are used, which have proven practicable: the EO effect of a spectel is independent of
the adjacent spectels. When all other parameters are equal (in particular the dark count), the detector should
not discriminate between long exposure times and small radiances vs. short exposure times and high radiances.
This means, that only the incoming photon flux is decisive. But it is unknown, except for the measurement of
the digital counts on the detector, which is not the same. The fundamental quantity to work with is chosen to
be the absolute detector count, including dark count, electronic offset and net count (the photon flux induced
part).
The EO effect, on the other hand, is defined as a deviation in the radiance. It has to be computed
from the radiance I , therefore. But the fundamental detector quantities are the counts again, and the EO
effect, as a relative radiance deviation, should be represented as relative count deviation, to be, for ex-
ample, comparable across different exposure times. This is simply done by multiplying the EO residual
EOR(b, s) := I(b, s) − (I(·, s) ∗ ker5)(b) by the exposure time and the ITF, where ’∗’ denotes the con-
volution. This EO count is mostly positive for even bands (starting with band 0) and negative for odd bands
due to the alternating character of the EO effect. For simplicity, exclusively the even bands are discussed in
the following. The odd bands behave analogously but with reversed sign.
Scatterplots and interpretation
The investigation of the scatterplot of the EO residual as function of the absolute detector count reveals a very
peculiar curve (for all other parameters equal) (see Fig. III.7 (p. 82), top panel, 0.36 s, b=150). Starting with
measurements of almost no radiance, the EO residual for increasing absolute counts is at first steeply increas-
ing from 0 almost affinely linear. Then the curve bends towards a lower slope quite abruptly (in the example
in the figure at about 8500 absolute counts), only to show an affinely linear behavior again. Finally, there is
a second bend (in the example at about 11,800 absolute counts), again decreasing the slope of the adjoining
again affinely linear function, which can then show a negative slope and eventually can even attain negative
values, thereby reversing the EO effect. This general shape is reproducible for the different bands, samples,
exposure times, and temperatures, but with different slopes and different locations of the bends.
This shape is not an artifact of the earlier corrections, since it also emerges from the uncorrected data, but
with different slopes and locations of the bends. Also, this seems not to be a statistical effect, which would
probably display a more definite shape like that of a square root, and should not abruptly change slopes and
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even signs for increasing absolute count. Furthermore, this shape does not result from incorrect ITF or dark
current calibration, since these are linear or simple offset operations.
The cause of this shape rather seems to be founded in a slight nonlinearity of the detector responsivity.
The detector responsivities for the even bands are assumed to be quite uniform, but slightly different from
an also uniform odd band responsivity. The differences then result in an EO pattern. The factual separation
into an even and an odd detector is justifiable due to the independent readout electronics for the even and the
odd bands. The approximate shapes of the nonlinearities can be deduced from the outlined EO scatterplot:
Bends in the scatterplot hint at bends in the otherwise linear detector responsivity. It is conceivable that both
detectors feature both bends at the same locations, but it is more likely that each detector has only one bend
and the different locations of the bends causes the two bends in the difference.
The general trends of the EO effect can be explained by starting from the premise that the absolute count C




a(R−R0) + C0, R ≤ R1
b(R−R1) + C0 + a(R1 −R0), R > R1 , (III.2)
with a quite uniform distribution of a, b, R0, R1, and C0 for the even bands (thereby defining Ceven(R)),
and an analogous but different distribution for the odd bands (defining Codd(R)). Now, half the difference
of Ceven(R) and Codd(R) as a function of the mean of Ceven(R) and Codd(R) results in a shape exactly as
described for the EO effect, except for a slight rounding of the abrupt bends.
When comparing the scatterplots for increasing exposure times under otherwise equal conditions, a seem-
ingly systematic trend towards smaller EO amplitudes emerges. This seems to contradict the assumption that
the detector should not discriminate between long exposure times and small radiances vs. short exposure
times and high radiances, for all other parameters equal. But, in fact, the counts accumulated due to the dark
current are higher for longer exposure times. A higher dark count leads to a higher absolute count for the zero
radiance level. Assuming the zero radiance level to lie below the bend level, a higher dark count means a lower
net count needed to reach the bend, provided that the bends in the detector responsivities are really fixed at
an absolute count level. Thus, the zero radiance level is already closer to the first bend in the EO scatterplot,
effectively translating the EO scatterplot towards smaller EO amplitudes during the dark count removal in
the calibration pipeline, while the shape of the scatterplot remains invariant. This results in a decrease of the
maximum absolute EO difference for the spectel in question and in a smaller EO effect, as it is observed for
the scatterplots for higher exposure times, see Fig. III.7 (p. 82), top panel, 3.3 s, b=150.
Different detector temperatures also lead to differences in the scatterplot, independent from any tempera-
ture related dark current modifications. An explanation could be a possible temperature dependence of the
detector responsivity, i.e. of the slopes and of the location of the bend. There is a clear trend between the EO
effect and the detector temperature for a fixed absolute count and all other parameters being equal. But this
trend is dependent on the absolute count and possibly other parameters, and the data coverage seems to be too
small to study this effect in detail to obtain reliable assertions. At the current stage, this temperature effect is
neglected. The error caused by this neglect is hard to estimate due to the lack of data but seems to be no larger
than twice the scatter error measure indicated by the error margins in Fig. III.7 (p. 82). It is also not random
and is similar in absolute value when comparing nearby even and odd bands. Thus, a detector temperature
related misestimation of the EO counts would result in EO corrected radiance spectra still displaying EO pat-
terns which they approximately do not, as will be seen in the next section. But this temperature effect implies
an at least slight temperature dependence of the detector responsivity itself, which should be kept in mind.
Construction of reference curves
The behavior, as described in the previous section, may provide clues as to the possible causes of the EO
effect. Also, it becomes obvious that both the even and the odd bands should be corrected and not just only
one of them. But it is possible to remove the general trends of the EO effect, as outlined in the following. The
quality of the retrieval fits increases and the retrieved parameters are more reliable. It is also an improvement
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compared to the retrieval of the spectra from the even and from the odd detector separately (thereby losing in-
formation), since really both have to be corrected. When the even and the odd results are then in disagreement,
a simple mean is not the same as the retrieval result of the complete corrected spectrum due to the nonlinearity
of the problem. Especially for parameters which are observable in just a few spectral bands, this correction
should be performed.
At the moment it seems to be impossible to reconstruct the absolute detector responsivity curves C(R),
since always at least one parameter is missing. Which one, depends on the elimination process of auxiliary
parameters. Therefore it is assumed that the mean (in the ker5-sense) of the even and the odd bands is the true
measured incoming radiance, and this will be the starting point.
Nightside measurements with an exposure time of 0.36 s and shorter were decided to be discarded for the
retrieval analysis, since in the wavelength range of interest for this work (1.0–2.6 µm) only very few counts
contribute to the net measurement, namely of the order of 20 in the peaks. For comparison, the zero radiance
count including dark count and electronic offset amounts to about 7500–8000. Exposure times of 3 s and
longer allow for a better overall reliability of the signal in this range (by avoiding to have to take the difference
of two large similar quantities, when subtracting the zero radiance count), and also for a larger signal-to-noise
ratio. The survey of the EO effect is ideally realized using dayside spectra, since the spectral features have less
contrast when compared to the night spectra, and the ker5 convolution has a lower impact on the underlying
(even-odd unaffected) true spectra. Furthermore, the most interesting information for this work is encoded in
the wavelength ranges around the night spectra peaks. Here, the spectra have to be corrected most precisely
and, if possible, independently from the night spectra themselves. Fortunately, the day spectral features with
the strongest contrasts lie largely in other than the interesting night spectra wavelength ranges. The day spectra
are thus suited quite well for the ker5 survey of the EO effect with the night spectra correction in mind. The
day spectra should have an exposure time of no longer than that of the nightside spectra to be corrected, since a
too long exposure time implies a higher dark count and thus a higher zero radiance count than suitable for the
night spectra absolute count, such that the needed information would be missing. It has proven most practical
to use 0.36 s exposure time measurements for the dayside spectra, since shorter times like 0.02 s yield too few
counts to be useful as reference for high night spectra peaks at longer exposure times. Longer dayside exposure
times like 3.3 s, on the other hand, lead to counts, which are even at comparatively very low dayside radiances
in the saturated region of the detector and no longer usable. This constraint also decreases the number of
available measurements for the scatterplots. To avoid saturated measurements for the 0.36 s dayside spectra,
only measurements relatively close to the terminator are taken as valid data.
To decrease the interference of noise in the EO effect quantification, the day data is binned with a bin size
of four lines and s/64 samples, where s is the number of samples, either 256 or 64, depending on the mode of
the data acquisition. This reduction to 64 bins in sample direction (in the following again called ’samples’) is
entirely sufficient for the purposes of this work, because the nightside data for the retrieval will also be binned
for noise and data amount reduction.
First, the day spectra scatterplots are restricted to measurements with a detector temperature close (±2K) to
the median detector temperature and a zero radiance count close to the median zero radiance count (±5 counts)
to avoid interferences from the aforementioned detector temperature effect and to have a defined zero radiance
count level, thereby avoiding uncontrolled translations of the EO effect, as described. Then the spectra are
ker5 smoothed and the resulting EO residuals are converted to counts using the ITF and the exposure time.
Now, the scatterplot of the EO counts as functions of the absolute counts is constructed. This scatterplot has
to be reduced to a reference curve to be usable for the even-odd correction. To this effect, the EO counts are
binned to a suitable absolute count grid, and for each bin the median of the absolute counts and the median of
the EO counts yield the wanted support point in the reference curve. A measure for the error of the reference
curve can be constructed as the mean modulus of the deviation from the median of the EO count for each bin,
or as quantiles.
In Fig. III.7, top panel, the peculiar shape of the scatterplots (in the legend ’s.plot’) at band b=150 between
about 7500 and 20,000 absolute counts is clearly visible. Also depicted are the reference curves from the
reduction of the scatterplots (in the legend ’red.’) as well as the error measures as dashed margins. The zero
radiance count level for 0.36 s at b=150 and s=31 (out of 64 bins in sample direction) amounts to about 7700,
while the first and second bend are located in the vicinity of 8500 and 11,800 absolute counts, respectively.
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Figure III.7: The EO scatterplots (’s.plot’) and the derived reference curves (’red.’) for 0.36 and 3.3 s measure-
ments at band b=150 (top panel) as well as for 0.36 s at b=60 (bottom panel) are depicted for sample 31 (out of 64
bins in sample direction). Also displayed are the binwise mean moduli of the deviations from the reference curves
as dashed error margins.
For absolute counts above 20,000, the curve drifts up to higher EO counts due to the saturation in the odd
bands while the even band measurements are still below the saturation level. The analogous curve for 3.3 s
will not be used for the EO correction and is only shown here to demonstrate the impact of different exposure
times. It is almost a translation of the 0.36 s curve towards lower EO counts with only slight deviations at
higher absolute counts. To obtain enough points for the 3.3 s scatterplot, the zero radiance count level is not
so tightly restricted (median ±100 counts) as for the 0.36 s curve. Still, the statistics is not as stable as in the
0.36 s case due to the few points. The zero radiance count level corresponds to about 8070 for 3.3 s at b=150,
the first bend is hard to locate due to its vicinity to the zero radiance count level, while the second bend is
located close to the second bend of the 0.36 s curve at b=150. Additionally, the 0.36 s scatterplot is shown
in Fig. III.7, bottom panel, for band b=60 as a scatterplot with a worst case spread of the points. This is due
to the underlying spectral features in the dayside spectra in this spectral region (compare b=150 and b=60 in
Fig. III.3 (p. 74)). For individual spectra, the ker5 convolution does not clearly disentangle the EO pattern and
the spectral features at b=60, but thanks to the statistical variation of the spectral features the reduced curve is
expected to reasonably predict the EO pattern, although at the cost of larger error margins, as discernible in
the figure. But also note that b=60 is of less importance for nightside spectra (Fig. III.8, ’EO pattern removed’
and ’EO error’). The zero radiance count level corresponds to about 7630 for 0.36 s at b=60, while the bends
are hardly determinable due to the high spread of the data points. Also note that due to the different location
on the detector, the bends and slopes are probably different from the b=150, s=31 curves, and that 90% of
the scatterplots at the different bands and samples show a much smaller spread with most of the remaining
high-spread scatterplots irrelevant for night spectra.
Correction of the even-odd effect of the measurements
Once the reference curves for each band and each sample are established, they can be used to look up the EO
residual for the nightside spectra to be processed. The ker5 smoothed nightside spectrum in question is con-
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verted to counts which are then added to the zero radiance counts. This quantity, the count of the ker5-mean
of the even and the odd bands, serves as the reference point to be looked up in the corresponding reference
curve (corresponding band and sample of the acquisition). The obtained EO count is converted back to radi-
ance and subtracted from the original radiance spectrum. The measure of error for this operation is computed
using the same reference point, but looking up in the error curve, and is then again converted to radiance. The
thus corrected spectrum now agrees in its fine structure much better with measurements performed by other
instruments and also with synthetic spectra. But the measure for the error should be closely observed. If it
becomes too large, the EO correction should be discarded for the corresponding spectrum.
For testing reasons, the 0.02 s reference curves are also constructed and applied to dayside spectra. The im-
provement to the spectra is immediately visible and largely agrees with a simple ker5 smoothing as expected.
But it is more trustworthy, since a simple smoothing affects noise and other fine structure deviations, whereas
the outlined correction does not. Additionally, a rough error estimate of the correction becomes available.
For the 3.3 s nightside measurements, the derived EO correction is quite significant in the peaks (in the
order of up to 5%), which carry the most information for this work (see Fig. III.8). Even for the long exposure
times spectra (8 and 18 s, respectively), a correction in the order of 1% still occurs in the peaks.
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Figure III.8: Even-odd effect for a nightside spectrum (data cube 148_15, average over all samples of line 250,
exposure time 3.3 s). Certain offsets in units of OFF=0.02W/(m2 sr µm) were added to the various curves for better
representation.
The measurement with the ITF EO pattern uncorrected is depicted in Fig. III.8 for comparison to the same
measurement with the ITF EO pattern corrected (Section III.3.2.1 (p. 73)). The latter is then also shown with
the EO effect of the measurements removed, according to the explanations in Section III.3.2.4. The EO cor-
rection curve is subtracted from the ITF EO corrected curve for this purpose. The ker5 residual of the ITF EO
corrected curve is also depicted to demonstrate the difference, and thus the superiority and necessity of the
reference curve approach. In the wavelength ranges where there are few spectral features (offside the peaks),
the reference-curve based correction largely agrees with a simple ker5 smoothing. But in some of the peak
ranges, clear deviations between the two approaches appear, resulting from the ker5 impact on the underlying
EO unaffected spectra. Finally, the estimated error margins of the EO correction are shown, scaled by a factor
of 10 for better representation. The error for the shown spectrum is of the order of 10-20% of the EO correc-
tion in the peaks. In case of the EO corrected curve, the shape of the 2.3 µm peak (bands 122–155) agrees
very well with the convolution of high-resolution ground based observations to VIRTIS-M-IR-resolution and
to simulations. The uncorrected curves, especially the curve with the uncorrected ITF EO pattern, show devi-
ations from the expected shape (spikes and dents in the left flank). The overall EO pattern in the EO corrected
curve is reduced to a satisfying degree.
The EO correction is only applied in the 1.0–2.6 µm range, since the dark current beyond this range becomes
much stronger and varies over larger ranges, especially starting from about 4 µm longwards, so that the con-
struction of the reference curves becomes more difficult due to the sparseness of the points in the scatterplots.
For 3.3 s exposure time, the bands with 4.5 µm and beyond are already saturated from the dark counts alone.
Dayside spectra become very small above 2.7 µm and provide a too low count level to be usable as reference
points. It could be possible to use 3.3 s dayside spectra to achieve a higher count level. But in this case many
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bands are already saturated in the range 1.0–2.7 µm due to the high net count and starting from 4.5 µm due to
the dark count. This would possibly also disturb the valid data through strong in-frame scattering and CCD-
related problems like blooming. It is also imaginable to derive the reference curves from nightside spectra in
this range, but this is already quite close to a circular argumentation, similar to the correction of day spectra
using day spectra reference curves. At least at the moment, this attempt was dropped, and no EO correction
is performed for bands with wavelengths longer than 2.6 µm. This lack of the EO correction is not an urgent
issue, since most of the retrieval analyses to investigate deep atmosphere and surface parameters will be based
on the range 1.0–2.6 µm.
The above outlined EO correction procedure is only a zero-order correction. It neglects the detector tem-
perature dependence and the residual detector nonlinearity among others. Furthermore, it is only a working
hypothesis at the moment. But nevertheless, a correction towards the right direction is still better than no
correction at all, and the resulting improvements in the retrievals seem to justify this approach. Also, it is very
much better to apply the EO correction than to apply just the ker5-smoothing to night spectra which would
result in large radiance errors (compare Fig. III.8, ’EO correction’ vs. ’EO residual ker5’), or even worse,
ker1. As discussed in the first paragraph of ’Construction of reference curves’ of Section III.3.2.4 (p. 79), the
EO correction should be strongly preferred to the separate analysis of the odd and even spectra, too. But the
decisive argument can only be an absolute calibration with respect to a known reference like a star or a black
body.
III.3.3 New despiking and destriping
It cannot be excluded that the previous steps have introduced new spikes or stripes, see Section III.3.1 (p. 71).
Therefore, a new despiking and destriping procedure has to be performed following all of these previous steps.
Due to potential imperfections in the sample homogenization procedure (Section III.3.2.2 (p. 75)), it is
reasonable to perform a despiking in sample direction for each band of each frame at first. Otherwise some
systematic spikes common to all frames will not be identified in the subsequent general despiking. The five
sample median smoothing is applied to each band of each frame, and a measure is estimated for the oscillation
of the data (upper and lower quartile of the smoothing residual, that is the difference between the unsmoothed
and smoothed data). Where the smoothing residual is out of the bounds defined by the oscillation multiplied
by an appropriate threshold, the unsmoothed data is replaced by the smoothed data. The subsequent additional
general despiking follows the same procedure as in the original calibration pipeline (Cardesin-Moinelo et al.,
2010).
The destriping should not be performed, if the data will be binned at a later step (Section III.4.3 (p. 90)).
The destriping is a smoothing in sample direction for each band of each frame. The average of smoothed data
should ideally not be different from the average of unsmoothed data. However, to minimize the number of
implemented operations on the data, binning of the non-destriped data is preferred. If no binning was desired,
because the full resolution data is needed, the new destriping procedure follows the same procedure as in the
original calibration pipeline (Cardesin-Moinelo et al., 2010), which effectively removes the stripes without
critically affecting the spectral information. The cause of the striping could not be identified by Cardesin-
Moinelo et al. (2010). However, based on the new insights described in Section III.3.2.4 (p. 79), it seems
plausible that it may be due to a nonlinear detector response differently affecting different samples, although
not following such a regular pattern as observed in the case of the spectral bands’ EO effect.
III.4 Data preprocessing for retrieval
To prepare the data for the retrieval algorithm, a number of preprocessing steps has to be performed. This
includes the removal of interfering straylight and the determination of the surface topography corresponding
to the pixel footprints and customized to the intended surface and deep atmosphere parameter retrieval. To
increase the signal-to-noise ratio, a certain data binning can be performed.
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III.4.1 Straylight
Several different sources of straylight overlay the nightside emissions. In some wavelength ranges and under
certain observational conditions, the straylight can even outweigh the nightside emissions. It is important to
note that from the physical standpoint the removal of the straylight has to be done only after all data calibration
steps have been performed. The latter determine the incoming radiance, while straylight really is incoming
radiance, unwanted or not. Either the straylight is included in the modeling, and the retrieval procedure dis-
criminates the nightside emissions from the straylight, or the straylight is removed before the retrieval. The
lack of an adequate modeling of the straylight due to its complex nature, physical as well as geometrical (a
spherical version of the radiance transfer code would have to be incorporated, thus complicating also other
matters), and the feasibility of a quite straightforward removal as outlined in the following, leads to the pref-
erence of the second option.
III.4.1.1 Straylight sources
Before the new straylight removal procedure is presented, the most important straylight sources for the night-
side measurements will be shortly discussed.
(1) Near-terminator straylight: Light from the dayside is scattered into the atmosphere of the geometri-
cal nightside (dusk and dawn). This situation can be easily avoided by restricting to measurements with
a solar angle larger than 98 ° (empirically determined).
(2) Direct sunlight outside but close to the VIRTIS field of view: Some direct sunlight is scattered by
the instrument itself into the field of view. This is mostly an issue for some northern hemisphere push
broom observations and can be avoided through restricting to measurements with an angle between
boresight and the vector pointing from the spacecraft to Sun of greater than about 40 ° (empirically de-
termined). In some situations this restriction is not necessary, because Sun is eclipsed by Venus from
the spacecraft’s point of view.
(3) Venus dayside outside but close to the VIRTIS field of view: This is quite the same issue as (2), but
with the bright dayside as radiation source. Since apocenter observations always have the terminator
and thus the dayside nearby the field of view, this is a severe problem which cannot be avoided without
losing a substantial part of the total amount of acquisitions for the southern hemisphere. The straylight
spectrum is different from that of the direct sunlight issue.
(4a) Spectral in-frame straylight: When the spacecraft is close to the planet and above the nightside,
there are situations where the terminator and near terminator regions are completely eclipsed by the
planet itself and radiation sources of the types (1)–(3) are definitely not present. Even in these situa-
tions, straylight can be detected. Its intensity is correlated to the intensity of nightside peaks, which are
mainly determined by the cloud cover and the surface elevation. This suggests that light of a certain
wavelength can be scattered onto parts of the detector responsible for other wavelengths. A slight adap-
tion of the instrumental response function from pure Gaussian to include also a possibly Lorentz-like
component could help to describe this phenomenon.
(4b) Spatial in-frame straylight: For dayside and nightside (or deep space) measurements in the same
frame, nightside (or deep space) spectra can be strongly disturbed. This situation should be avoided for
quantitative nightside analyses, since the nightside emissions may not be recoverable reliably by a cor-
rection procedure. The amount of data affected by this situation is not critical. The cause of this issue
is similar to that of (4a), only that the scatter path has components in sample direction. This suggests
that there may be also spatial in-frame straylight for pure nightside as well as for pure dayside frames,
which corresponds to a slight smearing of the information in the spatial dimension.
Both in-frame issues, (4a) and (4b), have not yet been studied in detail for this work.
III.4.1.2 Straylight removal
In order to remove the straylight, its spectrum has to be known. The best way to obtain the straylight spectrum
is a direct measurement. Deep space observations are a good source of straylight measurements. But different
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conditions (observational and other) yield different straylight spectra. A search for all deep space observations
without straylight situation (2) and also excluding spatial in-frame straylight from the dayside returns a wealth
of spectra from all mission phases and under most diverse conditions. Only those spectra are included that
have a certain minimum mean net count (100) in bands 0–4 to exclude noisy data and that belong to frames
with at most 2 NaN-values or saturated spectels in the bands 0–50 per spectrum on average. Some not generic
spectra are also excluded. The corresponding data cubes are despiked and binned to four samples and four
lines per bin to decrease noise interferences. The spectra from the about 50,000 so-obtained bins form the
straylight data base, after they were normalized with respect to the first 12 bands.
The average of the straylight spectra resembles a (normalized) dayside spectrum. This is not surprising,
since the dayside is the main source of straylight (see source type (3)). But the average is not simply a scaled
dayside spectrum, since it is a superposition of dayside spectra under different conditions, distorted by some
instrumental scatter characteristics. In fact, it also resembles a λ−4 curve often associated with scattering
processes, but with superimposed spectral characteristics of dayside spectra. The λ−4 trend is incidentally a
consequence of the responsivity adjustment at 1.0–1.3 µm (Section III.3.2.3 (p. 77)), without which the devi-
ation from the λ−4 trend would be much larger. The average of the deep space straylight spectra alone is not
suited to represent the straylight spectrum for a given nightside measurement (see Fig. III.9, ’Simple straylight
spectrum’). This is the reason for introducing the following approach.
The idea is to find an easy parameterization of the statistical variety of the straylight data base. A principal
component analysis (PCA, see Jolliffe (2002)) is carried out for this purpose. A single spectrum of 432 bands
can be regarded as a point in a 432-dimensional space. The set of all spectra of the straylight data base is then
a point cloud in this space with the mean spectrum being a single point in this space. When projecting the data
to a line through the mean spectrum, the variance of the projected data can be computed for each line. The
direction of the line with the greatest variance is then the direction of the first principal component. Now the
data are projected to lines orthogonal to the direction of the first principal component. The greatest variance
then yields the direction of the second principal component, and so forth. The variability of each principal
component is consequently also a result of the PCA. A few of the largest principal components can already
describe the variability of the data set quite accurately when the variances of the other principal components
are small enough.
The mean straylight spectrum and the first few principal components can now be used as reference curves to
estimate the straylight spectrum of straylight affected nightside spectra. The reference curves are fitted to the
corresponding nightside spectrum in the spectral ranges lacking the pure nightside emissions. It turns out, that
this can lead to disproportional high fitting coefficients in relation to the PCA results, thereby overemphasiz-
ing the lesser important principal components. To avoid this, the spectra are split into two overlapping ranges
from 1.0 to 1.4 µm and from 1.35 to 3.0 µm, respectively. The PCA is performed for both ranges. Beyond
3 µm, the straylight can be neglected. In the first spectral range, the variabilities coming from the first three
principal components amount to about 59%, 16%, and 8%, whereas for the second range, the variabilities are
about 54%, 16%, and 7%. This time, the mean straylight spectrum and just the first principal component for
each range are used. For the range 1.0–1.4 µm, these two components are fitted at band 4 (∼1.06 µm) and at
the bands 34–39 (∼1.35–1.40 µm) to the measured spectrum in the mean sense by solving the corresponding
system of two equations. For the range 1.35–3.0 µm, the corresponding ’dark’ ranges are the bands 34–39
again and the bands 91–94 (∼1.89–1.92 µm). The straylight spectrum in the overlapping range (bands 34–39)
of the two straylight ranges is defined in the first half (bands 34–36) through the solution for the first range,
and in the second half through the solution for the second range. Hence, four degrees of freedom are used
to estimate the straylight spectrum for each measured spectrum without the occurrence of disproportionally
high coefficients for the principal components when using only one, unified range. Finally, these estimated
straylight spectra are subtracted from the measured spectra to obtain the straylight corrected spectra.
Fig. III.9 visualizes the straylight removal procedure for a nightside measurement example exhibiting a
very high straylight intensity to illustrate the functionality of the algorithm. It shows the (otherwise corrected)
measurement including straylight, the straylight spectrum according to the above given explanations, and the
measurement with that straylight spectrum removed. At 1.21 and 1.55 µm, the removal is not perfect, but
the straylight intensity is much smaller for most other measurements. When using just the mean straylight
spectrum in the full range, the resulting ’Simple straylight spectrum’ (Fig. III.9) is not suited due to its mis-
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Figure III.9: Straylight removal for data cube 320_00, sample 127, line 150, at 18 s exposure time. It is a very low
noise spectrum even without binning.
match to the lower envelope of ’Measurement incl. straylight’ between 1.0 and 1.4 µm, thereby justifying the
PCA-approach. The mean and first principal components are fitted to the depicted measurement in the range
’1’ between 1.0 and 1.36 µm and in the range ’2’ between 1.36 and 2.7 µm. The sum of the fitted mean and
first components for ’1’ yields the straylight spectrum in range ’1’, and analogous for ’2’. The fitted mean
components are not depicted, since by a suitable scaling, they yield exactly the ’Simple straylight spectrum’ in
the respective ranges. The first components for both ranges are depicted in the figure scaled with 10 or −50,
respectively, for a better graphical representation.
The described straylight removal technique seems to be quite effective in the straylight situation (3), but
may not be ideal for situation (4a) and for the pure night case of situation (4b), which remain the most serious
uncorrected types at the moment. Measurements with straylight types (1) and (2) and the day-night case of
type (4) are generally excluded from the correction scheme.
III.4.2 Geometry and topography data update
The geometry data has to be extrapolated and updated to suit as input for the retrieval algorithm. The topog-
raphy in the VIRTIS geometry data is based on a superseded Venus topography model and is not referenced
with respect to the correct coordinate system. In addition, it is necessary to preprocess the topography data to
incorporate the atmospheric blurring of the observed radiances (Moroz, 2002) as well as a motion blurring.
Sections III.4.2.2 to III.4.2.4 are mostly based on Müller et al. (2008); Müller et al. (2012b, and personal com-
munication) and are included here in preparation to Sections III.4.2.5 (p. 89) and III.4.3 (p. 90) and to make
the discussions on the topography more self-contained.
III.4.2.1 Geometry data update
The geometry data files accompanying the VIRTIS data (Erard and Garceran, 2008) includes the surface to-
pography for each pixel footprint center and corner, referred to both the surface itself and to the 60 km level
above the mean planetary radius (6051.8 km). The latter roughly corresponds to the cloud tops, where the
effective source of the VIRTIS observable radiation is expected. The actual cloud top altitude (unity cloud
optical depth at 1 µm, altitudes from dayside retrievals) is slightly higher, between about 74 km at low and
middle latitudes up to 50 ° poleward and decreasing to 63–69 km in the polar regions (Ignatiev et al., 2009).
The topography vertically below the cloud top footprint is needed as a boundary condition in the simula-
tions. Therefore, all geometry data, except for the topography, has to be extrapolated to the expected cloud
top altitude, with the surface and the 60 km level data as support points, and the cloud top level based surface
topography has to be referred with respect to the new cloud top footprint corner and center coordinates (Erard
and Garceran, 2008, personal communication). There is no difference between the surface and the cloud top
data sets when the observation angle is zero, that is, when the line of sight is orthogonal to the mean plane-
tary surface. But at other observation angles, the cloud top data set must be used. Of course, this is a very
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simplified model, but it is still much more accurate than to use just the footprint on the planetary surface or
the 60 km based geometry.
III.4.2.2 Re-evaluation of the topography data
The Venus surface topography model that is used as reference for VIRTIS geometry data files (Erard and
Garceran, 2008) is the Global Topography Data Record (GTDR) obtained through the evaluation of data ac-
quired by the Magellan probe (Ford and Pettengill, 1992). But this is based on preliminary knowledge of the
gravity field of Venus, which has been re-evaluated using a refined Magellan ephemeris. Based on this im-
provement, an updated topography model has been computed (Rappaport et al., 1999), which has not yet been
taken into account in the VIRTIS geometry data files. Since a main target of this work is the retrieval of surface
information, the most precise topography data available has to be incorporated in the analysis. Therefore, the
surface topography referred to the cloud top level footprints has been computed from the updated GTDR. To
check the algorithms, this data has also been computed using the older GTDR and compared to the VIRTIS
geometry data files. There are discrepancies of less than a few meters due to rounding issues. The difference
between the original and the updated topography, on the other hand, can amount to 500m and more. It is
particularly large in certain extended swaths reaching from pole to pole as well as in the mountain regions
on Venus. The updated topography is the base for all following considerations (see also discussion by Müller
et al., 2008).
III.4.2.3 Referencing
The Magellan topography data (Ford and Pettengill, 1992) in the VIRTIS geometry files is referenced to a
coordinate system according to IAU 2000 (Erard and Garceran, 2008; Seidelmann et al., 2002). Although the
reprocessed Magellan topography (Rappaport et al., 1999) is described to be referenced according to IAU
1991 (Davies et al., 1992), which provides the same parameters as IAU 2000 for Venus, it is in fact refer-
enced according to IAU 1985 (Davies et al., 1986), (Müller et al., 2012b). To correct for this, the re-evaluated
topography data (Section III.4.2.2) has to be rotated to the reference frame where VIRTIS pointing data is
referenced in (IAU 2000). However, the impact is almost neglectable.
Additionally, there seems to be a slight misestimation of the Venus mean rotational period given by Sei-
delmann et al. (2002) owing to the neglect of a slight variation of the Venus rotation rate, see discussion by
Müller et al. (2012b). This leads to a longitudinal offset of 0.165 ° at the median time of the VIRTIS data ac-
quisition between the coordinate systems the Magellan topography and the VIRTIS geometry are referenced
in, translating to roughly 17 km at the equator. The cause is still under consideration (Müller et al., 2012b) but
the offset is incorporated in the topography data update.
III.4.2.4 Atmospheric blurring
An individual photon emitted from the surface is very unlikely to be detected directly from space. It will be
rather repeatedly absorbed and re-emitted as well as scattered by the molecules of the thick atmosphere and the
aerosol particles comprising the thick clouds and the haze. This leads to a loss of the exact location where the
initial emission took place and thereby to a loss of the exact surface topography and emissivity information.
Consequently, the observable radiance at a certain cloud top footprint results frommany photons emitted from
different surface locations with different surface elevations and emissivities. Theoretical estimations (Moroz,
2002) suggest a blurring of the upwelling surface emissions which can be approximated by a Gaussian blurring
function of approximately 50–100 km FWHM. The natural distance measure is thereby given as the spherical
distance on a sphere with a radius corresponding to the expected cloud top altitude, i.e. 6051.8 km+74 km
for most of the planet. The effective surface elevation and emissivity to be used as boundary conditions in
the simulations is thus a weighted mean of the actual surface data, the blurred surface topography and emis-
sivity. The weighting measure has to be computed from the fundamental radiation quantity to be averaged,
i.e. the radiance. The radiance contributing to the Gaussian average and emitted at a certain surface spot can
be approximated by the Planck radiation B(T ) emitted by this surface spot of temperature T , multiplied by
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the surface emissivity at that spot, and attenuated by the atmosphere. By assuming thermodynamic equilib-
rium between surface and atmosphere, the temperature of the surface at a certain elevation h is given by the
temperature of the atmosphere at that altitude according to the Venus International Reference Atmosphere
(VIRA, Zasova et al. (2006b)). The attenuation is accounted for by using not the actual VIRA temperature,
but an effective temperature Te, an approximation used by Müller et al. (2008, personal communication) and
also obtained from simulations using the forward model in Section III.2 (p. 69) and checked against VIRTIS
measurements:
Te = 710 K− 5 K/km · h. (III.3)
The effective lapse rate −5K/km and the reference temperature 710K at h = 0 km are dependent on wave-
length, atmospheric composition, cloud depth, surface elevation and emissivity, and other parameters. But
these uncertainties are checked to be of only minor importance for the final result (blurred surface information
and derived radiance simulations) and are therefore neglected.
The blurring algorithm for the surface topography is based on the assumption that the surface emissivity,
as parameter to be determined in the retrieval, is constant. The surface elevation h at surface longitude and
latitude (ϕ, ϑ) is converted to the effective Planck emission I using the temperature from Eq. (III.3). The
resulting mean radiance 〈I〉 at the observation coordinates (ϕm, ϑm) is given by
〈I〉|(ϕm,ϑm) =
∫
I(h(ϕ, ϑ))R2 cos(ϑ)b(d(ϕ, ϑ;ϕm, ϑm)) dϕ dϑ (III.4)
with the Gaussian blurring weight





and the spherical distance d(ϕ, ϑ;ϕm, ϑm) between (ϕ, ϑ) and (ϕm, ϑm). The effective surface elevation
〈h〉 at (ϕm, ϑm) is computed from the resulting mean radiance 〈I〉|(ϕm,ϑm) using the the Planck equation and
Eq. (III.3). N is a normalization factor such that the integral in Eq. (III.4) for constant I yields I again.4
This averaging is performed for each point on a regular longitude-latitude grid covering the whole planet
with 4096×2048 grid points to yield a reference data base for the blurred topographies of the cloud top level
pixel footprint projections to the surface.
The use of just 100 km as the FWHM is again a simple model, which is needed to approximate reality.
For thinner clouds, the FWHM may be smaller possibly down to 30 km. For future studies of the FWHM
impact, the topography is also blurred with respect to 65 km and 30 km, respectively. The unblurred data is
additionally provided.
The artificial blurring of the topography data is especially important in the mountain regions. Neglect of
this effect can amount to 500m difference and more on the mountain slopes, whereas lowland planes are less
affected. For areas where the Magellan topography is missing (gaps in the topography mapping), it has to be
ensured that the blurred topography is also marked as missing regardless of the capability of the algorithm to
produce results that extend into these areas.
III.4.2.5 Motion blurring
For the northern hemisphere pushbroommode observations, the ground speed of the spacecraft can reach high
values near the North Pole, which is close to the pericenter. This is a consequence of the highly elliptic orbit
of the probe and Kepler’s second law. The pixel footprints are moving in the course of the exposure. Hence,
photons are collected that originate not only from the instantaneous footprint at the nominal exposure point
in time, but also from some areas before and after the central point on the track, the forward and backward
extensions. This motion blurring is especially important above the slopes of the mountains close to the pole,
in particular Ishtar Terra, where this effect can add up to 100m difference.
4Corrected: In the published paper, sin instead of cos was mistakenly written in Eq. (III.4). However, the computer implementa-
tion was correct. Moreover, 4 log 2/
(
pi ·FWHM2) was mistakenly given instead of the normalization factorN in Eq. (III.5), whereas
in the computer implementation, N is numerically determined according to the (newly included) last sentence of this paragraph.
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To include the motion blurring into the topography determination, the effective radiances are utilized again
in the averaging as described in the atmospheric blurring procedure (using Eq. (III.3)). The footprint corners
at the beginning of the exposure and the footprint corners at the end of the exposure are computed for each
pixel taking into account that the geometry data for the dark frames is missing. For this operation, not only the
exposure duration is needed, but also the repetition time, i.e. the time span between consecutive exposures.
Finally, the effective topography for each pixel is determined from the weighted mean of the effective radi-
ances using the corresponding weights w, where w = 1 for each of the four instantaneous footprint corners,
w = 4 for the instantaneous footprint center, w = 1/2 for each of the four forward extension corners, and
w = 1/2 for each of the four backward extension corners.
The effect of motion blurring can be neglected above the southern hemisphere, since the ground speed of
the spacecraft is comparatively small. But it cannot harm either, and thus, to keep the algorithm simple and
the results consistent, the motion blurring is considered for each pixel everywhere.
An example of the overall impact of the topography update is shown later on in Fig. III.13 (p. 95).
III.4.3 Data binning
To increase the signal-noise-ratio and to decrease the amount of data to be analyzed by the retrieval proce-
dure, it is useful to decrease the spatial resolution by data binning. There is not too much information loss if
this is done appropriately, since the expected observable spatial resolution of the surface information is about
50–100 km FWHM (Moroz, 2002), the correlation length of the clouds is of the order of some hundred kilo-
meters, and the correlation length of the gaseous constituents and atmospheric temperature is expected to be
even longer.
This data reduction is the last step of the data preprocessing for the retrieval. All other preprocessing has
to be finished at this point. Not only the radiance data has to be binned, but also geometrical parameters (for
instance topography, distances, observational angles, footprint geometry, spacecraft time, etc.) and other aux-
iliary parameters (error measures, housekeeping parameters like detector temperature). Special attention has
to be paid to the binning of cyclic parameters, like longitude or local time, to properly handle the behavior at
the cut (0 ° vs. 360 °, 0 h vs. 24 h).
Before the data is binned, it has to be filtered according to geometrical and other parameters, if needed. Two
times the standard deviation of each band and bin is added to the error measure for each band and bin. The sur-
face topography is not binned directly, but similar to the topography averaging described in Section III.4.2.4
(p. 88), the effective brightness temperature is binned and transformed back to the topography. Because the
main intention of this work is the retrieval of parameters from spectral data, the full spectral information should
be preserved, and only the spatial information should be binned.
In the following, two different approaches are presented that describe how the data is binned. Both of them
have their benefits, depending on what kind of information is sought.
The first binning method is a ’regular’ binning taking into account the detector geometry and the data struc-
ture in general. Most of the data is archived in cubes with 432 bands, 256 or 64 samples, and a certain number
of lines. It is straightforward to bin the spatial information into blocks of a certain number of new samples and
lines. For mapping of the southern hemisphere, a moderate data reduction is achieved by a binning resulting
in 64 bins in sample direction. For the northern hemisphere pushbroom mode data, which resembles more a
cross section structure, a binning which results in 16 bins in sample direction has proven sufficient, since the
spacecraft is closer to the planet here and the resulting spatial resolution is absolutely sufficient for this work.
For both cases, it is reasonable if four lines contribute to each bin in the downtrack direction.
A definite disadvantage of the ’regular’ binning method is the varying spatial resolution that is inherited
from the unbinned data and caused by the varying observation angle and distance from spacecraft to footprint.
Moreover, repeated measurements of the same surface region on the planet will probably not have the same
footprint geometry, but a possibly slightly shifted, scaled, or rotated one. Since the atmosphere is perpetually
changing anyway, this is not a disadvantage for atmospheric targets.
When surface information is the primary target, and several measurements of the same spot on the surface
are to be compared among each other, a binning with respect to the planetocentric longitude-latitude grid is
preferred. In this case, the data is sorted into bins bounded by lines of longitudes and latitudes, or according
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to an equal-area map projection, such that each bin corresponds to a surface coverage of about 100×100 km2,
matching the expected achievable resolution for surface studies.
For the northern hemisphere pushbroommode data, very few surface areas are probed even only twice, and
the primary argument for using this surface targeted binning type does not apply. Nevertheless, the swaths,
which resemble latitudinal cross sections, might be binned into a regular latitudinal grid of 1 ° resolution,
ignoring the nearly constant longitudes for each data cube. This scheme has been used in Arnold et al. (2008).
But the standard deviations of the individual spectra of each bin can be quite large (up to 20% of the sig-
nal itself). Here, the regular binning restricted to a single new sample bin should be used instead to achieve
cross-sectional results.
III.4.4 Wavelength shift and uncertainty of the full width at half maximum
The band-to-wavelength mapping and the full width at half maximum (FWHM) of the instrumental response
function seem to have slightly changed during the cruise phase, as can be verified when comparing VIRTIS-
M-IR measurements to simulations and older measurements. Both parameters are temperature dependent
(VIRTIS spectrometer temperature). The ground calibration was conducted under conditions that underes-
timated the operational temperature ranges of the VIRTIS instrument while operating in Venus orbit. This
mainly results in a slight misestimation of the FWHM and of the temperature dependent slope and intercept
of the band-to-wavelength mapping, which is indicated by a temperature and band depending wavelength
shift ranging from about −2 to 13 nm. Additionally, there is a sample dependence of the band-to-wavelength
mapping (order of 1 nm) and the FWHM (up to 4 nm), which cannot be stored in the archive at the moment.
Finally, there is evidence of a slight band dependence of the FWHM.
There are ongoing efforts to improve the temperature dependency issues and to revise the data structure
of the archive to allow for the storing of the sample dependence. They are based on the analysis of an on-
board calibration source (polystyrene), but due to the spectral characteristics of the calibration source, only a
limited spectral range at about 3 µm can be used. Therefore, no definite results for the scaling of the band-to-
wavelength mapping and for the band dependence of the FWHM are expected. Moreover, residual uncertain-
ties of the order of 1 nm are expected.
This is the reason why for this work auxiliary parameters were introduced in the retrieval, allowing at least
for the retrieval of the intercept and slope of the band-to-wavelength mapping. This hardly interferes with
the retrieval of other parameters, since their Jacobians are almost orthogonal to the Jacobians of these auxil-
iary parameters. The FWHM as auxiliary parameter is more difficult to retrieve, since there are interferences
with the cloud factors and the atmospheric temperature. But once the trends are studied in more detail, these
parameters can be externally parameterized and their retrieval can be dropped.
III.5 Results
To demonstrate the advances in the data analysis compared to earlier works by the authors (Arnold et al., 2008),
all conditions are set to the earlier conditions. For instance, the latitudinal binning scheme used by Arnold
et al. (2008) will still be used in the current section, although in planned subsequent papers the other binning
schemes discussed in Section III.4.3 will be preferred. Also, the selection of data to be analyzed is restricted
to the data selected by Arnold et al. (2008). Any amounts of gaseous or particulate atmospheric components
depicted in the following diagrams, are represented on a relative scale with respect to the profiles used by Haus
and Arnold (2010), which are based on Pollack et al. (1993).
III.5.1 Impact of retrieval algorithm improvements on retrieval results
The improvements in the retrieval algorithm outlined in Section III.2 (p. 69) lead to different retrieval results
when comparing to the original retrieval algorithm applied by Arnold et al. (2008) and Haus and Arnold
(2010). In order to demonstrate the impact of the retrieval algorithm alone, the same data set according to the
new calibration and preprocessing is analyzed by both retrieval algorithms.
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III.5.1.1 Spatial-temporal correlations
The introduction of spatial-temporal correlations of the parameters indeed proves beneficial on the retrieval.
An example is presented in Fig. III.10, where the retrieved SO2 column factor for data cube 113_15, or short
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Figure III.10: SO2 and cloud column factor as a function of northern latitude for different spatial-temporal cor-
relations for orbit 113, new calibration and preprocessing. The corresponding thin lines with circles depict the
retrieval uncertainties (two times standard deviation), for the clouds scaled with 10 for better representation. Here,
the regular binning scheme with 16 bins in sample direction is used and the fourth bin is selected to extract the
results for the three cases shown.
orbit 113, in the new calibration and preprocessing is shown as a function of latitude for different a priori
spatial-temporal correlations for CO, OCS, SO2, and the surface emissivity. The cases for missing correlation
and too strong correlation (ten times the expected values) are compared to the profile for an expected corre-
lation (2,000 km correlation length and 12 h correlation time for minor gases, 500 km and 3.6 h for clouds,
100 km and 106 h for surface emissivity). For each case, the a priori means and standard deviations for each
of the retrieved parameters and the a priori spatial-temporal correlations for the remaining parameters are
the expected a priori values. The correlated profiles are smoother than the uncorrelated profile as expected.
The stronger the correlation, the smoother is the profile with a perhaps too smooth result for the too-strong-
correlation-case. The retrieval uncertainties are smaller for thinner clouds and smaller for stronger spatial-
temporal correlations. In the too-strong-correlation-case, the retrieval uncertainty is underestimated due to
the deliberately wrong chosen a priori correlation data. But in the expected-correlation-case, the decreased
retrieval uncertainty compared to the uncorrelated case clearly shows the beneficial impact of the increased
information content in the context of the adjoining measurements. The CO, OCS, and surface emissivity pro-
files exhibit a similar behavior. Nevertheless, since only a very small spectral region carries information on
the SO2 column (essentially one spectral band at 2.46 µm), the thus still high retrieval uncertainties in the
expected-correlation-case obstruct a significant SO2 information gain. Unexpected are the different trends for
the uncorrelated and the correlated retrieval results. While the profiles for the too-strong and the expected
correlation seem to share the same trend with different smoothness, the uncorrelated profile follows a differ-
ent trend. Also unexpected is the smaller residual norm for the correlated retrievals in spite of the stronger
constraints on the parameters. This is a clear indication that the uncorrelated retrieval converged to subsidiary
solutions between about 0 and 20 °N and 70 and 85 °N. Thus, it has to be emphasized, that the incorporation
of spatial-temporal correlations of the parameters is not equivalent to a simple smoothing of the results of an
uncorrelated retrieval, the more, because a simple smoothing does not have to yield a consistent parameter set
suitable for the accurate simulation of each individual spectrum.
This discussion underlines the usefulness of the correlated retrieval. The more similarity (in the Euclidean
angle sense) there is between the Jacobians of the parameters, the more detailed a priori knowledge has to be
incorporated in the retrieval to get useful results, with the zero correlation length and time implicitly presumed
in the non-multi-spectrum retrieval as a very crude approximation of the reality. A detailed discussion of the
multi-spectrum retrieval algorithm and its application to the VIRTIS-M-IR data of the Venus nightside will
be presented in subsequent paper.
III.5. Results 93
III.5.1.2 Common parameters in the retrieval
The utilized multi-spectrum retrieval algorithm allows for the determination of parameters common to all
spectra. Currently, the most critical and not-well-known quantity for the simulation of the spectra is the op-
tical thickness of CO2. The ambiguity between different spectral line data bases (compare the discussion by
Haus and Arnold, 2010), spectral line shapes, and the broad band CO2 continuum is a serious obstacle to
reliable retrievals of surface and deep atmosphere information. But all these parameters are common to all
Venus nightside emission spectra. While they are far less observable in the dayside spectra (Haus and Arnold,
2010) and basically cannot be extracted from dayside measurements, they can strongly influence the shape
of the nightside spectra that can consequently be used to determine them. Whereas random errors are of de-
creasing importance for an increasing number of utilized spectra in the multi-spectrum retrieval, systematic
measurement, calibration, or preprocessing errors as well as simulation errors can certainly affect the results,
since they are also common to the data set to be analyzed. But it should still be possible to constrain some
general properties. For instance, a CO2 line shape retrieval in the vicinity of the peak at 1.10 µm shows that
there is no realistic line shape to arrive at satisfactory fits without using an artificial continuum. The latter
is not easily justifiable from physical considerations. But it is entirely possible that the CO2 line data bases
have imperfections for the extreme environmental conditions near the Venus surface, since they are mostly not
based on measurements, but mainly on numerical computations (Tashkun et al., 2003).
While for the earlier works, a trial-and-error method was used to determine acceptable CO2 continuum
parameters for the different atmospheric windows, it is now possible to determine them systematically as
common parameters, which are thereby compatible with all utilized measurements under the most diverse
conditions. Currently, it is common practice to use continuum parameters which are constant throughout the
entire range of a spectral window.
A high continuum for the 1.74 µmwindow, for instance, acts similar to a high cloud opacity, so these param-
eters cannot be disentangled. Of course, the remaining observed spectral windows constrain the cloud amount,
but in these windows the continuum is also not exactly known. Different cloud modes are also allowed to vary
in the retrieval, and the optical depth for one window only constrains the optical depth for another window
to a certain limited extent. The use of the wrong continuum parameters can still reproduce very good fits
for certain spectra with coincidentally matching cloud mode abundances, while for other spectra the fits can
be unsatisfactory for each cloud mode combination. The retrieval of the continuum parameters as common
parameters for a representative selection of spectra under highly diverse conditions allows to determine these
parameters in an automatic way, and indeed the convergence is quite robust for different a priori parameter
selections and different representative selections of spectra, thereby hinting at the universality of the retrieved
parameters.
As an example, the retrieved continuum for the 2.3 µm window is 4 · 10−8 cm−1amagat−2 compared to
the values 10–16 · 10−8 cm−1amagat−2 determined by Brodbeck et al. (1991) or 4 · 10−8 cm−1amagat−2 ap-
plied by Tonkov et al. (1996) and de Bergh et al. (1995). For the 1.74 µm window, the retrieved value is 0.4 ·
10−8 cm−1amagat−2, whereas in the literature one finds 0.5 · 10−8 cm−1amagat−2 (de Bergh et al., 1995).
It is even possible to define a wavelength dependent continuum parameter for each window with a wave-
length resolution comparable to the VIRTIS-M-IR resolution, a ’non-constant continuum’. An example is
shown in Fig. III.11 for the 2.3 µmwindow. To regularize the deviation from the previously retrieved constant
continuum, the non-constant continuum is treated as a non-constant offset from the constant continuum with
an a priori mean value of 0 and a standard deviation of the order of the retrieved constant continuum. Also
a priori correlations between the continuum values corresponding to different wavelengths are imposed to en-
sure a smoother continuum, which is needed as a countermeasure against effects from possible small residual
even-odd patterns of the spectra.
The continuum parameter is strongly affected by spectrally dependent systematic measurement, calibra-
tion, or preprocessing errors and simulation errors. Therefore, this parameter has to be carefully interpreted
and, if possible, verified, refined, or falsified by experiment, also compare Tran et al. (2011), before declaring
it as an actual continuum parameter. At least it still has an entirely technical benefit, since the overall fit to
the measurements can be improved. As can be seen in Fig. III.11, the fit using a constant continuum has a
different shape than the measurement near 2.4 µm probably due to an imperfection in the computation of the
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Figure III.11: Constant and non-constant continuum (right hand side axis) and resulting simulations in compari-
son with a measurement (left hand side axis) in the 2.3 µm window. Differences of simulations to measurement are
depicted as corresponding thin lines in the bottom part.
CO2 opacity. Provided that the line data base discussed by Haus and Arnold (2010) is used and line mixing
or collisional induced absorptions are neglected, it is not possible to obtain a good fit in this spectral range
by merely using a constant continuum. There are also situations when the residual norm is very similar to
the constant-continuum-case shown in Fig. III.11, but the shape of the fit is even more distorted. This hap-
pens, because an improbable composition of the minor gases was retrieved despite the utilized a priori data.
Obviously, subsidiary solutions far away from the true solutions were found in that case. When using the non-
constant continuum, this situation did not occur and the fits for these very cases are satisfactory. Thus, the
probability of locking to subsidiary solutions in the course of the iterative retrieval process can be decreased by
using the non-constant continuum parameter. Therewith, the convergence behavior can be greatly improved.
Systematic simulation errors, like the neglect of line mixing or collisional induced absorptions, imperfect
line data bases, line shapes, and continua, etc. can be compensated by this method, thereby decreasing their
impact on the retrieved surface and deep atmosphere parameters.
III.5.2 Impact of calibration refinement and preprocessing on the measurement data base
III.5.2.1 General impact on spectra
Fig. III.12 illustrates the impact of the data calibration and preprocessing on a selected spectrum for a lat-
itudinal bin (see Section III.4.3 (p. 90)) for orbit 113 (3.3 s exposure time) comparing the new and the old
calibration and preprocessing pipeline. The old one was used by Arnold et al. (2008). The main differences
appear in the range 1.0–1.3 µm. The new radiance is larger in the peaks, gradually increasing from 1.3 µm to
1.0 µm which is mainly a consequence of the responsivity adjustment (Section III.3.2.3 (p. 77)). The shape of
the valleys is also somewhat changed owing to the new straylight removal approach (Section III.4.1.2 (p. 85)).
The shape of the 2.3 µm window complex is now less jagged because of the reduction of the EO pattern in
the ITF (Section III.3.2.1 (p. 73)) and the correction of the EO effect of the measurements (Section III.3.2.4
(p. 82)). The other windows also undergo slight modifications of the peak and valley shape due to the EO
correction.
The radiances are now generally slightly higher across all wavelengths as a consequence of the sample
homogenization (Section III.3.2.2 (p. 75)), since for the latitudinal binning used here, additional radiance con-
tributions measured at the detector edges are incorporated in the binning. When the regular binning scheme
is used, measurements recorded near the center of the sample direction of the detector are hardly affected by
the sample homogenization, but the closer they are to the detector edges in sample direction, the stronger the
impact will be in general resulting in higher radiances according to the new pipeline.
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Figure III.12: Comparison of new and old data calibration and preprocessing on the resulting spectral structure for
latitudinal bin covering 64–65 °N for orbit 113. The difference between the new and the old spectrum is displayed
with an offset of OFF=0.02W/(m2 sr µm).
III.5.2.2 Topography update
Topography and geometry data changes (Section III.4.2 (p. 87)) do not affect atmospheric and surface param-
eter retrievals in a systematic way. Nevertheless, the topography changes can produce large changes in the
results and should be explicitly investigated here.
The difference between the old topography data without blurring and the updated topography is dependent
on the location on the planetary surface. It is at some places quite small and at other places very large with
up to more than 1000m in single spots in rough terrain. This is a consequence of the new Magellan data eval-
uation. But even when comparing both data sets blurred, large deviations can be found, especially in some
extended swaths reaching from pole to pole.
Fig. III.13 shows the surface topography as a function of northern latitude for orbit 113 for the old (un-
blurred) and new (blurred and unblurred) database. Latitudinal binning was used in this example. The old data
set (’Old’) is the unblurred surface topography according to the accompanying geometry data file based on
the superseded Magellan data evaluation. The surface topography based on the new Magellan data evaluation
(’New’) does not exhibit the above mentioned large systematic deviations from the old data for this example
orbit, but in the mountain regions there are differences of up to several hundred meters. The blurred version of
the ’New’ data set (’Newblur’) exhibits the largest deviations in the mountain regions, too. This is the updated
topography to be utilized in this and future works. The surface topography differences with respect to the
’Newblur’ data set are also depicted in Fig. III.13 and can amount to up to 600m in absolute value for this
orbit.










































Figure III.13: Surface topography as a function of northern latitude (thick lines, left hand side axis) for orbit 113
(latitudinal binning) for the old and new (unblurred and blurred) database. Thin lines show the deviation between
different data sets (right hand side axis).
It is very import to mention here, that a topographic uncertainty of 100m translates roughly to a surface
emissivity uncertainty of about 5% at mid-level emissivities (see also Fig. 18 by Haus and Arnold, 2010).
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This fact underlines the importance of using as accurate as possible topography data sets for surface emissiv-
ity retrieval. The new topography data still suffers from uncertainties, especially with respect to the value of
the FWHM for the artificial blurring, but it is presumed, that the accuracy is reasonable for the majority of the
surface. Some preliminary tests similar to Arnold et al. (2008, Fig. 11) show the 100 km FWHM to be more
suited than 65 km or less.
III.5.2.3 Binning schemes
The planetocentric (latitudinal) binning scheme (Section III.4.3 (p. 90)) utilized for the comparisons to ear-
lier work was found to be unsuitable for the analysis of the northern hemisphere pushbroom mode data. The
variability of the spectra within a single bin as well as the drift of the FWHM and the spectral registration as
function of the location on the detector is too large, thereby blurring the spectral resolution of the averaged
spectra. Instead, the regular binning is now preferred for this purpose. To extract a single swath on the north-
ern hemisphere from a pushbroom observational sequence, only one sample of the binned data is selected for
further analysis. In sample direction, it will be chosen from left of the center, since the FWHM is smaller
there, yielding spectrally higher resolved information.
Contrary to pushbroom analyses, the planetocentric binning scheme will be chosen for future surface emis-
sivity retrievals with the surface emissivity of a certain small area as common parameter of measurements
repeatedly sampling this area. Thus, the binning scheme has to be selected in dependence on the pursued
scientific goal, since it has a significant impact on retrieval results.
As one example, compare the SO2-curve from the new calibration and preprocessing in Fig. III.14 (p. 98)
(latitudinal binning) to the SO2-curve for the expected correlations in Fig. III.10 (p. 92) (regular binning) to
see the impact of the latitudinal versus the regular binning scheme on the retrieved SO2-column factor, but
keep in mind the high retrieval uncertainty for SO2 as well as the high standard deviation of the spectra in the
latitudinal bins.
III.5.3 Impact of calibration refinement and preprocessing on retrieval results
Compared to the earlier (Arnold et al., 2008) utilized data, the calibration refinement and the new data pre-
processing cause some mostly systematic changes to the spectra. While the new multi-spectrum retrieval
algorithm affects the retrieval results due to an improved extraction of information from a set of spectra by
incorporating a priori knowledge and the possibility to determine systematic parameters, the updated calibra-
tion and preprocessing procedure improves the measurement data base upon which the retrievals are based. To
demonstrate the sole impact of the latter, both the old and the new data base are analyzed in the following by
the new multi-spectrum retrieval algorithm utilizing the same a priori data. Because of the mostly systematic
nature of the spectral modifications, some general impacts on the retrieved parameters can be stated.
III.5.3.1 Clouds
Clouds attenuate the nightside emissions. The four different cloud modes utilized in the atmospheric model,
have different impacts in different spectral ranges (Haus and Arnold, 2010). When using invariant column
profiles for these modes, one can either try to retrieve a single factor acting on all four columns equally, or to
retrieve a single factor acting on just one of the modes. Neither approach yields satisfying fits in general. On
the other hand, in practice the four modes are hard to disentangle in the retrievals, and the retrieval of four
individual cloud mode factors is mainly governed by the a priori data. One could try to vary just two modes
and leave the others fixed, which already yields satisfying fits, or one could also try to retrieve all four cloud
mode factors with equally well fits compared to the two mode variation. For this work, it was decided to first
determine a single cloud factor, acting on all four columns equally, as a rough estimation of the cloud amount.
Then, as a fine tuning, all four modes are retrieved as correcting factors, treating the cloud mode factors as
parameters describing an envelope, needed to obtain good fits, and not as parameters with a certain real mean-
ing. The reason for that is the general lack of knowledge of the clouds and the cloud modes. Nearly nothing is
known of the a priori means and standard deviations of the single cloud modes, or any correlations between
them. Not even the composition of the clouds is known within reasonable limits. All modes are assumed
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to consist of 75% H2SO4 watery solution, but the H2SO4 concentration is not well known, and some modes
could also have a completely different composition, like sulfur crystals or other. These are therefore mainly
assumptions, based on a few in situ measurements during the VENERA missions, just as the column profiles
and the modal model itself (droplet radii follow lognormal distributions with certain modal radii and disper-
sions). Therefore, the cloud mode factors rather serve as an auxiliary parameterization of how the cloudmodes
can possibly affect the shape of the spectra within a reasonable cloud model, until more definite knowledge
emerges.
As long as no definite meaning is assigned to the modal factors, the impact of the new calibration and
preprocessing is not so important. The main conclusion at the moment is that a slightly different composition
results from the new data calibration and preprocessing. This emerges not so much for the trends or small scale
structure of the retrieved spatial distributions, but rather for the offsets. The most notable difference to earlier
work is due to the multi-spectrum retrieval that now suppresses discontinuities in the results, ensures a rea-
sonable smoothness, and stabilizes the solutions by preventing an otherwise certain erratic behavior resulting
from jumps between different subsidiary solutions.
III.5.3.2 Minor gases
The minor gaseous constituents of the atmosphere which are observable in the utilized spectral range of
the nightside emissions measured by VIRTIS-M-IR are H2O and HDO, CO, SO2, HF, HCl, and OCS (see
overview by Haus and Arnold, 2010). H2O exhibits absorption bands in the vicinity of the 1.15 µm valley, in
the 1.74 µm peak, and in the right hand side of the 2.3 µm window. HCl absorbs in the center of the 1.74 µm
window. All the other minor gases have fingerprints in the right hand side of the 2.3 µm window. HDO,
HF, and HCl are not retrieved at the moment, since the resulting uncertainty margins are too wide to derive
meaningful results.
The modifications of the spectra with respect to the earlier calibration and preprocessing in the 2.3 µmwin-
dow range can cause changes of the retrieved absorber amount (column density). But other spectral ranges are
also indirectly contributing, since for instance a different cloud modal composition or amount, which is de-
rived according to the modifications within the whole spectral range, may also change the general shape of the
cloud-based envelope of this window. Nevertheless, some gas column factors experience only small impacts,
for instance CO, as it is shown in Fig. III.14, where the results from the new calibration and preprocessing are
essentially just the old values scaled by about 0.9. This invariance of the relative behavior is a consequence of
the spectral position of the CO absorption feature close to the left flank of the 2.3 µm window. This left flank
is free from minor constituent influences. In addition, it is a consequence of the relatively broad CO absorp-
tion feature located between 2.30 µm and 2.40 µm that averages small scale changes from the even-odd effect
correction over about ten spectral bands on the detector. Only in the case of very thick clouds (in Fig. III.14
discernible as the latitude range with the widest uncertainty margins, compare also cloud column factor for
regular binning and new calibration and preprocessing in Fig. III.10 (p. 92)) there are some non-negligible
differences, which are due to the ambiguities arising from the then relatively small radiance over the whole
window range. On the other hand, the scaling by about 0.9 results from a difference in the continuum parame-
ters which were derived using the different calibrations and preprocessings, and the corresponding difference
in the retrieved cloud parameters.
But the narrower the absorbing range of the gas is, the stronger can be the impact of the even-odd effect
correction. SO2 presents the other extreme case, since it is observable in essentially one spectral band only,
namely at 2.46 µm. Aside from a near the retrieval uncertainty minimum similar scaling factor as in the CO-
case, the relative impact of the even-odd correction compared to the radiance itself is very strong in case of
small radiances (below 20 °N, above 75 °N for orbit 113). This can result in a large difference between the
retrieved parameter magnitudes and trends with respect to the two data calibration and preprocessing sets, as
it is illustrated in Fig. III.14.
III.5.3.3 Common parameters
Currently, the most important common parameters in the multi-spectrum retrieval are the continua for the dif-
ferent spectral windows. It is theoretically and experimentally difficult to derive these parameters. In order to
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Figure III.14: Relative column densities of CO and SO2 as functions of northern latitude and the impact of the
new calibration and preprocessing pipeline on the retrieval results for orbit 113. The corresponding thin lines with
circles depict the retrieval uncertainties (two times standard deviation).
enable the simulations to fit the measurements nonetheless, in the Venus radiative transfer community the con-
tinua are usually treated as auxiliary opacity correction parameters. As long as their physical meaning is not
better understood, they should be treated as the smallest possible opacity corrections that cannot be explained
by better understood opacity sources such as clouds. For the retrieval of the continua, their a priori means are
therefore set to zero. Once they are retrieved as parameters common to a representative set of spectra, they
are used as fixed external parameters for the regular spectral fits. Further studies are needed to put a definite
physical meaning to the continuum parameters.
A higher continuum means lower simulated radiances and decreased radiance contrasts provided all other
parameters remain unchanged. The new calibration and preprocessing results in an increase of the spectra
in the 1.0–1.3 µm range relative to the remaining range due to the responsivity adjustment in this range, see
Section III.3.2.3 (p. 77). This has the effect, that now a much smaller continuum is needed for the spectral
windows in this range. This is in contrast to the earlier calibration and preprocessing, where much higher
continua were retrieved to compensate for the too small measured radiance relative to the remaining spectral
range. From a physical standpoint it is hard to justify a significant continuum in the 1.0–1.3 µm range, because
of the absence of strong CO2 bands in the vicinity. In this respect, the new calibration and preprocessing proves
a significant advantage over the earlier one.
The continua in the other spectral windows are not so much affected by the new calibration and prepro-
cessing, since there is only a general increase of the radiances that can be mainly compensated by smaller
cloud factors, while in the range from 1.3 µm to 1.0 µm, the radiance is gradually increasing with respect to
the remaining range (see Figs. III.6 (p. 78) and III.12 (p. 95)).
When using non-constant continua for the windows (see Section III.5.1.2 (p. 93)), the even-odd effect of
the earlier data resulted in an even-odd patterned runaway continuum at the wavelength grid points. In retro-
spect this resulted as the attempt of the retrieval algorithm to explain the radiance even-odd pattern that was
superimposed on the underlying spectrum, and this was also common to all spectra of a fixed exposure time.
In fact, this has been the trigger for the development of the new data calibration and preprocessing. When
applying the retrieval algorithm to the newly calibrated and preprocessed spectra, this even-odd pattern in the
non-constant continuum disappears, and the simulations utilizing a rather smooth non-constant continuum can
reproduce the measurements very well (see Fig. III.11 (p. 94)).
III.5.3.4 Surface emissivity
The surface emissivity is determined separately for the three surface windows with peaks at 1.02, 1.10, and
1.18 µm, respectively (see Fig. III.12 (p. 95)). The non-LTE O2 glow at 1.27 µm interferes with the surface
and deep atmosphere emissions in the 1.28 µm peak, and is therefore excluded from the surface emissivity
determination. An independent additive auxiliary parameter is used to make the simulations fit the measure-
ments in the 1.28 µm peak and can straightforwardly be interpreted as the intensity of the O2 glow (Haus and
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Arnold, 2010). This purely mathematical trick in the simulations enables the retrieval algorithm to include
this window and to avoid complex non-LTE calculations in the code. The subsidiary peak at 1.31 µm does not
carry any significant information on the surface, the maximum information originates already well above the
surface near an altitude of about 17 km.
The values of the retrieved surface emissivity in the three windows are affected by almost every other pa-
rameter in the retrieval. Emissivity is one of the most difficult parameters to be determined. Its magnitude is
directly affected by the continua in this spectral range. A lower radiance can either be explained by a stronger
atmospheric continuum or by a smaller surface emissivity, provided other parameters are not changed. But it
is very important to note, that this correlation has its limits, since the surface emissivity cannot exceed 1 nor
be negative, while at the same time the continuum must be common to all spectra. In fact, the emissivities
are probably not very close to either 0 or 1, and further constraints arise from this. The multi-spectrum re-
trieval algorithm can determine a continuum that is compatible with this restriction, and the retrieved surface
emissivity is a consequence of the remaining spatial radiance variation. For this work, the expected surface
emissivity is set to vary around 0.75, but further studies are required to refine this value. All this requires
the surface temperature and near-surface temperature profile to be known, as well as a known cloud optical
depth. The former are at the moment set to follow the VIRA temperature profile assuming thermodynamic
equilibrium of the surface and the adjoining atmosphere, while the latter is determined at the same time from
the whole spectral range together with all other retrieval parameters.
An annotation should be given at this point. It may seem that all the mentioned retrieval parameters are
underdetermined by the available spectral information content, and in fact, this may well be when not using
a priori data. But the retrieval algorithm intrinsically works with probability distributions, and a narrower
tolerance region for a certain parameter decouples it from otherwise closely correlated parameters, that are,
parameters with a scalar product between their normalized Jacobians5 close to 1. The retrieval results are also
probability distributions. For closely correlated parameters with wide mutually compatible tolerance regions,
the uncertainties of these parameters are high.
The new calibration and preprocessing of the measurement data results in much smaller constant continua
for the surface windows and higher retrieved surface emissivities as it is shown in Fig. III.15. Only the 1.02 µm
surface emissivity is depicted here, since it is more reliable than the values that result from the other windows
and have wider uncertainty margins.
It was explained by Haus and Arnold (2010) in Figs. 4 and 5 that the maximum contribution to the measured
radiance at the top of the Venus atmosphere originates at the surface and in the very close-to-surface atmo-
spheric layers, but with different weights. 96% of the measured nightside emissions at 1.02 µm result from the
surface, while the windows at 1.10 and 1.18 µm yield 57% and 48% surface contribution, respectively. More-
over, these twowindows are partly contaminated bywater vapor and this fact introduces an additional unknown
parameter into the emissivity retrieval procedures. As a consequence, they carry less surface information and
the retrieval of emissivity values becomes much more difficult.
Note, that the latitudinal trends of surface emissivity and their small scale structure show similar features
for the old and the new data calibration and preprocessing. The absolute values are still a matter of further
research, because of the presented difficulties. Also note that the anomaly at 68.5 °N on orbit 113 discussed by
Arnold et al. (2008) and Haus and Arnold (2010) is still discernible, while the topography trend represented
by Haus and Arnold (2010), Fig. 28, seems to have vanished. This is a consequence of the now different
continua resulting from the multi-spectrum retrieval as common parameters and the new data calibration and
preprocessing. A too high continuum in the surface windows leads to an ever increasing excess of gaseous
opacity for decreasing surface topography, which is compensated by the retrieval algorithm through the grad-
ual increasing excess of surface emissivity discernible in Haus and Arnold (2010), Fig. 28. Compare also the
continuum discussion by Bézard et al. (2009) for the 1.18 µm peak. Further studies are planned to verify or
falsify a possible topography trend of the surface emissivity.
5Corrected: In the published paper, the term ’normalized’ (referring to the Euclidean norm) was mistakenly omitted.
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Figure III.15: Surface emissivity at 1.02 µm as a function of northern latitude and the impact of the new calibration
and preprocessing pipeline on the retrieval result for orbit 113. The corresponding thin lines with circles depict the
retrieval uncertainties (two times standard deviation).
III.6 Conclusions and outlook
In order to achieve high-quality retrievals of VIRTIS-M-IR spectra, the spectral data base as well as the re-
trieval algorithm had to be adapted and improved. This is of special importance for the extraction of surface
data. The improvement of the spectral data base included a detailed detector responsivity analysis which re-
vealed, that the instrument transfer function (ITF), needed to compute radiances from detector counts, had to
be adjusted in several ways. First, an even-odd pattern in the original ITF, a result from the so-called even-odd
effect being present during the ground calibration, had to be removed. Then a factor improving the spatial ho-
mogeneity of the detector was derived. This so-called sample homogenization factor, when using the central
region of the detector as a reference, leads to a wavelength dependent increase6 of the radiance in the outer
region of the detector in sample direction in the order of about 15%. Furthermore, to allow for a satisfying
retrieval of day spectra, it proved necessary to adjust the ITF near the low-wavelength end of the detector.
This correction results in an increase of the radiance of between 0% at 1.3 µm and of up to 35% at 1.0 µm.
The detector responsivity analysis also revealed a temperature dependent possible nonlinearity of the detector-
count-to-radiance mapping. The even bands of the detector probably suffer a bend in this otherwise possibly
quite linear mapping. When restricted to the even bands, the bend characteristics are quite homogeneous
in band direction, but they vary in sample direction. The same behavior exists for the odd bands, but with
differing bend locations and angles from that of the adjacent even bands. This differing piece-wise linearity
between the even and odd detectors is the probable cause of the even-odd effect. This working hypothesis can
also explain the decrease of the even-odd pattern for increased detector exposure time. In absence of detailed
data describing this nonlinearity, an empirical scheme for the correction of the even-odd effect in the wave-
length range between 1.0 and 2.6 µm was developed, with day spectra as reference for night spectra. For night
spectra acquired at an exposure time of 3.3 s, this leads to a correction of the radiance in the night side peaks
of up to 5%. For the longer exposure times 8 or 18 s still a correction of up to 1% is predicted.
The newly calibrated spectra have to be preprocessed for the retrieval. This includes a removal of the stray-
light, an update of the geometry and topography data, and a rebinning adapted to the intended retrieval task.
The new straylight removal algorithm, when compared to the old straylight removal algorithm, leads to modi-
fied shapes of the night side spectral peaks and valleys affecting mainly the quality of the retrieved best fit, and
to possibly different radiance peak heights, depending on the straylight situation of up to 10% of the straylight
radiance. Especially the new topography data can differ from the old data by as much as several hundred
meters, whereby a error of 100m translates to a surface emissivity error of about 5% at mid-level emissivities.
The use of unsuitable binning schemes can lead to a high variability of the radiances within the individual bins
and thus an increased measurement error and therefore retrieval error. While atmospheric targets allow for a
simple ’regular’ binning, based on the detector geometry, the repeated observation of surface targets calls for
a surface coordinate based binning.
The improved retrieval algorithm provides a better regularization of the ill-posed retrieval problem, notice-
able by an increased stability of the retrieved results and the better avoidance of subsidiary solutions. Aside
from the incorporation of a priori mean values and standard deviations for the parameters, whether known
6Corrected: In the published paper, the radiance was mistakenly described to decrease in the outer region of the detector in most
spectral ranges due to the homogenization, see footnote on page 76.
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or estimated as reasonable, this is accomplished by the introduction of correlation lengths and times in a si-
multaneous coupled retrieval of several spectra. The capability of the multi-spectrum retrieval algorithm to
determine parameters common to all utilized spectra allows for a systematic approach to determine wavelength
resolved CO2 continua compatible with the measurements and the forward model. But systematic measure-
ment and simulation errors are also common to the spectra. For instance imperfections in the CO2 spectral line
data base can cause flawed simulations. Thus, the retrieved common parameters have to be interpreted care-
fully. Still, wavelength resolved CO2 opacity corrections can be regarded as wavelength resolved corrections
to errors in the forward model. This has the side effect of improved convergence properties of the retrieval
algorithm by a better avoidance of subsidiary solutions.
Systematic impacts on the retrieved parameters can be stated here primarily as examples only. This is a
consequence of the complex natures of both the radiative transfer in Venus’ atmosphere and the modifica-
tions in the calibration and preprocessing pipeline and in the retrieval algorithm. The continuum parameters
changed mainly due to the gradual nature of the adjustment of the ITF in the range 1.0–1.3 µm. Retrieved
cloud densities increased on average due to the predominantly decreased radiances resulting from the sample
homogenization.7 In one example orbit, the CO and SO2 column densities underwent a systematic change in
the order of 10% mainly due to the different continuum parameters. The surface emissivity at 1.02 µm for that
orbit was determined to be generally higher mainly due to the, relatively to the other spectral windows, higher
radiances in that window, caused by the adjustment of the ITF in the range 1.0–1.3 µm. A possible surface
elevation trend of that emissivity for all studied orbits apparently vanished due to the change in the continuum
parameters. The fine structure in the surface emissivity changed mainly due to the differently determined
cloud modal composition and the updated topography. In absolute numbers, the surface emissivity changed
in the order of about 0.2 and up to 0.36 for one example orbit.
The VIRTIS-M-IR data archive proves extremely valuable due to the unique spectral, spatial, and temporal
coverage of Venus. The highly diverse measurements that were recorded under all kinds of observational and
environmental conditions during the course of the long and successful mission can be complemented with a
multi-spectrum retrieval algorithm to exploit the limits of what can be achieved with the available data.
Many calibrational issues have been resolved or improved, and the presented approaches are of general
interest for onboard calibration of spaceborne imaging spectrometers. Still, it should be kept in mind, that
even slight nonlinearities in the responsivity can lead, through relative differences in the deviation from lin-
earity, to artifacts like the even-odd effect, although the deviations from linearity themselves lie well within
the calibration uncertainty. The detector characteristics can change due to stresses in the launch, cruise, and
orbit insertion phases, and ideally, some means to monitor the radiometric calibration should be available.
The capability of the determination of straylight spectra from outside the field of view is desirable, as it is for
the spectral and spatial in-frame straylight.
Future work will use the calibration and preprocessing updates in conjunction with the newmulti-spectrum
retrieval algorithm, since this ensures an enhanced reliability for the analysis of surface and deep atmosphere
features. The next step in the data analysis of the VIRTIS-M-IR measurements will be a selective retrieval
and mapping of parameters on the southern hemisphere. Here, the high measurement repetition rate can be
utilized to analyze localized and small surface areas and observe the compatibilities with respect to the surface
data. In this context, it is possible to treat the surface emissivity of a small area as common parameter of all
measurements covering this area, thereby further improving the reliability of the retrieved values.
A subsequent paper will describe the mathematical framework of the multi-spectrum retrieval algorithm,
and its application to the VIRTIS-M-IR nightside measurements will be discussed in detail. This topic was
beyond the scope of the present paper due to its complexity.
7Correction: The radiances actually increase on average inmost spectral ranges due to the homogenization, see footnote on page 76.
The total cloud column factors in this constellation increased possibly rather as a consequence of the accordingly also changed con-
tinua. For the single cloud mode column factors, there was no clear trend.
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Abstract
A common way to regularize mathematical ill-posed retrieval problems in atmospheric remote sensing is the
incorporation of single-spectrum Bayesian a priori mean values and standard deviations for the parameters
to be retrieved, along with measurement and simulation error information. This decreases the probability to
obtain unlikely parameter values. For a reliable evaluation of measurements with sparse spectral information
content, like Venus’ nightside emissions in the infrared as acquired by the VIRTIS-M-IR instrument aboard
ESA’s Venus Express spacecraft, it can help to consider further a priori knowledge.
A new multi-spectrum retrieval technique (MSR) is presented that allows to incorporate expected corre-
lation lengths and times for the retrieval parameters used to describe several spectra. It is demonstrated by
examples that this decreases the probability to retrieve spatial-temporal state vector distributions that are in-
compatible with these a priori spatial-temporal correlations. Also, a priori correlations between the parame-
ters used to describe a single spectrum and exhibiting similar a priori spatial-temporal behavior, act to rule out
unlikely single-spectrum state vectors. Parameters with infinite correlation length or time and identic single-
spectrum a priori data are spatially or temporally constant and can be retrieved as parameters that are common
to a certain selection of measurements. This is shown to be especially useful to retrieve surface emissivity in
the infrared as parameter that is common to several measurements that repeatedly cover the same target, and
to determine deep atmospheric CO2 opacity corrections, which are common to all Venus nightside spectra.
Also this way, all considered measurements can be parameterized by a fully consistent set of atmospheric,
surface, and instrumental parameters that respects all available a priori data as well as the measurement and
simulation error distributions and that does not neglect the context between adjacent measurements. MSR is
demonstrated to enhance the retrieval reliability and accuracy and pushes the VIRTIS-M-IR data evaluation
to its limits.
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IV.1 Introduction
The geology and composition of Venus’ surface are topics of active research. There are only a few in situ
measurements, performed by the VENERA probes (Avduevskii et al., 1983). Most areas appear to consist
of basaltic material, but it is poorly classified. Knowledge of surface emissivity in the infrared can provide
constraints for surface composition and weathering affected texture. Global surface emissivity maps can only
be acquired by applying remote sensing techniques. A global topography, reflectivity, and emissivity data
base, referred to 2.385GHz, has been obtained by the Magellan mission (Pettengill et al., 1991). However,
a detailed analysis of Venus’ geology requires input from spectral ranges that are more diagnostic to surface
composition, like the infrared.
Venus’ surface can not be directly observed in the visible and infrared. The hot surface (735K at 0 km
altitude when assumed to be in thermodynamic equilibrium with the bottom of the atmosphere according to
the Venus International Reference Atmosphere VIRA (Seiff et al., 1985; Zasova et al., 2006b)) emits altitude
dependent thermal radiation, as it does the hot deep atmosphere. This radiation is absorbed and multiply
scattered by the gaseous and particulate components of the atmosphere, thereby strongly affecting the signals
of the surface emissions that carry information about surface temperature and emissivity. The atmosphere
is opaque with the exception of a few transparency windows between 0.8 and 1.3 µm that probe down to the
surface. Additional windows between 1.3 and 2.6 µm are affected by the deep atmospheric temperature field
and composition (Pollack et al., 1993; Meadows and Crisp, 1996). Reflected sunlight strongly outweighs these
emissions, thereby limiting the data usable for surface emissivity extraction in the infrared to nightside mea-
surements.
ESA’s planetary probe Venus Express (VEX) orbits the planet since 2006. The Mapping channel in the
InfraRed of the Visible and InfraRed Thermal Imaging Spectrometer (VIRTIS-M-IR) aboard VEX acquires
spectrally resolved (432 spectral bands uniformly dividing the range 1.0–5.2 µm) two-dimensional images of
targets on Venus (Drossart et al., 2007; Arnold et al., 2011, 2012c). The carefully calibrated and preprocessed
measurements (Cardesin-Moinelo et al., 2010; Kappel et al., 2012b) provide the data base where the surface
information shall be extracted from.
Hyper-spectral data can be quantitatively evaluated by using a retrieval algorithm in conjunction with a
detailed radiative transfer simulation model (’forward model’). The radiance spectrum that is detected by the
space-bornemeasuring instrument, can be simulated by the forwardmodel that numerically solves the radiative
transfer equation. The result depends on the state parameters of atmosphere (altitude profiles of temperature
and of gaseous and particulate constituents, absorption and scattering properties of the constituents), surface
(elevation, temperature, emissivity), instrument (band-to-wavelength-mapping, full width at half maximum
(FWHM) of the instrumental response function), and others (observational and illuminational geometry, O2
nightglow, etc.). The parameters that shall be retrieved are compiled into the so-called ’state vector’. The
retrieval algorithm compares the state-vector dependent simulation to the measurement and iteratively varies
the state vector until the simulation well fits the measurement. The corresponding state vector then adequately
parameterizes the measurement and is interpreted to represent the physical states of the atmosphere, surface,
instrument, and others, that led to the measured spectrum. Herefore, a forward model is used, similar to that
described by Haus and Arnold (2010). It is a plane-parallel, LTE1, line-by-line code taking into account ther-
mal emissions by surface and atmosphere, and absorption and multiple scattering by gases and clouds. Some
additional noteworthy details are presented in Section IV.4.1 (p. 116).
But depending on spectral resolution and information content of the measurement and on complexity of
the forward model, different state vectors can parameterize the same measurement equally well. Thus, this
inversion of the radiative transfer equation is mathematically an ill-posed problem. The usual way to treat
such problems is a regularization (Tikhonov, 1995), for instance by defining a priori probability distributions,
which the state vectors are assumed to follow. A convenient distribution is a Gaussian with certain mean
value vector and covariance matrix. The a priori mean vector is defined to be the physically expected value of
the state vector and the a priori covariance matrix its expected covariance matrix. The utilized a priori data
for VIRTIS-M-IR retrievals is based on former observational in situ results gathered during the VENERA
missions (Avduevskii et al., 1983) and on the analysis of earlier ground based high-resolution data (Marcq
1Corrected: In the published paper, the code was mistakenly stated to be a non-LTE code.
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et al., 2006; de Bergh et al., 1995; Pollack et al., 1993; Meadows and Crisp, 1996) as well as on other space-
borne experiments (limb observations, de Kok et al., 2011, radio science, Tellmann et al., 2009). The spectra
also suffer from measurement and calibration errors on the one hand and from simulation errors on the other
hand. This information can also be incorporated into the retrieval algorithm in order to arrive at a Bayesian
interpretation (Rodgers, 2000) of the regularization. Here, the measurements and simulations, along with the
a priori and error information, lead to an a posteriori probability distribution. The location of its maximum
represents the best estimate of the state vector and has to be iteratively determined by the retrieval algorithm.
The standard deviations of, and the correlations between, the retrieved parameters can be estimated through an
approximation of the Hessian of this a posteriori probability distribution at the best estimate of the state vec-
tor. They are measures for the retrieval uncertainties and interferences. This single-spectrum regularization
decreases the probability to obtain unlikely parameter values.
However, influence of noise, the presence of parameters with very similar impacts on spectra, as well as the
possible existence of subsidiary solutions due to the complex non-linear dependence of radiance on the state
vector may cause unexpected discontinuities in the spatial and temporal distribution of the retrieved parame-
ters. Especially for measurements with sparse spectral information content, like the VIRTIS-M-IR measure-
ments of Venus’ nightside emissions, this may seriously degrade the reliability of retrieved single-spectrum
parameters.
To overcome this problem, a multi-spectrum retrieval algorithm (MSR) is presented (Section IV.2) that al-
lows for the utilization of additional a priori knowledge such as a priori spatial-temporal correlations. These
are usually neglected but nevertheless always present, since contiguous measurements are unlikely to origi-
nate from completely unrelated state vectors. One pivotal aspect is the design of a suitable a priori covariance
matrix (Section IV.3 (p. 107)) that is positive definite by construction and allows for the encoding of the single-
spectrum parameters’ a priori standard deviations, spatial-temporal correlations, and local correlations (for
instance as required for single-spectrum temperature profile regularization). In the limit of infinite correlation
lengths or times for certain parameters, this covariance matrix will degenerate. Then, a special-case treatment
can be derived that corresponds to the concept of retrieving parameters common to a selection of measure-
ments (Section IV.3.5 (p. 116)). Details of the forward model as well as retrieval parameters relevant for
VIRTIS-M-IR measurements of Venus’ nightside are presented in Section IV.4 (p. 116). Section IV.5 (p. 120)
demonstrates by corresponding examples that MSR decreases the probability to retrieve unlikely parameter
distributions, helps to avoid subsidiary solutions and to disentangle parameters with strongly differing spatial-
temporal a priori correlations, compensates for noise effects, and allows to combine the information content
of several spectra to determine hard-to-retrieve parameters that are common to a selection of measurements.
A selection of mathematical details is presented in Appendix IV.A (p. 126), as well as some notes on the im-
plementation of MSR. First results have been presented by Kappel et al. (2010a,b, 2012c,b), and the present
paper develops the corresponding mathematical background.
IV.2 Multi-spectrum retrieval algorithm (MSR)
This section recites the basics of Bayesian regularization as presented by Rodgers (2000, Sections 2.3 and 5.2),
but already in a generalized multi-spectrum retrieval formulation, and the involved quantities are defined. The
required a priori covariance matrix will be constructed in Section IV.3 (p. 107).
Let yi ∈ Rmi , i ∈ {1, · · · , r} be the column vector representing the measured spectrum number i out
of r measurements. The entry number j ∈ {1, · · · ,mi} of yi shall be denoted as (yi)j and is the radi-
ance acquired by measurement i at a certain wavelength or wavenumber. The dimensions mi of the yi may
differ, to allow for the utilization of spectra from different data sources at varying spectral resolution and
different spectral intervals. This also allows for the proper treatment of NaN (’Not a Number’) values at
certain wavelengths by simply ignoring these data points. Then let the ’extended measurement vector’ Y be
the concatenation Y = (yT1 , · · · ,yTr )T ∈ RM , forming an element of the ’extended measurement space’ of
dimension M =
∑r
i=1mi, which is the direct sum of single-spectrum measurement spaces. For notational
convenience, column vectors like (yT1 , · · · ,yTr )T will be abbreviated as (y1, · · · ,yr) in the following.
X shall denote the ’extended state vector’ used to compute the ’extended simulation outcome vector’F(X).
The iterative algorithm has to fit F(X) to Y by varying X. X is the concatenation of r single-spectrum state
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vectors (x1, · · · ,xr). In anticipation of Section IV.3.5 (p. 116) that introduces the concept of the retrieval
of a parameter vector xC ∈ Rc common to r spectra, the extended state vector may also assume the form
X = (xC ,x1, · · · ,xr) ∈ RN . All single-spectrum state vectors xi are assumed to have the same dimension,
xi ∈ Rn, and thus N = c + rn, but generalization is straightforward. When the mi-dependent single-
spectrum simulation outcome for spectrum i is denoted as the column vector fi ∈ Rmi , then F(X) ∈ RM
can be written as
(
f1(xC ,x1), · · · , fr(xC ,xr)
)
. In the following, for convenience, the adjective ’extended’
will not be explicitly written anymore, except when it is not clear from context, whether a single-spectrum or
a multi-spectrum object is referred to.
Similar to Rodgers (2000), it may be assumed that the measurement, calibration, and simulation error dis-
tribution can be characterized by a Gaussian distribution in the residual Y − F(X) between measurement
Y and simulation F(X) of the measurement given the state vector X. The corresponding error covariance
matrix SE is of dimensionM ×M . A Gaussian distribution is usually a good approximation for real world
errors (central limit theorem) and simple enough to derive useful formulas. Also, the probability distribution
function with the least information content (meaning without implying further knowledge) that is consistent
with the parameterization by a mean value vector and a covariance matrix, is the corresponding Gaussian
(Rodgers, 2000). Then the conditional probability distribution function for measurement Y, provided that the








Y − F(X))TS−1E (Y − F(X))),
with normalization factor N1. Due to the only limited knowledge on measurement errors and their relations
across several measurements, SE is assumed to be of block diagonal shape, such that the errors of different
measurements are treated as independent. The individual blocks on the diagonal will be denoted as Si for
the corresponding spectrum number i. Also, the Si are all assumed to be diagonal, such that the errors at
different wavelengths are treated as independent of each other. The values on the diagonal are the variances of
the errors (squares of the standard deviations) and shall be independent of X. However, the Si may depend
on i and the wavelengths of the corresponding measurements yi. For VIRTIS measurements, twice the spec-
trally resolved standard deviation of deep space observations is thereby a first estimation of the random error.
Further errors may also enter the error covariance matrix, like those due to data calibration and preprocessing
(Kappel et al., 2012b) as well as simulation.
The a priori probability distribution function the state vector X is assumed to follow, i.e. the probability











N2 is the normalization factor and SA the extended a priori covariance matrix of dimensionN ×N . If SA is
assumed to be a diagonal matrix, neither coupling between entries corresponding to the same single-spectrum
state vector, nor between different single-spectrum state vectors, nor between common parameters is expected.
In this case, the diagonal entries denote the individual a priori variances of the retrieval parameters. The better
the knowledge of a certain parameter is, the smaller should the corresponding variance be set. For a detailed
discussion of non-trivial a priori covariance matrices, see Section IV.3. A = (aC ,a1, · · · ,ar) ∈ RN is the
extended a priori mean value vector of the extended state vector X ∈ RN . The a priori data is not very well
known for retrieval problems related to Venus. For all practical purposes concerning the VIRTIS measure-
ments, it is therefore not possible to set a priori data dependent on the measurement situation. Thus, SA will
not depend on X, nor will A, and ai ∈ Rn will not depend on i and will simply be denoted by a.
Let PM denote the probability distribution function of the extended measurement before it is made. It is
not dependent on X, but on Y only.
The a posteriori probability distribution function of X is the conditional probability distribution function
Pp(X|Y) of the extended state vector X, provided that the extended measurement vector is found to be Y.
IV.3. A priori covariance matrix 107
It follows from Bayes’ theorem (Rodgers, 2000) that Pp(X|Y) = Pm(Y|X)PP (X)/PM (Y). With the
abbreviation Fc(X) := −2 logPp(X|Y)− 2 logN3, the term Fc(X) reads
(X−A)T S−1A (X−A) +
(
Y − F(X))TS−1E (Y − F(X)), (IV.1)
where the normalization terms and X-independent terms are all absorbed intoN3 and are unimportant for the
retrieval.
Note that both SE and SA as covariance matrices have to be real, symmetric, and positive semi-definite.
They even have to be positive definite to allow for the proper definition of the various probability distribution
functions. Also note that 0 ≤ Fc(X) ∈ R, since S−1E and S−1A are consequently also positive definite.
The information on X is improved from PP (X) before measurement to Pp(X|Y) after measurement.
Knowledge of Pp(X|Y) corresponds to the solution of the retrieval problem. It is useful to approximate
Pp(X|Y) as function of X by a function parameterizable by a few characteristic parameters. Again, this sug-
gests a Gaussian, the least-information-content function with mean value vector and covariance matrix, now
to be derived from Pp(X|Y).
The mean value vector is approximated by the location of the (global) maximum X̂ of Pp(X|Y). F can
be assumed to be a continuously differentiable function of X, provided that the basic input of the radiative
transfer equation solver (altitude profiles of optical depth, single scattering albedo, Legendre moments of the
scattering phase function, and temperature; some boundary conditions) depends differentiably on the retrieval
parameters (Spurr, 2008). Also, F should be bounded for finite arguments to be physically reasonable. Thus,
a necessary condition for X̂ to be the location of a local maximum of Pp(X|Y) is its zeroing of the derivative
of Pp(X|Y), or equivalently of Fc, with respect to X. Since a local maximum of Pp(X|Y) corresponds to a
local minimum of Fc, Fc is called the cost function of the retrieval problem, the function to be minimized. It
must be kept in mind that due to the possibly complex nature ofF as non-linear function on a high-dimensional
state space, there may be more than one local maximum of Pp(X|Y), but the global maximum is the best es-
timate of the state vector. In Pp(X|Y), Gaussian damping by the a priori information PP (X) mathematically
somewhat improves the identification of the best estimate. If the a priori covariances are small enough, this
leads to the elimination of subsidiary solutions, at least in the extreme case where the standard deviations tend
to 0. In this case, the solution is forced to attain the vector of the a priori mean values. But in practice, it
must be kept in mind that a determined local maximum could be just a subsidiary maximum. In absence of
a fast and reliable global minimizer, the retrieval algorithm will determine local minima of Fc(X), see Ap-
pendix IV.A.1 (p. 126), and as a rough test, it should be checked whether different initial guesses and a priori
data lead to the same or a similar solution.
An expression for the width of Pp(X|Y) can be obtained by using the quadratic term in the Taylor expan-
sion of Fc at X̂. By neglecting the derivative of the Jacobian in comparison to the other terms, one arrives
at
Ŝ−1 = S−1A + K(X̂)
TS−1E K(X̂) (IV.2)
of dimension N × N , where ∇F(X) =: K(X) is the Jacobian of dimensionM × N of the forward model
at X. Ŝ will be interpreted as the covariance matrix of the a posteriori probability distribution function of
the state vector X at the retrieved solution X̂ (Rodgers, 2000). The diagonal entries provide a measure of the
uncertainty of the retrieved parameters, and the off-diagonal entries bear information on the interdependence
of the parameters. However, it is still necessary to perform a detailed retrieval error characterization (Kappel
et al., 2012a), as will be presented in a subsequent paper.
Appendix IV.A (p. 126) discusses some details of the implementation of MSR.
IV.3 A priori covariance matrix
In this section, an a priori covariance matrix SA is constructed that is suitable for use in MSR.
First, the retrieval of common parameters shall not be considered. Let there be n single-spectrum retrieval
parameters (xi)k for each of the r measurements (i ∈ {1, · · · , r} and k ∈ {1, · · · , n}).
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Let the number i of the spectrum be fixed. Then for the measured spectrum yi, SA shall encode (diagonal
entries) the a priori variance of the corresponding single-spectrum state vector xi that parameterizes the corre-
sponding forward model simulation fi(xi). Also, SA shall encode expected correlations between the n entries
(xi)k of single-spectrum state vector xi (a priori ’local correlations’). Such correlations can be accomplished
by a non-diagonal covariance matrix for the single-spectrum retrieval problem.
Now let k be fixed and i vary. Then SA shall encode expected correlations between the r parameters (xi)k.
These will be called a priori ’spatial-temporal correlations’, as they describe the correlation behavior of the
entries number k of the single-spectrum state vectors in space and time. These exist due to a certain con-
tinuity of the physical state of the atmosphere, caused by the inertia of matter and the drive to compensate
thermodynamic disequilibria.
Finally, SA shall allow to treat parameters with infinite spatial or temporal a priori correlation. As will be
seen (Appendix IV.A.3 (p. 129)), such parameters are spatially or temporally constant, i.e. they are common
to certain sets of spectra.
SA shall be constructed as an easily parameterizable covariance matrix that can transparently encode both
a priori local and spatial-temporal correlations as special cases. Also, it shall encode the standard deviations
of all parameters of all single-spectrum state vectors, and shall allow to retrieve common parameters. It must
be positive definite and ideally so already by construction. In the following, the terms ’a priori correlation’
and ’coupling’ will be used synonymously.
Section IV.3.1 reduces the construction of the covariance matrix SA to the construction of a correlation
matrix CA. Also, for multi-spectrum problems without common parameters, the general structure of CA is
presented. As a first step in the construction of such a CA, the single-parameter problem for several spectra
with arbitrary spatial-temporal data point distribution is discussed in Section IV.3.2. Next, single-spectrum
correlation matrices for several parameters are discussed in Section IV.3.3 (p. 113). Then, for given single-
parameter spatial-temporal correlation data and local single-spectrum correlation data, the Kronecker product
is the key to construct correlation matrices for several parameters and several spectra in Section IV.3.4 (p. 113).
The treatment of common parameters is discussed in Section IV.3.5 (p. 116).
IV.3.1 A priori correlation matrix
A finite dimensional covariance matrix is a matrix containing the covariances between finitely many random
variables. It is therefore real, symmetric, and positive semi-definite. Conversely, each finite dimensional, real,
symmetric, positive semi-definite matrix is a covariance matrix (Anderson, 1958, Theorem 2.3.1).
A positive semi-definite matrix has exclusively non-negative eigenvalues. But for a covariance matrix, a
zero eigenvalue corresponds to a parameter which is exactly known (zero uncertainty) or perfectly coupled to
a linear combination of other parameters. Such a parameter does not need to be retrieved or must be treated
in a different way (Appendix IV.A.3 (p. 129)), respectively. Therefore, only real, symmetric, positive definite
matrices (positive eigenvalues) will be considered in the following. This also ensures the existence of the
inverse, which is needed in Section IV.2 (p. 105).
To make the construction of a covariance matrix SA more transparent, a normalized form is defined, the




, or CA = BTSAB, (IV.3)
and with the a priori standard deviations σi :=
√
(SA)ii and the diagonal matrix B that has the entries
Bii = 1/σi. CA is well defined, since the diagonal entries of a positive definite matrix are positive. All en-
tries of CA must be in the (closed) real interval [−1, 1] (a consequence of Cauchy-Schwarz inequality (Horn




SA is defined by spectral decom-
position (Horn and Johnson, 1990, p. 4.1.5), and ei is the i-th standard vector). According to Eq. (IV.3), each
diagonal entry equals 1 (each parameter is perfectly correlated to itself), CA is symmetric, and it is positive
definite since B is (Horn and Johnson, 1990, p. 7.1.6).
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For an easy construction and parameterization of SA, first CA will be constructed, and then SA is ob-
tained by scaling CA with the a priori standard deviations σi according to Eq. (IV.3). For ease of use, not
the variances σ2i , but 2 times the standard deviations (2σi) are used as the input variables in the computer
implementation, encoding the typical lengths of the expected variation intervals of the parameters.
Not considering the retrieval of common parameters (Section IV.3.5 (p. 116)), in the notation of Section IV.2
(p. 105), the structure of the nr-dimensional extended parameter vector X (with c = 0) implies the structure
of SA. The correlation matrix CA inherits the same structure. As X consists of r sub-vectors of length n,
CA has to be a symmetric nr×nr matrix composed of r× r blocks of size n×n. For i, j ∈ {1, · · · , r} and
k, l ∈ {1, · · · , n}, (bij)kl, the entry (k, l) of block (i, j), encodes the a priori correlation between parameter
k corresponding to measurement i and parameter l corresponding to measurement j. It should not be differ-
ent from the coupling between the l-th parameter of measurement i and the k-th parameter of measurement j,
because neither of the measurements i or j shall be distinguished from the other, i.e. (bij)T = bij = (bji)T ,
where the latter equality follows from symmetry ofCA. In particular, the blocks bii on the diagonal ofCA are
symmetric, and they are positive definite and all identically, as they are the couplings between the parameters
of the same measurement and no measurement shall be distinguished from the other. This single-spectrum
correlation matrix bii =: h will be constructed in Section IV.3.3 (p. 113).
IV.3.2 Single-parameter problem for several spectra
As a first step in constructing CA, a correlated retrieval problem for several measurements with arbitrary
distribution of distinct footprints in space and time is considered, where each of the spectra is described by
only one single parameter. This could be a total cloud column factor, for instance. Therefore, all blocks bij
(Section IV.3.1) ofCA are just real numbers, with bij =: (gij) ∈ R1 and all gii := 1. Assume that correlation
between any two measurements only depends on distance between their footprints. Here, distance is initially
defined by an abstract metric d(·, ·) and will be specified later. It could be Euclidean distance inR2 (planetary
surface treated as plane), R3 (as surface in R3), or R4 (including temporal separation). The ’distance ma-
trix’2 d ∈ Rr×r with entries dij := d(xi,xj) is defined as the matrix of distances between the measurement
footprints at locations xi, i ∈ {1, · · · , r} of r measurements.
For an easy and transparent parameterization and interpretation of CA for the single-parameter problem,
only correlation length and correlation time shall determine the strengths of the a priori correlations for a fixed
footprint distribution. A long correlation length λ  piRVenus, with the maximum spatial distance piRVenus
for footprints on Venus and Venus radiusRVenus, corresponds to a strong coupling close to 1, and similar with
correlation time τ and reference time scale of four Earth days (time scale of atmospheric super-rotation). The
correlation matrix for the case where any coupling is absent is defined as CA := 1, which should also be the
limit of CA for λ ↓ 0 and τ ↓ 0.
In the following, it will be discussed, how a proper correlation matrix CA can be yielded from d. The
difficulty lies in the requirement that for arbitrary distinct footprints, CA will turn out positive definite by
construction. The occurrence of some measurements with coinciding footprint space-time coordinates is not
treated here. That case is only possible by using more than one measuring instrument.
IV.3.2.1 Positive definite functions
Before a proper treatment of general spatial-temporal separations between measurement footprints will be
established in Section IV.3.2.3 (p. 112), only spatial separations are considered for now.
The key to yield CA from d, is the concept of positive definite functions, see Schoenberg and De Boor
(1988) for a collection of a series of the original papers from 1938, and Baxter (2003) for the notation and
definitions adopted for this work.
2Corrected: In the published paper, this was mistakenly written as d ∈ Rr .
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LetH be a real (possibly infinite dimensional) separable Hilbert space with norm ‖ · ‖2 and f : R+ → R






(‖xi − xj‖22) (IV.4)
is non-negative for any r ∈ N∗, any real a = (a1, · · · , ar)T ∈ Rr, and any points x1, · · · ,xr ∈ H , then
f is called positive definite on H . f is positive definite on H , if and only if f is completely monotonic
(Schoenberg and De Boor, 1988), i.e. f is continuous in 0 and
(−1)kf (k)(x) ≥ 0, ∀k ∈ N ∪ {0}, and for 0 < x <∞. (IV.5)
This can be applied to H = Rn with Euclidean norm ‖ · ‖2, to see that for x1, · · · ,xr ∈ H and for





positive semi-definite, and it is even positive definite for non-constant f (note that then f(0) > 0) and distinct
points in Euclidean Rn (Baxter, 2003). Hence, CA is a valid correlation matrix, when f is non-constant and
normalized such that f(0) = 1.
According to Miller and Samko (2001, Eq. 1.13), the function defined by f(x) := exp (−√x) is com-
pletely monotonic. Measuring physical distances dp in terms of a characteristic length scale λ to get rid of
physical units, i.e. x := dp/λ, it follows that for arbitrary distinct points in Euclidean Rn, the matrix with
entries exp (−dij/λ) is a correlation matrix.
However, this is not the most suited choice. Define the ’correlation function’ fd(x) := f(x2). It takes the
(normalized) distances as arguments and reads for this choice f1d (x) := exp (−x) = exp(−dp/λ) with the
physical distance dp. Its non-zero derivative at x = 0 means that observations that are only slightly separated,
are modeled to perceive fast changing correlations for varying distances. f1d (x) is associated with a first order
Gauss-Markov-process, a ’memory-less’ system describing an atmosphere where only location is of impor-
tance (Daley, 1991, Section 4.3) and (Balgovind et al., 1983). For many physical processes, it is more realistic
to consider systems which respect certain inertial properties. This includes atmospheric physics with its inert
atmospheric molecules and the fast balancing of thermodynamic disequilibria. These systems are more suit-
ably modeled by a second order Gauss-Markov-process where location and momentum are considered (Gelb,
1974, pp. 44–45, and example 3.9-1). Balgovind et al. (1983) derive3 f2d (x) := (1 + x) exp (−x), which has
a derivative of 0 at x = 0, i.e. observations that are only slightly separated, are modeled to perceive slowly
changing correlations. f2d is also given by other investigations on Earth’s atmosphere (Daley, 1991; Gelb,
1974; Gaspari and Cohn, 1999). Note that the derivative of f2d (
√
x) is − exp (−√x)/2. Since exp (−√x)
has already been established as completely monotonic, f2d (
√
x) satisfies Eq. (IV.5) and is therefore positive
definite.
But widely separated measurements have non-vanishing correlations for both f1d and f2d . This is on the
one hand not realistic, see discussion by Gaspari and Cohn (1999, Section 4.d) and references therein on fore-
cast error correlations for Earth’s troposphere. On the other hand, the largest structure in MSR, the Jacobian
(Eq. (IV.A.2) (p. 126)), would have many small non-zero entries which are unimportant for the retrieval. To
not waste computational resources, the Jacobian should possess many zero entries (see sparse matrix formu-
lation in Appendix IV.A.4 (p. 133)), and the correlation function should thus have compact support, i.e. it
should be zero outside of a compact (closed and bounded in Euclidean space) set. Even for the very well
probed terrestrial atmosphere, the empirically substantiated correlation is quite ambiguous and there is no
unique ’best’ model (Daley, 1991, Fig. 4.5), and Venus correlations are much less known. Thus for simplicity
it seems best, to choose a single appropriate correlation function that is compatible with the considerations
above and will be utilized with suitable scaling for different retrieval parameters, and to test robustness against
reasonable a priori data variations.
Therefore, a third class of correlation functions with compact support, vanishing derivative at x = 0,
and satisfying Eq. (IV.4) is used. Gaspari and Cohn (1999) construct such a function as self-convolution
c := g ∗ g of a continuous real function g with compact support. Herefore, observe that µ := F [c] =
3Note: This is not to be read as the square of fd, but as the second example of a correlation function.
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(2pi)n/2F [g] ·F [g] ≥ 0, where ∗ denotes convolution, F the Fourier transform in n dimensions such that
F [g](k) :=
∫
g(x) exp (−i〈k,x〉)d¯x, d¯x = dxn/(2pi)n/2, 〈·, ·〉 the Euclidean standard scalar product, and
µ the Fourier transform of a correlation function c with c(xi − xj) := f(‖xi − xj‖22) as in Eq. (IV.4). Then
for any vector a = (a1, · · · , ar)T ∈ Rr, the quadratic form
r∑
i,j=1





















will be non-negative. Hence, the matrix with entries c(xi − xj) will be positive semi-definite. See Reed and
Simon (1975, Chapters IX.1 and IX.2) and Gaspari and Cohn (1999, Theorems 2.10 and 3.a.3) for a more
complete discussion.
Gaspari and Cohn (1999) use the real function g(z) := (1− |z|/ν)Iν(|z|) on R3 3 z, where
Iν(|z|) =
{
1 |z| ≤ ν
0 |z| > ν .
The radial dependence of the resulting homogeneous and isotropic correlation function on R3 is a fifth-order

















3 − 5x+ 4− 23x 1 ≤ x < 2
0 x ≥ 2
(IV.6)
with x = |z|/ν = dp/ν. f3d is continuous and twice continuously differentiable onR. It is a proper correlation
function by construction (Gaspari and Cohn, 1999). Thus, the non-constant f3d (
√
y) is completely monotonic
as function of y, and f3d is therefore a valid correlation function in any dimension. f3d has derivative 0 at x = 0
and is explicitly of compact support since it is set to 0 for dp ≥ 2ν.
The correlation length λ is defined as the physical distance where the correlation function attains the value
e−1. For f3d this is the case at dp = λ = n3ν with the normalization factor n3 ≈ 0.808768. For comparison,
n1 = 1 for f1d , and n2 ≈ 2.14691 for f2d , such that f id(nidp/λ) = e−1 at dp = λ. Fig. IV.1 compares f3d and
f2d with f1d . Note that f3d vanishes for dp ≥ 2λ/n3 ≈ 2.47λ. Also note its zero derivative at dp = 0 and its
stronger relative weighting of the correlation of nearby measurements (dp < λ) which better represents the
inertial properties of the physical system.
















Figure IV.1: Comparison of the correlation functions f1d , f2d , and f3d .
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IV.3.2.2 Spherical planetary surface
The measurement footprints can be approximated to be located on a spherical surface S2 ⊂ R3 (planetary
surface or top of cloud deck). A positive definite function on S2 can be induced by restricting a positive
definite function on R3 to S2. Therefore substitute the physical distance dp, measured in R3, of points on
the spherical surface, by the chordal distance dp = 2R sin ϑ2 (Gaspari and Cohn, 1999, Section 2.3). For a
sphere with fixed radius R, this distance depends only on the geodetic angle of separation ϑ ∈ [0, pi] between
the two points on the sphere, and the induced correlation function is invariant under isotropic transformations
of S2 (Gaspari and Cohn, 1999, Section 2.2). ϑ follows directly from the Euclidean standard scalar product
between any two considered vectors vi and vj on the unit sphere: cosϑij = 〈vi,vj〉. In terms of geographic
longitude φ and latitude ψ, such a vector reads vj = (cosφj cosψj , sinφj cosψj , sinψj)T . For a set of r
distinct points on the sphere, f3d then leads to the wanted positive definite r × r a priori correlation matrix




2 ). CA is symmetric and its diagonal entries are manifestly 1, and thus
only the r(r − 1)/2 entries below the diagonal have to be computed.
IV.3.2.3 Spatial-temporal and other separations
By measuring temporal separation dt,ij between measurements i and j in terms of a correlation time τ , points
on the planetary surface (or cloud top) with arbitrary distinct space-time footprints (’observation movies’) and
with Euclidean distance measured on the spaceR3s×R1t ∼= R4 comprising the three-dimensional spatial space

















This includes as special cases the purely spatial (dt = 0) version discussed in Section IV.3.2.2 as well as
measurements that were acquired at the same spatial coordinates but at different times, like in time series
observations of a certain surface spot (’target tracking mode’, dp = 0). CA is positive definite, because
f3d is a correlation function on any Euclidean Rn, and it is associated to a second order Gauss-Markov-
process, reflecting the inertial properties of the system. Measurements with a wide (compared to λ and τ )
spatial-temporal separation are not correlated. A hyper-surface of constant positive correlation is an ellipsoid
(|∆x/λ|2 + |∆t/τ |2 = K2).
However, current knowledge is not sufficient to single out the best approximation to reality. It is also
conceivable to define the space-time distance as |dp/λ| + |dt/τ | or similar. But then the argument with the
Euclidean structure does not carry over, and so Eq. (IV.7) will be adopted.
There are also parameters that experience inter-measurement a priori correlations, but not with respect to
the measurement target coordinates (Section IV.4 (p. 116)). These include detector related parameters like full
width at half maximum (FWHM) of the instrumental response function of VIRTIS-M-IR which are related
to the location on the detector and to time. Small changes in these coordinates are unlikely to yield abrupt













where si is the sample coordinate on the detector associated with the measurement i. σ is the correlation
strength in sample direction.
Finally, there are parameters that will be treated as temporally constant, like local surface emissivity when
it is retrieved as parameter common to measurements covering the same surface spot, or the deep atmosphere
temperature profile as parameter common to measurements associated to a fixed latitude. In these cases, the
purely spatial correlation matrix discussed in Section IV.3.2.2 is used, corresponding to Eq. (IV.7) with τ =∞
(compare Appendix IV.A.3 (p. 129)).
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For easier use, all correlation types discussed in this section will be referred to as spatial-temporal corre-
lations, in contrast to local correlations.
IV.3.3 Single-spectrum problem for several parameters
As the next step in constructing CA, this section discusses, how valid single-spectrum a priori correlation
matrices h with entries hij (Section IV.3.1 (p. 108)) for several parameters can be constructed.
hij encodes the strength of the coupling between single-spectrum parameters xi and xj . Let ci (|ci| < 1)
denote the ’nearest neighbor coupling’ between the ’neighboring’ parameters xi and xi+1. ci = 0 translates
to vanishing correlation and ci < 0 to anti-correlation. Define coupling between parameters xi and xi+2 as a
function of the nearest neighbor couplings ci and ci+1. The modulus of ’next-to-nearest neighbor coupling’
shall be smaller than either of the nearest neighbor couplings moduli. If one of the nearest neighbor couplings
is zero, the next-to-nearest neighbor coupling shall be zero. If one of the nearest neighbor couplings is pos-
itive while the other is negative, then the next-to-nearest neighbor coupling shall be negative. The simplest
way to implement these requirements is, to define the next-to-nearest neighbor coupling as the product of the
nearest neighbor couplings. Analogously, this can be done with the coupling to the third neighbors, and so
on. Therefore h shall be defined as
h =

1 c1 · · · c1c2 · · · cn−1
c1 1 · · · c2 · · · cn−1
...
... . . .
...
c1c2 · · · cn−1 c2 · · · cn−1 · · · 1
 , (IV.9)
an easy-to-implement matrix, which is parameterized by just the n − 1 nearest neighbor couplings of n pa-
rameters.
To show that h is a valid correlation matrix, recall that any n × n matrix h˜ with entries h˜ij := |hij | =:
exp (−‖xi − xj‖2/λ) is a correlation matrix for distinct vectors xi and xj ∈ Rm and 0 < λ ∈ R (f1d in
Section IV.3.2.1 (p. 109), λ := 1, m := 1, the n vectors xi are points on the real line with nearest-neighbor
distances − log |ck|). Define Vl as a diagonal n× n matrix with the first l entries on the diagonal −1 and the
remaining 1. VTl hVl changes signs of hij in the blocks (i ≤ l, j > l) and (i > l, j ≤ l). ThenVTl h˜Vl is posi-
tive definite (Horn and Johnson, 1990, p. 7.1.6). Since all of its diagonal entries are still 1, it is a correlationma-
trix. This can be reformulated by allowing−1 < cl < 0 in addition to 0 ≤ ck < 1, k ∈ {1, · · · , n−1} forh in
Eq. (IV.9) to still qualify as correlation matrix. Similarly, this independently follows for all l ∈ {1, · · · , n−1}.
Hence, h in Eq. (IV.9) is a correlation matrix for |ck| < 1, k ∈ {1, · · · , n− 1}.
h can describe local a priori correlations for a single spectrum, like between column factors (minor gases,
cloud modes) that may have correlations or anti-correlations. It can also describe inter-level correlations of
atmospheric profiles (ck := exp (−|zk − zk+1|/λ) with zk the altitude of level k and λ the inter-level cor-
relation length, an obvious generalization of Rodgers (2000, Eq. 2.83)). Also, a priori correlations between
common parameters (Sections IV.3.5 (p. 116) and IV.4.3 (p. 119)) can be modeled this way. Note that, prop-
erly taking into account the signs (see VTl (·)Vl), other correlation functions than f1d from Section IV.3.2.1
(p. 109) still lead to proper single-spectrum correlation matrices.
IV.3.4 Full covariance matrix for correlated retrievals
This section discusses the construction of the full covariance matrix for several parameters and several spectra
for given single-parameter spatial-temporal correlation data (Section IV.3.2 (p. 109)) and local single-spectrum
correlation data (Section IV.3.3). While there seems to be no simple solution for arbitrary local couplings, it
is possible to provide correlation matrices sufficiently general for VIRTIS data retrieval.
First, a correlation matrix is constructed for a group of several locally coupled parameters that experience
identical fixed correlation length and time. For example, temperature altitude profiles have local inter-level-
correlations and may be described by the same horizontal spatial-temporal correlation data. The Kronecker
product (Horn and Johnson, 1991, Section 4.2) is well suited to treat this case.
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The Kronecker product A ⊗ B (Horn and Johnson, 1991, Definition 4.2.1) of an m × n-matrix A with
entries Aij and a p× q-matrix B is defined to be themp× nq-dimensional block matrix
A⊗B :=
A11B · · · A1nB... . . . ...
Am1B · · · AmnB
 (IV.10)
and is not commutative in general. According to Horn and Johnson (1991, 4.2.4 and 4.2.13), the result of the
Kronecker product of symmetric positive definite matrices is symmetric positive definite.
Let there be G groups of parameters with group-specific correlation length λg and time τg for each group
g ∈ {1, · · · , G}. Then let hg be the positive definite ng × ng matrix of the single-spectrum correlations be-
tween the ng parameters of group g (constructed as h in Section IV.3.3). The total count n of single-spectrum
parameters over all groups amounts to n =
∑G
g=1 ng. The spatial-temporal r × r correlation matrix for a
single parameter from this group g shall be denoted by %g. By using λg, τg, and f3d , it is computed according
to Section IV.3.2.3 (p. 112) from the space-time coordinates of the r measurement footprints. It is the same
for all parameters of group g.
The matrix %g ⊗ hg is then the correlation matrix CgA for group g (note that (%g)ii = 1).
%g ⊗ hg =

hg (%g)12hg · · · (%g)1rhg
(%g)12hg hg · · · (%g)2rhg
...
... . . .
...
(%g)1rhg (%g)2rhg · · · (%g)rrhg
 =: CgA (IV.11)
CgA satisfies all necessary conditions for the correlations of parameters belonging to group g. It includes
spatial-temporal coupling for single parameters as well as local coupling for single spectra as special cases.
CgA is symmetric positive definite with all diagonal entries 1, and the single blocks are symmetric, compare
Section IV.3.1 (p. 108).
Next, groups of parameters with different spatial-temporal correlations are combined. For example, tem-
perature vs. cloud altitude profiles with different inter-level-correlations may have different horizontal spatial-
temporal correlations.
Let (xi)k denote the k-th single-spectrum parameter of spectrum i. The concatenated list X (as in Sec-
tion IV.2 (p. 105)) of the n parameters for each of the r measurements
X =
(
(x1)1, · · · , (x1)n︸ ︷︷ ︸
measurement 1
, · · · , (xr)1, · · · , (xr)n︸ ︷︷ ︸
measurement r
)T (IV.12)
is a permutation of the list X of the r measurements for each of the n single-spectrum parameters
X =
(
(x1)1, · · · , (xr)1︸ ︷︷ ︸
parameter 1




The associated permutation Πrn with X = ΠrnX acts for all i ∈ {1, · · · , r} and for all k ∈ {1, · · · , n} as
(X)n(i−1)+k = (xi)k = (X)r(k−1)+i =: (xk)i.
The permutation Πrng can be used to permute C
g
A to obtain Π
r







%g (hg)12%g · · · (hg)1ng%g
(hg)12%g %g · · · (hg)2ng%g
...
... . . .
...
(hg)1ng%g (hg)2ng%g · · · (hg)ngng%g
 (IV.14)
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This is the same as hg ⊗ %g and hence positive definite.
Now a block diagonal matrix CA can be formed with all C
g




h1 ⊗ %1 0 · · · 0
0 h2 ⊗ %2
. . . ...
... . . . . . . 0
0 · · · 0 hG ⊗ %G
 (IV.15)
As a direct sum of positive definite matrices, CA is positive definite (for a correspondingly partitioned
v = (v1, · · · ,vG) 6= 0, the quadratic form 〈v,CAv〉 = 〈v1,C1Av1〉 + · · · + 〈vG,CGAvG〉 is positive).
In general, CA can not be represented as Kronecker product.
Each of the G blocks on the diagonal corresponds to the permuted correlation matrix of one of the G pa-
rameter groups, encoding local as well as spatial-temporal correlations. The correlation lengths and times
are allowed to differ from block to block but must be constant within each block. Parameters belonging to a
certain group may locally be arbitrarily coupled among each other. However, no local coupling between the
different groups can be implemented this way.
In order to recover the sorting associated to X (Eq. (IV.12)), the inverse permutation has to be applied to
CA to obtain CA := (Πrn)TCAΠrn. Although the dimensions ngr × ngr of CgA depend on g, this is the cor-
rect permutation, since it is associated to r measurements and n parameters, which is the underlying structure
of CA. As CA is positive definite and a permutation matrix has full rank, CA is positive definite (Horn and
Johnson, 1990, p. 7.1.6). It is symmetric with all diagonal entries 1, because CA is.
The full covariance matrix SA is computed according to Eq. (IV.3) (p. 108), by scaling CA with the single-
spectrum standard deviations σk of the single-spectrum parameters k.
(SA)n(i−1)+k , n(j−1)+l = σkσl (CA)n(i−1)+k , n(j−1)+l (IV.16)
This is done for all measurements i, j ∈ {1, · · · , r} and for all parameters k, l ∈ {1, · · · , n}.
The nr × nr matrix SA satisfies all requirements, except for a possible inter-group coupling. As can ex-
plicitly be shown for the case of two measurements, each described by two locally coupled single-spectrum
parameters that have different a priori correlation lengths, CA can fail to be positive definite for too strong
inter-group coupling. The underlying reason is that strong local coupling between the parameters forces the
retrieved values to have strongly correlated spatial-temporal behavior, which is not consistent when strongly
differing correlation lengths are chosen. This manifests itself by the failure to construct a proper correlation
matrix, unless the local coupling is relaxed or the spatial-temporal correlations are equalized. This explains,
why all correlation data can be chosen freely and independently as long as inter-group coupling is disregarded.
Thus, in order to allow arbitrary space-time distributions of the measurement footprints for problems with
many measurements and parameters, either arbitrary spatial-temporal correlation data can be set for the dif-
ferent parameters, or arbitrary local coupling may be required. For the first case, these parameters have to be
assigned to different parameter groups and no local coupling is allowed between them. For the second case,
these parameters have to be assigned to the same parameter group and spatial-temporal correlation data must
coincide.
In general, however, a correlation matrix is not unique for given local and spatial-temporal correlation data.
For instance, the distance matrix approach (Section IV.3.2 (p. 109)) could be applied to a suitable point distri-
bution on the Cartesian product space of the spatial-temporal and the local parameter dimensions. But then,
local and spatial-temporal correlations for the full multi-spectrum problemwould not be independent anymore
in their impacts, and the advantages of the Kronecker product construction would get lost: It is ideally suited
to the computation of the scaled residual (Appendix IV.A.2 (p. 127)) and the sparse matrix formulation of the
retrieval algorithm (Appendix IV.A.4 (p. 133)). It also enables a clean derivation of the retrieval of common
parameter vectors (Appendix IV.A.3 (p. 129)). In addition, inter-group coupling is not necessary for Venus
retrieval problems, as is demonstrated by Section IV.4.2 (p. 118), which presents a basic categorization of the
relevant parameter groups herefore.
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IV.3.5 Retrieval of common parameters
This section discusses the a priori covariance matrix for retrieval problems involving parameters with perfect
spatial or temporal coupling (spatial or temporal a priori correlation equal to 1, corresponding to infinite cor-
relation length or time, leading to parameters being affinely linear functions of each other) and identic single-
spectrum a priori data (affinely linear functions are then the identity function, Appendix IV.A.3 (p. 129)).
Such parameters can not spatially or temporally vary for a certain set of r considered measurements. To avoid
a degenerated a priori covariance matrix, such a parameter will not be treated as r individual parameters that
are perfectly coupled, but as a single parameter that is common to the involved measurements. Also, this helps
to save computer resources. To verbally distinguish common parameters from spatially-temporally varying
parameters, the latter are cited as ’local parameters’. This should not be confused with ’local coupling between
parameters’ as opposed to ’spatial-temporal coupling’.
The retrieved value of a common parameter can be defined as the limit of the retrieved values of the corre-
sponding r local parameters for ever stronger spatial or temporal coupling. In Appendix IV.A.3 (p. 129) it is
shown that computing this limit is equivalent to retrieving a common parameter in the sense of Section IV.2
(p. 105) while uniquely defining the corresponding a priori covariance matrix. A statistical
√
r-like relative
weighting factor between common and local parameters is conceivable that reflects the influence of a common
parameter on r spectra. Appendix IV.A.3 (p. 129) clarifies that the weighting is exactly equal.
The a priori covariance matrix SA follows as block diagonal with SC and SL as the blocks on its diago-
nal. SC encodes the a priori correlations between the various common parameters and their a priori standard
deviations. It can be constructed by defining a suitable correlation matrix CC by nearest-neighbor-coupling
(Section IV.3.3 (p. 113)) or by a distance matrix (Section IV.3.2.3 (p. 112)), and by scaling CC with the a pri-
ori standard deviations σk of the common parameters (Eq. (IV.3) (p. 108)). SL can be constructed according
to Section IV.3.4 (p. 113) and encodes the a priori local and spatial-temporal correlations as well as standard
deviations of the local parameters. SA is a proper covariance matrix when SC and SL are.
For VIRTIS-M-IR measurements of Venus, some relevant common parameters along with a suitable CC
are discussed in Section IV.4.3 (p. 119).
IV.4 Parameters for Venus retrieval problems
This section presents a basic categorization of relevant parameters for Venus retrieval problems. Compare
also Haus and Arnold (2010); Kappel et al. (2012b) for a discussion of these parameters in context of the
radiative transfer forward model. Section IV.4.1 summarizes the most important properties of the forward
model. The categorization of the parameters also demonstrates that it suffices here to construct correlation
matrices without considering inter-group coupling. Local parameters are treated by an a priori correlation
matrix according to Section IV.3.4 (p. 113), common parameters according to Section IV.3.5.
IV.4.1 Forward model
A radiative transfer forward model is utilized to simulate the observable radiances. It is a plane-parallel, LTE4,
line-by-line code taking into account thermal emissions by surface and atmosphere, and absorption and mul-
tiple scattering by gases and clouds. It is similar to the forward model described by Haus and Arnold (2010),
but the underlying radiative transfer equation solver DISORT (Stamnes et al., 1988) is replaced by LIDORT
(Spurr, 2001, 2008). This way, the forward model is capable of providing analytic derivatives of the simulated
radiances with respect to a number of atmospheric, surface, and instrumental parameters. Jacobians with re-
spect to the remaining parameters (mainly temperature variables) can be evaluated perturbatively (slower and
possibly affected by numerical noise). To increase numerical efficiency, uninteresting wavelength ranges can
be blacked out automatically (initial radiances or Jacobians below certain thresholds) or manually.
From the VIRTIS-M-IR spectral range (1.0–5.2 µm), only 1.0–2.5 µm shall be utilized for this study. Venus’
nightside emissions in this range mainly originate from altitudes below 40 km (Haus and Arnold, 2010, Fig. 4)
4Corrected: In the published paper, the code was mistakenly stated to be a non-LTE code.
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where temperature is quite stable with time, and they are thus nearly unaffected by the strong mesospheric tem-
perature variations above 59 km (Tellmann et al., 2009). Also, details of the cloud altitude distribution have
almost no impact here, since the main cloud deck (≥48 km, Marov et al., 1980) resides above the line form-
ing altitude region. In contrast, spectral signatures longward of 3 µm are strongly influenced by variations of
temperature and cloud altitude distributions above 48 km.
Temperature and pressure altitude profiles are taken from the Venus International Reference Atmosphere
(VIRA, Seiff et al., 1985; Zasova et al., 2006b) at the equator (midnight). The surface is assumed to be in
thermodynamic equilibrium with the bottom of the atmosphere, and therefore, the surface temperature equals
the VIRA temperature at the respective surface elevation. Surface emissivity must lie in the interval [0, 1].
The main constituent of Venus’ atmosphere is CO2 (96.5% by volume). Considered minor gaseous con-
stituents are H2O, CO, SO2, OCS, HCl, and HF. Altitude profiles of their volume mixing ratios are given by
Haus and Arnold (2010) and are based on the profiles by Pollack et al. (1993). Quasi-monochromatic absorp-
tion cross sections due to their allowed molecular transitions are computed from the spectral line databases
CDSD (CO2, Tashkun et al., 2003), HITEMP (CO2, Pollack et al., 1993, CO, H2O isotopes 1–3, Rothman
et al., 1995; to be in line with Haus and Arnold, 2010, the more recent HITEMP2010, Rothman et al., 2010, is
not yet considered here), and HITRAN08 (H2O isotopes 4–6, SO2, OCS, HCl, HF, Rothman et al., 2009) by
using spectral line shapes listed by Haus and Arnold (2010). Molecular Rayleigh scattering is treated accord-
ing to Hansen and Travis (1974). Non-LTE O2 emissions (’O2 nightglow’) at 1.27 µm from an altitude region
around 100 km (Piccioni et al., 2009) are not considered, and therefore, the 1.28 µm window will be blacked
out in practice due to its contamination by O2 nightglow.
The high pressure and high temperature environment of Venus’ deep atmospheremakes it difficult to charac-
terize the absorption properties of its main constituent CO2. Neither the line shapes of the allowed transitions,
nor other effects contributing to the absorption cross-section (continuum, collisional induced absorption, line
mixing) are sufficiently well constrained through laboratory or theory in order to satisfactorily reproduce ob-
served spectra in the infrared. Also, the line data bases utilized for computing the absorption cross-sections
of the allowed transitions are not perfect (Haus and Arnold, 2010; Bézard et al., 2011). They are based on
theoretical models and numerical computations, and not on laboratory measurements (Tashkun et al., 2003).
Good knowledge of the CO2 opacity is important for a reliable retrieval of parameters like surface emissivity.
Wavelength dependent corrections to the CO2 opacity as given by the allowed transitions, are in the following
shortly referred to as ’continuum’. The continuum depends on the utilized line databases and line shapes but
is independent of the measurement. For this study, continuum is treated as spectrally constant throughout
the range of an atmospheric transparency window, but it can depend on the window. These window-specific
scalars for the spectral windows at 1.02, 1.10, 1.18, 1.28, 1.31, 1.74, 2.3 µm are set to 0, 2, 0.35, 3, 4, 15, 120
in units of 10−29 cm2, respectively. These values are inspired by preliminary results from application of MSR
to actual VIRTIS-M-IR nightside spectra.
The clouds of Venus are modeled to comprise the four modes 1, 2, 2’, and 3. Each mode consists of spher-
ical droplets of 75% sulfuric acid (refractive indices taken from Palmer and Williams (1975); Carlson and
Anderson (2011)). Cloud particle radii are log-normally distributed with modal radii of 0.3, 1.0, 1.4, 3.65 µm
and unitless dispersions of 1.56, 1.29, 1.23, 1.28 for the four modes, respectively (Pollack et al., 1993). Mode
specific initial altitude profiles of particle number densities are taken from Haus et al. (2013). Actual cloud
modal abundances are defined by ’cloud mode factors’ that scale the number densities of these four initial alti-
tude profiles. Themode factors may strongly vary, and no detailed a priori knowledge is available. Wavelength
dependent scattering and absorption properties of the clouds are computed by using Mie theory (Wiscombe,
1980).
Fig. IV.2 (offset 0.0) displays a typical synthetic spectrum (’reference spectrum’). The Jacobians of sev-
eral retrieval parameters that shall be considered in the following and are relevant for actual measurements,
are shown with various offsets. The values that led to Fig. IV.2 are: FWHM of instrumental response func-
tion 17 nm, surface emissivity 0.65, surface elevation 0 km, no O2 nightglow, cloud mode factors all set to 1,
nadir-looking observational geometry, no noise. The figure illustrates that surface emissivity is observable in
the spectral windows at 1.02, 1.10, and 1.18 µm (’surface windows’), continua affect all considered windows,
the abundances of the different cloud modes affect the spectrum in a very similar way and in all windows,
and the impact of the FWHM is quite distinct. Minor gases do not affect the short-wavelength flank of the
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FWHM x 10 + 0.45
Cloud 2         + 0.4
Cloud 2’        + 0.4
Cloud 3         + 0.4
- Cont. x 5    + 0.15
Em. x 2         + 0.1
Figure IV.2: [From bottom to top] Offset 0: synthetic radiance spectrum in W/(m2 sr µm), various positive off-
sets: scaled Jacobians with respect to surface emissivity (’Em.’, unit W/(m2 sr µm)), continuum (’Cont.’, between
2.1 and 2.5 µm scaled by factor of 10 relative to remaining range for better representation, unit W/(m2 sr µm) ·
1029 cm−2), cloud mode column factors (’Cloud’, unit W/(m2 sr µm)), and FWHM of VIRTIS-M-IR instrumental
response function (’FWHM’, unit W/(m2 sr µm nm)).
2.3 µm window (2.15–2.30 µm), but strongly affect the long-wavelength flank which thus shall not be used for
retrievals of cloud parameters. Even so, minor gas variations shall not be considered in this study, despite
their (moderate) impact on the 1.74 µm peak and the range 1.10–1.18 µm. As cloud parameters should not
be retrieved from the surface windows, and the 1.28 µm window shall be blacked out due to its O2 nightglow
contamination, the range 1.295–2.300 µm is left to retrieve cloud parameters from.
IV.4.2 Local parameters
First, the atmospheric parameters may be divided into the cloud group, the minor gases group, the atmospheric
temperature group, and O2 nightglow.
Horizontally, the cloud opacity exhibits a rather short correlation length of the order of several hundred
kilometers and correlation times of a few hours. This can be checked by analyzing the auto-correlation func-
tion of nightside radiance observation movies in the short wavelength flank of the 2.3 µm window as proxy.
This correlation data will be carried over to the column densities of the individual cloud modes 1, 2, 2’, and 3.
Minor gas column density variations seem to be better represented by longer correlation lengths of the
order of more than thousand kilometers. This can be estimated for CO by observing the spatial variation in
the results by Tsang et al. (2009) and is also applied to the other minor gases as first estimate. Similarly, the
correlation time is likely larger than the cloud correlation time. The spatial-temporal scales of atmospheric
super-rotation and convection can serve as a motivation herefore.
For cloud or minor gases altitude density profiles, it is reasonable to assign the spatial-temporal properties
of the column densities to the horizontal variability of the profiles as well and to treat the vertical variability
as locally coupled parameters.
Thus, the cloud parameter group comprises the total cloud column factor, the column factors of the individ-
ual cloud modes, and the parameters describing the corresponding cloud mode profiles. Similarly, the minor
gases parameter group includes the column factors and profiles of all minor gases. A priori couplings between
gases and clouds are neglected, but the parameters of either group can be coupled to other parameters within
their group. This includes the vertical variability of the respective altitude profiles. Also, for instance, cloud
modes 2’ and 3 may well be slightly anti-correlated, as might be OCS and SO2, but this is not considered in
practice.
Atmospheric temperatures in the mesosphere are treated to have correlation properties similar to the mi-
nor gases and thus could well be assigned to the minor gases group. But couplings with the minor gases are
not expected, and so they will be regarded as a distinct group. O2 nightglow is also treated as one separate
parameter group.
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Auxiliary instrumental parameters like the FWHM of the instrumental response function and the slope and
intercept of the band-to-wavelength mapping are not sufficiently well predictable by the calibration pipeline at
the moment and thus have to be retrieved as auxiliary parameters needed to adequately simulate the observed
spectra (Kappel et al., 2012b, Section 4.4). They are not coupled to atmospheric or surface parameters, but
may be coupled among themselves. Therefore, they are assigned to one separate parameter group and treated
according to Eq. (IV.8) (p. 112).
All these different groups can safely be treated as independent from each other, and inter-group coupling is
not necessary to describe the parameter correlations as long as a priori knowledge is as limited as presently.
IV.4.3 Common parameters
As discussed in Section IV.4.1 (p. 116), the CO2 continuum is not sufficiently well known. However, the ob-
served VIRTIS-M-IR spectra themselves can be regarded as measurements thereof, but now with the locally
varying parameters as interfering factors. Although for this study modeled as window-specific and spectrally
constant throughout the range of an atmospheric transparency window, the continuum may freely vary in
wavelength direction and is treated as a parameter vector. It is clearly common to all measurements of Venus’
atmosphere and will be retrieved as parameter that is common to a selection of as many as possible spectra
under as many as possible environmental and observational conditions. This way, it shall be ensured that it is
compatible with all measurements and as reliable as possible. The continuum has to be determined only once
and will thereafter be used as fixed value for subsequent retrievals of atmospheric and surface parameters. It
can be regularized by only allowing for limited variation in wavelength direction. This can be achieved by a
nearest-neighbor coupling in wavelength direction (Section IV.3.2 (p. 109)) or also by a distance matrix with
respect to distances in wavelength direction (Section IV.3.3 (p. 113)), but both ways are purely heuristically,
since not much is known about the wavelength dependence of the continuum. First results that are based on
MSR have been presented by Kappel et al. (2012b).
Surface properties should be quite unrelated to variations in the atmosphere, except for a possible cou-
pling of surface temperature and atmospheric temperature at the surface, which will be neglected. When the
occurrence of volcanic activity (as observable5 by VIRTIS-M-IR in the nightside NIR surface windows at
1.02, 1.10, and 1.18 µm) is neglected (Müller et al., 2012a), the spectral surface emissivity can be regarded as
common to all measurements that repeatedly cover the same target bin on the surface. Or in other words, the
entire surface emissivity map of the planet is common to all measurements targeting the planet. Note that a
measurement is only sensitive (i.e. non-zero entry in the Jacobian) to surface emissivity at surface bins that are
actually covered by the measurement. Retrieving surface emissivity as parameter common to measurements
repeatedly covering a target, yields a fully consistent parameter set describing all considered measurements
(Kappel et al., 2012c). In contrast, the corresponding single-spectrum retrievals yield different emissivity val-
ues for each of these measurements in most cases. This implies an inconsistent parameter set describing the
full set of utilized measurements, implicitly also allowing for inconsistent atmospheric parameter values. The
emissivities at nearby spots are possibly correlated. This purely spatial situation can be treated by using the
correlation matrix from Eq. (IV.7) (p. 112) with τ = ∞. The typical correlation length is 100 km, i.e. the
expected surface resolution as it is limited by atmospheric blurring (Moroz, 2002).
The deep atmospheric temperature field is not yet sufficiently well known for a reliable surface emissiv-
ity retrieval. The corresponding Jacobians are quite similar to cloud Jacobians, and disentanglement is not
feasible for single-spectrum retrievals. A general circulation model (Lebonnois et al., 2010a, personal com-
munication) and measurements (Tellmann et al., 2009; Avduevskii et al., 1983) are compatible with a tem-
porally rather constant tropospheric temperature field that is altitude and latitude dependent, probably a con-
sequence of high thermal inertia and thermodynamic stable layering in the deep atmosphere. This is not the
case for the highly variable mesosphere. Thus, a deep atmospheric temperature altitude profile is essentially
a parameter vector common to measurements covering a given latitude. The latitudinal dependencies of the
temperature profiles can be coupled by using a correlation matrix similar to that for the surface emissivity
5Note: This does not mean that it was observed. The formulation rather refers to the principle observability using VIRTIS-M-IR.
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map, but spatial separation is only measured in latitude direction, i.e. (CC)ij = f3d (n3|ϑi − ϑj |/Θ), com-
pare Section IV.3.2.3 (p. 112). The latitude corresponding to measurement i is hereby ϑi, and the correlation
strength Θ in latitude direction can be set to 45 °.
Finally, while it is possible to couple the different mentioned common parameter types, this seems not to
be useful. Any coupling to local parameters is also not needed.
IV.5 Examples and discussion
Since MSR determines locations of local minima of the cost function Fc, a non-negative real function on a
possibly high dimensional parameter space (Eq. (IV.1) (p. 107), also applicable for single-spectrum retrievals
by setting inter-measurement couplings to zero), it is easy to find local subsidiary minima, which are poten-
tially far from the global minimum, especially in presence of measurement noise. This section discusses by
two examples, how this situation can be improved by using MSR (Section IV.2 (p. 105), with a priori co-
variance matrix SA from Section IV.3 (p. 107)) by not only incorporating information on expected parameter
values, but also expected relations between parameters. The more actually available a priori knowledge is
utilized, the better certain solutions being incompatible with the a priori data can be ruled out from the outset.
Some resulting improvements in the data analysis of Venus nightside spectra acquired by VIRTIS-M-IR have
already been published by Kappel et al. (2012b, Section 5.1). The retrieval algorithm has been sketched there
only shortly, and the full description has been announced to be published in a subsequent (the present) paper.
To test MSR, a set of synthetic VIRTIS-M-IR radiance spectra of Venus’ nightside emissions in the range
1.0–2.5 µm is generated by using the radiative transfer forward model. The utilized ’true’ atmospheric, sur-
face, and instrumental parameters underlying these spectra are thus exactly known by definition. Gaussian
noise with a certain standard deviation σ is added to the simulated spectra to emulate the loss of the spectra’s
information content caused by random measurement imperfections. Systematic measurement and calibration
errors will be considered in a subsequent paper (set parameters that are not retrieved to values different from
their assumed values, distort shapes of the radiance peaks). By using different regularization schemes, the
relevant parameters are then retrieved from the synthetic spectra and compared to their ’true’ values.
Example (A) studies a swath of 30 concurrent synthetic spectra covering the equator at longitudes from
1–30 °E. Fig. IV.3 depicts the ’true’ cloud column factors 2, 2’, and 3. The remaining parameters are as for



















Cloud 2,  true
Cloud 2’, true








Cloud 2,  I
Cloud 2’, I
Cloud 3,  I
Cloud 2,  II
Cloud 2,  III
Example (A)
Figure IV.3: Comparison of ’true’ cloud mode column factors (left key) of longitudinal synthetic measurement
swath with corresponding retrieved values (right key) for different models of a priori correlation lengths λi for
cloud mode i. I: λ2 = 0 km = λ2′ = λ3, II: λ2 = 20000 km, λ2′ = λ3 = 500 km, III: λ2 = 2000 km = λ2′ = λ3.
the reference spectrum (Fig. IV.2 (p. 118)), and Gaussian noise with the unrealistically small double standard
deviation 2σ =2 · 10−4 W/(m2 sr µm) is added to the synthetic spectra. MSR is used to retrieve the cloud
mode factors from the radiance spectra for three different regularization models from the spectral range 1.295–
2.300 µm (1.31, 1.74, and 2.3 µm peaks). A priori mean values and double standard deviations are set to 1.0
and 2.0, respectively, to allow for a sufficiently wide range the retrieved cloud mode factors may vary in. Note
that 1 °longitude at the equator corresponds to about 107 km referred to the cloud top level.
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Model I sets all a priori correlation lengths to zero and corresponds to single-spectrum retrievals. While
cloud mode 3 abundance can be retrieved quite reliably, modes 2 and 2’ are difficult to disentangle and strongly
deviate from their true values. This is a consequence of the smallness of one of the three available peaks
(1.31 µm-peak radiance ≈ 10−2 W/(m2 sr µm)) that are used to determine the three unknown cloud mode
factors, the presence of noise, and the similarity of the Jacobians especially of the cloud mode factors 2 and
2’. Note that for zero noise, the true values can be retrieved exactly.
Model II sets a priori correlation lengths that approximate the true parameter distributions. The depen-
dence on correlation length modifications by factors of 0.5 or 2 has been verified to be relatively small. Mode
3 factors are not depicted as they almost exactly coincide with their true values. Mode 2’ factors are not shown
because deviations from their true values are opposite and of a similar magnitude (but smaller) as deviations
for mode 2 (compare model I results in the figure). Retrieved mode 2 factors deviate less than 10% from their
true values.
Model III sets for all cloud modes identical a priori correlation lengths that approximate the geometric
mean of the three correlation lengths from model II. Retrieved mode 3 factors match the true values well.
Modes 2 and 3 can not be disentangled (only mode 2 shown). Setting all a priori correlation lengths to
20000 km, or to 500 km, respectively, leads to worse results.
Averaged least-squares norms of residuals between synthetic and fitted radiances are least for model II and
largest for model I. Within model III, the geometric-mean-case leads to the smallest residuals.
In Example (A), as in many real-world atmospheric remote sensing problems, measurements are not iso-
lated soundings in space and time, but each measurement is accompanied by adjacent measurements. If they
are nevertheless treated as independent from other soundings, then spatial or temporal continuity in the mea-
surements may not translate to a certain expected continuity in retrieved parameters like cloud column densi-
ties. This is due to the ill-posed nature of the retrieval problem and the existence of subsidiary minima of the
cost function. Actually, contiguous real-world measurements are unlikely to originate from completely unre-
lated state vectors, since the physical state of the atmosphere should obey a certain continuity. This follows
from the inertia of matter and the drive to compensate thermodynamic disequilibria and results in a certain
continuity of the observable radiance. Therefore, it can help to reduce the effective size of the parameter space
by not only incorporating a priori mean values and standard deviations as usual, but by also taking a priori
spatial-temporal correlations into account. This decreases the number of potential solutions and could be ex-
pected to produce larger residuals between measurements and fits. But for Example (A), as for actual retrievals
of VIRTIS spectra (Kappel et al., 2012b), the residuals in fact decrease on average. This indicates avoided
subsidiary solutions of Fc, justifying this correlated retrieval. However, when the imposed correlations are
too strong, translating to an overly reduction of the effective size of the parameter space, residuals turn out to
become larger again, since the global minimum itself is overly affected.
In addition, Example (A) illustrates that parameters with strongly differing correlation lengths can be better
disentangled by using multi- than by using single-spectrum regularization. But the more similar any two pa-
rameters’ Jacobians are (smaller Euclidean angle), the worse they can be disentangled (modes 2 and 2’). Note
that for parameters with equal Jacobians, the distribution of the retrieved parameters is determined by a priori
correlation data only, and disentanglement is not based on measurements anymore. This case must be avoided
and underlines the necessity to check robustness of the retrieved results against reasonable a priori data and ini-
tial guess modifications. In Example (A), noise is sufficiently small to just disentangle cloudmodes 2 and 2’ by
using MSR, but stronger noise destroys more information. In practice (noise with 2σ =2 · 10−3 W/(m2 sr µm)
and systematic errors), modes 2 and 2’ can not be disentangled from the considered spectral range, and only
mode 2’ and 3 variations are considered in the following. Resulting real-world retrieval errors will be studied
elsewhere.
Note that, when a smooth behavior of the retrieved result is expected, it is far better to increase the proba-
bility to find a smooth parameter set as retrieval solution, than to smooth results from uncorrelated retrievals.
Due to the non-linear nature of the forward model, smoothing of parameters will in general not lead to a
consistent parameter set describing the measurements, especially when jumps between different subsidiary
minima are involved, or parameters close to their domain boundaries.
In conclusion of Example (A), a priori spatial-temporal correlations can be regarded as ’elastic bands’
forcing the parameters to stay close to self-establishing general spatial-temporal trends. This increases the
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probability of convergence to spatial-temporal parameter distributions compatible with the expectations on
continuity and distribution of the true atmospheric state, attenuates the impact of noise, and decreases the
probability of running into subsidiary minima of the cost function.
As discussed, parameters with strongly differing spatial-temporal correlations can be better disentangled.
The extreme case herefore is that of infinite spatial or temporal coupling, translating to spatial or temporal
constancy of the respective parameters when a priori mean values and standard deviations are identic. But
as that causes SA to degenerate, this case must be treated in a different way (Appendix IV.A.3 (p. 129)), by
retrieving parameters that are common to certain sets of spectra (Section IV.3.5 (p. 116)).
To illustrate this case, Example (B) studies a synthetic observation movie with 30 repetitions (1 h inter-
vals) of 30 surface bins that evenly cover the equator from 1–30 °E (Figs. IV.4 and IV.5). The spectra are



























Figure IV.4: Comparison of 1.02 µm-surface emissivities of synthetic cube (’True’) with corresponding retrieved
values for different regularization models. S: single-spectrum results, S MV: their mean values for the respective
longitude bins, S 2STD: twice their a posteriori standard deviations. C: surface emissivities as parameters common
to their respective surface bins, C 2STD: twice their a posteriori standard deviations.







































Figure IV.5: Detector sample dependence of various parameters. FWHM: ’true’ FWHM of instrumental response
function in nm, FWHM S: retrieved single-spectrum results, FWHM C: results of correlated retrievals. Cont:
’true’ continuum parameter (3.5 ·10−30 cm2) for 1.18 µmwindow, Cont S: retrieved continuum parameters (single-
spectrum results, same unit), Cont S MV: their mean values for the respective detector sample bins. Retrieved
continuum as parameter common to all spectra is 3.32 ± 0.24 in the same unit. Res S: least-squares norms in
10−4 W/(m2 sr µm) of residuals between synthetic and fitted radiances, divided by number of utilized spectral
bands (single-spectrum results), Res C: the same for multi-spectrum results.
generated as being acquired by the VIRTIS-M-IR detector that has 256 spatial samples in a row, by the sam-
ples with numbers s = 4 + 8·Longitude/°E. Cloud modes 2’ and 3 are independently varied according to a
pseudo-random spatial-temporal pattern with 1000 km correlation length, 10 h correlation time, mean value
≈ 1.0, and double standard deviation ≈ 0.6. Along the sample direction, the FWHM of the instrumental
response function is varied according to (17 + (s − 124)/48) nm which is inspired by test retrievals from
actual measurements. Surface emissivities in the spectral transparency windows at 1.02, 1.10, and 1.18 µm
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are common to all spectra covering the same respective surface bin. 1.02 µm-surface-emissivity is modeled to
span the whole range 0–1 and to have three four-bin plateaus at emissivity levels 0.2, 0.65, and 0.98, as well
as an abrupt anomaly around 21.5 °E. Emissivities in the other two surface windows are all set to 0.65. The
remaining parameters are as for the reference spectrum (Fig. IV.2 (p. 118)). In particular, the continuum is
common to all spectra. Gaussian noise with double standard deviation 2σ =2 · 10−3 W/(m2 sr µm) is added
to the synthetic spectra.
In a first stage of the retrieval pipeline, cloud mode factors 2’ and 3 (1 ± 20, 1000 km, 10 h), FWHM
((17 ± 30) nm, 75 samples, 5 h), and continua at 1.31, 1.74, and 2.3 µm ((1 ± 103)·10−29 cm2, 0 km, 0 h)
are retrieved from 1.295–2.300 µm, where the values in parentheses list a priori mean value ± double stan-
dard deviation, correlation length and time of the respective parameter. The second stage retrieves 1.02 µm-
surface-emissivity (0.5 ± 20, 0 km, 0 h), and 1.10 µm- and 1.18 µm-surface-emissivity and -continuum from
their respective peaks. The a priori standard deviations are set very wide to largely exclude their and the mean
values’ impact. Results from single- (no common parameters, no a priori correlations) and multi-spectrum
regularization (continuum common to all spectra, surface emissivities common to all spectra covering the same
surface bin, a priori correlation lengths and times as given except for common parameters) are compared to
true values in Figs. IV.4 and IV.5.
Retrieved single-spectrum continua (only depicted for 1.18 µm) have a large scatter. Their mean values ±
their double standard deviations are (1.8± 1.2, 0.50± 0.90, 4.8± 7.6, 15.8± 4.2, 124± 50)·10−29 cm2 for
the spectral windows at 1.10, 1.18, 1.31, 1.74, 2.3 µm (note missing 1.02 and 1.28 µm windows). Continua
as common parameters ± their double a posteriori standard deviations are (2.00 ± 0.09, 0.33 ± 0.03, 4.2 ±
0.3, 15.02± 0.07, 119.5± 0.5)·10−29 cm2 (same windows). The single-spectrum mean values and the multi-
spectrum values agree with the true values within the given margins, but the margins for the single-spectrum
results are considerably wider. Note that the 95%-confidence intervals for the 900 single-spectrum results
(multiply double standard deviations by 1.96/(2 ·√900) according to Student’s t-distribution) are in the order
of magnitude of the multi-spectrum a posteriori double standard deviations, meaning that single-spectrum
retrieval has statistically failed to retrieve the continuum.
Retrieved cloud mode 2’ factors (mode 3 factors) have a root-mean-square deviation (RMSD) of 0.28 and
0.053 (0.15 and 0.027) to their true values for single- and multi-spectrum results, respectively. As the true
modes 2’ and 3 have the samemean value and standard deviation, this shows that cloudmode 3 can be retrieved
more reliably than mode 2’. MSR results are more reliable than single-spectrum results.
The FWHM can be retrieved quite reliably already for single-spectrum regularization (RMSD 0.31 nm),
although MSR results (RMSD 0.19 nm) are more reliable.
Retrieved single-spectrum surface emissivities (only depicted for 1.02 µm, RMSD 0.11) have a large scatter
and large a posteriori double standard deviations. Their bin-wise mean values do not match very well to the
true values. Especially the larger emissivities are difficult to retrieve, since the radiance response to emissivity
changes near 1.0 is small compared with changes in the lower emissivity range. This effect amplifies noise im-
pacts at higher emissivities. An additional contribution to the degree of the emissivity underestimation is the
presence of the upper emissivity domain boundary. This can be seen in the extreme case where true emissivity
is 1 and scattered retrieved values are only allowed to extend to values ≤ 1 such that the mean value must be
strictly < 1 for non-zero scatter. Still, the spatial fine structure (plateaus, jumps, anomaly) is resolved to a
certain degree. MSR results (RMSD 0.0086) agree well with the true values and have very small a posteriori
double standard deviations, representing the increased information content per spectrum due to the restriction
of the effective size of the parameter space by incorporating finite and infinite a priori correlations. As the
1.02 µm-continuum is not retrieved, but set to its true value, wrong single-spectrum 1.02 µm-emissivity mean
values are here not related to a wrong continuum in this window, but to wrong cloud modal abundances partly
caused by wrong continua between 1.295–2.300 µm, and by convergence to subsidiary minima.
For the not depicted surface emissivities at 1.10 and 1.18 µm, the true values are 0.65 and 0.65 for each
of the bins. The retrieved values are scattered according to 0.49 ± 0.8 and 0.69 ± 0.5 with RMSD 0.40 and
0.21 (single-spectrum), and 0.65± 0.04 and 0.63± 0.02 with RMSD 0.016 and 0.024 (multi-spectrum bins).
This shows that MSR results are more reliable than single-spectrum results. Also, emissivities at 1.10 and
1.18 µm are more difficult to retrieve than those at 1.02 µm, in part a consequence of the lower surface radi-
ance contribution in these peaks (Haus and Arnold, 2010, Fig. 5). But it is also due to the utilization of the
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’true’ 1.02 µm-continuum, and thus, neglect of its retrieval error.
Example (B) underlines that retrieved common parameters (continuum, emissivity) are not just mean values
of single-spectrum results. This can be explained by observing the least-squares norms of residuals between
synthetic and fitted radiances. While they are very close to the artificial noise level for MSR fits, they are about
60% larger on average for single-spectrum fits. About 30% of the single-spectrum fits are significantly worse
than the corresponding MSR fits. As in Example (A), this demonstrates the superiority of MSR in avoid-
ing subsidiary minima of the cost function. Example (B) also illustrates improved disentanglement between
parameters with similar Jacobians in two examples for extreme cases of strongly differing a priori corre-
lation behavior. The first example is the disentanglement of continua (infinite correlation length and time)
from clouds (finite correlation lengths and times) in the first stage of the retrieval pipeline (1.295–2.300 µm).
The second example is the disentanglement of surface emissivities (correlation length 0, correlation time∞)
from continua (correlation length∞, correlation time∞) in the second stage of the retrieval pipeline (1.000–
1.235 µm).
An example to illustrate the retrieval of locally coupled parameters in presence of spatial-temporal cou-
plings (e.g. temperature altitude profiles with vertical coupling of level temperatures and horizontal spatial-
temporal coupling of temperatures from contiguous measurements, preventing arbitrarily large retrieved tem-
perature fluctuations between contiguous levels and footprint locations) will be studied in a subsequent paper.
IV.6 Conclusions and outlook
Currently, VIRTIS-M-IR spectra of Venus’ nightside emissions establish the only data source in the infrared
with high repetition and spatial resolution, where Venus’ surface emissivity can be extracted from on a global
scale. A radiative transfer forward model is required to simulate spectra in dependence on surface, atmo-
spheric, and instrumental parameters. A retrieval algorithm iteratively varies these parameters until the sim-
ulated well fit the measured spectra. The so-retrieved parameters are interpreted as the surface, atmospheric,
and instrumental state that led to the measurements. But single VIRTIS-M-IR spectra have a comparatively
low information content, and different parameter combinations can describe the same measurement equally
well. Hence, the inversion of the forward model is mathematically an ill-posed problem and must be regular-
ized. A common approach is the minimization of a non-negative retrieval cost function that arises from the
incorporation of Bayesian a priori mean values, standard deviations, and correlations the retrieval parameters
are to respect, as well as measurement and simulation error information. This essentially rules out unlikely
state vectors. Still, this cost function is a non-linear function on a possibly high-dimensional space, and it is
easy to run into subsidiary local minima far away from the global minimum.
It was exemplarily shown that the multi-spectrum regularization presented in this paper (MSR) can con-
siderably improve the data analysis of contiguous measurements with sparse spectral information content by
minimizing a retrieval cost function on a parameter space that encompasses several measurements and that
incorporates a priori spatial-temporal correlations between the state vectors of the different measurements.
This naturally arising regularization decreases the probability to retrieve unlikely spatial-temporal parameter
distributions. Uninteresting subsidiary minima of the retrieval cost function and unphysical jumps between
them can be better avoided, and the impact of noise can be attenuated.
A detailed error analysis of the single-spectrum retrieval of local surface emissivity at 1.02, 1.10, and
1.18 µm on Venus shows that this parameter is difficult and error-prone to retrieve (Kappel et al., 2012a),
as will be presented in a subsequent paper. But neglecting VIRTIS-observable geologic activity on Venus6,
surface emissivity is common to measurements that repeatedly cover the same surface spot on Venus. In the
same way, corrections to the CO2 opacity in the extreme environmental conditions in the deep atmosphere of
Venus (’continuum’) are common to all measurements of Venus’ nightside emissions. Knowledge gain from
single-spectrum retrieval of these hard-to-determine parameters is very limited due to interfering atmospheric
variations. As it was shown, their single-spectrum retrieval thus statistically fails, although the spectra are
sensible to these parameters.
6Note: This does not mean that geologic activity was observed. The formulation rather refers to the principle observability using
VIRTIS-M-IR.
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But MSR is especially useful to disentangle retrieval parameters with similar Jacobians and strongly dif-
fering correlation lengths or times. The extreme case for parameters with infinite correlation lengths or times
and identic single-spectrum a priori data corresponds to the retrieval of parameters common to certain selec-
tions of measurements, so for instance for surface emissivity (correlation length 0, correlation time∞) and
continuum (infinite correlation length and time). It was demonstrated that this approach leads to a better dis-
entanglement of continua from spatially-temporally varying atmospheric parameters and of emissivities from
continua, to smaller residuals between measurements and fits, and thus to more reliable retrieval results than
corresponding single-spectrum retrievals.
The a posteriori retrieval uncertainties are lower for MSR compared to single-spectrum retrievals, as it
was shown (see also Kappel et al., 2012b, for real-world examples). This results from the incorporation of the
context of adjacent measurements, making more information available that contributes to the determination
of the parameters describing a certain spectrum. Especially when single-spectrum information content is low,
this is important to improve the quality of the retrieved information. Single-spectrum retrieval, on the other
hand, can be regarded as an only very rough approximation of reality, since the presence of spatial-temporal
correlations is rather the regular case.
It was verified that a simple smoothing or averaging of retrieved single-spectrum results does in general
not lead to correct results or to a consistent parameter set describing the measurements, especially when there
are unphysical jumps between different subsidiary minima or parameters close to their domain boundaries.
By using MSR, all considered measurements can be parameterized by a fully consistent set of atmospheric,
surface, and instrumental parameters that respects all available single- and multi-spectrum a priori data as
well as the measurement and simulation error distributions. But as always, when regularizing an ill-posed
problem, it must be checked that retrieved results do not significantly change for a priori and initial guess
modifications.
Section IV.5 (p. 120) demonstrated that MSR allows to retrieve continua and surface emissivities from
VIRTIS-M-IR measurements, when random measurement errors are assumed to be the only error sources.
Note that common parameters retrieved from real-world measured spectra have to be carefully interpreted,
since systematic measurement and simulation errors are also common to the spectra. The impact of sys-
tematic errors will be discussed in a subsequent paper. First tests revealed that in their presence, knowledge
of continua is crucial to reliably retrieve emissivities, and it may be necessary to first assume mean surface
emissivities in order to determine surface window continua. The constraint that emissivities globally must
be non-negative and must not exceed unity then helps to constrain valid continua. On the other hand, it may
be sufficient to utilize more diverse measurements (particularly with respect to topography) to disentangle
emissivities and continua, but further studies are required.
Kappel et al. (2012b) already applied MSR to actual VIRTIS-M-IR spectra of Venus’ nightside in order
to disentangle continua from spatial-temporal atmospheric variations. As shall be presented in a subsequent
paper, it will also be applied to retrieve surface emissivity maps of Venus as parameter vectors that are com-
mon to measurements that repeatedly cover the same surface bins. Compared to single-spectrum retrieval, this
approach also has a higher chance of success, because relative changes in the spatial distribution of surface
emissivity may be easier to detect than absolute values. This is a consequence of the underlying physical con-
tinuity in spatial-temporal variations of interfering parameters like minor gas and cloud modal distributions,
temperature variations, and others. The presented multi-spectrum retrieval algorithm is ideally suited for this
task, since it allows to incorporate all these continuity and consistency constraints. In conjunction with a
refined consistent data calibration and preprocessing (Kappel et al., 2012b), retrieval reliability and accuracy
can thus be pushed to their limits. However, while the processing time overhead of MSR compared to corre-
sponding single-spectrum retrievals is negligible for up to a few thousand spectra, any retrieval based on full
radiative transfer forward model simulations requires considerable computational resources. Thus, MSR will
be selectively applied at first to localized targets that were beforehand identified to be of special geological
interest (Arnold et al., 2008; Müller et al., 2008; Smrekar et al., 2010).
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IV.A Appendix
Some mathematical derivations and details on the implementation of MSR are presented here.
IV.A.1 Cost function as least squares norm
This appendix reformulates the cost function in terms of a least-squares norm and discusses MSR’s inputs, i.e.
residual and Jacobian of the extended forward model simulations, as well as its outputs, i.e. the best estimate
of the state vector and the corresponding a posteriori covariance matrix.
The best estimate of the state vector that is compatible with the a priori and error knowledge and adequately
parameterizes the measurements, is the global minimum of the cost function Fc from Eq. (IV.1) (p. 107). An
iterative algorithm is used to identify local minima of Fc. When a cost function has the form of a least-squares
residual norm ‖R(X)‖2, this special structure can be exploited to improve numerical efficiency, like it is done
by the numerically quite robust trust region formulation of the Levenberg-Marquardt algorithm (Moré, 1978).
Here, an X is determined that locally minimizes the least-squares norm, or equivalently ‖R(X)‖22. To see
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A , and analogously with SE . S
−1/2
A is the inverse square root of the positive definite
symmetric matrix SA and is here not computed by using spectral decomposition, but by the numerically fast
and stable Cholesky decomposition. Any real, symmetric, positive definiteN×N matrix SA can be Cholesky
decomposed into the product SA = UTU of the transpose of an upper triangular matrix U and U itself by
using asymptotically N3/3 (Golub and van Loan, 1996, Section 4.2) arithmetical operations, compared to
9N3 arithmetical operations for diagonalization by the symmetric QR algorithm (Golub and van Loan, 1996,
Section 8.3). (UT )−1 =: U−T =: S−1/2A is then an inverse matrix square root of SA in the required sense.
See Appendix IV.A.2 for an efficient computation for matrices SA with a structure as presented in Section IV.3
(p. 107). The difference to the matrix square root, if defined by matrix diagonalization, is just an orthogo-
nal transformation of R(X) that is consequently not observable when minimizing the least-squares norm of
R(X). The inverse square root of SE , when assumed to be a diagonal matrix, is just the matrix SE with its
diagonal entries replaced by their inverse square roots.
The JacobianJ ofR is needed as input to the iterative algorithm (Moré, 1978) and follows fromEq. (IV.A.1)
as
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with the Jacobian K of the forward model F. J(X) is the largest data structure in MSR and determines the
problem size still manageable on a given computer hardware. Sparse matrix formulation of J(X), and thereby
of the entire retrieval algorithm, considerably increases that limit and is discussed in Appendix IV.A.4 (p. 133).
When the best estimate of X is denoted by X̂ (the retrieved solution), theN ×N -dimensional a posteriori






The corresponding correlation matrix Ĉ follows from Eq. (IV.3) (p. 108). The block structures of Ŝ and
Ĉ are inherited from the structure of X̂. The diagonal entries (Ŝ)ii of Ŝ are the variances σ2i of the retrieved
parameters according to the a posteriori probability distribution. 2σi provides a first measure for the retrieval
uncertainty, but a detailed retrieval error analysis should be performed in addition, as will be presented in a
subsequent paper. The off-diagonal entries of Ĉ provide an estimate on how well a retrieved parameter is dis-
entangled from the influences of other parameters. An absolute value close to 1 indicates bad disentanglement.
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Ĉmay be costly to compute and to store, and often, it is sufficient to compute the blocks corresponding to a few
measurements and the related common-parameter-blocks. This already provides a good impression on the dis-
entanglement of common from local parameters, the correlations between parameters associated to different
measurements, between common parameters, and between local parameters belonging to one measurement.
For an efficient computation of the diagonal entries of Ŝ and a few representative off-diagonal entries of Ĉ,
see Appendix IV.A.4 (p. 133). Note that the correct weighting of the common parameters (Appendix IV.A.3
(p. 129)) affects both X̂ and Ŝ.
Violations of the retrieval parameters’ physical domain boundaries are prevented by the logarithmic bar-
rier method (Nocedal and Wright, 1999, Section 17.2), but with slight modifications to match the presented
least-squares-norm formulation. The barrier functionB2 is added to the cost function Fc as a penalty for each
parameter (X)i that approaches one of its domain boundaries (e.g. 0 or 1 for the 1.02 µm-surface-emissivity
of a certain spectrum), where7 B(X) := −µ∑Ni=1 log (ci[(X)i]). B2 is chosen as barrier function instead of
B, to allow better incorporation into the least-squares formulation of Fc by introducing an additional dimen-




ci is continuous, piecewise differentiable, positive when (X)i is inside its domain, and linearly approaches 0
at the boundaries. As an additional modification, to minimize impact of the barrier function, log(ci) shall be
0 outside a certain small boundary region within the domain. To remove the influence of B on the retrieved
result, µ is decreased by a factor of 10 each time a certain number of iterations is completed, until B(X) is
neglectable compared to the original8 Fc(X). When an iteration step would lead a number of parameters to
violate a domain boundary, they are set back into their domain, close (dependent on µ) to the boundary. This
prevents the trust region radius to contract to zero too early and still leads to correct results. The Jacobian ofR
including the barrier dimension follows immediately by differentiation. For µ small enough, Ŝ is unaffected
by B.
IV.A.2 Inverse square root of a priori covariance matrix
This appendix discusses the efficient computation of the inverse square root S−1/2A of the covariance matrix
SA as needed in Appendix IV.A.1. As SA is block diagonal with SC and SL on its diagonal (Section IV.3.5
(p. 116)), the inverse square roots of SC and SL can be computed independently. Even for larger retrieval
problems, SC is of rather low dimension (see example in Appendix IV.A.4 (p. 133)), and it is already efficient
to Cholesky decompose SC =: UTU and to compute S
−1/2
C := U
−T . But SL, for instance for thousands of
measurements and ten retrieval parameters per measurement, is of the order of dimension 10, 000 × 10, 000
and costly to Cholesky decompose. However, the Kronecker product structure of SL (Section IV.3.4 (p. 113))
allows for a computational shortcut. Without loss of generality, retrieval of common parameters is not con-
sidered here, i.e. SA is assumed to only comprise SL to share notation with Section IV.3.4 (p. 113).
According to Golub and van Loan (1996, Section 4.5.5), Cholesky decomposition and Kronecker multipli-
cation commute in the sense that
UTSUS = S := H⊗G = (UTHUH)⊗ (UTGUG) = (UH ⊗UG)T (UH ⊗UG)
with obvious notation. This is due to the relations (A ⊗ B)T = AT ⊗ BT and (A ⊗ B)(C ⊗ D) =
(AC)⊗ (BD) (which also implies (A⊗B)−1 = A−1 ⊗B−1) (Horn and Johnson, 1991, Section 4.2), and
the fact that the Kronecker product of upper triangular matrices is upper triangular, all following immediately
from definition. This can be used to rearrange the computation of S−1/2A as follows.
SA is defined as CA := (Πrn)TCAΠrn (Section IV.3.4 (p. 113)) scaled with respect to the a priori standard
deviations σk of the retrieval parameters (Eq. (IV.3) (p. 108)) with CA from Eq. (IV.15) (p. 115).
As a first step, it can be verified that SA may also be computed by first scaling the hg in Eq. (IV.15) (p. 115)
with the a priori standard deviations, and only then to perform the Kronecker products, form the large block
7Corrected: In the published paper, the sum mistakenly extended from i = 0 toN . Note that, according to the subsequent defini-
tion of the ci, the penalty is zero for a parameter not close to a boundary (this includes parameters where there is no boundary), and
thus, the sum can extend over all N retrieval parameters including the ones not close to a boundary.
8Corrected: In the published paper, the term ’the original’ was mistakenly omitted.
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diagonal matrix, and finally permute. Herefore, observe that
(SA)n(i−1)+k , n(j−1)+l = σkσl (CA)r(k−1)+i , r(l−1)+j , (IV.A.4)
for all measurements i, j ∈ {1, · · · , r} and for all parameters k, l ∈ {1, · · · , n}, corresponding to
Eq. (IV.16) (p. 115) and considering the permutation in the definition of CA.
Let h be the block diagonal matrix with the matrices h1, · · · ,hG on its diagonal and entries hkl. H shall
be the covariance matrix that arises from h, i.e. Hkl = σkσl hkl, and the blocks on the diagonal of the block
matrix H are denoted by H1, · · · ,HG. According to Eqs. (IV.15) (p. 115) and (IV.10) (p. 114), Eq. (IV.A.4)
can then be written as
(SA)n(i−1)+k , n(j−1)+l = σkσl hkl(%g)ij = Hkl(%g)ij ,
where g ∈ {1, · · · , G} depends on the partitioning of h. Hence, SA = (Πrn)TSAΠrn, with
SA :=
H1 ⊗ %1 · · · 0... . . . ...
0 · · · HG ⊗ %G
 . (IV.A.5)
Incidentally, this requires fewer multiplications for the scaling, since h has to be scaled just once (n2 mul-
tiplications), whereas for the scaling of CA, each of the r2 blocks of size n× n has to be scaled.
Next, observe that the block diagonal structure of SA and the uniqueness of Cholesky decomposition en-
sure that the upper triangular Cholesky factor U of SA = U
T
U is block diagonal with the upper triangular






1 · · · 0
... . . .
...
0 · · · UTG

U1 · · · 0... . . . ...
0 · · · UG

Clearly, U is upper triangular. Since Cholesky decomposition and Kronecker multiplication commute, each
Ug can be computed asUg = UHg⊗U%g with obvious notation. Note that theUg are possibly all of different
dimension ngr × ngr.
Consider the permutation (Πrn)T (·)Πrn that maps the index pair
(
r(k − 1) + i , r(l − 1) + j) to(
n(i − 1) + k , n(j − 1) + l). According to the definition of the Kronecker product, each Ug is a block
matrix with blocks of size r× r that are all upper triangular. Thus, U also is an upper triangular block matrix
with blocks of size r×r that are all upper triangular. Hence, the indices of the entries U r(k−1)+i , r(l−1)+j that
are non-zero, satisfy k ≤ l and i ≤ j. This implies n(i−1)+k ≤ n(j−1)+ l, i.e. that (Πrn)TUΠrn is upper











n = SA is a (i.e. the) Cholesky fac-















Note that the transposed inverse of the upper triangular matrix U is lower triangular. Also, as U is upper
triangular, U−T is lower triangular. Due to the block diagonal structure of U, its inverse can simply be
computed by forming the block diagonal matrix with the U−1g as the blocks on its diagonal. Because of










⊗U−T%1 · · · 0... . . . ...
0 · · · U−THG ⊗U−T%G
Πrn. (IV.A.6)
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Thus, direct Cholesky decomposition of SA = UTU and inversion of U can be avoided. Only theG ng×ng-
dimensional matricesHg and theG r×r-dimensional matrices %g need to be Cholesky decomposed and their
upper triangular factors inverted. Permutation and Kronecker multiplication are computationally fast opera-
tions. Compare for large r the number of arithmetic operations for the resource dominating Cholesky decom-





3/3 for the Cholesky decompositions involved in Eq. (IV.A.6).
For r  n,∑Gg=1 n3g/3 can be neglected against Gr3/3, and the speedup is of the order of n3/G, which ex-
ceeds n2 due to G ≤ n. Generically, for ten retrieval parameters per measurement, the speedup exceeds 100.
Incidentally, this framework is also ideally suited for the sparse matrix formulation of MSR, as will be seen in
Appendix IV.A.4 (p. 133).
IV.A.3 Limit for perfect spatial-temporal coupling
In this appendix, the limit of retrieved values for ever stronger spatial or temporal coupling between rmeasure-
ments for c single-spectrum parameters with identic single-spectrum a priori data will be discussed. It will be
shown that computing this limit is equivalent to retrieving c parameters common to these measurements in the
sense of Section IV.2 (p. 105), with a certain relative weighting between common and not-common (’local’,
i.e. spatially-temporally varying) parameters. It suffices to show that in both approaches, the a posteriori
probability distribution (Section IV.2 (p. 105)) yields the same best estimates and uncertainties of the retrieval
parameters. The main purpose of this section is the derivation of the proper relative weighting between the
common and the local parameters in the a priori covariance matrix. From the outset, it is not clear whether
there is a statistical
√
r-like relative weighting factor that reflects the influence of a common parameter on r
spectra.
First, the setting will be defined by considering the permuted parameter space (Eq. (IV.13) (p. 114)). The
corresponding a priori covariance matrix SA can be written as in Eq. (IV.A.5). Parameters with, in the
limit, perfect spatial or temporal coupling (’perfect-coupling-parameters’) must be implemented as separate
from, and without inter-group coupling to parameter groups describable by constant finite spatial or tempo-
ral coupling (’finite-coupling-parameters’), as they obey different spatial-temporal correlation behavior (Sec-
tion IV.3.4 (p. 113)). To allow coupling between themselves, these perfect-coupling-parameters may well be
combined into one single group, since they can be described by identical spatial-temporal correlation behavior.





. Here,SL is the a priori covariancema-
trix for the finite-coupling-parameters (for the permuted parameter space) and can bewritten as in Eq. (IV.A.5).
Because the perfect-coupling-parameters shall all have identic single-spectrum a priori data, their a priori co-
variance matrix can be written SP := HC ⊗ %P , where the r × r matrix %P describes their spatial-temporal
coupling, and HC is their (for all measurements the same!) c× c single-spectrum a priori covariance matrix.
Let the perfect-coupling-group comprise the parameter vector p = Πrcp =
(
p1, · · · ,pc
)
analog to the nota-
tion in Eq. (IV.13) (p. 114) for the permuted parameter space. pk ∈ Rr is for each k ∈ {1, · · · , c} a vector
describing the spatial-temporal distribution of single-spectrum parameter number k, and (pk)i = (pi)k is the
parameter number k of measurement i ∈ {1, · · · , r}.
For easier notation, the limit will be computed by using the unpermuted parameter spaces
(Eq. (IV.12) (p. 114)) separately for the perfect- and for the finite-coupling-parameters, i.e. the permuta-






. This has the advantage of being able to work in the respective unpermuted spaces
while still transparently separating perfect- from finite-coupling-parameters in the a priori covariance matrix.
It does not change results, provided it is kept track of the associations of the entries of the matrix to the entries





and (p1, · · · ,pr,x1, · · · ,xr) are the basic quantities to work
with, where pi ∈ Rc and xi ∈ Rn, and the i-independent (identic single-spectrum a priori data!) a priori
mean value vector for the pi is aP ∈ Rc and that for the xi is a ∈ Rn.
It will now be shown that in the limit of perfect spatial or temporal coupling between the pi that have
identic single-spectrum a priori data, the retrieved values of the pi all coincide, i.e. that p1 is common to
the r measurements. Also, it will follow directly from the a posteriori probability distribution that the proper
relative weighting between the common and the local parameters is exactly 1.
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First, some additional notational conventions shall be fixed. Denote pi − aP =: zi and xi − a =: Zi
with z = (z1, · · · , zr) and Z = (Z1, · · · ,Zr), such that (z,Z) =: W is the partial permutation of the
parameter vector X translated by its a priori mean value vector. The a posteriori probability distribution
Pp(X|Y) = 1N exp
(− 12Fc(X)), compare Eq. (IV.1) (p. 107) with normalization factorN can now be writ-
ten as
−2 log (NP˜p(W|Y)) = WTS−1A W + (Y − F˜(W))TS−1E (Y − F˜(W))
with correspondingly transformed functions marked by tildes. In particular, F˜(W) :=
F
(




f1(p1,x1), · · · , fr(pr,xr)
)
, compare notation in Section IV.2 (p. 105)
not considering xC .
Let the strength of the spatial-temporal coupling of the parameters z be parameterized by ε. In the limit of
ε ↓ 0, it shall continuously approach perfect spatial or temporal coupling (’or’ also allows ’spatial and tempo-
ral’). Of the two blocks on the diagonal of the block diagonal matrix SA, the first block SP (ε) is associated
to the parameters z and depends on ε, and the other block SL is associated to the parameters Z and does not
depend on ε. Clearly, limε↓0 SP (ε) = limε↓0(%P (ε)⊗HC) = 1r×r⊗HC , where 1r×r is the r×rmatrix with
all entries 1. 1r×r is degenerate and thus has no inverse. This is the reason, why the a posteriori probability
distribution for perfect coupling has to be defined by a limit. Note that the normalization factorN depends on
ε. For ε > 0, the inverse of SA is the block diagonal matrix with the inverses of the blocks of SA as its blocks
on the diagonal. The a posteriori probability distribution9 for z, Pz(z, ε) :=
∫
P˜p ((z,Z)|Y) dZ, for finite ε
























(−12zTS−1P (ε)z) dz is the normalization factor for the exponential term in Eq. (IV.A.7)
that is going to be singular in the limit, and N2(ε) is such that
∫
Pz(z, ε) dz = 1. Note that N2(ε) does not
normalize G(z) in general, and that the normalization is split into two factors N1(ε) and N2(ε) in order to
separate singular from regular terms to properly manage the limit functions.
In order to properly define the a priori covariance matrix for the retrieval of common parameters,
limε↓0 Pz(z, ε) has to be evaluated. Since SP (ε) degenerates in the limit, Pz(·, ε) shall be regarded as tem-
pered distribution. See Reed and Simon (1981, Section V.3) for distribution theory. Let test function ϕ
be an element of Schwartz space, the space of rapidly decreasing infinitely differentiable functions. Then
limε↓0
∫
Pz(z, ε)ϕ(z) dz provides the a posteriori probability distribution in the sense of distribution theory.
This term shall now be rearranged in order to compute the limit.
Let ε > 0. The first factor of SP (ε) = %P (ε)⊗HC , the matrix %P (ε), is real symmetric and can thus be
diagonalized by an orthogonal matrix Q(ε) that consists of eigenvectors of %P (ε) (Horn and Johnson, 1990,
Theorem 4.1.5), i.e. %P (ε) = Q(ε)D(ε)QT (ε), where the diagonal matrixD(ε) has the corresponding eigen-
valuesDii(ε) on its diagonal. The eigenvalues are continuous functions of the entries of %P (ε) (Serre, 2010,
Theorem 5.2). Moreover, an algebraically simple eigenvalue is an analytic function of perturbations of the
matrix entries, and so is the corresponding eigenvector (Serre, 2010, Theorem 5.3). For eigenvalues that are
not algebraically simple, the eigenvectors need not be continuous. The eigenvalues of limε↓0 %P (ε) = 1r×r
are r and 0, and r is an algebraically simple eigenvalue with eigenvector (1, · · · , 1)T = 1r. Here, 1r ∈ Rr is




r + d1(ε) 0 · · · 0
0 d2(ε)
. . . ...
... . . . . . . 0
0 · · · 0 dr(ε)
 and Q(ε) =

(1 + q1(ε)) /v(ε)
(1 + q2(ε)) /v(ε)
...
(1 + qr(ε)) /v(ε)
∗
 , (IV.A.9)
9Corrected: In the published paper, P˜p ((z,Z)|Y) in the present line was mistakenly written P˜p (z,Z)|Y).
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where Dii(ε) > 0 for ε > 0 and limε↓0 di(ε) = 0. Furthermore, limε↓0 qi(ε) = 0, and v(ε) normalizes the
first column of Q(ε), whence limε↓0 v(ε) =
√
r. While v and all dj and qi are continuous in ε, the remaining
columns ∗ of Q(ε) need not be continuous functions of ε. However, the absolute values of their entries are
bounded from above by 1, since Q(ε) is orthogonal.
Let
√
D−1(ε) be the diagonal matrix with the entries
(
Dii(ε)
)−1/2 on its diagonal. Then by using the
identity matrix 1c×c of dimension c × c, the substitution ξ :=
[(√
D−1(ε)QT (ε)
) ⊗ 1c×c]z yields for∫



















) · ϕ(ψ(ε, ξ)) dξ, (IV.A.10)





) ⊗ 1c×c]ξ. This is a consequence of the change-of-variables formula∫
ψ(V ) f(z) dz =
∫
V f(ψ(ξ))| det Jψ(ξ)| dξ (Rudin, 1974, Theorems 8.26, 8.28) and due to∣∣ det [(Q(ε)√D(ε) )⊗ 1c×c]∣∣ = ∣∣det (Q(ε)√D(ε) )∣∣c = ( det D(ε))c/2,
which holds because of det (A⊗B) = (det A)n(det B)m for matrices A of dimension m × m and B of
dimension n× n (Graham, 1981, Section 2.3, X) and det Q(ε) = 1.






1 0 · · · 0... ... ...







ξ1, · · · , ξ1
)
= 1r ⊗ ξ1 ∈ Rrc.
To now compute limε↓0
∫
Pz(z, ε)ϕ(z) dz, Lebesgue’s Dominated Convergence Theorem (Rudin, 1974,
Theorem 1.34) shall be applied to evaluate limε↓0 of Eq. (IV.A.10) by interchanging limit and integral. Thereto,
it shall be checked whether the Theorem’s assumptions apply (i.e. whether for the sequence of functions that
point-wise converges to the limit function under the integral, there exists an integrable dominating function).
First, observe that Eq. (IV.A.8) implies that G is bounded, since it can be written as∫
exp (−12ZTS−1L Z)K(z,Z) dZ, with K bounded by 1 and the positive definite S−1L providing an ex-
ponential damping for the integration. Here, K is bounded and continuous, since S−1E is positive definite
and the forward model outcome F is continuous (see Section IV.2 (p. 105)), and therefore also F˜. Further-
more, |G(z) − G(z˜)| ≤ ∫ exp (−12ZTS−1L Z) · 2 dZ, providing an integrable dominating function for the
verification that G is continuous because K is, by applying Lebesgue’s Dominated Convergence Theorem to
|G(z)−G(z˜)|.
Next, the properties ofN1(ε) andN2(ε) as normalizing factors in Eq. (IV.A.7) for small (i.e. Eq. (IV.A.9)
holds) ε ≥ 0 shall be investigated.












(− 12xTAx) dx = (2pi)n/2/√det A for a real symmetric positive definite matrix A of dimen-
sion n× n.
By the same substitution, N2 can be written as
N2(ε) = (2pi)













The arguments that yielded boundedness and continuity of G, carry over to the verification that N2 is in ε
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continuous at ε = 0, because Q(ε)
√
D(ε) and hence ψ(ε, ξ) are. As G is bounded, there exists some fi-
nite K˜ > 0 such that for all ε ≥ 0, K˜ exp (−12ξT [1r×r ⊗H−1C ]ξ) is an integrable dominating function in
ξ for the integrand in Eq. (IV.A.11). Thus Lebesgue’s Dominated Convergence Theorem can be applied to
Eq. (IV.A.11) to obtain N2(0) := limε↓0N2(ε).
N2(0) = (2pi)













asG is continuous and ψ(ε, ξ) converges point-wise to 1r ⊗ ξ1 for ε ↓ 0. For generic Y and positive definite
SL and SE ,G(z) is positive for finite F˜, see Eq. (IV.A.8) (p. 130). But for finite arguments, F˜ should be finite
(Section IV.2 (p. 105)). Hence, for small ε ≥ 0, N2(ε) is some finite positive number.
Lebesgue’s Dominated Convergence Theorem can now be applied to evaluate limε↓0 of Eq. (IV.A.10). As
a test function in Schwartz space, ϕ is continuous and bounded, as is G. N2(ε) is positive for small ε ≥ 0,
finite, and continuous in ε at ε = 0. Thus, for some finite K > 0, K exp
(−12ξT [1r×r ⊗H−1C ]ξ) is an inte-
grable dominating function in ξ for the integrand for small ε ≥ 0, and by applying the theorem, it follows that
limε↓0
∫





































C ξi ∈ R, evaluating the integral over dξ2 · · · dξr and absorbing





















This term can be rewritten by using the c-dimensional δ-distribution
(∫


























This equation shows that the a posteriori probability distribution for z concentrates to the plane 1r ⊗ z1 (all
zi coincide). This means that z1 is spatially or temporally constant, i.e. it is common to the r measurements.
For the whole space (including the Z-dimensions), the induced probability distribution on that plane can be
written 1
N˜
exp (−12 F˜c), with cost function F˜c(z,Z) that reads
zT1 H
−1
C z1 + Z
TS−1L Z +
(




Y− F˜(1r ⊗ z1,Z)
)
. (IV.A.12)
Define the new extended parameter space as the dimensionally reduced parameter space on that plane,
i.e. (1r ⊗ z1,Z) is dimensionally reduced to obtain (z1,Z). Rename the vector of the common param-
eters z1 =: zC and its a priori covariance matrix HC =: SC . Here and in the following, the sub-
script ’C’ is intended to flag quantities that involve common parameters. Revert the translational substi-
tutions with respect to the a priori mean values at the beginning of this section, and denote the vector
of the parameters associated to SL by XL := (x1, · · · ,xr), along with its a priori mean value vector
AL := (a, · · · ,a), such that Z = XL − AL, and similarly with zC =: xC − aC , where aC := aP .
The extended parameter vector shall be denoted by X := (xC ,XL), and its a priori mean value vector by
A := (aC ,AL), leading to the same notation as in Section IV.2 (p. 105). F˜(1r ⊗ z1,Z) can be written as
F
(




f1(xC ,x1), · · · , fr(xC ,xr)
)
and will be denoted by FC(X).
Thus, finally the a posteriori probability distribution can be written 1N exp (−12Fc), with normalization
factor N and cost function Fc(X) that reads










and which has to be minimized by the retrieval. This shows that the relative weighting between the common
and the local parameters is exactly 1, and not some
√
r-like value. Also, it follows that spatially or temporally
perfectly coupled parameters can be treated as common parameters in the sense of Section IV.2 (p. 105), where
SA is a block diagonal matrix with SC and SL as its blocks on the diagonal.
For VIRTIS-M-IR measurements of Venus, some relevant common parameters along with a suitable SC
are discussed in Section IV.4.3 (p. 119).
IV.A.4 Sparse matrix formulation
Most entries of the largest structure in MSR, the Jacobian J (Eq. (IV.A.2) (p. 126)), are zero. This can be ex-
ploited by using sparse matrix storage formats that only store the non-zero entries and their positions (Davis,
2006). The ’coordinate list’ format (COO) requires 16 bytes of storage space for each non-zero entry (4 for in-
teger row index, 4 for integer column index, 8 for value in double precision). The ’compressed column’ format
(CCS) requires about 12 bytes per entry (4 for row index, 8 for value) for matrices with many more non-zero
entries than the number of columns (pointer to where in the value list the columns start, is then neglectable).
A matrix stored in ’dense’ format asM × N array, requires 8 bytes per entry. Matrix creation is convenient
with COO, matrix computations are efficient with CCS. Sparse matrix formulation of MSR saves computer
memory (use sparse matrix storage) and processing time (apply sparse matrix operations), and for VIRTIS
data, it allows to treat retrieval problems that are larger by one order of magnitude.
Sparse matrices can be manipulated by using SuiteSparse, a suite of sparse matrix routines that include
format conversion and QR factorization (Davis, 2011; Davis et al., 2004a,b; Amestoy et al., 2004, 1996; Davis
and Hager, 2005, 2001, 1999, 2009; Chen et al., 2008). SuiteSparse relies on METIS (Karypis and Kumar,
1998).
As an example that is on current standard desktop hardware easily treatable in sparse format, let there be
r = 1, 000 spectra of an effective size of 100 wavelengths each, c = 100 common retrieval parameters (sur-
face emissivities in a surface patch of 10×10 bins) and n = 10 local retrieval parameters per spectrum. Then
J is of size 110, 100 × 10, 100, corresponding to about 109 (dense) entries, and can be compiled as follows,
see Eq. (IV.A.2) (p. 126) and Section IV.3.5 (p. 116).
S
−1/2
C as a small dense matrix (100 × 100 for the example) is created in dense format according to Sec-
tion IV.4.3 (p. 119) and then converted to CCS.
S
−1/2
L (10, 000× 10, 000 for the example) as given by Eq. (IV.A.6) (p. 128) is ideally suited to be directly
created in sparse format. First, the dense Hg (Appendix IV.A.2 (p. 127)) and %g have to be computed (Sec-




This is efficient due to the small sizes of these matrices (ng × ng where
∑G
g=1 ng = n, and r × r). The
Kronecker products U−THg ⊗U−T%g are computed to yield COO matrices. These G sub-matrices are combined
and permuted according to Eq. (IV.A.6) (p. 128) in COO representation and converted to CCS. At no point,
the dense representation of the full matrix is needed. Note that, the sparser the Hg or %g are, the sparser
S
−1/2
L tends to be, but in general the inverse of a sparse matrix needs not to be sparse anymore. The worst







2 for large r and n.
J in CCS format can now be assembled column-wise by combining S−1/2C and S
−1/2
L , and by collecting
the columns of the sparse −S−1/2E K. In the worst case (G = 1, maximal population of all single-spectrum
Jacobians), J is about 3.5% populated in the example above, translating to about 5.2% required storage space
compared to dense format.
The single most expensive matrix operation in MSR is the QR factorization of J as needed in the trust
region algorithm (Moré, 1978). A sparse J = QRPT can be factorized by SuiteSparse into an orthogonal
matrix Q and an upper triangular matrix R (Golub and van Loan, 1996, Section 5.2), (Davis, 2011), where
P is a permutation matrix that can lead to fewer non-zero entries of the sparse R, and Q needs not to be
stored. The actual determination of the Levenberg-Marquardt step (Moré, 1978, Section 3) is performed as
an additional sparse QR factorization.
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Appendix IV.A.1 (p. 126) discusses the interpretation of the covariance matrix Ŝ (Eq. (IV.A.3) (p. 126)) and
the correlation matrix Ĉ at the retrieved result. Only the diagonal and a few off-diagonal entries Ŝij of Ŝ may
be needed, and the corresponding entries of Ĉ follow from Eq. (IV.3) (p. 108). In the last retrieval iteration,
J is evaluated at X̂ to yield Ĵ with sparse QR factorization Ĵ = Q̂R̂P̂T . ĴT Ĵ = P̂R̂T R̂P̂T immediately
(neglecting the structurally empty lines to yield a N ×N matrix from R̂P̂T ) provides a permuted Cholesky
decomposition of Ŝ−1 = ĴT Ĵ which is needed to efficiently invert Ŝ−1. But the inverse of a sparse matrix
needs not to be sparse, and it may not be possible to store all of its entries. To avoid the costly computation of
ĴT Ĵ and its inversion via Cholesky decomposition, note that
Ŝij = 〈ei, Ŝej〉 = 〈ei, P̂R̂−1R̂−T P̂Tej〉 = 〈R̂−T P̂Tei, R̂−T P̂Tej〉 =: 〈zi, zj〉.
with the standard basis vectors ei and Euclidean standard scalar product 〈·, ·〉. zi can be determined by solving
the sparse linear equation R̂T zi = P̂Tei.
IV.A.5 Further notes on implementation
The retrieval of parameters whose impacts on the simulated spectra can be separated, may be arranged into
several stages. Each stage corresponds to a complete run of the retrieval algorithm in order to determine the
best estimate for the corresponding retrieval parameter subset by considering a suitable stage-specific spectral
range. The a priori and error covariance matrices have to be newly constructed for each stage, as has the
covariance matrix at the retrieved result. The retrieved values from earlier stages can either be used as fixed
input values with now known uncertainties, or as initial guesses for a refined determination of parameters
from earlier stages. Such refinements might be necessary, since the adjustment of additional parameters and
the inclusion of different wavelength ranges can cause previously retrieved parameters to become suboptimal.
This partitioning into stages results in Jacobians of smaller dimensions and consequently decreased maximal
computer memory usage, and also processing time that tends to increase faster than linear with problem size.
A tight choice of parameters and wavelength ranges for each retrieval stage can decide the processable size of
the retrieval problem.
In order to take advantage of multi-core computer hardware, the program is parallelized by using the Mes-
sage Passing Interface (MPI) (Gropp et al., 1999) as implemented, for instance in OpenMPI (Gabriel et al.,
2004). As computer memory is a limiting factor for the processable problem size, only one of the parallel
processes has all information needed for the retrieval algorithm, including the a priori covariance matrix and
the Jacobian, and manages and performs the retrieval iterations. The remaining processes act as co-processors
that evaluate their share of the single-spectrum simulations and single-spectrum Jacobians and communicate
them via MPI to the main process.
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Abstract
Venus’ surface emissivity data in the infrared can serve to explore the planet’s geology. The only global data
with high spectral, spatial, and temporal resolution and coverage at present is supplied by nightside emis-
sion measurements acquired by the Visible and InfraRed Thermal Imaging Spectrometer VIRTIS-M-IR (1.0–
5.1 µm) aboard ESA’s Venus Express. A radiative transfer simulation and a retrieval algorithm can be used
to determine surface emissivity in the nightside spectral transparency windows located at 1.02, 1.10, and
1.18 µm. To obtain satisfactory fits to measured spectra, the retrieval pipeline also determines auxiliary pa-
rameters describing cloud properties from a certain spectral range. But spectral information content is limited,
and emissivity is difficult to retrieve due to strong interferences from other parameters.
Based on a selection of representative synthetic VIRTIS-M-IR spectra in the range 1.0–2.3 µm, this paper
investigates emissivity retrieval errors that can be caused by interferences of atmospheric and surface param-
eters, by measurement noise, and by a priori data, and which retrieval pipeline leads to minimal errors.
Retrieval of emissivity from a single spectrum is shown to fail due to extremely large errors, although
the fits to the reference spectra are very good. Neglecting geologic activity, it is suggested to apply a multi-
spectrum retrieval technique to retrieve emissivity relative to an initial value as a parameter that is common
to several measured spectra that cover the same surface bin. Retrieved emissivity maps of targets with lim-
ited extension (a few thousand km) are then additively renormalized to remove spatially large scale deviations
from the true emissivity map that are due to spatially slowly varying interfering parameters. Corresponding
multi-spectrum retrieval errors are estimated by a statistical scaling of the single-spectrum retrieval errors and
are listed for 25 measurement repetitions. For the best of the studied retrieval pipelines, temporally varying
interfering atmospheric parameters (cloud parameters, minor gas abundances) contribute errors in the order
of 3%–10% of the true emissivity, depending on the surface window, the reference spectrum, and assuming
statistical independence of the parameters. Temporally constant interfering parameters that spatially vary on
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a scale of 100 km (surface elevation, interfering emissivities) add 9%–16%. Measurement noise with a stan-
dard deviation of 10−4 W/(m2 sr µm) leads to additional 1%–4%. Reasonable modifications of a priori mean
values have negligible impacts. Retrieved maps are most reliable at 1.02 µm. There is an overall tendency for
better results for cases with small cloud opacity, high surface elevation, high emissivity, and small observa-
tion angle, but this depends on the emissivity window, retrieval pipeline, and measurement repetition number.
Calibration, preprocessing, and simulation errors can lead to additional errors. Based on the presented results,
a subsequent paper will discuss emissivity data retrieval for a selected surface target.
V.1 Introduction
Insight into Venus’ surface geology is currently quite limited. It is mainly based on radar data (e.g. topog-
raphy, slope, reflectivity, emissivity acquired by the Magellan probe, Pettengill et al., 1991), see Ivanov and
Head (2011), ground based infrared observations (Meadows and Crisp, 1996), gravitational data (Smrekar
et al., 2010), as well as on a few in situ measurements (Abdrakhimov and Basilevsky, 2002). Knowledge of
wavelength dependent surface emissivity in the infrared can help to better categorize the surface material,
texture, and weathering. Such data can be used to study the surface geology, and thus to learn more about the
planet’s geologic history, for instance about the global resurfacing event (Basilevsky et al., 1997).
Neglecting geologic activity and assuming thermodynamic equilibrium between surface and bottom of the
atmosphere, surface temperature decreases with increasing surface elevation according to the Venus Interna-
tional Reference Atmosphere VIRA (Seiff et al., 1985). The hot surface (735K at 0 km) emits radiation that
depends on both surface temperature and surface emissivity. Measured upwelling radiation carries information
on surface as well as on emissions from the hot deep atmosphere. But the signals are absorbed and multiply
scattered by atmospheric gases and clouds. This also leads to a partial loss of spatial information according
to an approximate Gaussian blurring with full-width-at-half-maximum (FWHM) in the order of 100 km (Mo-
roz, 2002). Surface emissions in the infrared are far outweighed by scattered sunlight and can thus only be
evaluated on Venus’ nightside. Broad regions of nightside infrared spectra are completely blacked out by the
high-density hot carbon dioxide atmosphere and the thick sulfuric acid clouds. In the infrared, only a few
narrow atmospheric transparency windows between 0.8 and 1.3 µm remain to sound the surface. But mea-
surable top-of-atmosphere radiances are strongly attenuated and distorted by the overlying atmospheric layers
(Pollack et al., 1993; Meadows and Crisp, 1996). Non-LTE O2 emissions (’O2 nightglow’) at 1.27 µm from
an altitude region around 100 km (Piccioni et al., 2009) strongly affect the 1.28 µm radiance peak. Additional
windows between 1.3 and 2.6 µm probe the deep atmosphere.
The only suitable data on a global scale with high spectral, spatial, and temporal resolution and coverage at
present is supplied by Venus nightside emission measurements acquired by the InfraRed Mapping channel of
the Visible and InfraRed Thermal Imaging Spectrometer (VIRTIS-M-IR) aboard ESA’s Venus Express (VEX)
space probe (Drossart et al., 2007; Piccioni et al., 2007; Arnold et al., 2012c). The instrument maps spectrally
resolved (432 spectral bands dividing the range 1.0 – 5.1 µm equidistantly with wavelength) two-dimensional
images of targets on Venus. The carefully calibrated and preprocessed measurements (Cardesin-Moinelo
et al., 2010; Kappel et al., 2012b) provide the data base where surface information shall be extracted from.
Radiances in the 1.28 µm window are not very sensitive against surface emissivity changes. Therefore, and
because the instrument’s limited spectral resolution does not allow to disentangle interfering O2 nightglow
from emissivity responses in this window, surface emissivity cannot be determined there. Only three radiance
peaks between 1.0 and 1.2 µm remain, where surface emissivity can be derived from (1.02, 1.10, 1.18 µm).
Emissivity is not easy to obtain from that data, since spectral information content is comparatively low, and
atmospheric influences strongly interfere with surface information.
The radiative transfer in the atmosphere of Venus can be modeled by suitable algorithms (e.g. Haus and
Arnold, 2010). Such a radiative transfer simulation forward model computes the synthetic radiance spectrum
for a given state of the surface, atmosphere, measuring instrument, and for given optical properties of the gases
and clouds, given observational geometry, and if necessary illuminational geometry and solar spectrum, etc.
Starting from an initial guess, a retrieval algorithm iteratively varies the parameters that shall be retrieved from
a measured spectrum until the corresponding simulation well fits the measurement in the least-squares sense.
The parameter values that yield the best-fit spectrum (’retrieved parameters’) then adequately parameterize the
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measurement and can be regarded as estimations of the corresponding actual states of atmosphere, surface,
and instrument.
However, different parameter combinations may describe the same spectrum equally well. Thus, retrieval
is mathematically an ill-posed problem. A usual way to treat such problems is by Bayesian regularization
(Rodgers, 2000), where the parameters themselves have to fulfill additional conditions. This is achieved by as-
suming that, prior to the knowledge of the measurement outcome, the parameters follow an a priori probability
distribution, a Gaussian with certain mean value vector and standard deviations. Measurement and simulation
errors are assumed to follow a Gaussian with zero mean value vector and certain standard deviations. The
location x̂ of the global maximum of the Bayesian a posteriori probability distribution exp (−Fc(x)/2)/N
of the parameter vector x, given the measured spectrum, is then the state vector that is the most consistent
with the measurement and the a priori and error information. Fc is the retrieval cost function that has to be
minimized to find that global maximum, N is a normalization factor. An iterative algorithm like the trust
region formulation of the Levenberg-Marquardt algorithm (Moré, 1978) can be used to identify local minima
of Fc, but note that the algorithm possibly converges to just a subsidiary minimum, especially in the presence
of measurement noise. The a posteriori covariance matrix (essentially the inverse of the Hessian of Fc/2 at x̂)
can be regarded as a first measure for statistical uncertainties of, and correlations between the retrieved param-
eters. Basically, the incorporation of a priori data decreases the probability to find unreasonable parameter
values. As this regularization considers only independent single spectra, it will be called ’single-spectrum
regularization’. However, as will be shown in the present paper, retrieved emissivities turn out to have very
high uncertainty margins.
But contiguous measurements are not likely to originate from completely unrelated state vectors. For atmo-
spheric parameters, this follows from the inertia of matter and the balancing of thermodynamic disequilibria.
If contiguous measurements are nevertheless treated as independent from each other, then spatial or temporal
continuity in the measurements may not translate to a certain expected continuity in retrieved parameters.
This is due to the existence of different parameters with very similar impacts on the spectra, the ill-posed
nature of the retrieval problem, and the existence of subsidiary minima of the cost function. Therefore, a more
sophisticated retrieval regularization was developed that in addition incorporates a priori spatial-temporal
correlations between state vectors and also allows to retrieve parameters that are common to certain selections
of measurements (Kappel, 2014). This ’multi-spectrum retrieval algorithm’ (MSR) essentially decreases the
probability to find unreasonable spatial-temporal state vector distributions. AlthoughMSR decreases the num-
ber of potential solutions and could be expected to produce larger residuals between measurements and fits,
the residuals in fact decrease on average, which was demonstrated by Kappel et al. (2012c,b) for real spectra,
and by Kappel (2014) for synthetic spectra. This indicates that MSR helps to avoid subsidiary solutions. It
was also shown that parameters with more different a priori correlation lengths or times can be better disen-
tangled. In particular, it was demonstrated that for repeated measurements of a surface target, emissivity can
be reasonably well disentangled from cloud parameters, since emissivity can be regarded as parameter with
infinite correlation time. This is, because it is a parameter that is common to several measurements that cover
the same surface target, when neglecting geologic activity.
It is always important to know the reliability of retrieved results when physical values are determined from
measured data. This is especially true for Venus’ surface emissivity that is difficult and error prone to retrieve
from VIRTIS-M-IR measurements as will be shown. To begin with, the a posteriori covariance matrix en-
codes, how well the surface emissivity could be determined from the utilized measurements, and how well it
could be disentangled from the other retrieved parameters, all within the frame of the utilized forward model
and under prerequisite of the assumptions on a priori data and measurement noise and the choice of the re-
trieval parameters.
But there are errors that are not reflected in the a posteriori covariance matrix. For instance, the latter is
completely local. It does not reflect errors that are caused by finding subsidiary solutions and that are due
to the possibly complicated global dependency of the least-squares residual between measurement and sim-
ulation on the model parameters, especially in the presence of measurement noise. Also, the choice of the
retrieval parameters, of the spectral ranges that shall be utilized in the retrieval, and of the a priori data can
lead to different emissivity retrieval results. Next, there are always atmospheric and surface parameters that
are not sufficiently well known to be accurately set in the simulation of a synthetic spectrum and that cannot
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be derived from the spectrum itself. They are usually set to reasonable values that are compatible with current
knowledge on atmospheric and surface conditions and allow to generate realistic synthetic spectra. But when
the true underlying parameter values deviate from these assumptions, this can lead to emissivity retrieval er-
rors. This work will estimate the impacts of all error sources listed in this paragraph. It will turn out that these
errors can be large compared with the errors encoded in the a posteriori covariance matrix.
Finally, forward model simulation errors can lead to errors in the retrieved emissivities, but this effect is
difficult to estimate, because of the insufficient knowledge of the optical properties in Venus’ hot dense atmo-
sphere and the lack of in situ data to compare with. But when realistic input data are employed, the utilized
forward model is capable to generate synthetic spectra that very well match the measured spectra for very
different kinds of atmospheric and measurement conditions (Haus and Arnold, 2010). Measurement, calibra-
tion, and preprocessing errors and their impacts on retrieved emissivities were already partially discussed by
Kappel et al. (2012b).
Section V.2 of the present paper defines the terminology and the algorithm that allows to determine the
above listed surface emissivity retrieval errors. A number of error measures are defined that are used to mon-
itor the success of the emissivity retrieval. For the case when the multi-spectrum retrieval algorithm MSR
is applied, it is discussed, how multi-spectrum retrieval errors can be roughly estimated by plausibly scaling
single-spectrum retrieval errors. Section V.3 (p. 143) recites the properties of the forward model, discusses
the various forward model parameters involved in this work, and defines several synthetic reference spectra
that are representative for a number of typical key measurement situations. Section V.4 (p. 150) investigates,
which spectral ranges should be utilized in the retrieval procedures and which auxiliary parameters should be
retrieved in order to minimize the emissivity retrieval errors and the noise impacts. It is also explored, how
results depend on the measurement situation. The single-spectrum retrieval errors are scaled to obtain rough
measures for the multi-spectrum retrieval errors. First results have been presented by Kappel et al. (2012a).
V.2 Notation and strategy of retrieval error analysis
V.2.1 Basic terminology
The ’primary state vector’ e ∈ Rp shall comprise the parameters of primary interest, like surface emissivity
(giving rise to the notation e), that shall be retrieved from a measured spectrum y ∈ Rm. The i-th entry of e,
where i ∈ {1, · · · , p}, is denoted as (e)i =: ei, and similarly, the entries of y are the measured radiances yk
at wavelengths λk, where k ∈ {1, · · · ,m}. It may be necessary to retrieve parameters that are not of primary
interest but must be retrieved along with e to obtain useful fits to y at all, like cloud particle abundances. They
shall be called ’auxiliary parameters’ and are compiled into the ’auxiliary state vector’ z ∈ Rq. Together, e
and z comprise the ’state vector’ x := (eT , zT )T ∈ Rp+q. In the following, the concatenation of column
vectors shall be shortly written without the superscript sign for transposition, such that x := (e, z).
Not every relevant parameter can be retrieved from a measured spectrum due to the limited spectral infor-
mation content. For instance, parameters with small or unspecific spectral signatures cannot be determined.
However, they still may affect the spectrum and must be set to certain values to enable the radiative transfer
simulation at all. Deviations of the true from these assumed values can lead to errors in the retrieval of x.
Those parameters shall be called ’external parameters’ and are combined into the ’external parameter vector’
t ∈ Rr. Their impact on the retrieved e is one of the main subjects of this paper.
Finally, there are parameters that are needed for the radiative transfer simulation but whose possible uncer-
tainties are not considered in this paper, like viewing geometry.
The forward model simulation for the parameter combination (x, t) shall be denoted as f(x, t) ∈ Rm and
is the synthetic spectrum that has to be fitted to y by iterative variations of x. The partial derivative of f with
respect to a scalar parameter s is denoted as (J)s := ∂f/∂s ∈ Rm, and the matrix of all first-order partial
derivatives, i.e. the Jacobian, as J ∈ Rm×(p+q+r). It is common to refer to (J)s also as ’Jacobian’.
For a given spectrum, the ’true’ values that actually led to the spectrum, shall be denoted as e with entries
ei, and similarly with z, x, and t. When retrieving x = (e, z) from the spectrum, the best estimate for e, i.e.
the retrieved primary state vector, shall be denoted as ê with entries êi, and similarly with ẑ.
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In order to determine the impact that wrong assumptions on the external parameters t may have on ê,
the true parameter values must be known for a studied spectrum. There are only few in situ data of surface
properties. Also, there are no in situ measurements of the interfering atmospheric parameters at all that are
simultaneous with VIRTIS-M-IR measurements of Venus’ nightside emissions. Thus, only synthetic spectra
can serve as spectra with known true underlying parameters. Therefore, a ’true’ spectrum y is now defined as
the synthetic spectrum y = f(x, t) using a certain parameter set (x, t) (the ’true’ parameters for y).
Now let the primary state vector e comprise surface emissivities ei at wavelengths λi (i ∈ I) that are sen-
sitive to surface emissivity. Focusing on VIRTIS-M-IR measurements, only three surface windows (at 1.02,
1.10, and 1.18 µm) can be used in practice for emissivity retrieval. The set I may thus be written I = {1, 2, 3},
or more suggestively I = {1.02, 1.10, 1.18}, which then leads to the notation e1.02 for the emissivity in the
1.02 µm window, etc. Now vary a single external parameter t. To study the impact of variations of t on the
retrieved êi, a series of w ’wrong’ values tv (v ∈ {1, · · · , w}) is defined. The tv are chosen to cover the
range where t is expected to lie in. Along with z, e is then retrieved from always the same y for each of
the tv, yielding ê(tv). While the êi(tv) are monitored for further evaluation, the auxiliary parameters are not
considered further on. The ranges of the êi(tv) are then measures for the retrieval errors introduced by wrong
assumptions on t. These error measures are determined for the most important external parameters and yield
an estimate of the uncertainty of ê that is due to the uncertainty of these parameters.
The retrieval error analysis procedure is repeated for several different combinations of auxiliary parameters
and spectral ranges utilized for the retrieval (Section V.4 (p. 150)). For each of these retrieval pipelines, the re-
trieval errors are compared, in order to determine an optimal choice for operational retrievals that yields small
retrieval errors. Also, the robustness of retrieved results against modifications of a priori data is checked. For
the best retrieval pipeline, a number of different reference spectra are studied that represent typical measure-
ment situations (Section V.4.6 (p. 156)).
V.2.2 Error measures for single-spectrum retrieval
Now let the true emissivity e be the same for all λi. The retrieved surface emissivities êi(t) may depend on the
external parameter t and on λi. Note that for simplicity, the parameter name is notationally not distinguished
from the value it attains. The corresponding surface emissivity retrieval errors shall be summarized by a few
characteristic values. For this purpose, define the characteristic range CR the external parameter t is expected
to typically (95% probability) vary in.
A first measure RGi (’Global eRror’) for emissivity retrieval errors for each i ∈ I is then the maximum






In addition, define a measure CD for the worst case ’Color Dispersion’ of the retrieved emissivities, i.e.
compute at fixed t the maximum difference between the êi(t), relative to the center of the range of the êi(t),
and find the maximum of that value when t varies over CR.
CD := max
t∈CR
∣∣maxi∈I [êi(t)]−mini∈I [êi(t)]∣∣∣∣maxi∈I [êi(t)] + mini∈I [êi(t)]∣∣/2 (V.2)
In practice, it may be difficult to retrieve the absolute emissivities, and only relative spatial variations may
be accessible. To have a quantitative estimation to describe this situation for simultaneously measured spec-
tra, let the retrieved emissivity at wavelength λi and location A be êi(tA), and analogously for location B.
Both tA and tB may be uncertain, but when B is close to A, then tB may not be very different from tA. The
expected spatial resolution of retrieved surface data is in the order of 100 km (Moroz, 2002), so it is useful
to consider spatially relative surface emissivity retrieval errors that are due to possible variations between tA
and tB , when A and B are separated by not more than 100 km.
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In order to estimate the typical variation between tA and tB on the length scale of 100 km, the correlation
function fd for parameter t is introduced. It describes the statistical correlation between tA and tB in depen-
dence on the Euclidean distance d(A,B) between A and B. It is closely related to the a priori correlation
function that describes statistical correlations of retrieval parameters before knowledge from their measure-
ment is available, see Kappel (2014, Section 3.2.1) for a discussion of the latter in context of a multi-spectrum
retrieval algorithm. A reasonable correlation function fd was given by Gaspari and Cohn (1999, Eq. 4.10)

















3 − 5x+ 4− 23x 1 ≤ x < 2
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(V.3)
Here, x = 0.808768 · d(A,B)/λt. The correlation length λt for parameter t is the distance where the cor-
relation function attains the value e−1. fd is continuous and twice continuously differentiable on R+. It has
derivative 0 at d = 0 and thus reflects inertial properties of atmospheric molecules and the fast balancing of
thermodynamic disequilibria, because observations that are only slightly separated, are modeled to perceive
slowly changing correlations, see discussions by Daley (1991); Gelb (1974); Gaspari and Cohn (1999); Bal-
govind et al. (1983). fd has compact support (it vanishes outside of a closed bounded set) and thus reflects the
effective vanishing of correlations for widely separated A and B, see discussion by Gaspari and Cohn (1999,
Section 4.d) and references therein on forecast error correlations for Earth’s troposphere.


















Figure V.1: Correlation function fd in comparison to a simple exponential correlation function f1d with the same
correlation length, where1n ≈ 0.808768 such that fd(n · 1) = e−1 = f1d (1). fd vanishes for d ≥ 2.47λt. It
has zero derivative at d = 0 and, compared to f1d , it has a stronger relative weighting of the correlation of nearby
measurements (d < λt), which better represents the inertial properties of the physical system.
fd gives rise to a 2 × 2 matrix C with entries Cij := fd(0.808768 · dij/λt), where the dij are the
Euclidean distances that arise for the locations A and B: d(A,A) =: d11 = 0 = d22 := d(B,B),
d21 := d(A,B) =: d12. Since fd is a correlation function, C is positive definite for distinct A and B
(Gaspari and Cohn, 1999). C is also real, symmetric, and all diagonal entries are 1. Hence, it is a correlation
matrix (Anderson, 1958, Theorem 2.3.1)2. It describes the statistical correlation between tA and tB . Let the
probability distributions for tA and tB both be Gaussian with mean value t and standard deviation σt. CR can
thus be set to
CR := [t− 2σt, t+ 2σt]. (V.4)
Then the corresponding joint probability distribution for tA and tB is p(tA, tB) = 1NF exp (−12vTS−1v)
with normalization factor NF . Here, S := σ2tC is the covariance matrix that arises from the corre-
lation matrix C and the standard deviation σt, and v := (tA − t, tB − t)T . Hence, p(tA, tB) =
1
NF exp (−[(tA − t)2 + (tB − t)2 − 2C12(tA − t)(tB − t)]/[2σ2t (1− C212)]). Then the (conditional) prob-
ability distribution for tB for given fixed tA is a Gaussian with maximum3 1NF exp
(− (tA − t)2/(2σ2t )) 1NF2 ,
which is located at tB = t+C12(tA− t), the corresponding mean value. The corresponding double standard
1Corrected: In the published paper, this last clause did not appear. Moreover, the vertical axis of the diagram was just labeled
fd(0.808768 d/λt), thereby omitting the labeling of f1d . Also compare Fig. IV.1 (p. 111).
2Note: This theorem refers to covariance matrices, but see Section IV.3.1 (p. 108) for the relation between correlation and covari-
ance matrices.
3Corrected: In the published paper, the factor 1
NF2
arising from the normalization of the conditional probability distribution for
tB was mistakenly omitted, but this does not affect the subsequent discussion.
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deviation is 2σt
√
1− C212. Thus, for given tA, the probability is 95% to find tB in interval
ItA := t+ C12(tA − t) +
√
1− C212 · [−2σt,+2σt]. (V.5)













i.e. the maximum of the ratio is computed for t in a sliding interval ItA ∩ CR around a tA that varies in
CR. The factor 1/2 is needed, because it is assumed that retrieved emissivities at both locations A and B are
affected by errors, and without this factor, RL would indicate the error at B relative to that at A. For strong
correlations C12 close to 1, the interval ItA can be approximated by ItA = tA +
√
1− C212 · [−2σt,+2σt].




half the maximum relative difference of êi(t) to its value at the center of the interval is wanted. For the
computation of RLi, it is thus sufficient for parameters with C12 close to 1 to only state It instead of
ItA = tA + [−It, It] in the following. On the other hand, when C12  1, then ItA can be approximated
by CR (Eq. (V.4)). In this case, RLi is just the half of the maximal relative difference between any two
êi(t) that is possible over the interval CR. This information may be encoded by again using the approximate
interval ItA = tA + [−It, It] but now setting It := 4σt.
To computeRGi, CD, andRLi, the expected mean value t, double standard deviation 2σt, and correlation
length λt are given in Section V.3 (p. 143) for each external parameter t. The ideal case would be RGi = 0
for all i, which would imply CD = 0 and RLi = 0 for all i. Note that RLi = 0 or CD = 0 do not imply
RGi = 0.
Random measurement errors destroy some of the spectrum’s information content and can lead to a more
complicated shape of the graph of the retrieval cost function and thus to an increased number of subsidiary
minima and therefore wrong potential retrieval results. To estimate the impact on retrieved emissivities, the
retrieval of the ei(t) at fixed t is repeated N times, where each time a different noise n (n ∈ {1, · · · , N})
is added to y, yielding ’noisy true spectra’ or ’synthetic measurements’ yn := y + n. Only a simple noise
model shall be used here, Gaussian noise with zero mean value and a certain wavelength independent standard
deviation σ. This way, also the numerical repeatability of the retrieval under slightly altered conditions can be
studied. Denoting the emissivity retrieved at wavelength λi and at fixed external parameter t from spectrum
yn by êin(t), then ei(t) shall be the mean value of the êin(t) over all N noise repetitions and σNi(t) the
corresponding standard deviation. The corresponding error measures are denoted by RGi, CD, and RLi and
are computed according to Eqs. (V.1) (p. 139), (V.2) (p. 139), and (V.6), but with êi(t) replaced by ei(t).
When the numberN of noise repetitions is large, ei(t) is expected to be very similar to the noiseless result
êi(t). Differences are due to both remaining statistical fluctuations and subsidiary solutions. To minimize the
impact of statistical fluctuations onRGi, CD, andRLi, the numberN must be set to a reasonably high value.
Note that fluctuation impacts scale with 1/
√
N . But to make computational resources easier to handle, the
similarity of ei(t) and êi(t) shall be verified with N := 100 for only one typical synthetic measurement. In
the remaining cases, just the noiseless RGi, CD, and RLi shall be determined (Section V.4.6 (p. 156)).
It will turn out that the double standard deviations 2σNi(t) of the retrieved emissivities for the N noise
repetitions vary only slightly with the value t (see for instance Fig. V.5 (p. 154)). They are also quite indepen-
dent from the choice of which external parameter is studied. For each of the wavelengths λi, the median 2σi
over all those double standard deviations is computed. For better comparison to the error measures, the 2σi
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As a measureQF for monitoring the quality of the fits, define the (unitless) relative deviation of the fit fn(t)
from the synthetic measurement yn as the Euclidean norm (denoted by ‖ · ‖2) of their difference, divided by
the Euclidean norm of the synthetic measurement,QFn(t) := ‖yn−fn(t)‖2/‖yn‖2. A good fit can be char-
acterized by a small QF in the order of ‖n‖2/‖yn‖2. For y ∈ Rm, this can be approximated by the value
QF0 := σ
√
m/‖y‖2, because the standard deviation σ of the synthetic measurement noise with zero mean





k=1[(n)k − µ]2 = 1√m‖n‖2. When QF exceeds a certain threshold
value, signalizing a failed retrieval run due to a bad fit, the retrieved emissivities will not be taken into account
for the error evaluation, and the maximal valid interval for the external parameter is stated. The threshold
value is set to 3%, which exceeds QF0 for the reference spectrum with the smallest ‖y‖2 (0.137W/(m2 sr
µm) for scenario 2 from Section V.3.8 (p. 150), σ=10−4 W/(m2 sr µm), m = 129 for the range 1.0–2.3 µm
excluding the 1.28 µm peak, see Section V.3.1 (p. 145)) by half an order of magnitude as safety margin. For
real measurements,QF is always monitored and rarely exceeds 6%, and it is typically between 3%–5%. These
values even include all measurement and simulation errors, which are not investigated in the present study.
There are three kinds of external parameters that will be studied here. The first kind can vary spatially and
temporally and is denoted by ’Atm’ as it comprises only atmospheric parameters. The second kind can vary
only spatially (’Spa’), and the third kind varies neither spatially nor temporally and is denoted by ’Cnt’, since
it comprises only so-called ’continuum’ parameters, see Section V.3.6 (p. 148). Note that Table V.1 (p. 144)
indicates the kinds of all external parameters discussed in Section V.3. Sums of error measures over differ-
ent external parameters are most useful when these parameters are of the same kind. Assuming the spatially
and temporally varying external parameters to vary statistically independently of each other, the global error
measures of those parameters can be summarized for each i by a single value 〈RGi〉Atm. 〈RGi〉Atm is the
square root of the sum of the squares of those global error measures at wavelength i over the parameters of
the first kind (Atm), i.e. these error measures are quadratically added. 〈CD〉Atm and 〈RLi〉Atm are defined
analogously. Together, they are denoted as 〈Atm〉. The summarized values for the parameter kinds Spa and
Cnt are similarly defined. All together, 〈Atm〉, 〈Spa〉, and 〈Cnt〉 are called the ’summarized error measures’.
V.2.3 Scaling properties of error measures for multi-spectrum retrieval
It will turn out (Section V.4 (p. 150)) that retrieval errors can be very large when emissivity is retrieved from
just one single spectrum. The multi-spectrum retrieval algorithm (MSR) developed by Kappel (2014) allows
to retrieve the emissivity of a surface bin as a parameter that is common toNr measurements that all cover that
bin. This approach assumes that geologic activity as observable by VIRTIS-M-IR is negligible, and indeed,
corresponding hints on its presence have not been found in the data so far (Müller et al., 2012a). In this sense,
emissivity itself has the character of a Spa parameter. Emissivities retrieved with MSR are more reliable.
In part, this is due to the fact that for a high measurement repetition number Nr, the impact of fluctuations
around the long-term average of anAtm parameter at that surface bin should average out with 1/
√
Nr. While
a multi- is more complex than a single-spectrum retrieval error analysis, a scaling by this statistical factor
yields a rough measure for the order of magnitude of all averaged-out single-spectrum Atm error measures
RGi and CD, including the corresponding ’summarized’ error measures. Note that this scaling approach
is based on the assumption that the mean values of the external parameters at that surface bin coincide with
the ’true’ parameter values discussed in Section V.3. Deviations from this assumption will lead to retrieval
errors that may systematically differ from the statistically scaled errors, but these differences can be largely
removed as will be discussed in the following paragraphs. A scaling of relative errors in dependence on the
repetition number is not considered here. Relative errors were only defined for simultaneous measurements in
order to simplify their definitions by only considering correlation lengths and not correlation times. The noise
measures Ni (Eq. (V.8)) should scale with 1/
√
Nr as well. In contrast, errors for Spa and Cnt parameters
will not average out, since they do not statistically vary with time.
Cnt parameters, the largest sources of error, are fixed for all measurements and should mostly lead to er-
rors that affect retrieved emissivities in the same way. When the ambition to retrieve absolute emissivities
is dropped and only spatial emissivity variations shall be studied, one can set an initial emissivity value (e.g.
0.65) and determine compatibleCnt parameters by retrieving them with MSR as parameters that are common
to as many and as diverse as possible measurements. For the actual target area, an emissivity map relative
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to the initial value can then be retrieved with MSR by using these pre-determined Cnt parameters. The Cnt
error measures are then assumed to be negligible.
But even then, there may remain spatially large scale deviations of the retrieved from the true emissivity
map. This is due to spatially slowly (on a scale of thousands of km) varying systematic interferences from
other than Cnt parameters. These deviations can be removed as follows. Averages of Atm parameters over
time are not expected to show distinct spatial features on scales below 10 ° in latitude direction and a few hours
in local time direction, respectively (when sufficiently far away from the poles or the terminators), compare
Haus et al. (2013, 2014) for cloud parameters. For a surface target not exceeding such dimensions and where
only the spatial emissivity fine structure is of interest, the relative emissivity map can be additively ’renormal-
ized’ by a constant value, such that the map’s new median corresponds to the initial emissivity. The above
mentioned systematic differences from the statistically scaled retrieval errors for the cases where the actual
mean values of the Atm parameters deviate from the assumed values can be largely removed this way. The
corresponding summarizedAtm error measures can then be scaled with 1/
√
Nr (except for the relative errors)
and are denoted by s〈Atm〉. The scaled noise measures are similarly denoted by sNi := Ni/
√
Nr. Errors
due to uncertainties of spatially slowly varying Spa parameters (deep atmospheric temperature field, Sec-
tion V.3.3 (p. 146)) are spatially slowly varying and are denoted by s〈Spa〉S , even though they are not scaled.
For a renormalized relative emissivity map of a target of the mentioned dimensions, they can be neglected as
spatially almost constant emissivity offsets that have been removed by the renormalization.
There are Spa parameters that are spatially fast varying (on a scale of 100 km), for instance surface eleva-
tion (Section V.3.7 (p. 149)). Also, Section V.4.5 (p. 153) investigates a retrieval pipeline where emissivity
directly interferes with the auxiliary parameters, because the latter are retrieved from a spectral range that
includes the surface windows. For a given surface window, the emissivities from the other windows are then
external parameters for the emissivity in the given window and will lead to additional Spa errors. In prac-
tice, however, clouds have a priori correlation lengths (500 km, see Section V.3.5 (p. 147)) and times (a few
hours) different from those for emissivity (50 km, ∞ h, see Section V.3.2 (p. 145)). As has been shown by
Kappel (2014), incorporation of a priori correlation lengths and times improves disentanglement of retrieval
parameters, especially when they have very different a priori correlation lengths or times. The impact of the
better disentanglement of clouds and emissivities on the Spa errors may be roughly estimated by scaling the
external emissivity errors with the statistical factor 1/
√
Nr. This can be motivated by the consideration that
more repetitions should result in lesser impacts of interfering external emissivities, since clouds vary in time
but the interfering emissivities do not. Even the relative Spa errors caused by interfering emissivities can be
scaled in the same way, because their a priori correlation time is infinite. Note that such a scaling does not
apply to surface elevation, because this is not a retrieval parameter. Scaled errors due to spatially fast vary-
ing parameters are summarized by quadratically adding the scaled external emissivity contributions and the
(unscaled) contributions from other spatially fast varying Spa parameters. This ’spatial fine structure’ part is
denoted by s〈Spa〉F . Note that it is not sufficient to renormalize an emissivity map that is not retrieved relative
to an initial emissivity. In this case, the retrieved map can easily become saturated by approaching one of the
emissivity bounds 0 or 1, and renormalization yields only a featureless map. A subsequent paper will exem-
plarily show that a renormalized relative emissivity map retrieved from actual measurements is reasonably
independent of the Cnt parameters, the initial emissivity, and spatially and temporally constant modifications
to Atm parameters.
This work studies retrieval errors only. Calibration and preprocessing errors (see Kappel et al., 2012b) of
the measured spectra as well as simulation errors and unconsidered external parameters can lead to additional
errors for the retrieved emissivities.
V.3 Parameters and reference spectra
Section V.3.1 (p. 145) recites some aspects of the radiative transfer forward model. Then, forward model pa-
rameters are discussed that may affect quantitative results of emissivity retrieval from VIRTIS-M-IR spectra
of Venus’ nightside emissions. For a certain ’default reference spectrum’, the ’true’ model parameter values
are given. Also, for each discussed parameter, the range CR (see Eq. (V.4) (p. 140)) is specified over which it
is expected to vary. These values are given in form of the expected mean value t and double standard deviation
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2σt. Also, the interval length It (Eq. (V.7) (p. 141)) is given, based on a reasonable correlation length λt. The
stated information that is discussed in Sections V.3.2 to V.3.7 (p. 149) and needed in Section V.4 (p. 150) is
summarized in Table V.1. For the noiseless default reference spectrum, Fig. V.2 displays radiance and Jaco-
bians with respect to the discussed parameters in the range 1.0–2.3 µm. Section V.3.8 (p. 150) introduces a
number of additional synthetic reference spectra that cover several important measurement situations.


















Radiance  + 0.0
m1         + 0.4
m2         + 0.4
m2’        + 0.4
m3         + 0.4
∆T0   x 50    + 0.45
∆T25 x 50    + 0.45
∆h      x  5    + 0.45
∆t1 x 1000 + 0.65
∆t2’ x 500  + 0.65
∆t3  x 200  + 0.65
∆B  x   20  + 0.65
∆t2 x 1000 + 0.65
ei x 5         + 0.65
- ci         x 10 + 0.15
- HCl     x   5 + 0.15
  H2O             + 0.15
  H2SO4 x 50 + 0.15
Figure V.2: (From bottom to top) Offset +0.0: synthetic radiance spectrum in units of R:=W/(m2 sr µm). Various
positive offsets: Jacobians with respect to: H2SO4 concentration of cloud droplets (’H2SO4’, unit R/100%), H2O
and HCl column factors (units R), continuum factor in window i (’ci’, between 2.1 and 2.5 µm scaled by factor of
10 relative to remaining range for better representation, unit R · 1029 cm−2), cloud mode i column factor (’mi’,
unit R), variation of surface elevation (’∆h’, unit R/km), variation of temperature profile near 0 and 25 km, resp.
(’∆T25’, ’∆T0’, unit R/K), cloud altitude profile modifications (’∆B’, ’∆ti’, units R/km), and surface emissivity
in window i (’ei’, unit R), compare Table V.1. The notation ’ × 50’ etc. in the legends indicates by which factor, if
any, a Jacobian was scaled for better representation.
t Description tt 2σt It
mi Cloud mode i column factor 1.0 0.5 0.14
∆t1 Var. of mode 1 top alt. 0 km 3 km 0.85 km
∆t2′ Var. of mode 2’ top alt. 0 km 3 km 0.85 km
∆t3 Var. of mode 3 top alt. 0 km 3 km 0.85 km
∆B Var. of modes 1+2’+3 base alt. 0 km 3 km 0.11 km
∆t2 Translation of mode 2 profile 0 km 3 km 0.85 km
H2SO4 H2SO4 conc. of cloud droplets 80.0% 7.5% 2.1%
H2O H2O column factor 1.0 0.25 0.018
HCl HCl column factor 1.0 0.25 0.018
∆h Variation of surface elevation 0 km 0.2 km 0.4 km
ei Surface emissivity, window i 0.65 0.15 0.3
∆T0 Var. of temp. profile near 0 km 0K 3K 0.11K
∆T25 Var. of temp. profile near 25 km 0K 3K 0.11K
ci Continuum factor, window i 1.0 0.25 0
Table V.1: Summary of discussed external parameters t. Listed are each parameter’s expected mean value tt,
double standard deviation 2σt, and half length of the sliding interval It for the determination of relative error mea-
sures, see Section V.2 (p. 138). The three kinds of parameters are grouped by the horizontal lines. The first group
comprises Atm parameters, the second Spa, and the third Cnt parameters. Abbreviations: Var. - Variation, alt. -
altitude, conc. - concentration, temp. - temperature.
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V.3.1 Forward model
In order to numerically simulate observable nightside radiances, a plane-parallel, LTE, line-by-line radiative
transfer forward model is utilized that takes into account thermal emissions by surface and atmosphere, and
absorption and multiple scattering by gases and clouds. It is similar to the forward model described by Haus
and Arnold (2010) with updates by Haus et al. (2013) and was also used by Kappel (2014), where the following
summary is based on.
Temperature altitude profiles are taken from the Venus International Reference Atmosphere (VIRA, Seiff et
al., 1985) but are optionally modified according to Section V.3.3. Surface temperature is set to the atmospheric
temperature at the respective surface elevation. Pressure altitude profiles follow from hydrostaticity and the
ideal gas law with VIRA pressure at surface elevation as initial value. CO2 volume mixing ratio is 96.5%.
Considered minor gaseous constituents are H2O, CO, SO2, OCS, HCl, and HF. HDO is treated such that for the
default reference model, the D/H ratio corresponds to 150 times the corresponding ratio for Earth, compare
with literature values of 95±15 at 74 km (Krasnopolsky et al., 2013); 120±40 below the clouds (de Bergh
et al., 1991); 157±15 at 72 km (Bjoraker et al., 1992). A HDO/H2O ratio of 240±25 between 70 and 95 km
was reported by Fedorova et al. (2008). Altitude profiles of volume mixing ratios of minor gases are given
by Haus and Arnold (2010) and are based on the profiles described by Pollack et al. (1993). Monochromatic
absorption cross-sections of gases due to allowed molecular transitions are computed from the spectral line
databases CDSD (CO2, 0.4–0.9 µm and 1.25–1.33 µm, Tashkun et al., 2003), HITEMP (CO2, Pollack et al.,
1993, CO, H2O isotopologues 161, 181, 171, Rothman et al., 1995), and HITRAN08 (H2O isotopologues 162,
182, 172, SO2, OCS, HCl, HF, Rothman et al., 2009) by using spectral line shapes listed by Haus and Arnold
(2010). To be in line with Haus and Arnold (2010), the more recent HITEMP2010 (Rothman et al., 2010)
is not yet considered here. Molecular Rayleigh scattering is treated according to Hansen and Travis (1974).
Spatially and temporally varying non-LTE O2 emissions (’O2 nightglow’) at 1.27 µm from an altitude region
around 100 km (Piccioni et al., 2009) contaminate the 1.28 µm window (1.225–1.295 µm). For retrievals, this
windowwill thus be blacked out, and O2 nightglow need not be considered. The clouds are modeled according
to Haus et al. (2013). As they form a complex source of emissivity retrieval errors, details are presented in
Section V.3.5 (p. 147). Wavelength dependent scattering and absorption properties of the clouds are computed
according to Mie theory (Wiscombe, 1980).
Resembling an argumentation by Kappel (2014) for a similar situation, from the total VIRTIS-M-IR spec-
tral range (1.0–5.1 µm), only 1.0–2.3 µm shall be utilized for this study. Venus’ nightside emissions in this
range mainly originate from altitudes below 40 km (Haus and Arnold, 2010, Fig. 4), where temperature is
quite stable with time, and they are thus nearly unaffected by the strong mesospheric temperature variations
above 58 km that were observed by Haus et al. (2013, 2014); Tellmann et al. (2009). Also, details of the cloud
altitude distribution have a minimal impact here, since the main cloud deck (≥48 km, Marov et al., 1980)
resides above the line forming altitude region. In contrast, spectral signatures longward of 3 µm are strongly
influenced by variations of temperature and cloud altitude distributions above 48 km. The range 2.3–2.6 µm
is excluded in contrast to Kappel (2014), since the number of interfering parameters shall be kept as low as
possible for this study, and in the VIRTIS-M-IR spectral range, most minor gases are active only there (Haus
and Arnold, 2010, Fig. 19). Nightside radiances in the range 2.6–3 µm are too small to be useful (Haus and
Arnold, 2010, Fig. 2). Note that calibration refinements and preprocessing for VIRTIS-M-IR data as performed
by Kappel et al. (2012b) had mainly concentrated on the interval 1.0–2.6 µm.
To be in line with the typical characteristics of VIRTIS-M-IR, the full-width-at-half-maximum (FWHM)
of the instrumental response function is set to 17 nm, spectral sampling to 9.49 nm, first spectral band is at
1.02 µm, corresponding tom = 129 wavelength bands for the range 1.0–2.3 µm excluding the 1.28 µm peak.
For the default reference spectrum, the observation angle is set to zero (nadir-looking).
V.3.2 Surface emissivity
The Jacobians in Fig. V.2 illustrate that in the considered spectral range, spectral surface emissivity is observ-
able in three peaks (1.02, 1.10, and 1.18 µm), which shall be called ’surface window peaks’. The 1.28 µm peak
is also slightly affected by surface emissivity but is blacked out here. This gives rise to three parameters of pri-
mary interest, e =: (e1.02, e1.10, e1.18). They parameterize the spectral emissivity such that it is constant over
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the ranges of the respective windows (1.02–1.055 µm, 1.055–1.125 µm, 1.125–1.225 µm, comprising about
four, eight, and ten spectral bands, respectively). Knowledge of all three emissivities can suffice to discrimi-
nate between a number of potential surface materials and grain sizes (Haus and Arnold, 2010). Emissivities
must lie in the interval [0, 1], and default reference values are all set to 0.65.
In Section V.4.5 (p. 153), emissivities themselves are partially treated as external parameters. For this pur-
pose, it is assumed that for most surface bins, the three corresponding emissivities should not differ much
among each other, and the expected double standard deviations are set to 2σei = 0.15. With the expected
mean values tei = 0.65, the CR follow as [0.5, 0.8], corresponding to a variation of 23%. Neglecting geo-
logic activity, emissivities have the character of a Spa parameter (and thus have infinite correlation times),
and the a priori correlation lengths can be set to 50 km (half FWHM of the surface data blurring). According
to Eq. (V.3) (p. 140), the correlation coefficient at 100 km footprint separation follows asC12 = 0.0059. Thus,
the approximation of ItA (Eq. (V.5) (p. 141)) for the case C12  1 can be applied, and Iei can be set to 0.3,
see paragraph subsequent to Eq. (V.7) (p. 141). Recall that the stated information is summarized in Table V.1
(p. 144).
V.3.3 Deep atmospheric temperature field
A potential source of emissivity retrieval errors is the deep atmospheric temperature field. Below 32 km, it
is usually considered to be independent of latitude as described by VIRA. In that range, remote sensing has
not yet been performed, and in situ measurements were mainly restricted to low latitudes up to about 30 °.
But altitudinal or latitudinal deviations from VIRA may occur there, and in fact are suggested by a General
Circulation Model (Lebonnois et al., 2010a, GCM, personal communication). However, in situmeasurements
and the GCM suggest that the deep atmospheric temperature field is quite constant in time and local time, a
consequence of high thermal inertia and thermodynamic stable layering.
Only the equatorial VIRA profile shall be considered here as default reference, and modifications to the
VIRA deep atmospheric temperature altitude profile below 50 km are parameterized by the two external pa-
rameters t∆T0 and t∆T25, see Fig. V.3. t∆T0 leads to a quadratic offset to VIRA that is zero and has zero
















t∆T0 =  ± 50 K
t∆T25 =  ± 50 K
Figure V.3: Modified deep atmospheric temperature altitude profiles for values of t∆T0 and t∆T25 that are set to
exaggerated values for better representation.
derivative at 25 km and is t∆T0 at 0 km, regardless of the actual surface elevation. t∆T25 leads to a quadratic
offset that is zero at 0 and at 50 km and is t∆T25 at 25 km. These crude modifications allow to change the
temperature in the bulk of the deep atmosphere, and temperature and temperature lapse rate near the surface.
t∆T0 and t∆T25 are assumed to have expected mean values t∆T0 = 0 K = t∆T25. Due to the extremely high
atmospheric thermal inertia close to the surface, expected double standard deviations are conceivable to be
in the order of 2σ∆T0 = 3 K = 2σ∆T25 and correlation lengths in the order of λ∆T0 = 4000 km = λ∆T25,
compare also tropospheric VIRA data above 32 km. The stated mean values correspond to the default refer-
ence VIRA temperatures 735.3, 539.2, and 337.0K at 0, 25, and 50 km, respectively. The stated correlation
length corresponds to about 38 ° latitude difference at the surface and translates to a correlation coefficient
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C12 = 0.99932 at 100 km footprint separation. Thus, the approximation of ItA (Eq. (V.5) (p. 141)) for the
case C12 close to 1 can be applied, and it follows that I∆T0 = 0.11 K = I∆T25 (Eq. (V.7) (p. 141)).
V.3.4 Minor gases
The only minor gases that provide significant opacity in the studied spectral range (1.0–2.3 µm excluding the
1.28 µm peak) are H2O (including HDO) and HCl (Haus and Arnold, 2010, Fig. 19). CO influence at the
interval boundary (2.28–2.3 µm) is neglected here. Both H2O and HCl affect the peak at 1.74 µm, and H2O
is in addition observable between 1.10 and 1.20 µm (Fig. V.2 (p. 144)). The profiles from Haus and Arnold
(2010, Fig. 6) are used as default reference altitude profiles, but the H2O column is here scaled such that
the concentration at the surface is 25 instead of 32.5 ppmv. The probed altitude regions are located below
25 km (1.10–1.20 µm) and between 20 and 30 km (1.74 µm). H2O (excluding HDO) and HCl variations shall
be parameterized by just total column factors tH2O and tHCl with respect to their default reference altitude
profiles that consequently correspond to factors of tH2O = 1.0 = tHCl, translating to 25 or 0.5 ppmv at 25 km,
respectively. Recent studies showed that H2O concentration in the deep atmosphere amounts to a value of
30 ppmv (Bézard et al., 2011), corresponding to tH2O = 1.2. This study considers tH2O and tHCl as external
parameters with expected mean values tH2O = 1.0 = tHCl. Expected double standard deviations are set to
2σH2O = 0.25 = 2σHCl and correlation lengths to λH2O = 2000 km = λHCl. This can be estimated by
observing the spatial variation in the results by Tsang et al. (2009) (for CO) and Haus et al. (2015a) (for CO
and H2O) and is here carried over to other minor gases as first estimate, with the atmospheric convection and
its spatial scales as motivation. This leads to C12 = 0.9973 (Eq. (V.3) (p. 140)) and to IH2O = 0.018 = IHCl
(Eq. (V.7) (p. 141)).
V.3.5 Clouds
The clouds of Venus are usually assumed to comprise fourmodes (1, 2, 2’, and 3). Here, themodes aremodeled
according to Haus et al. (2013). Each mode consists of spherical droplets of 75% sulfuric acid. Refractive in-
dices are taken from Palmer andWilliams (1975) with supplements from Carlson and Anderson (2011). Cloud
particle radii are log-normally distributed with modal radii of 0.3, 1.0, 1.4, 3.65 µm and unitless dispersions
of 1.56, 1.29, 1.23, 1.28 for the four modes, respectively (Pollack et al., 1993). Default reference profiles of




(− (h− ht)/st) h > ht
N0 hb ≤ h ≤ ht
N0 exp
(− (hb − h)/sb) h < hb . (V.9)
Mode-specific values are listed in Table V.2. N(h) is set to zero above 85 km. Actual cloud modal abundances
Cloud mode 1 2 2’ 3
Top of peak density, ht in km 65 66 60 57
Base of peak density, hb in km 49 65 49 49
Upper scale height, st in km 5 3.5 1 1
Lower scale height, sb in km 1 3 0.1 0.5
PND at hb, N0 in cm−3 181 100 50 14
Table V.2: Cloud parameters for default reference model as given by Eq. (V.9). PND is the particle number density.
are defined by cloud mode factorsm1,m2,m2′ , andm3 that scale the number densities of the default reference
altitude profiles that consequently correspond to cloud mode factors of mi = 1.0. Some of the mi will be
parameterized through auxiliary parameters zmi, while the remaining will be treated as external parameters
tmi. Variations of hb, ht, sb, or st for cloud mode i rescales N0 for mode i such that the total number of
mode i particles remains constant. This is done in order to disentangle variations of altitude distribution and
variations of particle abundance.
148 Chapter V. Retrieval error analysis
The influences of variations of the mode-common H2SO4 concentration tH2SO4 of the cloud droplets and
of the mode-specific cloud mode factorsmi on surface emissivity retrieval results are investigated in this work.
There are studies like that by Barstow et al. (2012) that use or derive values of tH2SO4 of locally up to 95%,
which is much higher than the default reference value 75% and values used by other authors. However, the
expected mean value tH2SO4 is set to 80% and double standard deviation to 2σH2SO4 = 7.5%. The mi may
vary strongly, but no detailed knowledge for all modes is available. Expected mean values are all set to 1.0 and
double standard deviations to 0.5. Also, some crucial altitude profile variations are studied as external parame-
ters. For physical reasons, deviations of the hb for modes 1, 2’, and 3 from their default reference value 49 km
are treated as a joint parameter t∆B , since below that altitude, the temperature and pressure conditions are
thought to force cloud particle numbers to sharply decrease except for possible haze (see in situ data described
by Knollenberg and Hunten, 1980, and Marov et al., 1980). The sole considered mode 2 profile variation
is modeled to be just a vertical translation by the value t∆t2. This is sufficient, because mode 2 particles are
located well above the line forming altitude region (surface to 40 km) in the considered spectral range. Finally,
ht variations for modes 1, 2’, and 3 are studied individually. Deviations from their default reference values
are denoted by t∆t1, t∆t2′ , and t∆t3, respectively. t∆B and the t∆ti are all assumed to have expected mean
values 0 km and double standard deviations 3 km, compare Barstow et al. (2012); Haus et al. (2013, 2014);
Ignatiev et al. (2009) to get an impression of expectable variations of nightside cloud bases, tops, and dayside
cloud tops, respectively. Any scale height variations are not considered, as they are of minor importance in
the utilized spectral range, compared to hb and ht variations.
The expected correlation length for the total cloud opacity is set to λ = 500 km (with a few hours cor-
relation time), which can be motivated by computing the auto-correlation function of observation movies of
2.3 µm nightside radiances as proxy. But note that there is also evidence for smaller scale cloud structures
(100–200 km for mottled clouds observed by Venus Express VMC, Titov et al., 2012), and that small-scale
convection in the middle cloud region causes large optical thickness variations (Imamura and Hashimoto,
2001). The correlation length 500 km is carried over to all other cloud parameters, except for t∆B , where it is
set to a value that is in accordance with the deep atmospheric temperature correlation length of 4000 km. The
reason for this is the mentioned temperature related sharp decrease of cloud particle numbers at t∆B = 0 km.
For t∆B , it follows that C12 = 0.99932 (Eq. (V.3) (p. 140)) and I∆B = 0.11 km (Eq. (V.7) (p. 141)). t∆ti,
tmi, and tH2SO4 all have C12 = 0.9594 and thus I∆ti = 0.85 km, Imi = 0.14, and IH2SO4 = 2.1%.
V.3.6 CO2 opacity correction
The atmospheric composition and the physical properties of the atmospheric gases and clouds are not suffi-
ciently well constrained to provide reliable simulations of observable spectra. Especially, the opacity of Venus’
atmospheric main gaseous constituent CO2 is not well predictable for the high-pressure and high-temperature
environment of Venus’ deep atmosphere. The line databases of the allowed transitions are not based on lab-
oratory measurements, but mostly on theoretical models (Tashkun et al., 2003) and contain errors (Haus and
Arnold, 2010; Bézard et al., 2011). The line shapes are still under discussion, as are additional opacity effects
(continuum, collisional induced absorption, line mixing). The CO2 opacity due to allowed transitions requires
a wavelength dependent correction to produce good fits to real data at all. This correction is in the following
shortly referred to as ’continuum’. It depends on the utilized line databases and line shapes but is independent
of the measurement. For this study, the continuum is treated as spectrally constant throughout the range of
an atmospheric transparency window, but it can depend on the window. These window-specific values are
denoted by c1.02, c1.10, c1.18, c1.28, c1.31, c1.74, and c2.3, and their default reference values in this study are set
to 0.5, 3, 2, 7, 13, 27, 160 in units of 10−29 cm2, respectively.
These values are inspired by preliminary results of retrieving themwithMSR (Kappel, 2014) as parameters
that are common to a large set of highly diverse VIRTIS-M-IR nightside spectra, but they differ from the values
used in the cited paper. With the exception of c2.3, the continua are difficult to retrieve, even with MSR, since
modifications to the retrieval pipeline and the choice of the set of utilized spectra and an initial surface emis-
sivity can (moderately) affect the results. Recall that the here used continuum parameters do not only include
the actual continuum contribution, but opacity corrections in general. In addition, they are not well-defined
without at the same time stating the utilized line databases and line shapes and are thus not directly compara-
ble to values given by authors who made other choices. Furthermore, a retrieval error analysis analogous to
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the present one would be needed to understand the meaning of such retrieved opacity corrections. Therefore,
values stated in earlier publications of the present authors should be, as mentioned in those works, regarded as
working hypotheses and preliminary values. For better handling in this work, the above stated values are only
abstractions of the latest retrieved continua, the latter allowing for extremely well fits to real spectra for a very
high diversity of atmospheric and observational conditions. The stated values are rounded and do not include
contributions that are not constant throughout the respective window’s range. Note that c2.3 is here the optimal
value for the range 2.1–2.3 µm and differs from the optimal value for the range of the entire 2.3 µmwindow. It
will be shown in Section V.4 that uncertainties in the continua are important sources of retrieval errors when
absolute emissivities are retrieved. To avoid the high emissivity retrieval errors implied by the mentioned
difficulties, the strategy for the emissivity retrieval will be modified by rather retrieving emissivities relative
to an initial emissivity and showing the results to be reasonably independent of the continua (and the initial
emissivity).
For the emissivity retrieval analysis, the stated continua are varied according to the external parameters
tc1.02, tc1.10, etc., such that c1.02 · tc1.02 is the perturbed continuum in the 1.02 µm window, and so on. The
expected mean values and double standard deviations are tci = 1.0 and 2σci = 0.25, respectively. The cor-
relation length of any continuum parameter is necessarily infinite, because it does not spatially vary, see also
discussion by Kappel (2014). Thus, there are no relative spatial errors (RLi = 0). This is compatible with
Eqs. (V.5) (p. 141) and (V.6) (p. 141) in the limit where C12 approaches 1 (Eq. (V.3) (p. 140))4.
V.3.7 Surface elevation
The observed radiance depends on the surface elevation of a measurement’s footprint. With increasing sur-
face elevation, on the one hand, surface temperature decreases, which leads to lower emissions from the
surface. On the other hand, the atmospheric path the emitted radiance has to travel, shortens, leading to less
absorption and scattering. For each measurement footprint, surface elevation as fixed input to the radiance
simulation is provided according to Kappel et al. (2012b), who use Magellan radar data (Ford and Pettengill,
1992; Rappaport et al., 1999) as basis. Magellan data itself is not perfect and a source of error, as unreal-
istic small-scale discontinuities in the raw data clearly show. Multiple scattering by gases and clouds cause
atmospheric blurring of observable surface information (FWHM 100 km, Moroz, 2002). This is taken into
account, as is motion blurring caused by the detector’s movement relative to the footprint, but uncertainty in
the knowledge of the exact blurring function for instance in dependence on cloud thickness is an additional
source of error. Since not the topography itself has to be blurred, but the observed fundamental carrier of the
data, the top-of-atmosphere radiance, an effective radiance computed from topographic data is blurred and
transformed back to get the blurred surface topography. This procedure introduces further topography uncer-
tainties, since it slightly depends for instance on assumptions on atmospheric gases and clouds, observation
angle, and wavelength. Finally, the exact location and size of a measurement’s surface footprint depend on the
cloud top altitude, as this is roughly the effective source of observed emissions, because scattering strongly
decreases only at even higher altitudes. This is also an error source, because this is taken into account for just
an initial guess of the cloud top altitude in dependence on latitude based on results by Ignatiev et al. (2009).
The default reference surface elevation is set to 0 km. The deviation of the surface elevation utilized in the
radiance simulations from the ’true’ surface elevation is parameterized by the external parameter t∆h and is
expected to amount to the order of 100m in absolute value for planetary plains and even more for mountain-
ous regions. This is compatible with the order of magnitude of the difference between the 100 and the 65 km
FWHM atmospheric blurring of the topography as simple proxy for surface elevation uncertainties. Expected
mean value and double standard deviation are set to t∆h = 0 km and 2σ∆h = 0.2 km, respectively. The
a priori correlation length is 50 km (half FWHM of atmospheric blurring), such thatC12 = 0.0059. Thus, the
approximation of ItA (Eq. (V.5) (p. 141)) for the case C12  1 can be applied, and I∆h can be set to 0.4 km.
Recall that Table V.1 (p. 144) summarizes the data for all discussed external parameters.
4Note: This assumes the êi in Eq. (V.6) (p. 141) to be continuous functions of t.
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V.3.8 Reference spectra
Retrieval errors may depend on environmental and observational conditions. For instance, for all other param-
eters unchanged, observations of targets with few clouds should lead to smaller surface emissivity retrieval
errors than observations of very cloudy regions. Thus, along with the default reference model, additional
scenarios shall be investigated, which cover important key situations that may affect the retrieval errors. The
scenarios are as follows (also see Fig. V.4).
1. Default reference model.
2. 50% larger abundances of cloud modes 2’ and 3.
3. Surface elevation is set to 5000m.
4. Surface emissivity is set to 0.9.
5. Observation angle is set to 60 degrees.
These descriptions always state the difference to the default reference model. The Euclidean norms ‖y‖2


























Figure V.4: Synthetic reference spectra for scenarios 1, 2, and 5. In comparison with scenario 1 (peak radiances at
1.02, 1.10, 1.18, and 1.28 µm are 0.0420, 0.0327, 0.0952, 0.0357 in units of W/(m2 sr µm)), radiances for scenar-
ios 3 (0.0176, 0.0204, 0.0605, 0.0332) and 4 (0.0462, 0.0339, 0.0989, 0.0357) significantly differ only shortward
of 1.3 µm and are not depicted.
for the five scenarios in the studied spectral range (1.0–2.3 µm excluding the 1.28 µm peak) are 0.257, 0.137,
0.225, 0.261, and 0.173W/(m2 sr µm), compare paragraph following Eq. (V.8) (p. 141) in Section V.2 (p. 138).
Information losses due to random measurement errors are emulated by adding Gaussian noise with standard
deviation σ=10−4 W/(m2 sr µm) to the respective reference spectrum. For each retrieval run, noise is newly
generated. As it can be seen from deep space observations, noise equivalent spectral radiance for actual
VIRTIS-M-IR measurements is in the order of 4·10−4 W/(m2 sr µm) for wavelengths shortward of 2.6 µm
(256-sample-mode, unbinned, 3 s exposure time). Thus, σ is rather low, but it is a good description for mea-
surements that are binned to match the expected achievable surface resolution (100 km FWHM, equal-area
binning (Kappel et al., 2012b) leading to typically 30 spectra per bin for southern hemisphere mapping data
at 45 °S). Finally, note that for the emissivity retrieval error analysis, a priori mean values and initial guesses
for emissivities and cloud mode factors are intentionally set to values (0.5) that are different from their ’true’
values, and their double a priori standard deviations are set to values (5 and 10, respectively) that are higher
than that for operational retrievals, in order to not bind the parameters to their true values from the outset.
Dependence on the a priori mean values is studied in Section V.4.
V.4 Results
V.4.1 Spectral ranges and auxiliary parameters
Modal abundances of Venus’ clouds are parameterized by the cloud mode factorsm1,m2,m2′ , andm3 (Sec-
tion V.3.5 (p. 147)). Due to their similar Jacobians, they are difficult to disentangle, and there is almost no
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a priori information known. Also, they are strongly varying with large overall impacts on nightside spectra
(Figs. V.2 (p. 144) and V.4). While some of themi must thus be retrieved in any case to allow for reasonable
fits at all, this already suffices to produce quite good overall fits between 1.0 and 2.3 µm, whereas, technically
speaking, surface emissivity is needed to just refine the quality of fits. The auxiliary parameters are selected
from themi, therefore. Since they are difficult to disentangle, and it may not be possible to retrieve all of them,
they will be just treated as auxiliary parameterization of how the cloud modes can possibly affect the shape of
the spectra in the frame of a reasonable cloud model. They are not regarded as parameters with well-defined
physical meaning, but may still indicate certain trends in the effective cloud particle size (Haus et al., 2013).
It was explained in Section V.3.1 (p. 145) that this study is restricted to the range 1.0–2.3 µm excluding the
1.28 µm window. This range comprises the surface windows at 1.02 µm (1.02–1.055 µm), 1.10 µm (1.055–
1.125 µm), and 1.18 µm (1.125–1.225 µm) and the deep atmospheric windows at 1.31 µm (1.295–1.32 µm),
1.74 µm (1.65–1.9 µm), and 2.3 µm (short wavelength flank, 2.15–2.30 µm), see Figs. V.2 (p. 144) and V.4.
The parameters of primary interest, the emissivities, can only be retrieved from the surface windows. Differ-
ent retrieval pipelines can be applied to retrieve the auxiliary parameters along with the emissivities. Each
pipeline is specified by a choice of mi parameters and the spectral range where these mi are retrieved from.
For several different pipelines it is investigated, which one leads to the smallest emissivity retrieval errors.
Only results for this pipeline are discussed in detail. The choice of the best pipeline should not strongly de-
pend on details of the reference spectrum. Thus, only the default reference spectrum is considered for this
purpose.
V.4.2 Total cloud factor from 1.31µm peak
The first pipeline retrieves the total cloud factor ztc from the 1.31 µm radiance peak and then the surface emis-
sivities. ztc simultaneously changes all four cloud mode factors in the same way, i.e. mi := ztctmi for all
external cloud mode scaling parameters tmi. This pipeline emulates the approach by Müller et al. (2008) on
the basis of a full radiative transfer simulation. Müller et al. (2008) developed a semi-empirical method to
estimate the so-called thermal flux anomaly at 1.02 µm. This is the thermal flux from Venus’ surface that
is not due to topography related surface temperature. It is correlated to surface emissivity. Along with other
semi-empirical data preprocessings, the authors de-cloud the 1.02 µmdata with the surface-unaffected 1.31 µm
peak as reference for cloud thickness. In doing so, they implicitly assume that there is no cloud induced color
dispersion between 1.02 and 1.31 µm (’clouds are gray’). Their method has the advantage of being com-
putationally very fast, and the authors can utilize all suitable VIRTIS-M-IR nightside spectra to generate a
southern-hemisphere map of the time-averaged thermal flux anomaly. However, they utilize only two spectral
bands, and especially the small 1.31 µm radiance is very susceptible to measurement noise and data calibration
and preprocessing errors for instance due to imperfect straylight removal (Kappel et al., 2012b). Note that the
1.31 µm peak is sometimes affected by 1.27 µm O2 nightglow. In contrast, Haus and Arnold (2010); Kappel
et al. (2012b); Kappel (2014) apply a detailed radiative transfer simulation model and a retrieval algorithm
and utilize the full spectral range 1.0–2.3 µm excluding the 1.28 µm peak to quantitatively determine surface
emissivity. In addition, this approach enables a retrieval error analysis (the present paper). But the required
computational resources are considerably larger, and only a selection of spectra can be studied that covers
targets that were beforehand identified to be of special geological interest, for instance by using the results by
Müller et al. (2008); Smrekar et al. (2010), or geologic maps (Ivanov and Head, 2006) derived fromMagellan
radar data (Pettengill et al., 1991; Ford and Pettengill, 1992), or the radiance ratio based quick-look method by
Arnold et al. (2008). Note that always the full ranges of the respective spectral windows are utilized here and
in the following. Exemplary tests show that noise impact on retrieved emissivities is 10–20% higher, when
for each window only the single spectral band with the maximum radiance value is utilized, as should be done
to achieve a direct comparison to Müller et al. (2008).
The emissivities ei (e1.02, e1.10, and e1.18) are now retrieved for the default reference model (scenario 1,
Section V.3.8) and for 100 noise repetitions. The global error measures RGi, color dispersions CD, relative
error measures RLi (noisy versions of Eqs. (V.1) (p. 139), (V.2) (p. 139), (V.6) (p. 141)), and noise mea-
sures Ni (Eq. (V.8) (p. 141)) can then be computed. The summarized error measures follow immediately.
Results are listed in Table V.3, where the values are rounded to the nearest whole percent. Note that tHCl,
tc1.74, and tc2.3 do not affect the relevant radiance peaks here. Also, emissivities need not be considered as
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external parameters. Note that the relative error measures for continuum parameters are zero by construction
t RGi CD RLi
m1 4 12 8 8 1 2 1
m2 4 14 10 8 1 2 2
m2′ 3 4 2 2 0 1 0
m3 8 25 16 21 1 5 3
∆t1 1 2 2 2 0 1 1
∆t2′ 1 3 3 2 0 1 1
∆t3 0 1 1 1 0 1 1
∆B 7 20 22 17 0 1 1
∆t2 1 3 2 2 0 2 2
H2SO4 1 7 5 9 0 1 1
H2O 5 66 72 115 0 7 8
∆h 12 18 16 7 12 20 18
∆T0 27 51 46 48 0 2 2
∆T25 18 36 43 32 0 1 1
c1.02 18 1 1 17 upslope
c1.10 0 86 1 150 upslope
c1.18 1 2 61 88 upslope
c1.31 26 66 70 92 upslope
〈Atm〉 14 76 78 119 2 9 9
〈Spa〉 35 65 65 58 12 20 18
〈Cnt〉 32 108 93 198 upslope
Ni 7 24 23
Table V.3: Surface emissivity retrieval error and noise measures in percent, when the total cloud factor is retrieved
as auxiliary parameter from the 1.31 µm peak. Scenario 1, 100 noise repetitions. The three kinds of parameters are
grouped by the horizontal lines. The first group comprises Atm parameters, the second Spa, and the third Cnt
parameters. The corresponding summarized error measures are given below the double horizontal line. The noise
measuresN1.02,N1.10, andN1.18 are given in the last row in the respectiveRGi columns. The largest of the values
at the different wavelengths is always typed in bold.
(Section V.3.6 (p. 148), indicated by ’upslope’ in the table).
The error measures are quite large and much worse at 1.10 and 1.18 µm than at 1.02 µm. Global and CD
Atm errors are dominated by tH2O at 1.10 and 1.18 µm, a consequence of the direct influence of H2O in these
peaks (Fig. V.2 (p. 144)). t∆T0 and t∆T25 errors dominate the global and CD Spa error measures, but not
the relative ones that are dominated by surface elevation uncertainties. Note that relative errors due to t∆h
uncertainties are very similar to the corresponding global errors. This is in accordance with the expectation
that over a distance (100 km for definition of relative errors) that exceeds the correlation length (50 km for
t∆h), relative spatial errors should not provide other information than the global errors already do. This also
justifies the factor 1/2 in definition of the relative error measures (Eq. (V.6) (p. 141)). Cnt errors are worst at
1.10 µm. Noise impact is also quite large, and at 1.10 and 1.18 µm, it is three times as large as at 1.02 µm. This
is mainly a consequence of the lower surface information content of those peaks, not just of the signal-to-noise
ratio, which is for the 1.18 µm peak twice as large as for 1.10 µm (Fig. V.4 (p. 150)). The summarized error and
noise measures show that single-spectrum retrieval of emissivities is not possible for this retrieval pipeline (but
note that Müller et al. (2008) average over many spectra). Still, apart from impacts due to surface elevation
uncertainties, spatial fine structure can be determined quite reliably as can be seen from the RLi-columns.
While the utilization of a wider spectral range than here allows to roughly estimate continuum parameters by
applyingMSR (shown by Kappel, 2014), this is not possible when only including the 1.31 µm radiance peak in
addition to the surface window peaks. Also, for real spectra, the FWHM of the VIRTIS-M-IR instrumental re-
sponse function varies with detector temperature and location on detector and is currently not sufficiently well
predictable in the calibration procedure, as is the spectral band-to-wavelength mapping (Cardesin-Moinelo
et al., 2010; Kappel et al., 2012b). By utilizing the spectral range 1.0–2.3 µm, it is possible to retrieve these
instrumental parameters from the spectra themselves (shown for FWHM by Kappel, 2014), which is not well
possible with the present pipeline.
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V.4.3 Three cloud modes from 1.295–2.300µm
A wider spectral range shall now be utilized. This also increases the available spectral information content
and allows to retrieve more auxiliary parameters. When using the full spectral range considered in this work,
information can be retrieved from six radiance peaks at most, three of which are carrying surface information.
It is thus natural to assume that at most three auxiliary parameters can be retrieved. These comprise three of
the four cloud mode factorsmi, and the remaining one has to be treated as external parameter.
When three cloud mode factors are retrieved from the 1.31, 1.74, and 2.3 µm peaks and then the emis-
sivities, it turns out that the lowest overall error measures for emissivity retrieval are achieved when m1 or
m2 are external parameters, whereas the lowest noise measures result for the external parametersm2′ orm3.
However, the error and noise measures are in all these cases not better and for some external parameters even
slightly worse than for the pipeline in Section V.4.2 (p. 151). The reason is that three auxiliary parameters
with Jacobians that are very similar longward of 1.295 µm (Fig. V.2 (p. 144)) are retrieved from three radiance
peaks, where one of the peaks is small (1.31 µm peak radiance ≈ 10−2 W/(m2 sr µm), Fig. V.2 (p. 144)) and
has a small signal-to-noise ratio, compare also Kappel (2014, Section 5). In the best pipeline (external m2),
the retrieved cloud mode factorsm1,m2′ , andm3 typically scatter with double standard deviations of respec-
tively 1.6 (!), 0.4, and 0.1 for the 100 noise repetitions, indicating a bad disentanglement and leading to the
high emissivity errors.
V.4.4 Cloud modes 2’ and 3 as auxiliary parameters
To overcome this problem, only two cloud mode factors are now retrieved as auxiliary parameters from the
range 1.295–2.300 µm and then the emissivities. The lowest error and noise measures result, when both m1
andm2 are treated as external, andm2′ andm3 are retrieved as auxiliary parameters. However, when for the
same parameter setup only the radiance peaks at 1.74 and 2.3 µm are utilized, results are virtually identical:
nearly all error and noise measures differ by 1 percentage point at most, and differences are evenly distributed
in both directions, indicating a negligible information loss when discarding the 1.31 µm peak.
The most important difference to the results in Sections V.4.2 (p. 151) and V.4.3 is that the resulting noise
measures are now much smaller (by 80%–90%). This can be explained by the much smaller scatter of the
retrieved cloud mode factorsm2′ (double standard deviation of scatter 0.01) andm3 (0.005) for the 100 noise
repetitions. Compared to Section V.4.2 (p. 151), summarized global and CD Atm error measures are slightly
improved, whereas relative Atm errors are worse. Summarized Spa measures are slightly improved. Sum-
marized Cnt measures are larger, because the radiance peaks at 1.74 and 2.3 µm are now included, resulting
in tc1.74 and tc2.3 errors that naturally do not occur in Section V.4.2 (p. 151). Compared to Section V.4.3 (best
case), summarized globalAtm error measures are smaller, but color dispersion as well as most relative errors
are slightly worse. Summarized Spa errors are slightly better except forRG1.10 and CD. Relative error mea-
sures are almost the same, and summarized Cnt measures are slightly larger. The retrieval ofm2′ andm3 as
auxiliary parameters from the 1.74 and 2.3 µm peaks is preferable to the pipelines in Sections V.4.2 (p. 151)
and V.4.3, mainly because of the now vastly better noise behavior that leads to much better defined retrieved
parameters.
V.4.5 Cloud modes 2, 2’, and 3 from 1.00–2.30µm
Finally, the case is studied, where, along with emissivities, cloud mode factorsm2,m2′ , andm3 are retrieved
from the range 1.0–2.3 µm excluding the 1.28 µm peak. This retrieval pipeline leads to the best overall results
and is now discussed in more detail. Note that the emissivities do not affect the range longward of 1.295 µm,
while the cloud modes affect the whole range. Emissivities directly interfere with the cloud modes, therefore,
but the cloud modes are mainly determined from the spectral information content in the range longward of
1.295 µm with the added information that they have to be compatible with a realistic emissivity. This avoids
cloud mode factors that allow a good fit longward of 1.295 µm but not in the surface windows. Note that, when
m2 instead of m1 is treated as external parameter, most error and noise measures slightly worsen. When the
1.31 µm radiance peak is excluded, results do not significantly change, except that the c1.31measures naturally
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vanish and that the global H2O error measure gets worse at 1.02 µm and improves at 1.10 µm, both by about
ten percentage points.
Figure V.5 displays retrieved emissivities for a number of external parameters that lead to large error mea-
sures. For each depicted parameter, results are shown at least for the wavelength that leads to the worst case
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Figure V.5: Retrieved surface emissivities for variation of selected external parameters (compare Tables V.1
(p. 144) and V.4) for the pipeline in Section V.4.5. Parameter names and wavelengths of retrieved emissivities
are given in the legends. All values are mean values over the 100 noise repetitions, except for top left display where
the scattered symbols also show retrieved 1.18 µm emissivities for all noise repetitions. Top left display also shows
quality of fit QF (averaged over noise repetitions and scaled by factor of 10 for better representation) and double
standard deviation 2σN1.18 of retrieved 1.18 µm emissivities. Only results for the valid intervals (QF ≤ 3%) are
shown. True emissivities (0.65) and parameter values are indicated by continuous black lines.
global error measure. The emergence of the error measures can be qualitatively comprehended from such
graphs. The deviation of retrieved emissivities from their true values 0.65 depends on wavelength and typ-
ically increases with increasing deviation of the external parameter from its true value. Since some of the
graphs are not monotonic, the error measures in Section V.2 (p. 138) were not defined by using the deviations
of retrieved from true emissivities at the CR boundaries, but by computing the maxima over the entire re-
spective CR intervals (Eqs. (V.1) (p. 139), (V.2) (p. 139), and (V.6) (p. 141)). Large color dispersions occur
where the retrieved emissivities at the three surface windows strongly disagree (in the figure for H2O and to a
lesser degree for ∆T0). The relative error measure for a parameter is closely related to the product of It and
the maximal slope in the graph (Eq. (V.6) (p. 141)). The top left display exemplarily demonstrates that the
double standard deviations of the retrieved emissivities for the 100 noise repetitions vary only slightly with
the external parameter, see discussion for Eq. (V.8) (p. 141). It also shows a case where the entire parameter
interval CR = [72.5%, 87.5%] over which the respective external parameter is expected to vary (Table V.1
(p. 144)) yields valid retrievals (QF ≤ 0.8% ≤ 3%).
Table V.4 lists the error and noise measures. The rows m2, m2′ , m3, and ei do not represent the error
measures for external parameter variations, but for their a priori mean value variations over the range CR.
This is indicated by a ’+’ in the first column. These entries are not taken into account when computing
the summarized error measures, but they are negligibly small anyway. tH2O and tc1.74 variations (for both
CR = [0.75, 1.25]) outside of the intervals [0.79, 1.25] and [0.84, 1.24], respectively, lead to qualities of fits
QF that on average over the noise repetitions exceed the threshold of 3% above which a retrieval is not re-
garded as valid and no error and noise measures are calculated (Section V.2.2 (p. 139)). Row e1.02 shows
the 1.10 and 1.18 µm emissivity errors, when the 1.02 µm emissivity is treated as external parameter. Since
a parameter that is treated as external parameter cannot be retrieved, the entries for RG1.02 and RL1.02 are
flagged by ’upslope’. The rows e1.10 and e1.18 show analogous results for external 1.10 and 1.18 µm emissivity
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t RGi CD RLi
m1 1 2 1 2 0 0 0
m2 + 0 1 0 1 0 0 0
m2′ + 0 0 0 0 0 0 0
m3 + 0 1 1 1 0 0 0
∆t1 0 1 1 1 0 0 0
∆t2′ 1 2 1 1 0 1 0
∆t3 1 2 1 1 0 1 0
∆B 5 20 14 13 0 1 0
∆t2 0 1 1 1 0 0 0
H2SO4 2 3 12 14 1 1 2
H2O 15 26 43 58 1 1 2
HCl 2 3 8 9 0 1 1
∆h 9 12 12 3 10 13 12
ei + 0 1 1 0 0 1 1
e1.02 upslope 26 22 5 upslope 30 24
e1.10 6 upslope 15 10 7 upslope 18
e1.18 7 22 upslope 18 7 27 upslope
∆T0 18 35 35 13 0 1 1
∆T25 12 21 23 12 0 0 1
c1.02 18 1 1 17 upslope
c1.10 7 85 18 150 upslope
c1.18 14 42 49 75 upslope
c1.31 3 9 8 6 upslope
c1.74 24 83 94 171 upslope
c2.3 17 71 73 101 upslope
〈Atm〉 17 33 48 62 1 2 3
〈Spa〉 25 54 51 28 14 43 32
〈Cnt〉 38 145 130 260 upslope
Ni 4 11 8
s〈Atm〉 3 7 10 12 1 2 3
s〈Spa〉F 9 14 13 5 10 15 13
s〈Spa〉S 22 41 42 18 0 1 1
sNi 1 2 2
Table V.4: Surface emissivity error and noise measures in percent for the pipeline in Section V.4.5 (p. 153), also
compare Fig. V.5. Scenario 1, 100 noise repetitions. Values below the last double horizontal line are exemplarily
scaled (flagged by superscript ’s’ in ’t’ column) to emulate MSR retrieval of emissivity relative to the initial emis-
sivity 0.65 for Nr = 25 measurement repetitions. The largest of the values at the different wavelengths is always
typed in bold.
variations, respectively. The entries in the rows e1.02, e1.10, and e1.18 contribute to the summarized Spa
errors.
Compared to Section V.4.4 (p. 153), summarized Atm and Cnt errors have reduced. In particular, the
relative Atm errors are much smaller. They show that the retrieval errors in the spatial fine structure of a
retrieved emissivity map are here essentially not due to Atm parameters. The summarized Spa errors are
smaller than in Section V.4.4 (p. 153), except for the relative error measures, where external emissivity varia-
tions now contribute. Noise measures have become worse (by a factor of 3) but are still much lower than for
any of the other pipelines. The retrieved cloud mode factors m2, m2′ , and m3 typically scatter with double
standard deviations of respectively 0.2, 0.1, and 0.01 for the 100 noise repetitions. The error measures are still
very large even for this pipeline. It thus seems to be impossible to obtain reliable emissivity data from single
spectra.
However, if a surface bin is covered by several measurements, some error and the noise measures can be
improved. This can be done by applying MSR, and by not retrieving absolute emissivities but emissivity maps
relative to an initial emissivity and, when appropriate, a subsequent renormalization for targets with limited
spatial extension. This was discussed in Section V.2.3 (p. 142), where also the corresponding scaling proper-
ties for the error and noise measures were given. Table V.4 illustrates this by showing the scaled summarized
error and noise measures for Nr = 25 measurement repetitions, excluding the Cnt impacts that are assumed
to be negligible. The spatial fine structure part of the Spa errors, s〈Spa〉F , includes the contributions from
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t∆h, te1.02, te1.10, and te1.18. The spatially slowly varying part s〈Spa〉S comprises the impacts of t∆T0 and
t∆T25. While noise measures are negligible now, the other errors are still quite large. Scaled global and CD
Atm errors are dominated by tH2O and t∆B uncertainties. Scaled global and CD Spa errors are very large
and are dominated by the temperature uncertainties. The large CD s〈Spa〉S error indicates that the value by
which a retrieved emissivity map is corrected in a renormalization may differ for the three surface windows.
Spatial fine structure errors are completely dominated by t∆h uncertainties, as can be seen from the relative
errors.
Spatial t∆T0 and t∆T25 variations should not depend on longitude (or local time) but may quite weakly
depend only on latitude. The additive renormalization of the retrieved relative emissivity map can remove
their error contributions for surface targets with limited latitudinal extension. Then, the retrieval errors due to
Spa parameters effectively comprise only the spatial fine structure part s〈Spa〉F . Not much can be done with
respect to t∆h interferences that dominate s〈Spa〉F , except that areas with more rugged mountains should be
avoided to keep the elevation uncertainties small. Note that for areas with a wide latitudinal extension, consis-
tent unreasonable large-scale latitudinal trends of retrieved emissivities may hint at a corresponding deviation
of the deep atmospheric temperature from VIRA. To be able to recognize the significance of such a deviation
and its order of magnitude, s〈Spa〉S is kept in the table.
Finally, note that for any two different sets of spectra that cover the same surface bin, Spa parameters and
their uncertainty impacts are identical (at least up to first order in perturbations by the other external parame-
ters). When the repeatability of MSR retrievals with different sets of spectra is tested, differences in the results
should thus be mainly explainable with Atm errors and noise. The large tH2O dominated CD s〈Atm〉 error
indicates that errors of the retrieved emissivity maps can spatially differ for the three surface windows but
not on the fine structure scale, see relative s〈Atm〉 errors and the correlation length for tH2O (Section V.3.4
(p. 147)). Note that there may be unsystematic calibration or preprocessing errors. For instance, an imper-
fection in the removal of straylight (Kappel et al., 2012b) can introduce unsystematic additional emissivity
errors, and repeatability of MSR retrievals with different sets of spectra may not be given anymore. Further-
more, multi-spectrum retrieval errors are here only roughly estimated by scaling single-spectrum error and
noise measures according to plausible rules. This may not sufficiently well describe the true multi-spectrum
retrieval errors. Running into subsidiary multi-spectrum retrieval solutions, for example, can increase retrieval
errors, and inclusion of information from adjacent measurements can strongly decrease retrieval errors. But
the presented scaling should at least provide a rough guideline.
V.4.6 Other reference spectra
Until now, only the default reference spectrum (scenario 1) has been studied. This section presents for the
pipeline from Section V.4.5 (p. 153) the error and noise measures for the other reference spectra that were
introduced in Section V.3.8 (p. 150). Results are shown in Table V.5. However, considerable computer re-
sources are required to generate a single table like Table V.4. Therefore, no noise repetitions are performed
now, and only the noiseless cases are analyzed. To still get an exemplary estimate on noise measures, one
single parameter (m2′), while its a priori mean value is varied to cover its CR, is additionally studied for all
100 noise repetitions as before. Both the reduced parameter intervals ensuring validQF ’s and theRLi values
do not differ much from the corresponding values for noisy scenario 1 and are not shown here. TheRLi values
for rows e1.02, e1.10, and e1.18 are not much different from the respective RGi values.
The noisy results from Table V.4 (S0 columns in Table V.5) agree well with the noiseless error measures,
respectively the ’exemplary’ noise measures for scenario 1 (S1). Only tH2O (RG1.02,RG1.10), tc1.10 (RG1.02,
RG1.18), tc1.74 (RG1.10,CD), and tc2.3 (RG1.10,RG1.18,CD) have larger differences in their impacts. These
can be explained, for instance, by the convergence to different subsidiary minima of the retrieval cost function.
But in general, the noiseless results seem to be usable as guidelines for the noisy error measures (see also the
summarized error measures), and the noise measures can be reasonably approximated by the exemplary noise
measures. The standard deviations of the retrieved emissivities over the 100 noise repetitions are very similar
to the averages over the a posteriori standard deviations of the individual retrieval runs.
While the larger cloud opacity in scenario 2 leads to a significant degradation of the retrieved emissivities
for the pipeline in Section V.4.4 (p. 153), it does not consistently lead to worse error measures for the present
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RG1.02 RG1.10 RG1.18 CD
t S0 S1 S2 S3 S4 S5 S0 S1 S2 S3 S4 S5 S0 S1 S2 S3 S4 S5 S0 S1 S2 S3 S4 S5
m1 1 1 1 1 1 1 2 1 1 1 1 1 1 1 1 0 1 1 2 2 2 1 2 2
∆t2′ 1 1 1 1 1 1 2 1 1 1 1 1 1 0 1 0 0 0 1 1 2 1 1 1
∆t3 1 0 2 2 0 1 2 2 4 3 2 2 1 2 4 2 1 1 1 2 5 1 1 1
∆B 5 5 6 16 6 5 20 20 15 25 11 20 14 14 17 20 11 13 13 13 13 7 5 13
H2SO4 2 1 7 2 1 2 3 2 19 4 2 2 12 12 6 10 10 13 14 14 24 8 11 15
H2O 15 31 22 41 16 28 26 17 21 14 10 22 43 42 6 11 20 44 58 51 19 28 32 52
HCl 2 3 2 3 4 6 3 5 4 3 4 14 8 9 6 5 6 10 9 10 7 6 6 11
∆h 9 10 10 11 10 9 12 12 12 9 8 12 12 11 11 9 8 11 3 3 3 2 2 3
e1.02 upslope upslope upslope upslope upslope upslope 26 22 43 8 14 22 22 19 40 7 12 18 5 4 5 1 2 4
e1.10 6 6 5 6 4 5 upslope upslope upslope upslope upslope upslope 15 15 14 7 8 11 10 10 9 1 4 7
e1.18 7 7 7 9 6 7 22 22 24 14 14 21 upslope upslope upslope upslope upslope upslope 18 17 20 6 9 17
∆T0 18 17 16 12 11 18 35 34 30 12 14 40 35 33 28 12 14 40 13 14 11 1 4 17
∆T25 12 12 13 7 11 12 21 21 22 7 15 21 23 23 23 8 17 23 12 12 12 1 7 12
c1.02 18 18 19 11 16 18 1 1 1 0 0 1 1 1 1 0 0 1 17 17 18 11 18 17
c1.10 7 3 3 2 3 3 85 84 84 43 70 84 18 8 8 2 6 8 150 148 149 38 112 148
c1.18 14 16 17 9 11 25 42 46 46 12 21 54 49 50 48 18 28 52 75 72 71 26 43 65
c1.31 3 3 3 7 3 3 9 9 9 10 7 9 8 8 8 9 6 7 6 6 6 3 4 6
c1.74 24 27 22 39 27 27 83 94 72 54 83 94 94 96 76 54 85 96 171 180 108 47 130 181
c2.3 17 16 9 17 16 18 71 62 39 33 51 70 73 65 41 36 52 72 101 84 33 24 55 99
〈Atm〉 17 32 24 44 18 29 33 27 33 29 16 33 48 47 21 25 25 49 62 56 34 31 35 57
〈Spa〉 25 25 25 21 20 25 54 52 63 23 30 55 51 48 57 20 27 52 28 28 28 7 13 29
〈Cnt〉 38 40 35 45 37 45 145 148 126 78 122 154 130 127 99 68 104 131 260 259 201 71 186 262
Ni 4 3 7 6 4 5 11 11 18 8 8 16 8 8 15 6 6 12
s〈Atm〉 3 6 5 9 4 6 7 5 7 6 3 7 10 9 4 5 5 10 12 11 7 6 7 11
s〈Spa〉F 9 10 10 11 10 9 14 14 16 10 9 13 13 12 14 9 9 12 5 5 5 2 3 5
s〈Spa〉S 22 21 21 14 16 22 41 40 37 14 21 45 42 40 36 14 22 46 18 18 16 1 8 21
sNi 1 1 1 1 1 1 2 2 4 2 2 3 2 2 3 1 1 2
Table V.5: Emissivity error and noise measures in percent for the pipeline in Section V.4.5 (p. 153). S1–S5:
noiseless error measures and exemplary noise measures for scenarios 1–5. S0: noisy results for scenario 1, for
comparison to S1 carried over from Table V.4 (p. 155). Largest value out of S1–S5: bold, smallest: italic. Rows
with just a few entries 1 and otherwise zero are omitted (∆t1, ∆t2, and a priori data modification results for m2,
m2′,m3, ei). Other notation as in Table V.4 (p. 155), but initial emissivity for S4 is 0.9.
pipeline. For instance, RG1.10 improves even for t∆B , and while RG1.02 and RG1.10 significantly increase
for tH2SO4 , RG1.18 improves significantly. Also note that for tH2O, S2 leads to a much smaller RG1.18. Spa
errors are predominantly unaffected by the larger cloud opacity, except for external te1.02 variations where re-
trieved emissivities at 1.10 and 1.18 µm significantly worsen. Cnt error measures improve for tc1.74 and tc2.3
and are unaffected elsewhere. The generally smaller radiances for S2 (Fig. V.4 (p. 150)) lead to a decreased
signal-to-noise ratio, which results in accordingly increased noise measures. Except for a few parameters that
lead to higher error measures at 1.02 µm, the error measures for S3 mostly decrease compared to S1, par-
tially strongly. Apparently, in spite of the smaller radiances in the surface windows (Fig. V.4 (p. 150)), the
increased surface elevation of 5 km leads for S3 to a better sounding of surface properties. This is because
at this high elevation, the surface contributes a higher fraction to the observable surface window radiances,
as can be checked by simulations, see also Haus and Arnold (2010, Fig. 9). For S4, most error measures are
better than for S1. This is likely a result of the higher surface window radiances that follow from the higher
true emissivities of 0.9, and of the correspondingly increased fraction of surface information in those radi-
ance peaks. The noise measures for S3 and S4 are mostly slightly improved compared to S1, probably due to
the increased surface information content, except for N1.02, where for S3 the decreased signal-to-noise ratio
following from the smaller surface window radiances (Fig. V.4 (p. 150)) apparently outweighs this effect. S5
exhibits larger tHCl, t∆T0, tc1.18, and tc2.3 impacts than S1, whereas most other error measures are unaffected.
Most summarized error measures slightly increase. The smaller radiances for S5 that are due to the larger
observation angle (Fig. V.4 (p. 150)) lead to a decreased signal-to-noise ratio and increased noise measures.
The scaled summarized error and noise measures for the renormalized MSR retrieval of relative emissiv-
ity with Nr = 25 repetitions (Section V.2.3 (p. 142)) exhibit higher noise measures compared to those for
Section V.4.4 (p. 153), but they are still small. While s〈Atm〉 error measures have become slightly worse
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at 1.02 µm, they have become significantly smaller in the other two surface windows. s〈Spa〉F and s〈Spa〉S
errors have reduced.
The renormalized global errors are dominated by s〈Spa〉F . Mostly, the error and noise measures are larger
at 1.10 and 1.18 than at 1.02 µm. There is an overall tendency for better results at low cloud opacity, low obser-
vation angle, higher surface elevation, or true emissivity, but differences are not large. This can be seen from
the quadratic means over the three wavelengths of the quadratically added global error and noise measures,
which read 13%, 14%, 12%, 10%, 14% for S1–S5. The analogous results for the pipeline in Section V.4.4
(p. 153) read 18%, 19%, 13%, 13%, 18% and show slightly more pronounced differences between the five
scenarios. They are also slightly larger, which underlines the preference of the present pipeline. The s〈Atm〉
error measures alone show no clear tendency except that S4 leads to best results. For a significantly higher
measurement repetition number than Nr = 25, essentially only t∆h errors remain. The just discussed overall
tendencies are still valid in this case, except at 1.02 µm where the influence of the scenario is negligible.
Without the renormalization for targets with limited latitudinal extension, s〈Spa〉S errors are unacceptably
large, especially at 1.10 and 1.18 µm. Systematic latitudinal deep atmospheric temperature deviations from
VIRA in the order of 3K should be easily recognizable.
Since the FWHM of the VIRTIS-M-IR instrumental response function is currently not sufficiently well
predictable in the calibration procedure (Kappel et al., 2012b), it shall be noted that spectra with a smaller
FWHM (for instance 10 instead of 17 nm) tend to yield somewhat smaller (typically by a few percent) error
and noise measures. Note that a tenfold increase of the spectral resolution (1.7 nm FWHM, 0.949 nm spectral
sampling), does not lead, for instance in case of the retrieval pipeline from Section V.4.2 (p. 151), to large
improvements compared to VIRTIS-M-IR resolution. However, at this high spectral resolution it is possible,
for instance for the retrieval of e1.02, to largely eliminate the interferences of the Atm parameters (unscaled
summarized global 1.02 µm Atm error measure ≤2%) by retrieving only a total cloud factor along with e1.02
from the 1.02 µm peak alone. The spectral range has to be restricted to 1.01–1.05 µm to exclude H2O inter-
ferences at shorter wavelengths. This improvement underlines the importance of the interfering parameters’
color dispersion effects that are still present in the first case but largely vanish over the narrow spectral range
utilized in the second case. But even for the second case, a number of parameters (t∆h, t∆T0, t∆T25, tc1.02)
with Jacobians that are very similar to the emissivity Jacobian in the 1.02 µm window lead to retrieval errors
that are still large (noiselessRG1.02 10%, 12%, 10%, 24%). They could be removed by a renormalized relative
emissivity retrieval, but errors due to topography uncertainties cannot be improved this way.
V.5 Summary and conclusion
The impacts were investigated that a number of interfering parameters and measurement noise can have on
1.02, 1.10, and 1.18 µm surface emissivities that are retrieved from VIRTIS-M-IR spectra of Venus’ nightside
emissions in the range 1.0–2.3 µm. Spectral information content is limited, and a number of parameters re-
quired for the numerical simulation of spectra cannot be uniquely derived from the measured spectra. These
parameters are usually set to certain reasonable values that are compatible with current knowledge on atmo-
spheric and surface conditions and allow to generate realistic synthetic spectra. When the true physical values
deviate from these assumptions, this may cause surface emissivity retrieval errors.
Synthetic spectra were used as reference spectra where all underlying parameters are known by construc-
tion, and Gaussian noise was added to emulate measurement noise. Along with the emissivities, auxiliary
parameters had to be retrieved from these synthetic measurements to allow for useful fits at all. The retrieved
emissivities were compared to their true values. This was repeated for several different realizations of the
Gaussian noise and with each studied interfering parameter set to a series of reasonable values. A number of
emissivity retrieval error and noise measures were monitored to allow a categorization of the success of the
emissivity retrieval. Global error measures represent for each studied interfering parameter the maximum rel-
ative impact on the retrieved emissivities when the interfering parameter is varied over the range it is expected
to typically cover. A further characteristic error measure is the color dispersion between the emissivities at the
three accessible wavelengths. The third error measure estimates relative errors between two simultaneously
measured surface bins that are separated by 100 km, the order of the expected achievable spatial resolution of
surface data. The noise measure represents typical retrieval errors due to measurement noise.
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Several retrieval pipelines were tested to find out, which auxiliary parameters should be retrieved along with
the emissivities from which spectral range in order to achieve the lowest retrieval errors. The best pipeline
retrieves cloud mode factorsm2,m2′ , andm3 as auxiliary parameters from the spectral range 1.0–2.3 µm ex-
cluding the 1.28 µm peak that is in practice contaminated by non-LTE O2 nightglow. It was found that even for
this pipeline, error and noise measures are so large that emissivity cannot be derived within reasonable error
margins from a single VIRTIS-M-IR spectrum, even though the fits well match the synthetic measurements
in each case.
This situation can be improved by retrieving the emissivity of a surface bin as a parameter that is common
to several measurements that cover this bin by applying the MSR multi-spectrum retrieval algorithm (Kappel,
2014). This assumes negligible geologic activity. MSR can also incorporate correlation lengths and times of
the retrieval parameters and thus leads to more reliable results. But even withMSR, absolute emissivity values
are difficult to obtain. To minimize errors that are due to CO2 opacity uncertainties, it can be useful to set an
initial emissivity value (e.g. 0.65) and to pre-determine wavelength dependent CO2 opacity corrections as pa-
rameters that are compatible with as many and diverse as possible observed spectra by applying MSR. Using
these pre-determined parameters, a surface emissivity map relative to the initial emissivity can be retrieved
with MSR for the actual surface target. Moreover, spatially slowly varying systematic interferences from other
parameters than the opacity corrections can lead to spatially large scale deviations of the retrieved from the
true emissivity map. When only the spatial emissivity fine structure (100 km scale) of a target with limited
spatial extensions (a few thousand km) is of interest, the retrieved relative emissivity map can be additively
renormalized such that its new median value corresponds to the initial emissivity. Then the spatially slowly
varying interferences can be neglected as spatially almost constant emissivity offsets that have been removed
by the renormalization. On the other hand, for areas with a wide latitudinal extension, consistent unreasonable
large-scale latitudinal trends of retrieved emissivities may hint at a corresponding deep atmospheric temper-
ature deviation from VIRA (Seiff et al., 1985) in latitude direction.
A full multi-spectrum retrieval error analysis is very complex and requires considerable computer resources.
But the retrieval error and noise measures can be roughly estimated by plausible scaling rules that emulate
the statistical impact when each surface bin is covered by Nr repeated measurements. This was exemplar-
ily done for Nr = 25 and five different reference spectra that represent various typical environmental and
observational conditions (Table V.5 (p. 157)). Renormalized relative emissivity retrieval errors due to uncer-
tainties of statistically independent temporally varying interfering parameters like cloud properties and minor
gas abundances can add up to 3%–10% of the true emissivity value with color dispersions between 6% and
12%, depending on surface window and spectrum. Temporally constant interfering parameters with a spatial
fine structure on a scale of 100 km (surface elevation, interfering emissivities from other surface windows)
contribute another 9%–16% with color dispersions between 2% and 5%. Measurement noise with a standard
deviation of 10−4 W/(m2 sr µm) leads to additional 1%–4%. Reasonable a priori data modifications were
checked to have negligible impacts. Spatial fine structure errors can add up to 10%, 15%, and 13% for the
three wavelengths and are completely dominated by the impacts of assumed surface elevation uncertainties of
200m (Table V.4 (p. 155)). Useful results are thus possible, but the errors are still not small. Retrieved emis-
sivities are most reliable at 1.02 µm. The most suitable spectra for emissivity retrieval tend to be those with a
small cloud opacity, high surface elevation, high emissivity, and small observation angle, but this depends on
the emissivity window, retrieval pipeline, and measurement repetition number.
It may be possible that utilization of a wider spectral range of VIRTIS-M-IR could help to reduce errors
(but not those due to surface elevation uncertainties). In particular, the cloud mode abundances can probably
be better disentangled by additionally using the range around the 4.3 µm CO2 absorption band, compare Haus
et al. (2013). But then, the strong spatial and temporal variations of the mesospheric temperature altitude pro-
files must be considered by treating them as additional auxiliary parameter vector. A further approach could
be to choose more or different auxiliary parameters or to pre-estimate some parameters by other means (ratio
based estimation of cloud bottom altitude or H2SO4 concentration of cloud droplets, Barstow et al., 2012), but
note that this does not concern the parameters that are the most problematic for emissivity retrieval. Also note
that even a tenfold spectral resolution does not help to avoid errors due to topography uncertainties. Geologic
input and the ranges of the retrieved renormalized relative emissivities and the quality of the fits may help to
constrain realistic initial emissivities.
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Haus and Arnold (2010) showed 1.02 µm emissivities retrieved from many VIRTIS-M-IR spectra. The
authors noted that these emissivities decreased5 for increasing topography. It was mentioned that the results
were preliminary and had to be interpreted with much care due to interferences from other parameters. In fact,
they applied a single-spectrum retrieval. Even though the fits had been very good, it follows from the present
work that these results were probably not reliable due to precisely such interferences.
This work has studied retrieval errors only. Calibration, preprocessing, and forward model errors can lead
to additional emissivity errors. But calibration and preprocessing were improved by Kappel et al. (2012b),
and the forward model is capable of simulating spectra that extremely well fit the measurements for a large
variety of physical and observational conditions. Calibration and preprocessing and functional descriptions of
the simulated spectra are not expected to be severely wrong, therefore. Even if they were wrong, renormalized
relative emissivities would not be strongly affected by that. Interfering parameters that were not studied here
can also introduce further errors, for instance varying cloud mode particle size distributions or chemical com-
positions, further details of the cloud mode altitude distributions, unknown absorbers like possible haze close
to the surface (Grieger et al., 2004), etc. But impacts of quasi-random time variations of these parameters
should disappear with the inverse square root of the repetition number, and impacts of systematically wrong
assumptions should be greatly diminished through the renormalized relative emissivity retrieval. Overall, the
potential additional errors mentioned in this paragraph are expected to be not large compared to the already
determined MSR retrieval errors, and the results of this paper should give good advice on the typical errors
that may occur.
A subsequent paper is planned by the present authors, where, based on the current results, a renormalized
relative emissivity map will be retrieved with MSR, and where retrieval errors and reproducibility of results
for modified external parameters and initial emissivity will be discussed. It will also be checked, whether maps
retrieved from different selections of measurements reasonably agree. For this kind of test, surface elevation
and the other temporally constant interfering parameters and their uncertainty impacts are identical (at least
up to first order in perturbations by the remaining interfering parameters). Only temporally varying param-
eters can lead to significant differences. Disagreements that are too large to be explained by the presented
results may be due to calibration and preprocessing errors or may indicate that there are temporally varying
interfering parameters that have not been considered here.
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Abstract
Surface emissivity maps in the infrared can contribute to explore Venus’ geology. Nightside radiance spectra
at Themis Regio acquired by the IR mapping channel of the Visible and InfraRed Thermal Imaging Spectrom-
eter (VIRTIS-M-IR) aboard Venus EXpress (VEX) are used to derive emissivity data from the three accessible
spectral surface windows at 1.02, 1.10, and 1.18 µm. The measured spectra are simulated by applying a full
radiative transfer model. Neglecting geologic activity, a multi-spectrum retrieval algorithm is utilized to de-
termine the emissivity maps of the surface target as parameter vectors that are common to many spectrally
resolved images that cover this target.
Absolute emissivity values are difficult to obtain due to strong interferences from other parameters. The
true emissivity mean of the target cannot be retrieved, nor can the emissivity mean of a retrieved map be
strictly preset. The retrieved map can exhibit trends with latitude and topography that are probably artificial.
Once the trends have been removed in a post-processing step, it can be observed that the magnitude of the
resulting spatial emissivity fluctuations around their mean value increases with increasing mean value. A
linear transformation is applied that converts the de-trended map to exhibit a defined emissivity mean value
called reference emissivity, here 0.5, yielding the ’renormalized emissivity map’ with accordingly transformed
fluctuations. It is verified that renormalized emissivity maps are largely independent of the emissivity mean
before renormalization, of modifications to interfering atmospheric, surface, and instrumental parameters, and
of selected details of the retrieval pipeline and data calibration and preprocessing. Extremely large emissivity
†When this thesis was submitted for examination (27.05.2015), it contained this article in the form it was initially submitted to
Icarus (08.05.2015). Here, the article is updated to its revised form in which it was published in Icarus. Apart from minor corrections
and clarifications, the revised version is slightly re-ordered and contains new figures and the new Appendices A.3 and A.4. Results
are unchanged. The appendix is published online-only as supplementary material.
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retrieval errors due to imperfect or unconsidered forward model parameters are effectively avoided. If the ab-
solute emissivity at a given bin of the target were known, the absolute emissivity map of the entire target could
be computed according to the mentioned transformation, assuming absent true trends with latitude and topog-
raphy. Until then, the renormalized emissivities are interpreted as spatial variations relative to the reference
emissivity. They represent an important step toward the retrieval of absolute emissivities.
Renormalized emissivity maps of Themis Regio at the three surface windows are determined from 64 mea-
surement repetitions. Retrieval errors are estimated by a statistical evaluation of maps derived from various
disjoint selections of spectra and using different assumptions on the interfering parameters. Double standard
deviation errors for the three surface windows amount to 3%, 8%, and 4%, respectively, allowing geologic
interpretation. A comparison to results from an earlier error analysis based on synthetic spectra shows that
unconsidered time variations of interfering atmospheric parameters are a major error source. Spatial varia-
tions of the 1.02 µm surface emissivity of 20% that correspond to the difference between unweathered granitic
and basaltic rocks would be easily detectable, but such variations are ruled out for the studied target area.
Emissivity anomalies of up to 8% are detected at both 1.02 and 1.18 µm. At present sensitivity, no anomalies
are identified at 1.10 µm, but anomalies exceeding the determined error level can be excluded. With single
standard deviation significance, all three maps show interesting spatial emissivity variations.
VI.1 Introduction
Near-infrared (NIR) spectroscopy is a powerful tool to study composition, texture, and grain size of the surface
material of planetary objects. Venus is a geologically interesting target, but little is known about the global
surface composition, since the hot dense atmosphere complicates NIR remote sensing. On Venus’ dayside,
the surface is not observable at NIR wavelengths. The available radar data acquired by the Magellan mission
(global maps of topography, slope, reflectivity, and emissivity, Pettengill et al., 1991; Ford and Pettengill,
1992) are less diagnostic for surface composition analyses.
Due to the high surface temperatures, thermal radiation from the surface and low atmosphere dominates
NIR spectra of Venus’ nightside. Compositional information about the surface is given by its emissivity. Nu-
merous diagnostic absorption bands for minerals and rocks appear within the NIR. Spectra of rock-forming
iron-rich mafic minerals like olivine and pyroxenes display characteristic bands at 1 and between 2 and 2.5 µm.
Generally, these features tend to increase the spectral emissivity at these wavelengths compared to the spec-
tral continuum. Bright felsic minerals have mostly featureless spectra and low NIR emissivities. In contrast,
weathering products like iron oxides or iron sulfides are characterized by featureless spectra of high emissiv-
ity. Thus, maps of NIR emissivity data can provide useful information about the nature of Venusian surface
material on a global scale. The present work discusses the remote sensing of such maps.
Radiance in the infrared originating from Venus’ surface on the dayside is far outweighed (typically by
more than three orders of magnitude) by sunlight scattered back from the cloud tops, and surface information
cannot be obtained there. The present work focuses on the nightside, therefore. The surface emits radiation
that depends on surface temperature (and thus topography) and emissivity. As it propagates upward, it gets
mixed with radiation resulting from thermal emissions by the atmospheric gases. In the dense atmosphere
of Venus, radiation is multiply scattered and mostly absorbed by atmospheric gases and clouds, and partly
reflected back from the surface. Much of the radiation’s surface information is destroyed by these processes.
Multiple scattering also leads to a spatial blurring of the surface information on a horizontal scale of 100 km
(Moroz, 2002). Only a few narrow spectral transparency windows allow strongly modulated surface radiation
to escape into space. This radiation was recorded by the InfraRed Mapping channel of the Visible and In-
fraRed Thermal Imaging Spectrometer (VIRTIS-M-IR) aboard Venus EXpress (VEX) (Drossart et al., 2007;
Piccioni et al., 2007; Arnold et al., 2012c). VIRTIS-M-IR acquired spectrally resolved images in the range
1.02–5.1 µm. Each spatial pixel provided a radiance spectrum sampling this range with 432 spectral bands.
These measurements are currently the only hyperspectral data that allow for a reliable derivation of IR surface
emissivity information on global scales. In the VIRTIS-M-IR spectral range, the only parts of the acquired
radiance spectra that carry surface information are the spectral peaks at 1.02, 1.10, and 1.18 µm, therefore
called the surface window peaks. The fraction of radiance that originates from the surface is smaller in the
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latter two peaks (Haus and Arnold, 2010, Fig. 5), which are consequently less sensitive to surface information
than the first one.
It has been demonstrated byHelbert et al. (2008) andMüller et al. (2008) that surface information at 1.02 µm
can be extracted from VIRTIS-M-IR measurements to some extent in the form of the time-averaged so-called
thermal flux anomaly. This is the thermal flux from Venus’ surface that is not due to topography-related sur-
face temperature. It is correlated to surface emissivity. The cited authors applied semi-empirical approaches
to de-cloud the 1.02 µm VIRTIS-M-IR radiances, with the small surface-unaffected 1.31 µm radiance peak as
reference for cloud absorption, and to remove the influence of surface topography. This method utilizes only
two spectral bands and is computationally very fast. The authors were therefore able to process all suitable
VIRTIS-M-IR nightside spectra. Based on these results and on gravity field data, Smrekar et al. (2010) were
able to identify candidates for recent hotspot volcanism. By correlating the thermal flux anomalies and topog-
raphy data, Müller et al. (2012b) have also identified a possible variation in Venus’ rotation period that may be
due to long-term changes in the atmospheric circulation. Furthermore, constraints on the planet’s volcanism
rate (Müller et al., 2012a) were derived based on the semi-empirical approach to evaluate VIRTIS-M-IR data.
A disadvantage of the method of Helbert et al. (2008) and Müller et al. (2008) is that the small 1.31 µm ra-
diance is very susceptible to measurement noise and data calibration and preprocessing errors. Moreover, the
varying characteristics of the spectral instrumental response function and spectral band-to-wavelength map-
ping cannot be taken into account, and the meaning of the flux anomaly map with respect to emissivity and its
reliability are not entirely clear in this otherwise very successful approach. Based on these difficulties, it was
an open question, whether surface emissivity data can be obtained from the 1.02 µm window on the basis of a
full radiative transfer simulation that takes into account the extreme environmental conditions in Venus’ deep
atmosphere in combination with a retrieval algorithm that respects available a priori information. The present
work demonstrates that this is possible. In addition, emissivity data from the other two surface windows are
determined. Moreover, the reliability of the determined emissivity data from all three windows is quantified.
Starting with an initial parameter set describing defined states of atmosphere, surface, and instrument, it is
possible to simulate VIRTIS-M-IR spectra by numerically solving the radiative transfer equation, taking into
account thermal emissions by surface and atmosphere, and absorption and multiple scattering by gases and
clouds (Haus and Arnold, 2010). Some of the initial parameters can be iteratively modified to improve the fit
of the simulated to a given measured spectrum. The parameters that result in the best fit (i.e. the ’retrieved
parameters’) can be interpreted to describe the actual atmospheric, surface, and instrumental states that led
to the measured spectrum. In the present work, the spectral range 1.02–2.3 µm is utilized to determine in
addition to emissivity a number of auxiliary parameters like the cloud abundance that are required to obtain
meaningful emissivity values.
This inversion of the radiative transfer equation is mathematically ill-posed, since different surface and
atmospheric parameters can describe the same spectrum equally well. The retrieval has to be regularized,
therefore. Moreover, the emissivity retrieval error analysis by Kappel et al. (2015) that was based on synthetic
spectra showed that the retrieval of emissivity from a single spectrummust fail, even when taking into account
Bayesian a priori information in the form of expected mean values and standard deviations for the parameters
to be retrieved, along with measurement and simulation error information. The reason is that there are inter-
fering parameters like the cloud bottom altitude that cannot be sufficiently reliably derived from the measured
spectrum itself but have to be set to certain assumed values to enable the radiative transfer simulation.
Since the single-spectrum information content is thus obviously too low, several spectra have to be uti-
lized to derive surface data. This can be done by applying the recently developed Multi-Spectrum Retrieval
algorithm MSR (Kappel, 2014). MSR allows for the additional incorporation of expected correlation lengths
and times as a priori information for the retrieval parameters of several spectra. It can also retrieve surface
emissivity as parameter that is common to several spectra that cover the same surface spot. This way, the
probability of retrieving unreasonable parameter values and unlikely spatial-temporal parameter distributions
is decreased, and the reliability of retrieved surface emissivity can be enhanced.
Kappel et al. (2015) also showed that the retrieval of absolute emissivity values produces extremely large
errors even when applying MSR. The authors proposed to rather determine emissivity maps relative to a cer-
tain initial emissivity value. This way, large emissivity errors, for example due to differences between the
spatial distributions of time-averaged assumed and true interfering parameters, can be avoided. However, it
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must then be clarified, how the relative emissivity maps have to be interpreted. The present work refines the
concept of relative emissivity maps.
The question now is, whether the magnitude of the relative emissivities’ errors is finally small enough to
allow for a geologic interpretation of the derived maps. Or in other words, how well do the retrieved maps
represent the true ones? No ground truth within the surface coverage suitable for MSR is available so far. To
answer this question, the first main objective of the present work is the exemplary determination of emissivity
data maps at 1.02, 1.10, and 1.18 µm of a selected surface target, and the second one is an estimate of the
reliability of these maps. It will be shown that the relative maps are reasonably independent of the selection
of the measurement data set, the initial emissivity value as well as of other interfering parameters. A geologic
interpretation of the determined maps is beyond the scope of the present work. It would require additional
information to be taken into account like the Magellan radar reflectivity, emissivity, and slope data, geologic
maps derived from the Magellan data, as well as context from relative infrared emissivity maps of further
target areas to study large-scale trends. A detailed geologic discussion will be given in a follow-up paper.
In contrast to the very fast semi-empirical method by Müller et al. (2008), the present approach, as any
retrieval based on full radiative transfer simulations, requires considerable computer resources and is first se-
lectively applied to targets that are beforehand identified to be of special geological interest. Since the estimate
of the reliability of the determined maps in this work is partly based on the comparison of maps derived from
disjoint measurement data sets, it is also important that the target is located in an area that exhibits as many
as possible suitable VIRTIS-M-IR measurements. Both conditions are fulfilled at Themis Regio, the western
part of which is selected as target area (35–47 °S, 270–288 °E) to demonstrate the present approach.
Themis Regio is a highland with a diameter of about 2000 km, located in the southern hemisphere of Venus.
It is covered by the USGS quadrangle V-53 extending from 25–50 °S and from 270–300 °E (Stofan and Brian,
2012). Themis Regio has an average height of about 500m. It is characterized by a corona-dominated hotspot
rise related to a long-duration, non-simultaneous, small-scale upwelling (Stofan et al., 1995). Themis Regio
contains significant extensional deformation (Stofan and Brian, 2012). Gravity data and the topographic swell
suggest that this region is likely underlain by an active plume with ongoing surface deformation due to growth
of the rise (Smrekar and Stofan, 1999). The target area used for this paper includes geologic structures like the
Shiwanokia Corona (42.0 °S, 279.8 °E, see Hayward (2015) for the nomenclature and Fig. VI.3 (p. 176)d for
a topography map of the target area) with steep sided domes, Shulamite Corona (38.8 °S, 284.3 °E), Abeona
Mons (44.8 °S, 273.1 °E), Mertseger Mons (38.1 °S, 270.3 °E), impact craters like Kenny (44.4 °S, 271.1 °E),
Aksentyeva (42.0 °S, 271.9 °E), and Sabin (38.5 °S, 274.7 °E) with a dark parabola, and wrinkle ridges. For-
mer work suggests that some edifice fields in Themis Regio correlate with high thermal flux anomalies at
1.02 µm extracted from VIRTIS-M-IR/VEX measurements (Müller et al., 2008) and attributed to relatively
stratigraphically young units of volcanic origin (Stofan et al., 2010). Therefore, Themis Regio is a geologically
interesting target area, and the cited thermal flux data can be compared to real emissivity values derived here
at 1.02, 1.10, and 1.18 µm.
The present paper is a direct continuation of a research line that aims at the determination of emissivity data
from VIRTIS-M-IR measurements based on radiative transfer simulations. This line was started by Arnold
et al. (2008) who developed a quick-look method to identify emissivity anomalies. This method was corrob-
orated by first radiative transfer simulations. The next contribution was a detailed description of a radiative
transfer simulation model developed for Venus studies (Haus and Arnold, 2010). A number of refinements
in the VIRTIS-M-IR data calibration and preprocessing required for the determination of surface emissivity
were presented by Kappel et al. (2012b). Since the derivation of surface information from single spectra is
prone to extremely large errors, the multi-spectrum retrieval algorithm MSR was developed that allows for
taking the spectral information content of many VIRTIS-M-IR measurements into account. An early version
of MSR and corresponding impacts on the data analysis were already presented by Kappel et al. (2012b). The
full version of MSR that allows for the retrieval of the emissivity map of a surface target as a parameter vector
that is common to several spectrally resolved images covering this target was described at a later time (Kappel,
2014). The expectable single- and multi-spectrum emissivity retrieval errors were then estimated by Kappel
et al. (2015) on the basis of synthetic spectra. Even when applying MSR, the retrieval errors were predicted to
be too large to obtain useful emissivity data from real VIRTIS-M-IR measurements. It was proposed to rather
retrieve relative emissivity maps to achieve a reasonable reliability.
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Section VI.2 of the present paper describes important prerequisites for the retrieval of emissivity maps.
First, the VIRTIS-M-IR measurements are selected that are the most suitable for the derivation of emissivity
data from the target area (high signal-to-noise ratio, thin to moderate cloud cover, few straylight, high mea-
surement repetition number), and the necessary calibration and preprocessing steps are cited (Section VI.2.1).
Next, the radiative transfer forward model required to simulate VIRTIS-M-IR spectra is explained (Sec-
tion VI.2.2 (p. 167)). Then, Section VI.2.3 (p. 169) summarizes the capabilities of the multi-spectrum retrieval
algorithm MSR, and it is discussed, why and how the raw retrieved emissivity maps have to be renormalized
to obtain well-defined relative emissivity maps. The full MSR retrieval pipeline, which has to anticipate this
post-processing, is described in Section VI.2.4 (p. 172), along with the retrieval parameters and their a pri-
ori data. Section VI.3 (p. 174) presents the raw retrieved emissivity maps of Themis Regio, illustrates the
post-processing, and resolves the first major objective of this work by showing the final renormalized emis-
sivity maps at 1.02, 1.10, and 1.18 µm. The second objective, the determination of the maps’ reliabilities,
is addressed in Section VI.4 (p. 176). For this purpose, results from an earlier retrieval error analysis based
on synthetic spectra are first recited (Section VI.4.1 (p. 176)). It is then explained that a statistical analysis
of maps retrieved under different conditions from real measurements yields an improved error estimate (Sec-
tion VI.4.2 (p. 178)). The ’Measurement Selection Tests’ (MSTs) detailed in Section VI.4.3 (p. 179) alter these
conditions by retrieving maps from different disjoint selections of measurements, whereas for the ’Parameter
Modification Tests’ (PMTs, Section VI.4.4 (p. 180)), maps are determined from always the same measure-
ment data set but many important interfering parameters are modified. Based on results from these tests, it is
discussed, how retrieved maps can be referred to a given reference emissivity (Section VI.4.5 (p. 184)), and
how retrieval errors correspondingly transform. Section VI.5 (p. 186) discusses the results of the previous
sections, provides the double standard deviation uncertainties of the renormalized emissivity maps, and gives
a preliminary discussion of the geologic relevance of the determined maps. Summary and conclusion are
presented in Section VI.6 (p. 189).
Appendix VI.A (p. 192), published as online supplementary material, provides additional information.
The utilized spectrally resolved VIRTIS-M-IR images are listed in Appendix VI.A.1 (p. 192). Next, Ap-
pendix VI.A.2 (p. 192) presents the mathematical background of the renormalization, its effect on the retrieval
errors, and how the MSTs and PMTs can be used to estimate the latter. Detector-related trends of the VIRTIS-
M-IR spectral registration retrieved from the measurements themselves are reported in Appendix VI.A.3
(p. 199). Finally, AppendixVI.A.4 (p. 200) shows figures that illustrate at 1.10 and 1.18 µm the post-processing
of the retrieved maps and the MSTs and PMTs, complementing the corresponding figures at 1.02 µm given in
the main text.
VI.2 Data selection, forward model, and multi-spectrum retrieval
This section discusses important prerequisites for the retrieval of emissivity maps. First, the selection of
the utilized VIRTIS-M-IR measurements is described (Section VI.2.1). The forward model (Section VI.2.2
(p. 167)) is needed to simulate VIRTIS-M-IR spectra. Parameters can be retrieved from the measurements by
applying a multi-spectrum retrieval algorithm (Section VI.2.4 (p. 172)), but the algorithm has to anticipate a
suitable post-processing of retrieved emissivity maps to enable meaningful results (Section VI.2.3 (p. 169)).
VI.2.1 Data selection, calibration, and preprocessing
Each Venus Express orbit corresponds to 24 (Earth-)hours (when VIRTIS-M-IR still acquired data). VIRTIS-
M-IR data from each orbit are divided into a number of sessions, depending on the science objectives. The
data acquired during a session are stored as ’data cube’. Depending on the acquisition mode, the instrument
recorded at each exposure at 256 spatial samples a spectrum of 432 bands uniformly dividing the approximate
range 1.02–5.1 µm, forming a ’frame’. A data cube is composed of a series of several frames scanning a certain
target and thus provides a spectrally resolved two-dimensional spatial image.
Multi-spectrum retrieval of emissivity as parameter common toNr measurements that cover the same sur-
face bin relies on a self-consistent calibration and data preprocessing. The VIRTIS-M-IR data are calibrated
according to Cardesin-Moinelo et al. (2010). Refinements of the calibration in view of the multi-spectrum
166 Chapter VI. Multi-spectrum retrieval of Venus IR surface emissivity maps
emissivity retrieval and based on a detailed detector responsivity analysis are applied according to Kappel
et al. (2012b). They include an improvement of the spatial homogeneity of the detector responsivity leading to
a wavelength dependent change of the calibrated radiance in the outer region of the detector in sample direc-
tion in the order of about 15%. The refinements also include an adjustment of the responsivity in the spectral
dimension resulting in an increase of the calibrated radiance between 0% at 1.3 µm and 35% at 1.0 µm. The
detector responsivity analysis also revealed a temperature and spatial sample dependent possible nonlinearity
of the detector-count-to-radiance mapping that differently affects the even and the odd spectral bands. This
leads to the so-called even-odd effect where a sawtooth-like pattern seems to be superimposed on the spectra.
For night spectra in the range 1.0–2.6 µm, this effect can be partially removed. At 3.3 s (≥ 8 s) detector ex-
posure time, this correction can amount to 5% (≤1%) of the radiance in the nightside peaks. Note that some
but not all of these issues are by now (partially) resolved in the most recent data archive as of 2015 at PSA
(Drossart et al., 2013).
Kappel et al. (2012b) also described a data preprocessing of the newly calibrated spectra that is required for
emissivity retrieval and includes the removal of straylight and the blurring of the topography data. The latter
shall emulate the atmospheric blurring of observable surface information caused by the multiple scattering of
radiation by gases and clouds. Note that not topography itself is blurred but the fundamental carrier of the
observed information, the radiance. An effective radiance in dependence on topography is therefore computed
and blurred with respect to a Gaussian with 100 km FWHM. This corresponds to the expected achievable spa-
tial surface resolution in the infrared (Moroz, 2002). The effective blurred topography is computed from the
blurred effective radiance (Müller et al., 2008). For a description of the current implementation see Kappel
et al. (2012b). In order to reflect this limited achievable surface resolution in the emissivity retrieval, to in-
crease the signal-to-noise ratio, to decrease the amount of data to be analyzed by the retrieval procedure, and
to obtain spectra that are referred to always the same surface portion, Venus’ surface is binned with respect to
Lambert equal-area map projections (Bugayevskiy and Snyder, 1995), and the data of each cube are binned
accordingly. The surface bins’ aspect ratios shall not deviate too much from unity, and thus Lambert cylin-
drical projection (with standard parallel 30 °; no local distortion due to the map projection at this latitude) is
used equatorward of 38.68 °latitude, and Lambert north/south pole azimuthal projection elsewhere. To match
the mentioned surface resolution, each bin covers a surface area of about 100×100 km2 (91.5×91.5 km2 to
be exact, allowing for 360 bins in longitude direction in the cylindrical projection). In the following, the term
’measurement’ refers to the binned data.
In order to exemplarily demonstrate the intended emissivity retrieval, a target area is selected where as
many as possible usable VIRTIS-M-IR measurement repetitions are available. A measurement is said to be
usable for this work when the following conditions are fulfilled:
1. surface elevation data is available to avoid the gaps in the Magellan radar topography data (Ford and
Pettengill, 1992; Rappaport et al., 1999),
2. the zenith-sun angle is ≥98 ° to exclude dayside and twilight measurements,
3. the observation angle is ≤60 ° to avoid significant spherical effects in the radiative transfer,
4. the detector exposure time is ≥3 s to exclude spectra with very low signal-to-noise ratios in the surface
windows,
5. the number of individual spectra contributing to a binned measurement is ≥10 to ensure a sufficient
statistical weight and high signal-to-noise ratio,
6. the full spatial resolution of 256 spatial samples per image is available to avoid a coarse assignment of
the individual spectra to the bins,
7. the spectrally averaged radiance in the range 2.15–2.30 µm is ≥3mW/(m2 sr µm) to exclude measure-
ments with very thick clouds,
8. the removed straylight plus the even-odd-effect correction are≤4mW/(m2 sr µm) on spectral average in
the range 1.0–2.6 µm to avoid spectra with very large corrections and thus possibly large uncertainties.
Themis Regio (western part) is selected as target area, since it is geologically interesting and is located in an
area that exhibits the largest number of usable VIRTIS-M-IR measurements on the planet. The target com-
prises all surface bins whose bin center coordinates are located between 35 and 47 °S and 270 and 288 °E,
resulting in B = 219 surface bins with ≥ 80 usable measurements each. A measurement data set with 64
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repetitions for each bin is selected to be used in most cases in this work. 14,016 binned spectra constitute this
selection that will be referred to asN0r = 64 repetition data set in the following. Appendix VI.A.1 (p. 192)
lists the VIRTIS-M-IR data cubes utilized for the present work.
VI.2.2 Forward model
In order to numerically simulate observable nightside radiances, a plane-parallel, LTE (local thermodynamic
equilibrium), line-by-line radiative transfer simulation forward model is utilized that takes into account ther-
mal emissions by surface and atmosphere, and absorption and multiple scattering by gases and clouds. It is
similar to the forward model described by Haus and Arnold (2010) with updates by Haus et al. (2013), but the
underlying radiative transfer equation solver DISORT (Stamnes et al., 1988) is replaced by LIDORT (Spurr,
2001, 2008). This way, the forward model is capable of providing analytic derivatives of the simulated radi-
ances with respect to a number of atmospheric, surface, and instrumental parameters. The forward model was
also used by Kappel (2014) and Kappel et al. (2015) where the following summary is based on.
From the total VIRTIS-M-IR spectral range (≈1.0–5.1 µm), only the interval 1.0–2.3 µm is utilized here
excluding the 1.28 µm window range (1.225–1.295 µm) that is often contaminated by O2 nightglow (see be-
low). The line-forming altitude region for the specified range is located below 40 km (Haus and Arnold, 2010,
Fig. 4). Venus’ nightside emissions in this spectral range are thus nearly unaffected by strong mesospheric tem-
perature variations above 58 km that were observed by Tellmann et al. (2009) and Haus et al. (2013, 2014).
The temperature below 40 km is quite stable with time (Seiff et al., 1985). Furthermore, details of the cloud al-
titude distribution have a minimal impact in this range, since the main cloud deck resides above 48 km (Marov
et al., 1980). In contrast, spectral signatures longward of 3 µm are, according to the cited figure, strongly in-
fluenced by variations of temperature and cloud altitude distributions above 48 km. The range 2.3–2.6 µm is
excluded, since the number of interfering parameters for emissivity retrieval shall be kept as low as possi-
ble, and in the VIRTIS-M-IR spectral range, most minor gases are active only there (Haus and Arnold, 2010,
Fig. 19). Nightside radiances in the range 2.6–3.0 µm are too small to be useful (Haus and Arnold, 2010,
Fig. 2). Spatially and temporally varying non-LTE O2 emissions (’O2 nightglow’) at 1.27 µm from an altitude
region around 100 km (Piccioni et al., 2009) contaminate the 1.28 µm window. For retrievals, this window
will thus be blacked out, and O2 nightglow need not be considered. Note that calibration refinements and
preprocessing for VIRTIS-M-IR data as performed by Kappel et al. (2012b) had mainly concentrated on the
range 1.0–2.6 µm.
In the considered spectral range, spectral surface emissivity is observable in the three ’surface window
peaks’ (1.02, 1.10, and 1.18 µm). The three parameters e1.02, e1.10, and e1.18 parameterize the spectral emis-
sivity such that it is constant over the ranges of the respective windows (1.000–1.055 µm, 1.055–1.125 µm,
1.125–1.225 µm, comprising about four, eight, and ten spectral bands, respectively). Knowledge of all three
emissivities can suffice to discriminate between a number of potential surface materials and grain sizes (Haus
and Arnold, 2010). Emissivities must lie in the interval [0, 1], and initial values are all set to 0.5.
Temperature altitude profiles are taken from the Venus International Reference Atmosphere (VIRA, Seiff
et al., 1985). For studies of nightside spectra in the utilized spectral range, essentially only the tropospheric
temperature field is important. Below 32 km, it is usually considered to be independent of latitude as described
by VIRA. In that range, remote sensing has not yet been performed, and in situ measurements were mainly
restricted to low latitudes up to about 30 °. But altitudinal or latitudinal deviations from VIRA may occur
there, and in fact are suggested by a General Circulation Model (GCM, Lebonnois et al., 2010b, personal
communication). However, in situ measurements and the GCM suggest that the deep atmospheric tempera-
ture field is quite constant in time and local time, a consequence of high thermal inertia and thermodynamic
stable layering. Deviations from the VIRA temperature profile shall be parameterized by two parameters.
∆T0 leads to a quadratic offset to VIRA below 25 km that is zero and has zero derivative at 25 km and is
∆T0 at 0 km, regardless of the actual surface elevation. ∆T25 leads to a quadratic offset below 50 km that is
zero at 0 and at 50 km and is ∆T25 at 25 km. This allows for a modification of the temperature in the bulk
of the deep atmosphere, and temperature and temperature lapse rate near the surface (see Kappel et al., 2015,
Fig. 3). Surface temperature is set to the atmospheric temperature at the respective surface elevation. Pressure
altitude profiles follow from hydrostaticity and the ideal gas law with VIRA pressure at the respective surface
elevation as initial value. The elevation of a surface bin is provided according to Kappel et al. (2012b), who
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use Magellan radar data (Ford and Pettengill, 1992; Rappaport et al., 1999) as basis. The elevation uncertainty
of a 91.5×91.5 km2 surface bin (see Section VI.2.1 (p. 165)) is assumed as 0.2 km (see Kappel et al., 2015).
The CO2 volumemixing ratio is 96.5%. The only minor gases that provide significant opacity in the studied
spectral range are H2O (including HDO, which is treated such that the initial D/H ratio corresponds to 150
times the corresponding ratio for Earth) and HCl (Haus and Arnold, 2010, Fig. 19). A small CO influence
at the interval boundary (2.28–2.30 µm) is neglected here. Initial altitude profiles of volume mixing ratios
of minor gases are taken from Haus and Arnold (2010) and are based on the profiles described by Pollack
et al. (1993). Note that in contrast to the present work, Kappel et al. (2015) scaled the H2O column such that
the concentration at the surface was 25 instead of 32.5 ppmv. Both H2O and HCl affect the peak at 1.74 µm
(probed altitudes 20–30 km), and H2O is in addition observable between 1.10 and 1.20 µm (≤ 26 km). H2O
(excluding HDO) and HCl model variations shall be parameterized by total column factors tH2O and tHCl that
scale the respective initial altitude profiles which translate to 32.5 or 0.5 ppmv at 25 km, respectively. Recent
studies showed that H2O concentration in the deep atmosphere amounts to a value of 30+10−5 ppmv (Bézard
et al., 2011), corresponding to tH2O ∼ 0.92+0.31−0.15. Monochromatic absorption cross-sections of gases due
to allowed molecular transitions are computed from the spectral line databases CDSD (CO2, 0.4–0.9 µm and
1.25–1.33 µm, Tashkun et al., 2003), HITEMP (CO2, Pollack et al., 1993, H2O isotopologues 161, 181, 171,
Rothman et al., 1995), and HITRAN08 (H2O isotopologues 162, 182, 172, HCl, Rothman et al., 2009) by
using spectral line shapes listed by Haus and Arnold (2010). To be in accordance with the composite line
database used by Haus and Arnold (2010) that was extensively validated for radiative transfer in Venus’ atmo-
sphere, the more recent HITEMP2010 (Rothman et al., 2010) is not yet considered here. Molecular Rayleigh
scattering is treated according to Hansen and Travis (1974).
The opacity of the main gaseous constituent CO2 for the high-pressure and high-temperature environment
of Venus’ deep atmosphere is not sufficiently well predictable to provide reliable simulations of observable
spectra. The line databases of the allowed transitions are not based on laboratory measurements, but mostly
on theoretical models (Tashkun et al., 2003) and contain errors (Haus and Arnold, 2010; Bézard et al., 2011).
The line shapes are still under discussion, as are additional opacity effects (continuum, collisional induced
absorption, line mixing). The CO2 opacity due to allowed transitions requires a wavelength dependent cor-
rection to produce good fits to real data at all. This correction is in the following shortly referred to as ’con-
tinuum’. For this work, it does not only include the actual continuum contribution, but opacity corrections
in general. It is independent of the measurement but depends on the utilized line databases and line shapes
and is thus not directly comparable to continua given by authors who made other choices. The continuum
is treated here as a spectrally constant value throughout the range of an atmospheric transparency window,
except for the 1.10 and the 2.3 µm windows. The spectral fine structure fluctuations of the latter around the
value c2.3 = 160 · 10−29 cm2 are relatively easy to retrieve and can be found in Kappel et al. (2012b, Fig. 11).
To allow for satisfactory fits to the 1.10 µm peak, its continuum is modeled as a (wavenumber-) linear function
that connects the values c1.056 = 22 · 10−29 cm2 and c1.124 = −6.9 · 10−29 cm2 at wavelengths 1.056 and
1.124 µm. The other continua are denoted by c1.02, c1.18, c1.31, and c1.74, where the subscripts indicate the
wavelengths of the respective windows, and are set to 0.39, 1.9, 9.6, and 26 in units of 10−29 cm2, respec-
tively. These values are the most recent continuum results of the present authors and were retrieved with MSR
(Kappel, 2014) as parameters that are common to a large set of highly diverse VIRTIS-M-IR nightside spectra
and assuming a fixed surface emissivity of 0.5 (the initial emissivity). Modifications to the retrieval pipeline
and the choice of the set of utilized spectra and the initial emissivity can affect the results (order of 10%–20%,
depending on the window). However, a retrieval error analysis analogous to the one performed by Kappel et al.
(2015) for surface emissivity would be needed to understand their significance, but these values are not the
primary target of this work. Therefore, values stated in this and in earlier publications of the present authors
should be, as mentioned in those works, regarded as working hypotheses and preliminary values. Note that in
this work, the surface window continua are treated as fine-tuning parameters that shall prevent the retrieved
emissivities to systematically approach the boundaries 0 or 1, as will be explained in Section VI.2.3. It was
shown by Kappel et al. (2015) that uncertainties in the continua are important sources of retrieval errors for
absolute emissivities. To avoid high emissivity retrieval errors due to continuum uncertainties, the strategy
for the emissivity retrieval is modified by rather retrieving relative emissivities and showing the results to be
reasonably independent of the continua, the initial emissivity, and other parameters.
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The clouds are assumed to comprise four modes (1, 2, 2’, and 3) and are modeled according to Haus et
al. (2013). Each mode consists of spherical droplets of 75% sulfuric acid. Refractive indices are taken from
Palmer and Williams (1975) with supplements from Carlson and Anderson (2011). Cloud particle radii are
log-normally distributed with modal radii of 0.3, 1.0, 1.4, 3.65 µm and unitless dispersions of 1.56, 1.29, 1.23,
1.28 for the four modes, respectively (Pollack et al., 1993). Initial profiles of particle number densities N at




(− (h− ht)/st) h > ht
N0 hb ≤ h ≤ ht
N0 exp
(− (hb − h)/sb) h < hb . (VI.1)
Mode-specific values are listed in Table VI.1. N(h) is set to zero above 85 km. Actual cloud modal abun-
Cloud mode 1 2 2’ 3
Top of peak density, ht in km 65 66 60 57
Base of peak density, hb in km 49 65 49 49
Upper scale height, st in km 5 3.5 1 1
Lower scale height, sb in km 1 3 0.1 0.5
PND at hb, N0 in cm−3 181 100 50 14
Table VI.1: Initial cloud parameters for Eq. (VI.1). PND is the particle number density.
dances are defined by cloud mode factors m1, m2, m2′ , and m3 that scale the number densities of the initial
altitude profiles. Variations of hb, ht, sb, or st for cloud mode i rescale N0 for mode i such that the total
number of mode i particles per horizontal unit area remains constant. This is done in order to disentangle
variations of altitude distribution and variations of particle abundance. Deviations of the hb for modes 1, 2’,
and 3 from their initial value 49 km are treated as a joint parameter, since below that altitude, the temperature
and pressure conditions are thought to force cloud particle numbers to sharply decrease except for possible
haze (see in situ data described by Knollenberg and Hunten, 1980, and Marov et al., 1980). The cloud top
altitude is defined as the altitude where the cloud optical depth at 1.0 µm attains unity. Haus et al. (2013, 2014)
described a slow decrease of the local-time- and time-averaged nightside cloud top altitudes from ∼71 km at
the equator to ∼70 km at mid latitudes and then to ∼61 km at polar latitudes. Here, this is implemented in an
abstracted form as a linear decrease of hb and ht for cloud mode 2 and ht for cloud mode 1 by 10 km (referred
to Table VI.1) between 55 ° and 80 ° latitude. Wavelength dependent scattering and absorption properties of
the clouds are computed according to Mie theory (Wiscombe, 1980).
VI.2.3 General remarks on multi-spectrum retrieval and renormalization
Since spectral information content is limited, there are always atmospheric and surface parameters required
for the numerical simulation of spectra that cannot be uniquely derived from the measured spectra. These pa-
rameters interfere with emissivity data and are usually set to certain reasonable values that are compatible with
current knowledge on atmospheric and surface conditions and allow for the generation of realistic synthetic
spectra. When these assumptions deviate from the true physical values, this may cause surface emissivity
retrieval errors, even though the fits well match the measured spectra. Compared to this effect, the impact
of measurement noise is of secondary importance. It was shown by Kappel et al. (2015) that these errors
are too large to obtain reliable absolute emissivities from single VIRTIS-M-IR measurements. However, it
was proposed to apply the multi-spectrum retrieval algorithm MSR developed by Kappel (2014) to retrieve
emissivity as a parameter that is common to several measured spectra that cover the same surface bin. This
assumes that geologic activity (and thus time variations of emissivity) is negligible. This seems to be in-
deed the case, as Müller et al. (2012a) have argued on the basis of the VIRTIS-M-IR data. MSR allows for
the retrieval of parameters that are common to a certain selection of measurements and to incorporate ex-
pected mean values, standard deviations, and correlation lengths and times as Bayesian a priori information
for the retrieval parameters, along with measurement and simulation error information. This decreases the
probability of retrieving unreasonable values and spatial-temporal distributions of the parameters, allows for
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taking the context of adjacent measurements into account, and thus enhances the reliability of the retrieved
results. All considered measurements can be parameterized by a fully consistent set of atmospheric, surface,
and instrumental parameters.
Even with MSR, absolute emissivity values are difficult to obtain. Given a certain surface bin that is cov-
ered by Nr measurements, the impact of fluctuations around the long-term average of a temporally varying
parameter at that surface bin should statistically average out with 1/
√
Nr. Examples of such temporally vary-
ing interfering parameters are the column abundancesmi of the cloud modes, top and bottom altitudes of the
vertical cloud mode particle distributions, the H2SO4 concentration of the cloud droplets, and atmospheric
trace gas abundances. Since the spatial distributions of the long-term averages of these interfering parameters
are not exactly known, they cannot be considered in the radiative transfer simulations, and retrieved emissivity
maps may therefore systematically deviate from the true emissivity map. However, as long as the measure-
ments of the surface target are not in the vicinity of the terminators or the polar regions, the long-term average
of the interfering parameters should not spatially vary on scales smaller than a few thousand km. This can
be motivated by the symmetries and spatial scales of the global atmospheric circulation. Uncertainties of
constant interfering parameters like the continuum parameters can lead to additional large emissivity errors.
It was proposed by Kappel et al. (2015) to remove these errors as follows. First, to minimize emissivity
errors that are due to continuum parameter uncertainties, wavelength dependent continua are pre-determined
with MSR as common parameters that are compatible with as many and diverse as possible observed spectra.
An initial emissivity value has to be defined for this purpose to complete the parameter set required to solve
this retrieval problem without too strongly underconstraining it. The pre-determined continua do not neces-
sarily coincide with the true ones but have proved to be compatible with almost all VIRTIS-M-IR nightside
spectra analyzed so far. Using them, a surface emissivity map, quasi ’relative to the initial emissivity’, can
be retrieved with MSR from a suitable measurement data set that repeatedly covers the actual surface target.
This map is henceforth also called the ’raw retrieved emissivity map’. The mean value of this map can differ
from the initial emissivity, since the measurement data sets utilized to determine the continua and the map
(and therefore the corresponding time-averaged interfering true parameters) do not necessarily coincide. It
was proposed to add a constant value to the retrieved relative emissivity map such that its new median value
corresponds to the initial emissivity. This way, the impacts of uncertainties in the mentioned interfering pa-
rameters were predicted to be largely removed. In the present work, this addition is not performed at this
point. Note that the present work does not use median values but mean values, because additional statistical
parameters like standard deviation have to be analyzed here. The median’s advantage of robustness against
statistical outliers was verified to be not really necessary here.
Additional effects have to be taken into account. For instance, the relative emissivity maps can exhibit
spatially slowly varying trends in latitude direction that are probably unrealistic from the geologic point of
view. Such trends were assumed to be negligible by Kappel et al. (2015) who utilized synthetic spectra to
develop the retrieval of relative emissivities. The relevance of these trends was only recognized when real
measurements were analyzed in the frame of the present work. The occurrence of these latitudinal trends can
be explained with the spatial distributions of the time-averaged true values of interfering parameters. Again
motivated by the symmetries and spatial scales of the global atmospheric circulation, and provided that the
measurements of the surface target are not in the vicinity of the terminators or the polar regions, these parame-
ter distributions are expected to be spatially slowly varying, and only in latitude direction. Moreover, they can
depend on the utilized measurement data set. The respective parameters used in the forward model simulation
are, in absence of detailed knowledge, mostly set to constant values. These spatially slowly varying deviations
between time-averaged true and assumed parameters lead to corresponding artificial latitudinal trends in the
retrieved emissivity map.
It also turned out that, for not too high surface elevations, the retrieved emissivities can exhibit a trend with
surface elevation that is approximately linear. This trend seems to be unrealistic from a geologic point of view,
at least if it should turn out as a global phenomenon that occurs regardless of geologic context. If not real,
it might be explained by unexpected extinction properties close to the surface in the low-lying regions of the
planet, for instance due to errors in the CO2 absorption or to a kind of haze close to the surface, compare also
Grieger et al. (2004); Erard et al. (2009). But such a conclusion would require a detailed retrieval analysis
of a much larger portion of Venus’ surface than is currently possible with the available computer resources.
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Therefore, the origins of such trends are not further discussed here. It is assumed until the emergence of
convincing arguments to the contrary that these are not real emissivity trends, but retrieval artifacts due to
imperfect or unconsidered forward model parameters. Note that this is just an assumption at the moment, and
it should be kept in mind that actual trends with surface elevation (due to trends in the distribution of dust,
surface composition, or weathering) might exist.
At each surface window, the trends of the raw retrieved emissivity map with both latitude and surface el-
evation are jointly removed (’de-trended’) by a multiple linear regression (see Appendix VI.A.2.1 (p. 192)
for details), but in a way that does not change the emissivity mean value. For an illustration, see Fig. VI.1
(p. 175)a that depicts a raw retrieved emissivity map at 1.02 µm, and Fig. VI.2 (p. 175) that shows the resulting
trends with latitude and topography. In Fig. VI.1 (p. 175)b, the topography trend is removed, and in Fig. VI.1
(p. 175)c both the topography and the latitude trends. These figures are explained later in Section VI.3 (p. 174),
since the retrieval pipeline required to derive these maps can only be introduced after the discussions in the
present subsection.
However, the spatial fluctuations of the de-trended emissivities around their mean tend to increase in mag-
nitude for increasing emissivity mean, because the radiance response to small emissivity perturbations around
an emissivity base value decreases for increasing emissivity base value. The fluctuations are small compared
to the emissivity mean. This effect is detailed in Section VI.4.5 (p. 184). It is shown there that it can be
quantified according to an (affinely) linear transformation with respect to the mean values of the raw retrieved
emissivities. To remove the impact on the derived emissivity maps, this linear transformation is used to refer
the de-trended maps to a certain reference emissivity value, here 0.5. The result is called the ’renormalized
emissivity map referred to the reference emissivity 0.5’. In the following, the maps will always be referred
to 0.5, except when stated otherwise, and the result is shortly called ’renormalized emissivity map’. The
emissivity mean of this renormalized map coincides with the reference emissivity, i.e. the emissivities now
spatially fluctuate around the reference emissivity. If the reference emissivity coincided with the (unknown)
true absolute mean emissivity of the target area, the amplitude of the derived fluctuations would coincide with
the amplitude of the true fluctuations, assuming that there are no real emissivity trends with latitude and to-
pography. The described linear transformation replaces the plain addition operation proposed by Kappel et al.
(2015) to make the emissivity mean value coincide with the initial emissivity. Using the linear transformation,
the renormalized emissivity map can easily be referred to other reference emissivities if needed. The depen-
dence of the fluctuation amplitude on the assumed mean emissivity of the target area is an important effect for
the quantification of spatial emissivity variations and cannot be neglected. This effect is most pronounced at
1.02 µm.
By applying the entire renormalization procedure described in the last paragraphs, the extremely high
emissivity retrieval errors due to systematically wrong assumptions on interfering parameters can be largely
avoided. In return, it has to be verified that the renormalized retrieved maps do not significantly change when
the initial emissivity, the continua, slowly varying latitudinal deviations of the utilized from the actual deep at-
mospheric temperature field, and other interfering parameters are modified. The selected surface target should
not exceed spatial dimensions of a few thousand km, a scale on which the interfering parameter trends and thus
the systematic deviations of the retrieved from the true emissivity map can be thought to be approximately
linear functions of latitude, allowing for a corresponding renormalization. In the same way, the surface ele-
vation range of the target should not be exceedingly wide to ensure approximate linearity of the trend with
topography and its successful renormalization.
The regression coefficients for each map are listed in addition to the mean emissivity before renormaliza-
tion (Table VI.4 (p. 181)). The interplay between unexpected extinction properties close to the surface, an
unconsidered latitudinal trend of the deep atmospheric temperature field, the utilized continua, and mean and
latitudinal trends of time-averaged cloud abundances, cloud bottom altitudes, and H2O abundances, as well
as other discrepancies between utilized and true parameters, depending on the selection of spectra, can lead
to different emissivity means and regression coefficients.
In practice, this means that the raw retrieved emissivities may approach their domain boundaries, i.e. the
boundaries of the set of physically valid values attainable by the respective parameter (0 or 1 for emissivity), or
are even cut off at these boundaries. This may occur even for fixed continua and deep atmospheric temperature
field, in particular when comparing target areas at different latitudes. Note that violations of these boundaries
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are prevented in the retrieval process by a modification (Kappel, 2014, Appendix A.1) of the logarithmic bar-
rier method (Nocedal and Wright, 1999, Section 17.2). In the extreme case, the raw retrieved emissivities of
all surface bins may thus become 1, for instance, in which case renormalization would lead to a featureless
map where all emissivities would correspond to the reference emissivity. On the one hand, this is the reason,
in particular in presence of trends of the raw retrieved emissivities with topography or latitude, for choosing
the initial emissivity 0.5 as the value that is farthest away from the emissivity domain boundaries. On the other
hand, renormalization alone turns out to be insufficient to make the determination of useful emissivity maps
fail-safe. As a workaround, the current approach for operational retrievals is to retrieve the surface window
continua each time anew along with the emissivity maps. The resulting continua differ only slightly, but now
they take on the character of fine-tuning parameters that shall prevent the emissivity maps to approach the
boundaries 0 or 1 from the outset. Renormalization is still needed to ensure an exact coincidence of the emis-
sivity mean with the reference emissivity and to remove the mentioned latitude and topography trends. Note
that after renormalization, the emissivity mean corresponds to the reference emissivity 0.5, and the slopes of
linear trends with latitude and surface elevation are zero, such that an additional subsequent renormalization
would not change results anymore. In the following, the term ’renormalized emissivity’ is to be understood to
include the fine-tuning step. It will be verified that no further modifications to this approach are required to
obtain reasonably reliable emissivity data maps.
Note that the retrieval error analysis by Kappel et al. (2015) did not consider measurement errors. More-
over, the shapes of simulated and measured spectral peaks can slightly differ, in which case the parameters can
more easily converge to subsidiary solutions. For instance, when the spatially slowly varying time-averaged
cloud abundance for the utilized set of measurements exceeds the long-term average, the retrieval algorithm
may converge to a solution where the decreased radiance average is explained by a modified cloud mode abun-
dance in conjunction with a decreased emissivity. This may lead to retrieval errors that exceed those listed
by Kappel et al. (2015) and amplify the emissivity domain boundary problem. Application of the approach
described in this section, however, should largely remove such errors.
All these subtleties necessitate a verification of the applicability of the synthetic retrieval error analysis re-
sults by Kappel et al. (2015) to real renormalized emissivity maps. This is discussed in Section VI.4 (p. 176).
VI.2.4 Retrieval pipeline
Studying synthetic spectra, Kappel et al. (2015) have compared several single-spectrum retrieval pipelines for
surface emissivity retrieval. For the pipeline that yielded the smallest retrieval errors, the auxiliary parameters
that have to be retrieved to allow for useful fits at all comprise the cloud mode 2, 2’, and 3 factors. Along with
the emissivities, these parameters are determined from the spectral range 1.0–2.3 µm excluding the blacked
out 1.28 µmwindow. This pipeline is used as a baseline for a suitable multi-spectrum retrieval pipeline. To be
applicable to real, not synthetic measurements, the new pipeline has to be more elaborate. The main reason
is that three parameters that describe the spectral registration and that are crucial for emissivity retrieval are
not sufficiently predictable by the calibration pipeline: the spectral sampling δλs, the wavelength λs1 of first
spectral band, and the full-width-at-half-maximum FWHMs of the spectral instrumental response function
(Kappel et al., 2012b). An FWHMs that is wavelength independent can be checked to allow for satisfactory
fits, but FWHMs and λs1 turn out to vary with spatial sample on the detector and detector temperature. δλs
seems to be generally constant, and an optimal value of 9.49 nm per spectral band can thus be determined with
MSR as parameter that is common to many (thousands) and diverse VIRTIS-M-IR spectra. FWHMs and λs1,
on the other hand, must be individually determined for each spectrum. It was shown by Kappel (2014) that
FWHMs can be retrieved quite reliably already for single-spectrum retrieval, althoughMSR results taking into
account the context of adjacent measurements are more accurate. λs1 can be retrieved very reliably, since it
well disentangles from any other considered retrieval parameter due to its distinct Jacobian. Appendix VI.A.3
(p. 199) depicts and describes the detector-related trends for retrieved λs1 and FWHMs.
In the following, it is to be understood that the retrieval parameters are always determined for the entire set
of utilized measurements by applying MSR and using the a priori data listed in Table VI.2. The initial guess
for the retrieval iterations is always set to the corresponding a priori mean value a, except for λs1 where it is set
to the value predicted by the calibration pipeline. The a priori standard deviations are here set to values that
are larger than is realistic, to not constrain the effective parameter ranges too much, thereby focusing more on
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Parameter a σ λ τ
λs1 1.02 µm 0.03 µm 0.3×256 0.2 h
FWHMs 17 nm 5 nm 0.5×256 0.2 h
m1,m2,m2′ ,m3 1 5 500 km 3.6 h
H2Ob 1 0.5 2000 km 8 h
Continua 10−29 cm2 10−27 cm2 upslope upslope
e1.02, e1.10, e1.18 0.5 2 50 km upslope
Table VI.2: A priori mean values a, standard deviations σ, correlation lengths λ, and correlation times τ for
retrieval parameters. λs1: wavelength of first spectral band, FWHMs: FWHM of spectral instrumental response
function, mi: column scaling factor for cloud mode i, H2Ob: factor for H2O column below 26 km, ej : emissivity
at surface window j. λ for λs1 (FWHMs) is set to 30% (50%) of the spatial width of the detector of 256 samples.
Retrieval of common parameters (infinite correlation lengths or times) is indicated by ’upslope’.
the spatial-temporal relations. In the future, it will be tested, whether it is safe to set them to smaller values.
Single-spectrum retrieval results show that both FWHMs and λs1 have a quite smooth detector sample and
temperature dependence. Due to the properties of the VEX orbit, detector temperature with the spacecraft
close to an eclipse boundary can vary with time on a scale of a few minutes. It improves disentanglement
from other parameters, in particular for FWHMs, when correlation lengths and times are set as a priori data
for MSR according to Table VI.2. As discussed by Kappel et al. (2015, Section 3.5), the expected correlation
lengths for the cloud mode factors are set to λ = 500 km (with a few hours correlation time), which can be
motivated by computing the auto-correlation function of observation movies of 2.3 µm nightside radiances as
proxy. But there is also evidence for smaller scale cloud structures (100–200 km for mottled clouds observed
by VMC/VEX, Titov et al., 2012), and small-scale convection in the middle cloud region causes large optical
thickness variations (Imamura and Hashimoto, 2001). It can be shown by computing the corresponding Ja-
cobian that the parameter H2Ob, which is defined to scale the H2O column only below 26 km, mostly affects
the range 1.10–1.20 µm and only slightly influences the 1.74 µm peak. In contrast (see Fig. 2 by Kappel et al.,
2015, for a selection of relevant Jacobians), a factor for the entire H2O column significantly affects both ranges
and thus leads to a stronger interference with clouds than H2Ob does. Since the number of interferences be-
tween retrieval parameters should be kept as low as possible, usage of H2Ob is preferred here over a factor for
the entire H2O column. Note that, according to the respective Jacobians, H2O variations at higher altitudes
can be compensated in the 1.74 µm peak by slightly different cloud mode abundances. The correlation length
for H2Ob is chosen to be compatible with data for minor gases by Tsang et al. (2009) and Haus et al. (2015a),
with the atmospheric convection and its spatial scales as motivation. Correlation time is such that a distance
corresponding to half of the correlation length is covered by gases at wind speeds of ≈35m/s that prevail at
26 km altitude (Schubert, 1983, Fig. 9). For surface emissivities, the a priori correlation length can be set to
50 km, which corresponds to the half FWHM of the expected achievable spatial surface resolution in the IR
(100 km, Moroz, 2002).
It can be seen from deep space observations that noise equivalent spectral radiance for actual VIRTIS-M-IR
measurements is in the order of 4·10−4 W/(m2 sr µm) for wavelengths shortward of 2.6 µm (256-sample-mode,
unbinned, 3 s exposure time). As discussed in Section VI.2.1 (p. 166), each VIRTIS-M-IR cube is binned to
match the 100 km FWHMof the surface data blurring. For a given data cube, typically 30 spectra contribute to
each bin for southern hemisphere mapping data at 45 °S (Kappel et al., 2015). It is thus reasonable to assume
a Gaussian with standard deviation σN=10−4 W/(m2 sr µm) as first guess for the measurement and simulation
error distribution for binned data.
The retrieval pipeline is arranged into several stages that shall ensure a steady convergence and a minimal
use of resources. If all retrieval parameters were determined in a single stage from the entire wavelength range,
not only unnecessarily large computer memory usage and processing time had to be used (faster than linearly
increasing with problem size (Kappel, 2014)), but the parameters could more easily converge to subsidiary
minima far away from the global minimum of the retrieval cost function.
The first stage retrieves λs1 from the 1.74 µm peak. Note that the result is not final, since later stages will
refine this value, based on the ever-increasing improvement of the fit for an ever-wider wavelength range. The
second stage determines λs1 and FWHMs in addition to cloud mode factors m2′ and m3 from the 1.74 and
2.3 µm peaks. In the later stages, λs1 and FWHMs are both determined with ever-improving refinements, but
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this will not be mentioned anymore. The third stage estimates the surface window continua (as fine-tuning pa-
rameters as explained), while the fourth stage repeats the second stage but also determinesm2 and utilizes the
surface windows in addition. At this point, the retrieved values quite well parameterize the measured spectra
for most of the relevant wavelength range, and it is unlikely that in the later stages, the retrieval parameters
lock to subsidiary solutions that are farther away from the global minimum of the retrieval cost function than
at this stage. The emissivities are technically only needed to refine the fit and are determined later. Note that
the 1.31 µm peak is not included yet, since it does not yield significant additional information (Kappel et al.,
2015) and that the 1.31 µm continuum is not determined yet. The fifth stage repeats the third to refine the
surface windows continua, and the sixth stage repeats the fourth, but (optionally omitted) retrieves m1 and
H2Ob in addition. The seventh stage retrieves a first version of the surface emissivities, and the eights and
ninth stages repeat stages six and seven for a final refinement. Optionally, a last stage retrieves the 1.31 µm
continuum for completeness. The resulting maps are renormalized as described above.
VI.3 Renormalized emissivity maps at Themis Regio
The raw emissivity map at 1.02 µm retrieved according to Section VI.2.4 (p. 172) from the N0r = 64 repe-
tition data set introduced in Section VI.2.1 (p. 165) is shown in Fig. VI.1a. The emissivity average over all
bins of the target area is 0.48 (compare Table VI.4 (p. 181), row ’N0r = 64’, column ’Mean’, first value). To
enable a better comparison to all subsequent map representations, a constant value of (0.5-0.48) is added to
the raw emissivity of each bin leading to a ’shifted’ map with average 0.5. This map is interpolated (using thin
plate splines, Williams et al., 2014) between the shifted emissivity values at the bin centers and represented
according to the depicted color bar. An equirectangular map projection is used with the center of the shown
latitude range as standard parallel, i.e. there is no local distortion due to the map projection at this latitude.
The longitude range 270.5–287.8 °E covered by the bin centers corresponds to a distance of 1373 km mea-
sured along the standard parallel, the latitudinal extension -46.99 to -35.63 °N corresponds to 1200 km. The
’+’ symbols indicate the centers of the surface bins. The switch between Lambert cylindrical and Lambert
south pole azimuthal projections at -38.68 °N for the equal area surface binning (Section VI.2.1 (p. 165)) is
clearly discernible from the distribution of the bin centers. Fig. VI.1d depicts the blurredMagellan topography
(see Section VI.2.1 (p. 165), for the unblurred map see Fig. VI.3 (p. 176)d) of the target area.
As it was explained in Section VI.2.3 (p. 169), the raw emissivity maps can exhibit (probably artificial)
trends with topography and latitude. This is illustrated in Fig. VI.2 for the raw emissivities at 1.02, 1.10,
and 1.18 µm derived from the N0r = 64 data set. For a better representation, the trends are shown separately
(trend with topography left, trend with latitude right). There is an obvious correlation between raw emissivity
and topography. The latitudinal trend is less pronounced, but its removal is still important for quantitative
comparisons between different maps of the same target. Moreover, the latitude range is quite small here, and
additional maps with wider latitude ranges are needed to asses this trend’s global relevance. The slopes of
both trends are listed in row ’N0r = 64’ of Table VI.4 (p. 181). It will be shown in Section VI.4 (p. 176) that
for the same target area, the slopes depend on interfering parameters and the selection of the measurements
(compare Table VI.4 (p. 181)), which leads to large differences between raw maps of the same target. On the
other hand, the renormalized maps, where both trends have been removed, are very similar among each other
as will be shown. This indicates that the trends are artificial indeed. The unrealistic systematic divergence
between the raw emissivities at different surface windows for increasing surface elevation points to the same
conclusion. It was already explained that the trends are probably due to imperfect forward modeling. If the
trends are artificial, their magnitudes are so large that their occurrence cannot be neglected and they have to
be removed to obtain useful maps. Fig. VI.1b depicts the map from Fig. VI.1a with the topography trend
removed, and in Fig. VI.1c, both the trends with topography and latitude are removed.
It was discussed in Section VI.2.3 (p. 169) that the spatial fluctuations of the de-trended emissivities around
their mean value tend to increase in magnitude for increasing emissivity mean. To finally obtain the renor-
malized maps, the de-trended maps have to be referred to the reference emissivity 0.5 according to a linear
transformation that is detailed in Section VI.4.5 (p. 184). The renormalized emissivity maps derived from the
N0r = 64 repetition data set and referred to the reference emissivity 0.5 are shown in Fig. VI.3 (p. 176). This
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Figure VI.1: Removal of trends with topography and latitude for the 1.02 µm emissivity map of Themis Regio
retrieved from theN0r = 64 measurement repetition data set. (a) Raw map, (b) trend with topography removed, (c)
trends with topography and latitude removed, (d) utilized surface elevation (blurredMagellan topography). Suitable
constants were added to the emissivity maps such that the map averages are always 0.5 for better representation.
The corresponding results at 1.10 and 1.18 µm are given in Figs. VI.A.3 (p. 200) and VI.A.4 (p. 201) in the sup-
plementary material. Horizontal axes: longitudes, vertical axes: latitudes. 1 °latitude corresponds to 105.62 km at
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Figure VI.2: Scatterplots (symbols) and linear trends (black lines, for slopes see row ’N0r = 64’ of Table VI.4
(p. 181)) illustrating the trends with topography and latitude in the raw retrieved emissivity maps of Themis Regio.
Left: trend with blurred Magellan topography when trend with latitude is removed. Right: trend with latitude when
trend with topography is removed. Suitable constants were added to the emissivities such that the map averages are
always 0.5 for better representation.
is the first main result of this work. The second main objective, the reliability of these results, is addressed in
Section VI.4. Recall that the maps represent not absolute but relative emissivity values.
The 1.02 µm renormalized emissivity map shows distinct spatial variations. They indicate heterogeneous
surface properties. Pronounced anomalies occur relative to the average 0.5 (green) of the renormalized emis-
sivity map. Two major trends characterize the studied area. Low emissivity is centered over Shiwanokia
Corona (42.0 °S, 279.8 °E, see Section VI.1 (p. 162)), whereas a positive emissivity anomaly appears in as-
sociation with Abeona Mons (44.8 °S, 273.1 °E). These results cannot be explained by spatial topography
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Figure VI.3: Renormalized emissivity maps (N0r = 64 measurement repetition data set) of Themis Regio re-
ferred to reference emissivity 0.5 at (a) 1.02 µm, (b) 1.10 µm, and (c) 1.18 µm, and (d) surface elevation (unblurred
Magellan topography). Axes as in Fig. VI.1.
variations, since both these areas exhibit higher surface elevations than their respective surroundings. Rather,
the emissivity variations clearly correspond to relevant geologic surface patterns. A detailed discussion of
emissivity correlation at all three wavelengths with geomorphologic surface features will be given in a follow-
up paper.
VI.4 Retrieval errors and reference emissivity
No measured value makes sense without knowledge about its reliability. This is particularly true for the emis-
sivity maps derived in this work. Section VI.4.1 recites predictions regarding their reliability gained from an
earlier study with synthetic spectra. A statistical analysis of maps retrieved from real measurements is used
for an improved error estimation (Sections VI.4.2 (p. 178), VI.4.3 (p. 179), and VI.4.4 (p. 180)). Based on
results from Section VI.4.4 (p. 180), it is discussed, how retrieved maps can be referred to a given reference
emissivity (Section VI.4.5 (p. 184)).
VI.4.1 Retrieval errors determined from synthetic spectra
Kappel et al. (2015) have performed an error analysis for the single-spectrum retrieval of surface emissivity
from synthetic VIRTIS-M-IR spectra. Correspondingmulti-spectrum retrieval errors for a renormalized emis-
sivitymapwere estimated from the respective single-spectrum errors by plausible scaling rules that emulate the
statistical impact when each surface bin is covered by Nr repeated measurements. Appendix VI.A.2 (p. 192)
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of the present work justifies that these rules are approximately valid, also discussing the assumptions required
to derive them. The caseNr = 25 was used by Kappel et al. (2015) to illustrate the order of magnitude of the
various contributions to the retrieval errors of the renormalized emissivity maps. The present work focuses
on the case ofNr = 64 =: N0r , and in the following, retrieval errors are given that are scaled toN0r , based on
the values given by Kappel et al. (2015, Table 5) where five different reference spectra were studied.
Errors due to uncertainties of temporally varying interfering parameters (cloud parameters, minor gas abun-
dances) scale with 1/
√
Nr, compare Eq. (VI.A.3) (p. 195). Double standard deviation errors are in the order
of 2%–6% of the true emissivity, depending on the surface window and the utilized spectrum, and assuming
statistical independence of the interferences. The main contributors for this case are uncertainties of the cloud
bottom altitude and the H2O content of the atmosphere.
Time independent interfering parameters that are spatially constant (continua) or vary on a scale
100 km (deep atmospheric temperature field uncertainties) theoretically do not contribute to retrieval er-
rors (Eq. (VI.A.3) (p. 195)). Those parameters that spatially vary on a scale of 100 km (surface elevation,
interfering emissivities) have been excluded from the discussions in Appendix VI.A.2 (p. 192). They can-
not be removed by the renormalization procedure since they are not spatially slowly varying. Largest error
contributor in this category is the surface elevation uncertainty. For smooth surface regions, surface eleva-
tion uncertainties for bins with an area of roughly 100×100 km2 are assumed to be in the order of 100m,
and for more rugged mountainous areas even higher. Generally, an uncertainty of 200m is assumed here.
Corresponding emissivity errors do not improve for an increased Nr, because uncertainties do not average
out over time. The errors at a given surface window due to (25%-) uncertainties of the emissivity param-
eters of the respective other surface windows are assumed to statistically scale with 1/
√
Nr (Kappel et al.,
2015, Section 2.3). Together, the temporally constant and spatially fast varying interfering parameters lead to
corresponding errors in the order of 9–13% for the three windows.
Measurement noise with a standard deviation of 10−4 W/(m2 sr µm) leads to additional 1%–2%. Rea-
sonable modifications of a priori mean values have negligible impacts. Retrieved maps are most reliable at
1.02 µm. There is an overall tendency for better results for cases with small cloud opacity, high surface eleva-
tion, high true emissivity, and small observation angle, but this depends on the emissivity window, retrieval
pipeline, and measurement repetition number. Spatial fine structure is more reliable than large-scale spatial
trends are.
Table VI.3 summarizes the renormalized emissivity errors referred to a typical synthetic VIRTIS-M-IR
spectrum, the default reference spectrum from Kappel et al. (2015, Section 3 and Table 4). Note that these
values slightly differ from the errors just stated that are based on five different reference spectra. Also note
that these errors are referred to a surface emissivity of 0.65. The column R1 shows the (not renormalized)
single-spectrum retrieval errors. Note that the statistically scaled errors for the case Nr = 64 (column R64)
only apply when the emissivity maps are renormalized according to Section VI.2.3 (p. 169). The rows with
’upslope’ in the R64-column show the error contributions that are largely removed when using renormalized multi-
spectrum retrieval and that would not decrease for increasing Nr without renormalization.
Calibration, preprocessing, and simulation errors can lead to additional emissivity errors. But calibration
and preprocessing were improved by Kappel et al. (2012b), and the forward model is capable of simulating
spectra that extremely well fit the measurements for a large variety of physical and observational conditions.
Calibration, preprocessing, and functional descriptions of the simulated spectra are not expected to be severely
wrong, therefore. Even if they were wrong, renormalized emissivities would not be strongly affected by that.
Interfering parameters that were not studied by Kappel et al. (2015) can also introduce further errors, for in-
stance varying cloud mode particle size distributions or chemical compositions, further details of the cloud
mode altitude distributions, unknown absorbers like possible haze close to the surface (Grieger et al., 2004; Er-
ard et al., 2009), etc. But impacts of systematically wrong assumptions on these parameters should be greatly
diminished through the renormalized emissivity retrieval, and impacts of quasi-random time variations around
the long-term averages should disappear with the inverse square root of the repetition number.
One can try to reduce the emissivity errors by retrieving one of the interfering parameters whose uncer-
tainty causes large emissivity errors (like H2O) as a further parameter. But this can only succeed, when the
parameter can be reliably determined. A retrieval error analysis like that reported by Kappel et al. (2015)
would be required to decide this. Haus et al. (2015a) performed such an analysis for the retrieval of minor gas
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Uncertain parameters 2σ R1 R64
t 17 35 49 2 4 6
Cloud bottom 3 km 5 20 14 1 3 2
H2SO4 10% 2 3 12 0 0 2
H2O 25% 15 26 43 2 3 5
HCl 25% 2 3 8 0 0 1
Measurement noise 2σN 4 11 8 0 1 1
Interfering emissivities 25% 9 34 27 1 4 3
Surface elevation 200m 9 12 12 9 12 12
∆T0 3K 18 35 35 upslope
∆T25 3K 12 21 23 upslope
Continua 25% 38 145 130 upslope
c1.74 25% 24 83 94 upslope
c2.3 25% 17 71 73 upslope
Table VI.3: Quadratically added errors RNr of 1.02, 1.10, and 1.18 µm emissivities (renormalized in case of
Nr = 64) that were retrieved from a synthetic spectrum, in %, for 2σ-uncertainties of the listed parameters andNr
measurement repetitions. The row ’t’ represents quadratically added (root of sum of squares) errors due to many
temporally and spatially varying parameters and measurement noise with σN=10−4 W/(m2 sr µm), see Kappel et
al. (2015, Table 4), but only the largest contributors are listed here in the sub-rows. ’Cloud bottom’: base altitude
for cloud modes 1, 2’, 3; ’H2SO4’: H2SO4 concentration of cloud droplets; ’H2O’ and ’HCl’: column factors for
these minor gases; ’∆T0’, ’∆T25’: deep atmospheric temperature profile near 0 or 25 km; ’Continua’: quadrati-
cally added contributions from the continua of all considered windows, among them from the 1.74 and the 2.3 µm
continua. Impact of reasonable a priori mean value modifications: ≤ 1%.
abundances from VIRTIS-M-IR measurements at the long wavelength flank of the 2.3 µm nightside peak with
the result that H2O can be determined with a moderate accuracy. This was a different wavelength range than
used for the present work, and results cannot be carried over. But nevertheless, this is used as an opportunity
to optionally include the H2O abundance as a retrieval parameter here (see Section VI.2.4 (p. 172)) in contrast
to Kappel et al. (2015), with the aim to slightly improve emissivity results.
VI.4.2 Measurement Selection Tests and Parameter Modification Tests
According to Table VI.3, the renormalization approach is thus predicted to enable much more useful results at
Nr = 64 than at Nr = 1, but it involves a number of subtleties, and errors are still not negligible. Moreover,
the errors listed in Table VI.3 were estimated from synthetic spectra. Thus, it is advisable to verify their ap-
plicability to real data. To examine the reliability of actual renormalized emissivity maps, two types of tests
are designed, in the following called ’Measurement Selection Test’ (MST) and ’Parameter Modification Test’
(PMT).
The VIRTIS-M-IR data can be regarded as measurements of surface emissivity maps. The MSTs shall
explore, whether these measurements are repeatable within the frame of a certain (acceptable) measurement
uncertainty, provided that geologic activity as would be observable by VIRTIS-M-IR is negligible. For this
purpose, maps are determined from S disjoint data sets (’batches’) with Nr repetitions each, using the same
retrieval pipeline as for N0r . These sets should lead to maps that are reasonably similar among each other.
At a fixed bin, the scatter of the renormalized emissivities around their mean value provides a measure of the
emissivity accuracy that is achievable atNr repetitions. This measure can be scaled to estimate the uncertainty
of the N0r map. This is discussed in detail in Appendix VI.A.2.3 (p. 195). Since the resulting raw emissivity
mean values may differ for the different maps, it is particularly important at this point to refer all the maps to
the same reference emissivity in view of the mean value dependence of the amplitude of spatial emissivity
fluctuations around their mean value. To facilitate a direct comparison of the various error measures used in
the present work, all of them are represented in terms of double standard deviations in percent of the reference
emissivity 0.5 (which is at the same time the mean renormalized emissivity), referred toN0r = 64 repetitions.
For the MSTs, surface elevation and the other temporally constant interfering parameters and their uncertainty
impacts are identical (at least up to first order in perturbations by the remaining interfering parameters). Only
temporally varying parameters can lead to significant differences. Disagreements between the maps that are
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too large to be explained by the values in Table VI.3 may be due to calibration and preprocessing errors, may
indicate that there are temporally varying interfering parameters that have not been considered here, may hint
at an underestimation of the probable range the interfering parameters are assumed to cover, may be due to
actual time variations of the emissivities, etc. In order to verify the statistical properties, MSTs are performed




With the PMTs, it shall be checked, whether the renormalized emissivity maps are reasonably independent
with respect to modifications of the most important interfering parameters. These include parameters that have
to be set to assumed values to allow for the generation of realistic synthetic spectra and that yield the majority
of the errors listed in Table VI.3. The dependence of the maps on the choice of the initial emissivity and the
continua is also examined. In addition, a number of modifications to the details of the retrieval pipeline as
well as the calibration and preprocessing will be studied. Since even the computation of a single map requires
considerable computer resources, not the full 64 repetition data set is utilized, but a data set leading to 25
repetitions. The results are statistically scaled to allow for uncertainty interpretations of the Nr = 64 case.
The mathematical background of the PMTs and their relation to the MSTs are discussed in Appendix VI.A.2.4
(p. 197).
Both reliability tests are complementary in the sense that for the MSTs, the parameters that are not retrieved
stay constant between batches in the forward model simulations whereas their true underlying values vary, and
vice versa for the PMTs. The MSTs can be regarded to yield a measure for the random errors, and the PMTs
for the systematic errors. Results of both tests are presented in Sections VI.4.3 and VI.4.4.
Each of these tests requires one or more full retrieval runs (’scenarios’). Each scenario is based on a certain
measurement data set comprising Nr measurement repetitions, the configuration of the retrieval pipeline, the
choice of the forward model parameters, and the details of the calibration and preprocessing. An abbrevia-
tion (in bold) and a description are given in the following for each scenario. The abbreviations are used in
Table VI.4 (p. 181) (column ’Scenario’). This table lists for each of the three surface windows the renormal-
ization coefficients of the emissivity maps, as well as a statistical comparison measure. The latter can be found
in the column ’SRMSD’ (scaled root-mean-square-deviation, see comment before Eq. (VI.A.3) (p. 195)) and
quantifies the deviation of the respective scenario’s renormalized emissivity map from a reference map, in
a reasonable sense scaled to be directly comparable to the N0r scenario, and represented as double standard
deviations in percent of the reference emissivity 0.5. In case of an MST with S batches, the reference map is
the average over the batches, and for the PMTs, it is scenarioNr = 25 base which is completely analogous
to scenario ’N0r = 64’, except that the data set has only 25 repetitions. For details, see Appendix VI.A.2
(p. 192). The VIRTIS-M-IR cubes utilized for these tests are listed in Appendix VI.A.1 (p. 192).
VI.4.3 Measurement Selection Tests
Three MSTs are performed and are used to estimate the retrieval uncertainty with respect to the selection of
the measurement data set, see Appendix VI.A.2.3 (p. 195).
Nr = 32, batch 1 / batch 2: Renormalized emissivity maps are determined for two disjoint data sets
(batches 1 and 2) with 32 repetitions each. The maps at 1.02 µm are depicted in Figs. VI.4a & b. Although
there are differences, the magnitudes and spatial distributions of the deviations from the respective map aver-
ages 0.5 (green) are very similar between both maps. As it was discussed, the difference between the maps is
a measure for the uncertainty of the results. Also compare to Fig. VI.3 (p. 176)a showing the more reliable
corresponding map determined from the N0r = 64 data set, which is very similar to both Figs. VI.4a & b.
Nr = 16, batches 1–4: The N0r = 64 data set is divided into four disjoint Nr = 16 data sets. Nr = 8,
batches 1–8: The N0r = 64 data set is divided into eight disjoint Nr = 8 data sets. Results of the three tests
are divided by single horizontal lines in Table VI.4 (p. 181). The quadratically averaged SRMSDs of the S
batches of a given MST yield an estimate of the uncertainty of the renormalized emissivity map at N0r (see
discussion below Eq. (VI.A.4) (p. 196)). Table VI.5 (p. 185) summarizes these estimates for the three MSTs
and gives a rough estimate of these measures’ uncertainties (according to Appendix VI.A.2.1 (p. 192)).



















Figure VI.4: Examples for MSTs and PMTs showing renormalized 1.02 µm emissivity maps of Themis Regio re-
ferred to reference emissivity 0.5. (a) MST ’Nr = 32, batch 1’, (b) MST ’Nr = 32, batch 2’, (c) PMT ’Nr = 25
base’, (d) PMT ’Continuum 1.74 µm’. Axes as in Fig. VI.1 (p. 175). The corresponding results at 1.10 and 1.18 µm
are given in Figs. VI.A.5 (p. 201) and VI.A.6 (p. 202) in the supplementary material.
VI.4.4 Parameter Modification Tests
Based on Nr = 25 base (see Fig. VI.4c showing the renormalized 1.02 µm map), it is now investigated,
whether renormalized emissivity maps are reasonably independent with respect to modifications of the most
important interfering parameters that are not sufficiently well known. For each PMT, one of the interfering
parameters is modified by setting it to a value that differs by a reasonable amount from the value utilized
for the retrieval of the mapNr = 25 base. The corresponding renormalized emissivity map is determined
and compared to the base map (root-mean-square-deviation, scaled toN0r and represented as double standard
deviations in percent of the reference emissivity, see Appendix VI.A.2.4 (p. 197)).
The studied parameters can be in principle temporally varying (indicated by uppercase letter ’T ’ on the
right of the ’Scenario’ column in Table VI.4), spatially varying but time independent (’L’), or constant in
time and space (’C’). However, in the tests, the modifications can have a different character. For instance,
the cloud bottom altitude can in principle vary with time (’T ’), but the modification in the test is constant in
time and space. This is indicated by a lowercase ’c’ in the table. In the same way, parameter modifications
that vary with time are indicated by ’t’, and those that are time independent but vary in space by ’l’. The low-
ercase letters coincide with the categorization into t-, l-, and c-parameters in Appendix VI.A.2 (p. 192) and
decide the scaling behavior of the renormalized emissivity errors. Parameter modifications that theoretically
(see Eq. (VI.A.6) (p. 198) and also Eq. (VI.A.3) (p. 195)) do not lead to renormalized emissivity retrieval
errors, because their impact is annihilated by the renormalization procedure (c- and spatially slowly varying
l-parameters), are indicated by ’0’ on the right of the ’Scenario’ column, the others by ’1’.
The scaled PMT error results can be used to roughly estimate the impact that suchmodifications would have
on theN0r -case. This can be done by quadratically adding them to the MST estimates, see Appendix VI.A.2.4
(p. 197). However, some of the PMTs study the same parameter but in different ways, other PMTs have been
performed just for general interest. Thus, only the PMT errors indicated by superscript ’∗’ in the ’Scenario’-
column of Table VI.4 are added to the MST error estimate. The quadratically added errors of the flagged
PMTs are shown in Table VI.5 (p. 185) in the ’PMTs’-row. The quadratic sum of the latter and the largest of
the three MST estimates is represented for each of the three surface windows in the ’Total’-row of this table.
These values provide an estimate for the total error of theN0r -maps in Fig. VI.3 (p. 176), represented as double
standard deviations in percent of the reference emissivity.
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The PMT results are listed below the double horizontal line in Table VI.4. The modified parameters fall
into three groups, forward model parameters, modifications to the characteristics of the retrieval pipeline, and
modifications to calibration and preprocessing. Results for these groups are divided by single horizontal lines
in the table.
Scenario Mean 100×Slope/°lat 10×Slope/km SRMSD
N0r = 64 0.48 0.67 0.62 0.14 0.28 0.13 0.34 -0.70 -0.00
Nr = 32, batch 1 0.49 0.64 0.66 0.10 0.65 0.14 0.29 -0.62 -0.08 1.56 4.87 2.55
Nr = 32, batch 2 0.46 0.70 0.59 0.20 -0.15 0.23 0.29 -0.70 -0.01 1.56 4.87 2.55
Nr = 16, batch 1 0.49 0.65 0.61 0.06 1.07 0.04 0.36 -0.75 0.04 1.91 6.27 2.02
Nr = 16, batch 2 0.48 0.67 0.60 0.08 0.34 0.09 0.37 -0.48 0.04 1.92 7.35 2.56
Nr = 16, batch 3 0.49 0.71 0.66 0.09 -0.09 -0.19 0.35 -0.77 0.03 3.15 9.08 3.61
Nr = 16, batch 4 0.48 0.72 0.65 0.22 0.48 0.51 0.38 -0.60 -0.00 2.56 8.13 2.85
Nr = 8, batch 1 0.49 0.67 0.62 -0.04 0.71 0.10 0.39 -0.70 -0.07 1.75 3.38 2.39
Nr = 8, batch 2 0.49 0.64 0.59 0.11 1.50 -0.06 0.29 -0.82 0.13 1.52 8.09 2.57
Nr = 8, batch 3 0.49 0.64 0.59 -0.09 0.35 0.23 0.24 -0.72 0.01 1.83 6.19 2.14
Nr = 8, batch 4 0.48 0.68 0.61 0.18 0.29 -0.04 0.46 -0.27 0.06 2.55 6.89 2.21
Nr = 8, batch 5 0.49 0.72 0.66 -0.21 -1.03 -0.74 0.43 -0.54 0.16 3.22 9.10 4.65
Nr = 8, batch 6 0.49 0.70 0.66 0.34 0.91 0.37 0.26 -0.99 -0.09 2.47 7.81 2.90
Nr = 8, batch 7 0.48 0.70 0.65 0.28 1.12 0.68 0.35 -0.89 -0.24 3.00 9.72 3.68
Nr = 8, batch 8 0.48 0.72 0.64 0.14 -0.16 0.28 0.38 -0.35 0.22 2.40 7.95 4.24
Nr = 25 base 0.48 0.64 0.59 0.08 0.43 0.02 0.22 -0.74 -0.02 0 0 0
Init. emiss. 0.625 Cc0 0.60 0.77 0.72 0.10 0.48 0.03 0.23 -0.81 -0.08 0.11 0.15 0.10
Init. emiss. 0.750 ∗Cc0 0.71 0.90 0.85 0.10 0.52 0.04 0.25 -0.88 -0.15 0.19 0.39 0.17
Init. emiss. 0.875 Cc0 0.83 0.99 0.97 0.11 0.12 0.04 0.27 -0.34 -0.20 0.25 3.65 0.40
Continuum 1.74 µm ∗Cc0 0.48 0.65 0.59 0.16 0.71 0.17 0.23 -0.98 -0.23 0.73 1.17 1.49
Continuum 2.3 µm ∗Cc0 0.48 0.62 0.57 0.08 0.40 0.02 0.23 -0.62 0.06 0.14 0.39 0.26
Temp. 0 km Lc0 0.48 0.63 0.59 0.08 0.46 0.01 0.24 -0.66 0.01 0.17 0.24 0.11
Temp. 25 km Lc0 0.48 0.63 0.59 0.08 0.50 0.02 0.24 -0.71 0.01 0.08 0.16 0.11
Temp. 25 km -0.3K Lc0 0.48 0.64 0.59 0.07 0.49 0.00 0.22 -0.75 -0.02 0.04 0.10 0.06
Temp. 0 km trend ∗Ll0 0.47 0.65 0.60 -0.23 0.56 -0.34 0.20 -0.81 -0.05 0.34 0.52 0.36
Temp. 25 km trend ∗Ll0 0.48 0.65 0.60 0.17 0.60 0.07 0.20 -0.78 -0.04 0.08 0.15 0.11
Cloud bottom ∗Tc0 0.47 0.67 0.61 0.05 0.48 -0.05 0.21 -0.82 -0.07 0.10 0.26 0.24
H2SO4 ∗Tc0 0.48 0.65 0.60 0.14 0.63 0.11 0.28 -0.70 -0.03 0.55 0.70 0.93
H2SO4 alt. gradient Tc0 0.48 0.68 0.61 0.08 0.58 0.01 0.23 -0.88 -0.16 0.22 0.64 0.76
H2O ∗Tc0 0.52 0.60 0.58 0.05 0.97 0.31 0.38 -0.86 -0.04 0.89 1.07 0.64
HCl ∗Tc0 0.48 0.63 0.59 0.07 0.47 0.00 0.22 -0.70 0.02 0.08 0.18 0.15
Surface haze Tc0 0.46 0.69 0.62 0.14 0.63 0.04 0.57 -1.28 -0.23 1.53 1.75 0.69
Nom1 retrieval Tt1 0.50 0.72 0.72 0.14 0.65 0.21 0.28 -0.81 -0.15 0.36 0.71 0.78
No H2Ob retrieval Tt1 0.50 0.62 0.65 0.10 0.55 0.17 0.24 -0.51 -0.00 0.33 1.03 0.82
Pipeline II Tt1 0.52 0.55 0.53 0.08 0.99 0.37 0.31 -0.58 0.05 0.52 0.83 0.55
Pipeline II, normal noise Tt1 0.52 0.55 0.53 0.08 0.99 0.37 0.31 -0.58 0.04 0.51 0.82 0.54
Pipeline II+m1+H2Ob ∗Cc0 0.48 0.63 0.58 0.07 0.55 0.03 0.22 -0.82 -0.02 0.16 0.44 0.25
Wavel. dep. FWHM ∗Cc0 0.49 0.59 0.56 0.05 0.48 0.06 0.21 -0.67 0.02 0.15 0.53 0.32
Detector responsivity ∗Cc0 0.47 0.70 0.62 0.08 0.54 0.04 0.16 -1.13 -0.06 0.28 0.88 0.41
Unsmoothed straylight ∗Tt1 0.48 0.64 0.59 0.07 0.26 0.10 0.24 -0.55 -0.08 0.65 1.86 0.61
Topo. 65 km Ll1 0.48 0.64 0.59 0.06 0.43 0.02 0.25 -0.72 -0.00 0.58 0.52 0.33
Topo. 65 km R100 Ll1 0.48 0.64 0.59 0.06 0.43 0.02 0.25 -0.75 -0.01 0.80 0.34 0.32
Topo. 30 km Ll1 0.48 0.64 0.59 0.07 0.51 0.01 0.29 -0.68 0.02 1.16 1.29 0.65
Topo. 30 km R100 ∗Ll1 0.48 0.64 0.59 0.08 0.51 0.02 0.28 -0.75 0.01 1.60 0.49 0.67
Table VI.4: Results of MSTs and PMTs. Detailed explanations can be found in Section VI.4 (p. 176). The entries
in column ’Scenario’ correspond to the bold-typed shortcuts used in the descriptions in Sections VI.4.3 (p. 179)
and VI.4.4. Renormalization coefficients and SRMSDs are given in the next four blocks of columns. Each block
shows the data for the surface windows at 1.02, 1.10, and 1.18 µm next to each other. Mean values of the retrieved
emissivity maps before renormalization are listed in the ’Mean’ columns, the slopes of linear trends with latitude,
scaled with a factor 100 for better representation, in the columns ’100 × Slope/°lat’, and the scaled slopes of linear
trends with surface elevation in the columns ’10 × Slope/km’. The SRMSDs are comparison measures referred to
N0r = 64 repetitions and are represented as double standard deviations in percent of the reference emissivity 0.5.
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Forward model parameters
Init. emiss. 0.625 / 0.750 / 0.875: The initial emissivity einit is set to 0.625 / 0.750 / 0.875, respectively,
instead of 0.500. The results listed in Table VI.4 demonstrate for the PMTs ’Init. emiss. 0.625’ and ’Init.
emiss. 0.750’ that the choice of the initial emissivity does not significantly affect renormalized emissivity
maps referred to 0.5, SRMSDs are smaller than 0.4%. Note that this would not be the case without reference
emissivity transformation. The best choice for the initial emissivity (or rather the raw emissivity mean value)
would be the surface emissivity average of the planet. Fegley et al. (1997) reviewed that weathering prod-
ucts like iron oxides could be widely present on Venus’ surface. This corresponds with the argumentation
by Smrekar et al. (2010) that the background emissivity of Venus’ southern hemisphere is 0.5-0.6 at 1 µm, a
value consistent with fine-grained hematite (Baldridge et al., 2009). Moreover, it is important to use an initial
emissivity value as far away from the emissivity domain boundaries 0 and 1 as possible, in particular when
the presence of trends with latitude and topography in the raw retrieved emissivities cannot be excluded, as it
was explained in Section VI.2.3 (p. 169). The results for the value 0.875 illustrate this point, as the SRMSD
at 1.10 µm is the largest of all PMT results. A detailed inspection reveals that the raw emissivities for many
bins are cut off at the upper emissivity domain boundary 1 (raw emissivity mean value 0.99 !). The initial
emissivity that otherwise leads to the largest SRMSDs (0.750) is selected to contribute to the total error in
Table VI.5 (p. 185).
Continuum 1.74µm / 2.3 µm: The continuum parameters c1.74 and c2.3, respectively, are increased by
25%. SRMSDs contribute to the total error. Uncertainties of these continua potentially cause large errors
without renormalization (Table VI.3 (p. 178)), but these PMTs demonstrate that renormalized emissivities are
only moderately affected. This is illustrated for ’Continuum 1.74 µm’ when comparing the resulting renormal-
ized map at 1.02 µm represented in Fig. VI.4 (p. 180)d to Fig. VI.4 (p. 180)c showing the map for ’Nr = 25
base’. The respective SRMSD is among the largest of those that contribute to the total error at 1.02 µm. Recall
that the surface window continua are retrieved as fine-tuning parameters (Section VI.2.3 (p. 169)), and that
the 1.31 µm peak is not used here for emissivity retrieval.
Temp. 0 / 25 km: ∆T0 and ∆T25, respectively, are decreased by 3K to modify the deep atmospheric
temperature profile close to the surface and around 25 km altitude. These modifications hardly affect the
renormalized maps. To estimate the impact that an even smaller modification has, Temp. 25 km -0.3K de-
creases the temperature around 25 km by only 0.3K. Even though the magnitude of this modification is a tenth
of the one for the preceding test, the SRMSDs are only about halved. The difference to the base case seems
not to fast converge to zero. This indicates a limited numerical repeatability of the retrieval under slightly
altered conditions, but the effect is not large compared to the other PMTs. Temp. 0 / 25 km trend: ∆T0
and ∆T25, respectively, are set to exhibit a cos(latitude)-trend with a range of 3K over the latitude range
[θ1, θ2]=[−46.99 °,−35.63 °] of the target area, (cos θ−cos θ1)/(cos θ2−cos θ1) ·3 K. The magnitude of this
trend is exaggerated as it would correspond to a range of 23K between equator and pole, whereas the order of
a few K seems to be more realistic. Note the strong impact on the latitude trend renormalization coefficient for
1.02 µm in case of the ∆T0 test. Nevertheless, the effect on the renormalized emissivity maps is surprisingly
small, in particular for ∆T25, even though the renormalization not exactly annihilates this only approximately
linear trend of the parameters (see Appendix VI.A.2.2 (p. 194)). SRMSDs contribute to the total error.
Cloud bottom: The hb for cloud modes 1, 2’, 3 are jointly decreased by 3 km. According to Kappel et al.
(2015) (see Table VI.3 (p. 178) of the present work), this is expected to be one of the largest error contributors
for parameters that can temporally vary, along with the H2SO4 concentration of the cloud droplets and the
abundances of H2O and HCl. But this test demonstrates that a constant misplacement of the cloud bottom
hardly affects the renormalized emissivities. SRMSDs contribute to the total error.
H2SO4 / H2SO4 alt. gradient: The H2SO4 concentration of the cloud droplets is set in the first test to
87.5% instead of 75.0%. For the other test, the concentration is set to change with altitude according to an
abstracted form of the profile shown by James et al. (1997) (linear function with slope -2.5%/km, attaining
88% at 55 km, cutoff at 50% and 95.6%). These modifications yield much larger errors than the cloud bottom
modifications. SRMSDs of the H2SO4 test with the larger errors (the first one) are selected to contribute to
the total error.
H2O / HCl: The H2O and the HCl column factors, respectively, are decreased by 25%. While the HCl
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concentration change has almost no impact, H2O has a larger response. Note that H2Ob is not retrieved for
the H2O test (see Section VI.2.4 (p. 172)), so it really constitutes a change of the retrieval pipeline as well.
SRMSDs of both tests contribute to the total error.
Surface haze: An additional absorber is considered below 2000m altitude, for simplicity modeled as
gas (0.1 ppmv) with wavelength independent molecular absorption cross-section 10−20 cm2. This test is per-
formed to illustrate the impact of this hypothetical parameter that is normally not included in the forward
model. It has a quite strong effect on the topography trend renormalization coefficients, and the error contri-
bution is among the largest of all PMTs. Note that the bins whose surface elevation reaches above this haze
yield the largest errors. But as a parameter whose role is not clear yet, its SRMSDs are excluded from the total
error. Since this haze can in principle change with time, it is categorized as a T -parameter, but the PMT only
changes the abundance by a constant value and has c-character, therefore.
Retrieval pipeline
Nom1 retrieval: The retrieval of cloud mode factor 1 in stages six and eight of the pipeline is omitted. The
character of this PMT is difficult to specify. On the one hand, the difference ofm1 to the retrieval result from
the base case is naturally time dependent. On the other hand, this is the case for all the other PMTs, too,
since the retrieved m1 values are not likely to always exactly agree. However, for this PMT, m1 differs as a
matter of principle. This PMT is thus set to have T - and t-character. This is corroborated by the consideration
that the renormalized emissivity retrieval errors due to m1 uncertainties should average out more efficiently
with increasing Nr. No H2Ob retrieval: Here, the retrieval of H2Ob in stages six and eight of the pipeline is
omitted. Again, this leads to a T - and t-character. The error contribution is quite large in the 1.10 and 1.18 µm
windows.
Pipeline II: This is a test, where several characteristics of the retrieval pipeline are modified. The a pri-
ori correlation data is slightly modified, the standard deviation σN of the measurement and simulation error
distribution is doubled, and, as in the two preceding tests, m1 and H2Ob are not retrieved. Thus, it has T -
and t-character. The error contribution is smaller than could be expected from all these changes. Pipeline
II, normal noise: This PMT is the same as the one before, except that σN is set to the usual value. The
impact compared to ’Pipeline II’ is marginal. Pipeline II+m1+H2Ob: Here, the retrieval of m1 and H2Ob
is reintroduced compared to ’Pipeline II’. The PMT has therefore C- and c-character. The only differences to
the base case are the modified a priori correlation data and the doubled σN . Since operational retrievals in the
present work always include m1 and H2Ob retrieval, but the correlation data and σN were chosen somewhat
arbitrarily, the resulting SRMSDs contribute to the total error. However, this PMT demonstrates that certain
details of the retrieval pipeline can be less important than the choice of the value for some of the interfering
forward model parameters.
Calibration and preprocessing
Wavel. dep. FWHM: The FWHM of the spectral instrumental response function is not sufficiently well pre-
dictable by the calibration pipeline. In this work, it is normally retrieved for each spectrum as a value that is
assumed to be constant with wavelength. For this PMT, it is modeled to change in dependence on wavelength
according to a quadratic function of the spectral bands b. The offset to the retrieved wavelength constant value
amounts to 0 nm at the first (b = 1, ≈ 1.02 µm) and the last (b = 432, ≈ 5.1 µm) spectral bands and to +3 nm
in the middle (b = 216.5, ≈ 3.1 µm). This is a PMT that is parameterized by a single constant value and has
thus C- and c-character. The error impact is not large. SRMSDs contribute to the total error.
Detector responsivity: One of the calibration refinement issues discussed by Kappel et al. (2012b) con-
stitutes an adjustment of the detector responsivity in the spectral dimension resulting in an increase of the
calibrated radiance between 0% at 1.3 µm and 35% at 1.0 µm. To examine the effect of possible errors of this
adjustment, the amount of the correction is halved for this C- and c-PMT. Surprisingly, this has only a small
effect on the SRMSD for the surface window with the largest responsivity modification, the one at 1.02 µm.
At 1.10 and 1.18 µm, the impact is larger. SRMSDs contribute to the total error. Note that the impact of a
spatial detector inhomogeneity as it was present before the calibration refinement is not studied here. But error
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contributions are expected to be large and not well reproducible, because they would depend on details like
which part of the surface target is probed by which part of the detector. However, they would not be included
in the total errors, since the inhomogeneity is corrected quite well.
Unsmoothed straylight: Normally, the straylight is assumed in this work to show no spatial fine struc-
ture over the spatial dimensions, but only instrument-related general trends that vary slowly compared to the
spatial extension of a single VIRTIS-M-IR image. This can be justified by the nature of the most relevant
straylight source where Venus’ dayside is outside but close to the VIRTIS-M-IR field of view (Kappel et al.,
2012b, Section 4.1.1, issue 3). Therefore, the straylight, which is computed for each (unbinned) spectrum of a
VIRTIS-M-IR cube, is normally median-smoothed over the cube’s spatial dimensions before being subtracted
from the measured spectra. The size of the two-dimensional neighborhood used for smoothing is 64 × 64
pixels for the utilized 256-sample-mode cubes. For this PMT, the smoothing is not performed. The result is
not very realistic but can serve to estimate the impact of errors in the determination of the straylight spectra.
The difference between smoothed and unsmoothed straylight statistically varies with time and should more
efficiently average out for increasedNr. This PMT has T - and t-character, therefore. Note that the amount of
straylight is clearly correlated with the distance of the field of view to the terminator. However, most of this
correlation is removed for the difference between smoothed and unsmoothed straylight. SRMSDs contribute
to the total error and are very large at 1.10 µm (≈2%). This is because this radiance peak is the smallest of the
surface window peaks and thus the most affected by errors in the straylight removal.
Topo. 65 km: The emulation of the atmospheric blurring of the surface topography normally assumes
a FWHM of 100 km. Now, the FWHM is set to 65 km. This can still be regarded as a realistic value and
is probably valid for observations with few clouds. This test can also serve to emulate the effect of slight
errors in the underlying Magellan topography and the blurring approach just in the most critical areas, the
mountainous terrains, where the topography is spatially particularly fast varying and topography errors are
more likely. For the target area, the topographies for the 65 km- and the 100 km-blurring differ by up to about
125m (root-mean-square-deviation 35m). This PMT has L- and l-character, but the impact is not annihilated
by the renormalization, because the topography difference is spatially fast varying. However, this PMT is
explicitly excluded in the discussions in Appendix VI.A.2 (p. 192) and must be treated separately, because
the renormalization operator itself depends on topography. For this PMT, the renormalization is performed
using the 65 km-blurring, whereas the base case renormalization naturally relies on the 100 km-blurring. For
comparison, Topo. 65 km R100, which otherwise coincides with ’Topo. 65 km’, is renormalized based on
the 100 km-blurring. While the SRMSD increases at 1.02 µm because of the modified renormalization, it sur-
prisingly decreases at the other two surface windows. Topo. 30 km / Topo. 30 km R100: These PMTs are
completely analogous to the two preceding cases, but the FWHM is even reduced to 30 km. This is probably
not realistic anymore but helps to further quantify emissivity errors due to topography errors. The topographies
for the 30 km- and the 100 km-blurring differ by up to about 250m (RMSD 63m). Of the topography PMTs,
the largest SRMSDs for each window are selected to contribute to the total error (’Topo. 30 km’ at 1.10 µm,
’Topo. 30 km R100’ otherwise, but only the latter is indicated with superscript ’∗’ in the ’Scenario’-column
of Table VI.4 (p. 181)).
VI.4.5 Reference emissivity
As discussed in Section VI.2.3 (p. 169), when trends of a raw retrieved emissivity map with latitude and to-
pography are removed such that the emissivity mean valueM is not changed, the thus de-trended emissivities
spatially fluctuate around M with a higher amplitude for cases with higher M . This effect can be observed
by comparing emissivities computed with respect to different initial emissivities einit as it was done in the
frame of the PMTs ’Init. emiss. 0.625 / 0.750 / 0.875’ in Section VI.4.4 (p. 180). M can differ from einit
as explained earlier and is listed for different cases in the ’Mean’ columns in Table VI.4 (p. 181) in the rows
’Nr = 25 base’ (einit = 0.500), ’Init. emiss. 0.625’, ’Init. emiss. 0.750’, and ’Init. emiss. 0.875’. M0 refers
to the case with einit = 0.500 (e.g. M0 = 0.48 at 1.02 µm according to the table). To avoid the dependence of
fluctuation amplitudes on an uncontrollableM when performing quantitative comparisons between different
emissivity maps, for instance in the frame of the retrieval error estimations, the emissivities have to be referred
to a certain fixed reference emissivity, here 0.5, with then directly comparable fluctuation amplitudes. The
results can be later transformed to other reference emissivities if needed.
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Nr S R64 ∆
32 2 1.6 4.9 2.6 10
16 4 2.4 7.8 2.8 6
8 8 2.4 7.6 3.2 4
PMTs 2.2 3.2 2.2
Total 3.3 8.4 4.0
Synthetic 2.4 6.1 7.0
Synth. rev. 1.9 5.8 6.2
Table VI.5: Summary of MST and PMT results. The three MST rows below the first horizontal line show for
the surface windows at 1.02, 1.10, and 1.18 µm the quadratically averaged SRMSDs from Table VI.4 (p. 181) and
represent the uncertainty of renormalized emissivities with respect to the selection of the measurement data set,
determined from the MSTs ’Nr = 32, batches 1–2’, ’Nr = 16, batches 1–4’, and ’Nr = 8, batches 1–8’. They
coincide with the statistical error estimate for the deviation of the N0r -map from the true renormalized emissivity
map (see δNr,S from Appendix VI.A.2.3 (p. 195)). ’PMTs’: quadratic sum of SRMSDs from ’∗’-indicated PMTs
in Table VI.4 (p. 181). ’Total’: quadratic sum of PMT estimate and maximum of the MST estimates. ’Synthetic’:
quadratic sum of errors from Table VI.3 (p. 178), but excluding those due to surface elevation uncertainties. ’Synth.
rev.’: revised synthetic errors, see Section VI.5. Values are double standard deviation errors in percent of the ref-
erence emissivity referred to 64 repetitions. ∆: double standard deviation errors of MST estimates in percent
according to Appendix VI.A.2.1 (p. 192).
The transformation between different reference emissivities, and therefore different values ofM , will now
be derived. For this purpose, the trends of a given raw retrieved emissivity map at a fixed surface window with
latitude and topography are removed by multiple linear regression in such a way that the mean emissivityM
is unchanged. The resulting values at the different surface bins are compiled into the vector rM .
The scatterplots of rM −M for the case einit = 0.750 in dependence on rM0 −M0 are shown in Fig. VI.5
(left). Note that the mean value of rM −M is zero for each surface window, as it is the case with rM0 −M0.
The fluctuations are small compared to the emissivity mean, giving rise to a first order model. The scatterplots
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Figure VI.5: Dependence of emissivity fluctuations on their raw mean value M for the three surface windows.
Left: Scatterplots between rM −M for the case einit = 0.750 and rM0 −M0 (einit = 0.500). Right: Slopes
λM0→M of the scatterplots for differentM (symbols) and corresponding linear regression functions (dashed), see
text for explanations.
approximately follow the regression function (rM −M) = λM0→M · (rM0 −M0) with the slope λM0→M
that transforms results for cases with mean value M0 into those with mean value M . This slope depends
on M0 and M (see Fig. VI.5, right) with regression function λM0→M = 0.137 + 1.802 · M at 1.02 µm,
λM0→M = 0.649 + 0.556 ·M at 1.10 µm, and λM0→M = 0.840 + 0.283 ·M at 1.18 µm. These regressions
are regarded as valid forM larger than ≈ 0.5 and not close to 1 to avoid extrapolation and stay in the linear
regime. Note that the case einit = 0.875 at 1.10 µm is unreliable as explained, becauseM = 0.99 is too close
to 1. It is therefore excluded from the regression. Since (r0.5− 0.5) = λM0→0.5 · (rM0 −M0), the ’renormal-
ized emissivity map referred to the reference emissivity 0.5’ as it was introduced in Section VI.2.3 (p. 169)
follows for a given surface window as r0.5 = 0.5+λM0→0.5/λM0→M · (rM −M). As already mentioned, the
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maps will here always be referred to 0.5, except when stated otherwise, and r0.5 is shortly called ’renormalized
emissivity map’.
A renormalized emissivity map already referred to 0.5 can be referred to another reference emissivityM
according to rM = M + λ0.5→M · (r0.5− 0.5), where λM ′→M := λM0→M/λM0→M ′ . Note that the dividing
of λM0→M by λM0→0.5 ensures the scaling factor to attain the value 1 at M = 0.5. The impact of such a
reference emissivity change on the first main result of this work represented in Fig. VI.3 (p. 176) can be es-
timated by simply scaling the tick labels of the color bar for the renormalized emissivities according to this
transformation. As an example, for the reference emissivity M = 0.75, the color bar range is transformed
from [0.450, 0.550] to the interval 0.250+[0.428, 0.572] at 1.02 µm, to 0.250+[0.443, 0.557] at 1.10 µm, and
to 0.250 + [0.446, 0.554] at 1.18 µm. When the true absolute emissivity Â of just a single surface bin b of the
target with renormalized retrieved emissivity r0.5(b) were known, for instance by ground truth, the absolute
emissivity map of the entire target could be computed according to the mentioned transformation, assuming
absent trends of the true emissivity map with latitude and topography. For this purpose, only a suitableM has
to be found. Writing λ0.5→M = p+ q ·M , it followsM =
(




1 + q · (r0.5(b)− 0.5)
)
.
As a consequence of the mentioned linear transformation, a small emissivity perturbation δ0.5 in the renor-
malized emissivity map referred to the reference emissivity 0.5 scales according to δM = λ0.5→M · δ0.5 when
the reference emissivity is changed from 0.5 toM . Hence, a relative emissivity error ε0.5 (e.g. δ0.5 divided
by the reference emissivity) scales according to εM = λ0.5→M ·0.5/M · ε0.5. In the example for the reference
emissivity 0.750, the relative errors are multiplied by 0.96 at 1.02 µm, by 0.77 at 1.10 µm, and by 0.71 at
1.18 µm. This does not mean that the errors decrease, but rather that the reference value increases. The color
relations in Fig. VI.3 (p. 176) with respect to (absolute, i.e. not relative) emissivity retrieval errors are not
affected by a change of the reference emissivity, i.e. an emissivity anomaly exceeding the error levels stays
an anomaly regardless of the reference emissivity transformation (this will later be illustrated by Fig. VI.6
(p. 188)). In this respect, the renormalized emissivity maps and absolute errors are well-defined with respect
to the reference emissivity.
VI.5 Discussion
The variation of the renormalization coefficients for the different scenarios is not unexpected (Section VI.2.3
(p. 169)) and necessitates the renormalization procedure. According to the MSTs and PMTs, the renormalized
maps statistically agree within tolerances listed in Table VI.4 (p. 181), taking into account the different Nr.
The spatially slowly (or not) varying time independent interfering parameters studied by Kappel et al. (2015)
(continuum parameters, deep atmospheric temperature field modifications) lead to very large unrenormalized
emissivity retrieval errors (up to an order of 100%) that do not statistically scale with 1/
√
Nr, because they
do not average out over time. However, it was argued that these errors are largely removed by the renormaliza-
tion. The PMTs of the present work support this conclusion. The same applies with respect to unconsidered
systematic latitude trends of the cloud or minor gas parameters (Appendix VI.A.2 (p. 192)). Furthermore,
renormalized emissivity maps were shown to be reasonably independent of the choice of the initial emissivity,
as long as the latter is not close to 0 or 1. Slight modification to the retrieval pipeline and calibration and
preprocessing are not critical as well.
The (unscaled with respect toNr) retrieval errors for theMSTwithNr = 32 (2.2%, 6.9%, 3.6%) are clearly
smaller than for Nr = 16 results (4.9%, 15.6%, 5.6%), and those are clearly smaller than for Nr = 8 (6.8%,
21.6%, 9.1%), which can be found by backscaling the MST errors from Table VI.5 fromN0r to the respective
Nr. Moreover, the N0r -referred MST errors in Table VI.5 do not differ much for different Nr and even have
the tendency to decrease with increasingNr. The error scaling rules thus seem to apply, and the estimation of
the N0r -errors using these rules seems to be valid. However, it should be expected that even the N0r -referred
MST errors decrease with increasing Nr due to MSR’s usage of more context data from measurements ad-
jacent in time or space. This is the case for Nr = 32, but Nr = 16-errors are not consistently smaller than
those forNr = 8. Also note the high errors ∆ for the MST estimates of 4%–10%, so no conclusion regarding
decreasing N0r -errors with increasing Nr is possible yet based on present results. This must be studied with
further surface targets and, if possible, with higher N0r by relaxing the demands on ’usable measurements’
(Section VI.2.1 (p. 165)).
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Next, the compatibility of present results with the retrieval errors estimated by Kappel et al. (2015) from
synthetic spectra (’synthetic errors’) is examined, see comparison in Table VI.5 (p. 185). Since the MST esti-
mates are not strictly monotonically decreasing with increasingNr, not the result from theMSTwithNr = 32
that is closest to N0r is used as estimate for N0r , but the maximum value from the three MSTs. MST errors
are interpreted to be mainly due to actual variations of those interfering parameters that can vary with time.
This is just what the synthetic errors describe, and thus, these two estimates are compared. The synthetic
errors well agree with the MST estimate at 1.02 µm but are underestimated at 1.10 µm and overestimated at
1.18 µm. The synthetic errors are based on assumptions for the effective range (double standard deviation)
the interfering parameters are thought to statistically cover, while the MSTs do not rely on such assumptions.
These parameter ranges are obvious candidates for the disagreements, therefore. Table VI.3 (p. 178) shows
that H2O might be responsible for the synthetic overestimate at 1.18 µm. Indeed, the utilized spectral range is
mainly sensitive to tropospheric properties, which are thought to be quite stable with time and spatially slowly
varying. The assumed 25%-range for the H2O abundance is therefore probably too high. Moreover, the H2Ob
abundance is retrieved here in contrast to Kappel et al. (2015), admittedly probably with low accuracy, but this
could also help to reduce the impact of H2O variations. The double standard deviation range is now assumed
as 5% instead of 25%. The response of the retrieved emissivity to H2O is quite linear in the discussed range
(Kappel et al., 2015, Fig. 5), and thus the error contribution approximately scales with the assumed range. In
the same way, the contribution from 25%-uncertainties of emissivities from the other respective surface win-
dows should be reduced to 9%-uncertainties, which is more realistic in view of the ’Total’-row in Table VI.5
(p. 185). The effective variability of the cloud bottom altitude is likely smaller than the assumed 3 km, since
this altitude is related to the probably spatially slowly varying (thereby annihilated by renormalization) and
temporally almost not varying tropospheric temperature and pressure conditions, see discussion by Kappel
et al. (2015, Section 3.5) based on data by Knollenberg and Hunten (1980) and Marov et al. (1980). It is now
set to 1 km. Although the response to the retrieved emissivity is not linear (Kappel et al., 2015, Fig. 5), a
linear downscaling leads to a valid upper boundary for the error contribution in this case. Next, even though
it is a PMT result, errors in the straylight removal have to be taken into account by quadratically adding the
’Unsmoothed straylight’ SRMSDs, to make the synthetic errors better comparable to what the MST errors
represent. Finally, the errors listed in Table VI.3 (p. 178) were based on a reference spectrum with surface
emissivity 0.65 and have to be referred to the reference emissivity 0.5 to be comparable to the error measures
in the present work (see Section VI.4.5 (p. 184) for a discussion on the reference emissivity transformation of
relative errors). In conclusion, this yields 1.9%, 5.8%, and 6.2% as revised synthetic estimate for the three sur-
face windows, see Table VI.5 (p. 185). Even though the information content of the 1.10 µmpeak is comparable
to that of the 1.18 µm peak (Haus and Arnold, 2010, Fig. 5), the 1.10 µm MST errors are probably so large,
because this radiance peak is much smaller than the 1.18 µm peak (Haus and Arnold, 2010, Fig. 21) and real
measurement errors and simulation errors thus have a much larger impact there. Also note that errors in the
straylight removal have the largest impact there. The remaining disagreements might be explained by impacts
of calibration, preprocessing, measurement, and simulation errors, unconsidered interfering parameters, sub-
sidiary retrieval solutions, or higher order terms and side effects from other assumptions in Appendix VI.A.2.2
(p. 194) that were used to justify the error adding and scaling rules that led to Table VI.3 (p. 178). Moreover,
this table shows errors based on just a single reference spectrum. Kappel et al. (2015, Table 5) have shown that
the errors for other reference spectra can be quite different. But in general, it seems plausible that the MST
errors mainly originate from interfering parameters that vary with time. MSTs do not suggest time variations
of the true surface emissivities of the target, but note that for some reason, the MST errors are slightly higher
for the chronological second half of the utilized VIRTIS-M-IR data than for the first half (Table VI.4 (p. 181)).
Maybe atmospheric motions were increased or the straylight situation was different.
The choice of smaller FWHMs for the topography blurring does not lead to as large impacts as could be
expected. The renormalized emissivity errors determined by Kappel et al. (2015) due to topography uncer-
tainties might be overestimated, therefore. Spatially small-scale topography errors average out due to the
blurring. The 65 km- and the 30 km- differ from the 100 km-blurred topography of the bins by up to about
125m and 250m, respectively, with double root-mean-square-deviations of 70m and 126m. As mentioned,
these differences can serve to study the effect of slight errors in the underlying Magellan topography just in
the areas where the topography is spatially fastest varying and errors are most likely. They also illustrate
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that the assumed uncertainty of the surface elevation of 200m is not completely wrong. However, the sta-
tistical impact is rather connected to the double root-mean-square-deviations between the topography maps.
The synthetic emissivity errors due to topography uncertainties should therefore be scaled from 9%, 12%,
and 12% (Table VI.3 (p. 178)) for the three surface windows down to 6%, 8%, and 8%, based on the double
root-mean-square-deviation between the 100 km- and the 30 km-blurred topography. But this can only partly
explain the small SRMSDs in Table VI.4 (p. 181). The main reason is probably the renormalization, which
itself depends on topography and naturally attenuates its influences, even for the PMTs ’Topo. 65 km R100’
and ’Topo. 30 km R100’. Therefore, the synthetic error estimates in Table VI.5 (p. 185) exclude topography
impacts, which are difficult to determine in view of the renormalization, and which are not present in the MST
estimates anyway. However, they are included in the PMT error contributions as mentioned.
Apart from the PMT ’Init. emiss. 0.875’ (unrenormalized emissivities are clearly cut off at the upper emis-
sivity domain boundary 1 as noted), the largest SRMSDs occur for the PMTs, ’Continuum 1.74 µm’, ’H2O’,
’Surface haze’, ’Unsmoothed straylight’, and for topography uncertainties. Special care must be given to these
parameters, in order to improve retrieval results.
Fig. VI.6 shows for the three surface windows the renormalized retrieved emissivities from the N0r = 64
repetition case (see Fig. VI.3 (p. 176)) for the bin with center coordinates at 280.26 °E, 42.44 °S (located at Shi-



















































Figure VI.6: Renormalized emissivities from Fig. VI.3 (p. 176) at 280.26 °E, 42.44 °S for the 1.02, 1.10, and
1.18 µm windows (0.461, 0.473, and 0.487 referred to reference emissivity 0.500). The error bars (wavelength off-
sets for better representation) illustrate the double standard deviation errors listed in Table VI.5 (p. 185). Respective
left axes: reference emissivity 0.500, right: 0.750.
Two cases for the reference emissivity are illustrated, 0.5 and 0.75. ’MSTs’ corresponds to the maximum value
of the three MST rows in this table. ’Total’ is now the valid estimate of the multi-spectrum retrieval errors
at N0r = 64 measurement repetitions and is the quadratic sum of ’MSTs’ and ’PMTs’ in the figure. For the
represented surface bin, the deviation of the renormalized emissivity at 1.02 µm from the reference emissivity
is statistically significant (double standard deviation) according to both ’Total’ and synthetic error measures.
At 1.10 and 1.18 µm, neither of both errors indicates a significant deviation. From now on, only the ’Total’
errors will be used. Recall that the shown emissivities are not absolute emissivities. Rather, they represent
deviations from the reference emissivity and are only valid as absolute emissivities when the reference emis-
sivity coincides with the true emissivity mean of the target area. A true emissivity mean different from the
reference emissivity requires a transformation as discussed. This figure illustrates that these deviations can be
statistically double-standard-deviation-significant or not. However, true emissivities may exhibit real trends
with topography or latitude, which are not reflected by renormalized retrieved emissivities. According to the
’Total’ errors, only bins where the renormalized emissivity deviations from the spatial mean value 0.5 exceed
0.017, 0.042, and 0.020, respectively, for the three surface windows, have significant emissivity anomalies.
Referred to the 1.02 µm-map in Fig. VI.3 (p. 176), this is the case for areas with deviations from green that
are at least orange or light blue. For 1.10 µm, only white and black are significant, and for 1.18 µm red and
blue. These color criteria still apply, when the reference emissivity is changed and the color bar is accordingly
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transformed as discussed in Section VI.4.5 (p. 184) (compare also the two reference emissivity cases illus-
trated in Fig. VI.6). When the demand on the statistical significance is relaxed to one standard deviation, the
criteria change correspondingly.
Based on the MST and PMT results, it is possible to roughly extrapolate the expectable renormalized emis-
sivity errors referred to the reference emissivity 0.5 for larger Nr. About 400 repetitions would be needed
for MST errors at 1.02 µm to fall below 1%, in which case the errors for the other windows would amount to
3.1% and 1.3%, respectively. At Nr = 1000, MST errors would read 0.6%, 2.0%, and 0.8%, and it would
take about 4000 repetitions for the errors in all surface windows to fall below 1% (0.3%, 0.99%, 0.4%). PMT
errors, on the other hand, hardly decrease with increasing Nr. Even at 10000 repetitions, they would still
amount to 2.1%, 2.6%, and 2.2%. This is because many PMT errors do not scale with 1/
√
Nr, since the
parameter modifications are constant with time. However, the extrapolation fromNr = 25 to such large repe-
tition numbers is certainly not valid. In addition, the resources needed for MSR retrieval would be enormous,
and VIRTIS-M-IR did not acquire so many usable measurement repetitions for any target on Venus.
On the other hand, spatial variations of surface emissivity of 20% that would correspond to the difference
between unweathered granitic and basaltic rocks (Hashimoto and Sugita, 2003) would be easily detectable
already atNr = 8 in case of the 1.02 µm window. The present work suggests that such large variations do not
occur in the studied target area, but note that contrasts for weathered material might by smaller, see discussions
by Haus and Arnold (2010) and Arnold et al. (2012c).
Present results show relevant variations that indicate the heterogeneity of Venus’ surface emissivity. High
emissivity signatures correlate with edifices like Abeona Mons and other volcanic structures. Shiwanokia
Corona has areas of lower emissivity. The complexity in this region might suggest long histories and an ap-
parently older corona (Stofan and Smrekar, 1998). In general, these anomalies can be caused by local changes
in composition, age, and/or textural differences of the surface (Arnold et al., 2015). Compared to the thermal
flux data at 1.02 µm obtained by Müller et al. (2008), the new relative emissivity maps at 1.02, 1.10, and
1.18 µm enable a more direct and more quantitative interpretation. Moreover, the removal of topographic,
atmospheric, and other interferences is improved. Thus, the new maps will allow for a more precise disen-
tanglement of the different sources causing the observed surface emissivity variations. A detailed geologic
discussion of these results is under preparation for a follow-up publication.
VI.6 Summary and conclusion
Maps of surface emissivity data at 1.02, 1.10, and 1.18 µm are determined from VIRTIS-M-IR/VEXmeasure-
ments of Venus’ nightside emissions. The surface target at Themis Regio is located between 35 and 47 °S and
270 and 288 °E. The usable measurements most suitable for emissivity retrieval are selected (high signal-to-
noise ratio, thin to moderate cloud cover, few straylight, etc.). The radiance spectra are carefully calibrated
and preprocessed (Kappel et al., 2012b). A full radiative transfer forward model with special consideration
of the extreme environmental conditions in Venus’ deep atmosphere is used for the simulation of radiance
spectra, taking into account thermal emissions by surface and atmosphere, and absorption and multiple scat-
tering by gases and clouds (Haus and Arnold, 2010). Since spectral information content is limited, there are
always parameters that cannot be uniquely derived from the measured spectra. They are set to reasonable
values that allow for the generation of realistic synthetic spectra. When these assumptions deviate from the
true physical values, this may cause surface emissivity retrieval errors, even though the fits well match the
measured spectra. To improve this, a multi-spectrum retrieval algorithm (MSR, Kappel, 2014) is applied to
the measured spectra. MSR can retrieve parameters that are common to a set of spectra and takes into account
expected mean values, standard deviations, and correlation lengths and times as Bayesian a priori information
for the retrieval parameters, along with measurement and simulation error information. This decreases the
probability of retrieving unreasonable values and spatial-temporal distributions of the parameters, allows for
taking the context of adjacent measurements into account, and thus enhances the reliability of the retrieved
results. All considered measurements can be parameterized by a fully consistent set of atmospheric, surface,
and instrumental parameters. Assuming geologic activity as would be observable by VIRTIS-M-IR to be neg-
ligible, the emissivity map of a surface target can be retrieved at each surface window as a parameter vector
that is common to spectrally resolved VIRTIS-M-IR images that cover this target Nr times.
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In spite of MSR’s advantages, absolute emissivity values are difficult to obtain, and an emissivity map has
to be retrieved by first setting a certain fixed initial emissivity value and retrieving the map relative to this
value. However, the mean value of the retrieved emissivity map does not necessarily coincide with the initial
emissivity due to technical reasons. Moreover, the retrieved map can exhibit approximately linear trends with
latitude and topography that are likely due to imperfect forward model properties. When these trends are re-
moved for a sufficiently small target by multiple linear regression, it can be observed that the magnitude of the
resulting spatial emissivity fluctuations around their mean value increases with increasing mean value. This is
because the radiance response to small emissivity perturbations around an emissivity base value decreases for
increasing emissivity base value. The fluctuations are small compared to the emissivity mean. To still obtain
a well-defined quantitative emissivity map, a linear transformation is applied that converts the map to have an
emissivity mean value that attains a fixed reference emissivity, here 0.5. The accordingly changed fluctuation
amplitudes are then directly comparable to those of other maps that are referred to the same reference emis-
sivity. The process of retrieving the map relative to an initial emissivity, removing the trends with latitude
and topography, and transforming the map to the reference emissivity is called renormalized retrieval, and the
result is the renormalized emissivity map. The results can be later transformed to other reference emissivities
if needed. This is particularly useful, since the true emissivity mean value of the target is not known and
cannot be determined from the VIRTIS-M-IR spectra with current techniques, and geologic interpretations
may have to take the magnitude of the fluctuations into account. If the absolute emissivity at a given bin of
the target were known, for instance in the form of ground truth data, the absolute emissivity map of the entire
target could be computed according to the mentioned transformation, even if the emissivity of the given bin
were not the mean emissivity of the target.
An appendix explains the mathematical background of error origination and renormalization and justifies
approximate error adding and scaling rules. Kappel et al. (2015) have estimated renormalized emissivity errors
based on synthetic spectra. Independently from that, the present work estimates errors based on a statistical
evaluation of retrieval results derived from real measurements and compares results from both analyses.
The maps are retrieved and renormalized from a data set with N0r = 64 measurement repetitions, which
is close to the maximum of the available usable data. Measurement Selection Tests (MSTs) retrieve renor-
malized emissivity maps from different disjoint selections of spectra withNr ∈ {8, 16, 32}. Double standard
deviation error estimates for N0r are derived from these results and amount to 2.4%, 7.8%, and 3.2% for the
three surface windows, respectively. This is compared to the synthetic error analysis, but a new evaluation is
performed that better matches the conditions of the present work and predicts synthetic errors of 1.9%, 5.8%,
and 6.2%. This is compatible with the hypothesis that MST errors are mainly caused by unconsidered time
variations of interfering atmospheric parameters. Disagreements might be explained by impacts of calibration,
preprocessing, measurement, and simulation errors, unconsidered interfering parameters, subsidiary retrieval
solutions, higher order terms and side effects from other assumptions that were used to justify the error adding
and scaling rules, and the dependence of the synthetic errors on their reference spectrum. MSTs do not suggest
time variations of the true surface emissivities of the target.
Parameter Modification Tests (PMTs) atNr = 25 verify that renormalized emissivity maps are reasonably
independent of the choice of the initial emissivity, of modifications to interfering atmospheric, surface, and
instrumental parameters, and of some details of the retrieval pipeline and data calibration and preprocessing.
Scaled PMT results are used to further quantify the retrieval errors for the N0r -maps. The PMT errors that
are taken to contribute to the total renormalized emissivity errors at 64 repetitions amount to 2.2%, 3.2%, and
2.2%, respectively, for the three surface windows. The combined scaled MST and PMT results estimate total
double standard deviation errors for the three surface windows of 3.3%, 8.4%, and 4.0%. The results of the
MSTs and PMTs suggest that no further modifications to the present approach of the renormalized retrieval
are required to obtain reasonably reliable emissivity data maps. MSTs and PMTs also verify that the error
scaling rules approximately apply, and that emissivity errors due to unconsidered time dependent latitudinal
trends or offsets of underlying atmospheric parameters are effectively removed by the renormalization. The
synthetic errors (9%, 12%, 12%) determined by Kappel et al. (2015) due to topography uncertainties are prob-
ably overestimated, and the PMTs show that they are more likely below 2%. On the one hand, the assumed
200m uncertainty was chosen too high. Effects from spatially small-scale topography errors largely average
out due to atmospheric blurring on the scale of 100 km. On the other hand, the renormalization itself depends
on topography and naturally attenuates its influences. The PMTs demonstrate that the initial emissivity must
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be chosen far from 0 and 1, because otherwise, unrenormalized emissivities can be cut off at these emissivity
domain boundaries. Significant error sources (1%–2% for at least one surface window) are uncertainties in the
1.74 µm CO2 continuum absorption, H2O abundance, topography, and in the removal of straylight. Special
care must be given to these parameters for optimal retrieval results.
Significant errors can also be produced by an additional absorber close to the surface (surface haze) that
could explain certain (unrenormalized) emissivity trends with surface elevation in interplay with unconsid-
ered latitudinal trends of the deep atmospheric temperature field, the utilized continua, and latitudinal trends
of time-averaged atmospheric parameters. Although actual trends with surface elevation (due to trends in the
distribution of dust, surface composition, or weathering) may exist, they seem to be unrealistic. It is reason-
able, therefore, to regard the trends in the retrieved emissivities, in particular if they should turn out as a global
phenomenon that occurs regardless of geologic context, as artifacts due to imperfect or unconsidered forward
model parameters, and to remove them by the renormalization. The planned analysis of further surface targets
can help to find the correct procedure. Until then, the renormalized emissivities must be interpreted as spatial
variations relative to the reference emissivity. However, possible real trends of the true emissivities with to-
pography or latitude cannot be reflected by renormalized retrieved emissivities. Nevertheless, the latter have a
well-defined quantitative meaning and represent an important step toward the retrieval of absolute emissivities.
Future analyses will aim at the systematic avoidance of trends with latitude and topography and of deviations
between the mean of the raw retrieved emissivity map and the initial emissivity from the outset by a suitable
regularization of the retrieval, such that trends in the interfering atmospheric parameters and surface haze can
be retrieved as parameters common to many diverse spectra with a wide latitude and topography coverage.
Then it may be feasible to estimate absolute emissivity maps by looking for the initial emissivity that leads
to the smallest residuals between measured and simulated spectra, which is currently not possible due to the
trends with latitude and topography in the raw retrieved maps.
Fig. VI.3 (p. 176) depicts the renormalized emissivity maps determined from 64 measurement repetitions.
At 1.02 µm, areas with deviations from green that are at least orange or light blue differ statistically signifi-
cantly (double standard deviation) from the mean of the target area. For 1.10 µm, only white and black are
significant, and for 1.18 µm red and blue. Referred to the reference emissivity 0.5, emissivity deviations from
the mean of the target of up to 8.1%, 8.4%, and 7.6% are detected at 1.02, 1.10, and 1.18 µm, respectively.
When statistically significant emissivity anomalies are defined as deviations exceeding the determined double
standard deviation error levels at present Nr = 64-sensitivity (3.3%, 8.4%, 4.0%), anomalies were found at
both 1.02 and 1.18 µm. Anomalies ≥ 9% can be ruled out at 1.10 µm. With single standard deviation signif-
icance, all three maps show interesting spatial emissivity variations. The retrieval errors of the determined
relative emissivity maps are sufficiently small to allow geologic interpretation. A detailed geologic discussion
of the results is under preparation for a follow-up publication.
Spatial variations of surface emissivity of 20% that would correspond to the difference between unweath-
ered granitic and basaltic rocks would be easily detectable already at Nr = 8 in case of the 1.02 µm window.
The present work suggests that such large variations do not occur in the studied target area, but note that con-
trasts for weathered material might by smaller. According to present results, about 400 repetitions would be
needed for MST errors at 1.02 µm to fall below 1%. For all surface windows this would happen only at 4000
repetitions. The combined PMT errors only slightly improve with increasing Nr.
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The spectrally resolved VIRTIS-M-IR images utilized for this work are listed in Appendix VI.A.1. Ap-
pendix VI.A.2 presents the mathematical background of the renormalization. Detector-related trends of
the VIRTIS-M-IR spectral registration retrieved from the measurements themselves are reported in Ap-
pendix VI.A.3 (p. 199). Appendix VI.A.4 (p. 200) shows figures that illustrate at 1.10 and 1.18 µm the
post-processing of the retrieved maps and the MSTs and PMTs, complementing the corresponding figures
at 1.02 µm given in the main text.
VI.A.1 Utilized data cubes
This appendix lists the VIRTIS-M-IR spectrally resolved images (’data cubes’) utilized for this work. Each
Venus Express orbit corresponds to 24 (Earth-)hours (when VIRTIS-M-IR still acquired data). VIRTIS-M-IR
data from each orbit are divided into a number of sessions, depending on the science objectives. For each
VIRTIS-M-IR cube name, the number preceding the underscore denotes the orbit number, the number suc-
ceeding the underscore denotes the session. Each cube comprises a spectrally resolved (432 spectral bands
uniformly dividing the approximate range 1.02–5.1 µm) two-dimensional spatial image (here only cubes used
with 256 spatial samples and a number of spatial lines). The following 103 cubes contribute to the N0r = 64
repetition data set. Note that the single cubes only partially cover the target area, and more than 64 cubes are
needed, therefore, to achieve 64 repetitions for each surface bin.
108_00, 112_01, 121_01, 228_01, 229_01, 331_03, 331_04, 331_05, 332_01, 332_02, 332_03, 332_04, 332_05, 333_00, 333_01,
333_02, 333_03, 333_04, 333_05, 334_01, 342_00, 343_00, 344_00, 344_01, 344_02, 345_00, 345_01, 345_03, 347_00, 347_01,
347_03, 347_05, 349_01, 349_05, 351_01, 351_05, 359_02, 365_02, 365_05, 366_00, 366_01, 366_03, 366_04, 366_06, 366_07,
367_02, 367_05, 368_00, 368_01, 368_03, 368_04, 565_05, 565_07, 565_09, 565_11, 567_05, 567_07, 567_09, 567_11, 567_13,
569_05, 569_07, 569_09, 569_11, 569_13, 569_15, 571_05, 571_07, 571_09, 571_11, 571_13, 574_03, 577_06, 579_06, 579_08,
586_01, 586_04, 588_01, 588_04, 594_01, 594_04, 594_05, 594_08, 596_05, 598_05, 599_01, 599_02, 599_05, 601_01, 601_02,
601_05, 603_02, 603_05, 607_07, 609_05, 609_06, 812_02, 812_06, 818_02, 818_06, 818_10, 824_06, 834_06
For the MSTs, the first 51 cubes (ending with 368_04) from theN0r data set list contribute to batch 1 of the
Nr = 32 data set. The 50 cubes that contribute to batch 2 of the Nr = 32 data set comprise the cubes from
the N0r data set list starting with 565_05 but excluding the last three and including 812_10. The Nr = 16
and Nr = 8 data sets evenly and chronologically divide the repetitions from the N0r data sets among their
batches. The 45 cubes from the N0r data set list starting with 331_03 and ending with 368_03 contribute to
the Nr = 25 data set for the PMTs.
VI.A.2 Mathematical model
This appendix clarifies the role of the renormalization and how it affects the retrieval errors. It motivates the
error scaling properties (so far only assumed, see Section VI.4.1 (p. 176) and Kappel et al., 2015) and the
underlying mechanisms of error origination. Certain simplifications are formulated that enable these discus-
sions. Suitable comparison measures for results from different batches of the MSTs and for scenarios of the
PMTs are defined.
VI.A.2.1 Renormalization and variance
First of all, the removal of emissivity trends with latitude and topography (i.e. the ’de-trending’) is introduced
in terms of a linear operator. For this purpose, the raw retrieved emissivities from a given scenario and at a
given wavelength index (that are momentarily not indicated here for simpler notation) are sorted into a col-
umn vector eM with entries eM (b), where b ∈ {1, · · · , B} indicates the surface bin and the subscriptM the
emissivity mean value, M =
∑B
b=1 eM (b)/B. The multiple linear regression model of eM with respect to
latitudes θ(b) (compiled into the vector θ) and surface elevations h(b) (forming the vector h) can be written
1This appendix was published online-only as supplementary material to this paper.
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eM = β
1 + β2θ + β3h + ε, where ε is the vector of the residuals ε(b) from the regression. The ε(b) are
later regarded as deviations of the de-trended emissivities from their emissivity mean valueM , provided β1
is such that
∑B
b=1 ε(b) = 0. Using the matrix X := (1,θ,h) and the vector β := (β1, β2, β3)T , this can
be arranged into the equation eM = Xβ + ε, where 1 is the B-dimensional column vector with all entries
1. The regression coefficients (β1 is the intercept) can be found by minimizing the residual sum of squares
εTε = (eM−Xβ)T (eM−Xβ). The best estimate ofβ reads β̂ = (XTX)−1XTeM , which follows from ze-
roing the derivative of εTεwith respect toβ. This gives rise to the ’residual matrix’R := 1−X(XTX)−1XT
that allows for the computation of the residual of the regression ε̂ := eM −Xβ̂ = ReM , a vector with en-
tries ε̂(b). It can be immediately verified that the linear operator R is an orthogonal projector, i.e. R2 = R
and RT = R, and that RX = 0. See also Hogben (2006, Section 52.4) for a summary of multiple linear
regression using the residual matrix. It now follows that XT ε̂ = XTReM = (RX)TeM = 0, which implies∑B
b=1 ε̂(b) = 0 (since first entry of vector XT ε̂ equals zero), and thus that the mean value of the residuals
ε̂(b) over the bins is zero. The de-trended emissivities are therefore written as rM (b) = (ReM )(b) + M , or
short ReM (b) + M . rM has the mean valueM (as indicated by the subscript) and does not exhibit a trend
with latitude and topography anymore. A de-trending of rM yields rM again, since R is a projector. Note that
de-trending does not introduce topography features for constant raw emissivity maps. Moreover, raw emis-
sivity maps that are perfectly correlated with topography do not exhibit topography features after de-trending,
since RX = 0.
As it was discussed in Section VI.2.3 (p. 169) and quantified in Section VI.4.5 (p. 184), the de-trended
emissivities spatially fluctuate around their mean value M with a higher amplitude for cases with higher
M . A linear transformation was given that refers a de-trended map rM to another, defined mean value
called ’reference emissivity’ eref , here mostly 0.5. In the appendix, this linear transformation shall be de-
fined also for not de-trended maps eM . In the notation of Section VI.4.5 (p. 184), it can then be written
eeref = λM→eref · (eM −M) + eref . Obviously, eeref has the mean value eref . It is called the ’raw emissivity
map referred to the reference emissivity eref ’.
The de-trended emissivity map referred to eref can be written reref = λM→eref ·(rM −M)+eref . It has the
mean value eref . Since R is a projector, reref is indeed a de-trended map, because Rreref = λM→erefRrM =
λM→erefReM = λM→eref (rM − M) = reref − eref . Moreover, de-trending and transforming to another
reference emissivity can be interchanged, since R
(
λM→eref (eM −M) + eref
)
+ eref = reref . The vector
reref is called the ’renormalized emissivity map referred to reference emissivity eref ’. Note that an additional
renormalization of renormalized emissivities has no effect. R can act not only on emissivities but also on the
parameters the emissivities depend on (it just acts by a matrix multiplication). To avoid an additional deno-
tation, the results are also called ’renormalized’ in the latter case, even if there is no referring to a reference
emissivity involved.
In the following, eref is always 0.5, and all maps are referred to 0.5. The subscripts of eeref and reref are
dropped for convenience, such that e0.5 =: e and r0.5 =: r, and a new subscript utilization can be employed.
Now, the raw retrieved maps from retrieval scenario s (referred to the reference emissivity 0.5) are denoted
by es. The renormalized map reads rs = Res + 0.5, since de-trending and transforming to another refer-
ence emissivity can be interchanged. Each scenario is characterized by a selection of measurements that Nr
times cover the specified surface target of B surface bins, the retrieval pipeline, assumptions on interfering
forward model parameters, the choice of the initial emissivity, data calibration and preprocessing, etc. Note
that R does not depend on scenario s since X does not. This neglects that the topography of a surface bin can
slightly vary for the binned measurements as a result of motion blurring (Kappel et al., 2012b) and because
it is a weighted average that respects the surface areas the unbinned measurements actually cover, which can
differ for different measurement repetitions. This does not change results of the present discussion. It is also
assumed that there are no uncertainties in latitude and topography of each bin, such that R is the proper renor-
malization operator also for true emissivities. There are two cases (’Topo. 30/65 km’) where h indeed differs
to allow for the exploration of topography uncertainties. They are excluded here and evaluated separately.
Statistical properties of a random variable X are often described in terms of mean value µ and standard
deviation σ. Given only these characteristics, the probability distribution on R (the real numbers) that has
the least information content (i.e. requires no further parameters for description) is a Gaussian. Usage of
the standard deviation has some disadvantages. Most importantly, it is not additive for uncorrelated random
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variables. This can be overcome by using the variance σ2 for the characterization of a probability distribution.
When µ and σ2 are not known, they have to be estimated from S random samples xs of the random variable
X . Unbiased estimates of µ and σ2, respectively, are the sample mean value x :=
∑S
s=1 xs/S and the sample
variance Vars[xs] :=
∑S
s=1(xs−x)2/(S−1) (DeGroot and Schervish, 2012, Section 8.7). The denominator
S − 1 for Vars[xs] is used instead of S, since the mean value is not known and has to be estimated itself.
An estimate is unbiased when its statistical expectation value coincides with the true value, in this case when
the averages of the x and the Vars[xs], respectively, computed from many repetitions with always S samples
approach µ and σ2. Note that the sample standard deviation
√
Vars[xs] is a biased estimate of σ (Shao, 2003,
for a correction factor in case of Gaussians see Example 3.4). Therefore, only after averaging (over bins), vari-
ances are expressed as double standard deviations in percent of the reference emissivity, and then also scaled
to Nr = 64 repetitions to enable direct comparison to results in Section VI.3 (p. 174). The variance of the
sample mean x is σ2/S (DeGroot and Schervish, 2012, Theorem 6.2.3) and can be estimated by Vars[xs]/S.
The standard deviation of Vars[xs] − σ2 in case of Gaussians is
√
2/(S − 1)σ2 (DeGroot and Schervish,
2012, Eq. 8.7.8). When averaging overB repetitions of computing Vars[xs] with different choices of samples
(i.e. overB bins), the standard deviation of





BS −B, where the angular brackets denote the averaging over the B repetitions. The
double standard deviation relative error for the estimate of σ by
√





BS −B. Note that the inverse of the square root exists forS ≥ 2. Finally, the variance of the sum
of uncorrelated random variables is the sum of the variances (DeGroot and Schervish, 2012, Theorem 4.6.6),
and Vars[ζxs] = ζ2Vars[xs] and Vars[xs + a] = Vars[xs] for constants ζ and a.
VI.A.2.2 First order model
Recall that at a given surface window, the retrieved emissivity map es of the target is referred to the refer-
ence emissivity 0.5. The true emissivity map ê is also to be understood as being referred to 0.5 (according
to the mentioned transformation). To enable the following analysis of the error sources and the approximate
statistical scaling properties, a number of simplifications are required. At bin b, es(b) is written in terms of
deviations from the true emissivity ê(b) that originate in the failure to exactly know the true quantities that
led to the radiances recorded by VIRTIS-M-IR. The ’hat’ accent is used in the following to indicate those true
quantities.































The ’≈’ shall indicate that only a first order model is used here, which also neglects the impacts of noise,
subsidiary retrieval solutions, numerical repeatability under slightly altered conditions, etc. There are Pt pa-
rameters t̂ps,k(b) like the cloud bottom altitude or H2O abundance that can vary with time (and location),
where k denotes, which value this parameter has at the k-th of the Nr repetitions that form scenario s. The
Pl parameters l̂
p
(b) (e.g. parameterization of offset to true deep atmospheric temperature field) can only vary
with location (and thus do not depend on k or s). The Pc parameters ĉp are spatially and temporally constant
(e.g. continuum parameters, initial emissivity) and therefore do neither depend on bin b nor on k nor s. The
corresponding parameters without ’hat’ denote the values that are assumed during the forward model simu-
lations. To allow for the exploration of responses to modifications of certain parameters in the frame of the
PMTs, lps(b) and c
p
s can also depend on s. The retrieved parameters except for the emissivities themselves
are all assumed to attain their true values, such that only the interfering parameters are considered as error
contributors in this first order model. Even though there exist spatial-temporal correlations between the true
parameters, all statistical correlations whatsoever are assumed to be negligibly small for this appendix. The
renormalized true t-parameters are assumed to be normally distributed around their renormalized assumed
counterparts, with estimated variances (either with respect to location or to time) that can be approximated by
their underlying (long-term) variances that are assumed to not depend on time, location, or retrieval scenario
s. Furthermore, underlying variances over time at fixed location and variances over space at fixed time shall
coincide with the underlying variance over time and location of the respective parameter. Finally, the partial
derivatives ∂ê(b)/∂t̂ps,k(b) etc. are approximated to not depend on the values the parameters attain and to
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coincide with the simulated emissivity derivatives (without ’hat’). They are thus written as 1/Nr · ∂e/∂tp,
∂e/∂lp, and ∂e/∂cp, respectively. Note that modification of tps,k(b) at just the k-th of the Nr repetitions only
slightly affects es(b) (notice absence of index k compared to tps,k(b)) and ever less so with increasing Nr,
whereas modification of temporally constant parameters concerns all Nr repetitions and has a larger effect
on es(b) in the same magnitude as a single-spectrum derivative. This can be described by the factor 1/Nr in
front of ∂e/∂tp. Then Eq. (VI.A.1) implies














The c-terms vanish, sinceR applied to the b-independent c-parameters yields zero. The only true and assumed
l-parameters considered for the present analysis (topography uncertainties have been excluded for now) are
spatially slowly varying with latitude, and the spatial extension of the target has been chosen to allow for a
good approximation of this variation by a function linear with latitude, compare l0-parameters in Table VI.4
(p. 181). Hence, they are nearly annihilated by R, and the l-terms are not considered furthermore.
Themain objective of this appendix is a statistical characterization of rs(b)−r̂(b), the deviation of the renor-
malized retrieved emissivities rs(b) = Res(b)+0.5 from renormalized true emissivities r̂(b) := Rê(b)+0.5,
i.e. the renormalized emissivity retrieval errors. The variance of rs(b) − r̂(b) over the bins is estimated by






/B, since the mean over the
bins of Res(b) − Rê(b) is exactly zero and does not need to be estimated (therefore not B − 1 but B as







root-mean-square-deviation (RMSD) between rs and r̂. Then Eq. (VI.A.2) implies




































R(tp − t̂p)]. (VI.A.3)
The second approximation is valid, because all statistical correlations between the parameters were assumed





)] ≈ Var[R(tp− t̂p)],
where Var in the last term indicates the underlying variance over time and location of the term in the square
brackets. The latter was assumed to have variances that are independent of time and location, and variances
over time and those over location were assumed to coincide with the variance over time and location.
Note that, according to Eq. (VI.A.3), modifications of assumed t-parameters by a constant offset or by a
trend with latitude and topography do not change the renormalized emissivity errors in this simplified model,
except for impacts of noise, subsidiary solutions, numerical repeatability under slightly altered conditions,
etc., compare for instance T0-parameters in Table VI.4 (p. 181).
VI.A.2.3 Measurement Selection Tests
Each MST utilizes of a series of S batches with indices s ∈ {1, · · · , S} that all have the same Nr such that
SNr = N
0
r = 64, which is the measurement repetition number of the data set used for the results in Sec-
tion VI.3 (p. 174). The scatter of the renormalized emissivities rs(b) over the different batches provides a
measure of their uncertainty at Nr repetitions. In this section, this measure is determined and compared with
results from Appendix VI.A.2.2.
Focusing on a single surface bin center b and unindicated wavelength index, the rs(b) are distributed ac-
cording to a certain underlying probability distribution, here assumed to be the normal distribution. Mean
value r(b) (the underlying renormalized emissivity) and variance V(b) (the accuracy achievable for the renor-
malized emissivity derived from one batch with Nr repetitions) of the underlying Gaussian are not known
and have to be estimated from the rs(b). The latter can be regarded as (quasi-)random sample of size S of the
underlying probability distribution. The sample mean is estimated as r(b) :=
∑S
s=1 rs(b)/S, sample variance
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/(S − 1). Note that it can be checked for the retrieved MST
results that V(b) does not significantly change with b.
The average value of V(b) is denoted as V . 〈V 〉 := ∑Bb=1 V(b)/B is an (unbiased) estimate of V . Note
that overlining of variables is associated with operations that involve batch indices s, whereas angular brackets
involve bins b. 〈V 〉 can be written



















s=1 es(b)/S, and Ds := RMSD[rs, r] = RMSD[Res,Re]. This close link between 〈V 〉
and the Ds suggests to use Ds to describe the dissimilarity of the renormalized emissivity maps rs deter-
mined from the different batches s (in particular when observing the structural similarity to the identity
Varb[rs(b) − r̂(b)] =
(
RMSD[rs, r̂]
)2, see comment before Eq. (VI.A.3), that measures the renormalized
retrieval errors in terms of a root-mean-square-deviation). Observation of the Ds can be used to explore the
variability of the retrieval results with respect to data selection. For a selection of MSTs (with given Nr),
the Ds for each s and the three wavelength indices are listed in Table VI.4 (p. 181) in the columns SRMSD
(’scaled’ RMSD) in a scaled form, 2Ds/
√
S − 1 in percent of the reference emissivity 0.5. With denominator√
S instead of
√
S − 1, they would in a reasonable sense be scaled to Nr = 64 repetitions as will be seen.
But at this point it seems more natural to use denominator
√
S − 1, because then, the scaled Ds need only




S in percent of the reference emissivity, a value that will be
shown below to estimate the percental double standard deviation error of the N0r = 64-map. This scaling of
Ds therefore enables a direct comparison to the other error measures in this work. Note that the denominator√
S − 1 relatively increases the SRMSDs with small S (i.e. largeNr) with respect to those with large S (small
Nr) in Table VI.4 (p. 181).
According to Eq. (VI.A.2), 〈V 〉 = ∑Bb=1 Vars[Res(b)]/B can be approximated by




































because ê(b) is independent of batch s and hence a constant with respect to variance estimation over s, and all
statistical correlations between the parameters were assumed to be negligibly small. In the same way as for





)] ≈ Var[R(tp− t̂p)], which is independent of k and b. The
averaging over bins can be omitted, therefore. Note that, to obtain a more stable statistics, this averaging is
still performed when estimating 〈V 〉 from the renormalized emissivity maps determined from the S batches.
Finally, using Eq. (VI.A.3),


















tp − t̂p)] ≈ Varb[rs0(b)− r̂(b)], (VI.A.5)
which explicitly shows the independence of 〈V 〉 from S (as it should be).
Hence, Varb[rs0(b)− r̂(b)], the measure for the renormalized emissivity retrieval errors (at a given wave-
length index) for a certain retrieval scenario s0 with Nr repetitions, can be approximately estimated by
〈V 〉 = ∑Bb=1 Vars[rs(b)]/B, the measure for the scatter and thus the statistical uncertainty (with respect
to data selection but otherwise under the same scenario) of the renormalized emissivities determined from
single batches withNr repetitions. This is not too surprising, given the various simplifications that led to this
result. But it can serve to discuss a number of important properties.
The error estimation for the results from Section VI.3 (p. 174) at N0r = 64 repetitions cannot be directly
performed by computing 〈V 〉 with Nr = 64, since the N0r retrieval run cannot be repeated using one or
even several additional disjoint data sets due to lacking coverage of the target area with usable measurements
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as defined in Section VI.2.1 (p. 165). But the error scaling properties with Nr should be compatible with
Eq. (VI.A.5). This can be used to estimate the N0r -error with an MST by dividing the N0r data set into S
disjoint sets (batches) that always cover the target N0r /S = NMSTr times and computing the corresponding
〈V 〉. Taking the (∂e/∂tp)2Var[R(tp − t̂p)] to be unchanged, the error for N0r (one standard deviation) can










S. Since the V(b) are averaged over B = 219 1
bins (Section VI.2.1 (p. 165)) before taking the square root, the standard deviation bias nearly vanishes even
for S = 2. Note that the ’sample standard deviation of the mean’ over all S batches, referred to r(b), is an in-
tuitive scatter error estimation for theN0r -result at b, because it is a measure for the scatter error of the average




S, and the average over all bins




S, which coincides with the extrapolated
N0r -error. To enable direct comparison to the other error measures in the present work, 〈V 〉 for an MST with
Nr repetitions and S batches is represented in terms of double standard deviations referred to N0r = 64 rep-




S, in percent of the reference emissivity 0.5. This discussion also justifies the
scaled form of theDs from Eq. (VI.A.4) as 2Ds/
√
S in percent of the reference emissivity, but recall that the
denominator
√
S − 1 is used for representation in Table VI.4 (p. 181) to enable a more direct comparison to
N0r . For the present work, δ32,2, δ16,4, and δ8,8 are determined (see Table VI.5 (p. 185)), which will be used
to estimate the uncertainty of the N0r = 64-maps shown in Fig. VI.3 (p. 176).
Retrospectively, Eq. (VI.A.5) also justifies the assumed multi-spectrum retrieval error scaling rules pro-
posed by Kappel et al. (2015) (see Section VI.4.1 (p. 176) of the present work). Namely, of the considered
parameters only t-parameters contribute in the first order to the double standard deviation renormalized emis-
sivity retrieval errors, errors from different parameters are quadratically added (square root of sum of squares),
and errors scale with 1/
√
Nr and correspond to single-spectrum retrieval errors for Nr = 1. It can now be
clarified in which way the errors listed by these authors (determined from single-spectrum retrievals with syn-
thetic spectra, summarized in Table VI.3 (p. 178) of the present work) are to be understood. They describe the
spatially averaged scatter with respect to data selection and are only first order approximations under the con-
dition of the various assumptions formulated in Appendix VI.A.2.2 (p. 194). The first order contribution from
a single parameter at Nr = 1 to the double standard deviation renormalized emissivity error is the derivative
of the emissivity with respect to this parameter, multiplied by the expected double standard deviation of the
renormalized parameter variation. This is the same as the first order emissivity variation resulting from a pa-
rameter change corresponding to the double standard deviation of the parameter. This is exactly the way, how
errors were estimated by Kappel et al. (2015). But note that some of the emissivity responses in that paper
were already in the non-linear regime. The reasons for disagreements between errors listed there and in the
present work lie in violations of the assumptions, in particular, the first order-assumption, the independence
of the emissivity derivatives from the parameter values, insufficient assumptions on the expected ranges of
the interfering parameters, the simplified correlation and variance properties, and the increased information
content taken into account with multi-spectrum retrieval.
Eq. (VI.A.5) also states that any errors on the parameter assumptions that are annihilated by R have no
first order impact on the renormalized emissivity maps. In particular, the renormalized emissivity maps are
not affected when the spatial distribution of the long-term average of an interfering parameter (e.g. cloud bot-
tom altitude) exhibits a slowly varying latitudinal trend that is not reflected in the assumed parameter values
used in the retrievals. A constant offset does also not change the renormalized emissivity maps under the
assumptions stated in Appendix VI.A.2.2 (p. 194). In the same way, modifications to c-parameters (continua,
initial emissivity) and latitudinal l-parameter trends (deep atmospheric temperature profile) have no impact.
However, real-world responses to such parameter modifications are non-zero even for theoretically vanishing
error contributions (c0- and l0-PMTs in Table VI.4 (p. 181); there are no t0-parameters). This is due to higher
order terms etc.
VI.A.2.4 Parameter Modification Tests
The PMTs serve to study the impact of modifications to a number of assumed parameters and to characteristics
of retrieval pipeline, calibration, and preprocessing on the renormalized emissivity maps. To save resources,
the maps are determined from only Nr = 25 repetitions, and results are scaled to N0r = 64. The base map
r0, with respect to which the modified maps rP are compared, is determined from scenario ’Nr = 25 base’
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and denoted by the index ’0’. The index ’P ’ runs through the other different bold-typed shortcuts used in the
PMT descriptions in Section VI.4.4 (p. 180).
In analogy to the definition of Ds from Eq. (VI.A.4) (p. 196), the dissimilarity of rP from r0 is mea-
sured asDP,0 := RMSD[rP , r0] =
√
Varb[rP (b)− r0(b)] (last equation in the same way as comment before






















because Rê(b) and the true parameters do not differ between a PMT and the ’Nr = 25 base’-case. Since
only one parameter is modified between each ’P ’- and the ’0’-case, the superscript ’p’ is omitted for the t-
variables. (Again, none of the considered c- or l-parameters contributes, since their differences between the
’P ’- and the ’0’-case are annihilated by R.) Regarding the second approximation, note that the considered
assumed t-parameters are either ’under control’, because they are set to constant values and have really the
character of l- or c-parameters (like cloud parameters, minor gases). Or, the difference between the ’P ’- and
’0’-parameters statistically varies in the same way as for a true parameter (e.g. difference of residuals from
different straylight removal procedures). Hence, the second approximation applies, in the former case trivially
so, because the parameters are annihilated by R, and in the second case for reasons analogous to those given
for Eq. (VI.A.3) (p. 195).
Eq. (VI.A.6) states that any modifications to the parameter assumptions that are annihilated by R have no
impact on the renormalized emissivity maps. But corresponding real-world responses are non-zero even for
theoretically vanishing error contributions (c0- and l0-PMTs in Table VI.4 (p. 181)). This is due to higher
order terms and other assumptions that do not fully apply. For each PMT and the three wavelength indices,
the DP,0 are listed in Table VI.4 (p. 181) in the columns SRMSD in a scaled form, DP,0 · F in percent of
the reference emissivity 0.5. The scaling factor F is set to
√
25/64 for t-parameters (’t’ on the right in the
’Scenario’-column) and to 1 elsewhere. The former cases profit from an increase of Nr due to an averaging-
out effect, because at fixed bin they statistically vary with time, see Eq. (VI.A.6), the latter not. This way,
the DP,0 are in a reasonable sense scaled to N0r = 64 repetitions. Note that they are already without a factor
of 2 comparable (see Eq. (VI.A.6) for t-parameters) to percental double standard deviation errors by way of
the choice of their perturbations’ magnitudes as expected double standard deviations, compare Kappel et al.
(2015, Table 1).
Parameter modifications (in the way of the PMTs) to the N0r -case itself lead to additional errors to the
MST error estimate for the N0r -map. This impact cannot be directly determined due to the huge computa-
tional resources this would require. To still obtain a rough estimate of this effect, the squared PMT errors
(DP,0)
2 are scaled toN0r repetitions (then denoted as (DP ′,s0)2) and added to the squared MST error estimate
Varb[rs0(b)− r̂(b)]. This can be motivated by
Varb[rP ′(b)− r̂(b)] = Varb[rs0(b)− r̂(b)+rP ′(b)−rs0(b)] = Varb[rs0(b)− r̂(b)]+(DP ′,s0)2 +ξ, (VI.A.7)
with the covariance ξ = 2 Covb[rs0(b)−r̂(b), rP ′(b)−rs0(b)] (DeGroot and Schervish, 2012, Theorem 4.6.6).
rs0 is the renormalized retrieved emissivity map for the N0r -case and rP ′ the result from a hypothetical PMT
atN0r repetitions. ξ is possibly not negligible, but it should be small compared to the other terms on the right
hand side of Eq. (VI.A.7). Note that it is theoretically (according to Eq. (VI.A.6)) zero for the PMTs where the
parameters are ’under control’ as above, since the square of the covariance does not exceed the product of the
variances of its two input variables (DeGroot and Schervish, 2012, Theorem 4.6.3). Some of the PMTs study
the same parameter but in different ways (different initial emissivities, different deep atmospheric tempera-
ture field perturbations, etc.), other PMTs have been performed just for general interest (e.g. ’Surface haze’,
’H2SO4 alt. gradient’). Thus, only the PMT errors indicated by ’∗’ in the ’Scenario’-column of Table VI.4
(p. 181) are added to the MST error estimate, see Table VI.5 (p. 185).
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VI.A.3 Wavelength of first spectral band and spectral FWHM
This section gives additional retrieval results that are less relevant for the conclusions of the present paper but
are still interesting on their own. It is discussed in Section VI.2.4 (p. 172) that there are parameters describing
the spectral registration that are not sufficiently predictable by the current calibration pipeline and that are cru-
cial for emissivity retrieval. The wavelength λs1 of the first spectral band and the full-width-at-half-maximum
FWHMs of the spectral instrumental response function have to be retrieved from the spectra themselves as
additional parameters. They are found to vary with spatial sample on the detector and detector temperature.
Note that the other, not detector-related, retrieved parameters (clouds, gases) cover only a small part of the
global latitude–longitude or latitude–local-time space, respectively, and are therefore less representative of










































Figure VI.A.1: Dependence of wavelength λs1 of first spectral band on detector sample and temperature.
The scatterplot in Fig. VI.A.1 depicts this dependence for λs1 as retrieved from the ’N0r = 64’ data set
comprising 14,016 spectra (after binning). Note that the detector sample in the figure is the average over the
sample values of the VIRTIS-M-IR pixels contributing to the respective binned spectrum (see Section VI.2.1
(p. 165)). There is a trend of lower λs1 with higher detector temperature (order of 0.8 nm/K). This trend is not
strict indicating secondary dependencies on further parameters. For a fixed VIRTIS-M-IR frame (and hence at
fixed temperature), λs1 tends to drop by about 1 nm from sample 1 at the left edge of the detector to about sam-
ple 100 where a local minimum occurs. It then rises by about 0.5 nm over the next 100 samples and roughly
stays at this level up to sample 256 at the right edge. At average temperatures, 1.020 µm is a representative
value for λs1 at the detector center. Measurements at higher detector temperatures are better suited to sample







































Figure VI.A.2: Dependence of spectral FWHM on detector sample and temperature.
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Fig. VI.A.2 depicts the dependence of FWHMs as retrieved from the same measurement data set. This
time, there is a (not strict) trend of higher FWHMs with higher detector temperature (order of 0.25 nm/K). For
a fixed VIRTIS-M-IR frame, FWHMs tends to increase by about 4 nm from the left edge of the detector to the
right edge. This increase is more pronounced for the 75 leftmost samples. At average temperatures, 17 nm is
a representative value for FWHMs at the detector center. Measurements at lower detector temperatures and
on the left part of the detector are better suited to resolve spectral features. Note that both λs1 and FWHMs are
derived from the wavelength range 1.0–2.3 µm utilized for this work and may not be valid for the remaining
VIRTIS-M-IR range up to 5.1 µm.
VI.A.4 Additional figures
This section presents figures analogous to Figs. VI.1 (p. 175) and VI.4 (p. 180) but for the 1.10 and 1.18 µm
surface windows instead of the 1.02 µm window.
Fig. VI.A.3 illustrates the de-trending at 1.10 µm. The impact of the trend with topography is larger than at
1.02 µm. Also, the effect of the removal of the latitudinal trend is more pronounced than at 1.02 µm. In con-
trast, the trends at 1.18 µm are of a much smaller magnitude, see Fig. VI.A.4. Recall that the transformation
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Figure VI.A.3: Removal of trends with topography and latitude for the 1.10 µm emissivity map of Themis Regio
retrieved from the N0r = 64 measurement repetition data set. (a) Raw map, (b) trend with topography removed,
(c) trends with topography and latitude removed, (d) utilized surface elevation (blurred Magellan topography).
Representation as in Fig. VI.1 (p. 175).
One of the main results of this work is the estimate for the reliability of the renormalized emissivity maps.
It was found that the double standard deviation uncertainties for the 1.02, 1.10, and 1.18 µm maps derived
from 64 measurement repetitions are given by 3.3%, 8.4%, 4.0%, respectively, of the reference emissivity 0.5.
Fig. VI.A.5 illustrates that the 1.10 µm map is quite unreliable compared to the map at 1.02 µm. The PMT
’Continuum 1.74 µm’, which leads to almost the largest SRMSD contributing to the total error at 1.10 µm
(see Table VI.4 (p. 181)), still yields quite similar patterns between Figs. VI.A.5c and d. However, the most
direct and demonstrative test, the MST where maps are determined from two disjoint data sets, shows that
the spatial patterns disagree between Figs. VI.A.5a and b. This measurement repeatability failure of the maps
corresponds to the finding that no statistically significant emissivity anomaly is found at 1.10 µm at present
Nr = 64-sensitivity. In contrast, the MST illustrated in Fig. VI.A.6 (p. 202) shows a much better agreement
between the fine-structures of the patterns, although the general appearances are not nearly as similar as for
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Figure VI.A.4: Removal of trends with topography and latitude for the 1.18 µm emissivity map of Themis Regio
retrieved from the N0r = 64 measurement repetition data set. (a) Raw map, (b) trend with topography removed,
(c) trends with topography and latitude removed, (d) utilized surface elevation (blurred Magellan topography).
Representation as in Fig. VI.1 (p. 175).
the analogous maps at 1.02 µm. The PMT depicted in Figs. VI.A.6c and d contributes the largest SRMSD to



















Figure VI.A.5: Examples for MSTs and PMTs showing renormalized 1.10 µm emissivity maps of Themis Regio
referred to reference emissivity 0.5. (a) MST ’Nr = 32, batch 1’, (b) MST ’Nr = 32, batch 2’, (c) PMT ’Nr = 25
base’, (d) PMT ’Continuum 1.74 µm’. Representation as in Fig. VI.4 (p. 180).



















Figure VI.A.6: Examples for MSTs and PMTs showing renormalized 1.18 µm emissivity maps of Themis Regio
referred to reference emissivity 0.5. (a) MST ’Nr = 32, batch 1’, (b) MST ’Nr = 32, batch 2’, (c) PMT ’Nr = 25
base’, (d) PMT ’Continuum 1.74 µm’. Representation as in Fig. VI.4 (p. 180).
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Chapter VII
Discussion, summary, and outlook
VII.1 Discussion
The main goal of the present thesis was the derivation of IR surface emissivity data maps at the three accessi-
ble spectral transparency windows located at 1.02, 1.10, and 1.18 µm from Venus nightside radiance spectra
acquired by VIRTIS-M-IR.
It was found that this task necessitated many different steps that mostly aimed at the best possible reliability
of the derived data. The first step was the development of a radiative transfer simulation model that allowed
the computation of a synthetic radiance spectrum for a given state of the atmosphere, surface, and measuring
instrument (Chapter II (p. 25)). This model had to be very accurate in order to enable satisfying retrieval
results. For this purpose, it had to take into account many relevant radiative processes that are experienced
by photons before they are registered by the measuring instrument. This included the thermal emission of the
photons by surface and atmosphere, the influence of phenomena such as multiple scattering and absorption
by atmospheric gases and clouds and backreflection at the surface, the observation geometry, and finally the
spectral registration by the instrument. This radiative transfer simulation was developed in close cooperation
with Haus and Arnold (2010) and was thus partly based on previously existing know-how. Nevertheless, it
was implemented by the present author from scratch to qualify him to understand the principles and the details
of radiative transfer, to suitably optimize it, and to prepare it for Bayesian retrieval and the computation of an-
alytic Jacobians. In fact, this collaborative effort led to mutual improvements in terms of both accuracy and
efficiency. Section I.2.1 (p. 3) discussed major recent contributions to the field of radiative transfer in Venus’
atmosphere. Along with the contents of Section II.2 (p. 27), the results and techniques described in these
papers were taken into account as marked by respective citations. This radiative transfer simulation model
represented one of the baselines of this thesis.
The other baseline was formed by the VIRTIS-M-IR measurements. Thus, the next step that was required
to achieve the main goal of this work was a thorough analysis and subsequent preprocessing of the acquired
radiation spectra (Chapter III (p. 67)). The VIRTIS-M-IR measurements were unique for this goal, and, al-
though they were available in already very good quality, a number of calibration refinement steps were needed
with regard to surface emissivity retrieval to ensure the best possible accuracy of the derived data. The spec-
tra had to be preprocessed by a number of special algorithms to make them suitable for a direct utilization
in the retrieval process. For use with the multi-spectrum retrieval algorithm MSR, the self-consistency of
the measurements was one of the most important aspects that was achieved with these data preparations. It
was not tested whether the calibration refinements and preprocessings are strictly required also for retrieval
targets other than surface data, but since the surface information is encoded in the data as a mere second order
effect, at least any derived surface data would probably be of a doubtful quality without these refinements.
However, the detector responsivity adjustment at 1.0–1.3 µm (Section III.3.2.3 (p. 77)) led to smaller changes
in the renormalized retrieved emissivity maps than might have been expected (compare Table VI.4 (p. 181),
row ’Detector responsivity’ showing the effect of halving the adjustment’s magnitude). The reason is that,
in contrast to the other calibration refinements and preprocessings, this adjustment affected all spectra in the
same (self-consistent) way, and the renormalization largely removed resulting impacts. The retrieval of abso-
lute emissivities, on the other hand, would have been much more affected, see for instance the renormalization
203
204 Chapter VII. Discussion, summary, and outlook
coefficients with respect to emissivity trends with surface elevation.
Both the refined measured spectra as well as the radiative transfer simulation program can be regarded to
have state-of-the-art status, because on the one hand, the radiative transfer simulation algorithm takes into
account all known processes that are relevant for the main goal of this work. On the other hand, it is possible
to generate synthetic measurements that fit the refined measured VIRTIS-M-IR spectra in the spectral range
1.0–2.6 µm for a large variety of physical and observational conditions with a quality that, to the author’s
knowledge, could not be achieved before. This can be recognized by comparing the (representative) fits in
Fig. II.24 (p. 66) or any other recent fit by the authors of the fourth paper with any fit to VIRTIS-M-IR spec-
tra presented in the recent literature. Therefore, although residual calibration, preprocessing, and simulation
errors can never be completely ruled out, calibration, preprocessing and functional descriptions of the simu-
lated spectra are not expected to exhibit substantial errors. This gives good reason to believe that the derived
surface data have the best quality that is possible when analyzing VIRTIS-M-IR measurements with current
techniques.
Proceeding from these firm baselines, the next step was the development of a suitable retrieval algorithm. It
was shown that single-spectrum retrieval algorithms fail to extract reliable surface information from VIRTIS-
M-IR spectra (Chapter V (p. 135)). This is, for instance, the reason why the surface emissivities retrieved by
Haus and Arnold (2010) at 1.02 µm cannot be regarded as sufficiently reliable for geologic interpretation. The
multi-spectrum retrieval algorithm MSR was developed to overcome this problem (Chapter IV (p. 103); Kap-
pel et al., 2010a,b, 2012b,c; Arnold et al., 2012a,b, 2013; Kappel, 2014; Kappel et al., 2015, 2016, announced
by Haus and Arnold, 2010). Although certain forms of a multi-spectrum retrieval have been described in the
literature (see Section I.2.4 (p. 8)), this was done with other aims and capabilities. To the best of the present
author’s knowledge, multi-spectrum retrieval has never been applied to Venus problems before. In addition,
the capabilities of MSR are optimally suited for Venus problems, and none of the other multi-spectrum re-
trieval approaches, although certainly very successful in the respective fields they are intended for, would
sufficiently satisfy the demands of the present work. In fact, most of the other approaches can be regarded
as special cases of MSR from the point of view of the regularization capabilities as it was discussed in Sec-
tion I.2.4 (p. 8). Even the sophisticated algorithm of Ungermann et al. (2010a,b, 2011) that seems to have
been developed at about the same time as the early version of MSR has only one aspect by which MSR could
be improved, the extremely large problem size that can be treated in the regularization. But this aspect is cur-
rently not relevant to the present work, because the treatable problem size is limited by the resource-intensive
radiative transfer simulations in Venus’ atmosphere rather than by the regularization, see discussion in Sec-
tion I.2.4 (p. 8). In other respects, for instance concerning the suitability and the flexibility of the a priori
covariance matrix based on the Kronecker product in the present work, the algorithm of Ungermann that has
been developed for tomographic retrieval problems in Earth’s atmosphere would have disadvantages when it
would be applied instead of MSR to determine Venus surface emissivity maps. The development of MSR was
therefore absolutely required for this thesis. In addition to the usual single-spectrum a priori information, that
is, mean values and standard deviations of the retrieval parameters and correlations between them, MSR can
take into account the context of adjacent measurements by incorporating a priori spatial-temporal correlations
for the parameters of different spectra. Moreover, MSR is able to retrieve parameter vectors that are common
to several measurements. Exploiting the Kronecker product structure of the a priori covariance matrix, this
was shown in Appendix IV.A.3 (p. 129) to be equivalent to the retrieval of parameters with infinite a priori
correlation length or time and spatially or temporally constant single-spectrum a priori data. The weighting
between common and other parameters was shown to be exactly unity. Using MSR, the probability to retrieve
unreasonable parameter values and spatial-temporal parameter distributions can be decreased. It was shown
that MSR leads to more reliable results than single-spectrum retrieval algorithms do, in particular, when re-
trieving parameters with similar Jacobians and strongly differing correlation data, like cloud parameters, CO2
opacity corrections, and surface emissivity maps. It is beneficial, therefore, to apply MSR to retrieve surface
emissivity maps at the three accessible wavelengths as parameter vectors that are common to a set of spectrally
resolved VIRTIS-M-IR images that cover the same surface target. From a mathematical point of view, MSR
allows the parameterization of all considered measurements by a fully consistent set of atmospheric, surface,
and instrumental parameters that respects all available a priori data as well as the measurement and simula-
tion error distributions and that does not neglect the context between adjacent measurements. Note, however,
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that the full consistency of the MSR retrieval parameter set is partially lost as a result of the renormalization
post-processing described in Chapter VI (p. 161).
But even with MSR it turned out to be difficult to determine surface emissivity data. This was realized,
when emissivity maps for the same target area derived from different sets of measurements had very different
structures, i.e. the results were not repeatable. Note that such a repeatability test had not been performed
in the papers by other authors that worked on Venus IR emissivity determination (see Section I.2.2 (p. 4)).
To understand this repeatability failure, a detailed multi-spectrum retrieval error analysis would have been
useful, but it would have been very difficult to perform due to the high-dimensional and non-linear nature of
the retrieval problem. To still uncover the causes that prevented the repeatability of the retrieval results and
to avoid them if possible, a detailed retrieval error analysis based on single synthetic spectra was carried out
(Chapter V (p. 135)). To estimate the corresponding multi-spectrum retrieval errors, the determined single-
spectrum retrieval errors were scaled according to scaling rules that were justified in Appendix VI.A (p. 192)
with a simple mathematical error origination model using a number of simplifications.
This error analysis revealed several different problems. The information content of a single VIRTIS-M-IR
spectrum is limited, and not all parameters that are not sufficiently well known in advance and that are needed
in the radiative transfer simulation can be determined from the measured spectrum itself. Such interfering
parameters have to be set to defined reasonable values compatible with current knowledge on atmospheric
and surface conditions and that allow the generation of realistic synthetic spectra. When the true parameter
values deviate from these assumptions, this can lead to emissivity retrieval errors, even though the fit well
matches the measurement. Based on different synthetic measurements typical for Venus’ nightside and where
the true parameters leading to these spectra are known by construction, this effect was explored and quantified
according to a few characteristic error measures. Several retrieval pipelines were investigated, and the one that
yielded the smallest error measures was selected for the subsequent studies and formed the basis of the MSR
retrieval pipeline.
After also performing a retrieval error analysis using real measurements (Chapter VI (p. 161)) and a cor-
responding mathematical motivation (Appendix VI.A (p. 192)), it can be summarized that MSR emissivity
retrieval errors mostly originate from differences between assumed and true underlying parameters, where
these differences can be decomposed into a part (A) that has a spatially slowly (typical length scale 1000 km)
varying time average, a part (B) that comprises the time dependent fluctuations around part (A), as well as a
part (C) containing spatially fast (typical length scale 100 km) varying time independent interfering parame-
ters.
The differences from part (A) mostly vary in latitudinal direction only, motivated by the symmetries and
spatial scales of the global atmospheric circulation. This category also comprises the wavelength dependent
CO2 opacity that is constant in time and space, as well as the deep atmospheric temperature field that is (al-
most) constant in time and spatially slowly varying with latitude. The emissivity retrieval errors due to this
part can be largely avoided by the renormalized MSR retrieval of the emissivity maps as it was described
in Section VI.2.3 (p. 169). Here, corrections to the wavelength dependent CO2 opacity are pre-determined
with MSR as parameters that are common to many and diverse VIRTIS-M-IR measurements to minimize
emissivity retrieval errors due to CO2 opacity uncertainties. An initial emissivity value (in the present work
0.5) has to be defined for this purpose to complete the parameter set required to solve this retrieval problem
without too strongly underconstraining it. Using the pre-determined opacity corrections, a surface emissivity
map relative to the initial emissivity can be retrieved with MSR from a suitable measurement data set that
repeatedly covers the actual surface target. The mean value of this map can differ from the initial emissivity,
since the measurement data sets utilized to determine the opacity corrections and the map (and therefore the
corresponding time averaged interfering true parameters) do not necessarily coincide. For the retrieval of
the relative surface emissivity map, the opacity corrections in the surface windows are treated as fine-tuning
parameters that are slightly modified to avoid that the emissivities come close to their domain boundaries 0
and 1. The relative emissivity maps exhibit approximately linear trends with latitude and topography that are
unrealistic from a geologic point of view and are probably due to simulation errors. These trends are removed
with the help of multiple linear regression without changing the emissivity mean of the map. Finally, it can
be observed that the spatial fluctuations of the de-trended emissivities around their mean tend to increase in
magnitude for increasing emissivity mean, because the radiance response to small emissivity perturbations
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around an emissivity base value decreases for increasing emissivity base value. Since the emissivity mean of
the de-trended map does not have a controlled value, different de-trended maps cannot be directly compared
at this stage. An affinely linear transformation is applied that converts the de-trended emissivity map to have
an emissivity mean value that coincides with a defined reference emissivity. The result of this procedure is
called renormalized emissivity map, referred to the reference emissivity.
Errors due to part (B) statistically average out with 1/
√
Nr, where Nr is the number of measurements
covering a surface bin in the multi-spectrum retrieval. This was motivated in Appendix VI.A.2.3 (p. 195)
and was demonstrated to apply using the measurement selection tests in Section VI.4.3 (p. 179). At a given
surface window, part (C) contributes emissivity errors due to uncertainties of emissivities in the respective
other surface windows and of the surface elevation. It was argued in Section V.2.3 (p. 142) that the interfering
emissivities and other parameters better disentangle for higher Nr when using MSR. The impact of surface
elevation uncertainties on renormalized emissivity maps was demonstrated to be moderate (see Section VI.4.4
(p. 180), Subsection ’Calibration and preprocessing’).
Most emissivity retrieval errors can be avoided by the renormalized retrieval. The remaining errors can be
mainly attributed to part (B) and part (C) contributions and to higher-order effects. In Chapter VI (p. 161),
renormalized emissivity maps of a target in the Themis Regio were determined at 1.02, 1.10, and 1.18 µm, and
corresponding emissivity errors were estimated by a statistical evaluation of maps derived from various dis-
joint selections of spectra and using different assumptions on the interfering parameters. The errors decrease
when Nr is increased, and they were shown at Nr = 64 to be sufficiently small to allow the geologic inter-
pretation of the determined maps. It was verified that the renormalized emissivity maps are largely (i.e. in the
frame of the derived error levels) independent of the utilized measurement data set, of the initial emissivity,
of modifications to interfering atmospheric, surface, and instrumental parameters, and of selected details of
the retrieval pipeline and data calibration and preprocessing. The double standard deviation errors determined
with the synthetic spectra (2%, 6%, and 6% at 1.02, 1.10, and 1.18 µm, respectively, referred to Nr = 64 and
reference emissivity 0.5) and those based on real measurements (3%, 8%, 4%) are largely compatible. It is
reasonable, therefore, to ascribe the ’real’ errors mainly to causes revealed through the ’synthetic’ error anal-
ysis. The ’real’ errors are used to describe the error levels of the determined renormalized emissivity maps of
Themis Regio.
Such a thorough emissivity retrieval error analysis has not yet been performed by other authors that worked
on the determination of Venus surface emissivity data. Essentially only simple guesses or rough estimates had
been given, if at all.
Since the spatial fluctuations of renormalized emissivity maps around their mean value, the reference emis-
sivity, increase in magnitude for increasing reference emissivity, it is necessary to convert the renormalized
maps according to a transformation quantified in Section VI.3 (p. 174), when the emissivity mean value of
the map shall attain a given value, for instance a value dictated by possible future ground truth data. In the
same way, if the absolute emissivity at a given bin of the target were known, the absolute emissivity map of
the entire target could be computed according to the mentioned transformation, assuming absent true trends
with latitude and topography. This effect has not yet been quantified before by other authors, but it cannot be
neglected, and it may be important for a more quantitative geologic interpretation.
The largest deviations from the reference emissivity found in the renormalized Themis Regio maps amount
to about 8% at either surface window. Emissivity anomalies (i.e. deviations exceeding the determined error
level) were therefore found at 1.02 and 1.18 µm, whereas anomalies exceeding 8% (or 9%, to be on the safe
side) can be ruled out at 1.10 µm. It was clarified in Section VI.3 (p. 174), how the emissivity errors transform
when the reference emissivity is changed. It is important to note that an emissivity anomaly exceeding the
determined error level still exceeds the error level when the reference emissivity is changed. In this sense, the
occurrence of emissivity anomalies is well-defined (i.e. independent of the reference emissivity).
The renormalized emissivities are interpreted as spatial variations relative to the reference emissivity. They
represent an important step toward the retrieval of absolute emissivities. However, true emissivities may ex-
hibit, even if they are implausible from the current point of view, real trends with topography or latitude, which
are not reflected by renormalized maps.
Section I.2.2 (p. 4) cited other authors that worked on the determination of Venus surface emissivity in-
formation in the infrared. Compared to these works, the present thesis constitutes the first time that surface
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emissivity data were derived using full radiative transfer and a retrieval algorithm respecting a priori infor-
mation, and where emissivity is treated as an intrinsic retrieval parameter, as it is discussed in the following.
The multivariate statistical analysis by Erard et al. (2009) as a purely descriptive method did not consider
the radiative transfer in Venus’ atmosphere. Moreover, only the topography related surface temperature ef-
fects could be isolated, no emissivity information. However, the authors also reported about indications of
a high opacity layer close to the surface in the low lying regions of the planet. The occurrence of such a
layer is one factor for a possible explanation for the existence of the emissivity trends with topography before
renormalization, as it was discussed in Chapter VI (p. 161).
Surface emissivity data at 1.02 µmwere derived by Helbert et al. (2008); Müller et al. (2008) using VIRTIS-
M-IR measurements. Based on a semi-empirical approach, these authors determined a map of the time av-
eraged thermal flux anomaly, i.e. the thermal flux from Venus’ surface that is not due to topography related
surface temperature, and which is correlated with surface emissivity. The 1.02 µm radiances were de-clouded
with the small surface-unaffected 1.31 µm radiance peak as reference for cloud absorption. Many issues have
been identified and solved in the four articles accumulated in the present thesis that are absolutely essential
for the present work but not relevant to the semi-empirical approach. These issues revealed many important
underlying mechanisms that explain, why some information can be extracted and other can not. In contrast to
the work of Helbert et al. (2008); Müller et al. (2008), the present approach is based on a full radiative transfer
simulation and a retrieval algorithm taking into account a priori data, considers the refined data calibration
and preprocessing, and exploits the spectral information content in the range 1.0–2.3 µm excluding the 1.28 µm
peak. The flux anomaly was determined only at 1.02 µm, and its meaning with respect to emissivity and its
reliability are not entirely clear in the otherwise very successful approach by the cited authors. In the present
thesis, emissivity data were determined at all three surface windows, their relation to absolute surface emis-
sivities was precisely clarified, and their reliability was thoroughly quantified. However, the semi-empirical
method includes only two spectral bands and is computationally very fast, which is why the authors were able
to utilize all suitable VIRTIS-M-IR nightside spectra. As pointed out in Chapter V (p. 135), the required com-
putational resources for the present work are considerably larger than for the semi-empirical approach, and
with the currently available resources, only a selection of spectra can be studied that covers targets that were
beforehand identified to be of special geological interest, for instance by using the results by Helbert et al.
(2008); Müller et al. (2008); Smrekar et al. (2010), or geologic maps (Ivanov and Head, 2006, 2011; Stofan
and Brian, 2012) derived from Magellan radar data (Pettengill et al., 1991; Ford and Pettengill, 1992), or the
radiance ratio based quick-look method by Arnold et al. (2008).
Using ratios betweenVMC/VEX (Markiewicz et al., 2007) images at 1 µm that are relatively free from cloud
opacity variations, Shalygin et al. (2012); Basilevsky et al. (2012) searched for surface emissivity anomalies.
They applied a two-stream approximation to estimate emissivity data from the radiance ratios. They did not
consider the full radiative transfer in Venus’ atmosphere, nor did they treat emissivity as intrinsic retrieval pa-
rameter. The emissivity error of 10%-20% given by these authors was not based on a detailed retrieval error
analysis but on the scaling of observed cloud opacity variations of about 10% in the frame of the two-stream
approximation.
Meadows and Crisp (1996) de-clouded ground based radiance images at 1.18 µm by dividing them by
corresponding 1.31 µm radiance images. At fixed cloud properties, they applied a full radiative transfer sim-
ulation model to compute synthetic radiance images at 1.18 µm, taking into account the surface topography
and assuming a constant surface emissivity of 0.85. Then the authors investigated the ratio of the de-clouded
measured images and the synthetic ones, in order to infer possible spatial surface emissivity variations. Like
Shalygin et al. (2012); Basilevsky et al. (2012), they did not treat emissivity as intrinsic retrieval parameter,
nor did they consider a priori data. The authors did not comment on errors in the determined emissivity data
but stated that they did not succeed in detecting emissivity variations in excess of 10%.
Using preprocessed Galileo NIMS (Carlson et al., 1991) data, Hashimoto et al. (2008) presented the, until
then, most sophisticated approach to determine emissivity information. First, they determined cloud mode 2’
and 3 abundances using the 1.74 and 2.3 µm peaks. Then, using a full radiative transfer simulation model, they
computed synthetic 1.18 µm radiances for a series of emissivity values taking these cloud data into account.
Emissivities were determined from the preprocessed measured radiances according to this synthetic ’look-up
table’. Again, this approach did not treat emissivity as intrinsic retrieval parameter, and no a priori data were
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taken into account. Moreover, the physical emissivity domain boundaries 0 and 1 were not respected, as it
is evident from many determined emissivity values outside these bounds. Furthermore, the preprocessing of
the measured spectra involved the manual removal of the radiances’ limb darkening according to the radiance
dependence on the emission angle that was determined with a series of synthetic spectra and corroborated by
a scatterplot of the measured data. Such a step was not required in the present work, since observation geom-
etry was fully taken into account at the radiative transfer simulations used in the retrieval process. Hashimoto
et al. (2008) pointed out that their method is prone to large errors and discussed several potential error sources
that alternatively could explain the determined spatial emissivity variations. However, they did not give an
emissivity error margin.
Haus and Arnold (2010) went a step further insofar as they treated 1.02 µm surface emissivity as an intrinsic
retrieval parameter. They also used a full radiative transfer model, even taking the observational geometry into
account, which is why they did not need a limb-darkening correction in their data preprocessing. But they did
not take a priori information into account. In this respect, the present work is a continuation of the work of
these authors, the more so, since the radiative transfer simulation program of the present work was developed
in close cooperation with them, and they were co-authors for most of the papers accumulated in this thesis. The
authors pointed out that their results were preliminary and discussed several error sources but did not give a
strict emissivity error margin. It follows from the present thesis that these retrieved 1.02 µm emissivities were
not sufficiently reliable to allow geologic interpretation due to strong interferences from other parameters.
The four articles that constitute the present thesis demonstrated that it is possible to determine reliable
emissivity data at all three surface windows covered by VIRTIS-M-IR using a full radiative transfer simulation
model and a retrieval algorithm that exploits a large part of the VIRTIS-M-IR spectra’s information content,
treats emissivities as intrinsic retrieval parameters, and respects a priori information and physical constraints.
However, this problem was not easy to solve. A sophisticated multi-spectrum retrieval algorithm and a refined
data calibration and preprocessing were required, and only detailed retrieval error analyses pointed the way
toward reliable results. With the current techniques, it is not yet possible to determine absolute emissivity
values, but the obtained emissivity maps relative to a reference emissivity are important steps toward absolute
emissivity maps. Strict error margins were given that turned out to be sufficiently small to allow geologic
interpretation, which is planned for future work. Apart from the fact that the determined emissivity maps
are relative to a reference emissivity and not absolute, the presented approach allowed the achievement of
the main goal of this thesis and pushes the VIRTIS-M-IR data evaluation and Venus IR surface emissivity
determination in general to their (current) limits.
The determined renormalized emissivity maps of a target in the Themis Regio (see Section VI.1 (p. 162))
shown in Section VI.3 (p. 174) were shortly discussed in Section VI.5 (p. 186). Themis Regio is characterized
by a corona-dominated hotspot rise related to a long duration, non-simultaneous, small-scale upwelling (Sto-
fan et al., 1995). Themis Regio contains significant extensional deformation (Stofan and Brian, 2012). Gravity
data and the topographic swell suggest that this region is likely underlain by an active plume with ongoing
surface deformation due to growth of the rise (Smrekar and Stofan, 1999). Magellan radar data (Pettengill
et al., 1991; Ford and Pettengill, 1992; Rappaport et al., 1999) are not very specific to surface composition.
In situ surface data (see Sections I.1 (p. 2) and I.2.3 (p. 6)) were only sampled at seven landing sites so far,
none of which is covered by the Themis Regio target, and a global overview of the surface composition is
difficult to infer from these data. The thermal flux anomaly map at 1.02 µm determined by Müller et al. (2008)
constituted a successful step to globally derive surface properties based on the infrared surface emissivity that
is more diagnostic to surface composition than radar data are. Some edifice fields in Themis Regio correlate
with positive thermal flux anomalies and may be attributed to relatively stratigraphically young units of vol-
canic origin (Stofan et al., 2010). The present work qualitatively improves the flux anomaly data by Müller
et al. (2008) and provides maps at all three surface windows that are quantitatively directly related to absolute
emissivity data. These results enable a much more detailed geologic interpretation of the Themis Regio target,
which is planned for the near future. It was discussed in Section VI.5 (p. 186) that high emissivity signatures
correlate with edifices like AbeonaMons and other volcanic structures. Shiwanokia Corona has areas of lower
emissivity. The complexity in this region might suggest long histories and an apparently older corona (Stofan
and Smrekar, 1998). In general, these anomalies can be caused by local changes in composition, age, and/or
textural differences of the surface (Arnold et al., 2015).
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VII.2 Summary
The main goal of the present thesis was the determination of surface emissivity data maps in the infrared from
VIRTIS-M-IR radiance spectra of Venus’ nightside emissions. A full radiative transfer simulation model and
a retrieval algorithm were used for this purpose. Achieving this goal proved to be much more difficult than
expected. The radiative transfer simulation had to take into account multiple scattering by atmospheric gases
and clouds as well as the extreme environmental conditions in Venus’ deep atmosphere that lead to partly not
well known optical properties. The required computer resources were quite high, and the radiative transfer
simulation had to be continuously improved with respect to both the underlying physics and the numerical
efficiency.
To enable the determination of reliable emissivity data, the utilized VIRTIS-M-IR spectra had to be as self-
consistent and as faithful to reality as possible. This necessitated a number of calibration refinements based
on a detailed detector responsivity analysis as well as the development of a suitable data preprocessing.
The relatively low spectral information content of the measured spectra and the accordingly difficult deter-
mination of surface emissivity data led to the idea to utilize several spectra to derive a single quantity like the
emissivity of a surface bin and to incorporate the context of adjacent measurements. The multi-spectrum re-
trieval algorithmMSR was developed and heavily optimized to properly and efficiently address this approach.
But even with MSR, early retrieved emissivity maps turned out to be unreliable. In order to overcome this
problem, its cause had to be identified using a detailed emissivity retrieval error analysis based on synthetic
spectra. The largest errors were found to be due to interferences from parameters that had to be set to assumed
values to enable the radiative transfer simulation but could not be derived from the spectra themselves.
The original ambition to derive absolute emissivities had to be dropped to still obtain useful emissivity
data. This led to the concept of a retrieval of emissivity maps relative to a certain reference emissivity. In con-
junction with MSR, this was implemented as a combination of the retrieval of auxiliary fine-tuning parameters
and of some post-processing steps to remove apparently artificial emissivity trends with latitude and topogra-
phy and to transform the de-trended maps to have a mean value that coincided with the reference emissivity.
The resulting ’renormalized emissivity maps’ were interpreted as spatial variations relative to the reference
emissivity. However, true emissivities may exhibit real trends with latitude and topography, even if this seems
to be unlikely from a geologic point of view.
Finally, renormalized emissivity maps referred to the reference emissivity 0.5 were derived at the accessible
surface windows (1.02, 1.10, and 1.18 µm) fromVIRTIS-M-IRmeasurements in the spectral range 1.0–2.3 µm
that covered a surface target of 219 surface bins at Themis Regio 64 times. A sophisticated retrieval pipeline
and the renormalization approach were used, both of them being the result of numerous trial-and-error im-
provements. The double standard deviation errors of these maps were quantified as about 3%, 8%, and 4%
for the three surface windows according to several tests where both the utilized measurement data set and
many interfering parameters were modified. These renormalized emissivity maps will be used for geologic
interpretations.
The sacrifice of (unreliable) absolute emissivity data in favor of (reliable) relative emissivity data is accept-
able with respect to a first geologic interpretation, since the latter can mainly rely on just spatial emissivity
variations. However, if the absolute emissivity at a given bin of the target were known, for instance in the
form of ground truth data, the absolute emissivity map of the entire target could be computed according to
the above mentioned transformation. In this sense, the renormalized emissivity maps are as close to absolute
emissivity maps as is possible with current techniques. These are the first Venus IR emissivity results from
consequent application of a full radiative transfer simulation program and a retrieval algorithm respecting the
available a priori information and treating emissivity as intrinsic retrieval parameter. Apart from the fact that
the determined emissivity maps are relative to a reference emissivity and not absolute, the main goal of this
thesis was achieved with the derivation of the maps at Themis Regio. These maps are the first ones that con-
sider all three surface windows covered by VIRTIS-M-IR. Their reliability was quantified according to two
complementary methods, and their relation to absolute emissivities was precisely clarified. This approach
pushes the VIRTIS-M-IR data evaluation to its limits.
Starting with the development of a suitable radiative transfer simulation program and the calibration refine-
ments and data preprocessing, proceeding with the development of a powerful new multi-spectrum retrieval
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algorithm, a retrieval error analysis with synthetic spectra, and concluding with the application to a geologi-
cally interesting surface target, the determination of useful surface emissivity data for this target along with a
retrieval reliability verification and error estimation, the present thesis covered many important remote sensing
topics.
VII.3 Outlook
Naturally, the present work cannot provide final answers, and improvements are always possible. The next
logical step is the geologic interpretation of the Themis Regio target based on the new renormalized emis-
sivity maps in combination with a surface morphology based geologic map of the region (Stofan and Brian,
2012) and the radar topography, emissivity, reflectivity, and slope data acquired by Magellan (Ford and Pet-
tengill, 1992; Rappaport et al., 1999). This way, the relevance of the identified emissivity anomalies can be
assessed. Moreover, the relevance of the general spatial variations of the maps for all three surface windows at
double and possibly even at single standard deviation significance can be evaluated. The 1.02 µmmap will be
compared to the thermal flux anomaly map of Müller et al. (2008) in context with the interpretation of certain
anomalies thereof as candidates for recent hotspot volcanism as described by Smrekar et al. (2010). This will
be addressed in a follow-up paper.
It is also planned to analyze other geologically interesting surface targets. But also conceptually interesting
targets that cover wide latitude or longitude ranges and those that cover wide or narrow topography ranges
have to be studied. Note that absolute emissivity must globally never violate its domain boundaries 0 and 1,
and it should not exhibit consistent latitudinal trends. Such requirements could help to further constrain details
of the retrieval procedure and to identify the most realistic reference emissivity.
One of the most pressing issues is a better and more systematic treatment of the currently retrieved emis-
sivity trends with latitude and topography before renormalization. The first algorithmic improvement beyond
the present work will therefore be the implementation of additional constraints in the retrieval regularization
that force the retrieved emissivity maps to not exhibit trends with latitude and topography from the outset.
Moreover, the emissivity average over the target shall be forced to attain the reference emissivity value from
the outset. This can be accomplished by introducing for the ’scaled residual’ R a few additional dimensions
that encode these constraints in terms of logarithmic barrier functions (see Section IV.A.1 (p. 126)). This
way, the renormalization post-processing steps shall be systematically avoided, and the full consistency of
the MSR retrieval parameter set that is partially lost as a result of the post-processing can be preserved. The
causes that lead to the current (presumably artificial) emissivity trends with latitude and topography before
renormalization can then be ascribed to trends in atmospheric parameters (e.g. so far unconsidered trends in
the deep atmospheric temperature field or the cloud mode abundances, bottom altitudes, and droplet compo-
sitions) and to surface haze, depending on the magnitude and spatial and temporal consistency of this effect,
by retrieving some of them as parameters that are common to many diverse spectra with a wide latitude and
topography coverage. If it should turn out to be impossible to avoid the retrieved emissivity trends with lati-
tude and topography this way simultaneously for all three surface windows, this would be an argument for the
actual presence of such trends in the true emissivity maps.
If the avoidance of the emissivity trends before renormalization proves successful, it is possible to retrieve
maps while systematically modifying the choice of the reference emissivity. The reference emissivity that
leads to the smallest residual between measurements and best fits is then a good candidate for a more realistic
absolute emissivity mean of the target. This gives a chance to finally retrieve absolute emissivity maps. This
approach is neither sensible nor feasible in presence of artificial emissivity trends that have to be removed in
a post-processing step, for instance because of the potential cutoff at the emissivity domain boundaries. Nev-
ertheless, the residuals slightly (order of 1.0%) decreased on average in the PMTs in Section VI.4.4 (p. 180),
when the initial emissivity was changed from 0.500 to 0.625 or to 0.750 (1.7%) and even 0.875 (2.1%). How-
ever, the latter case is already affected by severe cutoffs at the emissivity domain boundary 1, as it was discussed
in the cited section. Also, this does not prove a systematic trend, as there might, for instance, exist a minimum
between the 0.750 and the 0.875 cases. Moreover, the residuals could be quite different in absence of trends
with latitude and topography. Also note that the initial emissivity does not coincide with the mean emissivity
in these cases. However, this decrease could indicate that the mean emissivity of the Themis Regio target
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is possibly larger than 0.5, but in presence of the emissivity trends with latitude and topography, this effect
should not be overrated and was therefore not mentioned by Kappel et al. (2016).
One open question is the expected decrease of MST errors that are scaled to a fixed measurement repe-
tition number N0r with increasing Nr due to MSR’s usage of more a priori data (see Chapter VI (p. 161)).
This decrease was so far observed to be not consistent.1 This must be studied with further surface targets
and, if possible, with higher Nr by relaxing the demands on the usability of VIRTIS-M-IR measurements for
emissivity retrieval.
The capability of MSR to retrieve parameters that are common to a selection of spectra can be used to
retrieve emissivity data at a spatial resolution that is finer than the atmospheric blurring limit (FWHM in the
order of 100 km, Moroz, 2002). Possible high-resolution surface bins can be chosen to subsample the current
bins. Then, a high-resolution emissivity map can be retrieved as parameter vector that is common to many
spectra that are binned according to the high-resolution surface bins. This exploits the variability of the surface
footprints of the different single-spectrum measurements (before binning) and is essentially a deconvolution
of the atmospheric blurring. The feasibility of this approach depends on the number of usable measurements
that cover the target.
Finally, the number of usable measurement repetitions proved to be a deciding factor for emissivity re-
trieval. The earlier mentioned Akatsuki mission will hopefully provide new Venus nightside data (radiance
measurements at 0.90, 0.97, 1.01, 1.73, 2.26, and 2.32 µm from the IR1 and IR2 cameras, Nakamura et al.,
2007, are useful for nightside studies), and it remains to be assessed, whether these data can be used for emis-
sivity retrieval. Other factors that can help to improve emissivity results, in particular with respect to absolute
emissivities, are better CO2 opacity data as they are currently being measured by Tran et al. (2011); Stefani
et al. (2013); Snels et al. (2014). Concerning the more distant future, radiance measurements at higher spectral
resolution are desirable (Kappel et al., 2015) as well as additional in situ data of atmosphere and surface, and
improved topography data. Measured emissivities of analog materials with different composition, grain size,
and texture at Venus surface temperatures are important prerequisites for a better interpretation of retrieved
emissivity data. Such measurements are currently performed by Maturilli et al. (2008).
1Note: One reason might be the long time separation between many of the VIRTIS-M-IR cubes utilized for the determination of
the renormalized emissivity maps. These cubes were listed in Section VI.A.1 (p. 192). For a given cube, the number of the VEX orbit
on which it was acquired is indicated by the number preceding the underscore in the cube name. The duration of one VEX orbit was
24 h, whereas the a priori correlation times for the atmospheric parameters listed in Table VI.2 (p. 173) do not exceed 8 h. Thus, the
a priori information on the retrieval parameters was in many cases not increased by the incorporation of a priori time correlations.
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