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The output variable, yt, is the log of total constant price GDP. Employment and the labour force, nt
and nst, are the logs of the number of employees and the total labour force in the whole economy. The
earnings variable, et, is the log of the ratio of wages and salaries to the number of employees multiplied
by the average weekly hours of work in the manufacturing sector. The price variable, pt,i st h el o g
of the retail price index. The real wage, wpt, is given by the log of real earnings (wpt = et − pt).
This broad deﬁnition of the real wage is in line with earlier studies by Hall (1986) and Hall (1989).
For the following analysis, it is convenient to deﬁne two more variables. First, a measure of average
labour productivity, given by the log of output per employee, yt − nt. Sargan (1964) in his model of
wage determination used this measure of labour productivity, Hall and Henry (1987) in their study of
alternative wage models provided evidence in favour of this measure rather than the capital-labour ratio,
and Marcellino and Mizon (2000b) interpreted the deviation of this variable from sample trend as the
output gap in their analysis of the labour sector of the Italian economy. Second, the log labour share,
deﬁned as sharet = wpt + nt − yt.
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Figure 1 The variables under analysis and the restricted equilibria.
The variables are graphed in the ﬁrst four panels of Figure 1. Among the most striking features,
we note the similar behaviour of real wages and productivity (panel 2 in which the variables have been
scaled to match their means), and the largely stationary nature of the labour share (panel 6). Deviations
of productivity from a linear trend also appear to be stationary (panels 3 and 5).
Notable events affecting the UK labour market in the sample period include the following. The big
increase in real wages in 1975 associated with the ending of a period of statutory wage and price control,
and the decline in productivity in 1984 mainly related to the effects of the Miners’ Strike, which began in
1984(2). Unemployment has also increased strongly throughout the sample period, with some business
cycle ﬂuctuations. The decline in 1966 is related to the introduction of the “selective employment
tax”, which aimed to increase employment in manufacturing industries, though it was subsequently7
led us to a VAR(5). The Johansen procedure for cointegration analysis is then applied to the VECM
representation of a VAR with ﬁve lags, a constant, and a linear trend restricted to lie in the cointegration
space:
xt =  +
4 X
k=1
Γkxt−k + 
 
0xt−1 − γ(t − 1)

+ ut: (7)
Table 1 Johansen Cointegration Likelihood Ratio Test.
Maximal Eigenvalue Test Trace Test
eigenvalue Ho:rank= r -T log(1 − ) T-nm 95% -T
P
log() T-nm 95%
0.2570 r =0 32.09* 26.14 31.5 81.20** 66.17* 63.0
0.1889 r  1 22.61 18.42 25.5 49.12** 40.02 42.4
0.1247 r  2 14.39 11.72 19.0 26.51* 21.60 25.3
0.1062 r  3 12.12 9.88 12.3 12.12 9.88 12.3
** Signiﬁcant at 1% level, * Signiﬁcant at 5% level.
The results of the cointegration tests are shown in Table 1 with the trace and maximal eigenvalue
test statistics. On the basis of these results and the values of the eigenvalues, we select r =2 .T h e r e
is no indication of remaining autocorrelation in the errors (vector AR 1-5 test: F(80;250) = 0:87 with
a p-value of 0:76) but there is strong evidence of non-normality in the residuals (vector normality test
2(8) = 58:16 with a p-value of 0:00). The latter is most likely the result of the many outliers present in
the estimated VAR. Although this can result in under-estimation of cointegrating rank, our subsequent
results which allow for Markov switching between three separate regimes suggest that this is not case.
We then identify the cointegrating vectors by applying a set of non-rejected restrictions, the LR test
for which is 2(9) = 11:90 with a p-value of 0:22. The resulting equilibria are graphed in the last
two panels of Figure 1 above. The ﬁrst one is trend-adjusted productivity which Marcellino and Mizon
(2000b) interpreted as a measure of the output gap:
gapt = yt −nt− 0:0046
(0:0001)
t: (8)
Productivity grew at an average rate of about 2% per year, which reﬂects accumulation of physical and
human capital as well as technical progress, and deviations from this trend are stationary. The second
equilibrium is the log labour share:
sharet = wpt + nt − yt: (9)
Combining (8) and (9), we can also infer that the real wage, wpt, appears to be stationary around a linear
trend.
These results are coherent with those reported in Clements and Mizon (1991), though the latter used
a slightly different set of variables - including unemployment and inﬂation, but excluding employment
and the labour force. Yet, they also found that an equilibrium involving real wages and productivity with
coefﬁcients (1;−1), as in (9), and unemployment with a very low coefﬁcient (0:06) in this relationship.
They discussed the existence of another equilibrium that related positively productivity and unemploy-
ment, but they did not use it since its economic interpretation is problematic. Marcellino and Mizon
(2000a) also found a positive relationship between wpt and yt − nt, both before and after 1980, but the
homogeneity restriction was rejected in the pre-1980 sub-sample. Their second equilibrium relationship
had a Phillips curve interpretation. Krolzig and Toro (1998) analyze output and employment data for
the US over the period 1962-1997, and they also ﬁnd an equilibrium relationship as in (8), but with an9
Table 3 Wald speciﬁcation tests.
Null hypothesis Test statistic yt wpt nt nst System
1 = 2 
2(1) 48.94 [0.0000] 0.40 [0.5262] 47.84 [0.0000] 29.42 [0.0000] 
2(4)= 97.79 [0.0000]
2 = 3 
2(1) 1.56 [0.2120] 0.02 [0.9025] 24.35 [0.0000] 22.12 [0.0000] 
2(4)= 25.56 [0.0000]
1 = 2 = 3 
2(2) 58.16 [0.0000] 0.45 [0.8000] 77.21 [0.0000] 51.80 [0.0000] 
2(8)=147.68 [0.0000]
Note: The numbers in brackets represent the marginal signiﬁcance level of Wald test statistic.
The regime-identifying assumption of the system test is that 1 6= 26 = 3.
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Figure 2 Regime probabilities of the MSIH(3)-VECM(4) model.
of the model under the null hypothesis. The tests are nuisance parameter free so that classical likelihood
theory can be invoked, and the asymptotic null distribution of the Wald test is 2(q) where q is the
number of linearly independent restrictions. The regime-shifts in mean growth rates of the system are
statistically highly signiﬁcant. There is not only strong support for recurring recessions and expansions,
but also for the presence of a third regime. Running tests for the equations of the system separately helps
to characterize the regimes: In the case of recessions (regime 1) versus normal expansions (regime 2),
the test hypothesis k1 = k2 can very strongly rejected be for yt, nt and nst. Comparing the
second and the third regime, there is signiﬁcant change in the mean of nt and nst while yt faces
the same mean growth. As yt and nt are cointegrated, shifts from regime 2 to 3 will cause strong
dynamic adjustments leading to ‘boom and burst’ episodes (see Figure 9). Finally it is worth noting that
real wage growth is not directly affected by the regime shifts.
¿From Table 4 it is clear that not only are the estimated intercepts (st) different across regimes, but
there are also changes in (st) - note in particular the changes in cov(uy;u wp). This suggests that
the correlations between the variables, conditional on the past, differ across regimes, and so the use of a
constant parameter VECM could lead to severely misleading results. A likelihood ratio test of the linear12
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Figure 4 Residuals of the MSIH(3)-VECM(4) model.
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Figure 5 Statistical properties of the smoothed and predicted errors.13
where M =[1 :  :  M]and t is the M-dimensional state vector consisting of indicator variables
I(st = i)=1for st = i and 0 otherwise. The one-step predictor can be derived from the corresponding
MSIH(M)–VAR(p) representation given by
xt = Mt − γ(t − 1) +
p X
k=1
Akxt−k + ut; (12)
where A1 = IN + 0 +Γ 1and Aj =Γ j−Γ j − 1for 1 <jpwith Γp = 0K. Hence we have that
E[xt+1jxt;:::;x 0]=MP^ tjt − γt +
p X
k=1
Akxt+1−k; (13)
where P is the transition matrix and ^ tjt is the vector of ﬁltered regime probabilities at time t.T h e
predictor for the MSIH(3)-DVAR(4) model follows from (13) by setting  =0 .
We compare 5 models: the MS-VECM and its linear version, VECM, plus an MS and a standard
VAR in ﬁrst differences, MS-DVAR and DVAR, respectively. The ﬁnal model considered is a VAR in
the second differences of variables (DDVAR), which is a forecasting device that exploits the fact that
very few variables accelerate/decelerate indeﬁnitely. In fact, DVARs and DDVARs can provide good
forecasts during periods of structural changes, in particular when there are shifts in equilibrium means
and mean growth rates - see Clements and Hendry (1999) for a general exposition and Marcellino and
Mizon (2000b) for an example relative to the Italian labour market.
The models are compared on the basis of the root mean square and absolute prediction errors, RM-
SPE and MAPE. The forecast period is 1991(2)-1993(1), for a total of 8 quarters. This choice leaves a
sufﬁciently long estimation period to guarantee structural stability of the MS-VECM as a business cycle
model, reasonable long-run properties, and strong convergence of the EM estimation procedure.1
Table 5 One-Step Prediction Errors 1991 (2) - 1993 (1).
yw p nn s
MAPE(10
2)
MSI(3)-VECM(4) 0.60 1.70 0.26 0.29
MSI(3)-DVAR(4) 0.74 1.89 0.31 0.35
Linear VECM(4) 0.74 1.78 0.30 0.33
Linear DVAR(4) 0.75 1.96 0.34 0.36
DDVAR(3) 0.56 1.51 0.40 0.37
RMSPE(10
2)
MSI(3)-VECM(4) 0.80 2.05 0.37 0.43
MSI(3)-DVAR(4) 0.92 2.11 0.47 0.53
Linear VECM(4) 0.94 2.06 0.44 0.49
Linear DVAR(4) 0.99 2.18 0.49 0.53
DDVAR(3) 0.67 1.67 0.52 0.54
Table 5 reports the mean absolute prediction error (MAPE) and root mean squared prediction error
(RMSPE) of one-step prediction errors for 1991(2) - 1993(1). It compares the MSI(3)-VECM(4) es-
timated from 1966(3) - 1991(1) with an MSI(3)-DVAR(4), linear VECM(4), DVAR(4) and DDVAR(3).
From Table 5 it is evident that the MSI(3)-VECM(4) performs well, having the best RMSPE and of
MAPE for n and ns: Further, even though the DDVAR performs best for wp and y; on average across
all four variables there is very little between the MAPE and RMSPE for the MSI(3)-VECM(4) and the
1The regime classiﬁcation of the full-sample MSIH(3)-VECM(4) was consistent with the sub-sample MSI(3)-VECM(4),
but not with the subsample MSIH(3)-VECM(4); so the MSI(3)-VECM(4) has been chosen for the forecast evaluation.16
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Figure 7 Impulse Response Functions: Keynesian Orthogonalization.
the state of the system when the shock occurs.
Starting with the Keynesian ordering, the main difference across regimes to a shock to the y equation
error appears to be in the response of wp. In a recession only a prolonged increase in y increases wp;i n
the other regimes wp has an obscillatory behaviour, with an early drop related to an increase in n more
than proportional to that in ns. The reactions to a shock in wp are rather limited and similar in all three
regimes. Note in particular that there is never a positive long run effect on productivity, though one
results from the linear VAR. A shock in the n equation error is associated with an increase in ns during
a recession, while ns decreases in the other cases. Also, wp appears to increase, less so in an expansion,
and in any case only for few periods. Finally, a shock to ns has similar effects across the three regimes,
but is less marked than in the linear VAR.
Turning to the classical ordering, the response to a shock in y are similar to the former case, as
well as those to a shock in ns, with the exception of regime 2. The response of real wages to positive
output shocks strongly varies across the regimes: they behave anticyclical in recessions (regime 1) and
procyclical in expansions (regime 3). The effects of an impulse to wp are instead much more limited,
and more evident in the second regime. The reaction of the variables to an impulse in n are also rather
different from before, both in the timing and in the magnitude and in the long run effects.
In summary, the most relevant results for our goal are the substantial differences in the IRF that
emerge across regimes and with respect to the linear VAR, independently of the chosen orthogonaliza-
tion. In the next subsection we explore an alternative approach to analyze the source and propagation of
shocks.