This paper describes wave-optics Monte Carlo simulation results to asses the impact of laser guide star wavefront sensor nonlinearity with elongated sodium beacons on the residual wavefront error for the Thirty Meter Telescope Narrow Field InfraRed Adaptive Optics System, which is a laser guide star multi-conjugate adaptive optics system intended to provide near-diffraction limited performance in the near infrared over a 30 arcsec diameter field of view.
INTRODUCTION
The Thirty Meter Telescope (TMT) is currently in its conceptual design phase [1] . TMT will strongly depend on its Narrow Field InfraRed Adaptive Optics System (NFIRAOS) [2, 3] to reach its maximal sky coverage and full diffraction limited capability in the near infrared. The baseline design envisions NFIRAOS as a 6 sodium laser guide star system [4] of order 60 sensing and correction. A powerful real-time controller [5] will process a total of 120,000 active CCD pixels per LGS WFS and compute 7,500 deformable mirror (DM) commands distributed between a DM conjugate to ground level and another conjugate to a 12 km altitude in the atmosphere at a rate of up to 800 Hz.
LGS AO on a 30 m aperture raises several challenging technical issues related to the finite range of the beacon and its three dimensional structure. Light rays from a finite range LGS probe a cone of atmosphere, not a cylindar like from a natural guide star (NGS), an effect known as focal anisoplanatism [6] . Multiple LGS's (laser tomography adaptive optics) can remove this effect but add complexity to the system. Sodium LGS's use the mesospheric sodium layer as back-scatter. This layer is located at a mean altitude of h Na = 90 km and has a mean thickness of σ Na = 10 km. As a result, a sodium LGS will have vertical extension, i.e. perspective elongation, and a Shack-Hartmann wavefront sensor (SH-WFS) subaperture image of such a laser beacon will be elongated. The angular subtense of the beacon along the elongation direction, θ Na , increases approximately proportionally to the distance between the subaperture and the laser launch telescope (LLT), the thickness of the layer, and decreases proportionally to the inverse of the square of the profile mean altitude: θ Na ≈ r SA σ Na /h 2 Na . For TMT, the LLT will be located behind the secondary mirror, producing radially elongated LGS subaperture focal plane spots. h Na , σ Na and the detailed structure of the sodium profile all evolve significantly on time scales of seconds to minutes. For edge subapertures of the TMT (r SA = 14.5 m), the average angular size of the beacon along the radial direction is on the order of θ Na ∼ 3 arcsec, which is at least 3 times larger than the seeing-limited angular size of the spots observed with NGS's. Further complications introduced by the finite range and vertical extension of sodium LGS's are: (i) sodium layer altitude variations tracking [7] and (ii) focus range mismatch between the telescope focus at infinity and the extended finite range LGS's. This paper presents sample Monte Carlo wave-optics simulation results to assess the impact of LGS WFS spot position estimation algorithm nonlinearity on NFIRAOS residual wavefront error. Two subaperture spot position estimation algorithms are considered: the standard centroiding algorithm and a noise-optimal matched filter [8] . Simulations were performed in LAOS, a Matlab end-to-end Linear Adaptive Optics Simulator using sparse matrix techniques to compute efficiently a minimum variance wavefront reconstructor [9] . Curiously, we find that matched filtering introduces spikes in the residual wavefront error time history when perspective elongation is present, a behaviour that is presently not well understood and requires further investigation. Assuming infinite linear dynamic range LGS WFS's, the residual wavefront error accounting for the combined effects of WFS sampling, tomography, DM fitting and servo lag errors is found on the order of 118 nm on-axis and 124 nm when averaged over a 10 arcsec x 10 arcsec FoV and 1200 frames of data (1.5 sec). The additional root sum square (RSS) wavefront error due to LGS WFS nonlinearity for the centroid/matched filter algorithms is found on the order of 28 nm/58 nm on-axis and 29 nm/61 nm when averaged over the FoV.
The paper is organized as follows: section 2 provides an overview of LAOS, sample simulation results are presented in section 3, and section 4 concludes the study.
LAOS OVERVIEW AND LGS WAVE-OPTICS CAPABILITIES
The original features of LAOS are summarized in Table 1 , which also outlines current capabilities and planned upgrades to support more detailed modeling of LGS AO systems. The current LGS WFS modeling capabilities in column 3 were used to generate the results presented in this paper. In its original implementation developed by Ellerbroek [10] , all AO components and phenomena were based upon linear (i.e. first-order) models and were anchored against analytical first-order performance estimates for 8 m class telescopes. In its current implementation, LAOS is able to perform detailed wave-optics simulations of single conjugate AO (SCAO, i.e. one LGS and one DM), multi conjugate AO (MCAO, i.e. several LGS's and several DM's), laser tomography AO (LTAO, i.e. several LGS's but only one DM), multi object AO (MOAO, i.e. several LGS's and one DM per field point), and ground layer AO (GLAO, i.e. improved seeing when turbulence is concentrated near the ground). The modular structure of LAOS is illustrated in Fig.1 . The LGS pointing loop and wave-optics WFS modules were developed to assess the impact of LGS WFS nonlinearity as well as of higher-order speckle noise effects. The AO loop can be closed on either the geometric or wave-optics gradients at any simultaion time step. In the later case, the user can select as subaperture tilt reconstructor either a conventional centroid algorithm with gain optimization or a pre-computed matched filter. Both reconstructors together with the LGS WFS model are detailed in Ref. 8 . 
DISCUSSION
We report in this section sample LAOS wave-optics simulation results assessing the impact of LGS WFS nonlinearity on residual wavefront error for NFIRAOS. The main features of the simations are:
• 1 geometrical-optics tip/tilt/focus/astigmatism NGS SH-WFS (order 2 × 2) to sense low-order modes.
• 6 wave-optics LGS SH-WFS's (order 60 × 60) to sense higher-order modes.
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• 0.5 m diameter LLT located behind the secondary mirror, projecting 6 gaussian laser beams of 1/e 2 intensity diameter equal to 0.3 m.
• 6 atmospheric optical path differences (OPD's) with von Karman statistics on grids of resolution equal to 1/32 m with Taylor frozen flow temporal dynamics scaled to provide a Fried parameter equal to r 0 (λ 0 = 500 nm) = 0.15 m, and an isoplanatic angle equal to θ 0 (λ 0 = 500 nm) = 2.65 arcsec. Turbulence outer-scale equal to L 0 = 30 m.
• Geometric ray propagation through atmospheric OPD's, TTM and DM's to aperture-plane grid of 1/32 m resolution.
• 800 Hz sampling, identical double-pole type 1 servos for the DM, TTM and fast steering mirror (FSM) loops with gain of 0.5 and 1 frame (1.25 ms) latency.
• Radial format CCD array (subaperture focal plane pixels aligned alond the elongation direction) with 16 × 4 500 mas pixels per subaperture for each LGS WFS [11] .
• LGS WFS subaperture spots computed from far field Fraunhofer propagator applied to subaperture field sampled at resolution of 1/64 m on a 1 m x 1 m grid providing Nyquist sampling and 7.8 arcsec bandwidth at 589 nm.
• Matched filter and centroid spot position estimation algorithms precomputed from short-exposure theory (perfectly tip/tilt compensated subaperture Kolmogorov OPD's) for the two sodium profiles displayed in Fig.2 , a signal level of 1000 photo-detected electrons per frame, and no read noise (see Ref.8 for details).
• No photon nor read noise in the CCD pixel intensities in the wave-optics simulations in order to isolate the effects of LGS WFS nonlinearity.
• Noise-free geometric gradients (infinite SNR).
• Common tomographic wavefront reconstructor incorporating uniform 15 mas regularization noise for the LGS WFS's and 20 (0.5/15) 4/π = 0.75 mas regularization noise for the tip/tilt/focus WFS.
• Identical static sodium profile used to precompute the subaperture tilt reconstructors and to simulate the subaperture spots.
• Laser focused at sodium profile centroid. Figure 2 displays the average sodium profile (FWHM on the order of 10 km) obtained by shifting and averaging 88 LIDAR sodium profile measurements with temporal and spatial resolution equal to 72 sec and 24 m respectively [12] , superimposed on top of a narrow theoretical gaussian profile (FWHM equal to 0.16 km). Averaged over 1200 frames of data (1.5 sec), the RMS tilt-included error for the geometric simulation (infinite WFS linear dynamic range) is found equal to 118 nm on-axis and 124 nm over a 10 arcsec x 10 arcsec FoV The additional root sum square (RSS) wavefront error due to LGS WFS nonlinearity for the centroid/matched filter algorithms is found on the order of 28 nm/58 nm on-axis and 29 nm/61 nm over the FoV. Curiously, the matched filter algorithm gives rise to spikes in the residual wavefront error time history when perspective elongation is present. The reasons for this behaviour are presently not well understood. The fact that these spikes are not seen when perspective elongation is not present (which is almost the case for the 0.16 km thick sodium profile), seems to indicate that the lack of linear dynamic range of the matched filter [8] may perhaps not be the only explanation. In order to gain insight into this problem, Fig.5 displays a frame near the peak of the first spike in Fig.4 of geometric gradients and matched filter errors for the WFS that had the most severe errors. It is seen that subaperture tilts in the azimuthal (⊥) direction are underestimated. We have verified that a CCD array with 16 x 6 500 mas pixels per subaperture does not help improve the problem. Finally, Fig.6 displays the complement of the cumulative probability distribution of geometric gradients, matched filter and centroid errors for the same frame of LGS WFS pixels used in Fig.5 . It is seen than 90% of the subapertures have tilts smaller than 200 mas, but yet 50% of them have matched filter errors greater than 20 mas in the ⊥-direction.
CONCLUSIONS
Sodium LGS SH-WFS spot elongation is a significant challenge for future extremely large telescopes such as the TMT. This paper presented sample wave-optics Monte Carlo residual wavefront error time histories for NFIRAOS using LAOS, a powerful Matlab end-to-end Linear Adaptive Optics Simulator, to assess the impact of LGS SH-WFS spot position estimation nonlinearity. The wavefront errors due to centroid/mathced filter nonlinearity were found equal to 28 nm/58 nm on-axis and 29 nm/61 nm over a 10 arcsec x 10 arcsec FoV. Further analysis is required to understand the poor behaviour of mached filtering in the presence of perspective elongation.
