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Abstract 
Accurate chromosome segregation during meiosis requires the reciprocal exchange of 
DNA between homologous chromosomes, via a process called homologous 
recombination, resulting in the formation of crossovers (COs). This process begins 
with the formation of programmed DNA double-strand breaks (DSBs). Certain 
genomic loci, called hotspots, are more likely than others to produce DSBs. This is 
thought to be determined by various factors, which include post-translational histone 
modifications, such as H3K4 trimethylation. The histone methyl-transferase AtSDG2 
is largely responsible for the deposition of this histone mark. This research shows that 
CO frequency and distribution are altered in an Atsdg2 background.  
Study of a mutant allele of a gene which codes for a subunit of a histone-acetyl 
transferase complex, called AtMRG2, revealed a strongly reduced fertility phenotype 
and failure to produce DSBs. Further study revealed that the defects were due to 
mutation to the AtPRD3 gene, known to be essential for DSB formation, and that the 
mutation to AtMRG2 was not responsible.  
During meiosis, homologous recombination takes place in the context of specific 
structural arrangement of DNA organised as an array of loops emanating out from a 
proteinaceous axis, a major component of which is AtASY1. My studies demonstrate 
that the dynamics of AtASY1 are affected by mutation to AtPCH2, an AAA+ ATPase, 
and that formation of the synaptonemal complex is perturbed. Atpch2 mutants initiate 
DSB formation and CO designation normally, but defects occur in CO maturation, 
causing a reduced CO frequency and formation of univalent chromosomes at 
metaphase I.  
Finally, the effects of temperature on the structure of meiotic chromosomes and 
homologous recombination were studied by cytological analysis of Col 0 and different 
meiotic mutants subjected to a range of temperatures for the duration of meiosis.  I 
have demonstrated that certain mutations, such as Atsdg2 and Atpch2, confer some 
resistance to the effects of high (32˚C) temperature treatment, which causes various 
meiotic defects in Col 0. 
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1.1 Overview of meiosis 
Meiosis is the specialized process of cell division responsible for the production of 
gametes in sexually reproducing organisms (Reviewed for Arabidopsis in Osman et 
al., 2011).  Meiosis in distinct from mitosis, as the products of meiosis are not 
genetically identical. Also unlike mitosis, meiosis is not a cell cycle; the meiotic 
products are terminally differentiated and will not undergo another round of meiosis.  
Meiotic cells undergo a single round of DNA replication followed by two rounds of 
nuclear division, ultimately resulting in four haploid products, all of which are 
genetically distinct (Figure 1.1). These cells are (or will differentiate into) gametes, 
which can then fuse with another gamete, combining their two haploid genomes to 
produce a zygote with a diploid genome. Problems during meiotic divisions can lead 
to inaccurate segregation of chromosomes, causing aneuploidy (aberrant chromosome 
numbers) in the gametes. Estimates of aneuploidy rates in human oocytes range from 
10% to 60%, the true figure being unknown due to the spontaneous abortion of most 
aneuploid pregnancies before they reach term (reviewed in Jones, 2008). In humans, 
aneuploidy causing trisomy of chromosome 21, which still produces viable embryos, 
leads to Down’s syndrome. Other human aneuploid diseases include Edward’s 
syndrome (trisomy 18), Patau syndrome (trisomy 13) and Turner’s syndrome (one X 
chromosome but missing Y). One application of the study of meiosis in plants is 
focussed on increasing (or redistributing) the associated genetic recombination that 
takes place, in order to improve plant breeding strategies. These are becoming 
increasingly important in terms of food security in the light of global population 
growth, climate change, pest species and crop diseases which continue to cause 
problems to agriculture, and drought (Baulcombe et al., 2009).  
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Compared to mitosis, chromosome segregation during meiosis is strikingly different 
and more complex (reviewed in Zamariola et al., 2014). In mitosis, sister chromatids 
separate during anaphase (Figure 1.1) and are pulled to opposite poles by spindle 
fibres. Each cell therefore receives an identical copy of the genome. Accurate and equal 
segregation of the chromatids is ensured by a cell cycle checkpoint which blocks the 
onset of anaphase until free kinetochores (found at the centromeres) are bound to the 
mitotic spindle. The physical tension of these associations ensures that chromosomes 
align correctly during metaphase. Unlike in mitosis, chromatids in meiotic cells do not 
separate from their sister in the first round of division. Instead, the two sister 
chromatids are drawn to the same pole, while the two sister chromatids of the 
homologous chromosome (originating from the other parent) go to the opposite pole. 
This is achieved via monopolar kinetochore attachment to the spindle and 
maintenance of centromere cohesion between sister chromatids. In contrast, mitotic 
chromosomes, and chromosomes in the second round of meiotic nuclear division, 
would demonstrate bipolar attachment and a breakdown in cohesion between 
centromeres. To ensure accurate segregation in the first meiotic division, tension is 
generated via an alternative mechanism by connections that form between 
homologous chromosomes during prophase I of meiosis. These connections are called 
chiasmata which are the cytologically visible manifestation of reciprocal exchange 
between DNA strands of homologous chromosomes, called homologous 
recombination. The genetic products of these exchanges are known as crossovers 
(COs) (Figure 1.2). For segregation to be accurate, at least one CO is required per 
chromosome, called the obligate CO or obligate chiasma. COs are also responsible for 
the genetic differences between the haploid products, beyond the random segregation 
of maternal and paternal chromosomes. 
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Prophase I is the most time consuming stage of meiosis, during which homologous 
chromosomes must align themselves with each other and undergo homologous 
recombination to produce COs. This alignment is achieved with remarkable accuracy 
despite the genome size, which could be billions of base-pairs long and may contain 
repetitive sequences throughout. This homology search takes place within a nucleus 
only ~10µm in diameter, which in humans would be the spatial equivalent of 40km of 
fine thread packed into a tennis ball (Alberts et al., 2008). The specific mechanisms of 
this alignment and homology search vary between species (Reviewed in Naranjo, 
2012).  
Prophase I is divided into five sub-stages (Figure 1.1). In leptotene (Greek; thin 
threads) the chromatin associates with a long proteinaceous structure called the axis. 
The chromatin forms looped arrays and joins to the axis at their bases (Figure 1.3). In 
zygotene (paired threads), the axes begin to juxtapose with their homologous 
partners, starting at the telomeres and extending towards the centromere. As they 
juxtapose, a transverse element protein polymerises between the two axes (Figure 1.3). 
This process is called synapsis. The completion of synapsis along the whole length of 
each chromosome denotes the onset of pachytene (thick threads). The proteinaceous 
structure is called the synaptonemal complex, which is tripartite, consisting of the 
transverse elements, flanked by the two axes, now known as lateral elements. During 
diplotene (two threads), the lateral elements dissociate and the two axes separate 
again, except at the sites of crossover formation. In the final sub-stage of prophase I, 
diakinesis (moving through), the chromosomes condense, as bivalents (pairs of 
homologous chromosomes, held together by chiasmata). The points of crossover are 
cytologically visible as connections between the homologues (chiasmata). The 
formation of a crossover in a given locus reduces the likelihood of a crossover forming 
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in the immediate vicinity, with the chances of another crossover forming increasing 
with distance from the first.  This phenomenon is called crossover interference, 
and like the homology search is still not fully understood (Jones and Franklin, 2006). 
A separate property of CO formation is CO localisation, which in crop cereals such 
as barley, causes crossovers to form preferentially in the centromere distal regions of 
the chromosomes, leaving much of the genome untouched by recombination and 
limiting the amount of variation that can be achieved by crop breeders using 
traditional crop breeding strategies.  
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Figure 1.2: Schematic representation of meiotic DSB repair by homologous 
recombination in Arabidopsis.
Based on Osman et al, 2011.
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1.2 Overview of chromatin structure 
The whole process of meiotic recombination must be considered not only in terms of 
the proteins directly involved, but also in terms of chromatin and epi-genetic 
modifications. Chromatin refers not only to the DNA, but also the proteins with 
which it associates to achieve a more compact and organised state. This organisation 
is required in order to keep the right genes accessible or inaccessible for transcription 
at the correct time and facilitate the level of condensation required for chromosome 
segregation during mitosis and meiosis. At the most basic level of compaction, DNA 
wraps around octamers of proteins called histones, to form nucleosome core 
particles (NCPs)(Figure 1.4)(Luger et al., 1997), first observed with 
Leptotene Zygotene Pachytene
Sister chromatids
Homologs
ASY1
ZYP1
Synaptonemal 
complex
Axial 
elements
Recombination 
complex
Figure 1.3: Meiotic chromosome structure between leptotene and pachytene. 
Chromosomes are arranged as looped arrays joined at the loop bases to the 
proteinaceous axis. The two axes of homologous chromosomes synapse together 
during zygotene as ZYP1 polymerises between them.  
Based on Osman et al, 2011.
9 
electron microscopy as a 10nm wide structure resembling ‘beads on a string’ (Olins 
and Olins, 1974).1.2.1 Histone proteins 
Each nucleosome consists of an octameric protein complex made up of four pairs of 
histone proteins; H2A, H2B, H3 and H4. These are approximately 100-140 amino 
acids long and are known as the core histones. The histone fold domain is common to 
all four of these proteins, made up of 3 α-helices linked by two β segments (Luger et 
al, 1997). A fifth histone, called H1, is not included in the octamers and is located 
between nucleosomes, acting as a ‘linker histone’ and aiding in the structural 
organisation of the chromatin (Kasinsky et al., 2001). H1 histones are slightly larger 
than the core histones, and are ~200-400 amino acids long (Cheema and Ausió, 2015). 
The composition of these proteins is rich in basic amino acids, such as lysine and 
arginine, giving histones an overall positive charge, aiding their strong association 
with DNA, which being acidic, carries a negative charge. DNA is wrapped around the 
histone octamers. ~147bp of DNA is wrapped 1.65 times around each octamer, in a left 
handed superhelical turns (reviewed in Cutter & Hayes, 2015). Particular DNA 
elements bind to the core histones more strongly than others, such as at AT-rich 
sequences. These sequences allow greater compression of the minor groove of the 
double-helix, which increases the binding affinity between the DNA and arginine 
residues (Rohs et al., 2009). The arrangement of DNA around histone octamers is 
thought to have an inhibitory effect against DNA binding proteins by physically 
occluding access to their target DNA sequences, enabling regulatory processes such as 
transcription, replication and damage repair to proceed uninhibited (Knezetic and 
Luse, 1986; Lorch et al., 1987; Li and Widom, 2004). 
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During S-phase, demand for histone proteins is high to support the replicating 
genome. Histone genes often do not contain introns, and are not poly-adenylated, 
possibly to minimize post-transcriptional processing and allow rapid translation into 
proteins (Marzluff et al., 2009). 
The N-terminal domains of the core histones (C-terminal domain for H2A) constitute 
~25-30% of their mass and protrude outward from the globular portion of the protein. 
These tail domains are intrinsically disordered compared to the more structured, 
globular part of the protein, and are sensitive to proteases and  adopt random 
conformations when not associated with DNA or when free in solution (Cutter and 
H2A H2B
H3 H4
Figure 1.4: Nucleosome core particle structure. These consist of octamers of histones
H2A, H2B, H3 and H4. DNA (green) wraps around the nucleosome. The N-terminal tails
which protrude from the centre of the octamer are subject to various post-translational
modifications. Lysine residues in the tail regions can be methylated by histone methyl-
transferases (HMTs) or acetylated by histone acetyl-transferases (HATs). The
modifications can be removed by histone de-methylases (HdMs) and histone
deacetylases (HDACs).
H2A H2B
H3 H4
HMT HAT
H2A H2B
H3 H4
HdM HDAC
HDACHdM
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Hayes, 2015). Histone tail regions are rich in arginine and lysine residues which are 
subject to a range of post-translational modifications to produce recognition sites for 
various proteins (Figure 1.4). These modifications, which include methylation and 
acetylation of lysine residues, can also influence the organisation of the higher-order 
structure of chromatin, by altering the strength of DNA-histone and histone-histone 
interactions (discussed below) (Tessarz and Kouzarides, 2014). 
The compaction of chromatin is also heavily influenced by a highly diverse family of 
non-histone proteins called chromatin architectural proteins (Luger and Hansen, 
2005). The exact nature of the higher order structure of chromatin, into which the 
nucleosomes are arranged, is still an area of hot debate. The higher order structure 
was for a long time described to be a 30nm fibre, which could be arranged in a number 
of different conformations, but this is increasingly being thought of as an 
oversimplification of a highly dynamic structure (Woodcock and Ghosh, 2010; Ausió, 
2015; Bian and Belmont, 2012). At the nucleus level of chromatin organisation, the 
genome is arranged into regions of highly condensed heterochromatin, which is 
usually transcriptionally repressed and located at the nuclear periphery, and 
euchromatin, which is more evenly dispersed within the nucleus and is associated 
with more transcriptionally active regions (Woodcock and Ghosh, 2010).  
1.2.2 Histone variants 
The genes coding for the histones described so far, often exist as multiple copies within 
the genome. The histone proteins H2A, H2B, H3 and H4 are therefore better described 
as protein families, existing in major (canonical) and minor variants. The minor 
variants are more structurally distinct from the relatively invariant canonical histones, 
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exhibiting divergence in their tail and histone fold domains and often serving specific 
functions within the chromatin (reviewed in Cheema & Ausió, 2015). As already 
mentioned, high expression of the canonical histones is required to support the newly 
synthesised DNA during S-phase, and this is the only time during the cell cycle when 
these genes are expressed. In contrast to this, the variant histones can be expressed at 
any time within the cell cycle, being temporally regulated subject to the requirements 
of specific cell types or in response to environmental stimuli (Woodcock and Ghosh, 
2010; Cheema and Ausió, 2015; Talbert and Henikoff, 2014). In some single celled 
eukaryotes, the ‘minor variants’ may be the major, or the only histones of a particular 
histone family (Talbert and Henikoff, 2010). The variant histones have a diverse range 
of functions including roles in DNA repair (including during meiotic recombination), 
transcriptional regulation and chromosome segregation. 
In Arabidopsis there are 13 paralogs of the canonical H2A gene for example, H2A 1 - 
H2A 13, which together would make up the majority of H2A protein within the 
chromatin(Talbert et al., 2012). These 13 genes also include minor variants of H2A, 
called H2A.X and H2A.Z, both of which have roles in DNA damage response. In 
humans the proportion of the H2A complement made up of these variants is highly 
variable, with H2A.X making up between 2 and 25% of total H2A, depending on cell 
type, though the reasons for this variability are not clear (Rogakou et al., 1998). H2A.X 
is subject to a post-translational modification; phosphorylation of a serine residue 
near the C-terminus, by ATM, ATR and DNA-PK kinases. H2A.X histones with this 
modification are known as γH2A.X and have a well characterised involvement in DNA 
damage signalling in humans (reviewed in Bonner et al., 2008), plants (Lang et al., 
2012). Anti-γH2AX antibodies can be used for the immunolocalisation of DNA 
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damage sites, which is useful in the study of DSB repair mechanisms, DNA damaging 
agents, meiosis and telomere integrity (Mahadevaiah et al., 2001). 
In both yeast and humans, H2A.Z is found to be enriched near the 
nucleosome-free transcription start-site regions, and is thought to aid the recruitment 
of RNA-polymerase II (Talbert and Henikoff, 2010). In Arabidopsis, the 
presence of H2A.Z at promoter regions acts to prevent DNA methylation, an 
epigenetic modification associated with transcriptional repression, while 
deposition of H2A.Z is inhibited by DNA methylation, making the two marks 
antagonistic to each other (Zilberman et al., 2008). In both plants and animals, 
H2A.Z is thought to be locally removed from chromatin during gene transcription, 
but is re-deposited when transcription ends (Hardy et al., 2009; Deal et al., 2007). In 
human cells, unlike in plant cells, H2A.Z is enriched in regions of 
heterochromatin, possibly due to the lack of transcription taking place there 
(Hardy et al., 2009). A similar dynamic organisation of H2A.Z containing 
nucleosomes is seen during the DNA damage response. DNA repair requires 
the establishment of open/flexible chromatin, facilitated by the deposition of H2A.Z 
at the sites of DNA damage, but H2A.Z is also quickly removed from those sites to 
allow the formation of a post-translational histone modification (discussed 
below), H4 acetylation (Xu et al., 2012b; Gursoy-Yuzugullu et al., 2015). This 
modification is thought to promote the open chromatin conformation (Xu et al., 
2012b). Blocking the removal of H2A.Z causes the chromatin to remain in a 
hypoacetylated state, and leads to an increase in repair by the error-prone 
non-homologous end-joining pathway (described later) (Gursoy-Yuzugullu et al., 
2015). In Arabidopsis, the 
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deposition of H2A.Z at gene promoters is thought to influence the 
localisation of recombination hot-spots to these regions, with H2A.Z 
deposition-deficient mutants displaying reduced CO frequency (Choi et al., 2013). 
1.2.3 Post-translational histone modifications 
Histones, both canonical and variant, can be subject to post-translational 
modifications, such as phosphorylation and acetylation (mentioned above), and also 
methylation, sumoylation and ubiquitination. Some of these modifications, such as 
acetylation, may alter the net charge of the histone, which may either reduce or 
strengthen the binding affinity of the associated DNA (reviewed in Tessarz & 
Kouzarides, 2014). Alternatively, modifications may have a neutral effect on the charge 
of the histone, as is the case with the addition of methyl groups at lysine residues, and 
these modifications may instead produce a recognition site for other proteins (Jacobs 
and Khorasanizadeh, 2002).  
Histone acetylation is a modification which unlike methylation, affects the net charge 
of histones, and is controlled by protein complexes called histone acetyl transferases 
(HATs), which add acetyl groups to histones, also at lysine residues, and histone de-
acetylases (HDACs) which remove the groups (reviewed in de Ruijter et al., 2003). The 
addition of acetyl groups has a neutralizing effect on the positive charge of the 
histones, weakening DNAs binding affinity for them, and creating a more open and 
accessible region of chromatin (Lee et al., 1993). For this reason, DNA sequences being 
actively transcribed will usually be associated with hyper-acetylated histones. De-
acetylation of histones has the reverse effect on DNA binding affinity, producing a 
more compact and inaccessible state. Hypo-acetylation of histones is more common 
in regions of heterochromatin.  
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Methylation of the lysine residues at positions 9 and 27 of histone 3 
(H3K9Me/H3K27Me) are usually associated with transcriptionally silent regions of 
the genome, while methylation of histone H3 at residues 4, 36 and 79 are associated 
with areas of active transcription (reviewed in Kouzarides, 2007; Wozniak & Strahl, 
2014). This is an oversimplification of the true situation though, as H3K9 methylation 
in mammals can be found at high levels in the coding regions of actively transcribed 
genes, but is also associated with transcriptional repression when found in gene 
promoter regions (Vakoc et al., 2005). The inverse of this situation appears to be true 
for H3K36 methylation (Landry et al., 2003). The level of methylation, mono, di or tri-
methylation, can produce different effects. In Arabidopsis, H3K4Me2 appears to mark 
coding regions regardless of whether or not the gene is being transcribed so possibly 
acting as a marker of potential transcription (Alvarez-Venegas and Avramova, 2005). 
In C. elegans, histone lysine methylation has also been linked to alternative-splicing, 
as exons which are not destined to be spliced out of the transcript are specifically 
marked with the H3K36Me3 modification (Kolasinska-zwierz et al., 2009). 
The placement of histone variants and modifications can be maintained during S-
phase and the division stages of mitosis and meiosis, making the information heritable 
across generations. Inheritance of information stored outside of the DNA sequence is 
called epigenetic inheritance. This was demonstrated in mice which were subjected 
to stress, causing methylation of cytosine bases at particular DNA sequences. 
Subsequent generations of mice carried the same profile of DNA methylation, 
regardless of whether they were subjected to the same stresses (Franklin et al., 2010). 
Similarly, in Arabidopsis, UV stress was shown to increase somatic homologous 
recombination at a reporter gene in treated plants, as well as in the untreated 
subsequent five generations (Molinier et al., 2006). 
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Histone variants, post-translational histone modifications and DNA methylation all 
have a role in dictating the localisation and control of CO formation during meiosis. In 
yeast, mammals and Arabidopsis, recombination hotspots often co-localise with sites 
of ‘open chromatin’ markers, such as H2A.Z and H3K4Me3 (Choi et al., 2013; Borde 
et al., 2009; Brick et al., 2012). These epigenetic effects on meiosis are discussed 
further in ‘DSB and CO localisation’ (section 1.5.5) and in Chapter 3. 
1.3 Meiotic chromosome structure 
1.3.1. The role of the meiotic axis in imposing homolog bias in DSB repair 
During leptotene, homologous chromosomes are arranged on a linear, proteinaceous 
axis. The DNA is arranged on this axis as an array of loops, with an estimated size of 
around 20kb each, which are joined to the axis at their bases (Figure 1.3) (reviewed in 
Zickler & Kleckner, 1999; Kleckner, 2006). This organisation appears to be 
evolutionarily conserved between species, despite variability in loop length and 
density. These structural properties, together with sister chromatid cohesion 
(discussed below), keep sister chromatids in close proximity during the recombination 
process, but use of the homologous chromosome, rather than the sister chromatid, is 
favoured for use as a template during DSB repair during meiotic recombination. This 
‘homologue bias’ is partly dependent on one of the axis associated proteins called ASY1 
in Arabidopsis, homologous to Hop1 in yeast and HIM3 in mice (Caryl et al., 2000). 
ASY1 forms foci early in G2, which progress to form fully linear signals along the 
chromosome axes by leptotene (Sanchez-Moran et al., 2007). Linear signals of Hop1 
are thought to consist of hyper abundant domains separated by regions of lower 
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abundance (Panizza et al., 2011). A similar pattern is observed in Arabidopsis for ASY1 
staining (Ferdous et al., 2012). This has since been demonstrated more conclusively 
by our laboratory using super-resolution light microscopy (Structured Illumination 
Microscopy; ‘SIM’) (Lambing et al., 2015). Atasy1 mutants are asynaptic, and show 
defective crossover formation (only ~15% of normal levels), but do not show 
chromosome fragmentation, as would be expected if DSB repair were defective, 
meaning DSB repair is most likely being achieved using recombination between sister 
chromatids (Sanchez-Moran et al., 2007). This homologue bias is thought to be 
established early in meiosis, even before DSB formation (Schwacha and Kleckner, 
1997), consistent with when ASY1 begins to localise. DMC1 is also suggested to be 
involved in this process, mediating the homologue bias in an ASY1 dependent manner, 
which may stabilize the association of DMC1 with DSB sites (Sanchez-Moran et al., 
2007). The specifics of the role of DMC1 in enforcing inter-homolog repair bias are 
discussed further in section 1.4.3. In Arabidopsis, ASY1 requires another axis 
associated protein called ASY3, homologous to Red1 in yeast, in order to linearize 
along the axis. The same relationship is observed in budding yeast, where Hop1 
requires Red1 in order to localize properly (Smith and Roeder, 1997). ASY3 localises 
to meiotic axes with a similar pattern of domains of hyper and lower abundance seen 
in ASY1 (Panizza et al., 2011; Ferdous et al., 2012). ASY1 and ASY3 are likely to form a 
complex in vivo, based on yeast two-hybrid data and co-immunoprecipitation of the 
homologous proteins in Brassica oleracea (Ferdous et al., 2012).  
Hop1 and Red1 are required for a large proportion of DSB formation in yeast, while in 
Arabidopsis, asy3 mutants are reported to show DSB levels at around 70% of wild-
type levels, based on ɣH2AX staining, though asy1 mutants did not display a 
significant difference (Ferdous et al., 2012). The association of Hop1 and Red1 
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promotes the dimerization and activation of the meiosis-specific kinase, Mek1 (Niu et 
al., 2005). In addition to its other phosphorylation targets during meiosis, Mek1 has 
been shown to contribute to the homologue bias via phosphorylation of Rad54, a 
Rad51 binding partner (Niu et al., 2009). This phosphorylation prevents Rad54-Rad51 
complex formation and reduces the recombinase activity of Rad51, thereby allowing 
more Dmc1-mediated repair. The inter-homolog bias mediated by Mek1 is thought to 
be counteracted by the meiosis-specific cohesin, Rec8, which promotes inter-sister 
recombination (Kim et al., 2010). A functional ortholog of Mek1 has not yet been 
identified in plants. 
1.3.2 The synaptonemal complex 
As zygotene progresses the SC is formed as Zip1 polymerises between the two axial 
elements. Zip1 monomers form the transverse filaments which polymerise between 
the two chromosome axes during synapsis in zygotene (Storlazzi et al., 1996; Börner 
et al., 2004; Higgins et al., 2005). Zip1 homologues show a large degree of sequence 
variation, though their structures, which consist of globular domains at both N and C 
termini separated by a coiled coil domain, are highly conserved (Sym et al., 1993). In 
budding yeast, mammals and Arabidopsis, the formation of the SC is DSB-dependent, 
while in C. elegans and Drosophila, the SC forms independently of DSBs (McKim et 
al., 1998; Dernburg et al., 1998; Baudat et al., 2000; Henderson and Keeney, 2004; 
Higgins et al., 2005). Fission yeast does not produce an SC, and also lacks interference, 
suggesting a possible link between these two properties (Kohli and Bähler, 1994). 
Arabidopsis contains two homologues of Zip1 called AtZYP1a and AtZYP1b, both of 
which are needed for normal fertility (Higgins et al, 2005). Like in yeast, Atzyp1 
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mutants display reduced crossover formation, (~80% WT levels) but their formation 
is unregulated, so multivalents (chiasmata formed between non-homologous 
chromosomes resulting from ectopic recombination) and univalents (chromosomes 
lacking a chiasma) are produced at the end of prophase I (Higgins et al., 2005). In 
barley, zyp1 mutants display a similar phenotype to that seen in Arabidopsis, with a 
reduction in CO frequency and defective formation of the SC (Barakate et al., 2014). 
DSB formation is normal in barley zyp1 mutants so the reduction in CO frequency is 
thought to result from defects downstream in the recombination pathway. Rice 
mutants of the homologous gene, ZEP1, display a phenotype distinct from other 
species studied. Homologous chromosomes in zep1 mutants still align during 
prophase I but fail to form an SC and interestingly, were reported to display an 
increased frequency of COs (Wang et al., 2010). zep1 mutants suffer from reduced 
fertility due to effects downstream of meiosis, where ZEP1 is thought to be required 
for chromosome decondensation following the meiotic divisions, in the early 
microspores.  
The total length of the SC is variable between male and female meiosis in Arabidopsis, 
and correlates with the genetic distance (Drouaud et al., 2007). The level of CO 
interference (discussed below) was also shown to vary between male and female 
meiosis.  
1.3.3. Dynamic organisation of meiotic chromosome components 
In yeast, Hop1 must be phosphorylated at a particular threonine residue, T-318, which 
activates the meiosis-specific kinase, Mek1 (Niu et al., 2005). Mek1 is responsible for 
the suppression of inter-sister recombination and promotion of inter-homologue 
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recombination (Terentyev et al., 2010). The association of Red1 is required for this to 
occur (Lin et al., 2010).  The phosphorylation of Hop1 is carried out by the DNA 
damage sensor kinases Mec1 and Tel1 (homologues of ATR and ATM respectively, in 
mammals and Arabidopsis), which are activated by Red1 in response to DSB 
formation (Lin et al., 2010). ATM, ATR and another kinase, DNA-PK (DNA-dependent 
protein kinase) phosphorylate histone H2A.X at DSB sites, to produce γH2AX (Burma 
et al., 2001; Ward and Chen, 2001; Stiff et al., 2004), while Mec1 has also been shown 
to phosphorylate Zip1, thought to destabilize non-homologous centromere pairing 
during the early stages of recombination (Falk et al., 2010). SC formation then 
attenuates the phosphorylation of Hop1 T-318 (Cheng et al., 2013).  
In addition to Hop1, Zip1 and H2AX, other chromosome components are 
phosphorylated during meiosis. A study in mice demonstrated that as well as the axis 
components HORMAD1 and 2 (related to Hop1) and the SC components SYCP1 and 2 
(related to Zip1), meiotic cohesin proteins REC8 and SMC3, are both phosphorylated 
during meiosis (Fukuda et al., 2012). The same study showed that HORMAD1 and 
SMC3 are only phosphorylated at the unsynapsed chromosome regions, but not on the 
synapsed regions, suggesting that meiotic events may be regulated in part, by 
phosphorylation of these components.  
In yeast, Hop1 and Zip1 display a non-uniform distribution along the axis and SC, 
forming alternating regions of hyper abundance and lower abundance (Börner et al., 
2008). A similar pattern of organisation was reported in Arabidopsis when viewed 
with super-resolution microscopy (Lambing et al., 2015). This pattern is influenced by 
the AAA+ ATPase (ATPases associated with diverse cellular functions), Pch2, which is 
thought to form a hexameric ring and remodel Hop1 organisation in an ATP dependent 
manner (Chen et al., 2013). As a result of this remodelling, Hop1 is displaced from the 
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SC as Zip1 polymerises. In pch2 mutants, Hop1 persists on the SC and shows a uniform 
distribution, rather than domains of alternating abundance (Börner et al., 2008).  
Pch2 is required for efficient inter-homolog DSB repair by stimulating the arrest of 
defective recombination intermediates and promoting inter-homolog repair bias by 
acting with Tel1 to stimulate the Hop1-dependent autophosphorylation of the meiotic 
kinase, Mek1 (Ho and Burgess, 2011; Börner et al., 2008). Pch2 also prevents Hop1 
from being phosphorylated in the absence of Red1 (Lo et al., 2014), and is required for 
the implementation of interference (Joshi et al., 2009). Homologues of Pch2 have 
been found in yeast, flies, worms, mammals and plants. In rice, the PCH2 homologue, 
CRC1, co-localises and interacts with the Zip1 homologue ZEP1, but also seems to be 
required for DSB formation, via an interaction with PAIR1 (Miao et al., 2013).   
1.3.4 Meiotic chromosome cohesion 
In addition to the organisation of chromosomes in the context of the chromosome axis, 
cohesion between the sister chromatids must also be regulated. As mentioned earlier, 
the cohesion between sister chromatids must be maintained through the first meiotic 
division and released during the second. In fact, sister chromatid cohesion must be 
lost along the chromosome arms to allow resolution of chiasmata present there, but 
maintained at the centromere in order to ensure accurate homologue segregation 
during anaphase I (reviewed in Orr-Weaver, 1999; Lee & Orr-Weaver, 2001). The 
cohesin complex that holds sister chromatids together during mitosis consists of Smc1, 
Smc3, Scc1 and Scc3 (in budding yeast). At mitotic anaphase, separase cleaves Scc1 
and sister chromatids are pulled to opposite poles by spindle microtubules (Ciosk et 
al., 1998; Hauf et al., 2001; Uhlmann et al., 1999). In contrast, during meiosis Scc1 is 
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replaced by a meiosis specific cohesion called Rec8 (Watanabe and Nurse, 1999; 
Molnar et al., 1995; Klein et al., 1999). The maintenance of centromeric cohesion is 
enabled by Shugoshin (Sgo1), a protein which protects centromeric Rec8 from 
cleavage by separase during anaphase I (Kitajima et al., 2004). In mammals, SMC1 
and SCC3 are replaced with SMC1β and STAG3 respectively, leaving only Rec8 as 
being common to all studied meiotic cohesin complexes, though it appears to behave 
in different ways depending on the organism (Prieto et al., 2001; Revenkova et al., 
2001). In fission yeast, Rec8 forms foci along the chromosomes, from S-phase until 
metaphase I, particularly at the centromeres, with mutants showing equational 
separation of sister chromatids in anaphase I (Parisi et al., 1999; Watanabe and Nurse, 
1999). In budding yeast, the localisation of Rec8 remains at the centromeric regions 
until anaphase II, with mutants showing random segregation in anaphase I (Klein et 
al., 1999). In Arabidopsis, mutations to SYN1, homologous to Rec8, cause defective 
chromosome condensation and cohesion, as well as chromosome fragmentation and 
polyad formation at metaphase I (Bai et al., 1999; Cai et al., 2003; Bhatt et al., 1999).  
Meiotic cohesin physically interacts with components of the axis, affecting the 
organisation of meiotic chromosomes into looped chromatin domains. This link has 
been demonstrated to be related to gene transcription. Chromatin-
immunoprecipitation sequencing (ChIP-Seq) experiments in yeast, showed that the 
ring-structured cohesin proteins are enriched at the 3′ ends of genes, particularly at 
the convergence of two genes transcribed toward each other, probably due to the 
activity of RNA-polymerase II pushing the cohesins along the chromosome (Sun et al., 
2015). The meiotic cohesin, Rec8, interacts with Red1 to determine where it binds to 
the chromosome, and which in turn recruits Hop1. Gene transcription is correlated 
with the enrichment of the axis proteins (Sun et al., 2015).  This causes the 
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chromosome loop bases to occur at regions surrounding stop codons while gene 
promoters, and therefore recombination hotspots, remain in the loops (Figure 1.5). 
This organisation also allows gene transcription to continue, during the organisation 
of meiotic chromosomes.  
1.4 Homologous recombination 
1.4.1 DSB formation 
Homologous recombination is initiated by the formation of DNA double strand breaks 
(DSBs), catalysed by the type II topoisomerase related protein, Spo11 (Keeney et al., 
1997) (Figure 1.2 and 1.5). Break formation is catalysed by a transesterification 
reaction between a tyrosine residue of Spo11 to the DNA phosphodiester backbone, 
resulting in them becoming covalently bound (reviewed in Keeney, 2008). While 
Spo11 is conserved across kingdoms, the accessory proteins required for its function 
are not. In budding yeast, at least nine additional proteins are required for meiotic 
DSB formation (Ski8, Mre11-Rad50-Xrs2 (MRX), Rec102, Rec104, Mer2, Rec114 and 
Mei4), and ten in fission yeast (Mde2, Rec6, Rec7, Rec8, Rec 10, Rec11, Rec15, Rec24, 
Rec25 and Rec27) (reviewed in Keeney, 2008). Arabidopsis and other plants contain 
two homologues of Spo11 that are required for DSB formation during meiosis, SPO11-
1 and AtSPO11-2, and a third homologue, SPO11-3 which is involved in DNA 
replication (Stacey et al., 2006; Hartung et al., 2000; Malik et al., 2007). Their 
function in DSB formation is dependent on the catalytic activity of a specific tyrosine 
residue (Tyr-103 in SPO11-1, Tyr-124 in SPO11-2). SPO11-1 and SPO11-2 are thought 
to have arisen from an evolutionarily ancient gene duplication event prior to the 
evolutionary divergence of plants from other eukaryotes, and SPO11-2 being 
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subsequently lost in other lineages (Malik et al., 2007). SPO11-1 and SPO11-2, are both 
required for DSB break formation in Arabidopsis, possibly acting as a heterodimer, 
and accumulate on meiotic chromatin as discrete foci early in G2, around 1-3 hours 
post-S-phase, followed by the accumulation of DSBs (Stacey et al., 2006; Sanchez-
Moran et al., 2007; Hartung et al., 2007). SPO11-1 and SPO11-2 may function in 
conjunction with various other proteins as part of a complex (Hartung et al., 2007). At 
least another three proteins are known to be required for meiotic DSB formation in 
Arabidopsis; PRD1, PRD2 and PRD3, which may act as SPO11-1/2 accessory proteins 
(De Muyt et al., 2009). SPO11-1 and SPO11-2 will be referred to as SPO11 hereafter for 
simplicity.   
Factors which influence the genomic locations of DSB formation are discussed in the 
‘DSB and CO localisation’ section. 
It has been demonstrated in yeast that Spo11 catalysed DSBs are subject to negative 
feedback mechanisms, which inhibit the continued formation of DSBs in the presence 
of synapsed chromosomes (Carballo et al., 2013; Thacker et al., 2014). This process 
also involves the phosphorylation of Rec114 by Mec1/Tel1 in response to DSB 
formation (Carballo et al., 2013). In the absence of these feedback mechanisms, such 
as in ZMM mutants which are defective in synapsis, cells experience higher levels of 
DSB formation (Thacker et al., 2014).   
1.4.2 DSB processing 
Following DSB formation by Spo11, which remains covalently bound to the break site, 
Spo11 must be released and the DNA then resected by endonucleases to produce short 
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stretches of single strand DNA which can invade the homologous chromosome, 
forming joint molecules (Figure 1.2). This resection is carried out in part by a protein 
complex made up of Mre11, Rad50 and Xrs2 in yeast (MRX complex) (Mimitou and 
Symington, 2008; Connelly and Leach, 2002), which works with another complex 
called Com1/Sae2 in yeast and CtIP in mammals (originally described as a 
Retinoblastoma binding protein) (Mckee and Kleckner, 1997; Prinz et al., 1997; Fusco 
et al., 1998). Mre11 and Rad50 are highly conserved and share homology with bacterial 
nucleases, while Xrs2 is less conserved (Bleuyard and White, 2004). In Arabidopsis, 
NBS1 replaces Xrs2 (MRN complex rather than MRX), which interacts with the COM1 
complex, homologous to Com1/Sae2 and CtIP (Uanschou et al., 2007). Mre11, 
promoted by Sae2, has dsDNA endonuclease activity, and produces ssDNA breaks 
upstream of the Spo11-induced DSB, before carrying out 3′-5′ exonuclease activity 
toward the DSB (Cannavo and Cejka, 2014). Spo11, attached to a short oligonucleotide, 
is then released (Neale et al., 2005). Immunoprecipitation and sequencing of these 
Spo11-bound oligonucleotides can be used to produce the genome-wide DSB maps 
discussed previously.  
More long-range resection of the DNA can then be carried out in a 5′ to 3′ direction, by 
Sgs1 (a helicase), and two nucleases, Exo1 and Dna2,  to produce a single-strand 3′ 
overhang either side of the break site (Mimitou and Symington, 2008; Zhu et al., 
2008). The helicase activity of Sgs2 unwinds DNA double-helixes to allow access to 
Exo1 and Dna2 (Manfrini et al., 2010). This process is not only required for the 
formation of crossovers, but also for efficient DNA repair following DSB formation by 
Spo11. If this DSB end processing is inhibited, such as by mutation to AtMRE11 or 
AtRAD50, extensive DNA fragmentation is observed unless AtSPO11 is also knocked 
out (Bleuyard et al., 2004; Puizina et al., 2004). A similar phenotype is observed in 
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AtCOM1 mutants (Uanschou et al., 2007). In yeast and HeLa cells, end resection was 
recently shown to be inhibited by treatment with caffeine, which cause the degradation 
of Sae2 and Dna2 (Tsabar et al., 2015a). Part of the following stage in the homologous 
recombination process, loading of Rad51 onto ssDNA to produce nucleoprotein 
filaments (discussed below), was also shown to be inhibited by caffeine (Tsabar et al., 
2015b). 
1.4.3 DNA Strand exchange 
The single-strand 3′ overhang can now be used to invade the homologous 
chromosome. This involves a homology search to identify the correct sequence with 
which to carry out recombination. This process is known to be facilitated by 
homologues of the bacterial recombinase, RecA, which are required for DSB repair and 
recombination (Smith et al., 1987; Smith and Wang, 1989). Many eukaryotes possess 
RecA homologues, called Rad51 and Dmc1. Loss of function mutation to Rad51, like 
mutation to parts of the MRN/X complex or Com1, leads to DNA fragmentation in 
meiocytes caused by an inability to repair Spo11 catalysed DSBs, compromised pairing 
and a complete lack of synapsis (Li et al., 2004; Shinohara et al., 1992). Unlike Rad51, 
Dmc1 is meiosis specific (Bishop et al., 1992). Perturbing the function of Dmc1 in both 
yeast and Arabidopsis leads to a complete absence of chiasmata and defective synapsis 
but does not result in chromosome fragmentation, suggesting that it is dispensable for 
DSB repair but is required for CO formation (Bishop et al., 1992; Couteau et al., 1999). 
In a dmc1 mutant background meiotic DNA repair is carried out by Rad51, using the 
sister chromatid rather than the homologous chromosome (Couteau et al., 1999; Siaud 
et al., 2004; Sanchez-Moran et al., 2007).  Drosophila and C. elegans, which do not 
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require the formation of crossovers for synapsis, do not have genes for Dmc1 (reviewed 
in Ma, 2006). Using immunolocalisation, RAD51 has been observed to localise to the 
axis as numerous foci in leptotene (~200 in Arabidopsis) (Kurzbauer et al., 2012; 
Franklin et al., 1999). Initially, the number of foci far exceeds the final number of COs, 
but is reduced as the cell progresses through zygotene into pachytene, when around 
50 remain in Arabidopsis. These numbers are also consistent with the numbers of 
early and late ‘recombination nodules’ observed using electron microscopy (reviewed 
in Zickler & Kleckner, 1999). Early nodules are present at zygotene and are required 
for accurate pairing of homologous chromosomes and are thought to represent all 
strand exchange events, while late nodules are less numerous, present later, at 
pachytene and thought to specifically mark the sites of CO formation.  
In Arabidopsis, RAD51 has six paralogs, RAD51, RAD51B, RAD51C, RAD51D, XRCC2 
and XRCC3, though only RAD51, RAD51C and XRCC3 are likely to be involved in 
meiosis (reviewed in Ma, 2006; Osman et al., 2011). Disrupting the function of any of 
these three proteins results in asynapsis and extensive chromosome fragmentation, 
suggesting they may work as a complex and are essential for carrying out efficient DSB 
repair (Bleuyard and White, 2004; Abe et al., 2005; Bleuyard et al., 2005; Li et al., 
2005). Da Ines, 2013 reported that the RAD51B, RAD51D and XRCC2 paralogs were 
involved in somatic recombination, and that meiotic CO frequencies were increased in 
mutants of rad51b and xrcc2 (Da Ines et al., 2013a). However, CO frequency at only a 
single genetic interval was assayed in this study, so should be interpreted with caution. 
The RecA homologues form nucleoprotein filaments with the single-strand resected 
DNA at the DSB sites, and promote strand invasion and displacement loop (D-loop) 
formation (Petukhova, 2000). The loading of Rad51 and Dmc1 onto the ssDNA is 
promoted by several accessory proteins, including BRCA2 in Arabidopsis (Seeliger et 
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al., 2012) and Rpa1, which co-localizes with RAD51 during prophase I in yeast (Gasior 
et al., 1998), mice (Moens et al., 2007) and humans (Oliver-Bonet et al., 2007). All 
appear to show localisation of the protein to chromosomes around early leptotene but 
this localisation diminishes during progression to pachytene. Mutation to one of the 
five RPA1 paralogs in Arabidopsis, causes fertility defects resulting from defective CO 
formation (Osman et al., 2009). Immunolocalisation in Arabidopsis shows RPA1 
localisation during prophase I similar to that observed in other organisms. The 
reduced CO formation in Atrpa1 mutants was suggested to be due to defects during 
the second-end capture stage of homologous recombination, based on WT-levels of 
RAD51 and MSH4 localisation but a strong reduction in MLH1 localisation, which 
localises to future CO sites (discussed below) (Osman et al., 2009). The lack of 
chromosomal fragmentation in the mutant shows that DSB repair is still being carried 
out efficiently, in contrast to the situation observed in rice rpa1 mutants, where 
chromosomal fragmentation and sensitivity to DNA damaging agents is observed 
(Chang et al., 2009).  
The nucleoprotein filaments are hypothesized to act as ‘search tentacles’, seeking out 
homologous sequences between homologous chromosomes to facilitate the single-end 
invasion stage of recombination (Figure 1.2) (Kim et al., 2010). The heterodimer 
Hop2-Mnd1 is required as a cofactor for the strand-exchange forming activity of Dmc1, 
with mutations to either resulting in similar phenotypes to dmc1 (Chan et al., 2014). 
Dmc1 colocalizes with Rad51 during zygotene, though it is thought to occupy the 
opposite side of the DSB and carry out distinct functions that impose the homologue 
bias during meiotic recombination (Pradillo et al., 2012; Kurzbauer et al., 2012). RecA, 
Rad51 and Dmc1 have all been demonstrated, in vitro, to carry out their homology 
search by sampling of 8 nucleotide tracts for homology between the invading 
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nucleoprotein filament and the dsDNA (Qi et al., 2015). Successful pairing of the 9th 
nucleotide stabilizes the complex and subsequent pairing is carried out in a stepwise 
manner in nucleotide triplets, due to the way DNA is stretched within the filament. 
Triplets containing mis-matched base-pairs remain unstable when the pairing is 
catalysed by RecA or Rad51, but when Dmc1 is used, mis-matched triplets are 
stabilized (Lee et al., 2015). This difference in the stabilisation properties of the RecA 
homologs may explain the preference for inter-homolog recombination during 
meiosis, and for inter-sister recombination in somatic cells. In the absence of Dmc1, 
any inter-homolog heteroduplex DNA catalysed by Rad51 is likely to be unstable, due 
to sequence polymorphisms, which would not exist between sister chromatids. During 
meiosis, Dmc1 is expressed, allowing the stabilisation of heteroduplex DNA, despite 
these polymorphisms.  
In yeast, the strand exchange activity of Rad51 is supressed by Dmc1 during meiotic 
recombination (Lao et al., 2013). In yeast and Arabidopsis, rad51 and dmc1 mutants 
were complemented with catalytically inactive versions of RAD51 protein which could 
localize at DSB sites, but was incapable of DSB repair (Cloud et al., 2012; Da Ines et 
al., 2013b). Both studies found that while the complementation had no effect on the 
dmc1 double mutant, which remained sterile, it was able to fully rescue the rad51 
phenotype, indicating that during meiosis, the catalytic activity of DMC1 may be solely 
responsible for DSB repair, but requiring the presence of RAD51 as an accessory 
protein in order to carry out its function. 
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1.4.4 DSB repair via the non-crossover pathway: Synthesis dependent 
strand annealing and inter-sister recombination 
Once a D-loop has been formed via strand invasion by Rad51/Dmc1 nucleoprotein 
filaments, the 3′ end of the invading strand is then extended, using the receiving strand 
as a template (Figure 1.2). It is thought that it is at this point that the DSB repair 
pathway is committed to production of either a CO or a non-crossover (NCO) product. 
A larger number of DSBs are produced than the final number of COs, meaning the 
majority of DSBs are repaired as NCOs. It is thought that the decision as to which 
repair pathway a DSB will take, CO or NCO, is made early on in the recombination 
process, even before stable strand exchange has occurred (Hunter and Kleckner, 2001; 
Sanchez-Moran et al., 2007; Börner et al., 2004). Though dHjs could theoretically be 
resolved as either CO or NCO products, most NCOs are thought to be resolved via the 
synthesis dependant strand annealing pathway (SDSA), where the process does not 
proceed as far as the formation of a dHj (Allers and Lichten, 2001; McMahill et al., 
2007). So far there is no biochemical evidence for SDSA in plants, so the presence of 
this repair pathway is only inferred from studies in yeast. 
The other NCO producing pathway is inter-sister recombination. During meiosis in 
budding yeast, homologous recombination takes place preferentially using the 
homologous chromosome, with around 20-30% being repaired using the sister 
chromatid, though the products of inter-sister recombination are inherently more 
difficult to detect than for inter-homolog recombination, due to the genetically 
identical nature of sister chromatids (Goldfarb and Lichten, 2010; Kim et al., 2010). 
Mek1 was demonstrated to have a role in destabilizing inter-sister joint molecules as 
well as reducing the rate of inter-sister repair.  
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1.4.5 Gene conversion resulting from SDSA 
Gene conversion is a consequence of recombination which can occur during CO 
formation and also during SDSA. When homologous sequences containing a 
polymorphism undergo recombination and form a D-loop, the exchange can produce 
sequence mismatches in the heteroduplexed region. When the D-loop has been 
disrupted, depending on which of the strands is used as a repair template, the 
mismatch will either be reverted to back to the original sequence for that homolog, or 
it can be repaired using the new sequence, which is a gene conversion event. Gene 
conversion tracts typically measure ~2kb in yeast (Mancera et al., 2008).  
In Arabidopsis, a variation of the fluorescent tetrad analysis system (FTL) has been 
used to study the distribution of NCO products. This system uses a pollen-expressed 
fluorescent reporter, and a non-fluorescent allele of this reporter found on the 
homologous chromosome, the fluorescence of which is restored by a gene-conversion 
event and can be used to measure these at specific loci (The FTL system is described 
in detail in chapter 3) (Sun et al., 2012). They reported the average gene-conversion 
frequency per locus per meiosis as 3.5x10-4. This study also showed that like in yeast, 
some regions are more likely than others to produce NCO products. Another study of 
gene conversion in Arabidopsis performed genetic crosses between Columbia and 
Landsberg erecta ecotypes, then sequenced the F2 plants and their parents, revealing 
that over 90% of recombination events resulted in a gene-conversion event (Yang et 
al., 2012). The authors estimated that this could be as high as 99%. The study also 
found that the average NCO-associated gene conversion tract length was 402bp. A 
similar study in yeast found that gene conversion tracts in were slightly shorter for 
NCOs (1.8kb) compared with CO-associated tracts (2.0kb), and that certain genetic 
intervals are biased towards formation of either COs or NCOs (Mancera et al., 2008). 
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1.4.6 Non-homologous end-joining 
Non-homologous end-joining (NHEJ) is an alternative DSB repair pathway to 
homologous recombination (reviewed in Fell & Schild-Poulter, 2015). Gene 
conversion events mean that homologous recombination may not carry out DSB repair 
entirely free of errors, but insertions or deletions are a rare occurrence and the process 
is largely faithful to the original sequence, ensured by its use of homologous sequences 
as a repair template. NHEJ by contrast, does not use a repair template, ligates DNA 
ends in a sequence-independent manner and is more error-prone than homologous 
recombination. NHEJ is mediated by Ku70/Ku80 heterodimers, which have a strong 
binding affinity for unresected DNA DSB ends (Mari et al., 2006). Once bound, the 
Ku70/Ku80 dimer recruits a complex which includes ligase IV and XRCC4 (Nick 
McElhinny et al., 2000). In yeast, during G1, NHEJ is the preferred mode of DSB 
repair, but in G2 following DNA synthesis, homologous recombination becomes the 
preferred method, as the sister chromatid becomes available for use as a repair 
template (Clerici et al., 2008). Ku proteins are also known to have a role in the 
protection of telomeres, the linear ends of chromosomes. In Arabidopsis, mutation to 
KU70 causes hypersensitivity to DNA damaging agents and increased telomere length 
(Bundock et al., 2002). This is distinct from mammalian cells and yeast, where Ku 
mutants suffer from reduced telomere length (reviewed in Fell and Schild-Poulter, 
2015). 
1.4.7 Double Holliday junction formation 
Recombination intermediates which proceed on the CO-producing pathway of DSB 
repair begin in the same way as SDSA. Once the invading strand has formed a D-loop 
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in the homologous chromosome, the 3′ end of the invading strand is then extended, 
using the receiving strand as a template (Figure 1.2).  If the structure is not destabilised 
and resolved via SDSA, the pathway will instead be set on a course which results in the 
formation of  a double Holliday junction (dHJ) (Holliday, 1964). The extension of the 
3′ end results in a single Holliday junction, and the intermediate structure is stabilised 
(Figure 1.2). A dHj is formed following a process called second end capture, where the 
extended 3′ ssDNA end associates with the resected 5′ end on the other side of the DSB. 
This requires Msh4, Msh5 and Mer3, all of which are involved in crossover formation 
in yeast (Hollingsworth et al., 1995; Nakagawa and Kolodner, 2002; Novak et al., 2001; 
Nakagawa and Ogawa, 1999). The two MSH proteins are homologues of the bacterial 
MutS protein (MutS Homologue) which are required for DNA mis-match repair 
(MMR) in prokaryotes (Fishel, 2015). Heterodimers of the MSH proteins are thought 
to stabilize the single end invasion step, while MER3 functions as a DNA helicase, 
unwinding double stranded DNA and allowing dHj formation (Snowden et al., 2004; 
Nakagawa and Kolodner, 2002; Mazina et al., 2004). MSH heterodimers have also 
been shown to bind to dHJs in vitro (Snowden et al., 2004; Bocker et al., 1999). 
Immunolocalisation in Arabidopsis shows that MSH4 is present as numerous foci in 
leptotene, similar to the number of RAD51 foci, and that the number of foci decreases 
during zygotene until only a few are left by pachytene (Higgins et al., 2004). Proper 
MSH4 localisation is dependent on various upstream meiotic proteins, including 
retinoblastoma related protein (RBR) (Chen et al., 2011).  As in yeast, the Arabidopsis 
homologue of MER3 (also known as rock-n-rollers (RCK)) is required for class I 
crossover formation, with a loss-of-function mutation producing a phenotype similar 
to that of MSH4, where crossovers are reduced by ~85%, leaving only interference-
insensitive crossovers (Mercier et al., 2005; Chen et al., 2005). 
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In addition to the MutS homologues and Mer3, the Zip proteins (Zip 1,2,3 and 4) are 
also required for crossover formation, with the 3 types of protein collectively referred 
to as ZMM proteins (Börner et al., 2004). Mutation to ZMM genes leads to severe 
reductions in crossover numbers (10-15% of normal levels), while the crossovers that 
do form occur with a Poisson distribution, suggesting that they are not subject to 
crossover interference (Hollingsworth and Brill, 2004). Interfering crossovers do 
not form independently of one another, meaning the formation of one reduces the 
likelihood of another forming in close proximity. The strength of the interference effect 
diminishes with distance from the site of recombination. Interference is discussed 
further below.  
HEI10, found in plants, mammals and Sordaria, is part of the ZMM group of proteins 
and is part of a family of  proteins possessing E3 SUMO/ubiquitin ligase activity, 
similar to Zip3 found in budding yeast and ZHP-3 found in C. elegans, and RNF212 
which is found in mammals in addition to HEI10 (Chelysheva et al., 2012; Agarwal and 
Roeder, 2000; Bhalla et al., 2008; Reynolds et al., 2013). Zip3 acts as a negative 
regulator of Zip1 polymerisation in budding yeast. The wild-type situation is that 
synapsis is dependent on earlier inter-homolog interactions, but in a spo11/zip3 
background, the SC is still able to assemble without recombination or pairing 
(MacQueen and Roeder, 2009). This synapsis was initiated at centromeric regions 
though, where recombination is unlikely to occur. In mammals, this activity is due to 
the antagonistic effect which HEI10 has on RNF212, a SUMO-ligase which also has 
similarities with Zip3 and is required for stabilisation of the MSH4-MSH5 complex 
and subsequent CO formation (Reynolds et al., 2013; Qiao et al., 2015). In 
Arabidopsis, HEI10 is required for interfering CO formation, but is dispensable for 
synapsis (Chelysheva et al., 2012), in contrast to yeast Zip3 mutants, which show 
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aberrant SC formation (Agarwal and Roeder, 2000). The fact that Zip3 appears to 
work as both a positive and negative regulator of synapsis in yeast is interesting, and 
has been speculated to either stem from its sumoylation activity, which could be acting 
on multiple protein targets involved in recombination and synapsis, or in a centromere 
specific manner for its function as a suppressor of synapsis (MacQueen and Roeder, 
2009).  
Another of the ZMM proteins found in Arabidopsis is an XPF-endonuclease called 
SHOC1. This protein has a human homologue, and shares a distant similarity to the 
budding yeast ZMM protein Zip2 (Macaisne et al., 2008). Mutation to SHOC1 causes 
a phenotype typical of ZMM mutations, where interfering crossover formation is lost 
(Macaisne et al., 2008). SHOC1 is thought to form a heterodimer with PTD in 
Arabidopsis, to form a complex similar to XPF-ERCC1, which are involved in somatic 
DNA repair through their recognition of branched DNA structures (Macaisne et al., 
2011).    
1.4.8 Crossover resolution – Interfering and non-interfering crossovers 
A stable dHj can, in theory, be resolved either as a crossover or a non-crossover, 
depending on which strands are cut in the junction. In reality, all dHjs are thought to 
be resolved as COs, and most or all NCOs are thought to be generated by SDSA (Allers 
and Lichten, 2001). DHjs can be resolved as either interfering or non-interfering COs. 
The MutL homologues, Mlh1 and Mlh3, are involved in the late stages of interfering 
CO formation, acting downstream of the ZMM proteins, which are also specific to 
interfering CO formation. In prokaryotes, dimers of MutL are recruited to mis-
matched bases during DNA replication by MutS dimers, the newly synthesised strand 
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is then cut to remove the offending base, and the correct base can then be inserted in 
its place (reviewed in Jun et al., 2006). In eukaryotes, MLH complexes, which consist 
of a dimer of Mlh1 and Mlh3, bind to dHjs and have endonuclease activity on dsDNA 
(Ranjha et al., 2014). It is this endonuclease activity which is thought to be involved in 
dHj resolution. In yeast, a RecQ helicase, Sgs1, has been shown to supress the 
formation of COs in mitotic cells, resulting from homologous recombination. During 
meiosis, the helicase activity of Sgs1 unwinds joint molecules at the D-loop stage, to 
produce NCO products via SDSA (Bachrati et al., 2006; De Muyt et al., 2012; 
Zakharyevich et al., 2012). In the absence of Sgs1, aberrant joint molecules 
accumulate, often between non-homologous chromosomes, and are resolved by the 
structure selective endonucleases, Yen1 and Slx1-Slx4, which would normally play only 
a minor role in dHj resolution (Zakharyevich et al., 2012; De Muyt et al., 2012). Mms4-
Mus81 is another structure-selective endonuclease with a more prominent role in 
meiosis, resolving ~20% of COs in wild-type yeast (discussed further below). The 
majority of COs however, are resolved by Mlh1-Mlh3 dimers working together with the 
Exo1 nuclease, acting on the joint molecules which have not been destabilized by Sgs1 
and have progressed to form dHjs. Sgs1 is therefore thought to regulate the NCO/CO 
decision pathway in early meiosis. Consistent with this,  in Arabidopsis, MLH1 and 
MLH3 co-localise at pachytene at the loci where COs will form, producing a similar 
number of foci as there are COs (~10) (Jackson et al., 2006; Ferdous et al., 2012). 
Mutation to MLH3 affects the localisation of MLH1 and these mutants show a 60% 
reduction in crossover number (Jackson et al., 2006).  
The formation of interference-insensitive COs is mediated by Mus81 and Mms4/Eme1, 
and forms a separate pathway of CO formation (Hollingsworth and Brill, 2004). The 
Mus81-Eme1 heterodimer is also similar to the Xpf-Ercc1 complex mentioned before 
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(Kikuchi et al., 2013). Msh4/Msh5 mediate interference-sensitive COs, which are also 
called type I COs (Higgins et al., 2008b), while the  Mus81 mediated, interference-
insensitive COs are called type II crossovers (Higgins et al., 2008a). The ratio of type 
I to type II COs varies between species (Hollingsworth and Brill, 2004). The majority 
of COs produced in S. cerevisiae and Arabidopsis are Msh4/Msh5 COs, with a 
minority being produced by Mus81 (Hollingsworth and Brill, 2004; Higgins et al., 
2004). C. elegans forms only interfering COs, and the reverse is true for S. pombe, 
where all COs are interference-insensitive (Osman et al., 2003; Hollingsworth and 
Brill, 2004; Youds et al., 2010).  
Crossover interference in Arabidopsis does not operate identically in male and female 
meiosis. Interference has been shown to be increased in female meiocytes, which also 
show fewer non-interfering, class II crossovers, likely due to differences in the physical 
length of the meiotic chromosome axes (Basu-Roy et al., 2013). CO interference is 
discussed further below in CO Control.  
The stabilizing activities of the ZMM proteins are counteracted by certain helicases 
which act as anti-recombination factors. These factors are proposed to de-stabilise 
intermediate joint-molecules prior to dHj formation, promoting NCO formation in 
competition with Mus81, which would otherwise process these intermediates as non-
interfering COs. In Arabidopsis, the FANCM helicase acts to limit the formation of 
interference-insensitive crossovers, with Atfancm mutants being reported to display 
an increased CO frequency resulting specifically from MUS81 catalysed COs (Crismani 
et al., 2012; Knoll et al., 2012). A similar phenotype is reported for the fission yeast 
homolog of FANCM (Lorenz et al., 2012). In Arabidopsis, FANCM function requires 
two co-factor proteins MHF1 and MHF2 (Girard et al., 2014). The AAA-ATPase, FIGL-
1 is also reported to have a non-interfering CO-limiting function, but while FANCM is 
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proposed to act upon D-loop intermediates, FIGL-1 is suggested to operate earlier, at 
the strand invasion stage (Girard et al., 2015).  
1.5 CO Control 
As has been suggested earlier, COs do not form at random points in the genome. The 
control over their formation occurs at multiple levels.  
1.5.1 CO/NCO Decision 
The decision over whether a DSB is processed to form a CO or NCO, is made prior to 
strand exchange, as has been demonstrated in yeast (reviewed in Bishop & Zickler, 
2004). Although it is theoretically possible for dHjs to be resolved as either COs or 
NCOs, depending on which DNA strands are cut by the endonuclease, the available 
evidence supports the early decision model and that a very high proportion, probably 
all meiotic dHjs are processed to form COs (Allers and Lichten, 2001). The decision to 
form a CO or NCO is subject to influence from the local chromatin architecture and 
also gender-specific bias. A study in mice showed that a recombination hotspot located 
centrally on chromosome 1 showed similar patterns of CO/NCO rates between sexes, 
while a distally located hotspot which produced similar levels of NCO events in both 
sexes, only produced CO events in males (De Boer et al., 2015).   
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1.5.2 CO Assurance 
CO assurance is the observation that in a typical wild-type meiosis, every chromosome 
will produce at least one CO, the ‘obligate CO’, no matter how small that chromosome 
might be relative to the others or how small the average CO number per chromosome 
(Jones and Franklin, 2006). This phenomenon ensures accurate chromosomal 
segregation at anaphase I and requires the establishment of ZMM-containing 
interference-sensitive recombination complexes and full polymerisation of the SC 
(Shinohara et al., 2008). An exception to this is seen in fission yeast, which does not 
produce interfering COs or form an SC (Bahler et al., 1993; Osman et al., 2003). This 
organism ensures that each chromosome receives at least one CO by producing COs at 
a high enough frequency (~38 CO per meiosis over 3 chromosomes) to make it highly 
unlikely that one chromosome would be left with zero COs, despite their random 
distribution (Berchowitz and Copenhaver, 2010).  
1.5.3 CO Interference 
As mentioned earlier, CO interference is the phenomenon of a reduced probability of 
two COs forming in close proximity, in comparison to a Poisson distribution. This is 
due to the property of interfering CO-designated sites inhibiting the formation of other 
interfering COs in a distance-dependent manner, meaning the inhibitory signal 
becomes weaker with increasing physical distance from the CO site.  
There is some conflicting evidence as to whether or not interference requires 
formation of the SC. In C. elegans, the SC has been shown to influence interference 
based on its structure, but also have its structure modified by CO formation (Libuda et 
al., 2013). By measuring inter-CO distance based on immuno-staining, in WT and syp1 
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RNAi lines, the authors observed a reduction in inter-focus distance in the RNAi lines, 
and a local expansion in chromatin in the vicinity of COs. This implies that COs are 
promoted by local chromatin structure, but that CO formation produces a local change 
in this structure which inhibits the formation of more COs. In contrast to this, 
cytological examination of yeast meiosis has demonstrated that synapsis initiation 
complexes, based on measuring foci of Zip2 and Zip3, showed interference operating 
on their distribution, even the absence of Zip1, which is required for SC formation 
(Fung et al., 2004). It has also been demonstrated that interference is established early 
in the recombination pathway, prior to SC formation (Börner et al., 2004). Together 
with the finding that the CO/NCO repair pathway decision is made prior to strand 
exchange, including in zip1 mutants, we can infer that the SC is not required for 
interference in yeast. In Arabidopsis, Atzyp1 mutants, which cannot form an SC, still 
produce COs which are subject to interference (Higgins et al., 2005).   
Recently, it has been determined that the physical distance between COs is the metric 
by which interference operates, rather than genomic length, which varies depending 
on the size of the DNA loops attached to the axis (Zhang et al., 2014b). Another C. 
elegans study showed that mutations which disrupted a meiotic condensin increased 
the length of the SC and also the number of crossovers (Mets and Meyer, 2009). 
Similarly, in Arabidopsis, SC length is increased in male compared to female meiosis, 
and displays a concomitant increase in CO frequency (Giraut et al., 2011).   
There are several theories on the mechanisms governing interference. One hypothesis, 
the ‘counting model’, was that crossovers were separated by a specific number of non-
crossover events (Stahl et al., 2004). This has been largely disproved by studies 
showing that a reduction in the number of DSBs does not necessarily lead to a 
reduction in the number of crossovers (Martini et al., 2006; Rosu et al., 2011; Cole et 
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al., 2012b), see CO Homeostasis section below). The polymerisation model of 
interference postulates that interference is imposed by an unknown factor which 
polymerises out from CO-designated recombination sites preventing other DSB sites 
from being processed as COs (King and Mortimer, 1990). In this model, the unknown 
factor could be a protein or an epigenetic modification. 
 Alternatively, the ‘mechanical stress’ or ‘beam-film’ model postulates that the 
formation of a crossover somehow relieves physical tension in the local vicinity on that 
chromosome, with that physical tension being transmitted from outside the nucleus 
(Kleckner et al., 2004). The term ‘beam-film’ refers to the analogy of a metal beam 
coated with a ceramic film. Upon heating, the metal would expand, producing cracks 
in the ceramic film. Each crack would relieve stress in the local vicinity, making the 
formation of another crack less likely (Kleckner et al., 2004). Study of crossover 
distribution patterns in yeast, flies, grasshopper and tomato supports this model 
(Zhang et al., 2014a). Recently the topoisomerase, TOP2α, which is able to relieve 
physical stress on chromosomes, has been implicated as being the key protein involved 
in transmission of the interference signal across the chromosome (Zhang et al., 
2014b).  
The mechanism which governs CO interference has been shown to be distinct from CO 
assurance, as one can be disrupted without affecting the other. CO interference is set 
up earlier than assurance, and seems to require assembly of Msh4/Msh5 containing 
interference-sensitive recombination complexes, while CO assurance requires ZMM 
proteins involved later in the CO pathway and full extension of the synaptonemal 
complex (Bishop and Zickler, 2004; Shinohara et al., 2008).     
A whole-genome recombination mapping study in yeast showed that interference does 
not only act on COs, but also NCOs, providing strong support to the theory that 
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interference is established very early in the recombination pathway, preceding 
CO/NCO designation (Mancera et al., 2008). 
1.5.4 CO Homeostasis 
In Arabidopsis, the number of DSBs is around 11 times higher than the final number 
of COs per cell (Ferdous et al., 2012). CO homeostasis refers to the observation that 
altering the number of DSBs does not necessarily cause a change in the number of COs, 
until the DSB number is reduced to around 60% of wild type levels (Henderson and 
Keeney, 2004). The cell compensates for the reduction in DSB number by maintaining 
the number of COs at the expense of NCOs. This has been demonstrated in yeast using 
alleles of spo11 with varying levels of reduced and increased activity (Henderson and 
Keeney, 2004; Martini et al., 2006; Cole et al., 2012a), and in Arabidopsis using RNAi 
against SPO11, and analysing the effects of differing degrees of SPO11 knockdown 
(Roberts, 2009). CO Homeostasis is thought to be linked to interference, as it 
disappears when interference is absent and displays a stronger or weaker effect as 
interference increases or decreases (Zhang et al., 2014a). 
1.5.5 DSB and CO localisation 
 The formation of SPO11-catalysed DSBs (and subsequent crossovers) is more 
common in some genomic regions than others. These areas of high DSB frequency are 
called recombination ‘hotspots’, while areas of disproportionately low crossover 
frequency are known as ‘coldspots’, though it should be pointed out that these labels 
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are probability based, and it is possible for meiotic DSBs to form almost anywhere in 
the genome (Pan et al., 2011). In mammals, the location of hotspots/coldspots is 
determined by DNA sequence motifs (Smagulova et al., 2011), as well as nucleosome 
occupancy and specific modifications to histone proteins. 
Genome wide maps of DSB sites have aided in the understanding of recombination 
hotspots. In yeast, DSB hotspots are known to localise at the nucleosome depleted 
regions of gene promoters (Pan et al., 2011). In mammals, DSB hotspots are most 
strongly associated with PRDM9-dependent, meiosis-specific H3K4Me3 sites, which 
are often found at regions of nucleosome occupancy and overlapping genes, but rarely 
found at transcriptional start sites, (Smagulova et al., 2011). In the absence of PRDM9, 
hotspots are re-distributed to PRDM9-independent H3K4Me3 sites, often found at 
gene promoter regions (Brick et al., 2012). In Arabidopsis, DSB hotspots are 
associated with gene promoter and terminator regions, as well as nucleosome-
depleted regions, low levels of DNA methylation, H3K4Me3 and the histone variant 
H2A.Z (Choi et al., 2013). 
Recombination hotspot locations have been demonstrated to be influenced by 
transcription factor binding. In transcription factor mutants, DSB activity was affected 
in genes which included binding sites for the affected transcription factors 
(Mieczkowski et al., 2006; Zhu and Keeney, 2015). This relationship was highly 
context dependent though, as some genes were subject to increased DSB activity but 
others showed a reduction and some experienced no effect. Transcription factors did 
affect the fine-scale localisation of DSBs occurring within the hotspots (Zhu and 
Keeney, 2015).  
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As mentioned previously in section 1.3.3, the organisation of chromatin loops onto the 
meiotic axis is largely determined by the effects of transcription, with Rec8 clustering 
around the 3′ end of actively transcribed genes and determining the site of axis 
attachment via an interaction with Red1 (Sun et al., 2015). In the context of this small 
scale, DSBs are known to occur in the loop regions, though the machinery required for 
DSB formation is localised at the axis. This discrepancy is resolved by the ‘tethered 
loop-axis’ model of DSB formation, where future DSB sites in the loops are tethered to 
the axis for DSB formation and subsequent recombination (Figure 1.5) (Panizza et al., 
2011). It is not clear whether Spo11 itself localises to the target site in the loop or to 
directly to the axis, prior to tethering. The specifics of this model are discussed further 
in section 3.1. 
CO localisation is also in effect at the chromosomal level, causing COs to occur 
preferentially in certain regions, such as the sub-telomeric or centromere proximal 
regions. This effect is particularly conspicuous in a number of cereal crop species 
(reviewed in (Higgins et al., 2014)). This phenomenon has strong implications for crop 
breeders, who can find it difficult or impossible to use conventional breeding 
techniques to get desirable alleles into the same line. In species such as wheat, up to 
one third of genes are found in recombination-poor regions (Erayman et al., 2004), 
with a similar situation in barley, where around one third of all genes are found in the 
centromere proximal regions, which only constitute 6.4% of the genetic map (Mayer 
et al., 2011). The basis of this behaviour is poorly understood.  
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1.6 Research aims 
The aim of the project was to further our understanding of how epi-genetic and 
chromosome structural factors can influence the distribution and number of COs and 
how this is modulated by environmental factors using Arabidopsis as a model 
organism. 
Figure 1.5: Tethered-loop axis model of DSB formation. Spp1 recognises tri-methylated
H3K4 histones found at promoter regions and tethers them to the axis where DSBs are
formed. Spo11 is shown located on the axis, though it remains possible that it localises
to the future DSB site in the loop but remains inactive until brought to the axis. The
meiotic cohesin, Rec 8 localises at the 3’ end of genes and interacts with Red1 to
determine the positioning of the loop module.
Based on Sommermeyer et al, 2013.
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Initially, two Arabidopsis proteins responsible for the deposition of different histone 
modifications were investigated to establish whether they play a role in meiosis. 
AtMRG2 possesses a MRG domain, which is associated with complexes that both 
acetylate and de-acetylate histones, and also a chromo-domain, which is likely to bind 
to specific histone methylation modifications. Interest in AtMRG2 arose following 
research by group in Singapore who identified an Atmrg2 T-DNA mutant with a strong 
fertility defect and apparently no somatic phenotype. Based on the reduced fertility 
phenotype of the mutant allele, I investigated it in detail to establish if this was due to 
a meiotic defect. 
The second histone modification protein studied was AtSDG2, a known histone 
methyl-transferase responsible for the majority of H3K4Me3 deposition in 
Arabidopsis (Guo et al., 2010). AtSDG2 is also known to be required for fertility, 
though meiosis has not been studied in detail in the Atsdg2 mutant (Berr et al., 2010). 
To further understand how structural reorganization of the chromosomes can 
influence meiotic recombination I have investigated the function of AtPCH2. This 
followed on from previous work in our laboratory which established that AtPCH2 and 
ASY1 co-immunoprecipitate, and revealed meiotic defects in mutants of Atpch2.  The 
purpose of the study herein was to investigate at which point in the recombination 
pathway the protein operates and its influence on the dynamics of the axis protein 
ASY1 
Finally, the impact of the environment was investigated by studying the effects of 
temperature on the progression of meiosis in wild-type Arabidopsis and in mutants 
with various meiotic defects. Chromosome spread preparations and 
immunolocalisation of ASY1 and ZYP1 were used to establish at what temperature the 
chromosomes begin to experience structural defects and DSB repair begins to fail. 
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Chapter 2 
Materials and methods
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2.1 Plant material 
Mutant lines of Arabidopsis thaliana were purchased from the European Arabidopsis 
Stock Centre (NASC) in Nottingham, UK. Plants were grown in soil based compost 
under glasshouse conditions with supplementary lighting (400W high pressure 
sodium bulbs) in a 16 hour light/8 hour dark cycle. Pots were pre-treated with 
Intercept 70WG (Imidicloprid) according to manufacturer’s instructions to control the 
sciarid fly population. 
 
2.2 Genotyping of Arabidopsis T-DNA insertion mutants 
~0.2cm2 sections of Arabidopsis leaf tissue were removed from rosette leaves using 
sterile 0.5ml microfuge tubes. 50µl of extraction buffer (100mM TRIC-HCl pH9.5, 
250mM KCl, 10mM EDTA) was added to tubes and leaf material was then macerated 
using a sterile filter pipette tip (200µl size). The mixture was then heated to 95°C for 
10 minutes in a PCR machine, then placed on ice for 2 minutes. 50µl of dilution buffer 
(BSA) was added to the tubes and then centrifuged in a mini-centrifuge at 13,000 rpm 
for 1 minute to pellet cell debris. Samples were then either used immediately or stored 
at -20°C. 
 
2.3 Genetic crosses of Arabidopsis lines 
Arabidopsis plants approximately 6-10 inches tall were selected and flower buds 
chosen which had the stigma and petals just protruding from the bud. Buds from the 
same inflorescence that were too early or late to fit this category were removed, as were 
any other siliques or inflorescences on the plant. The selected buds were emasculated 
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under a stereoscopic microscope using jeweller’s forceps to remove the sepals, petals 
and stamen, leaving only the pistil. Mature anthers from opened flowers of a separate 
plant were then used to pollenate the stigma of the emasculated bud, by rubbing one 
against the other. Seeds from the resulting siliques were collected after the siliques 
turned from green to light brown, after around 2 weeks.   
2.4 DAPI staining of acid-fixed meiocytes 
Inflorescences of unopened flowers of Arabidopsis thaliana were fixed in ice-cold 3:1 
fixative (ethanol and glacial acetic acid). The fixative was changed at least 3 times over 
2 days. Inflorescences were washed in 500µl citrate buffer (pH 4.5) 3 times for 5 
minutes each time. Unopened buds were dissected out with a mounted needle and 
forceps. 250 µl of a digestive enzyme mixture (0.33% w/v pectolyase, 0.33% w/v 
cellulase) was added to the buds which were then incubated for 1.5 hours at 37°C in a 
moist chamber. Digestions were stopped by adding 500µl of cold sterile distilled water 
and were then kept on ice. Individual buds were transferred to microscope slides with 
a drop of water and then macerated with a mounted needle and brass rod. 10µl of 60% 
acetic acid was added to the macerated material and slides were placed on a 45°C 
hotplate for 30 seconds, and stirred briefly with a mounted needle. Another 10µl of 
60% acetic acid was added and slides were left for another 30 seconds. 100µl of cold 
3:1 fixative was applied to the slide with a pipette by forming a circle around the drop 
of acetic acid, as the droplet is repelled by it. Another 100µl was added, this time onto 
the drop, and the excess was allowed to drain off the slide. Slides were then dried using 
a hairdryer.  Slides were then stained with 7µl DAPI (4',6-diamidino-2-phenylindole) 
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(10ng/ml in Vectashield) and coverslips placed on top. Slides were then viewed with 
an epi-fluorescence microscope. This protocol can be found in Armstrong, 2013. 
2.5 Immunolocalisation on acid-fixed material (‘Microwave technique’) 
Acid-fixed material was used to prepare slides as described above, minus the addition 
of DAPI. Slides were placed in a plastic slide rack taking care to leave at least 1cm 
spacing between slides. ~250ml of citrate buffer (10mM tri-sodium citrate, pH to 7.0 
with 1M citric acid) was added to a pipette tip box (enough liquid to cover the level of 
slides when placed inside) and heated in the microwave for ~3 minutes until just 
beginning to boil. The rack of slides was then placed in the hot citrate buffer for 45 
seconds then transferred to a separate pipette tip box containing PBS with 0.1% Triton 
X100 at room temperature, and left to cool for 5 minutes. 50µl of blocking solution 
(1% bovine serum albumin (BSA) in PBS) was then applied to each slide, covered with 
a piece of Parafilm (~2cm x 3cm) and incubated at room temperature for 20 minutes. 
Primary antibodies were diluted in blocking solution (two antibodies per slide, mixed 
together with blocking solution) at ratios from 1:250 to 1:1000 depending on the 
specific antibodies being used. Parafilm coverslips were removed from slides using 
tweezers and 50µl of primary antibody solution was applied to each slide and covered 
with a fresh piece of Parafilm. Slides were then incubated in a humid chamber at 4°C 
overnight (approximately 15-18 hours). Parafilm coverslips were then removed as 
before, and slides were washed in PBS containing 0.1% Triton X100, 3 times for 5 
minutes per wash. Secondary antibodies conjugated to FITC or Texas Red, were 
diluted in blocking solution (1:50 ratio for FITC, 1:100 for Texas Red).  50µl of the 
secondary antibody mix was applied to the slides, and incubated in the dark, at room 
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temperature for 45 minutes. Slides were washed another 3 times in PBS/Triton before 
draining and counter-staining with 7µl DAPI in Vectashield (10ng/ml). Coverslips 
were then placed on top and were viewed with an epi-fluorescence microscope. This 
protocol can be found in Chelysheva et al., 2013.  
2.6 Spreading immunolocalisation of fresh material and cytological 
analysis of PMCs 
Inflorescences were picked from mutant and Columbia ecotype plants of Arabidopsis 
thaliana and were placed in a petri dish on a piece of wet filter paper to prevent drying. 
Unopened buds from 3-4 inflorescences were selected between 300-500µm for each 
slide. Buds were placed onto slides in a drop (~10µl) of 0.4% cytohelicase, 1.5% 
sucrose, 1% polyvinylpyrrolidone  and anthers were dissected out under a stereoscopic 
microscope using a mounted needle and jeweller’s forceps. Non-anther material was 
discarded to reduce background fluorescence.  10µl more cytohelicase was added 
during to the process to prevent drying, and then again after the dissection before 
being placed in a moist, 37°C chamber for 10 minutes to digest cell walls. After 10 
minutes, anthers were macerated by tapping repeatedly with a brass rod 
(approximately 3mm diameter). Another 10µl of cytohelicase was applied, followed by 
10µl 1% lipsol detergent to degrade cell membranes and aid spreading of the cells. 
Slides were then placed directly onto a 37°C hotplate for 5 minutes. Material was 
stirred with a mounted needle for the first 30 seconds and another 10µl lipsol was 
applied after ~3minutes to prevent drying. Material was then fixed by applying 20µl 
4% paraformaldehyde (pH8 and stored at 4°C) under a fume hood, and leaving to dry 
for at least 2 hours. Paraformaldehyde was made to cover the whole surface of the 
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material, using a pipette tip. After drying, slides were given a brief rinse in sterile, 
distilled water (SDW) for ~two seconds, before washing 3 times in phosphate buffered 
saline (PBS) containing 0.1% Triton X100 for 5 minutes per wash, at room 
temperature. After washing, 50µl of blocking solution (1% bovine serum albumin 
(BSA) in PBS) was applied to each slide, covered with a piece of Parafilm (~2cm x 3cm) 
and incubated at room temperature for 20 minutes. Primary antibodies were diluted 
in blocking solution (two antibodies per slide, mixed together with blocking solution) 
at ratios from 1:250 to 1:1000 depending on the specific antibodies being used. 
Parafilm coverslips were removed from slides using tweezers and 50µl of primary 
antibody solution was applied to each slide and covered with a fresh piece of Parafilm. 
Slides were then incubated in a humid chamber at 4°C overnight (approximately 15-
18 hours). Parafilm coverslips were then removed as before, and slides were washed 
in PBS containing 0.1% Triton X100, 3 times for 5 minutes per wash. Secondary 
antibodies conjugated to FITC or Texas Red, were diluted in blocking solution (1:50 
ratio for FITC, 1:100 for Texas Red).  50µl of the secondary antibody mix was applied 
to the slides, and incubated in the dark, at room temperature for 45 minutes. Slides 
were washed another 3 times in PBS/Triton before draining and counter-staining with 
7µl DAPI in Vectashield (10ng/ml). Coverslips were then placed on top and were 
viewed with an epi-fluorescence microscope. This protocol can be found in Armstrong 
and Osman, 2013. 
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2.7 Fluorescence In-Situ Hybridisation (FISH) labelling of meiotic 
chromosomes 
DAPI stained slides (see above), were selected for FISH following analysis with an epi-
fluorescence microscope. Slides were stood vertically in 100% ethanol for 10 minutes 
to dissolve the Vectashield under the coverslips, which were then gently removed from 
the slides. Slides were then washed in 4T (4x SSC (sodium chloride/sodium citrate 
buffer) and 0.05% Tween 20) for 1 hour, followed by a 10 minute wash in 2x SSC at 
room temperature. Cell cytoplasm was then digested with pepsin (0.01% pepsin in 
0.01M HCl) at 37°C for 90 seconds, then slides were washed in 2x SSC for 10 minutes 
to remove the debris. Proteins were cross linked by washing in 4% paraformaldehyde 
(pH8 and stored at 4°C) for 10 minutes. Material was dehydrated with an alcohol series 
by washing for 2 minutes each in 70%, 90% then 100% ethanol before drying for 15 
minutes. 5s and 45s probes were labelled by nick translation (Roche) to incorporated 
UTP conjugated to either biotin or digoxigenin. Some probes were directly labelled 
with Spectrum Green at this point. 3µl of each probe (2ng/µl) was mixed with 14µl of 
hybridisation mix (deionised formamide, 20X SSC and dextran sulphate (average 
Mw>500,000) to give a total of 20µl per slide. This was applied directly onto slides 
using a pipette, coverslips were gently placed on top and the edges were sealed with 
rubber solution. Slides were placed onto a 75°C hotplate for 4 minutes to denature 
chromosomal and probe DNA. Slides were then placed in a humid box, in the dark at 
37°C overnight (approximately 15-18 hours), to allow probes to hybridise to the 
genomic DNA. Rubber solution was then removed with tweezers and coverslips gently 
removed before slides were washed in 50% formamide/2x SSC at 45°C, 3 times for 5 
minutes each. Slides were then washed in 2x SSC at 45°C for 5 minutes, 4T at 45°C for 
5 minutes followed by 4T at room temperature for 5 minutes. Slides were drained but 
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not allowed to dry before secondary antibodies were applied. Anti-digoxigenin 
conjugated to fluorescein isothiocyanate (FITC) was prepared in digoxigenin blocking 
solution (0.25g Boehringer Mannheim DIG nucleic acid blocking reagent in 4x SSC 
and 0.05% Tween20) (1: 50 ratio). Avidin (a biotin binding protein) conjugated to Cy3 
was diluted in milk blocking solution (2.5g skimmed milk powder in 4x SSC and 0.05% 
Tween20 (1:200 ratio). 80µl of the first secondary probe was applied to each slide and 
covered with a square of Parafilm (approximately 2cm x 3cm) before being incubated 
at 37°C for 30 minutes in the dark. After this incubation, Parafilm slips were removed 
and slides washed 3 times in 4T, at room temperature, in the dark for 5 minutes per 
wash. The second secondary antibody was then applied (unless Spectrum Green was 
used to directly label one of the primary probes) and incubated in the same manner as 
the first, followed by 3 more washes in 4T. Slides were then washed through another 
alcohol series, as described before, and allowed to dry for ~15 minutes. 10µl of DAPI 
in Vectashield was then applied to slides and coverslips placed on top before viewing 
with an epi-fluorescence microscope.  This protocol can be found in Armstrong, 2013. 
2.8 EdU timecourse 
Plant stems were cut with scissors under water, 5cm from the base of the primary 
inflorescence. Stems were then transferred into 10mM 5-ethynyl-2’-deoxyuridine 
(EdU) solution in phosphate-buffered saline (PBS), and left for 2 hours in glasshouse 
conditions to allow uptake of the EdU into the stem. EdU acts as a thymidine analogue 
and is incorporated into the DNA of S-phase cells. After the 2 hours, stems were 
transferred into sterile distilled water and left in glasshouse conditions for 10, 20, 25, 
30, 32 or 36 hours, before inflorescences were removed and placed in ice-cold 3:1 
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fixative (ethanol:acetic acid). Fixative was changed at least 3 times over 2 days, and 
slides were prepared according to the protocol described above for DAPI staining of 
meiocytes. Before the addition of DAPI in Vectashield, EdU detection cocktail was 
prepared using Life Technologies Click-iT EdU Alexa Fluor 488 imaging kit according 
to manufacturer’s instructions.  Slides were washed in PBS for 10 minutes, were then 
drained and 15µl of the reaction cocktail was added to the slides on Parafilm coverslips. 
Slides were incubated at room temperature for 30 minutes, then coverslips were 
removed with forceps and slides were washed again in PBS, in the dark, for 10 minutes. 
Slides were drained and 7µl of DAPI in Vectashield (10ng/ml) was applied and 
coverslips placed on top. The slides were analysed using an epi-fluorescence 
microscope by identifying the latest EdU labelled meiotic stage at each given time 
point. This protocol can be found in Armstrong, 2013a. 
2.9 Fluorescent tetrad analysis 
Genetic crosses were performed between Atsdg2-1 heterozygotes, confirmed by PCR-
based genotyping, and plants homozygous for qrt and three fluorescent, pollen-
expressed transgenes (eCFP, DsRED2, eYFP expressed by the LAT52 promoter) 
(Berchowitz and Copenhaver, 2008). The expression of the transgenes was confirmed 
cytologically using an Olympus BX-61 epifluorescence microscope. Double 
heterozygotes for all three fluorescence transgenes and the Atsdg2-1 mutation were 
selected for in the progeny of this cross, and seeds collected. The next generation of 
plants were genotyped by PCR to find plants wild-type and homozygous for the 
Atsdg2-1 mutation, then these plants were screened cytologically for qrt homozygosity 
combined with heterozygosity of the three fluorescence transgenes. Pollen was then 
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collected from these plants, using only flowers 5-30, by tapping open flowers into a 
20µl droplet of PGM media (17% sucrose, 2mM CaCl2, 1.625mM boric acid, 0.1% triton 
X-100)on a microscope slide, for 1 minute to release the pollen into solution.
Coverslips were gently placed onto the droplet and slides were viewed immediately 
and scored accordingly, by eye. 
Differences between CO frequency of wild-type and mutant for each interval was 
tested for statistical significance using a Z-test. The Perkins equation (Perkins, 1949),   
was used to calculate the genetic distance, in cM, for each interval: Distance = 100 x 
(Tetratype frequency + 6 x Non-parental-Ditype frequency)/2. The interference ratio 
(IR) was calculated for each interval, as described by Malkova et al, 2004. Using data 
from two adjacent intervals, I1 and I2, the genetic distance of I1 is calculated using the 
Perkins equation, once taking into account only tetrads where there is no CO in I2 
(D1), and then taking into account only tetrads where there is at least one CO in I2 
(D2). The interference ratio is defined as IR= D1/D2. The genetic distance of I1 will be 
reduced in the presence of a CO in I2 if interference is detected, and IR<1. If no 
interference is detected, the genetic distance of I1 will be independent of the presence 
of a CO in I2, and IR=1. Statistical significance of differences between IR of wild-type 
and mutant for each interval, was tested using a Z-test (see Statistical procedures).  
Online calculators used for the FTL analysis are available at 
http://www.molbio.uoregon.edu/~fstahl 
2.10 Temperature experiment 
Plants were grown under standard glasshouse conditions (see above), then transferred 
to a growth cabinet (Microclima series, Snijders Labs). The growth cabinet was 
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programmed to maintain a specific temperature (14, 20, 28 or 32°C) at 60% relative 
humidity, on a 16 hour day/8 hour dark cycle. Lights were set at 50% of maximum 
brightness (approximately 160µmol m-2 s-1). Plants were kept in the growth chamber 
for 3 days, then inflorescences were fixed in ice cold 3:1 fixative.   
2.11 ASY1 immunostaining intensity quantification 
Slides were prepared using previously described protocols for immunolocalisation, 
using fresh and fixed material (ref), and stained with rat anti-ASY1 antibody (1 in 5000 
dilution). 5µl of 6µm, 0.3% relative intensity InSpeck Red microspheres (Life 
Technologies), was applied to slides simultaneously with 7µl DAPI (10ng/ml in 
Vectashield) and coverslips placed on top. Meiocytes and microspheres were imaged 
using specific exposure times. Whole nuclei were analysed for mean signal intensity 
using Nikon NIS-elements software.  Randomly selected, non-overlapping sections of 
axis, ~2-4µm in length, were defined as regions of interest and analysed in the same 
way. Intensities were normalised based on mean intensity of the microspheres. 
Intensity raw data is shown in grey-scale values.  
2.12 RT-PCR 
Total RNA was extracted from wild-type (Columbia ecotype) buds of Arabidopsis 
thaliana using an RNeasy plant mini kit (Qiagen) according to manufacturer’s 
instructions. Total cDNA was produced from this RNA by first strand synthesis, using 
a Superscript II kit (Invitrogen) according to manufacturer’s instructions. 
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2.13 Statistical procedures 
Mean ASY1 signal intensities between Col and pch2-1 were compared using a two-
tailed T-test, treated as independent samples. Intensities between synapsed and 
unsynapsed sections of axis/SC were analysed using a paired T-test.  
Map distances calculated using the Perkins equation (see above), were analysed for 
statistical significance using a Z-test, as were interference ratios. The Z-test compares 
the proportion of two populations displaying a particular characteristic (below). The 
genetic distance in Morgans was treated as the proportion displaying the 
characteristic. 
P1 is the proportion of the first population (Genetic distance of the interval in Col 0 
expressed in Morgans). 
P2 is the proportion of the second population (Genetic distance of the interval in sdg2-
1). 
n1 Size of population 1 (Total Col 0 FTL tetrads analysed) 
n2  Size of population 2 (Total sdg2-1 FTL tetrads analysed) 
Null hypothesis 
H0: P1-P2 = 0  (There is no difference in the proportion showing the characteristic 
between the two populations).  
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Chapter 3 
Loss of AtSDG2 alters crossover frequency and distribution 
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3.1 Introduction 
During meiosis, epigenetic marks, such as post-translational histone modifications or 
DNA methylation, influence the process of homologous recombination. The H3K4Me3 
mark is known to mark recombination hotspot sites in budding yeast and mouse 
(Borde et al., 2009; Buard et al., 2009). The H3K4Me3 mark is generally associated 
with actively transcribed genes, open-chromatin and it is thought that at these regions, 
DNA would be more accessible to the recombination machinery. It is specifically found 
at the 5′ end of genes, just downstream of the transcription start site in yeast (Liu et 
al., 2005), humans (Barski et al., 2007) and Arabidopsis (Choi et al., 2013). In budding 
yeast the loss of Set1, which contains a SET-domain to catalyse H3K4 methylation, 
causes a global reduction in meiotic DSB formation (Sollier et al., 2004), while in 
fission yeast, hotspots are marked with H3K9 acetylation rather than H3K4Me3 
(Yamada et al., 2013). In budding yeast, Set1 is the sole H3K4 methyltransferase and 
is essential for normal levels of DSB formation (Borde et al., 2009; Sommermeyer et 
al., 2013). H3K4Me3 is also deposited at newly formed DSB sites by Set1 throughout 
the cell cycle (Faucher and Wellinger, 2010). However, a high-resolution DSB map 
based on Spo11-oligo sequencing concluded that although the H3K4Me3 mark is 
indeed correlated with DSB hotspots, they may not be the causative agent, and that 
nucleosome depleted regions, which are coincident with transcription start sites, 
showing more predictive power of hotspot localisation (Tischfield and Keeney, 2012).  
A component of the Set1 complex, Spp1, binds to H3K4Me3 in the chromatin loop 
regions and also binds the axis-associated, SPO11 accessory protein, Mer2 
(Sommermeyer et al., 2013; Acquaviva et al., 2013). This is consistent with the tethered 
loop-axis model of DSB formation, which describes why DSB hotspots are located in 
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the chromatin loops while the DSB machinery is found associated with the axis (Figure 
1.5). In this model, Spp1 localises to the axis via an interaction with Mer2, tethering a 
H3K4Me3 site found in the loop to the axis, thus enabling DSB formation. In the set1 
mutant in budding yeast, DSB formation is reduced but not absent and appears to be 
promoted instead by H3K79 methylation produced by the histone methyltransferase, 
Dot1 (Ismail et al. 2014). Dot1 is unusual among histone methyl transferases due to its 
lack of a SET domain. There is no known Dot1 homolog in Arabidopsis. 
In mice and humans, PRDM9 (originally named Meisetz), is a meiosis specific H3K4 
trimethyltransferase (Hayashi et al., 2005). More recently, PRDM9 has also been 
shown to tri-methylate H3K36 (Eram et al., 2014). PRDM9 is essential for meiotic 
progression in mice, and is known to direct hotspot activity to specific genetic motifs, 
through binding to its zinc-finger domain (Grey et al., 2011). At these sites, PRDM9 
produces the H3K4Me3 modification through its SET domain (Hayashi et al., 2005). 
These sites of H3K4Me3 modified nucleosomes surround a central nucleosome-
depleted region (NDR) where both the PRDM9-binding consensus sequence and the 
recombination hotspot are located (Baker et al., 2014). The nucleosome remodelling 
which produces this NDR has been demonstrated to result from PRDM9 binding, 
rather than precede it (Baker et al., 2014). Mutation to the zinc-finger domain alters 
the proteins DNA-binding specificity and changes hotspot distribution within the 
genome (Grey et al., 2011). In the absence of PRDM9 in mouse, DSB hotspots move 
from PRDM9 associated H3K4Me3 sites, usually found in introns and intergenic 
regions, to PRDM9-independent H3K4Me3 sites, such as promoter regions (Brick et 
al., 2012). These ectopic sites are repaired inefficiently, resulting in sterility, 
suggesting that as well as creating a favourable environment for recombination, 
PRDM9 is also involved in recruitment of the recombination machinery.  
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The SET domain group (SDG) proteins are a family of histone modifying proteins 
related to the Drosophila SET domain protein groups; Suppressor of variegation 
[Su(var)], Enhancer of zeste [E(z)], and Trithorax (Trx), which all share the conserved 
histone modifying domain at their C-termini (Tschiersch et al., 1994). This domain is 
evolutionarily ancient and is found in all three of life’s domains (Eukaryotes, Bacteria, 
Archaea) and viruses (Ng et al., 2007). The SET domain of the Drosophila Su(var)3-9, 
and their homologues in humans, yeast and plants, methylate the lysine residue of 
histone H3 at position 9 (H3K9), to impart a repressive chromatin state (Schotta et al., 
2002; Rea et al., 2000). E(z) homologues methylate H3K27 and H3K9 to repress 
homeotic gene expression through its role in the polycomb repressive complex  (Cao 
et al., 2002). Trithorax group (TrxG) proteins methylate H3K4 and H3K36 to 
overcome repression at actively transcribed genes from the H3K27 methylation 
modification, produced by polycomb complex group (PcG) proteins (Schuettengruber 
et al., 2007). The Arabidopsis genome contains 47 SET domain group proteins 
(http://www.chromdb.org), 12 of which are trithorax-related SDG genes. Only a few 
of these proteins have been characterised (reviewed in  Yu et al. 2009; Liu et al. 2010). 
ATX1/SDG27 and ATXR7/SDG25 are involved in suppression of flowering through 
activation of  FLOWERING LOCUS C (FLC), which is important for the winter-annual 
habit of Arabidopsis (Yun et al., 2012). This activation results from their H3K4 
methyltransferase activity at this locus (Tamada et al., 2009; Pien et al., 2008). 
ATX1/SDG27 is also involved in the activation of genes which regulate flower 
development (Alvarez-Venegas et al., 2003). The PcG histone methyltransferase CLF 
(CURLYLEAF) is one of several proteins responsible for H3K27 methylation, mutants 
of which have been shown to have impaired somatic recombination, though meiotic 
recombination remained unaffected (Chen et al., 2014).  
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AtSDG2 (AtATXR3 – Arabidopsis Trithorax-Related 3) is a 2335 amino-acid trithorax-
group-related histone methyl-transferase, previously reported to be the major H3K4 
methyltransferase, capable of mono, di and tri-methylation of this residue (Guo et al., 
2010). The protein is highly conserved in a range of plants including monocots, dicots, 
moss and algae, but has no significant structural similarities to other proteins, other 
than its SET domain which is found between amino acid residues 1849 and 1989 (Guo 
et al., 2010). The gene appears to be expressed in most, possibly all, tissues, though it 
is most highly expressed in flower bud tissue (Guo et al., 2010; Berr et al., 2010). 
Mutation to this gene causes dwarfism, impaired root growth and development, 
disrupted auxin signalling and the misregulation of hundreds of genes (Guo et al., 
2010; Yao et al., 2013). AtSDG2 is also required for the activation of FLC. These defects 
most likely result from the severe reduction in H3K4Me3 in Atsdg2 compared to wild-
type (Berr et al., 2010). H3K4Me2 is also reduced, though to a lesser extent. Atsdg2 
mutant cells have a reduced G1 phase of their cell cycles, and show defective cell 
expansion, division and differentiation. The gene is also essential for normal fertility. 
Atsdg2 mutants are completely female sterile while male fertility is impaired severely 
with very few functional pollen grains produced (Berr et al., 2010).  
Generally, in plants, CO frequencies are increased in gene-dense regions.  Species such 
as barley, maize, wheat and tomato all display the highest CO frequency in their gene-
rich sub-telomeric regions, while CO formation is supressed in the chromosome 
central regions, which are more repeat-dense (reviewed in Yelina et al. 2015). In 
Arabidopsis, hotspots are associated with H3K4Me3 as well as the histone H2A 
variant, H2A.Z, and low DNA methylation (Choi et al., 2013). Arabidopsis arp6 
mutants, which are defective in H2A.Z deposition, show a reduction in CO frequency, 
while met1 mutants, which are defective in DNA methylation, show a redistributed CO 
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pattern. In met1, CO frequency unexpectedly decreases in the pericentromeric regions, 
where loss of DNA methylation might be expected to lead to de-repression of 
heterochromatin and an increased CO frequency (Yelina et al., 2012; Colome-Tatche 
et al., 2012; Melamed-Bessudo and Levy, 2012; Mirouze et al., 2012). The number of 
COs increases in the gene-rich chromosome arm regions, as well as centromere 
proximal regions, so the overall number of COs remains unchanged. As in budding 
yeast, Arabidopsis recombination hotspots are often found at gene promoter regions 
(Choi et al., 2013).  
I have been investigating the effects of histone methyltransferase gene mutations on 
the number and distribution of crossovers in Arabidopsis. I have so far mainly 
focussed on Atsdg2 mutants, where crossovers seem to form at more interstitial points 
on the chromosome, compared to wild-type. I have also shown that the number of 
crossovers may be increased, and that the effects of the mutation are restricted to the 
interference sensitive crossover pathway. These changes do not seem to result from 
early recombination defects or axis and synaptonemal complex morphogenesis. 
3.2 Results 
3.2.1 AtSDG2 is required for fertility but is dispensable for meiotic 
recombination  
Arabidopsis lines were obtained from NASC (European Arabidopsis Stock Centre) 
with T-DNA insertions within the AtSDG2 (ATXR3) gene. Homozygotes of Atsdg2-1 
(WISCDsLox361D10) and Atsdg2-3 (SALK_021008) (previously described in Berr et 
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al, 2010) show a dwarf phenotype and are sterile, despite being reported to produce 
~40% viable pollen (Figure 3.1). Heterozygotes of both lines are indistinguishable 
from wild-type plants. Atsdg2-1 and Atsdg2-3 contain their T-DNA insertions in exons 
1 and 4 respectively (Figure 3.2). Homozygous plants also have abnormal root 
development and show slower vegetative growth compared to Col 0 (Yao et al, 2013). 
It has been previously reported that the AtSDG2 gene is expressed strongly in bud 
tissue, based on RT-PCR and in situ hybridisation (Berr et al, 2010). The increased 
bud-tissue expression, sterility of the mutants and association of the H3K4Me3 mark 
at recombination hotspots, together suggested that Atsdg2 mutants might display 
meiotic defects and was worth investigating.  
Mutants which were homozygous for Atsdg2-1 and Atsdg2-3 were confirmed by 
genotyping (Figure 3.3). DAPI staining was performed on chromosome spread 
preparations of fixed material from Col 0 and the Atsdg2-1 mutant (Figure 3.4). 
Meiotic chromosomes in Col 0 and Atsdg2-1 meiocytes showed linear chromosome 
axes at leptotene (Figure 3.4 A and I), which paired along their lengths during zygotene 
(Figure 3.4 B and J) and displayed fully paired chromosomes at pachytene (Figure 3.4 
C and K). Chromosomes began to desynapse and condense at diplotene (Figure 3.4 D 
and L) and 5 bivalent chromosomes were visible at diakinesis (Figure 3.4 E and M) 
and metaphase I (Figure 3.4 F and N). Equal chromosome segregation then took place 
in both meiotic division stages (Figure 3.4 G and O). In Col 0, tetrads were produced 
with 5 chromosomes per nucleus (Figure H), while in Atsdg2-1, many tetrad cells 
possess only three nuclei (Figure 3.4 P). The frequency of tetrads showing this 
conformation was previously reported at ~50% (Berr et al, 2010) and a roughly similar 
proportion displayed this phenotype in my studies.   
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Figure 3.1: The sdg2-1 homozygote 
shows a clear dwarf phenotype 
compared to the sdg2-1 heterozygote 
and Col 0 plants. The sdg2 phenotype 
is visibly identifiable ~1 week following 
germination, as leaves are slightly 
curled.   
Col 0      sdg2-1/+      sdg2-1/-
*     *      *       *       
Figure 3.2: Schematic the AtSDG2 gene showing positions of T-DNA 
insertions in the two sdg2 mutants. Exons are  shown as black boxes, 
untranslated regions in grey. 
sdg2-1 sdg2-3
5’ UTR 3’ UTR
Figure 3.3: Genotyping sdg2-1 and sdg2-3 mutants by PCR of genomic
DNA and T-DNA. Plant which displayed the sdg2 phenotype (stars) all 
successfully amplified a product using the T-DNA specific primer set but 
failed to amplify the genomic DNA region of SDG2. 
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Metaphase I nuclei in Atsdg2-1 show that the mutant is not defective in formation of 
the obligate CO, as no univalent chromosomes were observed in several hundred cells 
analysed, where univalents would be noticeable (metaphase I onwards) (Figure 3.5). 
Chromosome fragmentation was observed in only one of the Atsdg2-1 meiocytes, 
indicating that DSB repair efficiency may be very mildly affected, though this was the 
only instance of fragmentation observed after viewing several hundred Atsdg2-1 
metaphase I nuclei (Figure 3.5 A, yellow arrow). Metaphase I chromosomes initially 
appeared unremarkable, as they do not display any obvious defects, but appeared 
distinct from Col 0 upon closer inspection, often showing shapes that may be 
indicative of an increased number or a redistribution of COs to positions more 
proximal to the centromere (Figure 3.5 B, red arrows). A chiasma count, suggested a 
significant difference in chiasma frequency between Col 0 (9.00 per cell; n=29) and 
Atsdg2-1 (10.95; n=20) (T-test P<0.001) (Figure 3.5 C), although some caution is 
required as FISH probes were not used in this analysis.  
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Figure 3.4: Meiosis in Atsdg2-1 appears to progress in the same way as in wild-type, until the
tetrad stage when ~50% of cells display 3 nuclei instead of 4. The shape of the metaphase I
chromosomes may be indicative of an altered pattern of crossover formation, either resulting from
an increased number of them or a re-distribution.
More metaphase I cells are shown in Figure 3.5
Scale bar = 10µm
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sdg2-1
Figure 3.5: A: Unusually shaped metaphase I chromosomes in sdg2-1, 
compared to WT. The projections from the sides of many of the 
chromosomes may be indicative of chiasma formation at more interstitial 
and centromere-proximal positions, or an increased number of chiasma per 
chromosome. A potential chromosome fragment is marked with a  yellow 
arrow. (Scale bar = 10µm)
B: Enlargements of some of the bivalents in panel A. Chiamata are marked 
with red arrows.  
C: Chiasma counts performed on WT and sdg2-1 metaphase I 
chromosomes showed a significant increase in the mutant (t-test P<0.001)
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3.2.2 Transcription of AtSDG2 and gene expression in an Atsdg2-1 
background 
A previous study on Atsdg2-1 performed a microarray analysis of transcripts obtained 
from young flower buds, identifying 452 genes which were downregulated more than 
two-fold compared to Col 0, and 273 which were upregulated (Berr et al, 2010). The 
researchers identified 11 genes involved in gametophyte development which were mis-
regulated in Atsdg2-1, along with an additional 7 which were identified by q-PCR. I 
cross-referenced the list of genes from their microarray experiment, against a list of 
115 known meiotic genes (list from Yang et al, 2011 plus meiotic genes identified since 
publication) to investigate whether any meiotic effects in the mutant might be caused 
by the altered transcription profile. None of the known meiotic genes were among the 
list of genes which are misregulated in Atsdg2-1. Microarray analysis of Atsdg2-1 was 
also performed by Guo et al, 2010, showing 321 genes downregulated by more than 
four-fold compared to wild-type and 271 genes upregulated. Raw data from this study 
was unavailable for analysis. The data in this study was generated from transcripts of 
12 day old whole seedlings, so may not be as informative for studying a potential 
meiotic role, as the data from Berr et al, 2010. 
The same study by Berr et al, reported that AtSDG2 was expressed at high levels in 
anthers and ovules, based on RT-PCR experiments. To see how this up-regulation 
compared to other SET-domain group genes, I took a list of the 42 known SET genes 
from The Arabidopsis Information Resource (https://www.arabidopsis.org) and then 
analysed them with Cuffdiff, for differential expression using PMC specific RNAseq 
data generated by Chen et al., 2010 (Analysis performed by Jianhua Yang, Coventry 
University). The results of this analysis are shown in Table 3.1. AtSDG2 does not show 
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particularly high expression in meiocytes, based on its RPKM (Reads Per Kilobase of 
transcript per Million mapped reads) value, and the variability between the two 
replicates suggests that its expression during meiosis may not be significant, in 
contrast to the findings reported in Berr et al, 2010. AtASHH3 (SDG7), which encodes 
a H3K36 methyltransferase, appears to show a higher expression, relative to the other 
genes in this family. Previous work involving this mutant showed no obvious 
developmental phenotype. It should also be noted that although the RPKM of 
AtASHH3 (~23) is high relative to the other genes analysed in this set, it would still be 
considered a low value RPKM. Also, most known meiotic genes, produce low RPKM 
values, while genes with no meiotic involvement may still produce high RPKM values, 
and  high variability between experimental replicates for AtSDG18 and AtSDG13 
(AtSUVR1) means that these values may not be significant (Jianhau Yang, personal 
communication).    
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AT1G02580 MEA 0.168619 0.118236 0
AT1G05830 ATX2 4.73107 5.56675 0
AT1G17770 SUVH7 0.029262 0.020518 0
AT1G04050 SUVR1 10.957 14.7144 1
AT1G26760 SDG35 1.18598 1.51433 0
AT2G05900 SDG11 0.448506 0.314005 0
AT2G19640 ASHR2 1.74843 2.58165 0
AT2G23380 CLF 2.38055 3.35708 0
AT2G33290 SUVH2 0.62114 0.748615 0
AT2G44150 ASHH3 22.7932 23.6536 0
AT2G22740 SUVH6 1.80501 2.44521 0
AT2G24740 SDG21 0.727795 0.629147 0
AT3G04380 SUVR4 1.22829 1.92643 0
AT3G59960 ASHH4 0 0.089771 0
AT3G61740 ATX3 3.28172 5.03709 1
AT4G02020 EZA1 2.443 2.89602 0
AT4G15180 SDG2 2.95525 4.0193 1
AT4G27910 ATX4 2.83831 4.64577 1
AT4G30860 ASHR3 1.68158 2.98419 0
AT4G13460 SDG22 2.96066 3.17674 0
AT5G06620 AT5G06610,AT 3.92175 4.34912 0
AT5G13960 SUVH4 3.33019 4.28977 0
AT5G17240 SDG40 3.52203 3.51777 0
AT5G43990 SDG18 10.7052 13.6073 1
AT5G53430 SDG29 5.53037 6.11699 0
AT5G09790 SDG15 3.14525 4.28682 0
AT5G24330 ATXR6 6.4447 6.41129 0
AT5G42400 ATXR7 0.94561 0.830167 0
Gene
RPKM
E1     E2 Significant?
Table 3.1: RPKM (Reads Per Kilobase of transcript per Million 
mapped reads) of known SET-domain group genes in PMC-
specific RNAseq data  generated by Chen et al, 2010. Results 
marked with a 1 in the significance column are deemed to show 
too much variation between experimental replicates (E1 and 
E2), and are therefore unreliable. SDG2 is indicated by a red 
arrow, as the subject of this study, ASHH3 is also indicated due 
to a notably high RPKM. 
73 
3.2.3 Atsdg2-1 PMCs show reduced levels of H3K4Me3 
Immunostaining of early prophase I PMCs was performed with antibodies against the 
meiotic axis component ASY1, which was dual-localised with H3K4Me3, to investigate 
whether H3K4Me3 levels are reduced in meiocytes in Atsdg2-1. Previously published 
work has shown that in Atsdg2-1, H3K4Me3 levels are reduced in root tip cells and 
whole seedling samples but meiocytes have not been looked at specifically (Guo et al, 
2010, Yao et al, 2013). Fluorescent microspheres (InSpeck, Life Technologies) were 
applied to chromosome spread preparations of fresh material (Lipsol spreading 
technique, see Materials and Methods) as a control for quantifying mean fluorescence 
intensity more accurately between sets of slides. Microspheres were imaged from sets 
of slides for Col 0 (n=12) and Atsdg2-1 (n=13), using specific exposure times, ie; all the 
microspheres on the Col 0 and Atsdg2-1 slides were exposed for the same duration. 
An additional, built-in control for this experiment is the fact that primary and 
secondary antibody solutions are prepared in single tubes, so all the slides in a set 
(wild-type control and mutant), are all treated with the same antibody solution, 
eliminating variability in antibody concentrations. Early prophase I PMCs (based on 
the appearance of ASY1 staining), were imaged from the same slides for wild-type 
(n=33) and Atsdg2-1 (n=29) (Figure 3.6). Signal intensity was quantified for whole 
nuclei using Nikon NIS-Elements software and adjusted based on the intensity of the 
fluorescent microspheres (Atsdg2-1 adjusted to 87% of original value). Atsdg2-1 PMCs 
showed a significant reduction in H3K4Me3 signal to 68% of the mean level seen in 
Col 0 (Two-tailed T-test p<0.0001) (Figure 3.7). This indicates that other histone 
methyltransferases responsible for making the H3K4Me3 modification are not able to 
fully compensate for the loss of AtSDG2 during meiosis.  
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Figure 3.6: Immunolocalisation of ASY1 and H3K4Me3 in Col 0 (A-D) and sdg2-1 (E-H) 
leptotene meiocytes. One of the  red fluorescent microspheres used as a control for 
measuring fluorescence intensity is visible next to the Col 0 cell.  
Scale bar = 5µm
Figure 3.7: Mean intensity of the H3K4Me3 signal in Col 0 and sdg2-1 nuclei, 
measured in greyscale units. 
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3.2.4 Early recombination, axis structure and synaptonemal complex 
morphogenesis appear unaffected by the Atsdg2-1 mutation 
Dual-immunostaining of the axis protein ASY1 and the synaptonemal complex 
transverse filament protein ZYP1, was performed to investigate the structure of the 
axis and synaptonemal complex in Col 0 and Atsdg2-1 PMCs, using lipsol-spread 
preparations of fresh bud tissue. Slides were analysed using SIM (structured 
illumination microscopy)(Applied Precision OMX Blaze, University of Dundee). At 
zygotene stage, Col 0 PMCs show bright, linear ASY1 staining in the unsynapsed 
regions of chromosome axis, arranged in alternating domains of hyper and lower 
abundance (Figure 3.8 A and C). This signal becomes less bright and more diffuse in 
the synapsed regions of the chromosomes. The synapsed chromosome regions are 
stained with ZYP1, which also produces a linear signal. Based on ASY1 and ZYP1 
staining, axis morphology and synapsis appear wild-type-like in the Atsdg2-1 mutant 
(Figure 3.8 B and D). The organisation of ASY1 into alternating domains of hyper 
abundance and lower abundance appears in Atsdg2-1 as it does in WT (Figure 3.8 C 
and D). ASY1 also appears to become less bright and more diffuse in the regions where 
ZYP1 has polymerised in Atsdg2-1. The cohesin protein SMC3 was also dual 
immunolocalised with ASY1, to further investigate whether any structural differences 
are present between Col 0 and Atsdg2-1. SMC3 was dual-localised with ASY1, and 
imaged with a conventional epi-fluorescence microscope (Figure 3.9). In Col 0 
zygotene PMCs, staining of SMC3 overlaps with ASY1 on unsynapsed chromosome 
regions, and brightness approximately doubles in synapsed regions, as would be 
expected from two overlapping signals. Analysis of zygotene PMCs from Atsdg2-1 did 
not reveal any noticeable differences to wild-type.    
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ASY1     ZYP1           DAPI
Figure 3.8: Dual immunolocalisation of ASY1 and ZYP1 in Col 0 and
Atsdg2-1 PMCs during zygotene, using SIM super-resolution microscopy.
The domains of hyper and lower abundance of ASY1 can be seen in both
WT and Atsdg2-1. ZYP1 appears to produce a more uniform linear signal,
compared to ASY1, and shows no apparent difference between Col 0 and
Atsdg2-1.
Scale bars = 5µm
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Figure 3.9: Dual-immunolocalisation of ASY1 and SMC3 in Col 0 and Atsdg2-1
PMCs 
Scale bar = 5µm
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I then decided to investigate whether the early stages of recombination in Atsdg2-1, by 
immunolocalisation of the recombinase enzyme RAD51, which is crucial to the repair 
of DSBs by recombination (Li et al., 2004). RAD51 was dual immunolocalised with 
ASY1 and foci were counted in early prophase I PMCs, identified based on the linear 
appearance of ASY1 staining (Figure 3.10). RAD51 appears to localise in comparable 
numbers in Col 0 (139 n=3 SD=4.1) and Atsdg2-1 (144 n=5 SD=2.4), suggesting that 
DSBs are formed at similar levels to those in Col 0, and that the early stages of 
recombination proceed as normal in Atsdg2-1. The meiosis-specific recombinase 
DMC1 also localises to Atsdg2-1 chromosomes in a similar manner to Col 0, forming 
numerous foci in early prophase I (Figure 3.11), as does the MutS homologue MSH4, 
which is involved the stabilisation of joint-molecules during homologous 
recombination (Figure 3.12). Together, these results indicate that meiotic 
recombination events initiate in similar numbers in Atsdg2-1 and Col 0.  
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Figure 3.10: Dual-immunolocalisation of ASY1 and RAD51 in Col 0 and Atsdg2-1
PMCs.
Scale bar = 5µm
Figure 3.11: Dual-immunolocalisation of ASY1 and DMC1 in Col 0 and Atsdg2-1
PMCs.
Scale bar = 5µm
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3.2.5 Crossover numbers are increased in Atsdg2-1 compared to Col 0 
Dual immunolocalisation of ZYP1 and MLH1, which marks sites of class I CO 
formation, was performed to investigate the effect of the Atsdg2-1 mutation on CO 
number and any possible effect on CO interference (Figure 3.13). In Col 0 cells, 9.4 
MLH1 foci are reportedly observed on pachytene chromosomes, similar to the average 
number of COs (Jackson et al., 2006). In this study the counts for Col 0, pachytene 
nuclei showed a mean of 10.0 MLH1 foci (n=6, SD=0.89) while in Atsdg2-1, the mean 
number of MLH1 foci was 13.1 (n=12, SD=0.90). This is consistent with the observed 
increase in CO frequency based on chiasma counts. HEI10 can also be used to observe 
the number of interfering CO at an earlier stage than MLH1 (Chelysheva et al., 2012). 
In Sordaria macrospora, HEI10 forms different classes of foci size during leptotene, 
the larger foci progressing to form COs, while the smaller ones are resolved as NCOs 
(De Muyt et al., 2014). HEI10 was dual immunolocalised with ASY1 and large HEI10 
foci were counted at leptotene (Figure 3.14). Col 0 meiocytes in early prophase I 
displayed an average of 9.8 large HEI10 foci (n=8, SD=1.28) while Atsdg2-1 displayed 
12.5 (n=8, SD=1.20). Together these data indicate that in the absence of AtSDG2, the 
total number of COs is increased, and that this increase is consistent with the observed 
increase based on chiasma scoring of DAPI stained metaphase I chromosomes. 
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Figure 3.12: Dual-immunolocalisation of ASY1 and MSH4 in Col 0 and Atsdg2-1
PMCs.
Scale bar = 5µm
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Figure 3.13: Dual-immunolocalisation of ASY1 and MLH1 in Col 0 and Atsdg2-1
PMCs.
Scale bar = 5µm
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Figure 3.14: Dual-immunolocalisation of ASY1 and HEI10 in Col 0 and Atsdg2-1
PMCs.
Scale bar = 5µm
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3.2.6 Crossover distribution is altered in Atsdg2-1 
I decided to further investigate the possible increase in CO formation in Atsdg2-1, 
using the fluorescent-tagged-line (FTL) system (Berchowitz and Copenhaver, 2008; 
Francis et al., 2007)(FTL lines provided by G. Copenhaver)(Figure 3.15). Three 
genetically linked fluorescence transgenes are expressed post-meiotically in pollen 
(See Appendix E for genomic locations). These fluorescence genes are in a quartet 
(qrt) mutant background. The qrt mutation prevents the separation of the four meiotic 
products (pollen grains). Different colour combinations are produced in individual 
pollen tetrads depending on the position of COs which occur between the transgenic 
markers. This allows direct visualisation of meiotic CO events for a single meiosis, 
which occur within the interval. The system was used to analyse the genetic distance 
between the markers in control Col 0 plants and in the Atsdg2-1 background. Six 
genetic intervals were analysed in Atsdg2-1 and Col 0, in three pairs of connected 
intervals located on two different chromosomes (2 and 5); I2f-I2g, I5a-I5b and I5c-I5d 
(see Appendix A for raw data). The total number of tetrads analysed in Atsdg2 is less 
than for Col 0 in all intervals, due to the strong reduction in pollen formation in the 
mutant, though in total 4 times as many flowers were analysed from Atsdg2-1 
compared to Col 0 (231 vs 57). 
The map distances determined from the FTL analysis are summarised in Figure 3.16. 
Map distance in I2f did not show any statistical difference between Col 0 and Atsdg2 
backgrounds (I2f; 6.14cM Col 0 vs 6.60cM Atsdg2-1; Z-test P=0.56) but a significant 
decrease in genetic distance was observed in Atsdg2-1 compared to Col 0 in the 
adjacent interval, I2g (5.05cM Col 0 vs 3.60cM Atsdg2-1 P=0.03). Both pairs of 
intervals on chromosome 5, I5a, I5b, I5c and I5d all displayed significantly increased 
genetic distance in Atsdg2-1 compared to Col 0 (I5a 25.1cM Col 0 vs 30.2cM Atsdg2-
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1. I5b 16.0cM Col 0 vs 19.8cM Atsdg2-1. I5c 6.3cM Col 0 vs 11.8cM Atsdg2-1. I5d 6.8cM
vs 11.7cM Atsdg2-1, P<0.0001 for all except I5b: P=0.0005). 
The FTL system can also be used to measure genetic interference across each interval, 
by taking into account whether the presence of a CO in the adjacent interval has 
reduced the probability of one occurring within the interval in question. The 
interference ratio (IR) is calculated using the Malkova method (Malkova et al., 2004), 
which essentially uses the Perkins equation (Perkins, 1949) to calculate map distances, 
when at least one CO is present in the adjacent interval and when there is no CO in the 
adjacent interval. The ratio between these two map distances is used to estimate the 
strength of interference originating from one interval, acting on the adjacent interval. 
When CO formation is entirely independent of the presence of a CO in the adjacent 
interval, IR=1. As the strength of interference increases, IR decreases, until it reaches 
0, in the case of total interference. Positive interference, where the presence of a CO 
increases the likelihood of another occurring in the adjacent interval, is indicated by 
IR values higher than 1.    
To summarise the data shown in Table 3.1, a small increase in IR was observed in the 
I2fg interval pair in Atsdg2-1 compared to Col 0, though this was not statistically 
significant. A significant increase in IR was recorded in Atsdg2-1 compared to Col 0 
for the I5ab interval pair, indicating a decrease in the level of CO interference. I5cd 
showed the opposite, with the IR showing a decrease in Atsdg2-1 compared to Col 0, 
indicating an increase in interference, though both intervals only showed borderline 
statistical significance (P=0.06 for both intervals). 
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Figure 3.15: Crossover analysis using fluorescent tagged lines. The four pollen 
products of each meiosis remain connected due to the quartet mutation. 
Crossovers which occur within the genetic interval produce colour patterns other 
than the parental, non-recombinant pattern (top). (eYFP signal appears green due 
to the filter used). 
Bottom: The locations of the fluorescent transgene markers used in our study. 5s 
and 45s rDNA regions are also shown.
eYFP eCFP MERGEdsRED2
2
I5c I5d I5a I5b
I2f g
2Mb
45s
5s
85 
Figure 3.16: Fluorescent tetrad analysis of different intervals within 
the Arabidopsis genome. sdg2-1 mutants display an increased map 
distance at 4 out of 6 intervals tested. 
Error bars = SEM   
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Table 3.2: CO interference ratios (IR) for the 6 genetic intervals  calculated from FTL data 
from Col 0 and sdg2-1. IR=1 in the absence of interference.
Statistical significance was calculated using a Z-test (P values shown in table).
I2f I2g I5a I5b I5c I5d
Col 0 0.116 0.113 0.345 0.271 0.458 0.461
sdg2-1 0.273 (P=0.29) 0.260 (P=0.31) 0.480 (P=0.004) 0.364 (P<0.001) 0.213 (P=0.06) 0.212 (P=0.06)
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3.2.7 The increased CO frequency in Atsdg2-1 is not due to an increase in 
class II COs 
Atsdg2-1 was crossed with Atmsh5, which is required for the formation of class I COs. 
Chiasma counts of WT metaphase I cells showed an average chiasma count per cell of 
9.00 (n=29) (Figure 3.17).  Atsdg2-1/Atmsh5 (1.28 chiasma per cell, n=53) and 
Atmsh5 (1.21 chiasma per cell, n=56) were clearly reduced compared to Col 0, though 
were not significantly different from each other (T-test; T(109) =0.36, P= 0.71) and were 
similar to previously published work on Atmsh5 (Higgins, et al. 2008)(Figure 9). A 
slightly higher variance was observed in Atsdg2-1/Atmsh5 (1.47) compared to Atmsh5 
(0.68), though this was not statistically significant (ANOVA P=0.73). 
To address the same question via a different approach, immunostaining experiments 
with MUS81, which marks the sites of class II, interference-insensitive COs, does not 
show any clear difference in Atsdg2-1, compared to Col 0 which displays 2 MUS81 foci 
and Atsdg2-1 displaying only 1 at late pachytene stage (both n=1), indicating that the 
effect on CO distribution may not result from a change in the control of class II CO 
formation (Figure 3.18), although since n=1, repeat experiments would need to be 
performed before a confident interpretation can be made.    
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Figure 3.17: FISH of 5s (red) and 45s (green) rDNA probes in DAPI-stained metaphase I 
PMCs in Col 0 (A), Atmsh5 (B) and Atsdg2 x Atmsh5 (C,D) (Above).  
Scale bar = 5µm
Chiamsa frequency of Col 0, Atmsh5 and Atsdg2-1 x Atmsh5.  Error bars = standard error 
(Below).
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Figure 3.18: Dual-immunolocalisation of ASY1 and MUS81 in Col 0 and Atsdg2-
1 PMCs.
Scale bar = 5µm
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Figure 3.19: Dual-immunolocalisation of ASY1 and H3K56Ac in Col 0 and 
Atsdg2-1 PMCs.
Scale bar = 5µm
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3.2.8 Atsdg2-1 PMCs are not defective in H3K56Ac deposition 
The H3K56Ac histone modification has been shown to be involved in DSB-repair 
template choice, by promoting repair via the sister chromatid in yeast (Muñoz-Galván 
et al., 2013). I decided to investigate whether the phenotype of Atsdg2-1 might be due 
to the loss of some H3K4Me3, leading to a loss of other histone modifications. I dual-
immunolocalised the H3K56Ac modification with ASY1 to see if any differences were 
apparent between Col 0 and Atsdg2-1. Initial experiments to investigate the 
localisation of this mark in early prophase I, did not reveal any clear differences 
(Figure 3.19). Other histone acetylation antibodies, such as H4K16Ac, will also be 
investigated, as well a more thorough analysis of H3K56Ac.  
3.2.9 SDG proteins in ASY1 pulldown data 
Mass spectrometry data of proteins pulled down by immunoprecipitation of ASY1 (K. 
Osman, J. Yang and F.C.H. Franklin unpublished data, protocol in Osman et al., 2013, 
contained two SDG proteins.  SDG18 (SUVR2) was identified in 3 of 11 pull-down 
experiments and SDG10 (EZA1, SWN) was identified in 1. SDG18 is a 
methyltransferase of H3K9, while the target of SDG10 is unknown. AtSDG2 was not 
identified in this data.   
3.2.10 SC length is unchanged in Atsdg2-1 
The length of the SC has been reported to be correlated with the CO frequency. In 
Arabidopsis, male SCs are physically longer than female, and display a proportional 
increase in genetic distance (Giraut et al., 2011). With this in mind for the Atsdg2-1 
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mutant, which appears to be displaying an increased CO frequency, I decided to 
measure the SC length at pachytene, by manually measuring ZYP1/ASY1 
immunostained PMCs at the pachytene stage (using NIS-elements software, Nikon). 
Mean SC length in Col 0 PMCs was 178.32µm (n=5, standard error = 8.4) while 
Atsdg2-1 was 188.89µm (n=6, standard error = 5.97). These values did not show a 
statistically significant difference (two-tailed T-test, P=0.32).  
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Figure 3.20: Mean SC length measurements from
sdg2-1 (n=6) and Col 0 (n=5), based on measurements
made of ZYP1 stained SC in pachytene PMCs.
The difference is not significant. T-test, 2-tailed P=0.32
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3.3 Discussion 
The general finding of this work, that CO frequency is increased in an Atsdg2 
background, is unexpected. The published literature shows that AtSDG2 displays 
strong expression in bud tissue, Atsdg2 mutants are sterile and the H3K4Me3 
modification which it produces has a known association with recombination hotspots. 
These were all indicators that an Atsdg2 null mutant might suffer some form of meiotic 
defect. Instead, PMCs of Atsdg2-1 appear cytologically normal until the tetrad stage, 
and show subtle changes in crossover frequency, distribution and interference.  
3.3.1 An increased CO frequency in Atsdg2-1 
Several independent lines of evidence from my studies point to an increase in the 
number of COs in Atsdg2-1. The FTL analysis indicates that genetic distance is 
significantly increased in both pairs of intervals tested on chromosome 5 in Atsdg2-1 
compared to Col 0, while interval I2g shows a significant decrease in Atsdg2-1 and I2f 
shows no significant change. This could reflect increases in CO frequency occurring at 
the chromosome level, affecting different chromosomes in different ways, as was 
reported for a histone H3 acetylation mutant, which had increased CO frequency in 
chromosome 4 and decreased CO frequency in chromosomes 1 and 2 (Perrella et al., 
2010). Alternatively, changes in CO frequency could be operating on a smaller scale, 
affecting certain chromosome regions more than others, as was reported for a histone 
deacetylase (Sir2) mutant in yeast (Mieczkowski et al., 2007). It is not possible to 
differentiate between these two possibilities from the current data, though additional 
FTL intervals or FISH labelling of PMCs to differentiate between different 
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chromosomes could help provide an answer. It should also be noted here that a bias of 
the FTL system is that only viable tetrads are scored, meaning the 3-nuclei/polyad 
PMCs which presumably mature into 3-pollen ‘triads’, are not included in the analysis. 
If these cells experience a stronger effect resulting from the Atsdg2-1 mutation, which 
leads to them forming 3 nuclei instead of 4, then the FTL analysis would be based only 
on the cells experiencing a weaker effect, and could potentially influence the outcome. 
An increase in CO numbers in Atsdg2-1 is evidenced by chiasma counts performed on 
metaphase I PMCs (Col 0 9.00 vs Atsdg2-1 10.95), foci counts of MLH1 at pachytene 
(Col 0 10.0 vs Atsdg2-1 13.1) and foci counts of large HEI10 foci at leptotene (Col 0 9.8 
vs Atsdg2-1 12.5). These numbers appear to show a general trend of a modest but 
significant increase in CO frequency, while the unusually shaped metaphase I 
chromosomes seen in Atsdg2-1 (Figure 3.5 B), combined with the FTL analysis, 
support the conclusion that this mutant shows altered CO distribution compared to 
Col 0.  
The observed increase in COs seen in Atsdg2-1 is unexpected, given the involvement 
of H3K4Me3 in recombination hotspots. Less H3K4Me3 might be expected to result 
in a reduced number of hotspots, and a concomitant reduction in the CO frequency, 
but instead, the COs appear to have moved elsewhere in the genome, and occurred 
more frequently. One possible explanation is that in Atsdg2-1, a subset of H3K4Me3 
has been lost, and recombination has instead occurred at AtSDG2-independent 
H3K4Me3 sites, as is the case for PRDM9 (Brick et al, 2012). In this hypothesis, these 
sites might be distinguished as being recombinationally hot in some other way, such 
as by an addition or loss of an alternative epigenetic mark, resulting in the observed 
re-distribution and increase in COs. Several additional epigenetic factors are known to 
be hotspot associated in Arabidopsis, such as DNA methylation, low nucleosome 
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density and the presence of the histone variant, H2A.Z (Choi et al, 2013). Another issue 
with my initial hypothesis is the assumption that a reduced number of hotspots would 
lead to reduced CO frequency. When RNAi is used to generate spo11 knockdown lines, 
only the lines which show severely reduced DSB numbers show a reduction in CO 
numbers, due to CO homeostasis mechanisms (Roberts, 2009).  
The changes in CO frequency seen in Atsdg2-1 could result from defective SPO11 
targeting mechanisms. A study of ZMM mutants in yeast, which experience pairing 
defects, showed that they also experience an increase in DSB formation, due to the 
presence of unpaired homologs which are thought to control the negative feedback 
mechanisms normally inhibiting continued DSB formation on paired chromosomes 
(Thacker et al., 2014). Based on mapping of Spo11-bound oligonucleotides, the study 
also found that ZMM mutants experienced greater or lesser DSB frequencies in 
different chromosomal regions, and that not all chromosomes were affected equally. 
Combined with the findings of PRDM9 studies, the conclusion to this is that Spo11 will 
continue to produce DSBs until restrained by negative feedback mechanisms, and that 
in the absence of Spo11 targeting (eg, PRDM9), or H3K4Me3, it will still continue to 
produce DSBs at alternative sites until negative feedback is implemented. SPO11 
targeting may have evolved exclusively in animals, based on the fact that PRDM9 has 
only been identified in animals, and mutating it leads to the DSB hotspots reverting 
back to the ‘default’ H3K4Me3 locations of promoter regions where they would be 
found in budding yeast and plants (Brick et al., 2012). The loss of some H3K4Me3 in 
Atsdg2-1 could potentially be affecting this default mechanism of SPO11 targeting, 
leading to altered DSB distributions which, if similar to the situation in yeast, might 
not affect all chromosomes equally, as we see in the FTL analysis. The next question is 
whether AtSDG2-dependent H3K4 tri-methylation is targeted to particular genomic 
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loci and if so, how are they determined?  If recombination is relocating to alternative 
H3K4Me3 sites, what makes them alternative? The alternative DSB sites would also 
not necessarily be H3K4Me3 associated, as in yeast when the H3K4 methyltransferase 
Set1 is disrupted, and DSB formation instead depends on H3K79 methylation, 
produced by Dot1 (Ismail et al., 2014).  
The decrease in H3K4Me3 levels has been shown to affect the transcription of a large 
number of genes in Atsdg2-1 mutants (Berr et al, 2010, Guo et al, 2010). This is likely 
due to the loss of H3K4Me3 at promoter sites, where it would normally be enriched 
and is likely to enhance transcription factor binding (Zhang et al., 2009; Vermeulen et 
al., 2007; Lauberth et al., 2013). It is possible that transcription factor binding 
normally occludes accessibility to sites which would otherwise be recombination 
hotspots. The absence of transcription factor binding at these sites in the Atsdg2-1 
background would therefore open these sites up to the recombination machinery, and 
lead to the observed redistribution and/or increase in CO formation. However, studies 
which mapped DSB sites in yeast, by sequencing Spo11-bound DNA oligomers, found 
little change between wild-type and transcription factor mutants (Mieczkowski et al., 
2006; Zhu and Keeney, 2015). The study by Zhu and Keeney also examined the 
relationship between the openness of chromatin, based on nuclease sensitivity, and 
DSB hotspot activity, but similarly found that although changes occurred between 
mutants and controls, these did not show a clear correlation. Variations in chromatin 
openness did often alter the DSB pattern when examined at a fine scale. Although the 
study found that transcription factor binding motifs, for the two transcription factors 
studied, showed a strong correlation with hotspot localisation, actual transcription 
factor binding sites determined with chromatin immunoprecipitation, showed almost 
no relationship with DSB hotspots. Changes in hotspot activity between mutants and 
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wild-type were also shown not to correlate with H3K4Me3 levels in this analysis, 
suggesting that despite the known association between these two factors, quantitative 
measures of H3K4Me3 does not act as a predictor of DSB frequency at hotspots. If 
Arabidopsis displays similar properties to those observed in yeast in this study, then 
a simple hypothesis of transcription factor binding differences based on reduced 
H3K4Me3 levels in Atsdg2-1, might not be sufficient to explain the changes in CO 
distribution recorded in my studies. One major difference between my work and that 
of Zhu and Keeney, 2015, is that my studies have been focussed on COs, rather than 
DSB hotspots. Changes in CO number and distribution would not necessarily require 
any change in DSB hotspot distribution, and while transcription factors might not 
influence the binding of the DSB producing machinery, they could potentially have 
some effect on downstream processes, such as the length of DSB-end resection or the 
binding of CO promoting proteins.  
3.3.2 Reduced interference in Atsdg2-1 
The finding that RAD51 foci counts appear similar between Col 0 and Atsdg2-1, as well 
as the similar appearance of DMC1 and MSH4 foci, suggests that early recombination 
events occur in similar numbers in Atsdg2-1 as they do in Col 0. This means that the 
observed increase in CO number is less likely to be due to an increase in the number 
of DSBs, which might be considered an unlikely scenario anyway, as experiments using 
SPO11-RNAi lines have demonstrated CO homeostasis, where moderate decreases in 
DSB frequency have little effect on the final number of COs (Roberts, 2009). This still 
holds true for moderate increases in DSB number, when demonstrated in mice 
possessing additional copies of the Spo11 gene (Cole et al., 2012a). It seems a more 
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likely scenario that a slightly higher proportion of recombination events are being 
designated as COs, which could result from the observed reduction in the level of 
interference. This hypothesis is supported by the increased interference ratio in two of 
the three FTL interval-pairs analysed.   
The FTL analysis indicates that CO interference is affected differently in each interval 
pair. The individual intervals of each pair showed similar changes in IR in Atsdg2-1 
compared to Col 0. In I2f for example, the IR in Atsdg2-1 was 0.273, vs 0.116 in Col 0. 
A similar pattern is observed in all 6 intervals tested, whether increasing or decreasing. 
This is expected, and perhaps only confirms that interference is operating in both 
directions, from one interval to the adjacent one, more or less equally. A more 
interesting finding is that each interval pair shows a different outcome, one with 
increased interference, one with decreased and the other showing little change.  
3.3.3 Potential meiotic involvement of other SET domain proteins 
The ASY1 immunoprecipitation data revealed that AtSDG10 (EZA1) and AtSDG18 
(SUVR2) were identified in the mass spectrometry analysis. AtSDG18 also showed 
relatively high RPKM values in the RNAseq data, though the difference between these 
values categorises them as insignificant. AtSDG18 also contains a zinc-ion binding, 
Pre-SET domain which could possibly be involved in DNA binding. AtSDG18 would 
therefore be an interesting candidate for future studies into this area. The absence of 
AtSDG2 from the ASY1 immunoprecipitation data is not entirely unexpected, and does 
not necessarily make it any less likely to have a meiotic role, as the interaction between 
AtSDG2 and its target, histone H3, might be transient.  
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3.3.4 Altered gene regulation in Atsdg2-1 
AtSDG2 was not significantly upregulated based on our analysis of PMC-specific 
RNAseq data, generated by Chen et al, 2010. This was surprising based on previous 
findings by Berr et al, which reported that SDG2 is highly upregulated in bud tissue. 
The immunostaining of H3K4Me3, while not providing any information regarding the 
transcriptional expression level of AtSDG2, does indicate that perturbing its function 
causes a reduction in H3K4Me3 levels in PMCs. It would be interesting in future 
experiments to transform plants with a meiosis specific promoter driving the 
expression of RNAi or inactive CRISPR/Cas9 targeted against AtSDG2 in addition to 
other H3K4 methyltransferases to investigate the effects of even further loss of this 
modification during meiosis. Causing further reduction of H3K4Me3 in the whole 
organism by performing genetic crosses between different SET gene mutants is 
unlikely to yield viable plants, but could also be attempted. Previous experiments from 
our lab where T-DNA insertion mutants of the histone methyltransferases, Atashh2 
and Atashh3, were crossed together to reduce H3K36Me3 levels to lower levels than 
in either individual mutant, yielded plants which suffered severe developmental 
defects. Atsdg2-1 already displays a more severe somatic phenotype compared to 
Atashh2.  
The absence of transcripts with a known meiotic role in the Atsdg2-1 microarray 
analysis performed by Berr et al, 2010, makes the possibility of the observed effects 
being the result of a misregulation of a different gene, less likely, but still possible since 
not every gene involved in meiosis has yet been characterised and the complex protein-
protein interactions involved in meiosis are far from being fully understood.  
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3.3.5 A possible DSB repair defect in Atsdg2-1 
The presence of a single chromosome fragment out of several hundred cells looked at, 
might not be biologically meaningful, and should not be over-interpreted but could 
suggest a minor reduction in the efficiency of DNA repair pathways in Atsdg2-1. An 
analysis of a higher number of cells might be needed to confirm this, with just as 
careful scrutiny looking at Col 0 cells to see how frequently chromosome fragments 
would be expected normally.  
3.3.6 SC length is not significantly different in Atsdg2-1 
I hypothesized that the increased CO frequency in Atsdg2-1 might be reflected in a 
concomitant increase in SC length. This correlation is observed between male and 
female meiosis in Arabidopsis, where male meiocytes have an increased CO frequency 
and SC length compared to female meiocytes (Giraut et al., 2011). A similar situation 
is seen in condensin mutants in C. elegans (Mets and Meyer, 2009). The absence of a 
significant change in SC length in Atsdg2-1 was unexpected, but not unprecedented. 
Atfigl and Atfancm mutants, both of which are reported as having increased CO 
frequency, also do not show a change in the length of the SC, though these mutants 
display an increase in the frequency of non-interfering COs, unlike Atsdg2-1 which 
increases the frequency of interfering COs (Girard et al., 2015; Crismani et al., 2012). 
Libuda et al., 2013 demonstrated in C. elegans, that each CO is associated with a 0.4-
0.5µm increase in axis length. Given the variability in my own SC length 
measurements and the small increase in CO frequency, a similar increase in axis/SC 
length per CO would be unlikely to be detectable. The same study demonstrated that 
when SC central element proteins were partially depleted, the CO frequency increased, 
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suggesting that the SC is restraining CO formation in C. elegans. Whether or not 
AtZYP1 loads onto the SC at wild-type levels in Atsdg2-1 is unknown but could be 
measured in future experiments in a similar way to the AtASY1 intensity 
measurements discussed in Chapter 5. A change in SC length may have supported a 
model where the altered CO distribution in Atsdg2-1 results from changes in the axis-
loop organisation of chromosomes, such as by changes in loop length or inter-loop 
base module spacing (Kleckner, 2006). The absence of a significant difference does 
not entirely rule this possibility out either. A recent yeast study which demonstrated 
the link between transcription and axis-loop organisation also supports this 
possibility, as transcription is known to be strongly affected for many genes in Atsdg2-
1 (Sun et al., 2015). This study showed meiotic cohesin (Rec8) is preferentially 
deposited at the 3′ end of genes, due to RNA-polymerase II activity, and that Rec8 
dictates the genomic location of Red1 binding. This activity keeps the 3′ end of genes 
recombinationally cold while ensuring that actively transcribed genes and their 
recombinationally hot promoters remain in the chromatin loops (Figure 1.5). The 
effects of the Atsdg2-1 mutation on transcription could therefore be altering the 
organisation of meiotic chromosomes by this mechanism, and could be responsible for 
the observed changes in CO distribution.  
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Chapter 4 
Characterisation of an Atmrg2 allele reveals a defect in 
AtPRD3 function
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4.1 Introduction 
MORF4 (mortality factor on chromosome 4) was originally identified as a cell 
senescence gene which can induce mortality in certain immortal human cell lines 
(Bertram et al., 1999).  The human MRG-family genes MRG15 and MRGX are highly 
transcribed in all tissues, with the proteins localized to cell nuclei. MORF4, MRG15 
and MRGX are predicted to contain leucine-zipper and helix-loop-helix domains such 
as those found in transcriptional regulators (Pardo et al., 2002). The amino acid 
sequence of MRG15 is 96% similar to MORF4 but does not induce cellular senescence 
when expressed in immortal cell lines. The helix-loop-helix and leucine-zipper 
domains of MRG15 are required for a direct interaction with the tumour suppressor 
retinoblastoma (Rb), leading to the activation of the B-myc promoter (Leung et al., 
2001). Unlike MORF4 or MRGX, MRG15 also contains a chromatin-binding chromo-
domain at its N-terminus, similar to that found in retinoblastoma-binding protein-1 
(RBP-1) (Bertram et al., 1999). Chromo-domain proteins are chromatin remodelling 
factors involved in either nucleosome movement or histone modification (reviewed in 
Jones et al., 2000). Some chromo-domain proteins have been demonstrated to 
associate with DNA and RNA, but most interact with methylated histone tails 
(Reviewed in Brehm et al., 2004). In budding yeast, the MRG15 homologue Eaf3 
associates with methylated H3K36 (Carrozza et al., 2005; Keogh et al., 2005) with the 
same modification being recognised by human MRG15 (Zhang et al., 2006). In 
Drosophila the chromo-domain proteins HP1 and Polycomb bind to methylated H3K9 
and H3K27 tri-methylation respectively (Bannister et al., 2001; Lachner et al., 2001; 
Cao et al., 2002).  
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Homologues of MRG15 have been identified in 18 different species (Bertram and 
Pereira-Smith, 2001). In addition to their chromatin-binding properties, MRG-family 
proteins are thought to associate with histone acetyl transferases (HATs) and histone 
de-acetylases (HDACs)(Carrozza et al., 2005; Joshi and Struhl, 2005; Keogh et al., 
2005).  
Histone acetylation is a post-translational histone modification known to influence the 
distribution of DSB hotspots in yeast (Mieczkowski et al., 2007). Mutation to Sir2, a 
histone deacetylase, caused increased DSB frequency in some regions and decreased 
it in others, affecting the DSB frequencies of 12% of all genes. In Arabidopsis, a histone 
H3 acetylation mutant, Atmcc1, was reported to show increased CO frequency and 
altered CO distribution in chromosome 4 and decreased CO frequency in 
chromosomes 1 and 2, which also failed to produce the obligate CO in some cells 
(Perrella et al., 2010). 
MRG15 is a known component of both HAT and HDAC complexes and is also involved 
in cell differentiation and DNA repair by homologous recombination (Pena and 
Pereira-Smith, 2007; Sy et al., 2009; Hayakawa et al., 2010; Pena et al., 2011). MRG15 
has been demonstrated to bind to a protein called PALB2, which is involved in DNA 
damage repair by acting as an intermediary between BRCA1 and BRCA2, which in turn 
recruits RAD51 (Hayakawa et al., 2010). The Hayakawa et al study knocked down 
MRG15 expression with siRNA, leading to a reduction in gene conversion rates in 
HeLa cells, in contrast to an earlier paper which reported a hyper-recombination 
phenotype when PALB2 was mutated to prevent it binding to MRG15 (Sy et al., 2009). 
The two results are consistent with it performing distinct, antagonizing functions 
dependent on its interaction with different binding partners; MRG15 is part of a HDAC 
complex (Sin3), HAT complex (Tip60) and the BRCA DNA repair complex. It has been 
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reported elsewhere that acetylation by Tip60 is required to suppress non-homologous 
end-joining in favour of BRCA1 mediated repair, demonstrating a link between histone 
acetylation and DNA damage repair pathway choice (Tang et al., 2013). 
The C. elegans MRG15 homologue, MRG1, is required for primordial germ cell survival 
and proliferation by silencing X-linked genes in the germ line, through its association 
with the chromatin of autosomes but not X-chromosomes (Takasaki et al., 2007). This 
pattern of autosome-only association is also seen in a histone methyl-transferase of 
H3K36, MES4, which is also involved in X-linked gene silencing, though it does not 
seem to be required for the localisation of MRG1 (Bender et al., 2008; Takasaki et al., 
2007). Mutation to MRG1 in C. elegans has been reported to cause chromosomal 
fragmentation at diakinesis, leading to germ-line apoptosis (Xu et al., 2012a). This 
apoptosis is dependent on DNA damage checkpoint genes CLK2/RAD5 and the 
pachytene checkpoint gene PCH2, indicative of the protein having roles in DNA repair 
and synapsis. The role of MRG1 in DSB repair is further evidenced by SPO11 
dependant RAD51 foci, which persisted for longer than normal in mrg1 worms, and 
increased chromosomal fragmentation and germ cell apoptosis upon exposure to γ-
radiation in these mutants compared to wild-type. The loss of MRG1 also causes 
defects in pairing of homologous autosomal chromosomes independent of pairing 
centres (cis-acting genetic elements that associate with nuclear membrane proteins in 
prophase I to facilitate pairing), leading to a delay in SC assembly and SC assembly 
between non-homologous chromosomes (Dombecki et al., 2011).  
Preliminary analysis of Atmrg2-1, a mutant allele of the Arabidopsis MRG15 
homologue, AtMRG2, revealed reduced fertility (Toshiro Ito, personal 
communication). As this suggested a possible meiotic defect, I undertook a detailed 
analysis of meiosis in the mutant. The results of this study are presented below. 
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Although, this confirmed that the reduced fertility in Atmrg2-1 was indeed due to a 
defect in meiosis, it was revealed that this was due to disrupted expression of the 
closely linked AtPRD3 gene (De Muyt et al., 2009) rather than a direct consequence of 
loss of AtMRG2.  
4.2 Results 
4.2.1 Fertility is reduced in Atmrg2-1 compared to Col 0 
AtMRG2 was identified by our collaborators at Temasek Life Sciences laboratory in 
Singapore, as being upregulated in a microarray screen of a microsporogenesis mutant 
(SPL/NZZ). The AtMRG2 gene (Locus: AT1G02740) is one of two MRG-domain 
encoding genes in Arabidopsis. The other, AtMRG1 (Locus: AT4G37280) encodes a 
protein which displays 51% amino acid identity with AtMRG2. However mutation of 
this gene by T-DNA insertion (Salk_144163, Salk_023229 and Salk_089867) does not 
result in any obvious vegetative or reproductive defects, based on plant morphology 
(data not shown). AtMRG2 consists of 10 exons, encoding a 38kDa protein of 327 
amino acids which contains a histone binding chromo-domain at its N-terminal region 
and a conserved MRG-domain at its C-terminal region. Although no link between 
SPL/NZZ and AtMRG2 was demonstrated, AtMRG2 was investigated further to see if 
it has a role in fertility and meiosis. Atmrg2 mutants were grown from a segregating 
T-DNA insertion line (Salk_035089, hereafter referred to as Atmrg2-1), available
from NASC (European Arabidopsis Stock Centre). The T-DNA insertion in the 
Atmrg2-1 mutant is located in the 4th exon, between the chromo-domain and MRG-
domain coding regions (Figure 4.1). Although this mutation abolishes the full length 
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transcript, the 5′ region of the gene which encodes the chromo-domain region, is still 
transcribed into mRNA, detectable by RT-PCR. No transcript was detected by RT-
PCR, using primers spanning the T-DNA insertion (Figure 4.2, see Appendix D for 
primers) (MRG2 Pre-T-DNA Fw/Rv, MRG2 post-T-DNA Fw/Rv primers, MRG2 
Trans-T-DNA region was amplified using Pre-T-DNA Fw primer with post-T-DNA Rv 
primer). 
The Atmrg2-1 plants grown from heterozygous seeds appeared to show no discernible 
vegetative phenotype, compared to Col 0. However, some of the Atmrg2-1 plants 
displayed strongly reduced fertility (Figure 4.3 A), apparent from short silique length 
(Figure 4.3 B) and low seed production (Figure 4.3 C) (4.9mm mean silique length and 
1.7 mean seeds per silique n=50) compared with Col 0 (12.6mm mean silique length 
and 49.9 mean seeds per silique n=30). Genotyping confirmed that only the plants 
homozygous for the T-DNA insertion displayed the reduced fertility phenotype (using 
primers SALK_035089 GT_a with b for WT allele; SALK_035089 GT_b with LBb1.3 
for mutant allele). Seeds for subsequent sowings were collected from heterozygous 
plants, and from these sowings homozygous plants were selected based on their clearly 
reduced silique length.  
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Figure 4.3: Atmrg2-1 shows a clear reduction in fertility 
compared to Col 0, based on silique length  (A and B) and 
seed count (C).
(Error bars in B and C show standard error).
Atmrg2-1        Col 0
A
B C
Atmrg2-1 Atmrg2-4
ATG TAG
Figure 4.1: Schematic of T-DNA insertion locations within the  AtMRG2 locus for the Atmrg2-1
and Atmrg2-4 alleles. 
26231
Atmrg2-1 Col 0
MRG2 pre-
T-DNA
MRG2 
trans-T-DNA
MRG2 post-
T-DNA
348 bp
395 bp
507 bp
Figure 4.2: RT-PCR of MRG2 pre-T-DNA, trans-T-
DNA (primers either side of the predicted T-DNA 
insertion site), and post-T-DNA. A product for 
the trans-T-DNA site could only be produced in 
Col 0, not in Atmrg2-1.  
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4.2.2. Atmrg2-1 is defective in CO formation and is asynaptic 
Pollen mother cells (PMCs) from Col 0 and Atmrg2-1 plants were analysed 
cytologically with 4’,6-diamidino-2-phenylindole (DAPI) staining of chromosome 
spread preparations of fixed bud material. Meiotic chromosomes in Col 0 PMCs 
showed linear chromosome axes at leptotene (Figure 4.4 A), which paired along their 
lengths during zygotene (Figure 4.4 B) and displayed fully paired chromosomes at 
pachytene (Figure 4.4 C). 5 bivalent chromosomes were visible at diakinesis (Figure 
4.4 E) and metaphase I (Figure 4.5 A). Accurate segregation was observed in both 
meiotic division stages (Figure 4.5 B-E), producing tetrads with 5 chromosomes per 
nucleus (Figure 4.5 F). Atmrg2-1 PMCs in contrast, never showed any fully paired 
chromosomes (Figure 4.4 H) and virtually all metaphase I PMCs contained only 
univalents (Figure 4.5 G). Bivalent chromosomes were observed only twice, out of 
>100 metaphase I nuclei analysed (Figure 4.6 C-F). Fluorescence in-situ hybridisation
(FISH) probes for 5s and 45s rDNA was applied to these chromosomes to allow 
identification of the individual chromosomes, and confirmed that these chiasmata had 
occurred between homologous chromosomes. However, chromosome ‘stickiness’ was 
often observed in Atmrg2-1 at metaphase I, which did not appear show any preference 
for forming between homologous chromosomes (Figure 4.6 G and H). Chromosomes 
then segregated randomly at each division stage, often producing aneuploid nuclei in 
the tetrads. Chromosome fragmentation was not observed in the mutants.   
To investigate the structure of the meiotic chromosome axis and synaptonemal 
complex, immunostaining with anti-ASY1 and anti-ZYP1 antibodies was performed in 
Col 0 and Atmrg2-1 meiocytes in early prophase I. ASY1 is a known component of the 
chromosome axis (Armstrong, 2002), while ZYP1 is the transverse filament protein 
required for formation of the synaptonemal complex (Higgins et al., 2005). In Col 0 
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plants, ASY1 is present as numerous foci in G2 which form a continuous, linear signal 
at leptotene. Foci of ZYP1 are present at leptotene, which lengthen into increasingly 
long stretches during zygotene, forming a continuous signal along the whole length of 
each chromosome at pachytene (Figure4.7 A-D). In Atmrg2-1, ASY1 appears as it does 
in Col 0, but ZYP1 is usually only observed as foci, and occasionally as short stretches 
(Figure 4.7 E-H). Full ZYP1 polymerisation was never observed using 
immunolocalisation (n=10), in addition to no fully paired pachytene chromosomes 
being observed during extensive analysis of DAPI stained chromosome spread 
preparations (Figure 4.4), suggesting the Atmrg2-1 mutant is asynaptic.  
To investigate the early stages of recombination, immunolocalisation with ASY1 and 
RAD51 was performed. RAD51 has been previously used as a marker of DSB sites, as 
it is an essential component of the DNA damage response (Li et al, 2004). Localisation 
of RAD51 in Col 0 shows that the protein localises early in prophase I, forming 
numerous, axis-associated foci which reduce in number over the course of prophase I 
(Figure 4.8 A-D). RAD51 foci were also detected in Atmrg2-1 (Figure 4.8 E-H) 
suggested that the early stages of recombination were proceeding in the mutant. 
Surprisingly, a similar pattern of RAD51 localization was observed in an Atspo11-1-4 
(WiscDsLox_461-464J19) line which was used as a control (Figure 4.8 I-L).   
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Figure 4.4: Meiotic  atlas of 
prophase I in Col 0 (A-E) and 
Atmrg2-1 (F-J) plants. An 
absence of pairing is seen at mid-
prophase I in Atmrg2-1 (H) 
compared to Col 0 (C), so proper 
pachytene nuclei are not 
observed in Atmrg2-1. At 
diplotene and diakinesis, 5 
bivalent structures are observed 
in Col 0 (D and E), while 10 
structures are seen in Atmrg2-1
(I and J).
Scale bar = 10µm
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observed, each containing 5 chromosomes 
(E and F). Atmrg2-1 meiocytes at the same 
stage often form polyads containing variable 
numbers of chromosomes (K and L). 
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Figure 4.6: Fluorescence in-situ 
hybridisation of 5s (red) and 45s (green) 
rDNA probes in Col 0 (A) and mrg2-1 (B-F) 
PMCs at metaphase I.  The two bivalents 
observed in mrg2-1 are magnified in D and 
F. Examples of chromosome ‘stickiness’
seen in mrg2-1 are shown in G and H.
Scale bar= 10µm
G H
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DAPI ZYP1 MERGEASY1 
Col 0
mrg2-1
Figure 4.7:  Immunolocalisation of ASY1 and ZYP1 in Col 0 and Atmrg2-1. Atmrg2-1
PMCs never show full polymerization of ZYP1, and at most display short stretches of 
ZYP1.
Scale bar= 5µm  
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DAPI RAD51 MERGEASY1
Col 0
mrg2-1
A B C D
E F G H
I J K L
spo11-1-4
Figure 4.8: Immunolocalisation of ASY1 and RAD51 in Col 0 (A-D), Atmrg2-1 (E-H) and 
Atspo11-1-4 (I-L) PMCs in early prophase I.
Scale bar = 5µm
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4.2.3 The recombination defect in Atmrg2-1 is due to a lack of 
programmed DSBs 
In addition to the RAD51 immunolocalisation analysis, I adopted a genetic approach 
to ascertain whether DSB formation was defective in Atmrg2-1.  To do this I performed 
genetic crosses between Atmrg2-1 and Atmre11 heterozygotes. The progeny of these 
crosses were genotyped for both genes and then self-pollinated to acquire plants 
homozygous for both mutations. MRE11 is required for DSB end-resection during the 
early stages of homologous recombination and Atmre11 mutants display extensive 
chromosome fragmentation at metaphase I, resulting from non-repair of programmed 
DSBs, seen in Figure 4.9 A and B and previously reported in Puizina et al., 2004 and 
De Muyt et al., 2009. DAPI stained chromosome spreads of Atmre11/Atmrg2-1 PMCs 
did not show extensive fragmentation, and still displayed 10 univalent chromosomes, 
such as that seen in Atmrg2-1 (Figure 4.9 C and D). Some chromosome fragments, 
usually only a single fragment per nucleus, were observed in 4 nuclei out of 20 where 
fragmentation would be apparent (metaphase I onwards) (Figure 4.9 E and F).  
A similar experiment was performed using mutants of the recombinase RAD51. 
Extensive chromosome fragmentation is also seen in Atrad51 mutants following 
metaphase I, comparable to that seen in Atmre11 (Figure 4.9 G). The RAD51 
recombinase operates downstream of MRE11 and is essential for DSB repair by 
recombination (Li et al, 2004, Da Ines et al, 2013). In the genetic crosses of 
Atrad51/Atmrg2-1, I did not observe extensive fragmentation in double homozygotes, 
similar to in the Atmre11/Atmrg2-1 double mutants (Figure 4.9 H and I). Together, 
these data suggest that there is a strong reduction in the formation of programmed 
DSBs during meiosis in the Atmrg2-1 mutant.  
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Figure 4.9: DAPI stained meiocytes from mre11 (A and B) and rad51 (G), which show 
extensive chromosome fragmentation. The mre11/mrg2-1 double homozygous mutant 
(C to F) does not show extensive fragmentation. The rad51/mrg2-1 double homozygous 
mutant also shows an absence of fragmentation (H and I). Low level fragmentation was 
observed in some mre11/mrg2-1 cells (arrows, E and F). 
Scale bar = 10µm
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4.2.4 Loss of AtMRG2 is unlikely to be the cause of the Atmrg2-1 meiotic 
phenotype 
To confirm that the observed phenotype in Atmrg2-1 is due to disruption to the 
AtMRG2 gene, I obtained a second allele of Atmrg2, which contained a T-DNA 
insertion at a different site, in intron 4, (SAIL_317_F11, hereafter called Atmrg2-4, as 
alleles 1,2 and 3 are identified in Xu et al., 2014, Figure 4.1) (line available from NASC). 
Genotyping confirmed homozygosity of the Atmrg2-4 mutation (SAIL_317_F11 
LP/RP for WT product; RP/SAIL LB2 for mutant product), but plants did not display 
reduced fertility, evident from wild-type like silique length and seed production (data 
not shown). DAPI stained chromosome spreads of PMCs performed on these lines 
showed apparently WT-like pairing during prophase I, formation of 5 bivalents at 
metaphase I and accurate chromosome segregation at the division stages (Figure 
4.10). RT-PCR was performed on this line to see whether the AtMRG2 transcript is 
still produced in Atmrg2-4 (Figure 4.11). The RT-PCR showed that a pre-T-DNA 
section (upstream/5′ of the T-DNA insertion site) of the gene could be amplified from 
Col 0 cDNA and also from cDNA from two independent Atmrg2-4 homozygotes, but 
that a post-T-DNA section (downstream/3′ of the insertion site), and the full-length 
transcript, could only be amplified from Col 0, but not from the two Atmrg2-4 
samples. This suggests that Atmrg2-4 is also an Atmrg2 null mutant, and that the 
phenotype observed in Atmrg2-1 may not be due to disrupted AtMRG2 function.    
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Figure 4.10: Atmrg2-4(Sail_317_F11) 
homozygous line, confirmed by 
genotyping, does not show the same 
meiotic phenotype or reduced 
fertility seen in Atmrg2-1. Scale bar = 
10µm
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Figure 4.11: RT-PCR of AtMRG2 transcript using 
cDNA from Col 0 and Atmrg2-4.  Full length AtMRG2
and post-T-DNA AtMRG2 could not be amplified in 
this mutant. 
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4.2.5 The Atmrg2-1 phenotype is likely caused by disruption to AtPRD3 
Subsequently, information that pointed to a resolution of these conflicting data was 
obtained (Aiwu Dong lab, Fudan University, Shanghai, China, personal 
communication). As part of their study of the Arabidopsis MRG gene family, the 
Fudan group had conducted a transcription profile of Atmrg2-1 using microarray 
analysis. This revealed that the meiotic gene AtPRD3, which maps near to the AtMRG2 
locus, approximately 350kb away, is down regulated in Atmrg2-1. qPCR analysis, 
carried out by our collaborators in Singapore, demonstrated a reduction in AtPRD3 
expression of between 23 and 63% in Atmrg2-1 compared to Col 0 (Toshiro Ito, 
personal communication). As AtPRD3 has previously been demonstrated to be 
essential for DSB formation (De Muyt et al., 2009), I decided to confirm if AtPRD3 
function is compromised in Atmrg2-1 using immunostaining with anti-PRD3 antibody 
(Figure 4.12). A clear reduction in AtPRD3 foci is seen in Atmrg2-1, compared to Col 
0 PMCs at the G2/leptotene stage. This result is consistent with the microarray data 
obtained in Fudan and qPCR data from Singapore. 
The reduction in AtPRD3 expression in Atmrg2-1 could be due to the loss of AtMRG2 
leading to reduced transcription of the AtPRD3 gene. However, an alternative 
hypothesis was that because of the proximity of AtPRD3 to AtMRG2 on chromosome 
1, the T-DNA insertion in Atmrg2-1 had not only disrupted the AtMRG2 locus but had 
also directly affected that of AtPRD3. I therefore investigated whether or not this might 
be the case using PCR of the AtPRD3 genomic locus on DNA extracted from Atmrg2-
1 and Col 0 plants (Primers PRD3 GEN FW/RV). As a control, the GAPD housekeeping 
gene was amplified from Col 0 DNA and two independent samples of Atmrg2-1 DNA. 
Analysis by agarose gel electrophoresis revealed products of the expected size (735 bp) 
with a similar band intensity in all three reactions, confirming that the DNA extracted 
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from the three plants was of good quality (Figure 4.13). Subsequent PCR of the full 
AtPRD3 genomic locus using Col 0 DNA produced a product of the expected size (4758 
bp), but the same reaction in the two Atmrg2-1 samples failed to amplify any product. 
This strongly suggests that the AtPRD3 locus contains an as-yet-uncharacterised 
mutation in Atmrg2-1.  
Finally, a genetic cross was performed between heterozygotes of Atmrg2-1 and Atprd3 
to obtain a double heterozygote. If Atmrg2-1 does not contain a functional copy of 
AtPRD3, then the double heterozygote (Atmrg2-1/+ ; Atprd3/+) should effectively be 
homozygous for Atprd3, but still heterozygous for Atmrg2-1. Production of this double 
heterozygote was confirmed by genotyping, though only a single plant was obtained, 
and seed counts and silique measurements were performed to assess fertility. Mean 
silique length was 4.5mm (n=20), compared to 4.9mm in Atmrg2-1 and 12.6mm seen 
in Col 0. The mean seed number per silique was 1.2, n=20, compared to 1.7 in Atmrg2-
1 and 49.9 in Col 0. This shows that fertility is reduced in the Atmrg2-1/+ ; Atprd3/+ 
to levels indistinguishable from Atmrg2-1 homozygotes, and that Atmrg2-1 is unlikely 
to contain a functional copy of AtPRD3.  
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DAPI PRD3 MERGEASY1
A B C D
Col 0
mrg2-1
Figure 4.12: Immunolocalisation of ASY1 and PRD3 in Col 0 (A-D) and Atmrg2-1 (E-H) G2 
meiocytes. The Col 0 nucleus shown in A-D is deconvoluted in panel I, with magnification 
in J showing the adjacent localisation of PRD3 (red) to ASY1 (green). 
Scale bar = 5µm
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Figure 4.13: PCR of genomic DNA 
extracted from two homozygous 
Atmrg2-1 plants and a control 
Col 0 plant. Primers for GAPD 
produced a product of the 
expected size in all samples. 
PRD3 genomic locus only 
produced a product from Col 0 
DNA.
Col 0
I J
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4.3 Discussion 
The initial aim of this project was to explore the meiotic role of AtMRG2, but for 
reasons which became apparent over the course of my investigations, the emphasis 
was shifted to explain the cause of the meiotic defects specifically seen in the Atmrg2-
1 allele, which are most likely due to disruption to AtPRD3.   
4.3.1 Atmrg2-1 mutants show meiotic defects which result from mutation 
to AtPRD3 
DAPI spreading cytology showed that in Atmrg2-1, COs form at a highly reduced rate. 
The two chiasmata which were observed were both between homologous 
chromosomes, identified by FISH staining of 5s and 45s rDNA, so should probably not 
be dismissed as random chromosome connections resulting from chromosome 
‘stickiness’. At least one of these connections (Figure 4.6 D) looked more like a genuine 
chiasma than the thin chromatin strands seen in chromosome stickiness. Based on 
this, the meiotic defects observed in Atmrg2-1 could be consistent with a failure to 
produce programmed DSBs, such as in Atspo11 mutants (Hartung et al., 2007; 
Sanchez-Moran et al., 2007), or a failure to impose CO formation, and carrying out 
repair by SDSA, or repair via inter-sister-chromatid recombination, such as in Atdmc1 
mutants (Schwacha and Kleckner, 1997; Couteau et al., 1999).  However, genetic 
crossing with Atmre11 and also with Atrad51, demonstrated that the reduction in CO 
frequency most likely results from a strong reduction in programmed DSB formation, 
evident from the absence of extensive chromosome fragmentation. The presence of 
low-level chromosome fragmentation in some nuclei of Atmre11/Atmrg2-1 is 
consistent with the rare occurrences of chiasmata, which would require DSB 
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formation. Chiasmata appeared to be formed at reduced frequency in the Atspo11-1-1 
mutant characterised by Grelon et al., 2001 (8 bivalents in 84 metaphase I cells), 
though this is a higher frequency than what I have observed in Atmrg2-1. It was later 
shown that this allele is probably ‘leaky’, as a count of over 300 nuclei from an 
alternative allele, Atspo11-1-3, revealed zero chiasmata (Sanchez-Moran et al., 2007).  
The immunolocalisation of the recombinase protein RAD51, suggested that 
recombination was initiated in Atmrg2-1, though similar immunostaining was 
observed in Atspo11-1-4 known to be defective in programmed DSB formation. Since 
numerous studies have shown the absence of RAD51 foci in the absence of DSBs, this 
data was initially difficult to explain. However, in other on-going work in the 
laboratory, analysis of PMC chromosome spread preparations of Atspo11-4 at 
metaphase I has revealed the presence of occasional chiasmata and chromosome 
fragmentation (Figure 4.14, courtesy Kim Osman). This suggests that there may be 
some residual DSB formation. The number of these residual DSBs is unknown, but 
their presence could offer an explanation as to why RAD51 foci were observed in 
Atspo11-1-4 and Atmrg2-1. RAD51 foci have be used in various immunolocalisation 
studies to mark DSB/recombination sites, and shown to be absent in the absence of 
DSBs, but it is unknown whether the presence of a small number of residual DSBs is 
enough to activate RAD51 activity, possibly via ATM/ATR kinase mediated DNA 
damage signalling. If RAD51 is present and activated in the presence of a relatively 
small number of DSBs, it may still form foci on the meiotic chromatin, not necessarily 
at end-resected DSB sites, since RAD51 also has double-stranded DNA binding affinity 
(Sauvageau et al., 2005).  
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The synaptic defect seen in Atmrg2-1, is evident from the failure of ZYP1 to polymerise 
into anything more than occasional short stretches. This is consistent with 
observations of Atprd3, which also usually shows nothing more than foci of ZYP1 with 
occasional short stretches (Lambing, 2014).  
The PCR data only reveals that full-length AtPRD3 cannot be amplified from 
homozygous Atmrg2-1 genomic DNA, though without further characterisation we can 
only speculate on the nature of this mutation. One possibility is a second T-DNA 
insertion site. PCR using the T-DNA left border primer with each of the full-length 
AtPRD3 primers failed to amplify a product (data not shown). FISH experiments using 
a T-DNA probe were also attempted but were unsuccessful. A second possibility is a 
more conventional genetic mutation such as a frameshift mutation resulting from an 
IN/DEL or a nonsense point mutation. This possibility seems less likely though, as the 
Figure 4.14:  Metaphase I PMCs in Atspo11-1-4 stained with DAPI.  Though rare, bivalent 
chromosomes (yellow arrows) are sometimes seen in this mutant line, as well as 
fragmentation (red arrow) (Courtesy of Kim Osman).
Scale bar = 10µm
Atspo11-1-4
124 
mutation would have to occur within the primer sequence in order to explain the PCR 
result.  
In addition to the inability to PCR AtPRD3 in Atmrg2-1, the immunolocalisation of 
AtPRD3 in Col 0 and Atmrg2-1 shows a clear difference in signal strength at the G2 
stage, further demonstrating reduced expression of AtPRD3 in Atmrg2-1. Lastly, the 
genetic cross between Atmrg2-1 and Atprd3 generated a double heterozygote which 
displayed the reduced fertility phenotype, further confirming that Atmrg2-1 does not 
contain a functional copy of AtPRD3. The presence of two bivalent chromosomes in 
over 100 metaphase I cells analysed, suggests that like Atspo11-1-1 (Grelon et al., 2001) 
and Atspo11-1-4, this allele of Atprd3 might also be leaky, though to a lesser extent. 
The chiasma frequency in Atmrg2-1 is very similar to that of the Atprd3-4 mutant 
reported in De Muyt et al, 2009, which had a chiasma frequency of 0.04. The other 4 
Atprd3 alleles were all reported to have a chiasma frequency of zero. It should also be 
considered possible that the bivalents observed in Atmrg2-1, were actually instances 
of the same sticky connections seen in Figure 4.6 G and H, which had formed between 
homologs by coincidence and possessed an atypical ‘chiasma-like’ appearance. 
Chromosome stickiness such as this was also observed by Grelon et al, 2001 in the 
Atspo11-1-1 allele, and also in a rice mutant of the AtPRD3 homolog, PAIR1 
(Nonomura et al., 2004).  
4.3.2 The meiotic role of AtPRD3 
Based on currently unpublished work within our laboratory, AtPRD3 is likely to be 
operating as a SPO11 accessory protein, essential for its function in producing DSBs, 
though each is independent of the other in their localisation (Lambing, 2014). The co-
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immunolocalisation of AtPRD3 and ASY1 in Col 0, showed that the protein localises 
as foci in G2, but adjacent to foci/stretches of ASY1 staining (Figure 4.12 I and J). This 
indicates that AtPRD3 is associated with the axis, and is supported by work from our 
laboratory demonstrating in vitro interactions between the two proteins in a yeast 
two-hybrid assay (Lambing, 2014) and also in vivo, when PRD3 was detected in a pull-
down experiment using an anti-ASY1 antibody on Brassica oleracea extracts (Osman 
et al., 2013).  
4.3.3 The function of AtMRG1/AtMRG2 
Two papers published after our work on Atmrg2-1 have delineated the function of 
AtMRG2. Both papers show that AtMRG2 acts redundantly with AtMRG1 to regulate 
the expression of genes involved in flowering time, and that Atmrg1/Atmrg2 mutants 
show a late-flowering phenotype, specifically under long-day conditions (Bu et al., 
2014; Xu et al., 2014). Both papers demonstrate that AtMRG1/2 has binding specificity 
for H3K4Me3 and H3K36Me3 and that it binds to chromatin at the promoter region 
of FLOWERING LOCUS T (FT). Xu et al, showed that AtMRG1/2 interacts with the 
histone acetyl-transferases HAM1/2, to acetylate histones at the promoter and exon 1 
of the FT locus. Bu et al demonstrated an interaction with the transcriptional activator 
CONSTANS, and that this interaction helps to promote binding of AtMRG2 to 
H3K4Me3 and H3K36Me3.  
The redundant activity of AtMRG1 and AtMRG2 means that any future experiments 
into the meiotic role of AtMRG genes should investigate the double homozygous 
mutant, using the Atmrg2-4 allele.  
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Chapter 5 
Pachytene checkpoint 2 is required for meiotic chromosome 
remodelling, synapsis and crossover formation 
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5.1 Introduction 
Pch2 (Pachytene Checkpoint 2) is a meiotic protein which provides an interesting link 
between the remodelling of meiotic chromosome structure and CO patterning. Pch2 is 
an AAA+ ATPase, homologs of which are conserved between multiple species. Pch2 
has been found to have a meiotic role in recombination and chromosome organisation 
in budding yeast (Börner et al., 2008; Joshi et al., 2009). The axis component Hop1, 
homologous to AtASY1, and Zip1 the SC central element protein, load onto meiotic 
chromosomes in a series of domains of hyper and lower abundance. Pch2 mutants are 
defective in this domainal organisation, and instead display a uniform, linear staining 
for each protein from zygotene onwards, although at the earliest stage of prophase I, 
leptotene, Hop1 still displays wild-type like domainal organisation, suggesting 
additional Hop1 loading takes place following this stage, onto the domains of low Hop1 
abundance (Börner et al., 2008).  
Pch2 also has been reported to act as a suppressor of intersister DSB repair, and to 
indirectly promote inter-homolog repair (Ho and Burgess, 2011; Zanders et al., 2011). 
Pch2 appears to do this via an interaction with Xrs2, part of the MRX complex involved 
in DSB processing, which itself interacts with the ATM homolog, Tel1, necessary for 
Hop1 phosphorylation (Ho and Burgess, 2011). Hop1 phosphorylation is in turn 
required for recruitment and activation on the meiosis specific kinase, Mek1, which 
stabilises the phosphorylation of Hop1 in a positive feedback loop (Chuang et al., 
2012). This phosphorylation is dependent on the presence of another axis component, 
Red1 (homologous to AtASY3). In the red1/pch2 double mutant, Hop1 is still 
phosphorylated, meaning that one of the functions of Pch2 is to prevent the Red1-
independent phosphorylation of Hop1 (Lo et al., 2014). 
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Pch2 has a role in CO control in yeast, with mutants displaying increased CO frequency 
on their larger chromosomes, but no effect on a smaller chromosome, loss of the 
obligate CO and defective CO interference, based on tetrad analysis of specific genetic 
intervals (Zanders and Alani, 2009). However, another study looking at CO 
interference found that interference was not affected in pch2, based on distribution of 
Zip3 foci, which mark CO designated sites in early prophase I (Zhang et al., 2014b). A 
delay is also observed in the production of CO and NCO products in pch2 mutants 
(Börner et al., 2008).  
Homologs of PCH2 have been identified in multiple model organisms, which display 
an interesting variety of meiotic defects. In Drosophila, PCH2 is required for a delay-
causing checkpoint, activated by mutations to recombination and axis component 
genes, or chromosomal rearrangements (Joyce and McKim, 2009, 2010). In mice the 
first characterisation of the PCH2 homolog, TRIP13, studied a hypomorphic allele 
which was able to complete synapsis but activated a DSB-dependent checkpoint which 
triggers meiotic arrest, due to the presence of unrepaired breaks (Li and Schimenti, 
2007). COs are still formed in this mutant and CO marking proteins such as MLH1 
appear to localise normally, meaning the unrepaired breaks observed in the study may 
result from defects in the NCO repair pathway. A subsequent study of a severe TRIP13 
allele showed that the mutants were unable to complete synapsis, displayed a 
reduction in CO frequency and were defective in implementation of an obligate CO 
(Roig et al., 2010). Looking at a more moderate allele, the same study demonstrated 
that the TRIP13 hypomorph displays a reduced inter-focus distance between MLH1 
foci, reflecting a defect in CO interference. Overall SC length was also slightly reduced 
in the hypomorphs.  
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Another study in mice showed that TRIP13 is required for the depletion of HORMAD1 
and HORMAD2 from the chromosome axes during SC formation, similar to the 
situation observed in yeast for Hop1 (Wojtasz et al., 2009). In wild-type mice, 
HORMAD1/2 showed intense, linear staining of the unsynapsed axes, which increased 
over the course of zygotene, but showed less intense, more punctate staining in the 
synapsed chromosome regions. In the TRIP13 hypomorph, HORMAD1/2 staining 
persists at the same intensity on the synapsed chromosome regions as it does on the 
unsynapsed axes, indicating that TRIP13 is required for the reorganisation of 
HORMAD1/2 on synapsed chromosomes. 
In C. elegans, pch2 mutants show accelerated synapsis and DSB repair (Deshong et 
al., 2014). The authors hypothesize that PCH2 therefore works to slow recombination 
by destabilizing recombination intermediates in order to ensure their fidelity, as a kind 
of quality control mechanism. Like in other organisms studied, PCH2 was also shown 
to be required for CO assurance. Immunolocalisation of PCH2 in worms showed that 
the protein localises to meiotic chromosomes at around the pachytene stage, but then 
disassociates from chromosomes at late pachytene. This localisation required SYP1, 
the central element component, and therefore synapsis.   
The rice PCH2 homolog, CRC1 (CENTRAL REGION COMPONENT 1), shows similar 
localisation patterns to C. elegans, co-localising with the central element component 
(ZEP1) over the course of zygotene and pachytene, doing so in a mutually dependent 
manner, thereby causing the crc1 mutant to be asynaptic (Miao et al., 2013). CRC1 has 
an earlier role than this localisation suggests though, and is required the recruitment 
of the Hop1 homolog, PAIR2 onto meiotic chromosomes, and therefore pairing. An 
interaction between CRC1 and PAIR1, the rice homolog of PRD3, was also 
demonstrated in vitro and crc1 mutants are defective in programmed DSB formation. 
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This requirement for a PCH2 homolog in the initial stage of recombination appears to 
be unique to rice, and further highlights the diversity of functions of PCH2 orthologs.  
Like many other AAA+ ATPase proteins, Pch2 assembles into a hexameric ring with a 
central pore. Based on an in vitro study, the hexamer binds to Hop1, and displaces it 
from DNA in an ATP dependent manner, supporting the findings from pch2 mutants 
that Pch2 is involved in axis remodelling (Chen et al., 2013).  
Together, these results suggest that Pch2 somehow links the structural organisation of 
the axis with how CO localisation is patterned.   
Work performed in our lab has identified an Arabidopsis homolog of Pch2, from mass 
spectrometry analysis of Brassica rapa proteins co-immunoprecipitated with ASY1 in 
pull-down experiments (Osman et al., 2013; Nuntasoontorn, 2013). Our lab has been 
working to analyse the function of AtPCH2 in plants for several years, with the bulk of 
the findings recently published in Lambing et al., 2015. The parts of the project which 
I was personally involved in are described here, along with analyses which were not 
described in the article. I have shown that in Arabidopsis, PCH2 is involved in meiotic 
axis remodelling, ensuring formation of the obligate CO, timely and efficient synapsis. 
CO interference may be established in early prophase I, during CO designation in an 
Atpch2 mutant, but downstream defects occur in maturation of these designated sites 
into COs.  I also show that AtPCH2 is required for WT levels of ASY1 deposition onto 
the meiotic axes. 
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5.2 Results 
5.2.1 Atpch2 mutants display reduced fertility  
3 separate T-DNA insertion lines were identified as potential Atpch2 mutants, based 
on their mapped locations within At4g24710. SAIL_1187_C06 (Atpch2-1), 
SALK_031449 (Atpch2-2) and SALK_130138 (Atpch2-3) (Figure 5.1 and 5.2). All 
three lines displayed no obvious vegetative phenotype, but show a reduction in silique 
length and numerous gaps in the seed sets within (Figure 5.3). RT-PCR was performed 
on cDNA produced from inflorescences of all three lines to look for the presence of 
AtPCH2 transcripts (Figure 5.4). AtGAPD, a housekeeping gene, was successfully 
amplified by RT-PCR from cDNA from all three Atpch2 mutants and Col 0 (GAPD 
Fw/Rv primers). Full-length AtPCH2 transcript was successfully amplified from Col 0 
but could not be amplified from any of the Atpch2 mutants. A 320bp sequence at the 
5′ region of AtPCH2 could still be amplified in Atpch2-2 and Atpch2-3, as well as Col 
0, but not in Atpch2-1. It is likely that these mutants produce truncated, non-
functional transcripts of AtPCH2. A 598bp sequence at the 3′ region was also amplified 
in Col 0. Amplification of this product failed in both Atpch2-2 and Atpch2-3, though 
Atpch2-1 was able to produce a very faint product, perhaps originating from within the 
T-DNA insertion. Again, this is likely to be a non-functional transcript, or at least 
produce non-functional protein. Together with a previously described alleleism test 
where Atpch2-1/Atpch2-2 double heterozygotes displayed the same phenotype as 
individual homozygotes (Lambing et al., 2015), we conclude that all three lines are 
Atpch2 null mutants, and that the disrupted expression of this gene is responsible for 
the observed reduction in fertility.  
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To better quantify the observed reduction in fertility, Alexander staining was 
performed on Col 0 and Atpch2-1 plants. Col 0 plants displayed pollen viability of 
99.3% (n=811), while analysis in Atpch2-1 revealed a lower level of pollen viability at 
90.1% (n=893) (Figure 5.5). This suggested that the fertility defect could be due to a 
meiotic, rather than a post-meiotic defect.    
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Figure 5.2: pch2-1 and Col 0 Arabidopsis. The 
vegetative phenotype of pch2-1 is indistinguishable 
from Col 0, in all but silique length, which shows a 
small reduction in the mutant.    
pch2-1 Col 0
Figure 5.3: Siliques of 
all three pch2 T-DNA 
insertion mutants show 
a reduction in silique 
length and gaps (stars) 
in the seed set. 
(Published in Lambing 
et al, 2015)
Scale bar = 10mm 
*    *     * *  *    *    *  *  * *
* *      * *   *  *     * *    *
Atpch2-1 Atpch2-3 Atpch2-2
Figure 5.1: Cartoon showing positions of T-DNA insertions in the three pch2
mutants. Exons are  shown as black boxes. 
5’ 3’ UTR
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Figure 5.5: Alexander staining of pollen grains in Col 0 (n=811) and pch2-1
(n=893). 
pch2-2       pch2-3       pch2-1 Col 0
GAPD
1428 bp
480 bp
PCH2 
FL 
Figure 5.4: RT-PCR of full-length 
(FL) PCH2 transcript (1428bp), 
PCH2 3’ region (598bp), PCH2 5’ 
region (320bp) and GAPD (480bp). 
The full-length PCH2 transcript 
could not be amplified in any of 
the three T-DNA insertion lines. 
pch2-2 and pch2-3 still produced a 
product for the PCH2 5’ region, 
while pch2-1 produced a very faint 
product for the 3’ region.
PCH2 
5’ 
PCH2 
3’ 
320 bp
598 bp
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5.2.2 Crossover formation is defective in Atpch2-1 
DAPI spreading of Atpch2-1 pollen mother cells (PMCs), compared with those of Col 
0 revealed no discernible difference at the leptotene and zygotene stages (Figure 5.6 
A, B, K, L). Col 0 PMCs then proceed to pachytene stage, where homologous 
chromosomes are fully synapsed (Figure 5.6 C). Chromosomes in Atpch2-1 PMCs were 
never observed to have reached this stage, and at most displayed only partial synapsis 
(Figure 5.6 M). At metaphase I, in Col 0 plants, the ten chromosomes are condensed 
into five bivalent structures of homolog pairs connected by chiasmata (Figure 5.6 F). 
Atpch2-1 PMCs often display univalent chromosomes at metaphase I (Figure 5.6 P), 
and a reduction in mean chiasma frequency, which was previously quantified as being 
6.94, versus 9.60 in Col 0 (Lambing et al., 2015). Chiasma counts in Atpch2-2 and 
Atpch2-3 produced similar results. Following metaphase I, the two division stages of 
meiosis show accurate chromosome segregation in Col 0 (Figure 5.6 G-J), but 
chromosome missegregation is often observed at these stages in Atpch2-1, due to the 
presence of univalent chromosomes, which segregate randomly (Figure 5.6 Q-T).   
To investigate whether this reduction in chiasma frequency was a result of impaired 
programmed DSB formation, dual immunolocalisation was carried out to stain the 
axis-component ASY1 and the recombinase RAD51, which can be used as an indicator 
of DSB frequency. Counts of RAD51 foci in early prophase I PMCs shows that Col 0 
nuclei display 146 foci (n=12, P=0.37 Wilcoxon signed-rank test), at leptotene stage, 
and that Atpch2-1 nuclei display a similar number, 144 (n=12, P=0.56) (Figure 5.7). 
Other members of our lab working on the project counted similar numbers of DMC1 
and MSH4 foci, which were also not significantly different between Atpch2-1 and Col 
0 (Lambing et al., 2015). These data suggest that the early stages of recombination 
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proceed as normal, and that the defect in CO formation is a result of a defect occurring 
downstream in the recombination process. 
To test this hypothesis, immunolocalisation was performed using antibodies against 
proteins which can identify CO-designated recombination sites. MLH1 is involved in 
the later stages of recombination, in the stabilisation of double Holliday junctions, and 
specifically marks the sites of interfering COs (Jackson et al., 2006). Dual 
immunolocalisation of MLH1 and ZYP1 in Col 0 and Atpch2-1 PMCs at the pachytene 
stage showed a reduced number of MLH1 foci in Atpch2-1 (7.1, n=12) compared to Col 
0 (9.9, n=12) (work carried out by C. Lambing and K. Nuntasoontorn, Lambing et al, 
2015). These data are consistent with the observed reduction in chiasma frequency in 
Atpch2-1. The E3-ligase HEI10, can also be used to mark the sites of future interfering 
COs (Chelysheva et al., 2012). HEI10 forms numerous foci at leptotene (~166) which 
decrease over the course of prophase I, and are no longer detectable at pachytene. Most 
of these foci are around 175nm in diameter, but a subset are larger in size, >250nm, 
and are thought to mark future CO sites. In Col 0 and Atpch2-1 the mean number of 
large HEI10 foci in early prophase I was not significantly different (10.6 in Col 0, 10.2 
in Atpch2-1, P=0.20).  In Col 0, the number of these large HEI10 foci remained 
constant over the course of prophase I, with a mean of 9.9 foci (n=14) at the pachytene 
stage. In Atpch2-1, the number of large HEI10 foci was decreased in late prophase I, 
to 6.9 (n=27), which is significantly different to Col 0 (P<0.001), and consistent with 
the chiasma counts and MLH1 immunolocalisation data. These foci appeared to co-
localise with synapsis initiation sites and the terminal ends of ZYP1 stretches during 
prophase I (Figure 5.8, producing a similar pattern to that observed in the MSH4 
immunolocalisation in both Col 0 and Atpch2-1 (Figure 5.9). A similar pattern was also 
observed in Brassica oleracea (Lambing et al., 2015).  
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Figure 5.6: Meiotic atlas of Col 0 (A-J) and pch2-1 (K-T).
Scale bar = 10µm 
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Figure 5.7: RAD51 co-localised with ASY1 in PMCs at leptotene stage.  Foci counts show 
similar numbers  in both Col 0 (147 ± 4, n=5) and pch2-1 (146 ± 5, n=5). 
Scale bar = 5µm 
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DAPI HEI10 MERGEZYP1
A B C D
pch2-1
Figure  5.8:  ZYP1 colocalised with HEI10 in pch2-1 PMCs in prophase I. HEI10 foci 
colocalise with the terminal ends of the ZYP1 stretches.   
Scale bar = 5µm 
Col 0
pch2-1
DAPI MSH4 MERGEZYP1
Figure 5.9:  ZYP1 colocalised with MSH4 in zygotene Col 0 PMCs and pch2 meiocytes at 
an approximately equivalent stage of prophase I, based on the length of stretches of 
ZYP1. MSH4 foci appear to colocalise with ZYP1 foci and at the termini of the ZYP1 
stretches. 
Scale bar = 5µm 
A B C D
E GF H
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5.2.3 CO patterning is affected by the Atpch2-1 mutation 
The univalent chromosomes seen in Atpch2-1 metaphase I cells show that the mutant 
is defective in formation of the obligate CO. To investigate whether this CO control 
defect included defects in CO patterning/interference, tetrad analysis was used to 
measure the frequency of COs formed across specific genetic intervals. The FTL 
(fluorescent tetrad line) system is used to detect genetic COs which form between three 
transgenic markers, which constitute a pair of linked genetic intervals. These markers 
are genes for fluorescent proteins, expressed in pollen by the AtLAT52 promoter 
(Berchowitz and Copenhaver, 2008). The lines are in a quartet (qrt) background, 
which causes the 4 pollen grains produced from an individual meiosis, to remain 
attached, rather than separate. CO formation within the interval can then be assessed 
in lines heterozygous for the FTL T-DNAs, by scoring inheritance of colour between 
pollen grains of each individual tetrad (See Figure 3.15 for further explanation). I 
decided to analyse the effects of the Atpch2-1 mutation on the CO frequency at a pair 
of adjacent intervals on chromosome 2, I2f and I2g, in addition to two intervals 
previously assessed on chromosome 5.  Atpch2-1 heterozygotes were crossed with 
homozygous I2fg FTL mutants, and the progeny selfed to acquire Atpch2-1/-
;I2fg/+;qrt/- lines. After pollen tetrad scoring, the Perkins equation was used to 
determine the genetic distances (Perkins, 1949). Interval I2f showed a significant 
increase in genetic distance from 6.14cM in Col 0, to 8.04cM in Atpch2-1 (Z-test; P= 
0.007). l2g also showed a significant increase from 5.05cM in Col 0, to 7.06cM in 
Atpch2-1 (P = 0.0003) (Figure 5.10 and Appendix A).  
The FTL system can also be used to estimate the level of CO interference acting over 
the genetic interval. The interference ratio (IR) is calculated from the ratio between 
the map-distance of a particular interval when there is a CO in the adjacent interval 
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and when there is not. The IR is 1 when there is a complete absence of interference 
acting over the interval, meaning the probability of a CO forming in one interval is 
independent of the presence of a CO in the adjacent interval. IR for all intervals tested 
in Col 0 and Atpch2-1 is summarized in Table 5.1. For I2f the IR was significantly 
increased in Atpch2-1 (0.315) compared to Col 0 (0.116) (Z-test, P=0.024). I2g showed 
a similar change in IR (Atpch2-1; 0.319 vs Col 0; 0.116, P=0.022). Analysis of two other 
pairs of FTL intervals on chromosome 5, I5a/I5b and I5c/I5d was also carried out as 
part of the same project, by other members of our lab (C. Lambing and K. 
Nuntasoontorn) (Lambing et al., 2015). I5c and I5d did not show a significant 
difference in the genetic distance (I5c: Col 0 5.47cM, Atpch2-1 6.01cM, P=0.41. I5d: 
Col 0 6.09cM, Atpch2-1 6.80cM, P=0.31) or IR (I5c: Col 0 =0.565, Atpch2-1 =0.544, 
Z-test; P=0.45. I5d: Col 0 =0.569, Atpch2-1 =0.552; P=0.46) between Col 0 and
Atpch2-1 backgrounds. I5a showed a significant decrease in genetic distance in 
Atpch2-1 (15.1 cM) compared to Col 0 (27.7cM, P<0.0001), while I5b showed the 
opposite effect, with an increase in genetic distance in Atpch2-1 (22.6cM) compared 
to Col 0 (17.3cM, P<0.0001). Like in I2f and I2g, the IR for I5a and I5b was increased 
in Atpch2-1 (I5a =0.976, I5b =0.870) compared to Col 0 (I5a =0.412, I5b =0.307), 
which was statistically significant (P<0.0001 for both).   
142 
Figure 5.10. FTL analysis in Col 0 and pch2-1. 
Error bar = Standard error
Note: I5ab and I5cd data was collected and analysed by C. Lambing and K. Nuntasoontorn, 
published in Lambing et al, 2015.
Table 5.1. CO interference ratios (IR) for the 6 genetic intervals  calculated from FTL data 
from Col 0 and pch2-1. IR=1 in the absence of interference.
Statistical significance was calculated using a Z-test (P values shown in table).
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Col 0 0.116 0.116 0.412 0.307 0.565 0.569
pch2-1 0.315 (P=0.02) 0.319 (P=0.02) 0.976 (P<0.001) 0.870 (P<0.001) 0.544 (P=0.45) 0.552 (P=0.46)
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5.2.4 Chromosomes axis remodelling is defective in Atpch2-1 
As homologs of PCH2 have been reported to have roles in the organisation of Hop1 
homologs on the meiotic axis in yeast, mice and rice, I decided to investigate the 
organisation of the axis in Arabidopsis. Immunolocalisation of ASY1, the axis-
associated HORMA domain-containing protein and ZYP1, the synaptonemal complex 
transverse filament protein, was performed on fixed and fresh Arabidopsis bud 
material from Col 0 and Atpch2-1 (Figure 5.11). In Col 0 PMCs, the ASY1 signal 
transitions from numerous foci at G2, to a linear, axis-associated signal at leptotene, 
which is made up of alternating domains of high and low abundance. ZYP1 forms foci 
at this stage at synapsis initiation sites, which are likely to be associated with future 
crossover sites, based on studies in yeast (Agarwal and Roeder, 2000; Fung et al., 
2004; Tsubouchi et al., 2006). During zygotene, ASY1 localises to the unsynapsed 
chromosome axes and produces a strong, linear signal which becomes diffuse and less 
intense in regions which have synapsed (Figure 5.11 I-K). ZYP1 gives a bright, linear 
signal on these synapsed regions, as a single track in chromosome spread preparations 
made from fresh material (Lipsol spreading technique; see materials and methods, 
Figure 5.11), and two parallel signals in preparations made from fixed material 
(‘microwave’ technique) (Figure 5.12). Full synapsis is evident from fully linear ZYP1 
signals and diffuse ASY1 staining, but this was never observed in Atpch2-1 PMCs. 
Stretches of ZYP1 signal of varying lengths were observed in Atpch2-1, suggesting that 
synapsis initiation is asynchronous (Figure 5.11 G and H). These stretches of ZYP1 
display overlapping, linear ASY1 signal at the same intensity as in the unsynapsed axes 
(Figure 5.11 L-N). Like ZYP1, this ASY1 signal in Atpch2-1 forms two parallel signal 
tracks in the synapsed regions in fresh material preparations, though the two tracks 
were only resolved when imaged with super-resolution SIM. Imaging with standard 
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epi-fluorescence produces a single ASY1 signal in synapsed regions which is thicker 
and brighter than in the unsynapsed regions (data not shown). When preparations are 
made from fixed material, the signal appears as two parallel signals in the synapsed 
regions, which can be resolved with standard epi-fluorescence microscopy, probably 
due to the greater degree of chromosome spreading afforded by this technique (Figure 
5.12). Together, this demonstrates that AtPCH2 is required for the reduction in ASY1 
signal that is seen between unsynapsed and synapsed chromosome regions, suggesting 
that AtPCH2 has a role in remodelling of the meiotic axis.  
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Figure 5.8: Immunolocalisation of ASY1 and ZYP1 in Col 0 (A-D, I-K) and pch2-1 (E-H, L-
N), using structured illumination microscopy. ASY1 staining is more diffuse in synapsed 
regions in Col 0, compared to unsynapsed regions (I –K). ASY staining in pch2-1 appears  
unchanged in synapsed vs unsynapsed regions (L – N). 
Scale bar = 5µm 
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Figure 5.12. ASY1 immunostained PMC with fluorescent microsphere control, made from
fresh material (A and B) and fixed material preparations immunostained with anti-ASY1, anti-
ZYP1 and DAPI (C-F). A and B are the same image with the brightness increased in B for clarity.
Sections of axis were analysed for ASY1 signal intensity (D and F). In wild type meiocytes, ASY1
signal intensity is reduced in synapsed chromosome regions (red dotted outline) compared to
unsynapsed regions (yellow dotted outline). Chromosomes in Atpch2-1 meiocytes show no
such reduction. (Published in Lambing et al, 2015).
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5.2.5 AtPCH2 is required for normal loading of ASY1 onto meiotic 
chromosomes 
I decided to investigate whether there was any change in ASY1 signal intensity between 
synapsed and unsynapsed regions in Atpch2-1, and to quantify the change in signal 
intensity which is observed in Col 0. To do this, I used fluorescent microspheres 
(InSpeck microspheres, Life Technologies) as a control for signal intensity, which were 
applied to slides and imaged during the same session as the ASY1/ZYP1 
immunostained cells. All imaging was performed using specified exposure times, 
which were kept constant between slides, and sets of slides were prepared on the same 
day. Immunolocalisation of ASY1 on preparations of fresh material showed that in 
early prophase I PMCs, approximately leptotene stage, the intensity of ASY1 signal 
over whole nuclei was reduced by 41.8% in Atpch2-1 compared to Col 0 (2-tailed T-
test; P=0.0002, Col 0 n=14, Atpch2-1 n=13). Using immunolocalisation on 
chromosome spread preparations of fixed material, regions of axis or SC were defined 
as regions of interest and analysed for mean signal intensity (Figure 5.12). In Col 0, 
mean signal intensity for unsynapsed axes was 1079.44 (greyscale units, 23 sections 
sampled from 17 zygotene nuclei), compared to a mean of 356.28 for the synapsed 
regions; a reduction of 67.0% (2 tailed, paired T-test P<0.00001) (Appendix B). In 
Atpch2-1, as expected, no such depletion was detectable between the unsynapsed and 
synapsed regions, which were 269.28 and 292.11 respectively (P=0.25, 22 sections 
sampled from 16 cells, adjusted to 99.01% of original intensity based on differences in 
microsphere fluorescence intensity). Surprisingly, these mean values are lower than 
the mean intensity for Col 0 unsynapsed ASY1, meaning that AtPCH2 is not only 
required for the change between the linear and diffuse ASY1 signals, it is also required 
for its deposition on the axis at wild-type levels.  
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5.2.6 Meiotic progression in Atpch2-1 is delayed 
I next wanted to determine whether the meiotic defects in Atpch2-1 include a delay in 
meiotic progression compared to wild-type, as is the case in yeast (Börner et al., 2008). 
5-ethynyl-2’-deoxyuridine (EdU) pulse labelling was used to carry out a time-course
experiment in Col 0 and Atpch2-1 plants to test this hypothesis. Plant stems were cut 
and immersed in a solution of EdU for 1 hour, then transferred to water and bud 
material was fixed at specific time points. The EdU was detected cytologically at 
different meiotic stages to determine the rate of meiotic progression (Table 5.2 and 
Figure 5.13). In both Col 0 and Atpch2-1 plants, leptotene nuclei labelled with EdU 
were detected 10 hours post S-phase. Col 0 PMCs progressed from zygotene, detected 
at 20 hours, to pachytene at 25 hours, reaching the dyad stage by 36 hours. In contrast, 
Atpch2-1 PMCs remained at leptotene at 20 hours, and did not reach zygotene until 25 
hours, remaining at this stage at 36 hours. This suggests a considerable delay, of up to 
16 hours.   
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Time post S 
phase (h) 
Latest stage of meiotic progress
observed  in sample
Col 0 Atpch2-1
10 Leptotene Leptotene
20 Zygotene Leptotene
25 Pachytene Zygotene*
30 Diplotene Zygotene*
32 Diakinesis Zygotene*
36 Dyad Zygotene*
Table 5.2. Time course of prophase I progression in wild-type and Atpch2-1 PMCs. Cells were pulse-
labelled with EdU during meiotic S phase as previously described (Armstrong et al., 2003). Samples
were taken at different time points and the extent of meiotic progression of labelled nuclei was
assessed cytologically. This revealed a delay in progression through prophase I in Atpch2-1 cells of 5-8h.
(* Note: as synapsis was incomplete in Atpch2-1, fully synapsed pachytene cells were not observed).
Figure 5.13 PMCs observed at 32 and 36 hours post-S phase at the latest EdU-labelled stage of
meiosis. Col 0 PMCs reach diakinesis and dyad stages at 32 and 36 hours respectively, while pch2-1
PMCs remain in zygotene at these time points. EdU staining = green, DAPI-stained chromatin = blue.
Col 0
Atpch2-1
Scale bar = 10µm
32h 36h
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5.3 Discussion 
Some of the functions of AtPCH2 appear to be conserved between Arabidopsis and 
other species in which it has been studied, such as its involvement in remodelling of 
the axis during prophase I, and in CO control. It is likely that the axis-remodelling 
defects seen in Atpch2-1 are linked to the defects in synapsis and CO maturation. 
5.3.1 AtPCH2 is required for normal ASY1 dynamics during prophase I 
The co-immunolocalisation of ASY1 and ZYP1 shows that in Col 0, ASY1 is depleted 
from the axes during synapsis, producing a weaker and more diffuse signal on the 
chromosomal regions where ZYP1 has loaded. In Atpch2-1, the ASY1 signal appears 
just as bright in the ZYP1 containing, synapsed regions as it does in the unsynapsed 
regions. This demonstrates that ASY1 is remodelled by AtPCH2 during prophase I. An 
interaction between the homologous proteins in yeast was demonstrated in vitro 
(Chen et al., 2013).  
In addition to this, my subsequent analysis indicates that the brightness of the ASY1 
signal in Atpch2, is actually only as bright as in the ASY1-depleted, synapsed regions 
of Col 0 chromosomes (Appendix B). This analysis was performed in zygotene PMCs, 
so that measurements could be made of the unsynapsed and synapsed regions, 
allowing a paired statistical analysis, so it remains unknown whether ASY1 loading is 
normal or defective in Atpch2-1 during leptotene. A model where AtPCH2 is required 
for normal ASY1 deposition would fit with data describing the immunolocalisation 
analysis of AtPCH2, in Arabidopsis and Brassica, which forms numerous foci during 
G2 and co-localises with short stretches of ASY1 (Lambing et al., 2015). The AtPCH2 
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signal is distinct from the ASY1 signal during G2, but the signals increasingly overlap 
during the formation of the fully linear axis in leptotene. 
A requirement for AtPCH2 in normal ASY1 loading would be a similarity between the 
Arabidopsis Atpch2 phenotype and that of crc1 in rice, which fails to recruit the ASY1 
homologue, PAIR2, onto meiotic chromosomes (Miao et al., 2013). trip13 mutants in 
mouse and Atpch2 mutants in yeast, also show defective loading of their ASY1 
homologs, HORMAD1 and Hop1 respectively, onto meiotic chromosomes, but as a loss 
of domainal organisation rather than a general reduction in loading (Börner et al., 
2008; Wojtasz et al., 2009). The phenotypic severity of Arabidopsis Atpch2-1 appears 
to lie between rice and yeast in terms of ASY1 loading, in that it is required for ASY1 
loading at wild-type levels.  
 
5.3.2 AtPCH2 is dispensable for the early stages of recombination and 
DSB repair 
Rice crc1 mutants are unable to produce programmed DSBs (Miao et al., 2013), while 
in yeast, loss of Pch2 leads to a reduced number of DSBs (Farmer et al., 2012). In 
contrast, Atpch2-1 mutants do not appear to show any defects in the initial stages of 
recombination, based on immunostaining with RAD51 and DMC1. The lack of 
chromosome fragmentation seen in the chromosome spread preparations of Atpch2-1 
PMCs indicates that repair of these DSBs is carried out efficiently, though with a 
smaller proportion of recombination events resulting in COs. The observed delay in 
meiotic progression demonstrated by the EdU timecourse is consistent with a defect 
at some point in the recombination pathway, as delays have been seen in mutants 
affected at different stages of recombination (Atmsh4; Higgins et al., 2004, Atzyp1; 
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Higgins et al., 2005 and Atmlh3; Jackson et al., 2006). The reduction in CO formation 
affects both interference-sensitive and interference-insensitive pathways, based on 
chiasmata analysis of Atpch2/Atmsh5 double mutants (Lambing et al., 2015). This 
would be consistent with the idea that the underlying cause of the recombination 
defect is a result of defective axis organisation, such as in an Atasy3 mutant (Ferdous 
et al., 2012). 
5.3.3 CO interference is established in Atpch2-1 prior to a CO maturation 
defect 
Based on the fluorescent tetrad analysis in Atpch2-1 and Col 0, genetic distance was 
significantly increased in the mutant in three out of the six intervals, found on both 
chromosomes 2 and 5, while one of the six showed a significant decrease. This shows 
that despite the overall decrease in CO number in Atpch2-1, based on chiasma scoring 
in metaphase I nuclei, the CO frequency still increases in some chromosomal regions. 
CO interference appears to show a significant reduction in 2 out of the 3 pairs of 
genetic intervals tested, one on chromosome 2 and the other on chromosome 5, again 
producing different results for different chromosome regions.  
A reduction in MLH1 foci was seen in Atpch2-1 compared to Col 0 (7.1 vs 9.9 
respectively), which is consistent with the chiasmata count data. Foci of HEI10 
appeared with the same frequency in Atpch2-1 and Col 0 in early prophase I (10.2 vs 
10.6) but by late prophase I, numbers were reduced in Atpch2-1 until the counts 
appeared highly similar to those of MLH1 foci (6.9 vs 9.9). This suggests that the 
number of CO-designated sites in early prophase I is unchanged in Atpch2-1, but that 
some of these sites do not mature into COs, resulting in an overall reduction. In late 
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prophase I, remaining MLH1 and HEI10 foci seen in Atpch2-1 were associated with 
stretches of ZYP1, very often only displaying a single focus per ZYP1 stretch, implying 
that CO interference is still active.  
In budding yeast, foci of Zip3 (similar to HEI10), show the same spatial separation 
along the axis in pch2 mutants as they do in wild-type (Zhang et al., 2014b). This 
demonstrates that interference is still active in pch2 mutants, though when the inter-
focus distance of Mlh1 foci is used as a metric for interference in these mutants, CO 
interference is inferred to be reduced (Joshi et al., 2009; Zanders and Alani, 2009). 
This implies that interference is initially established in early prophase I, but that not 
all of these sites fully mature into COs in an Atpch2 background, leaving a reduced 
number of both Zip3 and Mlh1 foci. If these remaining foci show a decrease in 
interference, however small, it implies that additional recombination events and CO 
designations may have taken place, following the establishment of interference at the 
Zip3 deposition stage. One possible explanation for this relies on the recent finding 
that DSBs continue to be produced in unsynapsed chromatin (Thacker et al., 2014). 
This study included the finding that ZMM mutants produce more DSBs than in wild-
type, which could also be true of Atpch2 mutants. 
5.3.4 Synapsis initiates uni-directionally in Arabidopsis 
Co-localisation of ZYP1 with MSH4 and HEI10 (Figures 5.12 and 5.13), show foci of 
MSH4 and HEI10 at the termini of the ZYP1 stretches, suggesting polymerisation is 
occurring outwards from recombination complexes in a uni-directional manner, at 
least at this early stage. This would fit with the model of how synapsis initiates in 
Sordaria macrospora, where synapsis initiates in one direction from synapsis 
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initiation sites (Zickler et al., 1992; Zhang et al., 2014b). EM microscopy of zygotene 
nuclei in Sordaria showed that late recombination nodules (destined to become COs) 
are associated with longer stretches of SC, while early nodules (destined to become 
NCOs) are associated with shorter stretches of SC (Zhang et al., 2014b). This suggests 
that synapsis initiates first at the CO designated sites. The images showing large HEI10 
foci at the termini of SC stretches indicates that this is also the case in Arabidopsis. 
This appears to still be true for Atpch2-1, indicating that its function is not essential 
for this property of synapsis.  
An alternative possibility is that these foci, in Atpch2-1 and Col 0, could be telomeric 
sites, and the foci of recombination proteins seen are actually binding non-specifically 
to these protein-rich structures. This seems unlikely since these antibodies do not 
appear to bind to telomeres at pachytene when the telomeres can be easily identified. 
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Chapter 6 
The effects of temperature on meiosis in wild-type Col 0 and 
meiotic mutants 
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6.1 Introduction 
Temperature affects various biological processes in plants, including circadian rhythm 
function (Gould et al., 2006), RNA splicing (Balasubramanian et al., 2006) and DNA 
replication during S-phase (Higgins et al., 2012). Meiotic processes are also known to 
be sensitive to temperature, as well as other environmental influences. Global mean 
surface temperatures are projected to increase by 1.8-4.0˚C by 2100, with high 
northern latitudes experiencing the greatest change, so understanding the relationship 
between temperature and plant reproduction is important for agriculture and crop 
breeding (Reviewed in Solomon, S. et al., 2007; Hedhly et al., 2009; Singh et al., 2013). 
Both low and high temperatures have been shown to cause meiotic defects in a variety 
of organisms, including plants (De Storme and Geelen, 2014; Bomblies et al., 2015). 
These defects include asynapsis, failure to form sufficient chiasmata, failure to resolve 
chromosome interlocks and errors in nuclear division. These errors are also variable 
depending on experimental design, with prolonged exposure to temperature extremes 
causing different effects to shorter heat shocks, which might be applied only for the 
duration of meiosis or a particular stage of meiosis.  
In Arabidopsis, the distribution of crossovers (COs) has been shown to be sensitive to 
changing temperatures. A study using the fluorescent tetrad analysis (FTL) system 
(See Chapter 3 for description), saw a steady increase in CO formation in two genetic 
intervals between 19˚C and 28˚C (Francis et al., 2007). In barley, exposure to 
temperatures of 30˚C causes a slight reduction in chiasma frequency, compared to 
plants grown at 22˚C, but also causes a modest but significant shift in chiasma 
localisation from centromere distal regions to more centromere proximal regions, with 
some chromosomes showing greater susceptibility than others (Higgins et al., 2012). 
These changes were thought to be linked to variations in the DNA replication 
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programme during S-phase, which at typical temperatures (22˚C) would initiate in the 
distal/telomeric regions of chromosomes and slowly progress towards the 
centromeres and heterochromatic regions over the course of about 13 hours. At high 
temperatures (30˚C), DNA replication progressed more quickly in the centromere 
proximal and heterochromatic regions, showing completion within 9 hours. At 30˚C 
the shift in CO localisation was concomitant with a small reduction in the overall 
chiasma frequency. An earlier study, also in barley, supports these changes in the 
spatiotemporal regulation of recombination, having reported that ASY1 is upregulated 
earlier in plants exposed to high temperature treatment, resulting premature initiation 
of prophase I (Oshino et al., 2007). Later it was demonstrated that SC length in barley 
is increased in meiocytes exposed to high temperatures, and that this effect was 
specific to male meiosis (Phillips et al., 2015). CO frequency was also shown to increase 
in PMCs, with increasing temperature between 15 and 25˚C, again in a chromosome-
specific manner. Based on immunolocalisation of MLH3, COs were redistributed from 
centromere distal to proximal regions, but did not reflect the increased CO number 
which was determined genetically. This suggested that interference-sensitive COs 
were redistributed but that the increase in overall CO number could be due to an 
increase in non-interfering COs. The increased SC length and sex-specific differences 
are consistent with earlier observations that in species where one sex is more 
recombinogenic than the other (heterochiasmy), longer SCs are observed in the sex 
with higher CO frequency (Lynn et al., 2002; Tease and Hultén, 2004). 
Various studies in Arabidopsis have looked at the epigenetic effects of temperature. 
Naydenov et al., 2015, investigated the expression of several genes involved in DNA 
methylation in response to exposure to 36˚C for time periods ranging from 6 to 48 
hours. The expression of these methyltransferase genes increased, as did expression 
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of ROS1, a DNA demethylase, and genes involved in the plant-specific RNA-directed 
DNA methylation (RdDM) pathway. Study of Arabidopsis has shown DNA 
methylation to be an important factor in meiosis, involved in the suppression of CO 
formation in parts of the genome which are normally transcriptionally repressed, such 
as centromere proximal regions (Yelina et al., 2012). Supporting this, DNA 
methylation has been demonstrated to be inversely associated with recombination 
hotspot localisation, though other factors are also involved (Choi et al., 2013). In 
mouse, a similar situation was observed in DNA methylation deficient mutants, which 
adopted a recombination permissive chromatin state in transposons, which would 
normally be repressed for this activity (Zamudio et al., 2015). This shift in chromatin 
state was associated with a shift from the repressive H3K9Me2 chromatin 
modification to the recombination hotspot-associated H3K4Me3 mark (Choi et al., 
2013 and discussed in more detail in Chapter 3). Another study showed that the 
accelerated flowering seen in Arabidopsis grown at high temperatures is due to 
stabilisation of JMJ30, a histone demethylase which binds to FLOWERING LOCUS C 
and removes a repressive histone modification, H3K27Me3 (Gan et al., 2014).  
The H2A.Z histone variant shows a sharp decline in promoter-nucleosome occupancy 
between Arabidopsis grown 17˚C and 27˚C (Kumar and Wigge, 2010). arp6 mutants, 
which are defective in H2A.Z deposition, have transcriptomes which phenocopy plants 
grown at higher temperature. The authors also demonstrated the same relationship 
between temperature and H2A.Z occupancy in budding yeast. H2A.Z, like H3K4Me3, 
is also enriched at recombination hotspots (Choi et al., 2013).  
Meiosis-specific temperature induced defects have been recorded in several 
Arabidopsis mutants; Atcdkg1 and Atrbr-2. AtCDKG1 (Cyclin-dependent kinase G) is 
a protein kinase, related to cyclin-dependent kinases found in the Ph1 locus of 
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hexaploid wheat which ensures CO formation between homologs rather than 
homeologs (Greer et al., 2012; Zheng et al., 2014).  CDKG1 is required for efficient 
chromosome synapsis and chiasma formation at normal temperatures (14-30˚C) 
(Zheng et al., 2014). At low temperatures (12˚C), Atcdkg1 mutants appear to display 
synapsis indistinguishable from wild-type. At higher temperatures, mutants 
experience synaptic defects as well as a strong reduction in class I CO formation, based 
on MLH1 staining. Similar to the effects of high temperature treatment on barley, the 
defects seen in Arabidopsis cdkg1 mutants are restricted to male meiosis. The authors 
hypothesize that the observed difference is due to the Atcdkg1 mutation causing a 
downward shift in the temperature range at which meiosis can proceed without error, 
possibly due to the role of the kinase in a thermodynamically unstable meiotic 
pathway. The activity of recombinase enzymes for example, has been shown to be 
sensitive to variations in temperature in mice and lilies (Hotta et al., 1988, 1985). 
Arabidopsis contains a single homologue of the tumour suppressor gene, Rb 
(Retinoblastoma), called Retinoblastoma-related (RBR), and the two are similar in 
sequence and predicted structure (Kong et al, 2000). The loss of AtRBR is 
gametophyte lethal due to misregulated cell division during gametogenesis (Ebel et al., 
2004; Johnston et al., 2008). An Arabidopsis RBR T-DNA insertional mutant called 
Atrbr-2, expresses the wild-type protein in vegetative tissues, but in reproductive cells 
the AtRBR transcript undergoes an aberrant splicing event, leading to loss of the C-
terminal region of the protein (Chen et al., 2011). This mutation therefore allows the 
meiotic effects of AtRBR loss-of function to be studied. The study found that AtRBR 
has a direct role in meiosis, beyond its role in the regulation of genes controlled by the 
E2F transcription factor, to which it binds.  In Atrbr-2, plant fertility is severely 
reduced, due to meiotic defects (Chen et al., 2011). Immunolocalisation of the protein 
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in wild-type plants revealed that it localises on meiotic chromosomes as discrete foci 
early in prophase I in a DSB dependent manner, as foci were absent in a spo11 
background (Chen et al., 2011). The Atrbr-2 mutant showed normal DSB formation 
but defective SC formation and severely reduced CO formation. Though both RAD51 
and DMC1 localise normally in the mutant, MSH4 foci were severely reduced, as were 
MLH1 foci. A msh4/rbr-2 double mutant showed that the protein is required for both 
class I and class II crossover formation. AtRBR therefore seems to have a role 
somewhere between DMC1 and MSH4 loading. The researchers involved in this study 
suspected that the meiotic defects seen in Atrbr2, may have been temperature 
dependent, based on phenotypic differences observed during the summer compared 
to the winter, specifically that the phenotypic severity was reduced in periods of warm 
weather (James Higgins, personal communication). These temperature-sensitive 
effects have not yet been characterised in Atrbr-2. 
Temperature is not the only form of stress to affect meiosis in plants, and it is possible 
that the effects of temperature are also due to a secondary consequence of stress 
sensing, rather than a direct, mechanistic effect on the recombination machinery. It 
has previously been reported that water-deficit stress can cause an increase in meiotic 
recombination in maize (Verde, 2003). An increase in meiotic, and also somatic 
recombination was also seen in Tobacco Mosaic Virus infected tobacco plants 
(Kovalchuk et al., 2003). Increased somatic recombination has also been observed in 
plants experiencing stress from UV radiation, 50˚C heat shock, high salt levels and 
heavy metal exposure (reviewed in De Storme and Geelen, 2014). The stress response 
signalling hormone abscisic acid (ABA), may be the link between these various stresses 
and recombination. Study of an ABA sensitive mutant (abo4-1) showed that somatic 
recombination was increased. MRE11 was upregulated in the mutant, and increasingly 
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so in response to ABA, while KU70, involved in non-homologous end joining, was 
supressed, as was RAD51 (Yin et al., 2009). Whether or not these ABA-mediated 
effects on MRE11 and KU70 and RAD51 are the cause of the observed increase in 
homologous recombination in the mutant, or in the stress response of other plants is 
not clear. The same study also showed that in the abo1-4 mutant, H3K27Me3 was 
deposited more heavily at FLOWERING LOCUS C while H3K4Me3 was deposited less, 
and that at FLOWERING LOCUS T, the inverse was true.  
Temperature fluctuations have also been demonstrated to affect the spatial 
organisation of meiotic chromosomes. Chromosome interlocks are entanglements 
caused by synapsis converging from two directions, trapping another chromosome in 
between the two unsynapsed axes (Zickler and Kleckner, 1999). Resolution of these 
interlocks has been shown to require the activity of Mlh1 and TopoII (Rasmussen, 
1986; Storlazzi et al., 2010), but the process has been shown to be impaired at high 
temperatures in various animals and in wheat (reviewed in Bomblies et al., 2015).   
I have performed preliminary work to survey meiotic progression at a range of 
different temperatures in Col 0 plants and in mutants that are affected in meiosis. In 
addition to Atcdkg and Atrbr-2, I have also included Atsdg2-1 and Atpch2-1 mutants 
(described in Chapters 3 and 5 respectively) in my screening for temperature-specific 
defects. 
6.2 Results 
Arabidopsis plants were sowed and grown under glasshouse conditions (see materials 
and methods) for ~5 weeks before being transferred to a growth cabinet (Snijders, 
Microclima) for 3 days at 14, 20, 28, 30 (Col 0 only at 30˚C) or 32˚C. Atsdg2-1 plants 
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were sowed a week earlier than Col 0 and other mutants, due to their slower rate of 
growth. Buds were then fixed in ice-cold 3:1 fixative and analysed cytologically, by 
making chromosome spread preparations stained with DAPI (see materials and 
methods). This was performed on Col 0 plants as well as four mutant lines in parallel 
(Atpch2-1, Atsdg2-1, Atrbr-2, Atcdkg1). Dual immunolocalisation of the axis 
component ASY1 and the synaptonemal complex central element, ZYP1, was carried 
out on fixed material of Col 0 and Atsdg2-1. The cytological analysis of each of the lines 
at each temperature point will be described.  
6.2.1 Col 0 
20˚C – The cytological appearance of meiosis in Col 0 at 20˚C will be described first, 
as it appeared error free and could best be described as the ‘normal’ meiotic 
progression, based on previous observations and published descriptions. PMCs in 
Arabidopsis are easily identifiable by their increased size, which is approximately 10 
times that of the surrounding somatic cells, and their high concentrations of 
organelles. Following G2, prophase I begins with leptotene (Figure 6.1 A), where 
chromosomes are arranged as thin threads on a proteinaceous axis. When visualised 
using immunolocalisation, the axis component, ASY1 appears as a bright, linear signal 
at this stage but has a domainal organisation of alternating regions of hyper and lower 
abundance. These axes begin to synapse together with their homologous counterparts 
throughout zygotene (Figure 6.1 B), and achieve full synapsis at pachytene (Figure 6.1 
C) where chromosomes appear as thick threads. During synapsis, the ASY1 signal
becomes less bright and more diffuse in the synapsed regions (Figure 6.2 A). These 
regions display continuous, linear ZYP1 staining, as the protein polymerises between 
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homologous chromosomes. Following pachytene, during the diplotene stage 
chromosomes begin to de-synapse (Figure 6.1 D). As diplotene continues, 
chromosomes condense further until they can be resolved as 5 distinct, bivalent 
structures at diakinesis, which is the last sub-stage of prophase I (Figure 6.1 E). The 
five bivalent chromosomes display their highest level of compaction at metaphase I, 
where homologs are visibly connected by chiasmata (Figure 6.1 F). The characteristic 
shapes of the metaphase I chromosomes results from their being pulled toward 
opposite cell poles via spindle attachments and can indicate the number of crossovers 
formed during prophase I. Accurate chromosome segregation is ensured by each pair 
of homologs forming at least one (obligate) CO.  At anaphase I, homologous 
chromosomes separate, and pairs of sister chromatids are pulled towards opposite 
poles by the spindle (Figure 6.1 G). Once separated, the five pairs of sister chromatids 
decondense and the PMC appears as a dyad, with two nuclei (though no new nuclear 
envelope has formed around them), and a strong concentration of organelles in 
between them (Figure 6.1 H).  Chromosomes then condense again at prophase II and 
are aligned again by spindle attachments at metaphase II (Figure 6.1 I). At anaphase 
II, sister chromatids separate and are drawn apart, this time into 5 distinct nuclei of 5 
chromosomes each at the telophase II stage. The chromosomes in the four nuclei 
decondense again and 4 new nuclear envelopes are formed, and the PMC appears as a 
tetrad (Figure 6.1 J).  
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Figure 6.1: DAPI stained Col 0 PMCs 
grown under glasshouse conditions 
then grown for 3 days at 20˚C 
before fixation.
Scale bar = 10µm  
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Figure 6.2 A: Col 0 and sdg2-1 zygotene PMCs following 3 days 20˚C treatment.
Scale bar = 10µm
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Figure 6.2 B: Col 0 and sdg2-1 zygotene PMCs following 3 days 32˚C treatment.
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All subsequent atlases can be found in Appendix C. The meiotic defects observed in 
these lines following the temperature treatments, are summarized in Table 6.1. 
14˚C – A single chromosome fragment was observed at the dyad stage, though only in 
one cell. All other stages and cells appeared normal. 
ASY1 and ZYP1 localisation appeared as it does at 20˚C. 
28˚C – Several chromosome fragments were observed at the dyad stage in a single 
cell. All other stages and cells appeared normal. 
ASY1 and ZYP1 localisation appeared as it does at 20˚C. 
30˚C – No fragmentation was observed at this temperature, but some interlocks, 
where chromosomes become entangled between two homologs during synapsis, were 
observed in a late zygotene cell (Figure 6.3 B and H). Two pachytene stage cells 
displayed chromosomes which appeared slightly wider than normal (Figure 6.3 B), 
though pachytene cells of normal appearance were also observed. Other meiotic stages 
appeared as normal. 
ASY1 and ZYP1 localisation appeared as it does at 20˚C. 
32˚C – Various meiotic defects were observed at this stage. Leptotene and zygotene 
stages appeared normal, and some pachytene cells also appeared normal, with others 
showing wider than normal chromosomes, more severe than that described for 30˚C, 
sometimes with a visible gap between the synapsed chromosomes (Figure 6.3 C). 
These could be seen as being completely separate, were it not for the fact that they 
show clear pairing, with chromosomes following each other in parallel along their 
length. Various defects in chromatin condensation were observed, with fuzzy/cloudy 
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chromosomes seen in several cells. Out of 5 identifiable metaphase I cells, 2 nuclei 
presented with 5 bivalent chromosomes, one showed 4 bivalents, one showed only 2 
bivalents (6 univalents) and another showed zero (10 univalents), which is consistent 
with a defect in CO formation (Figure 6.4 F). Various problems are apparent at the 
tetrad stage, with cells appearing as polyads (more or less than 4 nuclei), which 
sometimes show different levels of chromosome condensation, fragmentation and 
missegregation (Figure 6.5 F). The chromosome fragmentation suggests that DSB 
repair is also defective at this temperature.  
Dual immunolocalisation of ASY1 and ZYP1 showed normal ASY1 localisation in many 
cells, similar to that seen at 20˚C, but others displayed large, brightly stained 
aggregates of ASY1 (Figure 6.6). These were axis associated, and align with the 
direction of the underlying axis as elongated/pointed oval shapes, rather than round 
structures sitting on top the axis. The underlying DAPI signal appears to follow the 
shape of the structures, but does not appear any brighter itself, so identification using 
only DAPI staining is not possible. Foci of ZYP1 were often associated with the ASY1 
aggregates, though many ASY1 aggregates did not co-localise with ZYP1 (Figure 6.6 A-
Y). Where the ASY1 and ZYP1 signals did show colocalisation, they did not overlap 
perfectly, and seemed to form distinct and irregular shapes. One of the most common 
features was the localisation of ZYP1 into pairs of foci, located at either end of an ASY1 
aggregation (Figure 6.6 F, M, P and Y). The aggregates of ASY1 were not observed at 
any other temperature point. At 32˚C, they were frequently observed, on two separate 
slides made from material from different plants.  
The ZYP1 signal on synapsed regions, appeared more punctate than it did at 20˚C and 
other temperatures (Figure 6.2 A and B). The protein still localises to the synapsed 
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chromosomes, but as foci of variable size and brightness, with variable amounts of 
spacing between them.   
6.2.2 Atcdkg 
Atcdkg mutants were chosen as a control due to their previously reported 
temperature-dependent meiotic defects (Zheng et al., 2014). These mutants were 
described as displaying a wild-type like meiotic phenotypes at 12˚C, and as showing 
reduced fertility at 23˚C, caused by defective synapsis and CO formation.  
14˚C – Early stages of prophase I appeared normal, though no fully synapsed 
pachytene cells were observed. This could be due to a small number of cells of this 
stage being identified though. At metaphase I, one cell showed 4 bivalents/2 
univalents, with another showing 4 or 5 bivalents (though overlaid chromosomes 
made it impossible to be accurate). These were the only two metaphase I cells 
identified. At the dyad stage, one cell showed a chromosome fragment, while another 
showed a lagging chromosome (localised at neither pole). 
20˚C – This temperature showed similar defects to those seen at 14˚C. Early stages of 
prophase I appeared normal, but metaphase I chromosomes included univalent 
chromosomes in all 5 cells observed. Dyads and tetrads showed missegregated 
chromosomes, and some chromosome fragmentation. 
28˚C – Early stages of prophase I appeared normal, though no pachytene cells were 
identified. Tetrads showed similar defects to those at 20˚C, with chromosome 
missegregation and fragmentation. 
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32˚C - Leptotene cells were not identified at this temperature point. Zygotene cells 
appeared normal and one normal-looking pachytene cell was identified. Other 
pachytene cells appeared to show similar defects to those of Col 0 at 32˚C, with wider 
spacing seen between lateral elements and sometimes more fuzzy chromosomes 
(Figure 6.3 G). Univalent chromosomes were seen at metaphase I (Figure 6.4 J). 
Tetrads with differently sized nuclei at different levels of condensation were also 
apparent, most likely resulting from missegregated chromosomes (Figure 6.5 J).   
 
6.2.3 Atpch2-1 
The ‘normal’ cytological description of meiosis for Atpch2-1 is described in full in 
Chapter 5 and Lambing et al., 2015, but to summarise the defects, complete synapsis 
is never observed and univalent chromosomes are frequently present at metaphase I, 
leading to errors in chromosome segregation. 
14˚C – Early stages of prophase I appeared normal though fully synapsed pachytene 
cells were not observed. 7 metaphase I PMCs were observed, 3 of which displayed 5 
bivalents, while the remaining 4 PMCs showed univalent chromosomes in varying 
numbers. A chromosome fragment was observed in one PMC, at the late anaphase I 
stage. No cells were observed past the anaphase I stage.  
20˚C – Similar to that described for 14˚C, though no fragmentation was seen. Dyad 
and tetrad stages (Figure 6.5 B) appeared normal apart from the presence of 
observable chromosome missegregation at the dyad stage.  
28˚C – Early stages of prophase I appeared normal, again without any fully synapsed 
pachytene cells being observed. Metaphase I chromosomes showed the presence of 
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univalents to varying degrees. Chromosome fragmentation was observed in three 
separate dyad stage cells. Tetrads appeared normal. 
32˚C – Leptotene stage cells were not observed but zygotene cells appeared normal. 
Fully synapsed pachytene chromosomes were not observed, but some approximately 
‘pachytene equivalent’ cells, displayed a similar phenotype to that described for Col 0 
at this temperature, with fuzzy, wide-spaced chromosomes. Metaphase I cells 
displayed univalent chromosomes to varying degrees (Figure 6.4 G). Only two tetrad 
cells were observed, one of which showed some evidence of fragmentation (Figure 6.5 
G). These tetrads did not show the same level of defects displayed by Col 0 at this 
temperature, nor were cells observed at earlier stages showing the sorts of chromatin 
condensation defects which were seen in Col 0.  
6.2.4 Atsdg2-1 
14˚C – Meiosis appeared normal, with no visible fragmentation or missegregation. All 
metaphase I cells observed displayed 5 bivalents.  
20˚C – Leptotene stage was not identified, but all subsequent stages appeared 
normal. 5 bivalents were formed at metaphase I (Figure 6.4 C) and no fragmentation 
was detectable at the tetrad stage (Figure 6.5 C)  
28˚C – All meiotic stages appeared normal. Only 2 metaphase I cells were observed 
but both displayed 5 bivalent chromosomes.  
32˚C – Leptotene was not observed but zygotene stage appeared normal. Some 
pachytene cells appeared normal though many displayed the same wide-spacing 
between lateral elements and fuzzy chromatin appearance that was seen in Col 0 at 
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this temperature. Out of 22 metaphase I cells observed, 15 displayed 5 bivalent 
chromosomes, 5 cells had 4 bivalents and the remaining 2 cells had 3 bivalents (Figure 
6.4 H). Only one cell showed a chromosome fragment, at anaphase II. Telophase II 
PMCs appeared normal, and did not show defects like the ones seen in Col 0 at this 
temperature (Figure 6.5 H).  
6.2.5 Atrbr-2 
14˚C – Only a small number of PMCs were observed at this temperature point. 
Prophase I appeared normal. Two metaphase I cells were observed, each showing 10 
univalents (though some chromosomes being overlaid makes this uncertain). No later 
stages were observed. 
20˚C – Prophase I appeared normal. At metaphase I, between 3 and 5 bivalents were 
observed in 4 cells seen at this stage (Figure 6.4 D). A chromosome fragment was 
present in a cell at the prophase II stage. Dyad and tetrad stages appeared normal and 
chromosome fragmentation was not observed (Figure 6.5 D). 
28˚C – Prophase I appeared normal. Only two metaphase I cells were observed, one 
with 3 and one with 4 bivalent chromosomes. Some fragmentation was observed at the 
dyad and tetrad stages. 
32˚C – Leptotene, zygotene and pachytene stages were not observed at this 
temperature. Some normal looking diplotene cells were observed. Univalent 
chromosomes were observed at diakinesis and metaphase I (Figure 6.4 I). 
Fragmentation was observed at diakinesis, dyad and telophase II stages. Some tetrads 
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showed similar defects to those observed in Col 0 at this temperature, with differently 
sized nuclei showing different levels of condensation (Figure 6.5 I). 
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Figure 6.3: Synapsed chromosomes in Col 0, sdg2-1 and cdkg at 20˚C and
32˚C. Spacing between paired chromosomes at 32˚C sometimes appears
unusually wide, in Col 0, sdg2-1 and cdkg. Col 0 also received 30˚C treatment.
Scale bar = 10µm
Enlargements (H-I) show interlocks present in Col 0 PMCs.
Col 0
sdg2-1
cdkg
20˚C  30˚C   32˚C
Col 0
30˚C    32˚C
A B C
D E
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Figure 6.4: Metaphase I 
PMCs at 20˚C and 32˚C in 
Col 0, pch2-1, sdg2-1, 
rbr-2 and cdkg.  
Scale bar = 10µm
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Figure 6.5: Tetrad and 
telophase II PMCs at 
20˚C and 32˚C in Col 0, 
pch2-1, sdg2-1, rbr-2 and 
cdkg.  
Scale bar = 10µm
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Figure 6.6: Prophase I PMCs in 
Col 0, immunostained with ASY1 
and ZYP1 after 3 days growth at 
32˚C. Cutaways show some of 
the co-localisations between 
irregular structures of ZYP1 and 
bright concentrations of ASY1.
Scale bar = 10µm
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6.3 Discussion 
This analysis has revealed that in Col 0 severe temperature-induced meiotic defects 
arise within a narrow temperature range between 30˚C and 32˚C. I also show that two 
of the mutant lines in my analysis, Atsdg2-1 and Atpch2-1 do not appear to show 
defects as severe as those seen in Col 0 after 3 days treatment at 32˚C.  
6.3.1 Synapsis is defective following growth at 32˚C 
My investigations have revealed the occurrence of wide spacing between clearly paired 
chromosomes (where the axes are parallel along their entire length), which display 
slightly fuzzy-looking chromatin at 32˚C. This was seen at 32˚C in every line tested 
apart from Atrbr2, where the relevant early/mid prophase I stages were not observed. 
The effect was also seen in Col 0 at 30˚C, though it remains unknown if the mutant 
lines also show this phenotype at this temperature, since only Col 0 was studied at this 
temperature. Where the effect was apparent, it was not observed in every cell, and 
many PMCs were present which displayed wild-type like synapsis.  
The presence of the widely-spaced but paired/fuzzy chromosome defect in Atsdg2-1 
and Atpch2-1, which did not appear to display as severe defects in the later meiotic 
stages, suggests that the two defects might be functionally separate. Atsdg2-1 also 
showed fewer temperature-induced effects on chiasma frequency, suggesting that the 
CO formation defect may also be functionally separate from the chromosome 
organisation defects seen in mid-prophase I. Whether or not this separation is specific 
to these mutant lines, or particular temperatures, would require further investigation. 
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ZYP1 loading appears abnormal/defective in Col 0 after 3 days treatment at 32˚C, 
based on immunostaining of fixed material, compared with its appearance at other 
temperatures tested (Figure 6.2 A and 6.2 B). In terms of ZYP1 staining, Atsdg2-1 
appeared unaffected by the 32˚C treatment. Higgins et al, 2005 showed that Atzyp1 
mutants show around 80% of wild-type chiasmata frequency, suggesting that in the 
wild-type at least, high-temperature induced defects in ZYP1 loading could account for 
the reduction in crossover formation, suggesting that the chromosome organisation 
and CO defects might not be functionally separate after all (Higgins et al., 2005). This 
would also be consistent with the comparatively reduced effects of temperature on 
ZYP1 immunostaining and chiasma frequency Atsdg-1. The study by Higgins et al also 
reported the presence of non-homologous recombination in the absence of ZYP1, 
which was not detected in my analysis.   
6.3.2 ASY1 aggregates visible after 32˚C treatment 
Following 3 days of growth at 32˚C, blob-like aggregates of ASY1 were visible on the 
chromosome axes of some early prophase I PMCs, when visualised using 
immunolocalisation on fixed material. Similar structures were reported in a study by 
Loidl, 1989, using electron microscopy to study silver-stained meiotic chromosomes 
in Allium ursinum (wild garlic) which had been subjected to 30 hours of high 
temperature treatment at 35˚C.  The author suggested that heat treatment might 
prolong the leptotene stage, as this stage was not observed in plants grown under 
standard conditions, but could be found readily following high temperature treatment. 
Chiasma frequency in Allium decreased slightly following 30 hours of high 
temperature treatment, and decreased further after 60 hours of treatment. The study 
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also showed the presence of silver-stained structures visible by electron microscopy 
which resembled the aggregates of ASY1 observed in my studies. Polycomplex type 
structures on the axis and SC have also been reported by Stack & Anderson, 1986, in 
Lycopersicon esculentum (Tomato). 
Work performed in our laboratory by Kim Osman and F. Chris. H. Franklin, has shown 
that aggregates of ASY1 very similar in appearance to the silver-stained structures 
described by Loidl and the ASY1 aggregates seen in Col 0 at 32˚C described above, are 
present in Brassica oleracea A12 (Kim Osman, personal communication) (Figure 6.6 
Z). The ASY1 blobs seen in Brassica are only present infrequently and are not thought 
to correlate with high glasshouse temperatures. Structures that appear similar are also 
occasionally seen in Brassica at the pachytene stage, when stained with ZYP1.  The fact 
that these were seen in immunolocalisation experiments performed using fresh 
material, rather than fixed, suggests that these structures are not exclusively detected 
by using the fixed material (‘microwave’) immunolocalisation technique, which was 
used in the high-temperature treated Arabidopsis. 
There are at least two possibilities as to the nature of these ASY1 aggregates; either 
that they directly result from high temperature treatment, or that their presence is 
normally too transient to notice and is prolonged by the high temperature treatment, 
probably by a prolongation of the leptotene stage. These two possibilities are not 
entirely exclusive, as a prolonged leptotene as suggested by Loidl, might allow the 
aggregation of the protein into polycomplexes which would not otherwise form. The 
idea that they represent normally occurring but transient structures might seem 
unlikely due to the high number of immunolocalisation studies performed using ASY1 
over the course of my own studies and within our laboratory group in recent years, 
without this phenomenon having been reported before. However, these structures 
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have been observed in Brassica, and their appearance might be independent of 
glasshouse temperature fluctuations. This supports the hypothesis that the structures 
are a normal but transient feature of meiosis. A prolonged leptotene stage is still a 
possibility though, and could be tested using EdU pulse-labelling of plants under 
different temperature treatments. The frequent colocalisation of the ASY1 aggregates 
with ZYP1 localisations is interesting (Figure 6.6), as it suggests these ASY1 structures 
might be involved in synapsis initiation and/or recombination. ZYP1 is not associated 
with every aggregate of ASY1 and when they are co-localised, they do not overlap 
entirely. One of the more common patterns observed in their co-localisation is ZYP1 
forming a focus at either end of an ASY1 aggregate, in line with the underlying axis 
(Figure 6.3). While this could support the possibility that they represent synapsis 
initiation sites, the ASY1 aggregates do not appear to be strongly correlated with points 
of axis interaction. Similar observations were made by Loidl, 1989, who suggested that 
the axial thickenings might be prematurely resolved synapsis initiation sites. 
Synapsis initiation requires the early stages of recombination, such as DSB formation 
(Higgins et al., 2005). Co-immunolocalisation of MSH4/ZYP1 and HEI10/ZYP1 
(PCH2 chapter, Figure 5.12, 5.13) shows that these recombination proteins are also 
associated with synapsis initiation sites. It would be interesting in future experiments 
to investigate if these and other recombination proteins are associated with ASY1 
aggregates at high temperature. Future experiments using the fresh material/lipsol 
spreading immunolocalisation technique might determine if these ASY1 aggregates 
also co-localise with AtPCH2, which co-localises with ZYP1 foci in early prophase I 
(Lambing et al., 2015). Immunolocalisation of ASY1 in the Atpch2-1 mutant, after high 
temperature treatment, might show whether or not the formation of these aggregates 
requires the axis remodelling functions of PCH2 as well as its role in loading of ASY1.   
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The study by Loidl also showed the presence of ladder-type structures, visible by 
electron microscopy, which connected the axial thickenings. These structures 
appeared to be putting some tension on the axis, by causing visible deformation at the 
points of attachment. Recent work performed in our laboratory, also using 
immunolocalisation on fixed material, has found what appear to be the same ladder-
type structures, as well as ASY1 aggregations in Arabidopsis arenosa (accession 
Triberg, tetraploid), after 6 weeks of growth at 33˚C (Chris Morgan, personal 
communication). These structures were revealed by staining with ZYP1 antibody, 
suggesting that the ‘ladders’ are aberrant stretches of SC which have polymerised along 
a single axis, rather than between two. This length of ZYP1 then appears to provide a 
scaffold for another stretch to form in parallel, with the process then repeating until 
another stretch of ASY1 is encountered. This appears to be the case, since these ladders 
are often seen starting/ending at ASY1 stained axes, but occasionally only have ASY1 
at one end with the unconnected end trailing off. Often these structures emanated 
from ASY1 aggregations and sometimes connected pairs of aggregations together, 
highly similar to those found by Loidl, 1989. These structures were never observed in 
Arabidopsis thaliana, possibly because of the shorter duration or lower temperature 
of the heat-shock used in my experiment. It is also possible that they are aerenosa 
specific though this seems less likely given their appearance in Allium.   
6.3.3 Atsdg2-1 and Atpch2-1 display increased resistance to temperature 
induced defects  
Col 0 plants grown at 32˚C showed a more severe reduction in chiasma frequency 
compared to Atsdg2-1 (Col 0; 2 cells with 5 bivalents, 1 with 4 bivalents, 1 with 2 
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bivalents and 1 with 0 bivalents vs Atsdg2-1; 15 with 5 bivalents, 5 with 4 bivalents and 
2 with 3 bivalents). The low numbers of Col 0 metaphase I PMCs analysed mean this 
could be a sampling error, but in combination with a reduction in other meiotic defects 
in Atsdg2-1 compared to Col 0, this initial data is suggestive of a genuine difference in 
the effects of temperature in these lines.  
In Atsdg2-1, it is conceivable that this resistance stems from the slightly increased 
number of COs in this mutant (see Chapter 3), which would allow it to lose more of 
them before suffering loss of an obligate CO for each bivalent. Although this might be 
true, it does not explain all the observed differences. Mutant lines which produce 
fewer, or even zero, COs form tetrads/polyads with incorrectly segregated 
chromosomes, but do not show the kind of phenotype seen in tetrads of Col 0 plants 
grown at 32˚C (Figure 6.5 F). This suggests that the extensive defects seen in Col 0 at 
the tetrad stage are not solely due to the reduction in CO formation. The observed 
fragmentation suggests that at 32˚C, Col 0 plants are also suffering from defective DSB 
repair mechanisms. In Atsdg2-1 PMCs, fragmentation was observed in only a single 
cell. In Atpch2-1 following 32˚C treatment, some evidence of fragmentation was 
apparent in one of the two tetrad PMCs observed in this study, but appeared to be less 
affected than Col 0, despite the reduced CO frequency of Atpch2-1. Again, more cells 
would be required to draw any strong conclusions, but initially it appears that like 
Atsdg2-1, Atpch2-1 might show greater resistance to temperature-induced meiotic 
defects compared to Col 0. 
One possible alternative explanation for the observed differences in Atsdg2-1 is that 
the large number of genes misregulated in this mutant could include genes involved in 
heat-stress response (Reviewed in von Koskull-Döring et al., 2007). However, a cross-
reference of the 21 known HSPs (heat-shock proteins) against the list of genes 
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misregulated in Atsdg2-1 from Berr et al., 2010, did not reveal any matches. The effects 
in Atpch2-1 might be explained by the role of AtPCH2 in ASY1 deposition on the axis. 
An immunolocalisation experiment to visualise ASY1 in Atpch2-1 after 32˚C treatment 
would reveal whether AtPCH2 is required for the presence of ASY1 aggregates. If these 
aggregations were the root cause of the other meiotic defects which result from this 
temperature treatment, then it might explain why reduced severity is seen in Atpch2-
1.  
6.3.4 Temperature induced effects on Atrbr-2 
These experiments have not provided any conclusive evidence that the phenotypic 
severity of the Atrbr-2 mutation is reduced at higher temperatures. However, a low 
number of PMCs were analysed so the possibility is not entirely ruled out. If a specific 
temperature range is required for this effect, it could lie between 20˚C and 28˚C, so 
would have been missed by this experiment. Based on the defects in chromosome 
condensation and fragmentation at 32˚C, it seems unlikely that the Atrbr-2 mutation 
is increasing the resilience of Arabidopsis to high temperatures, as may be the case for 
Atsdg2-1 and Atpch2-1 mutants.  
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Chapter 7 
General discussion 
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7.1 Discussion 
The work described in chapters 3, 4 and 5 of this thesis was undertaken to better 
understand the relationship between homologous recombination and the properties 
of the underlying chromosomes, whether they be histone modifications or the 
dynamics of axis-protein organisation. Chapter 6 described investigations into 
whether the application of temperature stress affected either the meiotic chromosome 
structure or the progression of homologous recombination. An interesting link 
between these studies is the observation that mutants for specific chromosome 
structural defects can be less susceptible to the effects of high temperature treatment.   
7.1.1 Atsdg2-1 and Atpch2-1 meiosis at high temperature 
These studies demonstrated that resistance is conferred by the Atsdg2-1 and Atpch2-
1 mutations, to the meiotic effects of high temperature treatment, compared to Col 0.  
Atsdg2-1 appears to be more competent at loading the SC at high temperature and 
seems to make more chiasmata than Col 0, though univalents are still sometimes 
present. The maintenance of COs at high temperature could be a consequence of more 
efficient ZYP1 loading, but why ZYP1 should load more efficiently is difficult to explain. 
It has been reported for Arabidopsis that synapsis is not required for establishing 
interference and that COs form in the Atzyp1 mutant at ~70% of wild-type levels, but 
that synapsis is dependent on recombination (Higgins et al., 2005). This would suggest 
that the unperturbed ZYP1 loading seen in Atsdg2-1 at high temperature may be more 
likely to be a result of the relatively high chiasma frequency, rather than being a direct 
consequence of the temperature treatment. Future immunolocalisation experiments 
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could investigate whether the severity of the synaptic defect seen in Atpch2-1 is 
reduced following high temperature treatment.    
The unchanged length of the SC, suggests that in plants grown under standard 
glasshouse conditions, alterations in the organisation of the SC might not be 
responsible for the change in CO distribution. 
Another change in the chromosome structure of high-temperature treated Atsdg2-1 is 
evident in their lack of ASY1 aggregations, though it remains possible that this is a 
sampling error resulting from a smaller number of cells analysed in the Atsdg2-1 
mutant. Alternatively, the H3K4Me3 modification could have some role in axis 
organisation. No differences were apparent in the organisation of ASY1 in Atsdg2-1 
grown under glasshouse conditions, based on immunolocalisation using SIM, though 
it remains possible that like with Atpch2-1, any differences would not be noticeable 
until an intensity analysis is performed. An altered CO pattern was also reported for 
barley grown at high temperature (Higgins et al, 2012). Atsdg2-1 is apparently less 
susceptible to temperature induced recombination defects. Could the altered CO 
patterning seen in Atsdg2-1 be related to this? A possible, though difficult to confirm, 
explanation for the observed change in CO distribution in Atsdg2-1 is that the axis-
bound loops into which the DNA of meiotic chromosomes is organised, has been 
shifted. In this hypothesis, H3K4Me3 would have a role in determination of which 
chromosomal regions are located at the loop bases or in the loops themselves, so an 
Atsdg2-1 mutant would show a different profile in this regard compared to wild-type. 
This may seem unlikely given the known association of H3K4Me3 with recombination 
hotspots found in the meiotic chromatin loop regions (Acquaviva et al., 2013; 
Sommermeyer et al., 2013), though since these associations are far from simple (Zhu 
and Keeney, 2015), the possibility will require further study to rule out or confirm. The 
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hypothesis fits loosely with the findings of a yeast study which demonstrated the 
strong relationship between transcription and axis-association (Sun et al., 2015). This 
study showed that the 3′ ends of genes, where cohesin proteins are thought to be 
‘pushed’ by the transcription machinery, are enriched for Hop1, Red1 and Rec8, and 
that this correlation is dependent of the strength of the gene expression. The Atsdg2-
1 mutation causes the misregulation of hundreds of genes (Berr et al., 2010; Guo et al., 
2010), so could perhaps be altering axis-loop associations by this mechanism.  
7.1.2 Future perspectives 
The central finding of this work, that CO frequency is increased in Atsdg2-1, is 
supported by both cytological and genetic data. Recent developments in cytological 
techniques now allow us to immunolocalise foci-producing recombination proteins on 
chromosome spread preparations of fixed bud material from Arabidopsis. This will 
potentially allow us to make accurate counts of MLH1 and HEI10 foci on pachytene, 
diplotene and diakinesis PMCs more easily and also make distance measurements 
between these foci easier and more accurate. It would also allow these measurements 
to be performed in a higher number of cells, therefore making the statistical analysis 
more robust.  
Plants heterozygous for the Atsdg2-1 mutation, which appear phenotypically wild-type 
like, were analysed cytologically early in this study with metaphase I chromosomes 
appearing indistinguishable from Col 0. It would be interesting to analyse the levels of 
H3K4Me3 signal in PMCs, as I did for the homozygous mutant, to see if there is an 
intermediate effect. It will also be interesting to investigate whether the CO 
distribution effects can be replicated in in plants with a meiosis-specific knockdown of 
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SDG2 expression, such as via RNAi or CRISPR/inactive-Cas9 to block transcription, 
driven by a meiosis-specific promoter, like pDMC1. 
Another approach that could be taken in future investigations would be to over-
express a H3K4 de-methylase, such as jumonji-15 (AtJMJ15), to see if similar effects 
can be achieved. Over-expression of this gene has previously been demonstrated in a 
study on salt tolerance, and experienced repression of genes which normally showed 
strong H3K4Me3 marking (Shen et al., 2014). The same study also showed that 
AtJMJ15 is strongly expressed in young anthers. This might help to show whether the 
phenotype of Atsdg2-1 is due to reduced H3K4Me3 or not, but could also lead to a 
different distribution of COs since AtJMJ15 might de-methylate H4K4 residues to 
produce a H3K4Me3 profile completely distinct from Atsdg2-1. 
The roles of other SET domain proteins might be difficult to spot. If the effects of 
mutating these proteins are similar to those seen in Atsdg2-1, but more subtle, they 
could potentially not be noticeable based on cytological analysis of metaphase I 
chromosomes, and performing a full FTL analysis on each of them would be lengthy 
and laborious. High throughput flow cytometry can be performed on FTL lines to 
detect single CO events in individual pollen grains, and could be useful in identifying 
affected mutant lines (Yelina et al., 2012).  
The main finding of these studies into AtMRG2 was the unfortunate conclusion that 
the meiotic defects in the mutant line I had been investigating were actually the result 
of an as-yet-uncharacterised mutation to AtPRD3. The subsequent finding that the 
two MRG genes, AtMRG1 and AtMRG2 function redundantly, means that any future 
investigations into their meiotic function should use a double homozygous mutant of 
both genes.  It is still possible that meiosis would be affected in a double mutant, 
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resulting from the associated reduction in histone acetylation, but these effects could 
be subtle if similar to the alteration in CO distribution seen in Atsdg2-1, making them 
unlikely to have been recognised by the researchers involved in these studies. Any such 
future studies should also take into account the effects of day length on the phenotype 
of the double mutant, which would have the additional benefit of the wild-type control 
providing an insight into the normal influence of day length on meiosis. 
With regards to the effects of temperature, I have yet to determine whether or not the 
temperature-induced meiotic defects I have observed are exclusive to male meiosis, as 
was previously reported for the Atcdgk1 mutation in Arabidopsis and the increased 
CO frequency in barley (Zheng et al., 2014; Phillips et al., 2015). This could be tested 
by fertilizing high-temperature treated plants with pollen from plants grown in 
standard glasshouse conditions and vice-versa, then assessing the resulting siliques 
for fertility. Other experiments into the meiotic effects of exposure to high temperature 
may determine the duration of heat-shock required to induce particular defects during 
meiosis. The ladder-type ZYP1 structures described in section 6.3.2 were observed in 
Arabidopsis arenosa apparent after 6 weeks of growth at 33˚C. It would be interesting 
to determine if this phenomenon is specific to the different species used, the single 
degree difference in temperature treatment or, most likely, the increased duration of 
exposure to high temperature.  
Overall, the results of my studies highlight that recombination is affected by the 
structure of meiotic chromosomes, at their various levels of organisation. They also 
show that these organisational defects can change the way PMCs react to high 
temperature.  
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Appendix A – FTL analysis raw data 
 
 
 
 
 
 
 
 
 
 
 
I5ab Total A B C D E F G H I J K L
Col 2607 737 1070 614 36 41 38 35 21 9 4 2 0
sdg2 2262 445 962 532 68 80 64 60 30 13 7 1 0
I5cd Total A B C D E F G H I J K L
Col 3146 2343 399 371 3 7 12 7 3 1 0 0 0
sdg2 1719 1027 336 329 10 5 5 5 2 0 0 0 0
I2fg Total A B C D E F G H I J K L
Col 2526 1970 251 300 1 0 2 1 1 0 0 0 0
sdg2 1464 1170 102 188 1 1 1 1 0 0 0 0 0
I2fg Total A B C D E F G H I J K L
Col 2526 1970 251 300 1 0 2 1 0 1 0 0 0
pch2 2849 2029 378 411 7 5 7 4 4 4 0 0 0
I5ab Total A B C D E F G H I J K L
Col 2324 590 945 590 41 50 30 42 21 5 8 1 1
pch2 2321 1094 371 595 48 52 59 44 13 33 7 5 0
I5cd Total A B C D E F G H I J K L
Col 3060 2386 343 305 7 5 6 6 1 1 0 0 0
pch2 2080 1586 252 219 5 6 4 4 2 2 0 0 0
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Appendix B – ASY1 intensity analysis in Col 0 and Atpch2-1 PMCs 
Col 0 unsynapsed (blue) vs synapsed (orange) ASY1 intensity 
Source RoiID ROIArea MeasuredArea Perimeter MeanIntensity MinIntensity MaxIntensity
slide 2 3_crop roi.nd2 1 0.24 698.22 3.07 582.51 392 911
slide 2 3_crop roi.nd2 3 0.35 698.22 3.61 280.69 213 352
slide 2 3_crop roi.nd2 4 0.45 698.22 3.61 247.97 201 328
10_crop roi.nd2 3 0.46 5452.92 4.47 418.54 272 573
7_crop roi.nd2 1 0.32 1358.79 4.48 1070.84 573 1716
slide 2 3_crop roi.nd2 2 0.38 698.22 4.5 593.65 296 801
10_crop roi.nd2 7 0.52 5452.92 4.55 224.67 158 372
10_crop roi.nd2 9 0.4 5452.92 4.81 1208.53 759 1689
8_crop roi.nd2 5 0.56 744.37 4.92 426.06 371 503
10_crop roi.nd2 1 0.4 5452.92 4.96 830.54 360 1256
7_crop roi.nd2 3 0.57 1358.79 5 426.68 316 616
10_crop roi.nd2 8 0.51 5452.92 5.03 233.07 165 368
8_crop roi.nd2 6 0.77 744.37 6.35 516.59 390 662
7_crop roi.nd2 4 0.71 1358.79 5.25 396.39 278 564
10_crop roi.nd2 2 0.47 5452.92 5.79 902.1 413 1607
7_crop roi.nd2 2 0.38 1358.79 5.89 1199.68 766 1683
10_crop roi.nd2 4 0.48 5452.92 5.9 318.09 212 477
10_crop roi.nd2 6 0.59 5452.92 6.13 619.59 318 1068
8_crop roi.nd2 2 0.48 744.37 6.48 1572.28 1104 2144
8_crop roi.nd2 1 0.84 744.37 7.75 761.16 463 1215
10_crop roi.nd2 11 1.14 5452.92 8.55 217.96 141 350
10_crop roi.nd2 5 0.98 5452.92 9.3 553.36 277 912
10_crop roi.nd2 12 2.19 5452.92 10.52 209.19 132 326
10_crop roi.nd2 10 0.96 5452.92 11.67 856.65 362 1414
slide 3 8_crop roi.nd2 1 1 1516.08 12.01 648.56 329 1080
slide 3 8_crop roi.nd2 2 1.72 1516.08 12.22 155.84 114 225
slide 4 13a_crop 2 0.37 781.5 3.9 543.85 398 681
slide 4 14_crop 2 0.31 1756.41 3.94 437.82 336 584
slide 4 19_crop 2 0.39 1580.05 4.26 588.33 478 734
slide 4 12_crop 1 0.37 898.56 4.69 1993.49 1355 2909
slide 4 17_crop 2 0.54 2388.22 4.76 403.93 315 561
slide 4 18_crop 2 0.36 1082.33 4.92 346.31 244 417
slide 4 13a_crop 1 0.4 781.5 4.93 1016.34 559 1371
slide 4 13b_crop 2 0.61 696.8 5.23 374.31 256 522
slide 4 19_crop 1 0.49 1580.05 5.57 1414.14 826 2206
slide 4 12_crop 2 0.82 898.56 5.62 492.83 385 677
slide 4 16_crop 2 0.66 1589.8 5.7 305.95 202 436
slide 4 15_crop 2 0.54 1872.5 5.78 371.73 262 507
slide 4 13b_crop 1 0.5 696.8 5.81 1490.56 786 2485
slide 4 14_crop 1 0.49 1756.41 5.83 1176.63 792 1541
slide 4 11_crop 2 0.69 643.41 5.92 257.56 213 324
slide 4 18_crop 1 0.54 1082.33 6.72 2045.42 1493 2765
slide 4 17_crop 1 0.79 2388.22 8.18 1079.87 585 1598
slide 4 16_crop 1 0.58 1589.8 8.22 1581.99 933 2296
slide 4 11_crop 1 0.77 643.41 8.82 543.05 366 889
slide 4 15_crop 1 0.93 1872.5 10.4 1086.09 480 2053
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Atpch2-1 synapsed (blue) vs unsynapsed (orange) ASY1 intensity 
 
 
 
Source RoiID ROIArea MeasuredArea Perimeter MeanIntensity MinIntensity MaxIntensity
9_crop roi.nd2 4 0.2 1007.95 2.25 388.45 274 507
8_crop roi.nd2 4 0.18 563.29 3 433.39 359 500
11_crop roi.nd2 4 0.32 1532.5 3.45 235.45 172 305
23_crop roi.nd2 2 0.28 854.18 3.89 435.34 309 715
11_crop roi.nd2 3 0.35 1532.5 3.9 318.64 233 417
8_crop roi.nd2 2 0.31 563.29 4.63 378 282 564
14_crop roi.nd2 4 0.33 1029.75 4.65 321.47 173 537
29_crop roi.nd2 2 0.45 801.68 4.78 373.95 250 486
27_crop roi.nd2 1 0.48 606 5.4 296.36 242 397
27_crop roi.nd2 2 0.52 606 5.54 282.6 226 358
8_crop roi.nd2 3 0.46 563.29 5.56 284.93 199 401
8_crop roi.nd2 1 0.41 563.29 5.79 337.73 207 533
15_crop roi.nd2 1 0.57 1529.35 5.8 245.76 144 416
15_crop roi.nd2 3 0.47 1529.35 5.8 286.54 157 476
16_crop roi.nd2 3 0.59 2790.27 5.83 239.01 165 330
11_crop roi.nd2 1 0.52 1532.5 6.01 287.19 164 424
30_crop roi.nd2 2 0.68 1530.2 6.02 291.97 193 504
11_crop roi.nd2 2 0.52 1532.5 6.06 286.94 179 456
14_crop roi.nd2 2 0.47 1029.75 6.47 283.24 152 589
14_crop roi.nd2 1 0.48 1029.75 6.64 274.42 194 374
16_crop roi.nd2 2 0.65 2790.27 6.67 190.85 127 272
15_crop roi.nd2 4 0.51 1529.35 6.67 290.19 163 476
14_crop roi.nd2 3 0.48 1029.75 6.98 239.51 152 467
9_crop roi.nd2 3 0.61 1007.95 6.98 351.67 190 541
16_crop roi.nd2 4 0.62 2790.27 7.09 217.84 156 315
30_crop roi.nd2 1 0.78 1530.2 7.1 262.79 169 400
16_crop roi.nd2 1 0.75 2790.27 7.23 155.05 114 246
28_crop roi.nd2 1 0.53 783.99 7.35 349.97 211 498
9_crop roi.nd2 2 0.59 1007.95 7.35 224.99 130 411
22_crop roi.nd2 1 0.71 1637.37 7.93 296.39 169 501
29_crop roi.nd2 1 0.74 801.68 8.21 277.13 160 552
23_crop roi.nd2 1 0.62 854.18 8.22 320.07 213 521
28_crop roi.nd2 2 0.79 783.99 8.33 266.96 171 521
20_crop roi.nd2 2 0.81 1340.85 8.53 348.71 227 517
9_crop roi.nd2 1 0.72 1007.95 9.34 292.31 154 506
32_crop roi.nd2 1 1.09 2065.5 10.09 163.66 112 254
15_crop roi.nd2 2 0.85 1529.35 10.61 333.64 200 538
25_crop roi.nd2 1 1.08 1688.98 11.18 198.68 123 391
18_crop roi.nd2 2 1.08 2357.81 11.21 198.92 128 413
22_crop roi.nd2 2 0.9 1637.37 11.36 268 130 443
25_crop roi.nd2 2 1.18 1688.98 12.09 198.45 132 320
32_crop roi.nd2 2 1.66 2065.5 12.57 154.43 114 236
20_crop roi.nd2 1 1.11 1340.85 15.82 272.55 189 418
18_crop roi.nd2 1 2.4 2357.81 25.85 196.34 107 496
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Control InSpeck microsphere intensity 
Col 0 slides 
 
 
Atpch2-1 slides 
 
 
 
 
 
 
 
 
 
 
Source RoiID ROIArea MeasuredArea Perimeter MeanIntensity MinIntensity MaxIntensity
3.nd2 1 20.34 252.61 15.96 707.89 527 1344
12.nd2 1 20.31 380.63 15.96 848.42 650 1225
12.nd2 2 20.14 380.63 15.96 841.69 623 1139
6.nd2 1 21.74 1904.27 16.45 690.78 519 1425
11.nd2 1 23.05 5452.92 17.14 611.37 463 1098
6.nd2 2 22.99 1904.27 17.14 695.2 514 1245
5.nd2 1 23.35 429.52 17.14 686.33 521 1074
5.nd2 2 23.35 429.52 17.14 677.52 512 1092
11.nd2 2 24.2 5452.92 17.55 615.09 484 1012
4.nd2 1 27.51 650.14 18.46 641.37 445 1135
4.nd2 2 27.51 650.14 18.46 654.87 448 1249
Source RoiID ROIArea MeasuredArea Perimeter MeanIntensity MinIntensity MaxIntensity
4.nd2 2 23.93 5452.92 17.28 563.81 417 911
6.nd2 1 24.18 5452.92 17.48 718.29 552 1341
6.nd2 2 24.18 5452.92 17.48 727.19 558 1450
6.nd2 1 24.18 5452.92 17.48 718.29 552 1341
6.nd2 2 24.18 5452.92 17.48 727.19 558 1450
6.nd2 3 24.18 5452.92 17.48 773.55 588 1338
6.nd2 4 24.18 5452.92 17.48 697.85 536 1193
6.nd2 5 24.18 5452.92 17.48 771.89 573 1421
6.nd2 6 24.18 5452.92 17.48 710.84 539 1454
1.nd2 1 26.01 278.87 18.12 585.2 400 1115
2.nd2 1 29.72 241.03 19.3 600.47 411 1149
227 
Col 0 ASY1 intensity summary 
Col 0 synapsed vs unsynapsed ASY1 intensity, two-tailed paired T-test P<0.00001 
Atpch2-1 ASY1 intensity summary 
Atpch2-1 synapsed vs unsynapsed ASY1 intensity, two-tailed paired T-test P=0.251 
Unsynapsed 
mean 1079.44
Synapsed mean 356.28
Mean ASY1 intensity- bead corrected
Unsynapsed 
axial elements
Synapsed 
lateral 
elements
Samples 
(total)
Number of 
cells
Bead mean 
intensity
Number 
of beads
Col 1079.44 356.28 23 17 697.32 11
Unsynapsed 
mean 269.28
Synapsed 
mean 292.11
Mean ASY1 intensity - bead corrected
Unsynapsed 
axial 
elements
Synapsed 
lateral 
elements
Samples 
(total)
Number of 
cells
Bead mean 
intensity
Number 
of beads
pch2-1 269.28 292.11 22 16 690.42 11
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Appendix C – Cytological atlases of meiosis following temperature 
treatments
 
Col 14˚C
Col 20˚C
Col 28˚C
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Col 30˚C
Col 32˚C
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sdg2 14˚C
sdg2 20˚C
sdg2 28˚C
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sdg2 32˚C
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pch2 14˚C
pch2 20˚C
pch2 28˚C
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pch2 32˚C
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cdkg 14˚C
cdkg 20˚C
cdkg 28˚C
235 
cdkg 32˚C
236 
rbr2 14˚C
rbr2 20˚C
rbr2 28˚C
237 
rbr2 32˚C
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Appendix D - Primer list 
Primer name Sequence 5′ → 3′ Tm (˚C) 
SALK_035089 GT_a TCACAACAAATATATTCATGCGAC 55.9 
SALK_035089 GT_b AAATGATTTCTTTTGGCAGGG 54.0 
LBb1.3  ATTTTGCCGATTTCGGAAC 52.4 
SAIL_317_F11 LP CTTCTTCAAGATGCCATCCAC 57.9 
SAIL_317_F11 RP AAATGATTTCTTTTGGCAGGG 54.0 
SAIL LB2 GCTTCCTATTATATCTTCCCAAATTACC 60.7 
RAD51-3 LP CTTCAGGATGGTGTCTCAGAGC 62.1 
RAD51-3 RP TTGAAGGTGTTGCTTATACTCCG 58.9 
SDG2-1 GEN (FW) GGAGAACGGTGAAATCTCTCC 59.8 
SDG2-1 T-DNA (RV) TCCGTACCAGTCTGACAATCC 59.8 
WISC LB AACGTCCGCAATGTGTTATTAAGTTGTC 62.2 
PRD3 GEN FW GTGAGCAAAGGTATGGAGTTATGG 61.0 
PRD3 GEN RV CTTCTTGTGGTGATCTCTTCTTCC 61.0 
PRD3 FW2 RTPCR CTTCACTTCAGCAGCTGAGAAAGG 62.7 
PRD3 RV2 RTPCR CTGAGGCGTCATTTGGATTTCTCG 62.7 
GAPD FW CTTGAAGGGTGGTGCCAAGAAGG 64.2 
GAPD RV CCTGTTGTCGCCAACGAAGTCAG 64.2 
MRG2 trnc1Fw GATGATTTCATCGGAGACACACG 60.6 
MRG2 trnc1Rv CCAAGCCATAGCACTCTTAATCC 60.6 
MRG2 postT-DNA fw GCCCTAATGTTGCTAGAGGAAG 60.3 
MRG2 postT-DNA rv CTTCCTCTAGCAACATTAGGGC 58.4 
 
 
Appendix E - FTL interval locations 
Interval T-DNA 1 position T-DNA 2 position Size (Mb) 
I2f 18,286,716 dsRed2 18,957,093 YFP 0.67 
I2g 18,957,093 YFP 19,373,634 CFP 0.41 
I5a 18,164,269 dsRed2 23,080,567 YFP 4.91 
I5b 23,080,567 YFP 25,731,311 CFP 2.65 
I5c 2,372,623 CFP 3,760,675 YFP 1.39 
I5d 3,760,675 YFP 5,497,513 dsRed2 1.74 
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Abstract
Meiotic chromosomes are organized into linear looped chromatin arrays by a protein axis
localized along the loop-bases. Programmed remodelling of the axis occurs during pro-
phase I of meiosis. Structured illumination microscopy (SIM) has revealed dynamic
changes in the chromosome axis in Arabidopsis thaliana and Brassica oleracea. We show
that the axis associated protein ASY1 is depleted during zygotene concomitant with synap-
tonemal complex (SC) formation. Study of an Atpch2mutant demonstrates this requires the
conserved AAA+ ATPase, PCH2, which localizes to the sites of axis remodelling. Loss of
PCH2 leads to a failure to deplete ASY1 from the axes and compromizes SC polymerisa-
tion. Immunolocalization of recombination proteins in Atpch2 indicates that recombination
initiation and CO designation during early prophase I occur normally. Evidence suggests
that CO interference is initially functional in the mutant but there is a defect in CO maturation
following designation. This leads to a reduction in COs and a failure to form COs between
some homologous chromosome pairs leading to univalent chromosomes at metaphase I.
Genetic analysis reveals that CO distribution is also affected in some chromosome regions.
Together these data indicate that the axis remodelling defect in Atpch2 disrupts normal pat-
terned formation of COs.
Author Summary
In the reproductive cells of many eukaryotes, a process called meiosis generates haploid
gametes. During meiosis, homologous parental chromosomes (homologs) recombine
PLOSGenetics | DOI:10.1371/journal.pgen.1005372 July 16, 2015 1 / 27
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forming crossovers (CO) that provide genetic variation. CO formation generates physical
links called chiasmata, which are essential for accurate homolog segregation. CO control
designates a sub-set of recombination precursors that will mature to form at least one
chiasma between each homolog pair. Recombination is accompanied by extensive chro-
mosome reorganization. Formation of a proteinaceous axis organizes the pairs of sister
chromatids of each homolog into conjoined linear looped chromatin arrays. Pairs of
homologs then align and synapse becoming closely associated along their length by a
protein structure, the synaptonemal complex (SC). The SC is disassembled at the end of
prophase I and recombination is completed. We have investigated the link between recom-
bination and chromosome remodelling by analysing the role of a protein, PCH2, which we
show is required for remodelling of the chromosome axis during SC formation. In wild
type, immunolocalization reveals depletion of the axis-associated signal of the axis compo-
nent, ASY1, along synapsed regions of the chromosomes. In the absence of PCH2, the
ASY1 signal is not depleted from the chromosome axis and the SC does not form nor-
mally. Although this defect in chromosome remodelling has no obvious effect on CO des-
ignation, CO maturation is perturbed such that the formation of at least one CO per
homolog pair no longer occurs.
Introduction
During meiosis genetic crossovers (COs), the products of homologous recombination, in con-
junction with sister chromatid cohesion establish physical links, referred to cytologically as chi-
asmata, between homologous chromosome pairs (homologs) to ensure accurate chromosome
segregation at the first nuclear division that follows prophase I. In the absence of crossing over
the homologs segregate randomly. This leads to the formation of aneuploid gametes following
the second meiotic division [1]. Recombination is initiated by the programmed formation of
DNA double-strand breaks (DSBs), catalysed by the topoisomerase type II related protein
Spo11 [2,3]. In Saccharomyces cerevisiae (budding yeast) around 40% of DSBs are repaired as
non-CO (NCO) products with the remainder progressing to form COs [4]. In Arabidopsis
thaliana and other multicellular organisms the proportion of COs is substantially less, typically
5–10% [5]. Importantly, the CO/NCO balance is highly controlled. This control is manifested
in several ways. First, each pair of homologs acquires at least one CO. Second, CO interference
ensures that multiple COs are well spaced along the chromosomes. Finally, CO homeostasis
maintains CO numbers in the face of perturbations that may affect the number of earlier
recombinational interactions [6–10]. It is hypothesized that a CO patterning phenomenon,
that can be simulated by the beam-film model, underlies these three features of CO control
[11,12].
In budding yeast, DSBs form in early leptotene coincident with the elaboration of a protein-
aceous chromosome axis that organizes each pair of sister chromatids into linear looped chro-
matin arrays conjoined by a shared axis. DSBs occur in the context of the chromosome axis
[13–15]. At the transition from leptotene to zygotene, formation of the synaptonemal complex
(SC), a tripartite structure comprising the chromosome axes linked by overlapping transverse
filaments (TFs), is initiated at multiple synapsis initiation sites [1,16,17]. Synapsis continues
throughout zygotene bringing the axes into close apposition and is completed at the onset of
pachytene when the SC is fully formed. This programmed morphogenesis of the chromosome
axes and SC is critical for the coordination of recombination, playing important roles in the
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meiosis-specific bias that favours inter-homolog recombination and the maturation of CO des-
ignated recombination intermediates [18–26].
In budding yeast mutation of the PCH2 gene, which encodes a member of the conserved
AAA+ ATPase protein family, disrupts remodelling of the chromosome axis during prophase I
of meiosis [27,28]. In wild type cells the chromosome axis protein, Hop1, and the SC transverse
filament protein, Zip1, appear to load uniformly at a basal level along the chromosomes. Super-
imposed on this, each forms a series of non-overlapping, alternating hyper-abundant domains.
In a pch2mutant this domainal loading is disrupted to give a uniform overlapping signal for
each protein along the chromosomes [27,28]. Pch2 may modulate inter-homolog bias by
remodelling the chromosome structure in the vicinity of DSBs and have a role in a recombina-
tion checkpoint [29,30]. Loss of the protein also affects CO formation. In one study, a pch2Δ
mutant had increased COs on larger chromosomes, while CO frequency on the small chromo-
some III was unaffected [31]. Genetic data suggested the mutant also exhibited a defect in CO
interference. A link with CO interference was also established in a parallel study, although in
this instance no effect on overall CO number was observed [28]. However, further analysis
based on the distribution of foci of the E3 ligase Zip3, which arise at CO designated intermedi-
ates and so provide an early marker for CO interference, reported that interference is not
affected in a pch2 deletion mutant [32].
Orthologs of PCH2 have been identified in a variety of organisms. In mouse, analysis of a
weak hypomorphic allele of TRIP13 (PCH2) indicated that the protein was required for the effi-
cient repair of DSBs that enter the NCO pathway but not COdesignated intermediates, which
were processed normally. Despite the presence of unrepaired DSBs synapsis was normal in
these mice [33]. Subsequently, a study of a more severe Trip13mutant reported a defect in CO
formation and synapsis [34]. Similar to Pch2 in budding yeast, TRIP13 is required for the
depletion of the Hop1 orthologs HORMAD1 and HORMAD2 along synapsed regions of the
chromosome axes [35]. In Drosophila, PCH2 acts in a checkpoint to monitor defects in recom-
bination and chromosome structure [36]. In Caenorhabditis elegans it is reported to maintain
the fidelity of recombination and synapsis during prophase I by acting to constrain these pro-
cesses [37]. A PCH2 ortholog, referred to as CRC1 (CENTRAL REGION COMPONENT1) has
also been identified in rice (Oryza sativa) [38]. The CRC1 protein is 43.8% identical to TRIP13
and 23.1% identical to Pch2 from budding yeast. The crc1mutant is completely asynaptic and
forms univalents at metaphase I due to a failure to make DSBs [39].
Here we describe the identification and analysis of the PCH2 orthologs from Brassica olera-
cea and its close relative Arabidopsis thaliana. Using super-resolution structured illumination
microscopy (SIM) we reveal dynamic changes in localization of PCH2 in relation to chromo-
some axis and SC morphogenesis during meiotic prophase I. Analysis of Arabidopsis mutants
lacking PCH2 reveals a meiotic role that is markedly different to that reported for the rice
CRC1 protein. Loss of PCH2 results in a failure to deplete ASY1 from the chromosome axes
during zygotene coupled with a synaptic defect. Although recombination initiation and CO
designation appears to occur normally during early prophase I, the defects in remodelling of
the chromosome axes which influence SC formation are associated with a disruption of the pat-
terned formation of COs along the homologous chromosomes.
Results
PCH2 and ASY1 co-immunoprecipitate in a meiotic protein complex
Protein complexes were immunoprecipitated from Brassica oleracea var. alboglabra A12DH
pollen mother cells (PMCs) in meiotic prophase I using an anti-ASY1 antibody as previously
described [40]. Co-precipitating proteins were analysed by mass-spectrometry and identified
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using the Brassica rapa sequence [41]. Up to 10 unique peptides corresponding to 25%
sequence coverage (124/490 amino acids) of the Bra013827 predicted gene product were
detected in three independent experiments and were absent from control samples (S1A Fig).
The protein was identified as a P-loop containing nucleoside triphosphate hydrolase superfam-
ily member. BLAST searches revealed that the protein is 87% identical to the Arabidopsis
At4g24710 predicted gene product. ClustalW2 analysis (http://www.ebi.ac.uk) showed that
Bra013827 and At4g24710 are members of a sub-family of the AAA+ ATPase super-family
that contains the budding yeast PCH2 and mouse TRIP13 genes (S1B Fig).
Atpch2mutants exhibit a reduced fertility phenotype
To determine whether At4g24710 encodes a functional ortholog of Pch2/TRIP13 we obtained
three T-DNA insertion lines: SAIL_1187_C06, SALK_031449 and SALK_130138, hereafter
referred to as Atpch2-1, Atpch2-2 and Atpch2-3 respectively. For all lines, the T-DNA insertion
site was confirmed by DNA sequencing and the absence of a full-length AtPCH2 transcript
confirmed by RT-PCR (S2 and S3 Figs). The vegetative phenotype of each line was indistin-
guishable from wild type Arabidopsis, Col-0, but their fertility was reduced (S4A and S4B Fig).
Quantification of the fertility defect in Atpch2-1 revealed a slight, yet significant reduction in
mean silique length from 1.66 ± 0.05 cm in wild type to 1.41 ± 0.06 cm (n = 50; P<0.05) in
Atpch2-1 (n = 50). This was accompanied by numerous gaps between the seeds within the
siliques such that overall the mean seed-set was significantly reduced from 67.8 per silique in
wild type to 34.6 in Atpch2-1 (n = 50; P< 0.01). Analysis of Atpch2-2 and Atpch2-3 revealed
very similar fertility defects (S4C Fig).
Loss of AtPCH2 results in a reduction of chiasmata
The Atpch2 reduced fertility phenotype suggested a meiotic defect. Cytogenetic analysis of
DAPI stained chromosome spreads from Atpch2-1 PMCs at leptotene revealed the threadlike
chromosomes with no obvious differences to the wild type controls (Fig 1A and 1B). In wild
type PMCs, the homologs achieved full synapsis at pachytene with the threadlike signals visibly
paired along their lengths, giving a thicker appearance than at leptotene (Fig 1C). However, in
Atpch2-1 pachytene stage cells were not observed, instead the majority of the chromosomes
remained as single threadlike signals with some limited regions where paired axes were visible
(Fig 1D). During diplotene both Atpch2-1 and wild type chromosomes desynapsed and began
to condense, such that by diakinesis chiasmata linking the homologs were visible. At metaphase
I, following further condensation, distinct bivalents were observed. Five bivalents were invari-
ably present in wild type, but some Atpch2-1 nuclei contained a mixture of bivalent and univa-
lent chromosomes (Fig 1E and 1F). To quantify this we counted chiasmata in Atpch2-1 in
metaphase I chromosome spreads using fluorescent in situ hybridization (FISH) with 45S and
5S rDNA probes to identify individual chromosomes [42] (Fig 1G and 1H). This revealed a sig-
nificant reduction in the mean chiasma frequency in Atpch2-1 compared to wild type (6.9;
n = 50 versus 9.6; n = 50; P< 0.001). No univalents were observed in the wild type sample,
whereas they were present at a frequency of 10.0% in Atpch2-1 with all chromosomes affected.
Similar results were obtained for Atpch2-2 (6.9; n = 37; P< 0.001; univalent frequency 14.6%)
and Atpch2-3 (6.2; n = 26; P< 0.001; univalent frequency 7.7%). As a consequence of this, in
contrast to wild type, mis-segregation of the chromosomes was observed at the first meiotic
division in Atpch2-1 (Fig 1I and 1J) leading to unbalanced tetrads (Fig 1K and 1L). No preco-
cious sister chromatid separation was observed suggesting that there was no cohesion defect.
Analyses of Atpch2-2 and Atpch2-3 revealed that the meiotic defect in the three mutants is
essentially identical (S5A–S5H Fig). To confirm that the observed phenotype was due to a loss
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of AtPCH2 function, an allelism test was conducted by crossing Atpch2-1 with Atpch2-2. Phe-
notypic and cytological analysis of the Atpch2-1/Atpch2-2 progeny revealed the same defects
Fig 1. Meiotic stages fromwild type Arabidopsis and Atpch2-1 pollen mother cells.Chromosome spread preparations from wild type (A,C,E,G,I,K) and
Atpch2-1 (B,D,F,H,J,L) PMCs. (A,B) leptotene; (C,D) pachytene (note in Atpch2-1 cell is at late prophase I normal pachytene stage was not observed).
Arrowheads mark unsynapsed regions. (E,F)metaphase I. Arrowheads mark univalent chromosomes; (G,H)metaphase I stage labelled with 5S (red) and
45S (green) rDNA probes to identify the individual chromosomes. Arrowheads mark univalent chromosomes; (I,J) dyad; (K-L) tetrad. DNA is stained with
DAPI. Bar = 10 μm.
doi:10.1371/journal.pgen.1005372.g001
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as in the parental lines confirming that these arose due to the loss of AtPCH2 function (S5I–
S5M Fig).
We next investigated if the reduction in chiasmata in Atpch2-1 reflected a defect in CO for-
mation. Approximately 85% of COs in Arabidopsis exhibit CO interference [43]. Formation of
these, so-called Class I COs, require a group of proteins known as ZMMs (Zip1, Zip2, Zip3/
Hei10, Zip4, Mer3, Msh4 and Msh5) [5,18]. The remainder (Class II) are insensitive to CO
interference and dependent on the structure-specific endonuclease AtMUS81 [44]. To deter-
mine if the loss of AtPCH2 affected one or both classes of COs we generated an Atmsh5-1/
Atpch2-1 double mutant. In Atmsh5-1, the number of chiasmata per PMC ranged between 0
and 4 with a mean chiasma frequency of 1.2 (n = 50) (S6B Fig). In comparison, the mean chi-
asma frequency in the Atmsh5-1/Atpch2-1 double mutant was significantly reduced to 0.3
(n = 50; P< 0.001), with the number of chiasmata per nucleus ranging between 0 and 2
(S6C Fig).
Thus, overall the cytological analysis suggests that the reduction in chiasmata in Atpch2-1
arises from a recombination defect that impacts on both interference sensitive and insensitive
CO formation, rather than through an effect on sister chromatid cohesion.
Chromosome axis remodelling is disrupted in Atpch2-1
The failure to observe pachytene stage PMCs in Atpch2-1 suggested a defect in formation of
the SC. To investigate further, we examined chromosome axis reorganization during early to
mid-prophase I using immunocytochemistry combined with fluorescence light microscopy
and SIM. At leptotene in wild type Arabidopsis, the HORMA domain protein ASY1 is detected
in chromosome spreads of PMCs as a linear axis-associated signal. This appears to be com-
prised of a series of alternating regions of higher and lower signal intensity, suggestive of a
domainal organization of ASY1 abundance along the chromosome axis [19,45] (Fig 2A and
2C). Analysis of Atpch2-1 PMCs at leptotene did not reveal any obvious differences, with locali-
zation of ASY1 appearing normal (Fig 2B and 2D). Similarly, the cohesin complex protein
SYN1 [46,47] (S7A and S7B Fig) and the chromosome axis protein ASY3 [19] (S7C and S7D
Fig) appeared unaffected in Atpch2-1, with both forming a linear axis-associated signal from
leptotene through to mid-prophase I. That SYN1 localization was normal supported the
cytological observation that there was no evidence of a sister chromatid cohesion defect. Con-
sistent with these observations, comparison of the mean total axis length per PMC at leptotene
was not significantly different to wild type (Atpch2-1: 229 μm versus wt: 220 μm, n = 10,
P = 0.53).
Previous immunolocalization studies show that the Arabidopsis SC TF protein ZYP1 begins
to polymerize between the aligned homologous chromosomes from multiple sites of synapsis
initiation at the onset of zygotene. Polymerization continues throughout zygotene until com-
pletion of SC formation at pachytene [20]. Dual-localization of ZYP1 and ASY1 in wild type
Arabidopsis revealed that SC formation is accompanied by a reduction in the intensity of ASY1
signal which appeared less continuous and appeared to be associated with the chromatin loops
rather than the axis along synapsed regions (Fig 2E–2J: compare synapsed segment with unsy-
napsed region in 2G and 2J; S8A–S8C Fig). Quantification of the relative intensity of the ASY1
signal (S9 Fig) indicated a significant reduction of 67.0% (n = 23; P =<0.001) on the synapsed
region compared to the unsynapsed axes (S9C and S9D Fig; S1 Table). Analysis of Atpch2-1
PMCs at mid/late-prophase I suggested that unlike wild type, the ASY1 signal intensity along
the synapsed compared to unsynapsed regions remained unchanged (n = 22; P = 0.25) (S9E
and S9F Fig; S1 Table). However, the differentiation of the ASY1 signal into putative domains
of high and low intensity appeared enhanced in the mutant, possibly a consequence of the
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Fig 2. Immunolocalization of ASY1 and ZYP1 in wild type and Atpch2-1 during prophase I. (A-D) Immunolocalization of ASY1 (green) on chromosome
spread preparations from wild type (A,C) and Atpch2-1 (B,D) nuclei at leptotene. PanelsC andD showmagnified sections of axes from A andB
respectively. White arrowheads mark the regions of ASY1 with higher signal intensity. (E-J) Immunolocalization of ASY1 (green) (E,G,H,J) and ZYP1 (red)
(F,G,I,J) and merge images (G,J) on chromosome spreads from wild type at zygotene. FigsH, I and J showmagnified sections of axes from E, F andG
respectively. (K-P) Immunolocalization of ASY1 (green) (K,L,N,P) and ZYP1 (red) (M-P) and merge images (N,P) on chromosome spread preparations from
Atpch2-1 at mid/late-prophase I. Figs L, O and P showmagnified sections of axes from K, M andN respectively. White arrowheads represent synapsed
regions while yellow arrowheads represent unsynapsed regions. DNA is stained with DAPI (blue). Bar = 10 cm.
doi:10.1371/journal.pgen.1005372.g002
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delayed synapsis and increased axis compaction relative to leptotene (S9F Fig). SC polymeriza-
tion was compromised in the mutant (Fig 2M–2P). Stretches of ZYP1 were detected but varied
in number and length from cell to cell. On average the SC length at late prophase I in Atpch2-1
was 32% that of wild type (57 μM, n = 16 versus 179 μM, n = 8), although this ranged from
13% to 57%.
PCH2 distribution during prophase I
To gain further insight into the relationship between PCH2 and the components of the chro-
mosome axes, we conducted immunolocalization studies using an anti-PCH2 antibody on
chromosome spreads of wild type PMCs from Arabidopsis and B. oleracea (Figs 3 and 4). Anal-
ysis of Arabidopsis using SIM revealed numerous chromatin-associated PCH2 foci (mean 165;
n = 10) in G2 coinciding with the appearance of foci and short stretches of ASY1 (Fig 3A).
Most PCH2 foci remained distinct from the ASY1 signal (Fig 3A, inset 3C). As the chromo-
some axis formed in leptotene, the ASY1 signal became more linear. At this stage the proteins
appeared associated, with 51.2% (n = 12) of the PCH2 foci overlapping the ASY1 signal to
some extent (Fig 3B, inset 3D), possibly a consequence of the chromosome reorganization that
occurs at leptotene. As the SC formed during zygotene PCH2 distribution changed. ASY1 asso-
ciated foci were no longer apparent. Instead PCH2 now tracked the depleted ASY1 signal along
the synapsed region, forming a linear array of foci that tended to coalesce (Fig 3E and 3I).
Dual-immunolocalization of PCH2 and ZYP1 confirmed that the PCH2 signal localized to the
regions where SC nucleates and was present as foci along the SC during zygotene through
pachytene (Fig 3J–3P and S10A–S10C Fig). Analysis in Atasy1 and Atasy3mutants where SC
formation is severely compromised, such that only short stretches or accumulations of ZYP1
are formed [19,23], also revealed colocalization of the PCH2 and ZYP1 signals (S10D–S10I
Fig). No PCH2 signal was detected in any of the three Atpch2mutant lines (S11 Fig).
Immunolocalization in B. oleracea PMCs revealed that similar to Arabidopsis, numerous
PCH2 foci were detected in late G2/early leptotene (S12A and S12B Fig). At late leptotene/
early zygotene PCH2 formed fewer, large foci (mean number per nucleus = 14.2; range = 10–
20; n = 18) (Fig 4A–4C). Dual localization of ZYP1 and PCH2 at this stage indicated that these
foci correspond to sites of SC nucleation at the leptotene/zygotene transition (Fig 4D–4F) and
SIM analysis revealed that the ZYP1 signal at the nucleation site often appeared to form a
‘arrowhead-like’ shape to which PCH2 co-localized (Fig 4G). From the SIM images the arrow-
head-like foci were estimated to have a mean length of 602 nm (range = 560–640 nm; n = 40)
and a mean maximum width of 419 nm (range 400–480 nm; n = 40) and seemed quite consis-
tent in number (mean 15 per nucleus; range = 12–19; n = 5). In a larger sample, analysed using
fluorescence microscopy, a mean of 12.2 foci per nucleus was observed (n = 50). Although the
range (5–22) was greater than in the SIM sample, most nuclei (76.0%) contained 10 or more
foci. The slight variation in the number of PCH2 foci observed in these experiments probably
reflected the dynamics of the process and the increased resolution afforded by SIM relative to
fluorescence microscopy. In addition to the large foci, slightly more numerous smaller ZYP1
foci were also observed at early zygotene (mean number per nucleus = 17.0; n = 50). These also
co-localized with PCH2 (Fig 4D–4F). As the SC began to extend, SIM revealed extensive over-
lap between ZYP1 and PCH2 signals each appearing to be comprised of multiple smaller foci
(Fig 4H). At zygotene, the ASY1 signal appeared to be reduced along synapsed regions of the
chromosomes (S12C Fig) (64.3% reduction relative to unsynapsed axes; n = 14), which were
decorated with numerous small PCH2 foci. At pachytene, PCH2 foci were still detected along
the entire length of the ZYP1-stained SC as well as in the surrounding chromatin (S12D Fig).
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Fig 3. Immunolocalization of PCH2 in wild type Arabidopsis. (A-D) Dual localization of ASY1 (green) and PCH2 (red) on chromosome spread
preparations from wild type PMCs at G2 (A) and leptotene (B). Panels (C) and (D) showmagnified sections of (A) and (B) respectively. (E-I,K)
Immunolocalization of ASY1 (green) and PCH2 (red) and merge (I,K) in wild type at mid-prophase I. PanelsG, H andK showmagnified sections of axes from
images E, F and I respectively. (J,L-P) Immunolocalization of ZYP1 (green) and PCH2 (red) and merge (N,P) in a wild type nucleus at mid-prophase I. Panels
L, O and P represent magnified sections of axes from J, M andN respectively. DNA is stained with DAPI. Bar = 10 cm.
doi:10.1371/journal.pgen.1005372.g003
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Prophase I progression is delayed in Atpch2-1
In budding yeast deletion of PCH2 results in an accumulation of nuclei in pachytene and a
delay in progression through meiosis I [27]. We therefore investigated if the protein has a role
in prophase I progression in Arabidopsis. 5-ethynyl-2’-deoxyuridine (EdU) was used to pulse-
label Atpch2-1 PMCs during meiotic S-phase [48]. Progression through meiosis was then mon-
itored (S13A Fig). In wild type and Atpch2-1, EdU labelled leptotene nuclei were detected 10h
Fig 4. Immunolocalization of PCH2 in B. oleracea at the leptotene/zygotene transition. (A-C)Dual localization of ASY1 (green) and PCH2 (red) on
chromosome spread preparations from B. oleracea PMCs at the leptotene/zygotene transition. (D-F)Dual localization of ZYP1 (green) and PCH2 (red) at SC
nucleation sites. Yellow arrows indicate examples of large ‘arrowhead’ shaped foci and white arrows indicate the smaller SC nucleation sites. (G) SIM images
of arrowhead SC nucleation sites stained with ZYP1 (green) and PCH2 (red). (H) SIM image of dual localization of ZYP1 (green) and PCH2 (red) on a
nascent stretch of SC. DNA is stained with DAPI (blue). Bar = 1 μm in (G) and 10 μm in all other images.
doi:10.1371/journal.pgen.1005372.g004
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post S-phase. By 25h all labelled wild type PMCs were at zygotene or pachytene and at zygotene
in Atpch2-1. At 32h the wild type PMCs had exited pachytene and were at diplotene/diakinesis
and by 36h were at the dyad stage, whereas Atpch2-1 PMCs were still at zygotene suggesting a
delay of 5-8h (S13A and S13B Fig).
Fluorescent tetrad analysis supports a CO defect in Atpch2-1
The cytological analysis (see earlier) suggested a defect in CO formation in Atpch2mutants. To
further examine the recombination phenotype of Atpch2-1 we used the fluorescent-tagged-line
(FTL) system [49,50] which relies on the segregation of three genetically linked transgenic
markers, each encoding a distinct pollen-specific fluorescent protein expressed post-meioti-
cally. The FTLs are in a qrt1-2mutant background which prevents the separation of the gam-
etes and facilitates the visualisation of the meiotic recombination events that have occurred
between the transgenic markers in the tetrad pollen [51,52]. Three pairs of adjacent genetic
intervals, one on each arm of chromosome 5 and another on chromosome 2 were examined
(S14 Fig). This revealed that the genetic map distance determined using the Perkins mapping
equation [53] in the adjacent intervals I5c and I5d was not significantly affected by the
Atpch2-1mutation (I5c wild type 6.1 cM v Atpch2-1 6.8 cM; P = 0.17; I5d wild type 5.5 cM v
Atpch2-1 6.0 cM; P = 0.28) (Fig 5A). However, interval I5a showed a significant decrease in
recombination frequency in the presence of Atpch2-1 (15.1 cM) compared to wild type
(27.7 cM; P< 0.001), whereas the map distance in interval I5b exhibited a significant increase
from 17.3 cM in wild type to 22.3 cM in the mutant (P< 0.001) (Fig 5A). A significant increase
in map distance was observed in intervals l2f and l2g in the presence of the Atpch2-1mutation
(l2f wild type 6.1 cM / Atpch2-1 8.0 cM P< 0.001; l2g wild type 5.1 cM / Atpch2-1 7.1 cM
P< 0.001) (Fig 5A).
We used the FTL data to obtain a genetic estimate for CO interference in adjacent intervals
by calculating the Interference Ratio (IR). This method, developed by Malkova et al. [54], uses
the ratio of the genetic map distance in an interval with and without the presence of a CO in an
adjacent interval to provide an estimate of the strength of CO interference. When COs in adja-
cent intervals are entirely independent of each other the IR is 1, indicating no interference. Val-
ues less than 1 indicate increasing levels of (positive) interference with a value of 0 indicating
complete interference. IR ratios greater than 1 are indicative of negative interference. The CO
interference ratio was 0.412 for I5ab in wild type. In Atpch2-1, the genetic map distance of I5a
was similar with and without the presence of a CO in the interval I5b (14.8 cM with a CO in
interval I5b vs 15.2 cM without a CO in interval I5b). The CO interference ratio is 0.976 and is
statistically higher than wild type (Z-score = 5.40; P< 0.001) (Fig 5B). This suggests that CO
interference is reduced in the interval I5ab in Atpch2-1. In contrast, the CO interference ratio
of I5cd is similar in wild type (0.568) and in Atpch2-1 (0.552; Z-score = 0.01; P = 0.92) (Fig 5B).
The interference ratio for interval l2fg is also increased in the Atpch2-1mutant. In wild type
the ratio is 0.113 whereas in Atpch2-1 it is 0.315 (P = 0.021).
We also used the FTL data to estimate the coefficient of coincidence (CoC) for the three
pairs of intervals. The CoC is calculated by dividing the observed frequency of double COs in
two adjacent intervals by the expected frequency assuming no interference [55]. When interfer-
ence is absent the CoC is 1 and where it is complete the CoC is 0. The overall result was similar
to that obtained for the IR (S2 Table). For l5a/b interference appeared reduced (CoC wild
type = 0.46 v CoC Atpch2-1 = 0.99), for l5c/d it was unchanged (CoC wild type = 0.60 v CoC
Atpch2-1 = 0.60) and for l2fg there was an apparent decrease (CoC wild type = 0.13 v CoC
Atpch2-1 = 0.37).
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Numerical distribution of chiasmata in Atpch2-1
In the absence of CO control the numerical distribution of chiasmata between cells is predicted
to fit a Poisson distribution [56]. This expectation is borne out in ZMMmutants such as
Fig 5. Recombination frequency and chiasma distribution in Atpch2-1. (A)Genetic map distance of four distinct intervals on chromosome 5 and two
intervals on chromosome 2 in wild type Arabidopsis and Atpch2-1mutant. Black stars represent a statistical difference in the genetic map distance between
wild type and mutant. P value is indicated on the graph when the genetic map distance of an interval is not statistically different between wild type and mutant.
Error bars represent the standard error of the mean. (B) Three pairs of adjacent intervals l2fg, I5ab and I5cd were used to estimate genetic CO interference
for wild type and Atpch2-1mutant. CO interference ratio for each pair of intervals is indicated in the table and P value is shown in parentheses. (C)Observed
(solid line) and Poisson-predicted (dotted line) distributions of chiasma numbers per cell for wild type (black circle) and Atpch2-1mutant (white triangle).
doi:10.1371/journal.pgen.1005372.g005
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Atmsh4 and Atmer3, whereas in wild type the distribution is non-Poissonian. [43,57,58]. We
analysed the chiasma distribution in the sample of Atpch2-1 cells described above. The number
of chiasmata per nucleus ranged between 4 and 10 in Atpch2-1 and between 7 and 12 in wild
type. Further inspection revealed that the proportion of Atpch2-1 PMCs with a chiasma fre-
quency close to the mean of 6.9 was over-represented in the sample analysed, with 74% having
between 6 and 8 chiasmata per cell (vs 42.8% if the numerical distribution of chiasmata was
random) (Fig 5C). Over-distribution of chiasma around the mean is also a feature of wild type
[43]. The chiasma distribution in Atpch2-1 differed significantly from a Poisson distribution
(X(11)
2 = 45.2; P< 0.001). This was also confirmed in Atpch2-2 (X(11)
2 = 37.2; P< 0.001) and
Atpch2-3 (X(11)
2 = 40.00; P< 0.001).
Later stages of recombination are aberrant in Atpch2-1
We investigated the basis for the reduction in chiasmata in Atpch2-1 using immunolocalization
of recombination pathway proteins on prophase I chromosome spreads from Atpch2-1 PMCs.
Immunolocalization of the strand-exchange proteins RAD51 and DMC1 which are recruited
to DSBs at leptotene was used to monitor early recombination and immunolocalization of the
ZMM protein AtMSH4 was used to detect later recombination progress [43,59,60]. There were
no significant differences between wild type (Fig 6A, 6C and 6E) and Atpch2-1 (Fig 6B, 6D and
6F) PMCs. At mid-leptotene the mean number of RAD51 foci in Atpch2-1 was 144 versus 146
in wild type (n = 12; P = 0.37) (Fig 6A and 6B). For DMC1 the corresponding values were 167
versus 173 (n = 12, P = 0.56) (Fig 6C and 6D). In PMCs at the leptotene/zygotene transition
the mean number of MSH4 foci was 150 in Atpch2-1 versus 152 in wild type (n = 12; P = 0.63)
(Fig 6E and 6F).
HEI10 (Human enhancer of invasion-10) is a member of the Zip3/Hei10 family of proteins
which are thought to possess SUMO/ubiquitin E3 ligase activity [61]. Studies reveal that Zip3/
Hei10 marks the sites of future type I COs [61,62]. In Sordaria macrosporaHei10 foci that
mark COs are ~300 nm in size and emerge from a much larger population of small axis-associ-
ated foci during early/mid-prophase I [63]. Dual localisation of ASY1 and HEI10 on chromo-
some spreads of Arabidopsis wild type and Atpch2-1 PMCs at late leptotene showed that in
both cases HEI10 formed a very similar large number of foci (166 versus 165 respectively,
n = 10; P = 0.81) along the chromosome axes (Fig 6G–6L). As prophase I progressed the foci
decreased in number and disappeared by pachytene. Most foci were small (~175 nm) but in
addition, a number of larger (>250 nm) HEI10 foci were observed in both sets of PMCs. In
wild type at the leptotene/zygotene transition we observed 7 to 15 large HEI10 foci (mean 10.6,
n = 33). This remained constant through late pachytene (mean 9.9 range 9–12, n = 14) (Fig 7A,
7C and 7I). During early prophase I the number and distribution of large HEI10 foci in
Atpch2-1 PMCs was not significantly different to wild type (mean 10.6 versus 10.2; P = 0.20;
n = 21). However, at mid/late prophase the mean number of large HEI10 foci was significantly
reduced to 6.9 (n = 27) compared to wild type nuclei (P< 0.001) (Fig 7B, 7D and 7I). HEI10
foci were mostly found as singletons on the stretches of SC in Atpch2-1 (83.4% n = 185) (Fig 7B
and 7D), with two or three HEI10 foci observed in 14.6% and 2.0% of cases respectively.
Dual localization of HEI10 and ZYP1 in B. oleracea PMCs at the leptotene/zygotene transi-
tion revealed that most of the large ZYP1 foci at SC nucleation sites that had been shown to co-
localize with PCH2 at this stage (see earlier), also co-localized with HEI10 (86.0% foci; n = 30
nuclei) (S15 Fig).
To confirm that the reduction in large HEI10 foci in Atpch2-1 reflects a reduced number of
mature CO intermediates we analysed the distribution of the late recombination protein
MLH1 which marks the sites of Type I COs/chiasmata [64]. Dual immunolocalization of
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Fig 6. Dual localization of ASY1 and recombination pathway proteins in wild type and Atpch2-1meiotic nuclei at early prophase I. Dual localization
of ASY1 (green) and RAD51 (red) on wild type (A) and Atpch2-1 (B) PMCs at mid-leptotene; ASY1 (green) and DMC1 (red) on wild type (C) and Atpch2-1
(D) PMCs at mid-leptotene; ASY1 (green) and MSH4 (red) on wild type (E) and Atpch2-1 (F) PMCs at leptotene/zygotene transition; ASY1 (green) and
HEI10 (red) on wild type (G-I) and Atpch2-1 (J-L) PMCs at late-leptotene. DNA is stained with DAPI (blue). Bar = 10 μm.
doi:10.1371/journal.pgen.1005372.g006
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MLH1 and ZYP1 (N-terminus Ab, see Materials and Methods) on chromosome spreads of
wild type PMCs, showed the number of MLH1 foci per nucleus varied between 9 and 11 with a
mean count of 9.9 (n = 12) at pachytene (Fig 7E, 7G and 7I). In Atpch2-1 the mean number of
MLH1 foci per nucleus was 7.1 (n = 12), a significant reduction compared to wild type
(P< 0.002) (Fig 7F, 7H and 7I). We noted that in both cases the MLH1 foci were often adjacent
to the ZYP1 signal rather than directly over the SC central region. Similar to the distribution of
HEI10 foci, MLH1 foci were mostly observed as singletons on stretches of SC in Atpch2-1
PMCs (61.2% n = 85) with two or three foci occurring in 28.2% and 10.6% cases respectively
(Fig 7F and 7H).
Fig 7. Dual localization of ZYP1 and recombination pathway proteins in wild type Arabidopsis and Atpch2-1meiotic nuclei at mid/late prophase.
(A-D) Dual localization of ZYP1 (green) and HEI10 (red) on wild type (A,C) and Atpch2-1 (B,D) PMCs. PanelsC andD showmagnified sections of SC from
A andB respectively. (E-H) Dual localization of ZYP1 (green) and MLH1 (red) on wild-type (E,G) and Atpch2-1 (F,H) PMCs. PanelsG andH showmagnified
sections of SC from E and F respectively. DNA is stained with DAPI (blue). Bar = 10 μm. (I) Table showing the mean number of HEI10 and MLH1 foci in wild
type and Atpch2-1.
doi:10.1371/journal.pgen.1005372.g007
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Discussion
Chromosome axis remodeling at the leptotene/zygotene transition is
defective in the absence of PCH2
Formation of the chromosome axis in early prophase I appears unaffected by loss of PCH2
based on immunolocalization of the axis proteins and axis length measurements. This differs
from rice where the PCH2 ortholog, CRC1, is required for recruitment of the ASY1 ortholog
PAIR2 onto the chromosome axes at leptotene [38]. This difference between the two plant spe-
cies is perhaps surprising but it is not the first example where the phenotype of a rice meiotic
mutant is different to that in other plants. For instance, loss of ZYP1 in Arabidopsis and barley
results in a reduction of CO formation whereas mutation of the corresponding rice gene, ZEP1,
leads to increased COs [20,65,66].
At mid-prophase I in Arabidopsis and B. oleracea, PCH2 forms foci along the SC which cor-
relate with regions of ASY1 signal depletion on the axes. The overall distribution of PCH2,
together with the fact that ASY1 signal intensity is not reduced along the synapsed axes in
Atpch2mutants, suggests that PCH2 participates in the depletion of ASY1 from the axis at the
leptotene/zygotene transition. This could be a direct effect since biochemical studies in budding
yeast show that Pch2 can bind to Hop1 in vitro and binding is strongly enhanced if its ATP
hydrolysis activity is blocked [67]. In addition, Pch2 was shown to displace Hop1 from double-
stranded DNA. Direct interaction in vivo has not been established as it is argued that this
would be transient in the presence of ATP [67]. Based on the number of peptides recovered,
PCH2 is found as an abundant component of a complex that is co-precipitated with ASY1
from Brassica PMCs. Although this could reflect a direct interaction, PCH2 may be co-precipi-
tated as part of a larger chromosome axis-protein complex. Thus, an alternative possibility is
that the reduction in the ASY1 signal is an indirect consequence of PCH2-dependent reorgani-
zation of the chromosome axis at the onset of zygotene.
PCH2 is important for synapsis but does not appear to be an integral SC
component
In rice, loss of the PCH2 ortholog, CRC1 leads to a failure to form SC. This is unsurprising
given that DSBs are not formed in a crc1mutant [38]. Nevertheless, studies indicate that CRC1
localizes to the central region of the SC at pachytene and interacts with the SC transverse fila-
ment protein ZEP1 in a yeast two-hybrid assay, suggesting it is a component of the SC [38].
Analysis of the Atpch2mutants indicates that PCH2 plays a critical role in formation of the SC,
since loss of the protein results in a substantial defect in polymerization of the SC transverse fil-
ament protein ZYP1. An average reduction in SC length of 68% was observed but this was
quite variable ranging from 43% to 87%. Similar to rice, co-localization between PCH2 and
ZYP1 is also observed from the beginning of zygotene through pachytene. In Atasy1 and
Atasy3mutants, where SC polymerization is compromised, PCH2 is associated with the resid-
ual ZYP1 signal. Association of ZYP1 and PCH2 is also supported by SIM analysis of the B.
oleracea SC as it begins to extend, although this suggests that they are not forming a homoge-
neous complex. This could reflect that any interaction between the proteins is transient. Since
ASY1 appears to be the target for PCH2, it is conceivable that ZYP1 or another component of
the SC central region acts to couple/guide the PCH2/ASY1 interaction. A precedent for this is
seen in the bacterial P1 plasmid partitioning system in which the ParA ATPase is functionally
coupled by the ParB protein to move its plasmid DNA cargo via a diffusion-rachet mechanism
[68]. Furthermore the interaction between the C. elegans PCH2 ortholog, PCH-2, and the
PCH2Mediates Chromosome Remodeling and Crossover Formation
PLOS Genetics | DOI:10.1371/journal.pgen.1005372 July 16, 2015 16 / 27
HORMAD spindle checkpoint protein Mad2, has been shown to involve an adaptor protein,
p31 [69].
The SC nucleations seen in B. oleracea were consistent in size and their arrowhead-like
shape is likely a consequence of the convergence of the homolog axes at the synaptic site. It is
noteworthy that in most nuclei examined the number of large foci is broadly similar to the chi-
asma frequency (13–15) in B. oleracea [70,71]. Moreover most of the arrowhead-like ZYP1 foci
(86.0%) co-localized with HEI10, a further indication that they occur at designated CO sites.
Nuclei with fewer large foci may have been at a slightly earlier stage and reflect the dynamic
nature of the initial appearance of foci. The smaller, slightly more numerous ZYP1 foci that
were also present at early zygotene are likely to be additional synapsis initiation sites. The
apparent existence of two classes of SC nucleation structures is reminiscent of observations in
S.macrospora [72]. These have revealed distinct types of designations, one defining SC nucle-
ation sites that correspond to CO designated recombination events and another that defines a
similar number of sites where SC nucleation alone occurs. Importantly, the distribution of both
classes exhibit interference and fits the prediction of the ‘beam-film’model [11,12]. This posits
that mechanical stress arises within a chromatin-axis meshwork as a result of global chromatin
expansion during leptotene. Subsequent bi-directional relief of this stress results in a set of CO
designations (and SC nucleations) that are spatially separated along the chromosomes. Further
studies will be required to establish if the observed SC nucleations in B. oleracea also reflect a
corresponding underlying interference-dependent distribution.
In other species loss of PCH2 orthologs leads to a variety of different effects on synapsis. In
mouse, mutation of the Pch2 ortholog TRIP13 also results in a synaptic defect, albeit less severe
than in Arabidopsis, with the unsynapsed regions accounting for just under 30% of the total
axis length [34]. Loss of Pch2 in budding yeast does not appear to affect SC formation [27].
However, budding yeast forms high levels of COs and each designated CO site is thought to
nucleate SC formation [73]. Hence, loss of Pch2 may not impact on SC installation to the
degree observed in Arabidopsis where the relative CO rates are far lower. PCH2 also impacts
on SC formation in C. elegans but in this case SC formation occurs more quickly than in wild
type [37]. Interestingly, this defect was suppressed at lower temperatures. Thus loss of Pch2
has differing effects on the extent of SC polymerization in different species but in each case is
associated with a recombination defect. Together, these observations suggest that PCH2 is not
an integral structural component of the SC and more likely, regulates the coordination of syn-
apsis with the controlled formation of COs.
Early recombination pathway events appear normal and DSBs are
repaired in Atpch2-1
The controlled formation of COs via homologous recombination is an essential feature of mei-
osis. Studies of PCH2 in several species have linked loss of the protein to a variety of recombi-
nation defects. In the most severe case, loss of the rice PCH2 ortholog, CRC1, is reported to
result in a failure to form DSBs [38]. In budding yeast, a minor role for Pch2 in DSB formation
has been reported [74]. It is also involved in processing of early occurring, low abundance
DSBs and loss of the protein leads to a coordinate delay in the repair of DSBs to form both CO
and NCO products [27,28].
In mouse, studies suggest that a severe reduction in TRIP13 expression does not compro-
mise DSB formation but loading of RAD51 onto the resected DSBs is reduced [34]. In Arabi-
dopsis, immunolocalization of RAD51 and DMC1 in Atpch2-1 PMCs indicated that early
stages in recombination occur normally. As there is no evidence of chromosome fragmenta-
tion, it seems DSBs are also repaired, albeit with a reduction in CO formation, but progression
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through prophase I is delayed by 5-8h. This is reminiscent of that seen in some meiotic
mutants and is indicative of an underlying defect in the recombination pathway [20,43,64].
Since a significant reduction in CO frequency was observed in an Atpch2/Atmsh5 double
mutant relative to an Atmsh5mutant it appears that loss of PCH2 impacts on the formation of
both Class I and Class II COs.
CO interference is likely established in Atpch2-1 but maturation of
designated COs appears defective
Studies in different species have reported a CO interference defect associated with mutation of
Pch2/TRIP13. Genetic analysis in budding yeast using intervals across a range of chromosomes
of different sizes has revealed an increased frequency of closely spaced double-CO events in the
absence of Pch2 [28,31]. In a Trip13 hypomorphic mutant mouse, despite an overall reduction
in MLH1 foci at pachytene, a small, yet significant, reduction in the mean inter-focus distance
between pairs of foci was observed. This implies that although the COs remain subject to inter-
ference, there has been some weakening in its effect, although a subtle change in the position-
ing of the DSB complexes cannot be excluded [34]. Despite these observations recent evidence
from budding yeast has found that inter-focus distance of Zip3 foci that mark future COs is
not affected by loss of Pch2, indicating CO interference is normal [32]. Why the discrepancy?
Zip3 foci are the earliest known marker of CO designation, appearing in late leptotene. How-
ever, maturation of designated intermediates to form COs is dependent on additional later
events during the remainder of prophase I [5]. Other analyses of pch2mutants have used
genetic markers or MLH1 foci, which mark mature CO sites. Hence it is conceivable that while
loss of Pch2/Trip13 affects the final CO patterning, CO designation occurs and hence interfer-
ence is initially established. Analysis of Atpch2-1 is consistent with this possibility. The localiza-
tion of HEI10 foci in wild type and Atpch2-1 at early prophase I was identical. Numerous small
axis-associated foci were observed together with around 10 large (~250 nm) foci. At present, it
is not technically possible to measure inter-focus distance at early prophase I in Arabidopsis,
nevertheless inspection of the nuclei reveals these large HEI10 foci are usually spatially well
separated. These are still observed at mid/late prophase I when a similar number of MLH1 foci,
which mark interference sensitive CO sites, are also observed. By analogy with budding yeast
and S.macrospora where the appearance of Zip3/Hei10 foci are indicative of CO designation in
early prophase I, it seems likely this is also the case in Arabidopsis as the number of HEI10 foci
at the leptotene/zygotene transition appeared normal in the absence of PCH2. However, the
maturation of the CO designated intermediates is compromised by the defect in remodelling of
the chromosomes axes in Atpch2-1, leading to a deficit in COs. Overall, our data imply that in
Arabidopsis, as in budding yeast and S.macrospora, CO designation and interference arise,
and are complete, during zygotene.
We noted that in both wild type and Atpch2-1 some MLH1 foci appeared adjacent to the
ZYP1 signal rather than directly over it. This has not been previously recorded in Arabidopsis.
It may be a consequence of the spreading procedure but it is worth noting that in this study,
the anti-ZYP1 antibody was raised to the N-terminus of the protein which is predicted to mark
the central region of the SC. This could suggest the MLH1 containing complexes are not in
direct contact with the SC central region. However the basis and significance of this remains
unclear.
Other features of the CO distribution in the mutants indicate that CO interference is estab-
lished. A predicted outcome of CO interference is that the numerical distribution of interfer-
ence-sensitive COs between nuclei does not fit a Poisson distribution, whereas the converse
applies for non-interfering COs [56]. The distribution of COs in Atpch2-1 does not fit a
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Poisson distribution, suggesting that COs remain subject to spatial patterning and do not arise
by the random maturation of a proportion of the recombination initiations into COs. Also,
there was a strong tendency for any HEI10 or MLH1 foci that were found associated with
stretches of SC in Atpch2-1 to occur as single foci.
Although the data indicate that CO designation occurs normally, it seems that precursor
maturation to form CO products is perturbed in Atpch2. This is manifested in several ways.
Most obviously, the mean chiasma frequency in Atpch2mutants is ~7, a reduction of around
30% relative to wild type. This is accompanied by the presence of univalents at metaphase I at a
frequency of ~10%. A global reduction in CO formation has also been reported in TRIP13/
Pch2-deficient mice and PCH2-deficient C. elegans [34,37]. In budding yeast, an increase in
COs has been reported for some genetic intervals whereas in others wild type levels were
recorded [31]. Also, the distribution of MLH1 foci in the mouse Trip13mutants suggests there
are chromosomal regions which show an increase in CO frequency [34]. This could suggest
variation between different species but it is worth noting that despite the global reduction in
COs in the absence of PCH2 an increase in recombination frequency was observed in 3 out of
6 intervals (l2f, I2g and 15b) in the Arabidopsis FTL lines used in this study. However, this
comes with the caveat that this approach scores only viable tetrads which could influence the
analysis. Estimation of genetic CO interference using the FTL lines suggested its effect may be
diminished in at least some chromosomal regions, since a reduction in strength was detected
over regions of chromosome 2 and chromosome 5. This apparent contradiction with the
cytological evidence can perhaps be reconciled by data from a study of CO patterning in S.
macrospora applying the beam-film model to experimental data. This showed that under some
circumstances a normal interference signal is established and remains, yet CO interference as
measured using CoC as a metric appears to be reduced [7,72].
An altered pattern of COs combined with a synaptic defect and a reduction in genetic inter-
ference has been reported in a kinesin mutant, Atpss1, and Ataxr1, a mutant in the E1 enzyme
Arabidopsis neddylation complex [55,75]. Both mutants are strongly defective in synapsis with
univalents observed at metaphase I. In each case HEI10 and MLH1 foci are observed in late
prophase I in approximately wild type numbers but, in contrast to Atpch2-1, often clustered
along the limited stretches of SC that have formed. An effect on the distribution of MLH1 foci
has also been reported in as1, an asynaptic mutant of tomato [76]. The genetic basis of the as1
mutation is unknown but it is associated with changes in compaction of the chromosome axes.
Relative to wild type, the average SC length in as1 was reduced by 81% with MLH1 inter-focus
distance decreased by 71%. However the median number of MLH1 foci was unchanged,
although the range was more variable. It is hypothesized that the tendency of these plant
mutants to maintain CO numbers may reflect a homeostatic mechanism [76]. This is not so
obvious in Atpch2-1 but it was notable that the mean reduction in CO frequency (~30%) was
not-coordinate with that in SC length (~68%).
This study demonstrates that in the absence of PCH2, remodelling of the chromosome axis
at zygotene and the normal patterned maturation of CO designated intermediates in Arabidop-
sis are aberrant. This further emphasises the functional inter-relationship between the chromo-
some axis and the controlled formation of COs.
Materials and Methods
Plant material and nucleic acid extraction
A. thaliana ecotype Columbia (0) was used for wild type analysis. T-DNA insertion lines
Atpch2-1: SAIL_1187_C06, Atpch2-2: SALK_031449 and Atpch2-3: SALK_130138 were
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obtained from NASC for mutant analysis. Plants were grown, material harvested and nucleic
acid extractions were performed as previously described by Higgins et al. [43].
Proteomic analysis of Brassica PMCs
AtPCH2 peptides were identified by mass spectrometry in protein extracts from Brassica olera-
cea var. alboglabra A12DHd PMCs following co-immunoprecipitation with affinity purified
anti-ASY1 antibody as previously described [40].
T-DNA insertion site mapping
The T-DNA insertion site of the mutant lines was confirmed as previously described [43].
Details of the primers used are presented in S3 Table.
RNA extraction and RT-PCR
RNA extraction and RT-PCR was carried out as previously described [43]. Details of the prim-
ers are given in S3 Table.
Nucleic acid sequencing
Nucleotide sequencing was carried out by the Genomics and Proteomics Unit, School of Bio-
sciences, University of Birmingham, UK.
Antibody production
An anti-PCH2 antibody was raised in rabbit against a 15-residue peptide from the C-terminus
of Arabidopsis PCH2 (Abmart Inc., Shanghai, China). Due to the high level of sequence iden-
tity between the PCH2 proteins in Arabidopsis and Brassica the antibody was also effective for
immunolocalization in Brassica.
Cytological procedures
Cytological studies were carried out as previously described [43]. The following antibodies
were used: anti-AtPCH2 (rat 1/200 dilution), anti-AtASY3 (rabbit, 1/200 dilution) [19], anti-
AtASY1 (rabbit/rat, 1/1000 dilution) [45], anti-AtMSH4 (rabbit, 1/500 dilution) [43], anti-
AtZYP1 (N-terminus Ab aa residues 1–415; C-terminus Ab aa residues 422–845; rabbit/rat,
1/500 dilution), anti-AtRAD51 (rabbit 1/500 dilution), anti-AtSYN1 (rabbit 1/500 dilution),
anti-AtDMC1 (rabbit 1/500 dilution) [20,23], anti-AtMLH1 (rabbit/rat, 1/200 dilution) [64],
anti-AtHEI10 (rabbit 1/500 dilution) and anti-γH2AX (ser 139, catalog no. 07–164 Upstate
Biotechnology; rabbit, 1/100 dilution). Microscopy was carried out using a Nikon 90i Fluores-
cence Microscope (Tokyo, Japan). Image capture, image analysis and processing were con-
ducted using NIS-Elements-F software (Nikon, Tokyo, Japan) as previously described [19].
Image deconvolution was carried out using the function “Mexican hat”. This allows better dis-
crimination of the signals. This function performs filtration on the intensity component (or on
every selected component—when working with multichannel images) of an image using con-
volution with 5x5 kernel. Mexican Hat kernel is defined as a combination of Laplacian kernel
and Gaussian kernel it marks edges and also reduces noise. SIM was carried out using the
OMX facility at the University of Dundee (http://microscopy.lifesci.dundee.ac.uk/omx/).
In Arabidopsis, ASY1 intensity analysis was conducted on chromosome spread preparations
stained with anti-ASY1 antibody (rat, 1 in 5000 dilution) and anti-ZYP1 (rabbit, 1 in 500 dilu-
tion). 5μl of 6μm, 0.3% relative intensity InSpeck Red microspheres (Life Technologies), were
added to slides before coverslips. PMCs and microspheres were imaged using specific exposure
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times. Randomly selected, non-overlapping sections of axis, ~2–4μm in length, were defined as
regions of interest and were analysed for mean signal intensity using Nikon NIS-elements soft-
ware. Intensities were normalised based on mean intensity of the microspheres. Intensity raw
data is shown in grey-scale values. For B. oleracea, ASY1 intensity was determined in on PMC
chromosome spreads at zygotene comparing non-overlapping segments of unsynapsed and
synapsed sections of axis ~2–4μm in length.
Chiasma counts were carried out as previously described [42]. Chromosome spread prepa-
rations from PMCs at metaphase I were examined by light microscopy after fluorescence in
situ hybridization (FISH) using 45S and 5S rDNA probes. The use of FISH enabled the identifi-
cation of individual chromosomes. The overall shape of individual bivalents allowed the num-
ber and position of individual chiasmata to be determined and this was also informed by the
position of the FISH signals.
The time course of progress through prophase I in wild type and Atpch2-1 was determined
as previously described [48] except that 5-ethynyl-2’-deoxyuridine (EdU) was used to label the
PMCs which were analyzed at 5 h intervals from 0–30 h and at 2 h intervals thereafter up to
36 h.
Fluorescent tetrad analysis was carried out as described Berchowitz and Copenhaver [49]
using genetic intervals I2f and I2g on chromosome 2 (FTL coordinates for the I2fg interval:
FTL#800 18286716 bp DsRed2; FTL#3411 18957093 bp YFP; FTL#3263 19373634 bp AmC-
yan) and I5a, I5b, I5c, and I5d on chromosome 5 as described [49]. Pollen was scored through
eCFP, eYFP and DsRed2 filters using an Olympus BX-61 epifluorescence microscope. The
Stahl Lab Online Tools (http://molbio.uoregon.edu/~fstahl/) was used for statistical analyses of
the data.
Statistical procedures
The statistical procedures were carried out as described previously [43]. Chi-squared (Χ2) tests
were used to determine agreement between the observed chiasma counts and those expected
from a Poisson distribution. Numbers of foci in wild type and mutant PMCs were compared
using the Wilcoxon signed-rank test. Mean intensities between synapsed and unsynapsed sec-
tions of axis/SC were analysed using a 2 tail paired T-test.
Supporting Information
S1 Fig. PCH2 peptide coverage and orthologs. (A) Sequence coverage of the predicted
protein product of Bra013827 (yellow highlight). (B) Cladogram derived from ClustalW2
analysis of AAA+ATPase proteins from A. thaliana. At4g24710 belongs to a sub-family
which also includes Bra013827 and PCH2 homologues from budding yeast (ScPCH2), mouse
(MmTRIP13) and rice (OsCRC1). During the course of this work the sequence of two B. olera-
cea PCH2 orthologues became available (Liu et al. 2014; Parkin et al. 2014) and are included in
the analysis.
(TIF)
S2 Fig. Structure and expression of PCH2. (A) Schematic illustration of Arabidopsis PCH2
protein. AtPCH2 is predicted to encode a protein of 475 amino acids with a putative AAA-AT-
Pase domain located between amino acids 213 and 358. (B)Map of AtPCH2 locus showing the
exon/intron organization. Exons are represented with black boxes. 3’ UTR region is repre-
sented with a blue box. Triangles represent the location of T-DNA insertion sites for all three
Atpch2mutants. Red arrows mark the position of the primers used for detecting the full-length
AtPCH2 transcript by RT-PCR. (C) Gene expression analysis of AtPCH2 using semi-
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quantitative RT-PCR from wild type and Atpch2-1, Atpch2-2 and Atpch2-3 bud tissues. The
amount of RNA used for each sample was equalized using the housekeeping gene AtGAPD.
AtPCH2 was expressed in wild type buds while no full length transcript was detected in Atpch2
mutants.
(TIF)
S3 Fig. Nucleotide sequencing of the T-DNA insertion sites in Atpch2mutants.
(TIF)
S4 Fig. Phenotype of Atpch2mutants. (A) Vegetative growth is normal but fertility is reduced
in Atpch2mutants. Bar = 5 cm. (B) Silique length is slightly reduced and numerous gaps are
observed between the seeds in Atpch2mutants. Bar = 1 cm. (C) Graph showing the mean seed-
set per silique from 50 siliques of wild type Arabidopsis and Atpch2mutants. Error bars repre-
sent the standard deviation. Black stars represent a mean statistical difference between wild
type and mutant.
(TIF)
S5 Fig. Reduced fertility and meiotic defects in Atpch2-2 and Atpch2-3mutants. (A-D)Mei-
otic stages in Atpch2-2mutant. (A) late prophase I; (B)metaphase I; (C) tetrad; (D)metaphase
I nucleus labelled with 5S (red) and 45S (green) rDNA probes. (E-H)Meiotic stages in Atpch2-
3mutant. (E) late prophase I; (F)metaphase I; (G) tetrad; (H)metaphase I nucleus labelled
with 5S (red) and 45S (green) rDNA probes. Bar = 10 μm. (I-M) Allelism test showing that
Atpch2-1/Atpch2-2 has similar meiotic defects as Atpch2-1mutant. Chromosome spread prep-
arations of Atpch2-1/Atpch2-2 PMCs at late prophase I (I); metaphase I (J) and dyad (K).
Graph showing the mean silique length (L) and mean seed-set per silique (M) from 50 siliques
of wild type, Atpch2-1/Atpch2-2 and Atpch2-1mutants. Error bars represent the standard devi-
ation. Black stars represent a mean statistical difference between wild type and mutant.
(TIF)
S6 Fig. Metaphase I chromosome spreads in Atmsh5-1 and Atmsh5-1/Atpch2-1 PMCs.
(A-C) Chromosome spread preparation of wild type (A), Atmsh5-1 (B) and Atmsh5-1/Atpch2-
1 (C) PMCs at metaphase I stage. Chromatin was stained with DAPI (blue) and the chromo-
somes were labelled with 5S (red) and 45S (green) rDNA FISH probes to facilitate the identifi-
cation of individual chromosomes. The five bivalents were identified and numbered (white),
shown for the wild type nucleus. Bar = 10 μm.
(TIF)
S7 Fig. Immunolocalization of axis proteins in wild type and Atpch2-1. (A,B) Immunoloca-
lization of SYN1 (green) on chromosome spread preparations of wild type (A) and Atpch2-1
mutant (B) PMCs. (C,D) Immunolocalization of ASY3 (green) on chromosome spread prepa-
rations of wild type (C) and Atpch2-1mutant (D) PMCs. DNA is stained with DAPI (blue).
Bar = 10 μm.
(TIF)
S8 Fig. ASY1 has an off-axis, chromatin associated localization along synapsed chrom-
somes in wild type PMCs. (A) Dual localization of ASY1 (green) and ZYP1 (red) on a chro-
mosome spread of an Arabidopsis PMC at zygotene. (B) Localization of ASY1 (green) on
chromosome spread of the same meiotic nucleus as A. DNA is stained with DAPI (blue). Scale
bar = 10 μm. (C) shows magnified sections of axes from A and B. Arrowheads indicate the off-
axis, chromatin associated signal of ASY1. Scale bar = 1 μm.
(TIF)
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S9 Fig. Quantification of axis associated ASY1 in synapsed and unsynapsed regions. (A)
Example immunostained wild type PMC with a fluorescent microsphere control used for cali-
bration (see Materials and Methods for details); (B) Brighter version of (A) to highlight the
PMC: (C-F) Sections of axis (stained as indicated) were analysed for quantification of ASY1
signal intensity. In wild type PMCs (C,D), ASY1 signal intensity is reduced in synapsed chro-
mosome regions (red dotted outline) compared to unsynapsed regions (yellow dotted outline).
Chromosomes in Atpch2-1 PMCs (E,F) show no such reduction. Scale bar = 5μm.
(TIF)
S10 Fig. Co-localization of PCH2 and ZYP1 in wild type and chromosome axis mutants.
(A-C) Immunolocalization of ZYP1 (green) and PCH2 (red) in wild type at early zygotene.
(D-F) Immunolocalization of ZYP1 (green) and PCH2 (red) in an Atasy1 nucleus at mid-pro-
phase I. (G-I) Immunolocalization of ZYP1 (green) and PCH2 (red) in an Atasy3 nucleus at
mid-prophase I. DNA is stained with DAPI (blue). Bar = 10 μm.
(TIF)
S11 Fig. PCH2 is not detected in Atpch2mutants. (A-C) Immunolocalization of PCH2 (red)
on chromosome spreads from Atpch2-1 (A), Atpch2-2 (B) and Atpch2-3 (C) nuclei at mid/late
prophase I. DNA is stained with DAPI (blue). Bar = 10 μm.
(TIF)
S12 Fig. Immunolocalization of PCH2 in wild type B. oleracea PMCs. (A) Co-localization of
ASY1 (green) and PCH2 (red) at late G2 and (B) early leptotene using SIM. (C) Co-localization
of ASY1 (green) and PCH2 (red) at late zygotene using SIM. On synapsed regions (boxed
region and corresponding inset which has been brightened for clarity of PCH2 foci and resid-
ual ASY1 signal) the ASY1 signal strength is reduced relative to remaining unsynapsed axes
(arrowed). (D) Co-localization of ZYP1 (green) and PCH2 (red) at pachytene using SIM. DNA
is stained with DAPI (blue). Bar = 10 μm.
(TIF)
S13 Fig. Prophase I progression is delayed in Atpch2-1. (A) Comparison of progression
through prophase I in wild type and Atpch2-1 PMCs reveals a delay of 5-8h in the mutant. (B)
Examples of samples taken at different time points showing the extent of meiotic progression.
(Note: as synapsis was incomplete in Atpch2-1, fully synapsed pachytene nuclei were not
observed).
(TIF)
S14 Fig. FTL analysis. (A)Map indicating the position on the chromosomes of the genetic
markers used to measure the recombination frequency. (B) Table showing the location and
size of the six FTL genetic intervals used in this study. (C) Tetrad pollen expressing the fluores-
cent proteins were classified into 12 groups based on the distribution of the fluorescent proteins
in the tetrad. A schematic representation of the expected patterns of the fluorescent proteins in
the tetrad pollen after recombination events is shown for each group.
(TIF)
S15 Fig. Co-immunolocalization of ZYP1 and HEI10 in wild type B. oleracea PMCs at the
leptotene/zygotene transition. A-D Dual localization of ZYP1 (green) and HEI10 (red) on
chromosome spread preparations of B. oleracea PMCs at the leptotene/zygotene transition.
White arrows in C andD indicate examples of ZYP1 and HEI10 colocalization at SC nucle-
ation sites. DNA is stained with DAPI (blue). Bar = 10 μm.
(TIF)
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S1 Table. ASY1 intensity measurements on synapsed and unsynapsed regions in wild type
and Atpch2-1 PMCs.
(PDF)
S2 Table. Tables showing the recombination frequency (f) of the adjacent sets of genetic
intervals I5a/b, I5c/d and I2f/g and their coefficient of coincidence (CoC) in wild type and
Atpch2-1.
(TIF)
S3 Table. Primer sequences used during this study. Primer pairs 1–2, 3–4, 5–6 were used to
map the T-DNA insertions site of Atpch2-1, Atpch2-2 and Atpch2-3 respectively. Primers
4,6–8 were used for the analysis of AtPCH2 expression. Primers 1,3,5, 9–14 were used for geno-
typing.
(TIF)
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Abstract
The point of attachment of spindle microtubules to metaphase chromosomes is known
as the centromere. Plant and animal centromeres are epigenetically specified by a centro-
mere-specific variant of Histone H3, CENH3 (a.k.a. CENP-A). Unlike canonical histones
that are invariant, CENH3 proteins are accumulating substitutions at an accelerated rate.
This diversification of CENH3 is a conundrum since its role as the key determinant of centro-
mere identity remains a constant across species. Here, we ask whether naturally occurring
divergence in CENH3 has functional consequences. We performed functional complemen-
tation assays on cenh3-1, a null mutation in Arabidopsis thaliana, using untagged CENH3s
from increasingly distant relatives. Contrary to previous results using GFP-tagged CENH3,
we find that the essential functions of CENH3 are conserved across a broad evolutionary
landscape. CENH3 from a species as distant as the monocot Zea mays can functionally
replace A. thaliana CENH3. Plants expressing variant CENH3s that are fertile when selfed
show dramatic segregation errors when crossed to a wild-type individual. The progeny of
this cross include hybrid diploids, aneuploids with novel genetic rearrangements and hap-
loids that inherit only the genome of the wild-type parent. Importantly, it is always chromo-
somes from the plant expressing the divergent CENH3 that missegregate. Using chimeras,
we show that it is divergence in the fast-evolving N-terminal tail of CENH3 that is causing
segregation errors and genome elimination. Furthermore, we analyzed N-terminal tail se-
quences from plant CENH3s and discovered a modular pattern of sequence conservation.
From this we hypothesize that while the essential functions of CENH3 are largely con-
served, the N-terminal tail is evolving to adapt to lineage-specific centromeric constraints.
Our results demonstrate that this lineage-specific evolution of CENH3 causes inviability
and sterility of progeny in crosses, at the same time producing karyotypic variation. Thus,
CENH3 evolution can contribute to postzygotic reproductive barriers.
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Author Summary
As populations evolve into new species they acquire mutations that are compatible with
their own genetic background, but often lead to defects when crossed to others. Here, we
show that naturally evolved differences in the centromere-specific histone H3 (CENH3)
can contribute to this process. Unlike canonical histones, CENH3 differentiates rapidly
even between closely related species. To better understand the functional role of natural
CENH3 variation, we complemented a null allele of Arabidopsis with progressively more
distant orthologs. Contrary to previous findings, we discovered that all tested variants,
even the highly diverged maize CENH3, could restore normal growth and reproduction in
selfing individuals. However, when crossed to the wild type, hybrid progeny suffered from
extensive mis-segregation. Genotypes include simple aneuploids, novel genetic rearrange-
ments, and in extreme cases haploids where all the chromosomes from one parent are lost.
This indicates that while wide variation in CENH3 is compatible with its essential func-
tion, epigenetically different centromeres do not function well when brought together in a
hybrid embryo. A better understanding of haploid generation would have profound effects
on plant breeding and our results suggest that the natural variation of CENH3 could offer
a cache of testable variation.
Introduction
Centromeres are the site where spindle microtubules attach to chromosomes during cell
division. This attachment is mediated via a multi-protein complex called the kinetochore, a
structure essential for the stable inheritance of genetic information. Contrary to expectation,
the centromere is not a genetic locus in the traditional sense of being defined by its DNA
sequence [1,2]. The DNA sequence underlying the centromere is not evolutionarily conserved
and in most species, is composed of megabases of rapidly evolving tandem repeats [3]. Howev-
er, these repeats are not essential to centromere formation since neocentromeres or the gain of
new centromeric activity has been observed over unique DNA sequences as well [4–6]. The
common denominator to all centromeres, old and new, is the presence of a centromere specific
histone variant of H3 called CENH3 (or CENP-A) [7]. This and other evidence [8–10] indicate
that in both plants and animals, the location of centromeres is specified epigenetically by the
presence of CENH3.
Despite this ancient and conserved role of CENH3 in maintaining genetic integrity, the
CENH3 protein sequence is not evolving under purifying selection. In contrast to the nearly
invariant histone H3, CENH3 homologs are highly divergent. For example, CENH3 from
Arabidopsis thaliana and Arabidopsis arenosa, sister species that shared a common ancestor
approximately 5 MYA, differ at 23 of 178 amino acid positions while canonical Histone H3 has
accumulated only 4 substitutions out of 136 amino acid positions since the divergence of plants
and animals. In the Brassicaceae and in Drosophila, the diversification of CENH3 at both the
Histone Fold Domain (HFD) and the N-terminal tail appears to be driven by adaptive evolu-
tion under natural selection [11,12]. This accelerated evolution is especially pronounced at the
N-terminal tail of CENH3, which is hyper-variable both in its length and sequence. Why a
structure essential for stable inheritance of genetic material is composed of genetically unstable
units is a fundamental unsolved question in the field of chromosome biology.
The “centromere drive” hypothesis proposed by Henikoff and Malik puts forward genetic
conflict as the source of this striking diversification [13]. This model supposes that DNA
sequence can influence centromere function. Female meiosis in animals and plants is
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asymmetric, in that only one product survives to become the egg cell. If a sequence variant
evolves that can preferentially segregate into the surviving egg cell, it will rapidly sweep through
the population [14,15]. However, such driving chromosomes would be associated with fitness
costs including fixation of linked deleterious mutations, sterility due to non-disjunction and in
the case of sex chromosomes, skewed sex ratios. This in turn is expected to set off the evolution
of centromere-associated proteins to suppress the selfish transmission of this centromere.
Cycles of centromere drive and suppression could result in the rapid diversification of centro-
meres and associated factors. One outcome of divergence in centromere components, DNA
and/or proteins, could be the evolution of incompatibilities in the segregation machinery,
leading to the reproductive isolation of populations.
While there is strong evidence attributing expansion of centromeric repeats to meiotic drive
[16], whether CENH3 or other centromeric proteins are co-evolving with DNA sequences to
suppress instances of drive remains speculative. The functional consequences of CENH3 diver-
gence are difficult to address because CENH3 is an essential gene and most model systems
cannot tolerate the segregation errors caused by mutations or modification to its function. In
D.melanogaster and mammalian cells, RNAi has been used to down-regulate CENH3 levels
[17,18]. However, the interpretation of any loss-of-function phenotypes is confounded by the
persistence of CENH3 through multiple rounds of cell division. In contrast, a cenh3 null mu-
tant in A. thaliana allows us to completely replace the endogenous protein with transgenic vari-
ants. In addition, A. thaliana has high-copy centromeric repeats similar in organization to
most plants and animals [19], making it an attractive system for testing general principles of
centromere function.
Also unique to A. thaliana is the CENH3-mediated genome elimination system [20], which
we have leveraged as a sensitive genetic assay for centromere function in this study. This genet-
ic assay is based on the discovery that when a cenh3 null mutant expressing a GFP-tagged chi-
meric CENH3 (GFP-tailswap) is crossed to a wild type, missegregation of chromosomes from
the GFP-tailswap parent is observed [20]. Since A. thaliana has a high tolerance to aneuploidy,
the F1 progeny capture a wide range of segregation errors. In the most extreme cases, all the
chromosomes from the GFP-tailswap parent are lost (genome elimination) yielding haploid
offspring that inherit chromosomes only from the wild-type parent. Importantly, segregation
errors are only observed in crosses to wild type and not during normal vegetative growth or
when GFP-tailswap plants are selfed. This implies that chromosome missegregation in the F1
zygote is the result of competition between wild-type centromeres and defective centromeres
built on the artificial chimeric CENH3. Thus, the frequency of segregation errors and genome
elimination can be used as a sensitive assay for centromere function. We were interested in ask-
ing what would happen if instead of using an artificial chimeric construct we simply replaced
the endogenous CENH3 with natural variants from related species.
Previous studies using GFP-tagged versions of CENH3 orthologs had found a very narrow
evolutionary window of functional complementation [21]. This leads to the conclusion that plant
CENH3s are evolving under unique and highly dissimilar lineage-specific functional constraints
[21]. Here, using untagged natural variants of CENH3 we observed the following: 1) Despite
extensive sequence divergence, the essential functions of CENH3 are conserved across a much
broader evolutionary time-scale than previously thought; 2) Naturally evolved divergence in
CENH3 can contribute to genetic instability by causing chromosome missegregation, generating
not only aneuploids and haploids, but also novel genetic rearrangements; 3) It is the divergence
in the fast evolving N-terminal tail domain that is responsible for segregation defects and 4) The
N-terminal tail appears to be evolving in a modular fashion. With these results, we argue that the
core functions of CENH3 have remained unchanged over long evolutionary periods while the
N-terminal tail of CENH3 is evolving as a species-specific optimized platform for centromere
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organization. Finally, our study presents the first direct evidence for the role of CENH3 diver-
gence in speciation.
Results
Mustard family CENH3s complement Arabidopsis cenh3–1 null mutation
A. thaliana is a member of the mustard family (Brassicaceae), known for its agriculturally
important Brassica crops. Analysis of CENH3 homologs from several species within the mus-
tard family revealed that it is adaptively evolving, both at the Histone Fold Domain (HFD) and
the N-terminal tail (NTT) [11]. Ravi et al. (2010) [21] had assayed CENH3s from species
within the Brassicaceae and beyond for functional complementation of cenh3–1, a CENH3 null
mutation in A. thaliana. They found that GFP-tagged CENH3 from Brassica rapa and Zea
mays localized at A. thaliana centromeres, but only GFP-tagged CENH3 from the closely relat-
ed species A. arenosa rescued embryo lethality of the cenh3–1. A caveat to these experiments
was the presence of the GFP-tag. GFP-tagged A. thaliana CENH3 largely complemented the
functions of the A. thaliana cenh3–1mutation, but when crossed to wild type segregation er-
rors were observed at a low frequency. This hinted that the GFP-tag is not entirely neutral.
Thus, to assay only the effects of naturally evolved variation on CENH3 function, we decided
to test complementation of the cenh3 null mutant using native untagged proteins.
We chose CENH3 from B. rapa and Lepidium oleraceum, two species nested within the
Brassicaceae family. L. oleraceum is more closely related to A. thaliana than B. rapa, but more
distantly than A. arenosa [22]. To test for complementation, we transformed cenh3–1/CENH3
heterozygotes with constructs expressing genomic sequence encoding L. oleraceum CENH3
(LoCENH3) and B. rapa CENH3 (BrCENH3) under the endogenous A. thaliana CENH3 pro-
moter. We recovered transformants that were homozygous for the cenh3–1mutation for both
variants in the T1 generation. This result is revealing in two ways: firstly it shows that the GFP-
tag interferes with CENH3 function and secondly, it indicates that the previously defined
boundary of functional complementation is incorrect.
We further characterized the extent of mitotic and meiotic complementation in the T2
generation. A. thaliana plants homozygous for cenh3 null mutation expressing transgenic L.
oleraceum CENH3 or B. rapa CENH3 were phenotypically indistinguishable from wild type
(Fig. 1A). We therefore conclude that B. rapa and L. oleraceum CENH3 can fully complement
A. thaliana CENH3 mitotic functions required for vegetative growth. Transgenic lines for both
CENH3 variants in a cenh3–1 homozygous background were also self-fertile.
To assay meiotic complementation, we wanted to identify plants that were homozygous for
both the cenh3 null mutation and variant CENH3 transgene. Following segregation ratios of
the transgene is not informative in a cenh3–1 homozygous mutant background, since individu-
als without transgenic CENH3 cannot survive. Therefore, we decided to use frequency of seed
death in selfed siliques of T2 plants to infer the zygosity of the CENH3 transgene. Individuals
that are cenh3 -/- and heterozygous for the transgene are expected to produce 25% seed death
upon selfing. Assuming that the transgene is inserted at a single locus, individuals homozygous
for the transgene are expected to produce 0 to less than 25% seed death if fully or partially
complementing the meiotic functions of the endogenous A. thaliana CENH3.
Using this criterion to infer the zygosity of the transgene, we measured fertility of A.
thaliana plants in which the endogenous CENH3 is replaced by L. oleraceum CENH3 or B.
rapa CENH3. We measured seed set and frequency of abnormal seeds in selfed siliques from
three independent transformation events for each construct (Fig. 1C). The complemented lines
were comparable to wild type for both measures of fertility. Furthermore, viability-stained
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Figure 1. Vegetative and reproductive phenotypes of CENH3 complemented lines. (A) Plants at rosette stage from different complemented lines
compared to wild-type Columbia (WT) and GFP-tailswap, a high frequency haploid inducer [20]. The genotype of the endogenous CENH3 locus is indicated
in parentheses. LoCENH3 is L. oleraceum CENH3 and BrCENH3 is B. rapaCENH3. AtNTT-LoHFD and LoNTT-AtHFD are chimeric CENH3s described in
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anthers from the same complemented lines showed live pollen numbers and appearance indis-
tinguishable from wild type (Fig. 1B).
For L. oleraceum CENH3 complemented lines we further analysed meiosis cytologically
with DAPI stained chromosome spreads from pollen mother cells (PMCs) in two T1 families,
2 and 19. Prophase I of meiosis in both lines was indistinguishable from wild type (S1A Fig.).
Chromosome segregation in PMCs at both meiotic divisions was checked for segregation er-
rors. In the T1 = 19 family, metaphase I (n = 26), anaphase I (n = 7), metaphase II (n = 40),
anaphase II (n = 5) and telophase II (n = 21) PMCs were scored, none of which displayed segre-
gation errors (Fig. 2). Careful inspection of all post-prophase I PMCs sampled revealed some
the key. (B) Anthers stained for viability with Alexander stain. Viable pollen granules stain purple. (C) Measures of fertility based on number of seeds per
silique and seed appearance. Bars in different shades of grey represent counts from different T1 lines. For each measurement, seeds from 5 siliques were
pooled and counted.
doi:10.1371/journal.pgen.1004970.g001
Figure 2. L. oleraceumCENH3 complements meiosis in A. thaliana.Male meiotic chromosome spreads
stained with DAPI for WT Col-0 (A-D, I-L) and L. oleraceumCENH3 cenh3–1/cenh3–1 (T1 family = 19) (E-H,
M-P). Scale bar = 10μm.
doi:10.1371/journal.pgen.1004970.g002
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limited chromosome fragmentation in one anaphase II cell (S1B Fig.). Although, the origin of
this cannot be ascertained at present, its low frequency is unlikely to compromise fertility.
Thus, we conclude that CENH3 orthologs can complement the essential mitotic and meiotic
functions of A. thaliana CENH3 under standard growing conditions.
Naturally evolved divergence in CENH3 can cause genome elimination
Next, we wanted to test how A. thaliana centromeres built on CENH3 variants functioned in
comparison to those built on the native A. thaliana CENH3. To do so, we crossed them as fe-
males with pollen from wild-type (CENH3 +/+) Landsberg erecta (Ler) homozygous for the
gl1–1 glabrous mutation, which confers a trichomeless phenotype. We chose Ler as the CENH3
wild-type parent because the complemented lines were generated in the Col-0 accession. This
allows us to use polymorphisms between Col-0 and Ler to determine the parent of origin for
all the chromosomes in the F1. In a standard cross we expect only F1 diploid hybrids with tri-
chomes. However, if replacing the endogenous CENH3 with natural variants creates weak cen-
tromeres, then we can expect mitotic missegregation in the F1 zygote.
The first indication of abnormal segregation in these crosses was the observation that 14–47%
seeds aborted during development (Table 1). In contrast to the uniformly tan-colored plump
seeds generated when the complemented lines are selfed, dark nearly black shriveled seeds were
seen in crosses to wild type. Upon germination of F1 seeds from L. oleraceum CENH3 and B.
rapa CENH3 crosses, we recovered diploid, aneuploid and haploid progeny. All haploids were
sterile and paternal on the basis of having a trichomeless appearance, an expression of the reces-
sive gl1–1mutation. We confirmed the haploid genome content of 11 phenotypically selected
haploids by flow cytometry (S2 Fig.).
Crosses were between cenh3–1/cenh3–1 + CENH3 transgene females and pollen from wild
type Landsberg CENH3 +/+ strain homozygous for the gl1–1 glabrous mutation. Sterile off-
spring expressing the recessive gl1–1 trichomeless phenotype were scored as paternal haploid.
Offspring with developmental defects were scored as aneuploid. Fertile wild-type offspring
were scored as diploid.
Table 1. Natural variation in CENH3, speciﬁcally in the N-terminal tail, causes genome elimination.
Transgene T1 family name % normal seed Total No. of Plants Analysed Haploids (%) Diploids (%) Aneuploids (%)
GFP-tailswap 11 20 (n = 1187) 606 240 (40) 167 (28) 199 (32)
L. oleraceum CENH3 2 58 (n = 464) 552 18 (3) 480 (87) 54 (10)
19 53 (n = 167) 133 15 (11) 93 (70) 25 (19)
21 86 (n = 294) 529 10 (2) 490 (93) 29 (5)
B. rapa CENH3 1 70 (n = 180) 283 5 (2) 243 (86) 35 (12)
3 65 (n = 200) 246 2 (1) 219 (89) 25 (10)
9 84 (n = 304) 464 4 (1) 445 (96) 15 (3)
AtNTT-LoHFD 4 83 (n = 138) 38 0 (0) 35 (92) 3 (8)
8 97 (n = 393) 249 0 (0) 230 (92) 19 (8)
9 92 (n = 364) 117 0 (0) 113 (97) 4 (3)
24 97 (n = 385) 150 0 (0) 150 (100) 0 (0)
LoNTT-AtHFD 1 10 (n = 403) 119 2 (2) 94 (79) 23 (19)
3 0 (n = 236) 0 N. A. N. A. N. A.
6 1 (n = 152) 5 0 (0) 4 (80) 1 (20)
19 2 (n = 334) 0 N. A. N. A. N. A.
doi:10.1371/journal.pgen.1004970.t001
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For each CENH3 construct we tested two individuals from each of the three independent
transformation events (T1 families) in crosses to wild-type Ler gl1–1. Substantial variation in
the frequency of haploids was observed between the different T1 families (Table 1). While the
source of this variability is unclear, it is consistent with the variable haploid induction rates
observed when GFP-tailswap is crossed to wild type. In cases where cenh3–1 is complemented
with L. oleraceum CENH3, the frequency of genome elimination ranged from 2 to 11%. For B.
rapa CENH3 complemented cenh3–1, the range was 1 to 2%. Although, L. oleraceum is more
closely related to A. thaliana than B. rapa, substituting endogenous A. thaliana CENH3 with
the L. oleraceum ortholog in an A. thaliana plant appeared to have a greater destabilizing effect
on A. thaliana centromere as inferred from the larger frequency of genome elimination on av-
erage (6 ± 2.4% vs. 1 ± 0.2%).
We have not observed any instances of aneuploidy and haploidy in the selfed progeny of the
complemented lines (S3 Fig.). In addition meiosis in L. oleraceum T1 families 2 and 19, which
generated the highest frequency of haploids and aneuploids, is wild type in appearance (Fig. 2).
From the absence of meiotic defects during selfing, we infer that the segregation errors and ge-
nome elimination observed in the crosses to wild type (CENH3 +/+) are not the byproduct of
meiotic dysfunction in the inducer parent, but rather the consequences of postzygotic interac-
tions in the hybrid embryo. From this we conclude that natural variation in CENH3 can cause
centromere-mediated genome elimination and contribute to genetic instability through
changes in ploidy.
Crosses between plants expressing CENH3 variants and the wild type
generate novel genetic rearrangements
One of the hallmarks of centromere-mediated genome elimination is the generation of aneu-
ploid progeny at a relatively high frequency (~30% for GFP-tailswap) [20]. Aneuploids have
imbalanced karyotypes that perturb gene dosage, with large and variable phenotypic conse-
quences. A. thaliana aneuploids exhibit morphological phenotypes in a wide variety of traits
including abnormal leaf morphology, irregular branching patterns and infertility [23]. Using
these criteria, we estimated that in crosses of Ler gl1–1 (as the wild-type pollen parent) to L.
oleraceum CENH3 and B. rapa CENH3 complemented lines, the incidence of aneuploidy is
11.3% and 8.3% respectively (Table 1). We selected 48 phenotypically aneuploid progeny from
each cross for whole genome sequencing to determine the relative dosage of each chromosome
using a bioinformatics approach. Chromosomes and subchromosomal regions that vary from
the expected number of 2 can be readily identified by increased or decreased read count relative
to the rest of the genome [23]. We identified chromosomal imbalances in 73 of the 96 individu-
als selected for sequencing (S4 Fig., S5 Fig. and S1 Table). In this dataset we found three classes
of aneuploid chromosome types and an example of each is shown in Fig. 3 (B–D). As a com-
parison diploid Col/Ler individual with 2 copies of each of the five A. thaliana chromosome is
shown in Fig. 3A. The first class contains numerical aneuploids where whole chromosomes are
duplicated, as exemplified by an individual trisomic for Chr3 (Fig. 3B). The second class con-
tains aneuploids with truncated chromosomes, such as, for example, an extra copy of Chr5
with a truncated left arm (Fig. 3C). Lastly, the third class displays dosage variation consistent
with chromosomes that shattered and have gained or lost DNA segments multiple times across
the entire length of the chromosome. An example for a shattered Chr2 is shown in Fig. 3D.
Based on our low pass sequencing analysis we cannot infer the chromosomal organization of
these dosage variants presented here.
Using SNPs between the parental lines, we were able to infer the origins of the copy variant
regions (SNP plots in Fig. 3A–D). In all three classes of dosage variants, the DNA contributing
Effects of CENH3 Variation
PLOS Genetics | DOI:10.1371/journal.pgen.1004970 January 26, 2015 8 / 20
to the increased copy number originated from the transgenic Col-0 parent, in which the
endogenous CENH3 had been replaced by an evolutionary variant. We even observed the loss
of heterozygosity in the shattered Chr2 (Fig. 3D), as a result of the complete loss of the Col-0
chromosomal regions. The largest fractions of aneuploids from these crosses were products of
whole chromosome missegregation events (Fig. 3E and F). However, there were also a consid-
erable number of aneuploids with sub-chromosomal changes in copy number. This variation
in dosage implies the creation of novel genetic karyotypes.
In summary, centromeres built on CENH3 variants appear to missegregate in crosses to
wild type. One consequence of which is aneuploidy and segmental dosage variants and with
that the introduction of a broad range of phenotypic diversity [24].
Essential functions of CENH3 are conserved between monocots and
dicots
Since our results negated the previously identified limits of CENH3 functional complementa-
tion, we decided to sample a larger evolutionary space. Flowering plants are divided into two
major groups: monocots and dicots that diverged from each other 146–161 MYA. Rosids are
the largest clade within the dicots, comprising of around 70,000 species including the model
plant A. thaliana [25]. To better understand the extent of variation in CENH3 across the plant
Figure 3. Characterization of aneuploid genotypes using whole-genome sequencing. Shown here are pictures of an individual plant alongside its 100kb
bin dosage plot and 1 Mb bin SNP analysis across all five chromosomes. The red boxes indicate their relative centromere positions. (A) A diploid Col-0/Ler hybrid
individual from a genome elimination cross mediated by LoCENH3. (B–D) The threemajor aneuploid types represented by examples of each: an individual with a
numerical aneuploid chromosome (B), a truncated aneuploid chromosome (C) and a shattered aneuploid chromosome (D). (E–F) Percentage of each type of
chromosomal variants of the aneuploids derived from a LoCENH3 (E) and BrCENH3 (F) genome elimination cross.
doi:10.1371/journal.pgen.1004970.g003
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kingdom, we collated 67 CENH3 sequences from public databases that included homologs
from green algae, mosses, monocots and dicots (S2 Table). Using protein sequence from the
HFD we generated a multiple sequence alignment and constructed a phylogeny of CENH3 in
the plant kingdom (Fig. 4A). This CENH3-HFD based gene tree was largely congruent with
the accepted evolutionary relationships between these species (Fig. 4A). The most striking
feature of the tree is the size of its branches and the variation in their lengths, illustrating the
rapid and variable rates of CENH3 evolution. We chose to test CENH3 from two additional
species at increasing degrees of evolutionary distance from A. thaliana: grapevine (Vitis vinif-
era), one of the earliest diverging rosid species considered a basal rosid, and corn (Zea mays),
a monocot.
To test the functional complementation of these distant species, we made constructs
expressing V. vinifera CENH3 and Z.mays CENH3 cDNA under control of the endogenous
A. thaliana CENH3 promoter. These transgenes were transformed into cenh3–1/CENH3 het-
erozygotes. We recovered both V. vinifera CENH3 and Z.mays CENH3 transformants in a
cenh3–1 homozygous background in the T1 generation (Fig. 4B and S6 Fig.). V. vinifera and
Z.mays CENH3 have 21 and 38 amino acid substitutions respectively, relative to the 97 amino
acid positions in the HFD of A. thaliana CENH3 (S7 Fig.). Hence, it was surprising that both
Figure 4. Analysis of evolutionary divergence in plant CENH3 Histone Fold Domains. (A) Phylogenetic tree inferred by using the Maximum Likelihood
method based on the JTT matrix-basedmodel [52]. The tree with the highest log likelihood (-3935.2849) is shown. The tree is drawn to scale, with branch
lengths measured in the number of substitutions per site. (B) Summary of complementation tests ofA. thaliana cenh3–1mutation with CENH3 from increasingly
distant plant species.
doi:10.1371/journal.pgen.1004970.g004
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V. vinifera CENH3 and Z.mays CENH3 were able to complement the embryo lethality of the
cenh3–1 resulting in plants undistinguishable from the wild type. To the extent that the com-
plemented lines were self-fertile, we can say that both variants also fulfilled the essential meiotic
functions of A. thaliana CENH3 (Fig. 4B and S6 Fig.).
Divergence in the N-terminal tail of CENH3 causes missegregation
The L. oleraceum CENH3 gene has 12 amino acid substitutions in its HFD relative to A. thali-
ana and 31 in its N-terminal tail. We generated chimeric proteins in which the N-terminal tail
of L. oleraceum CENH3 was fused to the HFD of A. thaliana CENH3, and vice versa (Fig. 1A).
We assayed complementation of cenh3–1 and found that both chimeras complemented the
embryo lethality of the cenh3–1mutation in the T1 generation. The chimeric CENH3s were
also similar to wild type with respect to pollen viability as determined by viability staining and
in number and appearance of developing seeds within siliques (Fig. 1B and 1C).
We then tested the functionality of centromeres built on these chimeric CENH3 transgenes
by making crosses to wild type. It was immediately apparent by visual inspection of the result-
ing F1 seeds that the two chimeras had entirely different effects. The F1 seeds from the chimera
with A. thaliana N-terminal tail fused to L. oleraceumHFD (AtNTT-LoHFD) crossed to wild
type appeared largely normal while most of the F1 seeds from the L. oleraceum N-terminal tail
fused to A. thalianaHFD (LoNTT-AtHFD) were abnormal in appearance (Table 1). We failed
to obtain F1 seed germination from crosses of LoNTT-AtHFD to the wild type except from a
single T1 family. In this respect, the function of the chimera, LoNTT-AtHFD, is reduced com-
pared to the full-length L. oleraceum CENH3. We only recovered 124 F1 progeny from the
LoNTT-AtHFD cross, of which 2 were haploids and 23 were phenotypically aneuploid. In con-
trast, we recovered a large number of F1 progeny from the crosses with AtNTT-LoHFD. How-
ever, out of a total of 554 F1’s none were haploids. This indicates that restoring the N-terminal
tail to the endogenous sequence is sufficient to restore activity to a level similar to wild-type.
Evidence for modular evolution of the N-terminal tail within the plant
kingdom
Since our genetic assays highlight a critical role of the N-terminal tail sequence in segregation
and genome elimination, we were interested in identifying patterns in its sequence evolution.
N-terminal tails of CENH3 proteins are hyper-variable both in their amino acid sequence and
length, ranging from 23 amino acids (Pisum sativum) to 194 amino acids (Brachypodium dis-
tachyon). Thus, reconstructing the evolutionary history of N-terminal tails from alignments of
distant CENH3 lineages is not possible. Instead, we decided to use an alignment free approach
and used the motif search programMEME to identify short conserved blocks of sequence
homology in the otherwise unstructured N-terminal tail. A similar approach investigating N-
terminal tail evolution in Drosophila species identified three conserved blocks of homology
shared by all CENH3 alleles in that clade [26]. Our analysis of N-terminal tails includes varia-
tion from a significantly broader evolutionary timescale, with CENH3 sequences ranging from
green algae to flowering plants. We identified seven stretches of conserved protein sequences,
which we have termed Blocks 1–7 (Fig. 5A, S3 Table). The over-representation of Brassicaceae-
clade specific motifs (4 of 7 Blocks) is a reflection of our sampling bias, in which 22 of the
67 N-terminal tail sequences were from species within the Brassicaceae.
Several interesting patterns were immediately apparent: First, Block 1 and Block 2 were
identified in nearly all plant CENH3s and in canonical Histone H3 (Fig. 5A). It appears that
while the intervening sequence is highly variable in both length and content, the N- and C-
terminus of N-terminal tails are evolving under strict constraint. These Blocks were not
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identified inH. sapiens CENH3. Second, in several instances where a species’ genome carries
two copies of CENH3, there was differential retention of Blocks between the two copies, a situ-
ation analogous to sub-functionalization post gene duplication. For example, copy A of
CENH3 in Arabidopsis lyrata is missing Block 6 but retained Block 3, while copy B is missing
Block 3 but has retained Block 6. In Hordeum vulgare, the monocot-specific Block 7 is retained
in copy A, but lost in copy B. Third, isolated Blocks were identified across long evolutionary
distances (Fig. 5B). For example, Brassicaceae-specific Block 4 was absent in all other lineages
but present in V. vinifera, a basal rosid. Similarly, Block 6 that is present in most, but not all,
Brassicaceae species, was also identified in two distant rosid species, Phaseolus vulgaris and
Glycine max. The most parsimonious explanation for this pattern is that sequences homolo-
gous to Block 4 and Block 6 were present in the N-terminal tail of the ancestral CENH3 and
were selectively retained or lost in the different rosid species. These observations suggest a
modular evolutionary pattern where the constraints on individual Blocks are independent of
one another. An outcome of this might be that the N-terminal tails acquire lineage-specific
configuration of Blocks, thereby generating combinatorial sequence diversity.
Discussion
The results obtained in this study provide new and dramatically different information about
CENH3 function and evolution from that previously available [21]. We observed wide comple-
mentation of a CENH3 loss-of-function mutation, while previous studies failed to obtain
Figure 5. Identification of sequence motifs in plant CENH3 N-terminal tails. (A) Schematic representation of CENH3 N-terminal tails from a subset of
plant species, in the context of their known phylogenetic relationships. Motifs identified by MEME [51] are represented as different colored blocks. N-terminal
tails are drawn to scale with the relative locations of each motif identified. The height of the motif block is proportional to-log(p-value). (B) Motif blocks 4 and 6
in Logos format. All instances where the motifs were identified are included below for comparison.
doi:10.1371/journal.pgen.1004970.g005
Effects of CENH3 Variation
PLOS Genetics | DOI:10.1371/journal.pgen.1004970 January 26, 2015 12 / 20
complementation except in the case of CENH3 from a very close relative. The difference lies
quite simply in the use of untagged versus GFP-tagged CENH3 proteins in functional comple-
mentation assays. Furthermore, a recent study of CENH3CSE4 dynamics in yeast found that
fusion of the GFP-tag to the CENH3CSE4 protein altered its function [27]. Taken together, it is
apparent that presence of the GFP-tag significantly interferes with centromere function and
protein modified with this fusion has limited use as a proxy for wild-type CENH3 activity.
The role of CENH3 in centromere determination is thought to have originated in an early
eukaryotic ancestor [28]. Functional homologs of CENH3 have been identified in plants, ani-
mals, fungi and protists [29,30]. This essential gene exists as a single copy in nearly all species.
Given the absence of gene duplicates and opportunities for sub-functionalization, this diversity
in CENH3 protein sequences is puzzling and begs the question: how conserved are the func-
tional requirements for making a centromere? This question has been asked in at least four
different model organisms using primarily two assays: localization of evolutionarily distant
CENH3s to the endogenous centromere and functional complementation of the endogenous
CENH3 with evolutionary variants [18,21,31–33].
Two contrasting patterns of CENH3 functional conservation are apparent from the litera-
ture and this study. The first pattern is one of shared constraint over long evolutionary dis-
tances and the second is that of extreme lineage-specificity. In mammalian cells, GFP-tagged
CENH3s from C. elegans and S. cerevisiae localized to centromeres. In addition, S. cerevisiae
CENH3 rescued mammalian cells from mitotic arrest induced by depletion of the endogenous
CENH3 [18]. In Arabidopsis, centromeric localization of complementing CENH3 does not ex-
tend as far as yeast [21] but CENH3 from Z.mays, a distant monocot species, can functionally
substitute for the endogenous CENH3 (Fig. 4B and S6). In contrast, in D.melanogaster, GFP-
tagged CENH3 from a species within the same genus failed to localize to centromeres [31]. In
budding yeast, functional complementation of CENH3 is limited to the closely related hemias-
comycetes [33]. Hemiascomycetes are unique in having ‘point centromeres’ that are genetically
defined by a 125-bp sequence. Point centromeres are a derived evolutionary characteristic
[28,34] and a plausible argument is that this specialized centromeric structure places severe
lineage-specific constraints on CENH3 function, thereby restricting the limits of functional
complementation. The results presented here argue that functional conservation despite se-
quence divergence is the norm, while stringent functional constraints might be symptomatic of
a derived idiosyncratic centromere.
In this study we have asked not only whether a divergent CENH3 can functionally comple-
ment the endogenous A. thaliana allele, but also how well it complements those functions by
providing a quantitative measure of the effect of CENH3 divergence on segregation fidelity.
This measure has been possible because A. thaliana, like most plants, has a high tolerance for
genomic dosage imbalance [35–37], thereby allowing recovery of the products of missegrega-
tion. Strikingly, complemented lines that had no fertility issues when fertilized by pollen of the
same genotype, displayed large-scale segregation errors when crossed to wild type. Significant
fractions of the recovered F1 progeny were either aneuploid or haploid (Table 1). In all cases
the missegregated chromosomes originated from the parent expressing the divergent CENH3
(Fig. 3, S4 and S5). This clearly implies that centromeres built on the divergent CENH3, while
able to complement essential functions, are deficient in comparison to the endogenous A. thali-
ana CENH3. What is the molecular basis of this functional deficiency? Answering this question
constitutes an exciting next challenge since it will uncover species-specific adaptations to cen-
tromere function and shed light on what is driving the rapid evolution of this ancient biological
structure.
Genome elimination as a barrier to interspecies hybridization has been observed in several
taxa [38]. It had been previously shown that engineering modifications to CENH3, namely
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fusing an N-terminal GFP-tag and swapping the N-terminal domain with one from Histone
H3.3 (GFP-tailswap), causes segregation errors and genome elimination. Our results now show
that naturally occurring divergence in CENH3 has the same effect. The most parsimonious
explanation is that the underlying mechanistic basis of genome elimination in these different
systems is shared while differing quantitatively in its outcome. In contrast to the male-sterile
GFP-tailswap construct, CENH3 evolutionary variants are perfectly fertile when selfed, impos-
ing no obvious fitness cost per se (Fig. 1 and 2). This highlights the fact that unlike the artificial
GFP-tailswap construct, the naturally occurring mutations in CENH3 have evolved under
functional constraint and can fulfill the conserved, essential functions even in the context of a
non-native centromere, at least under standard growth conditions. However, in crosses to gam-
etes with wild-type centromeres, the difference in parental CENH3s produces inviable (aborted
seeds) and sterile (aneuploid and haploid) F1 progeny. In addition to these fitness penalties,
the cross creates genetic novelty including instances of chromosomal breakage and shuffling of
the resulting segments (Fig. 3B-D).
Aneuploidy and elimination of the haploid inducer genome are likely a linked phenomenon.
Interestingly, fragmented chromosomes have been observed in other systems where genome
elimination follows from an interspecific hybridization event [39,40]. In the natural barley
wide crosses and in wheat and pearl millet hybrids, micronuclei formation is observed during
the process of genome elimination [39,41]. Chromosomes within micronuclei could be tar-
geted for elimination or be rescued by the cell, resulting in potential aneuploid progeny. While
most aneuploid karyotypes have a deleterious fitness effect, recent studies have shown that an-
euploidy is able to confer adaptive phenotypes under various stress conditions [42,43]. In sum-
mary, our data strongly supports a role for CENH3 divergence in speciation, not only as a
means for creating a postzygotic reproductive barrier but also as a driver of genetic novelty.
A major finding from our work is that it is divergence in the L. oleraceum N-terminal tail
that is critical for the missegregation phenotype. Fusing A. thaliana N-terminal tail to a diver-
gent HFD improved its function, while fusing a divergent N-terminal tail to the A. thaliana
HFD corrupts its function. In fact this second chimera showed a more severe missegregation
phenotype than the full-length divergent CENH3 (Table 1). This suggests that the two domains
of CENH3 might be co-evolving with one another, thus in some cases a chimera between two
non-adapted domains could create an allele that is worse than the sum of its individual parts.
Nevertheless, our results show that, despite sequence divergence, the HFD of CENH3 from a
distant species can be functionally interchanged. Domain-swap experiments have revealed that
regions within the HFD are required for centromere localization [31,44]. A plausible hypothe-
sis is that the structural and functional constraints on the HFD are essentially unchanging,
while the N-terminal tail is evolving to accommodate lineage-specific differences in centromer-
ic environment.
Our examination of N-terminal tail sequences across the plant kingdom suggests a pattern
where blocks of sequence homology are being lost and gained in a lineage-specific manner
(Fig. 5A). A tempting conjecture is that these blocks of homology represent functional modules,
such as interactions with other centromere-associated proteins. If this was the case we could ex-
pect lineage-specific diversity in centromeric machinery, with the integration (or subtraction) of
lineage-specific interactions into the ancestral centromere network. Consistent with this expecta-
tion, a recent study recently delineated the evolutionary trajectory of Umbrea, a neogene that has
gained essential centromeric functions in specific Drosophila lineages [45]. While this is in no
way conclusive, we propose that the idiosyncratic rewiring of centromeric chromatin constitutes
a potential driving force for the evolution of the N-terminal tail of CENH3.
In summary, our results argue that while CENH3 from all species perform conserved func-
tions, each CENH3 is adapted to its own unique cellular, most likely centromeric, environment.
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Why there should exist so many diverse solutions to the problem of packaging centromeric
chromatin remains enigmatic. However, we demonstrate that this lineage-specific diversifica-
tion of CENH3 has the potential to contribute to the genetic diversification and reproductive
isolation of populations.
Materials and Methods
Plant materials and crossing procedure
Plants were transformed by the Agrobacterium floral dip method using standard protocols.
Plants were grown under 16 hr of light/8 hr of dark at 20°C. For each cross, at least five flowers
from an early inflorescence were emasculated and pollinated one day later with wild type pol-
len. F1 seeds were first sown in 0.5X MS plates containing 1% sucrose to maximize germination
efficiency and then transplanted to soil.
Cloning of CENH3 transgenes
The L. oleracem CENH3 coding region including introns was PCR amplified from genomic
DNA with the addition of SalI and XbaI sites at the ends. This PCR product was then cloned
using standard restriction enzyme cloning into CP225, a cassette vector generated by Ravi et al.
(2010) [21]. This vector is based on pCAMBIA1300 and carries the endogenous A. thaliana
CENH3 promoter region i.e. 1489 bp upstream of the ATG, followed by a small linker region
containing SalI and XbaI sites and finally the CENH3 transcriptional terminator i.e. 585 bp
downstream of the STOP codon.
All other constructs were cloned into a new Gateway-compatible cassette vector SM2 that
was derived from the above CP225. To construct this vector, we used three-fragment multi-site
gateway technology (Life technologies, cat# 12537–023) that allows simultaneous assembly of
three DNA fragments in a defined order into a destination vector. The first and third fragments
are the endogenous A. thaliana CENH3 promoter and terminator respectively, while the sec-
ond fragment can be any CENH3 variant being tested. We PCR amplified the promoter and
terminator sequences from CP225 flanked by the appropriate attB sites and recombined them
via the BP reaction into pDONR 221 P1-P4 and pDONR 221 P3-P2 respectively, generating
the following entry clones: pENTR L1-promoter-L4 and pENTR L3-terminator-L2. Next, we
integrated these two along with pENTR R4-pLac-Spec-R3, the control entry clone for the sec-
ond fragment, into the destination vector through a single LR reaction. The destination vector
was a generous gift from the Pikaard Lab and was a modified pEARLEYGATE302 binary vec-
tor that has an additional ampicillin resistance gene for bacterial selection. We then did a re-
verse BP reaction with this intermediate expression plasmid and pDONR 221 P4r-P3r to
replace the placeholder in the second fragment with the Gateway negative selection cassette
[CmR-ccdB] generating the final cassette vector, SM2 = CENH3 promoter-attL4-CmR-ccdB-
attL3-terminator in pEARLEYGATE302.
The B. rapa CENH3 genomic sequence was PCR amplified from the GFP-tagged B. rapa
CENH3 plasmid generated in Ravi et al (2010) [21]. A chimeric transgene combining the A.
thalianaN-terminal tail domain with L. oleraceumHFD was constructed by overlapping PCR.
The N-terminal domain included genomic sequence coding for CENH3 starting from the “ATG”
up to but not including the “PGTVAL” motif and the HFD extended from the “PGTVAL”motif
to the STOP codon. The reciprocal construct with L. oleraceumN-terminal tail domain and A.
thalianaHFDwas similarly constructed. Transgenic variants outside the Brassicaceae were gen-
erated using CENH3 cDNA. Z.mays CENH3 was PCR amplified from plasmid generated in
Ravi et al (2010) [21]. CENH3 cDNA from V. viniferawas synthesized by GenScript USA Inc.
Piscataway, NJ based on the Genbank sequence, 225454488.
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DNA extraction and genotyping
Genomic DNA preparation and PCR genotyping were performed using standard methods.
cenh3–1 was genotyped with dCAPS primers. To genotype the cenh3–1mutation in lines with
the construct A. thaliana N-terminal tail domain fused to L. oleraceumHFD, we first per-
formed a PCR reaction with one primer outside the CENH3 promoter genomic DNA fragment
present in the transgene. This PCR product was then used as the template in the dCAPS geno-
typing reaction. For each construct transgene-specific PCR primers were designed and used to
confirm the genotype of each transgenic line. Primer sequences are available on request.
Vegetative growth and fertility assays
Representative images of rosettes were taken 25 to 30 days after germination. The percentage
of normal seeds was determined by visual inspection using a dissecting microscope. On aver-
age, seeds from five individual siliques were pooled and counted for one individual from each
T1 family identified as CENH3 transgene +/+ cenh3 -/-. Alexander staining of anthers was
done according to published protocols [46].
Meiotic chromosome spreads
DAPI stained male meiotic chromosome spreads were prepared as described in Ross et al. [47],
and imaged using an Olympus BX61 epifluorescence microscope and Digital Scientific Smart-
Capture 3 software
Characterization of haploids and aneuploids
Flow cytometric determination of genome content was performed on floral buds using pub-
lished protocols [48]. 0.1g leaf tissue from aneuploid plants were collected and purified using
DNA Phytopure Kit (GE). Genomic DNA libraries were prepared using the standard NEB
Next DNA Library Prep with NEXTFlex-96 Adapters from BIOO Scientific, pooled and se-
quenced on Illumina HiSeq 2000 for 50bp single reads. The resulting reads were mapped to
TAIR10 using BWA followed by chromosome dosage analysis using the protocol described in
Henry et al (2010) [23]. All the individuals that were sequenced and analyzed are identified
with a unique FRAG identifier and are described in S2 Table.
Phylogenetic analysis
Reference IDs for all sequences used in this study are available in S1 Table. Multiple alignments
of protein sequences encoding the histone fold domain of CENH3s was generated using
MUSCLE and refined manually [49]. Evolutionary analyses were conducted in MEGA6 [50].
Phylogenetic history was inferred using the Maximum Likelihood method. The analysis in-
volved 71 protein sequences. All positions containing gaps and missing data were eliminated.
There were a total of 85 positions in the final dataset.
Motif identification
MEME [51] with default parameters was used to identify statistically significant blocks of se-
quence homology in N-terminal tails extracted from 67 plant CENH3 sequences available
from public databases.
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Supporting Information
S1 Fig. (A) Meiotic prophase I in L. oleraceum CENH3 complemented lines.Meiotic pro-
phase I is divided into 5 cytologically distinct sub-stages. Chromosomes are associated with a
proteinaceous axis during leptotene. Axes of homologous chromosomes juxtapose together dur-
ing zygotene, as a protein structure called the synaptonemal complex polymerizes between them.
Synapsis is complete at pachytene, where homologues are fully paired. Homologues begin to
separate during diplotene, but remain associated by chiasmata, marking the points of genetic
crossover generated by homologous recombination. Chromosomes are condensed further at
diakinesis, where chiasmata are more readily visible. In LoCENH3 (-/-), prophase I is cytological-
ly indistinguishable from wild type, indicating that the complementation does not affect meiotic
recombination. Scale bar = 10μm. (B) Chromosome fragmentation was observed in a single
anaphase II pollen mother cell. Chromosome fragments are indicated by arrows. Scale bar = 10μm
(PDF)
S2 Fig. Confirmation of haploid genome content in phenotypic haploids. (A) Representa-
tive haploid plant. Note absence of silique elongation and trichomeless leaves associated with
recessive gl1–1 glabrous mutation. (B) Comparison of nuclear DNA content of flower buds
from 4 wild-type diploids and 11 phenotypic haploids as determined by flow cytometry.
(TIF)
S3 Fig. Absence of phenotypic abnormalities in selfed populations of CENH3 comple-
mented lines. Selfed progeny of CENH3 complemented lines are phenotypically similar to WT
Col-0 plants, in contrast to the selfed triploid population that exhibits phenotypic diversity due
to expected aneuploidy. LoCENH3 is L. oleraceum CENH3 and BrCENH3 is B. rapa CENH3.
The genotype of the endogenous CENH3 locus is indicated in parentheses.
(TIF)
S4 Fig. Dosage plots and SNP analysis using whole genome sequencing of diploids and
aneuploids from L. oleraceum CENH3 genome elimination crosses. (A) Dosage plots with
100kb bins across all five chromosomes. (B) Percent Col-0 SNPs across a 1Mb region across all
five chromosomes.
(TIF)
S5 Fig. Dosage plots and SNP analysis using whole genome sequencing of diploids and an-
euploids from B. rapa CENH3 genome elimination crosses. (A) Dosage plots with 100kb
bins across all five chromosomes. (B) Percent Col-0 SNPs across a 1Mb region across all
five chromosomes.
(TIF)
S6 Fig. Phenotype of CENH3 complemented lines. (A) Shown here are plants of the same
age. (B) Confirmation of genotype by PCR. The genotype of the endogenous CENH3 locus is
indicated in parentheses. LoCENH3 is L. oleraceum CENH3, BrCENH3 is B. rapa CENH3,
VvCENH3 is V. vinifera CENH3 and ZmCENH3 is Z.mays CENH3. AtNTT-LoHFD is a chi-
meric CENH3 where the A. thaliana N-terminal tail is fused to the L. oleraceum HFD and
LoNTT-AtHFD is the reciprocal construct.
(TIF)
S7 Fig. Alignment of CENH3 Histone Fold Domain protein sequences. Positions identical
to A. thaliana are represented as (.) and positions different from A. thaliana are indicated by
the corresponding amino-acid substitution.
(TIFF)
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S1 Table. List of all gene sequences and their database IDs used in this study.
(DOCX)
S2 Table. Characteristics of all aneuploids analyzed by whole genome sequencing in this
study.
(XLS)
S3 Table. List of all sequences identified by MEME as motifs.
(XLSX)
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