Over the past decades, the Moore-Penrose inverse has been extensively investigated and widely applied in many fields. One reason for this interest is that the Moore-Penrose inverse can succinctly express some important geometric constructions in finite-dimensional spaces, such as the orthogonal projection onto a subspace and the linear least squares problem. However, the entries of a matrix will seldom be known exactly in numerical applications, so it is necessary to develop some bounds to characterize the effects of matrix perturbation. In this paper, we establish new perturbation bounds for the Moore-Penrose inverse of a matrix, which include some sharper counterparts of the existing upper bounds. Numerical examples are also provided to illustrate our theoretical results.
Introduction
Let C m×n , C m×n r , and U n be the set of all m × n complex matrices, the set of all m × n complex matrices of rank r, and the set of all unitary matrices of order n, respectively. For any M ∈ C m×n , the symbols M * , rank(M ), M U , M 2 , and M F denote the conjugate transpose, the rank, the general unitarily invariant norm, the spectral norm, and the Frobenius norm of M , respectively.
The Moore-Penrose (MP) inverse of M ∈ C m×n is denoted by M † , which is defined as the unique matrix X ∈ C n×m satisfying the following equations [12, 13] :
When M is square and nonsingular, M † is identical with the usual inverse M −1 . The MP inverse can concisely express some important geometric constructions in finite-dimensional spaces, such as the orthogonal projection onto a subspace and the linear least squares problem. More where ν is given by Table 2 . 9) where 0 < τ < In this paper, we revisit the perturbation of the MP inverse of a matrix and establish some new upper bounds for B † − A † 2 F . Theoretical analysis suggests that some of our upper bounds are sharper than that in (1.2)-(1.8). To characterize the deviation of the MP inverse of a matrix after perturbation, we also develop some novel lower bounds for B † − A † 2 F . Moreover, we give two numerical examples to illustrate our theoretical results.
The rest of this paper is organized as follows. In section 2, we introduce an interesting trace inequality and several auxiliary estimates for B † − A † 2 F . In section 3, we present some new upper and lower bounds for B † − A † 2 F . Theoretical comparisons between the new results and the existing ones are also provided. In section 4, we show the performances of our perturbation bounds via two numerical examples. Finally, some conclusions are given in section 5.
Preliminaries
In this section, we introduce some auxiliary results, which play an important role in our analysis.
Let {σ i (M )} t i=1 and {σ i (N )} t i=1 be the singular values of M ∈ C m×n and N ∈ C m×n , respectively, where t = min{m, n}. Assume that {σ i (M )} t i=1 and {σ i (N )} t i=1 are arranged in the same (increasing or decreasing) order. Let Re tr(·) be the real part of the trace of a matrix. The celebrated von Neumann's trace inequality [21] reads
where U ∈ U m and V ∈ U n are arbitrary. In fact, the following more accurate result [21] is valid.
Lemma 2.1. Let M ∈ C m×n , N ∈ C m×n , and t = min{m, n}.
be the singular values of M and N , respectively, which are arranged in the same (increasing or decreasing) order. Then
On the basis of the singular value decomposition (SVD) of a matrix, we can derive some useful identities on
and B ∈ C m×n s have the following SVDs:
In view of (2.2a) and (2.2b), A † and B † can be explicitly expressed as follows:
Based on (2.2a), (2.2b), (2.3a), and (2.3b), we can obtain the following identities on
and B ∈ C m×n s have the SVDs (2.2a) and (2.2b), respectively, and let E = B − A. Then
Proof. By (2.3a) and (2.3b), we have
In addition, using (2.2a), (2.2b), (2.3a), and (2.3b), we can get
Hence,
Combining (2.5a) and (2.6a), we can obtain the identity (2.4a). Similarly, the identity (2.4b) follows immediately from (2.5b) and (2.6b). This completes the proof.
Using Lemma 2.2, we can easily obtain the following corollary, which is the foundation of our analysis.
Corollary 2.1. Under the assumptions of Lemma 2.2, we have 
Main results
In this section, we develop some new upper and lower bounds for B † − A † 2 F . Some of our upper bounds have improved the existing results.
The first theorem provides an interesting estimate for B † − A † 2 F , which depends only on the singular values of A and B. 
, respectively, where
Proof. It is easy to see that
By (2.1), we have
Combining (3.3) and (3.4), we can obtain the inequalities (3.1) and (3.2).
Remark 3.1. According to the lower bounds in (3.1) and (3.2), we deduce that a necessary condition for lim B→A B † = A † (B is viewed as a variable) is that rank(B) = rank(A) always holds when B tends to A. Indeed, it is also a sufficient condition for lim B→A B † = A † (see [18] ).
Remark 3.2. If we apply (3.2) to the example in (1.9), the lower and upper bounds in (3.2) are 4τ 2 + 1 τ 2 and 4(1 + τ ) 2 + 1 τ 2 , respectively. Obviously, the lower bound has attained the exact value 4τ 2 + 1 τ 2 , and the upper bound is very tight when τ is small.
Upper bounds
In this subsection, we present some new upper bounds for B † − A † 2 F , which involve the perturbation E = B − A. 
where
Proof. By (2.2a), (2.2b), (2.3a), and (2.3b), we have
Similarly, we have
Using (2.7a), (3.6), and (3.7), we obtain
Interchanging the roles of A and B yields
The desired result (3.5) then follows by combining (3.8) and (3.9).
Hence, α 1 and α 2 reduce to
Note that
In light of (3.5), we have
Therefore, the estimate (3.5) has improved (1.7).
Due to rank(B) = rank(A), it follows that
where we have used Lemma 2.3. Then
Using (3.5), we obtain
which is exactly the estimate (1.8). Thus, the estimate (3.5) has improved (1.8) as well.
Based on Theorem 3.2, we can get the following two corollaries.
Corollary 3.1. Under the assumptions of Theorem 3.2, it holds that
Proof. In view of (2.2a), (2.2b), (2.3a), and (2.3b), we have
From (3.11), (3.12), and (3.13), we deduce that
F . Using (3.5), we can obtain the estimate (3.10) immediately.
Corollary 3.2. Under the assumptions of Theorem 3.2, it holds that
14)
Proof. It is easy to check that
The desired estimate (3.14) then follows by applying Theorem 3.2.
The following theorem gives the sharper counterparts of the estimates (1.4), (1.5), and (1.6). , and E = B − A. Then 
In particular, if s = r, then
Proof. According to (3.11), we deduce that
Using (2.7a) and (3.17), we obtain
Interchanging the roles of A and B, we arrive at
Therefore, the estimate (3.15) is valid. We next consider the special case that s = r. Direct computation yields
which leads to
If s = r, by (3.18) and Lemma 2.3, we have that
Thus,
By (2.7a) and (3.19), we have
Hence, the estimate (3.16) is proved. This completes the proof.
Remark 3.5. From (3.15), we deduce that
, we arrive at
Therefore, the estimate (3.20) is sharper than both (1.4) and (1.6). In addition, because
it follows that the estimate (3.16) is sharper than (1.5).
Lower bounds
It is well known that the MP inverse of a matrix is not necessarily a continuous function of the entries of the matrix [18] . In this subsection, we are devoted to establishing some novel lower bounds for the deviation
, and E = B − A. Then
Proof. Using (2.8a), (3.6), and (3.7), we obtain
Interchanging the roles of A and B, we get
Therefore, the estimate (3.21) is verified.
On the basis of Theorem 3.4, we can derive the following two corollaries. 
Proof. Similarly to the proof of Corollary 3.1, we have
Using (3.21), we can get the estimate (3.22).
Corollary 3.4. Under the assumptions of Theorem 3.4, it holds that
Using the similar argument as in Theorem 3.3, we can obtain the following theorem. , and E = B − A. Then
Proof. In view of (3.11), we have
By (2.8a) and (3.26), we have
Hence, the inequality (3.24) is proved. We next consider the special case that s = r. If s = r, using (3.18) and Lemma 2.3, we get
By (2.8a) and (3.27), we have
Interchanging the roles of A and B, we derive
Thus, the inequality (3.25) holds. This completes the proof.
Numerical experiments
In section 3, we have established some new upper and lower bounds for the deviation B † −A † 2 F , and provided some theoretical comparisons between the new upper bounds and the existing ones. In this section, we give two examples to illustrate the perturbation bounds developed in section 3. To show the numerical performance intuitively, we plot some figures of the bounds.
The first one is in fact the example in (1.9), which is used to illustrate the performances of the new upper bounds in subsection 3.1. 
Straightforward calculation yields that
Under the setting of Example 4.1, the upper bounds in (1.6), (3.5), (3.10), (3.14) , and (3.15) are listed in Table 3 , and the numerical behaviors of these upper bounds are shown in Figure 1 .
Estimate
Upper bound for Table 3 : The upper bounds in (1.6), (3.5), (3.10), (3.14), and (3.15).
From Table 3 , we see that the upper bounds in (3.5), (3.10), and (3.15) have attained the exact value 4τ 2 + 1 τ 2 . Moreover, Figure 1 shows that the upper bound in (3.14) is very close to Existing bound (1.6) New bound (3.14) New bounds (3.5), (3.10), (3.15) Figure 1 : Numerical behaviors of the upper bounds in (1.6), (3.5), (3.10), (3.14), and (3.15).
the exact value (see also Table 3 ), whereas the upper bound in (1.6) has deviated the exact value seriously when τ approaches 0.1. Next, we give another example to illustrate the performances of the lower bounds established in subsection 3.2. Table 4 , and the numerical behaviors of these lower bounds are shown in Figure 2 . According to Table 4 , we see that the lower bounds in (3.21) and (3.22) have attained the exact value 5 4τ 2 . Furthermore, Figure 2 displays that the lower bounds in (3.23) and (3.24) are close to the exact value. We also observe that the lower bound in (3.23) (resp., (3.24) ) is closer to the exact value than that in (3.24) (resp., (3.23)) when τ approaches 0.1 (resp., 0.5). 
Conclusions
In this paper, we have established novel perturbation bounds (including upper and lower bounds) for the MP inverse of a matrix. Theoretical analysis demonstrates that some of our upper bounds are sharper than the existing ones. Two numerical examples are also provided to illustrate the superiorities of our estimates.
