ABSTRACT It is a common sense that both the formation and dissolution of links are the fundamental processes of link dynamics in network organization. Previous studies have analyzed the formation of links with predicting missing links in current networks and new links in the future. However, little attention has been paid to the disappearing link prediction problem. In this paper, we investigate the disappearing link prediction problem. First, we define the disappearing link prediction in scientific collaboration networks. In contrary to the missing link prediction, we use structural similarity indices to estimate the disappearing links through dissimilarity of the node pairs. Then, we propose a novel method called modified preferential attachment (MPA) for predicting disappearing links. MPA is designed based on the preferential attachment considering both links' weights and the different impacts of the nodes' neighbor links. Finally, we evaluate the performance of MPA based on three real scientific collaboration networks extracted from Digital Bibliography & Library Project and American Physical Society datasets. Meanwhile, we explore the performance of the classical similarity methods on disappearing link prediction. The experiment results show that MPA achieves better performance than other classical similarity indices, which verifies the effectiveness of MPA.
I. INTRODUCTION
Mining the law of evolution in the network has always been an important subject in the field of network science. Meanwhile, link prediction is an important method to study the evolution of complex networks [1] . It is a commonplace fact that the formation and dissolution of links are two fundamental processes of network dynamic evolution [2] . To the best of our knowledge, most link prediction works focus on link formation by predicting missing links in current networks and new links in the future, and identifying spurious links in networks [3] - [6] . However, only little attention is paid to predict the disappearing links in the future. Fig. 1 shows the difference between missing link prediction and disappearing link prediction. Missing link prediction aims to predict the hidden links in the current network, and disappearing link prediction is to predict disappearing or dissolution links in the future networks. Different from link prediction, disappearing link prediction can help scholars to understand the mechanism of complex network evolution more deeply from another point of view. Link disappearance is one of the basic processes of networks evolution. It can represent the ties dissolution which is more rational than ties formation. Comparing with ties formation which is a simple and quick process, ties dissolution is reasonable and rely more on the previous interactions between targets. The disappearance of links is a universal phenomenon in the real world networks. For example, in scientific collaboration networks, scholar A may stop collaborating with another scholar B [7] . In email networks, the termination of online social behavior (the exchange of emails) reflects the disappearance of links [8] . In online social networks, the phenomenon of disappearance of links has occurred, which is called unfollowing, and researchers have studied this phenomenon in Twitter, Facebook and other online social networks [9] - [13] . Understanding the link disappearance help users know more about how individuals' personal attributes affect the network evolution and how ties be transformed over time. Therefore, the study of disappearing link prediction is of great significance and practical application value.
However, there are few studies focus on disappearing link prediction problem. The current researches mainly focus on link prediction and the analysis of the social phenomena about the relationship dissolution. For link prediction problem, many efforts have been made in this field [14] - [20] . Recently, the issue of structural properties of evolving temporal networks has received considerable critical attention [21] - [23] . Shang et al. [24] introduce the temporal prediction accuracy measures and define the evolving link prediction problems. Soares and PrudêNcio [25] propose proximity measures for link prediction based on temporal events. Ozcan and Oguducu [26] propose a novel method for link prediction in dynamic heterogeneous networks based on NARX neural networks.
The approaches for link prediction can be divided into three categories: the similarity-based methods, the likelihood estimation-based methods, and the machine learning-based methods. The similarity-based algorithms are the simplest link prediction methods. They compute the similarity between node pairs by various similarity methods (i.e., Euclidean distance, cosine similarity) and provide an ordered list to predict the likelihood of a link between two nodes. Node similarity methods are one type of the similaritybased methods. They mainly utilize the nodes' attributes and characteristics to describe their personal interests and social behaviors. They usually use similarity methods such as Euclidean distance and cosine similarity to calculate the similarity between two nodes [27] , [28] . However, the essential attributes of nodes such as personal information in the social networks are generally implicit and difficult to obtain. Another type of similarity-based methods called structural similarity indices can obtain the similarity between two nodes from the network structure. It is useful when the attributes of nodes are not obtainable [29] , [30] . The link prediction method based on likelihood estimation is a more complex type of link prediction methods, which plays an important role in understanding the structural characteristics of the network. They usually use a hierarchical structure model based on likelihood estimation to solve the link prediction problem.
However, their computational complexity is relatively high. Therefore, this type of link prediction algorithms cannot be applied to some large-scale networks in the real world. Machine learning-based methods include feature-based classification, probabilistic model, matrix factorization, and so on. They regard the link prediction problem as a supervised classification problem in machine learning. Specially, they mark the relationships between nodes in the network before classification, and then select the appropriate features as the input of the classification algorithm to learn and classify [3] , [31] - [37] .
While some researchers have examined the analysis of the social phenomena about the relationship dissolution, the studies only stay in the discovery and analysis of the reason for links dissolution. For example, in online social networks, the behavior that users stops the online social relationship with another user is known as ''unfollowing''. Some works begin to research in this area. Shang et al. [38] define four types of users and interactions including disappear nodes in the dynamic social network. Kwak et al. [9] analyze the dynamics of the unfollowing behavior in Twitter to understand the online relationship dissolution. They find that several factors, including the reciprocity of the relationship, the duration of the relationships, the followees' informativeness, and the overlap of relationships, are the key factors on unfollowing. They further build a logistic regression model considering two different sets of factors, including structure and action [10] . After a quantitative analysis, they find that people enjoy getting more attention than giving. Kivran-Swaine et al. [12] explore the influence of network structure alone on link dissolution in Twitter. They use multilevel logistic regression to study the impact of the network properties of the seed, followers, and dyad on the breaking of links. Then, they contact several sociology concepts such as link strength, embeddedness, and status to analyze the results of the unfollowing behavior. Xu et al. [11] study the differences of relational and informational factors on unfollowing relations in Twitter. They use an actor-oriented model (SIENA) to explore the impacts of reciprocity, social status, embeddedness, topic-homophily, and informativeness on the link dissolution. Sibona and Walczak [39] analyze surveys conducted online, and find the role of the friend request in unfollowing behavior. Quercia et al. [13] apply some factors in sociology such as age, gender, and personality traits to study the unfollowing behavior in Facebook. Their findings are consistent with previous analyses of Twitter.
All of the above works focus on the unfollowing behavior on Twitter, Facebook and other online social networks. The disappearing links in these scenarios may influence the interactions between the users and the evolution of the overall network. However, they mainly analyze the universality of unfollowing and explore the possible causes of this phenomenon. Existing studies only focus on the discovery and analysis of the reason for links dissolution. Few researchers try to analyze the unfollowing behavior from the perspective of the disappearance of links in network science. VOLUME 6, 2018 In this paper, based on the assumption that the lower of similarity between the node pairs that constitute links, the higher possibility of the disappearance of links, we investigate the disappearing link prediction in collaboration networks. Firstly, we define the disappearing link prediction in scientific collaboration networks, and analyze the process of disappearance of links in the scientific collaboration network constructed by a real dataset according to the definition. Next, we propose a novel disappearing link prediction method called MPA (Modified Preferential Attachment), which combines links' weights and types together to calculate the structural similarity. We divide the neighbor links of the target node pairs into three types based on the different neighbor nodes. We observe that links between the target nodes and common neighbors have negative effects for predicting the possibility of the disappearance of target links. By using the reciprocal function to weaken the impact of common neighbor links, we design the MPA index. Then, we evaluate the performance of the proposed method in three real scientific collaboration networks, which are constructed from Digital Bibliography & Library Project (DBLP) and American Physical Society (APS) datasets. Moreover, we explore the performance of the classical similarity methods on disappearing link prediction, including Common Neighbors index [40] , Adamic-Adar index [41] , Resource Allocation index [42] , Preferential Attachment index [43] , Local Path index [44] , Katz index [45] , and Random Walk with Restart index [46] . The experiment results show that compared with the classical similarity indices, MPA index achieves better prediction performance, and demonstrate the effectiveness of the proposed method in disappearing link prediction. The contributions of this paper can be summarized briefly as follows:
• We define the disappearing link prediction problem in the scientific collaboration networks.
• We find that the links between nodes and their common neighbors have a negative impact on disappearing link prediction.
• We propose a novel disappearing link prediction model, which can explore the disappearance of links in scientific collaboration networks. The remaining contents of this paper are organized as follows. Section II describes the definition of the disappearing link prediction and gives a case of obtaining disappearing link set from the DBLP dataset. Section III proposes the novel method MPA. Section IV explores the performance of the proposed method in three real scientific collaboration networks by comparing it with seven similarity indices. Finally, Section V concludes the paper.
II. DISAPPEARING LINKS PREDICTION PROBLEM
In this section, we describe the definition of the disappearing link prediction in scientific collaboration networks. Then, we introduce the process of obtaining the disappearing links in scientific collaboration network constructed by the DBLP dataset, and analyze the evolution of the disappearance of links in the network.
A. PROBLEM DEFINITION
We first consider the scientific collaboration network as an undirected network G(V , E) at a particular time slice [t 0 , t] (t 0 < t), where V and E are sets of nodes and links, respectively. In this network, the nodes represent the authors in the dataset and an edge between authors means that they have co-authored a paper. The link connecting nodes A and B at a particular time t is defined as a disappearing link if this link will not be active again for a long time till future time point t (t t ). In other words, a disappearing link means the end of the connected relationship between two nodes. In particular, a disappearing link in scientific collaboration networks means the termination of a collaborative relationship between scholars. Those links that disappeared briefly and then reconnected are not the disappearing links as defined in this paper. Therefore, the disappearing link prediction aims to predict the probability of the disappearance of a link within a sufficiently long time. For missing link prediction problem, the greater the similarity between node pairs, the greater the likelihood of the link generation. Conversely, for disappearing link prediction, we assume that the higher the dissimilarity of node pairs, the higher the possibility of disappearance of links.
In disappearing link prediction, the observed links are divided into two parts: the links in the disappearing set E D are never connected again, while the remaining links in the set E R are the existent links.
B. DISAPPEARING LINKS IN SCIENTIFIC COLLABORATION NETWORKS
According to the definition of disappearing link, we can get the disappearing link set from scientific collaboration networks. In this section, we use DBLP dataset to construct the scientific collaboration network [47] . Meanwhile, we analyze the phenomenon of the disappearance of links in the network. The DBLP dataset describes the collaborative relationship between the authors in the computer science discipline. If author A and author B co-author a paper, there is a corresponding record in the dataset. Each record contains the authors' ID and the publication date of the co-authored paper. According to some records of this dataset, we can construct a scientific collaboration network. In this network, authors are the nodes. It should be noted that the weights of links may be greater than 1, which indicates that two authors co-authored several papers.
In disappearing link prediction problem, we only pay attention to the disappearance of links in the network, so it is more reasonable to choose the connected network for the study of disappearing link prediction. In this paper, the maximal connected subgraph, which is the largest connected component of the scientific collaboration network is selected as the object of the study.
Taking the period from 1990 to 1992 as an example, the undirected scientific collaboration network G c is constructed by extracting the collaborative relationship data from the DBLP dataset in this period. After the choice of the time, the remaining time is long enough to explore the disappearing link prediction problem. The size of G c is large, and the number of nodes and edges are 64,317 and 104,644, respectively.
Then, we extract the maximal connected subgraph (MCS) of this scientific collaboration network G c . In the MCS, the number of nodes is 26,336, and the number of edges is 57,174.
Next, we crawl the co-authorship information of scholars in the MCS over the next 20 years. By using the time information of the dataset, we separate the annual co-author relationships in the MCS network and build 20 scientific collaboration networks. According to the definition of the disappearing link, we calculate the ratio between the number of disappearing links in each year and the total number of links of MCS, and the results are shown in Fig. 2 . Because the MCS network is connected, the ratio of the disappearing link in 1992 is 0. As shown in Fig. 2 , in 1993, the ratio of broken links is about 84.5%, which indicates the universality of disappearance of links. But some broken links may be connected again in the next year or other future time, after which time we do not classify this type of link as the disappearing links. So with the change of time, the link between nodes in the network is unstable. In this network, we only need to find out the links that never collaborate again with each other from 1993. We find that after the year 2007, the change of the ratio is less than 0.001 in each year, and the ratio almost remains at 68.4%. This means that 15 years after the formation of the MCS network, few nodes of broken links will collaborate again. In other words, the remaining broken links are the disappearing links, and we can choose anytime after 15 years to obtain the disappearing links. Here, we choose disappearing links at the year 2007 as the real disappearing links. Thus, we get the disappearing link set for disappearing link prediction experiments.
The evolution of the MCS scientific collaboration network is shown in Fig. 3 . As shown in Fig. 3(a) , the MCS is extracted from the scientific collaboration network from 1990 to 1992. Any pair of nodes in this figure has at least a path from one node to another. In Fig. 3(b) , the network produces a large number of broken edges in 1993. Evolving with time, some broken edges are connected again. As long as the broken edges produce at least once collaboration, then the broken edges are not the disappearing links. And we mark these broken edges that can be reconnected as the connected edges. Therefore, the broken edges always decrease with time. In Fig. 3(c), until 2007 , the broken links is almost fixed, and these broken edges are named disappearing links in the MCS network.
III. METHOD
In this section, we first analyze the preferential attachment indices in this work. Then, we give the overall description of our model.
A. PREFERENTIAL ATTACHMENT INDEX ANALYSIS
In this study, the hypothesis of disappearing link prediction is that the lower the similarity of node pairs, the higher the possibility of disappearance of links. Inspired by Preferential Attachment index (PA) [43] in link prediction problem, we consider that different neighbor links of node pairs and their weight may have different effects on target links in the disappearing link prediction, so we design a new index MPA (Modified Preferential Attachment), which is suitable for the disappearing link prediction. The PA index indicates that the probability of a new link is proportional to degrees of node pairs. The PA w index (hereinafter termed PA model) is the weighted form of PA index. The PA model is expressed as
From Equation (1), it can be found that the PA model overlooks the effect of different link types between node pairs. In reality, different types of neighbor links may have different influences for the target links in disappearing link prediction. Fig. 4 briefly shows the ego network of node pair x and y. In this figure, there are three types of links in target nodes' ego networks.
Thus, we divide the links of target nodes into three types as shown in Fig. 4, including: 1) L 1 : the link connecting node x and node y; 2) L 2 : the links connecting node x (or y) and its common neighbors with node y (or x); 3) L 3 : the other neighbor links. We try to explore the effect of the ego network structure on disappearing link prediction by calculating the PA similarity with different link types. Meanwhile, the link weight w is considered as well. We add three parameters λ, µ, and ν on L 1 , L 2 , and L 3 , and the modified s x and s y can be calculated as 
respectively, where parameters λ, µ, and ν are either 1 or 0. They are used to distinguish whether the direct link between the target node pairs, the link between the target node and the common neighbor, and the link between the target node and the other neighbors contributes to the disappearing link prediction problem. Thus, we have seven strategies (A1 to A7 in Fig. 5 ) to calculate the PA similarity on scientific collaboration network constructed by DBLP dataset from 1990 to 1992, and get the precisions. The number of predicted links is set to 10,000. Each three-tuple under A1 to A7 in Fig. 5 corresponds to the three parameters λ, µ, and ν that control the existence of L 1 , L 2 and L 3 . For example, A1(1,0,0) indicates a strategy that contains only L 1 .
We find that common neighbor links L 2 lead to the lowest precision in disappearing prediction links (Strategy A2). Strategies containing L 2 (A2, A4, A6, and A7) will lead to worse results. Meanwhile, Strategy A5 without L 2 achieves the best performance. So it can be known that the weight of common neighbor links has a negative effect on disappearing link prediction. 
B. MODEL CONSTRUCTION
Thus, our MPA model is proposed to weaken the impact of L 2 and improve the effective of disappearing link prediction. Many ways can weak the negative impact of L 2 , in this study we use its reciprocal function 1/L 2 to deal with this problem. The MPA model is defined as follows:
It is worth mentioning that when nodes x and y have no common neighbors, 1/w iη is set as 1 in order to avoid the meaningless results. We can get the similarity between two target nodes based on the MPA model. We rank all node pairs by MPA in an inverse order. Based on the assumption that less similarity of node pairs will lead to a higher possibility of the disappearance of links, the node pair with the smallest similarity is mostly like to break. The top L links are predicted as disappearing links. When the number of predicted links is set to 10,000, the precision of MPA is 0.873, and it is bigger than that of the best Strategy A5 (0.864). So the design of MPA is effective and reasonable.
IV. EXPERIMENTS
To evaluate the effectiveness of the proposed model on the task of disappearing links prediction, we conduct a series of experiments. In this section, we will present the details about how we carry out the experiments to certify the accuracy and the effectiveness of our model. All the experiments are conducted 128G serve with the Python 2.7 simulation environment.
A. DATASETS
In order to verify the effectiveness of the proposed method, we apply the MPA model to predict the disappearing links in the scientific collaboration network of Digital Bibliography & Library Project (DBLP). In addition, we apply the MPA model in American Physical Society (APS) datasets as well. We choose two journals which are Physical Review A (PRA) and Physical Review B (PRB) to validate the universality of MPA.
B. DATASETS PRE-PROCESSING
First, we extract the collaboration information at a particular time slice [t 0 , t] to construct the undirected collaboration network G c . Since we aim to study the problem of disappearing link prediction, we only focus on the disappearance of links in the network. We select the connected networks of which there is a path between any two nodes for experiments. We extract the maximum connect component of G c to conduct the experiments.
We extract co-authorship information of scholars in DBLP, PRA, and PRB from two time intervals, which are from 1987 to 1989 and from 1990 to 1992. The preprocessing of PRA and PRB is similar with the DBLP dataset. The basic information of the MCS networks in DBLP, PRA, and PRB are shown in TABLE 1. We find that the disappearing link ratios of two scientific collaboration networks constructed by PRA and PRB remain steady after 15 years as well. The ratio in TABLE 1 represents the disappearing link ratios after 15 years. 
C. EVALUATION METRICS
The common metrics used to quantify the accuracy of prediction algorithms are AUC (area under the receiver operating characteristic curve) [48] and precision [49] .
The definitions of AUC and precision in disappearing link prediction are different from that defined in missing link prediction. The AUC value can be understood as the probability that a randomly chosen link in E D (i.e., a disappearing link) is given a lower score than a randomly chosen link in E R . To obtain the value of the AUC, we randomly pick a disappearing link and an existent link in the observed network, and compare their scores. If among all possible comparisons m, there are m times the disappearing link having a lower score than the existent link and m times the disappearing link and the existent link having the same score, the AUC value is written as follows
Obviously, if all the link scores are randomly generated, the AUC value would be about 0.5. Therefore, the degree of the AUC value of the algorithm over 0.5 indicates that the algorithm performs better than the random selection methods. The calculation of precision also has a small change, which is sorting the similarity from small to large. If we pick up the top-L links (i.e., the number of predicted links), among which L d links are disappearing links, then the precision is expressed as
Clearly, the size of this value is related to parameter L. For a given L, higher precision indicates higher prediction accuracy. We also use the precision-recall curves to reflect the performance of the proposed model. In our experiments, we calculate recall as:
where L dis is the total number of disappearing links.
D. RESULTS AND DISCUSSIONS
For disappearing link prediction problem, the hypothesis of this study is that the lower the similarity of node pairs, the higher the possibility of disappearance of links.
1) BASELINE METHODS
In order to evaluation the performance of MPA, we choose seven classical structural similarity indices as baselines: 1) Common Neighbors (CN) [40] This index is defined as the counting of common neighbors. 2) Adamic-Adar (AA) [41] The idea of AA index is that the contribution of the low-degree common neighbors is bigger than that of the high-degree common neighbors. VOLUME 6, 2018 3) Resource Allocation (RA) [42] This index assumes that each common neighbor has a unit resource, and will assign the resource on average to all its neighbors. 4) Preferential Attachment (PA) [43] This index defines that the similarity of two nodes is proportional to the product of their respective degrees. 5) Local Path (LP) [44] This index takes into account the local paths with length 2 and length 3. 6) Katz [45] This index is a global metric, and it sums over all the paths between two nodes. 7) Random Walk with Restart (RWR) [46] This index is a random walk model, considering the case of returning the starting node. TABLE 2 summarizes the unweighted and weighted formulas of above seven similarity indices in detail. (x) is the set of neighbors of node x, and k z is the degree of node z. In LP index, α is a free parameter that controls the weights of the paths with length 3, and A is the adjacency matrix. In Katz index, β is a free parameter that controls the weights of all the paths, and I is the identity matrix. In RWR index, P denotes the transition matrix. The element P xy = 1/k x if x and y are connected, otherwise P xy = 0. s z denotes the strength of the node z, i.e., the sum of the weights of all links connected to the node z, and w xz represents the weight of the link which is connected by nodes x and z. W is the adjacency matrix in weighted form. In other words, the elements of the adjacency matrix represent the weights of the links. For RWR index, the transition matrix is modified as the weighted form, as shown in TABLE 2, and the remaining calculation process is consistent with its unweighted form.
2) COMPARISON ON AUC
The prediction accuracies on three datasets measured by AUC are shown in TABLE 3. The parameters α = 10 −3 for LP index, β = 10 −3 for Katz index, and c = 0.85 for RWR index.
As shown in Then, we analyze AUC scores on each dataset. For DBLP, the AUCs of MPA model are significantly higher than all the other seven indices in both unweighted and weighted networks, which indicates that MPA has the best performance in the DBLP dataset. In the PRA network from 1990 to 1992, the Katz index is the best index in the weighted network. MPA is only slightly smaller than Katz. Overall, MPA achieves good performance in PRA datasets. In the PRB network from 1987 to 1989, the RA index is the best one in the unweighted network. But the AUC value of MPA is significantly bigger than RA in weighted network. In the weighted network, the AUC of Katz index is highest, and MPA is the second one. But the AUC of MPA is significantly higher than Katz in the unweighted network. In the PRB network from 1990 to 1992, MPA is only slightly smaller than Katz in the weighted network. Therefore, in the PRB dataset, MPA has better performance. In summary, these results show that MPA model is effective in the task of disappearing link prediction. It has the best or nearly the best prediction effect comparing with the other seven indices. VOLUME 6, 2018
3) COMPARISON ON PRECISION
The number of predicted links mentioned in Equation (6) is set as k% (k = 10, 20, 30, 40, 50) , where k% means the proportion of all the disappearing links in MCS scientific collaboration networks. The accuracies of three datasets measured by precision are shown in Fig. 6 and Fig. 7 . Fig. 6 shows the prediction accuracy measured by precision from 1987 to 1989. Compared with the unweighted network, the precisions of all indices improve in weighted networks. MPA achieves the best performance when predict the top 10% disappearing links, and the precision gradually drops with the increasing ratio of disappearing links. Overall, MPA performs better than the other seven indices. From Fig. 6(c) we can see that, MPA achieves better performance than the other seven indices except slightly smaller than RA at the top 50%. Furthermore, it has the best precisions in the PRB dataset.
As shown in Fig. 7 , MPA also has best performance from 1990 to 1992. Fig. 7 (e) shows that MPA remains steady from top 10% to top 50%, and it is better than the other seven indices except slightly smaller than RWR at top 30%. But RWR index drops sharply after top 30%. As a whole, the MPA has the best precisions in PRA dataset. The performance of MPA in other situations are best.
Overall, experimental results indicate that MPA has better prediction performance in both unweighted and weighted networks, and MPA is applicable and effective in the disappearing link prediction problem. Fig. 8 shows the precision-recall curves for different measures in the PRB dataset from 1990 to 1992. Note that, in the experiments, the number of predicted links mentioned in Equation (6) is set as k% (k = 10, 20, 30, 40, 50, 60, 70, 80, 90), where k% means the proportion of all the disappearing links in the PRB networks. The precision-recall curves for the unweighted PRB network and the weighted PRB network are shown in Fig. 8(a) and Fig. 8(b) , respectively.
4) COMPARISON ON PRECISION-RECALL CURVES
From the results we can see that MPA has the best prediction performance in both unweighted and weighted networks comparing with other seven measures. It indicates that the task of disappearing link prediction can achieve significant and stable improvement by taking advantages of our proposed method MPA.
V. CONCLUSION
In this paper, we investigate the disappearing link prediction problem in scientific collaboration networks. Firstly, we define the disappearing links and disappearing link prediction in scientific collaboration networks. According to the definition of the disappearing links, we introduce the process of obtaining the disappearing link set from a scientific collaboration dataset. Then, we propose a novel disappearing link prediction method, MPA, which consider the different effects of node pairs' neighbor links. Finally, we evaluate the performance of MPA in disappearing link prediction experiments on three real-world scientific collaboration networks. Experimental results show that MPA index has the best or near best prediction effect compared with seven classical structural similarity indices. Experimental results of MPA and classical similarity indices also verify the rationality of the assumption that the higher the dissimilarity between node pairs, the higher possibility of the disappearance of links. Meanwhile, we explore the potentials of the similarity-based idea for the disappearing link prediction.
In the future, we would like to do more research to further explore more details of the disappearing link prediction. In addition, we will evaluate the applicability of this model on other datasets and other types of networks such as directed networks and heterogeneous networks. 
