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Abstract  
 
Several past studies have proven the market potential for mass customisation (MC) in 
various fashion sectors such as apparel, and revealed that ten to twenty percent of the 
market population claims to be interested in MC goods. Mass Customisation is a business 
strategy that embraces two opposing business practices, namely mass production and 
customisation. Several authors explain that although mass customisation might not turn 
into the dominant system, the numbers prove that these are promising market segments 
which are still not being served and are bigger than niche markets. But if there is a market 
for online customised fashion products, “why is mass customisation not there yet?” 
(Piller, 2004, p.314). Why are just a handful of MC companies operating in a mass 
market, while others are still testing this concept and operating in niche markets? 
 
To answer this question, the present study aims to explore the consumers’ side and to 
reveal what are the factors that prevent them from buying MC apparel online. For this 
purpose, the theory of perceived risk and trust has been applied. Further, price premium, 
the absence of a money-back guarantee, the co-design process (ability and time) and the 
longer delivery time were identified as important risk antecedents. Additionally, 
perceived reputation and perceived size were revealed as antecedents of perceived trust.  
 
Based on an exhaustive literature review, nine research hypotheses were developed. In 
order to answer them, LIMBERRY, an online shop for mass customised female apparel, 
was used as a real life case. An online survey was developed and, in order to test the 
survey, two pilot studies were conducted and amended in advance. Within 24 days, 236 
completed and valid questionnaires were obtained from female LIMBERRY visitors. 
      
The data from the online survey was analysed and, in order to identify possible 
problematic items, the following four analyses were undertaken: (1) a reliability analysis 
for internal consistency, (2) an exploratory factor analysis, (3) the initial measurement 
model and (4) a confirmatory factor analysis. Next, a structural equation modelling was 
calculated without the identified problematic items. Since the model was misspecified, a 
modified model was developed using a step-wise procedure calculating modification 
indices. Further, three paths and three covariances were added to the model to enhance 
the fit statistics. Based on this modified model, the hypotheses were tested. Thus, five 
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hypotheses found support, two could not be tested since the factors were excluded from 
analysis, one hypothesis was rejected and one possessed a zero effect.    
 
The results of this research suggest that perceived risk and trust are significant 
determinants of the online purchase intention of MC customers. Thus, marketing 
practitioners should apply activities to foster the customer’s trust and to reduce his risk 
perception.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Keywords: mass customisation, e-commerce, consumer perspective, perceived risk, 
perceived trust, intention to purchase 
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Chapter 1: Introduction  
The author of this thesis is Sibilla Kawala-Bulas, the 27-year-old founder of LIMBERRY. 
LIMBERRY is a start-up combining mass customisation and e-commerce in the fashion 
industry. At www.limberry.de, customers can co-design their female apparel products in 
a configurator. Since its launch in July 2011, LIMBERRY has received significant 
German press coverage in famous printed magazines (e.g. Cosmopolitan, Glamour, 
Instyle) as well as in popular online magazines and blogs (e.g. Elle, Life&Style, Maxi). 
Prof. Dr. Piller (RWTH Aachen University), one of the leading researchers in the area of 
mass customisation, wrote the following blog post when LIMBERRY went live: "I have 
to admit that at first I was sceptical: A young entrepreneur, with a passion for fashion but 
no design background, trying to enter the challenging market of made-to-measure apparel 
that both fits and is fashionable. I first met Sibilla Kawala on the CYP2011 event in 
Berlin, where she presented to us her idea of limberry.de. Now, a few months later, her 
business is up and running. The site limberry.de is online, and you can order custom-
made blazers, skirts, dresses, and dirndls. I got a personal tour of the site today, and I have 
to say I am impressed: good configurator, nice visualisation, very professional pictures, 
clean design. The measurement process needs some improvement, but it is functional and 
should work (at least for the target group of fashion-savvy women). Also the promised 
performance is very competitive: All products are "Made in Germany" - so local 
production, local jobs, and good quality! Delivery time of 2 weeks. No shipping costs. 
Frugal innovation, all self-financed and put together with a great dedicated team. I wish 
Sibilla all the best for her new company. I am sure that we will hear a lot more from her 
in the MC community!" (Piller, 2011, p.1). Besides the positive feedback, the visitor 
statistics are also promising: the returning customer rate stands at about 30% and the 
average visitor is spending 3.5 minutes on the LIMBERRY page. Further, customers visit 
an average of 11 pages and the bounce rate is below 1%. The number of visitors is also 
increasing steadily. Nonetheless, the conversion rate still remains poor. Normally, online 
shops in the fashion industry have a conversion rate of a minimum of 1%. In comparison, 
the conversion rate of LIMBERRY is below 0.3%. Sibilla Kawala-Bulas talked to many 
people - professionals in the e-commerce environment, researchers in the field of MC as 
well as potential customers. Again, they all gave positive feedback and were impressed 
by this innovative site. No one could imagine or think of reasons why LIMBERRY would 
not convert and sell. Based on this fact, Sibilla Kawala-Bulas started to look at the topic 
of mass customisation more critically and aims to find an answer to that question.        
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1.1 E-Commerce  
The use of Internet-based Electronic Commerce (EC) has grown rapidly in the last 
decade. It has brought along numerous advantages for the buyer and seller (Schneider, 
2011; Reynolds, 2009). For the buyer, the internet offers access to product offerings from 
all around the world, at any time from almost everywhere (Reynolds, 2009). This provides 
the customer with a wider range of choice, reduces search costs and makes a quick 
comparison possible (Schneider, 2009). For sellers, the use of EC helps to increase sales 
and decrease costs (Schneider, 2011). Reynolds (2009) explains that through EC, 
organisations can extend their business hours and thus increase sales. Further, potential 
clients from all over the world can be reached and new business opportunities and partners 
identified (Reynolds, 2009). Additionally, companies can exchange information more 
quickly and reduce the transaction costs. Further, Reynolds (2009) states that companies 
are able to gain competitive advantage through offering customised goods and services 
that exactly meet the requirements of each single consumer. The Nielson Company 
(2008) conducted a global survey, which represents the largest survey of its kind on the 
topic of online shopping behaviour. The results reveal that over 85 percent of all people 
using the internet have made an online purchase and more than 50 percent of Internet 
users buy products online regularly - at least once a month. Further, the study found that 
99% of South Korean Internet users have made an online purchase. This makes South 
Koreans the world´s most active online shoppers. The second most active online shoppers 
come from Germany, the UK and Japan, while US consumers are ranked eighth. The 
Nielson Company (2008) found that books are the most bought product online, followed 
by apparel, accessories and shoes. And in a two-year period, from 2006 to 2008, apparel, 
accessories and shoes had the highest increase from 20 percent to 36 percent. With 
reference to the German online shopping statistics, in 2010 e-commerce sales increased 
to 30.3 billion euros (bvh, 2010) and in 2014 the Forrester Research (2009) predicts a 
sales volume reaching as high as 44 billion euros. The top-selling product on the internet 
is fashion (apparel and shoes) with a sales volume of 12.65 billion euros in 2010, and 
according to the bvh (2010), this sector is growing steadily. The E-Retail-Report (2009) 
found that 60% of all transactions in European online shops are made by women. Female 
online shoppers generate two-thirds of all online sales. Parallel to this trend, there exists 
dissatisfaction with the product assortment. According to Black (1998), consumers are 
dissatisfied with shopping due to the limited variety of products being offered, while at 
the same time, retailer assortments are higher than ever before (Abernathy, 1999). This is 
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supported by Prahalad and Ramaswamy (2004) who claim that customers have more 
variety than before, however are less satisfied with it. This dilemma puts retailers under 
pressure to offer particular combinations of style, colour, and size - as customers demand 
it. However, this high inventory results in profit-draining issues of high levels of unsold 
merchandise (Abernathy, 1999). 
 
1.2 Introducing Mass Customisation 
“The mass market is dead” (Kotler, 1989, p.47) 
Wüntsch (2000) claims that consumers are put off by standard off-the-shelf products, and 
individuality is rare and often not affordable. Consumers are upset with the long-lasting 
search for products that exactly meet their needs. Thus, the author considers mass 
customisation as the new strategy for competitive advantage, not just for apparel 
companies but also for all other product sectors.    
 
According to Kotler (1989), the concept of mass market has come to end, markets need 
to be segmented and mass customisation represents a new opportunity. Moeslein and 
Piller (2002) stress that companies from all industries are forced to react to the increasing 
demand for customised goods, while at the same time growing competition exacts that 
costs need to decrease. Organisations have to find ways of achieving cost efficiency and 
a closer fit to a customer’s needs, both at the same time. In 1970, Toffler developed a 
concept which was then named ‘mass customisation’ by Davis in 1987. It received much 
attention with Pine´s (1993) book. Mass customisation is a concept that embraces two 
opposing business approaches, namely customisation and mass production (Blecker and 
Friedrich, 2006). Piller (2004, p.315) defines MC as a “customer co-design process of 
products and services, which meet the needs of each individual customer with regard to 
certain product features. All operations are performed within a fixed solution space, 
characterised by stable but still flexible and responsive processes. As a result, the costs 
associated with customisation allow for a price level that does not imply a switch in an 
upper market segment.” Blecker and Friedrich (2006) claim that mass customisation aims 
to produce consumers’ individual goods with an effectiveness that is comparable with 
that of a mass production. In order to integrate the consumer into the development of the 
product, “Toolkits for User Innovation and Design” are used which enable the client to 
design his or her own product, which will then be produced by the manufacturer (Franke 
and Piller, 2004). Therewith, the client becomes a designer and an innovator respectively 
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(Schreier et al., 2010). But if this concept is so promising, offering customers and 
companies numerous benefits, why is MC not there yet? Why does the MC landscape 
show mainly a first generation of mass customisers and only a few second generation 
(Piller, 2004)? And ultimately, why do customers not buy the MC apparels LIMBERRY 
offers?  
  
1.3 Research Motivation 
“Customers now seek exactly what they need, when they need it, how they need it at 
affordable prices” (Bardakci and Withelock, 2003, p.466). 
 
According to Blecker and Nizar (2006) the main reason for introducing customised 
products is the consumer. They state that it is the customers’ demand which determines 
if the strategy will be successful or fail.   
 
Hence, in order to shed further light onto the topic of apparel customisation, the customer 
perspective of MC clothing needs to be further analysed. Therefore, this section reviews 
different research papers about the customer perception of MC and presents their 
findings. One study by Franke and von Hippel (2003) found that consumers have 
heterogeneous needs. In their study, the authors revealed that customers possess different 
and unique needs with reference to software products, leaving many dissatisfied with the 
standard of shelf goods. Another study by Franke and Schreier (2006) revealed that for 
MC products, customers claim to be willing to pay a higher price if they match their 
individual needs. The authors Franke and Reisinger (2003) conducted a meta-analysis of 
published cluster analysis and revealed that the discontent with the choice is not an 
exception. The authors explain that mass produced goods are manufactured to keep in the 
warehouse, matching only moderately with the needs of an average consumer in a target 
market. This leads to the fact that a large number of consumers remain somewhat 
dissatisfied with standard products. These results are supported by the Outsize study 
(1998) which analysed customers’ preferences when buying garments and footwear. The 
findings reveal that fit followed by quality and design are the main difficulties for 
customers when purchasing outsize clothes. Hence, the study concludes that the offer of 
apparel and shoes does not meet the heterogeneous needs of consumers. Another study 
by the Zitex Consortium (1999) interviewed German consumers about their interest in 
customised garments. The study found that consumers are dissatisfied with the 
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availability of sizes and the fit of standard garments. Based on the findings of the studies 
presented above and further studies by other authors (Gownder, 2011; EuroShoe 
Consortium, 2002; Lee et al., 2002; Goldsmith and Freiden, 2004; Anderson-Connell et 
al., 2002), one can conclude that there exists an appreciable demand for mass customised 
clothing and footwear. Further, the authors Cho and Fiorito (2009) believe that offering 
customised garments online represents a big opportunity for e-retailers, since in today’s 
apparel industry, consumers desire to personalise the style, fit and colour of the garments 
they buy (Lee and Chen, 2000). This is supported by Forrester Research (2003), cited in 
Dixon 2005, p.6) who found that forty-seven percent of consumers are interested in 
purchasing products online. Based on a study, Piller and Müller (2004) estimate that about 
40 million pairs of customised shoes can be sold both in the UK and in Germany, in Italy 
they estimate a market potential for 17.7 million pairs and in Spain for 7 million pairs. 
They explain that although mass customisation might not turn into the dominant system, 
the numbers prove that these are promising market segments which are still not being 
served and are bigger than niche markets. Further, Piller and Müller (2004) claim that 
female customers in particular are interested in buying customised products since they no 
longer need to decide between fit and look. Numerous past studies have revealed the 
market potential for mass customisation in various fashion markets such as apparel (see 
Anderson-Connell et al., 2002), footwear (see EuroShoe Consortium, 2002) and watches 
(see Franke and Piller, 2004), and revealed that ten to twenty percent of the target group 
claims to have an interest in MC goods (Piller, 2004).  
 
But if there is a market for online customised fashion products, “why is mass 
customisation not there yet?” (Piller, 2004, p.314). Why are just a handful of MC 
companies operating in a mass market, while others are still testing this concept and 
operating in niche markets? 
 
In order to answer this question, the negative aspects of online mass customisation for 
apparel need to be revealed. It is assumed that there exist certain factors that influence the 
customer or, more precisely, a customer´s purchase intention for MC apparel. For this 
purpose, a preliminary literature review was undertaken to reveal existing literature in 
this area. Eight research papers dealing with possible factors that discourage the customer 
from purchasing MC products could be identified. Based on this review, current gaps in 
research will be revealed and stated at the end of this section.  
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The study by Piller et al. (2004) reveals the significance of the expenditures and the risks 
of the customisation process from the consumer perspective. The authors explain that 
many consumers are not capable of defining product specifications according to their 
needs. Consequently, the co-designing process may take too long and consumers might 
become uncertain in the transaction stage. Therefore, Piller et al. (2004) suggest fostering 
the trust of potential customers by offering warranties and customer care centres or by 
creating a good brand reputation. Supporting this assertion, another research paper by 
Piller et al. (2005) examines the consumer perspective within the co-design process. 
According to the authors, consumers encounter risks and new uncertainty, coined “mass 
confusion”, when participating in the co-designing process (Piller et al., 2005). They 
claim that the number of MC companies is lagging behind the number of publications on 
mass customisation. The authors believe that the customers’ perception of complexity, 
effort and risk while co-designing a product withholds them from purchasing customised 
goods. Based on a literature review of empirical findings and six case studies, the authors 
identify the following three sources of “mass confusion”: “(1) the burden of choice of 
finding the right option from a large number of customisation options; (2) the difficulty 
of addressing individual needs and of transferring them into a concrete product 
specification; and (3) uncertainties (based on missing information) about the behavior of 
the provider” (Piller et al., 2005: p.18). Also, Blecker and Nizar (2006) present the 
burdens of MC from the consumer perspective and examine in their book “Mass 
Customisation: Challenges and Solutions” the main areas of mass customisation. 
According to the authors, there exist two main problems, termed external and internal 
complexity, when implementing mass customisation. Due to limited space, this thesis will 
solely depict the external complexity, since it represents the consumer perspective.  
 
Blecker and Nizar (2006) define external complexity as the uncertainty a customer is 
confronted with when customising his product.  The authors argue that consumers might 
become frustrated and feel unable to make optimal decisions in environments where there 
is too much variety, and experience so-called external complexity. As a consequence, 
they might quit the co-design process.  
 
Another study conducted by Anderson-Connell et al. (2002) aims to find out if consumers 
are interested in this concept and to identify possible barriers. For this, seven focus groups 
with a total of 70 women were interviewed. The participants watched videos about 
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different scenarios of how mass customisation can be implemented. The results show that 
consumers are generally interested in MC apparel. They expressed interest in different 
degrees of customisation from clothes clones with standard sizes to totally customised 
garments. An important factor was also the customised fit for the respondents. Important 
concerns were expressed when it came to the co-design process. Thus, they expected the 
price to be very high, that the co-design process would take a long time, that it would be 
inconvenient to co-design and they explained that they were concerned about their 
privacy data.  Further, respondents expressed concerns about their ability to act as a 
designer. They also assumed that the price for MC garments would be prohibitive and 
that the co-design process would take a long time.  Additionally, some consumers 
expressed their concerns about keeping control of private information such as their 
measurements. Bardakci and Withelock (2003) developed a framework to examine 
whether consumers are “ready” for MC offerings. Since the theory has not developed a 
theoretical framework to analyse consumers’ readiness for MC goods, the authors claim 
that “pioneering application suggests three inconveniences that customers are likely to 
face” (Bardakci and Withelock, 2003, p.468): first, the higher price of customised goods; 
second, the longer delivery time of customised products; and third, the need for 
consumers to spend time in the co-designing process.  The authors claim that if the 
customers are willing to accept these inconveniences, they are ready for MC. In an 
internet-based questionnaire, Wolny (2007) examines the determinants of consumers’ 
usage of online mass customisation for apparel. The author argues that consumers’ 
perceptions of the costs and benefits of mass customisation are essential to estimate the 
success of this concept. Based on a review of literature, time cost and financial cost were 
identified. Time costs comprise the time the consumer spends on stating preferences, 
designing the product, his decision time, and the time he has to wait for the product to be 
delivered. Financial costs relate to the price premium of customised products.  The 
findings of this research shows that a fifth of participants were not willing to wait for the 
delivery nor pay a price premium for MC garments. This suggests that there is a 
substantial segment which is not willing to accept certain inconveniences when 
purchasing MC garments. However, most of the respondents claimed to be willing to wait 
up to two weeks for their customised apparel to arrive and to pay 10% more than for a 
mass-produced equivalent. Piller (2004, p.313) aims to analyse the current status of MC 
practice by asking the following four questions: “Do customers need customised 
products? If yes, what prevents them from purchasing these offerings? Do we have the 
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enabling technologies for mass customisation? And why do many firms fail during and 
after the introduction of mass customisation?”  Based on the author’s personal 
understanding and experience, he develops twelve propositions about MC and the actual 
state of the concept. Due to limited space, only the section “Mass confusion: What 
prevents customers from purchasing custom products?” (Piller, 2004, p.323) will be 
reviewed since this part analyses the consumer perspective of MC. The author reveals 
that consumers have to accept certain costs and efforts when participating in a mass 
customisation system. Piller (2004) claims that there are direct and indirect costs. Direct 
costs relate to the price premium a customer has to pay for MC products in comparison 
to an equivalent off-the-shelf product. Indirect costs include perceived psychological or 
cognitive costs. The author explains that cognitive costs arise due to perceived risk 
evolving in the co-design process. It is believed that the co-design process may cause the 
so called mass confusion.  According to the author, the perceived (net) value, which is 
the deviation between the customers’ utility (value) and costs, has an impact on a 
customer’s willingness to purchase. He concludes that if a consumers’ perceived value is 
positive, they will buy MC offerings (Piller, 2004). Therefore, risk needs to be mitigated 
by signalling activities like warranties and customer support, and by developing 
consumers’ trust. Another research paper by Broekhuisen and Alsem (2002) examines 
the success factors for mass customisation. The authors claim that the success of MC 
relies on consumers and how they perceive the additional costs and benefits of MC. They 
stress that perceived costs related to the co-design process need to be counterbalanced by 
the benefits. Here, additionally to monetary costs, consumers also encounter costs that 
are not related to money such as time and effort, and psychological burdens such as 
uncertainty. Broekhuisen and Alsem (2002) claim that many consumers are happy to 
spend a higher price for MC goods because those products represent a better fit to their 
needs. However, these higher prices need to be appropriate and go hand in hand with the 
perceived added value. Regarding the time and effort consumers spend on designing their 
product and waiting for delivery, the authors believe that those conditions lower the total 
shopping experience. They stress that for middle priced products, consumers accept 
spending time on designing their product; however, they are not willing to wait longer 
than a few days to receive it (Broekhuisen and Alsem, 2002). Another burden represents 
uncertainty. Here the authors claim that consumers have to trust the seller that the product 
will be consistent with their ordered specifications. Further, Broekhuisen and Alsem 
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(2002) recommend, apart from offering guarantees, fostering trust by a strong brand 
image.  
 
The review of the eight identified papers shows that there are certain factors customers 
are likely to face, when buying MC apparel (online). These factors influence the customer 
in a negative way and discourage them from buying MC products. Unfortunately, there 
is no universally adopted approach, framework or overview of these factors. Additionally, 
different authors use different terms although referring to the same thing. Thus, Piller et 
al. (2004) talk about expenditures, uncertainties and risks in the co-design stage when 
referring to the factors that might influence consumers’ intention to purchase in a negative 
way. In a further research paper, Piller et al. (2005) term these uncertainties and risks 
“mass confusion” in the co-design process. Additionally to mass confusion, Piller (2004) 
reveals that price premium and consumers’ perceived risk represent further factors that 
might influence consumers’ intention to buy. The author suggests mitigating these risks 
by introducing signalling activities such as warranties and customer support as well as by 
fostering consumers’ trust. Blecker and Nizar (2006), on the other hand, talk about 
external complexity which the customer encounters when designing his product, when 
referring to these factors. Anderson-Connell et al. (2002) claim that besides the co-design 
process, price, time, convenience, equipment and privacy are factors which might 
withhold customers from buying MC products. Bardakci and Withelock (2003), on the 
other hand, identified three factors that influence consumers' willingness to purchase MC 
products and term them “inconveniences”. According to the authors, the increased price, 
the delay in receipt of the customised product and the time spent on co-designing the 
product represent the main burdens for the acceptance of MC. Wolny (2007) in turn terms 
these factors "costs". She argues that consumers perceive certain costs when buying MC 
clothing online and identified time costs (time spent on designing and decision time) as 
well as financial costs (price premium) as factors which discourage the consumer from 
buying MC products. The authors Broekhuisen and Alsem (2002) followed a similar 
approach to Wolny (2007) and claim that the success of MC relies on the additional costs 
a customer perceives when buying MC products. The authors subdivide these costs into 
monetary (price premium) and non-monetary costs (effort and time for designing the 
product and waiting for the delivery as well as psychological burdens such as 
uncertainty). Further, they talk about guarantees and fostering trust to overcome these 
barriers. In order to get a better understanding and to have an overview of the factors that 
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influence the consumer buying decision, a table of the identified factors is presented 
below (see Table 1.1). 
 
Table 1.1: Factors that Influence the Consumers Purchase Intention 
Author Factors 
Piller et al., 2004 Expenditures (ability and time to customise product), uncertainties and risk in co-
design process 
Piller et al., 2005 Uncertainties and risk termed “mass confusion” in co-design process 
Piller, 2004 - Price premium 
- Consumer perceived risk  
- Trust 
- Warranties 
Blecker and Nizar, 2006 External complexity in co-design process 
Anderson- Connell et al., 
2002 
Co-design process, price, time, convenience, equipment, privacy factors 
Bardakci and Withelock, 
2003 
3 Inconveniences:  
- Price premium 
- Delivery time 
- Time spent on co-designing  
Wolny, 2007 - Time costs (designing product and decision time) 
- Financial costs (price premium) 
Broekhuisen and Alsem, 
2002  
- Monetary costs (price premium) 
- Non-monetary costs (effort and time designing, delivery time, psychological 
burden such as uncertainty) 
- Guarantees and trust 
Source: present author (2014) 
 
Based on the table above, it is possible to conclude that different authors use different 
terms when referring to certain factors that influence the consumer. Additionally, 
different research papers reveal and focus on different factors. So, for example, Bardakci 
and Whitelock (2003) claim that there are three factors (price premium, delivery time and 
time spent on designing the product) that influence the customers’ buying decision, 
whereas Piller (2004) talks about the following four factors: price premium, perceived 
risk, trust and warranties. Due to these findings, research needs to develop an exhaustive 
list of the main factors that influence consumers’ purchase intentions for MC clothing 
online.  
 
Further, all of the eight identified research papers were conducted between 2002 and 
2007. This is important to mention, since the findings of these studies might already be 
out-dated. Based on the published data by the bvh (2010) and Forrester research (2009), 
one can observe that e-commerce has grown steadily in the past few years, and 
consumers’ acceptance and willingness to buy clothing online has also increased (for 
further information see section 1.1 E-Commerce). Further, technological advancements 
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made it possible to offer photo-realistic visualisations of products in configurators (see 
for example nikeid, miadidas or LIMBERRY). Therefore, both the growth of e-commerce 
and the technological progress with reference to online product configurators might lead 
to new results in research and consequently require new up-to-date studies.  
 
Thus, the above-mentioned two gaps form the basis for this research and represent a 
starting point for the development of the objectives. A more thorough and elaborate 
review of the literature on MC will be presented in section 2.2.   
 
1.4 Role of Risk and Trust in MC 
The previous section has highlighted that there are certain factors that discourage the 
customer from buying MC products. The issues surrounding consumers’ intention to 
purchase mass customised female garments online are both of theoretical interest and 
pragmatic importance. Blecker and Nizar (2006) therefore claim that the customer is the 
main reason for introducing mass customisation. If customers are not interested in MC 
goods, the concept will not be successful. Hence, it is not surprising that there exist 
numerous research papers to understand the consumer perspective on mass customisation 
and especially on customised apparel (e.g. Lee et al., 2002; Anderson- Connell et al., 
2002; Cho and Fiorito, 2009; Wolny, 2007). Thus, past research focused on customers’ 
interest in customised apparel and in participating in the co-designing process (Ulrich et 
al., 2003; Kamali and Loker, 2002; Lee and Chang, 2011). 
 
However, there is a lack of empirical studies revealing and analysing the determinants 
influencing consumers’ purchase intentions toward mass customised female apparel, in 
order to predict consumers’ purchase intentions on a mass customised apparel online 
shopping site. Research in this field has not clearly identified related factors, or 
consumers’ concerns influencing their purchase intention towards mass customised 
apparel. Further, mass customisation in an online environment has not received sufficient 
attention (e.g. Wolny, 2007; Lee et al., 2002).  
In traditional online commerce, one factor that research has identified as a critical 
determinant of consumers' willingness to purchase a product is the perceived risk 
associated with a product (e.g. Jarvenpaa et al., 2000; Featherman and Pavlou, 2003).  
Another factor that has a close relationship to risk and influences buyers’ purchase 
intention represents trust (for example Grabner-Kräuter and Kaluscha, 2003; Mitchell, 
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1999). According to Piller (2005), one reason why mass customisation is not there yet 
might be that consumers perceive certain risks when participating in the co-design process 
and many companies offering MC products have not identified these risk factors.  Further, 
the author explains that not all risks can be minimised by signalling activities such as 
offering return policies or a customer hotline; hence, trust needs to be fostered. Piller 
(2004) argues that mass customisation research could profit from the extensive literature 
on trust, where related topics have been analysed for decades. He concludes that "From 
my personal observation, I have seen only very few mass customisers providing this kind 
of signalling and trust building activities. This may prevent customers from purchasing 
these goods" (Piller, 2004, p.325). Past research studies have demonstrated the 
importance of risk and the possible consequences when risk is perceived as high in a 
purchase situation on the intention to shop online in the future (Kim et al., 2008; Pavlou, 
2003). The importance of trust has also been stressed by many researchers, and the 
absence of trust has often been viewed as a major reason why customers do not purchase 
online (Kim et al., 2008, Pavlou, 2003; Lee and Turban, 2001). However, merely 
analysing the consequences of perceived consumer risk and trust does not offer MC 
companies great help. An identification of the risk and trust antecedents is essential for 
all companies offering MC online apparel. Understanding perceived risk and trust from 
the consumer perspective helps MC companies to develop efficient marketing strategies 
and thereby to reduce the risk levels and foster trust. As a logical consequence, lowered 
perceived risk levels and higher perceived trust are more likely to enhance consumers' 
willingness to purchase (Mitchell et al., 1999). Liebermann and Stashesky (2002) explain 
that companies have to understand first what are the potential barriers faced by potential 
consumers, and only afterwards can they develop creative marketing solutions to 
minimise the perceived risk. However, despite the concern with the construct, little effort 
has been devoted to analysing risk and trust as well as building a formal model of trust, 
risk and its components within the field of online apparel MC.  
 
1.5 Research Problem, Research Questions and Research Objectives 
The benefits of mass customisation have been stressed in the preceding section and are 
obvious for the company, its customers and researchers in this field. However, based on 
MC literature and personal experience of the author, one needs to admit that MC apparel 
offerings are rarely found, and even if offered, the sales figures show a somewhat 
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sobering picture. Thus, the research problem is that customers simply do not buy MC 
offerings online.  
 
In conclusion, our research questions are: 
1. Why do customers not buy MC apparel online? 
2. What are the factors influencing customers’ purchase intention when buying MC 
apparel online?  
3. And what should LIMBERRY do next? 
 
Based on the research questions, the following research objectives have been formulated: 
1) To find relevant literature: 
a) To identify antecedents of customer perceived risk when purchasing MC 
apparel online 
b) To reveal how these risk antecedents influence customer perceived risk 
c) To develop a measurement scale and ranking that reveals which are the most 
influential antecedents of perceived risk from the consumer perspective 
d) To identify antecedents of customer perceived trust when purchasing MC 
apparel online 
2) To reveal how these trust antecedents influence customer perceived trust 
3) To find out and test statistically how customer perceived risk, trust and purchase 
intention relate to each other 
4) To find out how customer perceived risk influences customers’ purchase intention 
5) To develop a research model to test and analyse these factors 
6) To identify scales from previous literature to measure perceived risk, perceived trust 
and purchase intention 
7) To find the answer to "what to do next with LIMBERRY" and therewith also give 
managerial implications based on the findings 
 
 
1.6 Justification of the Research 
The outcome of this exploratory study will have theoretical and practical implications, 
which are described in the following.  
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1.6.1 Theoretical Justification of the Research 
This study will fill the gaps in current knowledge and overcome its limitations. First of 
all, this research will identify and analyse the risk and trust antecedents that influence 
consumers and possibly prevent them from buying such offerings. Secondly, this research 
will give insight into the consumer perspective on mass customisation and thereby 
explore consumers’ perceived risk and trust with reference to online MC apparel. The 
research will reveal customers’ attitudes toward online shopping for MC female apparel. 
Third, most previous studies have been conducted in a hypothetical scenario with students 
as test persons. To overcome this limitation, this research will be conducted in a real 
purchasing situation, with real customers. Therefore, this study will be one of the first 
elaborate surveys with results from a real case example. Fourth, there is as yet no 
framework for researchers to analyse the concept of online mass customisation for female 
apparel. Perceived risk and trust represent helpful and suitable theoretical angles to 
analyse online MC for female apparel. Hence, this study will develop a list of factors 
which influence buyers’ perceived risk and trust with reference to the online 
customisation of female garments and develop from this a theoretical framework.  
 
1.6.2 Practical Justification of the Research 
From a practical perspective, analysing consumers’ perceived risk and trust with 
reference to online customised apparel shopping offers important strategic implications 
for marketers. The results of the study will give insight into consumers’ Internet shopping 
behaviour. Drucker (1954, p.37) has already stressed that "It's the customer who 
determines what the business is".  Hence, this study reveals what customers think about 
online shopping for MC female apparel and what factors influence them and possibly 
prevent them from buying such offerings. Managers can use this information to find and 
apply risk relievers and factors that foster trust. This helps to reduce consumers’ perceived 
risk and to increase consumers’ perceived trust, which ultimately helps to optimise MC 
offerings and hence increases online sales for MC garments.    
Further, it will be analysed whether offering customised female apparel online represents 
a viable business strategy, since if consumers are simply willing to accept certain risk 
factors, mass customisation can be successful. With this, an answer to the question “Why 
is mass customisation not there yet?” (Piller, 2004, p.314) will be given. Ultimately, this 
research will give an answer to what to do next with LIMBERRY.  
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1.7 Outline of the Thesis 
Chapter one starts with an introduction to e-commerce, and the concept of mass 
customisation is presented. Relevant research papers regarding the consumer perspective 
of mass customisation are revealed and summarised. Based on the review, seven types of 
gaps and limitations in current knowledge are identified.  
From this, the research problem, the research questions, the research objectives and the 
justification of the research are developed and explained. The concepts of risk and trust 
are introduced, as the underlying theories for this research.  
 
Chapter two represents the literature review of this research. The chapter starts with 
developing a working definition of "mass customisation" and states the main advantages 
and disadvantages of the concept. To assess the suitability of MC in different contexts, 
previous studies on mass customisation and product types are reviewed. Following this, 
a detailed discussion of the MC apparel literature is presented. The concepts of purchase 
intention and risk are discussed and reasons for choosing this approach are stated. Based 
on this, the risk antecedents in online MC such as price premium, money-back guarantee, 
the co-design process and the delivery time are revealed. Next, perceived trust is defined 
and its antecedents such as reputation and size are reviewed. The second chapter ends 
with stating the research model of this thesis and a summary of the developed research 
hypotheses.   
 
Chapter three discusses the research methodology applied in this thesis. It starts with the 
research ethics of this study followed by defining the existing research paradigms and 
selecting the most appropriate one. Further, the available research methods such as 
qualitative research, quantitative research and mixed methods approach are defined and 
discussed and the most appropriate method is selected. Additionally, this chapter tackles 
the topic of research design including, for example, the study purpose, type of 
investigation and study setting. It ends with explaining how research validity and research 
reliability will be ensured.          
 
Chapter four explains how the survey for this research is developed. It introduces 
LIMBERRY, an online shop for mass customised female apparel, which will be used as 
a real life case. Further, the survey format will be discussed and suitable items from past 
research will be identified as well as new items developed. In order to test the survey, two 
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pilot studies are conducted and the results are described. This chapter concludes with the 
main survey administration. 
 
Chapter five presents the statistical results of the online survey, including an analysis of 
the developed items. In order to identify possible problematic items, the following four 
analyses will be undertaken: (1) a reliability analysis for internal consistency, (2) an 
exploratory factor analysis, (3) the initial measurement model and (4) a confirmatory 
factor analysis. Following this, a SEM will be calculated without the identified 
problematic items. Since the model is misspecified, a modified model will be developed 
in a step-wise procedure calculating modification indices. Based on this modified model, 
the hypotheses will be tested. 
 
Chapter six discusses the results of this research and states the theoretical and practical 
implications of this study. Further, the limitations of the research will be outlined and 
suggestions for future studies will be given. This thesis closes with a reflective diary of 
the author stating and reflecting on her personal learning and sharing her experiences of 
writing a DBA thesis.  
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Chapter 2: Literature Review 
2.1 Introduction 
This chapter represents a review of the literature on mass customisation. It starts with 
developing a working definition of mass customisation and states the main advantages 
and disadvantages of the concept - both from a customer and from a company perspective. 
In order to analyse the suitability of MC in different contexts, previous studies on mass 
customisation and product types are reviewed. In the main section, a detailed discussion 
of the MC apparel literature is presented. In order to develop the hypotheses, the theory 
of risk is reviewed and certain risk antecedents which are important for this research are 
identified. Further, trust and its antecedents are discussed. The chapter closes with a 
presentation of the research model and a summary of the developed hypotheses. 
 
2.2 Mass Customisation  
2.2.1 Definition of Mass Customisation 
This chapter aims to develop a working definition of mass customisation for this research. 
Therefore, different types of definitions will be reviewed and contrasted.   
 
The term ‘mass customisation’ is an oxymoron, combining two different business 
practices, namely mass production and customisation (Blecker and Friedrich, 2006).  
In 1971, the concept was first developed, when Toffler predicted the development from 
mass markets to a continuously increasing diversity of consumer demands in his book 
“The third wave”. This concept was later covered by Davis (1987) in his book “Future 
perfect” who developed the term ‘mass customisation’. However, most popularity, and 
thus an increasing practical and theoretical intention of the concept, was obtained with 
Pine´s book “Mass Customisation: The new frontier in business competition” in 1993 
(Zell, 1997). In the last decade, the concept of mass customisation has been intensively 
researched and also further developed and adapted to changing (technical) conditions 
such as the Internet (e.g. Piller 1998 and 2000).  
 
One of the first definitions by Davis (1987, p.169) states that “Mass Customisation of 
markets means that the same large number of customers can be reached as in mass 
markets of the industrial economy, and simultaneously they can be treated individually 
as in the customised markets of pre-industrial economies”. This definition solely covers 
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the aspects whereby MC is able to serve large markets, whereas each customer’s need is 
treated individually. 
 
Pine (1993, p.7), on the other hand, introduces a more industrial perspective by defining 
MC as “providing tremendous variety and individual customisation, at prices comparable 
to standard goods and services” to allow manufacturing goods and services “with enough 
variety and customisation that nearly everyone finds exactly what they want.” Within this 
definition, the price aspect “comparable to standard goods” has been added. 
 
Another definition of this concept, which additionally contains the efficiency aspect of 
mass customisation, was developed by Tseng and Jiao (2001, p.705) who claimed that 
the aim of mass customisation is “to deliver goods and services that meet individual 
customers’ needs with near mass production efficiency”.  
 
A more comprehensive definition is given by Piller (2004, p 315) who defines MC as a 
“Customer co-design process of products and services, which meet the needs of each 
individual customer with regard to certain product features. All operations are performed 
within a fixed solution space, characterised by stable but still flexible and responsive 
processes. As a result, the costs associated with customisation allow for a price level that 
does not imply a switch in an upper market segment.”  
 
As is obvious from the definitions given above, there exists no universally accepted 
definition. Duray et al. (2000) lament that theory has not developed helpful conceptual 
boundaries for the concept. Piller (2005) supports this by saying that neither in practice 
nor in theory is there a mutual understanding or a clear definition of how MC emerged.  
 
However, based on the above definitions, MC can be broken down into five aspects which 
are summarised in Table 2.1 below. 
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Table 2.1: Summary of Main Aspects of MC 
Aspects in Definitions Source 
Large number of customers can be reached  Davis, 1987 
Prices comparable to standard goods/Near mass production 
efficiency 
Pine, 1993; Tseng and Jiao, 2011; 
Piller, 2004 
Co-Design process Piller, 2004 
Treated individually/Find exactly what they want/Meet 
individual needs 
Davis, 1987; Pine, 1993; Tseng and 
Jiao, 2011; Piller, 2004 
Fixed solution space Piller, 2004 
Source: present author (2015) 
 
Based on this review, mass customisation is defined in this research as a strategy that is 
able to serve large markets, with a customer co-design process of products, which meets 
the needs of each individual customer, which offers limited configuration options that are 
of main importance to the customers, with prices comparable to standard goods.  
 
2.2.2 Level of Customisation 
According to Boer and Dulio (2007, p.90), "the level of customisation is the result of a 
complex balance between how much and how far the company wants to satisfy the 
expectations of the individual customer and the growing process complexity that this 
implies". Piller and Müller (2004) explain that products like shoes can be customised with 
reference to fit (standard size or made to measure), style (aesthetic design) and 
functionality (e.g. sport shoes). Thus, companies can offer the following customisation 
options:  firstly, style customisation where customers are merely able to select styles 
(colours, fabrics and components) and standard sizes for the product. The second option 
is the best (matched) fit where the customer’s measurements are taken and the best 
suitable product will be offered. Additionally, style options can be selected to a limited 
extent. The third option is custom-fit where the product is made to measure and design 
options can be selected by the customer. Thus, only custom fit represents a full 
individualisation of the product (Piller, 2006). With reference to our real life case, 
LIMBERRY offers three different product categories with diverse customisation options. 
When it comes to the apparel collection, customers can choose their colour, material and 
components and further choose between fixed sizes (34,36,38,40 and 42) or made-to-
measure which, according to the definition by Piller (2006), represent a full 
individualisation of the product. The LIMBERRY shoe collection, in turn, can just be 
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customised with reference to colour, material and components, and customers can merely 
select fixed shoe sizes which range from 35 to 43. This represents the best (matched) fit 
option according to Piller (2006). LIMBERRY’s jewellery collection, on the other hand, 
can just be customised with reference to style; thus, selecting colour and components is 
the online customisation level offered, which is called style customisation. 
 
Due to the fact that LIMBERRY offers different levels of customisation across various 
product categories, this research does not differentiate between the product categories 
mentioned and the levels of customisation offered.  
 
As all concepts have their benefits and drawbacks, the next section aims to discuss the 
key advantages and disadvantages of mass customisation both from a company and a 
customer perspective. 
 
2.2.3 Mass Customisation – Pros and Cons for Customers and Companies 
Even though MC has been studied in the literature for many years, its practical implication 
is very limited and just started a few years ago (Piller and Moeslein, 2002). When 
searching the net for established companies successfully offering MC products online, 
the search results show a sobering picture. This is supported by the study "The 
Customisation 500" by Walcher and Piller (2012) which revealed that most companies 
operating in the MC environment are young start-up businesses (1-5 years old = 56,5% 
and < 1 year old = 27,8%). Just 15.7% of companies have existed for more than five years. 
Further, 49.6% of all companies only achieved sales in 2010 of less than 100,000$, 
followed by 20% of business which achieved sales in 2010 of less than 500,000$.  
Following a mass customisation strategy can hold many benefits for the consumer as well 
as for the company. However, like all strategies, even MC has certain drawbacks. 
Therefore, this chapter reviews and contrasts critically the main advantages and 
disadvantages of mass customisation from both a customer and a company perspective. 
It is aimed to give a critical review of the concept.  
 
One of the most popular examples of a successful mass customiser is the computer 
company Dell. Dell is among the pioneers of this concept and gained much success with 
it (Pollard et al., 2008). Dell offers consumers the opportunity to customise their own 
computer based on various features such as memory size, processor speed, software etc. 
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Within three to five days, the company produces and delivers the customised computer 
to its customers (Selladurai, 2004). With its lean and efficient production process 
(Dignan, 2002) cited by Selladurai, 2004, p.296) which is a built-to-order system, Dell is 
able to produce low-cost but high-quality MC computers for consumers around the world 
(Selladurai, 2004). And this enables Dell to gain further market share and profits (Dignan 
cited by Selladurai, 2004). 
Dell´s MC strategy to offer variety and customisation, at low cost, is in line with the 
commonly stated definition by Pine (1993, p.7) which states that MC is “providing 
tremendous variety and individual customisation, at prices comparable to standard goods 
and services with enough variety and customisation that nearly everyone finds exactly 
what they want”.  
 
Many authors stress the advantages of MC. Thus Gilmore and Pine (1997) claim that 
mass customisation can reduce volume, assortment, and seasonal errors related to 
traditional mass products. The authors explain that it is impossible to predict how much 
of a product is required (volume errors), what is the best combination of colour, style and 
size (assortment error) and when is the best time to launch a product (seasonal error) with 
reference to consumer demand. These errors usually lead to lost sales, increased 
markdowns, and a decline in gross margins, all factors essential to the success of sales 
(Abernathy et al., 1999).  Thus, customised products in turn can avoid the above-
mentioned errors and exactly meet the needs of customers with reference to design and/or 
fit. Hence, stock shortfalls and lost sales are decreased in comparison to off-the-shelf 
products and no stock of customised products remains, since all goods are made to order 
(Lee et al., 2002). The claim of Gilmore and Pine (1997) and Lee at al. (2002) is good in 
theory; however, in practice it is conflicting: even though there is no requirement for 
keeping a stock of ready MC products, all parts for manufacturing MC products need to 
be kept in stock in order to ensure fast production and delivery of the customised products. 
Further, companies need to keep in stock all parts and variations a customer can select in 
order to customise his product. Thus, it might also happen that certain features/colours of 
parts remain unselected, leading to volume errors and fixed capital. This fact also 
challenges the prevailing definition that MC can be offered at prices comparable to 
standard goods, which is claimed by Pine (1993), Tseng and Jiao (2011) and Piller (2004). 
Many authors have revealed that MC bears certain additional costs. Piller and Ihl (2002) 
state that due to the complexity of all processes, additional costs arise. Tseng et al. (2013) 
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explain that adopting a mass customisation strategy means to switch from "made-to-
stock" to "made-to-order". The mass production process needs to change to a "high-
variety-low-volume" production. Therefore, the whole value chain of a company needs 
to be reconsidered. Piller and Ihl (2002) stress that an individual one-off production 
generally leads to a higher variability and thereby results in a higher level of complexity 
of all the processes. The consequences are additional costs at all levels of the value chain. 
This is supported by Piller and Müller (2004) who argue that introducing a mass 
customisation strategy usually leads to extra costs such as set-ups costs, costs for higher 
qualified staff, costs for special equipment and costs for complexity on all levels of 
planning and execution. A summary of all additional costs related to an MC strategy is 
presented in Table 2.2 below: 
Table 2.2: Additional Costs of Mass Customisation 
Activity in the Value 
Chain Production Costs Coordination Costs 
Research and 
Development 
- Development costs for a modular product 
architecture                     
- Costly materials                                                                           
- Flexibility costs (variants that nobody 
chooses 
  
Configuration and 
Customer Interaction 
- Design of the customer interface                                                              
- Implementing the configurator                                                                    
- Qualification of the sales force 
- Communication costs with the 
customer                                  
- Trust building measures                                                                                    
- Decreasing the perceived risk 
Material Economics and 
Logistics 
- Complexity cost for handling the modules 
and components               
- Higher planning effort for storage 
- Higher procurement effort                                           
- Communication costs with more 
suppliers 
Production Planning and 
Fabrication 
- Capital commitment costs for flexible 
manufacturing plants                 
- Decreasing productivity, set up costs                                                                        
- More complex planning effort and quality 
controls                                      
- Qualification of staff 
- Handling of the control information 
- Processing and transferal of 
customer specific information          
- Status recording and report per 
customer order  
Distribution - More complex distribution systems 
(directly to the customer)                                       
- Higher documentation costs                                                                                      
- Costs due to returns 
- Higher interaction costs                                                                                                                       
- CRM measures 
Customer Service - Higher storage of replacement parts                                                                 
- Higher repair expenses 
- Higher coordination costs for the 
processing of service enquiries 
Source: Piller and Ihl (2002, p.11 translated by the author) 
 
In Table 2.2, Piller and Ihl (2002) categorise the additional costs that arise when 
implementing a MC strategy into production and coordination costs. These identified 
costs are assigned to each step of the value chain. Thus, for example, costly materials and 
the development of a modular product architecture cause extra costs in the research and 
development phase. Regarding the configuration and customer interaction phase, here 
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extra costs for the development of a configurator and implementing trust building 
activities arise. Communicating with more suppliers and the complex storage and 
handling of components can cause additional costs in the material economics and logistics 
phase. When it comes to the production planning and fabrication, the qualifications of the 
staff and the processing and transfer of customer specific information are the main cost 
drivers. In the distribution phase, for example, costs of returns and introducing certain 
CRM measures cause additional costs. Finally, in the customer service stage, higher 
repair expenses and higher coordination costs for the processing of service enquiries arise. 
 
A popular example of a company that had to learn the hard way that implementing mass 
customisation can also be more costly and complicated than first expected is Toyota. Pine 
et al. (1993) report that in the late 1980s Toyota started to utilise their highly qualified 
and flexible staff to produce customised goods with costs that were comparable to mass 
produced goods. In early 1992, Toyota was about to achieve its aim of decreasing its time 
for developing a new product to 1.5 years, offering its clients a selection of variations for 
each model, and producing and supplying a customised car in a period of three days. 
However, in the early 90s, Toyota experienced a number of problems and was forced to 
withdraw from its aim of offering MC products. As manufacturing costs exploded, 
executives extended the time for product development and model life cycles and 
demanded that their suppliers keep a higher inventory. An audit, however, revealed that 
20% of the options made up 80% of the sales, which led Toyoda to decrease its options 
by one-fifth. 
 
The assertion that mass customisation bears a number of additional costs is supported by 
many authors (Piller and Müller, 2004; Piller and Ihl, 2002; Blecker and Friedrich, 2007). 
Thus Blecker and Friedrich (2007) claim that MC goods are more costly than mass 
produced goods. They explain that producing variety leads to a loss of scale economies. 
Piller and Müller (2004) also support this, and claim that additional costs arise for set-up, 
qualified staff, specialised equipment and complexity. But there are also many authors 
who believe that MC products can be produced and offered for prices comparable to mass 
produced products (Pine, 1993; Tseng and Jiao, 2011; Piller, 2004). Based on the previous 
discussion, it becomes obvious that there exist theoretically and practically conflicting 
beliefs about the costs of MC. 
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When it comes to the customers, authors claim that by adopting a mass customisation 
approach, products can be produced according to individual customer specifications and 
needs (Lee et al., 2002) which in turn helps to win new customers who have not found 
what they want or need (Gownder, 2011). This is supported by Blecker and Friedrich 
(2007) who state that adopting a MC strategy might also help to improve a company’s 
reputation among prospective customers. However, do customers always know their 
needs and product specifications? Piller et al. (2004) claim that there are numerous 
customers who are not capable of defining product specifications according to their needs. 
This is supported by Anderson-Connell et al. (2002), who found that customers are 
concerned about their ability to act as a designer. Consequently, the co-designing process 
may take too long and consumers might become uncertain in the transaction stage (Piller 
et al., 2004). This situation is called mass confusion and Piller et al. (2005) explain that a 
customer´s perceived complexity, his effort and perceived risk throughout the mass 
customisation process might withhold him from purchasing customised goods. The 
authors identify the following three sources of mass confusion as already stated in chapter 
1: “(1) the burden of choice of finding the right option from a large number of 
customisation options; (2) the difficulty of addressing individual needs and of transferring 
them into a concrete product specification; and (3) uncertainties (based on missing 
information) about the behavior of the provider” (Piller et al., 2005, p.18). Consequently, 
the co-designing process may take too long and consumers might become uncertain in 
the transaction stage (Piller et al., 2004). Although Pine (1993) regarded variety as a 
prerequisite for MC, Blecker and Nizar (2006) found that consumers might become 
frustrated and feel unable to make optimal decisions in environments where there is too 
much variety and experience so-called external complexity. Consequently, they might 
quit the co-design process. 
However, when customers overcome this “mass confusion”, companies are able to 
improve their customers’ loyalty. Piller and Müller (2004) explain that a customer who 
had already purchased a customised product from a certain company is reluctant to switch 
to a competitor - even though the prices might be lower. The authors argue that buying 
from a new store would bear a certain amount of uncertainty since the customer has to 
acquire information again on the new customisation process. Therefore, MC can enhance 
the stickiness of a customer to a seller. Blecker and Friedrich (2007) also found that 
during the co-design process, valuable customer data can be obtained. These data can be 
used to further adapt the options offered to better serve the needs of the consumers. 
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Thereby, market trends can be identified and also used for the standard products. This is 
supported by Piller and Müller (2004) who state that a company is able to receive sticky 
information from its customers which helps better planning and forecasting. While this 
represents a clear competitive advantage for a company compared to its competitors, 
customers regard this as a big concern.  According to a study by Anderson-Connell et al. 
(2002) customers expressed concerns regarding their privacy. They stated that they were 
concerned about keeping control of private information such as their measurements. This 
fact demonstrates that not everything that is of advantage to a company is perceived as 
an advantage for a customer. 
 
However, what seems to be a clear advantage for the customer is that MC companies 
offer customers a product that is more unique and gives customers the choice over stylistic 
and functional elements (Piller, 2003). Thus, offering a product that is closer to the 
requirements of a consumer represents an important advantage (Blecker and Friedrich, 
2007). This is supported by Simonson (2005) and Pine (1993) who claim that products 
that closer fit the preferences of customers can offer superior value. 
 
Some authors argue that the growing significance of values such as individuality and 
hedonism is driving the interest for MC products (Blaho, 2001; Tian et al., 2001). An 
exploratory study by Bauer et al. (2009) reveals the potential benefits MC products can 
generate for customers. They found that there are three sources of benefit deriving from: 
product, process and concrete MC offering. The product source of benefit includes 
functional (e.g. higher quality and fit), holistic (e.g. visual match with other goods), 
aesthetic (e.g. higher degree of aesthetics), symbolic (e.g. self-expression, differentiation 
from the mass) and emotional (e.g. pleasurable feeling of indulging in something special, 
enjoyment of product) type of benefit.  The process-related types of benefit are epistemic 
(e.g. new insight, experimentation), hedonic (e.g. fun) and personal (control and 
influence). The concrete MC offering consists of economic (improved price/performance) 
and temporal (shorter searching times) types of benefits (Bauer et al., 2009). In order for 
customers to be able to enjoy the aforementioned benefits of MC products, they need to 
be willing to accept higher prices for these offerings. Anderson-Connell et al. (2002) 
found that customers assume that the price for MC garments would be prohibitive. Wolny 
(2007) conducted a study and revealed that a fifth of participants were not happy to pay 
a higher price for MC garments nor to wait for the delivery. Another study by Franke and 
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Piller (2004) found that customers are willing to spend a considerably price premium for 
a self-designed watch. For customised watches they reported a 100 per cent value 
increment in comparison to standard watches.  
 
From the previous discussion, one can conclude that MC is a many-sided strategy holding 
numerous advantages and disadvantages and possessing some contradictory findings and 
beliefs. 
 
While most definitions of the concept state that MC product prices are comparable to 
standard goods, it becomes obvious that the main disadvantage of MC both from a 
company and a customer perspective are the additional costs this concept causes. As 
stated by numerous authors, MC bears extra costs for qualified labour, equipment, set up, 
etc. (Piller and Müller, 2004; Piller and Ihl, 2002; Blecker and Friedrich, 2007). This 
makes MC products more expensive than the standard counterpart. The belief that MC 
can avoid volume and assortment errors was also challenged in this discussion. Although 
MC products are not readily produced and kept in stock, companies have to keep all parts, 
colours and features in stock in order to be able to produce the ordered customised product 
as soon as an order is placed. This in turn might still lead to volume and assortment errors 
and fixed capital.  
 
However, when employed correctly, companies can benefit from a number of advantages 
MC possesses. The computer company Dell has demonstrated that adopting a MC 
strategy helps to gain competitive advantage and ultimately can lead to increased profits. 
Ulaga and Chacour (2001) explain that MC is able to offer greater value to customers by 
meeting more closely the needs of an individual. This results in higher satisfaction of the 
consumer, which in turn leads to higher loyalty, greater level of retention, more 
recommendations, competitive advantage and finally a bigger market share. However, 
each company planning to introduce a MC strategy needs to critically evaluate the extra 
costs this concept entails. As the case with Toyota has demonstrated, not all companies 
are suitable or well prepared for introducing a MC strategy. Thus, companies planning to 
implement a MC strategy need to be willing to invest in this concept and to change their 
thinking from a mass producer to a mass customiser.  
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When it comes to the customer, mass customisation can offer numerous benefits; 
however, it may on the other hand also possess certain sacrifices a customer has to accept 
- for example, price and time sacrifices (Squire et al., 2004). Thus, companies need to 
reduce these barriers so customers are able to recognise the additional value MC products 
offer (Squire et al., 2004). However, there exist certain inconveniences which are 
inherently related to the concept and thus cannot be eliminated. Here, the authors 
Bardakci and Withelock (2003) claim that if the customers are simply willing to accept 
a) a price premium, b) a longer delivery time, and c) to invest time in the co-designing 
process, they are ready for MC. Further, what seems to be advantageous for some 
customers can also represent a challenge for others. Authors found that with a MC 
strategy, products can be produced according to customer needs (Lee et al., 2002). This, 
however, presumes that all consumers know what their needs are and that they are able 
to specify them in a product (Piller et al., 2004). Additionally, while some consumers 
enjoy the co-designing process (Ulrich et al., 2003), others might be concerned about their 
ability to act as a designer (Anderson-Connell et al., 2002). There exists also a conflict in 
theory and practice: while MC in theory aims to offer tremendous variety such that almost 
every customer can find what he wants (Pine, 1993), practice warns about mass 
confusion, stating that people might become overwhelmed and frustrated by the choice 
and thus end the co-designing process (Blecker and Nizar, 2006). These contradictory 
findings demonstrate that there is no ‘one size fits all’ approach. Each product needs to 
be analysed for its suitability for a MC strategy. Further, a company’s target group needs 
to be surveyed to see if they are interested in MC, and if they are also willing to accept 
certain barriers like a premium price, longer delivery time, etc. A summary of all 
identified advantages and disadvantages from both a customer and a company perspective 
can be found in Table 2.3 below 
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Table 2.3: Advantages and Disadvantages of MC from a Customer and a Company Perspective 
   
C
u
st
o
m
er
 
 
- Product that is closer to a customer’s needs (Blecker 
and Friedrich, 2007)  
- Product benefit e.g. fit (Bauer et al., 2009) 
- Process benefit e.g. fun (Bauer et al., 2009) 
- Concrete MC offering benefit e.g. shorter searching 
times (Bauer et al., 2009) 
- Higher prices for MC goods (Squire et 
al., 2004) 
- Longer delivery time (Bardakci and 
Withelock, 2003) 
- Designing process may take too long 
(Piller et al., 2004) 
- Mass confusion based on: 
      - Burden of choice 
      - Knowing one’s needs & acting as 
        designer 
      - Uncertainty (Piller et al., 2005) 
C
o
m
p
an
y 
 
- Gain market shares (Ulaga and Chacour, 2001) 
- Reduce volume, assortment, and seasonal errors 
(Gilmore and Pine, 1997) 
- Decrease stock shortfalls and lost sales (Lee et al., 
2002) 
- Improve company image (Gownder, 2011) 
- Increase customer loyalty, retention and positive 
word-of-mouth (Gownder, 2011) 
- Increase customer knowledge (Blecker and Friedrich, 
2007) 
- Identify market trends (Blecker and Friedrich, 2007) 
- Competitive advantage (Ulaga and Chacour, 2001) 
- Win new customers (Gownder, 2011) 
 
Additional Costs for: 
- Research and Development  
- Configuration and Customer Interaction 
- Material Economics and Logistics 
- Production Planning and Fabrication 
- Distribution 
- Customer Service  
(Piller and Ihl, 2002) 
 
Source: present author (2016)  
 
Concluding, one can say that as with most things, MC advantages are also accompanied 
by certain disadvantages. Further, this discussion has demonstrated that what might be a 
gain for one party can be a challenge for the other. In addition, the theory and practice of 
MC have certain conflicting perceptions (e.g. cost of MC - same as standard goods or 
higher, variety vs mass confusion). 
 
Numerous managers have refused mass customisation directly, believing that it will not 
work in their company (Salvador et al., 2009). However, based on many research studies, 
Salvador et al. (2009) stress that MC is a strategy applicable in multiple industries - 
provided that it is correctly understood and implemented. It should be employed with 
sufficient critical questioning, bearing in mind that this concept does not always represent 
the right solution. Thus, companies aiming to employ this concept need to regard it as a 
procedure for aligning a company with its clients - making mass customisation more a 
journey than a destination (Salvador et al., 2009).    
 
Advantages Disadvantages 
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2.2.4 Product Types in Mass Customisation 
“…MC is not some exotic approach with limited application. Instead, it is a strategic 
mechanism that is applicable to most businesses…” (Salvador et al., 2009, p.71). 
 
In order to assess the suitability of MC in different contexts, this section aims to provide 
an overview of the various “product types”, or as some authors also call it, “industries” 
where MC is being employed. Since the present research analyses mass customisation in 
the apparel B2C sector, this chapter only includes physical products in business to 
consumer markets – thus the service sector and MC products in the B2B market are left 
out.  
 
The first identified report about mass customisation and suitable product types was 
published by McKinsey. Here, the authors Gandhi et al. (2004) claim that MC is a suitable 
strategy for various industries. They identified the following five industries suitable for 
MC: apparel, food, consumer electronics, automotive and health care (see Table 2.4 
below).  
Table 2.4: Industries where MC is Being Applied 
 
Source: Gandhi et al. (2014, p.4)  
 
In Table 2.4 above, the authors give an example for each industry type. Thus, apparel MC 
for example can be a sports shoe where the customer can choose between different colours 
and elements. Or food MC can be a frozen yogurt where the consumer can choose his 
favourite topping. Although this report gives a first insight into the topic of product types 
in mass customisation, it fails 1) to explain where they get this information from, 2) to 
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give real life examples of companies operating in these industries, and 3) to rank the 
identified industries by frequency. 
 
Thus, a study by Walcher and Piller (2012) was identified which overcomes these 
limitations. "The Customisation 500" paper represents the biggest study on product types 
in MC. It aims to reflect the actual situation of the mass customisation market and 
represents one of the first benchmark studies worldwide. The authors identified for the 
study 500 suitable companies which are operating in consumer mass customisation 
markets (B2C), offering some kind of configurator system and displaying their websites 
in English or German. The study identified eleven product categories where mass 
customisation is being employed nowadays (see Table 2.5 below). 
 
Table 2.5: MC Product Categories and Their Frequency of Usage 
 
Source: Walcher and Piller (2012, p.7) 
 
The results show that the two most common product categories identified in MC are 
personalised media (19.2%) and personalised fashion and textiles (15.6%). The third most 
popular category is food and nutrition with 11.4% followed by personalised look at 9.8%. 
Made to measure apparel occupies the 5th place with 9.6% and jewellery, bags and 
accessories account for 8.2%. These six categories make up almost three quarters (73.8%) 
of all product categories employed in MC.  
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Besides the analysis presented above, Walcher and Piller (2012) conducted a company 
survey with 120 of these 500 businesses to gain deeper insights into the structure of these 
MC businesses (see Table 2.6). 
Table 2.6: Survey Results about the Structure of MC Companies 
 
Source: Walcher and Piller (2012, p.1)  
 
An interesting finding is that 82.6% of all interviewed companies are just operating in the 
MC market whereas 17.4% of organisations are established businesses with just a unit 
operating in the MC market, while the main business is selling standard off-the-shelf 
products. Further, most companies (56.5%) have been offering their MC products online 
for a period of 1-5 years, followed by 27.8% of companies who have been offering their 
MC goods online for less than a year. Just 15.7% of companies have been offering their 
MC products online for more than five years. The study also reveals that 49.6% of all 
companies achieved sales in 2010 of less than 100,000$, followed by 20% of businesses 
which achieved sales in 2010 of less than 500,000$. When it comes to the number of 
employees, the majority (53.9%) of the analysed companies have less than five 
employees, followed by 33.1% of companies with 5 to 25 employees. 
 
Another study of product types in the MC environment has been conducted by Goldsmith 
and Freiden (2004). While the study by Walcher and Piller (2012) analyses the business 
site by investigating what MC products they are offering, Goldsmith and Freiden (2004) 
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took another approach. In their study, the authors interviewed 608 US consumers 
(customer perspective) in order to reveal their attitudes towards and experiences with 
customised goods. The results of the study show that 41.1% of participants have already 
bought a customised product within the past 12 months. The authors identified eleven 
product categories for MC. Thus, participants were asked to evaluate the suitability of 
each single product category for MC – by using a five point Likert Scale. The results 
suggest that most participants regard all product categories as “appropriate” and “very 
appropriate”. However, dressy clothes, computers and cars were identified as the most 
suitable products for MC (see Table 2.7). 
 
Table 2.7: Appropriateness of Product Categories for MC 
     
Source: Goldsmith and Freiden (2004, p.23) 
 
Based on the preceding studies, a summary of all identified product categories in MC was 
developed. Although different authors use different terms, similar product categories with 
varying names were combined in one product category. Thus, Table 2.8 below shows that 
eleven product categories were identified and that the first three (textiles, consumer 
electronics and nutrition) were identified as suitable for MC from all the authors of the 
preceding discussion.  
 
To offer more details about these product categories, Table 2.8 was extended by real life 
examples (companies operating in these industries). To gain these data, the internet page 
www.configurator-database.com represented a helpful source. This page offers the 
biggest collection of companies offering MC products sorted by industry. 
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Table 2.8: Suitable Product Categories for MC 
  Product Categories Source 
 
Real Life Examples 
1 Dressy clothes / made to measure 
apparel / footwear / casual clothes 
/ personalised fashion & textiles 
Goldsmith and Freiden, 2004; 
Walcher and Piller, 2012); 
Gandhi et al., 2014 
Ralph Lauren, Shirtinator, 
Indochino 
2 Computers / computer & 
electronics / consumer electronics 
Goldsmith and Freiden, 2004; 
Walcher and Piller, 2012; Gandhi 
et al., 2014 
Dell, Loewe, USB-Designer 
3 Vitamins / food & nutrition / health 
care 
Goldsmith and Freiden, 2004; 
Walcher and Piller 2012; Gandhi 
et al., 2014 
M&Ms, Chocri, mymusli 
4 CDs / personalised media Goldsmith and Freiden, 2004; 
Walcher and Piller, 2012 
Poster XXL, posterjack.com 
5 Exercise equip. / bicycle Goldsmith and Freiden, 2004; 
Walcher and Piller, 2012 
Urban Outfitters, Jan Ulrich 
Bikes, golf-shop.de 
6 Cosmetics / personalised look Goldsmith and Freiden, 2004; 
Walcher and Piller, 2012 
MyParfum, Rossmann, My 
Bodylotion 
7 Cars / automotives Goldsmith and Freiden, 2004; 
Gandhi et al., 2014 
BMW, VW, Ford 
8 Kitchen appliances / household & 
furniture 
Goldsmith and Freiden, 2004; 
Walcher and Piller, 2012 
mymat.de, Kisseria, Rug 
Couture 
9 Misc - toys, cosmetics Goldsmith and Freiden, 2004; 
Walcher and Piller, 2012 
Build-A-Bear, MyBuddies 
10 Jewellery, bags & accessories Goldsmith and Freiden, 2004; 
Walcher and Piller, 2012 
Louis Vuitton, Oakley, 21 
Diamonds 
11 Hotel room  Goldsmith and Freiden, 2004 No examples found 
Source: present author (2015) 
 
Based on the presented study results, it is possible to conclude that most of the identified 
companies are small, innovative start-up businesses with a focus on a MC product 
offering. And although different authors use different terms, the importance and presence 
of MC for apparel has been revealed and acknowledged. Thus, the following chapter will 
focus on the topic of apparel mass customisation. 
 
2.3 Apparel Mass Customisation 
“Mass customisation in the clothing industry is the new edge to competitive advantage in 
the 21st century” (Vrontis et al., 2004, p.502) 
 
As found in the previous section 2.2.4, apparel products belong to the most widely 
employed product category in MC. Past studies have stressed the potential for mass 
customisation of apparel (Anderson-Connell et al., 2002; Gilmore and Pine, 1997). 
During recent years, the number of apparel companies pursuing mass customisation has 
increased (Gilmore and Pine, 1997). Cho (2007) found that some companies offer online 
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customised garments as an additional category, while others sell exclusively customised 
clothing at a specialty store. Gownder (2011) published a report for the Forrester Research 
that claims that the time has come for mass customised apparel. He believes that many 
companies are missing out on opportunities and thus requests all big name clothing 
companies to give mass customisation a try.  
 
This chapter aims to shed further light onto the topic of apparel MC. It starts with a 
definition of apparel MC. Next, past studies on apparel MC will be critically reviewed 
and categorised. With this, gaps and limitations in current research will be revealed and 
stated. A table will summarise all the papers with reference to their aim, results, 
limitations, perspective (from a customer or a company view) and distribution channel 
(online or stationary). This section closes with stating the identified lack in current 
literature about apparel MC, which provides future research suggestions and therewith 
support for this thesis. 
 
2.3.1 Definition of Apparel MC 
In section 2.2.1 the definition of mass customisation for this research was developed. 
Based on this definition, apparel MC can be defined as a strategy that is able to serve 
large markets, with a customer co-design process of apparel, which meets the needs of 
each individual customer, which offers limited configuration options that are of main 
importance to the customers, with prices comparable to standard goods.  
Thus, apparel mass customisation is a technology-supported approach that offers a 
consumer the exact product with his individual measurements (Vrontis et al., 2004). The 
participation of a customer in the co-designing process changes the users’ shopping 
experience. The so called Toolkits for User Innovation and Design enable the client to 
design his or her own product, which will be manufactured by the company. Thereby, the 
client becomes a designer as well as an innovator (Schreier et al., 2010).  
 
2.3.2 Critical Review of Literature on Apparel MC 
In order to find research papers on apparel mass customisation, the web/research 
databases were searched for the term “mass customisation” + “apparel” or “clothing” or 
“textile”. A total of seventeen papers were identified.  
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By reviewing these papers, it became apparent that almost all identified studies 
investigate different topics within apparel MC (like acceptance, interest, willingness to 
use, perceived complexity, satisfaction, intention to purchase, customer attitudes, 
perspective on co-design, etc.) and thus follow different approaches. 
 
The first category of research papers is interested in revealing customers´ interest in the 
concept of apparel MC. Here, two research papers are found. The authors Anderson-
Connell et al. (2002) conducted a research study to investigate consumers´ interest in 
apparel MC and aimed to identify potential barriers. For this, seven focus groups were 
used, with a total of 70 female participants. The participants had to watch a video on how 
MC can be implemented. In a subsequent discussion, they were asked to express their 
satisfaction and dissatisfaction with the concept. From this, the researchers made a 
content analysis of the transcript. The results demonstrated that participants were 
interested in apparel MC. However, the authors also found that there exist certain barriers 
such as customers’ concern that they lack the ability to co-design an item of apparel.  
 
A similar approach has been undertaken by Choy and Loker (2004) who investigate 
customers´ interest in the co-design of wedding dresses online. For this, the authors 
developed a mock website to co-design a wedding dress, and 100 female participants 
answered an online survey. The study found that there exists a high overall interest in co-
designing a wedding gown. Further, over 50% of participants were willing to spend as 
much time as necessary to co-design the gown and most participants were willing to wait 
1-6 months for the delivery. However, when it comes to the price of a co-designed 
wedding dress, participants had different "willingness to pay" perceptions. Thus, this 
research made a first attempt at analysing the consumer perspective on apparel MC, also 
considering certain factors/barriers such as “willingness to spend time in co-designing” 
and acceptable “delivery time” and “price”.  
 
However, both studies can only be generalised to a limited extent since they were 
conducted in a hypothetical purchase scenario. Further, for the customised wedding 
gowns, no selling prices were stated – although this might represent a critical factor for 
customers to be interested in that concept or not. For future research, Anderson-Connell 
et al. (2002) suggest further analysing various barriers to apparel MC. Furthermore, their 
study did not consider the internet as a possible retail setting.  
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The second category, which is closely related to the previous category, is summarised in 
this section. Here, the identified research papers were interested in customers’ 
acceptance of apparel MC. Hence, Cho and Fiorito (2009) aim to identify the 
determinants of successful online apparel customisation in order to reveal customers’ 
acceptance of apparel MC. For this, they developed hypotheses and extended the 
technology acceptance model (TAM) with the factors ‘trust’ and ‘perceived security’. A 
shopping simulation site was developed and 300 females completed an online survey. 
The results demonstrate that perceived usefulness, perceived ease of use, perceived 
security and trust are important determinants of the acceptance of online apparel MC.  
 
Lee et al. (2002) are also interested in customers’ acceptance of apparel MC. For this, 
customers´ preferences in MC with reference to product, process and place are analysed. 
The authors used college students to answer the questionnaire which asked participants 
about 22 product types, body scanning, co-design and four different places. Based on a 
quantitative data analysis, the study found that jeans are the preferred product type, 
customers accept body scanning and co-designing, and the preferred place to sell MC 
clothing is speciality stores.  
 
Although both studies aim to reveal customers’ acceptance of apparel MC, they followed 
different approaches. While Cho and Fiorito (2009) used the TAM, Lee et al. (2002) 
analysed customers’ preferences with reference to product, process and place.  While the 
study by Cho and Fiorito (2009) included online as a distribution channel in the analysis, 
Lee et al. (2002) focussed on MC in a stationary retail setting, although the authors 
suggested also examining apparel MC in e-commerce in future research. With regard to 
the limitations of the studies, Cho and Fiorito (2009) acknowledge that there exist certain 
customer risk factors which however were not included in the analysis. Further, another 
important limitation is that the study by Cho and Fiorito (2009) was conducted in a 
hypothetical purchase scenario with no information about the price, delivery time, or 
picture of the final product, which represent important factors that might influence 
customers’ attitudes. Additionally, no review was undertaken to find other possible 
factors that might influence customers´ attitudes toward apparel MC. Lee et al. (2002), 
on the other hand, used university students as test subjects in a hypothetical scenario, 
which leads to the fact that the results can only be generalised to a limited extent.  
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The third category of identified research papers is concerned with different - although 
closely related - topics such as customers’ willingness to use, satisfaction, reaction to co-
design, perceived complexity and critical points of customisation. 
 
The first paper by Fiore et al. (2004) examines customers’ willingness to use apparel co-
design. For this purpose, they developed a model that aims to analyse the relationship 
between individual differences, the motivations for customising a product, and 
customers’ willingness to use co-design. University students acted as test subjects and 
were given a short description of co-design before answering the questionnaire. The study 
found that all identified variables are significantly related to the willingness to use co-
design (please refer to chapter 1 where this paper has also been reviewed).  
 
Another research study by Lee et al. (2011) tests a theoretical satisfaction model on 
consumers’ satisfaction with MC internet apparel shopping sites by integrating the 
concept of interactivity. For this, they developed two mock sites for MC children’s 
apparel (one with mid-level & one with high-level interactivity). Participants were 
exposed to the mass customisation stimulus sites and had to answer self-administered 
questionnaires. The study found that expectations did not significantly influence a 
customer’s satisfaction with an online MC shopping site, but satisfaction was mainly 
influenced by the site performance.  
 
The study by Ulrich et al. (2003) analysed customers´ participation in and reaction to 
a CAD-supported scenario of co-design for MC. For this, students were asked to co-
design apparel in a CAD-generated scenario and answer a post-experience questionnaire. 
With the co-design process, students indicate: 1) high comfort level, 2) strong interest, 3) 
found it easy, 4) satisfaction with the co-design images, 5) satisfaction with the style, 
details, colours and coordination and 6) satisfaction with the output. 
 
A fourth study by Moon et al. (2013) aims to identify the factors that influence consumer 
complexity perception of online apparel MC. Thus, they created focus groups, which 
were presented with existing apparel MC online shops followed by interviews. The 
researchers found that customer complexity perception is influenced by the number of 
options in the co-designing process, consumer characteristics factors (e.g. product 
knowledge, fashion involvement), shopping context factors (e.g. shopping purpose - 
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shopping vs browsing) and online apparel mass customisation marketing factors (e.g. 
product type, decision support service).  
 
The last paper in this category by Senanayake and Little (2010) investigates and 
introduces the critical points of customisation and their extent for apparel from a 
company perspective. Based on a literature review, the authors developed hypotheses and 
through a multiple method approach (survey, case study and expert interviews) data was 
gathered. The study revealed that there exist five critical points of apparel customisation 
(post assembly, fabrication, feature, fit and design). The authors stress that the success of 
apparel MC depends on how efficiently a firm can combine these five identified points 
of customisation.  
 
Although these studies make a first attempt at shedding light on the phenomenon of 
customer perception of apparel MC – they merely state customers’ willingness to use, 
satisfaction, reaction to co-design, perceived complexity and critical points of 
customisation. However, are customers also willing to purchase a co-designed product? 
Are they willing to accept certain drawbacks which are inherently related to the concept? 
These questions have not been answered by these research studies and thus, Ulrich et al. 
(2003) stress that future research should analyse consumers´ willingness to purchase a 
co-designed product. 
 
Furthermore, the stated results have limitations since the studies use students as test 
subjects (Ulrich et al., 2003; Moon et al., 2013) and mock web sites (Lee at el., 2011; 
Ulrich et al., 2003). Additionally, the research results by Moon et al. (2013) can only be 
generalised to a limited extent due to its qualitative approach. Also the study by 
Senanayake and Little (2010) bears certain limitations: it did not consider the customer 
perspective on what extent they want. Further, the authors did not state whether the 
research was interested in an online or offline retail setting. 
 
In the fifth category of identified papers, the studies go one step further than the 
previously mentioned papers. They do not just analyse topics like customers’ interest, 
acceptance, willingness to use or satisfaction, but investigate whether customers 
ultimately have a purchase intention. For this, four studies containing “purchase 
intention” could be identified. 
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Kang and Kim (2012) analyse the indirect mediation role of desire for unique consumer 
goods and perceived risk on buying intention of MC online clothes. For this, the theory 
of planned behaviour was applied and a mock site for MC business clothes was 
developed. Data was collected from students using an online survey. The study found that 
the purchase intention of MC apparel is influenced by the factors ‘attitude toward e-
customised apparel’ and ‘subjective norm’, whereas attitude toward e-customised apparel 
is influenced by desire for unique consumer product and perceived risk, and subjective 
norm is influenced by desire for unique consumer product.  
 
The study by Kang (2008) aims to predict consumers’ purchase intentions toward mass 
customised apparel products by assessing consumers’ 1) attitudes toward behaviour, 2) 
perceptions of social pressures by others (i.e., subjective norm), 3) perceptions of ease or 
difficulty in the co-design process (i.e., perceived behavioural control), 4) desire for 
uniqueness, and 5) perceived risk. For this, a mock website was developed and an online 
survey conducted. The findings of this study indicate that attitude, subjective norm, 
perceived behavioural control, desire for uniqueness, and perceived risk significantly 
combined together to predict purchase intention.  
 
A third study by Lee and Chang (2011) investigates consumer attitudes towards the online 
co-design process in MC by including purchase intention in its model. For this, the 
authors extended the TAM with perceived control and enjoyment and developed a self-
administered printed survey. Participants were given printed pictures describing the co-
design process by demonstrating four consecutive steps in the co-design process of sports 
shoes. The results show that the constructs making up TAM, with the exception of 
perceived ease of use, were affected by attitude toward online MC. Another approach has 
been taken by Kamali and Loker (2002) who also aim to reveal customers’ interest in and 
satisfaction with the co-designing of a MC apparel. For this, hypotheses were developed 
and three treatment groups were created. A mock website was developed which offered 
three different levels of co-design options. The results demonstrate that all participants of 
these three groups were highly satisfied with the mock websites interface. Further, the 
study found a very high overall willingness to purchase. 
 
Also here, all results of the four studies are just generalisable to a limited extent since 
university students are used as test subjects in a hypothetical purchase situation (e.g. use 
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of a mock web site). Further, the factor ‘price’ was not included in the analyses of Kang 
and Kim (2012) and Kang (2008). This, however, might represent a crucial factor for 
customers to buy or not to buy. For future research, Kang (2008, p.84) states: “it would 
be valuable to explore which factors affect consumer hesitation in purchasing mass 
customised apparel products via the internet." 
 
The final category of identified literature comprises all papers that merely reviewed the 
literature or case examples. Thus, in the paper “Custom Made Apparel and Individualized 
Service at Lands' End”, Ives and Piccoli (2003) describe how the company Lands´ End 
pursues its online apparel MC strategy. The authors give background information about 
Lands´ End including its history, ordering and manufacturing process. Further, the 
authors state how successful Lands´ End MC strategy is by stating that within one year, 
40% of all chinos and jeans sold by Lands´ End were mass customised. This paper, 
however, is merely a presentation of the company Lands´ End. When visiting the Lands’ 
End online Shop however today, thus 13 years after the publication of this article, no 
option to customise an item of apparel is being offered any more. Additionally, no reason 
why Lands´ End has stopped offering MC apparel can be found on the internet.  
 
The next paper by Nayaka et al. (2015) reviews the role of MC in the apparel industry 
and discusses topics like 3D body scanning and digital printing. However, no primary 
data has been gathered and/or analysed. A similar approach has been taken by Lim et al.  
(2009) who review the literature and discuss topics as virtual try on and CAD systems. 
However, they also conducted no analysis of primary data. Also Vrontis et al. (2004) 
review topics like CAD and Body Scanner. The authors cover subjects like the impact of 
mass customisation within the clothing industry and the influence it has on other market 
players. They believe that globalisation and mass customisation are the most important 
directions for future development in the apparel sector. They further stress that companies 
need to develop new technology to stay competitive and to survive within the fierce and 
aggressive apparel sector. This paper, however, merely represents the personal opinion 
of various authors with no primary data collected. Thus, these papers are case examples 
and opinion pieces.   
 
Summarising, the review of the literature shows that the17 identified papers analyse 
varying topics about apparel MC, and even if some studies are concerned with the same 
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or closely related topic, their approaches are different. Thus, there is no common 
procedure or model within the literature of apparel MC. A summary of all identified 
papers can be found in Table 2.9 below. 
Table 2.9: Research on Apparel MC 
Source Study aim Results Limitations & 
Future Research  
Perspective  Consider 
internet 
as retail 
Anderson-
Connell et 
al., 2002  
To investigate consumers´ 
interest in apparel MC  
- participants expressed an interest in 
apparel MC 
- there exist certain barriers like 
customer concern that they lack the 
ability to co-design an item of apparel 
- hypothetical 
purchase scenario  
- online setting 
not considered 
 
Future research: 
analyse potential 
barriers of 
apparel MC 
Customer 
perspective  
No* 
Kamali and 
Loker, 2002  
To analyse customers` 
involvement in apparel MC 
(incl. purchase intention) 
All 3 groups claim to be highly 
satisfied with the interface mock 
website 
- university 
students 
- mock website 
 
Consumers 
perspective  
yes 
Lee et al., 
2002  
To analyse consumer 
acceptance of apparel MC 
with reference to product, 
process and place 
Preferred  
- product: jeans  
- process: body scanning & co-
designing 
- place: speciality store    
- university 
students 
- stationary retail 
setting 
- hypothetical 
scenario 
Consumer 
perspective  
No* 
Ives and 
Piccoli, 2003  
To describe how Lands’ 
End pursued an apparel 
MC strategy (business 
case) 
Within one year, 40% of all sold 
chinos and jeans from Lands´ End 
were mass customised.  
 
 
- no analysis (just 
a presentation of 
Lands´ End MC 
business) 
- no reason was 
found on the net 
why Lands´ End 
has stopped 
offering MC 
apparel  
Company 
perspective  
yes 
Ulrich et al., 
2003  
To explore customers´ 
reaction to a co-design 
process 
With the co-design process students 
indicate:  
- high comfort level  
- strong interest 
- found it easy 
-satisfaction with the co-design 
images 
-satisfaction with the style, details, 
colours and coordination 
- satisfaction with the output 
- student as test 
person 
- use of a mock 
site 
 
Future research: 
- should analyse 
consumers’ 
willingness to 
purchase a co-
designed product 
Customer 
perspective  
No*  
Choy and 
Loker, 2004  
To investigate customers´ 
interest in apparel MC 
 
- high overall interest in co-designing 
a wedding gown 
- over 50% of participants were 
willing to spend as much time as 
necessary to co-design the gown 
- most participants are willing to wait 
1-6 months for the delivery 
-  participants had different 
"willingness to pay" perceptions 
- Hypothetical 
purchase scenario 
(mock website) 
- missing price 
information 
 
Customer 
perspective  
yes 
Vrontis et 
al.,2004 
To discuss the impact of 
MC within the clothing 
industry and the effect it 
has on market participants 
(literature review) 
Globalisation and mass customisation 
are the major direction for future 
development 
in the clothing industry 
 
Companies will have to explore the 
value of new technology to remain 
competitive and survive within the 
competitive and aggressive fashion 
industry. 
- no own data 
gathered but 
personal opinion 
of authors (not 
generalisable) 
Company and 
customer 
perspective 
No* 
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Fiore et al., 
2004  
 
To examine customers` 
willingness to use apparel 
MC  
Each variable was significantly related 
to willingness to use co-design 
- use of University 
students 
- They analyse if 
they are willing to 
use – but are they 
also willing to 
buy? 
Customer 
perspective  
No* 
Kang, 2008  To predict consumers’ 
purchase intentions toward 
mass 
customised apparel  
Attitude, subjective norm, perceived 
behavioural control, desire for 
uniqueness, and perceived risk 
significantly combined together 
predict purchase intention 
- university 
students 
- mock website 
- price was not 
included 
 
Future research: 
- factors affecting 
purchasing  
Consumer 
perspective  
yes 
Cho and 
Fiorito, 2009  
To analyse customers’ 
acceptance of apparel MC 
Perceived usefulness, perceived ease 
of use, perceived security and trust 
are found to be determinants of the 
acceptance of online apparel MC 
- hypothetical 
purchase scenario  
- no price, 
delivery time, or 
picture of the 
final product 
included 
- no review 
undertaken to 
find other 
possible factors 
that might have 
influence 
Customer 
perspective  
Yes 
Lim et al., 
2009  
To review new product 
development and MC 
(literature review)  
Discusses topics as virtual try on & 
CAS systems 
- no own data 
gathered (just a 
review of the 
literature) 
Company 
perspective  
Yes 
Senanayake  
and Little, 
2010  
To investigate the critical 
points of customisation  
5 critical points of apparel 
customisation are revealed (post 
assembly, fabrication, feature, fit & 
design) 
Perspective of 
customers “what 
extent they want” 
is missing 
Company 
perspective on 
points of 
customisation 
No* 
Lee and 
Chang, 2011  
To investigate consumer 
attitudes towards the 
online co-design process  
All TAM constructs were mediated by 
attitude toward online MC (except for 
perceived ease of use) 
- college students 
- hypothetical 
scenario 
Customer 
perspective 
yes 
Lee et al., 
2011 
Test a theoretical 
satisfaction model on 
consumers´satisfaction  
Expectations did not significantly 
influence a customer’s satisfaction for 
an online MC shopping site but 
satisfaction was mainly influenced by 
the site performance  
-use of mock site 
- lack of random 
sampling 
- product category 
= children apparel 
Customer 
perspective  
Yes 
Kang and 
Kim, 2012 
Analyse the indirect 
mediation role of desire for 
unique consumer goods 
and the perceived risk on 
buying intentions  
 
Purchase intention of MC apparel is 
influenced by the factors attitude 
toward e-customised apparel and 
subjective norm, whereas attitude 
toward e-customised apparel is 
influenced by desire for unique 
consumer product and perceived risk 
and subjective norm is influenced by 
desire for unique consumer product. 
-students act as 
test subjects 
- mock website  
- no variables 
such as price 
included  
Customer 
perspective  
yes 
Moon et al., 
2013  
 
To identify factors that 
influence consumer 
complexity 
perception  
 
Customer complexity perception is 
influenced by: 
- the numbers of options 
- consumer characteristics factors 
- Shopping context factors 
- online apparel 
mass customisation marketing factors 
- Qualitative 
approach thus a 
limited 
generalisation of 
the results 
- students as test 
subjects 
Consumer 
perspective  
yes 
Nayaka et al., 
2015  
To review the role of MC in 
the apparel industry 
(literature review)  
Review of literature concerning topics 
like 
3D Body scanning & 
Digital printing 
No own data 
gathered (just a 
review of the 
literature) 
Company 
perspective  
Yes 
*not stated that the internet as a possible distribution channel has been included 
Source: present author (2016) 
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Based on the literature review above, seven types of gaps and limitations in current 
knowledge could be identified:  
 
The first identified limitation is that most of the research papers interested in the customer 
perspective regarding apparel mass customisation are out-dated. Of the 17 identified 
papers, 13 papers analyse the customer perspective. From these, nine were published 
between 2001 and 2010 and just four were published between 2011 and 2015. In the past 
three years (since 2013), just one paper examining the customer view has been identified. 
Therefore, 92% of all papers analysing the customer perspective were published more 
than 3 years ago. Thus, new up-to-date research about apparel MC from a customer 
perspective is needed. 
 
Secondly, the review of the literature revealed that out of the 17 identified papers, just 
four studies included the variable “purchase intention” in their analysis. Therefore, one 
can conclude that just four studies investigate factors that influence a customer’s intention 
to purchase MC apparel online (in a negative way). This is in line with the findings in 
section 1.3, where a review of the MC literature revealed that there exist certain negative 
factors customers are likely to face, when buying MC products. However, no research to 
date has developed a framework or overview of these factors. Hence, future research 
analysing purchase intention and its influencing factors is required. 
 
The third gap in research identified relates to the consumer perspective towards mass 
customisation. Many authors claim that there is a lack of research which analyses the 
customer perspective on mass customisation. Goldsmith and Freiden (2004) stress that 
much has been written in the business press about MC; however, there is a lack of 
empirical research explaining how consumers react to it. They suggest that consumer 
research should find out to what extent consumers want or desire MC products and find 
out their preferences.  They further state that, although mass customisation is unique and 
exciting, it needs to be approved by customers. This statement is supported by Lee et al. 
(2001) who claim that consumers’ interest and acceptance of customised apparel should 
be further analysed. Piller (2004) explains that customers have little experience with 
customised products, which leads to the fact that there is a lack of reliable prediction 
based on studies about willingness-to-purchase. Further, he claims that companies 
hesitate to invest in a mass customisation system since credible market data and studies 
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are absent. With reference to the above identified papers, already 13 out of the 17 
identified studies were conducted from customer view. However, since most of these 
studies can only be generalised to a limited extent, new up-to-date research which 
overcomes these limitations (e.g. students acting as test subjects, research setting is a 
hypothetical buying scenario) is needed. Therefore, future research should investigate the 
consumer perspective on MC products. 
 
Fourth, there is a lack of research about real purchasing situations with reference to MC 
goods, since in the majority of reviewed studies, students are used as test subjects and 
hence the findings can only be generalised to a limited extent (Anderson-Connell et al., 
2002; Kamali and Loker, 2002; Lee et al., 2002; Ulrich, et al., 2003).  
 
From all 17 papers identified above, four represent just a review of the literature and 13 
studies generated primary research data. From these 13 studies, eight used students as test 
subjects, nine used in addition mock websites, videos or pictures to show how MC works 
(hypothetical buying scenario). Piller (2004) explains that most customers do not have 
experience of mass customisation and hence will answer the question positively if they 
could imagine buying a customised product. According to Piller (2004, p.320), questions 
like “Are they also willing to wait till the product is produced? Will they trust the supplier 
and pay in advance for a product that they cannot see?” need to be answered based on 
data obtained from observing customers in actual buying situations. Piller and Müller 
(2004) lament that most research is empirical and hence respondents have no hands-on 
experience with MC. Therefore, Piller and Müller (2004) conclude that more pilot studies 
and test markets for MC are required. Silveira et al. (2001) support this statement by 
saying that most assertions are derived from limited case examples or on the basis of 
assumptions instead of relying on hard evidence obtained through exhaustive research. 
This gap needs to be overcome by conducting research in real-life purchasing situations 
with real customers for MC apparel. 
 
Fifth, research into MC garments is limited. Although researchers claim that offering 
customised garments online represents a big opportunity for e-retailers and some studies 
have shown that customers are actually interested in MC garments (see Gownder, 2011; 
Lee et al., 2002; Goldsmith and Freiden, 2004; Anderson-Connell et al., 2002), the 
amount of literature examining MC garments as suitable products for mass customisation 
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is limited. Thus, searching the web for research papers within the past 15 years resulted 
in just 17 papers. For this reason, analysing apparel as a suitable product for customisation 
requires further research.    
 
Sixthly, Cho and Fiorito (2009) claim that offering customised garments in an online 
setting represents a big opportunity for e-retailers, since in today’s apparel industry, 
consumers desire to personalise the style, fit and colour of the garments they buy (Lee 
and Chen, 2000). This is supported by the author Kelley from Forrester Research (2003, 
cited by Dixon, 2005, p.6) who found that forty-seven percent of online customers are 
interested in buying custom goods online. However, the internet as a retail setting for MC 
apparel needs to be further investigated.  
 
From all 17 identified papers, 11 consider the internet as a suitable retail setting for MC 
garments. Of these, five were published between 2011 and 2015, whereas 6 were 
published between 2002 and 2009. Thus, just 5 identified studies, published within the 
past 5 years, cover the internet as a suitable distribution channel for MC apparel. 
 
Lee et al. (2002) suggest further research into different retail settings (e.g. the internet) 
since consumer acceptance for online MC apparel might differ from traditional MC retail 
stores. Additionally, they claim that in an online setting, preferred products and processes 
might be different and hence further research is required. From this discussion, it is 
possible to conclude that future research about apparel MC should include the internet as 
a possible distribution channel and generate up-to-date data. 
 
Seventh, the question “Why is mass customisation not there yet?” (Piller, 2004, p.313) 
needs to be answered. Much has been written about MC, and also research in a student 
setting demonstrates that MC could be a viable and successful business strategy 
(Gownder, 2011; Cho and Fiorito, 2009; Goldsmith and Freiden, 2004; EuroShoe 
Consortium, 2002; Anderson-Connell et al., 2002; Lee et al., 2002). However, there are 
only a handful of MC companies that operate in a mass market, while others are still 
testing this concept and operating in niche markets (Piller, 2004). Additionally, there are 
many clothing companies that have introduced mass customisation and failed to make a 
profit out of this business strategy. For example, the MC pioneer Levi Strauss with its 
Original Spin programme had to close down (Piller, 2004). Also Foot Corp, a company 
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offering customised shoes, went bankrupt in 1998 because of customers who were 
dissatisfied with its customised offerings (Malone, 1998). With reference to the identified 
papers in this section, the question “Why is MC not there yet?” cannot be answered. It is 
believed that customers just do not buy these offerings – and that this is the reason “why 
MC is not there yet”. In this section it becomes apparent that all the identified research 
papers about apparel MC discuss different topics and follow different approaches. 
Therefore, future research about apparel MC should find a suitable approach that is able 
to answer the question “Why is MC not there yet?” and thus why customers do not buy 
MC apparel online on a large scale.  
To summarise, future research should: 
1) generate up-to-date data about the consumer perspective of MC   
2) reveal factors that influence the customers’ intention to purchase MC apparel 
online (in a negative way) 
3) analyse consumer perspective on mass customisation 
4) be conducted in real purchasing situations 
5) study MC garments as suitable products 
6) consider the Internet as a suitable retail setting for MC garments 
7) be able to answer the question “Why is MC not there yet?” 
Based on a preliminary literature review in chapter one, it is found that MC apparel 
products are rarely offered, and even if offered, the sales figures show a somewhat 
sobering picture. From this it was possible to conclude, that customers simply do not buy 
MC offerings online – which represents the research problem of this thesis. This in turn 
led to the first research question: Why do customers not buy MC apparel online?  
 
It is believed that analysing apparel MC with regard to customers´ acceptance, interest, 
willingness to use, perceived complexity, satisfaction, attitudes, or perspective on co-
design, as done by the aforementioned studies, is not enough to reveal why customers do 
not buy. These subjects merely analyse certain viewpoints of customers with regard to 
the concept; however, they do not ultimately reveal customers’ purchase intention and/or 
factors which prevents them from buying such offerings. As a first step, it is interesting 
to reveal customers’ perceptions of various topics. Thus some studies revealed that 
customers are interested in apparel MC (Anderson-Connell et al., 2002; Choy and Loker, 
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2004). However, now it is necessary to go one step further and test if customers are also 
willing to buy MC apparel online and thereby to reveal if they are also willing to accept 
certain drawbacks inherently related to the concept. Although four of the identified papers 
include “purchase intention”, they all have different approaches and are just generalisable 
to a limited extent since university students are used as test subjects in a hypothetical 
purchase situation. 
 
Thus the question on what are the factors inherently related to apparel MC which might 
hinder customers from purchasing such offerings remains unanswered. In order to 
overcome this, the study will imply the concept of “purchase intention” to answer the 
developed research questions. Further, this thesis aims to generate up-to-date data about 
the consumer perspective of online apparel MC in a real purchasing situation and to reveal 
factors that influence the customers’ intention to purchase MC apparel online (in a 
negative way). 
 
2.4 Purchase Intention  
If someone is interested to know if a person will act in a certain way or not, the easiest 
and most efficient way is to ask the person if he plans to execute that action (Fishbein and 
Ajzen, 1975). 
 
Blackwell et al. (2001, p.283) defines purchase intention as "what we think we will buy". 
Bagozzi (1983, p.145) proposes that “intentions constitute a wilful state of choice where 
one makes a self-implicated statement as to a future course of action.” Anderson (1983) 
believes that an individual's expectancy about his behaviour depends partly on his ability 
to envision himself performing that behaviour. Thus, the authors Fishbein and Ajzen 
(1975) claim that the simplest way to find out if someone will take a certain action is to 
ask them. 
 
Purchase intention represents an important concept in the marketing field (Morrison, 
1979) and is commonly used in consumer research (Morwitz and Schmittlein, 1992). 
Thus, purchase intention is widely used by managers to decide on strategic questions 
related to both new and existing products. With reference to new products, purchase 
intention is applied in concept tests to support managers in deciding if a product is worth 
further development, and for existing products to examine if a new product is worth being 
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launched (Morwitz et al., 2007). The authors explain that in practice and research, 
purchase intention is employed with the hope and assumption that it predicts subsequent 
purchase. The concept of purchase intention is easy for managers to understand and 
inexpensive to apply, which are the reasons for its common application (Armstrong et al., 
2000). Regarding this research, purchase intention will be used as a predictor of 
subsequent purchase.  
 
2.5 Perceived Risk  
"...consumer behaviour involves risk in the sense that any action of a consumer will 
produce consequences which he cannot anticipate with anything approximating 
certainty, and some of which are likely to be unpleasant" (Bauer, 1967, p.24). 
 
In "The Third Wave" Anderson (cited by Toffler, 1980, p.274) predicted that in twenty 
years, people will become more creative and start designing apparel for themselves. A 
computer will cut the fabric and NC machine will sew it.  This statement was made more 
than thirty years ago. However, the landscape of people shopping for their customised 
clothes still reveals a somewhat sobering picture. Most customers still buy off-the-shelf 
products, and customised offerings like MC clothes are still rare or almost non-existent 
(Piller, 2004). One factor identified by researchers represents perceived risk (Piller et al., 
2005). Perceived risk is regarded as an important determinant of customers’ intention to 
purchase a product (Samadi and Yaghoob-Nejadi, 2009). The following section 
represents a review of the literature and gives further insight into the effects perceived 
risk may have on consumers’ intention to purchase a product. From this, hypotheses will 
be developed. 
 
2.5.1 Risk Definition 
In the consumer behaviour and marketing literature, Bauer (1960) presented the theory of 
perceived risk. In his seminal work on risk-taking, he developed the idea that consumer 
behaviour comprises risks in a way that anything a customer is doing will have 
consequences which bear some level of uncertainty. Risk is regarded as "a combination 
of uncertainty plus seriousness of outcome involved" (Bauer, 1960, p.391) or as Peter and 
Ryan (1976) put it, risk is a customer’s expectation of a possible loss related with a 
purchase and represents a hindrance to a purchase. Thus, Schiffman et al. (2011) regard 
perceived risk (PR) as a consumer’s uncertainty that arises when he cannot predict the 
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outcome of his buying decision. Since this research aims to analyse customers’ pre-
purchase attitudes and not post-purchase attitudes, risk will be measured as a perception.  
 
2.5.2 Reasons for Applying Risk Theory  
In the literature on online consumer behaviour, the perceived risk theory has emerged to 
explain the online buying behaviour of customers. However, research analysing the 
perceived risk of customers when buying customised goods (especially garments) online 
is non-existent. In this research, perceived risk theory is viewed as a suitable approach 
for analysing the concept of online MC for female apparel since it “…has intuitive appeal 
and plays a role in facilitating marketers seeing the world through their customer's eyes” 
(Mitchell, 1999, p.163). Customers have shown hesitation about buying online (Hoffman 
et al., 1999) and this result is mainly a result of perceived risk (Jarvenpaa et al., 2000; 
Featherman and Pavlou, 2003). Based on this, risk perception is viewed as an important 
hindrance to consumers’ usage of e-commerce (Featherman and Pavlou, 2003). Risk 
theory is a more powerful tool to explain customers’ behaviour, since buyers aim to 
prevent failures rather than to maximise usefulness (Mitchell, 1999). Numerous authors 
have proven that perceived risk negatively influences purchase (Mitchell et al., 1999; 
Wood and Scheer, 1996; Park et al., 2005) and attitude towards buying online (van der 
Heijden et al., 2000). From a business perspective, it might also help in generating new 
product ideas. Mitchell and Boustani (1993) conducted research on breakfast cereals and 
revealed that one risk factor a consumer perceived was a consequence of not liking milk. 
This led to the invention of a cereal that is not based on milk, such as Kellogg´s Pop Tarts. 
When it comes to buying apparel online, Hammond and Kohler (2001) claim that many 
characteristics of garments, such as colour, touch, feel and fit, are hard or even not 
possible to communicate online. One can conclude that for customised garments the same 
problem exists. Some authors argue here that customers refrain from buying experimental 
products online since they prefer to feel and touch as well as see the product in real life, 
since the colour may not be displayed correctly on the computer monitor (Koch and 
Cebula, 2002, Bhatnagar et al., 2000). Therefore, Cho and Fiorito (2009) claim that 
consumers who are not familiar with customising their garments online perceive higher 
risk when buying customised clothes online than shopping for standard apparel online. 
Another reason for viewing risk theory as a suitable approach is that perceived risk 
represents a multilateral construct that finds application in a number of industries 
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including food, internet banking, services and many more (Lopp, 2007; Lee, 2009; 
Mitchell, 1999).  
 
Since this study analyses online shopping for MC apparel, risk represents a major barrier 
for consumers to purchase these offerings. Many authors have proven that purchase 
intention is negatively related to perceived risk (Mitchell, et al., 1999; Wood and Scheer, 
1996). The reasons and sources of risk will be discussed in the following sections. 
However, it is already possible to derive the following hypothesis. 
  
H1: The higher the perceived risk related to buying MC female apparel online, the lower 
the purchase intention.  
 
2.5.3 Dimensions of Perceived Risk Found in the Literature  
Griffin and Viehland (2010) state that perceived risk has been studied comprehensively 
since Bauer´s (1960) publication on consumer behaviour. The authors explain that in the 
consumer behaviour literature and in psychology theory, perceived risk has been 
presented as a multidimensional construct. Based on a literature review, Jacoby and 
Kaplan (1972) identified the following five risk types in a pre-Internet era: financial, 
performance, physical, psychological, and social risk. The authors explain that these five 
risk types are functionally independent, meaning that if one risk type increases, the other 
risk types can increase, decrease or remain the same. During that time, Roselius (1971 
cited in Jacoby and Kaplan, 1972) revealed “time loss” as a sixth type of risk. 
 
In online purchase situations, Ueltschy et al. (2004) extended the model of Jacoby and 
Kaplan (1972) and included security risk as a seventh factor. Other researchers have 
proven the importance of security risk in the online environment (Liebermann and 
Stashevsky, 2002; Miyazaki and Fernandez, 2001). The subsequent section gives a brief 
definition of each type of risk identified: Pires et al. (2004) define financial risk as the 
probability of suffering monetary loss due to, for example, lack of warranty and hidden 
costs in case of faults.  Subsequent maintenance costs of the product as well as monetary 
loss due to fraud are also included (Featherman and Pavlou, 2003). Performance risk 
relates to the chance that a product will fail to meet the expectations originally intended 
(Pires et al., 2004). Grewal et al. (1994) define performance risk as the likelihood a 
product will malfunction or will not offer the expected benefit. Time risk is viewed as 
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the potential loss of time when a customer takes a poor buying decision by losing time in 
searching, purchasing the product, studying how the product should be used or when the 
product needs replacement since it does not work as expected (Featherman and Pavlou, 
2003). Pires et al. (2004) term this "convenience risk". They include the loss of time 
related to the delivery, customisation, and fitting. Consistent with that, Murray and 
Schlacter (1990) regard time risk as the combination of loss of time and the effort spent 
in purchasing any product.  Social risk is defined as the likelihood that others may think 
of the consumer less favourably as a consequence of the purchase (Pires et al., 2004). And 
Featherman and Pavlou (2003) define social risk as the possible loss of reputation in a 
certain group as a consequence of purchasing a product which makes you look silly or 
unfashionable. Physical risk is regarded as the possibility a purchased product may cause 
any physical harm or injury (Pires et al., 2004). Psychological risk is the likelihood that 
a product is not in line with the consumer’s self-image (Pires et al., 2004). Security risk 
is viewed as the probability of misuse of personal data, especially credit card details 
(Griffin and Viehland, 2010). And finally, Overall risk is the likelihood that the 
purchased product will fail to meet the expectations of a customer (Pires et al., 2004). 
Here, all perceived risk types are measured together (Featherman and Pavlou, 2003). 
 
2.6 Risk Antecedents in Online Mass Customisation  
According to Hunt (2006) there are different dimensions of risk and not all are important 
to all buying behaviours and purchase intentions. Thus, he recommends analysing only 
the dimensions of risk that are important to a study and its aim. For our understanding, 
the aforementioned approaches undertaken by authors like Jacoby and Kaplan (1972), 
Roselius (1971), Ueltschy et al. (2004), and Liebermann and Stashevsky (2002) merely 
group the types of risk without explicitly revealing what are the main sources/antecedents 
of these risk types. Since our goal is to reveal the main risk activators in online shopping 
for MC female clothing, this research will develop our own overview of the risk sources 
and create from this a research model. This approach is supported by Mitchell (1999) who 
claims that suitable perceived risk constructs can only be evaluated based on what the 
researcher is aiming to accomplish by developing the model. Therefore, the author 
concludes that researchers are allowed to develop models that are based on their specific 
aims and which may possess restricted general use.  
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Based on the literature review in the first chapter, an overview of the identified factors 
that influence the consumer is developed in Table 2.1. Since this table merely states the 
identified factors with reference to the authors, the factors will be grouped to reveal the 
main risk sources (see Table 2.10 below). 
 
Table 2.10: Type and Source of Risk 
Type of Risk Source of Risk Authors  
Financial Risk Price Premium Piller, 2004; Anderson-Connell et al., 2002; 
Withelock and Bardakci, 2003; Wolny, 2007; 
Broekhuisen and Alsem, 2002 
Financial Risk 
Performance Risk 
Absence of Guarantees Piller, 2004; Broekhuisen and Alsem, 2002 
Time Risk 
Performance Risk 
Co-Designing Process 
(Time and Ability) 
Piller et al., 2004; Piller et al., 2005; Blecker and 
Nizar, 2006; Anderson-Connell et al., 2002; 
Withelock and Bardakci, 2003;  
Wolny, 2007; Broekhuisen and Alsem, 2002 
Time Risk Longer Delivery Time Withelock and Bardakci, 2003; Broekhuisen and 
Alsem, 2002 
Source: present author (2015) 
 
Based on this approach, price premium, the absence of guarantees, the co-designing 
process (time and ability) and the long delivery time are identified as the main risk 
sources. Additionally to these factors, trust was mentioned as an important factor in two 
research papers (Piller, 2004; Broekhuisen and Alsem, 2002). The influence of trust will 
be discussed later in this dissertation. Since our focus is on factors that are inherently 
related to MC offerings, factors such as privacy and psychological burdens such as 
uncertainty will be disregarded here, since these are factors common in all e-commerce 
transactions. 
 
When referring to existing risk literature, Agarwal and Teas (2001) demonstrated the 
importance of perceived financial and performance risk and claimed that they are the most 
important risk types for consumer decision making. Further, Hassan et al. (2006) claim 
that perceived financial risk and perceived performance risk are the most important risk 
types in online shopping. This is supported by Campbell and Goodstein (2001) who claim 
that perceived financial and performance risk often prevail when customers want to buy 
new goods.  
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Therefore, this study concentrates on perceived financial risk (price premium and absence 
of money-back guarantees) and perceived performance risk (absence of guarantees and 
effort of designing goods). Additionally, time risk is added as the third main type of risk, 
as mass customisation demands that customers spend a certain amount of time on the co-
designing process as well as being willing to wait for the customised product to be 
manufactured and delivered. Hence, for this study, the conceptualisation of risk contains 
one dimension with the extent of negative consequences and the following three types of 
risk: financial, product and time.  
 
The following section analyses the identified risk antecedents and develops from these 
the hypotheses. At the end, the research framework will be presented. 
 
2.6.1 Price Premium 
Many authors have investigated, in one way or another, the effect of price on the 
acceptance of MC products. Different authors use different terms and approaches. But 
generally all studies aim to reveal what influence certain prices have on the customers’ 
intention to purchase or, from the other way around, to investigate what prices customers 
are willing to accept in order to still be willing to purchase these products. Therefore, 
numerous past studies have analysed consumers’ willingness to pay for customised goods 
(Franke and Piller, 2004; Broekhuizen and Alsem, 2002; EuroShoe Consortium, 2002; 
Piller et al., 2002). Bardakci and Whitelook (2003) stress the importance of price by 
claiming that consumers are only regarded as `ready` if they are willing to accept a price 
premium. Therefore, one can conclude that price represents a critical factor for mass 
customised offerings. The following discussion aims to reveal the correlation between 
price, perceived risk and consumers´ intention to purchase. 
 
"For more than two decades, mass customisation has been the future of manufacturing—
and for some manufacturers it probably always will be" (Agrawal et al., 2001, p.62). Thus, 
mass customisation represents an attractive offer for both customers and producers. 
Customers receive a custom-made product at a reasonable price which is manufactured 
according to their selected colours, features, functions, and styles (Agrawal et al., 2001). 
And producers on the other side can decrease their stocks and production overhead costs, 
to avoid waste in their supply chain, and to receive more precise data about the customer 
site. To put it briefly, this is a win-win proposition for the seller and for the buyer 
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(Agrawal et al., 2001). Many authors claim that MC products can be produced at costs 
near to that of mass products. This price characteristic is a part of most definitions found 
of mass customisation (Pine, 1993; Tseng and Jiao, 2011; Piller, 2004). However, many 
authors also stress that MC products bear some additional costs and hence are sold for a 
price premium. This is a rather contradictory finding. A review of the literature supports 
the view that mass customisation bears some additional costs (Blecker and Friedrich, 
2007; Piller et al., 2004; Piller and Müller, 2004; Piller and Ihl, 2002). Piller et al. (2004) 
reviewed this assertion and support the belief that mass customised goods are more costly 
to manufacture than mass produced equivalents. The authors explain that additional costs 
for mass customised products are due to sales and customer service as well as to 
production.  The authors describe the fact that increasing costs in sales arise from the 
communication with consumers. Here, certain investments in the configuration system as 
well as in information-handling equipment need to be made. Additionally, a company has 
to develop measures to decrease the barriers of customisation from the consumers´ 
perspective. If a customer has problems, questions or is dissatisfied with the 
customisation process, certain services need to be offered. Here, the authors recommend 
making investments into customer service, highly skilled labour, and trust-fostering 
measures which all bear extra costs. Besides these costs related to sales, increased costs 
related to the delivery of products can also be noted. Since the lot sizes in delivery 
decrease, distribution costs increase. With reference to the manufacturing of customised 
products, the loss of economies of scale in contrast to mass production increases the costs 
for MC products.  Further, Piller et al. (2004) specify that additional costs for set-ups, 
skilled staff, higher complexity in production planning and control as well as complex 
and exhaustive quality controls arise. In addition, stocks of components may increase, 
and machines supporting flexible manufacturing and adequate information systems may 
cause extra equipment costs and therefore, higher capital investment is required. An 
exhaustive overview of all additional costs an MC strategy might cause can be found in 
chapter 2.2.3. The statement that MC products are more expensive is also supported by 
an article from Business Week (2002 cited in Dixon, 2005). The magazine reviewed five 
companies which offer MC products (Timbuk2, Lands´ End, NikeID, Target and Mattel). 
The findings reveal that the unit selling prices for MC products have an increase of 48.4% 
to 63.3% compared to off-the-shelf equivalents (see Table 2.11 below).  
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Table 2.11: Increase of Average Unit Selling Price 
 
Source: Dixon (2002, p.1)  
 
However, besides the fact that MC products are more expensive, the magazine also claims 
that consumers are willing to accept higher prices. Business Week (2002 cited in Dixon, 
2005) introduced the case of Christina Hobbs, a 33-year-old marketing manager from 
California. The magazine explains that Christina always had problems finding the right 
trousers to fit her 5-ft.-11-inch tall body. But when she found a customised pair of chinos 
for $54 - $19 more than the standard off-the-shelf equivalent - she was very happy to pay 
that amount. The magazine further states that the popular retailer Lands´ End also offers 
customised products – however, the company needs to demand higher prices in order to 
cover the increased costs of producing customised garments. According to Lands´ End, 
when sales increase, they are hoping that higher-capacity manufacturing processes will 
decrease the cost per unit, increasing profit on the premium line. 
 
From the discussion above, one can summarise that although researchers regard it as 
possible to manufacture mass customised goods at prices comparable to mass products, 
real life cases, on the other hand, prove the opposite and suggest that MC products are 
more expensive than standard products. Hence, demanding higher prices for MC goods 
forms the underlying belief for this research and creates the basis for the next discussion 
and hypothesis development.     
 
Willingness to Pay 
As found in the previous paragraph, customised goods generally demand higher prices 
than the equivalent standard goods. Therefore, it is important to find out whether 
customers are happy to accept a price premium and if so, how much more they are willing 
to pay (Piller and Müller, 2004). The answer to this question reveals the influence of price 
premium on customers’ perceived risk and on their willingness to purchase. Based on the 
outcome of this discussion, a hypothesis is formulated.   
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Many authors claim that consumers accept higher prices for customised goods (Franke 
and Piller, 2004; Broekhuizen and Alsem, 2002; EuroShoe Consortium, 2002; Piller et 
al., 2002). Broekhuizen and Alsem (2002) explain that this is due to the fact that 
customised goods represent a better fit to customers’ needs. Consequently, price becomes 
a less important factor, if the co-designing process is facilitated and the customised 
product offers added value for the customer (Wind and Rangaswamy, 2001). Moeslein 
and Piller (2002) support this and explain that Adidas can demand higher premiums (up 
to 50 per cent) for its customised sports shoes called myadidas in comparison to Nike, 
who charge merely 5-10 per cent higher premiums for their Nikeid sneakers, since Adidas 
also offers the customers, besides deciding on colours, the possibility to customise the 
shoe in terms of comfort, fit and functionality.  This supports the assertion that a price 
premium can be charged when the customised product represents a better fit to customers’ 
needs. Another study in the shoe sector conducted by the EuroShoe Consortium (2002) 
revealed that consumers would accept a higher price of ten to thirty per cent for 
customised shoes. Piller and Müller (2004), claim that customers have an even higher 
willingness to pay for customised footwear. In an exploratory study, Franke and Piller 
(2004) reveal that consumers are willing to spend a considerably price premium for a 
customised watch. They reported a 100 per cent value increment for customised watches 
in comparison to ready off-the-shelf watches. Based on these research results, it is 
assumed that consumers would accept to pay a higher price for apparel which can be 
customised with regard to colour and fit. 
 
Price Premium Effect on Perceived Risk 
According to Bakos (1997), individual products make a price comparison between 
competing products more difficult for customers. Even though the searching costs to 
compare prices are usually low when using the internet, when it comes to customised 
products, the cost increases (Moon et al., 2008). The authors argue that the benefits of 
searching for price comparisons will be higher as the advantages of using a search 
approach grows. This often occurs if a vendor increases the cost of a customised service 
or product (Moon et al., 2008). Therefore, the authors conclude that a higher price up to 
a certain point has no negative effect on the purchase intention. The authors explain that 
one has to counterbalance the undesirable consequences of increased prices with positive 
consequences for customers and for their willingness to pay a high price for a customised 
good, together with a decrease in price comparison behaviour. However, this assertion 
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was found to be in contradiction to the statement made by other researchers.  For example, 
Piller et al. (2005) claim that an increased price results in increased perceived risk. Also, 
Grewal et al. (2003) support this perception and state that perceived risk increases for 
decisions which require greater financial expenditure. Taking into consideration that most 
mass customisation companies do not offer a money-back guarantee, it is believed that 
users perceive customised goods with price premiums as riskier and develop from this 
the following hypothesis: 
 
H2: A perceived price premium for online customised female apparel will increase 
consumer perceived risk. 
 
2.6.2 Absence of Money-Back Guarantees  
Money-back guarantees (MBG) are widely offered by sellers to boost sales. In the US, 
many retailers allow returns for any reason within several months after purchase and 
consequently, return rates are high. In Europe, companies are more restrictive with return 
policies and hence return rates are lower than in the US. However, as a result of new EU 
policies governing Internet sales, and due to the entrance of large US sellers, return rates 
are rising rapidly (Guide et al., 2006). A study by Pur et al. (2013) found that in the 
German online fashion industry the average return rate is as high as 26%.  
While MBGs can offer great opportunities and bear manageable risk for retailers of 
standard off-the-shelf products, such return policies might bear profound risks for 
companies offering MC products. However, on the other hand, MBGs might also be a 
reason for customers to try MC offerings and the absence of MBGs prevents customers 
from purchasing such products. The following section represents a discussion of MBGs, 
starting with a definition and its use in practice. Based on the discussion and a literature 
review, hypotheses are developed.  
 
2.6.2.1 Definition of Money-Back Guarantees  
A money-back guarantee is a promise by the seller to give a full refund in the case that a 
customer is not satisfied with a purchase and returns it within a certain period of time 
(Davis et al., 1995). According to the German Bürgerliches Gesetzbuch (BGB) (2008), 
§312d (cancellation and its consequences) when shopping online, all products can be 
returned within 14 days. However, no right of revocation shall exist if the provision of § 
312 d Abs. 4 BGB are met. This includes products which are individually produced or 
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goods which are clearly customised to a customer's personal requirements. Due to 
increased competition in the business environment, MBGs have been introduced by 
sellers as a marketing tool to win customers’ attention and to impact their purchasing 
decision in a positive way (Sullivan, 2009). In the literature, various authors have found 
positive outcomes when introducing a MBG. Thus, Boulding and Kirmani (1993) found 
that MBGs signal quality of a product, Vieth (2008) revealed that MBGs have an indirect 
influence on a customer’s purchase intention and a study by Van den Poel and Leunis 
(1999) demonstrate that a MBG is an important tool to decrease customers´ risk 
perception.   
 
2.6.2.2 Advantages of MBGs  
When reviewing the literature, many authors claim that customers fear shopping for 
apparel online, because they perceive higher risk with this type of purchase situation 
compared to in-store shopping, since they cannot feel the fabric and try the garment on 
(Kang and Kim, 2012; Cho and Fiorito, 2009; Zhou et al., 2007). With reference to MC 
garments, Hunt (2006) claims that the outcomes of buying MC products are unknown and 
therefore inherently risky. Further, since MC goods are more difficult to return, they bear 
higher financial risks than standard mass products (Piller, 2003). Therefore, research 
often suggests offering customers services such as altering the product or replacing it free 
of charge if it does not meet their expectations. This may overcome consumers’ 
uncertainty about buying MC products online (Dellaert and Dabholkar, 2009) since it 
enhances consumers’ willingness to try new products (Davis et al., 1995). Samadi and 
Yaghoob-Nejadi (2009) explain that consumers rely on MBGs in order to avoid financial 
loss in the event that a purchase fails to meet their expectations. Dellaert and Dabholkar 
(2009) use Lands’ End as an example, a popular US company that offers apparel 
customisation including the service of accepting free returns for customised garments 
(www.landsend.com). 
 
2.6.2.3 Disadvantages of MBGs  
Although MBGs are a beneficial tool, they also have a downside. MBGs bear some 
additional risk for the seller since he must pay all or part of the lost value of the returned 
goods and expenses incurred for shipping these products, including repackaging and 
providing space. Therefore, returns cause an increase of cash-flow uncertainty and costs 
(Heiman et al., 2001).  
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2.6.2.4 MBGs in Practice  
In order to get an impression of how MBGs are handled in practice for MC female 
apparel, an internet search was undertaken. Based on databases from cyledge 
(http://www.configurator-database.com/) and egoo (www.egoo.de), the following 
companies offering mass customised garments for females online in Germany were 
identified (see Table 2.12 below). Configurator-database.com is a database created by the 
company cyledge. According to the company, it offers the biggest collection of MC 
companies that have a configurator. For the overview below, only companies with the 
country code "DE" for Germany were excerpted from the database. The second database 
egoo.de represents the biggest online magazines for customised products. In addition to 
the magazine, egoo offers a shop listing, where numerous customised products/companies 
are listed and categorised. Here, the shop listing with the classification "fashion" was 
searched for MC female garments.  
Table 2.12: Companies Offering MC Apparel for Women Online in Germany 
Source: present author (2015) 
 
The review of these search results reveals a somewhat sobering picture. The number of 
companies offering MC female garments online in Germany is very limited. The majority 
of MC companies found are offering men’s dress shirts and T-shirts. Although many 
companies were offering customised T-Shirts for women, this product type was excluded 
from our list, since the only steps to individualise a t-shirt are colour and print. This 
research, however, focuses on garments which are customisable in their shape if not 
 Company  Main Products Guarantees Price Range 
1 www.Bivolino.com Women’s dress shirts No MBG - just if product is not according to measurement they 
make a new one 
49- 119 € 
2.  www.youtailor.de Dress shirts, polo 
shirts 
Satisfaction guarantee for new customers: free alteration or 
fabrication of new garment free of charge 
 
49 - 99 € 
3. www.itailor.de Blouses No MBG - just if product is not according to measurement they 
make a new one 
29 € 
4. www.tailor4less.com Dress shirts, blazers, 
trousers, coats, 
dresses  
Perfect fit guarantee:   free alteration or fabrication of new 
garment free of charge (within 7 days) 
. 
36- 159 € 
5. www.mylavo.de Dress shirts, blazers, 
costumes, pantsuits 
Free alteration or fabrication of new garment free of charge 79,90 - 389 € 
6. Burberry bespoke Trenchcoats No MBG or other guarantees 1.595 - 3.000 € 
7. www.mein-
dirndl.com 
Dirndl No MBG or other guarantees 269 - 449 € 
8. www.limberry.de Blazers, trenchcoats, 
dresses, Dirndl 
Satisfaction guarantee for new customers: free alteration or 
fabrication of new garment free of charge 
 
189-499 € 
9. www.diejeans.de Jeans No MBG or other guarantees 159 -298 € 
10. www.ujeans.com Jeans MBG 110 € 
11. www.z2jeansco.com Jeans 7 days MBG 100 € 
12. www.smart-
jeans.com 
Jeans No MBG or other guarantees 75 € 
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totally bespoke. From the short list of companies which offer female MC garments, the 
majority of products are MC dress shirts and jeans. Of twelve companies, just two offer 
a full money-back guarantee. Five companies just offer some sort of guarantees such as 
satisfaction and/or perfect fit guarantees. These guarantees state that if the garment they 
order is not a perfect fit, they will bear the expense of altering or fabricating a new 
garment free of any additional charge. Five of the twelve MC companies offer no 
guarantees at all.  
 
2.6.2.5 Return Rate of MC Products  
When trying to find some figures with reference to the return rates of customised goods, 
the only information found on the internet was about Spreadshirt. Spreadshirt is a 
company offering customised T-Shirts. Although this type of product was excluded from 
our list, it is regarded as an interesting case and also the only data found regarding return 
rates in an MC environment. Therefore, the case of Spreadshirt and its figures are 
represented here. 
According to Spreadshirt (2012), its rate of returns is 1.9%, whereas 16% of all returns 
are related to production errors. The company claims that the other 84% result from a fair 
return policy. Here, Spreadshirt explains that 29% are due to wrong size (too small), 13% 
are due to wrong size (too big), 3% result from misspellings, and 39% are other goodwill 
reasons. One interesting finding was that women complain twice as much as men. The 
company further explains that women often estimate their size as too small and state this 
reason in 80% of all complaint cases. The global manager of customer service at 
Spreadshirt claims that "whether a customer sends back a product will not be decided 
when he holds the product in his hands. What is relevant is which expectations will be set 
during his purchase". Although Spreadshirt offers its customer a 30-day full money-back 
guarantee, they stress on their website that "Every product ordered at Spreadshirt is 
created just for you. Because they are custom made, returned goods cannot be resold and 
are either donated or thrown away" (Spreadshirt, 2013, p.1). With that statement, the 
company tries to sensitise the clients to make an aware purchase instead of advertising 
with "buy and try" (Spreadshirt, 2012).    
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Discussion - MBGs for MC garments: 
Past research has proven that MBGs (money-back guarantees) have a positive influence 
on the purchase intention of customers (Dellaert and Dabholkar, 2009; Sullivan, 2009; 
Wood, 2001). In normal e-commerce, companies can increase the price of the goods to 
cover the cost of returns (Heiman et al., 2001). According to Fruchter and Gerstner 
(1999), offering MBGs increases the clients’ willingness to pay a premium price.  This is 
supported by Suwelack et al. (2011) who analysed the effects of MBGs on customers` 
willingness to pay (WTP) through risk perception and emotions based on equity theory. 
The authors found that offering MBG will increase customers’ willingness to pay by 
influencing their perceived risk and emotions. Their argumentation relies on the equity 
theory which believes that "fairness perceptions arise when exchange partners believe 
that the ratios of what they invest or sacrifice relative to what they receive (i.e. their cost–
benefit ratios) are equal across partners" (Suwelack et al., 2011, p.464). The authors 
further argue that since money-back guarantees lower consumers’ risk perception, the 
cost side of the customers’ cost-benefit ratio declines. Additionally, the benefit side of 
the ratio grows since the MBG generates a positive emotional response. Further, taking 
the case where the sales price of a product stays unchanged, the customer’s cost-benefit 
ratio increases, in contrast to a situation where no MBG is offered. Thus, a price premium 
up to a certain degree which equalises the cost-benefit ratio of both parties seems to be 
fair. Suwelack et al. (2011) conclude that a MBG lowers a customer’s perceived risk and 
consequently, he might be willing to accept a price premium when a MBG is being 
offered. However, offering a MBG for customised garments is riskier, since these 
products are often not just made to the customer's specifications regarding the colour, but 
also regarding the size and fit (bespoke). This makes a resale of customised garments 
from the company perspective more difficult or almost impossible. Therefore, mass-
customised products are harder to return than mass-produced equivalents (Piller, 2003). 
Nevertheless, Bauer et al. (2009) support the argumentation that guarantees such as 
exchange guarantees are necessary since otherwise customers would perceive the 
purchasing of mass customised goods to be of high risk. This might represent a problem 
though, because most companies in our list are small firms, and they might not be 
able/willing to offer MBGs because they suspect that some consumers will purchase a 
product with the intention of just trying it on and/or using it for a certain time before 
sending the product back to receive a full refund. In other words, MBGs might mislead 
the customers into a "buy and try" attitude with no real intention to keep the product. 
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Money-Back Guarantees and the Influence on Consumers’ Perceived Risk 
While searching the literature on MBGs and perceived risk, research papers were found 
claiming a correlation between MBGs, product quality, risk and purchase intention 
(Boulding and Kirmani, 1993; Vieth, 2008; Van den Poel and Leunis, 1999). 
Thus, Boulding and Kirmani (1993) found that MBGs signal quality of a product, Vieth 
(2008) revealed that MBGs have an indirect influence on a customer’s purchase intention 
and a study by Van den Poel and Leunis (1999) demonstrate that a MBG is an important 
tool to decrease customers´ risk perception.   
 
Horton (1976) defines performance risk as the likelihood that a product will actually 
perform below expectations. Research results have proven that MBGs can enhance a 
customer’s perceived quality (Boulding and Kirmani, 1993). A MBGs represents a 
promise by the seller to refund the sales price when the product does not meet the 
expectations of a customer (Davis et al., 1995).  
 
Hence, this guarantee entails a self-imposed punishment for bad performance, meaning it 
would be economically imprudent for companies producing low quality goods to offer a 
MBG since they would carry increased return costs (Kirmani and Rao, 2000 cited in 
Suwelack et al., 2011). Therefore, Bearden and Shimp (1982) claim that higher perceived 
quality of a product helps to decrease the risk to a customer concerning whether a product 
will perform as expected. In other words, sellers offering MBGs communicate high 
product quality and this in turn lowers performance risk perception (Suwelack et al., 
2011). Further, MBGs also have an influence on financial risk. This type rof isk is viewed 
as the potential financial loss which consumers associate with a purchase, including the 
likelihood that the items purchased need to be fixed or exchanged (Horton, 1976). 
Suwelack et al. (2011) argue that offering MBGs communicates high product quality, and 
therefore product repairs are improbable/not necessary, and this lowers the perceived 
financial risk.  And even if the customer is not satisfied with the product, he can return 
the item and receive a full refund. This ensures that the consumer does not suffer a 
financial loss (Suwelack et al., 2011). Since no research and/or real case example has 
proven that MBGs reduce the risk perceptions of customers for online MC garments, nor 
that MBGs increase consumers` purchase intention, the following hypothesis will be 
tested in this research:  
 
63 
 
H3: When no money-back guarantee is present, consumers’ risk perceptions will increase. 
 
2.6.3 The Co-Design Process  
"Customers generally do not look for choice per se; they only want the product 
alternatives that exactly fulfil their requirements" (Blecker and Nizar, 2006, p.14). 
 
2.6.3.1 Definition of the Co-Design Process  
The main characteristic of mass customisation is the process of interaction between the 
consumer and the company, where the client defines his requirements and desires with 
regard to a product. The client is thereby included into the value creation of the client 
(Franke and Piller, 2003). Wikström (1996) explains that customers now take over tasks 
that were regarded as duties of the companies.  
 
During the configuration, the customer designs a product to his specification and becomes 
a co-designer. According to Franke and Piller (2003), the mass customisation process 
enables consumers to realise their desired product specifications by designing their own 
product. Whether the co-designing process is online or offline, computer-aided design 
software is an enabler and of importance (Merle et al., 2008; Franke and Piller, 2003). 
Toolkits for user innovation, also called “configurators, co-design-toolkits, choice boards, 
design systems, platforms, or codesign-platforms (Rogoll and Piller, 2004, p.3) enable 
customers to customise a product via iterative trial-and-error and show instantly the 
customised design of the product (von Hippel, 2001; von Hippel and Katz, 2002).  
 
2.6.3.2 Value of the Co-Design Process  
The co-designing process is viewed as a special shopping experience since it comprises 
a customer’s experience during their visit to a shop, with or without a purchase (Merle et 
al., 2008). However, the authors claim that the experience compared to the standard 
shopping experience is different, since the client is actively, mentally and physically 
engaged in the design of the products they can later buy. Therefore, a number of authors 
believe that the co-designing process has incremented value (Merle et al., 2008; Schreier, 
2006; Fiore et al., 2004; Broekhuizen and Alsem, 2002). Schreier (2006) explains the 
value increment with four types of benefits the customer may perceive. First, the author 
believes that self-designed products in comparison to standard products are a better fit to 
his individual needs (functional benefit). Second, these products will be perceived as 
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more unique by the user (perceived uniqueness). Additionally, Schreier (2006) assumes 
that there is some kind of `do it yourself effect`. Third, the process of designing a product 
might also imply additional benefits to the consumer, which may influence the perceived 
value created (process benefit). Here, for example, the customer might enjoy the process 
of designing his own product.  The fourth type of benefit concerns the `pride of 
authorship` effect. Here, the customer might value the self-designed product more highly 
and feels a sense of pride which, in turn, increases the value.    
 
2.6.3.3 Risk in the Co-Design Process  
The Co-Design process is viewed as a prerequisite of mass customisation to satisfy the 
requirements of each customer (Piller et al., 2005). Although the co-designing process 
has many upsides and might lead to a value increment, it might on the other hand also 
result in an uncertain and risky purchasing situation that might discourage the client from 
co-designing his product (Piller at al., 2005). The authors explain that these co-design 
activities cause complexity and risk, and require effort from the view of a customer. This 
situation is called "mass confusion" by Pine (cited in Teresko, 1994) and represents the 
main barrier for customers caused by the co-designing process. Piller et al. (2005) 
consider mass confusion as a major explanation of why this concept finds low adoption 
in the business environment. Based on a literature search, Piller at al. (2004) identified 
three categories of problems during the interaction process, which represent the origin of 
mass confusion from the customers’ perspective.  
 
1. Burden of choice  
Past research studies have found that too many options can cause the consumer perceived 
complexity (Moon et al., 2013; Franke and Piller, 2004; Kamali and Loker, 2002). Piller 
et al. (2005) explain that consumers might feel overstrained by the number of options 
offered in the configuration process. They state the following example: "Everyone who 
has experienced decision situations in the face of numerous choices – e.g. in a Chinese 
restaurant facing a menu with 500 meals – knows that to equate a high number of options 
with high customer satisfaction would be starry-eyed optimism” (Piller et al., 2005, p.9). 
Hence, the excessive numbers of options may lead to an overload of information (von 
Neumann, 1995), since a person’s ability to process information is restricted (Miller, 
1956). Consequently, when the co-designing process takes too long, customers may feel 
an increasing uncertainty and end their purchase (Blecker and Nizar, 2006).  
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2. Matching needs with product specifications  
Besides the excess variety, consumers might also not be able to specify and define their 
needs to make a "fitting" selection and transform their specifications into a product (Piller 
et al., 2005). Thus the authors explain that even a basic product like sneakers might 
become complex when a customer has to choose between various shoe widths, padding 
alternatives for the inner sole, designs for the outer sole and colours. Customer surveys 
by miAdidias and American Eagle support this statement. For example, miAdidas 
consumers state that they are uncertain if they have selected the right options. American 
Eagle´s customers are unsure if they have selected the options that fit the latest fashion 
trend (Piller et al., 2005). This is also confirmed by the research of Anderson-Connell et 
al. (2002) who revealed that participants of their focus group are uncertain about their 
ability to act as a designer.       
 
From the discussion, it is possible to conclude that consumers might lack the know-how 
and skills to specify their own product requirements. This in turn leads to the fact that 
consumers are unsure whether they have chosen the right product specification. A fear 
arises that the product might fail to meet their expectations. This leads to the following 
hypothesis: 
 
H4: Customers who have the knowledge and skills to co-design a product will perceive 
lower performance risk. 
 
3. Information gap regarding the behaviour of the manufacturer  
Many customers have never used this kind of offering and are hence unfamiliar with the 
process (Piller, 2004). Piller et al. (2005) state that the consumer purchases a product he 
has never seen. Further, the delivery of an MC product will most probably take a longer 
time, and if it does not meet the customer’s expectations, it is more difficult to return. 
Ordering a product which a customer has never seen is not new nowadays, and common 
for online shopping. However, the fact that delivery time takes longer and returns are 
more complicated or even impossible are two new burdens customers have to accept in 
most purchase situations of MC goods. Since delivery time and money-back guarantees 
need further discussion, these topics will be discussed as separate factors in the following 
sections. Regarding the time spent designing a product, Urban and von Hippel (1988) 
claim that the more customers expect to gain added value from a new product, the higher 
66 
 
the willingness to spend time finding a suitable solution. A study by Bardakci and 
Whitelock (2004) supports this and found that users are willing to spend time co-
designing high involvement goods such as garments and automobiles. From this, the 
following hypothesis is developed:   
 
H5: The more a consumer is willing to spend time specifying his product requirements, 
the lower is his perceived risk. 
 
2.6.4 Longer Delivery  
Past studies have found that delivery time in e-commerce represents an important 
criterion for customers (Vahrenkamp, 2005). Online customers are impatient (Kliesch, 
1999) and will even choose an upgraded shipping method to shorten the shipping time 
(Vahrenkamp, 2005). According to Naiyi (2004), consumers are not willing to wait a long 
period of time for the ordered product to be delivered. The author claims that a longer 
waiting time for delivery will influence the customer in a way that he loses interest, and 
his willingness to purchase a product will decrease. According to Vahrenkamp (2005), 
rapid delivery is common practice and a two-day delivery time is considered to be 
acceptable. The delivery of mass customised products, however, takes longer.  Dellaert 
and Dabholkar (2009) explain that MC goods are produced after the order has been 
received, thus the delivery time usually increases in comparison to off-the-shelf products. 
The authors give the example of www.landsend.com where MC clothing possesses a 
delivery time of 3-4 weeks in comparison to standard garments which have a delivery 
time of less than a week.     
 
The authors stress that research is needed to analyse if customers are willing to wait till 
the mass customised item is manufactured and whether customers are prepared to wait 
(Piller, 2004; Bardakci and Whitelock, 2003). Bardakci and Whitelock (2003) claim that 
a customer is `ready` for MC goods only if he accepts having to wait to receive his 
product. In an experimental study, Kamali and Locker (2002) asked participants about 
the amount of time they would accept for a delivery of their customised apparel product. 
The results suggest that a delivery time of up to two weeks is acceptable for mass 
customised garments. 
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From the preceding discussion, it is possible to assume that customers would accept a 
waiting time of two weeks for their products to arrive. Hence, a two-week delivery time 
has no negative impact on the perceived (time) risk and on customers´ purchase intention. 
 
H6: A delivery time of up to two weeks has no effect on the perceived risk of customers. 
 
2.7 Trust 
"Trust is a defining feature of most economic and social interactions in which uncertainty 
is present" (Pavlou, 2003, p.74). 
 
2.7.1 Trust Definition  
There exists no generally accepted definition of trust, so different authors use different 
definitions. However, there is a consensus that trust only prevails in uncertain and risky 
situations (Pavlou, 2003). A popular definition is formulated by Mayer et al. (1995, p.712) 
who claim that trust is “…the willingness of a party to be vulnerable to the actions of 
another party based on the expectation that the other will perform a particular action 
important to the trustor, irrespective of the ability to monitor or control that other party.” 
This definition is supported by Plank et al., (1999) who claim that trust is regarded as a 
buyer’s belief that the salesperson, product and company will keep its promises as 
understood by the buyer. When it comes to electronic commerce, trust becomes an even 
more crucial factor than in traditional commerce, since all online transactions do not just 
possess uncertainty but further anonymity, lack of control, and potential opportunism 
(Khosrow-Pour, 2006).  
 
2.7.2 Reasons for Applying Trust Theory  
Generally, all interactions presume some level of trust, especially those carried out in an 
uncertain environment such as online (Pavlou, 2003, Grabner-Kräuter and Kaluscha, 
2003).  Pavlou (2003) regards trust as a critical aspect that has an effect on a customer’s 
behaviour and is of high importance in uncertain settings, such as in online shopping. 
This is supported by Grabner-Kräuter and Kaluscha (2003), who stress that trust 
represents a crucial factor in numerous uncertain interactions. The authors explain that 
online shopping is not only uncertain, but contains anonymity, absence of control and 
potential opportunism, which stresses the significance of risk and trust in e-commerce. 
For example, most of the time in online transactions, the exchange of money and goods 
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are not simultaneous and customers need to share personal and financial information. 
Since a consumer is not able to personally inspect the product and since he has no 
influence over what the seller will do with his information, he will aim to decrease the 
uncertainty by applying mental shortcuts like trust (Kräuter and Kaluscha, 2003). 
Therefore, the absence of trust has often been cited as a major factor why consumers do 
not participate in online shopping (Pavlou, 2003, Lee and Turban, 2001). Hence, one can 
conclude that trust is a crucial factor in e-commerce because online shopping possesses a 
high degree of uncertainty.  
 
Past research has analysed the concept of trust in electronic commerce, investigating 
different aspects of this multi-dimensional construct. Jarvenpaa and Tractinsky (2000) 
provided evidence in an empirical study that trust has an influence on the purchase 
intention of customers. And Keen (1999) argues that trust is the basis of e-commerce.  
Thus one can conclude that understanding, developing and maintaining customers’ trust 
in an online setting is a crucial factor for any online commerce (Pavlou, 2003; Kräuter 
and Kaluscha, 2003).  
 
2.8 Trust Antecedents in Online Mass Customisation  
For this research, the conceptual framework of trust is based on the scales developed by 
Doney and Cannon (1997) which were later also applied by Jarvenpaa et al. (2000). The 
authors argue that in industrial marketing, to foster trust, the vendor needs to dedicate 
resources for the relationship, and a regular interaction between the consumer and a 
representative of the company needs to be made. However, when it comes to online 
commerce, there is rarely interaction between the buyer and seller. Hence, the consumer 
relies on the interpersonal frontend of an online shop and a customer’s trust in an online 
shop can be conceptualised as the buyers trust directly in the online shop (Jarvenpaa et 
al., 2000). Two factors which have been mainly cited as factors fostering consumers’ trust 
are perceived reputation and perceived size (Jarvenpaa et al., 2000; Ganesan 1994; Doney 
and Cannon, 1997). The following two sections discuss the topic of "perceived 
reputation" and "perceived size" in more detail and develop the hypotheses.  
 
2.8.1 Perceived Reputation  
Doney and Cannon (1997) define reputation as the degree to which a consumer is 
convinced that the vendor is truthful and cares about its clients. Chiles and McMackin 
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(1996) claim that reputation represents an important advantage and Jarvenpaa et al. 
(2000) explain that companies generally aim to prevent negative reputation. To create a 
good reputation, companies need to allocate resources and invest in the relation with their 
customers. Hence, the better the company's reputation, the higher the customer’s 
perceived trustworthiness of that company (Jarvenpaa et al. 2000). A representable real 
life case for this is the online store Reflect.com. This company was a subsidiary of Proctor 
& Gamble and had to close its business in 2005. Reflect.com offered customised 
cosmetics online and was regarded as one of the most promising business opportunities 
in the mass customisation field from 1990 - 2005. One of Proctor & Gamble´s main 
lessons learnt was that it would have been advisable to combine customisation with an 
already popular brand name in order to foster consumers’ trust to buy MC offerings - 
since such purchases still represent a new experience for most customers (Piller, 2005). 
From this discussion it is possible to formulate the following hypothesis (which is based 
on the hypothesis of Jarvenpaa et al., 2000, p.48): 
 
H7: “A consumer's trust in an Internet store is positively related to the store´s perceived 
reputation.” 
 
2.8.2 Perceived Size  
In the literature, it is stated that a store's size helps the consumer to form an opinion with 
reference to the store's trustworthiness. It is argued that a large company must have 
allocated significant resources in its organisation and therefore it is perceived by the 
customer to have a lot to lose by treating the customer in a dubious manner.  Therefore, 
the literature suggests that the larger the company, the more consumers perceive it as 
trustworthy, aiming to fulfil its promises. Therefore, it is important for companies to form 
the perception of a consumer regarding the size of a store, rather than communicating the 
actual size of the shop (Jarvenpaa et al., 2000). Based on this discussion, the focus in this 
study lies on the consumer’s perception of the store's size, and it is aimed to analyse how 
the perceived size influences customers’ trust in a store. Thus, the following hypothesis 
can be formulated (which is based on the hypothesis of Jarvenpaa et al., 2000, p.48): 
 
H8: “A consumer's trust in an Internet store is positively related to the store’s perceived 
size.” 
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2.9 Risk and Trust in Online Mass Customisation  
According to Piller (2005), one reason why mass customisation is not there yet might be 
that potential consumers encounter certain risks arising in the co-designing process, of 
which providers of these offerings might not be aware. Further, the author explains that 
not all risks can be minimised by signalling activities like offering return policies or a 
customer hotline, hence trust needs to be fostered. Piller (2005) argues that mass 
customisation research could profit from the extensive literature on trust, where related 
topics have been analysed for decades. The author concludes that based on his 
observation, there exist only a very limited number of MC companies that introduced 
trust building measures. And this in turn discourages customers from buying this kind of 
product. The preceding discussion has highlighted the importance of trust in electronic 
commerce. However, as stated by many authors, trust only exists in uncertain and risky 
situations. Thus Mayer et al. (1995) claim that trust is only required in risky situations. 
Mitchell (1999) also stresses that the theory of trust is closely connected to the theory of 
risk. Other authors also support the argument that trust is linked to risk (McAllister, 1995) 
and that trust reduces consumers’ perceived risk (Ganesan, 1994). 
 
From this discussion the following hypothesis can be developed (which is based on the 
hypothesis of Jarvenpaa et al., 2000, p.50). 
 
H9: “Higher consumer trust towards an Internet store will reduce the perceived risks 
associated with buying from that store.” 
 
2.10 Research Model and Summary of the Hypotheses  
In order to map the conceptual model for analysing how perceived risk, trust and the 
intention to purchase online MC female apparel are related, the model of Jarvenpaa et al. 
(2000) was applied and adapted. In this model, a customer´s attitude towards an online 
shop influences positively his willingness to purchase whereas a customer's risk 
perception has negative influence on his purchase intention. 
The authors argue that consumers are less willing to purchase from a store that fails to 
foster a sense of trust. Additionally, a store that is perceived as high risk lowers 
consumers’ willingness to purchase. Further, this model suggests that risk perception also 
has a negative influence on consumers’ attitudes. In turn, attitude and risk perception are 
influenced by the seller’s ability to foster trust. Higher trust thus generates more 
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favourable attitudes towards buying at that store and lowers consumers’ risk perception. 
The model further proposes that the customers´ perceived size and the perceived 
reputation of a shop have positive influence on trust in an online stop. The internet 
consumer trust model by Jarvenpaa et al. (2000) is presented in Figure 2.1 below. 
 
Figure 2.1: The Internet Consumer Trust Model 
 
Source: Jarvenpaa et al. (2000, p.47) 
 
Based on the model by Jarvenpaa et al. (2000) and the preceding literature review in 
chapter two, the following research model for consumer perceived risk and trust in an 
internet store for customised women’s apparel can be constructed (see Figure 2.2 below). 
Here, the online purchasing behaviour based on the intention to purchase customised 
apparel online is explored. Similarly to the model of Jarvenpaa et al. (2000), a consumer's 
intention to purchase is negatively influenced by the consumer's overall perceived risk. 
In the next step, however, our model differs here from the model developed by Jarvenpaa 
et al. (2000). It is suggested here that overall perceived risk is influenced by the following 
factors: price premium, the absence of a money-back guarantee, the co-designing process 
(ability and time) and the longer delivery time. This assumption is based on our literature 
review and guided by our overall aim of this study to reveal the risk antecedents for online 
shopping of MC female apparel. Following this, overall perceived risk is affected by a 
consumer's trust in the online store, which was also suggested in the model by Jarvenpaa 
et al. (2000). Further, the antecedents which affect consumers’ trust are perceived 
reputation and size, which has also been stated by Jarvenpaa et al. (2000). 
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Figure 2.2: Research Model of Consumer Perceived Risk and Trust in an Online Store for MC 
Female Garments 
 
Source: present author (2014) 
 
2.11 Chapter Summary  
Based on an exhaustive literature review, price premium, the absence of a MBG, the co-
design process (ability and time) and the longer delivery time were identified as important 
risk antecedents. Further, perceived reputation and perceived size were revealed as 
antecedents of perceived trust. Based on these findings, the following nine research 
hypotheses were developed (see. Table 2.13 below). 
 
Table 2.13: Summary of the Developed Hypothesis 
 
Source: present author (2014)  
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Chapter 3: Research Methodology 
3.1 Introduction 
This chapter aims to provide a rationale behind the research approach taken and the 
applied methodology. It presents definitions, compares different approaches and explains 
the methods applied to test the hypotheses developed in the previous chapters of this 
thesis. This chapter closes with a summary of the research design set for this study. 
 
3.2 Research Ethics 
In order to protect the well-being and interests of participants, researchers should ensure 
the anonymity and confidentiality of respondents. Confidentiality implies that while 
certain responses can be traced back to a certain participant, assurance is given not to 
make it public. Anonymity, on the other hand, means that it is not possible to trace back 
a certain answer to a respondent (McGivern, 2008). However, it is also possible to 
conduct research without promising either anonymity or confidentiality, though this can 
only be done with the approval of the respondent and the data obtained can only be used 
for the purpose stated. Thus, the researcher collecting the data must be transparent about 
the purpose of the study, the end use of the data and whether anonymity or confidentiality 
is promised or not (McGivern, 2008). With reference to this research, it incorporated 
ethical guidelines which ensured the quality of data obtained. Thus, participants’ answers 
were anonymous and could not be traced back to a certain respondent.   Further, in the 
introduction to the survey, participants were informed about the purpose of this research 
(doctoral thesis), that all information is anonymous, confidential, and the passing on of 
information to third parties is excluded. 
 
3.3 Justification of Research Paradigm 
This section discusses the various research paradigms. A research paradigm is the 
underlying belief or worldview that guides the researcher with reference to the method as 
well as to the ontology and epistemology (Guba and Lincoln, 1994).  
According to Cryer (2006), all research needs to choose a suitable philosophical and 
methodological framework. Due to the fact that all such frameworks have limitations, it 
is important to choose the most suitable one which suits the objectives and questions of 
the research while declining others even though they might possess some salience. 
Therefore, Cryer (2006) stresses not only arguing for choosing a particular one, but also 
stating reasons why others are regarded as unsuitable for the research. When reviewing 
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the literature, it became obvious that there are different perspectives on research 
paradigms and methodologies. Authors debate the actual number of existing research 
paradigms and have different opinions about what are the present paradigms of inquiry 
(Annells, 1996). According to Annells (1996), the most frequently cited classification is 
the one developed by Guba and Lincoln (1994). They claim that research can be 
conducted within four main research paradigms, namely positivism, postpositivism, 
critical theory, and constructivism. As stated by Guba and Lincoln (1994), these research 
paradigms can be differentiated based on answering the following epistemological, 
ontological and methodological questions. Epistemology wants to know “how we know 
the world” and “what the relationship is between the inquirer and the known” (Denzin 
and Lincoln, 2000, p.157). Ontology, in turn, is concerned about the nature of reality. 
Methodology, on the other hand, is concerned with the best technique for gathering data 
about the world. Hence, the answer to the epistemological questions depends on the 
answer to the ontological question, and the reply to the methodological questions relies 
on the outcome of the preceding questions (Guba and Lincoln, 1994). 
 
The following section outlines the main paradigms by reviewing the epistemological, 
ontological and methodological questions behind each paradigm. Reasons for denying a 
paradigm and choosing the most suitable paradigm for this research are given after each 
definition. 
     
3.3.1 Positivism  
"Positivists assume that natural and social sciences measure independent facts about a 
single apprehensible reality composed of discrete elements whose nature can be known 
and categorised” (Perry et al., 1999, p.16). Choosing this paradigm, researchers develop 
hypotheses which are empirically tested within a controlled environment (Guba and 
Lincoln, 1994). Hence, it focuses on quantifiable phenomena which can be analysed 
statistically (Remenyi et al., 1998). Further, positivist research maintains minimal 
interaction by the researcher and usually relies on a deductive approach. Generally, 
positivists want their results to be generalisable to a whole population and follow 
primarily a quantitative approach (Wilson, 2010). Mainly surveys, experiments and quasi 
experiments are used to gain data (Denzin and Lincoln, 2011) and probability sampling 
is applied (Remenyi et al., 1998). Thus, a positivistic paradigm assumes a realist ontology 
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and objective epistemologies, and works mainly with quantitative data (Denzin and 
Lincoln, 2011; Annells, 1996). 
 
Based on the research problem of this thesis “customers simply do not buy MC offerings 
online”, three research questions have been developed: 
1. Why do customers not buy MC apparel online? 
2. What are the factors influencing customers’ purchase intention when buying MC 
apparel online?  
3. And what should LIMBERRY do next? 
In order to answer these research questions and to guide the research, certain research 
objectives are formulated. Thus, the objectives of this research are to identify antecedents 
of customer perceived risk and customer perceived trust when purchasing MC apparel 
online and to reveal how these factors, including purchase intention, correlate with each 
other. In traditional online commerce, past researched has analysed perceived risk with 
purchase intention (Jarvenpaa et al., 2000, Featherman and Pavlou, 2003) and perceived 
trust with purchased intention (Grabner-Kräuter and Kaluscha, 2003; Mitchell, 1999). 
Thus, it is aimed to analyse risk, trust and the intention to purchase in an online MC 
setting. Based on the findings, an own research model will be developed to test and 
analyse these factors and to achieve the research objectives. 
 
Thus, as a starting point, the existing literature on risk, trust and purchase intention will 
be reviewed and suitable existing theories identified. Based on the theories of risk, trust, 
purchase intention and all identified antecedents, certain hypotheses will be developed. 
In research there exist two approaches of reasoning - inductive and deductive. An 
inductive approach starts with identifying patterns in data and building theories from this 
observation (Hair et al., 2011). This research, however, builds on existing theories related 
to the research and formulates hypotheses. Formulating hypotheses (Guba and Lincoln, 
1994) and following a deductive approach (Wilson, 2010) are typical for a positivistic 
paradigm.  
 
Since numerous researchers lament that past research on MC can only be generalised to 
a limited extent (Anderson-Connell et al., 2002, Kamali and Loker, 2002; Lee et al., 2002; 
Ulrich, et al., 2003), this study aims to overcome this limitation by generating results that 
are not just applicable to LIMBERRY but also generalisable to other online MC fashion 
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businesses. Further, in order to answer the research question “What should LIMBERRY 
do next?”, a large number of customer responses is required.  
Thus, to obtain results that are generalisable and to be able to give LIMBERRY certain 
advice, this study uses real customers as test subjects and follows a quantitative approach. 
Practically speaking, to obtain data, an online survey on the LIMBERRY page will be 
displayed and each visitor will be asked to participate. This is in line with a positivistic 
approach which uses probability sampling (Remenyi et al. 1998) and quantitative data, 
and produces generalisable results (Wilson, 2010). And since LIMBERRY is an online 
shop, the survey will also be displayed online whereby the researcher’s interference is 
minimal, which is also common for a positivistic approach (Wilson, 2010).  
 
In a final step, the developed hypotheses will be statistically analysed to ensure their 
generalisability, which represents also a positivistic approach.  
 
Besides these arguments for a positivistic paradigm, past studies about MC (e.g. Fiore et 
al., 2004, Kang, 2008; Cho and Fiorito, 2009; Kang and Kim, 2012) have also conducted 
quantitative research, which indicates a positivistic approach (see also section 2.3). 
 
Table 3.1 below presents the characteristics that are common in a positivistic approach 
and that are applied in this thesis. 
Table 3.1: Characteristics of the Positivist View in this Study 
This research: Source 
follows a quantitative approach Denzin and Lincoln, 2011 
aims to obtain generalisable results Wilson, 2010 
formulates hypotheses Guba and Lincoln, 1994 
follows a deductive approach Wilson, 2010 
applies probability sampling Remenyi et al., 1998 
has minimal researcher interference Denzin and Lincoln, 2011 
Source: present author (2015) 
 
Based on the preceding discussion, the positivistic paradigm is considered to be the most 
suitable approach for this study. Summarising, one can say that the above-mentioned 
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characteristics of the positivistic approach are congruent with the proceedings of this 
research which are required to achieve the research objectives. 
 
3.3.2 Postpositivism 
The postpositivistic paradigm is said to have developed due to the criticism of the 
positivistic paradigm. Similar to positivists, postpositivists believe in a single reality; 
however, they acknowledge that it is impossible to fully know reality due to human 
beings’ sensory and intellectual limitations (Guba, 1990). This represents a critical 
realism ontology. Further, postpositivists also intend to predict and explain phenomena. 
They aim to be objective, neutral and ensure that the results suit the existing knowledge. 
However, in contract to positivists, they acknowledge that it is not possible for a 
researcher to be fully objective and aim to state any predisposition that may influence 
their objectivity, which represents a modified objectivistic epistemology (Guba, 1990). 
The methodology of the postpositivistic paradigm is modified experimental/ manipulative 
and applies modified experimental research and hypotheses falsification. Further, it uses 
more qualitative data and relies more on grounded theory (Denzin and Lincoln, 2011; 
Guba, 1990). 
 
The postpositivsm paradigm is not considered as most appropriate for this research since 
it uses quantitative and qualitative data, while this present research is exclusively 
quantitative in nature. Further, postpositivists apply modified experiments, modified 
experimental research and hypotheses falsification. This study, however, aims to test 
hypotheses. 
 
3.3.3 Critical Theory 
Guba and Lincoln (1994, p.113) state that the aim of the critical theory paradigm “is the 
critique and transformation of the social, political, cultural, economic, ethnic and gender 
structures that constrain and exploit humankind, by engagement in confrontation, even 
conflict”. Hence, this paradigm aims not solely to comprehend society but to criticise, 
change and create a new reality. The authors Guba and Lincoln (1994) further explain 
that this paradigm follows a historical realism where a virtual reality, created by a number 
of values over time, can be understood but only for practical purposes. Epistemologically, 
critical theory assumes that "what counts as worthwhile knowledge is determined by the 
social and positional power of the advocates of the knowledge" (Cohen et al., 2007, p.27). 
78 
 
Additionally, Perry et al. (1999) claim that studies within the paradigm of critical theory 
are frequently long-term research studies interested in studying people and culture or 
historic studies about structures and processes of companies. They further state that 
Marxists, feminists and action researchers are examples of a critical theory approach.  
 
The critical theory paradigm is not regarded as a suitable paradigm since this present 
study is neither long-term, nor does it attempt to study ethnographic or historical 
processes and structures. Further, critical theory aims to bring change; however, the 
objective of this study is not to bring change but to better comprehend the risk factors and 
trust of a MC online shopping site - thus analysing an actual state.  
 
3.3.4 Constructivism  
Constructivists assert that there is no objective reality. They believe “that realities are 
social constructions of the mind, and that there exist as many such constructions as there 
are individuals” (Guba and Lincoln, 1989, p.43).  In other words, the constructivistic 
paradigm believes that there are multiple realities. Regarding the epistemology, 
constructivists assume a subjective interrelation between participant and researchers. 
Additionally, researchers within this paradigm recognise that their own experiences 
influence their interpretation (Creswell, 2003). Further, constructivists rely on a 
methodology which is called pattern theories or grounded theory. And words like 
"credibility, transferability, dependability, and confirmability replace the usual positivist 
criteria of internal and external validity, reliability, and objectivity" (Denzin and Lincoln, 
2011, p.13).    
 
There are a number of reasons why the constructivistic reality is not considered to be 
suitable for this research. First, this present research believes - in contrast to 
constructivism - that there exists an objective reality. Additionally, it is believed that the 
researcher’s interaction in this research is minimal, which is oppositional to 
constructivists, who assume that researchers influence participants. Finally, this paradigm 
is mainly qualitative while the present study follows a quantitative approach. 
 
3.4 Justification of Research Methodology 
In the previous section, the positivistic approach has been selected as the most suitable 
paradigm for this study. Thus in the next step the most appropriate methodology to 
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conduct this study needs to be selected. According to Hakim (2000), research 
methodology can be grouped into two basic approaches - quantitative and qualitative.  
  
In order to get a deeper understanding of the two methods, this section starts with a 
summary of their historical development. Thereafter, a review of each research 
methodology is presented. The aim of the subsequent paragraph is to review the research 
methodologies: a) qualitative, b) quantitative and c) mixed method, and to select the most 
appropriate method for this research. 
 
3.4.1 Research Methodology Development 
According to Newman and Benz (1998), during the 1940s and 1950s, the quantitative 
approach prevailed in social science and educational research. Behaviourists and 
organisational theorists applied mainly empirical fact gathering and hypothesis testing 
when researching educational and social topics. In the mid-1960s, quantitative research 
still dominated; however, a scepticism arose towards the logical positivism, and the gap 
between social systems and mathematical logic grew. Subsequently, new epistemologies 
arose which, for example, acknowledged the value laden nature of human social 
interactions. Newman and Benz (1998) claim that people started believing that humans 
build reality for themselves, that knowledge itself is transferred in social ways and that 
there are questions concerning the tenability of applying natural science methodology to 
these extensive human dynamics. In 1962, in The Structure of Scientific Revolution, 
Thomas Kuhn investigated the change in the prevailing research paradigm. His study of 
methodology led him to leave physics and convinced him that contradicting paradigms 
emerge chronologically when the prevailing one no longer helps the needs of the scientific 
researcher. Until the mid-1980s, the quantitative approach dominated in social science 
and education. At this time, society was experiencing radical changes and some started 
to doubt the positivists’ approach in explaining human organisational and social 
phenomena. Further, education was shifting to a more complex context. As a 
consequence, graduate programmes conducting educational and social research focused 
on the qualitative approach. A discussion started where some argued that qualitative 
research is the only way to "truth" and others believed that only with quantitative research 
can we have confidence in our knowledge base (Newman and Benz, 1998). Many 
researchers participated in this discussion and different views emerged. Johnson and 
Onwuegbuzie (2004) noticed that many researchers are convinced that quantitative and 
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qualitative paradigms should not be mixed. On the other hand, researchers like 
Gummesson (2003, p.486) stressed that by making a “difference between quantitative and 
qualitative research, a red herring is introduced, and our attention is taken away from the 
real issue, namely the choice of research methodology and techniques that support access 
and validity”. Other researchers, in turn, stress combining both quantitative and 
qualitative research, also called the mixed methods approach (Creswell, 2003; Johnson 
and Onwuegbuzie, 2004).  
 
3.4.2 Quantitative Research 
Quantitative research is a positivistic approach (Guba and Lincoln, 1994) which aims to 
maximise objectivity, replicability and generalisability of findings. Often, quantitative 
research is interested in prediction (Harwell, 2011). The name already reveals that the 
main concept behind quantitative research is quantity.  Jackson (1995, p.13) states: 
"Quantitative research seeks to quantify, or reflect with numbers, observations about 
human behaviour. It emphasises precise measurement, the testing of hypotheses … and a 
statistical analysis of the data”. It is therefore suitable for studying a large number of 
participants (Johnson and Onwuegbuzie, 2004). According to Harwell (2011), one 
underlying basic belief of this method is that the researcher abandons his perceptions, 
experiences and biases in order to ensure objectivity during the execution of the study 
and when drawing conclusions. Further, reliance on probability theory in order to test 
statistical hypotheses that correlate to the research questions is commonly applied. 
Quantitative research usually follows a deductive approach and believes that there exists 
a single truth which is independent from any individual perception (Harwell, 2011). The 
main instruments in quantitative research to collect data are experiments and surveys 
(Creswell, 2003). Generally, the findings of quantitative research can be presented in 
terms of relationships that can be displayed in graphs (Jackson, 1995). One possible 
drawback of the quantitative method has been mentioned by Cavaye et al. (2002) who 
claimed that reducing human actions in business to numbers fails to discover the real 
factors in the research problem. 
  
3.4.3 Qualitative Research  
For the constructivist and critical theory paradigms qualitative research is viewed as the 
most suitable research approach (Cavaye et al., 2002) which aim to reveal and understand 
experiences, perspectives and thoughts of participants (Harwell, 2011). The underlying 
81 
 
belief is that there exist multiple truths that are socially constructed. Qualitative research 
methods enable a phenomenon to be explored by a researcher collecting data through case 
studies, ethnographic work, interviews and so on (Harwell, 2011). Unlike quantitative 
research which relies on numbers, qualitative research focuses on verbal descriptions, 
images and explanations of participants. Within this research methodology, numbers can 
be completely dismissed when the research possesses “an emphasis on processes and 
meanings that are not rigorously examined, or measured (if measured at all), in terms of 
quantity, amount, intensity or frequency” (Denzin and Lincoln, 2000, p.8). According to 
Harwell (2011), characteristic of this approach is the description of the interaction 
between researcher and participants in naturalistic settings with few boundaries, leading 
to a flexible and open research process.  Due to these unique interactions, it is believed 
that different outcomes can be achieved from the same participants depending on the 
researcher, meaning that the outcomes are developed by a participant and researcher in a 
certain situation. Hence, it is not a main goal to achieve replicability and generalisability 
in qualitative research. One underlying belief is that the researcher cannot abandon his 
experiences, perceptions and biases and thus cannot be objective about the research. 
Qualitative research follows an inductive approach in a way that the researcher can 
develop theories or hypotheses, explanations, and conceptualisations from information 
given by the participant (Harwell, 2011). According to Ticehurst and Veal (2000), 
qualitative as opposed to quantitative research aims to gather a huge amount of data from 
just a few participants, by applying qualitative data-gathering techniques like one-on-one 
interviews. 
 
3.4.4 Mixed Methods Research 
According to Creswell (2003), a mixed methods approach is able to combine the 
advantages of both quantitative and qualitative methods. Thus, choosing this approach 
means to collect and analyse qualitative and quantitative data in one study at the same 
time or after one another.  Rank (2004) claims that if the author of the research recognises 
the advantages and disadvantages of quantitative and qualitative research methods, he is 
able to capture both approaches in a way that the disadvantages are decreased and the 
advantages are increased. One drawback of this approach is mentioned by Clark and 
Causer (1991), who advised researchers to be pragmatic when selecting a research 
methodology and bear in mind the limited time and resources. Rallis and Rossman (2003) 
support this argument by stating that a mixed methods approach can often be very time-
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consuming and a certain level of methodological sophistication of a researcher is required 
– which is not often the case.   
 
In order to get a better understanding of the three methodologies, a tabular comparison 
developed by Creswell (2003) is presented in Table 3.2 below.   
 
Table 3.2:  Overview of Quantitative, Qualitative and Mixed Methods Approach 
 
Source: Creswell (2003, p.19) 
 
3.4.5 Conclusion  
This research follows a positivistic paradigm which is quantitative in nature. Therefore, 
quantitative research methodologies are considered as the most suitable data-gathering 
method for this research. It follows a deductive approach which is also applied for this 
research. Further, quantitative research is suitable for studying large numbers of 
participants, which is also the aim of this study, by conducting an online survey. 
 
Qualitative research methodologies, on the other hand, are rejected since they do not fit 
into the positivistic paradigm. Qualitative research aims to gather a large amount of 
information from a smaller number of participants, which is inconsistent with the goal of 
this research.  
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A mixed methods approach is also considered as unsuitable, since an integral part of this 
approach is the use of qualitative research which, however, is regarded as improper for 
this research. Further, there is no obvious benefit resulting from adopting a mixed 
methods approach which justifies the extra time and resource overheads connected to this 
method.  
 
3.5 Inductive and Deductive Reasoning  
In research there exist two types of approach, termed inductive and deductive reasoning. 
An inductive approach starts with identifying patterns in data and building theories from 
this observation. The main goal of this approach is to build theory based on the data 
obtained. Theory which is developed by using inductive reasoning is called grounded 
theory. On the contrary, deductive reasoning is an analytical approach which begins with 
theories and hypotheses before collecting or analysing data. Hence, qualitative research 
aims to develop hypotheses while quantitative research tends to test hypotheses (Hair, et 
al., 2011). Cavana et al. (2001) summarised the two approaches in Figure 3.1 below. 
 
Figure 3.1: Deductive and Inductive Reasoning in Business Research 
 
Source: Cavana et al. (2001, p.36) 
 
Based on this review, it becomes apparent that inductive reasoning is connected to 
qualitative research and a non-positivist paradigm, while on the other hand deductive 
reasoning is associated with quantitative research and a positivistic paradigm. Since this 
research follows a positivistic view, is quantitative in nature and aims to test hypotheses, 
a deductive reasoning approach has been adopted.  
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3.6 Justification of Research Design  
After revealing the variables in a problem and developing the theoretical framework, the 
research design needs to be generated in order to receive the required data and analyse 
them (Sekaran, 2003). Zikmund (2003) defines a research design as a type of master plan 
where the applied methods and procedures of gathering and analysing the data are 
specified. As stated by Sekaran (2003), a research design includes a series of rational 
decision-making options. The number of choices regarding the research design are 
summarised in Figure 3.2 below. 
 
The framework developed by Sekaran (2003) will be used as a guideline in this research 
and each component of Sekaran’s (2003) research design will be discussed in the 
following sections separately. 
 
Figure 3.2: The Research Design 
Source: Sekaran (2003, p.118)  
 
3.6.1 Purpose of the Study  
According to Sekaran (2003), studies are either exploratory in nature, descriptive, or aim 
to test hypotheses. The decision as to which type of study is conducted relies on the 
existing knowledge about the research topic. The nature of the study becomes more 
rigorous as we move from exploratory studies, which try to analyse new areas of 
organisational research, to descriptive type of studies which attempt to describe certain 
phenomena of a research problem, to hypothesis testing, where certain relationships are 
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examined and the research question is answered (Sekaran, 2003). The following section 
reviews each type of study and argues into which type of research this dissertation fits.  
 
Exploratory research is conducted when the research problem is badly understood and 
not much is known about it. Thus, this type of research is undertaken when little theory 
and few past research studies are available. It aims to identify new relationships, patterns, 
ideas, etc. However, it does not intend to test certain research hypotheses (Hair et al., 
2011). According to Zikmund (2003), this type of research offers greater understanding 
of a problem or concept, rather than providing quantification. Hence, exploratory research 
uses more heavily qualitative research techniques such as case studies, focus groups, in-
depth interviews, digital video recorders etc. (Hair et al., 2011). There are four main 
reasons why this research is not exploratory in nature. First of all, the theory is not new 
and hence this researcher can make use of already existing theories. Further, it uses scales 
which were developed in previous research studies. Ultimately, it aims to test certain 
hypotheses and uses quantitative data, both of which are uncommon in an exploratory 
study.   
 
A descriptive study is conducted to describe the characteristics of a given phenomenon. 
It aims to give an overall picture of a phenomenon (Rubin and Babbie, 1997). However, 
the influence of a variable is not studied. Hence, descriptive studies do not explain or 
prove the link between the independent and dependent variable. 
The main goal is to describe solely a social phenomenon when it is new or needs to be 
described. The type of research questions that describe the extent of a phenomenon, the 
number of referrals to a service, or the characteristics of a group fit best for this kind of 
research design. Descriptive research intends to state the nature of a phenomenon; 
however, this is not the same as developing hypotheses. It will not answer what is known 
or what can be expected. In one sentence, descriptive studies ask about the ‘what’ of a 
stated problem without aiming to answer the ‘why it happened’ (Thyer, 2001). 
 
A descriptive study does not represent a fitting purpose for this study. First of all, the 
main aim of this study is to analyse the influence of different variables on the dependent 
variables, which is not common in descriptive studies. Further, this study develops 
hypotheses, which is generally also not a suitable approach for a descriptive type of study. 
For these given reasons, this research study is not regarded as descriptive in nature.   
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Hypothesis testing is undertaken to analyse the nature of certain relations. It aims to state 
the variance in the dependent variable or to predict organisational outcome (Sekaran, 
2003). This approach starts with a clearly stated proposition developed from theory. The 
proposition, or research hypothesis, generally relates two variables and is formulated in 
such a way that it can be either true or false (Fielding and Gilbert, 2006).  
 
Since this research formulates hypotheses based on past research and aims to explain 
certain relationships between certain variables, its purpose fits perfectly under the 
hypothesis testing category. 
 
3.6.2 Type of Investigation 
According to Sekaran (2003), there are two types of investigation: causal and 
correlational. The following paragraph reviews the two concepts and concludes what type 
of investigation best fits to this research study. 
 
Causal research aims to analyse whether variable X causes variable Y. In other words, 
it tests whether a change in one event leads to a corresponding change in another (Hair et 
al., 2011; Sekaran, 2003).  Since this type of investigation merely delineates the cause of 
a phenomenon, it is not regarded as matching the aims of this research. A correlational 
study, on the other hand, aims to identify the important factors related to the problem. It 
tries to analyse whether a relationship between those variables exists and aims to reveal 
the factor which has the greatest association with it, which is the second and which is the 
next (Sekaran, 2003). Based on this definition, this research is regarded as a correlational 
study, since it investigates the relationship between the dependent variable and the 
independent ones, and aims to reveal which of these variables contribute most to the 
variance in the dependent variable. 
 
3.6.3 Extent of Researcher Interference  
The amount of researcher interference with the usual work routine is directly connected 
to the type of investigation - whether it is causal or correlational. Sekaran (2003) explains 
that correlational studies are undertaken in the natural environment and hence imply 
minimum researcher interference. Although there is some interference in the routine work 
flow by administering the questionnaires and interviews, researchers´ disruption of the 
normal work flow is still low. In comparison to this, cause-and-effect relationships aim 
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to affect certain factors. This procedure represents a considerable researcher disruption 
with the normal work flow. It is also possible to create an artificial scenery where the 
cause-and-effect relationship can be analysed by manipulating certain variables and 
controlling others. This laboratory kind of procedure represents the maximal intervention 
by the researcher (Sekaran, 2003). With reference to this study, it is aimed to conduct a 
correlational study, where real visitors of the LIMBERRY online page (which represent 
the natural environment) will be asked to complete an online survey. Although their 
normal visit flow on this page will be indeed interrupted by the survey, researcher’s 
interference is still minimal.     
 
3.6.4 Study Setting  
Many researchers claim that the setting in which the study is being conducted affects the 
behaviour of respondents and therefore the quality of data (Speer, 2002; Banyard and 
Hunt, 2000). Researchers differentiate between a contrived setting, also termed `non-
naturally occurring’, ‘researcher-provoked’, or ‘artificial’, and non-contrived setting, also 
called `naturally occurring’, ‘natural’ or ‘naturalistic’ (Sekaran, 2003; Speer, 2002). 
Hutchby and Wooffitt (1998, p.14) explain that "naturally occurring ‛refers to recorded 
interactions’ situated as far as possible in the ordinary unfolding of people’s lives, as 
opposed to being prearranged or set up in laboratories". If research is carried out in a 
contrived environment, it is said to lack external validity (Howitt and Cramer, 2005).  
 
Section 1.3 revealed that there exists a lack of research in real purchasing situations, since 
most studies in the area of MC are conducted in student settings asking hypothetical 
questions. Therefore, the majority of past research settings are contrived and hence can 
just be generalised to a limited extent. In order to overcome this limitation, this research 
will take place in a natural/non-contrived environment, namely directly on the 
LIMBERRY online web page. Thereby, it is aimed to obtain data from real customers in 
a real online shopping situation. 
 
3.6.5 Measurement and Measures  
3.6.5.1 Operationalising and Items  
Every research study starts with a topic or problem. Working on a topic leads to 
identifying concepts that cover the phenomenon being researched. Concepts or constructs 
are ideas that represent the phenomenon. These constructs are given theoretical meaning 
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in the process of conceptualisation. This usually implies defining those constructs 
abstractly in theoretical terms. In order to picture social phenomena and test hypotheses, 
concepts need to be operationalised. Moving from the abstract to the empirical level is 
called operationalisation. Here, variables are more in the focus than concepts (Mueller, 
2004). 
 
Therefore, the following section aims to operationalise the concept of purchase intention, 
perceived risk and trust. 
Based on our literature review, purchase intention is influenced by perceived risk and 
trust. In sections 2.3 and 2.4, the consumer behaviour literature on perceived risk was 
reviewed and summarised. The following five types of risk were identified: financial, 
performance, time, social, physical, psychological and security risk. Since not all risk 
types are relevant to this research problem, the focus lies solely on financial, performance 
and time risk. This approach is supported by Hunt (2006) and Mitchell (1999), who state 
that only risk types that are relevant to a study should be measured. Based on the literature 
review, several risk antecedents were identified.  These risk antecedents are: the price 
premium an MC product demands, the absence of money-back guarantees, the time and 
effort required for the co-design process, and the longer delivery time of an MC product, 
which is usually longer than for comparable off-the-shelf products. These factors are the 
elements in this study and will guide us to develop questions that are likely to measure 
the concept. On a conceptual level, each of these three risk dimensions are regarded as 
functionally independent, meaning if one risk variety changes, the other risk varieties can 
either decrease, increase or remain the same. 
Further, trust has been identified as another variable influencing consumers’ intention to 
purchase. The construct of trust has been reviewed in section 2.5, and the two antecedents 
of perceived reputation and size were identified. These two elements guide us to 
formulate the questions measuring the concept. The development of the questions 
measuring the identified items is represented in section 3.6.1. 
 
3.6.5.2 Scaling 
Sekaran (2003) defines a scale as a tool or mechanism to distinguish subjects as to how 
they differ from one another based on the chosen variables. According to the author, there 
exist four kinds of scales: “nominal, ordinal, interval and ratio” (Sekaran, 2003, p.185). 
One can think of a continuum of sophistication starting with the nominal scale on the one 
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end, and increasing progressively as we move to the ratio scale (Sekaran, 2003). Sekaran 
(2003) explains that the nominal scale aims to assign variables to certain groups or 
categories. Examples are gender or nationality, where researchers can nominally scale 
subjects in mutually exclusive and collectively exhaustive categories. Thus, it is possible 
to calculate a frequency distribution. An ordinal scale not only helps researchers to 
categorise the subjects, but it also ranks them according to respondents’ preferences. An 
example would be asking respondents to rank certain job characteristics according to their 
preferences. Hence, in comparison to the nominal scale, the ordinal scale offers more 
data. The third type of scale is the interval scale, which allows researchers to analyse the 
distance between two points on a scale and hence perform certain arithmetical operations. 
Thereby, it not only groups subjects into certain categories and ranks them, but it also 
measures the extent of differences in the answers among the respondents. Hence, the 
interval scale is a more elaborate scale than the other two scales and is able to state the 
dispersion including the range, the standard deviation and the variance. However, one 
drawback is that it can have any arbitrary number as a starting point. A ratio scale 
overcomes this limitation by having an absolute zero origin, which represents a 
significant measuring point. Therefore, besides measuring the “magnitude of the 
difference between the points on a scale”, this scale is also able to measure the extent of 
the differences.  The measures of the central tendency can ”be either the arithmetic or the 
geometric mean”, while the measure of “dispersion” can be “either the standard deviation, 
or variance, or the coefficient of the variation” (Sekaran, 2003 p.189).    
Thereby, the ratio scale represents the most powerful scale (Sekaran, 2003). Sekaran 
(2003) advises applying a more sophisticated scale instead of a minor one every time, if 
possible. An overview of the properties of the four scales is represented in Table 3.3 
below.  
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Table 3.3: Properties of the Four Scales 
 
Source: Sekaran (2003, p.189) 
 
3.6.5.3 Categorising  
Categorisation refers to the development of a scheme to group the variables so that the 
items aiming to measure a certain phenomenon are all combined. Hence, answers to the 
negatively formulated items need to be reversed in order that all responses are either 
positively or negatively formulated (Sekaran, 2003).  
 
3.6.5.4 Coding  
In order to evaluate the survey, the responses need to be coded. Singh (2007, p.82) defines 
coding "as the process of conceptualising research data and classifying them into 
meaningful and relevant categories for the purpose of data analysis and interpretation". 
This is done by assigning a number to each category; for example, when it comes to 
gender, code 1 is assigned for males and code 2 for females. It is important that codes are 
mutually exclusive, the coding format of each item needs to be comprehensive, and the 
codes must be adopted consistently (Singh, 2007).    
 
3.6.6 Unit of Analysis  
When conducting research, it is important to have a thorough understanding of what the 
study aims to achieve. Thus, the research question(s) and the required data to answer the 
research question(s) need to be clear. One of the most basic considerations, therefore, is 
to set the unit of analysis, which represents the subject of statistical analysis (Keller, 
91 
 
2010). When individuals are the unit of analysis, data will be collected from each 
individual and each individual’s answer will be treated as an individual data source. 
Dyads are the unit of analysis when two-person interactions are of interest to a researcher. 
For this, several two-person interactions called dyads are studied. However, if the 
research question is related to group effectiveness, then we would talk about groups as 
the unit of analysis. Here, even though data would be obtained from each individual 
comprising, for example, six groups, the individual data will later be aggregated into 
group data in order to show the difference between the six groups. When research 
questions state problems that concern individuals, the units of analysis are individuals. 
However, when the research questions are concerned with groups or nations, the unit of 
analysis shifts also away from a single person to groups or nations (Sekaran, 2003). 
Sekaran (2003) stresses determining a unit of analysis when formulating the research 
questions, since it helps and guides finding the appropriate data gathering method, size of 
sample and also the factors comprised in the framework.      
 
This research aims to study consumers` buying behaviour, and all female visitors to the 
LIMBERRY online store will be asked to complete a web based survey. Therefore, the 
units of analysis in this study are individuals, and the data of all individual respondents 
will be subsumed to answer the research questions. 
 
3.6.7 Sampling Design  
The following two sections discuss probability and non-probability sampling and 
conclude which approach is best suited for this research. Further, the topic of sample size 
is reviewed and a conclusion is drawn as to which sample size is most appropriate for this 
survey. 
 
3.6.7.1 Probability and Non-Probability Sampling  
Remenyi et al. (1998) claim that it is impossible to test the empirical generalisations 
against all the elements of the selected population. Therefore, researchers are required to 
choose a sample of the overall population they want to study. The authors further explain 
that in the traditional positivistic approach, it is important to ensure that the sample is 
representative, unbiased and has been randomly selected from the whole population or 
from stratified subsamples of the population. According to Remenyi et al. (1998), there 
exist two types of samples, namely probability and non-probability samples. While non-
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probability samples are the domain of phenomenologists, probability samples are used by 
positivists. In non-probability sampling, random sampling is applied rarely and therefore 
this approach relies on a subjective assessment by the researcher when selecting the 
sample. Due to this proceeding, it may cause some bias. Probability sampling, on the 
other hand, uses random sampling to identify the elements of a population and thus aims 
to avoid any selection bias.  
 
Since this research pursues a positivistic view and is quantitative in nature, probability 
sampling represents the most suitable approach. More precisely: an online survey will be 
displayed on the LIMBERRY web page for a pre-defined period of time and each visitor 
to the store is able and will be asked to participate in the survey. Thus, it depends mainly 
on each visitor herself if she is willing to participate in the survey and answer the 
questions.  
 
3.6.7.2 Sample Size  
The basic idea of sampling is to find out certain phenomena in a defined target population 
and thereby to generalise these findings to the entire population (Hair et al., 2000). 
Therefore, the sample in this present study is the population of interest, namely the buyers 
of online customised female apparel. Previous research has stressed that further studies 
need to be conducted outside of the United States to reveal the global opinion about mass 
customisation (Tseng and Piller, 2003). Additionally, a study by the University of 
Salzburg and RWTH Aachen reports that Germany is an international trendsetter within 
the mass customisation area. The survey of over 500 customised MC companies reveals 
that Germany has become a hub for co-creation start-ups and that over 30% of the URLs 
of the companies surveyed used the ".de" as their domain. Although the study found that 
all other MC sites use the ".com" domain, it has been stated that numerous German 
companies use this ".com" domain as well (Walcher and Piller, 2012). For these stated 
reasons, Germans are viewed as suitable participants for this study. Further, to overcome 
the limitations of past research, which gathered data from students in hypothetical 
scenarios, the German online fashion label LIMBERRY is used to obtain data from MC 
customers in real life purchase situations. For these reasons, this present study gathers 
data from customised apparel shoppers in Germany in order to reveal the customer's 
perspective on online MC. 
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In quantitative research, it is aimed to research a larger sample size to ensure the inclusion 
of individuals with different backgrounds, thus making the sample representative. The 
concept of sampling can be explained with the following example: If it is aimed to find 
out the average income of families in a certain city, the effort and resources required to 
ask each family can be avoided by selecting a few families, and based on the results of 
the sample, an estimate of the average income of all families in that city can be made 
(Kumar, 2005).  Thus, Kumar (2005) defines sampling as the procedure of choosing a 
few (a sample) from a larger group (the population) to become the starting point for 
estimating and forecasting the prevalence of an unknown piece of information, situation 
or outcome concerning the larger group. Selecting a sample from a population bears 
benefits and drawbacks. So the process of sampling saves time, financial and human 
resources. On the other hand, however, it does not reveal the information about the 
specified population but merely estimates or predicts it. With this, errors in the estimation 
may arise. Hence, sampling is a trade-off between benefits and drawbacks, and 
researchers need to be aware of the possibility of error in selecting a sample (Kumar, 
2005). According to Sekaran (2003, p.296) there are five factors influencing the decision 
on sample size:  
1) "The extent of precision desired (the confidence interval) 
2) The acceptable risk in predicting that level of precision (confidence level) 
3) The amount of variability in the population itself 
4) The cost and time constraints 
5) And in some cases, the size of the population itself."  
 
In order to define an adequate sample size for a research study, Hollensen (2007) states 
that the following four methods exist: 
1. The traditional statistical techniques which assume the standard normal distribution 
2. The financial resources available. Even though this represents a rather unscientific 
approach, this is a fact of life in a business environment. This method demands the 
researcher to carefully ponder the value of data in relation to its cost. 
3. The rule of thumb which relies on a `gut feeling` that the chosen sample size is 
appropriate or common practice of the particular industry. 
4. The number of subgroups to be analysed, meaning that the higher the number of 
subgroups that need to be analysed, the higher the needed total sample size.   
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Using the `rule of thumb` for determining the sample size, Roscoe (1975) suggests that 
sample sizes between 30 and 500 are suitable for almost all research studies. This 
approach is supported by Sekaran (2003, p.296) who claims that "as a rule of thumb, 
sample sizes between 30 and 500 could be effective depending on the type of sampling 
design used and the research question investigated". Hence, in this research it is aimed to 
target 200 respondents. It is believed that this number of responses can be reached within 
one month, which is important due to time and financial constraints. 
 
3.6.8 Data Collection Method and Time Horizon  
An essential component of the research design is selecting the most appropriate data 
collection method. According to Sekaran (2003), there are different ways to collect data. 
The setting can be in a field or lab environment and data can be obtained from various 
sources. Further, there exist three main data collection methods, namely interviewing, 
questionnaires and observation. Which method to pursue depends on the cost and 
resources available, on the expertise of the researcher and on the degree of required 
accuracy (Sekaran, 2003).     
 
With reference to this study, one of the main gaps identified in the literature is the lack of 
research into real purchasing situations in the field of MC goods. The review in section 
1.3 revealed that the majority of studies use students as test persons, and hence the 
findings can only be generalised to a limited extent. In order to overcome this limitation, 
this study will collect data from real consumers in real purchasing situations.  
 
To maintain a non-contrived setting with minimal interference by the researcher, 
observation as a data collection method does not represent a suitable approach for this 
research. Since customers and potential customers use the LIMBERRY online shop from 
remote places such as their homes and offices, it is not possible to obtain data by 
observing them. Interviewing in turn is more connected with a qualitative approach and 
requires the presence of an interviewer (Wilson, 2010).  Thus, it does not fit into the 
positivistic paradigm and quantitative approach followed by this research. 
Questionnaires, on the other hand, enable data to be collected which cannot be obtained 
by observation and no presence of an interviewer is required. Further, questionnaires are 
regarded as following a positivistic paradigm (Remenyi et al., 1998). Sekaran (2003, 
p.236) defines a questionnaire as "a pre-formulated written set of questions to which 
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respondents record their answers, usually with rather closely defined alternatives." The 
author claims that this data collection method is appropriate once the researcher knows 
precisely what to analyse and how to measure it. Questionnaires can be conducted in 
person, via e-mail, or distributed electronically (Sekaran, 2003). Surveys are administered 
questionnaires and can be conducted via the Internet, and no physical presence of the 
researcher is required. Researchers claim that this type of data collection method 
possesses a number of advantages. It saves time and costs and can be conducted more 
quickly (Murthy and Bhojanna, 2008; Fricker, and Schonlau, 2012; Sekaran, 2003). 
Further, according to Sekaran (2003), electronic questionnaires are easy to administer, 
have a global reach and have a fast delivery. On the other hand, Sekaran (2003) states 
three disadvantages of this method. First, computer literacy is a prerequisite, and 
secondly, participants need to have internet. Since LIMBERRY is an online fashion 
brand, people who visit this site do already have access to the internet and are computer 
and internet affine. Hence, in this case these two stated disadvantages do not have a big 
impact. The third disadvantage represents the respondents’ willingness to participate in 
the survey. However, this is a general issue concerning all types of data collection method 
and therefore, all research needs to take this drawback into account. Based on the 
discussion above and the stated advantages, self-administered online surveys are 
considered as the most appropriate data collection method for this study. Thus, the survey 
tool ‘surveymonkey’ (www.surveymonkey.com) will be used. There will be three ways 
to participate in the survey: first, the survey will pop up on the LIMBERRY page (in the 
configurator) after a customer has spent more than 5 seconds in the configurator. Second, 
a newsletter to all LIMBERRY newsletter subscribers will be sent with a direct link to 
the questionnaire. Lastly, regular Facebook posts with the link to the survey will ask 
LIMBERRY Facebook fans to participate in the survey. With this approach, the 
participants in the survey can answer the questions directly online at any time of the day, 
from any place in the world and without the presence of an interviewer necessary, while 
at the same time a high number of responses can be obtained.   
 
With reference to the time horizon of data collection, there are two different approaches: 
longitudinal and cross-sectional. A longitudinal study is conducted over a substantial 
period of time and is generally conducted over several years. The main aim of this 
approach is to study changes that occur over time. In contrast, a cross-sectional study 
collects data at a single point in time and hence takes a snapshot of a situation. It attempts 
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to study how something is done at the time of the study (Wilson, 2010). Since this 
research does not aim to comment on trends or issues or how they develop over time, but 
tries to reveal and analyse the risk and trust factors at the point of research, it is regarded 
as a cross-sectional study. 
 
3.6.9 Data Analysis  
After gathering data through the questionnaire, the data needs to be edited, coded and 
categorised. To analyse the results, the data has to be keyed in and the chosen software 
programmes need to be applied to analyse them (Sekaran, 2003). The first step, according 
to Sekaran (2003), in the data analysis process is to get a feel for the data. This is done 
by calculating the central tendency and the dispersion. With the help of the mean, the 
range, the standard deviation and the variance, the researcher is able to get a feel for the 
data regarding the quality of the items and the measures. Thus, if an answer to each single 
question of a scale does not possess an appropriate spread, also called range, and 
additionally has little variability, one can conclude that the item was not formulated 
appropriately and participants misunderstood what has been asked. If, for example, 
participants have answered similarly in all items, it might be a hint of bias. Further, 
Sekaran (2003) also advises obtaining the frequency distribution of the nominal variables 
of interest. Additionally, charts such as histograms are easy to develop with the support 
of certain programmes. With an intercorrelation matrix, it is possible to analyse the 
relationship between the dependent and independent variables. These kind of data 
analyses will also be applied for this research, to check the goodness of data and to test if 
the developed items are able to capture the concept. In the next step, the goodness of data 
needs to be measured by applying the reliability and validity test. 
Further discussion on these constructs is presented in the following section 3.5. After the 
data is prepared for analysis, the researcher can test the hypotheses developed for the 
research (Sekaran, 2003). For the analysis of the survey responses, SPSS and AMOS 
software will be applied.   
 
3.7 Research Validity and Reliability  
According to Klenke (2008), positivistic research possesses objective criteria that help 
researchers and reviewers to assess the quality and rigour of a study. In quantitative 
research, reliability and validity represent those essential concerns. The following 
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sections review those concepts and state how this research ensures high validity and 
reliability.   
 
3.7.1 Research Validity 
Validity asks whether "we are comparing apples to apples" (Yang and Miller, 2008, 
p.111) The authors further explain that a measure is considered as valid if it measures 
what it is supposed to measure. According to Cohen et al. (2011), there are a number of 
different types of validity and bias concerning the validity that can never be eliminated 
completely (Cohen et al., 2011). Silverman (2000, p.175) stresses the importance of research 
validity, claiming that “unless you can show your audience the procedures you used to ensure 
that your methods were reliable, and your conclusions valid, there is little point in aiming to 
conclude a research dissertation”. 
 
In recent research, however, validity has taken many forms. Thus validity can be 
improved in quantitative research by careful sampling, appropriate instrumentation and 
appropriate statistical treatment of the data.  However, it is not possible to be 100% valid. 
In quantitative research, a measure of standard error has been adopted which needs to be 
taken into account (Cohen et al., 2011). Cohen et al. (2011) found twenty different kinds 
of validity. Other authors like Greener (2008) claim that research validity comprises three 
main factors: "face validity", "construct validity" and "internal validity".  The following 
section discusses the three factors found by Greener (2008) and adds "external validity" 
as the fourth type of validity.  
 
Face validity is the degree to which a method is appropriate for a problem it aims to 
assess. It is the degree to which the purpose of a test is clear to the participants taking it. 
High face validity is reached when non-researchers understand the purpose. Low face 
validity is when respondents do not have a clear understanding of a test (Greener, 2008; 
Nevo, 1985). In order to overcome this problem in this research, a pilot test will be 
conducted to recognise any biases. Feedback on each survey question will be collected. 
In case there are any problems with the survey, it will be revised and tested again. 
Construct validity relates to the extent to which variables accurately measure the 
constructs of interest. In other words, does it measure what you think it measures? 
Construct validity plays an important role in questionnaires which are not held face to 
face but via mail, online or post, since the meaning of a question cannot be discussed and 
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clarified (Greener, 2008; Vogt, 2005). Since the survey of the present study relies mainly 
on scales from previous studies which have already been validated, it is hoped to 
overcome construct validity issues. Further, a pilot study will be conducted to eliminate 
any ambiguities. Internal validity, in turn, refers to causality. It states the degree to which 
it is possible to conclude that one variable causes an effect on another. By doing this, one 
needs to ask the question whether the independent variable accounts completely for a 
change in a dependent variable or are other extraneous variables causing this effect. Here, 
external variables need to be controlled by the researcher (Greener, 2008; Vogt, 2005). 
To overcome internal validity issues, this study uses scales from previous studies which 
have already been validated. Further, a confirmation factor analysis is conducted to 
analyse how certain factors hang together. 
 
External validity is important when it comes to the generality of a result of a research 
study. Findings from a study can hence be generalised to a wider group of people when 
it possesses external validity. In order to reach external validity, researchers need to have 
proof that the results are not unique to a single population, but also apply to more than 
one population (Leighton, 2010). In order to increase the external validity in this research, 
random sampling will be applied. 
 
3.7.2 Research Reliability  
Reliability in data collection reflects the degree to which the chosen approach is without 
errors. It thereby guarantees a constant measurement with reference to the various items 
in the instrument and time. In research, to ensure that a measure is reliable, the following 
approaches can be applied: test-retest correlation, measuring parallel-form reliability, 
measuring internal consistency reliability and split-half reliability, as shown in Figure 3.3 
(Sekaran, 2003). 
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Figure 3.3: Goodness of Measures: Forms of Reliability 
 
Source: Adapted from Sekaran (2003, p.204)  
 
A test-retest reliability means that respondents participate in a survey and several weeks 
(up to 6 months) later the same participants are asked to answer the same questionnaire 
again (Sekaran, 2003). This type of reliability test will not be undertaken for this research, 
since the participants of the survey are anonymous and the researcher has no influence 
over whether exactly the same people will visit the LIMBERRY page again in the future. 
Hence, the online survey will solely be displayed for a given stated time (one shot) on the 
LIMBERRY page. The Parallel form reliability is tested with two different versions of a 
test, both analysing the same problem. This means that both ways have comparable items 
and an equal response format. The only difference might be the wordings, the order or 
sequence of the questions. The higher the result, the better the parallel form reliability 
(Sekaran, 2003). Nevertheless, this type of reliability will not be tested in this thesis. The 
interitem consistency reliability analyses if the participants’ answers are consistent to all 
the items in a measure. The Cronbach´s coefficient alpha is one of the most popular tests 
of inter-item consistency reliability which is applied for multipoint-scaled items. The 
Kuder-Richardson formula can be applied for dichotomous items. If the coefficients are 
high, the inter-item consistency reliability will also be high (Sekaran, 2003). Therefore, 
the Cronbach´s coefficient alpha will be calculated in this study. The split half reliability 
shows the correlations between two halves of an instrument. The results differ according 
to how the items in the instrument are divided. If the split-half reliability is higher than 
Cronbach´s alpha, this shows the possibility that there is more than one underlying 
response dimension captured by the measure (Sekaran, 2003). This, however, will also 
not be tested in this research. 
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3.8 Chapter Summary 
This chapter discusses the research methodology of this study. It explains that the 
positivistic research paradigm has been chosen since this research aims to test hypotheses 
and follows a quantitative research methodology. Further, a deductive approach will be 
followed. The chosen research design is summarised in Table 3.4 below.  
 
Table 3.4: Summary of the Research Design set for this Study 
Purpose of the Study Hypothesis Testing 
Type of Investigation Correlational  
Extent of Researcher Interference Minimal 
Study Setting Non-contrived 
Measurement and Measures Developed from Literature 
Unit of Analysis Individuals 
Sampling Design Probability Sampling 
Data Collection Method Online Survey  
Time Horizon Cross Sectional 
Data Analysis Feel for data, goodness of data and hypothesis testing - using 
SPSS & Amos 
Source: present author (2015) based on Sekaran (2003)  
 
 
To ensure research validity, this study applies the following types of validity: face validity 
with the support of pilot tests. Construct validity is ensured by using validated measures 
from previous studies. To overcome internal validity issues, this study uses scales from 
previous studies which have already been validated. Further, a confirmation factor 
analysis is conducted to analyse how certain factors hang together. In order to increase 
the external validity of this research, random sampling will be applied. To ensure research 
reliability, the inter-item consistency reliability is measured by calculating the 
Cronbach´s coefficient. 
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Chapter 4: Developing the Survey 
4.1 Introduction  
This chapter starts with an introduction to the fashion brand LIMBERRY which will be 
used as a real life case for this study. Following this, the questionnaire will be developed 
and it will be stated where the measures stem from. In the next part, the two pilot studies 
will be presented and the results discussed. Based on the findings of these two pre-tests, 
the questionnaire will be amended. Next, it will be explained how the main survey will 
be administered, and the format of the survey will be presented. 
 
4.2 General Information about LIMBERRY 
Many authors claim that there is a lack of research about real purchasing situations with 
reference to MC goods, and in numerous studies students are used as test persons and 
hence the findings can only be generalised to a limited extent (Lee et al., 2002; Anderson-
Connell et al., 2002; Piller, 2005; Hunt, 2006). As a consequence, in December 2010 
Sibilla Kawala (author of this thesis) founded LIMBERRY, a young fashion label 
offering customised women’s apparel online. She hoped to gain valuable data for her 
research from this site. In the course of realising this concept, a large amount of positive 
feedback from researchers, journalists, friends and family encouraged Sibilla to set this 
up as a real business, which would also be able to exist after the completion of her 
dissertation. She was convinced that this combination would represent a win-win situation 
for her business as well as for her research. The research would be able to gather valuable 
customer data from LIMBERRY and the company could profit from the findings of the 
research.  
 
After nine months of preparation, including setting up a professional online store with a 
product configurator, finding a suitable factory for the "just in time production" of MC 
apparel, designing the collection, finding a suitable brand name and logo and buying all 
the necessary fabrics and accessories for the garments, LIMBERRY launched its site in 
August 2011. In the following two years, LIMBERRY received a lot of German press 
coverage - from magazines ranging from instyle to elle. Additionally, in July 2012 the 
label won the Internetworld shop award 2012 for innovation. At www.limberry.de a 
female customer can select a garment type and in the online configurator she can design 
it to her requirements through selecting fabric, colour, buttons and other accessories (see 
Figure 4.1 below). The selected choices will be visualised immediately. Sizes from 32- 
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44 are available. In order to guarantee an optimal fit, customers can also state their 
measurements (height, bust, waist, hip and arm length - depending on garment type). All 
LIMBERRY goods are produced in Germany. The delivery time ranges from 7-14 days. 
There is no right to return for customised garments; however, LIMBERRY offers a 
satisfaction guarantee which means that for the first order, customised products will be 
remade if they do not fit properly.  
 
Figure 4.1: Screenshot of the LIMBERRY Online Configurator 
 
Source: LIMBERRY (2016, p.1)   
 
The product range comprises blazers, dresses, coats, traditional German dirndl dresses, 
ballet flat shoes and jewellery. However, the most popular product category are the Dirndl 
dresses. The target group of LIMBERRY are women aged 25-59 years. They are fashion-
conscious and like to shop online.  They like to dress differently and individually from 
the mass and are always looking for the “je ne sais quoi”. Consequently, they are willing 
to pay extra for this added value. They are computer affine and like to buy fashion online, 
since not everything is always available in stores.  
 
LIMBERRY possesses some unique characteristics which distinguish it from traditional 
fashion brands and other standard off-the-shelf products. First, LIMBERRY sells 
garments which need to be customised in an online configurator before they can be 
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purchased. Hence, LIMBERRY products will only be manufactured after an order is 
placed. Further, the production takes 7-14 days and is placed in Germany. This justifies 
why the price and delivery time are higher than for comparable off-the-shelf products 
bought in a traditional online store. Also, LIMBERRY does not offer a right to return, 
since products are made according to customers’ specifications and are hence difficult to 
re-sell. All these characteristics make LIMBERRY unique and pose new challenges for 
this innovative fashion brand. 
 
4.3 Developing the Questionnaire  
To obtain data for evaluating the developed hypotheses, a survey will be conducted.  
Based on the literature review in chapter two, ten variables were identified and included 
in the research model of this thesis. These ten variables are revised in the following 
section and the corresponding survey questions (items) will be presented. Wherever 
possible, items were adapted from existing literature. Since the study's survey will 
interview only German visitors to the LIMBERRY page, the questionnaire will be 
translated and conducted in German.  
 
Perceived Risk  
Perceived risk is considered as the expectation or subjective probability that loss or injury 
will occur. Mitchell (1999) claims that each researcher should design an objective specific 
model of risk, meaning that perceived risk should be measured through an indirect 
statement acquired by interviews. Additionally, the author recommends that multiple item 
scales should be applied to measure each type of perceived risk. He argues that by 
developing more statements for a type of risk, it is possible to test the reliability and 
validity of the construct. This approach helps to differentiate which risk type is more 
relevant in the buyer's behaviour. Hunt (2006) also supports this kind of approach. He 
explains that not all types of risk are important to all given situations; hence the author 
recommends studying merely the risk types which are relevant to the research context. 
Based on this recommendation, the chosen measure of overall perceived risk for this 
research is a multi-measure scale adapted from Miyazaki and Fernandez (2001, p.41). 
Thus, the following statements were posed to reflect the consumer's behaviour: 1) In 
general, I feel that purchasing customised garments online is risky; 2) I typically feel 
comfortable using the Internet to purchase customised garments (converse); and 3) 
Purchasing customised garments over the Internet is a safe thing to do. Each item is 
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measured on a seven point Likert scale anchored by 1 = "strongly disagree" and 7 = 
"Strongly agree".  
 
Perceived Price  
As customised garments are usually single unit productions, the prices for these products 
are higher than comparable standard off-the-shelf products. Since no suitable items from 
past research were found in the literature, the following three items were developed to 
find out if customers were willing to accept a price premium for customised garments: 1) 
I think the stated prices for the customised products in this store are acceptable; 2) The 
prices for the products on this website are too high for me; and 3) I am willing to pay a 
higher price for a customised product. The respondents were asked to indicate their 
answer on a seven-point Likert scale (1 = strongly disagree; 7 = strongly agree). 
 
Absence of MBG 
A money-back guarantee is a promise by the seller to give a full refund in the case that a 
customer is not satisfied with a purchase and returns it within a certain period of time. 
Since customised products are usually produced based on customer specifications, it is 
hard to resell them to another customer when the initial buyer returns them. Hence, most 
companies selling customised products do not offer a money-back guarantee (right to 
return). In order to find out if customers are still willing to try the offer for customised 
garments, the following four items were developed for this research: 1) I am less willing 
to buy a customised product if I do not have a right to return; 2) It is risky to buy a product 
which has no right to return; 3) I expect to have a MBG for customised products; and 4) 
It is normal that a customised product cannot be returned if you don’t like it. These items 
were self-developed since no suitable measures were found in past research. Responses 
were indicated on a seven-point Likert scale (1 = strongly disagree; 7 = strongly agree). 
  
Co-Design Process - Ability 
For this factor, items developed by Kang and Kim (2012, p.97) are adapted. 1) I am 
confident that if I wanted to, I could co-design apparel products; 2) I am willing to put 
some effort into designing my own customised apparel online; and 3) The apparel co-
design process is hard for me. All items were measured on a seven-point Likert scale (1 
= strongly disagree; 7 = strongly agree). 
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Co-Design Process - Time 
Since the co-design process is uniquely related to mass customisation and past research 
did not analyse this factor in a similar way, this research developed three items for this 
research and measured them on a seven point Likert scale anchored by 1 = "strongly 
disagree" and 7 = "Strongly agree". 1) I am willing to spend some time customising my 
apparel; 2) Customising a garment is a waste of time (converse); and 3) I have fun 
spending time on designing my own garment. 
 
Longer Delivery Time 
In the ecommerce environment, fast shipping times of 2-3 days are common. When it 
comes to mass customised products, they first need to be produced according to customer 
specifications and hence have a longer delivery time of more than 1-2 weeks. In the 
literature no suitable measure could be identified, and therefore the following three items 
were developed for this research: 1) I am willing to wait two weeks for my customised 
product to arrive; 2) I would not accept a longer delivery time for customised products 
than usually offered for standard off-the-shelf products; and 3) Having to wait for a period 
of two weeks for my customised product to arrive is a problem for me. Participants were 
asked to answer the questions on a seven-point Likert scale (1 = strongly disagree; 7 = 
strongly agree). 
 
Perceived Trust  
Kim et al. (2008) define trust as a customer’s belief that the vendor will keep its promises 
as understood by the buyer (Kim, et al., 2008). In this research, trust was tapped by a 
three-item scale adapted from the items used by Pavlou (2003, p.101). The four items are 
1) This Web retailer is trustworthy; 2) This Web retailer is one that keeps its promises; 3) 
I do not trust this Web retailer; and 4) I believe that the retailer has my best interests in 
mind. These items were measured applying a seven point Likert scale where 1 indicated 
‘strongly disagree’ and 7 indicated ‘strongly agree’.   
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Perceived Reputation  
Perceived reputation is considered to be the degree to which a buyer believes that the 
seller is honest and cares about its customers. The perceived reputation of the selling 
company was assessed using three questions reported in Jarvenpaa et al. (2000, p.65). 
The participants were asked to indicate their perception of the following question on a 
seven-point Likert scale (1 = strongly disagree; 7 = strongly agree): 1) “This store is well 
known; 2) This store has a bad reputation in the market; and 3) This store has a good 
reputation.” 
 
Perceived Size  
The perceived size of a company was measured through a three-item index based on 
Jarvenpaa et al. (2000, p.65), using a 7-point Likert scale. Participants were asked to 
evaluate the following statements: 1) This store is a large company; 2) This store is the 
biggest online shop for customised apparel; and 3) LIMBERRY is a small player in the 
market (converse). 
 
Intention to Purchase 
Purchase intention refers to the consumer’s intention to purchase co-designed apparel on 
a mass customised apparel Internet shopping site. Purchase intention as the dependent 
variable was measured by adapting items already applied in the research by Moon et al. 
(2008). The four items of the scale based on Moon et al. (2008, p.35) are: 1) I would never 
purchase a customised product online; 2) Given a choice, my friends would choose a 
customised product; 3) There is a strong likelihood that I will buy a customised product; 
and 4) I am likely to recommend the customised product to my friends. The four items 
are measured on a seven-point scale. 
 
Table 4.1 below represents a summary of the items used, the original items and their 
source. 
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Table 4.1: Summary of Measures and Items Used for Pilot Study One 
Measures & Items Scale 
used 
Original items Reliability Validity Ref.  
Perceived Risk - 3 items 
1) In general, I feel that purchasing customised garments 
online is risky 
2) I typically feel comfortable using the Internet to 
purchase customised garments (reverse) 
3) Purchasing customised garments over the Internet is a 
safe thing to do (reverse) 
7 point 
Likert Scale  
7 = 
strongly 
agree to 1 
strongly 
disagree 
1) In general, I feel that purchasing 
products or services over the 
Internet is risky 
2) I typically feel comfortable using 
the Internet to purchase goods or 
services  
3) Purchasing things over the 
Internet is a safe thing to do  
   α = .92   
 
 
r = -.44, 
p<.05 
 
Miyazaki 
and 
Fernandez 
(2001, p.41)  
 
Price Premium - 3 items 
1) I think the stated prices for the customised products 
in this store are acceptable 
2) The prices for the products on this website are too 
high for me (reverse) 
3) I am willing to pay a higher price for a customised 
product 
7 point 
Likert Scale  
7 = 
strongly 
agree to 1 
strongly 
disagree 
Not found - - - 
Absence of MBG - 4 items 
1) I am less willing to buy a customised product if I do 
not have a right to return  
2) It is risky to buy a product which has no right to return  
3) I expect to have a MBG for customised products  
4) It is normal that a customised product cannot be 
returned if you don’t like it (reverse) 
7 point 
Likert Scale  
7 = 
strongly 
agree to 1 
strongly 
disagree 
Not found - - - 
Co-Design Process (Ability) - 3 items 
1) I am confident that if I want to, I could co-design 
apparel products 
2) I am willing to put some effort to design my own 
customised apparel online 
3) The apparel co-design process is hard for me (reverse) 
7 point 
Likert Scale  
7 = 
strongly 
agree to 1 
strongly 
disagree 
1) I am confident that if I wanted to, 
I could co-design apparel products 
2) I believe that I have a lot of 
control over the process of 
customising products, because of my 
ability to use the internet 
3) The apparel co-design process is 
easy for me 
α = .83  λ = .75-.81 
 
Kang and 
Kim (2012, 
p.97) 
 
 
Co-Design Process (Time) - 3 items 
1) I am willing to spend some time customising my 
apparel 
2) Customising a garment is a waste of time (reverse) 
3) I have fun spending time on designing my own 
garment  
7 point 
Likert Scale  
7 = 
strongly 
agree to 1 
strongly 
disagree 
Not found - - - 
Longer Delivery Time - 3 items 
1)  I am willing to wait two weeks for my customised 
product to arrive 
2) I would not accept a longer delivery time for 
customised products than  usually offered for standard 
off-the-shelf products (reverse) 
3) Having to wait for a period of two weeks for my 
customised product to arrive is a problem for me 
(reverse) 
7 point 
Likert Scale  
7 = 
strongly 
agree to 1 
strongly 
disagree 
Not found - - - 
Perceived Trust - 4 items 
1) This Web retailer is trustworthy 
2) This Web retailer is one that keeps its promises  
3) I do not trust this Web retailer (reverse)  
4) I believe that the retailer has my best interests in 
mind 
7 point 
Likert Scale  
7 = 
strongly 
agree to 1 
strongly 
disagree 
1) This Web retailer is trustworthy 
2) This Web retailer is one that keeps 
its promises and commitments 
3) I trust this Web retailer because 
they keep my best interests in mind 
α  =  .9  AVE= 0.92 
 
λ = .72 - .76 
Pavlou 
(2003, 
p.101) 
 
Perceived Reputation - 3 items 
1) This store is well known.  
2) This store has a bad reputation in the market. 
(reverse) 
3) This store has a good reputation.  
7 point 
Likert Scale  
7 = 
strongly 
agree to 1 
strongly 
disagree 
1) This store is well known 
2) This store has a bad reputation in 
the market 
3) This store has a good reputation 
α  = .6-.7  
 
 
- Jarvenpaa et 
al. (2000, 
p.65) 
 
Perceived Size - 3 items 
1) This store is a large company. 
2) This store is the biggest online shop for customised 
apparel.  
3) LIMBERRY is a small player in the market. (reverse) 
7 point 
Likert Scale  
7 = 
strongly 
agree to 1 
strongly 
disagree 
1) This store is a very large company 
2) This store is the industry’s biggest 
supplier on the web 
3) This store is a small player in the 
market 
α  = .6-.7  
 
- Jarvenpaa et 
al. (2000, 
p.65) 
 
Intention to Purchase - 4 items 
1) I would never purchase a customised product online 
(reverse) 
2) Given a choice, my friends would choose a customised 
product 
3) There is a strong likelihood that I will buy a 
customised product 
4) I am likely to recommend the customised product to 
my friends 
7 point 
Likert Scale  
7 = 
strongly 
agree to 1 
strongly 
disagree 
 
 
1) I will purchase the computer 
desk/sunglasses 
2) Given a choice, my friends would 
choose the computer 
desk/sunglasses 
3) There is a strong likelihood that I 
will buy the computer desk/ 
sunglasses 
4) I would like to recommend the 
computer desk/sunglasses to my 
friends 
 α =  .86 
 
 
- Moon et al. 
(2008, p.35) 
 
 
Source: present author (2014) 
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4.4 Survey Format 
The survey started with an introductory page which explained the objective of the survey 
(research on customised products), the purpose (for research - doctoral thesis) and 
stressed that all information gathered is treated confidentially. The introduction states: 
‘Get a voucher worth 10 € as a gift for your participation 
This survey is being conducted within the context of a doctoral thesis which deals with 
customised products. The survey will take approximately 5-10 minutes. All information 
will be saved in anonymous form, will be treated as strictly confidential and will not be 
revealed to any third party.  
 
Please answer all questions. On the last page of the survey you will find a small thank-
you gift in the form of a voucher code valid for your next purchase at LIMBERRY. 
Thank you for your cooperation!’ 
 
The survey itself consists of two sections. The first section deals with the critical 
instruments which aim to measure the factors influencing customers’ purchase intention 
for customised female apparel. These measures consist of the identified risk factors 
(perceived price, absence of a MBG, co-design process [ability], co-design process 
[time], delivery time) and trust (perceived reputation and size). The second section asked 
the participants for demographical data such as sex, age and whether they have had 
experience of customised products in the past. 
 
4.5 The Pilot Study 
A pilot study is regarded as a "small scale version or trial run in preparation for a major 
study" (Polit et al., 2001, p.467). Baker (1994) supports this by stating that a pilot study 
is a helpful tool to pre-test the developed research instrument. According to Isaac and 
Michael (1995) and Gall et al. (2003), pilot testing possesses numerous benefits. First, it 
provides an opportunity to test the developed hypotheses. Second, it helps to find out 
whether the data collection and analysis methods are adequate. Third, it offers an 
opportunity to test and evaluate the correctness of statistical procedures applied. Fourth, 
it assists in reducing treatment errors due to the results in the pilot test. Fifth, it facilitates 
improving research methods and revealing validity threats based on the responses and 
feedback obtained from participants of the pilot study. Concerning the number of 
participants of a pilot study, different opinions prevail. Neumann (1997), on the one hand, 
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does not state a specific number but suggests using a small number of respondents, while 
Monette et al. (2002) advise using a small part of the sample, say 20 participants. Isaac 
and Michael (1995) in turn recommend using a sample size between 10 and 30. 
 
4.5.1 Results of Pilot Study One 
In order to make use of the advantages connected to a pilot test, this research also pre-
tested the developed survey. For this, a sample size of 15 participants was used. The 
participants were all female and the pilot study was conducted via phone personally by 
the author. In order to eliminate certain biases, the author surveyed friends of friends who 
did not know her. Further, it was not revealed that the interviewer of the pilot study was 
also the founder of LIMBERRY. The first pilot study was conducted between 9-
15December 2013. The survey over the phone took about 10-15 minutes and participants 
were able to ask questions during the interview and to comment on things that were 
unclear or ambiguous. 
 
In the first pilot study, fifteen female participants were interviewed by phone. With 
reference to their age, thirty percent of participants were in the age group 25-29 years old, 
followed by 18-24 and 30-34 years old (both 20%). Further, regarding the profession of 
these participants, seven indicated that they were employees (46.7%), five stated they 
were self-employed (33.3%) and three were students (20%). A summary of the 
demographic data can be found in Table 4.2 below. 
Table 4.2: Pilot Study One - Demographic Data of Participants 
 
Source: present author (2015) 
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The results of the pilot study further revealed that some measures possess a low 
correlation (see Table 4.3 below).  
 
Table 4.3: Results of Pilot Study One 
 
Source: present author (2015)                                                                                     *reversed coded 
 
Since it is necessary to get all Cronbach´s alpha values up to .7 and higher, some items 
needed to be reformulated, others needed more items and some items needed to be 
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deleted. Therefore, another pilot study was conducted with revised items. A summary of 
the revised items can be found in Table 4.4 below. Further, in the first pilot study, 
participants were asked about their age. Here participants could select their relevant age 
group out of nine groups. Since for the analysis it is more helpful to know the exact age, 
the answer structure was changed for the second pilot study so participants had to fill in 
their exact age into a field.  
Table 4.4: Revised Measures and Items for Pilot Study Two 
Measures & Items (Pilot 1 ) Measures & Items revised (Pilot 2 ) 
Perceived Risk - 3 items 
1) In general, I feel that purchasing customised garments online is 
risky 
2) I typically feel comfortable using the Internet to purchase 
customised garments (reverse) 
3) Purchasing customised garments over the Internet is a safe thing to 
do (reverse) 
Perceived Risk  - 3 items 
1) Generally, I feel that purchasing customised garments online is risky 
2) I feel comfortable using the Internet to purchase customised garments 
(reverse) 
3) Purchasing customised garments over the Internet is a safe thing to do 
(reverse) 
Price Premium - 3 items 
1) I think the stated prices for the customised products in this store 
are acceptable 
2) The prices for the products on this website are too high for me 
(reverse) 
3) I am willing to pay a higher price for a customised product 
Perceived Price - 6 items 
1) I think the stated prices for the customised garments are acceptable 
2) I believe that the customised garments from LIMBERRY are as expensive as 
comparable ready-to-wear garments 
3) The prices for the customised garments are too high for me (reverse) 
4)  In my opinion, the stated prices for the customised garments are 
appropriate 
5) For me, the prices for the customised garments are overpriced (reverse) 
6) The customised LIMBERRY garments are more expensive than comparable 
ready-to-wear garments of other brands (reverse) 
Absence of MBG - 4 items 
1) I am less willing to buy a customised product if I do not have a right 
to return  
2) It is risky to buy a product which has no right to return  
3) I expect to have a MBG for customised products  
4) It is normal that a customised product cannot be returned if you 
don’t like it (reverse) 
Absence of MBG - 4 items 
1) I am not willing to buy a customised garment online if I do not have a right 
to return 
2) I think it is risky to buy a customised garment online which I cannot return 
3) I also expect to have a money-back guarantee for customised garments  
4) I would also buy a customised garment online even if I do not have a right 
to return (reverse) 
Co-Design Process (Ability) - 3 items 
1) I am confident that if I want to, I could co-design apparel products 
2) I am willing to put some effort in to designing my own customised 
apparel online 
3) The apparel co-design process is hard for me (reverse) 
Co-Design Process (Ability) - 4 items 
1) I am convinced that I can customise my own garment in the configurator 
2) The apparel co-design process online at LIMBERRY is hard for me (reverse) 
3)To customise a garment in the LIMBERRY configurator is easy for me 
4) I feel insecure designing my own apparel in a configurator (reverse) 
Co-Design Process (Time) - 3 items 
1) I am willing to spend some time customising my apparel 
2) Customising a garment is a waste of time (reverse) 
3) I have fun spending time on designing my own garment  
Co-Design Process (Time) - 3 items 
1) I am willing to spend some time customising my apparel online 
2) Customising a garment online is a waste of time (reverse) 
3) I have fun spending time on designing my own garment online 
Longer Delivery Time - 3 items 
1)  I am willing to wait two weeks for my customised product to arrive 
2) I would not accept a longer delivery time for customised products 
than  usually offered for standard off-the-shelf products (reverse) 
3) Having to wait for a period of two weeks for my customised 
product to arrive is a problem for me (reverse) 
Longer Delivery Time - 3 items 
1)  I am willing to wait 2 weeks for my customised garment to arrive  
2) I would not accept a longer delivery time than 3-4 days for a customised 
garment (reverse) 
3) Having to wait for a period of two weeks for my customised garment to 
arrive is a problem for me (reverse) 
Perceived Trust - 4 items 
1) This Web retailer is trustworthy 
2) This Web retailer is one that keeps its promises  
3) I do not trust this Web retailer (reverse)  
4) I believe that the retailer has my best interests in mind 
Perceived Trust - 4 items 
1) I think this Web retailer is trustworthy  
2) I think this Web retailer is one that keeps its promises 
3) I believe that the retailer has my best interests in mind 
4) I think this online shop is not trustworthy (reverse) 
Perceived Reputation - 3 items 
1) This store is well known.  
2) This store has a bad reputation in the market. (reverse) 
3) This store has a good reputation.  
Perceived Reputation - 3 items 
1) This store is well known 
2) This store has a bad reputation in the market (reverse) 
3) This store has a good reputation 
Perceived Size - 3 items 
1) This store is a large company. 
2) This store is the biggest online shop for customised apparel.  
3) LIMBERRY is a small player in the market. (reverse) 
 
Perceived Size - 3 items 
1) I think LIMBERRY is a big company 
2) In my opinion, LIMBERRY is the biggest online shop for mass customised 
women’s apparel 
3) I believe that LIMBERRY is a small company (reverse) 
 
Intention to Purchase - 4 items 
1) I would never purchase a customised product online (reverse) 
2) Given a choice, my friends would choose a customised product 
3) There is a strong likelihood that I will buy a customised product 
4) I am likely to recommend the customised product to my friends 
Intention to Purchase - 4 items 
1) I would not purchase a customised garment online (reverse) 
2) I believe that my friends would also choose to customise a garment online 
3) There is a strong likelihood that I will buy a customised garment 
4) I would recommend the customised garments to my friends 
Source: present author (2015) 
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4.5.2 Results of Pilot Study Two 
The second pilot study was conducted online at the LIMBERRY page with surveymonkey 
(www.surveymonkey.com). This tool will also be applied for the main survey. An 
automatic pop-up window will appear in the LIMBERRY online configurator after five 
seconds. Each visitor will be asked to participate in the survey. As for the main survey, a 
10 Euro voucher code is being offered as a gift for participating in the study. Within the 
period from 19-23 December 2013, 21 visitors to the LIMBERRY page participated in 
the second pilot survey. However, four answers were incomplete, and hence were deleted 
from the analysis which left n = 17. From these 17 participants, 12 are employees, 2 are 
students, 2 are self-employed and 1 indicated "other" (see Table 4.5 below). 
   
Table 4.5: Pilot Study Two - Demographic Data of Participants 
 
Source: present author (2015) 
 
After re-wording and adding new items, the second pilot study reached a Cronbach´s 
alpha for all scales of a minimum of .7 or higher.    
 
However, what became apparent is that there are a number of reverse coded items which 
have a negative impact on the correlation. From Table 4.6 below it is possible to see that 
Cronbach´s alpha would increase if the following items were deleted: 1.5, 1.6, 3.2, 4.2, 
7.2, 9.3, and 10.1. However, since for all scales a Cronbach´s alpha of a minimum of .7 
has been reached, no items will be deleted at this stage. If the same results appear in the 
main study, it is still possible to delete the items which lower the correlation at that stage. 
Therefore, exactly the same survey will be used for the main survey as for this second 
pilot test.  
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Table 4.6: Results of Pilot Study Two 
 
Source: present author (2015)                                                                      *reversed coded 
                       n originally: 21 
                  n without missing values: 17 
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4.6 Main Survey Administration 
In section 3.4.8 it was argued why self-administered online surveys represent the most 
suitable data collection method for this research. For conducting a web-based survey, the 
tool surveymonkey (https://de.surveymonkey.com/home/) was applied. In order to 
receive 250 answers for the survey, three different ways of reaching potential participants 
were adopted. The first way was a pop-up on the LIMBERRY page. Every visitor who 
spent more than 5 seconds in the LIMBERRY configurator (regardless of whether for 
dresses, coats, shoes or hats) was asked to complete the survey. The second way was via 
the LIMBERRY Facebook fan page. Here, through regular posts, people who liked the 
LIMBERRY page were also asked to help us with the questionnaire. The third approach 
was a newsletter which was sent out with the link to the online survey.  
 
In the survey, participants were required to answer all questions before proceeding to the 
next question. All answers from the web-based survey were saved as a MS Excel file in 
order to be easily entered into SPSS which supported the data analyses.  
According to Burns and Bush (2000), incentives in the form of cash or gifts assist in 
receiving more truthful answers and discourage non-responses. Thus, participants were 
offered a voucher code for the LIMBERRY shop worth 10 Euros when participating in 
the survey. The voucher code was displayed on the last page of the questionnaire. With 
this approach, it was hoped to increase the response rate. 
 
4.7 Chapter Summary 
The fourth chapter focuses on the survey development. It explains that wherever possible, 
measures already developed from past research were adopted. In order to ensure that the 
developed measures were adequate, a pilot test with 15 participants was conducted via 
phone. The results show some Cronbach´s alpha values of lower than .7 which called for 
an improvement of the items. Thus a second pilot study was conducted online with 
amended measures. After those changes were applied, the second pilot study showed 
results that were acceptable for commencing with the main survey. Chapter four closes 
with an introduction to the main survey. It explains that self-administered online surveys 
are being conducted by using the tool surveymonkey and that it is aimed to received 250 
responses. In order to obtain the target number of participants, a 10 € voucher incentive 
was offered for participating, and in addition people were asked through Facebook, a 
newsletter and directly on the LIMBERRY page to complete the survey. 
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Chapter 5: Data Analysis and Results  
5.1 Introduction 
In this chapter, the results of the survey are presented. It starts with a description of the 
sample and demographic data. Next, the data are descriptively assessed for normality and 
correlations are calculated. These two approaches represent the basis for further analysis. 
In order to identify possible problematic items, a four-step approach has been selected. 
Thus, based on the results of a reliability analysis for internal consistency, an exploratory 
factory analysis, a measurement model and a confirmatory factor analysis, problematic 
items will be detected and thus excluded from the SEM. Since the initial research model 
requires adjustments, a modified model was developed. Based on this, the developed 
hypotheses will be tested by calculating a structural equation model.    
   
5.2 Response Rate and Sample Description 
In order to obtain sufficient participants for the survey, data were collected in three 
different ways as already explained earlier in chapter 3, section 3.6.8. First of all, all 
visitors to the LIMBERRY page spending more than 5 seconds in the configurator were 
asked to complete the survey. A pop-up appeared with a link leading to the online survey. 
Further, a newsletter was sent out to 273 LIMBERRY newsletter subscribers with the link 
to the survey. Thirdly, regular posts on the LIMBERRY Facebook fan page, which has 
over 800 ‘likes’, solicited all LIMBERRY Facebook fans to participate in the survey. The 
typical LIMBERRY customer is female and between 18 and 45 years old. During the 
period from 02-26 January 2014, 267 responses to the survey were obtained. From these, 
31 answers were deleted since 26 were incomplete and 5 responses were made by men.  
 
5.2.1 Demographic Profile of Respondents  
This part discusses the demographic profile of the participants. Thus from 236 females in 
the sample, the variable age has values ranging from 16 to 62 years, with a mean of 30.13 
and a standard deviation of 8.204. Table 5.1 below summarises those statistics.  
Further, it becomes obvious that the skewness of the variable age is not normally 
distributed but skewed to the right. 
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Table 5.1: Descriptive Statistics on Age 
  
N Range Minimum Maximum Mean Standard Deviation Variance Skewness 
Statistic Statistic Statistic Statistic Statistic Statistic Statistic Statistic Std Error 
Age 236 46 16 62 30.13 8.204 67.298 1.552 .158 
Source: present author (2015) 
 
Concerning the distribution of age, the majority of respondents are in the age group 25-
30 years old (39.8%), followed by 30-35 years old (21.2%) and 20-25 years old (18.6%), 
which represents the typical LIMBERRY customer. The frequency distribution of the 
variable "age" is graphically displayed in Figure 5.1 below.  
 
Figure 5.1: Age Distribution 
 
Source: present author (2015) 
 
With reference to profession, the majority of respondents are employees (52.5%) 
followed by students (24.2%) and self-employed participants (16.5%). A full report of 
the distribution of "profession" is stated in Table 5.2 and Figure 5.2 below.  
 
Table 5.2: Frequency Distribution of the Variable "Profession" 
Profession Frequency Percentage 
Pupil 2 0.8 % 
Apprentice 6 2.5 % 
Student 57 24.2 % 
Employee 124 52.5 % 
Self-employed 39 16.5 % 
Unemployed/ seeking work 1 0.4 % 
Other 7 3.0 % 
Total 236 100.0 % 
Source: present author (2015) 
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Figure 5.2: Frequency Distribution "Profession" 
 
Source: present author (2015)  
 
Summarising, one can say that the respondents of the survey and thus the population of 
this study represent the target group of LIMBERRY. 
 
5.2.2 Past Experiences of Respondents with Customised Goods  
The results of the survey also revealed that almost half of the participants had already 
bought a customised product online in the past. Thus 107 (45.3%) respondents claimed 
to have past experience of buying customised goods online, while 129 (54.7%) stated that 
they had no past experience (see details in Table 5.3 below).    
 
Table 5.3: Past Experience of Buying Customised Products Online   
  Frequency Percentage 
Yes 107 45.3 % 
No 129 54.7 % 
Total 236 100.0 % 
Source: present author (2015) 
 
Further, the mean age was calculated of the participants who had bought a customised 
product in the past and of the participants who had never bought a customised product 
before. The results show that there is no noteworthy age difference between participants 
who had bought MC products in the past (mean age = 30.73; sd = 8.627) and participants 
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with no past experience (mean age = 29.64; sd= 7.834).  These results are summarised in 
Table 5.4below.     
 
Table 5.4: Past Experience Related to Age 
Have you already bought a customised product 
online in the past? Mean N Standard deviation 
Yes 30.73 107 8.627 
No 29.64 129 7.834 
Total 30.13 236 8.204 
Source: present author (2015) 
 
The boxplot in Figure 5.3 below shows that both groups have the same age median. 
Further, both groups scatter evenly.    
 
Figure 5.3: Boxplot for Past Experience Related to Age 
 
Source: present author (2015) 
 
One question in the survey asked participants who had claimed to have experiences with 
buying customised products online what type of products they had bought. Respondents 
were able to write in a blank field all types of customised products they had bought in the 
past. Multiple answers were possible. The results show that the most popular product 
category for customisation is apparel (68). Within this category, most respondents stated 
that they had customised a T-Shirt (35). Further, the second most popular category for 
customised products is food (44). Here, 21 people indicated that they had customised their 
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muesli, followed by chocolate (15). The third most popular product category is shoes 
(18). Here, ten respondents stated that they had customised a pair of pumps and eight 
participants claimed to have customised sneakers. An exhaustive list of all products is 
stated in Table 5.5 below.  
 
Table 5.5: MC Products and Number of Participants with Past Experience 
MC Product Category 
Number of Participants who have bought this MC 
product category in the past 
1. Apparel 86 
T-Shirt 35 
Dress 8 
Blouse 7 
Blazer 6 
Sweater 4 
Beanie 2 
not specified 3 
Jacket 2 
Coat 1 
2. Food 44 
Muesli 21 
Chocolate 15 
Coffee and Tea 6 
Pasta 2 
3. Shoes 18 
Women’s Shoes (eg Pumps) 10 
Sneakers 8 
4. Other Accessories 9 
Jewellery 4 
Bag 4 
Key Chain 1 
5. Other 10 
Cup 2 
Toy 2 
Pillow 2 
Apple iPod Engraving 1 
Towel 1 
Bottle 1 
Furniture 1 
Source: present author (2015) 
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5.3 Ranking of the Risk Antecedents 
In order to be able to descriptively weight the five revealed factors (price premium, 
absence of MBG, ability to co-design, longer delivery time and co-design time), two extra 
questions in the survey were posed. The first question asked participants on a seven point 
Likert scale (1 = not important at all to 7 = very important) "How important are the 
following factors to you when shopping for MC apparel online?"  For this, the modus was 
calculated from all responses within one question in order to sort the factors by the given 
modus. 
 
The results show that when it comes to the price premium, most participants indicate that 
it is an important factor (Modus = 6). This is followed by the money-back guarantee, 
where most respondents perceived it as moderately important (modus = 5). The other 
three factors were perceived as low importance and not important at all (modus 2 and 1). 
Table 5.6 below summarises these results.   
 
Table 5.6: Importance of Factors 
Factor Modus 
The price premium 6 
The money-back guarantee 5 
My ability to co-design an apparel 2 
The delivery time 2 
The required expenditure of time to customise an apparel 1 
Source: present author (2015)                         *on a Likert scale where 1 = not important at all and 7 = very important  
 
The second question asked participants to state their main reason why they would not buy 
a customised garment from LIMBERRY. This question on one hand helps to support the 
results of the previous question and on the other hand assists in revealing other factors 
that might discourage people from buying MC garments online. For this reason, an open 
question was stated in the survey requesting participants "Please state your main reason 
why you would not buy from LIMBERRY".  From the 236 participants in the survey, 
37.3% claimed that the main reason is the price which is too high. Further, 22.8% did not 
state a reason and 8.5% claimed that it is because of the style which they do not like. 
Further, 7.2% claim that there is no reason why they would not buy and 7.2% claim it is 
due to the absence of money-back guarantee. Another 6.4% of participants claim the 
reason is that they cannot touch and try on the clothes before buying them. Additionally, 
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11.9% claimed other reasons. This question supported the results of the previously 
discussed question that price and MBG are the main identified reasons why people would 
not buy at LIMBERRY. However, the findings of this question further reveal that 
different tastes and the lack of possibility to touch and try on the clothes might also be 
reasons why people do not want to buy LIMBERRY MC apparel. The results of this 
survey question are listed in Table 5.7 below. 
 
Table 5.7: Main Reason Why Respondents Would Not Buy at LIMBERRY.de 
Reason Number of Participants Percentage 
Price too high 88 37.3 % 
Participants - no reason stated 54 22.8 % 
Not my style / don't like 20 8.5 % 
There is no reason...I would buy 17 7.2 % 
Other reasons 17 7.2 % 
No MBG offered 15 6.4 % 
Products not seen, touched and tried on 14 5.9 % 
Not enough choices 5 2.1 % 
Because I don´t know LIMBERRY 3 1.3 % 
Expenditure of time to customise 3 1.3 % 
Total 236 100% 
Source: present author (2015) 
 
 
5.4 Item Analysis 
This section aims to evaluate the items and constructs. An item analysis represents a 
prerequisite for hypothesis testing and gives a deeper understanding of the quality of the 
items. An item analysis helps to eliminate items that are poorly written as well as items 
that are not relevant for the research (Anderson et al., 2002). 
 
Therefore, what follows from here onwards tests the basis of the developed model.  
Hence, the following section starts with assessing the data for normality by calculating 
the skewness, kurtosis, outliers and the Kolmogorov-Smirnov statistics. After this, the 
Pearson product-moment correlation will be calculated to assess the direction and the 
strength of the linear relationship between the two variables. Third, in order to select just 
the suitable items for the hypothesis testing and to identify all problematic items, a four-
step approach will be undertaken. Starting with a reliability analysis, items will be 
identified using Cronbach´s alpha and items with low Cronbach´s alpha values will be 
revealed. Next, an exploratory factor analysis will be undertaken to find out which items 
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load on other factors and to test if exploratory 10-factors can be indexed and if the items 
can be clearly allocated to their predefined factors. Following this, based on the original 
measurement model, items with standard factor loadings under .6 will be identified and 
models with a poor fit will be revealed. Finally, each scale of the initial research model 
will be checked in a confirmatory factor analysis, to test if items belong to the defined 
factor. Based on the results of these analyses, certain problematic items and scales will 
be identified and thus excluded from further analysis.  
 
5.4.1 Data Screening  
According to Tabachnick and Fidell (2001), accessing data for normality is a prerequisite 
for any multivariate analysis. The authors claim that even if normality is not required, the 
outcome of normally distributed data is a bit better.  In order to access normality, the 
skewness and kurtosis are calculated. This approach is supported by Pallant (2007). 
However, different authors have different views. While the more conservative ones claim 
that only a value of +/- 0.5 is indicative of departures from normality (Hair et al., 1998; 
Runyon et al., 2000), others believe a normal distribution can also have a value of +/- 
1.00 for skewness, kurtosis, or both (George and Mallery, 2003). The results in Table 5.8 
show, however, that 12 items (2.2= -1.064, 3.1= -1.382, 3.3= -1.308, 3.4= -1.762, 4.1= -
1.603, 4.2= -1.566, 4.3= -1.206, 5.1= -1.629, 5.2= -1.222, 5.3= -1.234, 9.1= -1.332 and 
9.3= -1.438) out of 39 have a skewness out of the range of +/- 1. Also, for kurtosis, 14 
items out of 39 show a value out of the suggested range of +/- 1. This would imply that 
the answers of these items do not imply a normal distribution. Additionally, the results of 
the Kolmogorov-Smirnov test show that all values are not normally distributed as all tests 
reach the significance level of α = 0.001. However, Tabachnick and Fidell (2001, p.74), 
claim that with reasonably large samples, skewness will "not make a substantive 
difference in the analysis". The authors further explain that kurtosis can lead to an 
underestimate of the variance, though this risk is reduced by using a sample that is 200+ 
cases. Thus there exist tests that can be run to assess skewness and kurtosis values, but 
large samples are not suitable since they are too sensitive. Since this research uses a large 
sample of 236 participants, it is possible to conclude that the results for skewness and 
kurtosis are unproblematic. By further assessing the data, one can assert that the mean 
and standard deviation of most items are sufficient for a good correlation. So item 8.2, 
for example, shows a perfect result with a mean of 3.25, a standard deviation of 1.351, a 
skewness of 0.301 and a kurtosis of 0.021. Furthermore, the matching boxplot of this item 
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shows a good item difficulty, with a median at 3. On the other hand, all items measuring 
the factor co-design process (time) are suboptimal. Thus, for example, item 4.1 has a 
mean of 6.11, a standard deviation of 0.945, a skewness of -1.603 and a kurtosis of 4.275. 
This result is also reflected in the boxplot where the median is at point 6 and half of the 
sample is concentrated between answer six and seven, while the other half lies between 
one and six. Therefore, it can be concluded that this item has no optimal item difficulty.  
 
Table 5.8: Item Screening 
item Median Mean Min max Range 
Std 
deviation skewness kurtosis 
test for normal distribution  
(Kolmogorov-Smirnov)** 
1.1 5.0 4.82 1 7 6 1.519 -0.554 -0.529 d(236) = 0.191, p < 0.001 
1.2 4.0 4.06 1 7 6 1.671 0.20 -1.043 d(236) = 0.162, p < 0.001 
1.3* 3.0 3.41 1 7 6 1.646 0.391 -0.871 d(236) = 0.191, p < 0.001 
1.4 5.0 4.69 1 7 6 1.528 -0.520 -0.635 d(236) = 0.196, p < 0.001 
1.5* 5.0 4.18 1 7 6 1.657 -0.260 -0.881 d(236) = 0.198, p < 0.001 
1.6* 4.0 3.72 1 7 6 1.475 0.091 -0.668 d(236) = 0.147, p < 0.001 
2.1 5.0 4.68 1 7 6 1.774 -0.338 -1.003 d(236) = 0.170, p < 0.001 
2.2 6.0 5.49 1 7 6 1.448 -1.064 0.466 d(236) = 0.253, p < 0.001 
2.3 5.0 4.83 1 7 6 1.687 -0.516 -0.719 d(236) = 0.196, p < 0.001 
2.4* 4.0 4.03 1 7 6 1.733 0.000 -1.073 d(236) = 0.162, p < 0.001 
3.1 6.0 5.94 1 7 6 1.121 -1.382 2.247 d(236) = 0.280, p < 0.001 
3.2* 6.0 5.38 1 7 6 1.349 -0.952 0.823 d(236) = 0.207, p < 0.001 
3.3* 6.0 5.72 1 7 6 1.215 -1.308 2.193 d(236) = 0.242, p < 0.001 
3.4 6.0 6.07 1 7 6 1.114 -1.762 4.176 d(236) = 0.262, p < 0.001 
4.1 6.0 6.11 1 7 6 0.945 -1.603 4.275 d(236) = 0.278, p < 0.001 
4.2* 6.0 5.91 1 7 6 1.134 -1.566 3.704 d(236) = 0.266, p < 0.001 
4.3 6.0 6.01 1 7 6 1.008 -1.206 2.337 d(236) = 0.232, p < 0.001 
5.1 6.0 5.96 1 7 6 1.116 -1.629 3.092 d(236) = 0.310, p < 0.001 
5.2* 6.0 5.41 1 7 6 1.702 -1.222 0.634 d(236) = 0.255, p < 0.001 
5.3* 6.0 5.54 1 7 6 1.547 -1.234 0.844 d(236) = 0.256, p < 0.001 
6.1* 3.0 3.39 1 7 6 1.397 0.338 -0.615 d(236) = 0.175, p < 0.001 
6.2 3.0 3.64 1 7 6 1.471 0.228 -0.764 d(236) = 0.188, p < 0.001 
6.3* 4.0 3.62 1 7 6 1.304 0.135 -0.445 d(236) = 0.177, p < 0.001 
7.1 4.0 3.83 1 7 6 1.449 0.113 -0.576 d(236) = 0.153, p < 0.001 
7.2* 6.0 5.72 1 7 6 1.223 -0.647 -0.271 d(236) = 0.218, p < 0.001 
7.3 5.0 4.92 1 7 6 1.183 -0.209 0.591 d(236) = 0.232, p < 0.001 
7.4* 3.0 2.90 1 7 6 1.373 0.834 0.434 d(236) = 0.226, p < 0.001 
7.5 3.0 3.30 1 7 6 1.481 0.589 -0.229 d(236) = 0.228, p < 0.001 
8.1 3.0 3.18 1 7 6 1.218 0.638 0.800 d(236) = 0.249, p < 0.001 
8.2 3.0 3.25 1 7 6 1.351 0.301 0.021 d(236) = 0.163, p < 0.001 
8.3* 3.0 2.94 1 7 6 1.268 0.890 0.945 d(236) = 0.251, p < 0.001 
9.1 6.0 5.84 1 7 6 0.998 -1.332 3.753 d(236) = 0.272, p < 0.001 
9.2 6.0 5.81 1 7 6 0.927 -0.915 2.178 d(236) = 0.270, p < 0.001 
9.3* 6.0 5.75 1 7 6 1.146 -1.438 3.461 d(236) = 0.232, p < 0.001 
9.4 6.0 5.44 1 7 6 1.076 -0.981 2.247 d(236) = 0.238, p < 0.001 
10.1* 5.0 4.90 1 7 6 1.631 -0.614 -0.481 d(236) = 0.202, p < 0.001 
10.2 5.0 4.92 1 7 6 1.293 -0.751 0.510 d(236) = 0.227, p < 0.001 
10.3 4.0 4.42 1 7 6 1.581 -0.291 -0.486 d(236) = 0.139, p < 0.001 
10.4 5.0 5.13 1 7 6 1.279 -0.979 1.615 d(236) = 0.202, p < 0.001 
Source: present author (2015)                                                                            *reversed coded 
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5.4.2 Correlations  
In order to find out if items are related, the correlations can be calculated. This statistical 
technique called Pearson product-moment correlation assesses the direction and the 
strength of the linear relationship between two items. Thus it helps to find out if the 
developed items of one scale are related to each other (which is a prerequisite to be able 
to measure the corresponding factor). A Pearson correlation coefficient (r) can range from 
-1 to +1. The negative sign indicates that if one variable increases, the other decreases 
(negative correlation). The positive sign reveals that if one variable increases, the other 
also increases (positive correlation). No matter what sign, the size of the absolute value 
reveals the strength of the relationship between the items.  Hence a perfect correlation of 
1 or -1 enables the value of one item to be determined by knowing the value of the other 
item. A correlation of r = 0 is an indicator of no relationship between those items, r = .10 
to .29 indicates a small strength of relationship, r = .30 to .49 suggests a medium and r 
=.50 to 1.0 implies a large strength of relationship (Pallant, 2007). Before calculating a 
Pearson correlation coefficient, however, Pallant (2007) suggests generating scatterplots. 
A scatterplot is a figure showing graphically the relationship between two items (Jackson, 
2008). Pallant (2007) argues that a scatterplot will reveal whether the items are related in 
a linear or curvilinear fashion. Only if the scatterplot shows a linear relationship can a 
correlation analysis be calculated. Thus, in the following section, scatterplots are created 
and discussed for each single factor.  
 
The first scatterplots for the factor ‘price premium’ in Figure 5.4 below reveal that all six 
developed items are related in a positive linear fashion. This is graphically displayed by 
the red smoothing lines which indicate a general linear trend between each two items of 
the factor ‘price premium’. Further, eight inter-item correlations have values of greater 
than .50 and thus possess a large strength of relationship. Seven inter-item correlations 
are between .30 and .49 and thus indicate a medium strength of relationship.  
Additionally, all correlation coefficients reached the .1% significance level in testing an 
assumed zero correlation.     
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Figure 5.4: Scatterplots of the Factor Price Premium 
 
Source: present author (2015) 
 
The scatterplots of the factor ‘absence of MBG’ also show that all items are related in a 
positive linear fashion (see Figure 5.5 below). Additionally, all inter-item correlations 
possess a value greater than .50 and thus one can conclude that all items have a large 
strength of relationship. Additionally, all correlation coefficients reached the .1% 
significance level in testing an assumed zero correlation.      
Figure 5.5: Scatterplots of the Factor Absence of MBG 
    
Source: present author (2015) 
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The scatterplots of the factor ‘co-design (ability)’ show that all four items are related in a 
positive linear fashion (see Figure 5.6 below). Also, the correlations show high values of 
> .50 which indicate a large strength of relationship between the items. Just the correlation 
between item 3.2 and 3.4 has a value of .45 and thus one can conclude that the two items 
have a medium strength of relationship. Additionally, all correlation coefficients reached 
the .1% significance level in testing an assumed zero correlation.        
  
Figure 5.6: Scatterplots of the Factor Co-Design Process (Ability) 
 
Source: present author (2015) 
 
The scatterplots in Figure 5.7 below for the factor ‘co-design (time)’ show that items 4.2 
and 4.3 have a curvilinear relationship. However, this can be neglected, since the result 
is due to just two outliers (two participants out of 236 answered outside the raster). In the 
item analysis, these two items already showed high mean scores (5.91 and 6.01) and low 
standard deviation values (1.134 and 1.008). This leads to a concentration of the value on 
the upper end of the scale. Regarding the other items, they possess positive linear 
relationships. With reference to the correlations, two values are below .50 and thus imply 
a medium strength of relationship. For factors 4.1 and 4.3 a large strength of relationship 
can be observed. However, the scatterplot of item 4.1 with 4.2 and scatterplot of item 4.1 
with 4.3 also show a concentration of the value on the upper end of the scale. Additionally, 
all correlation coefficients reached the .1% significance level in testing an assumed zero 
correlation.      
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Figure 5.7: Scatterplots of the Factor Co-Design Process (Time) 
 
 Source: present author (2015) 
 
For the factor ‘delivery time’, the scatterplot of item 5.2 with 5.3 shows a curvilinear 
relationship (see Figure 5.8 below). The scatterplots for the other items also show positive 
linear relationships. The inter-item correlation values indicate medium to large strengths 
of relationships. Additionally, all correlation coefficients reached the .1% significance 
level in testing an assumed zero correlation.       
Figure 5.8: Scatterplots of the Factor Longer Delivery Time 
 
Source: present author (2015) 
128 
 
For the factor ‘perceived risk’, the scatterplots in Figure 5.9 below demonstrate a positive 
linear relationship between all three items. Also the inter-item correlations show all 
values above .50 and thus imply a large strength of relationship between the items. 
Additionally, all correlation coefficients reached the .1% significance level in testing an 
assumed zero correlation.          
 
Figure 5.9: Scatterplots of the Factor Perceived Risk 
 
Source: present author (2015) 
 
The scatterplots of the factor ‘perceived reputation’ show a mixed picture (see Figure 5.10 
below). While most of the items have a positive linear relationship, two scatterplots show 
a more curvilinear relationship (item 7.1 with 7.2 and item 7.2 with 7.5). Also the 
correlation values vary from .00 to .60. Thus one can conclude that the factor ‘perceived 
reputation’ possesses problematic items. The correlation coefficient of item 7.1 with 7.2 
reached the 5% significance level, the correlation coefficient of item 7.2 with 7.5 is not 
significant and all other correlation coefficients reached the .1% significance level in 
testing an assumed zero correlation.       
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Figure 5.10: Scatterplots of the Factor Perceived Reputation 
 
Source: present author (2015) 
 
The scatterplots of the factor ‘perceived size’ show a positive linear relationship between 
the three items (see Figure 5.11 below). Two inter-item correlations possess a value 
greater than .50 and thus imply a large strength of relationship between those items. The 
correlation between items 8.2 and 8.3 is .49 and therefore can be regarded as a medium 
strength of relationship. Additionally, all correlation coefficients reached the .1% 
significance level in testing an assumed zero correlation.          
Figure 5.11: Scatterplots of the Factor Perceived Size 
 
Source: present author (2015) 
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For the factor ‘perceived trust’, two scatterplots show a curvilinear relationship between 
the items (9.2 with 9.3 and 19.3 with 9.4). The other four scatterplots illustrate a positive 
linear relationship between the items (see Figure 5.12 below). With reference to the 
correlation values, most have a value greater than .50 and thus imply a large strength of 
relationship. Just two correlations are below that value of .50 and thus possess a medium 
stregth of relationship. Additionally, all correlation coefficients reached the .1% 
significance level in testing an assumed zero correlation.          
 
Figure 5.12: Scatterplots of the Factor Perceived Trust 
 
Source: present author (2015) 
 
The scatterplots of the factor ‘intention to purchase’ indicate that all items relate in a 
positive linear fashion (see Figure 5.13 below). Five out of six correlation values are greater 
than .50 and thus imply a large strength of relationship. Just the correlation between factor 
10.1 and 10.2 has a value of .38, which suggests a medium strength of relationship. 
Additionally, all correlation coefficients reached the .1% significance level in testing an 
assumed zero correlation.          
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Figure 5.13: Scatterplots of the Factor Intention to Purchase 
  
Source: present author (2015) 
 
In conclusion, one can say that the scatterplots show a differentiated picture. Some factors 
possess a high linear effect between the items whereas some factors have items which 
relate in a curvilinear fashion with each other and possess low correlations. This can be 
explained by high mean scores and low standard deviation values, for example, r4.2, 4.3  = 
.4 which is a sufficiently large value, however with no large effect. This is due to the 
mean = 6.01, SD = 1.008 for item 4.3 and the mean = 5.91 and SD 1.134 for item 4.2, 
which indicate a homogenous tendency to answer the items and thus result in a medium 
correlation.  
 
In order to assess the degree of inter-item correlation, it is also helpful to inspect the 
correlation matrix (see Table 5.9 below). This matrix reveals that most items within one 
factor have r values greater than .50, which indicates a large strength of relationship, and 
r values of > .30, which represent medium strength of relationship. Just three Pearson 
correlations show r values below .29 and thus have a small strength of relationship. These 
three low correlation values all belong to the factor ‘perceived reputation’ which is factor 
seven. Further, based on the matrix, it can be seen that items of the first factor have high 
loadings among themselves; however, they also correlate with items of factor 10. For 
example, items 1.1 with 10.3 have an r of .508. Also items of factor three have high 
loadings with other factors. Here, for example, items 3.1 and 4.1 possess a loading of 
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.529. Factor seven, on the other hand, has low loadings within its items and additionally 
correlations with items from factor nine and ten. Furthermore, it can be observed that 
items of factor ten are loading with a multitude of items from other factors (e.g. r10.4, 1.1   = 
.483 or  r10.2, 4.3   = .448).   
 
Based on the correlations, one can conclude that most items from one factor possess 
medium to large strength relationships between each other and thus are related. However, 
it also becomes apparent that there are some items with high loading on items of other 
factors.    
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Table 5.9: Inter-Item Correlation Matrix 
 
Source: present author (2015)
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5.4.3 Reliability Analysis 
In order to find out if the proposed items make up the scale and to what degree they hang 
together, a reliability analysis of internal consistency will be undertaken. A reliability 
analysis thus helps to identify problematic items additionally. In order to calculate a 
reliability analysis, SPSS 20 was applied. The results of the reliability analysis are 
summarised in Table 5.1 below.   
Table 5.10: Reliability Analysis 
Source: present author (2015)                                                                   *reversed coded / n= 236  
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As can be seen in the table above, the scale ‘price premium’ has a high Cronbach´s alpha 
value of 0.872. All six items of this factor seem to be unproblematic, since even if any 
item is deleted, Cronbach´s alpha will not increase. 
 
Also for the scale ‘absence of MBG’, the developed items seem to be unproblematic. The 
results show that even if any item is deleted, the Cronbach´s alpha will not increase. 
Absence of MBG reached a Cronbach´s alpha of 0.867. 
 
The scale ‘co-design ability’ possesses a Cronbach´s alpha of 0.852. Since Cronbach´s 
alpha will not increase if any item is deleted, all items seem to be unproblematic. Further, 
if item 3.3 were deleted, Cronbach´s alpha would decrease to a value of 0.777. This 
indicates that this item is important for the scale ‘co-design ability’. 
 
For the factor ‘co-design time’, the Cronbach´s alpha reached a value of 0.783. Here, if 
item 4.2 were deleted, the Cronbach´s alpha would increase to 0.864. Thus item 4.2 seems 
to be problematic. If item 4.1 were deleted, Cronbach´s alpha would decrease to 0.568, 
which indicates that 4.1 is an important item for this scale. 
 
The scale ‘longer delivery time’ has a low Cronbach´s alpha of 0.686. However, even if 
any item were deleted, the Cronbach´s alpha would not increase. Thus, this item will be 
revised later. 
 
The ‘perceived risk’ factor reached a Cronbach´s alpha of 0.856.  If just item 6.2 were 
deleted, Cronbach´s alpha would go up slightly to 0.858. 
 
The factor ‘perceived reputation’ has a Cronbach´s alpha value of 0.756. Item 7.2 seems 
to be problematic, since if deleted, the value would increase to 0.799. 
 
The scale ‘perceived size’ seems to have no problematic items and reached a Cronbach´s 
alpha of 0.792. Even if any item were deleted, the Cronbach´s alpha value would not 
increase. 
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‘Perceived trust’ possesses a Cronbach´s alpha value of 0.817. Item 9.3 seem to be 
problematic, since if deleted, the Cronbach´s alpha would rise to 0.844. 
 
For the last scale, ‘intention to purchase’, the Cronbach´s alpha reached a value of 0.846. 
If item 10.1 were deleted, the Cronbach’s alpha would increase marginally to 0.854. 
In conclusion, one can say that all scales possess good or even very good values for 
Cronbach´s alpha. All values are greater than 0.6 and six scales out of ten even have a 
Cronbach´s alpha greater than 0.8. According to DeVellis (2003), a Cronbach´s alpha 
should be ideally higher than 0.7. However, scales with fewer than 10 items often have 
low Cronbach´s alpha values of 0.5 (Pallant, 2007). Thus, Malhotra and Birks (2007) 
claim that a Cronbach´s alpha of greater than 0.6 implies satisfactory internal consistency-
reliability. Since some authors claim that the Cronbach´s alpha value should be > 0.7 
while other suggest it should be > 0.6, the factor ‘longer delivery time’ with its low 
Cronbach´s alpha value of 0.686 will be highlighted as possibly problematic. Further, 
items 4.2, 6.2, 7.2, 9.3 and 10.1 lower the Cronbach´s alpha value of their factor and thus 
are marked as problematic.    
  
The following section continues with an exploratory factor analysis in order to support or 
weaken the results of the reliability analysis.  
 
5.4.4 Exploratory Factor Analysis  
According to Johnson and Wichern (2007), an exploratory factor analysis (EFA) aims to 
describe the covariance relationship between a number of variables regarding a few 
underlying, hard to observe, random quantities called factors. The factor models’ 
underlying belief is that it is possible to group variables according to their correlations. 
"That is, suppose all variables within a particular group are highly correlated among 
themselves, but have relatively small correlations with variables in a different group. 
Then it is conceivable that each group of variables represents a single underlying 
construct, or factor, that is responsible for the observed correlation" (Johnson and 
Wichern, 2007, p.481). In order to test if certain items correspond to a certain factor, an 
exploratory factor analysis will be conducted. The maximum likelihood factor analysis 
with varimax rotation has been chosen, since it has optimal properties for larger samples 
(Millar, 2011). Further, "since the original loadings may not be readily interpretable, it is 
usual practice to rotate them until a simpler structure is achieved" (Johnson and Wichern, 
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2007, p.504). The following section thus represents the results of the explorative factor 
analysis. It is calculated with SPSS 20 and the minimum absolute value of factor loadings 
is 0.3. Thus, no values under 0.3 are shown in the matrix output.  
Since the developed constructs of this thesis possess ten scales and 39 items, the results 
of the exploratory factor analysis should also display ten extracted factors. Further, the 
results should demonstrate that each of the 39 items can be clearly allocated to one of the 
ten scales; ideally, on the suggested scale and not on another.  
 
In order to test the structure and number of factors, a scree plot was created (see Figure 
5.14 below). A scree plot is helpful for deciding how many factors to keep in the analysis 
(Burns and Burns, 2008). So the authors explain that the point of interest is where the 
curve starts to flatten. Thus, based on 39 items, initially 39 factors were extracted. As 
nine factors have an Eigenvalue > 1, the suggested structure for the model is a nine-factor 
solution. After the extraction of the factors, the resulting factors were rotated using a 
Varimax-rotation in order to get a unique and interpretable result of the factor loadings. 
As it was suggested that the 39 items can be allocated on a 10-factor model, the factor 
analysis reveals that just nine factors represent the data set.  
     
Figure 5.14: Scree plot of Initial Items 
 
Source: present author (2015) 
 
Also the output "Summary of the EFA" in  
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Table 5.11 below supports the result that the first nine factors have an Eigenvalue > 1. Thus 
one can see in Table 11 that the 9th factor has an Eigenvalue of 1,243. After rotating the 
9th factor solution, 62,954% of the observed variance in the data can be explained by all 
nine latent factors. Thus, a nine-factor solution is suggested.  
 
Table 5.11: Output - Summary of the EFA 
 
Source: present author (2015)  
 
Based on the rotated factor matrix output (see appendix 8.2), it can be seen which items 
belong to which factor. Further, based on the loadings, it can be interpreted which items 
are essential (> 0.6) for a factor (Bortz, 1999).  
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Items 1.1, 1.3, 1.4 and 1.5 of factor one, which can be identified as price premium, 
reached loadings of > 0.6, whereas items 1.2 and 1.6 possess loadings below 0.6 and thus 
are marked as problematic in allocating them to this factor.  
 
The fifth factor which can be allocated to ‘Absence of MBG’ shows that items 2.1, 2.2, 
2.3 and 2.4 have essential high loadings of > 0.7 on this scale. Further, no other item is 
loading on this factor. Thus, no problematic item was identified and the factor can be 
identified by the suggested items. 
 
For factor seven, which can be named ‘ability to co-design’, items 3.1, 3.2, 3.3 and 3.4 
could be clearly allocated to this factor with loadings of > 0.6. There are no problematic 
items of this scale with essential loading on other factors or items from other scales which 
load on this factor. 
 
Factor eight, which can be identified as ‘co-design time’, shows items 4.1 and 4.3 with 
loadings on this scale of > 0.6. Item 4.2 seems to be problematic since it is loading on 
factor three. This item has already been noticed in the reliability analysis where the 
Cronbach´s alpha would increase if the item were left out. Concerning this factor, no other 
item is loading on it.  
 
Factor three is difficult to allocate. Items 4.2 and 9.3 are loading on it. But factors 5.2 and 
5.3 also have a low loading of < 0.6 on this factor. Further, item 5.1 is loading on factor 
8. Thus, factor three is like a rest factor which various items are loading on. 
 
Factor nine, which can be called ‘perceived risk’, shows that items 6.1, 6.2 and 6.3 are 
loading on this scale (>0.6). Further, no other item is loading on this scale. 
 
Factor four, which can be allocated as ‘perceived size’, shows that items 8.1, 8.2 and 8.3 
are loading on this scale (>0.6). However, items 7.1, 7.4 and 7.5 are also loading 
essentially on this factor. 
 
Factor two, revealed as ‘perceived trust’, has items 9.1, 9.2 and 9.4 with essential loadings 
of > 0.6. Item 9.3 has a loading on this factor of 0.4 but also loads with > 0.6 on factor 
three which means it cannot be clearly allocated to this factor. Further, item 9.3 was 
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already problematic in the reliability analysis where the Cronbach´s alpha would increase 
if the item were left out. 
 
Factor six, identified as ‘purchase intention’, shows essential loading of items 10.2, 10.3 
and 10.4 on this scale. One problematic item seems to be item 10.1 with a low loading of 
0.5 on this factor. Further, there are no other items loading on the factor ‘purchase 
intention’.  
 
Based on this analysis, the following two problems with certain factors were identified:  
the first problem concerns the factor ‘longer delivery time’. Here, items 5.1, 5.2 and 5.3 
were developed for the factor ‘delivery time’. However, based on the rotated factor 
matrix, this factor cannot be replicated. Further, item 5.1 does not load on the same factor 
as items 5.2 and 5.3. Additionally, factor 5.1 has the highest loading on the item ‘co-
design time’ (0.46). Another problem is that all three items 5.1, 5.2 and 5.3 possess 
loadings of < 0.6. The second problem concerns the factor ‘perceived reputation’. Of all 
the items 7.1, 7.2, 7.3, 7.4 and 7.5, none has a loading of >0.6. Further, item 7.1 is 
allocated to factor four (perceived size). Also, item 7.2 is loading on factor three, whereas 
item 7.3 is loading on factor two (perceived trust). Items 7.4 and 7.5 are also allocated on 
factor four (perceived trust).  
In conclusion, this analysis identified the following problematic items: 
1.2, 1.6, 4.2, 5.1- 5.3, 7.1-7.5, 9.3 and 10.1. Thus, in the next section, a measurement 
model with all items will be calculated in order to support or weaken the results of the 
reliability analysis and the exploratory factor analysis.  
 
5.4.5 Measurement Model with all Items 
Another helpful procedure to identify problematic items is to calculate the initial 
measurement model including all items. The measurement model was calculated using 
AMOS 20 and the resulting fit indices are presented in Table 5.12 below.  
 
Table 5.12: Fit Indices of the Initial Measurement Model  
Fit Statistics Suggested Value Overall Model Fit 
GFI, AGFI ≥  .9 .573 & .493 
CFI, NFI ≥  .9 .751 & .676 
CMIN/df ≤  3.0 3.095 
RMSEA ≤  .08 .094 
Source: present author (2015)  
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The global goodness-of-fit measurement in CFAs is the χ²-value that indicates with low 
values a good fit of the model and the data. Thus, the χ² should not reach a significance 
level. In this case, χ²(123) = 2033,191, p ≤ 0.001.   
 
Further, the model fit indices show results that are beyond the suggested values, 
indicating a misspecification of the measurement model. So the GFI and AGFI values are 
below .6 whereas the suggested value is ≥ .9. The CFI and NFI also show a similar result. 
While the suggested value is ≥ .9, the actual values are below .8. Further, the RMSEA 
also does not meet the suggested value of ≤ .08. Only the CMIN/df is close to the 
suggested value. Nevertheless, one can conclude that the measurement model is 
misspecified. In order to reveal problematic items, the output "Factor Loadings of 
Original Items" presented in Table 5.13 below was examined. Here, all items with 
loadings below .6 are marked as problematic. 
  142 
Table 5.13: Factor Loadings of Original Items 
 
Source: present author (2015) 
 
 
In conclusion, one can say that calculating the original model measurement demonstrated 
that items 1.6, 4.2, 5.2, 5.3, 7.2, 9.3 and 10.1 have low loadings and thus are marked as 
problematic. All these identified items have also been revealed as problematic in the 
preceding EFA. Also, the reliability analysis identified items 4.2, 7.2, 9.3 and 10.1 as 
problematic. Therefore, in the next section a confirmatory factor analysis will be 
calculated to weaken or strengthen the results of the preceding analyses.  
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5.4.6 Confirmatory Factor Analysis   
In order to test the results of the preceding analyses, each factor of the initial research 
model will be tested in a confirmatory factor analysis. The congeneric model is an 
extension of the classical test theory where certain items measuring common construct 
can have varying strengths of relationship to that construct. So some items are better or 
worse for measuring that construct (Christenson et al., 2012). Thus, a congeneric model 
was run for all factors separately in this study using AMOS 20. Further, Weiber and 
Mühlhaus (2010) suggest using certain fit statistics to access the global model fit and 
factor structure. Hence, the following fit statistics and values as stated in Table 5.14 below 
will be calculated.  
 
Table 5.14: Fit Statistics, Suggested Values and Source  
Fit Statistics Abbreviation Suggested Value Source 
Goodness of Fit Index GFI ≥ .9 Homburg/Baumgartner (1998, p.363) 
Adjusted Goodness of 
Fit Index 
AGFI ≥ .9 Bagozzi and Yi (1988, p.82)  
Comparative Fit Index CFI ≥ .9 Homburg/Baumgartner (1998, p.363)  
Normed Fit Index NFI ≥ .9 Bentler/Bonett (1980, p.600) 
Chi-Square divided by 
the df Value 
CMIN/df ≤ 3.0  Homburg/Giering. (1996, p.13)  
Root Mean Square 
Error of 
Approximation  
RMSEA ≤ .08 Browne/Cudeck (1993, p.144)  
Source: present author (2015) 
 
Price premium 
A one-factor congeneric test of the six items contained within the price premium measure 
revealed that the whole factor model achieved χ²(9) = 122,655, p ≤ 0.001. The fit indices 
of this factor are summarised in Table 5.15 below. The results show that some fit indices 
are tending towards the right direction while others are not. So the GFI= .837, CFI= .859 
and NFI= .841, whereas AGFI= .621 and RMSEA= 13.628. The factor loadings are all 
above .60 and can be interpreted as essential, except for item 1.6 which has a low loading 
of .58 (see Figure 5.15 below). This item was already marked in the EFA and 
measurement model as problematic. In conclusion, one can say that the goodness-of-fit 
indices point to an acceptable result for the factor price premium and the loadings are 
sufficiently high, which means that the items explain the factor.  
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Figure 5.15: Result of the One-Factor Congeneric Model for Price Premium 
 
Source: present author (2015) 
 
Table 5.15: Fit Indices for Price Premium 
Fit Statistics Suggested Value Value for Price Premium 
GFI, AGFI ≥ .9 .837 & .621 
CFI, NFI ≥ .9 .850 & .841 
CMIN/df ≤ 3.0 13.628 
RMSEA ≤ .08 .232 
Source: present author (2015) 
 
Absence of MBG 
A test of congeneric model for the factor MBG with its four items achieved χ²(2) = 2,375, 
p = 0.305. All fit indices are within the acceptable value and the loadings are also 
sufficiently high (see Table 5.16 and Figure 5.16: Result of the One-Factor Congeneric 
Model for Absence of MBG below). Thus, this measurement model is regarded as the 
best fit for the factor Absence of MBG.  
Figure 5.16: Result of the One-Factor Congeneric Model for Absence of MBG 
 
Source: present author (2015) 
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Table 5.16: Fit Indices for MBG 
Fit Statistics Suggested Value Value for MBG 
GFI, AGFI ≥ .9 .995 & .976 
CFI, NFI ≥ .9 .999 & .995 
CMIN/df ≤ 3.0 1.188 
RMSEA ≤ .08 .028 
Source: present author (2015) 
 
Co-Design-Ability 
A one-factor congeneric model of the factor ‘co-design time’ with its three items revealed 
that the whole factor model achieved χ²(2) = 47,702, p ≤ 0.001. Concerning the goodness-
of-fit indices, some were close to the suggested value, such as GFI= .910, CFI= .896 and 
NFI= .893, while others were not within the given values, such as AGFI= .549 and 
RMSEA= .312 (see Table 5.17 below). However, the factor loadings are all above .68, 
thus suggesting that these four measurement items are good indicators of the factor ‘co-
design ability’ (see Figure 5.17 below). 
 
Figure 5.17: Result of the One-Factor Congeneric Model for Co-Design Ability 
 
Source: present author (2015) 
 
 
Table 5.17: Fit Indices for Co-Design Ability 
Fit Statistics Suggested Value Value for Co-Design Ability 
GFI, AGFI ≥ .9 .910 & .549 
CFI, NFI ≥ .9 .896 & .893 
CMIN/df ≤ 3.0 23.851 
RMSEA ≤ .08 .312 
Source: present author (2015) 
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Co-Design Time  
For the factor ‘co-design time’ the degree of freedom equals zero, which means it is an 
identified model and thus there are no goodness-of-fit-indices. The loadings of item 4.1 
and 4.3 are numerically high. However, the loading of item 4.2 is low at .50 (see Figure 
5.18 below). Further, item 4.2 was already noticed with a low Cronbach´s alpha, and 
marked as problematic in the EFA and in the measurement model. Thus, it seems not to 
be suitable for measuring this factor. 
 
Figure 5.18: Result of the One-Factor Congeneric Model for Co-Design Time 
 
Source: present author (2015) 
 
 
Longer Delivery Time 
Longer delivery time is an identified model as its degrees of freedom equal zero. Thus no 
goodness-of-fit statistics can be computed. From the three items, item 5.2 shows a very 
low factor loading of .52 (see below). Further, item 5.2 was already noticed with a low 
Cronbach´s alpha, and marked as problematic in the EFA and in the measurement model. 
Thus, this factor does not seem to be suitable to measure this factor. 
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Figure 5.19: Result of the One-Factor Congeneric Model for Longer Delivery Time 
 
Source: present author (2015) 
 
Perceived Risk 
Perceived risk is measured using a three item scale. Since it is an identified model, no 
goodness-of-fit indices could be calculated. However, the factor loadings as seen in 
Figure 5.20 below are all above .70 and thus are sufficiently high.    
 
Figure 5.20: Result of the One-Factor Congeneric Model for Perceived Risk 
 
Source: present author (2015) 
 
Perceived Reputation 
The five-item scale ‘perceived reputation’ achieved a χ²(5) = 41,955, p ≤ 0.001. Table 
5.18 below summarises the goodness-of-fit indices. In Table 5.18, one can see that some 
indices are acceptable, such as GFI= .940, AGFI= .820, CFI= .893 and NFI= .882, while 
others are out of the range (see for example RMSEA=.177). Based on the factor loadings 
seen in Figure 5.21 below, it becomes apparent that all items have high factor loadings of 
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.62 and above, except item 7.2 which has a low factor loading of .25. This might be an 
indication that this item is not suitable for measuring this factor. 
 
Figure 5.21: Result of the One-Factor Congeneric Model for Perceived Reputation 
 
Source: present author (2015) 
 
Table 5.18: Fit Indices for Perceived Reputation 
Fit Statistics Suggested Value Value for Perceived Reputation 
GFI, AGFI ≥ .9 .940 & .820 
CFI, NFI ≥ .9 .893 & .882 
CMIN/df ≤ 3.0 8.391 
RMSEA ≤ .08 .177 
Source: present author (2015) 
 
Perceived Size 
The congeneric model for the scale ‘perceived size’ is an identified model. Thus, there 
are zero degrees of freedom in estimating the parameters and therefore, no goodness-of-
fit indices have to be calculated. The factor loadings are all high, above .63, thus 
suggesting that these three measurement items are good indicators of the factor ‘perceived 
size’ (see below) 
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Figure 5.22: Result of the One-Factor Congeneric Model for Perceived Size 
 
Source: present author (2015) 
 
Perceived Trust 
A one-factor congeneric test of the four items constituting the factor ‘perceived trust’ 
achieved a χ²(2) = 16,89, p ≤ 0.001. GFI, CFI and NFI were high at > .96 and AGFI was 
close to the suggested value of ≥ .9. However, RMSEA and CMIN/df were below the 
suggested values, indicating problems with the model fit (see Table 5.19 below). With 
regard to the factor loadings, all achieved a value of above .61 except item 9.3 with a 
loading of .52 (see Figure 5.23). This indicates that factor 9.3 is not suitable for measuring 
this factor. Further, this item was already identified as problematic based on the 
Cronbach´s Alpha, the EFA and the measurement model.  
 
Figure 5.23: Result of the One-Factor Congeneric Model for Perceived Trust 
 
Source: present author (2015) 
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Table 5.19: Fit Indices for Perceived Trust 
Fit Statistics Suggested Value Value for Trust 
GFI, AGFI ≥ .9 .965 & .826 
CFI, NFI ≥ .9 .965 & .961 
CMIN/df ≤ 3.0 8.445 
RMSEA ≤ .08 .178 
Source: present author (2015) 
 
Intention to Purchase 
A test for an one-congeneric model for the factor ‘intention to purchase’ with its four 
items resulted in a χ²(2) = 8,744, p < 0.05. The goodness-of-fit indices GFI, AGFI, CFI 
and NFI were above .9, while CMIN/df and RMSEA were out of the suggested range (see 
Table 5.20 below). The factor loadings reached values between .60 and .91, thus high 
enough to keep this factor as it is (see Figure 5.24 below). 
 
Figure 5.24: Result of the One-Factor Congeneric Model for Purchase Intention 
 
Source: present author (2015) 
 
Table 5.20: Fit Indices for Intention to Purchase 
Fit Statistics Suggested Value Intention to Purchase 
GFI, AGFI ≥ 0.9 ,981 & ,904 
CFI, NFI ≥ 0.9 ,985 & ,980 
CMIN/df ≤ 3.0 4,372 
RMSEA ≤ 0.08 ,120 
Source: present author (2015) 
 
In conclusion, one can say that the confirmatory factor analysis demonstrated that some 
factors possess poor fit indices and poor factor loadings. This indicates that some items 
do not measure the construct as theoretically suggested. Thus, some items need to be 
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revised. For four factors (co-design time, longer delivery time, perceived risk and 
perceived size) it was not possible to calculate a CFA since they were identified models 
with a degree of freedom equal to zero. Based on the preceding analyses, the next section 
will summarise all the identified problematic items.  
 
5.4.7 Identified Problematic Items 
In the preceding sections, the reliability analysis (Cronbach´s alpha), the EFA, the 
measurement model and the CFA identified problematic items. Based on these analyses, 
the following items were found as problematic (see Table 5.21 below). 
 
Table 5.21: Problematic Items based on Previous Analyses 
  Cronbach´s Alpha EFA Measurement Model CFA 
1.2   X X X 
1.6   X X X 
4.2 X X X X 
5.1 X X X   
5.2 X X X X 
5.3 X X     
6.2 X       
7.1   X     
7.2 X X X X 
7.3   X     
7.4   X     
7.5   X     
9.3 X X X X 
10.1 X X X X 
Source: present author (2015) 
 
In order to conduct the hypothesis test, latent factors are used which are measured by the 
developed items. Thus, all problematic items need to be excluded from further analysis 
in order to observe the reliable factors.  
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5.5 Structural Equation Model and Hypothesis Testing 
5.5.1 SEM - Original Model without Problematic Items   
The following part calculates the structural equation model (SEM) by using AMOS 20. 
For hypothesis testing, a modelling procedure was required. Thus, the following model 
(see Figure 5.25 below) was the one that fitted best, resulting in a generalised least square 
method estimation of the parameters. Further, to retain good model fit indices, certain 
problematic items were deleted.   
Figure 5.25: Research Model  
 
Source: present author (2015) 
 
Based on Table 5.21 in the preceding section, items 1,2, 1.6, 4.2, 5.2, 7.2, 9.3 and 10.1 
were identified in two or more analyses as problematic and thus are excluded from further 
analysis. Item 6.2 is also mentioned in this table as problematic. However, it was decided 
to keep the item in the analysis, since it only possessed a low Cronbach´s alpha whereas 
all other results for this item in the EFA, measurement model and CFA were acceptable. 
 
Further, item 8.2 was excluded since its loading is very low. In addition, items 5.1 and 
5.3 were kept in for further analysis, since if excluded, the factor ‘delivery time’ could 
not be calculated. Additionally, items 7.1, 7.3, 7.4 und 7.5 were kept in the analysis since 
these are the least problematic items, and if deleted, the factor ‘perceived reputation’ 
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could not be calculated. The global goodness-of-fit measurement resulted in χ²(399) = 
653,813, p ≤ 0.001 indicating that the model is misspecified. 
 
The results in Table 5.22 below show that some fit indices are good (RMSEA= .052; 
CMIN/ df = 1.639), some are acceptable (GFI = .815) and others are poor (AGFI= .784, 
CFI= .643; NFI = .431). 
 
Table 5.22: Model Fit Indices 
Fit Statistics Suggested Value Overall Model Fit 
GFI, AGFI ≥ .9 .815 & .784 
CFI, NFI ≥ .9 .643 & .431 
CMIN/df ≤ 3.0 1.639 
RMSEA ≤ .08 .052 
Source: present author (2015) 
 
Therefore, the fit measurements indicate in general that the model is misspecified. In 
consequence, the results are not interpretable and thus the hypotheses cannot be tested 
using this model. 
 
5.5.2 SEM - Modified Model without Problematic Items  
"Given the complexity of structural equation modelling, it is not uncommon to find that 
the fit of a proposed model is poor. Allowing modification indices to drive the process is 
a dangerous game, however, some modifications can be made locally that can 
substantially improve results. It is good practice to assess the fit of each construct and its 
items individually to determine whether there are any items that are particularly weak" 
(Hooper at al., 2008, p.56). 
 
Since the original model specified in section 5.5.1 had a generally bad model fit and thus 
the hypotheses could not be tested, the model was modified in a step-wise procedure using 
Amos 20. 
 
As a starting point, all items were excluded from this analysis which were detected as 
problematic and thus already excluded in the original model in section 5.5.1. Hence, the 
simplest model was calculated, which was ‘risk with purchase intention’. Here, item 6.2 
was deleted since it had a loading below .6. The resulting model indicated a good fit, as 
can be seen in Table 5.23 below, with χ²(9) = 19.096 , p ≤ 0.05. 
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Table 5.23: Model Fit Indices 
Fit Statistics Suggested Value Model Fit 
GFI, AGFI ≥ .9 .973 & .937 
CFI, NFI ≥ .9 .939 & .894 
CMIN/df ≤ 3.0 2.122 
RMSEA ≤ .08 .069 
Source: present author (2015) 
 
Thus, in a second step the factor ‘trust’ was added. At this point, item 10.1 was excluded 
because of its low factor loading. As a next step, ‘absence of MBG’ was included in this 
model whereby the model fit indices were still acceptable. Fourthly, ‘longer delivery 
time’ was added. However, since the resulting fit indices were low, it was decided to 
leave this problematic factor out of the analysis. Next, the factor ‘perceived size’ was 
included, without item 8.2 since it possesses low loadings. After this, the factor ‘perceived 
reputation’ was added without the low loadings items 7.2 and 7.3. In a next step, ‘co-
design time’ was included, although item 4.2 was excluded. Also, the factor ‘ability to 
co-design’ was included without item 3.4. In the last step, ‘price premium’ was added. 
However, the fit indices went down and thus it was decided to exclude this factor from 
this model.  
 
It is important to mention that for the final model, modification indices were calculated. 
These indices indicate whether the model fit improves if either certain paths or 
covariances were added. All paths and covariances will be specified after the hypothesis 
test in section 5.5.4. 
  
The authors Hu and Bentler (1999) stress assessing the goodness of fit and the estimation 
of parameters of the hypothesised model(s). They explain that the model fit is usually 
described by calculating the χ² goodness-of-fit statistics and certain fit indices. Thus, an 
Amos run for the whole model was undertaken. It resulted in a χ²(161) = 257,548, 
p ≤ 0.001. The goodness-of-fit-indices GFI (.890), AGFI (.857) and CFI (.826) are very 
close to the suggested value of ≥ .9 and thus are acceptable. The CMIN/df reached a value 
of below 3.0 and thus is within the recommended range. Also the RMSEA with a value 
of .051 fits the suggested value of ≤ .08. Only the NFI value of .654 is below the suggested 
value of ≥ .9 (see Table 5.24 below).  
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After the modification, the model was assessed and the results show an improvement of 
every fit index. This can be seen by comparing the fit indices of the two latest models 
(see Table 5.24 below). Thus, the last calculated model represents the best fitting model 
with overall acceptable model fit indices.  
     
Table 5.24: Comparison of Fit Indices 
Fit Statistics Suggested Value Modified Model without 
Problematic Items 
Final Modified Model without 
Problematic Items with Paths and 
Covariances 
GFI, AGFI ≥  .9 .815 & .784 .890 & .857 
CFI, NFI ≥  .9 .643 & .431 .826 & .654 
CMIN/df ≤  3.0 1.639 1.600 
RMSEA ≤  .08 .052 .051 
Source: present author (2015) 
 
Further, the factor loadings of all selected items also show high to very high results - just 
item 10.2 has a lower loading of .573. Nevertheless, one can say that the selected items 
have sufficiently high factor loadings to measure the factor they belong to (see Table 5.25 
below). Thus the next section will proceed with testing the developed hypotheses. 
 
Table 5.25: Factor Loadings of the Final Selected Items 
 
Source: present author (2015) 
 
5.5.3 Results of Hypothesis Testing (Structural Equation Model) 
According to Hu and Bentler (1999), structural equation modelling (SEM) has become a 
common procedure in a number of scientific areas where it is aimed to investigate the 
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validity of theoretical models that might describe the interrelationship between latent 
variables. Further, the authors explain that a structural equation model has a number of 
hypotheses stating the relationship between certain variables in the analysis. Thus, this 
section states the results of the hypothesis test which are also graphically displayed in 
Figure 5.26 below.  
 
Figure 5.26: Result of Hypothesis Test 
 
Source: present author (2015) 
 
H1: The higher the perceived risk related to buying MC female apparel online, the lower 
the purchase intention.  
As shown in Figure 5.26 above, perceived risk (b = -.357, p ≤ 0,001) is negatively 
associated with purchase intention, rendering support for H1. Thus, higher perceived risk 
in buying MC apparel online will lower the purchase intention of consumers.  
 
H2: A perceived price premium for online customised female apparel will increase 
consumer perceived risk. 
The factor ‘price premium’ was excluded from the research model since it leads to low 
model fit indices. Thus, hypothesis two cannot be tested.  
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H3: When no money-back guarantee is present, consumers’ risk perceptions will 
increase. 
The absence of a money-back guarantee (b = .233, p ≤ 0.01) has a significant effect on 
perceived risk, thus supporting hypothesis three. This means the absence of a money-back 
guarantee increases consumers’ perceived risk. 
 
H4: Customers who have the knowledge and skills to co-design a product will perceive 
lower performance risk. 
H4 was also supported, since co-design ability (b = -.269, p ≤ 0,01) is significantly 
negatively related to perceived risk, meaning that customers who perceive higher ability 
to co-design an item of apparel online will perceive lower risk. 
 
H5: The more a consumer is willing to spend time specifying his product requirements, 
the lower is his perceived risk. 
Co-design process time (b = -.275, p ≤ 0,05) is a significant predictor of perceived risk, 
thus validating H5.  This means the higher consumers' willingness to invest a certain 
amount of time in co-designing their apparel online, the lower their perceived risk will 
be.  
 
H6: A delivery time of up to two weeks has no effect on the perceived risk of customers. 
The factor ‘delivery time’ was excluded from analysis since it led to low fit indices. Thus, 
hypothesis six could not be tested. 
 
H7: A consumer's trust in an Internet store is positively related to the store´s perceived 
reputation. 
Support for H7 was also found in this study, meaning that perceived reputation (b = .298, 
p ≤ 0.01) is positively related to trust. Thus, the better the reputation of a company, the 
higher the consumer’s trust.  
 
H8: A consumer's trust in an Internet store is positively related to the store’s perceived 
size. 
It was found that perceived size (b = -.359, p ≤ 0,001) has a significant negative effect on 
trust, and thus does not support H8. This outcome was not expected since previous studies 
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have shown evidence that consumers’ trust in a company increases the bigger the 
perceived size of a company. The possible reason for this will be discussed in chapter six. 
 
H9: Higher consumer trust towards an Internet store will reduce the perceived risks 
associated with buying from that store. 
This hypothesis was not supported since b = .03. Based on the results, it cannot be 
concluded that if a consumer’s trust increases his risk perception decreases. Therefore, 
there is a zero effect. This result was not expected since previous research has shown 
evidence that the higher a consumer’s trust, the lower his perceived risk perception. 
Possible reasons for this outcome will be discussed in chapter six.  
 
5.5.4 Modification Indices - Adding Paths and Co-Variances to the Model  
The original model in section 5.5.1 possessed a bad model fit which led to the fact that 
the developed hypotheses could not be tested. In order to enhance the model fit and to 
obtain acceptable fit indices, the original model was modified through the addition of 
paths and co-variances in section 5.5.2. "Modification indices (MI) are generated by the 
software packages; they are data-driven indicators of changes to the model that are likely 
to improve model fit...MI can suggest changes to any aspect of the model..." (Harrington, 
2009, p.54).  This comprises the inclusion of paths between variables as well as adding 
covariances between variables. Harrington (2009), however, stresses that a number of 
modifications proposed by the MI may not make theoretical sense. Thus, researchers 
should ignore those nonsensical modification suggestions regardless of how large the 
model fit improvement would be. For the final model, three paths were added (see Figure 
5.27 below). “Single headed arrows or paths are used to define causal relationships in the 
model, with the variable at the tail of the arrow causing the variable at the point" (Hox 
and Bechger, 2007, p.355).  
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Figure 5.27: Additional Paths of the Final Model 
 
Source: present author (2015) 
 
The first path added to this model states that the more a consumer is willing to spend time 
specifying his product requirements, the higher is his perceived trust in the online shop. 
Since no previous research on consumers' willingness to spend time co-designing a 
product could be found, this path cannot be directly derived from existing literature. 
However, one could argue that a customer who is willing to spend time customising a 
product in a certain online shop becomes familiar with the shop, thus fostering trust in 
this store.  
 
The second path states that a company´s perceived reputation is positively related to a 
consumer's purchase intention. This can be explained by the argumentation that a 
reputable company may give customers more confidence that a product is of good quality, 
thus making them more willing to purchase it. The authors Abadi et al. (2011) 
hypothesised in their research that a company´s reputation influences the online purchase 
intention of a customer. The authors developed the following conceptual model (see 
Figure 5.28 below) and support was found for their hypothesis.  
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Figure 5.28: Conceptual Model of Online Shopping Intention 
 
Source: Abadi et al. (2011, p.465) 
 
Since this path is guided by theory, it is possible to conclude that a path between perceived 
reputation and a customer's purchase intention can be included in the model.   
 
The third path states that a consumer's trust in an online shop is directly positively related 
to the customer’s intention to purchase, meaning that if a customer's trust increases, his 
intention to purchase also rises. With reference to existing literature, there are varying 
opinions on whether trust is a factor that influences perceived risk and perceived risk is 
the factor that influences a customer´s intention to purchase directly, or whether trust and 
risk are both factors with a direct influence on purchase intention. Thus, for example, 
research by Eastlick et al. (2006) and Jarvenpaa et al. (2000) claims that trust decreases 
perceived risk and reduced risk in turn increases a customer's purchase intention. This 
means that trust would have no direct effect on purchase intention. Van der Heijden et al. 
(2003), in turn, believe that reducing risk increases trust which in turn has a positive effect 
on a consumer´s intention to purchase. However, other authors such as Gefen (2000) and 
Shim et al. (2004) show that trust influences purchase intention. Gefen (2000), for 
example, found support that trust affects purchase intention, thus supporting the author’s 
hypothesis two (see Figure 5.29 below). 
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Figure 5.29: Research Model of Trust and Purchase Intention 
 
Source: Gefen (2000, p.730) 
 
Therefore, one can conclude that the review of the literature has demonstrated that a path 
from trust to purchase intention makes sense and can be explained by theory.  
 
Besides the paths, certain covariances were added. “Double headed arrows indicate 
covariances, without a causal interpretation” (Hox and Bechger, 2007, p.355). Thus, the 
modification indices suggest adding three covariances (see Figure 5.30 below).  
 
Figure 5.30: Additional Covariances of the Final Model 
 
Source: present author (2015) 
 
The first covariance is between absence of MBG and perceived reputation. No precise 
past research could be found for this relationship. However, Macey (2013) argues that the 
theory of reputation implies that a company’s reputation is built slowly and expensively 
over time. Thus, to create a good reputation, companies usually offer guarantees. This is 
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supported by Draho (2004, p.74) who claims that "...to develop a good reputation is by 
signalling the quality through a costly action. Typical examples include offering a product 
warranty or money-back guarantees. These actions signal high quality because lower 
quality firms find it too costly to offer the same terms."    
 
The second covariance added to this model is between perceived reputation and perceived 
size. Jarvenpaa et al. (2000) developed the internet consumer trust model. Here the 
authors state that ‘perceived size’ and ‘perceived reputation’ possess a positive 
relationship (see Figure 5.31 below). In other words, customers who perceive a company 
to be big are likely to think that the company has a good reputation. Vice versa, customers 
who perceive that a company has a good reputation think that it is a big company. Thus, 
this covariance can also be explained by previous research and makes theoretical sense. 
 
Figure 5.31: Positive Relationship between Perceived Size & Reputation 
 
Source: Jarvenpaa et al. (2000, p.60) 
 
The third covariance is between co-design process (ability) and co-design process (time). 
No previous research into these particular constructs could be found. However, with 
logical reasoning one can argue that a customer who has the ability to co-design a product 
is willing to spend a certain amount of time specifying his product. Vice versa, a customer 
who is willing to spend time customising his product possesses the ability to do so. 
 
 
5.6 Chapter Summary 
This chapter presents the statistical results of the online survey. Within 24 days, 236 
completed and valid questionnaires were obtained from females from the age of 16 to 62. 
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The survey revealed that 45.3% of respondents claim to have past experience with buying 
customised goods online. Further, according to these respondents, most have bought MC 
apparel online, followed by MC food and MC Shoes. Participants were asked to rank the 
identified risk antecedents by their importance. The results show that price premium is 
the most important factor, followed by the MBG.   
 
To analyse the items, an item correlation analysis was conducted and demonstrated a 
differentiated picture. Some factors possess a high linear effect between the items, 
whereas some factors have items which relate in a curvilinear fashion with each other and 
possess low correlations. Further, it also became apparent that there are some items with 
high loading on items of other factors.     
 
In order to identify possible problematic items, a four-step approach has been undertaken. 
First, a reliability analysis for internal consistency has been conducted. The results show 
that all scales possess good or even very good values for Cronbach´s alpha. Further, it 
was found that items 4.2, 6.2, 7.2, 9.,3 and 10.1 lower the Cronbach´s alpha value of their 
factor and thus are marked as problematic. Secondly, in an exploratory factory analysis it 
became apparent that just nine factors represent the data-set. Further, this analysis 
identified items 1.2, 1.6, 4.2, 5.1- 5.3, 7.1-7.5, 9.3 and 10.1 as problematic. Thirdly, 
calculating the initial measurement model including all items resulted in poor model fit 
indices. Additionally, the original model measurement demonstrated that items 1.6, 4.2, 
5.2, 5.3, 7.2, 9.3 and 10.1 have low loadings and thus are marked as problematic. Fourth, 
the confirmatory factor analysis demonstrated that some factors possess poor fit indices 
and poor factor loadings. This indicated that some items do not measure the construct as 
theoretically suggested. 
 
Based on the results of these four analyses, the identified problematic items have been 
excluded from the subsequent SEM. Calculating the SEM resulted in poor model fit 
indices, which indicated in general that the model is misspecified. In consequence, the 
results were not interpretable and thus the hypotheses could not be tested using this model. 
Thus, a modified model was developed in a step-wise procedure calculating modification 
indices. A summary of the main study can be found in Table 5.26 below. 
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Table 5.26: Summary of Main Study 
Sample Size 236 
Sampling Design Probability Sampling 
Investigation Period Cross Sectional / 2- 26 January 2014 
Average Duration of 
Survey Completion 
7 min 
Survey Method Online Survey 
Unit of Analysis Individuals 
Response Rate 4,4 % 
Number of questions 17 
Scale Level Ordinal 
Name of Webtool Survey Monkey 
Software Employed SPSS & AMOS 
Data Analysis 1. Assess the data descriptively for normality  
2. Calculate correlations  
3. Based on the following approaches, problematic items will 
be identified and excluded from the SEM: 
- reliability analysis for internal consistency  
- exploratory factory analysis,  
- measurement model  
- confirmatory factor analysis 
4. Since the initial research model requires adjustments, a 
modified model will be developed 
5. Based on this, the developed hypotheses will be tested by 
calculating a structural equation model 
 
Source: present author (2015) 
 
The modified model necessitated excluding the factors ‘price premium’ and ‘longer 
delivery time’ to retain acceptable model fit indices. Further, three paths and three 
covariances were added to the model to enhance the fit statistics. Based on this modified 
model, the hypotheses were tested and the findings are summarised in Table 5.27 below. 
Thus, five hypotheses found support, two could not be tested since the factors were 
excluded from the analysis, one hypothesis was rejected and one possessed a zero effect.    
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Table 5.27: Summary of Hypothesis Results 
 
Source: present author (2015) 
 
In chapter six, the results of the study will be discussed and the theoretical and practical 
implications outlined. Chapter six closes with stating the limitations of the study and 
giving direction for future research.  
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Chapter 6: Discussion and Conclusion  
6.1 Introduction  
In this final chapter, all the pieces of the thesis come together. The sixth chapter starts out 
with discussing the main findings of the research. After this, the theoretical implications 
will be stated as well as recommendations made for marketers. Further, the limitations of 
the study will be outlined and direction for future research will be given. This chapter 
closes with the reflective diary - which represents reflections of the author’s personal 
experiences and lessons learnt from writing a DBA thesis.  
 
6.2 Main Findings 
In the introductory chapter, the main questions of this research were summarised as 
follows: 
 
1. Why do customers not buy MC apparel online? 
2. What are the factors influencing customers’ purchase intention when buying MC 
apparel online?  
3. And what should LIMBERRY do next? 
 
In order to answer these three research questions, a literature review was undertaken. 
Based on this review, an answer to the following research question could be found “Why 
do customers not buy MC apparel online”:   
Previous research (Piller et al., 2004; Piller et al., 2005; Piller, 2004; Blecker and Nizar, 
2006; Anderson-Connell et al., 2002; Withelock and Bardakci, 2003; Wolny, 2007;  
Broekhuisen  and Alsem, 2002) has found that there exist certain factors that hinder 
customers from buying MC apparel online.  
 
To find an answer for research question number two, the literature was searched. It was 
found that risk and trust are critical factors influencing a customer’s purchase intention 
when buying MC apparel online, and that there exist risk and trust antecedents which 
need to be analysed. Thus, price premium, the absence of a MBG, the co-design process 
(ability and time) and the longer delivery time were identified as possible important 
antecedents of risk. In addition, perceived reputation and perceived size were revealed as 
possible antecedents of perceived trust.  
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In order to test if these assertions are correct and to answer research question number 
three, nine hypotheses were developed and tested.  
 
The results of the hypothesis testing are presented in Fehler! Ungültiger Eigenverweis 
auf Textmarke. below, using the revised model including paths and co-variances. 
Further, the discussion of results can be found in the following. 
Figure 6.1: The Revised Conceptual Model of this Study 
 
Source: present author (2015) 
 
This study found support for H1. Perceived risk has been found to have a negative 
influence (b = -.357, p ≤ 0,001) on a customer's purchase intention for MC apparel. The 
outcome of H1 is consistent with previous studies which have demonstrated a negative 
relationship between perceived risk and a customer's intention to purchase (Mitchell et 
al., 1999; Wood and Scheer, 1996; Park et al., 2005). Therefore, the relationship between 
purchase intention and perceived risk found in past research can be applied to buying MC 
female apparel online.   
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Researchers such as Piller et al. (2005) claim that a high price premium leads to high 
perceived risk. This is also supported by Grewal et al. (2003) who state that perceived 
risk increases for decisions which require greater financial expenditure. Thus, hypothesis 
two was developed which stated that "a perceived price premium for online customised 
female apparel will increase consumer perceived risk". Unfortunately, this hypothesis 
could not be tested. The factor ‘premium price’ had to be excluded from the analysis, 
since when left in, the model fit indices decreased and were poor. It is important to 
mention that in section 5.3, the survey demonstrated that the price plays an important role 
in the purchase decision process. Participants of the survey were asked on a seven point 
Likert scale (1 = not important at all to 7 = very important) "How important are the 
following factors to you when shopping for MC apparel online?" For this, the modus was 
calculated from all responses within one question in order to sort the factors by the given 
modus. The results showed that when it comes to the price premium, most participants 
indicate that it is an important factor (Modus = 6). As a result, it is not possible to use this 
outcome to speculate as to how a premium price influences a consumer’s perceived risk. 
 
This study also found support for hypothesis three. The absence of a MBG has been found 
to have a positive effect (b = .233, p ≤ 0,01) on a customer’s perceived risk. This effect 
is strong and significant. The outcome of H3 is in line with previous research which has 
suggested that offering a MBG communicates high product quality, and this in turn lowers 
a customer’s performance risk perception (Suwelack et al., 2011). Thus, the positive 
relationship between MBG and perceived risk found in previous studies can also be 
generalised to online shopping for MC female apparel. Further, in section 5.3, the results 
of the survey question "How important are the following factors to you when shopping 
for MC apparel online?" are presented. From all five identified risk antecedents, MBG 
reached some modus of five, which implies that most respondents perceived it as 
moderately important. 
 
This study also found support for hypothesis four. Co-design ability (b = -.269, p ≤ 0,01) 
is significant negatively related to a customer's perceived risk. There exists no past 
research with an identical question. However, miAdidias and American Eagle have 
conducted customer surveys revealing that customers are uncertain if they have selected 
the right options or whether they have selected the options that fit the latest fashion trend. 
This is in line with a study by Anderson-Connell et al. (2002) who found that participants 
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of their focus group are uncertain about their ability to act as a designer. However, on a 
seven point Likert scale (1 = not important at all to 7 = very important) "How important 
are the following factors to you when shopping for MC apparel online?", participants of 
this study claimed that the factor ‘ability to co-design’ is of low importance (Modus = 2).       
 
This study also validated hypothesis five. Co-design process time is significantly 
negatively related (b = -.275, p ≤ 0,05) to a customer’s perceived risk. Past research has 
demonstrated that customers are willing to spend time co-designing high involvement 
goods such as garments and automobiles (Bardakci and Whitelock, 2004). Further, Urban 
and von Hippel (1988) claim that the more customers expect to gain added value from a 
new product, the higher the willingness to spend time finding a suitable solution. 
However, these studies did not analyse the relationship between willingness to spend time 
and a customer’s perceived risk. Thus, the result of this hypothesis adds new knowledge 
to the theory. Additionally, this research found that participants of the survey assess the 
required expenditure of time to customise an item of apparel as an unimportant factor (see 
section 5.3). Thus the question "How important are the following factors to you when 
shopping for MC apparel online?" resulted in this factor obtaining a low modus of two. 
 
This study could not answer hypothesis six, which states that "A delivery time of up to 
two weeks has no effect on the perceived risk of customers". Since the hypothesised 
model showed a poor model fit, the model had to be modified in order to produce 
improved model fit indices. Thus the factor ‘delivery time’ had to be excluded from 
further analysis.  
 
A study by Kamali and Locker (2002) asked participants how long they were willing to 
wait for the delivery of their customised garment. The participants claimed that a delivery 
time of up to two weeks is acceptable for mass customised garments. This finding could 
not be supported or rejected. However, the results of the question "how important is the 
delivery time when shopping MC apparel online?" in section 5.3 resulted in a modus of 
two. Thus, participants stated that the factor ‘delivery time’ is of minor importance to 
them.  
 
This study found support for hypothesis seven. Perceived reputation (b = .298, p ≤ 0,01) 
is positively related to a customer’s perceived trust.  This result is consistent with the 
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result of the study by Jarvenpaa et al. (2000) who found that the better the company's 
reputation, the higher the customer’s perceived trustworthiness of that company. Thus, 
the positive relationship between perceived reputation and perceived trust found in 
previous studies can also be generalised to the online shopping for MC female apparel. 
 
This study rejected hypothesis eight which stated that " A consumer's trust in an Internet 
store is positively related to the store’s perceived size.". The results show that perceived 
size (b = -.359, p ≤ 0,001) has a significantly negative effect on a customer’s perceived 
trust. This outcome might have various reasons. One reason might be that LIMBERRY 
has been in the German press numerous times, presented as a small start-up with an 
innovative twist. The founder, Sibilla Kawala, and her team were introduced and many 
interviews were published. LIMBERRY even won the internetworld shop award for 
innovation. Most visitors to the LIMBERRY online shop were actually people who came 
across these publications and thus became aware of LIMBERRY (this is what Google 
Analytics statistics show). Thereby, they became familiar with LIMBERRY and the team 
behind the brand and thus knew that it was a small start-up company. Thus, when 
participants of the survey were asked whether LIMBERRY is a small or big company, 
they knew it was a small company. Likewise, the positive press coverage in famous 
German newspapers and magazines online as well as offline fostered people’s trust 
towards LIMBERRY. The result was that even though LIMBERRY is perceived as a 
small company, people perceived trust toward the firm. When referring to existing 
literature, it is stated that a store's size helps the consumer to form an opinion with 
reference to the store's trustworthiness. However, it was not stated that it is a prerequisite 
for being trustworthy. Thus, it might be that LIMBERRY as a real life case has 
manipulated the answer of the hypothesis (due to its positive press coverage) or the 
developed hypothesis might just not be correct. 
 
This study could not find support for hypothesis nine. b resulted in .03 which represents 
a zero effect. With reference to existing literature, there are varying opinions on whether 
trust is a factor that influences perceived risk and perceived risk is the factor that 
influences purchase intention directly, or whether trust and risk are both factors with a 
direct influence on purchase intention.  
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Thus, for example, Hosmer (1995) states that trust only exists in uncertain and risky 
situations, Mayer et al. (1995) support this and Mitchell (1999) states that the concept of 
trust is closely related to the concept of risk. Eastlick et al. (2006), Kimery and McCord 
(2002), Jarvenpaa et al. (2000) and Ganesan (1994) claim that trust decreases perceived 
risk and reduced risk in turn increases a customer's purchase intention. This means that 
trust would have no direct effect on purchase intention. Van der Heijden et al. (2003), on 
the other hand, believe that reducing risk increases trust which in turn has a positive 
influence on the purchase intention. However, other authors such as Gefen (2000), Shim 
et al. (2004) and Yoon et al. (2002) show that trust influences purchase intention. Gefen 
(2000, p.729) also found support that trust affects purchase intention directly, thus 
supporting his hypothesis which states that "increased degrees of trust in an e-commerce 
vendor will increase people’s intentions to purchase products on that vendor’s website". 
 
Also in this research, a direct relationship between perceived trust and a customer’s 
purchase intention was revealed. Based on the model modification, a path was included 
between trust and purchase intention which indicated a direct positive relationship 
between those factors (b = .168, p ≤ 0.05). Although it could not be supported that trust 
has a direct effect on risk and thus indirectly affects a customer's purchase intention, it 
could be found that trust still plays an important role. The findings of the hypothesis test 
revealed that the higher a customer's perceived trust, the higher his intention to purchase. 
This supports the view that trust is still an important influencing factor of a customer's 
purchase intention for customised female MC apparel. 
 
Based on the outcome of hypothesis testing, it is possible to answer research question 
number three which asked “what should LIMBERRY do next”. The support of hypothesis 
one suggests that all factors increasing a customer’s perceived risk need to be mitigated 
in order to increase his purchase intention. This LIMBERRY can do by offering a money-
back guarantee, which has been shown that if absent, a customer’s risk perception 
increases (H3). Thus, LIMBERRY should carry out an AB test, where one part of 
LIMBERRY’s Shop visitors will be offered a money-back guarantee on their purchase 
and the other half will not receive this offer. Here LIMBERRY can test if the conversion 
rate is higher for the visitors that have been offered a MBG. Further, LIMBERRY needs 
to test how many of the customers with a MBG are returning their customised garment to 
see if this strategy is viable, since if more than twenty percent of customers are returning 
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their customised garment, it is not financeable for LIMBERRY. Another recommended 
action is to test if the offered co-designing process is as easy and enjoyable as possible 
for its customers. Here, LIMBERRY can undertake a survey with visitors to the 
LIMBERRY shop and ask for feedback about the co-designing process to see where there 
are optimisation options. Hypothesis four found that the more a person feels able to co-
design a product the lower is his perceived risk – which in turn increases his willingness 
to purchase.  
 
Closely related to that is hypothesis five which found that the co-design process should 
not be too time-consuming, which otherwise would increase a customer’s risk perception. 
Whether LIMBERRY’s co-design process is within the expected duration can also be 
tested in a survey where visitors will be asked if the co-designing process is “fast” enough. 
 
Although hypothesis two (effect of price premium on perceived risk) could not be tested, 
the question about the importance of price premium demonstrates that most participants 
perceive it as an important factor (Modus = 6). Thus, LIMBERRY needs to consider a 
price strategy which equals one of comparable standard off the shelf products. Reducing 
the prices, however, would mean to relocate the domestic production to a low income 
country.    
 
Also the influence of the factor delivery time on perceived risk (H6) could not be tested. 
However, it has been found that this factor is perceived as of low importance by the 
surveyed customers (see chapter 5.3). Thus, LIMBERRY can retain its offered delivery 
time of two weeks. 
 
Although no support could be found that higher consumer trust will reduce a customer’s 
perceived risk, it has been found that trust has a direct positive effect on purchase 
intention. Thus, LIMBERRY needs to implement all types of activities to foster trust. 
One proven important factor represents perceived reputation. Hypothesis seven has 
demonstrated that perceived reputation is positively related to a customer’s perceived 
trust. Therefore, LIMBERRY should do everything to increase its reputation. This can be 
done by receiving more positive press coverage, positive word of mouth, positive product 
reviews on the LIMBERRY page, certificates like trusted shop trust mark and many more.      
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6.3 Implications of this Study 
For a DBA thesis, it is important to contribute to theoretical knowledge and to 
demonstrate how the practice of management draws a benefit from the findings of the 
research. Thus, the following sections explain how this thesis adds knowledge to current 
theory and practice. 
 
6.3.1 Theoretical Implications of this Study 
In the introductory chapter, relevant papers were reviewed and discussed. Section 1.3 
identified seven types of gaps and limitations in current knowledge. Based on this review, 
future research should: 
1) generate up-to-date data about the consumer perspective of MC   
2) reveal factors that influence the customers’ intention to purchase MC apparel online 
(in a negative way) 
3) analyse consumer perspective on mass customisation 
4) be conducted in real purchasing situations 
5) study MC garments as suitable products 
6) consider the Internet as a suitable retail setting for MC garments 
7) be able to answer the question “Why is MC not there yet?” 
These seven gaps formed the basis for this research and its objectives. Thus up-to-date 
data about the consumer perspective of MC was gathered by conducting an online 
questionnaire. Further, perceived risk and perceived trust were revealed as factors that 
influence the customers’ intention to purchase MC apparel online. By conducting a 
survey with visitors to the LIMBERRY shop, consumers’ perspectives on mass 
customisation were analysed and thus this study was conducted in a real purchasing 
situation. Since LIMBERRY offers its MC garments exclusively online, the above 
mentioned gaps five and six could be filled. Finally, based on the results of this research, 
the question “Why is MC not there yet?” can be answered.  
 
More precisely, this study is the first research to explore the customer perspective on mass 
customisation, moreover, the factors that influence a customer’s purchase intention. Thus, 
this thesis revealed that perceived risk and perceived trust are significant factors 
influencing a buyer’s purchase intention. Further, this study has analysed the role of 
perceived risk, perceived trust and a customer’s purchase intention and found a direct 
relationship between perceived risk and purchase intention as well as between perceived 
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trust and purchase intention. Therefore, it has been found that customers’ perceived trust 
has a direct effect on purchase intention, and not just reducing the level of perceived risk 
as has been suggested by Ganesan (1994). 
 
Moreover, based on an exhaustive literature review, price premium, the absence of a 
MBG, the co-design process (ability and time) and the longer delivery time were 
identified as possible risk antecedents. It was found that a MBG, the ability to co-design 
as well as the willingness to spend time co-designing a product, are factors with a positive 
effect on a customer’s perceived risk. Further, perceived reputation and perceived size 
were revealed in the literature review as possible antecedents of perceived trust. This 
study, however, only found that a company’s reputation is a significant factor influencing 
buyers’ perceived trust.  
 
Therefore, this study has helped to reveal factors that prevent people from buying MC 
apparel online. And finally, as discussed in the introductory section 1.6.1, this research 
has developed a theoretical framework to analyse risk, trust, its antecedents and the 
customer’s purchase intention for MC apparel. 
 
6.3.2 Practical Implications of this Study 
Based on the literature review undertaken in the introductory chapter, it was found that 
the concept of MC holds promising potential within the apparel industry. However, for 
certain reasons, MC does not keep its promises. It is believed that a practical perspective 
when analysing the consumer perspective with reference to online customised apparel 
shopping offers important insight into "why MC is not there yet".  
 
Thus, this research was a first attempt to analyse the consumer perspective by integrating 
the concept of perceived risk and perceived trust. As such, the present study also offers 
implications for marketing practitioners interested in pursuing a mass customisation 
strategy. The findings suggest that risk and trust are significant predictors of purchase 
intention. Thus, marketing practitioners should apply activities to foster customers’ trust 
and to reduce their risk perception. Reducing consumers’ perceived risk and increasing 
consumers’ perceived trust help to optimise MC offerings and ultimately increase online 
sales for MC garments.    
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More precisely, this research found that when no money-back guarantee is present, 
consumers’ risk perceptions will increase. Thus, marketers should offer their customers 
some kind of guarantee - ideally a money-back guarantee - to lower a buyer’s perceived 
risk and to increase his purchase intention. Offering a MBG would allow customers to 
purchase MC apparel online without the risk of not being able to return the product in 
case it does not fit or does not meet expectations. The findings of this study also provided 
support for those customers who have the knowledge and skills to co-design a product 
and will perceive lower performance risk. Therefore, marketers should endeavour to 
create the co-designing process to be as easy and enjoyable as possible. Customers who 
feel able to operate the system (configurator) will perceive lower risk and thus their 
intention to purchase increases. Additionally, the results suggest that the more a consumer 
is willing to spend time specifying his product requirements, the lower is his perceived 
risk. Thus, marketers should make the process of co-designing an item of apparel online 
as easy, time saving and enjoyable as possible. 
 
Besides the above-mentioned strategies concerning risk reduction and fostering a 
consumer’s trust, researchers should also incorporate the well-known popular strategies 
already used in e-commerce. Thus, trust signals like a trusted shop certificate or risk 
relievers like payment security should also be applied in a MC context. 
 
6.4 Limitations of the Study and Future Research 
This study has a number of limitations that lead to suggestions for future studies. 
Therefore, this chapter discusses each identified limitation and concludes with a future 
research proposition.    
 
Previous studies gathered data from students in hypothetical buying scenarios. To 
overcome this gap, a research had to be conducted in a real purchasing situation. Thus, 
the company LIMBERRY was used as a real life case. However, this in turn caused a 
number of new limitations. The first limitation identified concerns the product selection. 
LIMBERRY offers mainly mass customised German traditional dresses (called Dirndl). 
These dresses address a special small target group which represents a niche market. It 
would be interesting to verify this outcome on other types of goods. Mass customisation 
with reference to other products may result in different outcomes. With this, limitations 
exist due to the lack of generalisability of the findings across different MC products. 
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Therefore, future research should consider other companies with other product types for 
analysis.  
 
Further, LIMBERRY is only operating in the German and Austrian market. Therefore, 
participants of the study are Germans and Austrians. Ideally, testing external validity of 
the findings would require replication studies. For instance, it would be helpful to 
replicate the study in other countries. Thus, there is the need to examine customers’ 
perception of MC in markets outside of Germany and Austria.   
 
A third limitation represents the sample. At the time of the study, LIMBERRY just 
offered female traditional dresses and no menswear. Therefore, the study surveyed solely 
female customers with ages ranging from 16 to 62 years. Future studies should obtain 
data from different demographic groups, such as male customers or specific age groups.  
 
A fourth limitation of the study represents the exclusion of other possible important 
factors. Although it is acceptable to measure only those types of risk antecedents relevant 
to the research context (Mitchel, 1999), it is probable that other factors are relevant to this 
mass customisation context. In the survey of this research, participants were asked to state 
their main reason why they would not buy from LIMBERRY (see section 5.3). The result 
demonstrated that besides the identified factors, other factors like "not my style" were 
also mentioned. It is thus reasonable to believe that certain other antecedents of risk also 
influence a customer’s perceived risk when buying MC apparel online. Additionally, this 
question of the survey revealed that the price represents the main reason why customers 
would not buy from LIMBERRY. However, due to poor model fit indices, the factor 
‘price’ had to be excluded from the analysis.  Therefore, future studies should include the 
factor ‘price premium’ as well as possible other important factors such as style/taste.   
 
Another limitation concerns the generalisability of this study. Not only is it not possible 
to generalise the results of LIMBERRY to another context (regarding another company, 
product or even country), but researchers should be very cautious when interpreting the 
results from modified models and avoid statements regarding the usefulness or 
plausibility of the model. 
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Sixth, this study used items from existing literature wherever possible as well as its own 
developed items. Due to poor key figures, a number of items were deleted during the 
analyses. This resulted in some factors possessing just one or two items at the end. Future 
research should therefore formulate more suitable items for each factor. Additionally, 
some items need to be rephrased and formulated more precisely. 
 
In conclusion, one can say that there exist plenty of future research opportunities within 
the concept of mass customisation. Both researchers and marketing professionals would 
profit from further enquiries into this topic. 
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6.5 Reflective Diary 
Why Write a Doctoral Thesis?  
Writing a doctoral thesis was a dream I have cherished for a long period of time. I 
remember the first time I was considering writing a doctoral thesis was at the age of 19, 
when I had a personal interview at the university where I applied for a Bachelor’s 
programme. They ask me in this interview about the highest academic degree I would 
like to pursue, and I answered ‘a doctorate degree’. After finishing my Bachelor’s and 
Master’s, I started to work for a steel trading company. It was a big change in my life, 
starting to work and not going to university. At one point though, I felt something was 
missing and I needed another challenge in my life.  
 
Why Choose Surrey? 
After having worked for two years, it was clear to me that I did not want to quit working 
and dedicate my whole time solely to research. I wanted to pursue further my practical 
and theoretical development. Hence, I was looking for a suitable programme where I 
could still continue to work while writing my thesis part time, off campus. I came across 
the DBA programme offered by the University of Surrey and perceived it as a perfect 
match.   
 
The Workshops - Reflections based on the Taught Modules 
All four workshops took place in Lippstadt and I was happy to meet my fellow students. 
The workshops represented a good experience and a perfect opportunity to exchange with 
other students.  Knowing like-minded people was helpful for the coursework as well as 
generally for the whole time of the research project. Further, the workshops were very 
useful to get first insights into how to conduct a doctoral research, and hence established 
a sound basis to continue writing the thesis by oneself far away from campus, students 
and supervisors. Further, the workshops represented an intellectual challenge and I 
learned to be more critical and review evidence which helped me to develop as a manager 
and researcher. 
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First Workshop - Philosophical Underpinning for Research Methods 
The first workshop "philosophical underpinning for research methods" helped me to 
understand the difference between a PhD and a DBA thesis and qualification. Further, I 
learned about the different paradigms and how the research design is influenced by the 
background assumptions based upon different research paradigms. Possible strengths and 
weaknesses of research paradigms were discussed. Additionally, this module gave some 
insights into the epistemological and ontological underpinning of research. Furthermore, 
this workshop explained how to find and assess secondary data and highlighted the 
difference between an inductive and deductive approach to research design. To sum up, 
this workshop provided good orientation for writing the philosophical part of the 
methodology chapter.    
 
Second Workshop - Quantitative Research Methods 
The second workshop "quantitative research methods" gave an introduction to research 
design approaches and helped me to get an understanding of quantitative research. I 
learned how to construct a measurement instrument and how to use SPSS for running 
simple statistics such as significance test, reliability and normality analysis. Further, it 
was explained how to apply and interpret the data sets and results. In the assignment of 
this module we were required to carry out some small-scale quantitative research and thus 
develop hypotheses and make a population and sampling plan. Further, we were required 
to develop a questionnaire and run an SPSS analysis for reliability, validity, frequency 
analysis, normality test and correlation. This workshop and the corresponding assignment 
gave valuable insights and guidelines for my own research project, especially for the data 
analysis chapter.  
 
Third Workshop - Qualitative Research Methods  
The third workshop "qualitative research methods" helped me to understand the 
difference between quantitative and qualitative research. Connected to this, I learned how 
to apply the main qualitative research design and data collection techniques in the 
workplace. Possible issues and problems of this method were discussed. Finally, this 
workshop provided guidelines on how to collect qualitative data. In the corresponding 
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assignment, we were required to develop a focussed research question and proposal which 
had be solved using qualitative methodology. This module further deepened my 
understanding of qualitative research and the connecting epistemological assumptions 
and research underpinnings.  
 
Fourth Workshop - Critical Evaluation of Research 
The fourth and final workshop "critical evaluation" was helpful to learn how to engage 
with a research paper critically. This module introduced a structural approach on how to 
assess a research paper critically in relation to its strengths and weaknesses. Further, I 
learned to critically evaluate the approach taken, the conceptual underpinning and the 
methodological approaches in the paper. Thanks to the workshop, I was able to develop 
a logical structure for my research and learned to discuss and critically evaluate academic 
papers which I included in my thesis. Further, I developed skills in browsing and 
searching different literature databases and understanding the varying quality of various 
journals.   
 
Writing my Proposal 
During the time I had to write my proposal, I changed my job. I founded a company for 
mass customised female apparel - called LIMBERRY. Thus, the initial topic I applied 
with to take part in the DBA program was no longer of interest to me and I aimed to find 
a new topic that combined theory and practice.  
I started becoming more familiar with the mass customisation literature, which gave me 
a good understanding of the actual status of mass customisation. A lot has been written 
about mass customisation; however, it also became clear that the customer side within 
this topic still remained mainly unexplored. When trying to find real life business cases 
which offered customised products, the landscape represented a sober picture. More has 
been written about the concept of mass customisation than applied in reality. Thus I 
wanted to find out what customers think about that concept and why they are possibly not 
willing to buy a customised product online. These questions represented the gap in the 
literature. Answering those questions, however, was not just interesting from a theoretical 
point of view, but was also of great interest to my business - since filling the gap offered 
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valuable customer data. Hence, I was hoping to gain valuable data from LIMBERRY for 
my research and vice versa, to gain useful insights from the results of my thesis for 
LIMBERRY. Thus, the chosen topic represented a win-win situation for my research 
project as well as for LIMBERRY.   
During the stage of proposal writing, I acquired a good understanding on how to use the 
online library and how to find suitable journal articles in different databases. Further, I 
learned how to logically structure my own ideas into a proposal.     
 
Writing the Literature Review 
At the stage where I started to write my literature review chapter, I was already quite 
familiar with the topic of mass customisation and the available literature out there. 
Nevertheless, it represented a challenge finding suitable and updated literature about the 
topic of mass customisation in the fashion industry. Although a lot has been written about 
the topic, research studies about apparel mass customisation were limited. And if they 
existed, they all used other approaches and scales, thus making it hard to compare the 
results. Nevertheless, this chapter helped me in getting a deeper understanding of the topic 
and in finding a suitable lens from which I wanted to conduct my research. Now I was 
able to understand the critical points of current knowledge surrounding the concept of 
mass customisation and to identify qualified research within this topic. Further, writing 
this chapter was helpful to set the scope of this research. 
 
Writing the Methodology Chapter 
The methodology chapter represented another big challenge since I am more of a 
pragmatic person, and thus this chapter challenged my philosophical ability to reason. In 
the beginning, I was lost and could not see the common thread running through all of the 
theoretical terms und definitions. But after having created a table of contents for this 
chapter, and having written the first definitions, I started to understand how certain 
constructs are interlinked. With this knowledge, I found it easier to develop the survey 
and I already learned partly at this stage which types of analysis of my survey results I 
have to run (e.g. research reliability and validity).    
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Survey (Development) 
When developing the survey, I tried to use items from past research. Nevertheless, for 
some factors there were no ready-to-use questions from past research. Thus I had to 
develop my own measurements. For the first pilot study I interviewed 15 females on the 
phone to get an impression if there were some questions which were unclear. The results 
showed that since items measured something else, I had to re-write them. Having to 
correct the survey was a bit frustrating but I learned that the devil is in the details. For the 
second pilot study the online survey tool named surveymonkey was used, and having 
changed the problematic items of the first pilot study, was successful. The results of the 
second study supported my research model, leading to conducting the main survey. For 
the main survey, the goal was to receive 250 respondents. This was a great challenge and 
I had to find more than one way to attract and convince possible respondents to participate 
in the survey.    
          
Analysis of Results 
Writing the analysis of results chapter felt good, since it represented the next to last 
chapter and the top of the mountain became closer and more achievable than ever before. 
Nevertheless, the data analysis still represented a big challenge since the tool SPSS is not 
something you learn in a one-day workshop and it was not easy to get started. I had to 
read into the topic about data analysis, and the book ‘SPSS survival manual’ by Julie 
Pallant represented a great support and step-by-step guide for this chapter. With the help 
of this book I was able to run almost all the necessary analysis to assess the data of the 
survey.  However, after having conducted the required analysis, the poor model fit indices 
in the last required step of the chapter indicated that the developed model was 
misspecified. This meant that the results were not interpretable and the hypotheses could 
not be tested using this model. This outcome was a big throwback for me, since I was so 
proud to have completed all the required analysis and now I had to rework the chapter 
and do it all over again. I felt unmotivated and it took a long time till I found out what to 
do if the model fit indices are not acceptable. Thus, it was necessary to run additional 
analyses and to modify the model. A number of items had to be deleted and two factors 
even had to be excluded from further analyses. Modifying the model is a critical 
undertaking; however, it represented the only solution to enhance the model fit indices.  
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From this I have learned not to start celebrating just yet. I was really working hard on this 
chapter; however, the data just did not perform as expected. Statistics follows its own 
rules and is (sometimes) not justifiable practically. Thus, from my personal experience, I 
would say that the data analysis chapter represents the most challenging part of a thesis. 
Therefore, I would recommend allowing extra time for this part and not becoming 
desperate. There will always be a solution.    
  
Personal Experience  
Looking back, writing a doctoral thesis was the toughest and most challenging thing I 
have ever done in my life. It felt like climbing a huge mountain where the paths and top 
are in fog. This often felt quite frustrating. I chose to start the DBA programme at a time 
when I started my own business - which represented a double challenge. There were 
weeks when I had no time to proceed and write my thesis. And when a certain time passed 
without working on the thesis, it was hard to read it again. After a while I found a solution 
for myself to work my way around all these challenges. I found it very useful when 
starting a new chapter to begin with a table of contents.  This way it was easier for me to 
get back on track and not to lose the overview.  At every single step it was clear what I 
had to do. Further, setting clear achievable goals in small steps also helped me to stay 
motivated and to stop feeling frustrated, like standing in front of a huge mountain I had 
to climb. All in all, I can say that writing a doctoral thesis is a huge challenge and I am 
very happy to have been able to gain this experience. It does not just represent an award 
I have achieved in my life but an experience that helps me now and in the future in my 
private life and day-to-day business. Thus, the DBA helped me to be more critical in 
reading and evaluating what and how people say or write something, such as in 
newspapers or in discussions with family and friends. Further, I learned to structure my 
argumentation in a more logical way, which is helpful in every single conversation and 
argument I have - no matter whether it is in private life or in business. Additionally, 
learning to set clear achievable goals is something that helps me in personnel 
management. Since I always had to manage work and my research project in parallel and 
organise myself in an effective way, I have acquired time management skills which are 
helpful in business as well as day-to-day life. Further, due to my research I became 
acquainted with different university professors and thus was invited to the university as a 
guest lecturer. This experience offered me valuable insights and formed the basis of my 
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next challenge: to become a university lecturer in the near future.  Finally, I would claim 
to have acquired a greater power of endurance - and I am convinced that "where there is 
a will there is always a way".  
 
Author’s Personal Opinion About the Concept of MC  
In the following, I would like to take the opportunity to share my personal experiences 
regarding the concept of MC as a business opportunity and the associated issues 
surrounding that concept. The results of the survey have demonstrated (which has also 
been found in traditional electronic purchase situations) that customers perceived risk as 
an important influencer of their subsequent purchase intention. Further, the results 
revealed that offering MBGs reduces customers’ perceived risk. As a logical 
consequence, marketers should also offer MBGs for customised apparel. However, since 
MBGs bear high financial risks for the company, LIMBERRY decided not to offer a 
classical money-back guarantee. Thus, another guarantee to keep customers’ perceived 
risk as low as possible had to be found. The solution was the introduction of a satisfaction 
guarantee offering a completely risk-free purchase. This guarantee implies that if, for any 
reason, a purchase is not a perfect fit, LIMBERRY will fabricate a new garment, free 
from additional cost for the customer. About 15% of all LIMBERRY customers make 
use of the satisfaction guarantee. This imposes huge costs, since a new garment needs to 
be produced and the first garment is hard to resell since it is customised by colour and 
also made according to the measurements of this customer. Thus, due to small margins in 
our sales prices, the costs of producing a second garment are not covered in the sales 
price, leading to a money-losing business.   
Another main hindrance for the concept of MC represents the offered choice. As stated 
in section 3.4, 8.5% of all participants claimed that the main reason why they would not 
buy a customised garment from LIMBERRY is due to not liking the offered choice. Thus, 
marketers should increase the choice of garments and styles. This issue was discussed 
with Prof. Dr Heinemann (Hochschule Niederrhein Germany) who suggested enlarging 
the product range of LIMBERRY. He argued that the more products are listed in the 
online shop, the more people find what they are looking for and what they like. With a 
limited number of products (at the stage of the survey, LIMBERRY was just offering 20 
products), many people do not find their perfect match product and thus do not buy. He 
claimed that just by increasing the number of products, it would be possible to solve this 
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problem. The LIMBERRY team was convinced that his argumentation was correct, but 
is it possible to implement his method of resolution in an MC environment? No - the 
reasons are many sided and are explained in detail as follows: 
One first simple reason is that LIMBERRY is a small start-up company with limited 
financial and human resources. Thus, with a team of merely four people, it is just not 
possible to increase the product range drastically. The development of each product - 
starting with the design - finding suitable fabrics and ingredients – sewing the first 
prototypes - taking product pictures – and finally bringing the product online in the 
configurator - is a very time-consuming and price intensive process. With such limited 
available resources, LIMBERRY is not able to create more than five to seven products a 
year, which also just represent a drop in a bucket.    
     
The second reason is the complexity of the production process of MC apparel. Each 
product represents a single-unit production. LIMBERRY´s warehouse is already full with 
different fabrics and other materials. Even with 20 products, the seamstresses in the 
factory are confused. Even though LIMBERRY works with article numbers, it has 
happened more than once that, for example for a dress order, the pink trenchcoat fabric 
was used instead of the pink dress fabric. Thus, even with 20 customisable products the 
factory has problems and serious errors occur.   
 
A third reason represents the production in Germany. LIMBERRY chose a domestic 
production for its MC garments in order to be able to offer a fast delivery, to guarantee a 
high quality standard and to create workplaces in an industry sector that is diminishing 
and almost non-existent. However, a domestic production demands high costs. Since 
LIMBERRY is a small unknown brand offering its products exclusively via the internet, 
the typical calculation of the selling price was not possible. The underlying belief is that 
no customer would accept higher-than-average prices for a brand they do not know and 
which is selling items they have never tried on. Thus, LIMBERRY had to create a 
psychological selling price where people were still willing to buy such a product offering. 
Hence, the final sales prices of the products partly had a margin of just 30% (in retail the 
margin is usually about 60%-70%).       
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Another problem connected to production in Germany represents the difficulty to find 
qualified employees. As already mentioned, the manufacturing textile industry is 
diminishing and almost non-existent in Germany. Thus, finding qualified seamstresses 
represents another challenge. 
 
Fifthly, it is really hard to estimate the order situation. There are times when LIMBERRY 
receives numerous orders in one day followed by weeks where the order situation is very 
poor. This makes it difficult to estimate how many seamstresses are needed. Since 
LIMBERRY offers a delivery time of 2 weeks (from receipt of order till the finished 
product arrives with the customer), LIMBERRY needs to have seamstresses available at 
any time. This causes high fixed costs even in times where fewer seamstresses are needed. 
 
Sixthly, besides the complexity of production, it is also very complex to maintain an 
overview of all fabrics and accessories at all times. This demands an elaborate 
merchandise management system which makes the process of manufacturing a 
customised product even more complex.   
   
In conclusion, one can say that mass customisation in the form as carried out by 
LIMBERRY does not sell and probably will never sell. It is a great idea and the press as 
well as potential customers like it. However, from my personal experience I am convinced 
that people enjoy playing around in the configurator more than actually buying the 
product. It helps companies to remain in discussion and maybe to get a more innovative 
image. Maybe this is also the reason why Burberry developed a configurator for 
customised trenchcoats (http://de.burberry.com/bespoke/). But whether there are really 
customers who are willing to pay between 1.895 €- 5.650 € for a customised Burberry 
coat is still unclear and questionable. Thus, it is recommended that companies adopt a 
mass customisation strategy simply as a marketing tool to attract the attention of potential 
customers and the press - but without aiming to make a fortune out of it. 
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8. Appendix  
8.1 Main Survey  
 
1. What is your opinion concerning the stated prices for mc garments on the LIMBERRY page? 
 
                                                                                                      7 strongly agree           1 strongly disagree 
    7 6 5 4 3 2 1 
1 I think the stated prices for the customised garments are 
acceptable               
2 I believe that the customised garments from LIMBERRY are as 
expensive as comparable ready-to-wear garments  
              
3 The prices for the customised garments are too high for me 
(reverse) 
              
4 In my opinion, the stated prices for the customised garments are 
appropriate               
5 For me, the prices for the customised garments are overpriced 
(reverse)               
6 The customised LIMBERRY garments are more expensive than 
comparable ready-to-wear garments of other brands (reverse) 
              
 
 
2. What is your opinion concerning money-back guarantees for mc garments? 
 
                       7 strongly agree           1 strongly disagree 
    7 6 5 4 3 2 1 
1 I am not willing to buy a customised garment online if I do not 
have a right to return               
2 I think it is risky to buy a customised garment online which I 
cannot return               
3 I also expect to have a money-back guarantee for customised 
garments               
4 I would also buy a customised garment online even if I do not 
have a right to return (reverse)               
 
 
3. What is your opinion concerning your ability to co-design a product online? 
 
                 7 strongly agree             1 strongly disagree 
    7 6 5 4 3 2 1 
1 To customise a garment in the LIMBERRY configurator is easy 
for me 
              
2 I feel insecure designing my own apparel in a configurator 
(reverse) 
              
3 The apparel co-design process online at LIMBERRY is hard for 
me (reverse)               
4 I am convinced that I can customise my own garment in the 
configurator               
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4. What is your opinion concerning the expenditure of time the co-design process demands? 
 
                 7 strongly agree             1 strongly disagree 
    7 6 5 4 3 2 1 
1 I am willing to spend some time to customise my apparel 
online               
2 Customising a garment online is a waste of time (reverse) 
              
3 I have fun spending time on designing my own garment online 
              
 
 
5. What is your opinion concerning the delivery time for mc garments? 
 
                           7 strongly agree                1 strongly disagree 
    7 6 5 4 3 2 1 
1 I am willing to wait 2 weeks for my customised garment to 
arrive               
2 I would not accept a longer delivery time than 3-4 days for a 
customised garment (reverse)               
3 Having to wait for a period of two weeks for my customised 
garment to arrive is a problem for me (reverse)               
 
 
6. What is your general risk perception when purchasing mc garments online? 
 
                 7 strongly agree             1 strongly disagree 
    7 6 5 4 3 2 1 
1 I feel comfortable using the Internet to purchase customised 
garments (reverse) 
              
2 Generally, I feel that purchasing customised garments online is 
risky               
3 Purchasing customised garments over the Internet is a safe 
thing to do (reverse)               
 
 
7. What is your perception of the reputation of LIMBERRY? 
 
                 7 strongly agree             1 strongly disagree 
    7 6 5 4 3 2 1 
1 I believe that LIMBERRY is a well known online store.  
              
2 I think that LIMBERRY has a bad reputation  (reverse) 
              
3 I suppose that LIMBERRY has a good reputation.  
              
4 In my opinion, LIMBERRY is still unknown (reverse) 
              
5 I could imagine that my friends know LIMBERRY 
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8. What is your perception of the size of the company LIMBERRY? 
 
                 7 strongly agree             1 strongly disagree 
    7 6 5 4 3 2 1 
1 I think LIMBERRY is a big company 
              
2 In my opinion, LIMBERRY is the biggest online shop for mass 
customised women apparel 
              
3 I believe that LIMBERRY is a small company (reverse)               
 
 
9. How trustworthy is this shop for you? 
 
                 7 strongly agree             1 strongly disagree 
    7 6 5 4 3 2 1 
1 I think this Web retailer is trustworthy               
2 I think this Web retailer is one that keeps promises                
3 I think this online shop is not trustworthy (reverse) 
              
4 I believe that the retailer has my best interests in mind 
              
 
 
10. How do you evaluate your willingness to purchase at LIMBERRY? 
 
                 7 strongly agree             1 strongly disagree 
    7 6 5 4 3 2 1 
1 I would not purchase a customised garment online (reverse) 
              
2 I believe that my friends would also choose to customise a 
garment online 
              
3 There is a strong likelihood that I will buy a customised 
garment  
              
4 I would recommend the customised garments to my friends               
 
 
11. Rank Factors 
How important are the following factors to you when shopping mc apparel online? 
 
               7 very important               1 not important at all 
    7 6 5 4 3 2 1 
1 The price               
2 The missing MBG               
3 My ability to co-design an apparel               
4 The required expenditure of time to customise an apparel 
              
5 The delivery time               
 
 
12. Please state your main reason why you would not buy from LIMBERRY: ___________________ 
 
 
13. Have you already bought a customised product online in the past (e.g. a t-shirt, muesli, dress shirt, 
etc.)? 
 
[  ]  yes 
[  ]  no 
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14. If yes - what was it? _____________________________________________________________ 
 
 
15. What is your sex? 
 
[  ]  female 
[  ]  male 
 
 
16. How old are you? ____________ 
 
 
17. What is your profession? 
 
1 Pupil 
2 Apprendice 
3 Student 
4 Employee 
5 Self- employed 
6 Unemployed / seeking work 
7 Other 
 
 
8.2 Rotated Factor Matrix 
 
  
Factor 
1 2 3 4 5 6 7 8 9 
I think the stated prices for 
the customised garments 
are acceptable 
,887                 
I believe that the 
customised garments from 
LIMBERRY are as 
expensive as comparable 
ready-to-wear garments 
,536                 
The prices for the 
customised garments are 
too high for me (reverse) 
 
,617   ,315             
In my opinion, the stated 
prices for the customised 
garments are appropriate 
,803                 
For me, the prices for the 
customised garments are 
overpriced (reverse) 
,718   ,376             
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The customised 
LIMBERRY garments are 
more expensive than 
comparable ready-to-wear 
garments of other brands 
(reverse) 
 
 
,514   ,334             
I am not willing to buy a 
customised garment online 
if I do not have a right to 
return 
        ,848         
I think it is risky to buy a 
customised garment online 
which I cannot return 
        ,773         
I also expect to have a 
money-back guarantee for 
customised garments 
        ,795         
I also would buy a 
customised garment online 
even if I do not have a right 
to return (reverse) 
 
        ,709         
To customise a garment in 
the LIMBERRY 
configurator is easy for me 
            ,704 ,370   
I feel insecure designing 
my own apparel in a 
configurator (reverse) 
    ,355       ,695     
The apparel co-design 
process online at 
LIMBERRY is hard for me 
(reverse) 
 
    ,397       ,828     
I am convinced that I can 
customise my own garment 
in the configurator 
            ,651 ,396   
I am willing to spend some 
time to customise my 
apparel online 
              ,797   
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Customising a garment 
online is a waste of time 
(reverse) 
    ,729             
I have fun spending time on 
designing my own garment 
online 
              ,654   
I am willing to wait 2 
weeks for my customised 
garment to arrive 
              ,469   
I would not accept a longer 
delivery time than 3-4 days 
for a customised garment 
(reverse) 
    ,482             
 
Having to wait for a period 
of two weeks for my 
customised garment to 
arrive is a problem for me 
(reverse) 
 
     
,575 
            
I feel comfortable using the 
Internet to purchase 
customised garments 
(reverse) 
 
 
                -,730 
Generally, I feel that 
purchasing customised 
garments online is risky 
    -,331           -,765 
Purchasing customised 
garments over the Internet 
is a safe thing to do 
(reverse) 
                -,772 
I believe that LIMBERRY 
is a well known online 
store 
      ,515   ,311       
I think that LIMBERRY 
has a bad reputation  
(reverse) 
  ,386 ,429             
I suppose that LIMBERRY 
has a good reputation 
 
  ,439   ,347           
In my opinion, 
LIMBERRY is still 
unknown (reverse) 
      ,455           
I could imagine that my 
friends know LIMBERRY 
      ,377   ,360       
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I think LIMBERRY is a big 
company 
      ,839           
In my opinion, 
LIMBERRY is the biggest 
online shop for mass 
customised women apparel 
      ,612           
I believe that LIMBERRY 
is a small company 
(reverse) 
      ,787           
I think this Web retailer is 
trust worthy 
  ,860               
I think this Web retailer is 
one that keeps promises 
  ,837               
I think this online shop is 
not trustworthy (reverse) 
  ,445 ,534             
I believe that the retailer 
has my best interests in 
mind 
  ,602               
I would not purchase a 
customised garment online 
(reverse) 
    ,300     ,568       
I believe that my friends 
would also choose to 
customise a garment online 
          ,623       
There is a strong likelihood 
that I will buy a customised 
garment 
,366         ,713       
I would recommend the 
customised garments to my 
friends 
,309         ,696       
Extraction Method: Maximum-Likelihood.  
Rotation Method: Varimax with Kaiser Normalization.  
a. Rotation converged in 8 iterations. 
 
 
 
 
 
