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RESUMEN
este trabajo introductorio presenta y describe diversos modelos de regresión múltiple y 
su respectiva formulación como un problema de optimización por metas. se describen 
los modelos de regresión mediana, regresión mediana ponderada, regresión cuantílica, 
regresión cuantílica ponderada y formulación minimax. además, se describe la formulación 
dual de estos modelos y se presentan algunos ejemplos sencillos se presentan para 
explicar los conceptos desarrollados y las aplicaciones de dichos modelos en ingeniería 
y ciencias.
Palabras clave: modelos de regresión múltiple, programación por metas, regresión 
cuantílica, optimización minimax, regresión restringida.
ABSTRACT
this introductory work shows several multiple regression models and their relevant 
development as a problem of goal programming (eliminar…optimization by goals). it 
describes the median regression, weighted median regression, quantile regression, 
weighted quantile regression, and minimax formulation models. Furthermore, describes 
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their dual formulation. We describe some simple examples to explain the concepts 
developed and applications of such models on engineering and sciences.
Key words: multiple regression models, goal programming, quantile regression, minimax 
optimization, constrained regression.
INTRODUCCIÓN
uno de los grandes problemas de los modelos de regresión lineal múltiple es el 
cumplimiento de los supuestos básicos como homocedasticidad, valor esperado y 
normalidad de los errores, etc. el presente documento tiene por objetivo relacionar 
algunos modelos poco usados en la aplicación econométrica y útiles para el análisis 
de la información. además, se integra la modelación estadística con los modelos de 
optimización con múltiples objetivos. 
los modelos de regresión múltiple son algunas de las técnicas estadísticas más usadas 
para analizar datos. el objetivo de los modelos de regresión múltiple es encontrar la relación 
entre variables. de manera más formal, dados n vectores en mℜ  ( )mnxxx ℜ∈,...,, 21 , 
que representan las variables explicativas y  n valores reales ( )ℜ∈nyyy ,...,, 21 , que 
representan la variable explicada. en estos modelos, se tiene por objetivo encontrar un 
vector de estimadores ( ) mm ℜ∈= ββββ ,...,, 21  que minimicen un problema determinado 
de  optimización que depende de los valores de .,...,1,, niyx i
i = la regresión por mínimos 
cuadrados busca resolver este tipo de  problemas de optimización [18]:
∑
=
−=
n
i
iT
i xyf
1
2)()(min ββ
Y además, supone lo siguiente:
miuxy i
iT
i ,...,1, ==− β
0)( =ii xuE
siendo iu  una sucesión de variables aleatorias e idénticamente distribuidas (generalmente, 
se asume la distribución normal).
en muchos problemas prácticos, los supuestos descritos anteriormente no se satisfacen 
con facilidad y es necesario, hacer algún tipo de transformaciones sobre las variables o 
utilizar otro tipo de técnicas matemáticas. Para dar solución a este tipo de problemas, 
surgen los conceptos de regresión mediana [28], y regresión cuantílica  [2], [8], ya 
que se ha demostrado que estos tipos de modelos de regresión son más eficientes 
que el estimador máximo verosímil de muchos modelos paramétricos convencionales. 
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existen diversas aplicaciones de dichas técnicas en áreas tales como: ecología [1] y [2], 
economía [3], [5], [6], retribución salarial [19], [29] y [12], predicción de demanda [16], 
calidad de la educación [4] y [38], desnutrición infantil [39],  entre otros [7], [10], [11], [15], 
[17], [20], [21], [25] y [28].  en la sección siguiente, se presenta una breve introducción a 
la programación por metas. en la sección 2, se hace la formulación de diversos modelos 
de regresión, por medio de esta técnica de programación lineal multiobjetivo.
1.  PROGRAMACIÓN POR METAS
la programación u optimización por metas (goal programming), [24], [27], [36] y [37] 
tiene por objetivo alcanzar unas metas o niveles de logro para determinados objetivos 
y fue desarrollada por Charnes y Cooper en 1955. de acuerdo con  Güneş [33], la 
programación por metas (gP), es una técnica o herramienta muy útil para los tomadores 
de decisiones de tal forma que sea factible discutir y encontrar un conjunto de soluciones 
apropiadas y aceptables en problemas de decisión con múltiples objetivos o criterios. 
Por otra parte, determinar con precisión el valor real de cada objetivo es muy difícil por 
que se obtiene sólo información parcial.
Matemáticamente, los problemas de programación por metas se definen de la siguiente 
manera: dadas n  funciones objetivo )(),...,(),(()( 21 xZxZxZxZ n= , donde 
mx ℜ∈ define 
el vector de variables de decisión y un vector de metas ),...,,,( ,,3,2,1 metanmetametametameta zzzzz =
, donde metaiz ,  define la meta del objetivo i , el método ofrece como solución el punto 
factible más cercano a dicho punto.  así pues, el modelo matemático que representa 
dicha situación es:
   
                   (1)
donde X  simboliza la región factible del problema de optimización.
la función objetivo del problema (1) es no lineal y no diferenciable. sin embargo, es 
posible transformarla en una función lineal, introduciendo dos variables auxiliares 
positivas para cada objetivo, que son:
• +id corresponde a la desviación positiva o variable de exceso en cuanto al 
cumplimiento de la meta nii ,...,1, = .
• 
−
id  correspondiente  a la desviación negativa o faltante sobre el nivel requerido 
para la meta nii ,...,1, = .
además, se cumple que 0=−+ ii dd  con nii ,...,1, = . es decir, no es posible que una 
variable de desviación positiva y una variable de desviación negativa pertenezcan de 
, )
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forma simultánea a la solución básica, ya que en ningún caso se puede exceder y ser 
inferior a la meta. Por otra parte: 
.,....,1,)(, nixZzdd imetaiii =−=+
−+  (2)
nizxZdd metaiiii ,...,1,)( , =−=−
−+     (3)
nidd ii ,...,1,0, =≥
−+                       (4)
utilizando (2), (3) y (4), el problema de optimización (1) se puede escribir de la siguiente 
manera:
                     (5)
en algunos casos, los problemas de programación por metas pueden tener diferentes 
niveles de ponderación para cada objetivo. en este caso, la función objetivo se escribe 
de la siguiente forma: 
∑
=
−+ +
n
i
iii ddw
1
)(min
donde iw  es la ponderación de la meta i . existen algunas variantes de la formulación 
descrita anteriormente desarrolladas en smith r., et al [24].  
Otro tipo de formulaciones que se usan en programación por metas, es la basada en 
la minimización de la distancia o norma Lp del valor obtenido a la meta. la formulación 
general del problema de optimización es [41], [42], y [43]:
  (6)
donde                        . la formulación anterior implica tener una función objetivo no diferenciable; 
para evitarla se resuelve el siguiente problema equivalente de optimización:
p
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       (7)
Cuando p=1, se tiene el problema lineal de programación por metas descrito en (5). 
Cuando se tiene la norma del máximo (p = ∞), la formulación de la función objetivo se 
presenta de la siguiente forma minimax [44]: 
},...,1),max{(min nidd ii =+
−+
el modelo (7) para la norma del máximo, tiene la siguiente formulación basada en la 
norma de Chevyshev [44], [45]:
     
       (8)
 
donde D es una cota superior de las suma de las desviaciones con respecto de 
la meta en cada uno de los n objetivos. la formulación minimax es típica de los 
problemas aplicados en teoría de juegos o teoría de la decisión multicriterio [46], 
[47] y [48].
vale la pena anotar que existen muchas aplicaciones de la programación por metas, 
en las cuales se utiliza la formulación original combinada con otras estrategias de 
modelación como programación lineal difusa aplicada a diversos sectores y temas 
específicos [30], [37]. Análisis envolvente de datos [31], modelación en cadenas de 
abastecimiento, Planeación de la producción y localización de entes físicos [32], [49], 
[50], Planeación de recursos humanos [34] y Gestión financiera [35], [37].
2. REGRESIÓN MEDIANA
la regresión mediana o 1L  descrita en toshiyuki s. et al [26] y li, Y. et al [40] tiene por 
objetivo minimizar la suma de errores absolutos. es decir: 
∑
=
−
n
i
iT
i xy
1
min β     (9)
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Haciendo iTii xy βε −= ,  donde iε  representa el error o desviación del valor estimado 
sobre el valor real. si 0>iε , la estimación iiT yx <β  (el valor real ( iy ), es menor que el 
valor estimado iT xβ ).  en caso contrario, el valor real observado es menor que el valor 
estimado. defínase:
             },0max{ ii εε =+   },0max{ ii εε −=−      (10)
que representan variables de desviación o errores en las estimaciones. Por lo desarrollado 
en la sección 1, el modelo de optimización (9) formulado por medio de programación 
por metas es [26]:
                                          (11)
0,,
,...,1,
≥ℜ∈
=−=−
−+
−+
ii
m
iT
iii nixy
εεβ
βεε
el problema de programación lineal (11) tiene 2n m + variables y n restricciones. las 
restricciones del modelo de optimización (11) representan la desviación (positiva o 
negativa), de la estimación con respecto del valor real y la función objetivo es equivalente 
a la minimización de los errores absolutos.
Ejemplo 1. tomado de montgomery, et al [18].  la tabla 1 presenta algunos datos de 
pruebas de energía solar térmica, donde:
:y  flujo total del calor (Kwatts)
:1x  insolación (watts/m2)
:2x  posición del foco en dirección este (pulgadas)
:3x  posición del foco en dirección sur (pulgadas)
:4x  posición del foco en dirección norte (pulgadas)
:5x  hora del día
Tabla 1. datos del ejemplo para regresión mediana
,
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Por mínimos cuadrados el modelo de optimización es: 
∑ ∑
= =




−
1
1
2
5
1
min
k j
j
k
jk xy β
Obteniendo la solución de la tabla 2:
Tabla 2. estimadores por mínimos cuadrados del problema de regresión
Por otro lado, utilizando regresión mediana se obtiene el siguiente modelo:
∑ ∑
= =
−
1
1
5
1
min
k j
j
k
jk xy β
Y su formulación por medio de programación por metas:
El conjunto de restricciones del problema anterior, define el error (desviación positiva o 
negativa),  del valor real ky  con respecto de la estimación ∑
=
=
5
1j
k
j
k
j xx ββ . Por ejemplo: 
para la primera observación ( 1=k ), la restricción obtenida es:
de este modelo de regresión 1L  los estimadores obtenidos son lópez H. [13].
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Tabla 3. estimadores por regresión mediana del problema de regresión
además, se puede hacer las siguientes comparaciones para los dos modelos:
Tabla 4. Comparaciones de resultados para los errores con mínimos
cuadrados y regresión mediana
aunque los  resultados obtenidos por mínimos cuadrados parecen mejores que 
los resultados obtenidos con regresión mediana, es importante anotar que sus 
objetivos son distintos ya que no es necesario hacer los mismos supuestos sobre 
los errores. 
Ejemplo 2. Polinomio de regresión. supongamos que se tienen los datos de la tabla 
5 de la demanda anual de un producto para ser ajustados por una función polinomial 
de orden 2.
Tabla 5. datos de demanda de producto
la ecuación del polinomio de regresión está dada por: 2210 xxd βββ ++= . luego el 
modelo por programación por metas es:
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Por ejemplo:  para 5=k , la restricción sería:
Obteniendo la solución por medio de mínimos cuadrados y por programación por metas 
que se presenta en la tabla 6:
Tabla 6. estimadores por mínimos cuadrados y programación por metas
Gráficamente el polinomio solución se representa en la siguiente figura 1:
Figura 1. ajuste polinomial de orden 2 por medio de mínimos cuadrados
Figura 2. ajuste polinomial de orden 2 por medio de programación por metas
mOdelOs de OPtimiZaCiÓn POr metas Para el CÁlCulO de estimadOres en regresiÓn mÚltiPle
142 H. A. López Ospina, R. D. López Ospina
Ejemplo 3. Influencia de datos atípicos. una de las grandes desventajas de la 
regresión por mínimos cuadrados, es la influencia de datos atípicos. Por ejemplo: los 
datos descritos en la tabla 7, representan la demanda de un artículo en determinados 
períodos.
Tabla 7. demanda de un artículo en determinados periodos.
En la figura 3, se presenta un diagrama de dispersión de la información anteriormente 
descrita.
Figura 3. diagrama de dispersión para los datos del ejemplo 3
se podría asociar dicho comportamiento con una recta de regresión, notando que el 
último dato no sigue la tendencia esperada. utilizando mínimos cuadrados, la ecuación 
obtenida es:
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Figura 4. recta de regresión por mínimos cuadrados
utilizando regresión mediana, se obtienen la siguiente ecuación y recta de regresión:
Figura 5. recta de regresión mediana
Es posible darse cuenta de que en regresión mediana o con percentil 50, la influencia 
de datos atípicos es menor que en los modelos por mínimos cuadrados [8], debido a 
que dicha medida de tendencia es más robusta que el promedio. 
según lo indica [56], existen antecedentes teóricos, tales como lo demostrado en [57], 
donde se afirma que en los casos en los cuales existen datos atípicos o anómalos la 
regresión mediana es más consistente que por mínimos cuadrados. de esta forma, 
utilizando dicha técnica es posible no eliminar estos datos de la muestra. Por otra parte, 
dielman t. [58], demuestra que en el caso de no tener residuos normales en mínimos 
cuadrados, esta situación no genera problemas en la formulación presentada en este 
trabajo, debido a que es posible extenderlo a otro tipo de distribuciones. 
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3.  REGRESIÓN CUANTÍLICA O POR PERCENTILES
en los métodos de regresión lineal clásicos, el objetivo es minimizar la suma de los 
residuales al cuadrado y utilizar la media como estimador. Por otra parte, la regresión 
cuantílica o por percentiles introducida por Koenker [8],  y Koenker et al [9], donde se 
busca minimizar una suma de errores con pesos asimétricos y utilizar los cuantíles 
como estimadores. la motivación para utilizar cuantíles en vez de la media, es debido 
a la relación estocástica que puede existir en las variables aleatorias trabajadas en los 
modelos, siendo posible reflejar una mejor relación  y encontrar menor impresión en las 
inferencias realizadas. la estimación por mínimos cuadrados puede llegar a ser muy 
deficiente cuando los errores no distribuyen normal. En el caso de la regresión cuantílica, 
las estimaciones generan modelos más robustos y por consiguiente más confiables. 
el problema de la regresión por mínimos, que busca estimar funciones mediante el 
promedio, es la poca robustez de dicha medida y además, dada la heterogeneidad de 
la variable explicada en algunos casos, es posible que el promedio sea una medida 
muy pobre para realizar el análisis de la información. 
los modelos de regresión cuantílica generalizan el modelo de regresión mediana (11). 
en este caso, no es necesario que  0)( =ii xuE , pero el ésimo−τ  cuantil o percentil del 
error con respecto de las variables regresoras debe ser cero.
Cabe anotar que las condiciones para aplicar los modelos de regresión cuantílica son 
menos fuertes que los modelos por mínimos cuadrados. en este caso, se realiza la 
estimación del   ésimo−τ  cuantil o percentil de las variables explicadas iy  con respecto 
de las variables regresoras, que se anota de la siguiente forma:
iTi
i xxyQ ττ β=)(
la estimación de τβ  se encuentra por medio de:
        (12)
es decir, los errores positivos se ponderan con un valor de τ y los errores negativos se 
ponderan con un valor de ( )1−τ . una manera más compacta de escribir el problema 
de optimización (12) es por medio de la función de chequeo definida de la siguiente 
manera:
10)),0(()( <<<−×= ττρτ rIrr
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donde:  



≥
<
=<
0,0
0,1
)0(
r
r
rI .
de este modo, el modelo matemático (12) se puede escribir como:
      
                         
∑
=
−=
n
i
iT
i xyf
1
)()(min βρβ τ     (13)
Cuando 5.0=τ , el problema de regresión cuantílica es equivalente al problema de 
regresión mediana.
la técnica más usada para solucionar el problema de regresión cuantílica (13), es por 
medio de su representación como un problema de programación lineal por metas [14]. 
la función de chequeo se puede escribir como la suma de dos funciones positivas:
)()1()()( rprpr −+ −+= ττρτ ,
donde:
}.,0max{)(},0max{)( rrpyrrp −== −+
sean ),(),( iTii
iT
ii xypxyp βεβε −=−= −−++ ),...,(),,...,( 11 −−−+++ == nn εεεεεε .
de esta forma, la formulación del problema de regresión cuantílica (13), como un 
problema de programación lineal por metas, está dada por Koenker, R., [8]:
sujeto a    (14)   
                 
0,,
,...,1,
≥ℜ∈
=−=−
−+
−+
ii
m
iT
iii nixy
εεβ
βεε
en este caso, las restricciones son equivalentes a las del problema de regresión 
mediana. 
la función objetivo cambia por las ponderaciones asimétricas de las variables de 
desviación. a continuación, se muestra un caso de aplicación de la regresión cuantílica 
con una sola variable explicativa.
Ejemplo 4. los datos presentados a continuación son simulados. sea =x años invertidos 
en educación y la variable explicada =y  retribución salarial por hora en unidades 
monetarias. el diagrama de dispersión para los datos es el siguiente:
.
, , ,
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Figura 6. diagrama de dispersión de los datos del ejemplo 4
Obteniendo las curvas de regresión por percentiles con el paquete estadístico r [22], 
descritas en la figura 7,  con los valores de τ =0.10, 0.25, 0.5, 0.75 y 0.9.
Figura 7. rectas de regresión cuantílica para los datos del ejemplo 4
Análisis de resultados. Por ejemplo: la curva obtenida para 1.0=τ  es xy 3843.1 += , 
implica que para los elementos de la población con menor salario (inferior al 10% o por 
debajo del percentil 10), se tendrá que por cada año adicional invertido en educación, 
su aumento promedio salarial por hora es de 384 unidades monetarias. Otra aplicación 
importante en este ejemplo, es la siguiente: para una persona que ha estudiando 16 
años, se obtienen las siguientes estimaciones en los percentiles 10 y 90:
y10(16) = 7472 unidades monetarias
y90(16) = 34306 unidades monetarias
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Como en ese rango se encuentra el 80% de la población, se espera que con dicho nivel 
de estudio (16 años), la retribución salarial  por hora de los individuos se encuentre entre 
esas dos estimaciones. en la tabla 8, se presenta el valor  τβ ,0  y τβ ,1  para los distintos 
modelos de regresión cuantílica de la gráfica 7, recordando que la recta de regresión 
para el percentil τ se nota: xy τττ ββ ,1,0 += .
Tabla 8. valores de los estimadores para los modelos de regresión cuantílica
4.  REGRESIÓN CUANTÍLICA PONDERADA
en regresión, uno de los objetivos de los modelos por mínimos cuadrados ponderados 
es corregir problemas tales como varianza no constante para los errores o simplemente 
dar una jerarquía o nivel de importancia a cada una de las observaciones. en este tipo de 
modelos, es necesario introducir un nuevo parámetro definido de la siguiente forma:
),...,,( 21 nwwww =
Cada iw  representa el factor de ponderación de la observación .,...,1, nii =
el problema de optimización para mínimos cuadrados ponderados se formula de la 
siguiente manera montgomery, et al [18]:
∑
=
−
n
i
iT
ii xyw
1
2)(min β
        
Por otra parte, el modelo de regresión cuantílica ponderada se escribe como:
  
       (15)
de forma equivalente (15), se expresa como un modelo de programación por metas de 
la siguiente manera:
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−
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+∑ −+ i
n
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iii ww ετετ
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)1(min
sujeto a                                  (16)
0,,
,...,1,
≥ℜ∈
=−=−
−+
−+
ii
m
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iii nixy
εεβ
βεε
en el caso que niwi ,...,1,1 ==  el problema (16) es equivalente a (14). Cuando 
niwi ,...,1,1 ==  y 2
1=τ , el problema (16) es equivalente al problema de regresión 
mediana (11). matricialmente (16), se expresa de la siguiente manera:
nótese que una ventaja de esta formulación por metas, es que permite incluir 
restricciones sobre los parámetros [56], por conocimientos a priori, tales como intervalos 
de pertenencia (cotas superiores e inferiores), relaciones entre parámetros, signos, etc., 
extendiendo la formulación clásica de mínimos cuadrados ordinarios. estas restricciones 
sobre los parámetros controlan valores no factibles de los estimadores y problemas 
de mal ajuste [59]. a continuación, se presenta un ejemplo para mostrar una de las 
utilidades de la regresión cuantílica ponderada.
Ejemplo 5. Con los datos del ejemplo 4,  se obtiene la curva de regresión cuantílica 
con 9.0=τ  y dada por: xy 1824512290 += . una de las aplicaciones de los modelos de 
regresión ponderados es en la influencia de datos atípicos. En este caso, se encuentran 
dos datos fuera del comportamiento promedio de la población.
90
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Figura 8. rectas de regresión cuantílica y cuantílica ponderada
Para evitar la influencia de dichos datos, se hace una ponderación dándole menor 
importancia. se observa que en el modelo de regresión cuantílica con 9.0=τ ponderado, 
la estimación promedio es menor. es importante anotar que los datos atípicos sólo 
influyen en los percentiles extremos. Otra aplicación de los modelos ponderados de 
mayor uso, es cuando se tienen factores de expansión por muestreo [23].
5.  MODELO DUAL DE OPTIMIZACIÓN
es posible asociar a (17), un problema de programación lineal dual [3]. sea                            , el 
vector de variables duales correspondiente al problema (14). así, el dual asociado al 
problema anterior es:
 
 
        (18)
el problema dual es un problema de programación lineal con variables acotadas y tiene 
m+2n restricciones y n variables. es decir, son menos variables que en problema primal 
(17). en la práctica, es más fácil resolver el problema dual para regresión cuantílica 
ponderada que el primal. algebraicamente, el modelo matricial (18) se escribe de la 
siguiente manera:
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       (19)
6.  FORMULACIÓN DEL PROBLEMA DE OPTIMIZACIÓN 
POR METAS CUADRÁTICO Y MINI-MAX
la norma pL  aplicada a los modelos de regresión lineal múltiple tiene por objetivo 
minimizar la siguiente función objetivo: 
        








−∑
=
pn
i
iT
i xy
1
min β         (20)
Haciendo iTii xy βε −= ,  donde iε  representa el error o desviación del valor estimado 
sobre el valor real. Si se define },0max{ ii εε =+  y },0max{ ii εε −=−  son las variables de 
desviación o errores en las estimaciones. de acuerdo con lo desarrollado en la sección 
1, el modelo de optimización (20) formulado por medio de la programación por metas 
no lineal es:
sujeto a                                                                                          (21)
0,,
,...,1,
≥ℜ∈
=−=−
−+
−+
ii
m
iT
iii nixy
εεβ
βεε
Claramente cuando p=2, se tiene el problema típico de regresión por mínimos cuadrados, 
y se obtiene una formulación de optimización por metas equivalente a la formulación 
clásica de econometría [51], [52] y cuando p=1, se tiene el problema de regresión 
mediana. Un caso interesante es cuando p=∞, debido a que se tiene el siguiente 
problema de regresión múltiple min y max:
                                               
Que de forma equivalente, se puede escribir como un problema de programación por 
metas de la siguiente forma:
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sujeto a                    (22)
                                              
0,,
,...,1,
≥ℜ∈
=−=−
−+
−+
ii
m
iT
iii nixy
εεβ
βεε
Como el problema anterior no es diferenciable en su función objetivo, entonces al añadir 
una cota superior a todas las sumas de las desviaciones [27], el problema anterior es 
equivalente a: Dmin
sujeto a                                (23)
nótese que en este caso, se minimiza la máxima desviación de los residuos (D), y se 
encuentra un modelo más equilibrado que los modelos clásicos [60]. debido a que esta 
formulación se basa en el máximo de una muestra, esta medida no es robusta ante la 
presencia de datos atípicos, por lo cual se sugiere su uso en el caso de una muestra 
homogénea [56].
aznar y et al [56], proponen cambiar el conjunto de restricciones niDii ,...,1, =≤+
−+ εε
por restricciones de la forma                                         cuando se están estimando pre-
cios, viajes o cualquier variable positiva.
la formulación minimax para modelos de regresión múltiple tiene aplicaciones en varias 
ramas de la estadística e ingeniería, tal como regresión robusta [53] y [54], regresión 
local [55], estadística no paramétrica, etc.
algunos autores proponen el uso de un modelo biobjetivo [56], de tal forma que se 
pueda incluir la máxima desviación de los errores y la regresión mediana (siendo esta 
una técnica excelente en el caso de datos atípicos en la muestra), y llegar a soluciones 
intermedias por medio de la generación de la frontera de Pareto. matemáticamente, el 
problema biobjetivo se escribe como:
                                                  
sujeto a                             (24)
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esta formulación es interesante, debido a que es posible utilizar técnicas clásicas de 
optimización multiobjetivo [24] para analizar el conjunto de soluciones y su implicación 
en la estimación y predicción.
7.  CONCLUSIONES
los modelos de programación multiobjetivo por metas, son una herramienta útil para 
el cálculo de estimadores en modelos de regresión múltiple debido a su formulación 
equivalente.
es interesante aplicar estos modelos de regresión cuantílica y mediana cuando los 
supuestos sobre los errores en mínimos cuadrados no se cumplen de forma satisfactoria 
o de forma completa. además, las formulaciones como un problema de programación por 
metas,  permite incluir restricciones sobre los parámetros por estimar y de esta forma, 
controlar a priori condiciones no factibles o conocimiento dado sobre los estimadores.
Los modelos de regresión mediana permiten menor influencia de datos atípicos  con 
respecto de los modelos de regresión por mínimos cuadrados. de esta forma, utilizando 
dicha técnica, es posible no eliminar estos datos de la muestra. 
la regresión cuantílica permite analizar la distribución de la variable respuesta en distintos 
puntos y determinar rangos en la predicción para un individiduo determinado. 
La estimación por mínimos cuadrados puede llegar a ser muy deficiente cuando los 
errores no distribuyen normal. en el caso de la regresión cuantílica, las estimaciones 
generan modelos más robustos y por consiguiente, más confiables. El problema de la 
regresión por mínimos cuadrados, que busca estimar funciones con el promedio, es 
la poca robustez de dicha medida y además, dada la heterogeneidad de la variable 
explicada en algunos casos, es posible que el promedio sea una medida muy pobre 
para realizar el análisis de la información.
la programación por metas permite formular modelos de optimización que involucren el 
valor absoluto en la función objetivo (optimización no diferenciable), como un problema 
de programación lineal, introduciendo variables de desviación.
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