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On matrix generalization of Robinson’s Energy Delay Theorem
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a New York University Abu Dhabi, UAE, and A. Razmadze Mathematical Institute, Georgia
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Abstract. An elementary proof of Robinson’s Energy Delay Theorem on minimum-
phase functions is presented. The proof is generalized to the matrix case as well which
turns out to be simpler than the earlier one proposed in [5] for polynomial matrix
functions.
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1. Introduction
Let D be the unit disk in the complex plane and T = {z ∈ C : |z| = 1} be its
boundary. The set of analytic in D functions is denoted by A(D). Consider the
subset of functions
f(z) =
∞∑
n=0
anz
n ∈ A(D),
satisfying
∞∑
n=0
|an|
2 <∞.
Such functions are known as z-transforms (resp. transfer functions) of discrete-
time causal signals (resp. filter impulse responses) with a finite energy in engi-
neering, while the subset of functions is called the Hardy space H2 = H2(D) in
mathematics. It is well known that the boundary values of f ∈ H2 exists a.e.,
(1) f ∗(eiθ) = lim
r→1−
f(reiθ) for a.a.θ ∈ [0, 2pi)
and f ∗ ∈ L2(T), the Lebesgue space of square integrable functions on T. (Ac-
tually, there is a one-to-one correspondence between the functions from the
Hardy space H2 and their boundary value functions, i.e. if f, g ∈ H2 and
f ∗(eiθ) = g∗(eiθ) for a.e. θ, then f = g.) Furthermore, the so-called Paley-
Wiener condition is satisfied:
(2)
∫ 2pi
0
log |f ∗(eiθ)| dθ > −∞ .
For any function f ∈ H2, the inequality
(3) |f(0)| ≤ exp
(
1
2pi
∫ 2pi
0
log |f ∗(eiθ)| dθ
)
is valid (see, e.g., [11, Th. 17.17]) and those extreme functions for which the
equality holds in (3) are called outer in mathematics and of minimum-phase in
engineering (also the term optimal can optionally be used in both). Such func-
tions play an important role in mathematics as well as in engineering. However,
1
2the original definition of outer functions, introduced by Beurling [1] differs from
the above definition and says that the representation
(4) f(z) = c · exp
(
1
2pi
∫ 2pi
0
eiθ + z
eiθ − z
log |f ∗(eiθ)| dθ
)
, where |c| = 1,
holds for outer functions. This representation easily implies that the equality
holds in (3) for outer functions and it can be proved that the converse is also
true. Furthermore, Beurling [1] proved that every h ∈ H2 can be factorized as
(5) h(z) = B(z)I(z)f(z),
where B(z) =
∏
n=1
|zn|
zn
zn−z
1−znz
is a Blaschke product, I is a bounded analytic
function without zeros inside D, which satisfies |I∗(eiθ)| = 1 for a.e. θ (such
functions are called singular inner functions, if we exclude the requirement I(z) 6=
0 for z ∈ D, then we get the definition of inner function, i.e. BI is an inner
function), and f is an outer function. (Observe that |h∗(eiθ)| = |f ∗(eiθ)| a.e.) In
these terms, a function is outer if and only if an inner factor does not exist in
factorization (5), i.e. B ≡ I ≡ 1.
These definitions and factorization (5) are now classical in mathematical theory
of Hardy spaces. However engineers frequently discard the middle term in the fac-
torization (5) (a singular inner factor never exists for rational functions, namely,
it has the form I(z) = exp
(
1
2pi
∫ 2pi
0
eiθ+z
eiθ−z
dµs(θ)
)
, where µs is a singular measure
on [0, 2pi), which never encounters in practise) and define a minimum-phase func-
tion f ∈ H2(D) by the condition 1/f ∈ A(D) (i.e. f(z) 6= 0 for z ∈ D). This
definition can be used for rational functions, however, not for arbitrary analytic
functions. As an example of the singular inner function I shows, the inequality
in (3) might be strict in this case (|I(0)| < 1, while
∫ 2pi
0
log |I∗(eiθ)| dθ = 0) and
the equality may not hold in (3) as it is incorrectly claimed in [8, p.574].
Another important property of minimum-phase functions was introduced by
Robinson [10]. Namely he proved the following
Theorem 1. Let f(z) =
∑∞
n=0 anz
n and g(z) =
∑∞
n=0 bnz
n be functions from H2
satisfying |f ∗(eiθ)| = |g∗(eiθ)| for a.e. θ. If f is of minimum-phase, then for each
N ,
(6)
N∑
n=0
|an|
2 ≥
N∑
n=0
|bn|
2.
Robinson gave a physical interpretation to inequality (6) “that among all filters
with the same gain, the outer filter makes the energy built-up as large as possible,
and it does so for every positive time” [9] and found geological applications
of minimum-phase waveforms. Therefore, the term minimum-delay [6, p. 211]
functions can be equivalently used for optimal functions and Theorem 1 is known
as Energy Delay Theorem within a geological community [2, p. 52]
Theorem 1 was further extended to polynomial matrix case and used in MIMO
communications in [5]. We formulate this result in general matrix form after
introducing corresponding notations.
3In the present paper, we provide a very simple proof of Theorem 1 based on
classical facts from the theory of Hardy spaces. We give a matrix generalization
of this proof as well in Section 4. Some engineering applications of Theorems 1
and 2 can be found in [2] and [5].
2. Notation
Let Lp = Lp(T), 0 < p ≤ ∞, be the Lebesgue space of p-integrable complex
functions f ∗ with the usual norm ‖f ∗‖Lp =
( ∫ 2pi
0
|f ∗(eiθ)|p dθ
) 1
p for p ≥ 1 (with
standard modification for p = ∞), and let Hp = Hp(D), 0 < p ≤ ∞, be the
Hardy space {
f ∈ A(D) : sup
r<1
∫ 2pi
0
|f(reiθ)|p dθ <∞
}
with the norm ‖f‖Hp = supr<1 ‖f(re
i·)‖Lp for p ≥ 1 (H∞ is the space of bounded
analytic functions with the supremum norm). It is well-known that boundary
values function f ∗ (see (1)) exists for every f ∈ Hp, p > 0, and belongs to Lp.
Furthermore
(7) ‖f‖Hp = ‖f
∗‖Lp
for every p ≥ 1, and it follows from standard Fourier series theory that
(8)
∥∥∥∑∞
n=0
anz
n
∥∥∥
H2
=
(∑∞
n=0
|an|
2
)1/2
.
The condition (2) holds for every f ∈ Hp and the function f is called outer
if the representation (4) is valid as well. We have the equality (the optimality
condition) instead of the inequality in (3) if and only if f is outer (see [11, Th.
17.17]). One can check, using the Ho¨lder inequality, that if f and g are outer
functions from Hp and Hq, respectively, then the product fg is the outer function
from Hpq/(p+q).
We repeat that u ∈ A(D) is called a inner function if u ∈ H∞ and
(9) |u∗(eiθ)| = 1 for a.a. θ ∈ [0, 2pi).
Now we consider matrices and matrix functions. Cd×d, Ld×dp , etc., denote the
set of d × d matrices with entries from C, Lp, etc. The elements of L
d×d
p (resp.
Hd×dp ) are assumed to be matrix functions with domain T (resp. D) and range
Cd×d, and without any ambiguity we assume that F ∗ ∈ Ld×dp for F ∈ H
d×d
p .
For M ∈ Cd×l, we consider the Frobenius norm of M :
‖M‖2 =
(∑d
i=1
∑l
j=1
|mij |
2
)1/2
=
(
Tr(MMH)
)1/2
,
where MH =M
T
, and for F ∈ Hd×dp , we define
‖F‖Hd×d
2
=
(∑d
i=1
∑d
j=1
|fij|
2
H2
)1/2
.
4Similarly, we define ‖F ∗‖Ld×d
2
for F ∗ ∈ Ld×d2 . By virtue of (7), we have
(10) ‖F‖Hd×d
2
= ‖F ∗‖Ld×d
2
and, similarly to (8),
(11)
∥∥∥∑∞
n=0
Anz
n
∥∥∥
Hd×d
2
=
(∑∞
n=0
‖An‖
2
2
)1/2
for any sequence of matrix coefficients A0, A1, . . . from C
d×d.
A matrix function F ∈ Hd×d2 is called outer, if detF is an outer function from
H2/d. This definition is equivalent to number of other definitions of outer matrix
functions (see, e.g., [3]). On the other hand, a matrix function U ∈ A(D)d×d is
called inner, if U ∈ Hd×d∞ and U
∗ is unitary a.e.,
(12) U∗(eiθ)
(
U∗(eiθ)
)H
= Id for a.a. θ ∈ [0, 2pi).
We will make use of the following standard result from the theory of Hardy
spaces (see [7, p. 109])
Smirnov’s Generalized Theorem: if f = g/h, where g ∈ Hp, p > 0, h is
an outer function from Hq, q > 0, and f
∗ ∈ Lr, r > 0, then f ∈ Hr.
3. Proof of Theorem 1
For a positive integer N , let PN be the projector operator on H2 defined by
PN :
∑∞
n=0
anz
n 7−→
∑N
n=0
anz
n.
In order to prove Theorem 1, we need to show that (see (8))
(13) ‖PN(f)‖H2 ≥ ‖PN(g)‖H2 .
For any bounded analytic function u ∈ H∞, we have
(14) PN(uf) = PN
(
u · PN(f)
)
since PN
(
u ·PN(f)
)
= PN
(
u(f− (f −PN (f)))
)
= PN(uf)−PN
(
u(f−PN (f))
)
=
PN(uf). Here we utilized that f − PN(f) =
∑∞
n=N+1 anz
n and, because of
analyticity of u, we have u(f − PN(f)) =
∑∞
n=N+1 cnz
n for some coefficients
cN+1, cN+2, . . .
By virtue of Beurling factorization theorem (5), there exits an inner function
u such that g = uf . Therefore, taking into account (7), (9), and (14), we get
‖PN (f)‖H2 = ‖u · PN(f)‖H2 ≥ ‖PN
(
u · PN (f)
)
‖H2 = ‖PN(uf)‖H2 = ‖PN(g)‖H2.
Thus (13) follows and Theorem 1 is proved.
54. The matrix case
In this section we prove the following
Theorem 2. Let F (z) =
∑∞
n=0Anz
n, An ∈ C
d×d, and G(z) =
∑∞
n=0Bnz
n,
Bn ∈ C
d×d, be matrix functions from Hd×d2 satisfying
(15) F ∗(eiθ)
(
F ∗(eiθ)
)H
= G∗(eiθ)
(
G∗(eiθ)
)H
for a.a. θ ∈ [0, 2pi).
If F is optimal, then for each N ,
(16)
N∑
n=0
‖An‖
2
2 ≥
N∑
n=0
‖Bn‖
2
2.
Proof. Let PN be the projector operator on H
d×d
2 defined by
PN :
∑∞
n=0
Anz
n 7−→
∑N
n=0
Anz
n.
By virtue of (11), we have to prove that
(17) ‖PN(F )‖Hd×d
2
≥ ‖PN(G)‖Hd×d
2
Let
(18) U(z) = F−1(z)G(z).
It follows from (15) that (12) holds. Therefore U∗ ∈ Ld×d∞ . Since, in addition,
F−1(z) = 1
detF (z)
Cof
(
F (z)
)
, where detF (z) is an outer function, by the gener-
alized Smirnov’s theorem (see Sect. 2), we have U ∈ Hd×d∞ .
Exactly in the same manner as (14) was proved, we can show that
(19) PN(FU) = PN
(
PN(F ) · U
)
.
Since unitary transformations preserve standard Euclidian norm of the space Cd,
it follows from (12) that, for any V ∈ C1×d,
(20) ‖V ‖2 = ‖V · U
∗(eiθ)‖2 for a.a. θ ∈ [0, 2pi).
Therefore, by virtue of (10) and (20),
(21) ‖X‖Hd×d
2
= ‖X∗‖Ld×d
2
= ‖X∗U∗‖Ld×d
2
= ‖XU‖Hd×d
2
for any X ∈ Hd×d2 . It follows now from (21), (19), and (18) that
‖PN(F )‖Hd×d
2
= ‖PN(F )·U‖Hd×d
2
≥ ‖PN
(
PN(F )·U
)
‖Hd×d
2
= ‖PN(FU)‖Hd×d
2
= ‖PN(G)‖Hd×d
2
Thus (17) is true and Theorem 2 is proved. 
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