Focusing on the facial-based depression recognition where the feature distribution could be shifted due to unlimited variations in facial image acquisition, we propose a novel Low-rank constrained latent Domain Adaptation Depression Recognition (LDADR) framework by jointly utilizing facial appearance and dynamics features. Under this framework, to alleviate the domain distribution bias in depression recognition, we devote to uncover a compact and more informative latent space on appearance feature representation to minimize the domain distribution divergence as well as to share more discriminative structures between domains. In this optimal latent space, both source and target classification loss functions are incorporated as parts of its co-regression function by encoding the common components of the classifier models as a low-rank constraint term. Moreover, the target prediction results on both appearance features and dynamics features are constrained to be consistent for better fusing the discriminative information from different representations. We specially adopt the l 2,1 -norm based loss function for learning robust classifiers on different feature representations. Different from the state of the arts, our algorithm can adapt knowledge from another source for Automated Depression Recognition (ADR) even if the features of the source and target domains are partially different but overlapping. The proposed methods are evaluated on three depression databases, and the outstanding performance for almost all learning tasks has been achieved compared with several representative algorithms.
I. INTRODUCTION
With an increasing amount of people suffering from depression around the world [1] , methods for Automated Depression Recognition (ADR) are highly desired to facilitate its objective assessment and efficient diagnosis [2] . From the machine learning perspective, ADR can be modeled as a classification or regression problem [4] , [5] , [29] . Since the visual-based behavior disorder is more readily observable and interpretable [28] , numerous visual-based ADR methods have been proposed. They usually learned a generic classifier on the extracted facial features [8] , [28] to predict the depression severity for a given subject based on the Beck Depression Inventory-II (BDI-II [3] ). For effective depression recognition, previous works have focused on identifying optimal
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Existing research results show that facial appearance and dynamics in video clips are often very useful for depression diagnosis [6] . In this work, we therefore explore depression recognition by jointly exploiting the extracted facial appearance and dynamics features.
While supervised learning techniques [10] have made tremendous contributions to machine-learning-based depression recognition, their performance is often limited by the amount of labeled training data available. The state-of-thearts for ADR usually tailor their classifiers to each subject in depression recognition tasks. However, a subjectindependent classifier that is trained on limited data from multiple subjects generally leads to inferior accuracy. This is partly due to the fact that depression patterns vary from subject to subject, including changes in pose, scale, illumination, occlusion, and individual differences in face shape, texture, and behavior [9] . Consequently, existing methods for depression recognition are still lack of generalization ability due to the assumption that training and testing facial images are captured under similar conditions. In other words, the performance of depression recognition may drop significantly under the cross-subject or cross-database scenario. One would have to rebuild the classification model in the new domain of interest when the distributions between domains have changed. This often makes the target task intellectually expensive or unpractical for many applications [10] . To this end, domain adaptation (DA) techniques [11] have been leveraged to tackle this problem, which make use of prior knowledge from other related source domains for dealing with new tasks in the target domain. In DA, both domains generally share the same task but follow a different distribution [12] . In the literature, one popular scheme is feature representation (or feature transformation) based DA [13] - [20] by learning a common domain-invariant feature representation to exhibit more shared characteristics.
While preceding DA methods promise to advance visual analysis in a more efficient and objective manner, several challenges in visual representation of complex pattern would prevent their practice in specific ADR: 1) since existing schemes usually separate one DA learning problem into two distinct steps, i.e., minimizing the domain gaps, and learning a predictive model, the first challenging issue is how to integrate these separated steps into a unified framework [21] to encode more discriminative information in the first step for the sequent classifier learning; 2) the second challenge is how to effectively utilize target data by fusing multiple feature representations for improving the ADR performance; and 3) the last but not the least challenge is how to improve the robustness of the learning performance since noise abound in training data by nature [21] - [24] . To address these challenges, we study a novel visual-based domain adaptation depression recognition scheme by jointly exploring facial appearance and dynamics features which are highly indicative of depressive disorder. We therefore present a novel Low-rank constrained latent Domain Adaptation Depression Recognition (LDADR) framework for robust ADR in an uncovered compact latent space with more informative knowledge for better minimizing the domain distribution discrepancy, thus partially sharing the facial appearance between source and target domains. Different from state-of-the-arts, our algorithm can adapt as much knowledge as possible from auxiliary domain even if the features between domains are partially different but overlapping. To the best of our knowledge, there is no prior work imposing semi-supervised DA to solve the ADR problem. For details, several distinctive contributions of our method are summarized as follows.
1) We cast the depression recognition problem that learns a classifier from different domains into a semisupervised domain adaptation framework. The performance of the proposed scheme is evaluated in the cross-domain scenario involving facial appearance and dynamics features drawn from different conditions.
Significantly better facial-image-based depression recognition performance has been observed based on our experimental results. 2) We integrate subspace learning and visual-based depression recognition into a unified learning framework by exploiting source knowledge as well as correlation between domain models. Both source and target loss functions are incorporated into the parts of our objective function. The common components of different classifier models are encoded into our method as a low-rank regularization term [25] to exploit the discriminative information shared by different domains. Moreover, we additionally introduce the l 2,1 -norm into the loss function to make our method robust to noise. 3) State-of-the-art features including deep features can be incorporated into our domain adaptation framework.
Their performance, as well as the generalization ability, are analyzed and compared to quest the capability of these features in domain adaptation. The remainder of this paper is arranged as follows. We introduce the related work in Section 2. Then we elaborate our proposed formulation in Section 3 followed by its optimization algorithm in Section 4. We present generalization error analysis in Section 5. Extensive experiments are conducted and analyzed in Section 6. Section 7 concludes this work with future work.
II. RELATED WORK
Our method lies at the intersection between facial depression recognition and latent space domain adaptation learning. We therefore briefly discuss each in turn.
A. FACIAL DEPRESSION RECOGNITION
In the past decade, increasing attention has been paid to visual-based depression recognition. A large amount of works in the literature are paid on this research topic [2] . In the sequence, we focus only on the facial depression recognition based on machine learning. Several studies merged into this direction can also be found in [2] and [28] .
Conventional solutions to a visual-based ADR system typically consist of at least three consecutive steps, i.e., face detection/tracking and registration/alignment, facial feature extraction, and classifiers learning [2] , [7] , [8] , [28] , [33] . In practice, these steps are addressed independently and then integrated together for the overall performance fine-tuning. For instance, the AVEC2013 [5] (resp. AVEC2014 [4] ) competition adopted LPQ [26] (resp. LGBP-TOP [38] ) as a baseline facial feature descriptor to extract the dense features from facial regions, which were then fed into SVM for depression recognition. In [39] , Kaya et al. further combined LGBP-TOP with LPQ features to depict the depression videos, and then learned an ensemble regional linear regressor for depression recognition.
In recent years, effectively understanding the visually interpretable representations with CNN has increasingly promoted amounts of techniques and applications for depression recognition [6] , [30] , [32] , [41] , [42] . For instance, Zhu et al. [6] proposed to use a two-stream DCNN architecture [40] with two full-connected (FC) layers for joint learning of the depression features of facial appearance and dynamics in videos. As we know, it is a commonly-used strategy in existing CNN-based depression recognition methods that the recognition systems are usually constructed by plugging certain mature deep models (e.g., AlexNet [41] and VGG [42] ). The recent top performing solutions for visualbased ADR systems [6] , [30] , [31] further witnessed that CNN-based deep models play a critical role in depression recognition.
One common assumption in these preceding ADR methods is that both gallery and probe data are sampled from the same domain with identical feature space and probability distribution. Such an assumption would greatly bound their effective applications in real ADR systems due to individual differences. Since there may exist diverse variations of the visual conditions (e.g., camera quality, illumination, and head pose, etc.) in facial image acquisition from videos, those same-domain methods could lack generalization capability to certain extent in specific ADR applications. Instead, we make no such assumption in this work.
B. LATENT SPACE DOMAIN ADAPTATION
Based on whether labels of target domain have been exploited during the adaptation, the division of DA methods is between semi-/supervised and unsupervised DA [43] . In unsupervised domain adaptation [10] , [15] , [18] , [19] , [45] - [48] , there are no labelled samples from the target domain. While in supervised domain adaptation [14] , [16] , [20] , a certain number of labeled samples from the target domain are available for training. For semi-supervised domain adaptation [49] - [51] , models have access to both labeled and unlabeled data from the target domain. We focus in this paper on the semisupervised DA problems, since it would be useful to domain adaptation by exploiting few labeled target data as well as a large number of unlabeled data in the style of SSL [44] .
To address the problem of distribution disparity in DA, a widely-used strategy is to transform the representation of the domain data into an optimal latent space for exploiting the commonality between different domains [21] , [27] , [49] , which is also called as Latent Space DA (LSDA). The main idea of the extent LSDA methods is to learn a new domain-invariant feature representation for enabling transferring the classifier from source domain to the target domain [14] - [16] , [18] - [20] , [27] . However, there exist several common drawbacks in the afore-mentioned LSDA methods for depression recognition. First, it is difficult to capture the globally and/or the locally discriminative structures of the label distribution, owing to the different distributions and the ignorant of the label information in both domains. Second, the data that would include noise information are treated equally in DA depression recognition, which is disadvantageous for obtaining a robust depression classifier. Finally, most of extant LSDA methods fail to consider integrating the classifier learning and data representation as a unified task for depression recognition [34] . This may cause that the learned classifier is not optimal. Such shortcomings will lead to an unsatisfactory performance in DA depression recognition.
III. DOMAIN ADAPTATION DEPRESSION RECOGNITION
For ease of representation, in the following, we denote a vector/matrix by a lowercase/uppercase letter, e.g., an arbitrary vector a = [a 1 , a 2 , . . . , a d ] T ∈ R d , and an arbitrary matrix A ∈ R n×d , where n and d are the sample number and dimension number, respectively. The symbol A j,i is denoted as the (j, i) entry of A whose the j-th row and i-th column are represented by A j,: and A :,i , respectively. I n denotes identity matrix of size n × n, 0 d is a d-dimensional vector of zeros, and 1 d is a d-dimensional vector of ones. The inner product of two matrices A 1 and A 2 is denoted by A 1 , A 2 = tr(A T 1 A 2 ). The Frobenius norm, l 2,1 -norm for sample-specific noise, and trace-norm of A are respectively defined as
A. PROBLEM STATEMENT
While the proposed method can be easily extended to multiple sources, we focus in this paper on the scenario when adapting only from one source for simplicity. In a visual-based depression recognition task, suppose we are given plenty of labeled source data as well as only a very limited labeled target data. Our first goal is to find a common latent space, in which the new feature representations should be able to reduce the domain distribution mismatch as much as possible, meanwhile preserving the structure property of the original data. In this optimal latent space, we therefore present a novel domain adaptation co-regression framework with lowrank constraint for robust depression recognition by fusing facial appearance and dynamics representations. Under this scheme, two classification functions of different domains are simultaneously learned in a unified framework, which enables our algorithm to utilize the common knowledge of two learning models as supplementary information. Fig. 1 illustrates our schematic framework, in which a nonlinear mapping typical of KPCA [55] is applied to the homogeneous features (e.g., facial appearance) of the source/ auxiliary and target videos, denoted by representation ''A''. Based on the resulting representations, the shared knowledge between them is to be explored. The source depression classifier and the target depression classifier obtained from the homogeneous features presumably have common components which contain irrelevance and noise. We propose to remove such negative information by jointly optimizing the source and target depression classifiers with representation ''A'', thus bringing discriminating knowledge for the depression recognition. On the other hand, we have the heterogeneous features representation ''D'' (e.g., facial dynamics) from facial videos and they are combined with the homogeneous features as indicated in Fig. 1 . Thereby, another target depression classifier ''D'' is subsequently trained based on the resulting representations from the nonlinear mapping of both facial appearance (representation ''A'') and Dynamics (representation ''D''). Then we integrate the two depression classifiers for optimization, after which the decision values from both are fused for the final depression score. . . , y s n s ] ∈ R c×n s be the corresponding label matrix, where y s i ∈ L = {0, 1} c×1 is the label vector with c being the number of classes with y ij = 1 if x s i is labeled as y i = j and y ij = 0 otherwise. Besides, the available set of n t target data with the same feature representation as X s is denoted as
. . , y t n t ] ∈ R c×n t the corresponding predicted label matrix, where d h is the feature dimension. We further denote the resulting representations of the target training videos using both facial appearance and facial dynamics (or representation ''D'') after the nonlinear mapping asZ t = [z t 1 , . . .z t n t ] ∈ R d z ×n t where d z is the feature dimension. With the above notations, we formulate how to adapt prior knowledge for depression recognition with few labeled exemplars when the two domains have heterogeneous features. Our approach is grounded on two components: one is the knowledge from the available target training examples with appearance and dynamics feature representations, and the other one is the knowledge propagated from the auxiliary facial-appearance-based features. The basic formulation of our LDADR framework can be uniformly formulated as:
Our objective function in (1) is composed of four components: 1) source and target regression loss terms
where f * (·) are the depression classifiers with W * ∈ R d×c ( * ∈ {s, t}); 2) classification consistency term (f z , f t ) for associating the appearance and dynamics feature representations, where f z ( P t , Z t ) is the target classifier with dynamics features, and P t ∈ R d z ×c is the model parameter matrix; 3) latent space regularization term d (P) that simultaneously aligns the intra-domain local structure and the inter-domain distribution divergence, where P represents the shared latent space; and 4) low-rank constraint term r (W) that encodes the correlation of the domain classification models with
In the following, we will respectively construct the four learning components of LDADR. Then the joint overall objective and its optimization strategy are provided. Finally, the whole LDADR algorithm for visual recognition is presented.
1) DESIGNING LOSS FUNCTION
To begin with, we associate the low-level representations and high-level semantics of videos by a decision function. Concretely, we define the multi-category decision function of the target domain f t (·) as f t Z t = ( Z t ) T P t , where P t is a depression classifier model which correlates Z t ∈ R d z ×n t with their prediction label matrix. Next, we show how to adapt the knowledge from auxiliary depression videos represented only by the homogeneous features, i.e., representation ''A'' to assist in target depression recognition with few labeled exemplars.
In general, one classifier f could be modeled by the composition of two functions, i.e., f = h•g. Here g : X → Z would be an embedding from the input space X to a latent feature space Z, and h : Z → would be a function for predicting the target labels from the latent feature space. With this notation we would have f s = h s •g and f t = h t •g, and aim to explore the best approximation h t for f t by leverage h s and g, given the constraints on the available data. Consequently, we assume that the source domain would be relevant with the target of interest in some optimal latent space g(represented by P) constrained by minimizing the inter-domain distribution discrepancy. We therefore expect there exists some shared knowledge such as discriminative structures between such two domains. Moreover, it is also supposed to preserve the discriminative structure of the source domain in the original space. For this aim, we can respectively define the target and source decision functions as
where W t can be regarded as the shared discriminative structure between domains. For learning such functions, we consider the robust latent depression regression problem by exploiting l 2,1 -norm minimization [33] , [59] . It finds an optimal latent space P and therein learns a linear regression mapping from feature matrix to its corresponding label matrix. With regards to the size balance between classes and to enhance the robustness against the misclassification, we introduce the pseudo class label matrix. We define the scaled pseudo-class label matrix for the data in target domain by
where n i t is the number of data in j-th class. Specifically, we project the features of target domain to their prediction labels F in the latent space as follows:
where U ∈ R n t ×n t is a diagonal matrix, whose diagonal element U i,i ≥ 0 if x i ∈ X is a labeled data and U i,i = 0 otherwise. In this paper, we simply set U i,i = 1, similarly as defined in [11] . The last term in (3) is the fitting constraint for ensuring the consistency between the prediction label matrix and the ground-truth label matrix. We also similarly propose to find a source depression classifier W s in the original space to associate the target data with their semantic labels by leveraging the target classifier W t in the latent space:
To step further, it is expected that the predicted labels of W t on X t be consistent with those of P t on Z t , thus resulting in more accurate P t and W t . In this way, P t from the heterogeneous features of the target and W t from the knowledge adaptation would jointly augment the observations for depression recognition. We achieve this by minimizing:
2) LEARNING LATENT SPACE An important issue regarding DA is how to minimize the distribution discrepancy between domains respectively drawn from two different distributions. There have exist several criteria that can be used to estimate the domain distribution distance. Some of them are parametric and therefore require an intermediate density estimation. Instead, a nonparametric distribution discrepancy estimator, i.e., maximum mean discrepancy (MMD) [52] , has been recently proposed to compare two distributions via embedding the distributions into certain kernel space. Instead, we aim to uncover a latent by learning a projection matrix P such that the domain discrepancy can be reduced. A straightforward way is to 'push' the means of two domain datasets closer, namely, minimizing the following problem:
where the elements of the matrix = [ i,j ] are defined as:
Thus, the discrepancy between two distributions is just the distance between two mean vectors in a latent space. That is, even with perfect domain distribution alignment, there is no guarantee that samples from different domains but the same class label, would map nearby in the latent space. This lack of semantic alignment is a major source of performance degrade. Thus, we address this semantic alignment problem by employing the following term:
where X (l) = [X s(l) , X t(l) ], with X s(l) and X t(l) being the datasets of the l-th class from source and target domains, respectively, and the elements of the matrix (l) = [
We refer to (6) as the conditional (or semantic) domain distribution alignment, which clearly encourages samples from different domains but the same label, to map nearby in the latent space. Finally, we learn an optimal latent space by minimizing the following domain distribution alignment term:
where
In the learnt latent space, we should also preserve the local geometrical structure of domain data. To this end, we further denote X = [X s ,X t ], by which we can construct a undirected graph with a weighted adjacency matrix M = [M i,j ] i,j=1,2,...,n defined as :
where δ k (x) is the k nearest neighbors set of x, and γ is the bandwidth parameter which can be empirically selected as θ √ c with θ being the square root of the mean norm of training data X. Define a diagonal matrix with i,i = j M i,j , then the graph Laplacian matrix can be defined as L = − M or the normalized graph Laplacian matrix
Thus, preserving the local geometrical structures of both domains can be formulated as the following commonly employed formula in the manifold learning.
Thus, combining (7) with (8), the global and local distribution consistency regularization function can be obtained as follows.
3) CONSTRUCTING LOW-RANK CONSTRAINT REGULARIZATION As reported in [25] , the shared structure of two model parameters can be expressed by a low rank matrix of them. Inspired by this, we assume that the common information of the domain classification models can be shared by restricting them to be a low rank matrix. Since minimizing the rank of a matrix is non-convex, we propose to minimize the trace norm of W, which is the convex hull of the rank of W. This trace norm term, on the other hand, enables different classification functions to share the common components/knowledge across domains. In this way, the information from different domains can be transferred from one to another. Specifically, the classification model's correlation regularization function can be defined as follows.
C. FINAL FORMULATION
Combining all formulations respectively defined in (2), (3), (4), (9) , and (10), we arrive at the following overall minimization problem:
By (11), a valuable extension of LDADR can be achieved by generalizing it to a nonlinear formulation utilizing kernel trick [55] . Given a nonlinear mapping function φ(·), we can project each domain data into a regenerated kernel Hilbert space (RKHS) H [55] . Following the same strategy as that adopted in [58] , we can formulate the objective function of our nonlinear LDADR, or called K-LDADR, as follows:
It has been proved in [56] that optimizing (12) would obtain the same outcome with that by optimizing (11), if we preprocess the domain data using KPCA [48] . From this point of view, our LDADR could be easily extended to K-LDADR.
Once W s , P, P t and W t are obtained, we apply them to the testing videos for depression recognition. The decision values of them are normalized and then their weighted sum are the final decision values of the testing videos. Our method builds upon 1) the knowledge adaptation from source videos to target videos by leveraging the shared structures between them; and 2) the augmented observation from the particular features that are only owned by the target depression recognition videos.
After the latent representation matrix P, and the optimal model parameter W t and P t are learned, we can get two classification results for each target facial image, i.e., f o (X t ) = X t T PW t + 1 n t b t with facial appearance features, and f e ( Z t ) = Z t T P t with facial dynamics features. We then simply fuse these separate function values linearly as the final decision value. In other words, the depression level for some test data x t i from target domain is given by:
where δ ∈ [0, 1] is a trade-off parameter. In the following experiments, we empirically set δ = 0.5 for simplicity.
IV. OPTIMIZATION
Solving (11) is a challenging task and it appears that such a global solution might not be analytically available. What we propose in the following is an iterative algorithm that alternates between variables such that the updates are tractable.
A. OPTIMIZATION PROCEDURE
Let Q = PW t , (11) can be reformulated as
By setting the derivative of (14) w.r.t. b s to zero, we have:
Similarly, we can obtain b t as:
Substituting (15) and (16) into (14) and letting H s = I n s − 1 n s 1 n s (1 n s ) T , and H t = I n t − 1 n t 1 n t (1 n t ) T , it becomes:
In (17), by setting the derivative ∂ /∂ P t = 0, we have (17), we can obtain:
By setting the derivative ∂ /∂W t = 0 and using the constraint P T P = I r , we have
By substitute W s and W t into the objective function (20) , and using simple linear algebra we obtain (Q, F, P)
with H = PA −1 P T and D is a diagonal matrix with the diagonal element D i,i = 1/2 Z i,: 2 , i = 1, 2, . . . , r. Let G = BQ + C and set the derivative ∂ /∂Q = 0 in (22), we therefore have
where D is a diagonal matrix with the diagonal element D i,i = 1/2 G i,: 2 , i = 1, 2, . . . , r. We can further have BQ = C. Substituting Q into (22) with (24), it comes the following equivalent objective function with respect to P:
We use the Sherman-Morrison-Woodbury formula [53] to compute the matrix inverse of C as follows:
Hence, P can be relaxedly obtained by the Eigendecomposition of M.
Adding the constraints F T F = I c and F ≥ 0 to (22), it becomes w.r.t the variable F:
where J = X t H t DH t + X t H t . Setting its derivative with respect to F i,j to 0 and using the K.K.T. condition θ i,j F i,j = 0, thus we can achieve:
B. OVERALL ALGORITHM
The complete procedure to solve (11) is summarized in Algorithm 1. In this algorithm, we adopt a window based stopping criterion: for a given window sizeh, at every iteration υ, we calculate δ = |Max υ − Min υ |/Max υ , where the set υ = {Obj υ−h+1 , . . . , Obj υ } consists of history objective values in a windowh. If δ < 10 −4 , the algorithm stops iterating. Intuitively, the algorithm gains better performance whenh is relatively large, since the algorithm would fall into local optimal when it is too small. This, however, leads to higher complexity whenh is too large.
In our experiments, we empirically seth = 6 without losing statistical performance. We then analyze the convergence of Algorithm 1 in next subsection. We here analyze the computational complexity of Algorithm 1 by the big O notation. As stated in Algorithm 1, the k-NN graph is first constructed in original space with computational cost O(dn 2 ). Then our optimization problem is solved iteratively. The cost for computing F is 
Since the typical value of r are not greater than 500, τ ≤ 100, r min(d, n), and τ min(d, n), the whole cost of the proposed algorithm is approximately O(τ (dn 2 t +n 2 t c+d 3 +d 2 n+dn 2 +ndc+dn)+ dn 2 t ). Theorem 1: The objective value of the problem in (11) could be monotonically decreased in each iteration by the Algorithm 1, thus converging to the optimum of the problem.
Proof: The derivation procedures of the proof to Theorem 1 can be similarly achieved following the proof in [58] .
V. GENERALIZATION ERROR ANALYSIS
In this Section, we investigate the generalization error bound of our proposed LDADR in the target domain D t in nonlinear case. First, we denote the prediction function in D t for the l-th class as follows:
where f t l (x) can take fractional value if x is not predicted deterministically in the l-th class. We denote by h l (x) : X → {-1,1} the hypothesis labeling function. Let L(x) be a continuous loss function. Then, the expected loss of f t l (x) in D t is defined as: Compute υ = c l=0 X (l) (l) (X (l) ) T according to F υ ; 5:
and B and C using (24); 8:
Update F υ+1 using (30); 10: Compute E υ by (26) , and then V υ and M υ by (28); 11: Update P υ+1 by (27) using the eigen-decomposition of M υ ; 12: Update Q υ+1 by (24); 13: Update (W t ) υ+1 by (21); 14: Update (b s ) υ+1 and b t according (15) and (16) Noting that f s l (x) = (w s l ) T x + (w t l ) T Px is the proposed decision function for the labeled data in the source domain D s , then we also define the expected loss of f s l in D s as
and we obtain the following theorem.
Theorem 2: Suppose x = 1, the expected loss of f t l in D t , is bounded by
where δ is a constant. Proof: The derivation procedures of the proof to Theorem 2 can be similarly achieved following the proof in [27] .
According to the expected error bound in (31), we can calculate the total expected loss for all c classes in the target domain D t :
where the last approximation is due to replacing the expected loss in D s by the empirical loss. We can see that the total expected loss in the target domain D t is bounded by the combinations of the total empirical loss in the source domain D s , the maximum semantic discrepancy value which evaluates the semantic difference SMMD(D s , D t ) between D t and D s , and the regularization for all the shared classifier W t in the latent space P. Therefore, it is very likely that minimizing the objective function in Problem (11) can also minimize the expected loss in the target domain D t .
VI. EXPERIMENTS
In this section, we respectively compare our proposed method with several baselines in terms of recognition accuracy on three benchmark databases, i.e., AVEC2013 [5] , AVEC2014 [4] , and Pitt 1 which are also benchmark datasets widely adopted for visual-based depression detection or recognition.
A. DATA PREPARATION 1) DATA DESCRIPTION AVEC2013 depression database [5] is collected in the wild which contains 340 video clips from 292 subjects. A subset of the audio-visual depressive language corpus from AVEC2013 database is used for the depression recognition sub-challenge. There is only one subject in each video clips with no constrains when being recorded. The average length of each video clip is about 25 minutes. Some example images of this database are shown in Fig. 2 (a) . Specifically, for the depression sub-challenge, there are 150 videos from 82 subjects, split into three partitions: training, development, and test sets. Each of the three sets contains 50 video clips. For each video clip, a depression severity is assigned as the label, which was accessed using the Beck Depression Inventory-II (BDI-II). The standardized cutoffs used are summarized in Table 1 . In our experiments, all data from training and development sets are used for training the learning models, while the test set is used to evaluate the overall performance for depression recognition. AVEC2014 depression database was proposed for the Audio/Visual Emotion Challenge 2014 [4] , where a subset of the audio-visual depressive language corpus (AViD-Corpus) is used for the depression recognition sub-challenge. For this challenge, two of the 12 tasks from AViD-Corpus are used in this work, which are referred as Freeform and Northwind tasks. For both tasks, the recorded videos are equally split into three partitions: training, development, and test of 50 videos, respectively. In our experiments, we merge the training and development set respectively from both Freeform and Northwind data as the training sets. The overall performance is reported for video clips from the test set. Some example images of this database are shown in Fig. 3 (a) .
The goal of the Pitt data collection [31] is to monitor depression severity during treatment sessions of depressed patients. A total of 57 depressed patients were evaluated at seven-week intervals using a semi-structured clinical interview for depression. In the Pitt dataset, the Hamilton Rating Scale for Depression (HRSD), a standard clinicianadministered instrument for rating depression severity, is used as a measure for assessing severity of depression. HRSD scores of 15 or higher are generally considered to indicate moderate to severe depression; scores between 8 and 14 indicate mild depression; and scores of 7 or lower indicate remission. Interviews were recorded using three hardware synchronized analogue cameras and two unidirectional microphones [17] . Two cameras were positioned approximately 15 degree to the participant's left and right. One camera recorded the participant's face and one camera recorded a full body view. A third camera recorded the interviewer's shoulders and face from approximately 15 degree to the interviewer's right. Visual data from the camera to the participant's right and left were used in this study. Videos were digitized into a resolution of 640 × 480 pixels at a rate of 29.97 frames per second. Using these data and the cut-off scores described above, we defined four ordinal depression severity classes: moderate depression, severe depression, mild depression, and remission (i.e., recovery from depression).
2) FEATURE REPRESENTATION
In order to extract facial representations from the videos, the first step is to apply face localization and detection for each video frame. In our experiments, we used the dlib [35] to detect and localize each face. Then within each video frame, the facial region is cropped and aligned by the eye locations with an image size of 256 × 256. This setting is adopted for all facial images for both training and testing. After this step, in which a sequence of facial regions is extracted where all faces are aligned according to the eye locations, we then extracted two types of facial feature representations as input to LDADR, i.e., facial appearance feature representation and facial dynamics feature representation. Given an aligned facial image, several manual feature descriptors such as LPQ in AVEC2013 and Pitt, and LGBP-TOP in AVEC2014, were respectively extracted for facial appearance feature representation. Since depression expressions occur only in local facial regions, the dimensionality of the descriptors could be reduced by preserving 98% PCA energy. To compute the facial dynamics representation, we applied optical flow computation [57] between two frames with an interval of 10 frames, which is empirically selected and shows good performance in our experiments. In terms of [57] , a ''flow image'' is generated for each frame by taking the x and y flow values as the first and second channel, respectively. The third channel is constructed by computing the magnitude of the optical flow. Such values are also centered around 128 and normalized between 0 and 255 [6] . Due to the presence of high temporal redundancy in videos, the total number of the image frames for each video input can be significantly reduced by a simple frame sampling scheme. Considering the video length as well as the variation frequency of facial appearance of those depression datasets, we empirically extract one frame out of every 1000 frames for AVEC2013, 100 frames for AVEC2014, 100 frames for Pitt respectively. As a result, we obtain about 40,000 image frames for AVEC2013, 5,000 image frames for AVEC2014, and 12,000 image frames for Pitt in our experiments. The subsampling intervals are determined experimentally based on the number of frames in each video or the length of the videos, as well as the frequencies of facial variations in the videos. The predicted depression score is computed based on weighted fusing the predicted values from the (subsampled) frames in both appearance and dynamic representations.
Besides those depression datasets, the domain datasets can be additionally generated by rotating anticlockwise and reducing the luminance of the original domain dataset, respectively. Due to rotation or/and luminance reduction, they exhibit different distributions. Particularly, the greater the rotation angle is, the more complex the resulting domain adaptation problem becomes [11] . Thus, we can additionally construct 3 domain datasets from the AVEC2013 database by rotating it three times by 10, 30, and 50 degrees, respectively. Besides, we also synthetically construct 2 domain datasets from AVEC2014 by halving its luminance, and rotating angle 10 degree as well as halving luminance, respectively. Fig.2 (b) and Fig.3 (b)-(c) show the sample images from these synthetically made datasets, respectively. Details about all domain datasets used in our experiments are listed in Table 2 .
B. EXPERIMENT PROTOCOL
In the sequent experiments, we just use the facial appearance features for training the comparison methods, since they fail to address multiple feature representations in their frameworks. Each dataset constructed from the abovementioned 3 databases is alternately selected as source/target domain. Details about the domain datasets can be found in Table 2 . Several state-of-the-arts deploying different strategies are used for performance comparison. In addition, to fully evaluate the performance of our method, we also report the LDADR results using deep features, for instance, AlexNet-FC7, and VGG-FC7. The following state-of-the-art methods for cross-domain depression recognition are used to be compared with our method LDADR: 1) No adaptation methods: Baseline13 in AVEC2013 [5] and Baseline14 in AVEC2014 [4] ; 2) Homogeneous Domain adaptation methods: STM [9] , SDASL [49] , DA-SVM [11] , MKTL [45] ; 3) Deep learning methods: DepressionNet [30] , Zhu et al. [6] .
For our method, the maximum number of iterations to converge is = 100. For each compared method, we use the same setting adopted by the literature, respectively. We report the best results for each algorithm. For the two baselines, we use the labeled dataset X s from the source domain as well as the labeled dataset X t l from the target domain, and combine them into the training data set [X s , X t l ]. To determine the appropriate hyper-parameters used in our experiments, the parameters (i.e., α, µ, β, and λ) in our method are tuned by a ''grid-search'' strategy from {10 −6 , 10 −5 , . . . , 10 5 , 10 6 }. We found in our experiments that the performance is not sensitive to the parameter λ when it is larger than 100. We therefore empirically set λ = 500 in the following experiments. In the coming sections, we have also conducted a set of experiments to test the sensitivity of our method to the selection of the rest parameters, which verify that LDADR can achieve stable performance under a wide range of parameter values. In our experiments, it is also observed that the performance of LDADR is not sensitive to the dimensionality r of the latent subspaces and therefore set r = 100. The underlying geometric structure in each latent subspace is dependent on the neighbor number k to compute the Laplcian matrix. In our experiments, we observed that the performance of LDADR varied slightly with varying k when TABLE 3. Depression recognition results on AVEC 2013 and AVEC 2014. Avg. denotes the average RMASE or MAE. '' → '' means that the source domain (resp. target domain) is denoted as '' '' (resp. '' ''), and the same below.
k is not large. Thus, in our experiments, we fix k = 10 for all data sets. To mitigate the effect of the limited amount of data, a leave-one-subject-out cross-validation is used without any overlap between training and testing subsets.
During testing, the depression score for a video input is defined as an average of the predicted scores for all the sampled frames from this video. The recognition (regression) performance of an ADR algorithm can be measured by two commonly used evaluation metrics: mean absolute error (MAE) and root mean square error (RMSE). The MAE δ m and RMSE δ r are respectively defined by:
where i and i are the prediction output and the ground truth depression score for the i-th video, respectively.
C. EFFECTIVENESS ANALYSIS
In this subsection, we will evaluate several key characters in our LDADR framework. Specifically, we validate the essentiality of each component in our LDADR method by investigating the follow strategies: 1) LDADR with P = I d (LDADR_Org for short): the whole process of LDADR is conducted in the original feature spaces rather than the latent subspace. 2) LDADR with β = 0 (LDADR_NS for short). This setting evaluates the performance without the shared information between source and target projections. 3) LDADR with α = 0 (or LDADR_NA). This setting evaluates the performance without the domain distribution minimization regularization term in LDADR. 4) Besides, we also focus in this part on exploring the performance using individual feature representation (appearance or dynamics) without any joint learning procedure, i.e., LDADR without facial dynamics representation, or called Appearance Model, and LDADR without facial appearance representation, coined as Dynamics Model. 5) For comparison, we also compute the performance by averagely fusing the appearance model and dynamics model, coined Fusion Model. This model is conducted on the score level (or average score), which is computed by averaging the output values of depression severity from both the appearance and dynamic models. The above settings are evaluated on 5 cross-domain depression recognition tasks shown in Table 3 , which can present the following interesting observations:
1) The LDADR_Org strategy performs slightly worse than LDADR. We conjecture that since the two domains depart too far away from each other, it is convenient (if not impossible) to bridge the source knowledge in some optimal subspace. As a result, the robust regression models learned from both domains in the original feature space are not reliable as that obtained in the latent space. This implies the importance of learning a latent space for adaptation depression recognition. 2) It also can be observed from the table that the LDADR significantly outperforms LDADR_NS and LDADR_NA. This tells us two-fold results: on the one hand, the obtained gain can be safely attributed to the use of the shared knowledge between the source and target regression models; on the other hand, traditional semi-supervised learning (SSL) methods are not suitable for cross-domain depression recognition due to the covariate shift between two domains. 3) LDADR will degenerate to some extent if facial appearance features or facial dynamics features are ignored. This shows the importance of dynamic representation in LDADR, which can characterize the facial dynamics well, in domain adaptation depression recognition. The results in Table 3 also show the effectiveness of appearance representation as well as dynamics representation, both of which can learn the facial representations for depression recognition from video frames. Another observation is that the Dynamics Model performs slightly worse than Appearance Model. We conjecture that since the two domains depart too far away from each other, the cross-domain depression recognition model learned from the target domain with only dynamics representation is unreliable as that obtained with appearance representation by leveraging the source knowledge. Table 3 , one can see that, Fusion Model performs better than those using each individual representation. This observation shows that by fusing the appearance and dynamics representations, the overall performance can be improved than using an individual representation, which further implies the necessity of utilizing both facial appearance and dynamics for cross-domain depression recognition.
4) From
In sum, when LDADR is applied on AVEC2013 and AVEC2014, the results are better than the score-level fusion of the two representations as well as that of individual representations. Similar observations can also be found on Pitt database. These results show that our proposed framework can better utilize both appearance and dynamics representations as well as auxiliary knowledge, and the performance is improved.
D. PERFORMANCE COMPARISON AND DISCUSSION
To demonstrate the effectiveness and superiority of our method LDADR, we conduct experiments to evaluate our method on the AVEC2013, AVEC2014, and Pitt databases. The recognition results of different methods are listed in Table 4 - Table 6 , in which the number of labeled target samples is set as l = 8. Each result in these tables is the best among all the results obtained by using different regularization parameters. From these tables we can obtain the following several attractive insights. 1) One can observe that cross-domain methods always outperformed no-adaptation baselines in all cases. It is not surprising because the baseline classifiers do not model the biases between datasets. That is, in the crossdataset scenario, the training and test distributions vary more dramatically than in within-dataset scenario, causing them to fail to transfer the knowledge from one dataset to another. This also explains why cross-domain methods showed consistent improvements in the crossdataset setting, compared to the no-adaptation methods. It is also interesting to observe that DA-SVM is generally worse than other domain adaptation methods in most cases, possibly because it is difficult to converge to be an optimal status when the distribution divergent is relatively large between two domains. The performance of MKTL is unstable as illustrated in Table 5 and Table 6 . This shows that it is very difficult to choose the optimal multi-kernel functions in MKTL. 2) From Table 4 and Table 5 , one can observe that STM and SDASL are comparable to our method LDADR. This illustrates that the learning performance of the DAL methods would be enhanced if the subspace learning and the construction of classification model are properly integrated. Our LDADR however achieves the best recognition performance (i.e., the lowest MAE/RMSE) among all the state-the-of-arts in most cases by a significant improvement It can be seen that our results are consistently better than that of other algorithms in most domain settings. This proves the effectiveness of latent domain adaptation learning with joint facial appearance and dynamics representations in depression recognition. 3) From Table 4 , with the increase of rotation angle, the recognition performance of all classifiers descends gradually, i.e., RMSE/MAE increases, which seems reasonable due to the increase of the complexity of the corresponding domain adaptation problems. However, LDADR seems to decrease more slowly than others, due to preserving both distribution and discrimination consistency between different domains. Exceptionally, from Table 4 and Table 5 , SDASL and STM exhibit competitive performance to some extent compared to other methods, due to the properties of instance reweighting and weight refinement in STM, and semisupervised domain adaptation learning in SDASL. 4) Moreover, judged by the t-test with a significance level of 0.05 in Table 4 , LDADR is significantly better than other methods in most settings. This just verifies the consistency with our conclusions obtained above. We have similar observations on the databases AVEC2014 and Pitt when using different parameter values.
E. CROSS-DATABASE DEPRESSION RECOGNITION
This section focus on justifying that LDADR can achieve not only within-database adaptation but also can be consistently applied to cross-database adaptation. Besides, we also consider nonlinear kernel settings where each feature representation is mapped into some RKHS, and we evaluate the performance of our K-LDADR with several state-of-thearts. However, our single-kernel trick would heavily depend on the choice of the kernel [48] . Consequently, we furthermore evaluate K-LDADR with the multiple kernel trick [58] , which is abbreviated to MK-LDADR for convenience of presentation. In our trials, the Gaussian kernel k(x, x ) = exp(−γ ||x − x || 2 ) is employed for K-LDADR, where the parameter γ is the mean of the pairwise distances between samples. Besides, another three kinds of kernels are additionally adopted for MK-LDADR, i.e., Laplacian kernel
and inverse distance kernel
Under this case of multi-kernel mapping, all methods considered in the experiments learn the target tasks in the composed space defined by all the kernel mapping and obtained by exploiting the sum kernel. Table 7 shows the experimental results of different algorithms, in which the number of labeled target samples is set as l = 8. Each result in the table is the best among all the results obtained by using different regularization parameters. For comparison, the experimental results of LDADR with kernel (resp. multiple kernel) are also reported in the table and figure. They show several interesting observations as follows. 1) One can observe that our methods outperformed other cross-domain methods in most cases. It is not surprising because those generic domain adaptation classifiers do not jointly model the facial dynamics representation in some latent space, which boosts the adaptation performance. Another observation is that DA-SVM undoubtedly attained the least performance. A reasonable explanation is that, in the cross-database scenario, the training and test distributions vary more dramatically than in within-database scenario, causing DA-SVM to fail to transfer the knowledge from one database to another. The same phenomenon also can be observed in SDASL. Another domain adaptation method STM overall performed comparably in depression recognition, but significantly worse than LDADR (resp. K-LDADR and MK-LDADR) in RMSE. A possible explanation may be that similar to baseline classifiers, training samples for each subject are typically insufficient to estimate the true distribution. Using such limited training samples for each subject, therefore, limits the power of the final prediction in STM. Last but not least, MKTL uses MMD to estimate inter-domain distance, which could be inaccurate due to insufficient samples or sampling bias (e.g., some subjects have more facial characters than others). 2) Except K-LDADR and MK-LDADR, our method LDADR obtains relatively much better performance than others in most cases (3 out of 4) except A14→PR
where STM is the best, which demonstrates that our LDADR framework can improve the generalization performance. The advantages of LDADRs over others become more obvious in the cross-database experiments. Our kernel methods are undoubtedly better than LDADR. This proves that kernel trick can effectively boost the generalization performance on depression recognition. Our method K-LDADR (resp. MK-LDADR) is significantly better than other stateof-the-arts in all settings, which further verifies the consistency with our conclusions drawn above. Remark: Although LDADR cannot perform the best on all settings, it is still established as an effective and robust approach due to the following aspects: 1) if it performs the best, then it usually outperforms the best state-of-the-art by a relatively large margin; 2) otherwise, it performs only slightly worse than the best one. It verifies that LDADR can construct more effective and robust classifier for cross-domain depression recognition problems.
To further evaluate the performance of our algorithm with different prior information, we vary the number of labeled training samples from target domain and empirically study the effect on the proposed method. Fig. 4 shows the average of the experimental results with variable labeled target samples. It can be seen from the plot that all methods except MKTL, which estimates domain distance without label information, manifest the same trend of downgrade on RMSE with the increase of the number of labeled target samples. STM and SDASL obtain more improvement of performance when the number of labeled samples gradually increases. The performance of our method however has been significantly improved when the number of the labeled training samples increases. This demonstrates that it is beneficial to utilize the labeled data from the target domain to improve the learning performance in the target domain. Another interesting observation in Fig.4 is that the performance gains of our methods, STM and SDASL approach the same as the number of labeled training samples from target domain increases until the training size becomes large (at which point the target domain may become self-sufficient).
F. LDADR WITH DEEP REPRESENTATION
Deep learning, in which the features are extracted layer-bylayer for more effective information, attracts more and more attention in recent years due to the powerful representation ability and the dramatic improvement over the traditional shallow methods [37] . Therefore, we further work in this section on the cross-database depression recognition scenarios and compare our method with deep features on domain data to demonstrate the benefit of our framework.
For the shallow methods, we tackle the problem of deep domain adaptation for depression recognition with a two-step procedure. First, a higher-level feature extraction is learnt in an unsupervised fashion from facial videos of all the available domains using the popular deep architectures. In a second step, the compared shallow methods are trained on the transformed data of the both domains. We then use then to test the target domain. Specifically, we represent each frame from the depression videos with deep representations, activations from several popular deep learning models (e.g., VGG-FC7, and AlexNet-FC7), to capture the facial image characteristics as much as possible. With such basic feature representations, all comparison methods are then conducted to induce the labels of target samples. These representations have dimensionality of 4,096.
In those compared methods, all involved parameters are assigned as suggested by the reference literature. We also implement several deep learning based depression recognition algorithms such as DepressionNet [30] and Zhu et al. [6] , and compare our method with these deep architectures in terms of recognition performance on the cross-database depression recognition. All experimental results are reported in Table 8 , from which one can observe the following results: 1) Compared with the results with shallow features in Table 7 consistently outperforms all the compared methods in terms of recognition performance with a significant margin. The main reason for this may be that existing domain adaptation methods employ the classification for the depression recognition by exploiting only single feature representation to determine the performance of depression recognition, and the target data are not fully involved to contribute the decision boundary. In contrast, in the proposed framework the whole target structure is utilized for domain adaptation learning. Moreover, the target data and source data are put together to mutually determine the decision boundary. This indicates that the classification-level constraint can preserve the whole source discriminative structure for the guidance of target data classification, which demonstrates the effectiveness of LDADR framework. Hence, even with the simple linear transformation as the latent space learning, our method can achieve the competitive performance with the state-of-the-art methods.
G. CONVERGENCE STUDY
Since LDADR is an iterative algorithm, we empirically check its convergence property still using the above-mentioned depression recognition tasks: A13→A14, A14→PR, and PR→PL. Empirically, we observe from experiments on real data sets that the Algorithm 1 performs well in terms of convergence. In Fig. 5 , we experimentally demonstrate the convergence of LDADR. As shown in the figure, the objective values of LDADR usually converge in less than 50 iterations (usually 30 iterations in most cases). Similar observations can be made for other tasks in the experiments.
H. PARAMETER SENSITIVITY ANALYSIS
There are mainly three model parameters in our method, i.e., µ, β, and α to be tuned. To validate how these parameters affect the performance, we conduct experiments on the above-mentioned three cross-domain depression recognition tasks, i.e., A13→A14, A14→PR, and PR→PL, to show the performance variance of our algorithm w.r.t. these parameters.
First, we fix µ and α, and report the performance (RMSE) when β is changing. The experimental results are shown in Fig. 6 (a) . We observe that the performance of our algorithm varies when the parameter values are different. Generally speaking, the algorithm gains better performance when the values of β are large, e.g. β ∈ [1, 10 4 ]. Note that the parameter actually controls the shared components of different projection functions corresponding to both domains. In the extreme case when β → 0, the source and target regressions are conducted separately. Fig. 6 (a) further demonstrates that the performance can be improved by leveraging the shared knowledge from the source regression task.
Next, we fix β and α, and report the performance when µ is changing. The experimental results are shown in Fig. 6 (b) . It is observed that the depression recognition errors slightly fluctuate corresponding to the changes of the parameter. The performance is good when the parameter µ is not too small or large, which demonstrates the necessity of the smooth regularization on the discriminative global regularization in the latent subspace. From this plot, the performance is stable across µ values, and starts to fall slowly after reaching the optimum point. Empirically, we can choose µ ∈ [10 −2 , 10 4 ].
Last, we fix β and µ, and report the performance when α is changing. Theoretically, α controls the weight of distribution adaptation and larger values of α will make the distribution adaptation more important in LDADR. An extreme case is α→∞, where only distribution adaptation is guaranteed. Another extreme case is α→0. In this case LDADR will degenerate to its no distribution adaptation variant. We plot the classification RMSE w.r.t. different values of α in Figure 6 (c). From this plot, we can see that all curves show a sharp downgrade in RSME around α = 0, which shows the importance of domain distribution adaptation in our framework. In the experiments, we may empirically choose α ∈ [1, 10 4 ].
We further evaluate the impact of the trade-off parameter δ ∈ [0, 1] in (13) on the performance of the proposed method. The parameter δ plays a balance role between different decision functions. The experimental results are shown in Fig. 7 . We can observe that the depression recognition errors significantly fluctuate when δ is too small or large. Particularly, when δ = 0, all curves show the highest RSME, and show a sharp downgrade in RSME around δ = 0, which shows the importance of facial appearance feature representation in our framework. Another interesting observation is that the performance is stable across δ values when it is chosen from the middle interval from the range of δ. This demonstrates the reasonability of the empirical choice of this parameter value (i.e., δ = 0.5) in our experiments. From this plot, the performance starts to fall sharply when δ approaches 1. Fig. 7 further demonstrates that the performance can be improved by weighted fusing the decision functions from the facial appearance and dynamics representations, respectively.
VII. CONCLUSION
We propose in this work a novel low-rank constrained latent domain adaptation framework for robust depression VOLUME 7, 2019 recognition by jointly exploiting facial appearance and dynamics representations. Under this framework, we discover a compact and more informative latent space and meanwhile builds a bridge between the low-level features and highlevel semantics in the learned space by exploiting the source domain knowledge as well as the correlation between source and target models. To make our algorithm robust to the outliers and noise, we introduce the l 2,1 -norm into the objective function. To solve the proposed problem, an effective iterative algorithm is proposed. However, an important work to be worth further studying is about the computational efficiency of the proposed algorithm. What's more, how to leveraging multiple source domains knowledge to conquer the negative transfer issue is another work worthy of being explored in our further researches.
