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Summary
Near all people’s faces are different from each other, except perhaps for identical twins. But 
what defines this difference? To a large part, our physical appearance is genetically determined, 
which suggests that there must be specific patterns of variation to our appearance. This is also 
reflected in our ability to compare faces in manners such as: “she has the eyes of her mother”. 
Despite the apparent patterns of differences and similarities in faces, quantification of such 
traits has not been extensively performed. The recent development of 3D capturing devices, 
together with 3D models for dense surface registration now make it possible to systematically 
compare large collections of faces and discover latent features hidden behind our appearance. 
That has been the topic of research presented in this thesis. We investigate machine learn­
ing approaches for 3D face mensuration, with the aim to reveal genetically determined facial 
features.
This involves establishing a measurement system for the consistent extraction of information 
from large volumes of 3D photos, and a measurement analysis based on this, to learn pheno­
typic variants. Consistent extraction of 3D shape information can be performed using a 3D 
shape model that, by matching it to new images, conforms the photographed facial surface to 
a fixed set of measured points. The approach depends on an initial set of manually marked 
reference points. Locating these points, however, becomes unpractical for large amounts of 
images. In order to deal with this, we therefore develop a method that can infer the positions 
of those reference points in new images automatically.
The measurement analysis is based on defining a set of coherent parts whose shapes exhibit 
a large genetic influence. Such parts can be considered as latent factors in the face shape 
space. Traditional methods for learning latent factors from data result in holistic features, 
describing shape variation across the whole face. A more recent technique is non-negative 
matrix factorisation, which has shown to result in sparser, and also more local, features. Parts 
learnt using this approach define coherent regions of shape variation. We study the shape 
variation in each part, as well as combinations of parts, using an estimate for the amount of 
genetic influence to pick candidate features that will be subjected to gene association in a 
future study.
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Chapter 1
Introduction
The relevance of understanding how our genetic code determines the development, structure 
and function of the human body is widespread. Applications range from an archeological and 
anthropological interest in tracing lineages of migrations to explain human evolution, to foren­
sic interest in developing biometrics that allow us to establish familial relationships and to 
identify crime suspects and catastrophe victims. The most actively researched purpose for un­
derstanding the genome is perhaps found in (molecular) medicine, where the ability to explore 
how genetic conditions relate to certain diseases, and how they affect our interaction with our 
environment, enables us to develop new and effective ways to improve human health.
In the general approach, studies of genetic association test whether genotype frequencies (mea­
sured at specific loci on the genome) differ between two groups of individuals. Here the group­
ing is based on presence/absence or two variants of a phenotypic character. It is well established 
that the basic building blocks of DNA are the nucleotides (G, C, A, and T). If the frequency of 
one observed variant of genetic code significantly differs between the groups then an associa­
tion is established.
Of particular interest to this work is phenotypic variation of the face.
Phenotype (No u n ) The set of observable characteristics of an individual resulting from the 
interaction of its genotype with the environment. [67]
The importance of facial appearance is emphasised by the existence of specific regions in the 
brain, dedicated to facial recognition [37,48], and has almost surely played an important role
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in human evolution. It is clear that the shape of our face is genetically determined, the extent of 
which can be readily seen from the striking similarity between identical twins. Facial features 
are among the first things noticed in newborns, and especially the likeness to the parents, pro­
viding yet another clue to the inheritance of facial similarity. However, in contrast to genotype, 
for phenotype no “building blocks” are known yet.
In spite of this, considering the striking similarity between identical twins compared to that 
in non-identical twins, it must be that, to a large extent, differences in face shape reflect dif­
ferences in genotype. So, in analogy to the general approach described above, to understand 
how the face is defined genetically we may determine differences in facial appearance and link 
those to similar patterns of variation in genetic markers. Here, instead of dividing the sample 
in two disjoint groups, a linear scale is defined (per phenotypic trait) along which the samples 
are ranked.
This approach has a few caveats however. For one, if all genes were influencing face shape then 
gene mapping (or linkage mapping) would be an ill-posed problem; there are too many factors, 
all with minimal effect, making it virtually impossible to find significance to any association. 
So we have to assume that only a small number of genes are involved to make the problem 
better posed. This is a reasonable assumption, as we know that different parts of the genome 
are usually expressed in different parts of our body [86].
Another problem is the question of how to define facial differences. People are relatively good 
in judging face similarity, but for computer methods this is slightly more challenging. With 
the above assumption though, we may expect that, to some degree, certain variations in our 
appearance are local. In other words, it would be reasonable to assume that the shape of our 
eyes is independent of the shape of our lips. Nevertheless, even for a feature as simple as the 
lips, there is no single “mode of shape”. There are many different subtle variations, such as 
their length, width, curvedness, etc. Instead of manually defining all features, therefore, in this 
thesis we aim to establish a principled method to statistically infer the shape features that make 
up our facial appearance.
This involves solving two subproblems; i) establishing a face mensuration system for the con­
sistent extraction of information from large amounts of 3D face images, and ii) a face mea­
surement analysis based on this, to leam phenotypic variants and estimate the extent of their
1.1. A  face mensuration system
genetic determination. Solving these two problems forms the basis for the research presented 
in this work and is briefly outlined in the following sections.
1.1 A face mensuration system
A prerequisite for any analysis is that a measurement system is established that allows a consis­
tent extraction of information. Since we are dealing with 3D objects positioned in a 3D space, 
such a measurement system involves three ingredients; i) alignment, ii) registration, and iii) a 
sampling strategy.
Alignment is the process whereby relative differences in position and orientation between ob­
jects are eliminated. It thus deals with the objects in their rigid form, measured in a physical 
coordinate system.
Registration, on the other hand, provides consistency in their non-rigid evaluation, by imposing 
a shared internal coordinate system. As an example, in this internal coordinate system the chin 
tip will always have the same coordinate, irrespective of the physical shape of the face.
Hence, the registration permits a consistent sampling strategy over all faces. In view of shape 
analysis, it is often more convenient to use a dense sampling defined in terms of a large number 
of vertices, as it obviates the interpolation between them. Notice also that the internal coordi­
nate system is shape invariant. Therefore, although the points of sampling are defined in the 
internal coordinate system, the face mensuration is always performed in the physical coordinate 
system.
1.1.1 Landmarking
In order to arrive at the measurement system described above, a coarser reference frame is 
required. That is, a set of points of distinctive identity that can serve as anchors for a more 
dense registration must be marked in every face image. Such points are called landmarks, and 
the process of locating such points is generally called landmarking.
The most obvious choice for landmarks is perhaps at salient points such as mouth comers, eye 
comers, etc., as the shape around those points is (by definition) much more articulated than
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for points on smooth parts of the face. This means that salient points can be localised more 
precisely, which is an important property for accurate mensuration. Nevertheless, other factors, 
such as the sensitivity of registration to the annotations, which will be addressed in Ch. 5, may 
influence this choice as well.
1.2 Face measurement analysis
The mensuration system described above defines a high dimensional face space. Using a sam­
pling of roughly 30,000 vertices, and with three variables per vertex (x, y ,  and z), each face 
is represented as a vector of 90,000 variables. Feature learning aims to learn a transformation 
from the original representation of measurements (the physical appearance) to a new represen­
tation that is better suited for analysis. This transformation can be learnt in one of two ways: 
supervised or unsupervised. In supervised feature learning information about the target domain 
(the new representation) is available during training. For example labels assigning each sample 
to a desired class can be provided to leam features that discriminate between the classes. This 
approach would be useful to model phenotypic variation based on some diagnosed condition. 
In that case, the samples are divided into two groups based on the diagnosis (affected and not 
affected), and feature teaming can be used to train a discriminant function between them.
Without available information other than the original measurements, on the other hand, feature 
learning is called unsupervised. It is thus of a more introspective nature. Its aim is not to dis­
criminate between classes, or to leam some mapping to a target domain, but rather to reveal 
latent factors (features) in the data that “explain” the measured observations. This has several 
advantages. The use of latent variables reduces the dimensionality of the data by aggregating a 
large number of observed variables. This compresses the data (which is a convenient property 
for communication and encoding) as well as facilitates its interpretation. Furthermore, the re­
sulting features may reveal new and so far unknown variations, which, in case of face analysis, 
can lead to the discovery of new phenotypic traits.
One class of methods for feature learning is matrix factorisation, which aims to reduce a matrix 
of data vectors to a product of two much smaller matrices. Of the resulting two, one matrix 
describes the latent factors, or basis vectors, where the other matrix forms a low dimensional
1.3. Challenges
representation of the data in this basis. Different constraints can be set on the factorisation, 
leading to different solutions and thus different basis vectors. Some approaches lead to basis 
vectors that group all observed variables. We call such approaches holistic, as they describe 
variation of the face as a whole. In contrast, other methods lead to sparse basis vectors that 
group only strongly correlating variables. The resulting features thus represent smaller parts 
and hence we call those methods part-based.
When the basis vectors are not linearly independent, face measurement analysis can be ex­
tended by combining multiple features into larger compound features. In view of genetic as­
sociation it is particularly interesting to see how the combination of smaller parts relates to the 
estimate of genetic determination. In other words, by combining small features we may be able 
to gauge different levels of operation of the genome.
1.3 Challenges
The general aim of the research presented in this thesis is to discover new phenotypic traits 
in the human face, and in particular traits with a significant genetic component. This involves 
large scale analysis of 3D face images. The use of a morphable model enables consistent high 
density mensuration of thousands of images. However, as this measurement system relies on 
an initialisation of annotated landmarks, a major challenge is the accurate annotation of all 
images. Although this can be done manually, the process is costly, time consuming, boring, 
and error prone due to fatigue, especially when annotating many images in a row. Additionally, 
as images are added on a continuous basis and as new people may carry out this annotation, 
adequate training of annotators is needed to guarantee consistency.
13 .1  Automatic landmarking
The development of an automatic landmarking system may therefore provide a better solution, 
but has its own challenges. Shape descriptors have to be developed, so that any point on 
the image surface can be evaluated for how well it suits each landmark. Some approaches 
search the complete image to form a superset of landmark candidates from which the best 
combination of points is selected as the final annotation. It is readily seen however, that even a
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rough estimate of the head pose could dramatically reduce the computational effort, and focus 
landmark localisation on small regions where each landmark is actually expected. The primary 
objective for our automatic landmarking system is thus to find the head pose, after which a 
crude and subsequently refined estimate of the actual landmark positions follows.
1.3.2 Face shape analysis
After landmarking and subsequent dense registration of all 3D face images, the next challenge 
is to infer phenotypic traits. We wish to devise a method to leam from the analysis of a large 
sample of images the modes of variation (or features) that are likely to be of a genetic character. 
In regards to feature learning methods described in the previous section we can distinguish two 
representations: holistic and part-based. Holistic models consider all variation in the data. As a 
consequence of this criterion, every basis shape describes a combination of all variables jointly. 
Part-based models, on the other hand, are more selective in grouping variables. A part-based 
representation is naturally sparse, and thus precludes most variables (and their correlation) 
from each part.
The aim of part-based analyses is to group only the strongest correlating variables. Therefore, 
the variation measured in part-based features is more coherent and less thwarted by spurious 
correlation compared to holistic features. At the same time, the sparsity controls the size of 
the features. When the sparsity is high, only few variables are included in each feature, and 
thus the features reflect only a small area of the face. This leads to a point where it becomes 
questionable how much information can be extracted from it (in the extreme case only a single 
vertex). Low sparsity on the other hand results in larger phenotypic features until up to a point 
where they are not sparse but full (holistic). Experiments with different levels of sparsity may 
reveal a preference for a specific level.
Interestingly, another variation is possible, by combining parts to form larger compound parts. 
Such an approach would favour relatively small (sparse) features as building blocks. We ask 
ourselves what criterion should be used to decide which features to combine? Can the com­
bination of features represent a larger genetic (heritable) component than each of the parts 
individually?
1.4. Achievements
1.4 Achievements
This work, and the collaboration with other researchers, produced a number of contributions to 
the field of 3D face shape analysis:
•  An algorithm for the automatic annotation of 3D images of faces (Sec. 3.3).
•  A guideline for choosing the number of landmarks for dense non-rigid registration (Sec. 5.2).
•  A study on the sensitivity of dense non-rigid registration to errors in landmark localisa­
tion (Sec. 3.5.3).
•  A methodology for unsupervised segmentation of the 3D face shape, with control of the 
degree of overlap between parts (Sec. 4.4).
•  A method for the (visual) comparison and evaluation of convergence of dictionary learn­
ing (Sec. 4.4.3).
•  A map of the strength of genetic determination in different parts of the face (Sec. 5.3 and 
Appendix A).
A study on the relation between the size of a face part and its estimate of heritability 
(Sec. 5.3).
A study on heritable factors latent in the combination of shape variation in different parts 
of the human face (Sec. 5.4).
1.5 Thesis outline
In what follows we begin by setting out the framework for the groupwise mensuration and 
interpretation of a (large) set of 3D images of faces. This framework is schematically drawn in 
Fig. 1.1.
The first step in this framework is the collection and annotation of the images. The data sets 
used for the work presented in this thesis are described in Ch. 2. In Ch. 3 we present the theory 
and practical implementation of a novel method for automatic annotation. Contrary to existing
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Figure 1.1: From raw images of faces to heritable facial features.
approaches trying to locate the landmarks directly, we propose to first estimate the extrinsic 
parameters of the face (its location and orientation) before locating landmark positions within 
that frame of reference (such as we briefly described in Sec. 1.3).
The next step is to combine the 3D images and their annotation in order to register the data 
set to a common reference model. For this part we have decided in favour of the usage of 
previously developed and well established algorithms. Nonetheless, both Ch. 3 and Ch. 5 
present specific evaluations of the used dense registration model, with regards to the error 
inherent in annotations, and the number of landmarks respectively.
We then develop the theory for part-based decomposition in Ch. 4. The derivation of parts is 
based on a non-negativity constraint in the factorisation of data. In order to meet this constraint 
the image data must first be transformed into a non-negative space. This is also described in 
the same chapter.
Equipped with a parts decomposition of our data, Ch. 5 aims to find an explanation for the dif­
ferent shape variants (traits) based on an estimate of heritability. Heritability, in this approach, 
measures the fraction of observed shape variation that is due to genetic variation, as opposed to 
variation due to environment. For this estimate we use twin studies. The chapter is concluded 
with an experiment of the combination of parts, to reveal if small parts that in themselves do 
not exhibit significant levels of heritability, can jointly describe “more heritable” features.
Finally, Ch. 6 provides a summary of the whole thesis and presents directions for future work.
Chapter 2
Preliminaries
This chapter is intended to prepare the reader by presenting background information relevant 
to all following chapters. Section 2.1 presents a small review of previous work to embed our 
research in a broader context of 3D face analysis with application in various research areas. 
More specific reviews will be presented within each chapter separately. Then Sec. 2.2 intro­
duces the basis principles of image representation in vector and matrix form, as well as some 
basic principles of feature learning which are useful for both Ch. 4 and 5. Lastly, we present 
an overview of the data sets used for this study in Sec. 2.3.
2,1 Overview of previous literature
The spectrum of applications for the analysis of face shape is very wide, ranging from clini­
cal medical applications to visual media production and from biometrics and surveillance to 
psychological studies of perception of character and emotion. Not surprisingly the number of 
approaches taken to compare facial images is quite large, as each application has its own spe­
cific set of slightly different requirements. Nevertheless, the differences are usually small and 
so the approaches can be categorised in a few fundamentally different directions.
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2.1.1 Image registration and landmarking
Perhaps the foremost criterion in the distinction of facial image representation is that of using 
a model or independent features. In surveillance applications, one cannot ask a perpetrator to 
look straight into the camera with a neutral expression. Hence, external conditions such as 
occlusion and lighting form a significant amount of variation between images, which leads to 
representations using a set of small (limited in their local extent) independent features, such 
as SIFT [7,96]. Slightly larger features, in the form of curved line segments, are used for 
representation in [31] which should provide invariance to occlusion and otherwise missing 
surface data by ignoring (or replacing) the affected line segments. The drawback, however, is 
that a crude registration is required (here performed using ICP) to identify the curves.
With better control of the recording conditions the face can be free from occlusion, so it is 
possible to capture the whole face as a 3D surface. The primary advantage of such high quality 
images is that the difference between images can be expressed as a function, the minimisation 
of which leads to mutual registration [10,50]. Rather than comparing images in pairs, a fre­
quently adopted approach is to use a single reference face to which all images are conformed 
through a process of registration [9,21,47,84]. A comprehensive overview of design choices 
in different approaches for rigid as well as non-rigid registration is presented in [83].
The registration to a single reference provides a framework for consistent measurement and 
comparison of all images. This naturally leads to the development of statistical models of face 
shape variation, finding application in a variety of disparate fields of study such as biometrics 
for recognition [6,49,70], facial dysmorphology and disease association [20,25,41,78], and 
psychological perception of character and emotion [5,38,54,76], to name a few. The study 
of standard variation in people’s appearance, relevant to this work of phenotype analysis, is 
relatively uncommon but has to some extent been explored in [88].
As has been explained in the introduction, the registration of images requires a preceding stage 
of landmarking for initialisation. We will not, however, discuss methods for this purpose here, 
but rather defer the discussion to Ch. 3, because that chapter deals with landmarking specifi­
cally.
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Figure 2.1: The Thatcher illusion. The left image shows (printed upside down) Margaret 
Thatcher as she appeared on the campaign poster in the 1997 general elections in the UK. In 
the image on the right, the eyes and mouth have been “inverted” [87].
2.1.2 Parts from wholes
Within the context of dense face registration, a further distinction can be made into holistic 
and part-based approaches. The presence of part-based face perception in humans has been 
demonstrated in studies such as the Thatcher illusion [87]. In this experiment, a portrait photo 
has been edited by placing the eyes and mouth upside down, or “inverted”, with respect to the 
face. The whole portrait photo is subsequently printed upside down (see Fig. 2.1). Although 
the inversion of the parts can be readily observed, the gruesome effect it has on the facial 
appearance as a whole is only revealed in Fig. 2.2 (by rotating this page). Had we perceived 
faces purely holistically, there would be no perceptual difference between Fig. 2.1 and 2.2. The 
fact that we do observe them differently therefore demonstrates a part-based face perception.
In machine perception a part-based representation can also be advantageous. For example in 
3D face recognition it can provide robustness to facial expression by excluding affected parts 
[69,94], or conversely, by including only parts of interest [6]. In animation and reconstruction 
the expressiveness of a face can be improved by modelling individual parts [9]. In phenotype
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studies and clinical studies, however, the face representation of choice has always been holistic 
[20,25,41]. This is surprising. To demonstrate this, suppose we describe a feature of the chin, 
such as a dimple chin. A holistic model presupposes^ that this is not a feature of the chin, but 
rather a mode of variation that can be observed across the whole face. This is a rather peculiar 
view of our appearance.
In all use cases of part-based representations mentioned above however, the parts have been de­
fined manually (and thus subjectively). In 2D images the prototypical example of an objective 
automatic decomposition of faces into small face parts is non-negative matrix factorisation [55]. 
In [77] this approach is adopted to automatically learn a facial segmentation on sequences of 
2D images from a single person. The paper demonstrates the consistency of face segmenta­
tion obtained from non-negative matrix factorisation, but does not provide an experiment with 
images from different subjects, a topic of interest in this thesis.
For 3D images, learning part-based representations from whole images of faces is a relatively 
unexplored application of face analysis. The only work we could find is [29], which aims 
to leam a partitioning of the 3D facial surface with soft boundaries to allow overlap between 
the parts. In their approach, however, the authors provide an initial partitioning with hard 
boundaries to start from. It is unclear how this affects the results.
In Ch. 4 we describe a novel method based on non-negative matrix factorisation to leam an 
objective segmentation of the 3D facial surface into parts. The method also permits control 
over the amount of overlap between the parts. The results are studied in Ch. 5. In particular 
we evaluate which parts are expected to be genetically heritable. In the same chapter we also 
analyse how parts may be combined to form larger compound features. We show that the 
combination of parts, that are individually not (very) heritable, can jointly describe features 
that have much higher heritability estimates.
‘To be precise, a holistic model does not explicitly preclude local features. A part feature is observed when for 
any pair of vertices, one as member of the part and the other outside it, there is exactly zero covariance, i.e., a strictly 
block diagonal covariance matrix. This never happens in practice, obviously, as the face is a smooth continuous 
surface.
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(a) Textured 3D mesh (b) 2D pixel image as a mesh
Figure 2.2: Surface representation using a textured mesh. Vertices, V, are drawn as dots 
with the fill colour taken from the RGB map, I. The triangles connect triplets of vertices in T .  
The image on the right shows how a 2D image can be interpreted as a special case of a mesh.
2.2 Notation
More formally, a digital representation of a free-form surface can be defined using triangles, 
{vi,V2, v^) G J - ,  over a set of sampling points, v =  {x, y, z )  G V. A two-dimensional pixel im­
age can be regarded as a specific instance where all z =  0 and where describes a rectangular 
grid with each square of four pixels covered by two triangles. As an aside, on this surface any 
function can be defined, such as RGB colour values: I  : (V, J ”) Between different
images, however, and depending on the camera system used, the surface topology may vary. 
Figure 2.2 visualises these three concepts.
A prerequisite for any analysis is that a measurement system is established that allows a consis­
tent extraction of information. Under such a measurement system the topology, T ,  is fixed so 
that variation in the j-th vertex, Vj, measures the variation of one specific point in all images. 
Notice that the number of vertices, |V| =  n, is fixed under the chosen topology and thus we 
can write each image in vector form as
V =  [ V I , V 2 , V 2 „  . . . , V r (2.1)
which allows us to write all m  images together in a matrix as
V =  [ v i , V 2 , V 3 , . . . , V , (2.2)
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where the rows represent vertices (or more specifically, their x, y, and z coordinates) and the 
columns represent images. Matrix factorisation can be used to decompose the matrix of images 
into a product of (lower dimensional) matrices
V  =  W H  (2.3)
which is of size (n x m) =  (n x k){k x m). In other words, each image v  is written as a linear 
combination of the basis vectors in W  weighted by the coefficients in columns of H . So
k
Vj =  W h j =  ^  Wiki (2.4)
i= l
where h j =  [hi, h2 , h s , . . . ,  is a vector describing the coordinates of image Vj in the 
fc-dimensional feature space defined by the basis W .
Many different matrix factorisation methods exist, each with a different set of constraints on the 
decomposition (Eq. 2.3). The most common of such matrix factorisation techniques is principal 
component analysis (PCA), where the goal is to find the set of basis vectors that maximise the 
projected variance over a set of images. The basis vectors are then the eigenvectors of the 
covariance matrix.
S W  =  W A  (2.5)
where A is a diagonal matrix of eigenvalues sorted in decreasing order and (after subtraction 
of row means in V) with
S  =  (2.6)
m — 1
the sample covariance matrix of the vertices. The eigenvalues in A reflect the variance in the 
associated basis vectors in W , and can thus be used to choose k  based on how much variance 
must be maintained. Another property of PCA is that the basis W  is orthonormal, which 
consequently means that, for k = n, its inverse equals its transpose: W “  ^ =  W ^. Due to the 
orthonormality constraint, the projection of an image, v, into the PCA feature space, h, can 
easily be obtained by premultiplication of both sides of Eq. 2.4 with
W ^ v  =  W ^ W h  =  h  (2.7)
The orthonormal character of W  is specific to PCA and certainly not true for all feature learn­
ing methods. In non-negative matrix factorisation (NMF) for example, the only constraint is
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that all matrices V, W , and H  contain no negative elements. The basis vectors are not re­
quired to be orthogonal to each other, and consequently W “  ^ ^  W ^ , which means that for 
the projection of images into the feature space different methods must be employed. That is, 
however, outside the scope of this thesis. Another challenge in using NMF for matrix factori­
sation is choosing a suitable value for k. This choice will be investigated in Ch. 4 and 5. As a 
general rule though, we can say that k <C min(m, n) and so matrix factorisation can be used 
for dimensionality reduction.
2.3 Data sets
Two data sets have been used for the experiments described in this thesis: PoBl and TwinsUK. 
Both data sets were collected using the 3dMD Face camera system. This is a structured light 
based stereoscopic camera system. The system simultaneously takes photographs at six dif­
ferent angles. Based on the disparity between the photos, 3D coordinates of roughly 50,000 
vertices are derived (this varies substantially per photo, depending on the surface area cap­
tured). In particular four of the six photos are taken in the infrared spectrum to pick up a 
contrast enhancing noise pattern that is projected while taking the photo. The remaining two 
photos are used for the texture mapping.
2.3.1 People of the British Isles (PoBI)
The People of the British Isles project [93], started in 2004, is an ongoing populations genetics 
project funded by the Wellcome Trust. Its aim is to help medical research, and to shed light on 
ancient migrations within the British Isles. Volunteers are sampled from throughout the United 
Kingdom, with the requirement that their four grandparents come from the same rural area (see 
also Fig. 2.3). As part of the project, 3D face photographs are being collected. In contrast with 
most computer vision data sets capturing as much variation as possible however, in this data 
set the variation between images (subjects) is actively constrained.
At the time of writing, the PoBl data set comprises 1393 images of which 761 are female 
and 615 male subjects (17 subjects have not registered their gender). Certain attributes of the 
images are available such as: the subject wears a moustache or beard, has their mouth open.
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Figure 2.3: Map of the People of the British Isles. The PoBI data set collects for each 
subject their grandparents’ birth places. Markers are drawn on the map at the average of those 
locations. Colours of the markers reflect patterns of genetic similarity (not part of this thesis).
eyes closed, or has hair across their forehead. The average age of subjects in this data set is 65 
years.
All images have been annotated by at least three different people. For most images the annota­
tion describes 26 points, but for some images this is 14 points (a subset of the 26).
2.3.2 TwinsUK
This data set was collected by the TwinsUK project, which is a registry of adult twins used to 
study complex traits and diseases.
The TwinsUK study was funded by the Wellcome Trust; European Community’s Seventh 
Framework Programme (FP7/2007-2013). The study also receives support from the National 
Institute for Health Research (NIHR)- funded BioResource, Clinical Research Facility and 
Biomedical Research Centre based at Guy’s and St Thomas’ NHS Foundation Trust in part­
nership with King’s College London. SNP Genotyping was performed by The Wellcome Trust 
Sanger Institute and National Eye Institute via NIH/CIDR.
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This data set contains 2056 photos of in total 1573 subjects from 813 families. Of 53 subjects 
no image of their siblings is available. The remaining 760 families consist of 360 monozygous 
(identical) and 400 dizygous (fraternal) twin pairs. Gender is represented remarkably unevenly 
with 1556 female and 17 male subjects.
On some photos the head is reclined rather far with the face looking more up than frontal, but 
the 3D surfaces did not seem to be much affected by this (it is a nice challenge for automatic 
landmarking, though). Meta data for the subjects includes age, gender, zygosity, and siblings. 
The average age of subjects in this data set is 58 years.
All images have been annotated once, marking the position of 14 facial landmarks identical to 
those marked on images in the PoBI data set.
2.4 Summary
In this chapter we have set out the foundation for experiments in the following chapters. We 
have sketched the relevance of our work to various applications and compared alternative ap­
proaches. Considering this, our research provides a systematic and principled approach to face 
shape analysis. A brief introduction into the fundamental techniques of this analysis has been 
set out in Sec. 2.2.
In Sec. 2.3 we listed the specifics of the data sets on which these experiments are carried out. 
The data sets are characterised by a relatively high average age of the subjects. A reason to 
prefer images of older people is that the genotype has more fully expressed, and so allows us 
to measure more genetic variation. This has certainly been a criterion in the collection of PoBI 
samples. To our knowledge this has not been a criterion for the collection of samples in the 
TwinsUK data set, however. Perhaps older people have more time available to attend the photo 
collection events, or they might be more interested in the subject. A difference in interest is 
also our only explanation for the remarkable gender bias in the TwinsUK data set
The following chapters will build on this, with the next chapter focussing on automated land- 
marking. Chapter 4 will focus on non-negative matrix factorisation specifically for 3D face 
data, and in Ch. 5 the TwinsUK data set is used to relate the learnt facial features (phenotypic 
traits) and their combination to genetic heritability.
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Chapter 3
Initialisation of the Registration of 
Faces in 3D
In this chapter we present a novel pose-invariant method for the estimation of landmark posi­
tions in 3D images of faces. Contrary to existing approaches trying to locate the landmarks 
directly, we propose to first estimate the intrinsic parameters of the face (its location and ori­
entation) before locating landmark positions within that frame of reference. By this approach 
over 90% of the subjects are automatically annotated with a mean error below 5mm per im­
age, scoring approximately halfway between manual annotation (3mm) and the currently best 
automatic method (7mm) [33].
This work provides a study into methods of automatic annotation, the kinds of error they make, 
the effect annotation errors have on subsequent shape analysis, and ways to predict annotation 
errors for example to prune bad cases.
As we are in the position of having multiple annotations for the images in our data set, we addi­
tionally assess manual annotation in much the same way as the automatic methods. Evaluation 
of the errors in manual annotation provides a fresh perspective on the ground truth data that 
usually is taken for granted, and sketches the context in which performance scores of automatic 
methods should be interpreted.
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3.1 Introduction
The analysis of faces aims at discovering patterns that determine both similarity and varia­
tion between faces. This is important for example in surveillance and biometric identifica­
tion [47,70] where the goal is to learn a function that discriminates between individuals. Face 
caricaturing and facial compositing [80,97] are examples that focus on learning the axes of vari­
ation of specific facial features. And in medical research studies for clinical purposes [4,25], 
groups of people are classified into carrying a trait or not, based on patterns in face shape.
In all cases, a prerequisite for any analysis is that a measurement system is established that 
allows a consistent extraction of information from facial scans for the required purpose. As we 
are dealing with a 3D object positioned in a 3D space, the setting up of a measurement system 
involves three ingredients: i) alignment, ii) registration, and iii) a sampling strategy.
The simplest example of these processes is the measurement system for 2D frontal face recog­
nition. The alignment is achieved by means of user cooperation, which takes out the relative 
degrees of freedom between the camera coordinate system and the head pose [17,18]. Once the 
frontal (aligned) image is acquired, it can be registered by specifying two reference points, nor­
mally the coordinates of the centre of the eyes. These reference points allow further geometric 
normalisation of the input image for in-plane rotation and size. The geometrically normalised 
image is then resampled by pixels in a regular rectangular grid of given size, placing the eye 
coordinates in predetermined positions.
This simple measurement system is effective but has many limitations. It cannot cope with 
faces in arbitrary poses. It ignores the fact that faces are non-rigid objects, and consequently 
have a much higher degree of freedom. Finally, as faces are of different sizes, corresponding 
pixels in the imposed measurement system are not of the same semantic identity (do not sample 
the same facial information). The last point is not a problem for face recognition, but for face 
characterisation, where positional variation of explicit facial features is part of the model, it is.
A more sophisticated measurement system is to sample the 2D face at prespecified points of 
given anatomical identity (fiducial points) to capture the face shape, including different facial 
expressions [33]. This grid of samples (vertices), which provide a face shape representation, 
can be relatively sparse (50-100) without incurring any loss of shape information. The face
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skin texture is then sampled by raster scanning the face image delineated by the face shape 
and warped into respective reference positions (reference grid). This ensures that the texture is 
sampled by the same number of pixels in corresponding positions, regardless of the face shape. 
In other words, it is registered. The reference grid is determined by aligning a large number of 
shape-annotated face images and finding the average position of each of the shape grid points.
Although the above 2D face representation can cope with pose changes, it does not support 3D 
shape mensuration, which is of interest in this manuscript, as the shape information observed 
in 2D faces is only a projection of the true 3D face shape. For accurate face shape analysis it 
is essential to sample 3D faces at fiducial points. As a suitable measurement system meeting 
these objectives, we could adopt a 3D extension of the shape/texture representation described 
above for 2D images [49]. Here the main difference is that the 3D surface texture should first 
be unwrapped into 2D to allow raster scanning.
For shape representation, it is often more convenient to use a dense 3D description, defined 
in terms of a large number of vertices (50K), rather than a sparse shape representation (IK), 
simplifying the interpolation between triplets of neighbouring vertices to approximate the ac­
tual shape of the facial surface. The interpolation between vertex coordinates naturally extends 
to the interpolation of RGB values to describe surface texture, permitting a texture sampling 
strategy that follows the shape’s vertices, and obviates the need for a raster scan sampling. In 
summary, the shape of a 3D face is defined in terms of a fixed reference mesh (topology) of 
vertices sampling spatial coordinates as well as RGB texture values, approximating the true 
facial surface by means of interpolation over triplets of neighbouring vertices.
In order to arrive at this measurement system, a coarser reference frame is required to initialise 
dense sampling. More specifically, the face shape must be registered to a set of reference 
points or landmarks. The process of locating such points is generally called landmarking. The 
most straightforward approach is to generate a large set of candidate points based on some as­
sumed properties of the surface (such as extreme values of the Gaussian curvature or its derived 
property shape index) and subsequently to test subsets of candidate points to match a known 
configuration or target model. For example, in [70] the vertices with maximum shape index 
are selected as landmark candidates. As a heuristic driving the selection of candidates, a small 
patch around each point is extracted and its shape described using spin images. Approaches
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Figure 3.1: Examples of ICS. The coordinate system, superimposed on the 3D images, defines 
an origin (position of the face) and three basis vectors (face orientation). The images demon­
strate its pose invariance and robustness to missing data. The lack of an explicit face model 
makes it also applicable in other scenario’s. 3D model of the Armadillo was taken from the 
Stanford 3D Scanning Repository [53].
similar to this have been taken in [32,58,61,92] with some variation in the heuristic used for 
selecting subsets, but all using extremal shape index as a definition for fiducial points.
Despite its wide adoption, there are two fundamental problems with that approach. The first 
one is that the assumption that fiducial points necessarily coincide with curvature extremes 
is fundamentally flawed. Biology does not give this guarantee. Rather than maximising the 
curvature values directly, therefore, one could learn a function over combinations of shape 
features to predict the probability of marking the intended fiducial point. Maximising such a 
criterion is actually meaningful because its value correlates with the location of the reference 
points. This approach is taken in [26], where a discriminant function is trained to predict if a 
given vertex is either close to the intended reference point or far away, based on a collection of 
local shape descriptors like shape index, local volume, and spin images. A separate function 
is trained for each reference point which allows the system to search for the appropriate shape 
structure per point. Application of the learnt function to an unseen image produces a feature 
map in which the local maxima provide candidates.
The discriminant function’s input domain does not have to be restricted to features in one single 
vertex, but can also include neighbouring feature values. This idea is explored in [75], where 
patches around candidate points are sampled and measured against the shape model that was 
learnt on a training data set. Combined with a landmark location model of the configuration 
of all reference points together, this results in an algorithm that iteratively refines an initial 
estimate analogous to active shape models in 2D [23].
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The second problem with searching for the best subset in a larger set of candidates is that 
for any reasonable number of candidate points, the number of permutations (solution space) 
becomes prohibitively large. Moreover, the time needed to test a candidate set against the 
known model —usually carried out using the Iterative Closest Point (ICP) algorithm [8]— 
is high, and heuristics to search more efficiently are all domain specific. Rather than reducing 
search complexity through a heuristic, higher level feature descriptors can be employed to limit 
the number of candidate points directly. By taking a coarse-to-fine cascade of feature detectors, 
many points can be discarded in an early stage and only a small set of the best candidate points 
is kept. In [66] first horizontal slices are extracted. Then in each slice separately the single 
best candidate point to mark the nose is estimated based on the assumption that the nose shape 
closely resembles a triangular shape. The combination of those candidates is used in two ways: 
the point with the highest score is used to mark the nose tip, and the joint set of points is used 
to estimate the facial symmetry.
Analogous to the method above, in [32] the 3D image is rotated horizontally at various an­
gles, measuring the (vertical) profile contours at each step. This results in vertical slices that, 
rather than being matched against a triangular shape, are fitted with actual nose and face shape 
templates to locate the reference points.
Another method worth mentioning here is [82], where a cascade of very basic templates is 
matched to iteratively refine an estimate of the face pose. First a cylinder shape is fitted to 
establish the global face position, then a reference nose shape is fitted to find the plane of 
symmetry. This is further refined by fitting another cylinder to a cropped region of the face, 
and finally in profile view the head tilt is estimated by fitting a line through vertices on the 
nose bridge. It should be noted that this method does not locate the reference points. Rather 
it provides a reference frame (coordinate system standardised to the head pose) used to align 
different faces.
Template matching algorithms however have the disadvantage of not being pose invariant. To 
add robustness against pose variation, different rotations of the template (or image) must be 
tested, which paradoxically increases the search complexity again. Hence, the methods assume 
input images to be in upright position.
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Figure 3.2: Decomposition of a 3D face scan. The topology defined by a surface mesh (mid­
dle) can be mapped onto the 20 coordinates of a texture image (to the left), or to 3D coordinates 
to define shape (to the right). The combination of both results in a 3D photo of the face (far 
right).
3.1.1 Contributions
As described above, two major difficulties with common landmarking approaches are the 
flawed assumption that feature points necessarily coincide with extremal points in shape cur­
vature, and the size of the search space when testing subsets of candidate points. Another 
problem specific to template matching functions is the difficulty of coping with pose variation. 
In this chapter we discuss and evaluate a new landmarking approach that does not suffer from 
these issues.
The approach is centred around the idea of delaying landmark localisation until a reference 
frame has been established that captures the head pose. Because within such a reference frame 
the position of eyes, nose, and mouth are all roughly known, searching for the exact fiducial 
points can be solved as a refinement of some (crude) initial estimate [75].
The essence of our method for computing the reference frame —or intrinsic coordinate system, 
ICS— is to find the plane of symmetry. This is done based on matching curvature extremes. 
So the assumption about curvature extremes here is not that they mark the fiducial points, but 
rather more subtly that they occur in pairs: one on the left and one on the right side of the 
face. Identifying only a few of such pairs of points is enough to estimate the plane of facial 
symmetry from which a full intrinsic coordinate system is constructed.
Three clear advantages of this method are: 1) it is robust to large holes in the shape, because the 
point pairs can be located anywhere on the surface. 2) it is pose invariant as the shape features 
are pose invariant and because of how we search for pairs (this is explained in Sec. 3.3). 3) it is 
more generally applicable, because the definition of symmetry is not restricted to human faces.
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See Fig. 3.1 for examples.
Locating landmarks within the established intrinsic coordinate system is of course domain 
specific, but can be learnt on a training data set. As an example, the refinement model is learnt 
from a training data set of manually annotated images. In theory therefore, the approach of 
automatic annotations should be easily extensible to other domains although explicit tests for 
this have not been included in this study.
In short, with the goal of face mensuration and shape analysis, this chapter proposes a novel 
method for head pose estimation that provides a robust basis for automatic landmark locali­
sation (see also Fig. 3.3). Reflecting on the method revolving around estimating the intrinsic 
coordinate system of the face, it is named ICS. The method is described in detail in Sec. 3.3 and 
evaluated in Sec. 3.4 —comparing different automatic methods as well as human annotation. 
In Sec. 3.5 we evaluate how subsequent shape analysis of facial features is affected by initial 
errors in the annotation, and whether pruning can help to mitigate the effect.
3.2 Overview of Terminology and Baseline Annotation Methods
With the many concepts and terms just introduced we would like to take the opportunity of 
placing them in context to provide a clear understanding of how they relate.
3.2.1 3D image, shape, and texture
A face scan is a 3D digital representation of the facial surface. We use triangle surface meshes 
to this purpose. They define a set of points in 3D, i.e., vertices, plus a topology of how the 
vertices are connected. To obtain a texture mapping from the photo onto the 3D shape, the 
same topology is used, but with vertices embedded in the plane of a 2D photo of the subject. 
Because of the clean decoupling of texture from the 3D mesh we will often use the word 
“shape” to mean the mesh when texture is not considered.
The representation is very different from depth (2.5D) images such as used in [78,94], where 
the distance to the object is reported over a fixed rectangular grid. For one, the raster image 
is defined over a discrete grid whereas vertices on a 3D mesh are variably spaced. Also raster
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Figure 3.3: Intrinsic properties of the face. The two images on the left show a reference 
frame capturing the head pose and annotations marking 14 fiducial points respectively. Both 
describe intrinsic properties of the face. In other words, over many different faces the relative 
location of the fiducial points with respect to the reference frame should vary fittle. The two 
images on the right show how the annotations map onto the 2D texture image.
images cannot deal with occlusion because at each (x, y) position there is only one depth value, 
creating discontinuity between pixels. For example nose wings often occlude a small part of 
the cheeks, and this cavity happens to be often required for marking fiducial points. The free 
placement of vertices in 3D space allows 3D surface meshes to describe arbitrary surfaces, 
including such cavities.
3.2.2 Reference frame and annotation
A reference frame provides a coordinate system standardised to the head pose. Within this 
coordinate system facial attributes are roughly aligned among different faces. We define its 
origin to lie at the centre of the face, more or less at the tip of the nose. The nose tip can point 
slightly to the side however, whereas the origin always lies in the middle.
Fiducial points form another set of intrinsic properties of the face. In this work we consider 14 
points for annotation (see Fig. 3.4): the eye comers (4), the nose bridge between the eyes (1), 
nose tip (1), nose wings (2), mouth comers (2) and central top and bottom (2), the chin tip (1), 
and the dip between chin and mouth (1). These are the same as used in [75]. As mentioned 
in the introduction, determining these points is essential for dense registration and subsequent 
face mensuration.
The important point to notice is that, given the reference frame, the variation in location of the 
fiducial points is relatively small. The reference frame therefore provides an excellent basis
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Figure 3.4: Visual definition of the 14 target landmarks annotated on the average face. For 
clarity the face is rendered with as well as without texture.
for landmark localisation. Also note that because of the one-to-one mapping between shape 
and texture image, points on the 3D face shape can be uniquely defined in the texture image 
too. We will exploit this attribute later when we use Active Appearance Models for landmark 
localisation.
Lastly, we point out that even between human annotators there is variation in the annotation of 
fiducial points. This makes it difficult to define a single ground truth for the images. We assume 
that on average, (manual) annotations converge to the correct landmark positions. Hence, all 
ground truth data in this work comes from at least three different individuals.
3.2.3 Iterative closest point
A popular approach for aligning 3D shapes is the class of algorithms based on the iterative 
closest point technique [8]. In this approach a sequence of estimates progressively reduce 
the error of alignment between two sets of points (here between the set of landmarks and the 
face vertices). At each iteration the correspondence between the two point sets is computed, 
i.e., each point of the first set is matched to its closest point in the other set. Based on this, 
a transformation is computed that reduces the sum of squared distances, attracting the set of 
aligned points closer to the (local) minimum. In our experiments we have used the Levenberg- 
Marquardt optimisation based implementation of the ICP algorithm, LMICP, which is fast and 
is reported to have a large basin of attraction to the global minimum [34].
Although the original work describes the alignment of various surface types, including para­
metric surfaces such as triangle meshes, most ICP implementations are optimised for point 
cloud representations only.
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In principle, the sum of squared distances is a convex function with a unique minimum that 
can be found very efficiently. However, the reassignment of point correspondences between 
iterations makes it non-convex and in fact introduces many local optima. Hence, although the 
algorithm does converge to a minimum, the solution strongly depends on the first estimate.
3.2.4 Active appearance models
Active Appearance Models provide a model-based approach to shape matching. In an offline 
training stage, a set of images together with the annotations are provided to learn a statistical 
model of both shape and texture. Matching the model to an unseen image is a minimisation of 
the difference between the current estimate of appearance (in terms of the trained model) and 
the new image.
Originally AAMs provide a method of 2D face recognition [24,33], but exploiting the one-to- 
one correspondence between our 3D face shapes and their texture image as shown in Fig. 3.2 
and 3.3, we can also use it to obtain a registration of 3D faces.
The texture mapping provides a conversion from the 2D image to the 3D shape, which can be 
used to map AAM-detected points. In our data set the mapping defines corresponding triangles 
on the surface, and on the texture, ( r f ^ , r ^ , r 3^), where denotes a
vertex in A-dimensional space. A point in the texture image can be expressed in terms of 
the triangle points enclosing it using barycentric coordinates:
=  f i r P  +  i2r P  +  f a r P  (3.1)
where (fi, 2^» fs) are the barycentric coordinates. The corresponding 3D coordinates are found 
by
p 3 0  =  O J )
In this work we use AAMs as an alternative to simply positioning a set of landmarks within the 
ICS reference frame to see if they can provide a more accurate estimate of landmark positions. 
Initialisation on the texture image is provided by the ICS nose tip estimate projected onto the 
texture image.
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3.2.5 Active shape models
Active Shape Models (ASM) are quite similar to AAMs in the sense that they are both statistical 
models for image structures. Both models are learnt on a separate training set of images and
have the capacity to represent similar structures in unseen images. The main difference is that
ASM is purely geometrical and searches the local neighbourhood around each point to update 
its estimated position, whereas AAM incorporates a model of appearance of the image data 
under the full area spanned by the estimated point positions. Interestingly, in [22] the authors 
find that ASM is more accurate in determining the location of fiducial points.
The particular advantage of ASM to our work is that it provides a statistical model for the struc­
ture of fiducial points that allows us to efficiently refine (deform) the initial rigid estimate of 
landmarks, potentially providing a much better registration. However, the original ASM oper­
ates on 2D images only. In [75] the method has therefore been modified to work on textureless 
3D shapes. The surface description, in absence of texture information, is computed using the 
shape index which is calculated from the principal curvatures ki and «2-
5  =  (3.3)
2 7T ACi -  « 2
Similar to Gaussian curvature, which is the product of the two principal curvatures, the shape 
index is an intrinsic measure of any point on the surface. Its value ranges from -1 to 1, where 
negative values correspond to concavities, such as ruts, troughs and cups, whilst positive values 
indicate caps, domes and ridges. The idea is that shape index provides a good representation 
for capturing salient points.
Like AAM, ASM requires a starting position. The initial set of points can be estimated using 
any preferred method, e.g. ICP (as done in [75]), AAM, or based on the concept of an Intrinsic 
Coordinate System (ICS) introduced in Sec. 3.3.
3.3 An intrinsic coordinate system
In this section we describe a method to accurately determine an intrinsic coordinate system, 
ICS, for any 3D face shape primarily based on its horizontal symmetry. The use of symmetry
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to determine an intrinsic coordinate system for the face is actually not new. In their early 
work on 3D face recognition [15] the authors propose an iterative approach of guessing and 
validating a plane of symmetry based on Gaussian curvature. In fact, our approach shares 
some resemblance to this method as we too derive the symmetry from Gaussian curvature. 
The key difference however, is that the method proposed here computes the plane of symmetry 
directly and only from a very small set of points -  the local extrema.
In short, ICS works by finding pairs of vertices that could share a plane of symmetry. These 
candidate vertices additionally provide an estimate for the horizontal axis, from which the 
construction of the full coordinate system follows. Negative candidates (pairs that could not 
share a plane of symmetry) are used to suppress false positives.
Notice that the method we describe here defines an actual interpreted position and orientation 
of one face —in contrast with a matched position and orientation between two faces in ICP. 
Since rotation and translation do not intrinsically alter the face, our method is invariant to such 
operations.
3.3.1 The horizontal axis
We determine the horizontal axis from the local extrema in the curvature of the face. Gaussian 
curvature can be defined as the product of the two principal curvatures
K  =  Ki K,2
with > K2. Thus we can distinguish three types of shape with extremal curvature: saddles 
(Ki >  0 > k2), cups (ki > K2 > 0), and caps (0 > ki > Kg). Let us denote the points at 
which K  is stationary
-P =  { P l ,P 2 ,P 3 , - " }  (3.4)
then two points, pi and pj can only be symmetric if they are of the same shape type. Fig. 3.5a 
shows an example 3D face. The surface colour represents the Gaussian curvature. Markers 
indicate the curvature extremes P  and their type. We keep a maximum of 20 points per type.
Furthermore, if the two points are symmetric on the face, then the vector n  = pi -  p j is 
normal to the plane of symmetry, A. The intersection of n  with A  should lie at (pi 4- Pj)/2,
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I • saddles
(a) Curvature and local extrema (b) Estimate x
(c) Estimate y (d) Intrinsic coordinate system
Figure 3.5: Intrinsic facial properties. From the local extrema of Gaussian curvature (a) we 
derive a collection of horizontal line segments (b). The plane of symmetry is estimated from 
their midpoints. The points in this plane maximising the angle on O provide a robust estimate 
of the vertical axis (c). The resulting intrinsic coordinate system is shown in (d).
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p*. density of vectors V" p . density cl vectors V Difference, p '  - p'
Figure 3.6: Orientation densities (left), and p~ (middle) as defined in Eq. 3.7, plotted as
colours on a sphere. The maximum difference between p"*" and p~ (right) is an estimator for 
the horizontal axis, x  (Eq. 3.9). The subtraction of p~ helps eliminate false positives where 
random pairs of points line up.
midway between and p^ . Since the face is quasi-symmetric this does not hold exactly but is
reasonably accurate.
Based on the above observations two collections of vectors can be defined:
V'^ = {pi -  PjIPi same type asp j,*  f  j }  (3.5)
V~ = {pi -  pj I Pi, Pj of different type} (3.6)
The intuition is that symmetry causes a small set of tightly aligned vectors in F+  (see Fig. 3.5b), 
whereas all other vectors both in and V~  are more diffuse. We formalise this intuition by
a simple estimation of the density of vectors pointing towards every direction in 3D space. For 
a given direction u  (with |ti| =  1) we count the number of vectors that make an angle with u  
not greater than a, and divide by the surface area of a spherical cap spanning a  degrees from
u.
\  ^  ( f»È
(3.7)
with
1 if cos -1 u v < a
(3.8)
0 otherwise 
Similarly we denote by p~ to compute the density over V~.
The plane of symmetry A  is characterised by its normal and its distance to the origin (in world 
coordinates). The normal will be the horizontal axis of the face
X = arg max [p'^{u) -  p (u)] (3.9)
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where the subtraction of p~ makes it more robust to incidental alignment of arbitrary vectors 
(see also Fig. 3.6). The distance along x , which we shall denote ho, is estimated from the mid­
points of line segments in F +  subject to f .  Let M  =  {m i, m 2, m 3 , . . .}  be those midpoints, 
then, using fii /2 to denote the median of a set,
^0 = /^ i/2({mfæ}) (3.10)
is their median projected onto x . Asserting |œ| =  1 this is directly the distance of A  to the 
origin.
3 3 .2  An origin
The most common approach in the literature is to position the origin at the nose tip directly 
[32,66,82]. An overlooked fact is however that most people have a nose that points either left 
or right. Forcing the origin to coincide with this point would therefore break symmetry. A 
better choice is to project the point of the nose tip, pt, onto A:
0  = p t- \ -{ h o -  x p t)x  (3.11)
Pi is obtained from the point with maximum curvature (type cap) close to A.
3.3.3 The vertical and depth axes
We will now continue with the determination of the vertical axis, y . The axis of depth, z, will 
then follow from the cross product of the first two.
Actually, “the” vertical axis of a face is somewhat undefined. One approach is to use the angle 
of the tangent to the nose bridge [82], but due to the large variation in nose shapes we found
this to give only moderate alignment. Instead we propose to define y  along the two points on
the vertical section (formed from the intersection of the face shape with A) whose tangents 
subtend a maximal angle with O, each at least 4cm from O:
(a ,b ) =  arg max
q ,/3
1 - (3.12)
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This is visualised in Fig. 3.5c, where the blue lines mark the tangents of the surface at points a  
and b, and meet in O. Then
and the z  axis is defined as
z  =  X x y  (3.14)
The end result is a coordinate system, intrinsic to the face. Its origin lies near the nose tip, in 
the plane of symmetry. The horizontal axis spans the width of the face from left to right (with 
respect to the viewer, right to left on the subject), the vertical axis its length from bottom to 
top, and the depth axis pointing out of the face (see Fig. 3.5d).
3.3.4 Aligning two coordinate systems
The alignment of two shapes —faces or sets of landmarks— is based on their respective intrin­
sic coordinate systems. Suppose we have two coordinate systems, (O, R) and (O ', R '), with 
and similar for R ', then the transformation to align the second onto the first.R  = X y  z
for any point p ', is defined as;
p  =  R R '^ (p ' -  O') +  O (3.15)
Often, a set of landmarks is defined in world coordinates, i.e.. O ' =  (0,0,0) and R ' =  Tg the 
identity matrix. In that case Eq. 3.15 simplifies to p  =  R p ' -f- O.
3.4 Evaluation
In this section we evaluate the ICS landmarking algorithm described above and compare it to 
AAM- and ICP-based annotation methods.
Evaluation is carried out on a data set of 822 faces, captured with a 3dMD Face camera system. 
Each image consists of roughly 100,000 triangles spanning 50,000 vertices, but these numbers
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vary between scans. The resolution of texture images (used in AAM) is around 2,100x1,100 
pixels.
Each image is accompanied by a reference annotation of 14 landmark positions. They are the 
same as were used in [75]: eye corners, nose bridge between the eyes, nose tip, nose wings, 
mouth comers and central top and bottom, chin tip, and the dip between chin and mouth.
The reference annotations have been constructed by averaging manual annotations from at least 
three different people. Besides the benefit of higher accuracy through averaging, the multitude 
of manual annotations also enables us to evaluate the performance of human annotation itself.
Finally, evaluation is carried out in ten rounds of 90% training data and 10% testing data. We 
report the performance over all episodes combined.
In the next section we define the evaluation metrics to compare the different methods with 
respect to their performance. The metrics are the ones commonly used in the literature for 
evaluating annotation methods, and so these numbers matter, but in order to evaluate human
annotation objectively we have to adjust for the degrees of freedom which we will explain in
Sec. 3.4.2. We conclude with a summary in Sec. 3.4.3.
3.4.1 Landmarking performance
The performance of a single annotation is computed as follows. Suppose p  =  [P i,P2, 
describes the annotation of N  landmarks as points in 3D space, and x  =  [x i,X 2 , . •. ,xn ]  
similarly represents the ground truth positions of those landmarks (in our case, N  equals 14).  ^
We will write \pi -  z*| to mean the Euclidean distance between an estimated point Pi and 
its associated ground truth coordinate X{. Then, for one annotation the mean and maximum 
landmark error are computed as
1 ^
e^(p) =  (3.16)
i=l
emax(p) =  ma x l p ^ - x i l  (3.17)
'Bar notation is used here to reflect the fact that the ground truth is an average of multiple manual annotations. 
We will come back to this in Sec. 3.4.2.
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Figure 3.7: Cumulative registration accuracy. Each plot shows the percentage of samples 
(vertical axis) that are annotated with an error smaller than Û mm (horizontal axis).
To visualise annotation performance we present the cumulative distributions of these metrics 
over all faces, that is, the percentage of images that have an annotation error (mean or maxi­
mum) smaller than some value 0 in millimetres:
N
j=i
1 , if e^(pj) < 
0 , otherwise
(3.18)
and similarly for emaxi^)-
Figure 3.7 shows the evaluation of the TCP-, AAM-, and ICS-based methods. Each landmark 
localisation method is evaluated before and after refinement (ASM). In the following sections 
we discuss the possible causes for the different performance curves.
Although the error is of course continuous, it makes sense to differentiate between “large” 
errors and “small” errors. A method that has (compared to other methods) relatively many 
annotations with small error can still have a long tail of annotations with large error. In the 
cumulative error plots such as Fig. 3.7, this can be seen when performance curves cross each 
other. In the evaluation of landmark errors, we will thus define “small” and “large” by the 
thresholds (upper limits) of 5 and 20 millimetres respectively. The choice for those numbers is 
based on the plots in Fig. 3.7, as they look suitable levels for the differentiation of all annotation 
algorithms.
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Iterative closest point
Figure 3.7 shows that 50% of the ICP annotations have a mean landmark error below 5mm and 
13% of the annotations have a mean landmark error greater than 20mm.
There is a substantial gain from refinement. For example at the 5mm mark the number of 
annotations with an average landmark error below that increases to 82%.
Looking at the maximum error (with refinement) 21% of the cases has an error smaller than 
5mm, and 14% has a maximum error above 20mm.
Two things can be deduced from this. For one, when the initial ICP estimate is relatively close, 
ASM refinement works quite well. This makes sense given the way in which ASM locally 
optimises the landmark positions.
Second, we can see that about 14% of the images are annotated with an error above 20mm. 
We can say that ICP failed to locate the face globally. Local refinement does not affect these 
results at all.
A possible cause for the failing cases could be ICP’s fixed default starting position, which 
implicitly assumes all data to be in the same predefined position. If that default position is not 
quite right, the algorithm easily gets stuck in a minimum from which it is unable to recover.
A comment on previously reported performance. In [52] we reported annotation perfor­
mance on a subset of the images for which we report performance here. The differences in 
performance are mostly expected from increasing the number of samples, except for that of 
ICP. Figure 3.8 compares the previously reported ICP results with those reported here.
This difference is quite unexpected for a method without parameters. So we repeated our 
previous experiments exactly, each round training on 300 annotations. This confirmed the 
validity of our previous results.
Upon inspection it turned out that in the approach by [75] the landmarks used for ICP are taken 
from the mean of annotations used for training. So indirectly, training does actually influence 
the ICP algorithm.
Replacing the old averages with the ones from our current models, results are again comparable 
to the ICP performance we report in this work.
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Figure 3.8: Different ICP evaluations. Minor differences in the configuration of landmarks 
to be fitted cause major differences in ICP annotation performance.
Finally, superimposing both mean landmark configurations we found they differ only slightly. 
We must therefore conclude that the success of ICP strongly depends on the exact shape of the 
reference, and hence the number of training samples.
Active appearance models
When initialising landmarks using active appearance models, 68% of the samples have a mean 
landmark error below 5mm, scoring favourably against the other methods. Nevertheless, re­
finement has only very little effect on this error and as a consequence the method scores 78% 
below 5mm after ASM refinement, staying behind the other methods.
The maximum error also shows some interesting differences from the other methods. For lower 
errors (around the 5mm range) refinement again has only a marginal effect. But for cases with 
a large maximum error (10mm and above) refinement seems to have an increasingly strong 
effect.
In looking for a possible explanation for these differences compared to ICP (and ICS) we can 
see two major factors.
Firstly, part of those differences can be explained by the fact that AAM fits the landmarks dy­
namically; that is, the mutual configuration of landmarks is adjusted for fitting the face rather 
than rigidly positioning the same set of landmarks for all faces. From this it follows that in­
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dividual landmarks can be positioned more accurately, which could explain the relatively high 
number of cases with a low mean landmark error. Also the dynamic fitting allows single out­
lying landmarks in an overall quite well fitted image which might explain the large maximum 
errors.
Secondly, the different kind of error in AAM could be explained from the fact that AAM 
annotates a 2D image. Although the 2D annotation is mapped back to the 3D shape, this 
mapping is not a continuous function. For example when the photo is not fully frontal there is 
often some self occlusion (e.g. one pixel marking the nose bridge and the next pixel the cheek 
behind it). Therefore pixels that are adjacent in the photo may lie centimetres away on the 3D 
shape.
To conclude, it seems that AAM and ASM are more competitive methods than complementary 
methods. They both maintain a model of the landmark configuration (shape model in AAM, 
landmark location model in ASM) and a model of the local area around each landmark (ap­
pearance model in AAM, shape model in ASM). Also, they both fit the landmarks dynamically. 
The biggest challenge for both methods is their initialisation, i.e., the starting position of the 
landmarks. After that has been done (using ICP or otherwise) an extra challenge for using 
AAM is to map the coordinates to 3D. Here an ASM can help because it has a model of the 3D 
shape.
Intrinsic Coordinate System
Without refinement, ICS annotates 63% of the images with a mean landmark error below 5mm, 
and 4% of the cases have an error above 20mm. This performs in between ICP and AAM.
When we look at the error after refinement, we can see that refinement works remarkably well 
on ICS annotations. 91% have an average landmark error below 5mm, 28% has a maximum 
error below that and only 5% above 20mm. ICS+ASM has a maximum error that is consistently 
lower than in the other methods. The mean landmark error is lower up to a threshold of 10mm.
The effect of refinement is very similar to that when using ICP. It is particularly strong when 
the landmark error is not too big. Both methods provide a rigid transformation of a fixed set of 
landmarks. The typical error therefore shows a similar error in all landmarks simultaneously 
(no landmarks “drifting o ff’), which seems to work with ASM quite well.
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There is a key difference though, to both ICP and AAM: Rather than iteratively minimising 
a cost function from a hopefully correct starting position, this method actually searches for 
specific recognisable global features of faces to determine their position. The result is therefore 
not a statistically optimal fit, but an analytically determined basis which can be used to fit any 
set of landmarks. It seems these metrics capture facial attributes well, even though they are 
unconstrained with respect to face position and orientation (this is not the case for ICP and 
AAM).
Active shape model
We have used ASM in each of the landmarking methods to refine the original estimate. Al­
though we reported the results with and without ASM for each separate method, in this para­
graph we will discuss results of ASM specifically.
As described in [75] it is a local optimisation method that learns the shape variations of patches 
around each landmark together with a location model of the overall landmark configuration. 
These two models are used to compute an error and gradient in the direction of the target 
location (minimising the error).
The presented error curves seem to suggest this always results in an improvement over the 
original estimate. Figure 3.9 shows on a per-image basis the mean landmark error in ICS 
annotations before and after refinement. Indeed ASM improves the annotation most of the 
time, but it is not always the case. This is most clear for AAM annotations with small error 
where ASM not infrequently has an adverse effect, but also in ICP and ICS the annotations are 
not always improved.
As all data points in Fig. 3.9 lie close to the diagonal (dashed line), the figure also shows once 
more that ASM is a local method. The biggest change in landmark error is around 10mm (ICP). 
On average the error is reduced by 2.3mm.
3.4.2 Manual annotation
In Fig. 3.7 we have also included the performance curves of human annotation. A study of 
the ground truth itself is usually left out of benchmarks, implicitly assuming that “the ground
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Figure 3.9: Effect of refinement on annotation error. For each method, ICP, AAM, and ICS, 
the mean landmark error is plotted horizontally against the error after refinement vertically. The 
diagonal dashed line marks equal error before and after. Any point below it means refinement 
reduced the error in that case. The bottom row zooms in to the cases with an error below 1cm.
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truth” is 100% accurate. But realistically, the ground truth depends on the annotators. Hence 
it is interesting to evaluate their annotations and see how far the automatic methods are from 
that.
Having three or more annotations per image we performed an introspective analysis the results 
of which are included in Fig. 3.7. It should be noted however that we cannot simply apply 
Eq. 3.16 and 3.17, because the ground truth is a direct function of the manual annotations 
themselves. In other words, we should correct for the degrees of freedom.
This is solved by evaluating each annotation against the mean of the other annotations, which 
can be formalised as follows: Suppose x  = -^  is the average of M  independent
annotations, X{. Then for annotation j  the mean of the remaining annotations can be written as
x - j  = ( Mx -  Xj) (3.19)
Consequently, the unbiased evaluation of x j  is
"  M - 1X j —x - j  — Xj 1 (M x Xj) (3.20)
=  j ^ { M x j - M x )  (3.21)
which conveniently equals the distance from x up to a constant factor (constant in the 
number of annotations). By substituting Xj — x_j for p  — x in Eq. 3.16 and 3.17 we obtain the 
unbiased mean and maximum landmark errors applicable to human annotation.
Evaluation shows that no manual annotation has a mean landmark error of or above 4mm. For 
comparison, the best automatic method annotates 78% of the images with a mean landmark 
error below 4mm. If we look at the maximum landmark error, 48% is manually annotated with 
an error below 5mm, compared to 25% for the best automatic method. The largest maximum 
manual annotation error is between 16 and 17mm.
3.4.3 Conclusion
In the comparison of ICP, AAM, and ICS as methods for the estimation of landmark positions 
in 3D face images we have found three different methods with their own characteristics.
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The ICP implementation requires that all faces are in the same position and that the fitted shape 
is based on enough training data -at least more than 300 images. Because of these constraints 
we found that it often completely misses the face, reflected by the fact that 13% of the data was 
annotated with an average landmark error above 20mm.
In contrast, AAM has the fewest annotations with a mean error above 20mm. A characteristic 
feature of AAM is that the maximum error is often quite large though, meaning that a single 
landmark point can drift off. Also, the effect of ASM on its annotations is limited. This is 
clearly seen in the particularly low percentage of data with small mean and maximum errors.
Lastly, ICS (without ASM) does not generate single landmark outliers because it only provides 
a rigid transformation. This is similar to ICP. In contrast though, the features used in ICS are 
invariant to head pose and have been shown to be robust against image noise such as large 
gaps in the image surface. Subsequent landmark refinement using ASM further improves the 
landmark accuracy, yielding the overall highest percentage of low-error annotations: 91% of 
the images are annotated with a mean landmark error below 5mm.
3.5 Annotation and face measurement
Building on the use of automatic landmarking methods for dense 3D face registration, we 
describe in this section a practical setup in which we evaluate the effect of annotation errors on 
the analysis of facial features.
Dense 3D registration [84] imposes a fixed topology of the complete facial surface based on a 
set of annotated landmarks. Within this topology, specific regions of the face can be defined 
(by selecting the spanning vertices) and consistently extracted across all images in the data 
set. Measurement of the main modes of shape variation is obtained using principal component 
analysis (PCA). In particular, the principal components describe shape variation, which we re­
fer to here as facial features, and the projected data measures the extent to which those features 
are present in each of the samples in the data set.
More formally, given an arbitrarily sized input image, consisting of vertices V and topology J ”, 
plus its annotation p  and a new (reference) topology T ', dense registration can be regarded as
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a function, -0 , the result of which describes the original image (V, T )  as close as possible but 
in terms of the new topology J"' and with vertices V'.
(3.:23)
The definition of “close” here depends on the specific implementation of the dense registration 
method, but is commonly based on the minimisation of a deformation energy plus the distance 
between the source and the fitted image.
After dense registration all images conform to the same topology, F ’', and thus we can write 
each image V' in vector form, v. Concatenation of the image vectors forms the matrix V  =  
[vi, V2 , V3 , . . . ,  Vm], as has been defined in Eq. 2.2.
We briefly recapitulate the theory of PCA explained in Sec. 2.2 where V  =  W H  describes 
the decomposition of V  into a basis W  and coefficients H , with the basis vectors chosen 
such as to maximise the amount of explained variance. The principal component scores, H  =  
[hi, h 2, h s , . . . ,  hm], describe the projection of the images in feature space. That is, given the 
projection of a single image h  =  W ^v , the i-th element in h, hi, describes the projection of 
the image v  onto the i-ih basis vector w%.
3.5.1 Feature selection and pruning
The method above describes a holistic shape analysis. Analyses of smaller local parts are 
achieved by selecting the desired subset of vertices, i.e. by feature selection, which equals 
to filtering the corresponding rows in V . In mathematical notation we can extract the j-th 
row from V  by premultiplication with a row vector that is zero everywhere except in the j-th 
element, where it is 1. By analogy multiple rows can be extracted by premultiplying with a 
matrix of many such row vectors. More formally, let A =  (ai, ü2 , 03 , . . . ,  a^) describe the 
indices of k  rows to be extracted, then the A; x n  matrix A can be formed such that
A ij = <  ^ ^ (3.24)
0 otherwise
and so
v '" ')  =  AV (3.25)
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where is of size k x m  and holds only the rows of V  selected in A.
One can also prune the set of images. For example when it is known that certain annotations 
are not good enough, annotation of those particular images can be left to be done manually. 
In other words, based on some heuristic (we will discuss this in the next section), the poorly 
annotated images can be excluded from analysis, which is equivalent to filtering the columns of 
V. Mathematically this can be achieved by postmultiplication with column vectors that mark 
the columns to be extracted, very similar to the approach of feature selection above. This time, 
let the indices in A  mark the columns to be extracted from V  rather than the rows. Then
=  VA^ (3.26)
results in a matrix of size n x  k  that comprises the columns of V  selected in A.
3.5.2 Predicting the annotation error
Provided that the annotation method reveals some statistical measurements, (/?, reflecting in 
some sense the accuracy of annotation p, a prediction function, T{(p), could be trained to ac­
cept or reject new annotations. In this section we focus on regression methods for this predic­
tion, and regression forests specifically [12,13], as they provide a non-linear decision boundary, 
they are easy to train, and very robust to noise. In order to describe regression forests, however, 
we will first briefly review the theoiy of linear regression and regression trees.
Linear regression
Predicting scalar values yi from observations in n  variables x i  =  {xn,X i2 , X is , . . . ,  Xin) can 
be regarded as a least squares regression problem of the form
y  = X(3 + e
with data matrix X  = [x i,X 2 ,X 3 , . . . ,  Xm\, coefficients f3 = (j3i, 132,^3,..., ^n), and errors 
€ =  (ei, 62, 63, . . . ,  €m)- The solution minimises the sum of squared errors.
N  N
sse(0) =  Y ,iV i  -  x j p f  =  -  ÿ i f  (3.27)
2=1  2=1
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which is a convex problem, and thus can be solved very efficiently. The sum of squares, 
however, is also sensitive to outliers in the data. A variation, the Least Median of Squares [73], 
therefore minimises the median rather than the sum of squares. When the data is very noisy 
this may be a suitable alternative, although computation is much harder and thus slower. Also, 
both methods are still linear methods, in contrast with trees which can model non-linear spaces.
Regression trees
Regression trees extend the traditional least squares regression by structuring multiple regres­
sions in a tree-like graph. The regression tree splits a complex non-linear regression problem 
into a set of smaller problems which can be more easily handled by simpler models (e.g. linear 
ones). Based on the predicted value at each node a new measurement is passed on to either of 
the branches. Regression at a leaf node then provides the final predicted value.
A regression tree can be learnt, i.e., its structure and the partitioning thresholds at each node, 
by splitting a source set into smaller subsets based on some fitness criterion, and repeating this 
process for each derived subset in a recursive manner. To evaluate a candidate split, the fitness 
function is computed for each of its subsets and then summed. The partitioning (or “growing”) 
stops when no further split can improve on the node’s own value.
As each node in the regression tree performs a simple linear regression, a sensible fitness 
function is the sum of squared errors as defined in Eq. 3.27. A quick example follows;
Suppose node i has regression parameters j3i, so it predicts with error sse{(3i) =
\Vi -  ÿ iP  (with the subscript i here referring to the subset of data arriving at node i ) .  A  
threshold, 9{, on the prediction y^ is said to split the data into two smaller subsets, X i  -4 
X i j , X i ^ ,  such that Xj.(3i < 6i and > 6i. The gain from this split, I{6i), can be
computed from the errors in both subsets compared to the error before the split:
I{Bi) = sssi -  {ssci- 4- J  =  \yi -  ÿi\ -  {\yi. -  ÿ i. | -f \yi^ -  ÿ i^|) (3.28)
which is positive only if the summed error of the branches j  and k  is smaller than the initial 
error at i. 6i Is chosen to maximise the gain; if it is positive the node is split, otherwise it is 
marked as a leaf node.
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Regression forests
Building on the regression trees, random forests [13] are an ensemble method to improve pre­
dictive accuracy. The idea is to generate a lot of trees bootstrapped based on random samples 
of variables. This leads to de-correlation between the individual tree predictions [27]. The for­
est’s prediction of the outcome of a new case is then performed by averaging the results across 
all of the trees, which in turn leads to improved generalisation. Forest randomness also helps 
to achieve high robustness with respect to noisy data.
A popular method to add randomness in the trees is to randomly sample the training data set 
for each tree separately. This is called bootstrap aggregating, or bagging for short [12]. While 
drawing with replacement, the method selects for the training of each tree separately m  out of 
m samples. This omits on average approximately 37% of the data.
Another approach is to randomly select the variables that are considered in each node of a 
tree [44]. An added benefit of this approach is that the full training set can be used for all trees, 
but combinations of both methods are also possible.
In summary, suppose the f-th tree out of T  trees in the forest (trained on m  samples randomly 
selected with replacement, and with a linear regression on Z <  n  randomly selected variables 
in each node) predicts value ÿt = Tt{x) then the forest predicted value is
1 J .
y  = f Y , ' ^ t { x )  (3.29)
t=l
Because each tree was grown on a random subset of the data, the left-out, or out-of-bag, sam­
ples can be used to estimate the regression accuracy. For each observation we estimate the 
out-of-bag prediction by averaging over the predictions from all trees for which this observa­
tion was omitted. By comparing the out-of-bag predicted responses against the true responses 
for all observations used for training, we obtain an unbiased estimate of the true ensemble error. 
This is useful in determining a suitable value for T , i.e., the number of trees to grow.
3.5.3 The effect of annotation errors
In order to find a suitable threshold for accepting or rejecting automatic annotations, this section 
quantifies the effect that annotation errors have on the registered image.
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Figure 3.10; Out-of-bag prediction error. A regression forest is trained to predict the accuracy 
of ICS+ASM annotations. The figure plots the out-of-bag prediction error (vertical) against the 
forest (horizontal). Beyond T =  50 trees the error is relatively stable.
A statistical measure for the strength of the association between two variables is the correlation. 
When, rather than evaluating the observed values directly, instead the ranks of the values are 
compared, the measure of correlation is the Spearman rank correlation [81], which is defined 
as
(3.30)
N ( N 2  +  1)
Here d is the difference in rank of corresponding values, e.g. the rank of image z in PC 1 
computed using ICS annotations for registration minus its rank computed using ground truth 
annotations. It thus allows us to evaluate how annotation errors influence the shape analysis 
(described above). In particular we compare the ranks of data in PCA space, i.e., the positions 
of the elements in each column h e H  (see Eq. 2.7) obtained from different annotation methods 
against those obtained from the ground truth.
We evaluate on the whole face (face) and on four different local regions: the 14 points used for 
annotating (registration 14), the vertical and horizontal nose profile (nosev and noseh), and 
the jaw line (jawh).
Regression forests [12,13] are trained to predict annotation accuracy from the configuration
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and shape energies reported by ASM (plus the number of iterations required for convergence). 
From inspection of the out-of-bag training error, we select T  =  50 trees to be grown (see 
Fig. 3.10). The forest predictions are then used to prune the poorest annotations. In steps of 
10% we prune up to 90% of the samples.
Figure 3.11 shows that although we come close, no automatic method is currently capable 
of outperforming a single human annotator. Of the automatic methods, however, ICS-ASM 
clearly outperforms the ICP and AAM based methods.
It is worth noting that actual correlation values for automatic annotation differ significantly 
between features and per principal component. If we are to automate annotation, it means 
we will have to test whether the expected correlation is sufficiently high. Nevertheless, as the 
figure illustrates, pruning has an overall positive effect in nearly all cases.
If we needed a rank correlation of at least 0.75 for at least 50% of the data, then using ICP we 
could keep only two of the 25 components shown in Fig. 3.11, being registration# PC 1 and 
jawh PC 1. Using AAM we could additionally keep PC 3 of jawh. Using ICS, we can actually 
keep 15 components (all registration#, PC 1 of the full face, PC 3 and 4 of nosev, all but 
PC 4 of nosewingsh, and PC 1,3, and 5 of jawh).
3.6 Conclusions
Fine-grained mensuration and shape analysis of faces in 3D have been studied. In particular 
we have traced how errors at the very start of this process —locating an initial set of fiducial 
points in each 3D scan— affects shape analysis at the end. Two primary factors that we have 
shown to control the overall performance are the landmarking strategy, and the possibility of 
keeping the data clean by discarding poor annotations. Being able to adjust those factors thus 
allows one to control the accuracy of shape analysis.
Evaluation of automatic landmarking strategies in Sec. 3.4.1 has shown, interestingly, that the 
non-rigid adjustment of landmarks to more accurately match the target face is better delayed 
until after its basic position and orientation have been determined. A rigid transformation 
obviously does not give good results on its own, however, it keeps the maximum error low. 
In other words, although the landmarks are not in the correct position, they are all close to
50 Chapter 3. Initialisation o f the Registration o f Faces in 3D
P C 1 PC 2 PC  3 PC 4
n n a  nO.ff
0.6
0.2
T
0.2
t  0.4: H
 y  u  □ □ n n n-Fi
0 .6)
Ï  ®0.4
0.2
0 .8 t
•I 0.6
0.4
0.2
100
pruned (%)pruned (%)pruned  (%)pruned  (%)pruned  (%)
icsasm  -  ^  -  m anualD 
-  m anualFicpasm  - A  -  m anualC
Figure 3.11: The effect of different annotation methods. Each plot shows the rank corre­
lation r' between features computed using automatic annotation and those features computed 
from the ground truth. They are evaluated over different percentiles of the data based on the 
predicted annotation accuracy (Eq. 3.29 applied to the ASM statistics). Rows define local 
shapes, columns define principal components.
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it. Non-rigid deformation affords a refinement converging to the proper positions. In contrast, 
allowing deformation at the start can cause some landmarks to drift off, and limits the effect of 
refinement.
An interesting point to note here is that the type of error made by people is more similar to 
having an outlier among mostly correct landmarks. The loverlap between human and automatic 
annotation performance in Fig. 3.7 leads us to believe that a hybrid approach, combining both 
automatic and human annotations, could give the best performance. Although in this work we 
did not specifically test that, we did experiment with selecting a high precision subset of the 
automatic annotations.
The extent to which shape features, computed under annotation error, correlate to those estab­
lished on ground truth data varies. This means that the approach cannot blindly be applied to 
other parts of the face. However, pruning has a significant positive effect and overall increases 
the correlation, in some cases above 0 .9 .
Concluding, we have presented a novel algorithm for estimating the position and orientation of 
faces in 3D scans. We have demonstrated its accuracy in registering to a set of landmarks, and 
compared it to other landmark annotation strategies. Despite manual annotation being more 
accurate, we have managed to narrow this gap significantly. Also noteworthy is that manual 
annotation is not perfect either. The manual annotation results were primarily included to get a 
feel of how the accuracies of automatic and manual methods compare.
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Chapter 4
3D facial morphology based on 
correlation and on non-negative 
factorisation
The variety of people’s faces is likely to be as large as the world population. Despite the 
apparent uniqueness of faces, the description of a face usually includes features that apply to 
smaller groups of people, like apple cheeks, dimple chin, hooked nose, et cetera. Such traits 
also seem to extend along blood lines. Phrases along the lines of “You have your father’s eyes” 
are not infrequently heard. So it seems natural to describe faces in terms of their parts.
This is also demonstrated in experiments such as the Thatcher illusion [87] where the effect 
of alterations of parts of a face on the appearance as a whole go unnoticed until the face is 
shown in an upright position. In a more recent study [43] differences in response times to the 
perception of alterations of faces appearing either behind or in front of a set of stripes have 
been used to demonstrate the perception of upright faces in parts too.
From a genetics point of view, it is well understood that the parts of the genome being expressed 
in cells differ depending on where in our body they are situated. We might reason then, that 
a relatively small part of the body will be under influence of relatively few genes (ignoring 
other factors such as environment) and conversely, that holistic appearance patterns are more 
likely to be an accumulation of many factors. When we attempt to find associations between
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genotype and phenotype therefore, the reduction from wholes to parts is not only a matter of 
perception, but also a method to reduce the number of interacting variables and in particular to 
reduce spurious correlations.
Traditionally, morphometric studies would take a small number of measurements, such as dis­
tance between the eyes, length of the nose, and ratio of height/width of the face, and test 
each attribute individually against a selected set of genetic markers. Developments in genetics, 
however, have led to methods like genome-wide association studies (GWAS) that test for as­
sociation across extremely large portions of the DNA [51]. Similarly in computer vision, 3D 
photography, and the development of proper dense registration methods, have led to the accu­
rate measurement of thousands of points on every face [1,9,84]. Simply measuring correlations 
between genetic material and faces in these high dimensional spaces is bound to lead to false 
positives: the probability of finding a pair with strong correlation is extremely high due to the 
multiplicity of tests.
Perhaps the most common method for dimensionality reduction is principal components anal­
ysis (PCA). The linear combination of individual variables into components that maximally 
preserve the variance of the data is provably the most efficient (linear) method for dimension­
ality reduction. Given the number of extracted components, any other linear method has a 
greater loss of information and so reconstruction from the compressed data would be less accu­
rate. Unless individual parts of the face are linearly independent however, the encoding itself 
is again holistic in the sense that every component describes shape variations across the entire 
face — the so called eigenfaces.
Notwithstanding the appropriateness of PCA to describe shape variation, a different method 
will be needed to describe how the facial surface is subdivided into parts. In this chapter we 
study different approaches to focus shape analysis on parts of the face. In each approach, the 
definitions of parts are related to the covariance structure between the unitary elements of 3D 
surfaces (the vertices), while at the same time aiming to reduce spurious correlations.
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4.1 Background
When subdividing a shape into segments, we wish to cluster points on the surface according to 
some measure of similarity. The choice of similarity function is key in the definition of parts. 
We can divide the similarity functions in two, or maybe three, classes. The first “class” is by 
manual definition. Although this is not really a similarity function it is worth mentioning here 
because most literature dealing with parts of faces defines the parts manually [9,31,47,60,66, 
70,72]. For recognition it can be advantageous to select regions that are invariant to expression 
(exclude the mouth and jaw for example) and rotation (by separating the left and right half of 
the face).
The second class of similarity functions is based on the local curvature or smoothness of the 
shape. These are very common among free-form images of many different object categories 
such as the benchmark provided in [19]. For example, in [39,45,79] a similarity function 
is defined based on the angle between neighbouring triangles. The boundaries of segments 
are subsequently found using Graph Cuts [11]. In [30,46,91] the surface curvature is used 
to define similarity between vertices, and rather than finding cuts these methods are based on 
region growing to define the segments directly.
The last class of similarity functions is based on the statistics of shape over a larger set of 
images. The measurement of shape statistics requires a reference shape, such as an average 
face shape, for registration. The reference shape defines a fixed set of vertices, hence the 
data set can be written in matrix form. This representation lends itself well for statistical 
similarity measures that compare all vertices jointly, leading to 3D models of shape variation 
[9,29,31,69,82]. Nevertheless, of all methods only [29] learns apart-based decomposition of 
the face. All other face models are either holistic or the parts are imposed by manual selection.
In [29] a method is presented to learn from a collection of face images a segmentation into 
possibly overlapping parts. The method revolves around reconstructing the shape of test images 
from the shape variation measured in training images. The reconstruction error is then used to 
update the definition of the parts. This creates an iterative approach in which in turns the 
reconstruction is estimated (with samples randomly assigned to train and test groups) and the 
parts definition is updated. Sparsity is induced by forcing negative elements in the coefficients 
of parts to be zero. Due to its iterative nature, an initial segmentation has to be provided. It is
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Figure 4.1: Overview of the chapter.
unclear however, how the initial segmentation affects the end result. In contrast, the method 
presented below (Sec. 4.4) learns parts from wholes without initialisation, which implies that 
those parts are an intrinsic property of face shape.
4.2 Overview
In this chapter we investigate the decomposition of face shapes into parts by two different 
methods, shown as two different pathways in Fig. 4.1. The first method is of a more manual 
nature where we manually define a small group of vertices to be extracted from salient re­
gions of the face. The vertices are selected to form a curve on the facial surface. This linear 
structure, in which every vertex has precisely two neighbours, simplifies the visualisation of 
groups of strongly correlating vertices by visualisation of the covariance matrix, facilitating in 
our understanding of how parts are embedded in whole shapes. With the ordering of variables 
reflecting the ordering of the vertices, blocks of strong positive correlation along the diagonal 
are observed and used to partition the profile in even smaller and more coherent parts. This 
approach is described in Sec. 4.3.
Although the approach of manual observation of block-diagonality is a useful tool to under­
stand the relationship between close by and more distant vertices, it is limited to the analysis of 
linear structures. In Sec. 4.4 we explore an automatic approach to learn coherent facial features 
on the whole facial surface. Variance between vertices is analysed using non-negative matrix 
factorisation (NMF). The coefficients in the basis vectors obtained from NMF have been shown
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to group into spatially coherent parts [55]. The basis vectors can then be used to define a seg­
mentation of the surface by assigning the vertex to that component for which it receives the 
highest weight. However, as NMF requires a non-negative data matrix, we first need to find a 
positive encoding of the facial surface. This is presented in Sec. 4.4.1.
In summary, we show two approaches to reveal latent, locally coherent, structures in the space 
of 3D face shapes: one manually defined, aided by visual analysis of the data covariance struc­
ture, and the other determined by an unsupervised learning method, NMF.
4.3 Feature selection: Parts as line segments
In this section we examine a small facial feature, the nose profile. This feature is chosen for 
many reasons. For one, it is a part of the face where shape is most directly controlled by 
bone and cartilage structure rather than fat tissue. The shape is therefore expected to be less 
affected by environmental factors. Additionally there are a few well-known nose types, like the 
retroussé (upturned) and the Roman (protruded) nose which, if analysis revealed such shapes, 
would be a good indicator for our approach.
Mathematically, a convenient property of the nose profile is its linearity because this leads to an 
easily interpreted covariance matrix. Along the profile every point has exactly two neighbours 
(previous and next). If we keep this order of variables in the columns (and thus rows) of the 
covariance matrix, a part-based decomposition would automatically reveal itself as a block 
diagonal pattern.
Each block groups variables (vertices) that are mutually highly correlated but that correlate 
less with other variables. This means that individual groups of variables can be described in 
fewer terms (hidden variables). When the grouped vertices are spatially coherent they can 
be described as “parts”. A part, being physically smaller than the whole, is expected to be 
genetically expressed by fewer genes and therefore the data describing its shape is expected to 
not be normally distributed L
‘a  single-nucleotide polymorphism (SNP) defines a binary distribution. However, following the central limit 
theorem, the sum of many (independent) binary distributions is normally distributed. Reducing the number of 
affecting factors we hope to partially undo this effect.
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In this section we first treat the profile as a whole. We perform principal components analysis 
on the whole shape and inspect the distribution of data in the first few components. Then, 
based on the covariance structure, we separate the profile into parts; the nose bridge, tip, and 
bottom, and perform PCA on each part separately. We confirm that the basis shapes of parts are 
indeed more often non-normally distributed, suggesting that the smaller features with stronger 
coherence between the vertices are indeed better candidates for genetic association than the 
holistic features.
4.3.1 A holistic analysis
Holistic latent factors of the variation in images can be obtained using principal component 
analysis. We adopt the notation set forth in Sec. 2.2, by which the matrix V  =  [vi, V2, V3, . . . ,  v,„] 
represents the shape of m  images, and V  =  W H  describes the decomposition of matrix V  into 
a set of basis vectors (latent factors), W , and feature space coordinates, H. In PCA specifically, 
the basis vectors are chosen such as to maximise the explained variance (see also Eq. 2.5).
The question is, if we suppose that the images as wholes are in fact composed of k  parts, would 
the basis vectors (in principle w i . . .  Wfc but also more generally any selection of k  basis vectors 
from W ) reflect those parts? If we interpret “composed o f ’ in a weak sense that variables 
within a component are more strongly correlated than the variables between components, then 
the answer is no. Maximisation of the variance in the projected data as a constraint leads to 
the inclusion of all original variables in each basis vector. Unless the variables happen to have 
exactly zero correlation — which never happens in practice — the concept of a signal (image) 
being built from parts is more or less defeated.
4.3.2 From wholes to parts
A better way to understand the correlation between components would be to analyse the parts 
and their relation separately. At the cost of a slightly increased estimation error, rather than 
incorporating the variance between different parts at the variable level we may first analyse the 
parts separately and only then measure the interdependence between them.
Feature selection is the process of selecting a subset of relevant features for use in model 
construction. In the case of data matrix V  this means picking a subset of the rows and removing
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the others. PCA analysis of the reduced matrix is similar to the holistic analysis in Eq. 2.5 but 
spurious correlations from unrelated variables are suppressed.
With denoting the submatrix of rows selected from V  for analysis of the j-th  part (1 < 
j  < k), the shape characteristics of this part can be learnt by substitution of for V  in Eq. 
2.5. This results in a locally variance maximising basis. Notice that, analogous to the difference 
between V  and this basis has fewer rows than W . However, it is not a submatrix — this 
is exactly the purpose of feature selection. In an effort to use consistent notation for all variables 
involved we will therefore use the notation V f  W f  and to describe the shape analysis of 
part j ,  where Each vector w  6  thus describes a locally characteristic shape
variation. Projection into a local feature space gives us
W  = ( V ^ f W ^  (4.1)
By definition of PCA, the feature variables or columns in are uncorrelated, but this is not 
necessarily so between different parts, i.e., there can be correlation between columns of H* and 
only if i ^  j .  In fact, the correlation between two variables of different parts explains a 
fundamental relationship between types of shapes.
Under the assumption that parts do not overlap, the analysis of parts from feature selection is 
equivalent to enforcing block diagonality on the covariance matrix before eigendecomposition. 
The eigenvectors will be orthogonal, but a projection of the original data onto this basis will 
not be decorrelated. That is to say, feature space variables from different parts may be corre­
lated, whereas variables from the same part certainly are not. By this approach however, care 
should be taken when matching eigenvectors to the appropriate parts because the ordering of 
eigenvectors is based on variance and not on parts.
43.3 The nose profile
The profile view of the nose line is a curved line on a plane. Following a face registration 
procedure, we sample it by selecting this subset of the vertices and taking their vertical and 
depth measures (ignoring the horizontal coordinate), drawn in Fig. 4.2b on the vertical and 
horizontal axis respectively. This results in two coordinates {yi, zi) per vertex over 58 vertices
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Figure 4.2; Nose profile correlation matrix. The left image visualises the correlation matrix 
for the vertical vertex positions (y) computed over all images in the data set. The right image 
visualises the correlation matrix of their depth coordinates (z). The correlation between y 
and z is much lower and not visualised here. The correlation matrices show a similar block 
diagonal pattern. Arrows relate the comers of these “correlation blocks” to the actual vertices 
on the nose profile. The marked points may be good cutting points to divide the nose profile in 
coherent parts.
in per face
V  =  [yi,Zi,y2,Z2, . .  . ,yn,Zr (43)
running from top (between the eyebrows) to bottom (near the upper lip). The shapes are nor­
malised by centering their point of gravity on the axis origin and scaling to unit variance.
The variation in nose shape is reflected in a high correlation between neighbouring points, and 
smaller correlation between more distant points. Moreover the correlation matrix reveals larger 
groups of strongly correlated points as blocks along the diagonal. Their boundaries relate to the 
physical anatomy of the nose, as for example the nose bridge and the tip of the nose as separate 
entities (see Fig. 4.2). Some off-diagonal blocks appear to show correlation patterns (although 
not as strong as the correlation directly around the diagonal) between the parts, which we will 
come back to in Sec. 4.3.6.
For the remainder of this section we will denote by V  the complete matrix of full faces (as 
throughout the thesis), by V® the matrix of nose profile vectors as described in Eq. 4.2, and 
by V^, V^, and the submatrices obtained by selecting the nose bridge, nose tip, and nose 
bottom respectively (see again Fig. 4.2). In matching notation the projected data is denoted by
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Figure 4.3: The Lilliefors test for normality. The blue line shows the empirical cumulative 
distribution function of a sample of 20 values drawn from a standard normal distribution. The 
black line shows the cumulative distribution function of the normal distribution with mean and 
variance estimated from the data. The Lilliefors test evaluates the statistical significance of the 
maximum discrepancy (marked in red) between the two. If this difference is significantly large, 
the test rejects the null hypothesis that the data is normally distributed.
H, H^, and respectively. Lastly, the individual column vectors in each matrix are
indexed in subscript, so for example =  [hj, h^, h | , . . . ,  h4 ].
4.3.4 Distribution of data in the feature space
In the analysis of nose features we are particularly interested in non-normal distributions of 
data, the idea being that as more genes are involved in the expression of face shape —following 
the central limit theorem— the distribution of data would tend to be more normally distributed. 
Conversely, the distribution of features expressed by a very small number of genes are ex­
pected to be “less mixed” and thus more representative of the discrete nature of genetic building 
blocks, i.e., the nucleotides, and hence non-normal. By looking for features in which the data 
is not normally distributed we hope to find good candidates for genotype-phenotype associa­
tion. In particular we hope to find that the size of extracted parts relates to the (non)normality 
of the data, invigorating the part-based approach. Many statistical tests for normality exist. 
Here we will use the Lilliefors test [57], which is based on the maximum discrepancy between 
the empirical distribution function and the cumulative distribution function (see Fig. 4.3). The
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difference between the two distributions is also basis for normal probability plots (as we will 
use later in Sec. 4.3.5), which plot the empirical values against the expected values under the 
estimated normal distribution. The Lilliefors test statistic should thus reflect the interpretation 
of those plots.
Next to the normality tests we carry out two more experiments, relating the shape types to 
external variables: gender and geographic origin.^ This data was provided by the subjects at 
the time of collecting the images. We encode gender as a vector g =  [pi,p2, 9m]^ where
the elements gi = I mark female samples and gi = —1 mark male samples. The correlation 
coefficient between this vector and the data in each shape type reflects how strongly the facial 
attribute is determined by gender.
The geographic origin is slightly more subtle. By empirical examination of the distribution of 
one particular nose type, h |,  we found a small hint of a bimodal distribution in people from 
specific British counties. In particular people from Cornwall, Devon and Norfolk show higher 
values in this variable than people from other areas. To test this, we take a similar approach to 
that of gender. We build a vector marking —1 for samples from those three specific counties 
and 1 for samples from all others. We then test for correlation.
After analysis of the individual parts, the joint distribution of data across different parts is ex­
amined. Here we are interested in for which kinds of shape, if any, the variations between dif­
ferent components occur jointly. So for example, would a bulbous nose tip often co-occur with 
a convex nose bridge? The correlation between features in different parts, corr(hf, h ^ ;  p ^  q, 
shows this. Also density plots are a good way to visualise the joint distribution of data in two 
variables.
4.3.5 Results
In the previous section we have described how the full nose profiles are encoded in matrix form 
as V®. Based on the block diagonal correlation structure in this matrix, we have split the nose 
profile further in three parts: the nose bridge (V^), tip (V^), and bottom (V^). On each matrix 
principal component analysis was used to reveal the primary modes of shape variation. As is
^We are not of the opinion that geographic location determines the genetics. A link between the analysed 
features and location is interesting because it may support the idea that appearance plays a role in mating preference.
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Part PC-1 PC-2 PC-3 PC-4 PC-5 PC-6 ... PC-12
Whole face 3D 0.40 0.57 0.67 0.74 0.79 0.82 ... 0.90
Nose 0.49 0.69 0.79 0.86 0.89 0.93
Nose bridge 0.56 0.77 0.90
Nose tip 0.86 0.93
Nose bottom 0.52 0.90
Table 4.1: Cumulative variance explained by the principal components.
Part PC-1 PC-2 PC-3 PC-4 PC-5 PC-6
Whole face 3D 0.33 0.29 >0.50 >0.50 > 0.50 0.007
Nose 0.11 0.033 0.003 0.017 0.17 >0.50
Nose bridge > 0.50 > 0.50 0.025
Nose tip 0.35 <0.001
Nose bottom < 0.001 < 0.001
Table 4.2: Lilliefors test p-values of projected data. Values below 0.05 successfully reject the 
hypothesis that the data is normally distributed (underlined).
common with PCA, we kept the first few components that together explain at least 90% of the 
variance (see Tbl. 4.1).
Based on this, the dimensionality of the feature space for full nose profiles is reduced to six, 
the nose bridge to three, and the nose tip and bottom each to two dimensions. For comparison 
we included the PCA projection of the full 3D face (consisting of 29,587 vertices, including 
the 58 used for the nose profile analysis) which was similarly reduced to twelve dimensions.
Next we test the projected data (each dimension separately) against normality using the Lil­
liefors test. The resulting p-value represents the probability of measuring the values in our data 
provided that it comes from a Normal distribution. Under 95% significance, p-values below 
0.05 are taken as proof of the data not being normally distributed. These are marked in Tbl. 4.2. 
We notice that holistic analysis of the face results in mostly normal distributions in the principal 
components. In contrast, smaller parts show more non-normal components. This demonstrates
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that feature selection is effective at suppressing spurious correlations and enables us to reveal 
patterns that appear to be of very local nature. These patterns would have been missed with a 
holistic analysis.
The non-normal components are subjected to further analysis in a series of normal probability 
plots (see Fig. 4.4). A normal probability plot compares the empirical distribution of the data 
to the theoretical normal distribution. The scales of the axes are chosen such that a perfect 
normal distribution would form a line. Deviation from the line is easily observed and provides 
a fine-grained detail of the particular distribution of the data.
Of particular interest is the distribution of data in h |  (Fig. 4.4c), which concentrates the data 
at both ends, away from the mean^. This may indicate a bimodal distribution. The type of 
shape variation described by the associated basis vector is shown in Fig. 4.5c. The feature 
describes a round downward pointed nose tip on one end of the scale, contrasted against a 
sharper and slightly upward pointed nose tip. The sharper nose tip shape also reveals a dip just 
above the tip of the nose, making the nose tip stand out from the nose bridge. At the other 
end of the distribution —the negative of the component— is a smooth round shape of nose tip. 
This feature will be used in the following section when we study the relations between different 
shape types.
4.3.6 Joint distribution of parts
After analysis of the individual shape parts and their types, we now regard the distribution 
between them. The correlation coefficient between two distributions may reveal dependence 
of both on a shared underlying variable. From a genetic view point this could for example 
be a gene affecting the whole shape or a gene affecting the expression of individual genes 
controlling separate parts. Table 4.3 shows the correlation between all the types of shape parts. 
Please note that the sign of the correlation coefficient is primarily of interest when examining 
the visualisation of parts to understand which shapes “go together”. For example, the negative 
correlation between the nose bridge and all other parts indicates the nose bridge PCA basis 
vectors have flipped.
^Although this behaviour is also seen in ha, it is much weaker and we didn’t find it to cluster as well with any 
of the other components.
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Figure 4.4: Normal probability plots of the data in the non-Gaussian components. The red
line marks the theoretical Gaussian distribution. A deviation from Gaussianity is characterised 
by the data deviating from this line. Most plots show a single increased concentration of data 
with below normal concentrations at the ends (seen in the horizontal deviation at the ends), 
except for the nose profile feature h§ and nose tip feature h^. These show projections of data 
away from the mean, hinting at a bimodal distribution.
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Figure 4.5: PCA spaces of the nose profile and its parts. Following the Eigenfaces approach 
[89], the inverse projection of W  allows us to visualise each of the basis functions. The mean 
is shown as a dotted line and the eigenvector as a solid line (+1 STD). The dashed line draws 
the negative of the eigenvector (-1 STD).
Bridge Tip Bottom
1 0 0 -0.21 -0.38 -0.18 -0.20
0 1 0 -0.06 -0.01 -0.08 -0.11
0 0 1 -0.05 -0.14 -0.10 -0.13
-0.21 -0.06 -0.05 1 0 0.07 0.19
-0.38 -0.01 -0.14 0 1 0.06 0.27
-0.18 -0.08 -0.10 0.07 0.06 1 0
-0.20 -0.11 -0.13 0.19 0.27 0 1
Table 4.3: Correlation between parts. Correlation within each of the three parts is the identity 
matrix because PCA bases are decorrelated. Of interest are the correlations between modes of 
different parts. The largest correlation is between the first nose bridge component and the 
second nose tip. The overall negative correlation with nose bridge components must be due to 
the axes being flipped (the direction of PCA basis vectors is not fixed).
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Figure 4.6: Joint distributions of nose bridge types with nose tip types.
The strongest correlation, in terms of magnitude (-0.38), is found between the first type of 
nose bridge and the second type of nose tip. In terms of phenotype that means a retroussé nose 
bridge often occurs together with a pointy upwards nose tip, and a Roman nose bridge (hook 
nose) often occurs with a more round and downwards pointed nose tip (see Fig. 4.5 for a visual 
reference of the shape modes).
Whereas the correlation coefficient provides a single measure for the dependence between two 
variables, more elaborate patterns may be revealed by the visualisation of the probability den­
sity function of the joint distribution. In particular we explore the joint distributions between 
pairs of non-Gaussian variables. Figure 4.6 shows the PDF of the second nose tip type with 
the third nose bridge type. The plot seems to confirm a bimodal distribution in h |.  We further 
tested combinations of different nose parts and found a particularly interesting joint distribution 
between hg and hg. . This is shown in Fig. 4.6b. The distribution of four clusters of differ­
ent sizes in a square-like shape may represent four phenotypes occurring across the population 
with different frequencies. Genetic testing is needed in order to confirm if this is an interaction 
of two alleles, or instead, mere coincidence. Other pairs of nose parts were also explored but 
did not show such distinct clusters.
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4.3.7 Discussion
In this section we studied the effect of feature selection on shape 3D shape analysis. We demon­
strated that selecting fewer —but locally coherent— groups of vertices is a useful technique 
to suppress spurious correlations. The contrast of the mostly normal distribution of data in 
holistic shape analysis with the more non-normal and sometimes bimodal distribution of data 
in part-based analyses demonstrates this muddling effect of spurious correlations in unrelated 
variables. That is, a holistic analysis may fail to reveal the non-Gaussianity when the number 
of variables is high.
Additionally, the analysis of subgroups of locally coherent vertices reveals more interesting 
hidden factors. Although a bimodal distribution of data is not proof of a genetic link at all, 
under the presumption that different parts of the face are expressed by different bits on the 
genome, a part-based shape analysis could add power when testing for genetic association.
The analytic procedure for the decomposition of a shape into coherent components as we de­
scribed in this section has been based on block diagonality of the correlation matrix. As the 
correlation between vertices within a block is relatively high compared to the correlation be­
tween vertices of different blocks, the block diagonal structure reveals underlying (hidden) 
factors of shape variation.
In case of the analysis of the nose profile, the ordering of variables (vertices) along the pro­
file is naturally such that neighbouring variables correlate strongly, and the block diagonal 
covariance structure is easily revealed. On a surface there is no such evident ordering as the 
vertex neighbourhood expands in two dimensions. Nevertheless, given that the vertices can be 
grouped based on hidden factors, these groups would reveal a block diagonal structure. In the 
next section we use matrix factorisation to learn a decomposition of the facial surface.
4.4 Feature extraction: Parts as matrix factors
In the previous section we have demonstrated how hidden variables can group vertices to­
gether to create a block diagonal covariance structure, and leads to a decomposition into parts. 
Whereas this decomposition has mostly been a manual process of selecting vertices and plotting
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the covariance structure, in this section we use non-negative matrix factorisation to automati­
cally learn the parts from wholes.
Compared to PGA, non-negative matrix factorisation (NMF) is also a factorisation of a matrix 
as a product of two matrices, V  =  W H , but the factorisation has different constraints. Where 
in PGA W  is chosen to maximise the variance, in NMF the only constraint is that none of the 
three matrices contain negative values (see also Sec. 2.2), which turns out to result in a sparse 
factorisation. That is, W  and H  are sparse.
An intuition for the sparsity of NMF factorisations is presented in Sec. 4.4.2, but an important 
observation on the block diagonal structure presented above has to be made here: the correla­
tion within each block is strictly positive.
This observation should indicate an analogy between the method presented in Sec. 4.3 and the 
non-negative matrix factorisation approach taken in this section. However, before describing 
NMF and its approximation in more detail in Sec. 4.4.2 and 4.4.3, we will first propose a 
transformation of the face shape space to a non-negative “vertex-reduced” shape space below.
4.4.1 Vertex-reduced face shape space
This section considers the distribution of each individual vertex across all images. The position 
of a vertex is expressed in the (x,y,z) coordinate system shared with all other vertices of the face. 
However, when we consider the spatial distribution of that one vertex across all images, we can, 
for this vertex, rotate the coordinate system to align with the directions of maximum variance. 
This has several advantages. The principal axis captures the most significant shape variation, 
and subsequent axes capture smaller variations. Also, this decorrelates the distribution of data 
along the axes which (generally) results in only one dimension receiving non-zero weights in 
NMF, making it easier to use the coefficients directly as weights on the vertices.
Adopting the notation of feature selection from Eq. 3.25, we can denote the extraction of the 
i-th vertex from all face shapes Here I  = (3i, 3z -f 1 ,3z -f 2) if the rows of V  are ordered 
by vertex, i.e., the ordering is such that the first three rows represent the Gartesian coordinates 
of the first vertex, x i, y i, and zi, the second three rows represent the coordinates of the second 
vertex, and so on. thus describes the coordinates of a specific point on the face across all
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aligned face images. Following our notation in the previous part of this chapter, we will write 
the shorthand V* to denote and use the same superscript on all derived variables.
The modes of variation of V* reveal the primary directions in which that small bit of the face 
varies. This can be computed by a principal components decomposition,
E 'W ' =  W 'A" (4.3)
where S* =  (V^)^V* is the 3 x 3 covariance matrix with eigenvectors W* (also 3 x 3 )  and 
eigenvalues A|, A|, A| along the diagonal of A* (see also Eq. 2.5 and 2.6). The eigenvectors 
correspond to directions in Euclidean space (the 3D space of images) and represent the ba­
sis directions of shape variation on a vertex level (independent on its neighbourhood). The 
eigenvalues represent the spread of the points along each axis, or more precisely their variance.
Due to being orthonormal the data can be projected into feature space as follows
H ' =  (W ')^ V ' (4.4)
where H* is of size 3 x m.
Figure 4.7 visualises the eigenvalues relative to their sum at each individual vertex. Interest­
ingly, the amount of variance in regions around the cheeks appears to differ very little between 
the first and second principal components.
For a linear system of the form A v  =  Av with two eigenvectors Vq V{> with equal eigen­
values Aa =  Afc, all vectors in the plane spanned by [vq, Vi>] are eigenvectors. In other words, 
a choice between any two such eigenvectors is arbitrary. Consequently we cannot reduce the 
vertex dimensionality further than to two dimensions (which were found to explain together 
around 85% of the variance).
After selecting from each H* the first d rows, i.e., (H")(i" 4  (left out from the following equa­
tion for legibility), the “vertex reduced face shape space” is subsequently formed by joining all 
individual vertex feature spaces
Y  =  [(H‘)^, , (H " f  (4.5)
An attentive reader may have noticed that the signs of basis vectors are not fixed. So, between 
two vertices the direction of the basis vectors may flip at will. This is important because it
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(a) PC 1 (b)PC2 (c)PC3
Figure 4.7: Amount of shape variation across faces. The three images together visualise A* 
for all vertices i in the face. From left to right the images correspond to the first, second and 
third eigenvalues. The grey scale ranges between 0 and 1 and is computed as A^  /  ^  A\ with 
j  — 1 . . .  3. The level of grey around the cheeks in the second image appearing brighter than in 
the first is an illusory effect: these values lie around 0.42 with the smallest difference between 
them 0.0045. (The perception of depth from shading is also an optical illusion by the way, as 
the tint solely reflects eigenvalues.)
means the sign of correlation coefficients in Y  cannot be interpreted. In view of non-negative 
matrix factorisation, where the sign of correlation between variables plays a fundamental role, 
we therefore take the absolute of the projected data. In this representation samples with small 
distance to the mean thus have low values in Y , whereas the extremes of the distribution have 
high values.
4.4.2 Non-negative matrix factorisation
Non-negative matrix factorisation, or NMF, has been shown to be a useful tool for the anal­
ysis of multivariate data. In particular the non-negativity constraint induces sparsity, causing 
selection of the variables into groups (not necessarily disjoint). In the field of text analysis 
this has led to the extraction of semantically meaningful concepts as weighted collections of 
words [55,71]. In the field of facial analysis it has shown to combine spatially nearby pixels or 
vertices into coherent regions or “parts” [55,64].
Formally, the non-negative factorisation of a matrix V  =  W H , of size (n x m) =  (n x
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k)(k X m),  can only be exact H k >  rank+ÇV), i.e., when k  is chosen greater than or equal to 
the positive rank of V, The determination of k  from V  is a whole separate branch of research 
however, and has been shown to be NP-hard [90]. In practice, k  is usually chosen much smaller, 
and so the factorisation is an approximation of the original data with a residual matrix that can 
contain both positive and negative elements:
U  =  V  -  W H  (4.6)
The residual matrix permits the definition of an error function to guide the estimation of W  
and H. Different error functions and estimation methods have been defined in literature. In 
Sec. 4.4.3 we describe the implementation that has been used in this work.
An intuition for the sparsity of NMF bases
In PCA the orthogonality constraint ensures that the maximum amount of variance is captured 
in the least number of basis vectors. For two orthogonal vectors a  and b  it holds that their dot 
product a  • b  =  aibi = 0. Consequently if either a  or b  is strictly positive, then the other 
must have negative elements. However, the definition of NMF disallows negative elements in 
the basis vectors, leaving two options: if we insist on the orthogonality then for any i, if >  0 
then hi must be zero. In this case sparsity is directly apparent. Also note that a  and b  are forced 
“out” to lie on the quadrant’s bounding surfaces.
The alternative option is that a  and b  are not orthogonal. This reduces sparsity of the basis 
vectors in exchange for sparsity of the data: As the basis vectors contract, forming a tighter 
hull around the data, the data coefficients in the projected space will be closer to zero. Notice 
that any data outside the convex cone is counted towards the error (see Fig. 4.8). Minimising 
the error thus involves finding a suitable balance between sparsity of the basis and sparsity of 
the data.
4.4.3 NMF approximation methods
To find an approximate factorisation, a cost function is defined to quantify the error in the 
approximation. Different cost functions have been proposed. In [55] and in [56] the squared
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Figure 4.8: Non-negative factors and sparsity. The two basis vectors a  and b  form a convex 
cone. Only data points within this cone can be exactly encoded by non-negative coefficients. 
For point P, lying outside the convex cone, the non-negative encoding necessarily incurs an 
error which will be proportional to its distance to a  measured in the direction of b  (although 
different error functions can be defined). Updating the basis by rotating a  towards P  increases 
sparsity in both (in a continuous sense), until they coincide. Rotating a  even further increases 
its sparsity, but at the same time increases the coefficient of P  on b, and thus reduces sparsity 
of the projected data.
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Frobenius norm, which minimises the conventional least squares error
||V  -  W H #  =  ^ ( V y  -  (W H )y)2 (4.7)
ij
is proposed alongside a divergence measure that reduces to the Kullback-Leibler divergence 
when elements in V  and in W H  sum to one, i.e., V ij  = 1 and ^ - ( W H ) i j  =  1.
£>(V||W H) =  ' £  -  V y  +  (W H )y^  (4.8)
Both functions have an absolute minimum of zero which is reached if and only if V  =  W H , 
although it should be noted that finding this solution, if it exists, is NP-complete [3,90].
So for approximating algorithms, different choices of cost functions lead to different solutions. 
In particular it has been shown that NMF obtained by using the cost function in Eq. 4.7 is in 
fact equivalent to a relaxed form of A:-means clustering [95], and using the Kullback-Leibler 
divergence as in 4.8 NMF relates to Probabilistic Latent Semantic Indexing [35]. This last 
relationship might be interesting to explore as hierarchical models have been proposed for 
PLSA [36], as well as methods for estimating the number of factors [62]. On the other hand, 
NMF based on the Frobenius norm has been extended using the kernel trick to model nonlinear 
relationships [2,14,68].
Regardless of the choice of error measure, as we demonstrated in the previous section, NMF 
will introduce sparsity in the basis vectors W  as well as in the coefficients H. Therefore, NMF 
can be regarded as a specific instance of dictionary learning. Building on the metaphor of a 
dictionary, we can interpret the learnt dictionary as a collection of terms (basis vectors) with 
the property that each term is defined using only a small set of the total lexicon (variables). 
In contrast with traditional dictionaries however, where the aim is to explicitly define as many 
terms as one can think of (leading to large dictionaries, such as the Oxford English Dictionary), 
the problem in dictionary learning is to find a small set of terms such that all other terms 
(in particular the training data) can be accurately described using combinations of those. In 
technical terms, approximations of many vectors (the training set) as linear combinations of 
the basis vectors should be as good as possible given a sparseness criterion on the coefficients, 
thus allowing only a small number of non-zero coefficients for each approximation.
In [63,64] an algorithm is presented for dictionary learning on online data, or very large data 
sets that can be sampled to simulate a stochastic distribution. Another advantage of the stochas­
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tic approach is that the algorithm can efficiently run in parallel and is very fast. Since this 
method was used in our work we will explain it in a little more detail, trying to match the 
variable names to the ones used here.
The algorithm runs iteratively, and at each iteration, t, draws with replacement a sample from 
V  (treated as a distribution). Given dictionary W* =  [w j ,w |,w j , . . . , w ^ , the coefficients 
for image are estimated by minimising Eq. 4.7. Initialisation of the dictionary, W®, is 
chosen randomly. The algorithm aggregates two statistics from previous steps that are together 
sufficient to iteratively improve the dictionary.
i = i
i= i
A* is the sum of outer products (or tensor products) of the coefficients up until time t, and 
can be interpreted as a covariance structure for the variables in h, and thus, indirectly as a 
measure of similarity between different columns of W  (dictionary terms). is the sum of 
outer products of the drawn vectors with their estimated coefficients and can be interpreted as 
measuring the association of specific variables in the data (rows in V) to those terms. After 
and have been updated, the dictionary, lY* =  [w j,. . . ,  w ^ , is updated for each column 
separately:
In Eq. 4.9, forms a weighted sum of the terms similar to term z, whereas b | de­
scribes the weighted sum of samples that have been assigned to the z-th term. In a sense, 
they describe the same basis vector but from two different perspectives: is generated
from the model, whereas b | is more empirical, derived from the data directly. The difference 
therefore provides a good direction in which to update the actual Equation 4.10 simply 
projects the basis vectors onto the ^2-ball. For proof of convergence, the reader is referred to 
the original paper [64].
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Convergence of the approximation
Although convergence for the above NMF algorithm has been proven [64], the space is not 
convex and the optimisation may arrive at a local minimum. Furthermore, it is difficult to deter­
mine when the process has converged sufficiently well. An often-used approach is a threshold 
on the difference between consecutive iterations. When the changes no longer exceed a pre­
specified convergence rate the training is terminated. However, the choice for such a threshold 
is hard to define. With stochastic sampling however, we can take a sUghtly different route.
Due to the randomness in sampling, any two parallel training rounds (with the same parameters 
and the same initialisation of variables) are expected to give different outcomes. Assuming the 
different training instances approach the same optimum though, their difference will decrease 
as the individual estimates converge. Training many dictionaries in parallel, we can actually 
interpret a “term” not as a single vector, but rather as a distribution of vectors from the indi­
vidual dictionaries centred around a mean. By increasing the number of training rounds the 
dictionaries converge to a shared optimum and for each such term (as distribution) the variance 
decreases.
If the problem space is not convex however, we may end up in a situation where the variances 
no longer decrease unless we accept that there are more than the initial k terms. Therefore, 
comparing many dictionaries can be seen as clustering with an unknown number of clusters. 
Nevertheless, the expected number of clusters is known: k. And having fewer than k clusters 
makes no sense given the nature of matrix factorisation, as it would require us to accept that 
two vectors from the same basis match each other — or, in the dictionary terminology, would 
imply “synonyms”. The argument can be extended to drive the selection of components: start 
with k  and increase the number of clusters until no cluster contains two vectors from the same 
dictionary. This is easily implemented with hierarchical clustering [28].
The cluster tree is computed on the joint space of all dictionaries, W  =  U U . . .  U 
W^. Similarity between pairs of vectors is computed as the cosine similarity d{x, y) = \ — 
V which equals one minus the cosine of the included angle between two vectors and
y/ {x^x){y^y)
is a sensible choice for data lying on the ^2-ball. Empirically we have found complete linkage, 
where the distance between clusters to be merged is taken as the maximum distance between 
any two of its members, to give the most informative clustering.
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Figure 4.9: Measuring NMF convergence from parallel runs. Each dendrogram visualises 
the distance between basis vectors from 500 separately trained NMF dictionaries of A: =  10 
components. Each dictionary was trained on slightly different data by holding out random (but 
different) samples.
The dotted horizontal line in each plot shows the threshold which, if samples with a distance 
below it are clustered, would lead to exactly ten clusters. However, by the exclusion of “syn­
onyms”, no cluster can hold more than one member from each individual dictionary. By low­
ering the threshold clusters break apart into smaller ones until at some point every remaining 
cluster adheres to the exclusion condition. This leads to the division into 49 clusters after 100 
training rounds, 26 clusters after 200 training rounds, 14 clusters after 400 training rounds, 
and 11 clusters after 800 training rounds respectively. This threshold is marked with a solid 
horizontal line.
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Figure 4.9 shows dendrograms obtained from running 500 independently trained NMF dictio­
naries, evaluated at 100, 200, 400, and 800 training rounds. Convergence is clear from the 
decreasing number of clusters. The height of a cluster measures the largest distance between 
two of its members, so lower clusters are more compact. The size of a cluster measures the 
number of dictionaries sharing that term and thus provides confidence about its reproducibil­
ity. Outliers on the other hand —single basis vectors not assigned to a cluster— may need 
more training rounds. When the number of clusters equals the number of components in each 
dictionary, convergence is complete and we can stop training.
Cross-validation
Because usually only a finite number of samples is available, the stochastic sampling primarily 
influences the order and relative number of times individual samples are used for training. In a 
setup with multiple independent NMF runs we can additionally hold out a few samples so each 
NMF run is actually trained on slightly different data. The result is a fairer (but harsher) evalu­
ation of the convergence described above, and at the same time permits an unbiased evaluation 
of the solution on the remaining data.
4.4.4 NMF for partitioning
The sparsity in the NMF basis vectors leads naturally to a part-based representation. Factori­
sation is performed on the vertex-reduced face shape data, Y , as defined in Eq. 4.5, instead of 
the raw data V . In Fig. 4.10 a few components (columns of W ) are visualised and compared 
to the basis vectors obtained from PCA. Components obtained using NMF are indeed sparser 
(there are virtually no zeros in PCA components). Moreover, the nonzero elements appear to 
form local patches.
Despite the sparsity some coefficients may be close to, but larger than zero. In an effort to 
reduce computational complexity for measuring shape variation, these elements can be set to 
zero with minimal loss of precision. For the sake of simplicity we will assume for now that 
each vertex is encoded by only one variable. We will extend this to more than one variable per 
vertex below.
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Figure 4.10: NMF and PCA basis vectors. We visualise a few basis vectors Wj by colouring 
the vertices. Multiple variables per vertex (see Sec. 4.4.1) are represented by different channels 
in the RGB colour space, here red for the first and blue for the second variable. White represents 
zeroes. The dictionary was trained for A: =  35 components. For PCA we visualise (from left to 
right) component 2, 7, and 19.
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To suppress the lowest weights from the basis vectors, one approach is to define a threshold 
6 on the values in W , but the choice for this parameter would be arbitrary and it may lead to 
the exclusion of some vertices entirely. Instead, we may assign each vertex to one of the k 
components, by selecting the basis vector for which it has maximum weight.
Wij ifWij =  maxj Wu
 ^  ^ (4.11)
0 otherwise
The result is a complete partitioning of the facial surface in disjoint parts. Using absolute 
signs to select the component with greatest magnitude permits application of this selection of 
components per variable to any set of basis vectors. Figure 4.11 shows the result for NMF and 
for PCA. Again, we see that NMF leads to a more natural partitioning of the face.
We will now extend this to multiple variables per vertex. As described in Sec. 4.4.1 the vertex 
space can be reduced to one or two dimensions, or kept at three. In each case the axes are 
orthogonal and therefore measure shape variance in linearly independent directions. However, 
between neighbouring vertices the orientation of bases is expected to differ slightly, especially 
on curved parts of the surface, and is not independent. It is not uncommon to find the correlation 
between the first PC in one vertex and the second PC in a neighbouring vertex to exceed that 
between both first PCs. Allowing more variables per vertex enables us to extend the otherwise 
hard boundaries between parts to overlapping parts.
Formally, for n  vertices this means that Y  (Eq. 4.5), and thus W , have dn rows, 1 <  d < 3. 
Since Eq. 4.11 assigns each row to one component (column), a vertex can be assigned to d 
different components. Finding a vertex assigned to the same component multiple times is 
possible but rare, due to the decorrelation of the d basis vectors at each vertex. This explains 
the relative lack of purple colouration (a mix of blue and red) in Fig. 4.10. If it is desirable that 
each part assigns one weight per vertex, instead of d, one can simply take the maximum.
4.5 Conclusions
Based on the covariances between vertices on a model of 3D face shape, we have used methods 
of statistical shape analysis to reveal latent factors behind our physical appearance. One thing
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Figure 4.11: Face partitioning from NMF basis vectors. We visualise three independent 
training sessions on slightly different data (rows). From left to right the columns are taken at 
100, 200, and 400 training rounds. Within each row, different colours represent different basis 
vectors. Vertices are coloured depending on which basis vector they have maximum weight 
for (see Eq. 4.11). Notice how in the first row segments around the chin, as well as the eyes, 
change, in the second row predominantly the eye regions, and in the third row only the chin a 
little bit. Overall, all sessions converge to a very similar partitioning.
The dark blue surrounding was excluded from learning parts because the vertex positions could 
not be established reliably (we will discuss this in greater detail in the next chapter).
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we have demonstrated, certainly not surprising, is that the covariance between neighbouring 
points is very high. But also, there are inflection points in which the correlation is small, and 
within a distance of two or three vertices the correlation changes sign. Over longer ranges of 
vertices these structures appear to form a pattern of block diagonality in the correlation matrix, 
revealing locally coherent groups of vertices.
However insightful this method of analysis is on the small-scale structure of manually selected 
line segments, it is not suited for decomposition of the whole face. To that purpose we have 
used non-negative matrix factorisation. In contrast to the principal component analysis (a de­
composition method that produces holistic basis vectors), NMF results in sparser basis vectors 
that group strongly correlating vertices. As it turns out, again, the strongest correlation is found 
among local groups of vertices. Consequently, the basis vectors obtained can be used to define 
a statistical (rather than manual) decomposition of the face into parts.
An open question remains however, as to what the correct number of parts is. Logically, more 
parts means smaller parts and vice versa, but further experiments are needed to find a proper 
criterion for the evaluation. Quite possibly there is not just one right number of parts, arguing 
for a hierarchical approach involving an increasing numbers of parts.
Chapter 5
Face shape analysis, from parts to 
DNA
In this chapter we analyse the makeup of face shape from parts, with the aim of finding inter­
esting candidate features for subsequent genetic association studies. A key element in this is 
the estimation of heritability from samples of twins, which we will discuss below. The shape 
variation in each part is representative of a set of phenotypic traits, which can be studied to 
select features that are most likely heritable. From their joint distribution we can learn then 
which features often co-occur and understand the relationships between different parts of the 
face. These analyses are, however, dependent on parameter values set in earlier stages of the 
process. A summary of the whole process, from image annotation to shape variation of parts, 
is presented in Fig. 5.1.
The first stage, after collecting 3D photographs, is to annotate the images for registration to 
the face model. Annotation has been discussed in great detail in Ch. 3. However, in selecting 
the number of landmarks we followed the recommendations found in the literature. Little 
research is available on the number of landmarks needed for 3D registration. It turns out this 
number has a major influence on the measured face shape, and as such affects the subsequent 
shape analyses. In view of this gap in the literature, we first address the choice of number of 
landmarks in Sec. 5.2 and evaluate precisely how it affects our measurements.
The second stage in the 3D face shape analysis, is the establishment of parts from the whole.
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Figure 5.1: Parameters controlling a part-based face representation in the process from 
annotation to shape analysis. Four key stages of the data are identified: The raw images, the 
registered images, parts (as groupings of vertices), shape variation within parts. The main 
parameters controlling the transition processes are identified and discussed in this chapter.
The methodology for this, based on non-negative matrix factorisation of a suitably chosen posi­
tive representation of the data, was presented in the last chapter. The approach is unsupervised, 
in the sense that no ground truth or other exemplar segmentation is provided: the parts are an 
intrinsic property of the variation in whole faces. The number of components (parts) however, 
is a parameter. One could choose the number, k, such that the factorisation V  =  W H  is exact, 
i.e., the non-negative rank of V. Apart from the fact that its determination is NP-hard [90], it is 
also likely to be too high (at least provably higher than the “normal” rank). An approximation 
with fewer components is often preferable and more appropriate in the context of an applica­
tion. In Sec. 5.3 we experiment with different numbers of parts, analysing the differences and 
similarities in the results obtained.
Statistical analysis of the distribution of shapes requires the shapes to be first aligned or su­
perimposed. Procrustes superimposition optimally rotates, translates, and uniformly scales one 
shape onto the other such that the norm of their pointwise distances, also called the Procrustes 
distance, is minimised. The Procrustes superimposition thus separates the transformation pa­
rameters from the “pure” shape component. Our analysis of shape will mainly be concerned 
with this pure shape component, with the understanding that aspects like width of the face.
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which might be a heritable phenotypic trait, act more globally on all parts and should therefore 
be abstracted in the analysis of individual parts.
Based on the results from the first two sections, and with a good evaluation of individual shape 
features, we then explore their joint space. In particular we evaluate combinations of parts 
to see if they form larger compound parts that also exhibit high levels of heritability. This is 
presented in Sec. 5.4.
Heritability
The premise that face shape analysis can be used to visualise and study characteristic pheno­
typic features across a population on its own is insufficient to confirm whether these features 
have a genetic basis. In biology and genetics, a key tool in determining the importance of ge­
netic influences on traits are twin studies. Identical twins, or monozygous (MZ) twins, share 
nearly 100% of their genes, which means that any differences between them must be from dif­
ferent experiences, i.e., environmental factors. Dizygous (DZ) twins on the other hand, share 
about 50% of their genes. Thus twins form a source for the measurement of the degree of 
genetic heritability.
For a continuously varying phenotypic character, such as the 3D shape variation in faces, the 
determination of heritability is based on a comparison of the variance of the differences be­
tween monozygous twin pairs, Vmz-> the differences between dizygous twin pairs, V d z  
[16]. Under the assumption that the effect of environmental influences on MZ and DZ pairs 
is equivalent, and that there are no gene-environment interactions, then V m z  estimates the 
amount of variation in V d z  due to environmental factors. Hence, a measure of heritability can 
be defined as:
H  =  (5.1)
VDZ
Because the variance in MZ twins will always be smaller than or equal to that in DZ twins (see 
also Fig. 5.2), the value for H  ranges from 0 —no heritable effect, all difference is attributed 
to environmental factors— to 1 —completely genetically determined. It should be understood, 
however, that this is a rather simplistic estimate and more elaborate measures exist. Neverthe­
less, as far as the error is concerned the estimate will be an underestimate [16]. The actual
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Figure 5.2: Distribution of pairwise differences in MZ and DZ twins. We visualise the 
distributions for part 9 in a 35-part segmentation, PCs 1 to 3 (rows). Although the distribution 
of feature values is practically the same for MZ and DZ twins (left column), the pairwise 
differences between siblings are much smaller for MZ twins (right column). The variances of 
those pairwise differences are used to estimate the heritability of a feature. From top to bottom 
the heritability estimates associated with the PCs 1 to 3 are 0.64, 0.39, and 0.39.
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heritable proportion of a trait may be higher. In contrast to the identification of specific genes 
associated with measured characteristics, this estimate of the overall heritable proportion is 
easy to compute, and so facilitates the selection of features to be genetically tested.
Data sets
In this study we used two data sets of 3D photos: PoBI and TwinsUK. The reader is referred to 
Sec. 2.3 for a detailed description.
In the experiments in this chapter we consistently train shape features (and the segmentation) 
on samples from the PoBI data set. Some photos have been excluded, in which facial hair 
or large holes in the surface make accurate measurement of the face impossible. This leaves 
630 female and 408 male samples for training. The TwinsUK data set is not used for training. 
Rather, the images are analysed within the space learnt on the PoBI data and the results are 
used in the estimation of heritability. Due to the particular nature of the twins data set, which 
consists of almost entirely female samples, male samples have been excluded from studies 
involving the estimation of heritability. This includes the shape analysis and segmentation, as 
we found segmentation of the face between male and female samples to be quite different.
5.1 Shape features from parts
Before we evaluate various parts of the face analysis, let us first give a formal definition of 
“facial feature” or “trait”. This is measured as the shape variation in a specific part of the 
face, marked by the coefficients w =  [wi,W2,w z , . . . ,  w^] > 0, with element wi defining a 
non-negative, weight on the z-th vertex (see Sec. 4.4.4) ^  A weighted version of the shape data, 
V , can be achieved by premultiplication with a diagonal matrix, whose diagonal elements are 
taken from w. Substituting diag(w)V for V  in Eq. 2.6, the weighted covariance matrix S is
‘To be concise, since each vertex has three coordinates {x, y, z),  w  should be repeated three times to match V . 
But this is quietly assumed by stating that both matrices have n  rows.
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defined as
S =  ^diag(w)V(diag(w)V)^
=  diag(w)— Î—^ VV^diag(w)
=  diag(w)Sdiag(w) (5.2)
This formulation of a weighted covariance matrix leads to a weighted variant of the formula 
for PCA in Eq. 2.5. To avoid variable naming confusion, we will use T  =  [ti, t 2, t a , ...] here 
to denote the eigenvectors, and so
ST =  TA  (5.3)
Notice that w  is sparse, and so most of its values are zero. As a consequence, wherever W{ = 0, 
the associated rows in diag(w)V, rows and columns in S, and finally the rows in T, are also 
zero. Hence, T  forms a basis for the part. In the order from most to least variance, the basis 
vectors t{ 6 T  explain the shape variance present in the part of the face marked by w, and so 
describe a phenotypic trait. We will interchangeably call this a shape feature.
Measurement of the features T  in new data V ' is established simply by a weighted projection
H ' =  diag(w)V'T (5.4)
where columns in H ' are the feature variables, projecting V ' on the columns of T.
A trait G T  can be visualised by back projection
X =  a \/x it i  +  p  (5.5)
which gives the mean plus an a-multiple of the standard deviation of the shape variation of the 
original data V  in t^.
As a last note, diag(w) is a square matrix that transforms the matrix V. The total amount 
of scaling resulting from any linear transformation can be understood as the relative change 
in volume of a cube (e.g. the unit cube) under this transformation, and is computed as the 
determinant of the transformation matrix. For a diagonal matrix this is equal to the product of 
the elements along the diagonal. As an example, consider a square with sides of length one in 
a 2-dimensional coordinate system and a weight vector [2,8]^. Then under transformation of
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the weight vector the scale of this square changes from 1 x 1 =  1 to 2 x 8 =  16, so the scale 
factor is -y =  16. In other words, the space is magnified. Multiplying the vector by 1/4 gives a 
new weight vector [1/ 2,2]^ which gives a scale-free transformation (I/2  x 2 =  1). The change 
in volume is no problem for any analysis confined to the transformed space, such as analysis of 
H  and H ', but does affect the visualisation of the eigenvectors in the original space (Eq. 5.5). 
For a meaningful visualisation we have to scale w such that its determinant equals one
|aw | =
n
1
J J a w j  =
i=l
1
n
=
i= l
n
1
O'”
]^ logW i = —n  log a
i= l
exp ^  log W ij =  a  (5.6)
In this derivation of a  we have assumed that all elements for which wi = 0 have been removed 
and that n  equals the number of non-zero elements in w, which has no further implication. 
After substituting aw  for w  in Eq. 5.2 the visualisation of eigenvectors in 5.5 properly reflects 
the amount of shape variation in the phenotypic trait.
5.2 The number of landmarks
A seemingly unimportant choice in the training and application of 3D (face) shape models is 
the number of landmarks in each annotation. The general approach is to use the annotation 
only for initial alignment of the reference shape (model image) and the scanned image. After 
this alignment, iterations of morphological operators improve the registration across the whole 
surface and it is easy to think that after so many iterations the effect of the annotations is hardly 
noticeable in the resulting registered image.
As can be seen from Tbl. 5.1, the number of landmarks used to annotate 3D images of faces 
varies greatly across studies. In most cases the number of landmarks is set arbitrarily. The 
exception is [40], in which the number is found as a reduction with minimal loss of recognition
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Publication Number of landmarks
Claes et al. [20] 5
Cox-Brinkman et al. [25] 25
Gupta et al. [40] 10
Hammond et al. [42] 11-25
Kakadiaris et al. [47] 8
Liu et al. [59] 9
Mao et al. [65] 5
Ruiz [74] 14
Tena et al. [84] 4
Tena Rodriguez [85] 26
Table 5.1: Number of landmarks used in literature to annotate 3D face images.
accuracy from initially 25 landmarks. It is also the only paper in which the landmarks are 
not used for the registration of a 3D model, but rather used directly as measurements. In [42] 
it is noted that too few landmarks result in poor anatomical registration, whereas too many 
landmarks cause noise in absence of bony landmarks as in conventional anthropometry. Images 
in that study are registered with differing numbers of landmarks, but mostly 11.
As described in Ch. 3, the accuracy of annotation differs between landmarks. In particular 
points on the eyebrows have shown to be hard to locate precisely. Indeed this difficulty in 
locating certain points is in line with the remark in [42]. However, this does not measure the 
effect on registered images. A quantitative test for this effect would register two sets of images 
each with a different number of landmarks, and then evaluate the separability of the two sets. 
Under the null hypothesis that the two sets of images are indiscernible, predictions that an 
image belongs to one of the two classes will be independent of the actual class.
This is a typical problem of mixture models: we seek to estimate the distributions of classes 
(images registered using different numbers of annotations) given observations only on the com­
bined data, i.e., without knowledge about the classes. A mixture model describes the data by
5.2. The number o f landmarks 91
(a) 14 points (b) 26 points
Figure 5.3; Two landmark configurations rendered on a textured and untextured face. The 
14-point reference as defined in [74], used throughout this thesis, (left) is a subset of the 26- 
point reference defined in [85] (right). The extra landmarks are the eyebrows (outer, centre, 
and inner), eyes (centre top and bottom), the bottom (middle) of the upper lip, and the top of 
the lower lip.
the sum of class conditional probabilities
K
p(x) =  Aip(x; 6i)
i= l
where the A* are the mixing proportions A* =  1) and p(x; 9i) is the PDF of the i-
th mixture component. In the specific case of Gaussian mixture models each component is 
modelled using the Normal distribution
p(x; 6i) = S t) — y/ 2^jr)P| 2  I ~
Estimation of the class labels given a sample, x, is obtained via the maximum of the posterior 
distribution. That is, sample x  is assigned to class i if
Aip(x; 6i) > Ajp(x; 0j) for all j  7  ^ i (5.7)
Experiment
In the following experiment we register 1038 images: 373 images using 14 landmarks (class 
A) and 665 images using 26 landmarks (class B). See Fig. 5.3 for a visual definition of the 
specific landmarks. The classes are slightly unbalanced, but that should not pose a problem
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Predicted 14
Actual
26 Total
14 369 6 375
26 4 659 663
Total 373 665 1038
_2 _  1038(369 x 659 -4x6)2  
373x665x663x375 =  995.1 P  < le-5
Table 5.2: Confusion matrix of the predicted number of landmarks in 3D face registra­
tion, together with the goodness and the associated probability that the observed difference 
between the two sets arose by chance.
as it is part of the parameter estimation (Aj). To construct the feature space we follow the 
procedure outlined at the start of this chapter (see Fig. 5.1). On the joint set of registered 
images we compute a segmentation of 100 parts, using the methodology described in Sec. 4.4. 
Within each part we measure the shape variation and keep the first three PCA coefficients, thus 
encoding each image as a 300-length vector.
To test the null hypothesis, that the number of landmarks does not influence the registered face 
shape, we fit a two-component Gaussian mixture model to the data, from which class labels are 
estimated for all samples using Eq. 5.7. Table 5.2 shows the confusion matrix for the predicted 
class labels against the actual class labels, together with a test for the probability that the 
observed difference could be due to chance. The results convincingly reject the null hypothesis 
and demonstrate that the landmarks used for annotation do have a significant measurable effect 
on the registered face shape.
A visual inspection of images registered with 14 and 26 landmarks may provide an explanation 
for the near perfect classification. Figure 5.4a shows a 3D face registered using 14 landmarks. 
Arrows are superimposed on each vertex to point to where that vertex would be under 24-point 
registration. The position of vertices in the centre of the face seem to be the most stable, and 
this decreases for vertices closer to the edge of the surface. A view from the side is presented 
in Fig. 5.4b. Indeed the vertices near the sides and top of the face vary greatly between the two 
classes. The images demonstrate that the registration of vertices is not very accurate outside
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the perimeter of annotated points.
Based on these results we conclude two rules for consistent and reliable face shape analysis: 
(i) all images must be registered using the same number of landmarks, and (ii) a selection of 
stable vertices must be made. For the last rule we set a threshold of 50 on the mean squared 
error over all images registered to both annotations. The effect is a reduction of the number of 
vertices roughly from 30,000 to 17,000. The unstable vertices are masked in Fig. 5.4d. This 
setup is used throughout the remainder of this chapter.
5.3 The number of parts
In the previous chapter we presented a methodology to decompose the face as a whole into 
smaller locally coherent parts, based on the shape variation across a large sample of registered 
face images. This shape variation, and in particular the selection of parts, is derived from the 
joint covariances between pairs of vertices. In that sense parts form an intermediate represen­
tation between faces as a single modality, such as eigenfaces, and faces as clouds of individual 
points. Although the segmentation method is unsupervised in the sense that there is no example 
segmentation to learn from, the choice of number of parts, k, is a controlling parameter.
In fact, the number of parts is the main controlling parameter for the segmentation of the face. 
It is in direct relation to the size and overall appearance of the parts. In a sense the number of 
parts defines a scale of “holisticity” ranging from 1 —the whole— through intermediate values 
—parts— to the total number of vertices —points—. Progression along this scale means a 
reduction in the amount of information per part. This reduction is offset against an increase of 
information found in the relations between parts, drawing a similarity between the extremes: a 
holistic model of the shape is hardly different from a model of the relations between all points.
As described earlier though, the total amount of variance in lots of weakly correlating variables 
could easily overshadow that of a group of strongly correlating variables (vertices). The rele­
vance of choosing an appropriate number of parts is thus to reduce spurious correlations, and 
to improve the signal to noise ratio.
Figure 5.5 visualises the full segmentation based on 10, 20, and 35 parts respectively. A few 
images are selected to highlight the change from few to many parts in Fig. 5.6. As the number
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(a) Frontal view
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(c) Close-up of the left eye
(b) Profile view
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(d) (Un-)stable vertices
Figure 5.4: Differences between 14 and 26 point registrations. Figures 5.4a, 5.4b, and 5.4c 
show a face registered using 14 landmarks with arrows pointing to the corresponding positions 
of the vertices when registered using 26 landmarks (see also Fig. 5.3). Colouration of the 
arrows encodes for their length. As it seems, in particular vertices along the sides and the 
forehead are affected. Also the vertices along the mouth opening. Based on the average error 
over many faces. Fig. 5.4d shows the segmentation of the face into vertices with an average 
squared error above (unstable) or below (stable) 50mm.
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of parts increases, the size of the features decreases. Whereas a 10-part model appears to un­
dersegment the face and produce parts that cover many areas, a 35-part model seems to produce 
very small parts that might be better combined with other parts. Both undersegmentation and 
oversegmentation occur in a 20-part model, but most parts describe reasonable areas.
Regarding heritability we expect two things: (i) based on the idea of mate selection, heritable 
features are likely to be observable and should account for a large part of the shape variation, 
and (ii) if any part of the face is under control of a small number of genes, we expect high 
heritability scores (a large effect) for some of the principal components. The remaining vari­
ance must be due to environmental factors and measurement error, which will be reflected in 
components with much smaller heritability estimates. In other words, we would expect to see 
many low values and a few high outliers, especially among the first few principal components.
Figure 5.7 visualises the distribution of heritability estimates of different parts grouped by 
principal component index, with summary statistics provided in Tbl. 5.3. As is shown, on 
average, later components exhibit lower heritability estimates than the earlier components (in 
particular the first three). So, in general, heritable characteristics are clearly observable (earlier 
PCs have larger variance and thus describe phenotypic variation that is more easily observed). 
An alternative explanation that has been put forward is that the estimation of heritability in later, 
more subtle, features is hindered by the noise (the signal to noise ratio is lower). On average, 
however, noise should affect the heritability estimates in both directions (up and down) equally 
likely. It could therefore explain the increased variance of the estimates, but not the decreased 
mean. Overall, as it turns out, heritability does not provide a strong argument in choosing the 
number of parts, and so we would be inclined to choose a visually pleasing segmentation.
Lastly, we examine if the parts marked as heritable represent similar attributes for different 
values of k, by visualising the features with H  > 0.6 (Eq. 5.1). The list of matching features 
is presented separately in Appendix A. A shared feature between 10-part and 20-part segmen­
tation is the glabella (the part between the eyebrows, above the nose) expanded to cover bits of 
the eyebrows and forehead too. Many of the heritable features in 20-part and 35-part segmen­
tations reflect different parts of the cheeks. Interestingly though, some features are specific to 
one level of segmentation (in the sense of high heritability estimates), such as the eyes. The 
parts of the eyes captured in a 20-part segmentation exhibit very high estimates of heritability.
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(a) Undersegmentation
(b) Oversegmentation
Figure 5.6: Undersegmentation and oversegmentation. The first figure (a) shows three ex­
amples of undersegmentation, in which the segments appear to describe more than one part 
of the face. The second figure (b) shows three examples of oversegmentation. This time the 
segments appear to describe only “part of the part”. In reading order, the first two images are 
taken from the 10-part model, the third and fourth from the 20-part model, and the last two 
from the 35-part model.
Modes Parts (k)
10 20 35
1-3 0.50 ±0.09 0.48 ±0.10 0.47 ±  0.09
4-10 0.35 ±0.21 0.33 ±0.19 0.28 ±  0.20
Table 5.3: Mean heritability. Mean and standard deviation of the distribution of heritability 
estimates in different principal components (modes), taken over all parts. The numbers are 
presented for different choices of k.
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Principal components Principal components Principal components
Figure 5.7: Heritability in the first 10 modes of shape variation, compared between differ­
ent choices of numbers of parts. For every part we measure the heritability (vertical axis) in 
the first ten principal components (horizontal axis). For k parts this results in k crosses per 
component. To evaluate structural differences between different components we measure the 
mean heritability and its variance (over all k parts), marked by the vertical bars. The feature 
with maximum heritability is PC 4 of part 6 —a feature describing the eyebrows, forehead, and 
nose bridge— in a model of 10 parts. However, models of 20 and 35 parts show more high 
heritability scores (above 0.6).
whereas no such region is found in 10- or 35-part segmentations, that is, not with a heritabil­
ity estimate above 0.6. The results seem to suggest that a complete model of the face should 
include varying levels of segmentation.
5.4 Correlation between facial features
The previous section analysed individual parts of the face. One of the conclusions was that the 
heritability of features is not related to their size. Some factors seem to operate on a smaller 
scale, others on a larger scale. However, larger scale features can also be formed from the 
combination of smaller parts. In this section we therefore analyse the joint distribution of 
features computed using a 35-part segmentation. We are interested to find out if there are 
patterns of heritability hidden in the combination of parts.
The Pearson correlation coefficient is a measure of the degree of linear dependence between 
two variables, X  and Y . It is formally defined as the covariance between the two variables 
divided by the product of their standard deviations, px,Y = • Whereas the sign repre­
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sents the direction of the relationship, the modulus is representative of the amount, or strength. 
The modulus is therefore a good measurement to compare principal components: the sign of 
the direction of components is arbitrary.
In the following experiment we test whether the combination of facial features can increase 
the observed heritability. Following Eq. 5.3, a set of shape features, T% =  [ t ï , t 2, t g , ...], is 
trained for each part of the face, Wi 6 W  (we use the 35-part segmentation as described in 
the previous section). Projection of the data onto the shape features is computed using Eq.5.4, 
resulting in matrix H*. The j-th row vector in represents the measurement of the j-th shape 
feature over all m  images, i.e., it samples the j-th  feature variable of the i-th part, Hij.
The correlation between two feature variables, pHai,Hbp provides a criterion for the combina­
tion of facial features. Specifically, in the analysis below, the facial features have been selected 
based on the following criteria: 1) Wq and wj, are orthogonal (they have no overlap), 2) i , j  < S  
(based on observations made in Sec. 5.3 only the first three principal components are consid­
ered), and 3) \pHai,Hbj I >  0 8 (they are strongly correlated). Compound features, i.e., linear 
combinations of the selected variables, are computed using PCA.
We found three pairs of facial features with an absolute correlation above 0.8 resulting in 
the selection of five facial features as presented in Tbl. 5.4. The features, with an average 
heritability of 0.43, do not appear to exhibit a strong genetic factor (for which we usually 
consider a value of üT > 0.6). The results of PCA on this 5-dimensional space are presented in 
Tbl. 5.5.
The results are surprising. The combination of 5 small parts of the face, each individually not 
particularly heritable but mutually strongly correlated, results in components with much higher 
heritability estimates than the parts. Moreover, similar tests with the combination of heritable, 
rather than correlating, parts had an opposite effect. The combination of parts, weighed by the 
coefficients of the second PC (see Tbl. 5.5), is presented in Fig. 5.8.
5.5 Conclusions
In this chapter all previous work has come together in a single framework for the measurement 
of face shape in coherent segments of the face and their combination. In this context we have
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Feature a Feature b
Part PC H Part PC H Correlation
5 2 0.44 22 1 0.40 -0.81
20 1 0.46 31 1 0.43 0.83
22 1 0.40 8 1 0.47 -0.81
Table 5.4: Three pairs of strongly correlating facial features, resulting in the selection of 
five features for further study (part 22, PC 1 occurs twice). With estimates around 0.43, the 
individual features do not appear to be very heritable.
Features Basis vectors
Part PC PC I PC 2 PC 3
5 2 -0.23 0.41 -0.28
8 1 -0.37 0.61 0.36
20 1 0.80 0.52 -0.27
22 1 0.26 -0.44 0.02
31 1 0.32 0.05 0.85
Heritability (H) 0.47 0.63 0.54
Table 5.5: Heritability of combinations of facial features. Linear combinations of the 
strongly correlating, but non-heritable, variables (see Tbl. 5.4) results in compound features 
with significantly higher heritability estimates.
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(a) Frontal view
X (mm) ‘60 *^ 0 -20
(b) Profile view
Figure 5.8: Visualisation of a compound facial feature. Shape variation in the constituent 
parts is weighed by the coefficients obtained from their linear combination (see Tbl. 5.5). In 
both views the figure in the middle shows the mean, with left and right - 3  and +3 standard 
deviations respectively. The compound feature visualised is PC 2 because that has the highest 
estimated heritability (0.63).
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evaluated the tuning parameters, and described their effect on face shape analysis.
The number of landmarks has been shown to significantly influence the registered face shape. 
As a general rule we may say that “more is better”, although ambiguity in the localisation 
of such points may lead to variation in the annotations between images, which also affects 
the registration negatively. Regardless of choice of landmarks, it seems that the area of the 
face lying within the perimeter of the landmarks is registered more accurately than the area 
outside it, as can be observed in Fig. 5.4. An analogy can be drawn with the general notion that 
interpolation is easier than extrapolation. It might therefore in the future be beneficial to add 
one or more landmarks near the ears, if these are part of the captured photos.
The other evaluated parameter is the number of parts for segmentation, which, as a rule of 
thumb, controls the size of the parts, although we observed parts of various sizes within each 
choice of k. In an attempt to arrive at a definitive answer to what the right number of parts is, 
we estimated heritability (the amount of genetic determination) in the modes of shape variation. 
If there were one proper level of segmentation then we would expect to see differentiation in 
the distribution of these estimates. No such differentiation has been observed (see Fig. 5.7), 
advocating for a segmentation at multiple levels.
One approach to multi-level segmentation, explored in Sec. 5.4, is by combination of smaller 
features. It is an effective way to suppress spurious correlation in large shape features. The 
combination of parts can be based on different criteria, such as their individual heritability 
(aiming to combine features with the same genetic source), or their mutual correlation. In 
particular the last criterion (correlation between parts) has been shown to be good, resulting 
in compound features whose heritability exceeds that of all constituent parts (see Tbl. 5.5). It 
demonstrates that combining parts is an effective approach to discover larger face shape fea­
tures, but also that features that are initially not found to be heritable, may carry important 
properties for features at other scales. This observation suggests that feature selection is prob­
ably not appropriate, and rather we should focus on hierarchical models. In the future we will 
have to consider approaches for the combination of parts more extensively.
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Chapter 6
Conclusions and future work
This thesis has investigated machine learning approaches for 3D face mensuration, with the 
aim to reveal genetically determined facial features. This has resulted in the definition of a set 
of basis features as coherent shape variations observed in different regions of the face. These 
features have been assessed individually as well as in combination, and have led to a selection 
of facial feature candidates for genetic association testing.
The use of computer algorithms for genotype-phenotype association is not new, but the ap­
proach presented in this thesis is radically different from previous approach in at least three 
respects: i) the selection of (facial) features is purely based on statistical shape analysis, rather 
than defined manually, ii) phenotypic traits, measured as surface shape variations, are learnt 
in an unsupervised manner and thus reflect the standard variation in a population rather than 
a disease/control discrimination. Hi) with the development of an automatic landmark localisa­
tion method, the whole process, from registration of new images to face shape analysis, can be 
performed fully automatically.
As part of the PoBI project [93], a live demonstration of fully automated face mensuration 
has been on display at various exhibitions in the UK, allowing visitors a unique opportunity 
of using the state of the art in face mensuration to understand their own facial appearance in 
the context of a large sample of British faces. After capturing a 3D photo of the visitor, the 
image is (without any intervention) annotated and registered, and the 3D results are presented 
on a screen with an analysis of the visitor’s nose shape, comparing it to the distribution of nose
105
106 Chapter 6. Conclusions and future work
shapes in our UK data set. The demo then allows for interactive visual exploration of typical 
nose shape variations, to see what their nose could look like.
6.1 Conclusions
This thesis has made several contributions to the state of the art in 3D face analysis. In Ch. 3 
the annotation of 3D images with a specified set of landmarks is considered. The common 
approach for automatic methods is to develop surface descriptors that yield a high response 
in close proximity to the desired landmark positions. This descriptor can either be based on 
surface curvature, or trained from example images. Either way, the descriptors are evaluated 
over the entire surface to find candidate points from which the correct points must be selected. 
This is a computationally expensive approach. A better approach first establishes a rough 
estimate of the face position and orientation, so that searching for the landmark positions can 
start from an estimate that is already close to the solution. Such an approach has been shown 
to improve landmark estimation, and is particularly effective at reducing outliers, i.e., it keeps 
the maximum error low.
The impact of annotation error on the registered images has also been studied. The errors 
lead to a significant changes in the registered face shape, and on the scale of a whole data 
set lead to errors in the estimation of the principal components. With a prediction function 
for the accuracy of each automatic annotation, a hybrid approach might also be possible, in 
which most images are annotated automatically, but some images by hand, depending on the 
estimated annotation quality.
Further to the accuracy of the localisation of landmarks we have also evaluated the number 
of landmarks. More than we perhaps desire, this has been shown to significantly influence the 
registered face shape. It is therefore of great importance to annotate all images in a data set (and 
even across data sets) using the same number of landmarks. Also, annotation of points along 
the perimeter of the face, if they can be accurately defined, such as at the ears, may improve 
the overall registration accuracy for points that would otherwise lie outside the area spanned 
by the landmarks. In other words, interpolation of the face shape within the area spanned by 
the landmarks is more accurate than extrapolation of the shape outside this area.
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Chapter 4 focused on learning, in an unsupervised manner, latent factors behind our phys­
ical appearance. Initially carried out on manually defined linear features, we developed an 
understanding for the correlation between local and more distant variables, observing block 
diagonality in the covariance matrix. This suggests a partitioning of the larger shape can be 
made into multiple smaller locally coherent shapes. That is, the correlation between vertices 
grouped by the blocks is much higher than between other vertices. Also, by measuring each 
part separately and then combining the results we have an effective method to suppress spurious 
correlations that would otherwise impact a direct analysis of the larger shape.
The drawback of this approach however, is the manual investigation of the covariance matrix to 
find block diagonality. If we wish to consider surface features rather than linear features, block 
diagonality is not easily observed. Also to extend such an analysis to the full face would result 
in very large matrices for which manual inspection is impractical. We therefore considered 
matrix factorisation methods to reveal the latent factors of facial shape variation. The method 
of choice has been non-negative matrix factorisation, in particular because it is robust against 
spurious correlation and finds strongly coherent features (the basis vectors of the decompo­
sition). Moreover, the extracted features appear to define local patches on the face. In other 
words, the basis vectors are sparse. In Sec. 4.4.2 the sparsity is imputed to the non-negativity 
constraint, as it eliminates the ability to describe points outside the convex cone spanned by 
basis vectors.
In contrast with PCA however, where the desired number of components (parts) can be selected 
after decomposition, for NMF the number of parts has to be specified a priori, as different val­
ues lead to different basis vectors. In Ch. 5 we therefore developed in intuition for this param­
eter by visualisation of the basis vectors for different numbers of parts. A segmentation into 
20 parts seemed to give the most natural features, whereas 10 parts leads to undersegmentation 
(the parts are overly large, seemingly describing more than one feature at the same time), and 
35 parts leads to oversegmentation (features that we would expect to be one, are often broken 
into multiple parts). It should be noted, however, that the number of parts does not directly 
control the size of the features, i.e., within one segmentation the sizes of features may vary 
considerably.
When we considered the heritability (estimate of the amount of genetic determination) of the
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shape variation measured in the parts, no clear differences were observed between decompo­
sitions of either 10, 20, or 35 parts, suggesting that genetically determined features are found 
across different scales.
Similar to the approach we took towards combining multiple small linear features, we now 
explored the combination of surface parts to form larger compound parts. To this end we se­
lected combinations of physically different parts of the face and combined them by means of 
PCA (again, similar to the earlier approach). The result was surprising: not the combination 
of heritable features, but rather the combination of strongly correlating features results in com­
pound features with a strong heritable component, much stronger than any of the constituent 
components.
If we can draw one conclusion from the whole work in this thesis, then it has to relate to the 
power of using parts in the analysis of wholes. The usual adage “the whole is greater than the 
sum of its parts” —meaning that, given a collection of parts, their combination into a whole 
provides more information than (outperforms) each of the parts individually— comes close but 
seems to slightly miss the point: from the combination of parts we can learn more than from the 
whole considered as one, as it forms an effective approach to suppressing spurious correlation.
6.2 Future work
A logical continuation of the work presented here is to formalise a hierarchical model of the 
part-based methodology. As a starting point for learning this hierarchical model, we could 
adopt a strategy similar to the one presented in Sec. 5.4. This strategy merges many features at 
the same time, however, in contrast with most hierarchical data structures, which are commonly 
binary. The effect of pairwise, rather than groupwise, merging would therefore have to be 
investigated.
Another useful extension of the part-based representation that has perhaps been underhigh­
lighted in this research, is the formulation of a generative approach to “back-project” coeffi­
cients of all parts to the original face. So far, we have visualised the shape variation in com­
ponents individually, but not jointly. There are many caveats to such back-projection. For 
example, continuity on the edges of parts will have to be enforced. Furthermore, the overlap
6.3. Outlook 109
of parts introduces ambiguity. The number of parts that overlap in each vertex is controlled, 
but in a hierarchical model the number of overlapping parts rapidly increases with each added 
level. How should the features at different levels be combined? The question is particularly 
interesting in relation to genetics. What happens when multiple genes describe variation in the 
same part of the face? Can we devise an approach to reveal gene interactions and their effect 
on phenotype?
In the future we may also consider different data. In this research we have specifically focused 
our efforts on learning shape variation in a tightly controlled sample of individuals with very 
limited genetic and phenotypic variation (compared to the amount of variation observed across 
the world) [93]. Due to this limited amount of variation, any association of face shape features 
with genetic variants is expected to be genuine. By contrast, consider a data set in which 
subjects come from one of two different continents. There are so many genetic differences 
between the two groups that, whenever an association is found, it is much harder to prove that 
the correlating gene actually encodes that facial feature. This, once again, draws back on the 
notion of spurious correlation. Nevertheless, a method to deal with it is not directly apparent.
One particular data set we may consider for learning shape features is the TwinsUK data set. 
By quantifying the differences between dizygous twins compared to monozygous twins (and 
possibly also pairs of unrelated people) we may be able to learn a metric for the appearance 
difference between people that relates to genetic differences.
In relation to the change in data we ask ourselves what the feature space looks like, i.e., the joint 
feature space of all parts combined. When we cluster the data, what would the clusters rep­
resent? Would families cluster together or individuals affected by specific medical conditions 
that affect the face shape? Would it be possible to identify heritable diseases?
6.3 Outlook
3D images will soon be ubiquitous. Modem game consoles are equipped with 3D cameras to 
interact with the user by means of full-body gestures. 3D printers are finding useful applications 
and become more affordable to households. Virtually all high-end televisions can receive and 
display 3D broadcasts. The first mobile phones with 3D camera’s are available, and WebGL,
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the standard for 3D visualisation on the internet, is supported by all modern web browsers. It 
is hard to imagine that photos and videos, as we record them now, in 2D, will not be replaced 
by their 3D counterparts. The change will open up a host of new possibilities, also possibilities 
relevant to this research.
In 2013 it was reported that Facebook receives in excess of 350 million images uploaded daily. 
Suppose that these are 3D photos. In combination with the family relationships exposed by 
the social network, this would provides a very interesting new source for the determination of 
heritable facial features. Despite obvious new challenges, such as the amount of noise in such 
images (especially in contrast to our images, in which near all variation has been under control), 
the approach of landmark localisation, face shape registration, and face mensuration might still 
be applicable. New estimates for heritability, based on family relationships, rather than twin 
siblings, will have to be adopted, but methodologies for such analyses are widespread.
Another interesting resource of 3D photos may be found on dating websites. Such data would 
not particularly be suited for the determination of heritable features, but it can form a valuable 
source for research on phenotypic traits pertaining to mating preference.
Although these data sets are hypothesised, i.e., as far as we are aware they are not available yet, 
and even though the applications do not directly apply to the research presented in this thesis, 
they will certainly be interesting directions for new research projects.
Appendix A
Heritable facial features
The following table present the facial features with an estimated heritability of i f  >  0.6 (see 
Eq. 5.1), in a 1-, 10-, 20-, and 35-part segmentation. The results are computed on female 
samples only, because of the disproportionately small number of male subjects in the TwinsUK 
data set. Shape variation is rendered at 3 standard deviations from the mean.
No. Parts Index PC H  Part (blue) - 3  STD AVG +3 STD
1 1 2 0.62
1 1 3 0.62
10 4 3 0.63
Ï I
I
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No. Parts Index PC H Part (blue) - 3  STD AVG +3 STD
10 6 1 0.63
20 3 2 0.60
20 4 3 0.61
2 0.61
1 0.69
1 0.64
20 13 2 0.64
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No. Parts Index PC H Part (blue) - 3  STD AVG +3 STD
20 14 2 0.63
f "
20 18 2 0.62
35 1 1 0.63
e“
35 6 3 0.60
35 9 1 0.64
35 18 3 0.61
{"
35 21 3 0.62 r:v f
35 25 3 0.62 c . j ■ • à . i
114 Appendix A. Heritable facial features
No. Parts Index PC H  Part (blue) —3 STD AVG +3 STD
35 30 1 0.65
35 34 2 0.62
35 31 2 0.62 ""  ^ } ' \ /
Table A.l: Heritable phenotypic traits. A visualisation of shape variation with the an es­
timated heritability of iT > 0.6. From left to right columns of images present (1) the part 
highlighted within the face, (2) the mean -3 STD, (3) the mean, and (4) the mean +3 STD.
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