Abstract. We study the stability of the differential process of Rochberg and Weiss associated to a complex interpolation family of Banach spaces. We first consider the case of Köthe function spaces and completely solve the problem by showing that there is global (bounded) stability for families of up to three Köthe spaces while there is no (bounded) stability for families of four or more Köthe spaces. This completes the results of Kalton who proved the existence of global bounded stability for pairs of Köthe spaces. For arbitrary pairs we obtain some local stability results plus rather general global isometric stability results in the case of linear differentials. We conclude the paper studying stability issues for strictly singular differentials.
Introduction
The stability of the differential process associated to an analytic family (X z ) z∈U of Banach spaces defined on a complex domain U (i. e., U is an open subset of C conformally equivalent to the open unit disc D) has been a central topic in interpolation theory since its inception. We will consider a family (X z ) z∈U of Banach spaces that could have been obtained either using the complex interpolation method applied to a suitable couple (X 0 , X 1 ), in which case U is the vertical strip S defined by 0 < Re(z) < 1, as in [5] ; from a suitable family (X ω ) ω∈∂U as in [17] ; or from an admissible space of analytic functions as in [33] . At the ground zero level (see below the explanation of this term) a stability problem can be described, paraphrasing [22, p. 657] , as the study of properties P so that whenever the space X θ (or an interpolated operator T θ : X θ → X θ ) has P for some θ ∈ U there is an open neighborhood of θ so that all spaces X t (all operators T t ) have P for all t in that neighborhood. We refer to [34] and the references given therein for results of this type in the Banach space setting. In the operator setting, stability results for properties such as "to be an isomorphism", "to be a Fredholm operator", etc. have been studied in, e.g., [32] (for the complex interpolation method), [50] (for the real method) or [37] (for the orbits method).
Let us describe a typical stability result. The reader is invited to go to the background Section for all unexplained notation. Recall that the Kadets distance d K (A, B) between two Banach spaces A and B is the infimum of the gap g(i(A), j(B)) between the images i(A) and j(B) by all isometric embeddings i, j of the spaces A, B into a bigger superspace. Kalton and Ostrovskii [34, Thm. 4.5] showed that a family (X t ) t∈S obtained from what they call in that paper "an interpolation field" satisfies
where h is the pseudo-hyperbolic distance on S. A clever variation of Krugljak and Milman [37, Thm. 1] shows that a similar result holds valid for the orbits interpolation method. In [34, p. 38] we encounter the following definitions: a property P is • open if whenever a space X has P then there is ε > 0 so that every space Y with d K (X, Y ) < ε has P; • stable if there is c > 0 so that if X has P and d K (X, Y ) < c then also Y has P. We also find the following results there ([34, Propositions 5.4 and 5.5]): If P is an open (resp. stable) property and X θ has P then X t has P for all |t − θ| < ε for some ε > 0 (resp. X t has P for all t ∈ S).
The meaning of "ground zero level" in the opening paragraph refers to the fact that the spaces X z can be considered as the 0-derived spaces of an admissible space F of analytic functions in the form X z = {f (z) : f ∈ F}. A stability problem at "level 1" refers to a stability problem for properties involving the so-called derived spaces dX z = {(f ′ (z), f (z)) : f ∈ F}, endowed with the natural quotient norm. The derived space coincides with the twisted sum middle space in an exact sequence (1) 0 − −− → X z −−− → dX z −−− → X z − −− → 0
The family F also induces a so called derivation or differential map Ω z . This differential map can be used to form the quasi-Banach space dX Ωz = {(w, x) : w − Ω z x ∈ X and x ∈ X}, endowed with the quasi norm (w, x) = w − Ω z x + x . The quasi-Banach space dX Ωz is actually isomorphic to dX z . Iteration of the differentiation process produces the n-th derived spaces d n X z at z, in turn induced by the n-th derivation map Ω z,n (see [46] ). Thus, stability problems at "level n" mean stability problems concerning either Ω z,n or d n X z . For instance, we will prove in Theorem 2.19 a generalized form d K (d n X θ , d n X η ) ≤ 8(n + 1)h(θ, η) of the Kalton-Ostrovskii result mentioned earlier.
Probably the first stability results at level 1 are due to Cwikel, Jahberg, Milman and Rochberg [20] in the context of the minimal (θ, 1)-interpolation method applied to an interpolation pair (X 0 , X 1 ). They reinterpret the results of Zafran [50] to show that whenever Ω θ is bounded then X 0 = X 1 , up to a renorming; which, in particular, means that all Ω t are bounded. A similar result is obtained by Kalton [30] in the context of complex interpolation for a pair of Köthe spaces in the form: The induced derivation Ω θ is bounded for some 0 < θ < 1 if and only X 0 = X 1 , up to an equivalent renorming. See Theorem 2.7 for the precise and complete statement of Kalton's theorem.
However, Kalton's global stability result leaves two important questions unanswered in the domain of Köthe spaces: what occurs for general families (instead of pairs)? And what occurs regarding stability of other basic relevant properties? For instance, recall that an exact sequence like (1) is said to split if the image of X θ is complemented in dX θ ; equivalently, if Ω θ can be written as the sum of a homogeneous bounded map plus a linear map. Thus, our first objective is to complete (Theorem 3.8) Kalton's result by showing that given an interpolation pair (X 0 , X 1 ) of superreflexive Köthe spaces, Ω θ splits if and only if there is a weight function w so that X 0 = X 1 (w), up to an equivalent renorming. This solves the stability problem for splitting in the context of pairs of Köthe spaces. A consequence, Proposition 3.9, is that the twisted Hilbert space induced by interpolating a superreflexive Köthe space with its dual, a typical situation in our context (see [13] ), does not split unless the space is a weighted version of the L 2 space associated to the given measure.
What occurs for analytic families is however different. Let us remark that the use of families is relevant in many constructions. For instance, in Pisier's definition of "θ-hilbertian spaces" [44] , or in the construction of a uniformly convex hereditarily indecomposable space [26] . We will show first in Section 3.2 that Kalton's theorem on bounded stability and the above mentioned extension to stability remain valid for families of up to three Köthe spaces. Then, in Section 3, we will show that there is no (bounded) stability for families of four or more Köthe spaces. This will be done through a series of results and counterexamples. To put them in context, let us recall what Rochberg [45] calls a flat analytic family on the unit disk D. Let · be a norm on C n and let (T z ) a family of invertible linear maps on C n which vary analytically with z ∈ D. Define x z = T −1 z x . The family (C n , · z ) is called a flat analytic family. A variant of flat family is mentioned in [21, p. 254] : Suppose W is a (possibly unbounded) positive linear operator on a Banach space X and that W admits enough of a functional calculus so that we can make good sense of the semigroup W s , s ≥ 0. In this case the family of spaces X s defined by x Xs = W s x X , 0 ≤ s ≤ 1, is an interpolation scale.
Transporting the notion of flat family to infinite dimensional spaces causes some problems, and we introduce a notion of "coherence" to handle most of them. Our Proposition 3. 16 shows the existence of a flat analytic family of Köthe sequence spaces with norms x z = e −D(z) x 2 (z ∈ D) generated by an analytic family D(z) of diagonal operators for which the derivation map is linear and constant.
In Theorem 3.22 we obtain the "level one" interpretation of the reiteration result for families [17, Theorem 5 .1] of Coifman, Cwikel, Rochberg, Sagher and Weis as follows: starting with an interpolation pair (X 0 , X 1 ), with derivation Φ z , and a measurable function α : T → [0, 1], we get an interpolation family (X 0 , X 1 ) α(ω) ) ω∈T that produces an analytic family (X α(z) ) z∈D with derivation Ω z = w ′ (z)Φ α(z) ; here w(z) = α(z) + iα(z) where α denotes the harmonic extension of α andα its harmonic conjugate. This theorem explains, to some extent, the lack of stability in the previous counterexamples and can be used to obtain other natural counterexamples. We thank B. Maurey and G. Pisier for their hints and suggestions on this part of the work.
The only case left thus open is the (bounded) stability of a pair of arbitrary Banach spaces. Precisely:
Problem Assume (X 0 , X 1 ) is a pair of Banach spaces such that Ω θ is bounded for some 0 < θ < 1. Does it follow that X 0 = X 1 up to equivalence of norms?
One additional motivation for the study of interpolation scales generated by pairs of general Banach spaces is the following well-known question: Is the unit sphere of a uniformly convex space always uniformly homeomorphic to the unit sphere of a Hilbert space? In the Köthe space case the answer is known to be positive, and this can be proved by interpolation methods. According to a result of Daher [23] , if X 0 and X 1 are uniformly convex spaces, then the unit spheres of X θ and X ν are uniformly homeomorphic for every θ, ν ∈]0, 1[, and the uniform homeomorphism is induced by the extremal functions of the interpolation process. As Daher observes, this fact together with an extrapolation theorem of Pisier for Köthe spaces [43] (or with Kalton's Theorem 2.7) imply that the unit sphere of a uniformly convex Köthe space is uniformly homeomorphic to the unit sphere of the Hilbert space, a result previously obtained in [16] by other methods. This suggests that the study of general scales of interpolation may be relevant to this question: if there existed an extrapolation theorem for a general uniformly convex space X, relative to the existence of a scale where both X and ℓ 2 are interior points, then Daher's result would imply that X and ℓ 2 have uniformly homeomorphic spheres. More specifically the study and properties of possible Ω's on X are extremely relevant to these extrapolation questions. Another motivation is the definition by Pisier of so-called θ-Hilbertian spaces as certain interpolation spaces [44] and their relation to a question of V. Lafforgue; see Section 4 for more comments about this.
In Section 4 we prove several stability results for pairs of general Banach spaces. A key role in our analysis is played by the study of properties of the extremal functions and the obtention of differential estimates for the norm in an interpolation scale. To the best of our knowledge, the first differential estimate for the norm appears in [20, Theorem 5.2] , where the estimate
is obtained for the minimal (θ, 1)-method applied to a pair (X 0 , X 1 ) with X 0 continuously embedded in X 1 . Our version of this estimate for the complex method on an arbitrary pair (
from which we derive a number of stability results for general pairs. A typical result is Theorem 4.8, which in particular implies: If (X 0 , X 1 ) is an interpolation pair of superreflexive spaces with a common monotone Schauder basis and there exists M such that Ω t :
A part of our analysis deals with the particular situation in which extremals are unique (a case that occurs, for instance, when the spaces X 0 and X 1 are uniformly convex) and thus the derivation map Ω θ is unique and it makes sense to study "exact" stability of properties (instead of "up to a bounded" or "up to a bounded plus linear" perturbation). To adequately treat this case we need to work with the alternative description of the complex interpolation method provided by Daher [23] . We show that exact stability is related to isometric characterizations of X 0 and X 1 instead of isomorphic ones. In particular, we prove (see Proposition 4.13) that, under some technical restrictions, Ω θ = 0 for some θ if and only if X 0 = X 1 isometrically. Also, Theorem 4.14 provides a complete and explicit characterization of pairs (X 0 , X 1 ) of spaces for which Ω θ is linear: X 0 and X 1 must be isometric via the (properly defined) map x → e −Ω θ x (this somehow extends Proposition 3.16 relative to Köthe spaces) which implies that if additionally Ω θ is bounded, then X 0 = X 1 , up to equivalence of norms. In turn, these results imply stability results for the families considered in Theorem 2.4. Namely, if Ω θ is linear for some θ = w(η) with w ′ (η) = 0 then Φ = Φ α(η) is linear and thus X 0 and X 1 are isometric via e −Φ .
Preliminary results
The necessary background on the theory of twisted sums and diagrams can be seen in [1, 14] . A twisted sum of two Banach spaces Y , Z is a quasi-Banach space X which has a closed subspace isomorphic to Y such that the quotient X/Y is isomorphic to Z. An exact sequence
of Banach spaces and linear continuous operators is a diagram in which the kernel of each arrow coincides with the image of the preceding one. Thus, the open mapping theorem yields that the middle space X in a short exact sequence 0 → Y → X → Z → 0 is a twisted sum of Y and Z. The simplest exact sequence is 0 → Y → Y ⊕ Z → Z → 0 with embedding y → (y, 0) and quotient map (y, z) → z. Two exact sequences 0 → Y → X 1 → Z → 0 and 0 → Y → X 2 → Z → 0 are said to be equivalent if there exists an operator T : X 1 → X 2 such that the following diagram commutes:
The classical 3-lemma [14, p. 3] shows that T must be an isomorphism. An exact sequence is said to be trivial if it is equivalent to 0 → Y → Y ⊕ Z → Z → 0. In this case we say that the exact sequence splits. Observe that the exact sequence splits if and only if the subspace Y of X is complemented.
Given a non-zero operator T : X → Y, the reduced minimum modulus of T is defined by γ(T ) := inf{ T x : dist(x, ker T ) = 1}. It is well-known that the range of T is closed if and only
Let M, N be closed subspaces of a Banach space Z, and let S M denote the unit sphere of M. The gap g(M, N) between M and N is defined by
and the minimum gap γ(M, N) between M and N is defined by
. 
In particular, if Z = M ⊕N and g(M 1 , M) < R then Z = M 1 ⊕N; i.e., the property of a subspace being complemented is open with respect to the gap.
and dist(u, M ∩ N) = 1, contradicting [36, IV Lemma 4.4] . Hence M 1 ∩ N 1 = {0}. A similar argument shows that M 1 + N 1 is closed. Indeed, otherwise for every ε > 0 we could find u ∈ M 1 and v ∈ N 1 with u = v = 1 and 
, it is a consequence of (1).
The Kadets distance d K (X, Y ) between two Banach spaces X and Y is the infimum of the gap g(i(X), j(Y )) taken over all the isometric embeddings of i, j of X, Y into a common superspace. This notion of gap g(M, N) is different, but equivalent to the oneĝ(M, N) used in [34] :
. Thus Theorem 4.1 in [34] implies the following result. Proposition 2.2. Let E and F be closed subspaces of Z.
2.1. Kalton spaces of analytic functions. Let U be an open subset of the complex plane conformally equivalent to the open unit disc. The closure of U will be denoted U and its boundary ∂U, although ∂D will be denoted T. This definition appears formalized in [33] with the name of admissible space of analytic functions, although previous papers of Kalton [29, 30, 32, 34, 28] already contain several forerunners, with different names. The Kalton space corresponds in the context of analytic families to the classical Calderon space in a complex interpolation schema. Given a Kalton space of analytic functions F on U, for each z ∈ U we define X z = {x ∈ Σ : x = f (z) for some f ∈ F} with the norm x = inf{ f F : x = f (z)} so that X z is isometric to F/ ker δ z . The family (X z ) z∈U is called an analytic family of Banach spaces on U. A function f x,z ∈ F such that f x,z (z) = x and f x,z F ≤ c x z is called a c-extremal (for x at z).
There are different ways to generate analytic families on U, and this is the point where complex interpolation enters the game. We shall mainly consider two situations: when U = S, more suitable to handle interpolations pairs (see e.g., [5] ), and when U = D, more suitable for interpolating families (see below, and also [17] ). Interpolation families, or pairs, generate via complex interpolation analytic families of Banach spaces (X z ) z∈U with the interpolation property: whenever an operator T : Σ → Σ induces a norm one operator T : X ω → X ω for all ω ∈ ∂U then it also induces a continuous operator T : X z → X z for all z ∈ U with some control on its norm.
Complex interpolation for pairs. Set U = S. An interpolation pair (X 0 , X 1 ) is a pair of Banach spaces, both of them linear and continuously contained in a bigger Hausdorff topological vector space Σ which can be assumed to be Σ = X 0 + X 1 endowed with the norm x = inf{ x 0 0 + x 1 1 : x = x 0 + x 1 x j ∈ X j for j = 0, 1}. The pair will be called regular if, additionally, ∆ = X 0 ∩ X 1 is dense in both X 0 and X 1 . The name has been taken from Cwikel [19] . The space ∆ has its own Banach space structure ( x ∆ = max{ x X 0 , x X 1 }) and the canonical inclusions ∆ → X i → Σ are contractions. The Calderon space C = C(S, X 0 + X 1 ) is formed by those bounded continuous functions F : S → X 0 + X 1 which are analytic on S and satisfy that the maps t → F (k + ti) ∈ X k are continuous, k = 0, 1. The norm on C is given by F C = sup{ F (k + ti) X k : t ∈ R, k = 0, 1} < ∞. It turns out that C is a Kalton space of analytic functions on S and the resulting spaces (X z ) z∈S forms an analytic family of Banach spaces.
Complex interpolation for families. Set U = D. The method we shall describe follows [17] with some slight modifications presented in [18] . An interpolation family is an assignation of spaces (X ω ) ω∈∂D , where it is assumed that each space X w is linear and continuously embedded in a Banach space Σ, called containing space, and that there is a subspace ∆ ⊂ ∩ w∈∂D X w , called intersection space such that for every x ∈ ∆ the function w → x ω is measurable and satisfies 2π 0 log + x e it dt < ∞, where log + (y) = max{0, log y}. We also suppose that there is a measurable function k : [0, 2π) → [0, ∞) satisfying 2π 0 log + k(t)dt < ∞ and such that x Σ ≤ k(t) x e it for every x ∈ ∆ and every t ∈ [0, 2π). We denote by G 0 the space of all analytic functions on D of the form g = n j=1 ψ j x j , with ψ j in the Smirnov class N + [25] , x j ∈ X, and such that g = ess sup z∈T g(z) z < ∞. We denote by G the completion of G 0 . For each z 0 ∈ D we define two spaces. The first one is X {z 0 } , the completion of ∆ with respect to the norm x {z 0 } = inf{ g : g ∈ G 0 , g(z 0 ) = x}, and the second one is 
.
Integration with respect to the Poisson kernel provides the harmonic measure
A measurable function α on T which is integrable with respect to the harmonic measure on T can be extended to an harmonic function on D by the formula:
The harmonic conjugateα of α withα(0) = 0 is given byα(z) = T α(ω)P z (ω)dω. We state now the reiteration theorem [17, Theorem 5.1] for later use.
Theorem 2.4. Let α : T → [0, 1] be a measurable function, let (X 0 , X 1 ) be an interpolation pair of Banach spaces, and let X ω = (X 0 , X 1 ) α(ω) for ω ∈ T. If inf T α(ω) and sup T α(ω) are attained then (X ω ) ω∈T is an interpolation family and
with equality of norms.
2.2.
Derivations, centralizers and twisted sums. Given a Kalton space of analytic functions F ≡ F(U, Σ) and z ∈ U, the evaluation map δ ′ z : F → Σ of the derivative at z is bounded for all z ∈ U (see Lemma 2.14 for a precise estimate of its norm). We also need the following well-known fact, for which we present a proof for the sake of later use.
Proposition 2.5. For each z ∈ U, the map δ ′ z is continuous and surjective from ker δ z to X z . Proof. Let ϕ : U → D be a conformal equivalence such that ϕ(z) = 0. Each g ∈ ker δ z can be written as g = ϕ · f for some f ∈ F, and g
⊂ X z and the continuity into X z follows from the closed graph theorem. Moreover, given x ∈ X z and f ∈ F with f (z) = x, g = ϕ(z)
) is bounded and thus dX z can be endowed with its natural complete quotient norm (a, b) = inf{ f F : f ∈ F, f ′ (z) = a, f (z) = b}. The space dX z admits an exact sequence 0 → X z → dX z → X z → 0 with inclusion j z (x) = (x, 0) (thanks to Prop. 2.5) and quotient map q z (y, x) = x. All this yields a commutative diagram:
Thus we have a method to obtain twisted sums of spaces X z obtained from a Kalton space of analytic functions. The twisted sum space can be described using the so-called derivation map, or differential (see [21] ), Ω z = δ ′ z B z , where B z : X z → F is a homogeneous bounded selection for δ z . Form the space d Ωz X z = {(y, x) ∈ Σ × X z : y − Ω z x ∈ X z } endowed with the quasi-norm (y, x) = y − Ω z x z + x z so that one has the exact sequence 0 → X z → d Ωz X z → X z → 0 with inclusion x → (x, 0) and quotient map (y, x) → x. It is not hard to check [9] that d Ωz X z is isomorphic to dX z . Note that, since Ω z depends on the choice of the selection B z , different choices of selections lead to different derivations Ω z , but the difference between two of these derivations is always a bounded map, so both choices produce isomorphic derived spaces and equivalent twisted sums. Of course, when there is a unique 1-extremal f x,z for every x, the canonical choice
Kalton [29, 30] developed a deep theory connecting derivations and twisted sums in the specific case of Köthe function spaces that we briefly describe now because it is essential to understand our work. Let X be a Köthe function space contained in the space L 0 (µ) of µ-measurable functions, where µ is a σ-finite Borel measure on a Polish space P. We consider on X the Banach L ∞ (µ)-modulus structure it naturally carries. A L ∞ -centralizer, or simply a centralizer on X is a homogeneous map Ω :
We say that Ω is real if Ω(x) is real whenever x is real.
This means that the exact sequence induced by Ω, namely,
with obvious inclusion y → (y, 0) and quotient map (y, x) → x, splits. This somewhat folklore fact does not explicitly appears in the literature. and thus, for the sake of completeness, we present the argument: if an L as above exists then the map (f, x) → f −Lx is a linear continuous projection on X ⊕ Ω X with range X since f − Lx = f − Ωx + Ωx − Lx ∈ X + X; and if a linear continuous projection P : X ⊕ Ω X → X exists, then also a linear continuous selection S : X → X ⊕ Ω X exists (see [14] ); this selection has necessarily the form
Derivations induced by analytic families of Köthe function spaces are centralizers. Kalton's theorem establishes that essentially all real centralizers arise from complex interpolation of families of two Köthe spaces, while complex centralizers arise from families of up to three Köthe spaces. We will formulate the theorem for pairs: Theorem 2.7. [29, 30] (1) Given a complex interpolation pair (X 0 , X 1 ) of Köthe function spaces and a point 0 < θ < 1, the derivation Ω θ is an L ∞ -centralizer on the space X θ . (2) For every real L ∞ -centralizer Ω on a separable superreflexive Köthe function space X there is a number ε > 0 and an interpolation pair (X 0 , X 1 ) of Köthe function spaces so that X = X θ for some 0 < θ < 1 and εΩ − Ω θ : X θ → X θ is a bounded map. (3) The induced centralizer Ω θ is bounded as a map X θ → X θ for some (hence for all) θ if and only if X 0 = X 1 , up to an equivalent renorming.
We will need from [30] a couple more of definitions.
A Köthe space X endowed with an admissible norm will be called an admissible Köthe space.
It follows that X is a complete Banach space continuously embedded in L 0 . Examples of admissible Köthe spaces are the L p spaces. Definition 2.9. A family H = {X ω } ω∈T of Banach spaces will be called
for all x ∈ L 0 and a. e. ω ∈ T we have
As Kalton mentions "this holds in most reasonable situations". Kalton defines in [30] a particular interpolation method for an admissible family H = {X ω : ω ∈ T} based on fixing as Kalton space on D the space to be a Kalton space is to be complete, but the completeness of this last space follows by mimicry the usual arguments from [17] .
A remark is in order: Kalton defines the space N + (D) in [30] without imposing the condition f = ess sup w∈T f (w) w < ∞, and thus functions in his space N + (D) can have even infinite norm (just pick a Polish space with a single point, so that L 0 = C, and picking X w = C for each w ∈ T one gets an admissible family X for which N + = N + as in [25] , where it is also proved that functions F ∈ N + admit non-tangential limits and {F ∈ N + :
. Thus, one has to replace the original space Kalton defines by the space of functions with finite norm as indicated above, which is likely to be Kalton's intention. Observe that this amendment is harmless since [30, Proposition 2.4] asserts the existence of extremals in our space, which means that the new space yields the same spaces X z .
We remark that if H is a strongly admissible family which is also an interpolation family with containing space L 1 (hdµ) (with maximal intersection space) and the spaces X z 0 obtained from the Kalton space above have the dominated convergence property (for example, if they are reflexive [4] ) then Kalton's interpolation method agrees with the one of [17] (see [27] ).
We also need to recall from [30] the notions of semi-ideal and indicator function.
which is a cone and such that if g ∈ I and 0 ≤ f ≤ g then f ∈ I. A strict semi-ideal is a semi-ideal which contains a strictly positive element.
Given a Köthe function space X on the measure space (P, µ), I X is the semi-ideal of all f ∈ L + 1 such that (1) sup
There is x ∈ B X such that S f |log |x|| dµ < ∞.
Definition 2.11. The indicator of X is the map Φ X : I X → R given by
We will require the following result [30, Thm. 4 
.7]:
Theorem 2.12. Let H be a strongly admissible family. Then there is a strict semi-ideal I such that
is a bounded measurable function for every f ∈ I; (2) If z 0 ∈ D, then I ⊂ I Xz 0 and for every f ∈ I we have
The core of Kalton's method is that centralizers on a separable Köthe space X on (P, µ) actually live on L 1 (µ). More precisely, given a centralizer Ω on X, then L 1 = XX * by Lozanovskii's factorization [41] and thus each f ∈ L 1 can be written as f = xx * with x x * ≤ 2 f , and one can set
This is a centralizer on L 1 that verifies that whenever f = yy * , with y ∈ X, y * ∈ X * then
, where u|f | is the polar decomposition of f and 1 = p − 1 + q − 1. The paper [6] shows that the correspondence extends to 0 < p < 1. Now, given a centralizer Ω on a Köthe space X then Kalton considers the strict ideal I Ω ⊂ L 1 of those elements f ∈ L 1 for which Ω [1] (f ) ∈ L 1 , and define on I Ω the functional
The crucial properties of this functional are established in [30, Prop. 7 
.4]:
Theorem 2.13.
(1) Let (X 0 , X 1 ) be an interpolation couple of Köthe spaces and let X θ = (X 0 , X 1 ) θ with associated differential Ω θ . Then on a suitable semi-ideal one has
ω ∈ T} be a strongly admissible family. If Ω is the centralizer associated to X z for z = 0, then on a suitable strict semi-ideal I ⊂ I Ω one has that for every f ∈ I 
The corresponding derivation maps are related as follows:
any open domain of the complex plane, given s ∈ U, we denote by ϕ s : U → D a conformal equivalence taking s to 0. In the case U = S an example is given by
for which ϕ ′ s (s) = π/(2 sin πs). The conformal equivalence ϕ s is unique up to a multiplicative constant: any other conformal equivalence ψ s taking s to 0 can be written as ψ s = f • ϕ s , where
14 Lemma]. Given a Kalton space F of functions on U and z ∈ U, we denote by δ n z : F → Y the evaluation of the n-th derivative at z. We will need the following estimates:
Given a positively oriented closed rectifiable curve Γ in U for which z belongs to the inside of Γ, the Cauchy integral formula [38, Appendix A3] establishes that, for each n ∈ N 0 ,
We take a number r with 0 < r < dist(s, ∂U) and denote by Γ the boundary of the open disc D(s, r). By the Cauchy integral formula
and since we can take r arbitrarily close to dist(s, ∂U), we get estimate (1).
Also, given x ∈ B Xs and ε > 0, we can take f ∈ F with f < (1 + ε) and f (s) = x. Then
and we get γ(δ
Since γ(T ) ≤ T for each T , the equality is proved. Part (2) of Lemma 2.14 says that δ ′ s : ker δ s → X s is not only surjective, but a multiple of a quotient map: the induced injective map ker δ s /(ker δ
we get the first part. For the rest, note that the operator δ ′ s : ker δ s → X s is bounded by Lemma 2.14.
(1) The spaces ker δ s and F are isometric. Consequently, ker δ s and ker δ t are isometric.
(2) For every n ∈ N, ∩ 0≤k≤n ker δ k s and F are isometric. In particular, ker ∆ s and ker ∆ t are isometric.
is clearly well-defined and injective, and it is surjective because each g ∈ ker δ s can be written as g = ϕ s · f with f ∈ F.
To prove (2), just note that (d s ) n+1 : F → 0≤k≤n+1 ker δ k s is also an isometry. Let s, t ∈ U. The map ϕ s · f ∈ ker δ s → ϕ t · f ∈ ker δ t is a bijective isometry, but we need a more precise description. Note that the map ϕ s,t : U → D defined by
is a conformal equivalence satisfying ϕ s,t (t) = 0. Moreover, denoting α = ϕ s (t) ∈ D, one has
This yields:
Proof. We proceed inductively on N. For N = 0, we take a norm-one ϕ s · f ∈ ker δ s . Since ϕ s,t · f ∈ ker δ t and ϕ s · f − ϕ s,t · f F = ϕ s − ϕ s,t ∞ ≤ 2h(s, t), and we can proceed similarly for each norm-one ϕ t · f ∈ ker δ t , we get g (ker δ s , ker δ t ) ≤ 2h(s, t).
Moreover if the estimate holds for N − 1 then it also holds for N because 
And consequently, Corollary 2.20. Let P be a stable (resp. open) property. Assume that there is s ∈ U so that d n X s has P. Then d n X t has P for all t ∈ U (resp. for all t in an open disc centered in s).
Stability and bounded stability
Kalton's work justifies the importance of boundedness in interpolation affairs. Let us accordingly introduce a few related notions: Definition 3.1. The derivation Ω z is bounded when it takes values in X z and it is bounded as a map from X z to X z . Let us say that the induced exact sequence boundedly splits if Ω z is bounded.
Bounded splitting admits a natural characterization in terms of decompositions of the Kalton space of functions F = F(U, Y ) that generates the analytic family. (
Proof. Clearly (1) ⇐ (2) ⇐ (3), (4) ⇐ (5) and (6) ⇐ (7). Moreover (4) ⇔ (6) and (5) ⇔ (7) follow from Lemma 2.15. We will prove (1) ⇒ (3) ⇒ (5) and (4) ⇒ (2).
(1) ⇒ (3): Let f ∈ F with f = 1. Since δ s : ker δ ′ s → X s is surjective, it is open. So there exists r > 0 such that we can find h ∈ ker δ ′ s with h ≤ r f (s) s and h(s) = f (s). Since f (s) s ≤ f , taking g = f − h ∈ ker δ s we obtain (3) with M = r + 1.
(3) ⇒ (5): Let f ∈ F. We can be write f = g+h with g ∈ ker δ s , h ∈ ker δ (6) shows that the requirements in Definition 3.1 are redundant Condition (2) in Theorem 3.2 provides a neat description of how the twisted sum space d Ωs X s splits when Ω s is bounded. Indeed, since
We formulate now the topic of study of this paper.
Definition 3.3. Given F = F(U, Σ) a Kalton space of analytic functions on the domain U, the map z → Ω z will be called the associated differential process.
Definition 3.4. We will say that a differential process:
(1) enjoys local bounded stability if whenever Ω z 0 is bounded then there is a neighborhood V z 0 of z 0 such that Ω z is bounded for all z ∈ V z 0 . (2) enjoys global bounded stability if whenever Ω z 0 is bounded then Ω z is bounded for all z ∈ U.
Kalton's theorem 2.7 establishes that when two analytic families have been obtained out from interpolation pairs X = (X 0 , X 1 ) and Y = (Y 0 , Y 1 ) of Köthe spaces then the differential process is "rigid", in the sense that whenever Ω X z 0 − Ω Y z 0 is bounded at some point z 0 then X 0 = Y 0 and X 1 = Y 1 , up to some equivalent renorming. We will show in Theorem 3.13 that the differential process associated to families of three Köthe spaces also enjoys this rigidity, while the examples in Section 3.3 show that the differential process associated to families of four Köthe spaces does not even enjoy local bounded stability.
Definition 3.5. We will say that a differential process:
(1) has local stability if whenever Ω z 0 is trivial then there is a neighborhood V z 0 of z 0 such that Ω z is trivial for all z ∈ V z 0 . (2) has global stability if whenever Ω z 0 is trivial then Ω z is trivial for all z ∈ U.
We will complete Kalton's theorem 2.7 by showing:
• That the differential process associated to families of up to three Köthe spaces enjoys global (bounded) stability; in fact, it is "rigid" in the case of bounded stability and "rigid" up to weighted versions in the case of stability. This can be found in in Section 3.2.
• That the differential process associated to families of four spaces can fail local bounded stability (Proposition 3.17).
• That the differential process associated to families of four spaces can fail local stability (Proposition 3.19. In the case of pair of arbitrary Banach spaces we will show (Theorem 4.14) that, under some additional hypotheses, whenever Ω z 0 is linear then the differential process is "isometrically rigid", something that does not follow -even for Köthe spaces-from the methods in previous sections.
3.1. Stability for pairs of Köthe spaces. After Kalton's bounded stability theorem 2.7, it is a reasonable guess that "nontrivial scales" of Köthe spaces correspond to "nontrivial centralizers". The difficulty is that the non-triviality notion (Definition 2.6) involves wildly uncontrolled linear maps. Thus, while Kalton shows [30] that the centralizer Ω θ associated to the scale (X 0 , X 1 ) θ of Köthe function spaces is bounded if and only if X 0 = X 1 up to equivalence of norms, the following question remained open: Does the triviality of Ω θ imply that X 0 and X 1 are equal, or at least isomorphic?
We shall now prove global stability for pairs of Köthe spaces. The following sentence in [12, p. 364] clearly suggests that it was known to Nigel, at least in the domain of Köthe sequence spaces: If (Z 0 , Z 1 ) are two super-reflexive sequence spaces and Z θ = [Z 0 , Z 1 ] θ for 0 < θ < 1 is the usual interpolation space by the Calderon method, one can define a derivative dZ θ which is a twisted sum Z θ ⊕ Ω Z θ which splits if and only if Z 1 = wZ 0 for some weight sequence w = (w(n)) where w(n) > 0 for all n. These remarks follow easily from the methods of [30] .
Here we follow Kalton (see [30, formula (3. 2)]) to obtain a formula for the centralizer Ω θ corresponding to a couple of Köthe function spaces (X 0 , X 1 ). Let 0 < θ < 1, and suppose that one of the spaces X 0 , X 1 has the Radon-Nikodym property. The Lozanovskii decomposition formula allows us to show (see [33, Theorem 4.6] 
One thus gets for positive x the formula:
Using B θ (x) = (sgn x)B θ (|x|) for general x one still gets
Given a Köthe function space X (on a Polish space S), a weight w is a scalar positive measurable function on S. When X is a sequence space we denote ϕ(X) the space of finitely supported elements of X. When X is a (non-atomic) function space, ϕ(X) denotes the space of functions of compact support of X. The space ϕ(X) is dense in X. We denote by X(w) the space of all measurable scalar functions f such that wf ∈ X, endowed with the norm x w = wx X . From the approach in [13] we get the following general version of a well-known result for scales of L p -spaces [5, 5.4.1. Theorem] (see also [22, p. 655 
]):
Proposition 3.6. Let X be a Köthe function space with the Radon-Nikodym property, and let w 0 , w 1 be two weights. Then for any 0 < θ < 1, (X(w 0 ), X(w 1 )) θ = X(w 1−θ 0 w θ 1 ) with associated linear centralizer Ω θ (x) = log(w 0 /w 1 )x for x ∈ ϕ(X).
Proof. By [33, Theorem 4.6], the space (X(w 0 ), X(w 1 )) θ is isometric to the space X(w 0 ) 1−θ X(w 1 ) θ endowed with the norm
Standard lattice estimates such as [40, Proposition 1.d.2] imply that
, and the reverse inequality can be obtained by using w 0 a = w 1 b = w To obtain Ω θ on ϕ(X θ ), we observe that a bounded homogeneous optimal selector for the evaluation map δ θ on ϕ(X θ ) is defined by B θ (x) = (w 1 /w 0 ) θ−z x: indeed, B θ (x)(θ) = x while B θ x = x X θ as it follows from
It is a well-known fact that complex interpolation between two Hilbert spaces yields Hilbert spaces [33] 
+ and an operator T : (H 0 , H 1 ) → (ℓ 2 (I), ℓ 2 (I, w)) such that both T 0 : H 0 → ℓ 2 (I) and
We show now how to pass this information to any scale of superreflexive Köthe function spaces. In this form, we solve both the stability problem for the property of splitting in the case of Köthe spaces, by a scale stability result, and complete Theorem 1:
Theorem 3.8. Let (X 0 , X 1 ) be an interpolation pair of superreflexive Köthe spaces and let 0 < θ < 1. Then Ω θ is trivial if and only if there is a weight function w so that X 1 = X 0 (w) up to equivalence of norms.
Proof. Assume L 0 (µ) is the base space for the Köthe structure of X 0 , X 1 . The proof goes in two steps.
Step 1. If Ω θ is trivial then there is a real function f ∈ L 0 (µ) so that Ω θ (x) − f x ∈ X θ and is bounded there.
Indeed, since Ω θ is a centralizer, there is a constant c > 0 such that for every a ∈ L ∞ (µ) and every x ∈ X we have Ω θ (ax) − aΩ θ (x) ≤ c a x , and since it is trivial, there is a linear map L so that Ω θ − L takes values in X θ and is bounded there. The techniques in [13] (Lemmas 3.10 and 3.13) show that after some averaging it is possible to get a linear map Λ such that Ω θ − Λ takes values in X θ and is bounded there and, moreover, Λ(ux) = uΛx for every unit of X. Since characteristic functions can be written as the mean of two units one gets that if if s = N λ i 1 A i is a simple function then Λ(sx) = sΛ(x). Now, simple functions are dense in L ∞ , so given a ∈ L ∞ pick a simple s so that a − s ≤ ε. Since Λ(ax) = Λ((a − s)x) + Λ(sx) and aΛ(x) = (a − s)Λ(x) + sΛ(x), it follows that for some constant K
which shows that Λ actually verifies Λ(ax) = aΛ(x) for every a ∈ L ∞ . It is then a standard fact that Λ must have the form Λ(x) = gx for some function g; indeed, set g = Λ(1). Now, formula 4 shows that the centralizer Ω θ is real, so f = Ω θ (1) is a real function. The linear map Υ(x) = f x verifies that Υ(x) − Λ(x) ≤ f − g x = Ω θ (1) − Λ(1) x < +∞; and thus Ω θ − Υ takes values in X θ and is bounded there.
Step 2. The spaces X 0 , X 1 are weighted versions to each other.
Pick w 0 = e θf and w 1 = e (θ−1)f . By the previous proposition, (X θ (w 0 ), X θ (w 1 )) θ = X θ (w 1−θ 0 w θ 1 ) = X θ with associated centralizer Ω(x) = log(w 0 /w 1 )x = f x = Υ(x). Thus Ω θ − Ω is bounded and, by Kalton's Theorem 2.7 (part (3), we get X 0 = X θ (w 0 ) and X 1 = X θ (w 1 ). Theorem 3.8 implies that the map Ω θ , when trivial, is a bounded perturbation of a diagonal map. This is a consequence of the symmetry properties induced by the Köthe space structure. Now we can complete Corollary 3.7 with the following result stating that twisted Hilbert spaces induced by interpolation of Köthe spaces are trivial only in the obvious cases. Proposition 3.9. A twisted Hilbert space induced by interpolation at θ = 1/2 between a superreflexive Köthe space X and its dual is trivial if and only if for some weight function w we have X = L 2 (w) with equivalence of norms.
Proof. If the twisted space is trivial then since X 1/2 = L 2 (see, e.g., [13] ), and since spaces on the whole scale are weighted versions of each other, X and X * are equal to L 2 (w) and L 2 (w −1 ) with equivalence of norms, respectively, for some weight.
3.2.
Stability and bounded stability for families of three Köthe spaces. The global stability of both splitting and bounded splitting for interpolation families consisting of three spaces equidistributed on arches can be essentially derived from Kalton's arguments sketched in [30, Thm. 7.9] , which is the result that plays the role of [30, Thm. 7.6] for complex centralizers: it claims (see below) that a (complex) centralizer Ω on some uniformly convex Köthe space X 0 is induced by three Köthe spaces equidistributed on the arches of T corresponding to 2(j − 1)π/3 ≤ θ ≤ 2jπ/3.
The starting point is the generalization of the formula X θ = X 1−θ 0 X θ 1 for families presented in [30, Thm. 3.3] that Kalton credits to Hernandez [27] . The following result provides the associated differential; we have included for the sake of clarity a streamlined proof of the generalized factorization theorem. Definition 3.10. Given Köthe function spaces X 1 , ..., X n and positive numbers a 1 , ..., a n ∈ R we define
endowed with the norm f = inf{ n j=1 f j a j X(j) }, where the infimum is taken over all choices of elements f j ∈ X j so that |f | ≤ n j=1 |f j | a j , j = 0, 1, 2.
Proposition 3.11. Let A 1 , ..., A n be disjoint arches so that T = ∪ n j=1 A j . Let H be a strongly admissible family for which X ω = X j on ω ∈ A j , j = 1, ..., n. If µ z 0 denotes the harmonic measure on T with respect to z 0 one has
In particular, if X is an admissible and separable Köthe function space, w j are weight functions and X j = X(w j ), the family H as above is strongly admissible and, for z 0 ∈ D, we have
where ψ j is an analytic function on D such that Re(ψ j ) = χ A j on T and ψ j (z 0 ) = 0. Remark 1. Notice that in this case H is also an interpolation family in the sense of [17] .
Proof. To obtain the first part, pick f ∈ X z 0 . We are going to use [30, Lemma 3.2 and Theorem 3.3]. To this end recall that if E denotes the Köthe function space on D × T with norm φ E = ess sup φ(·, e θ ) X e iθ then there is φ ∈ E so that φ E = f Xz 0 and |f (s)| = exp
By Jensen's inequality
Therefore f j ∈ X(j) and |f | ≤ |f j | µz 0 (A j ) and thus
, and let φ be given by
where ϕ j is a harmonic function which on T is χ A j , j = 1, ..., n. Then ϕ j (z 0 ) = µ z 0 (A j ), and
Therefore, f Xz 0 ≤ φ = max f j X(j) . If we multiply each f j by
then we still have that |f (s)| ≤ |f j (s)| µz 0 (A j ) and
Since the f j were arbitrary, we get f Xz 0 ≤ f .
We prove the second part. Let h 1 and k 1 be the functions that test that the norm of X is reasonable. We set h = h 1 min w j and k = k 1 max w j . Then h and k are such that xh 1 ≤ x z ≤ xk ∞ for every x ∈ X and every z ∈ T and also xw j h 1 ≤ x X(w j ) ≤ xw j k 1 ∞ . Since it is clear that B X(w j ) is closed in L 0 , each space X(w j ) is reasonable. It then follows that H is strongly admissible with V ∩ B Xz L 0 -dense in B Xz for a. e. z ∈ T, where if Y is a countable dimensional dense subspace of X then V is the subspace generated by {
We have that X z 0 = X µz 0 (A j ) j . Therefore, for every x ∈ X z 0 one has
(the first inequality follows from x θ y 1−θ ≤ x θ y 1−θ and an induction argument, and the
j x, then we get the reverse inequality. Now let
Then F ∈ N + (H), F (z 0 ) = x and for ω ∈ A j one has
Therefore, F is a 1-extremal function for x, and
We pass to study the (bounded) stability. We observe first that while working with a finite family consisting of three spaces one can always assume without loss of generality that the inner point to consider is z 0 = 0, and so we will do until Section 3.3. Also, we will consider three arches
for j = 0, 1, 2. The vectors
are linearly independent. Consequently, there are choices of scalars a j ∈ C such that a j α j = 0 and − a j β j = 1.
Proof. We begin by noticing that α j = 1 and β j = 0. So a cannot be written as a linear combination of b and c. Also, the only way for {a, b, c} to be linearly dependent is if b is a multiple of c. We have sin
which is zero if and only if two of the θ ′ j s are equal, which is not the case.
The formulae for the α's and β's are provided by Theorems 2.12 and 2.13. Indeed, β j = ψ ′ j (0) because e −it is the derivative of P z 0 + iP z 0 . The bounded stability result follows by reformulating and proving Kalton's theorem [30, Thm 7.9 
]:
Theorem 3.13. Suppose X = {X ω : ω ∈ T} and Y = {Y ω : ω ∈ T} are two strongly admissible families with X ω = X j and Y ω = Y j for ω ∈ {e it : t ∈ A j }, j = 0, 1, 2. Let Ω 0 (resp. Ψ 0 ) be the derivation associated to X (resp. Y) at z 0 = 0. If X 0 = Y 0 with equivalence of norms and Ω 0 − Ψ 0 is bounded then X j = Y j for all j = 0, 1, 2, with equivalence of norms. In particular, Ω z − Ψ z is bounded for every z ∈ D.
Proof. Since Ω 0 and Ψ 0 are boundedly equivalent, so are Ω [1] 0 and Ψ [1] 0 by virtue of their definition. and then,
We can use now Theorems 2.12, 2.13 and Lemma 3.12 to get equations that determine Φ X j in terms of Φ X 0 , Re(Φ Ω 0 ) and Im(Φ Ω 0 ); and the same for Φ Y j in terms of
and Im(Φ Ψ 0 ). More specifically, on a suitable strict semi-ideal one has:
and
Lemma 3.12 establishes that there is a unique solution for the numerical system
and two uniformly bounded sets of data, i.e., two functions (a(x), b(x), c(x)) and (a ′ (x), b ′ (x), c ′ (x)) with bounded difference, will produce two solutions Φ X j and Φ Y j with bounded difference. We use now [30, Prop. 4.5] : Let X and Y be Köthe function spaces. Let I ⊂ I X ∩ I Y be a strict semi-ideal. Then X and Y have equivalent norms if and only
to conclude that X j = Y j with equivalence of norms and j = 0, 1, 2.
We pass to the the general stability result for three Köthe spaces after a preparatory lemma.
Lemma 3.14. Let X be a Köthe function space on the base space (P, µ). Given f ∈ L 0 (µ) there are weight functions ω j such that if we set Y ω = X(ω j ) for ω ∈ {e it : t ∈ A j } and j = 0, 1, 2 then the strongly admissible family Y = {Y ω : ω ∈ T} yields Y 0 = X with (linear) differential Ω 0 (x) = f x.
Proof. Write f = f 1 + if 2 . From Lemma 3.12 we have that there are real numbers a 0 , a 1 , a 2 such that a j α j = 0 and a j β j = −1. Also, there are real numbers b 0 , b 1 , b 2 such that b j α j = 0 and
2 ) = X and
Theorem 3.15. Let X = {X ω : ω ∈ T} be a strongly admissible family such that X ω = X j for ω ∈ {e it : t ∈ A j } and j = 0, 1, 2. If the differential Ω 0 = Ω z 0 is trivial then there are weight functions w j such that X j = X 0 (w j ) with equivalence of norms. In particular, Ω z is trivial for every z ∈ D.
Proof. If Ω 0 is trivial we reason as in Theorem 3.8 to get some f ∈ L 0 (µ) for which the linear map Λ(x) = f x on X 0 is such that Ω 0 − Λ has values in X 0 and is bounded there.
Set X = X 0 in Lemma 3.14 so that the family Y has Λ as induced centralizer at 0. By Theorem 3.13, we obtain that X j = X 0 (w j ) with equivalence of norms for suitable weights. To see that Ω z is trivial for any z ∈ D, observe that the Kalton spaces N + (X ) and N + (Y) coincide, with equivalence of norms, so that we will abuse from the notation and will call it N + . Therefore, X z = Y z for all z ∈ D, with equivalence of norms.
Let Λ z be the trivial centralizer induced by Y at z. For x ∈ V fix (1+ǫ)-extremals F x ∈ N + (X ) and
Thus, for all x ∈ V and certain constants C, C ′ one has
Since Λ z is trivial and V is dense in X z , also Ω z must be trivial.
3.3.
No (bounded) stability exists for families of four Köthe spaces. Kalton's theorem 2.7 establishes an optimal result for bounded stability when working with pairs of superreflexive Köthe spaces: if Ω θ is bounded from X θ to X θ then the scale is trivial, i.e. X 0 = X 1 , up to an equivalence of norms. However, Kalton's theorem 2.7 is no longer true for arbitrary families of Köthe spaces. Let A denote the disc algebra, which is the space of all continuous functions on D which are analytic on D. A sequence (ω n ) in A induces a family of diagonal linear maps D(z) : c 00 → c 00 , (z ∈ D), given by D(z)(x n ) = (w n (z)x n ), so that for each s ∈ D we can define a Banach space X s as the completion of c 00 with respect to the norm x s = e −D(s) x 2 . For x ∈ c 00 , we denote x Σ = inf{ x 1 z 1 + · · · + x n zn }, where the infimum is taken over all n ∈ N, z 1 , . . . , z n ∈ T, and x 1 , . . . , x n ∈ c 00 such that x = x 1 + · · · + x n . Claim. . Σ is a norm on c 00 .
Proof. The only difficulty is to show that x Σ = 0 implies x = 0. Suppose that x = (x j ) ∈ c 00 and x k = 0. Notice that e −D(z) is the multiplication operator associated to the sequence (e −wn(z) ).
and we conclude x Σ > 0.
Let Σ be the completion of c 00 with respect to . Σ . Then for each ω ∈ T we have X ω ⊂ Σ with inclusion having norm at most 1. We will show now that (X ω ) ω∈T is an interpolation family with containing space Σ and intersection space ∆ = c 00 . First note that the projection P n onto the first n coordinates is a norm one operator on X ω for each ω ∈ T, and on Σ. (1)
(2) The space X z 0 is the completion of c 00 with respect to the norm
Take n such that P n (x) = x and define g(z) = P n (f (z)). Then g(z) = n j=1 ψ j (z)e j , where (e j ) is the canonical basis of ℓ 2 . Since ψ j (z)e j = (P j − P j−1 )f (z) and f is analytic when viewed as a Σ-valued function, we get that ψ j is analytic. If z ∈ D, then
where H ∞ is the space of bounded analytic functions on D. Also, for almost every z ∈ T we have:
To prove (2), let x ∈ c 00 and let g(z) = e D(z)−D(z 0 ) x ∈ G. Then g(z 0 ) = x, and for z ∈ T,
Thus
Given a non-zero y ∈ c 00 , define
It follows that h ∈ H ∞ . Indeed, f may be written as a finite sum f i x i , with f i ∈ N + and
This implies that h ∈ N + , and since it is bounded on T, we have that
Since f G can be taken arbitrarily close to x z 0 and y is arbitrary, e −D(z 0 ) x 2 ≤ x z 0 . Thus we have shown that the following function g is an extremal function for x at z 0 :
We show now that there is no local bounded stability for arbitrary families of Köthe spaces.
Proposition 3.17. Let D(x n ) = (w n x n ) be an unbounded diagonal operator on ℓ 2 .
(1) The choice D(z) = zD yields an analytic family for which Ω z = D for every z ∈ D.
(2) The choice D(z) = z 2 D yields an analytic family such that Ω z = 2zD for every z ∈ D. Therefore Ω 0 = 0 while Ω z is unbounded for every z = 0.
Note that similar results involving linear, but not necessarily diagonal operators, can be obtained. For example, assuming the appropriate conditions so that the family defines interpolation are satisfied, if w is in A, and T is a bounded operator on some space X, the flat interpolation family x ω = e w(ω)T x X for ω ∈ T yields that x z = e w(z)T x X for each z ∈ D, with associated derivation Ω z (x) = w ′ (z)T (x). We pass now to show there is no local stability for families of Köthe spaces. In our first example we explicitly define the initial configuration of ℓ p spaces. on T, and consider the interpolation family (ℓ p(ω) ) ω∈T . Given z 0 ∈ D with α(z 0 ) ∈ R, the interpolation space at z 0 is ℓ p(z 0 ) with associated derivation
Proof. The containing space for the family is ℓ ∞ , and the intersection space may be taken as c 00 .
Notice that even if we take the biggest intersection space possible, we still would have that c 00 is dense in the interpolation space. We first check that
x n |x n | is a 1-extremal for x ∈ c 00 with x p(z 0 ) = 1. The function f is analytic and f (z 0 ) = x, and f ∈ G because each coordinate is bounded (as we can see in the following calculation), and for every z ∈ D we have
Therefore, x z 0 ≤ x p(z 0 ) . The reverse inclusion is proved by a standard argument (see [5, 5.5.1 . Theorem]). Moreover for non-zero x = (x n ) ∈ ℓ p(z 0 ) one has
and the proof is complete.
Recall that an operator is said to be strictly singular when its restriction to any infinite dimensional subspace is not an isomorphism. Accordingly, an exact sequence is said to be singular when the quotient map is a strictly singular operator. We say that a derivation is singular if the induced short exact sequence is singular (see [9] ). yields Ω 0 = 0 while Ω z is singular for any z ∈ D, z = 0.
, 1] it turns out that p(z) ∈ [1, 3] . We thus set α(z) = z 2 + 2 on D. In that case we get α(z) ∈ R if and only if z = t or z = it, t ∈ R. By the previous lemma, Ω 0 = 0, and for z = t and z = it, t = 0, Ω z is a nonzero multiple of the KaltonPeck map on ℓ p(z 0 ) , and therefore it is singular. Moreover, the choice α z 0 (z) = z 2 + 2 − iIm(α(z 0 )) yields that Ω z 0 is a nonzero multiple of the Kalton-Peck map for any z 0 ∈ D, z 0 = 0.
3.4.
The moral of all this. We can present two explanations for what has occurred so far; namely, that families of two or three Köthe spaces have global (bounded) stability and are even rigid in different senses; while families of four or more spaces do not. The first explanation emerges from the proof of Theorem 3.13: any point in the interior of the convex hull of two or three points admits a unique representation as a convex combination of them, which is false when there are four or more vertices. The second explanation arises from the reiteration theorem for families [17] (cf. Theorem 2.4). Using that result to set the initial configuration one gets: Theorem 3.20. Let α and (X 0 , X 1 ) α(ω) for ω ∈ T be as in Proposition 2.4, and let Ω s denote a derivation corresponding to (X 0 , X 1 ) s for 0 < s < 1. The derivation corresponding to the family
where w = α + iα, whereα is a harmonic conjugate of α withα(z) = 0.
Proof. Fix z ∈ D and x ∈ X 0 ∩ X 1 , and take f in the Calderon space C(X 0 , X 1 ) such that f (α(z)) = x and f = x α(z) . By [5, 4.2.3 . Lemma] we may assume that f is a linear combination of continuous functions with image in X 0 ∩X 1 . Included in the proof of [17, Theorem 5.1] is the fact that the function g = f •w is an extremal for the family (X 0 , X 1 ) α(z) since g(z) = x, and g ≤ f . Therefore
Finally Ω w(z) may be chosen as Ω α(z) by vertical symmetry (in case of uniqueness of the extremal functions they are actually equal, see Lemma 4.12).
This result can be understood as the "level one" version of the reiteration Theorem 2.4 and shows that under the hypotheses of Theorem 2.4 the differential of the family is always a multiple of the differential of the initial pair. The following example was suggested to us by B. Maurey. Corollary 3.21. Let (X 0 , X 1 ) be an interpolation pair with associated derivations Ω θ for θ ∈ (0, 1).
]} and α = χ B 0 . Consider the interpolation family {X w : w ∈ T} with X w = (X 0 , X 1 ) α(w) for w ∈ T. One gets that for z ∈ D the associated space is X z = (X 0 , X 1 ) 1 2 for every z = t, z = it, t ∈ (−1, 1), with derivation Φ 0 = 0 and Φ z is a multiple of Ω θ for θ = α(z) for each non-zero z ∈ D.
A case similar to Proposition 3.19 can be obtained with just two spaces distributed on four arches on T as above: just consider X 0 = ℓ ∞ and X 1 = ℓ 1 , which produces that X z = ℓ 2 for every z = t, z = it, t ∈ (−1, 1) and Φ 0 = 0 while Φ z is a multiple of the Kalton-Peck map on X z for every non-zero z ∈ D. Thus, the differential process lacks of local stability since Φ z = 0 while Φ z is even strictly singular (see Section 5) for some z arbitrarily close to 0.
The following stability result explains, to some extent, the exceptional character of the previous examples. With the notation of Theorem 2.4, and w = α + iα as in Proposition 3.20, one has Theorem 3.22. Let (X 0 , X 1 ) be an interpolation pair of Köthe function spaces:
(1) If the derivation Ω z 0 is bounded for some z 0 ∈ D such that 0 < α(z 0 ) < 1 and w ′ (z 0 ) = 0, then X 0 = X 1 with equivalence of norms, and the derivation Ω z is bounded for all z ∈ D.
(2) If the derivation Ω z 0 is trivial for some z 0 ∈ D such that 0 < α(z 0 ) < 1 and w ′ (z 0 ) = 0, then X 1 is a weighted version of X 0 with equivalence of norms, and the derivation Ω z is trivial for all z ∈ D.
Stability results for arbitrary pairs
We study now the stability for the only case left: a pair of arbitrary Banach spaces, for which the existence of local or global stability remains open. Let alone the existence of some type of rigidity. However, we will get results for arbitrary pairs of Banach spaces with a common basis that, under specific conditions, provide even more information than the rigidity and local/global stability results for Köthe spaces. Indeed, the results for Köthe spaces have all an isomorphic nature. For instance, we cannot derive from them that Ω z 0 = 0 implies that the spaces are isometric (the weighted versions are isometric, but then the arguments conclude with "up to an equivalent renorming"). Our Theorem 4.14 here is, under the additional hypotheses it imposes, stronger since it yields isometric uniqueness and stability, something that does not follow even for Köthe spaces from the methods in previous sections. To do this, we need to make a close inspection of the properties of the extremal functions and of the function z → · z .
Throughout this section we will work on the unit strip S and will consider the following alternative description of the complex interpolation method applied to an interpolation pair (X 0 , X 1 ) as given in [23] : Let F ∞ (X) ≡ F ∞ (S, X 0 + X 1 ) denote the space of all functions F : S → X 0 + X 1 analytic on the unit strip S such that F (j + it) ∈ X j for j = 0, 1 and t ∈ R, the maps f j : t ∈ R → F (j + it) ∈ X j (j = 0, 1) are Bochner measurable, F F ∞ (X) = max j=0,1 f j L∞(R,X j ) < ∞, and
where
It is not difficult to check that the space F ∞ (X) endowed with · F ∞ (X) is a Kalton space of analytic functions on S. Moreover, for 0 < θ < 1, the associated spaces X θ coincide (with equality of norms) with the spaces obtained using the usual description of the complex interpolation method as given in Section 2.1 via the Calderon space C (see also [23, p. 288] ). Observe that, given 0 < θ < 1 and t ∈ R, the invariance under vertical translations of the strip S implies that given f in the Calderon space C such that f (θ) = x, the function g(z) = f (z − it) is in C and satisfies f C = g C and g(θ + it) = x; and the same is true for the space F ∞ (X). In particular X θ = X θ+it isometrically, and thus it is enough to study the scale (X θ ) 0<θ<1 . Our analysis begins with the observation of properties of the map θ → · θ .
Lemma 4.1. Let (X 0 , X 1 ) be a regular interpolation pair of Banach spaces and let 0 ≤ θ 0 < θ 1 ≤ 1. For every x ∈ X θ 0 ∩ X θ 1 , the map θ → x θ ∈ R is log-convex on (θ 0 , θ 1 ); it is therefore continuous with right and left derivatives on any point of (θ 0 , θ 1 ).
when θ = (1 − t)θ 0 + tθ 1 : the case θ 0 = 0, θ 1 = 1 is well-known, and the general case is a consequence of the reiteration theorem for complex interpolation [5, 4.6.1. Theorem] . From this it follows that the map θ → log x θ is convex on [θ 0 , θ 1 ], and therefore continuous with right and left derivatives at every point of (θ 0 , θ 1 ).
4.1.
Local bounded stability for coherent pairs. Throughout the remainder of Section 4 the notion of c-extremal refers to the space F ∞ (X). We will suppose also that X 0 is reflexive, but by reiteration we may suppose that X 1 is reflexive. The proof of the following result is a part of the proof of [23, Théorème] . We include some details for the convenience of the reader. Lemma 4.2. Given (X 0 , X 1 ) a regular interpolation pair with X 0 reflexive, x ∈ ∆, θ ∈ (0, 1) and a 1-extremal f x,θ one has f x,θ (z) z = x θ for every z ∈ S.
Proof. It is enough to prove the result in the case
such that x * = x, x * = 1. As in Daher's proof, we select f * ∈ F 2 (X * ) with f * (θ) = x * and f * F 2 (X * ) = 1, where F 2 (X) is defined like F ∞ (X), replacing the L ∞ -norm in the boundary by the L 2 -norm. Applying [5, 4.2.3 . Lemma] we can show that g(z) = f x,θ (z), f * (z) defines an analytic function. Since |g(z)| ≤ 1 for every z ∈ S and g(θ) = 1, the maximum principle for analytic functions implies that g(z) = 1 for every z ∈ S. In particular f x,θ (z) z ≥ 1, hence f x,θ (z) z = 1.
We will consider the following reasonable subclasses of interpolation pairs.
Definition 4.3.
A regular interpolation pair (X 0 , X 1 ) will be called (strictly) optimal if, for every 0 < θ < 1 and each x ∈ X θ , there exists a (unique) 1-extremal f x,θ .
Daher shows in [23, Proposition 3] that:
Proposition 4.4. A regular interpolation pair of reflexive Banach spaces (X 0 , X 1 ) is optimal. If additionally X 0 is strictly convex, then (X 0 , X 1 ) is strictly optimal.
Once the existence of extremals is guaranteed, we can show:
Lemma 4.5. Let (X 0 , X 1 ) be a regular interpolation pair with X 0 reflexive, x ∈ X 0 ∩ X 1 and 0 ≤ θ 0 < θ < θ 1 ≤ 1. Suppose that there is a 1-extremal f x,θ which is derivable at z = θ as a function with values in both spaces X θ i (i = 0, 1), and consider the derivation
The right and left derivatives of t → x t at θ are bounded in modulus by Ω θ (x) θ .
Proof. By Lemma 4.2 x θ = f x,θ (θ + ε) θ+ε . Hence
Note that Ω θ (x) belongs to X θ 0 ∩ X θ 1 by hypothesis. So, by Lemma 4.1, we have that Ω θ (x) θ+ε tends to Ω θ (x) θ . Since
with the same inequality holding for θ − .
This result motivates the following definitions:
Definition 4.6. Let (X 0 , X 1 ) be a regular interpolation pair and let 0 ≤ θ 0 < θ 1 ≤ 1.
(a) A dense subspace ∆ 0 ⊂ ∆ will be said to be c-gluing on [θ 0 , θ 1 ] if for all x ∈ ∆ 0 and all t ∈ (θ 0 , θ 1 ), there is a c-extremal f x,t which is holomorphic on the strip S θ 0 ,θ 1 defined by θ 0 < Re(z) < θ 1 , as a function with values in X θ 0 and X θ 1 respectively. (b) The pair (X 0 , X 1 ) will be said to be c-coherent on [θ 0 , θ 1 ] if it admits a c-gluing subspace ∆ 0 on [θ 0 , θ 1 ]. (c) When θ 0 = 0 and θ 1 = 1 then we will say that ∆ 0 is (c-)gluing, and that (X 0 , X 1 ) is c-coherent. The pair will be said coherent if there is a c such that it is c-coherent. (d) A c-coherent interpolation pair with gluing set ∆ 0 and c-extremals f x,t is said to be cuniformly coherent if for every x ∈ ∆ 0 there exists a subspace E x ⊂ ∆ 0 containing x and closed in X 0 + X 1 so that for every t the map
is bounded. The pair will be said uniformly coherent if there is a c such that it is c-uniformly coherent.
Observe that if ∆ 0 is gluing on [θ 0 , θ 1 ] and t ∈ [θ 0 , θ 1 ], then the associated c-extremal f x,t is holomorphic on S θ 0 ,θ 1 as a function with values in X θ for all θ ∈ [θ 0 , θ 1 ], by the interpolation property of the norm
. Moreover coherence implies that Ω t (∆ 0 ) ⊂ X θ 0 ∩ X θ 1 for all θ 0 < t < θ 1 ; while uniform coherence implies that Ω t (∆ 0 ) ⊂ ∆ 0 for all θ 0 < t < θ 1 . However, uniform coherence does not imply Ω t (X t ) ⊂ X t : indeed, the pair (ℓ p , ℓ q ) (1 < p < q < ∞) is the paramount example of strictly optimal, uniformly coherent interpolation pair with unbounded and nontrivial derivation; so, in accordance with Theorem 3.2, the range of Ω t cannot lie in X t . There are other important examples of uniformly coherent pairs: Proposition 4.7.
(1) A regular interpolation pair (X 0 , X 1 ) of Banach spaces with common Schauder basis is c-uniformly coherent, where c is the maximum of the two basis constants of the basis of X 0 and X 1 . Therefore an optimal interpolation pair (X 0 , X 1 ) of Banach spaces with common monotone basis is 1-uniformly coherent. Proof. We prove first (1) . To this end, take K > 0 so that the basis verify that for each N ∈ N the projections ∞ n=1 λ n e n → n≤N λ n e n are norm K operators in both X 0 and X 1 . Pick ∆ 0 = c 00 and let P n denote the natural projection onto [e 1 , . . . , e n ]. Given 0 < θ < 1, x ∈ c 00 take a c-extremal f x,θ . Pick n so that x ∈ [e 1 , . . . , e n ], which makes g x,θ (z) = P n (f x,θ (z)) a Kc-extremal with values in [e 1 , . . . , e n ] ⊂ X 0 ∩ X 1 . Being all norms equivalent on the finite-dimensional space [e 1 , . . . , e n ] the function g x,θ is differentiable as a function with values in either X 0 or X 1 . Pick then E x,θ = [e 1 , . . . , e n ]. It is clear that Ω θ (E x,θ ) ⊂ E x,θ since, given y ∈ [e 1 , . . . , e n ],
This map is · X 0 ∩X 1 → · X 0 +X 1 -bounded and therefore it must also be · X 0 +X 1 → · X 0 +X 1 -bounded since all norms are equivalent on the finite dimensional space E x,θ .
We prove (2) for optimal pairs of r.i. spaces. For n = 0, 1, 2, . . . and k = 1, . . . , 2 n , let χ n,k denotes the characteristic function of the interval (k − 1)/2 n , k/2 n , ∆ n = span{χ n,k : k = 1, . . . , 2 n }, and let ∆ 0 = ∪ ∞ n=1 ∆ n . The arguments in the proof of [40, Theorem 2.a.4] show that
define norm-one projections onto ∆ n . Given 0 < θ < 1 and x ∈ ∆ n set a 1-extremal f x,θ so that P n f x,θ = f x,θ so that it takes values in ∆ n . The remainder goes as in the proof of (1) above.
Theorem 4.8 (Local bounded stability). Assume that (X 0 , X 1 ) is a 1-coherent interpolation pair on some non-trivial subinterval [θ 0 , θ 1 ], that X 0 is reflexive, and that there exists M such that Ω t : X t → X t ≤ M for all θ 0 < t < θ 1 . Then X 0 = X 1 , up to an equivalent renorming.
Proof. Fix a vector x in the gluing subspace ∆ 0 . For θ 0 < s < θ 1 one has
Since g is continuous, it is nondecreasing on (θ 0 , θ 1 ). Therefore, whenever [θ − ε, θ + ε] ⊂ (θ 0 , θ 1 ) one has g(θ + ε) ≥ g(θ − ε) which implies
Working with e −M s x s instead we obtain
By density we get X θ+ε = X θ−ε , and therefore X s = X θ with equivalence of norms for |θ − s| ≤ ε. Using a result of Stafney [49, Thm. 1.7] we conclude that X 0 = X 1 with equivalence of norms.
This and Proposition 4.7 yield:
Corollary 4.9. Let (X 0 , X 1 ) be an optimal interpolation pair of spaces with common monotone basis (resp. of r.i. Köthe spaces) with X 0 reflexive and let 0 ≤ θ 0 < θ 1 ≤ 1. Suppose that sup θ 0 <t<θ 1 Ω t : X t → X t < ∞. Then X 0 = X 1 with equivalent norms.
As we remarked in the Introduction, [20, Theorem 5.2] establishes that for the real (θ, 1)-method one has the estimate d dθ
From this fact the authors deduce [20, Theorem 5.16 ] an analogue of Theorem 4.8: if the Ω θ are uniformly bounded for all |θ − θ 0 | < ε then X 0 = X 1 . Theorem 4.8 may also be obtained under the assumption that Ω t :
However, [20, Thm. 5.17] shows that the (θ, q)-method has a stronger stability property: if Ω θ is bounded for a single inner point θ then X 0 = X 1 . A similar result for the complex interpolation method is still unknown in general. A partial positive result will be given in the next section.
Daher shows in [23] that if (X 0 , X 1 ) is an interpolation pair with X 0 and X 1 uniformly convex then the unit spheres of X θ and X η are uniformly homeomorphic for 0 < θ, η < 1, and the uniform homeomorphism is the restriction of the map B θ (·)(η) : X θ → X η , where B θ (x)(η) = f x,θ (η). Then he notes that this fact and an extrapolation theorem of Pisier [43] yield a new proof for the fact that the unit sphere of a superreflexive Köthe space is uniformly homeomorphic to the unit sphere of a Hilbert space (proved by Chaatit, extending works of Odell-Schlumprecht, see [16, 42] ). It is not known however if this is true for every superreflexive Banach space. Question 4.10. Let X be a separable uniformly convex Banach space. Is the unit sphere of X uniformly homeomorphic to the unit sphere of the Hilbert space?
In [44] , motivated by an observation by V. Lafforgue that certain Banach spaces called uniformly curved do not admit coarse embeddings of expanding graphs, Pisier defines θ-euclidean spaces as those obtained by interpolation of a family of norms on C n which are euclidean on a set of positive measure θ, and θ-hilbertian spaces as ultraproducts of families of θ-euclidian spaces. He then proves that some natural uniformly curved spaces are isomorphic to subspaces of quotients of θ-hilbertian spaces. The extrapolation theorem of [43] implies that all uniformly convex Banach lattices are θ-hilbertian and also uniformly curved; however the question remains open for uniformly convex spaces without lattice structure. Therefore the study of properties of general interpolation scales is also relevant to this context.
4.2.
Isometric rigidity for linear derivation on strict interpolation pairs. Given a strictly optimal interpolation pair X = (X 0 , X 1 ) the correspondence B θ : x ∈ X θ → f x,θ ∈ F ∞ (X) is a homogeneous norm-one selector for the evaluation map δ θ : F ∞ (X) → X θ . The following result was essentially observed by Daher [23] :
Lemma 4.11. Let (X 0 , X 1 ) be a strictly optimal interpolation pair with X 0 reflexive. For all x ∈ ∆ and t, z ∈ S we have
Proof.
(1) was proved in Lemma 4.2, and (2) follows from the uniqueness of the extremals, since both functions have the same norm and take the value B t (x)(z) at z. (3) follows from (2) and
Lemma 4.12. Let (X 0 , X 1 ) be a strictly optimal interpolation pair. For all 0 < θ < 1 and t ∈ R one has Ω θ+it = Ω θ .
Proof. Observe that B θ (x)(z − it) = B θ+it (x)(z) since both are extremals for
We are now ready to obtain stability theorems when Ω θ is linear and bounded. We start with the simplest case Ω θ = 0, which completes the known cases in which X 0 = X 1 isometrically. Proposition 4.13. Let (X 0 , X 1 ) be a strictly optimal interpolation pair with X 0 reflexive. Then Ω θ = 0 for some 0 < θ < 1 if and only if X 0 = X 1 isometrically.
Proof. The if part is well-known and it easily follows from B θ (x)(z) = x for x ∈ X 0 ∩ X 1 . As for the converse, consider the function F :
This function is constant since F ′ (t) = Ω θ+it (B θ (x)(θ + it)) = 0. Thus the analytic function B θ (x) is constant on the vertical line through θ, hence constant on S. In particular
Note that this is a new result even in the context of Köthe spaces. Our methods are isometric, instead of isomorphic as in Kalton's work. In Proposition 4.8, Ω θ was used to bound certain derivatives along the horizontal line, and thus control the behavior of the function t → x t . In the previous proposition, we exploited the vertical symmetry of the strip S. Recall that a linear operator T : X 0 + X 1 → X 0 + X 1 is said to be bounded on the scale (X 0 , X 1 ) if it is defined and bounded as an operator X 0 → X 0 and X 1 → X 1 (and thus as operator on X s → X s for 0 < s < 1), and an operator T acting on a Banach space X is said to be hermitian when e itT is an isometry on X for all t ∈ R (see [3, 31] , for example). We say that an operator T on the scale (X 0 , X 1 ) is hermitian on the scale when e itT is an isometry on the scale; i.e., an isometry on each X s for each s and every t ∈ R. Theorem 4.14. Let (X 0 , X 1 ) be a strictly optimal interpolation pair with X 0 reflexive and let 0 < θ < 1.
(1) If Ω θ : X θ → X 0 + X 1 is linear and the pair is 1-coherent then Ω z (x) = Ω θ (x) for all z ∈ S and all x ∈ ∆ 0 . (2) If Ω θ : X θ → X 0 + X 1 is linear and the pair is 1-uniformly coherent then, for every 0 ≤ s ≤ 1, the map x → e sΩ θ x defined on ∆ 0 induces an isometry between X 0 and X s . In particular, X 0 and X 1 are isometric and the associated family of norms is the flat family
Thus, Ω θ is hermitian on the scale; i.e., e itΩ θ is an isometry on X z for all t ∈ R and z ∈ S.
Proof. Since B θ (x) ′ (θ + it) = Ω θ+it (B θ (x)(θ + it)) = Ω θ (B θ (x)(θ + it)) for all t ∈ R, the function t → B θ (x)(θ + it) satisfies the differential equation (6) f ′ (t) = iΩ θ (f (t)).
Equivalently, B θ (x) satisfies the equation f ′ (z) = Ω θ (f (z)) for z ∈ S θ = {z ∈ S : Re(z) = θ}. Since B θ (x) : S → X 0 + X 1 is the only 1-extremal there is, by coherence it is analytic as a map B θ (x) : S → X 0 ∩ X 1 . When Ω θ : X θ → X 0 + X 1 is linear, since it is bounded and the pair is coherent, the composition Ω θ • B θ (x) : S → X 0 + X 1 is analytic for each x ∈ ∆ 0 and takes values in X 0 ∩ X 1 . The derivative B θ (x) ′ : S → X 0 + X 1 is of course an analytic map. As the two functions coincide on S θ , they coincide on S, thus B θ (x) solves the equation f ′ (z) = Ω θ (f (z)) on S. Therefore Ω θ (x) = Ω θ (B z (x)(z)) = Ω θ (B θ (B z (x)(θ))(z)) = B θ (B z (x)(θ))
= Ω z (x), which proves assertion (1).
To prove (2) we will require of make sense of the function G(t) = e −itΩ θ B θ (x)(θ + it) for x ∈ ∆ 0 . Pick the subspace E x provided by the uniform coherence and then the only available Ω θ . Since Ω θ (E x ) ⊂ E x the successive iterations Ω n θ (x) = Ω θ n times · · · (Ω θ x) can be defined and take values in E x , so that G is well defined. Now, since Ω θ : X θ → X 0 + X 1 is linear and bounded, G ′ (t) = e −itΩ θ iB θ (x) ′ (θ + it) − e −itΩ θ iΩ θ (B θ (x)(θ + it)) = e −itΩ θ iΩ θ (B θ (x)(θ + it)) − iΩ θ (B θ (x)(θ + it)) = 0, the function G(t) is constant and equal to G(0) = x and thus B θ (x)(θ + it) = e itΩ θ x. This means that for any z in the vertical line through θ, B θ (x)(z) = e (z−θ)Ω θ x. Since both functions are analytic on S, it turns out that B θ (x)(z) = e (z−θ)Ω θ x for all z ∈ S and x ∈ ∆ 0 .
Moreover x θ = B θ (x)(s) s = e (s−θ)Ω θ x s for each s ∈ (0, 1). Therefore x 1 = e −Ω θ x 0 for all x ∈ ∆ 0 , which is dense in both X 0 and X 1 , and thus the map x → e −Ω θ x extends to an isometry between X 1 and X 0 .
In particular, since the norm B θ (x)(z) z is constant and equal to x θ for z in the vertical line through θ, we have x z = B z (x)(z + it) z+it = B z (x)(z + it) z = e itΩ θ x z .
Thus {e itΩ θ } t∈R is a group of isometries on X z ; i.e., Ω θ is Hermitian on the scale.
We can compare this result to Theorem 3.8 for interpolation of Köthe spaces in which the triviality of Ω θ implies that one space is a weighted version of the other. In that case x 1 = wx 0 and Ω is the diagonal operator acting by multiplication by −log w. For some uniformly coherent spaces we also have flatness by the above formula, but the situation involves, possibly, non diagonal operators. Moreover, if Ω θ = 0 it follows from Kalton's theorem 2.7 that X 0 = X 1 , up to an equivalent renorming. We however get: Corollary 4.15. Given a uniformly convex Banach space X with a monotone basis, there is a isometrically unique pair (X 0 , X 1 ) of uniformly convex spaces with monotone basis such that (X 0 , X 1 ) θ = X isometrically and Ω θ = 0.
The pair is (X, X), of course. The estimate (5) points out to the fact that the scale of Ω t 's seems to act as "the infinitesimal generator of the group of natural uniform homeomorphisms B t (.)(s) : X t → X s between the spheres of the interpolation spaces", as it appears in [23] . The special situation of a flat family is mentioned in [21, page 254 ] (see the Introduction) and can be seen as a special case of Theorem 4.14.
Another particular case of Theorem 4.14 deserves explicit mention: Theorem 4.16. Let (X 0 , X 1 ) be a strictly optimal pair of spaces with common monotone basis and X 0 reflexive. If Ω θ is linear for some 0 < θ < 1 then the associated family of norms is the family x t = e −tΩ θ x 0 and the spaces X 0 and X 1 are isometric.
In the general situation of Theorem 2.4 we can also deduce:
Proposition 4.17. Let (X 0 , X 1 ) be a strictly optimal and 1-uniformly coherent interpolation pair with X 0 reflexive. Form the configuration (X 0 , X 1 ) α(ω) for ω ∈ T and α as in Theorem 3.20. If the associated Ω θ is linear and w ′ (θ) = 0 then X 0 and X 1 are isometric.
Further stability and singular stability results
From Theorem 3.2 we can derive a local stability result for the Calderon sequence:
Proposition 5.1. Let s ∈ U.
(1) If the sequence 0 → ker δ s → F δs → X s → 0 splits, then there is ε > 0 so that the exact sequence 0 → ker δ t → F δt → X t → 0 splits and X t is isomorphic to X s for |t − s| < ε.
(2) If the sequence 0 → ker ∆ s → F ∆s → dX s → 0 splits, then there is ε > 0 so that the exact sequence 0 → ker ∆ t → F ∆t → dX t → 0 splits and dX t is isomorphic to dX s for |t − s| < ε.
Proof. If the exact sequence in (1) splits and |s − t| is small enough, by Proposition 2.1 the complement of ker δ s is also a complement for ker δ t . Analogously for (2), since ker ∆ s = ker δ s ∩ ker δ ′ s , the kernels ker ∆ s and ker ∆ t are isomorphic for 0 < s, t < 1, and g ker ∆ s , ker ∆ t → 0 as s → t.
We do not know whether the spaces ker δ ′ s and ker δ ′ t are isomorphic for s = t, or if ker δ ′ s is isomorphic to F. The absence of bounded stability for families implies that, at least in that case, a similar estimate to Proposition 2.18 for ker δ ′ s cannot hold: Claim. Given an analytic family F it is not necessarily true that lim s→t g(ker δ ′ s , ker δ ′ t ) = 0. Otherwise, g(ker δ t , ker δ s )+g(ker δ ′ s , ker δ ′ t ) → 0 as |s−t| → 0. This would imply that whenever Ω t is bounded, from the decomposition F = ker δ t + ker δ ′ t and Theorem 3.2 (2) one gets that also F = ker δ s + ker δ ′ s for s sufficiently close to t, and thus Ω s would be bounded as well. A related class of stability problems has been considered by the authors of [13] for the scale of Banach spaces obtained by the complex interpolation method from a pair of (X 0 , X 1 ). The general question is to relate a property of the derived space dX θ to other properties of the spaces X 0 and X 1 (in some cases properties of X θ may be needed as well). For example, sufficient conditions on certain upper estimates in X 0 , X 1 and X θ are given in [13] to ensure the non-triviality or even the singularity of the associated derivation Ω θ . Some related results are obtained in [18] , using properties of type or cotype of the spaces.
Recall that an exact sequence is called singular [13] when the quotient map is a strictly singular operator. The paramount examples of exact sequence are the Kalton-Peck sequences. When the exact sequence comes induced by a derivation Ω we also say that Ω is singular. The papers [13, 18] connect singularity with properties of the spaces in the scale in the following ways. The paper [13] considers for a Banach space X with Köthe structure the parameters M X (n) = sup{ x 1 + . . . + x n : x j ≤ 1} where the supremum is taken on disjointly finitely supported families, and for a Banach space with Schauder basis the parameters A X (n) = sup{ x 1 + . . . + x n : x j ≤ 1; n < x 1 < x 2 < · · · < x n }, to obtain the following result: Proposition 5.2. Let (X 0 , X 1 ) be an interpolation pair of Banach spaces with a common unconditional basis so that M X i (n), i = 0, 1 are not equivalent. Assume the space X θ verifies that M W (n) ∼ M X θ (n) for every subspace W spanned by a sequence of disjointly supported vectors, and M X θ (n) ∼ M X 0 (n) 1−θ M X 1 (n) θ . Then the map Ω θ is singular. The analogous result holds with A X for an interpolation pair (X 0 , X 1 ) of Banach spaces with common Schauder basis.
The paper [18] refines and generalizes these results by using the type of a Banach space. Recall that a Banach space X is said to have type p ∈ [1, 2] if there is K > 0 such that for every n ∈ N and every x 1 , ..., x n ∈ X one has E
