It is shown that there is a C * -algebraic quantum group related to any double Lie group. An algebra underlying this quantum group is an algebra of a differential groupoid naturally associated with a double Lie group.
1 Differential groupoids, their morphisms and algebras.
In this section we introduce notation, recall basic facts about groupoids, their morphisms (in the sense of S. Zakrzewski) and action of morphisms on groupoid algebras. For a detailed exposition of the subject we refer to [9] (differential groupoids and morphisms) and [10] (constructions related to groupoid algebras).
The category of differential groupoids.
Let us recall that a differential relation r from a manifold X to a manifold Y is a triple (X, Y ; R), such that R =: Gr(r) is a submanifold in Y × X. By a submanifold we always mean embedded submanifold. All manifolds considered here are smooth, Hausdorff, and have countable bases of neighborhoods. A relation r from X to Y will be denoted by r : X ⊲ Y . For a relation r : X ⊲ Y , by r T we denote a transposed relation, i.e. r T : Y ⊲ X is given by Gr(r T ) := {(x, y) ∈ X × Y : (y, x) ∈ Gr(r)}. A composition of differential relations may fail to be a differential relation. Therefore, in a definition below we assume that there are compositions, which give again differential relations. There are also other conditions which, together with this composition property, are contained in the notion of transversality [9] . A transversality of differential relations r and s will be denoted by r ⌢ | s. A differential relation r : X ⊲ Y is a differential reduction if r = f i T , where i is an inclusion mapping of a submanifold C ⊂ X and f : C −→ Y is a surjective submersion. Now we recall a definition of a differential groupoid. Definition 1.1 [9] Let Γ be a manifold. A differential groupoid structure on Γ is a triple (m, s, e), where m : Γ × Γ ⊲ Γ is a differential reduction, e : {1} ⊲ Γ is a differential relation, s : Γ −→ Γ is an involutive diffeomorphism and the following conditions are satisfied: It follows that objects defined in this way coincide with standard differential groupoids. The set E := e({1}) is a submanifold of Γ called the set of identities. There are also two projections (surjective submersions): source or right projection: e R : Γ ∋ x → m(s(x), x) ∈ E, and target or left projection: e L : Γ ∋ x → m(x, s(x)) ∈ E. A fiber of e L passing through g (i.e. the set {x ∈ Γ : e L (x) = e L (g)}) will be denoted by F l (g), and similarly a fiber of e R by F r (g).
Now comes a definition of a morphism. It should be stressed that this definition does not coincide with the standard one. For examples and motivations see [9, 10] . In the next proposition we collect basic properties of objects associated with a morphism.
Proposition 1.3 [9]
Let h : Γ ⊲ Γ ′ be a morphism of differential groupoids. Then 1. The formula Gr(f h ) := (E × E ′ ) ∩ Gr(h T ) defines a smooth mapping f h : E ′ −→ E.
For each b ∈ E ′ , the relation h T restricted to
The same is true for restriction to right fibers with the resulting map h R b : F r (f h (b)) −→ F r (b).
3. The set Γ × h Γ ′ := {(x, y) ∈ Γ × Γ ′ : e R (x) = f h (e ′ L (y))} is a submanifold of Γ × Γ ′ . 4 . The set Γ * h Γ ′ := {(x, y) ∈ Γ × Γ ′ : e L (x) = f h (e ′ L (y))} is a submanifold of Γ × Γ ′ .
The sets Γ * h E ′ and Γ× h E ′ are submanifolds and the mappings h
6. The mapping m h : Γ × h Γ ′ ∋ (x, y) → m ′ (h R (x, e ′ L (y)), y) ∈ Γ ′ is a surjective submersion.
7. The mapping t h : Γ × h Γ ′ ∋ (x, y) → (x, m h (x, y)) ∈ Γ * h Γ ′ is a diffeomorphism.
8. The mapping: π 2 : Γ× h Γ ′ ∋ (x, y) → y ∈ Γ ′ is a surjective submersion and π −1 2 (y) is diffeomorphic to F r (f h (e ′ L (y))). 2 : Γ * h Γ ′ ∋ (x, y) → y ∈ Γ ′ is a surjective submersion andπ
The mappingπ
10. Points 6-9 remain true if we replace Γ ′ by F r (y) for any y ∈ Γ ′ and restrict the corresponding mappings in an obvious way.
Bidensities.
Let Γ be a differential groupoid and let Ω 1/2 (e L ), (Ω 1/2 (e R )) be a bundle of smooth, complexvalued, half-densities along left (right) fibers of Γ. By A (Γ) we denote the linear space of compactly supported, smooth sections of the bundle Ω 1/2 (e L )⊗Ω 1/2 (e R ) [11] . Its elements will be called bidensities and usually denoted by ω. So ω(x) = λ(x) ⊗ ρ(x) ∈ Ω 1/2 T l x Γ ⊗ Ω 1/2 T r x Γ, where T l x Γ := T x (F l (x)) and T r x Γ := T x (F r (x)). In the following we also write Ω R (x) := Ω 1/2 T r x Γ. We also use the following notation: if M, N are manifolds, F : M −→ N and Ψ is some geometric object on M which can be pushed-forward by F , then we denote the push-forward of ψ simply by F ψ. What it really means will be clear from the context. So below we write for example s(v) instead of ΛT x s(v) for v ∈ Λ max T l x Γ (for a vector space V by Λ max V we denote the maximal non-zero exterior power of V ).
The groupoid inverse induces a star operation on A (Γ):
Because s is an involutive diffeomorphism which interchanges left and right fibers, the * -operation is a well defined antilinear involution. One can define a multiplication on the vector space A (Γ). This multiplication introduces a * -algebra structure on A (Γ). The formula for multiplication is a special case of a more general construction presented in [10] and will be given later on. Before giving the formula, we define some special sections of Ω 1/2 (e L ) ⊗ Ω 1/2 (e R ), which are very convenient for computations.
Since left(right) translations are diffeomorphisms of left(right) fibers, we can define in a natural way left(right)-invariant sections of Ω 1/2 (e L )(Ω 1/2 (e R )). Any left-invariant section of Ω 1/2 (e L ) is determined by its value on E and, conversely, any section of Ω 1/2 (e L )| E can be uniquely extended to a left-invariant section of Ω 1/2 (e L ).
So letλ be a non-vanishing, real, half-density on E along left fibers (one constructs such a density by covering E with maps adapted to the submersion e L and using appropriate partition of unity to glue them together). We define
This λ 0 is a left-invariant, real, non-vanishing section of Ω 1/2 (e L ). Now,ρ :=λs is a non-vanishing, real, half-density on E along right fibers, and ρ 0 defined by ρ 0 (x)(w) :=ρ(e L (x)(ws(x)) , w ∈ Λ max T r x Γ is a right-invariant, non-vanishing, real section of Ω 1/2 (e L ). Let ω 0 := λ 0 ⊗ ρ 0 , then this is a real, non-vanishing bidensity (of course, it doesn't belong to A (Γ) but we will still call it bidensity).
From now on the symbol ω 0 will always mean bidensity constructed in this way.
When ω 0 is chosen any element ω ∈ A (Γ) can be written uniquely as ω = f ω 0 for some smooth, complex-valued function f with compact support. Note the following simple:
Action of groupoid morphisms on bidensities.
It turns out that groupoid morphisms act on bidensities, i.e. for a morphism h : Γ ⊲ Γ ′ one can construct a linear mappingĥ : A (Γ) −→ Lin(A (Γ ′ )) which behaves very nicely with respect to a composition of morphisms and * -operation. This construction depends in a crucial way on the prop. 1.3. Let us briefly describe the construction here.
Let a ∈ E ′ , (x, y) ∈ Γ × h F r (a) , t h (x, y) =: (x, z) and b := e ′ L (z). Due to the prop. 1.3 we have the following isomorphisms:
. In this way we can define a mappingĥ mentioned above
where y is defined by t h (x, y) = (x, z), i.e. y = s ′ (h L b (x))z. Now taking h = id : Γ ⊲ Γ we get algebra structure on A (Γ) and the formula for the product is
It seems that there is no natural, geometric, norm on A (Γ), but one can introduce the family of useful norms "indexed" by ω 0 's [12, 10] . Then, let us choose λ 0 and write ω = f ω 0 . Let us define quantities:
(We do not explicitly write the dependence on λ 0 to make our notation simpler.) It can be shown that ||ω|| l , ||ω|| r , ||ω|| 0 are norms, and (A (Γ), * , || · || 0 ) is a normed * -algebra.
Representation of an algebra of a groupoid associated with a morphism. Let Ψ be a smooth half-density on Γ ′ with compact support and ω ∈ A (Γ), ω = λ ⊗ ρ. Let (x, y) ∈ Γ× h Γ ′ and t h (x, y) =: (x, z). As in the definition ofĥ, ρ(x)⊗Ψ(y) can be viewed as a half-density on
we get a half-density on T z (Γ ′ ). In this way we get an operator π h (ω) for ω ∈ A (Γ) defined on a dense linear subspace of
Let us choose ω 0 and write ω = f ω 0 . Since e ′ R is a surjective submersion, there is a natural isomorphism:
R (w) E ′ for any w ∈ Γ ′ . Therefore, if we choose ρ ′ 0 and ν 0 -a non-vanishing, real half-density on E ′ , then ρ ′ 0 ⊗ ν 0 defines a non-vanishing, real, half-density on Γ ′ . So any other smooth half-density with compact support Ψ can be written as Ψ = ψ ρ ′ 0 ⊗ ν 0 =: ψ Ψ 0 for some smooth, complex-valued function ψ with compact support. It is easy to see that:
, where t h is as in the definition ofĥ. So the explicit formula is
In the next proposition we collect essential properties of the mappingsĥ and π h . 
Due to these properties one can define a C * -norm on A (Γ), then complete A (Γ) in this norm and get a kind of universal C * -algebra of a differential groupoid. For any morphism h, a mappingĥ can be uniquely extended to a morphism between corresponding C * -algebras and π h to a non-degenerate representation [10] . It is also easy to see that the representation π id is faithful on A (Γ), so the function ω → ||π id (ω)|| defines a C * -norm on A (Γ). The completion of A (Γ) in this norm is called the reduced C * -algebra of Γ and will be denoted by C * r (Γ). Bisections and their action on groupoid algebras.
Recall that a submanifold B ⊂ Γ is a bisection iff e L | B and e R | B are diffeomorphisms. A set of bisections of a groupoid Γ is a group under a natural multiplication of subsets of Γ and inverse given by B −1 := s(B). Bisections act (from the left) on Γ by diffeomorphisms: for g ∈ Γ Bg = g ′ g, where g ′ is a unique point in B composable with g. One can immediately verify that BF r (g) = F r (g) and BF l (g) = F l (Bg). These facts enable us to define an action of bisections on A (Γ) according to the formula
It is easy to see that for ω 0 = λ 0 ⊗ ρ 0 and Bω 0 =: f ω 0 , the function f is given by
It turns out that if B is a bisection of Γ and h : Γ ⊲ Γ ′ is a morphism, then the set h(B) is a bisection of Γ ′ . In the next lemma we collect basic properties of action of morphisms on bisections which allow us to interpret bisections as multipliers on C * (Γ) and C * r (Γ).
Proposition 1.6 [10]
Let Γ, Γ ′ be differential groupoids, B a bisection of Γ and h : Γ ⊲ Γ ′ a morphism. For any ω, ω 1 ∈ A (Γ) and ω ′ ∈ A (Γ ′ ):
2 C * -algebra of Cartesian product of groupoids.
In this section we collect some technical results about a C * -algebra of the Cartesian product of differential groupoids. We are not able to prove that
However, we have the following (expected) result.
, where ⊗ σ denotes the minimal tensor product.
Proof: We adopt the following notation:
Let us choose λ 0 andλ 0 -non-vanishing, real, left-invariant half-densities along left fibers on Γ 1 and Γ 2 respectively. Then λ 0 ⊗λ 0 is a non-vanishing, real, left-invariant half-density along left fibers on Γ 1 × Γ 2 , and we have the corresponding right-invariant half-densities and * -invariant bidensities: 
Since for ω ∈ A there is an inequality ||ω|| ≤ ||ω|| 0 , we get that the closure of π(
On the other hand for
From now on, if A and B are C * -algebras, a tensor product A ⊗ B means the minimal tensor product. In the next lemma ω(ω 1 ⊗ I) and ω(I ⊗ ω 1 ) mean product in M (C * r (Γ × Γ)) (i.e. multiplier algebra).
are elements of A (Γ × Γ), which are given by the formulae
Proof: To verify these equations it is enough to show that:
. Let us compute the LHS of the first equality:
Since F l (g) = F l (g 1 ) the above integral is equal to
And the RHS:
the passage from the second to the third line follows from the fact that s restricted to F r (g 1 ) is a diffeomorphism onto F l (e R (g 1 )) and s(ρ 0 ) = λ 0 ; the equality of the third and the fourth line is implied by diffeomorphism
can be proved in the same way.
Later on we will need the following technical result 
Let ǫ > 0 be given and let f i , g i be as above, and sup
we have:
We can estimate the integral as follows:
we get an inequality:||ω − S(ω)|| l ≤ ǫ. In the same way we can estimate ||ω − S(ω)|| r .
3 Double Lie Groups and related objects.
In this section we introduce basic objects of our investgations -groupoids related to a Double Lie Group (DLG). We begin by recalling the definition of a DLG (also known as a matched pair of Lie groups or a bicrossproduct Lie group).
Definition 3.1 [6]
A double Lie group is a triple of Lie groups (G; A, B) such that A, B are closed subgroups of G, A ∩ B = {e} and G = AB.
The structure of a DLG defines four projections:
We also define a relation m A : G × G ⊲ G by: 
is the diagonal mapping. The basic example of a DLG, the reader may think of, is an Iwasawa decomposition of a semi-simple Lie group G = K(AN ).
In the next lemma we explicitly describe mappings and sets related to the morphism δ. We use the same notation as in prop. 1.3. The proof is straightforward.
Lemma 3.2 Let (G; A, B) be a double Lie group and let
10.
For any DLG one can define a pentagonal diffeomorphism W :
By a push-forward of half-densities, W defines a multiplicative unitary operator on
, which will also be denoted by W . Then W * is a push-forward by W −1 . Now we give an interpretation of W in terms of groupoids G A and G B . We need this to prove easily that W ∈ M (CB(L 2 (G)) ⊗ C * r (G A )) (CB(H) stands for compact operators). However, this interpretation can be also used to show that W is a unitary bicharacter on quantum groups with some universal properties and to construct a quantum double. For a groupoid Γ = (Γ, m, E, s) we denote by Γ op the groupoid with the reverse multiplication i.e. (Γ, m op , E, s). As it was shown in [13] , the pentagonal diffeomorphism W is equal to (id × m A )(m T B × id) and the pentagon equation follows from the fact that m T B is a morphism G A ⊲ G A × G A . (Now it is clear that there are four multiplicative operators, since one can interchange A and B; one can also consider G op A and G op B .) But W is not only a diffeomorphism but a diffeomorphism of a very special kind, namely, it is implemented by a bisection. Consider the set U := {(g, s B (g)) : g ∈ G}. This is clearly a submanifold in G × G. The following lemma is a result of direct computations.
t). (the left hand side of this equality is understood as an action of a bisection on a groupoid element).
Because a bisection of a differential groupoid Γ is an element of M (C * r (Γ)) we conclude that
. In what follows we will also need various modular functions related to DLG, so now we fix notation:
where P B and P A denote projections in g corresponding to the decomposition g = a ⊕ b.
The last object we define is a smooth function
Let Ad(g) =:
be a decomposition of operators of the adjoint representation with respect to
For b ∈ B, a ∈ A we have: Ad(a) =:
, and
.
The function Q is related to the modular functions by equalities:
The relationship of the function Q with groupoids G A and G B is described in the following lemma, the proof of which is straightforward.
Lemma 3.4 Q is a one cocycle on
Moreover, Q is invariant with respect to the group inverse i.e.
The function Q is exactly the one which appears in the definition of manageability of W [8, 7] . For the geometric meaning of Q see Appendix.
Multiplication in A (G A ).
Let us choose some µ 0 = 0 -a real half-density on T e B and define
It is easy to see that this is a left-invariant, non-vanishing, half-density on G A and the corresponding right-invariant half-density is given by
We put ω 0 = λ 0 ⊗ ρ 0 , and from the formula (2) we obtain the expression for multiplication in A (G A ).
where µ L and µ R are left and right-invariant half-densities on B defined by µ 0 (we use the fact that left and right fibers are diffeomorphic to B).
We finish this section with a simple observation, which will be used later on.
Comultiplication
This section is entirely devoted to a proof that indeedδ can be used to obtain a comultiplication in the sense of the theory of quantum groups. 
In general we know [10] thatδ extends to a morphism from C * (G A ) to C * (G A × G A ) and it is not a priori clear that it defines also a morphism between reduced algebras. However, it is easy to see that,
From this inequality we infer thatδ(ω) is a bounded, linear mapping, defined on a dense, linear subspace of C * r (G A × G A ). Therefore, it can be extended in a unique way to the whole
, we see thatδ(ω) is adjointable. Thanks to this property,δ(ω) defines a multiplier.
Let us choose some
as in item e) of the prop.1.5. We have an estimate:
0 and, since this tends to 0, we see that any element of A (G A × G A ) can be approximated in the norm defined by identity representation by elements fromδ(A (G A ))A (G A × G A ). So the same is true for the whole
In this way to prove statement a) of the theorem we need continuity ofδ as a mapping defined on a dense subspace A (G A ) ⊂ C * r (G A ). This will immediately follow from the following.
Proposition 4.2 Let W be the pentagonal diffeomorphism defined in (6). Representation π δ is implemented by
Of course this result should be expected taking into account the close relationship between the algebra defined by W in a "standard way" and C * r (G A ) (see Appendix B). We start by giving a formula forδ. For ω =: f ω 0 ∈ A (G A ) and ω 1 =:
As it was proved in [10] , for any morphism h of differential groupoids, the function t h is right-invariant with respect to multiplication in the second groupoid i.e. t h (x, y) = t h (x, e L (y)). In the next lemma we prove a formula for this function.
Proof: We use notation and results given in prop 1.3 and lemma 3.2. Let x := b 1 a 2 a 3 , y := (a 2 , a 3 ) and
It is easy to see that a subspace V ⊂ W of vectors represented by curves
LetW := T (x,z) (G A * δ F r (y)). ThenŨ := kerπ 2 ⊂W is a subspace of vectors represented by curves
Choosing someṼ ⊂W complementary toŨ we can write isomorphism
The function t δ is defined by
Since the subspace t δ (V ) is represented by curves
one immediately sees that it is complementary toŨ . So to compute t δ we need a decomposition of t δ (u) with respect to the direct sumW =Ũ ⊕ t δ (V ). This is given by curvesũ(t),
Using our parametrization we see that for a given curve
The solution of this equation is given bỹ
Now we know enough to perform computations for the function t δ . Let (X 1 , . . . , X n ) be a basis in T e B such that µ 0 (X 1 ∧ . . . ∧ X n ) = 1. Then (X 1 x, . . . , X n x) is a basis in T r x G A and u i := (X i x; 0 a 2 , 0 a 3 ) , i = 1, . . . , n form a basis in U . We have also corresponding bases in T r a 2 G A and T r a 3 G A , and (12), the equation (15) gives
Let P be a projection ontoŨ corresponding to the decompositionW =Ũ ⊕ t δ (V ). Using (16) we can now rewrite (17) as
Since x = b 1 a 2 a 3 we have
and finally we get
In this way we arrive at the formula forδ: (we recall that f * δ F is defined byδ(f ω 0 )(
Now we can prove the main formula of the prop.4.2. Let ρ 0 be the right-invariant half-density defined in (12) . Choose ν 0 -a real half-density on T e A and let ν l be the corresponding left-invariant half-density on A. Then ψ 0 := ρ 0 ⊗ ν l is a non-vanishing half-density on G. Define Ψ 0 := ψ 0 ⊗ ψ 0 , then this is a non-vanishing half-density on G × G. The explicit formula for Ψ 0 is
In the next lemma we compute an action of W on Ψ 0 .
Let us denote the composition i T (s,t) (W −1 )i st by F and write F in a block form corresponding to the decomposition T (e,e) (G × G) = b ⊕ a ⊕ b ⊕ a:
From the formula for W −1 given in eq. (6) we easily obtain:
Now it remains to compute the determinant and compare it with the definitions of ϕ B and ψ A .
Having these results we are ready to prove prop. 4.2. Let a function w :
. From the preceding lemma we get
Now let us compute π δ (ω)W . For ω =: f ω 0 and Ψ =: F Ψ 0 using the formula (19) we get
On the other, hand using the formula for multiplication (13) and lemma 2.3 we can write
Comparing both expression we see that π δ (ω)W = W (π id (ω) ⊗ I). The proposition 4.2 is proved.
In this way the proof of the statement a) of the theorem 4.1 is completed i.e.δ can be extended to a morphism ∆ from C * r (G A ) to C * r (G A ) ⊗ C * r (G A ). b) The prop. 4.2 immediately yields coassociativity of ∆ by a standard proof based on the pentagonal equation. c) Density conditions.
Our proof of the density conditions will be the following. First, let us note that, by using standard density arguments, one easily shows that ifδ(ω)(ω 1 ⊗ I) ∈ A (G A × G A ) then also for any a, b ∈ C * r (G A ) we have ∆(a)(b ⊗ I) ∈ C * r (G A ) ⊗ C * r (G A ) and the same holds for the second inclusion. We begin by proposing the explicit formulae forδ(ω)(I ⊗ω 2 ) andδ(ω)(ω 1 ⊗I) for ω, ω 1 , ω 2 ∈ A (G A ) based on some geometric considerations. These objects will be elements of A (G A × G A ). Next, we verify that our guess is correct. Finally, we check the density conditions.
Let
What kind of object isδ(ω)(g 1 , ·)? Since δ = m T B then we can expect thatδ(ω)(g 1 , ·) = ω(m B (g 1 , ·) ). Now using lemma 3.5, we can interpret ω(m B (g 1 , ·) ) as a function on a bisection b R (g 1 )A and this can be identified with a multiplier on A (G A ). Therefore, the natural candidate forδ(ω) (I ⊗ ω 1 ) is  ω(m B (g 1 , ·) )ω 1 . It follows that (almost) the same is true in the differential case.
Remark 4.5 The author knew the formula forδ (19) before the formula forĥ for an arbitrary morphism of differential groupoids given in section 1 was introduced in [10] . The formula forδ(ω)(I ⊗ ω 1 ) was found as below and then the equalityδ(ω)(ω 1 ⊗ ω 2 ) = (δ(ω)(I ⊗ ω 2 ))(ω 1 ⊗ I) was used.
Let δ R and δ L be the mappings associated to the morphism δ described in lemma 3.2:
In the following lemma we denote the tangents to these mappings by the same letters.
Now suppose we are given ω ∈ A (G A ), g 1 ∈ G A and
we can define a number:
Since the set of possible g 2 is the bisection b R (g 1 )A, in this way we get a function on this bisection. In the same way for each g 2 ∈ G A and
we get a function on the bisection Ab L (g 2 ) given by
Having a bisection U and a function f on it, we can define a natural action of this pair on bidensities by the formula ((f U )ω)(g) :
It is clear that these formulae are bilinear, so in fact
These mappings are our candidates forδ(ω)(I ⊗ ω 1 ) andδ(ω)(ω 1 ⊗ I). In the next lemma we compute functions δ 1 and δ 2 .
Lemma 4.7 Let (g 1 , g 2 ) ∈ δ T (G A ) ,u 1 , u 2 be as above. Then the functions δ 1 and δ 2 are given by:
Using the definitions of ω 0 and δ 1 we compute
Let us represent elements from T l g 1 G A by g 1 X for X ∈ T e B and elements from T r g 1 G A by Xg 1 for X ∈ T e B. Then from the lemma 4.6 we see that the mapping T e B ∋ X → g −1 (π 1 δ L ) −1 g 1 X ∈ T e B is equal to P B Ad(ã −1 2 ), and the mapping T e B ∋ X → (π 1 δ R ) −1 Xg 1 g −1 ∈ T e B is equal to the identity mapping. Since a L (g) = a L (g 1 )a L (g 2 ) the first formula is proved. In the same way the second one can be proved.
To find explicit expressions for K 1 and K 2 we also need formulae for actions of bisections bA and Ab on A (G A ). To prove the second one, let us again put h := (Ab 0 ) · g and (Ab 0 )ω 0 =:
For X represented by a curve b(t), the vector ((Ab 0 ) · (Xg))h −1 is represented bỹ
To simplify expressions let us write: g =: ab. Now we observe thatb(t) =: b 1 (t)b 2 (t), for
One easily verifies that
From this decomposition it follows that the tangent mapping is given by
be the decompositions as in (9) . With this notation, our mapping is equal to β 4 + β 3 α 2 α −1
4 . Substituting it to the expression for f and using the formula for h one gets
Now, using lemmas 4.8 and 4.7, we easily derive the formulae for the mappings K 1 and K 2 (we use notation
Proof: Using the formula (22) and lemma 2.3 we compute
Applying it to the integrated density one gets exactly eq. (19). The second equality is immediate from lemma 2.3. Now we know enough to get rid of K 1 and K 2 i.e. identify them withδ(ω)(I ⊗ ω 1 ) andδ(ω)(ω 1 ⊗ I).
Proposition 4.10 Let
we have the following expressions:
Proof: This proposition simply states thatδ(ω)(I ⊗ ω 1 ) = K 1 (ω, ω 1 ) andδ(ω)(ω 1 ⊗ I) = K 2 (ω, ω 1 ). Let us verify the first equality. We know that K 1 (ω, ω 1 ) , K 2 (ω, ω 1 ) andδ(ω) are multipliers on C * r (G A ×G A ). Using lemma 4.9 we have the following sequence of equalities for any ω, ω 1 , ω 2 , ω 3 ∈ A (G A )
, so they must be equal. The second equality can be proved in the same way. In this way the first part of the statement c) of thm. 4.1 is proved. Now we will prove the density conditions. Comparing the formula for K 1 (f, f 1 ) with the expression for W given in (6) we see that:
Because k 1 (s, t) = 0, we can apply lemma 2.4 to conclude that elements in A (G A × G A ) can be approximated by elements of the form K 1 (ω, ω 1 ) in the norm given by ω 0 ⊗ ω 0 . Then from prop. 1.5 d) they can be approximated also in
The same argument can be applied to K 2 (f, f 1 ) since one easily checks that the mapping:
This completes the proof of the theorem.
In this way we have the main component of a quantum group structure on C * r (G A ) and in the next section we will look for the other ones.
5 Hopf-like structure of A (G A ).
In this section we identify other mappings which appear in the theory of quantum groups and show that the structure of algebra A (G A ) is very similar to the structure of a Hopf algebra. Of course, becausê δ is not a mapping from A (G A ) to A (G A ) ⊗ A (G A ) and even not to multipliers of A (G A ) ⊗ A (G A ) (in the sense of van Daele [14] ), the pair (A (G A ),δ) is not a true Hopf algebra.
"Coinverse" Let Q be the function described in section 3, eq. (9). For z ∈ C we define a mapping τ z by
Let us also define a mapping R :
and v −1 , w −1 denote the images of v, w by the mapping g → g −1 .
Defining Rf by (Rf )ω 0 :
It is clear that all these mappings are linear.
Proposition 5.1 1. τ z is a one-parameter (complex) group of automorphisms of
Proof: Points 1. and 2. are immediate consequences of lemma 3.4. They are true for any cocycle Q on a differential groupoid [10] .
3. Since R is implemented by a group inverse, it is clear that R is involutive. From the formula for Rf it immediately follows that R commutes with *-operation on A (G A ). To prove that R is an antiautomorphism we compute:
where g =: ab =bã. On the other hand:
to this integral to get the previous one.
4. This follows directly from the definitions of R and τ .
5 and 6. Are direct consequences of the definitions and the previous statements.
"Counit". Since F l (e) = F r (e) = B (e is the neutral element in G), for any b ∈ B there is a mapping Ω 1/2
. In this way restriction of ω ∈ A (G A ) to B defines a smooth one-density on B (with compact support). Integration of this density defines a linear functional ǫ on
It is easy to see that
In the next proposition by κ⊗id , id⊗κ , ǫ⊗id , id⊗ǫ we denote the natural extensions of these mappings to A (G A × G A ) and by m :
Proof: 1. The definition of ǫ is a special case of the following one. Let Γ be a differential groupoid and let a ∈ E be such that F l (a) = F r (a). Then we can define a linear functional ǫ a on A (Γ) by ǫ a (ω) := F l (a) ω| F l (a) . We will prove that ǫ a is a character on A (Γ).
where µ is a one density on
In this way our integral is equal to
To prove the second property, let us notice that the density ρ 0 (x)λ 0 (x) is real and invariant with respect to s :
Using the prop. 4.10 we compute:
to get the formula (13) for ωω 1 .
Since (ω 1 ⊗ I)δ(ω) = (δ(ω * )(ω * 1 ⊗ I)) * we easily get from prop. 4.10
and we compute
we arrive at the formula (13) for ω 1 ω.
From the formula for κ (26) and prop. 4.10 we get
we need a value of this function for g 1 = ab and g 2 = b L (ab) −1 ab. For this points we have
where the last equality follows from (10) . In this way
The second equality can be proved by similar computations.
Remark 5.3
The first two statements of the above proposition can also be proved by the following observation. If in a differential groupoid Γ there is a ∈ E such that F l (a) = F r (a), then a relation h a : Γ ⊲ {1} defined by Gr(h a ) := {(1, g) : g ∈ F l (a)} is a morphism of differential groupoids. Since A ({1}) = C the associated mapping h a takes values in C and the functional ǫ a is just h a . For the functional ǫ, a = e (the neutral element) and the relation is e T B (e B -identity of G B ). So the second statement is implied by (e T B × id)δ = (id × e T B )δ = id, and this is just the transposition of the equality:
The statements in the last proposition are just axioms for a Hopf algebra rewritten in a way that makes sense in our situation. Whether this need be formalized is a question of finding other interesting examples.
Now we describe, howδ commutes with R and τ z . Let us define a mapping ∼:
Proposition
Proof: Let ω =: f ω 0 , ω 1 =: f 1 ω 0 , ω 2 =: f 2 ω 0 . Using the same notation as before, formulae forδ (19) and R, let us compute the left hand side of the first equality
And the right hand side
1 b) to get the equality of two integrals. To prove the second equality one immediately verifies that it is enough to prove that:
But since Q is a cocycle on G A and G B we have equalities: a 1 a 2 b) −1 a 1 ) −1 . Using them we easily arrive at the desired result.
Haar measure.
We begin by recalling some results from [10] . Let (Γ, m, s, E) be a differential groupoid. Choose some real, non-vanishing, right-invariant half-densityρ 0 . Letω 0 =λ 0 ⊗ρ 0 be the corresponding bidensity. Let us also choose some real, non-vanishing half-density ν on E. For such a pair we define:
• A smooth function σ : Γ −→ R \ {0} defined by σ(g)(ρ 0 ⊗ ν)(g) = (λ 0 ⊗ ν)(g). We call σ the modular function associated with a pair (ρ 0 , ν). This function is a one cocycle on Γ (i.e. for any composable g 1 , g 2 ∈ Γ: σ(g 1 g 2 ) = σ(g 1 )σ(g 2 )). Therefore, it defines a one parameter (complex) group of automorphisms (not * -automorphisms!) of A (Γ) : σ z (ω)(g) := |σ(g)| 2iz ω(g);
• A positive linear functional h on A (Γ): h(fω 0 ) := E ν 2 f .
• A linear mappingĥ :
The next proposition describes basic properties of these objects.
Proposition 6.1 [10] For any ω, ω 1 ∈ A (Γ):
Now we specify the choice ofρ 0 and ν for our groupoid G A . Let µ 0 = 0 be a real, half-density on T e B and let us define a right-invariant half-densityρ 0 on G A by the formulã
Letλ 0 be the corresponding left-invariant half-density andω 0 =λ 0 ⊗ρ 0 . Short computations show that ω 0 (g) = |ψ B (a L (g)a R (g))| 1/2 ω 0 (where ω 0 denotes our standard bidensity constructed from µ 0 as in (11, 12) ). Let us also choose some ν 0 = 0 -a real, half-density on T e A and let ν r be the corresponding right-invariant half-density on A. In our standard representation of bidensities we get
From the definitions of h, σ and τ it is clear that hτ z = h and σ z τ w = τ w σ z . In the next lemma we give the formula for the associated modular function.
Lemma 6.2 Letρ 0 and ν r be as above. Then the modular function σ is given by
Proof: From the definition ofλ 0 one can easily see thatλ
The subspace gT e A ⊂ T g G is complementary to T r g G A and
Therefore, for u ∈ Λ max T e A , v ∈ Λ max T e B we have the equalities:
and the result follows from the equality det(P B Ad(
The next proposition states that the functional h is "right-invariant", relates h to κ and describes commutation ofδ with the modular group σ z . Let us recall that a functional ϕ on a Hopf algebra (A , ∆) is right-invariant iff (ϕ⊗id)∆(a) = ϕ(a)I.
Proof: Using prop. 4.10 and right invariance of ν r we get
To prove the second formula, we again use prop. 4.10, right invariance of ν r and the formula for (ω * 1 ⊗ I)δ(ω 2 ) given in the proof of the proposition 5.2 to obtain the left hand side of the equality (31).
And the right hand side of this equality:
Now we use the relationship among Q and modular functions (10) to convert this expression into
and ν r is right-invariant this is equal to the left hand side. From the formula forδ (19) and definitions of σ and τ it easily follows that to prove the third statement it is sufficient to show the equality
and this is straightforward because of equalities:
and equation (10) .
The relationships among h,ĥ and σ t given in prop 6.1 suggest thatĥ can be extended to a GNS mapping and h to a KMS weight on C * r (G A ). And indeed this is true and was proved in [10] for a general differential groupoid.
Proposition 6.4 [10]
The mappingĥ is closable and defines GNS mapping from C * r (G A ) to L 2 (G). Consequently, the linear functional h can be extended to a densely defined, lower semi-continuous weight on C * r (G A ), which is a KMS weight with the modular group σ t .
In the remaining part of this section we show that this weight is right-invariant. The crucial (although not difficult) step is lemma 6.5, and then we use results from [15] and [16] .
Let H be a Hilbert space. For two vectors x, y ∈ H, we define a linear functional η xy on B(H) by η xy (a) := (x|ay). Then for a ∈ B(H ⊗ H) we define operators (id ⊗ η xy )a and (η xy ⊗ id)a by (z|((id ⊗ η xy )a)t) := (z ⊗ x|a(t ⊗ y)) and (z|((η xy ⊗ id)a)t) := (x ⊗ z|a(y ⊗ t)).
be the GNS-mapping associated with the weight h and W the multiplicative unitary defined in (6) .
Proof: First, let us notice that sinceĥ is a closed mapping and A (G A ) is its core, it is enough to prove the formula for x, y ∈ D (G) and a ∈ A (G A ). Indeed, let a ∈ D(ĥ) and x =ĥ(a). This means that a = lim ω n , ω n ∈ A (G A ) and x = limĥ(ω n ). It is shown below that (id ⊗ η xy )π δ (ω n ) is a sequence in A (G A ) and it converges to (id ⊗ η xy )π δ (a). Soĥ((id ⊗ η xy )π δ (ω n )) = ((id ⊗ η xy )W )ĥ(ω n ). But since limĥ(ω n ) = x, the sequence on the right hand side is convergent to ((id ⊗ η xy )W )x. Therefore
, similar arguments show that it is enough to check the equality for x, y ∈ D (G). Now we compute (id ⊗ η xy )π δ (ω) for x, y ∈ D (G) and ω ∈ A (G A ). Let ψ 0 := ρ 0 ⊗ ν r , where ρ 0 is our standard right-invariant half-density defined in (12) and ν r is as in the definition of h. We write: x =: f x ψ 0 , y =: f y ψ 0 , ω =: f ω 0 . With this notation we get (id ⊗ η xy )π δ (ω) = f xy ω 0 , where
To prove this formula it is enough to show that (z|π id (f xy ω 0 )t) = (z ⊗ x|π δ (ω)(t ⊗ y)) for any z, t ∈ D (G). Let z =: f z ψ 0 , t =: f t ψ 0 . From the formula forδ (19) we get
where
and interchanging the order of integration we get
Comparing this with the formula for a multiplication in G A (13) and the definition of f xy we obtain the result.
To prove the lemma it remains to show that (z|ĥ(f xy ω 0 )) = (z⊗x|W (ĥ(ω)⊗y)). Using the definition ofĥ we obtainĥ(f ω 0 ) =f ψ 0 , forf (g) := f (g)|ψ B (a R (g))| −1/2 . Let us compute the right hand side of our equality
In this way we have to prove the equality
The formula for the action of W was given after the lemma 4.4. Notice, that now ψ 0 is not the same as ψ 0 defined before that lemma, so the expressions for W (f ⊗ f y ) are different. But since both ψ 0 's can be easily compared, we immediately deduce needed formula from the one contained in lemma 4.4:
To verify the equality ( * * ) use this expression, expression for f xy (33) andf . This completes the proof of the lemma.
Now we can prove right invariance of h with respect to positive vector functionals in a GNS space for h. This immediately follows from Proposition 6.6 For any a ∈ D(ĥ) and x ∈ L 2 (G):
Proof: Let e i be an orthonormal basis in L 2 (G). For x ∈ L 2 (G) let
Then B n ∈ C * r (G A ) and B n converges strictly to (id ⊗ η xx )π δ (a * a) (see [15] ). On the other hand
Therefore h(B n ) converges to ||x|| 2 h(a * a). Since the weight h is strictly lower semi-continuous we get the result.
The last step is to prove that this is enough for full right invariance. To this end we use the following Theorem 6.7 [16] Let h be a densely defined, lower semicontinuous weight on a separable C * -algebra A and (H, η h , π h ) be a GNS-triple. There exists a sequence of vectors Ω n ∈ H such that:
7 Putting all together.
In this section we lift some objects from the section 5 to a C * -algebraic level and recapitulate the structure we got. Let us start by showing that R defines * -antiautomorphism of C * r (G A ). To this end it is enough to prove its continuity. This will immediately follow from
Proof: Since s B (inverse of the groupoid G B ) is a diffeomorphism of G A , it defines a unitary operator on L 2 (G A ) (by a push-forward of half-densities), which we also denote by s B . On L 2 (G A ) there is a canonical antiunitary involution, namely a complex conjugation:¯. Let us defineĴ :=¯· s B and check that this is the right choice. We choose ψ 0 = ρ 0 ⊗ ν -a non-vanishing, real half-density on G A as before lemma 4.4. Then short computations show that:
for
From this formula we deduce that (
As usual, writing ω = f ω 0 , we have to show that (Rf ) * ψ = s B ((f * ) * (s B ψ)). We compute the left hand side using the formulae for R (25) and the multiplication (13):
Now apply to the integral over
and use the definition of s B ψ to conclude that that this is equal to left hand side.
Now we pass to the group τ t . The following proposition was proved in [10] : From this proposition we infer that τ t defined by (24) extends to a strongly continuous one parameter group on C * r (G A ), moreover from prop. 5.1 this group commutes with R. Since now we know that R τ t and σ t are continuous, using lemma 5.4 and prop. 6.3 we easily obtain the following equalities on C * r (G A ):
We finish this work with a short resume. Let (G; A, B) be a double Lie group.
• There are naturally defined differential groupoids G A , G B over A and B respectively. Let C := C * r (G A ) be the reduced C * -algebra of G A .
• The relation δ := m T B defines ∆ ∈ M or(C, C ⊗ C) which is a comultiplication in the sense of the theory of quantum groups.
• The inverse of the group G defines the involutive * -antiautomorphism R of C.
• There is a strongly continuous one parameter group of * -automorphisms τ t on C, which commutes with R.
• There exists right-invariant, densely defined, lower semi-contionuous weight h on C which is a KMS weight with a modular group σ t . Moreover the weight h is τ invariant.
• The groups σ t and τ t commute.
•
Because positions of groups A and B in a DLG (G; A, B) are completely symmetric, in fact, there are two quantum groups based on C * r (G A ) and C * r (G B ) respectively. One can think of them as duals, but the precise sense of this duality is to be understood. If these algebras coincide with algebras defined by the multiplicative operator W in the "standard way" (see Appendix B), then one can say that this is the meaning of duality. However, here we have more, namely, there is a natural duality (in fact two ones) between A (G A ) and A (G B ) (see Appendix A). This duality enable us to think about these algebras as "dual Hopf algebras". There is also a class of representations of (say) C * r (G B ), the ones coming from morphisms of differential groupoids G B ⊲ Γ, which define, via W , representations of quantum group based on C * r (G A ).
Appendixes
A. Geometric interpretation of the function Q. Let V be a finite dimensional vector space (over C or R). Suppose we are given four subspaces L 1 , L 2 , R 1 , R 2 ⊂ V , such that dim equality here, but we will show that C ⊂ C * r (G A ). From the remark we made above, it follows that we have to interpret elements (η xy ⊗ id)W as elements of A (G A ) for x, y -smooth with compact support. The question is: how from two smooth half-densities on G and W we can get an element of A (G A ) ?
Suppose we are given ϕ, ψ -half-densities on G with compact support. Let U be the bisection implementing W and let g ∈ G be given. Consider the set U (g, A) ∈ G × G. It is easy to see that U (g, A) = δ(g) (we recall: δ = m T B ). Let (g 1 , g 2 ) ∈ δ(g). There are the following natural isomorphisms:
The first two isomorphisms follow from the fact that b L and b R are surjective submersions; The third and the forth ones are given, respectively, by ismorphisms
The last two ones are due to the fact that π 1 : δ(g) ∋ (g 1 , g 2 ) → g 1 ∈ F l B (g) and π 2 : δ(g) ∋ (g 1 , g 2 ) → g 2 ∈ F r B (g) are diffeomorphisms. And consequently:
In this way, having ϕ(g 1 ), ψ(g 2 ) we can define a 1-density on T (g 1 ,g 2 ) δ(g) with values in one dimensional vector space Ω 1/2 (T l g G A )⊗ Ω 1/2 (T r g G A ). Let us denote the resulting mapping by Φ g . The explicit formula for Φ g (ϕ, ψ) is given by [Φ g (ϕ, ψ)(u)](v ∧ w) = ϕ(g 1 )(wa ∧ π 1 (u))ψ(g 2 )(ãv ∧ π 2 (u)), where
and π 1 , π 2 are defined above. Integrating Φ g (ϕ, ψ) we get a bidensity on G A , which will be denoted by Φ(ϕ, ψ). Finally, we define a mappingΦ : (ϕ, ψ) → |Q| 1/2 Φ(s B (ϕ), ψ) i.e.Φ(ϕ, ψ)(g) = |Q| 1/2 (g)
and will prove the following Proposition 8.1 Let ϕ, ψ be smooth, compactly supported half-densities on G. ThenΦ(ϕ, ψ) ∈ A (G A ), κ(Φ(ϕ, ψ)) = (Φ(ψ, ϕ)) * and (η ϕψ ⊗ id)W = π id (Φ(ϕ, ψ)).
Proof:
We begin by computing the mappingΦ. Let us choose µ 0 , ν 0 -real, non-zero half-densities on T e B and T e A, respectively, and let µ l , ν r denote the corresponding left and right-invariant halfdensities on B and A. Then ν r ⊗ µ l is a real, non-vanishing half-density on A × B and, since the mapping A × B ∋ (a, b) → ab ∈ G is a diffeomorphism, this half-density defines a half-density on G which will be denoted by ǫ. Explicitly ǫ(g)(Xg ∧ gY ) = ν 0 (X)µ 0 (Y ) , forX ∈ Λ max T e A , Y ∈ Λ max T e B .
Now we can write ϕ =: f ϕ ǫ , ψ =: f ψ ǫ andΦ(ϕ, ψ) =: f ϕψ ω 0 . Let us define a mapping α : A ∋ a → α(a) := (m B (g, s B (ag)), ag) = (ga R (ag) −1 , ag) ∈ δ(g). This is clearly a diffeomorphism. Let us put v := gY , w :=Ỹ g , Y,Ỹ ∈ Λ max T e B ,ũ := Xa , X ∈ Λ max T e A, then π 1 α(ũ) = (−1) dim A ϕ A (b L (ab L (g)) −1 s B (ab L (g))X and π 2 α(ũ) = Xag. Inserting this into the formula for Φ g and using (34) we get (Φ g (s B (ϕ), ψ)(α(Xa))(gY
and since
we obtain
Finally (we also use (10))
From this equation is clear that f ϕψ ω 0 ∈ A (G A ).
Having the above expression and using (26) one easily proves that κ(Φ(ϕ, ψ)) =Φ(ψ, ϕ) * . Now we are going to prove the last equality. Of course it is enough to prove that (ϕ ⊗ z|W (ψ ⊗ t)) = (z|π id (Φ(ϕ, ψ))t) for compactly supported, smooth half-densities z, t on G. Let ψ 0 =: ρ 0 ⊗ ν l , where ν l is the left-invariant half-density on A defined by ν 0 . (this is ψ 0 as defined before the proof of lemma 4.4). We can write t =: f t ψ 0 and z =: f z ψ 0 .
Using the formula (13) we have π id (Φ(ϕ, ψ))t = (f ϕψ * f t )ψ 0 and
In the second equality we use a diffeomorphism B ∋ b → b L (a L (g)b) ∈ B, then the expression for f ϕψ and finally the definition of ǫ (g := ab), and formula for W −1 (6).
On the other hand, doing computations similar to the ones done in the proof of lemma 6.5 we get (ϕ ⊗ z|W (ψ ⊗ t)) = (z|y) for y =: f y ψ 0 and f y given by
where W (f ψ ⊗ f t ) is defined by W (f ψ ǫ ⊗ f t ψ 0 ) =: W (f ψ ⊗ f t )(ǫ ⊗ ψ 0 ). Since we can easily compare ǫ ⊗ ψ 0 with ψ 0 ⊗ ψ 0 , the expression for the function W (f t ⊗ f ψ ) follows from the action of W on ψ 0 ⊗ ψ 0 given in the proof of lemma 4.4. In this way we obtain
Now insert this into formula for f y and compare with the expression for f ϕψ * f t . This completes the proof of the proposition.
