I. INTRODUCTION
The primary environmental concerns associated with urban sprawl are excessive consumption of land resources and increased greenhouse gas emissions due to the commutes associated with diffuse and uncoordinated patterns of urban expansion (IPCC 2014) . Both of these concerns link urban sprawl to contributions to climate change. Here, we explore a different link: the relationship between climate and the spatial organization of cities, specifically the effect of climate on urban sprawl. If this effect is demonstrated, a second conclusion emerges, namely, that global warming and urban sprawl, which have emerged as two major environmental concerns, are linked in a vicious circle: the latter contributes to the former, and vice versa.
The primary causes of urban sprawl have been well identified in the economic literature. Rising incomes and auto-driven changes in transportation costs are the fundamental driv- ers of sprawling development (Glaeser and Kahn 2004) , and the movement of the middle class to the suburbs has been in part a response to fiscal and social problems in urban centers (Nechyba and Walsh 2004) . The attraction of environmental amenities found outside of urban areas has also been found to play a role (Roe, Irwin, and Morrow-Jones 2004; Wu 2006; Irwin, Jeanty, and Partridge 2014) .
Environmental concerns associated with urban sprawl include its indirect effects on climate change. A number of studies have analyzed the links between sprawl-induced increases in energy use and consumption of green space, and increases in the concentration of greenhouse gases in the atmosphere (e.g., Bart 2010) . The well-known figure by Newman and Kenworthy shows a strong relationship between urban density and energy consumption: slack North American cities are more energy intensive than dense Asian cities (Newman and Kenworthy 1999) . But what about the reverse link, namely, the effect of climate on the extent of urban sprawl? To our knowledge, only a few papers account for that relationship and do so only incidentally. For example, Burchfield et al. (2006) and Patacchini and Zenou (2009) find that climate is a significant determinant of the extent of urban sprawl. However, the contribution of climate to urban sprawl is not a focus of these studies; rather, they use regional climate as a control variable in cross-sectional analyses of urban area-level measures of sprawl. Moreover, the potential link between a warming climate and urban sprawl is widely ignored. Cavailhès et al. (2014) are the only authors who use individual data in an empirical model with microeconomic foundations. On the whole, how urban growth patterns may respond to a changing climate is generally left unstudied (Irwin et al. 2009) .
In this paper, we focus on the role local climate characteristics play in determining some aspects of urban sprawl. We empirically test if, in milder climates in France, households' preferences for large plots are stronger and if easier driving conditions lead to residential locations more distant from city centers. Our analysis uses data from weather stations on temperature and days of precipitation, and detailed household-level survey data to account for differences in households' characteristics. France, which has a temperate climate, does not experience extreme climatic variation. Nevertheless, due to the variable influences exerted by the Mediterranean, Atlantic Ocean, and a varied terrain, substantial variation in temperature and precipitation is observed across the country, providing an appropriate setting in which to study the question of interest.
To test the relationship between climate and urban sprawl, we model residential location choices represented by distance to city center and residential lot size, as a function of household and urban characteristics and local climate. The latter is expected to influence distance to city center, as well as preferences for outdoor space, and therefore lot size. As characterized by Smith, Rosen, and Fallis (1988) , every household is assumed to belong to a submarket that is differentiated by location, dwelling type, type of tenure (i.e., owner or renter), age, quality, and financing. Our analysis considers the behavior of a particular submarket that plays a prominent role in defining patterns of urban sprawl: owner-occupants outside of the central cities of urban areas. This sample restriction may introduce sample selection bias if the distribution of the selected sample is not random. Therefore, we adopt an estimation strategy to simultaneously predict the distance to the city center and the residential plot's size using a simultaneousequation procedure suggested by Gouriéroux (2000) . 1 We find evidence that households' residential decisions are related to climate conditions, suggesting that under a warmer climate, households' preferences for sprawling forms of development will increase.
II. IS CLIMATE A DETERMINANT OF URBAN SPRAWL?
A number of papers advance a synthetic analysis of the causes of sprawl. 2 According to Glaeser and Kahn (2004) (among others), the automobile is the primary driver of urban sprawl. Brueckner (2000) underlines the role of improved transportation infrastructure in lowering commuting costs, as well as increasing incomes, in driving urban growth. In an analysis of urban sprawl in Europe, the European Environment Agency synthesizes the determinants of sprawl, connecting it with new lifestyles outside the inner city (European Commission 2006). The report also discusses the role of improved transportation links and personal mobility in allowing individuals to live in more and more distant locations, and identifies several determinants of urban sprawl: for example, micro-and macro-socioeconomic trends, land prices, individual preferences, demographic trends, and land use planning policies.
Climate is a well-known driver of human behavior, and the literature on its effects on population migrations has a long history (e.g., Graves 1976 Graves , 1980 Graves and Linneman 1979) . Cheshire and Magrini (2006) have shown its effect on the growth of urban populations in the south of each European country (the southern borders blocking migration beyond). However, the relationship between climate and urban sprawl is studied by very few authors. As previously stated, Burchfield et al. (2006) and Patacchini and Zenou (2009) show that urban sprawl is greater where the weather is warmer, but do not investigate climate as a driver of sprawl. Cavailhès et al. (2014) build an urban economic model in which the residential location choice of the household depends on the climate in three ways: (1) the household directly consumes a climatic amenity (as in Roback 1982) , (2) household preferences depend on climate such that demand for an outdoor way of life is greater where the climate is warm, and (3) travel conditions are influenced by climate (higher transportation costs when winter weather is cold and damp). In that theoretical model, warm climate fosters urban sprawl. Two assumptions underlie the formulation of the empirical model:
• Where the climate is milder, people locate farther into the countryside for two reasons. First, commuting is easier than in a cold region, where winter driving is difficult due to, for example, fog, glare, snow, and ice. Second, in regions where the summer is warm, locating outside of city centers is a means of avoiding the heat-island effects of cities.
• Where the climate is milder, people live on larger plots, because they spend more time using a larger residential lot ("pursuing an outdoor lifestyle"); for example, it may provide space for a swimming pool, a barbecue, a garden, or an outdoor game area.
To test these assumptions we model households' residential behavior in terms of their choices of lot size and distance to city center. Next, we define urban sprawl and our measure of sprawling residential behavior.
III. DEFINITION AND MEASURE OF URBAN SPRAWL
Although "urban sprawl" is a well-recognized term, it lacks a definition that is precise and generally accepted. Brueckner (2001) defines urban sprawl as the "spatial growth of cities that is excessive to what is socially desirable," reflecting the negative connotations that typically accompany discussions of urban sprawl. Others are more circumspect about its desirability, finding that it has increased households' well-being due to the higher household consumption of land and housing it has enabled (Glaeser and Kahn 2004; Nechyba and Walsh 2004) . While the multifaceted nature of urban sprawl does not lend itself to any particular quantitative measure, economic analyses of sprawl tend to focus on the dimensions of density and centrality. 3 In general, these studies measure the degree of sprawl in terms of the distribution of jobs and/ or residential population relative to a metropolitan city center, and defined by density gradients (e.g., Anas and Arnott 1997; Glaeser, Kahn, and Chu 2001; Glaeser and Kahn 2004; Mieszkowski and Mills 1993) . 4 From a microeconomic perspective, sprawl is clearly an outcome of residential behavior. But the sprawling behavior of households choosing their residential locations remains a black box in economic studies. At best, statistical correlations are established between the characteristics of urban area populations and variables measuring geographic settlement patterns. In the present paper, we open the black box by empirically analyzing residential choices using individual household data rather than urban area-level metrics. The metrics we focus on in the present paper are residential lot size and commuting distance. The choice of residential lot size and commuting distance as variables to represent urban sprawl is relatively novel to the economic literature. In empirical analyses, economists have tended to use urban area-level statistics rather than household-level choices as dependent variables. Table 1 reports descriptive statistics on climate (temperature) and housing characteristics, obtained from the housing survey conducted in 2006 by the French National Institute of Statistics and Economic Studies (INSEE 2006a) . Regarding the consumption of residential goods, Table 1 shows that the 3 Geographers also tend to consider the dimensions of fragmentation (i.e., the spatial organization of density) and the level of accessibility to jobs, shopping areas, and transportation (Galster et al. 2001) . 4 A few more recent studies have measured urban sprawl in terms of the degree of scatteredness of urban development (Burchfield et al. 2006 ), using urban area-level indicators related to built-up areas, continuity of residential areas, and population density (Kasanko et al. 2006) , and by the variation over time of urban land use and population density (Patacchini and Zenou 2009 proportion of homes with swimming pools increases with temperature in July. Similarly, yard size increases by 20% (from 8.5 to 10.2 m 2 ) for the houses in climates that are warmer than average. The overall lot sizes of these homes is almost 36.4% higher in the warmer half of the country (about 1,500 m 3 vs. 1,100 m 3 ), and the ratio of floor area to the area of the plot is about one-third in the colder half of the country and about one-quarter in the warmer half. These patterns illustrate the outdoor way of life enjoyed in French regions with warmer climate. 5 The direct comparison of commuting times in different climates requires controlling for both regional variation in urban structure and road networks, and we present descriptive statistics from two data sources. First, the 2006 housing survey by the INSEE provides travel time reported by the household (denoted "reported time"). To estimate her reported commuting time, the worker takes into account all the characteristics necessary to optimize it: the road network (motorways, windings, etc.) and urban structure (congestion, etc.), as well 5 A more general comparison of lifestyle and welfare according to climate is beyond the scope of this paper and would require a more advanced econometric analysis. In cold regions, living area is slightly larger ( + 1%), the price of housing is smaller (Cavailhès et al. 2014) , and so forth. Other differences may occur in the way of life, and it is impossible to make a balance.
as climate. As the residential and work places are known in this housing survey, the second source is the calculation of commuting time for the same journey using the algorithms in Odomatrix, a numerical tool used to compute the shortest route between two places, and the corresponding time required to traverse that route (denoted "computed time"). 6 This second source controls for geographic and traffic conditions, but it does not take into account the effect of climate on commuting time. We calculate the ratio between the reported time and the computed time for 6,697 observations where the head of household goes to work in a private motor vehicle. For the whole country, the reported time is on average 4.0% lower than the computed time. Table 2 shows that among households located in areas where the temperature in January is below the median, the times reported by households are on average 2.2% lower than computed times. Among households where the temperature in January is above the median, the reported times are 6.7% lower than computed times. In other words, when the winter weather is 6 The Odomatrix tool (INRA-CESAER) uses the road network "route500(r)" from the Institut Géographique National. It takes into account the geographic surroundings (altitudes, slopes, agglomerations, countryside, etc.) and traffic conditions (off-peak and peak hours). The tool chooses the itinerary that minimizes the transport time (Hilal 2010). colder, the worker takes longer to get to work because she drives slower and/or provides a margin of safety because of weather. Our hypothesis is that this difference is due to more difficult driving conditions in cold and rainy regions in the winter.
While the difference between the computed and reported times is roughly the same whether the head of household is an executive or blue collar worker where January is cold (2.4%), the difference is more pronounced for executives (9.3%) than for blue collar workers (7.5%) in the warmer parts of the country. This suggests that the commute times of the executives are more strongly influenced by cold winters. A similar calculation for lot size shows that in comparison to regions with below-average July temperatures, lot size increases more for blue collar workers (35%) than for executives (21%). These descriptive statistics illustrate one of the advantages of working on individual data. It allows one to compare the behavior of households according to socioprofessional status, as we have just done for commuting time. Of course, a wellspecified econometric model has to be designed to test for such relationships.
IV. EMPIRICAL STRATEGY
Following Cavailhès et al. (2014) , we assume that the size of the residential good and the distance from the city center (or leisure) are simultaneously chosen by each household, leading to endogenous variables in the model. Therefore, we characterize a household's choice as the simultaneous equations in system [1] . The introduction of covariates is to control for (part of the) observed heterogeneity in households and urban areas:
where is the size of the residential plot, S D is distance to the center of the urban area, w is the income of the household, and are α α We distinguish between two spatial levels used to define the local variables in Y: the urban area in which the residence is located and the local community with which the residence is associated. The French urban area definition is similar to that of metropolitan statistical areas in the United States, but the population thresholds are lower. 7 We have associated rural communities, which are beyond the urban area border, to their nearest urban area. Therefore, all location decisions (in urban as well as rural destinations) are considered. The local-community grid of France comprises 35,565 communes (similar to townships or municipalities in the United States) that we associate with 354 urban areas.
The household socioeconomic data are from housing surveys conducted by INSEE in 1984 , 1988 , 1992 , 1996 , 2002 (INSEE 1988 , 1992 , 1996 , 2002 , 2006a , which are stacked and merged with spatial data (including periodic INSEE censuses and the delineation of urban areas) and climatic data. 8 Table 3 presents definitions of the household, local, urban area, and climate variables used in our sample.
Model Specification and Estimation Methods
We assume each household has freely chosen its location and the characteristics of the parcel (in particular, its size) in a competitive market without imperfections or failures. The competition between numerous development companies operating across the entire country makes such a competitive market assumption plausible. 9 Residential lot sizes may be different from those defined by the market equilibrium, due to zoning restrictions. Neverthe- c These data are recorded by a network of weather stations, and interpolation is used to reconstruct a spatial continuum of weather data using a GIS (Joly et al. 2011) . Regressions between temperature/rainfall and explanatory variables suggested by climatology (altitude, land cover, orientation, etc.) were estimated, followed by kriging of residuals from the regressions. As the models and parameters estimated are not identical over an area of the size of France, interpolation is done for small polygons including the 30 closest stations. The predicted values are computed for each French municipality. less, 66% of French municipalities did not have any zoning as of 1988, and fewer than 50% did as of 2003 (Lecat 2006) . Moreover, where zoning restrictions exist, the effect on plot size is likely to be limited. As demonstrated by a large survey of the literature by Lecat (2006) , zoned plot sizes tend to follow, more or less, the market.
We assume that it is the households who move that drive the size and the location of new development. In other words, households are price takers because they are small agents, but they are quantity makers because the highest bidder in the market can choose her desired residential plot size. It is among these households that we are able to observe a residential location decision that reflects preferences for proximity and indoor/outdoor space.
While our research question could in principle be addressed by analyzing all residential development in France, it would be inappropriate to apply our model to the entire housing market for a number of reasons. First, the housing market consists of newly constructed and older dwellings. The locations of older buildings depend on outdated circumstances, whether in terms of transportation technology (particularly the widespread adoption of the automobile) or historical disruptions (e.g., rebuilding in inner cities after the damages of the Second World War in the cold north, or accommodating repatriation from Algeria in 1962 in exurban areas of the warm south). The period of time since 1974 is relatively stable along both of these dimensions. Therefore, we focus on contemporaneous location mechanisms by selecting developments constructed since 1974. 10 Second, we consider that renters and owner-occupants belong to separate residential markets, with different preference structures and budget constraints, and restrict our analysis to the behavior of owner-occupants. Third, we limit our analysis to households that have recently moved (in relation to the household survey date). Indeed, the survey gives contemporaneous information on households. If we consider all households regardless of moving date, the observed characteristics of many households will be different than they were when the location decision was undertaken. Fourth, we exclude farmers and retired people from consideration because they do not have the same relationship to the central cities of urban areas (in terms of proximity to job centers) as other households. Finally, we exclude the urban area of Paris, the scale of which is very different from every other urban area (it contains approximately one-fifth of the French population) and would be difficult to accommodate under a single econometric model. Under these restrictions, the surveyed population of interest utilized in our analysis consists of 16,947 households.
The Selection Problem
The selection process associated with defining the population of interest should not introduce selection bias, as all criteria are intended to delineate a specific market. However, we encounter two major econometric issues related to the definition of the two dependent variables, residential plot size and distance . The first issue is that (S) ( D) residential plot size is equal to zero for a significant number of dwellings in the population of interest. These dwellings are generally apartments, and the interpretation of is S = 0 not the same for a house and an apartment. Moreover, some unobserved factors may influence the household's choice between flat and house that are also related to the selection of lot size and distance. As such, we introduce a selection equation explaining a household's choice between a house and an apartment, and then compute a selection correction term to control for the potential bias. The dependent variable in this equation equals 1 if the (H) household lives in a house, and 0 otherwise. The second issue arises from the measurement of distance. Due to the software computing distance as travel time in minutes from the center of the household's commune to the center of the urban area, it censored at zero for all households located in the community that is the central city of its aire urbaine (see the definition of distance in The fact that our model consists of simultaneous equations with selection requires an estimation strategy to deal with selection bias, censored observations, and simultaneity bias (endogeneity of some explanatory variables). One possibility is to estimate the model in reduced form while accounting for selection and the censored dependent variable, and solve for the structural parameters. However, this indirect least squares approach requires the model to be exactly identified (Gouriéroux 2000) , which reduces the number of exogenous regressors that can inform the size and distance equations. Another possibility is to construct the likelihood functions based on the normality assumption and perform maximum-likelihood estimation, which is likely to be cumbersome given the multiple sources of selection and the large number of observations. We adopt a simpler approach that corrects for the selection and censoring bias in a multistep procedure based only on probit and three-stage least squares (3SLS) estimators.
Estimation Strategy
Given equation [1] , the underlying econometric structural model can be written as a system of equations:
where is the size of the residential plot, S D is the driving distance in minutes to the central city, and and are random terms. and ε ε X cating a rank-2 vector of zeros and a rank-2 variance-covariance matrix.
As mentioned above, we need to control for selection bias affecting both equations, and censored observations (affecting distance D only). Consider the selection of the type of housing first. In terms of observed variables, the following condition applies to the first equation of the reduced form:
where is a latent variable representing the * H willingness to choose a house (as opposed to an apartment), and is a vector of observed X 3 explanatory variables. Because is unob- * H served, we assume without loss of generality that it is positive when the observed choice is .
The conditional expectation of plot size corresponding to the subsample of obser-(S) vations in houses is (H = 1)
[5]
1 11 2 12 1 3 3 3
The treatment of the second equation is more involved, as we have to deal with the selection condition above, as well as censored observations on distance: Within a linear regression framework such as 3SLS, we need to evaluate the following conditional expectation: In a second step, we build the bivariate selection term as follows: 11 Also, and are, respectively, the den-ϕ( ⋅ ) Φ( ⋅ ) sity and the cumulative distribution function 11 For details about the derivation of these correction terms, see Ham (1982) and Gouriéroux (2000 Ham 1982) . Standard errors are estimated using the bootstrap method.
V. RESULTS
Results of the last estimation step are presented in Table 4 . Lot size and distance are positively linked and simultaneously determined, with larger lot sizes associated with locations more distant from the city center. The inverse Mills ratio is insignificant in the lot size equation: we do not find evidence of a selection process in which people who choose to live in a house have unobserved characteristics that lead them to choose a larger lot size. In the distance equation, and λ 1 are positive and significant, controlling for λ 2 the fact that people who choose to live outside the city center have unobserved characteristics associated with a preference for houses (vs. apartments) and more distant locations. Due to the selection treatments, estimated parameters cannot be interpreted as elasticities. The computation of elasticities is straightforward in the case of the lot size equation, but quite cumbersome in the case of the distance equation, as the parameter values and λ λ 1 2 must be derived. Therefore, elasticities are computed (over the whole sample) only for the climate variables. 12
Control Variables
Most of the variables controlling for household characteristics have the expected sign. Wealthier households locate on larger plots and closer to the center of the urban area, which is consistent with the behavior of French households (see Brueckner, Thisse, and Zenou 1999) . A household's socioprofessional status adds supplementary information: as expected, blue collar workers locate on smaller lots and at greater distances than executives and office workers (also consistent with French characteristics). Lot size increases with the age of the head of household, and distance to the city center slightly decreases. In interpreting the results, keep in mind the age distribution in our sample: only 10% of the heads of household are younger than 30, and 80% are between 30 and 53; as a result, the parameter for age is small. Older (i.e., senior) households presumably have income allowing them to locate closer to central cities. The parameters related to household composition are also small. Concerning lot size, income effects seem to dominate, and regarding the distance to the city center, the only differentiation occurs between single and nonsingle households, the former choosing closer locations than the latter. However, household composition appears to play a major role in the first step of the modeling, where we control for the joint choice of house/apartment and urban center/out of the center (see appendix). Indeed, we show that being single or living as a couple without children sharply decreases the probability of living in a house. Being single also increases the probability of living in the urban center. Variables controlling for regional and local characteristics concerning population of the urban area, urban structure, and housing and land markets behave as expected. To capture the effect of developable land availability on the location decision, we introduce the share of the urban area covered by the central city of the urban area (which is relatively dense). Lot sizes decrease with the populated share of the urban area because greater densities lead to higher land values and smaller plots. Distance to the center of the urban area increases with urban area population: the more populous the urban area, the more distant its edge is from its center.
Regarding land market effects, higher urban area land prices are associated with smaller lot sizes. Lot size is positively linked with the average income of the local community inhabitants, which may be due to minimum-lot-size zoning regulations designed to exclude poorer households from affluent municipalities. The functioning of the land market is also represented by the share of forest in the local community area and a dummy variable distinguishing coastal municipalities. Lot size and distance increase with forest coverage (a proxy for land availability), and as expected, lot size is smaller in coastal communities, which tend to have very attractive natural amenities and higher prices.
Climate Variables
The empirical results are consistent with our hypotheses: (1) warmer summer temperatures correspond with larger lot sizes, and (2) lower winter temperatures correspond with location closer to city centers. 13 To explore these mechanisms further, we calculate the elasticity of lot size and distance in response to a change in climate for a representative household, defined by average values (continuous variables) and reference categories (discrete variables). 14 A 10% increase in average July temperature (2ЊC) corresponds with a 7.2% increase in lot size (65 m 2 on average). For example, lot sizes in locations with temperatures at the 90th percentile, as in Nice (23ЊC), are predicted to be 18% larger (an increase of approximately 162 m 2 on average) than those at the 10th percentile (18ЊC), as in most locations north of the Paris-Strasbourg line of latitude. 15 A 10% increase in average temperature in January (0.5ЊC) leads to a 0.4% increase in distance to the urban center. The variation in average January temperatures in France is substantial: the average temperature in January is 3ЊC in Strasbourg (in the northeast of France) and 10ЊC in Nice (in the Mediterranean south of France). The Nice climate applied to Strasbourg leads to a 13 We do not find a significant relationship between the number of rainy days in January and distance.
14 Age = 38; Children = yes; Urban area population = 50,000 to 100,000; Average July temperature = 20ЊC; Average January temperature = 5ЊC; Rainy January days = 11. Formulas are available from the authors upon request. Standard errors are bootstrapped. 15 Applying the correction for selection to the parameter on average July temperature in the lot size equations leads to a slight increase of the elasticity. 13.2% increase in distance to the city center for our representative household (a bit less than 3 minutes at the median distance of 21 minutes). The insignificant effect of precipitation may be due to the small variation across the French territory in January. Indeed, 80% of localities record between 9 and 13 rainy days in January, and more than 40% of the local communities record approximately 12 days. An advantage of using household-level data is that it allows predictions according to the individual characteristics of the households. Many possibilities may be explored and may be extensions for future work: for example, examination of younger versus older households, or single households versus families with children. To illustrate these possibilities we estimate the system of equations for two specific social categories: households with a blue collar worker as head-of-household and those with an executive head-ofhousehold (see Table 5 ).
No significant difference appears between executives and blue collar workers concerning the impact of temperature in July: both choose larger lot sizes where the weather in July is warmer. However, the behavior of executives seems to be more heavily influenced by winter weather than is the behavior of blue collar workers. First, the former choose to locate closer to the city center than the latter when the temperature in January in colder. Second, the executives locate closer to the city center when the number of rainy days increases, whereas blue collar workers are not responsive to this climate variable.
Various mechanisms may explain this pattern of behavior, but further investigations are needed to rigorously identify them. Nevertheless, we will mention an initial interpretation. As noted by Wheaton (1974) , "With an income inelastic land demand and noticeably greater commuting costs for the wealthy, greater income leads to more central locations. If land demands are income elastic and commuting expenses are relatively fixed, income should increase with distance from work" (p. 620-21). Indeed, this pattern of location behavior has been shown to occur in France (Brueckner, Thisse, and Zenou 1999) . If harsher winter climates correspond with increased transportation costs, we might expect higher-earning households to choose more central locations in such conditions.
Robustness Checks
As previously noted, distance increases with urban-area population, and lot size decreases. On average, lot size (distance) is 20% smaller (larger) in urban areas with at least 200,000 inhabitants than in urban areas with less than 200,000 inhabitants. To test if the mechanisms driving preferences for lot size and proximity differ with the size of urban areas, we estimate models using two subsamples defined by population level. Results are presented in Table 6 .
Selection mechanisms in the two subsamples behave as in the whole sample, with the exception of the inverse Mills ratio in small urban areas (which controls for the fact that we select households that choose to live in a house vs. an apartment), which is (weakly) significant. In the small urban areas, lot size appears to be driven less by market constraints than by household preferences. While wealthier households do locate on larger lots in both subsamples, the influences of other household characteristics become significant in the subsample restricted to small urban areas, with larger families locating on larger lots. The effect of distance on lot size behaves in the same way, with a larger magnitude in the subsample restricted to large urban areas.
Regarding the climate variables, July temperature behaves in the same way in both subsamples, but we find some differences in the effect of winter climate. The distance to the city center increases with the temperature in January in both subsamples, but at a lower rate in the smaller urban areas. Moreover, the distance to the city center decreases with the number of days of precipitation in January in large urban areas. These last two results are consistent with the notion that commuting conditions are of greater concern to house-holds in a large metropolis than to those in a smaller city.
VI. CONCLUSION
The process of urban sprawl and its primary determinants, falling transportation costs and rising incomes, have been well identified by urban economists' theoretical models and their empirical extensions. The trade-off central to households' residential decisions is that between the cost of accessibility and the cost of residential land. We consider how climate may affect this trade-off. In particular, we hypothesize that in warmer climates, commuting costs are lower because the journey is faster and less hazardous, and that the preference for outdoor lifestyles is stronger. Consequently, households tend to locate farther from urban centers and on larger plots of land where climate is warmer. We use householdlevel data from French housing surveys to model a household's simultaneous choice of accessibility and lot size. In this way, we model a household's sprawling residential behavior rather than the sprawl at the level of an urban area. This approach is consistent with traditional definitions of sprawl (accessibility, residential density), but it stands in contrast to previous empirical analyses of urban sprawl, which utilize urban-area level measures of sprawl.
The empirical results have well-behaved control variables that are consistent with expectations derived from urban economics analyses. The significance of variables controlling for climate in both the distance and lot size equations suggests that climate does influence a household's residential preferences, and that the degree to which the urban structure itself is more or less sprawling also depends on climate. In particular, we find that households occupy larger lots in warmer summer climates and locate farther from urban centers in milder winter climates. We also find evidence that the behavioral effects of climate vary with household characteristics. We look at one type of characteristic (socioprofessional status), finding that households of executive status are more sensitive than blue collar workers to the influence of climate on accessibility. The exploration of other factors is potentially fertile ground for future work.
As societies face ongoing environmental and social challenges posed by climate change and urban sprawl, it is important to improve our understanding of the relationship between these two phenomena. The contribution of urban sprawl to climate change is well known. Here, we show a reverse relationship between climate and sprawling residential behavior: households' residential preferences are influenced by climate conditions. Our results are obtained in cross-section, but they can be used as a basis for dynamic predictions: 16 if the French climate warms in the coming decades, regions in the central and northern regions of the country, where the current climate is quite cold, may experience climates more similar to those currently found in the southern Mediterranean areas. Assuming stability of household preferences, our results predict that global warming will increase households' demand for larger lot sizes farther from urban centers. Put another way, global warming and sprawling residential behavior are likely to reinforce one another. A broader understanding of the link between urban sprawl and global warming will be strengthened by analyses that build on these first empirical findings, which are obtained through analysis of one country. 
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