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Abstract 
Szafraniec, F.H., A (little) step towards orthogonality of analytic polynomials, Journal of Computational and 
Applied Mathematics 49 (1993) 255-261. 
Orthogonality of polynomials in a complex variable has been investigated rather occasionally (Faber polynomi- 
als and their generalizations are the most customary), though different classes of such polynomials appear in 
any book on complex approximation. It turns out that they are of quite different nature than those on the real 
line. Here we wish to point out some aspects of their behavior in general as well as to discuss some examples. 
Keywords: Analytic polynomials; orthogonality of inner product type; orthogonality of positive form type; 
orthogonality of strongly positive form type; reproducing kernel Hilbert space 
It is an elementary fact that the simplest polynomials, the monomials, are never orthogonal 
on the real line; they are on the complex plane, for instance, on the unit circle with respect to 
the Lebesgue measure on it or on the whole plane with respect to the Gaussian measure. This 
is the first thing one ought to be aware of while thinking of orthogonality of analytic 
polynomials. Another feature is that there is no traditional way of guessing orthogonality: no 
three-term recurrence relation, no Favard’s theorem. On the other hand, orthogonality of 
analytic polynomials has usually a nice property of being within a Hilbert space of analytic 
functions. However, it may happen that this Hilbert space cannot be imbedded into any 
._Y2-space over the complex plane C; to make this fact transparent is our principal goal here. To 
see all this better we have to re-examine the notion of orthogonality first. 
1. Generalities on orthogonality 
Analytic polynomials are understood as members of C[ 21, that is, complex polynomials in a 
complex variable. If ( . , - ) is a scalar product in C[Z] (notice that the scalar product is 
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Hermitian symmetric), then the sequence {pn}rCo c C[Z] (it is always convenient to suppose 
deg p, = n> is said to be orthogonal if 
( Pm7 P,,( ; ;; Et;;;;* 
Refer to this basic notion of orthogonality as to orthogonal&y of scalar product type. 
The scalar product determines the moments by 
(Zrn, zn> =cmn, m, II =o, l)...) (1) 
and vice versa. The sequence {p,}zCO of polynomials orthonormal with respect to this scalar 
product is given explicitly by p,, = 1, 
I 
COO CO1 * * * CO/-1 1 : 
. . . 
Cl,n-1 27 
p,(z) = (GnGn_l)-1’2 det :l” cl1 . . , 2 E c, (2) 
C ?I0 C nl ** * c fl,n-1 zn, 
with G, = det(cij>[j=o for n 2 1 and Go = 1. Specify more the scalar product as well as 
orthogonality: suppose now that there exists a linear form L : C[Z, z] + @, which is positive in 
the sense that 
L(PP)s4 PE+G 21, 
where @(z, 5) =p(z, 2), z E @, and such that 
(P, 4) =qPq), P, 9 E qq 
This happens if and only if the scalar product can be extended from @[Z] to a “semi-scalar” 
product ’ on C[Z, z], denoted in the same way, such that 
(P, 4) = (P4, I>, P, CwqZ]. (3) 
To distinguish this from the previous situation, call this kind of orthogonality to be of positive 
form type. If the form L satisfies a stronger positivity condition 
L(p)20, p(z, Z)>O, ZEa3, 
orthogonality is said to be of strongly positive form type. 
Orthogonal&y of scalar product type which is not of a positive form type is at present widely 
investigated in the real case 2 as Sobolev type orthogonality, cf. [ill. It stems from the classical 
moment theory (cf., for instance, [S]) that for polynomials on the real line orthogonality of 
positive form type and of strongly positive form type coincide, while for polynomials in a 
complex variable these two notions differ substantially. However, orthogonality of strongly 
positive form type is equivalent [9] to the classical integral type orthogonality with respect to a 
positive measure, that is, 
~m(4P.o dP( ; $ zt,me;;; (4) > 7 
Namely, we do not require here (p, p) = 0, p E C[Z, 21, to imply p = 0. 
Notice that all what we have said so far can be stated for polynomials in a real variable replacing both ClZl and 
C[ Z, z] by R[ X]. 
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with respect to some positive measure p (we may use alternatively the term orthogonality of 
integral type). 
2. Assorted examples 
Though the monomials are not orthogonal on the real line, they become orthogonal when 
one passes from the real case to the complex one. More precisely, they are orthogonal on the 
unit circle with respect to the Lebesgue measure on it, on the whole complex plane with respect 
to the Gaussian measure, or a bit more generally on this plane with respect to any rotationally 
invariant measure. They belong to the Appell family (cf. [l]); another kind of polynomials, now 
belonging to the generalized Appell family (cf. [3, p.34]), are the Newton ones, that is, the 
polynomials 
(-l)“z(z-l)(z-2)**+-n) a!-1, n=O,l,..., (5) 
They are orthogonal in some reproducing kernel Hilbert space (RKHS) of analytic functions on 
the half-plane Re z > i and they can be orthonormalized with respect to some measure on this 
half-plane (for details consult [5,10]). 
Some very classical orthogonal polynomials can be considered as analytic orthogonal polyno- 
mials. Hermite polynomials treated in this way found in [16] their representing measures 
(nonrotationally invariant) supported by the whole plane. Some of the Jacobi polynomials 
appear to be orthogonal on ellipses, cf. [17], falling into the class of (generalized) Faber 
polynomials. 
It has been known that the inverses of the polynomials (5), though as being rational functions 
do not fit in with the scope of this note, are orthonormal in some RKHS 3 of analytic functions 
on the half-plane Re z > 3; however, they cannot be orthonormalized in any _Y’*-space over 
this half-plane, cf. [lo]. This can bridge the examples listed above and in the following section. 
3. Examples in the negative 
For a given a sequence {p,} of polynomials (with deg p, = n), set 
%AJ = 
i 
z; 5 I P,(Z)12 < fco 
n=O 1 
For z, w E c+,,), define a kernel 
cc 
K(z, w) = c P,(Z>Pn@+ 
n=O 
Since the kernel K is positive definite, it determines a RKHS Z”, cf. [2]. 
3 Which, in a suitable sense, is dual to that for the polynomials (41, cf. [lo]. 
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Proposition 3.1. For any {cr,J E L’ 2, the series 
2 ~,P,Y 
n=O 
which converges simply to f say, converges to f in S3YK as well. Moreover, 
II II 2 ffy,P, 2< c,%J2. n=O n 
(6) 
(7) 
Proof. Notice that, because {cy,] E e 2, 
m 
c %Pn(z) < fW, z Eqp”)* 
n=O 
This means that the series (6) converges to f simply (i.e., pointwisely). Now by the Schwarz 
inequality in e 2, we have 
for any finite sequences {[J c @ and (zJ c oCp3. This enables us to apply the RHKS test to f, 
cf. [14], which results in conclusion that f belongs to ZK and inequality (7) holds. On the other 
hand, this inequality, used in an appropriate way, implies that C,cr,p, converges in the 
Z,+orm. Because Z$+onvergence implies the simple one, we can infer that the two limits 
coincide. 0 
(a) Suppose {a,}:=, is a sequence of positive numbers such that (a;1)~=0 is not logarithmi- 
cally convex 4 and the power series 
2 a,zn 
n=O 
converges for all complex z ({exp( -nl/‘)} can serve as an example). Define the kernel K for 
p, = ai12Z” and d enote by ZK its RKHS (is composed of entire functions). 
The reproducing kernel property 
f(w) = (f, q., w)>, WE@@,), f EZKY 
and Proposition 3.1 imply together 
ai12wn = 
( 
aii2Zn, e aiwiZi 
i=O ) 
= 2 aj/2Wi(ak/2Zn, a!12Z’). 
I 
i=o 
Comparing the coefficients on both sides, one gets 
(a, 7 1/2zn a,!12Zi)= 0, if i #n and (IZn)12 = a;‘, 
4 {a,b is said to be logarithmically convex if ai < a,_,a,+I for all n. 
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which means that {a, ‘/*Zn} is orthonormal. (Suppose for some f~ LYK all ( f, u’/*Z”> are equal 
to zero. Then the reproducing property and Proposition 3.1 applied again given 
f(w) = (f, 5 al/*T*“Zj = 2 wy f, LyZ’)= 0, 
i=O i=o 
for w E oIp,) and, consequently, f = 0. This proves that {a~/*Z”} is complete as well.) 
Suppose now there existed a positive measure II on C such that {Zn} is orthogonal in -Y*(p). 
Since I] Z” I] * = a,, the Schwarz inequality would give us at once 
a,*= i/,,Ln/* dp)*= (lsl’,‘-l,z,n+l dpi* 
for IZ = 0, 1,. . . . We get a contradiction. 
(b) The example we have just proposed here has a disadvantage: the scalar product in XK is 
not of positive form type (to see this, use the same kind of argument, with scalar products 
instead of integrals, as in the previous paragraph). There are scalar products which are of 
positive form type and which still cannot be imbedded into any L?*-space; to get them explicitly 
is a quite complicated thing. We want to employ the simplest example [7] we know leading to 
such construction. Here we indicate only how to do this leaving all the details for another 
occasion. 
What is given in [7] is the following: set 
m(i,j)=+(i+j)(i+j+l)+j+l, fori+j>4, 
m(0, 0) = 1, m(1, 2) = 2, m(2, 1) =3, m(1, 1) =4, m(1, 0) =5, 
m(0, 1) = 6, m(2, 0) = 7, m(0, 2) = 8, m(3, 0) = 9, m(0, 3) = 10. 
Since m : (0, 1, 2,. . . }2 + (1, 2,. . . } maps bijectively, one can define 
b2i+1,2j+l =b2i+l,2j = b2i,2j+1 = ‘7 b2i,2j = gm(i,j)y i, j=o, 1 7 * * - , 
where g, =g *=g3=1, g,=4 and g n = n!(n+l)! for it 2 5. Now let us put 
C~~=~~o(‘:)(Tii~-i(-i)n-j~i+j,,,,,ii’ m, n=O, l,... . 
From what has been done in [7] it can be deduced that the polynomials determined by (2) are 
orthogonal with respect to the inner product determined by (11, orthogonality is of positive 
form type but not of strongly positive form type. 
4. A bit more about orthogonality in general 
The key argument in getting a three-term recurrence relation is ( p, q) = ( pq, 1). In the 
complex case we have (3) instead; this is the reason why, in general, there is no hope for this 
relation, cf. [6]. Also for the same reason, no Favard’s theorem seems to be possible. However 
we have the following theorem. 
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Theorem 4.1 (Szegii [15, p.3691). Let {p,} be a sequence of polynomials orthogonal with respect to 
some positive measure supported on an analytic Jordan curve. Then 
K(G w) = 5 P,(Z>P,(W) 
n=O 
is convergent (uniformly on compact sets) for z and w in the interior of the curve. 
One way of looking at this theorem is to think of the asymptotic behavior of the polynomials 
{p,} in the interior of the curve. From this point of view Theorem 4.3 which follows can be 
considered as a kind of converse: asymptotics implies orthogonality of integral type. First we 
isolate a simple proposition. 
Proposition 4.2. Orthogonality of scalar product type is of positive form type if and only if for any 
finite sequence (tij} C C, 
c &j.&,(z’+‘, Zj+k) 2 0, z E @. (8) 
i,j,k,t 
The scalar product can be extended from C[Z] to C[Z, 21 according to 
(P, S> = C Pijgk,Ci+l,j+k, 
i,j,k,l 
where {cm,) are the moments (1) and {pjj) and {qk[} denote the coefficients of p and q 
respectively. 
Theorem 4.3. Suppose orthogonality of 2YK is of positive form type. Zf {p,} is an orthonormal 
sequence and c+,,) is bounded, then orthogonality of {p,} within zK is of the integral type (4) 
with a compactly supported measure u. 
Proof. According to [12, Proposition 61, z E otp,) if and only if Z is an eigenvalue of M *, the 
adjoint of M, the operator of multiplication by the independent variable in SK (with domain 
C[Z]). Then the eigenvector is 
h,= gp,(w)p,=K(., w). 
i=o 
Because {K( *, w); W E w 
is bounded with the bou2’ 
} is linearly dense in GYK, so is {h,; t E 0~~~9. This implies that M * 
suP{M; -+p,,). (9) 
Consequently, M is bounded with the same bound. Formula (8) implies immediately that 
C(M’f,, M’f,)>O, fo>***,fnEzK. 
i,j 
Because M is a bounded operator, a classical result of operator theory [4] says that it is 
subnormal (i.e., it has a normal extension). It is a matter of direct calculation that p = (E(*)p,, 
pO), where E is the spectral measure of the normal extension of M, is the required 
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orthogonality measure (notice that the support of p is contained in the closed disc centered at 
zero and of radius equal to (9)). 0 
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