The primary goal of image color correction is to minimize color confusion for those people who experience deficiencies in their ability to distinguish certain colors. When the colors in a particular image are converted so as to make them perceivable to color vision deficient people, most of the existing methods correct all the colors of the image instead of only the specific colors that are confused. When ordinary people view the images converted using such techniques, they experience a significant difference in perception. To solve this problem, this study investigates the color perception of color vision deficient people through analysis of confused color regions in images and proposes a new method that corrects the minimum number of color regions into optimal colors. For this purpose, the proposed method builds a confusion line database for colors confused by color vision deficient people using the CIEDE2000 color-difference formula and Brettel's method for simulation of color vision deficiency in the offline stage. In the online processing stage, regions are divided through the region growing technique, and the colors in the divided images are compared. When there exist confused colors by color vision deficient people, a method for finding the optimal color is proposed through the confusion line database. Furthermore, this study developed an optimization index to propose a method of finding such optimal colors and validated them through various tests. The excellence of the color correction results of this study was demonstrated based on an objective index as well as on participants' subjective visual perception through comparative experiments with other existing studies.
I. INTRODUCTION
With the development of multimedia technology, we can easily access various types of multimedia data, such as reproduced or recorded images, videos, and voices, and these images can now be reproduced and displayed with colors almost identical to their natural appearance due to advanced and high-quality display technology. However, people experiencing color vision deficiency account for approximately 8% of the global population and cannot enjoy or benefit from high-quality multimedia image data to the same degree as others because they do not perceive color the same way and may struggle to accurately discern visual information.
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The human retina has rod cells that perceive the brightness of the light and has three types of cone cells, L, M, and S, that perceive colors. People with color vision deficiency have a disorder in one of the three types of cone cells and cannot distinguish the color of the wavelength to which each cone cell is most sensitive. Among the people with color-vision deficiency, 26% of those have protanopia, which is a disorder in the L cone cell. 72% of color vision deficient people have deuteranopia, which is a disorder in the M cone cell. and the remaining 2% have tritanopia, which is a disorder in the S cone cell [1] .
The spectra for the confusion-line of color-vision deficiencies are very complex. The CIE 1931 color space gives a quite good understanding of this phenomenon using confusion lines [2] . Three primary color-vision deficiencies protanopia (red-blindness), deuteranopia (green-blindness), and tritanopia (blue-blindness) are represented using different arrangements of these confusion lines. All colors in the direction of the confusion lines might be hard to differentiate. The whole spectrum of colors is some way reduced for color vision deficient people. However, substantially color-vision deficiencies have a complex effect on the entire spectrum [3] .
Color vision deficiencies may experience disadvantages in the following cases: for example, charts and graphs distinguish detailed information and data through the use of different colors. However, color-vision deficient people have difficulty analyzing charts. This is because different colors are incorrectly perceived as very similar. Figure 1 shows a typical example of such a perception. In the normal case (a), green and red parts of the pie chart are clearly distinguishable. On the other hand, in color-vision deficiency case (b) same parts of the chart are represented in a similar color, which is indistinguishable.
Leading studies on color vision deficiency include Brettel's method [4] , which simulates the color perception views of color-blind people, and the Machado algorithm [5] , which represents the color perception view of color weakness. In addition, confusion lines [6] for defining colors confused by color vision deficient people and the confusion line database [7] , [8] have been researched as well. Furthermore, color-correction algorithms [2] , [9] - [13] that would help reduce color confusion for color vision deficient people have been researched steadily for many years. Many studies [9] , [11] , [12] analyzed only the color palette of an image by considering the color perception characteristics of color vision deficient people and modified the color palette itself, thus offering the advantage of low cost. As a result, color vision deficient people can distinguish colors that they previously could not see. The result of the generally used Daltonization technique [9] is shown in figure 2 .
A few studies [14] - [16] propose algorithms considering the viewpoints of both color vision deficient people as well as those with normal vision. Shen et al. [14] use an extra display channel of stereoscopic display that allows color vision deficient and normal vision audiences to share the same visual contents. Tanaka et al. [16] consider the optimization problem concerning lightness modification for protanopia and deuteranopia. Besides the image-correction method, algorithms for image segmentation [17] - [19] also exist in image analysis. The image segmentation method of [18] divides an image into regions by the local threshold of objects through object extraction. The method of [19] uses the Reversible Jump Markov Chain Monte Carlo (RJMCMC) for the region segmentation of color images. This method clearly divides sections according to natural colors in images.
In this study, the method of dividing into multiple areas is suitable and unlike the existing method, we perform labeling based on color and analyze the areas classified by color. The proposed method performs image segmentation through region growing [21] using the hue value of pixels so that a confusion line database can be applied, thereby detecting confusing colors in images and selecting the regions to be corrected using pixel data and the confusion line database. This process helps determine whether to correct the colors in the image or the segmented sections in the image.
Once the analysis step is completed, the optimized colors of the regions to be corrected in the analyzed image are found and corrected. From the viewpoint of those who are colorblind, the corrected color obtained from the correction process is a color that is not confused with other color groups, and it becomes a color that is easiest to distinguish from other color groups in the image.
II. OPTIMAL COLOR CORRECTION METHOD
The optimal color correction method is as shown in figure 3. Confusion-line databases are generated by the type of colorvision deficiency on the off-line. We load the confusion-line databases at the beginning for real-time processing. First, images are inputted and converted to HSV (Hue-saturationvalue) color space. It generates a histogram based on hue, and it extracts peak points from this data. It sets hue value of peak point to seed point and it performs labeling. Then it analyzes whether the color exists on a confusion-line based on the color value within a labeled area. It detects areas if it's on the same line of confusion-line. Based on these criteria, colorcorrection is performed on the optimized color area taking in consideration both normal and color-vision deficiencies.
A. OFFLINE COFUSION-LINE DATABASE
In this study, a confusion line database is constructed in advance during the offline stage before performing the optimal color correction. A confusion line database refers to a database constructed by grouping colors confused by color vision deficient people among the colors in a color space such as RGB or CIE L * a * b * [22] . We use the CIE 1931 tristimulus values of the reference white under the illumination. This transforms the RGB color space to XYZ color space and converts it to L * a * b * color space using the extracted XYZ [2] values. According to the related research that human color perception is nonlinear, L * a * b * color space has a nonlinear relationship with the wavelength of actual light. In addition, the two different colored distances in L * a * b * space are designed to be proportional to the differences in colors felt by humans.
In CIE L * a * b * color space, the L * value indicates brightness. Its range consists of 0 to 100. If the L * value is 0, it is expressed in black, and it is described as white if the value of L * is 100. a * exists on red-green space, and b * stands for the yellow-blue region. In theory, there are no maximum values of a * and b * , they are usually numbered from −128 to 128. Then we normalize these from −100 to 100. If a * is negative, it is close to the green, if it is positive, it is close to red/violet.
In this paper, the proposed color-correction approach by the group rather than by pixel, and as shown in floor function equation (1) , the channels of the L * a * b * space are divided into boxes containing 5, 13, and 13 values, respectively to perform normalization with approximate values. For example, if CIE L * a * b * is (70.66, −9.68, 45.32), the location of the discretized value is computed by (14.132, −0.7446, 3.486), and the actual box-index is rounded to specify (14, −1, 3). The L * index value has a discretized integer value between 0 at the minimum and 20 at the maximum, and a * index and b * index values have discretized values between +8 and −9. In this case, the L * a * b * space is quantized into 21 * 17 * 17 = 6,069 boxes, and there can be up to 6,069 discretized representative colors. However, there are so many invisible colors in this color space. So, the actual visible area lies in the center of this color space that is expressed in only 1,475 representative colors. The discretization result after the above process is shown in figure 4 , which used the CIE L * a * b * color space. The confusion between representative colors is tested by simulating discretized representative colors through Brettel's method [4] . Color confusion was defined as when the difference between the simulated colors through the CIEDE2000 [23] color difference formula is lower than the threshold. In this study, the threshold was set to 3 for the construction of the confusion line database.
When this process is applied to every representative color, each representative color will have a corresponding list of colors that are often confused with the representative color. K-means [24] and SVM [25] were commonly used as traditional methods for grouping. The proposed confusionline model is a situation in which each representative color should be included in multiple groups. However, the previous clustering methods such as K-means and SVM only group with similar colors and they generate small number of groups. Therefore, it was concluded that the confusion-line model was unsuitable for the use of the K-means and SVM methods.
In this research, grouping was carried out using thresholds and discretized colors that belong to multiple confusion line groups at the same time. The representative colors for color vision deficiencies can be expressed in 1,475 groups. Confusion-line database is generated within these groups. Confusion lines refer to ranges that do not distinguish different colors based on color-vision deficiency and recognize them as similar colors. The color difference is computed as CIEDE2000 (Color differences formula) and this score is defined as the '' E 00 '' value. First, it is going to simulate images that are viewed by color-vision deficiency.
E 00 values between these images are calculated and then it determines whether a grouping is based on the threshold value. Figure 5 shows the grouping process between (color 597, color 718, color 998) based on representative color 717. Its group has 30 colors, including itself. (color 717, color 597, color 998) represents the (1 st , 2 nd , 30 th ) color within this group. And color 718 shows the 718 th representative color of figure 7. If you look at the processing, firstly colors (717, 597, 718, 998) are converted by color-vision deficiency respectively. Then E 00 is computed for these simulated versions. Since it is lower than the set threshold 3, the original Color 597 is added to the confusion line group of Color 717. (b) E 00 for CVD simulated versions of Color 717 and Color 718 is 6.8 that is higher than the threshold, so Color 718 is not added to the group. (c) E 00 for CVD simulated versions of Color 717 and Color 998 is less than the threshold, so Color 998 is added to the group. simulation. These converted colors are expressed by colors (717', 597', 718', 998'). Then the difference ( E 00 ) between colors is calculated using the CIEDE 2000 method. The difference between color 717' and color 597' is 2.2, the difference between color 717' and Color 718' is 6.8, and the difference between color 717' and Color 998' is 1.8. In this study, we set an experimental threshold of 3 for grouping. As a result, only color 597 and color 998 are grouped with representative color 717. Thus, the 717 th representative color is grouped with 27 other representative colors. The other representative colors with which the 717 th representative color is grouped corresponded to (717, 597, 609, 621, . . . , 988, and 998). Since, the representative color 717 is on the same confusion line as its group members, it will also be added to the confusion line groups of the other member representative colors e.g. Color 597 and Color 609.
The group result is visualized in figure 6 . The x-axis means a representative color for color-vision deficiency, which consists of 1,475 representative colors. The confusing colors for representative colors are shown as pixels along the y-axis. Since each color is compared with all the colors in discretized representative colors, it can be confused with multiple colors (i.e. E 00 is less than a threshold), so each color may be part of multiple groups. The height of the y-axis refers to the number of confusing colors and describes the confusing colors on the graph sequentially.
An expanded image is shown in figure 7 to convey a clearer view of the grouping result. Within figure 6(b), the red box is enlarged. The colors in group 715 in figure 7(a) consist of red and green. In figure 7 (b), that shows a simulation from the viewpoint of people with deuteranopia, the colors appear almost identical. Even though the colors in adjacent groups appear similar, their color difference is greater than the defined threshold value.
In the case of an ordinary grouping process, the number of groups created is smaller than the number of original colors. In this study, however, 1,475 confusion-line groups that are confused by color vision deficient people were created using 1,475 representative colors. In other words, all colors confused with specific representative colors are included in the confusion line list of the corresponding representative color. If the confusion line database is constructed in this way, the same representative color belongs to multiple groups at the same time. It enables easy to search for the confusing colors during online processing.
B. ONLINE COLOR CORRECTION 1) DB LOADING OF CONFUSION LINE
The first step of image correction involves loading the confusion line database, which will be used to analyze the colors in the image. As described above, a confusion line database is a list of data. Thus, color optimization and correction are prepared through the simple loading of the database. Furthermore, when the user specifies his or her type of vision deficiency, the confusion line database aligned with that specific deficiency type is used.
2) LABELING
In this paper, regions are divided through the region growing method [21] . The region growing method is a regionbased segmentation method. Images are divided into small regions, and similar regions are combined by calculating color sense or brightness differences then the final image is divided into regions. In this study, the pixels with highfrequency colors in the image were specified as the seed point in the beginning stage, and the regions were expanded by attaching similar pixels among the pixels near the seed point to the seed point, and the regions with the same color in the entire image are segmented.
We extract the peak-points on the hue-histogram as shown in the figure 8. On the histogram, the x-axis represents a hue value, and the y-axis represents a frequency of a color distribution existing in the image. The peak (a) of the figure 8 shows the major distribution value in the image, and the peak (c) of the figure 8 illustrates the 3 rd largest distribution value in the image. Figure 9 shows the process of expanding the area in 8-directions relative to the seed point. This distinguishes between red and green areas and labels them by determining whether they are of similar color within neighborhood pixels. Because the hue value is used as the information for the seed point, the region of the seed point is expanded for similar colors. An example of the region growing performed in this research is shown in figure 10 .
The region segmentation required for object recognition requires a more precise region growing technique, but in this study, the parts with similar color information are regarded as the same region. Besides, separated regions are regarded as the same region if their colors are similar.
3) COLOR ANALYSIS
To avoid confusing the corrected colors with other colors while in the process of correcting colors in the image, the colors in every region in the image were analyzed and all the confusion lines believed to exist in the image were removed from the list of corrected colors. For example, assuming that there are only two colors in the image, the two confusion lines of representative colors as well as all the confusion lines that contain the two colors are removed from the list of colors to be corrected. Furthermore, this process is carried out until there is no confusion among any color.
This process is shown as a flowchart in figure 11 . To explain the variables in this flowchart, C R i is the concept of color including RGB and CIE L * a * b * that exist in the i th region in the image. CL[j] stands for the inside of j th group confusion line DB in figure 6 , n is the number of regions inside the image and CLnum indicates 1,475, which is the number of confusion lines and the number of representative colors. The value of CL_flag is determined by the presence of ConfusionLines' in the image. If the value of CL_flag == true, the corresponding confusion line exists in the image which means the color inside CL[j] DB was included in the image, and when CL_flag == false, the corresponding confusion line does not exist in the image hence, no color is confused in the image. The process of analyzing the confusion line in the image makes it possible to select the corrected color in the confusion line database excluding confusion lines that already exist when the corrected color is selected, thus removing the possibility of re-correction.
An example of image correction without this process is shown in figure 12 . From the viewpoint of people with normal vision, the image segmentation result is the division of six regions, which have red, sky blue, green, yellow, purple, and blue colors from left to right. From the viewpoint of those with color vision deficiency, the colors are yellow, sky blue, yellow, bright yellow, light blue, and blue from left to right. In this case, if the green color, which is the region 3 in figure 12(d) , is corrected to blue to avoid confusion with red, it could be confused again with the other blue region, which is the region 0 in figure 12(d) , during the correction process. An example of this is shown in figure 12 (c). The colors confused with yellow before correction (region 1 and region 3) are corrected into yellow and blue, and it appears to be a proper correction with no confusion, but it can be confused again with the blue region (region 0). In this study, this problem is prevented at the source by removing all of the representative color confusion lines of the colors that are present. Figure 13 shows a flowchart of the process for specifying regions to be corrected. Here, specifying regions means an VOLUME 7, 2019 area that doesn't discriminate colors based on the colorvision deficiency. First, it determines whether colors are distinguishable based on representative color and confusion-line database by each zone. After comparing the size of the area if it is on the same confusion-line, the color of the small area is then converted to a different color.
4) CORRECTED-REGION DETECTION
The method of specifying the regions to be corrected consists of comparing the size between regions and checking isConfuse(C R i , C R j ) to judge the possibility of confusion between regions as shown in table 1. Once segmentation in the image is completed through region growing, isConfuse(C R i , C R j ) compares the colors of C R i and C R j , which are the list of colors representing each segmented region, and outputs the result of confusion (true or false). If confusion is true, the distributions of two colors in the image are compared, and the color with a smaller area is corrected to minimize the color-corrected regions.
Using figure 14 and table 2, this process can be explained as follows. To compare RGB = (182, 176, 88), which is the color corresponding to the number 16 region with RGB = (215, 127, 77), which is the color corresponding to the current background region, they are changed to the CIE L * a * b * color space first and then converted to Box index . It is verified whether the colors exist in the same confusion line through comparison of the converted to Box index (14, −1, 3) and (12, 2, 3) with the corresponding confusion line database.
If they exist in the same confusion line, it is classified as a region to be corrected because it is regarded as a color confused by color vision deficient people. As mentioned above, when 1,475 confusion lines are created using 1,475 representative colors, it becomes very easy to find the confusion line database. In other words, the confusing colors can be determined very easily by selecting a random color between two colors under consideration, finding the representative colors, and searching the corresponding list.
5) SEARCHING OPTIMAL COLOR
For optimal color correction, an index related to the valid processing of color correction should be calculated. Being ''valid'' means the color regions that previously caused confusion for people with color vision deficiency are now distinguishable and the converted colors are very similar to the pre-corrected colors from the viewpoint of those with normal vision. A new measure was proposed in this study because SSIM [26] and PSNR [27] , which have been used frequently in existing image processing studies, cannot be regarded as proper measures for comparing confused color images. The new color optimization method analyzes images but also considers the perspectives of both color vision deficient people and those with normal vision. In other words, the proposed method compares the color differences within segmented color regions before and after color correction while simultaneously comparing the color differences of segmented color regions in images simulating the viewpoint of color vision deficient people using Brettel's method [4] . To accurately represent the differences between colors, the CIEDE2000 color-difference formula [23] provided by CIE is used. This color difference formula expresses the difference as E 00 and determines the differences between colors using CIE L * a * b * [22] and HSV [28] color spaces as accurately as possible.
An example calculation process of the image optimization method is shown in figure 15 and table 3 below. The colors of two regions that were determined to be confusing after image analysis were defined as C R 1 and C R 2 , and respectively representative colors to newly corrected color at the position of C R 2 is defined as C CL i . The regions calculated through the region growing method are sorted in descending order by calculating the color distribution histogram in the image. The color with a larger region becomes C R 1 , and the color with a smaller region becomes C R 2 . The calculation of the color difference between C R 2 and C CL i to determine the color difference of perception by people with normal vision after correction is defined as ColorDiff NORMAL , which is expressed in Eq. (2). Furthermore, the calculation of the color difference between B_C R 1 and B_C CL i which are Brettel simulations for C R 1 and C CL i , respectively, to determine the color difference perceived by color vision deficient people after correction is defined as ColorDiff CVD , which is expressed in Eq. (3). Here, C CL i targets the colors remaining after excluding the confusion lines determined to exist among the number of representative colors, CLnum (= 1,475). In this study, the index of the representative color, O index , that can most optimally perform correction is found by comparing every color that exists in C CL i and the color difference before and after the Brettel simulation of C R 1 and C R 2 , and then correction is performed to the corresponding color as O index C CL O index . This process is repeated for the other confusing color regions.
The optimization equation is shown in Eq. (6). If ColorDiff CVD ColorDiff CVD is too large, the color is corrected to an extraordinary color and creates a heightened difference in perception for those with normal vision. If this value is too small, then those viewers with color vision deficiency will struggle to distinguish certain colors. Thus, the size of this value is adjusted by the constant color difference Color val ,. The Color val value may vary depending on color-vision deficiencies, and this value indicates the degree to which the colors are distinguished. In equation (4), we conducted an experiment by setting the Color val value to 25. As we can see in the images below, if we increase the value for Color val the output color is more distinguishable for color vision deficient people but increasing it too much may cause output image get too far from the original image for normal people. Vice versa, if we decrease the value for Color val , the output image will be closer to original for normal people but it will be difficult to distinguish for color vision deficient people.
Besides, ColorDiff NORMAL is also considered because a smaller color difference of the converted color experienced by those with normal vision is better. Therefore, this study's index was set in such a manner to find the color that minimizes color change for people with normal vision while allowing color vision deficient people to sufficiently perceive the converted colors.
In equation (4) we want to minimize the root mean square error between ColorDiff CVD and constant Color val such that ColorDiff CVD value is almost identical to the Color val . As a result, Diff Color (the sum of Diff CVD and ColorDiff NORMAL ) is minimized, which is the index of the optimized line. The details are shown in the flowchart below as shown in table 3. After the index value for every representative color was calculated, the color with the lowest index value was specified as the value to be corrected, thereby identifying the optimal color.
III. EXPERIMENTAL RESULTS
The correction method proposed in this study minimizes unnecessary color corrections because the most ideal color in the current image is selected for correction using a confusion line database during the color correction. In this way, the problems of existing color correction algorithms could be overcome. For example, images corrected with the existing techniques produce improved images and color clarity for color vision deficient viewers, but from the perspective of those with normal vision, the corrected images often caused visual discomfort.
The results of various experiments on the proposed correction algorithm are presented below. As shown in figures 17, 18, and 19, the colors that color vision deficient people struggle to perceive were corrected in such a way as to be easily recognized and interpreted by all viewers.
First, figure 17 shows the results of color conversion on a confusion-line based on protanopia. The normal person's point of view (a) the number 35 is clearly identified from the background. On the other hand, the color-vision deficiency's point of view (b) the number 35 is not distinguished from the background. The numeral region and the background exist on the same confusion line. After applying color correction using proposed method on the original image as in (c), colorvision deficiency is also divided into a numeral area and a background as shown in (d). Figure 18 is the results of experiments in which deuteranopia looks at circular graphs. A normal person (a) clearly classifies areas of green and red into circular graphs. On the other hand, the color-vision deficiency (b) regards these areas as similar colors. If the proposed color-correction is applied, the results can be clearly differentiated by a color-vision deficiency as shown in (d). Figure 19 is the experimental results of tritanopia on circular-bar graphs. Compared to the viewpoint of a normal person (a), a color vision deficient person cannot separate the first and second rods in (b). Color correction is tried on a confusion-line, and a color-vision deficiency is also well classified in (d). Figure 20 shows the quantitative analysis result of the circular graph in figure 18 . The single part is selected on 1,475 representative colors, and (a) Diff CVD and (b) ColorDiff NORMAL are analyzed by a graph as follows. The selected part is a red area on a circular graph.
When the color-vision deficiency is seen, a green region and a red part cannot be differentiated on a circular graph. The smaller the color difference, the higher the probability of indivisibility. The 1,475 pieces of such data are generated, and it selects a color to be converted while considering both the normal person and color-vision deficient person. Figure 20 (c) shows the result of measuring Diff Color by using the information of Diff CVD and ColorDiff Normal analyzed in the previous stage. The smaller the Diff Color is, the more likely it is to be closer to original as perceived by a normal person while the color val in equation (4) ensures that it is clearly classified when the color-vision deficiency looks at this chart. (d) is the result of enlarging 0 ∼ 750 regions within the range of 1,475, and the 284 th color is the lowest difference. The color number 284 is reddish-brown, and as a result, the red color region is converted to reddish-brown on the circular graph.
The results compared with the related works [9] and [2] are shown in figure [21] [22] . Figures 21 and 22 show the results for protanopia and deuteranopia respectively. The ishihara chart database is used for objective comparison. The normal person is clearly divided into numerical area and background. On the other hand, a color-vision deficient person cannot distinguish the number from the background as in (b). (c, d, e) shows the result of the conversion of the original image (a) into (the proposed color-correction, daltonization [9] , Han's method [2] ).
We can see that they all have succeeded in enabling those affected by color vision deficiency to distinguish colors that they otherwise would not typically or accurately perceive.
In an existing study [9] , the confusing regions as well as other colors are corrected in such a manner that people with normal vision experience a significant difference in color perception. In another study [2] and this study, only the regions with a small area of confused colors are corrected to minimize those potential significant differences in perception.
On the other hand, the study [2] only focuses on the perception by color vision deficient people, the corrected colors are excessively corrected, and the visual perception of those with normal vision is hardly considered. In our study, the colors were corrected so that they will not give a high sense of difference even when perceived by people with normal vision as well as by color-vision deficient person. Figure 23 shows the experimental results for the image corresponding to S2 within figure 24. S2 image includes a variety of color spectrums, unlike images such as graphs, charts, and pies. (c) changes the color of red pepper region minimally and the pepper region of (f) clearly distinguished and perceived by color-vision deficient person. Therefore, color correction with natural images also validated. Therefore, the proposed method of this study determined the optimal color from the overall point of view. Quantitative evaluations were also performed using the seven sample images in figure 24 , and the results are graphed within figure 25 to 27. Figure 25 shows the total sum of ColorDiff NORMAL , which is the difference in color data between the corresponding regions of the original image and each corrected image, to compare the color data before and after correction. The orange color region is not visible in figure 25 because the difference value between the original images is zero. Among the correction methods, the result of this study shows the lowest value, confirming that people with normal vision experience the least color difference between the original and corrected images in the result of this study when compared to other studies. Figure 26 shows the total sum of color differences after Brettel's simulation in every confusing region using the ColorDiff CVD value. Because the ColorDiff CVD value is the result of comparison after simulation from the viewpoint of color vision deficient people, it is normal that the color difference in the simulation result after color correction is greater than the simulation result of the original image. Figure 26 shows that all color difference results of this study are greater than those of the original image. In general, it is easier to perceive color when this value is higher, but if this value becomes too large, such as in [2] , most people with normal vision experience an uncomfortable difference in color perception.
The algorithm of [2] shows such data as in figure 26 because its correction feature is to simply increase blueness without considering the difference in perception sense of viewers with normal vision. Furthermore, in the sample images S3, S5, and S7, the result values of [9] are smaller than those of the original image. This case shows that the correction result of the confusing color is confused with another color, and the result of comparison with the original image may not be improved.
The comparison results of Diff Color , which is an index considering the viewpoints of those with normal vision and color vision deficient people, is shown in figure 27 . This value was obtained by adding up all of the color differences of the corresponding color regions and confusing regions while considering the original image, corrected image, and Brettel's simulated image. We can see that the correction result of this study has the smallest value compared to the original image as well as compared to the results of other studies. The proposed method selected the optimal color for people with normal vision to perceive minimum color difference while allowing color vision deficient people to distinguish colors that they would otherwise not accurately perceive. A smaller value of Diff Color indicates less distortion from the image for normal people, while guaranteeing clear distinction for color vision deficient people.
The original image produces a greater Diff Color because Diff CVD in equation (4) results in a bigger value when color vision deficient people cannot perceive the confusing region. Figure 27 exhibits the best resulting value obtained from the S4 image and its correction and simulation results for the S4 sample image are shown in Figure 28 . In this case, viewers with normal vision perceive no difference before and after the color conversion, and readability and interpretation has improved greatly for color vision deficient viewers. The blue box shows that the difference between the original image and the converted image is minimized based on normal people. The red box indicates that the indistinguishable colors are clearly classified based on color-vision deficiencies.
IV. CONCLUSION
In this paper, we propose an optimal color correction technology based on image analysis for color vision deficient people. A confusion line database was constructed by classifying confusing colors according to the particular type of color vision deficiency that people experience. Then the colors within the images were classified and segmented by region, and a colordifferentiating measure was developed that could improve color perception for those with color vision deficiency while also minimizing the degree of color change perceived by those with normal vision. The proposed method was validated through various experiments, and it demonstrated that this study's correction method presented the best results compared to existing methods and other studies.
The proposed method considers the viewpoints of both color vision deficient people as well as those with normal vision. Thus, it has the advantage of being applicable to the correction of color images that are observed simultaneously by different types of viewers, such as images on TV screens. If the results of this study are successfully applied to Web browsers, video viewers, and display devices, it will greatly improve the viewing experience of people affected by color vision deficiency-people who account for 8% of the global population. Also, each color-vision deficiency (protan, deutan, tritan) includes both anomalous trichromat and dichromat. The change in the degree of color perception is small as well as; the position of confusionline is unchanged. So, the proposed algorithm is expected to be effective even in the case of moderate anomalous trichromacy.
