Effect size has been reported in scientific literature using several different measures. This variation makes it difficult to compare studies and conduct meta-analyses. A new standardised effect size is proposed that will make it easier to compare results and pool outcomes from multiple studies. This new effect size, designated e, ranges from -1 to +1 (0 indicating no effect, analogous to the correlation coefficient). The interpretation of e is set as: ±0.2, small effect; ±0.5, moderate; and ±0.8, large effect. This interpretation is independent of practical importance which has to be evaluated subjectively, based on considerations such as usefulness, time and cost. The value of e can be obtained from any measure for effect size such as the odds ratio by transforming to a scale of -1 to +1. A standardised effect size measure may foster more widespread reporting of effect size over significance testing and a move towards meta-analytic thinking. In addition to mentioning confidence intervals and p-values, empirical research should report the e-value of all outcome measures, whether statistically significant or not.
importance which has to be evaluated subjectively, based on considerations such as usefulness, time and cost. The value of e can be obtained from any measure for effect size such as the odds ratio by transforming to a scale of -1 to +1. A standardised effect size measure may foster more widespread reporting of effect size over significance testing and a move towards meta-analytic thinking. In addition to mentioning confidence intervals and p-values, empirical research should report the e-value of all outcome measures, whether statistically significant or not.
Effect size is a measure of the magnitude of an observed result. In other words, effect size is the beacon of signal within a sea of noise. While several dozen effect size measures are available, "different effect size measures have different properties, different ranges of values, and different interpretations", 1 which makes it challenging for readers to comprehend them. Hence, there is a need for an effect size measure with a standardised range of values and a generally accepted interpretation.
The solution proposed in this letter is a new universal format for reporting effect size, the standardised effect size, designated as e. This standardised effect size can be derived from any effect size by transforming to a range of -1 to +1. Interpretation of values is uniformly set as: ±0.2, small effect; ±0.5, moderate effect; and ±0.8, large effect ( Figure 1 ). This interpretation is independent of the practical significance, which has to be assessed subjectively, based on factors such as social preferences, perceived usefulness of the outcome, and cost.
Readers of empirical studies will find it easier to interpret effect size when presented in a universal standardised format. Akin to the p-value of significance testing, the e-value will be interpretable without additional explanation. Just as standardised p-values are derived from a multitude of statistical tests, the e-value can be reported for various outcome measures. Indeed, many current readers of scientific literature would be at a loss to identify partial  2 as an effect size, let alone accurately interpret its reported values. Consider that the following values are all interpreted as a 'large' effect size: 0.4 for Cohen's f, 0.5 for Pearson's r, 0.14 for eta-squared, 0.8 for Cohen's d, and 4 for odds ratio. 2 Odds ratios, despite widespread use, tend to be misleading as "a measure of effect size, [as] their range is not standardised between 0 and 1, making their interpretation difficult". 3 Note that Cohen's d changes somewhat anomalously from fractional values to greater than 1.0 at a corresponding r of 0.45 and odds ratio of 6.1. Moreover, these discrepancies have contributed to the confusion between effect size interpretation and practical importance.
Meta-analysis of results from published studies involves pooling of effect size (weighted by sample size and other factors). When effect sizes are reported using different measures such as correlations, coefficients and odds ratios, pooling may be challenging. Although formulae exist for converting one effect size measure to another, this requires access to additional statistical data. 4 Researchers conducting meta-analyses routinely face such challenges and often have to reluctantly exclude studies from their analyses due to these reasons. A standardised effect size measure can facilitate metaanalyses. Effect size estimation is essential in planning the sample size of a study. A standardised effect size will help researchers plan studies to detect effects substantial enough to be practically worthwhile. This line of thinking emphasises pooling and replication of results from multiple studies to discern the overall direction and magnitude of an intervention. In contrast, null hypothesis significance testing emphasises a false dichotomy of whether or not there is any difference. The latter is well known to be influenced by the sample size chosen by the researcher. By streamlining the reporting and interpretation with a standardised effect size, researchers can focus on the emerging picture of the pooled trend in cumulative studies.
A critical issue with effect sizes is the interpretation of values. In a widely cited article, one expert noted the lack of "agreement on what magnitude of effect size is necessary to establish practical significance." 4 different stance, we recommend decoupling the magnitude of effect size and its practical significance. While an effect size can be small, moderate or large, the practical significance has to be subjectively evaluated based on issues such as impact, cost and value to society. A small effect size (e = 0.2) may be valuable if it results in saving lives while a moderate effect size (e = 0.5) may not be worthwhile, if the benefits are transient and costly.
Transforming various effect size measures to a range of -1 to +1 is hereby proposed. Formulae for converting between effect size measures are well known in statistical literature. 5 An easy-to-use online conversion tool is available at https://www.psychometrica.de/ effect_size.html. 6 While some have argued against transforming one effect size to another, others have conceded that these "conversions are conceptually helpful and also an essential technique for metaanalysis when integrating the results of studies which have employed different methods (e.g. a correlational approach and a two-group design)". 6 Potential limitations of the standardised effect size e, include abstraction from raw data, arbitrary choice of underlying effect size measure and the hint of causality implied with the word 'effect.' Researchers conducting meta-analyses need to be aware of heterogeneous study designs and different outcome measures when pooling effect sizes.
