Tracy and Widom showed that fundamentally important kernels in random matrix theory arise from systems of differential equations with rational coefficients. More generally, this paper considers symmetric Hamiltonian systems and determines the properties of kernels that arise from them. The inverse spectral problem for self-adjoint Hankel operators gives sufficient conditions for a self-adjoint operator to be the Hankel operator on L 2 (0, ∞) from a linear system in continuous time; thus this paper expresses certain kernels as squares of Hankel operators. For suitable linear systems (−A, B, C) with one dimensional input and output spaces, there exists a Hankel operator Γ with kernel φ (x) (s + t) = Ce −(2x+s+t)A B such that g x (z) = det(I +(z −1)ΓΓ † ) is the generating function of a determinantal random point field on (0, ∞). The inverse scattering transform for the Zakharov-Shabat system involves a Gelfand-Levitan integral equation such that the trace of the diagonal of the solution gives ∂ ∂x log g x (z). Some determinantal point fields in random matrix theory satisfy similar results.
Introduction
Traditionally, one begins random matrix theory by defining families of self-adjoint n × n matrices endowed with probability measures, known as ensembles, and then one determines the joint distribution of the random eigenvalues. By scaling the variables and letting n → ∞, one obtains various kernels which reflect the properties of large random matrices. The kernels generate determinantal random point fields in Soshnikov's sense [16, 20] . It turns out that many such kernels in random matrix theory have the form K(x, y) = f (x)g(y) − f (y)g(x)
x − y (x, y > 0) (1.1) where f and g satisfy the system of differential equations
where m, α, β and γ are real polynomials. Tracy and Widom [17, 18, 19] began what amounts to a classification of kernels that arise from such differential equations, and their analysis revealed detailed results about the fundamental ensembles.
------- Of particular interest is the Airy kernel
on L 2 (0, ∞) where Airy's function Ai satisfies Ai ′′ (x) = xAi(x). Some of the fundamental properties of this kernel involve the remarkable formula
Ai(x + u − λ)Ai(u + y − λ) du (1.4) which expresses the operator K as the square of the Hankel operator on L 2 (0, ∞) that has kernel Ai(x + y − λ).
The differential equation (1.2) is an example of a symmetric Hamiltonian system, as we can define more generally.
Definition (Symmetric Hamiltonian system).
For an integer m ≥ 1, let J be the matrix 5) which satisfies J 2 = −I 2m and J T = −J, and let E(x) and F (x) be (2m) × (2m) real symmetric matrices for each x > 0 such that x → E(x) and x → F (x) are continuous. Then we consider the symmetric Hamiltonian system
where Ψ λ (x) is a (2m) × 1 complex vector. In particular, when E(x) and F (x) have entries that are rational functions of x, we have a system considered by Tracy and Widom [19] . Given a solution Ψ λ ∈ L ∞ ((0, ∞); C 2m ), we introduce the kernel K s,λ (x, y) = JΨ λ (x + s), Ψ λ (y + s) R 2m x − y (x, y > 0) (1.7)
and we investigate the properties of K s,λ . More generally, we consider families of kernels K t,λ (x, y) for t, λ > 0, that satisfy some of the following properties as operators on H = L 2 (0, ∞): In fact, many of the properties of ensembles which arise in random matrix theory are essentially consequences of the properties (1 o ) − (5 0 ), in a sense which we now make more precise. We recall from [16] the notion of a determinantal random point field.
Definition (Configurations).
A configuration on R is an ordered list λ = (λ j ) ∞ j=−∞ such that λ j ≤ λ j+1 for all j ∈ Z; the configuration is locally finite if ν λ (L) = ♯{j : λ j ∈ L} is finite for all compact sets L. Let Λ be the space of all locally finite configurations on R. For each bounded and Borel set E, and k = 0, 1, . . . , we let C E k = {λ ∈ Λ : ν λ (E) = k} be the set of all locally finite configurations that have k terms in E; now let B be the σ-algebra generated by the C E k . A random point field (P, Λ, B) on R is a probability measure P : B → [0, 1]. We let ν(a, b) be the random variable that gives the number of points in (a, b), so ν(x, ∞) = ♯{j : λ j > x}.
Definition (Correlation functions).
Given nonnegative integers n j such that k j=1 n j = n and disjoint Borel sets E j we consider λ ∈ Λ such that ν λ (E j ) ≥ n j for all j. Then N E j ,n j ;j=1,...,k = k j=1 ν λ (E j )! (ν λ (E j ) − n j )! (1.9) gives the number of ways of choosing n j points λ ℓ from the ν λ (E j ) points of λ that are in E j for all j. The correlation function R n : R n → R + for P is a locally integrable function, which is symmetrical with respect to permutation of its variables, such that EN E n j j ;j=1,...,k
for all disjoint Borel sets E j (j = 1, . . . , k). This is the expected number of configurations that have ν λ (E j ) ≥ n k for all j.
Conversely, Soshnikov [16] observed that one can introduce a random point field from the determinants of kernels that satisfy minimal conditions. We state without proof the following general existence theorem for determinantal random point fields.
is of trace class for all finite a, b. Then there exists a random point field such that the correlation functions satisfy
(n = 1, 2, . . .).
(
1.11)
Further, the R n (n = 1, 2, . . .) uniquely determine P.
Definition (Determinantal point field)
. If the R n have the form (1.11), then (P, Λ, B) is a determinantal random point field.
In this paper we introduce natural examples of kernels K by means of linear systems, and recover properties (1 o ) − (5 o ) in a systematic manner. We summarise the construction in this introduction, and describe the details in section 2. Consider an operator A with domain D(A) in state space H such that the C 0 semigroup e −tA is bounded, so e −tA ≤ M for some M < ∞ and all t > 0. Consider the linear system
where
−xA B and φ (x) (y) = φ(y + 2x), then introduce the Hankel operators
We also consider the Gelfand-Levitan integral equation
where S and Φ are both either (i) real scalars, (ii) 2 × 2 real diagonal matrices, or (iii) 2 × 2 complex matrices. We state our main theorem as follows.
Theorem 1.2. Suppose that the controllability Gramian
is of trace class on H and of operator norm L x < 1; likewise suppose that the observability Gramian
is of trace class on H and that Q x < 1.
) and
Then in each case there exists a determinantal random point field on
is given by the diagonal of the solution of the Gelfand-Levitan integral equation (1.14) .
The integral equation in case (i) is associated with the inverse scattering problem for the Schrödinger equation on the real line and in case (ii) by a pair of Schrödinger equations; whereas the integral equation in (iii) is associated with a Zakharov-Shabat system. The fundamental examples of determinantal random point fields in random matrix theory involve kernels associated with self-adjoint Hamiltonian systems of differential equations. In section 3 we introduce the notion of a symmetric Hamiltonian system with matrix potential, as considered previously by Atkinson and many others; see [5] . We consider spatial kernels K λ associated with symmetric Hamiltonian systems, and give a sufficient condition for the kernel to factor as K λ = Γ † λ Γ λ , where Γ λ is a vectorial Hankel operator. As we show in section 4, this covers some fundamental examples of kernels that arise in random matrix theory, and we recover case (ii) of Theorem 1.2. A similar computation shows how (iii) arises.
Schrödinger differential operators on L 2 (0, ∞) with bounded potentials give rise to kernels in the spectral variables which satisfy (5 o ), as we discuss in section 5. The Korteweg-de Vries flow has a natural effect on the kernels. In section 6, we consider the Zakharov-Shabat system and establish case (iii) of Theorem 1.2; here the kernels behave naturally under the flow associated with the cubic nonlinear Schrödinger equation. Some of the calculations will be familiar to specialists in the theory of scattering from [1, 6, 23 ], but we include them here so that the paper is self-contained.
Linear systems and their determinants
Definition (Linear system). Let H be a separable complex Hilbert space, called the state space, and H 0 a separable complex Hilbert space called the output space. Let e −sA be a C 0 semigroup on H, such that e −sA ≤ M for some M < ∞ and all s > 0, and let D(A) be the domain of the generator −A, which is a dense linear subspace of H and itself a Hilbert space for the norm ξ D(A) = ξ 2 H + Aξ 2 H 1/2 . In the language of linear systems from [14, 15] , we consider the continuous time system
where B : H 0 → D(A) and C : D(A) → H 0 are bounded linear operators; this is known as a (−A, B, C) system. Let φ(x) = Ce −Ax B, so φ ∈ L ∞ ((0, ∞); B(H 0 )). The associated Hankel operator Γ φ is the integral operator
which we recognise as the Laplace transform of φ(x) = Ce −Ax B; the Fourier transform of φ gives the scattering data. Suppose that U ∈ L 2 ((0, ∞); H) has Laplace transform U (λ), and thatφ :
Definition (Admissible). We say that a bounded linear operator C : D(A) → H 0 is admissible for e −sA if Ce −sA ξ belongs to L 2 ((0, ∞); H 0 ) for all ξ ∈ H, and there exists
is bounded where Θ † ξ = Ce −sA ξ and Θ = K C (A). Examples in [9] show that the notion of admissibility is difficult to characterize simply. 
Definition (Schatten ideals
and the controllability Gramian 
as sesquilinear forms on 
and summing this identity we deduce
and hence 
it follows that the rank of ∂Q x ∂x is less than or equal to the rank of C, hence is less than or equal to m.
Proposition 2.2 (Determinant of the observability Gramian).
Suppose that (4 0 ) holds, so that the observability operator Θ :
defines an entire function that has all its zeros on the positive real axis.
ii) Suppose further that
(iii) Suppose still further that H 0 = C m where m < ∞. Then the zeros of det(I − λQ x ) have order less than or equal to m.
Proof. (i) We have Θ
† ξ(t) = Ce −tA ξ and hence ΘΘ † = Q 0 . Further, since the operators Θ and Θ † are Hilbert-Schmidt, we can rearrange terms in the determinant and obtain
The zeros of det(I − λQ x ) are 1/λ j , where λ j are the positive eigenvalues of Q x .
(ii) Now
so Θ † Θ reduces to a Hankel operator when A = A † . Further, we have
whence the result.
(iii) The (block) Hankel operator with kernel φ (x) (s + t) = Ce (s+t+2x)A C † is non negative and compact, and is unitarily equivalent to the some matrix [a j+k ] ∞ j,k=1 which is made up of m × m blocks. Hence its spectrum consists of 0 together with a sequence of eigenvalues λ j of multiplicity less than or equal to m which decrease strictly to 0 as j → ∞ by [14, Theorem 2] . Hence the zeros of the function det(I − λP (x,∞) Θ † ΘP (x,∞) ) have order less than or equal to m at the points 1/λ j .
To express the hypotheses of Proposition 2.2(ii) in terms of spectra, we present the following result, which is known to specialists.
Definition (Carleson measure).
Let µ be a positive Radon measure on C + = {z ∈ C : ℜz > 0}. Then µ is a Carleson measure if there exists c 0 > 0 such that
Suppose that A is self-adjoint and has purely discrete spectrum (κ j ), with κ j > 0 listed according to multiplicity, and that (e j ) is corresponding orthonormal basis of eigenvectors. Let
Proof. (i) We use hats to denote Laplace transforms, and let H 2 be the usual Hardy space on C + as in [10] . By the Paley-Wiener theorem, the Laplace transform gives a unitary map from
Hence Γ φ is bounded if and only if there exists c 1 such that
which holds if and only if we have a Carleson measure; see [10] .
(ii) Note that 2κ j /(z + κ j ) is a unit vector in H 2 , sof → 2κ jf (κ j )/(z + κ j ) has rank one and norm one as an operator on H 2 ; hence the result by convexity.
Definition (Balanced system). If Q 0 = K 0 , then the system is balanced.
satisfies an obvious analogue of Proposition 2.2. Note that Γ φ = Θ † Ξ. (ii) One can interchange the controllability and observability operators by interchanging
However, we will consider in section 5 some self-adjoint Hankel operators which do not arise from the special case of
is not implied by finite-dimensionality of H 0 . (v) For x > 0, the shifted system (−A, e −xA B, Ce −xA ) has observability operator Q x , controllability operator L x and, with φ (x) (t) = Ce −(2x+t)A B, the corresponding Hankel operator is Γ φ (x) .
Proposition 2.4. (Determinants involving the Hankel operator)
Suppose that the controllability operator Θ x and the observability operator Ξ x for (−A, e −xA B, e −xA C) are Hilbert-Schmidt. Then the operator R x : H → H, defined by
is of trace class and satisfies
Proof. By Proposition 2.2, the operator R x is trace class. By rearranging, we obtain
(2.25)
In section 3 we introduce some kernels that arise from Hankel operators as in Proposition 2.2. The kernels are defined with symmetric Hamiltonian systems, as we recall in section 3.
Kernels arising from Hamiltonian systems of ordinary differential equations
Let D be a domain that is symmetrical with respect to the real axis and contains (0, ∞). We later define kernels K λ that satisfy some of the following properties:
, for some interval I; so there exist locally bounded and measurable functions ψ k and ξ k such that
x − y (x, y ∈ I; x = y) and m j=1 ψ j (x; λ)ξ j (x; λ) = 0. Definition (Hamiltonian system). Let E(x) and F (x) be (2m) × (2m) real symmetric matrices for each x > 0 such that x → E(x) and x → F (x) are continuous. Then we consider the symmetric Hamiltonian system
where Ψ λ (x) is a (2m) × 1 complex vector. Suppose that for some λ ∈ C, the solution Ψ λ of (
as in l'Hôpital's rule, the diagonal of the kernel is taken to be
Proof. (i) Indeed, the Hilbert transform H with kernel 1/(π(x − y)) is bounded on L 2 (R) and K λ is a composition of H and bounded multiplication operators. The conditions (6 o ), (7 o ) and (8 o ) follow from basic facts about differential equations as in [8] . Observe that JΨ λ (x), Ψ λ (x) = 0, since we have the bilinear product; so the formula for K λ extends by continuity to a continuous function on (0, ∞) 2 and K λ is an integrable kernel as in (10 o ). (ii) There exist constants c 1 and c 2 such that E(x) ≤ c 1 and
, and it is then easy to see that Ψ λ is bounded. A further application of the differential equation shows that Ψ ′ λ is also bounded. We split the Hilbert-Schmidt integral as
The preceding estimates show that both of these integrals converge.
In the remainder of this section, we are concerned with the effect of the shift on solutions S t : Ψ λ (x) → Ψ λ (x − t), and consequently on the kernels
Lemma 3.2. Let ν be probability measure ν on I, and suppose that L 0 on I × I. 
(ii) Suppose further that the defining sum (3.4) for L is finite. Then Φ :
(ii) This is clear, since Φ can be expressed a finite tensor.
Proposition 3.3. Suppose that for some λ > 0 there exists a bounded and continuous solution Ψ λ ∈ L 2 ((0, ∞); R 2m ) to (3.2) , where the coefficients E(x) and F (x) are bounded and satisfy 
Proof. (i) We observe that if L 0, then L(x, y)ξ, ξ gives the kernel of a positive definite operator. K λ (z + t, w + t) gives the kernel that represents S † t K λ S t , and hence satisfies the Lyapunov equation 6) and by the hypotheses on E and F we deduce that there exist
The right-hand side gives the kernel of a negative definite operator, so
for all f ∈ L 2 (0, ∞). By arguing as in Proposition 3.2, we see that
(3.9)
(iii) If the sum over j has finitely many terms, then the expression for ∂ ∂t K λ (x+t, y +t) is a finite tensor and hence a finite-rank operator.
We now relate the notion of positivity from the previous definition to matrix monotonicity in Loewner's sense.
Definition (Matrix monotone). Let I be an open real interval and let
Then E is a Loewner matrix function on I; equivalently, E is said to be matrix monotone. 
and the family of kernels
Proof. (i) We need to obtain a suitable φ λ for the vectorial Hankel operator. Let D = C \ (−∞, ε], and let K λ (z, w) be a kernel on D × D. Then K λ (z + t, w + t) gives the kernel that represents S † t K λ S t , and
We have, from the differential equation,
(3.13) By the hypotheses on E and F , there exist self-adjoint matrices E 1 , F 1 ≥ 0, self-adjoint matrices E 0 and F 0 , and positive matrix measures Ω E and Ω F such that
and 15) hence (3.13) equals
By a straightforward Hilbert space construction similar to that in [3] , we can introduce H 0 and φ ∈ L 2 ((0, ∞); H 0 ) such that
Hence we have
and
and hence
Now Γ φ λ is bounded since K λ is bounded. Then for any Hankel operator S †
(ii) When H 0 has finite dimension, the kernel φ λ (x), φ λ (y) has finite rank by Lemma 3.2(ii).
(iii) When H 0 = C, the kernel of the Hankel operator is scalar-valued.
(iv) In particular, the Hankel operator with φ λ : (0, ∞) → R is self-adjoint and
, the nullspace of K is unitarily equivalent to θH 2 (C + ; C 2m ) for some bounded analytic function θ : C + → M 2m (C) that has unitary boundary values almost everywhere.
Proof. The null space of K λ equals the null space of Γ φ λ and hence is a closed linear subspace of L 2 ((0, ∞); C 2m ) which is invariant under the shift. Beurling's theorem characterizes the images of such subspaces under the Laplace transform; see [10] .
Asymptotic forms of the differential equation as x, λ → ∞
We now consider circumstances under which (3.2) does have a bounded or L 2 solution Ψ λ . Suppose that E and F are is as in Theorem 3.4 and that F 1 = 0 in (3.14), so that F (x) is bounded. Then there are the following basic cases (i), (ii) and (iii) for the asymptotic form of (3.1) as λ → ∞ and x → ∞.
(i) Suppose that E 1 = 0. Then as x → ∞ we have E(x) →Ẽ 0 wherẽ 22) and the asymptotic form of the differential equation is
is self-adjoint and has trace zero; hence ℜ(JẼ 0 ) is either zero, or has both positive eigenspaces and negative eigenspaces. So in the following sub-cases, the solution of (3.23) has either: (i)(a) Φ λ constant; (i)(b) Φ λ oscillating boundedly as x → ∞; or (i)(c) exponentially decaying solutions and exponentially growing solutions. In sub-cases (i)(b) and (i)(c) there exist bounded solutions Φ λ to (3.23) such that
gives a bounded linear operator on L 2 (0, ∞).
(ii) Suppose that E 1 is strictly positive definite. Then the asymptotic form of the differential equation is 
which has solution u(x) = √ xJ ν (2 √ x). This system is matrix monotone when ν = 1. (ii) Theorem 3.4 applies to the Airy kernel (1.3), which describes the soft edge of certain matrix ensembles. Likewise, the Bessel kernel describes the hard edge; see [3, 4] for details.
Determinantal random point fields
In section 3 we showed how some important kernels factorize as K = Γ † Γ. Here we consider the properties of det(I−λΓ † Γ); so first we introduce and solve the Gelfand-Levitan integral equation. 
gives the unique solution of the integral equation
and the kernel T λ (x, y) satisfies
(ii) Suppose further that m = 1, and that Θ x and Ξ x are Hilbert-Schmidt. Then the determinant satisfies
Proof. (i) First, we have R x = Ξ x Θ † x ≤ 1, so I + λR x is invertible and T λ (x, y) is well defined. One checks the identity by substituting the given expression for T λ into the integral equation. Further,
is invertible so hence solutions to the Gelfand-Levitan integral equation are unique. One can differentiate the integral equation and integrate by parts to obtain
so by uniqueness
x is trace class, and we can rearrange the traces and compute
where the last step follows from Proposition 2.2.
Our first application is to the context of Theorem 1.2(i), where we consider determinantal random point fields associated with the observability Gramian. 
(ii) Let F be the cumulative distribution function
) gives a generating function.
(iv) When A = A † , the kernels
and φ(x + y) = Ce −(x+y)A C † satisfy the Gelfand-Levitan integral equation
and the diagonal satisfies
hence by Lemma 1.1 is associated with a determinantal random point field such that (4.14) so the determinant involving the observability Gramian gives rise to the determinantal random point field.
(ii) We consider the probability that all of the random points lie in (0, x). The operator I − Q x is invertible since Q x op < 1, and we have
By a familiar formula for determinants, we have
where the last step follows from the Lyapunov equation (1 o ). Condition (3 o ) reassures us that F (x) is indeed an increasing function, and that the associated probability density function satisfies (4.10). 
satisfies a Gelfand-Levitan equation as in (4.2).
Proof. First we check that
x R x is of trace class. Hence by Soshnikov's theorem, we can form a determinantal random point field with generating function as above.
To calculate the determinant, one can use the identity log det(I − λ 2 K x ) = log det(I − λΓ φ (x) ) + log det(I + λΓ φ (x) ), = log det(I − λR x ) + log det(I + λR x ). (4.20)
(ii) The terms on the right-hand side satisfy
by the Gelfand-Levitan equation. Indeed we can replace B in Lemma 4.1 by ±B to introduce ±λΓ φ (x) .
We defer discussion of Theorem 1.2(iii) until section 6. In section 5, we consider the determinant in Theorem 4.3 from the perspective of scattering theory.
Scattering and inverse scattering
The Gelfand-Levitan integral equation of Lemma 4.1 is closely connected to the Schrödinger equation, as we discuss in this section. Our aim is to identify a group of bounded linear operators which acts naturally on the φ that appear in Theorem 4.3, and hence on the determinants.
Given φ(x) = Ce −xA B as in Lemma 4.1, we can solve the Gelfand-Levitan equation and recover q(x) = −2 d dx T λ (x, x). Further, given T λ as in Lemma 4.1, the function
This is a straightforward calculation, based upon (2.25).
with κ j > 0 so that each λ j = −κ 2 j is associated with an eigenfunction ψ(x; λ j ) that is asymptotic to e −κ j x as x → ∞ and κ n ≥ . . . ≥ κ 1 > 0. We take c(−κ 2 j ) to be a constant associated with −κ 2 j .
(ii) The continuous spectrum is Σ c = [0, ∞), which has multiplicity two. For k ∈ R and λ = k 2 > 0, there exists a solutions ψ(x; k) to (5.2) with asymptotic behaviour
By [12] , the reflection coefficient b belongs to C ∞ 0 , satisfies b(0) = −1 and b(−k) =b(k) and
(iii) By results from [12, 13] , the transmission coefficient a extends to define the outer function
The scattering map q → φ associates, to the potential q, the function
where the eigenvalues λ j = −κ 2 j , the normalizing constants c(−κ 2 j ) and the reflection coefficient b(κ) are the scattering data. By (ii), φ(x) is real.
The aim of inverse scattering is to recover q, up to translation from the scattering data. The following section uses computations which are extracted from [1, 2] , and originate in other calculations of inverse problems as in [6, 21] . The reflection coefficient b, the negative eigenvalues λ j and the normalising constants c(−κ 2 j ) determine q uniquely up to translation.
Our general approach to the inverse spectral problem is to go
We now consider the first step in the process, namely realising (−A, B, C) from a given φ.
Definition (Realisation). Given an bounded linear operator Γ, we wish to find a linear system (−A, B, C) such that the corresponding Hankel operator Γ φ is unitarily equivalent to Γ. In particular, given scattering data φ(x), we wish to find a balanced linear system such that φ(x) = Ce −xA B for x > 0.
The following Lemma gives a characterization up to unitary equivalence of a special class of Hankel operators.
Definition (Spectral multiplicity).
For a self-adjoint and bounded linear operator A on H with spectrum S, let
be the spectral resolution, where µ is a bounded positive Radon measure on S, such that Af (λ) = λf (λ). Now let δ(λ) = dimH(λ) be the spectral multiplicity function for λ ∈ S. Proof. This is a special case of Theorem 1.1 on p. 257 of [14] . Proof. (i) By a theorem of Fuhrmann [15] , one can choose A to be a finite-rank operator if and only if the transfer functionφ is a rational function which is analytic on the closure of C + ∪ {∞}.
(ii) The system is admissible since Ce −tA ξ ≤ M e −κt ξ for some M, κ > 0 and ξ ∈ H 0 .
Remarks. (i) Not all self-adjoint Hankel operators satisfy the condition (ii) of Lemma 5.1. Consequently, there is a distinction between those self-adjoint Hankel operators that can be realised by linear systems in continuous time with one-dimensional input and output spaces and the more general class that can be realised by linear systems in discrete time. In this paper we concentrate on the continuous time case, while McCafferty has considered analogous results in discrete time, as in [11] .
(ii) If b = 0 in (5.9), then Propositions 5.2 and 2.3 apply to φ.
Definition (Evolution). For a system (−A, B, C), we refer to φ as scattering data. Given a C 0 group E(t) on H and D(A), we can form the system (−A, B, CE(t)) and introducẽ E(t)φ(s) = CE(t)e −sA B; thus the scattering data evolves with t.
Article [3] highlighted the importance of groups that satisfy the Weyl relations; here we show that these are associated with evolutions that do not change the determinants in Theorem 1.2. 
and there is a unitary equivalence
and α t (x; k), β t (x; k) and γ t (x; k) are symmetric m × m matrices. (i) Then with the bilinear form on C 2m , the family of kernels
satisfies (10 o ) and
(ii) If the α t (x; k), β t (x; k) and γ t (x; k) are rational functions of k, then ∂ ∂t K t,x is of finite rank.
which follow from the special form of the matrices.
(ii) Given the formula (5.21), one can use the partial fraction decomposition of the entries to express ∂ ∂t K t,x (κ, k) as a sum of products of functions in the variable κ or k.
In accordance with the approach of [7] , we are particularly interested in the case where k → Z t (x; k) is a polynomial such that the leading coefficient has trace zero. For Schrödinger's equation, we can introduce such families of matrices associated with the KdV flow. Let C ∞ 0 be the space of functions f : R → C that are infinitely differentiable and such that |x| j |f (ℓ) (x)| → 0 as x → ∞ for j, ℓ = 0, 1, . . ..
Suppose that q satisfies that q = v ′ + v 2 . Given a ψ that satisfies −ψ ′′ + qψ = k 2 ψ, we have a solution of the symmetric Hamiltonian system
Now let v evolve according to the modified Korteweg-de Vries equation 14) and introduce functions of (x, t) by
Lemma 5.5. The matrices
give a consistent system
(5.17)
Proof. As in [7] , it follows by direct computation that
∂t∂x Ψ and the system is consistent. The key idea is that one can equate coefficients of the ascending powers of z, then one can eliminate the functions α, β, γ and δ by simple calculus.
Let Ψ t (x; k) be the solution of (5.17) that corresponds to z = ik where k belongs to R and k 2 to the continuous spectrum (0, ∞). With the bilinear form . , . on C 2 , let 19) where the numerator vanishes on k = κ, so K t,x is an integrable operator. This family of operators undergoes a natural evolution under the KdV flow, as follows.
Theorem 5.6. Suppose that Ψ t (x; k) give a locally bounded family of solutions which is differentiable in (t, x, k) and subject to Ψ t (0; k) = Ψ t for some 
Proof. (i) This is an elementary computation.
(ii) Using Lemma 5.4, we calculate the derivatives, and find 20) which gives a kernel of finite rank, and likewise
which also gives a kernel of finite rank on L 2 (−∞, ∞). see [6, p.65] . The evolution of the potentials u(x, 0) → u(x, t) under the KdV flow gives rise to a linear evolution on the scattering data. Now let Ψ t (x; k) be a continuous and uniformly bounded family of solutions of the system
(5.24) Then by considering the shape of the matrices in (5.24), we obtain the asymptotic forms of the solutions
3 t under the flow. By [6, p. 75] , there is a group of linear operators E(t) on the Hilbert space C n ⊕ L 2 (R) defined by
such that u(x, y) corresponds to E(t)φ, and E(t) = max{e −2tκ 3 n , 1}. By applying Fourier inversion to the definition of the Airy function, we can express the integral over the continuous spectrum as x(E(t)φ(x)) 2 dx < ∞, it suffices by Plancherel's theorem to show that b(k) and
. This follows directly from the hypotheses.
Determinantal random point fields associated with the Zakharov-Shabat system
In this final section we prove the remaining case (iii) of Theorem 1.2, and then we address the corresponding scattering theory. Consider the matricial Gelfand-Levitan integral equation
where, suppressing the dependence of T upon λ, we write 
(6.14)
We temporarily assume that λ is real to derive certain identities, and then use analytic continuation to obtain them in general. Using Proposition 2.6, and rearranging various traces, we can derive the expressions 6.15) and likewise 16) and since
dx ), we deduce that
). (6.17) This concludes the proof of the Lemma, hence of Theorem 6.1(ii) and Theorem 1.2(iii).
We let q ∈ C ∞ 0 (R; C) and consider the Zakharov-Shabat system d dx Ψ(x; k) = −ik q(x) −q(x) ik Ψ(x; k) (6.18) with Ψ(x; k) a complex 2 × 2 matrix. We observe that this matrix is skew-symmetric with zero trace, so the norm of any solution is invariant under the evolution, as is the Wronskian of any pair of solutions; hence the fundamental solution matrix of this system belongs to SU (2). We introduce the solutions Ψ + (x; k), Ψ − (x; k) ∈ SU (2) such that Ψ + (x; k) ≍ e then we introduce the scattering matrix S(k) ∈ SU (2) such that Ψ − (x; k) = Ψ + (x; k)S(k) and we write
Now suppose that α and β are analytic on the upper half-plane, and that α has zeros at κ j . As in [6] , we introduce the scattering data
The sum contributes a function that decays exponentially as x → ∞. Proof. This is similar to that of Theorem 5.6.
