Abstract: In this paper we construct (locally) D-optimal designs for a wide class of non-linear multiple regression models, when the design region is a k-dimensional ball. For this construction we make use of the concept of invariance and equivariance in the context of optimal designs. As examples we consider Poisson and negative binomial regression as well as proportional hazard models with censoring. By generalisation we can extend these results to arbitrary ellipsoids.
Introduction
To find an optimal design, that means to find an optimal setting of control variables, of a special class of linear and non-linear models with respect to the D-criterion we will use results for equivariance and invariance in Radloff and Schwabe (2016) . So it is possible to reduce this multidimensional problem to a one-dimensional marginal problem. This marginal issue was investigated, for example in Konstantinou et al. (2014) . The corresponding result for the linear case is well-known, see, for example, in Pukelsheim (1993, Section 15.12) , and will be revisited in Section 3. Schmidt and Schwabe (2017) considered the same class of models with k covariates, but on a k-dimensional cuboid. They found a way to divide this problem into k marginal sub-problems with only one covariate in the form like Konstantinou et al. (2014) . Our main result for non-linear models can be found in Section 4. In Section 5 we will discuss some examples. In the case of Poisson regression we will get a concrete formula to determine such an optimal design. In the case of negative binomial regression and censoring data models some computational efforts are needed.
In the final Section 6 we have a short look at the generalisation to an ellipsoidal design region.
General Model Description, Information, and Design
In the following sections we want to focus on a class of (non-linear) multiple regression models. Here every observation Y depends on a special setting of control variables, a so-called design point x. Each design point x is in the design region X = B k = {x ∈ R k : x 2 1 + . . . + x 2 k ≤ 1}, the k-dimensional unit ball, k ∈ N. The regression function f : X → R k+1 is considered to be x → (1, x 1 , . . . , x k ) , and the parameter vector β = (β 0 , β 1 , . . . , β k ) is unknown and lies in the parameter space B which is assumed to be rotation invariant with respect to β 1 , . . . , β k . We will only consider B = R k+1 . And therefore the linear predictor is f (x) β = β 0 + β 1 x 1 + . . . + β k x k .
A second requirement is that the one-support-point (or elemental -as it is called, for example, in Atkinson et al. (2014) ) information matrix M (x, β) can be written in the form
with an intensity (or efficiency) function λ (see Fedorov (1972, Section 1.5) ) which only depends on the value of the linear predictor.
In generalised linear models (see McCulloch and Searle (2001) ) or for example in censored data models (see Schmidt and Schwabe (2017) ) this prerequisite is fulfilled.
Now we want to find optimal designs on the the k-dimensional unit ball for those problems. This will be done in the sense of D-optimality, which is the most popular criterion and optimises the volume of the (asymptotic) confidence ellipsoid.
For that account we need the concept of information matrices. In our case the information matrix of a (generalised) design ξ with independent observations is
Here generalised design does not only mean design on a discrete set of design points. It means an arbitrary probability measure on the design region, see, for example, Silvey (1980, Section 3 .1). So we can define: A design ξ * with regular information matrix
) holds for all possible probability measures ξ on X . Notation 1. While S d−1 , d ∈ {2, 3, 4, . . .}, describes the unit sphere, which is the surface of a d-dimensional unit ball B d , the symbol S d−1 (r) denotes the sphere with radius r, which is the surface of the d-dimensional ball B d (r) with radius r.
Introducing notations we have to mention
sional identity matrix and id the identity function. 3
Linear Model
We first start with linear models which are well-investigated in the literature. Here the intensity (or efficiency) function λ is constant 1 and does not depend on the parameter β. Hence, the information matrix and the D-optimal design is independent from β. In Pukelsheim (1993, Section 15.12) , for example, the following a little bit adapted result can be found:
Theorem 1. In the linear case with regression function
the vertices of an arbitrarily rotated k-dimensional regular simplex, whose vertices lie on the surface of the design region S k−1 , constitutes a D-optimal design on the unit ball B k . The corresponding information matrix is the diagonal matrix
Here "regular" means that all edges of the simplex have the same length.
Lemma 1. The (continuously) uniform design on S k−1 has the same information matrix.
Proof. Let ξ be the uniform design (or better: uniform probability measure) on S k−1 . We start with k ≥ 2.
For k = 1 the sphere S 0 and the vertices of the simplex [−1, 1] are the same. So the information matrices coincide.
Hence, the uniform design is also D-optimal.
Non-linear Models
In this section we want to develop our main results. Invariance and equivariance (see Radloff and Schwabe (2016) ) help to reduce the complexity of this endeavour.
Lemma 2. A (locally) D-optimal design is concentrated on the surface of X = B k and is equivariant with respect to rotations. Remark 1. Equivariance in this context means: If the design or design region is rotated, the parameter space must be rotated in a corresponding way. This corresponding rotation is specified in the following proof.
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Proof. Every information matrix of a design with an inner point as a support point can be majorised (in the positive semidefinite sense) by an information matrix which is only defined on the surface of the ball. Because of the strict convexity of the D-criterion we only have to look at the surface. In the context of rotational equivariance the statements in Radloff and Schwabe (2016) are specialised: If g is a rotation (a special one-to-one-mapping) of the design region X = B k with rotation matrix R g , so that g(x) = R g x, then there exists an orthogonal (k + 1) × (k + 1)-matrix Q g with determinant 1, namely
has to be considered. The search for a (locally) optimal design with an initial guess of the parameter vector in the whole parameter space B reduces to only the length of this vector. 3
The next results mostly need (4.1) and β 1 > 0. The case β 1 = 0 will be discussed at the end of this section in Remark 6.
Lemma 3. For β satisfying (4.1) the D-criterion is invariant with respect to rotations of x 2 , . . . , x k .
Proof. Analogously to Lemma 2, if g is a rotation of x 2 , . . . , x k , then there exists a
is orthogonal with determinant 1 and f (g(x)) = Q g f (x). Hence,g(β) = Q g β and for all rotations g of x 2 , . . . , x k we haveg(β) = β for all β in (4.1). And so in notation of Radloff and Schwabe (2016) for all β satisfying (4.1) and rotations g of x 2 , . . . , x k we get
So we can find an optimal design within the class of invariant designs on the surface of the ball. The concept of marginal and conditional designs (see Cook and Thibodeau (1980) ) can be used.
Lemma 4. For β satisfying (4.1) the invariant designs (on the surface) with respect to rotations of x 2 , . . . , x k are given by ξ 1 ⊗ η, where ξ 1 is a marginal design on [−1, 1] and η is a Markov kernel (conditional design). For fixed x 1 the kernel η(x 1 , ·) is the uniform distribution on the surface of a (k − 1)-dimensional ball with radius 1 − x 2 1 . Remark 3. If x 1 ∈ {−1, 1}, the (k − 1)-dimensional ball with the uniform distribution is degenerated as a point. So it is only a one-point-measure.
can be split into a marginal probability measure ξ 1 on (R, B(R)) with ξ 1 (A) = ξ(A × R k−1 ) and a kernel η with source (R, B(R)) and target (R k−1 , B(R k−1 )) (unique up to sets of measure zero), see, for example, Klenke (2014, Section 8.3) . Hence, ξ = ξ 1 ⊗ η. We only want to focus on designs on S k−1 . So the domains of these measures and kernels can be restricted. We have ξ(
The design ξ should be invariant with respect to rotations of x 2 , . . . , x k . So for all x 1 ∈ [−1, 1] the probability measures η(x 1 , ·) have to be invariant, too. The group of all rotations of x 2 , . . . , x k is a locally compact group, so that the Haar-probability-measure is unique (see Halmos (1974, §60) ). The uniform distribution on S k−2 ( 1 − x 2 1 ) is such an invariant measure. Hence, η(x 1 , ·) must be uniform.
Lemma 5. The information matrix for ξ 1 ⊗ η in Lemma 4 is
with q(x 1 ) := λ(β 0 + β 1 x 1 ).
Proof. Letx = (x 2 , . . . , x k ). We have to determine x) ) for i, j ∈ {1, . . . , k} and κ, ν ∈ {0, 1}. Remembering that η(x 1 , ·) is uniformly distributed, we use symmetry properties as in the proof of Lemma 1 to do the calculations.
To use the Kiefer-Wolfowitz Equivalence Theorem for D-optimality we need the structure of the sensitivity function
Lemma 6. For the invariant designs ξ 1 ⊗ η with respect to rotations of x 2 , . . . , x k in (4.1) the sensitivity function ψ is invariant (constant on orbits) and has for x ∈ S k−1 the form
where p 1 is a polynomial of degree 2 in x 1 .
Proof. With D := q dξ 1 q id 2 dξ 1 − q id dξ 1 2 we get from Lemma 5
If k = 1, the diagonal matrix part
I k−1 of the inverted information matrix and the second summand
in the sensitivity function vanish.
The intensity function is now assumed to satisfy the following four conditions (see Konstantinou et al. (2014) or Schmidt and Schwabe (2017) ):
(A1) λ is positive on R and twice continuously differentiable.
(A2) λ is positive on R.
(A3) The second derivative u of u = 1 λ is injective on R.
(A4) The function λ λ is a non-increasing function. i for a fixed a ≥ 0. The (transformed) intensity function is q NB . Both regression models satisfy (A1), (A2), (A3) and (A4) for β 1 > 0:
Lemma 8. In (4.1): If q satisfies (A1), (A2) and (A3), then the (locally) D-optimal marginal design ξ * 1 is concentrated on exactly 2 points x * 11 , x * 12 . Proof. By the Kiefer-Wolfowitz Equivalence Theorem for D-optimality we have to proof
This is equivalent to
The proof then follows along the same lines as in Konstantinou et al. (2014) where they discuss in the proof of Lemma 1 a similar inequality. This gives us the fact, that there are at most 2 points. Assume, that ξ 1 has only 1 support point. So D in the proof of Lemma 6 would be 0 and the inverse of the information matrix and thus the polynomial p 1 would not exist. Contradiction. Hence, ξ 1 has exactly 2 points.
The next lemma characterises these 2 points and their weights, while x * 12 is specified in Lemma 10.
Lemma 9. In the settings of Lemma 8 a potential (locally) D-optimal marginal design ξ 1 has the weights
where x * 11 = 1 and x * 12 ∈ [−1, 1), where x * 12 = −1 for k ≥ 2.
Proof.
By using this and the formulas in the proof of Lemma 6 we can determine the polynomial p 1 .
Assume, that x * 11 = 1. If we can find α and x * 12 ∈ [−1, 1) so that ξ 1 is a feasible (locally) D-optimal marginal design, we are done. Here we have to notice that for k ≥ 2 it is x * 12 = −1, otherwise a 2-point-design ξ to estimate k + 1 parameters would exist. If k = 1, the second summand in p 1 as remarked in Lemma 6 is missing. So there is no division by zero in the second summand. We look back to the inequality (4.4) of the Equivalence Theorem
. In x 1 = x * 11 (= 1) there should be equality of this inequality:
. With
there is equality of the inequality (4.4) in x 1 = x * 12 , too.
Remark 5. In anticipation of Theorem 2 the discretised design will consist of k + 1 equally weighted support points, where the uniform distribution in the x * 12 -hyperplane is substituted by k points analogously as in Theorem 1 while the information matrix leaves unchanged. The weights in Lemma 9 allow this discretisation.
Lemma 10. In the settings of Lemma 9 for k ≥ 2 :
In any case, if additionally (A4) is satisfied, the solution x * 12 is unique. Proof.
and the notation from Lemma 9 the determinant of the information matrix for k ≥ 2 is
To optimise this we have to solve
.
With 1 − x * 12 = 0 and 1 + x * 12 = 0 it simplifies to (4.6). The right-hand side
of (4.6) has poles in −1 and 1 and is strictly increasing on (−1, 1) with a range of (−∞, ∞). Because of (A1) and (A2) is non-increasing (A4), the intersection is unique. For k = 1 the third summand of log det M (ξ 1 ⊗ η) disappears as mentioned. So we solve
With 1 − x * 12 = 0 it simplifies to (4.7). If (4.7) has no solution in [−1, 1), the maximum of log det M (ξ 1 ⊗ η) is on the boundary. This is equivalent to the maximisation of q(x * 12 )(1 − x *
)
2 on the boundary. x * 12 must be −1. The right-hand side of (4.7), ≥ 1 and (A4) is satisfied, the solution of (4.7) is unique. Now we can discretise the found (generalised) design.
Theorem 2. There is a (locally) D-optimal design for the considered problem satisfying β 1 > 0, β 2 = . . . = β k = 0, β 0 ∈ R that has one support point in (1, 0, . . . , 0) and the other k support points are the vertices of an arbitrarily rotated, (k − 1)-dimensional simplex which is maximally inscribed in the intersection of the k-dimensional unit ball and a hyperplane with x 1 = x * 12 in Lemma 10. The design is equally weighted with . This is discrete. Otherwise one explicit point is the pole s 0 = (1, 0, . . . , 0) with weight 1 k+1
. So only the uniform distribution on the orbit {x * 12 } × S k−2 ( 1 − x * 2 12 ) must be discretised. Beingx = (x 2 , . . . , x k ) we consider the information matrix:
Now we want to scale this orbit to an unit sphere and look only at the last k − 1 components. Let µ be the uniform distribution on the sphere S k−2 . Letf be the (k − 1)-dimensional analogue of f and
Lets 1 , . . . ,s k be the vertices of the (arbitrarily rotated) simplex in Theorem 1 in the (k − 1)-dimensional issue and s κ = 1 − x * 2 12s κ , κ ∈ {1, . . . , k}, the scaled vertices. Using Lemma 1 and Theorem 1 we get finally
This means that the constructed discrete design has the same information matrix as the optimal (generalised) design. So it is D-optimal, too.
Now we want to have a short look at some remarks.
Remark 6. If β 1 = 0 in (4.1), then in Lemma 3 the D-criterion is invariant with respect to arbitrary rotations of x 1 , x 2 , . . . , x k . So we get as in Lemma 4 that the invariant design ξ is a design with an uniform distribution on the entire sphere S k−1 . λ(f (x) β) is constant and the information matrix does not depend on it. As in Theorem 1 and Lemma 1 the discretised design consists of the equally weighted vertices of a regular simplex inscribed in that sphere. The orientation is arbitrary. 3
In the case of negative binomial regression the solution of (4.6), in fact
cannot be expressed explicitly. We plotted the graph only numerically, see Figure 3 . But by the Implicit Function Theorem we know that the β 1 -x * 12 -graph is continuous and differentiable on (0, ∞). Additionally there is only one root in β 1 = 2 k
(1 + a exp(β 0 )) and the derivative of this graph on this root is positive. For β 1 → 0 the graph approaches − For an illustration of both issues see Figure 4 . And finally random censoring with exponentially-λ-distributed censoring times has q CE (x 1 ) = exp(β 0 + β 1 x 1 ) exp(β 0 + β 1 x 1 ) + λ which is similar to the negative binomial regression with a = 
