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It is shown that every full eA decomposable probability measure on RI, where A 
is a linear operator all of whose eigenvalues have negative real part, is either 
absolutely continuous with respect to Lebesgue measure or continuous singular 
with respect to Lebesgue measure. This result is used to characterize the continuity 
properties of random variables that are limits of solutions of certain stochastic 
difference equations. 
1. INTRODUCTION 
A probability measure p defined on Rk is said to be full if it does not have 
support on a proper subspace of Rk and non-degenerate if it does not have 
support on a single point. If p, and p2 are probability measures on Rk then 
p, * pz will denote their convolution. If L is a non-singular linear operator on 
Rk and p is a probability measure on Rk then Lp will denote the probability 
measure defined by the relation L,u(E) =,u(L-l(E)) for all Bore1 sets E of 
Rk. The probability measure p is said to be L decomposable if p = L,u * y for 
some probability measure y. 
In Section 2 of this note the following theorem will be proved: 
THEOREM 1. If ,u is a non-degenerate e* decomposable probability 
measure on Rk where A is a linear operator all of whose eigenvalues have 
negative real part then ,u is either absolutely continuous with respect to 
Lebesgue measure on Rk or continuous singular with respect to Lebesgue 
measure on Rk. 
This theorem is a special case of a theorem that was obtained by 
GrinceviEius [ 1 ] when k = 1. However GrincevEius used a lemma that does 
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not generalize easily to higher dimensions. The proof in this note is quite 
different than his proof. 
Theorem 1 can be used to characterize the continuity properties of 
probability measures of random variables that are limits of solutions of 
certain stochastic difference equations. Let B,, B,,... be a sequence of one- 
dimensional independent identically distributed random variables and let 
0 < Ip 1 < 1. It follows from the Cauchy root test (see [ 31) that the series 
CF=, p”- ‘B, converges almost surely to a random variable X if and only if 
E[log’ 1 B,l] < co. This result can be extended to higher dimensions. Let L 
be a linear operator on Rk all of whose eigenvalues have absolute value 
between 0 and 1. Then L = eA where all of the eigenvalues of A have 
negative real part. Let B,, B, ,... be a sequence of k-dimensional independent 
identically distributed random variables. There exist constants 1 < 0 and 
c > 0 such that l@“B,I < ce’” JB,I for all n. Since eA is non-singular there 
exists a constant d < 1 such that le”AB,I > d” lBnl for all n. Thus the series 
cz= 1 L”-‘B, converges to a random variable X if and only if 
E[log’ lB,l] < co. Let X, be independent of the random variables B, and let 
x, = LX,-, + B,. The random variables X, converge in law to a random 
variable X if and only if E[log + IB,,]] < 00 in which case X has a 
probability measure that is L decomposable. 
A probability measure fi is said to be a Levy probability measure or 
operator-self-decomposable probability measure if there are sequences IX,), 
{a,} and {A,} of respectively independent random variables, vectors, and 
linear operators such that the probability measures of A,, CJ= 1 Xj - a, 
converge weakly to p and in addition max, ( jGn P(j A, Xjl > E) + 0 as IZ --) co 
for any E > 0. Urbanik [2] has shown that a probability measure p is a Levy 
probability measure if and only if there exists a linear operator A all of 
whose eigenvalues have negative real part such that p is eA’ decomposable 
for 0 < t < co. It follows from Theorem 1 that every non-degenerate Levy 
probability measure on Rk is either absolutely continuous with respect to 
Lebesgue measure or continuous singular with respect to Lebesgue measure. 
Yamazato [4] has recently shown that every .full Levy probability measure 
on Rk is absolutely continuous with respect to Lebesgue measure by 
exploiting structural properties of Levy probability measures. His proof is far 
more complicated than the proof of the above theorem. 
Implicit in the proof of Theorem 1 is the following theorem that is of some 
independent interest: 
THEOREM 2. Let f(u) be the characteristic function of a probability 
measure that satisfies the hypothesis of Theorem 1. Then there exists a 
constant E > 0 such that lim SU~,~,+~ I f(u)1 < 1 - E. 
In Section 3 an example will be given that shows that this theorem cannot 
be improved. It will be shown that if q > 0 then it is possible to construct a 
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probability measure that satisfies the hypothesis of Theorem 1 and has a 
characteristic function f that has the property that lim sup,“, -m If(u)1 > 
1 -n. 
2. PROOF OF THEOREM 1 
Assume that ,U is a non-degenerate eA decomposable probability measure 
on Rk where the eigenvalues of A all have negative real part. Then there 
exists a probability measure y such that 
p = eAp * y (2.1) 
It follows from this that ,U = y * eA y* ... * e(“-‘)‘y * e”‘,u. Since 
lim n-00 enA = 6, it follows that y * eAy * .a. * ecnP1)‘y converges weakly to P. 
Thus the probability measure ,D is uniquely determined by y. 
The probability measure ~1 has a unique decomposition of the form ,U = 
c,pl + c,,uu, where ,u, is continuous and ,uu, is discrete. Thus 
C,P, + C,P, = c,eApU, * y + c2eAy2 * y. 
Since ,ui is continuous it follows that eApl * y is also. The probability 
measure eAp2 * y has a unique decomposition of the form eA,u2 * y = 
c,p3 + c,y,, where pu, is continuous and ,uu, is discrete. It follows from the 
uniqueness of the decomposition of ,u that 
and thus c,p,(Rk) = c,eAp, * y(Rk) + c2c3p3(Rk). If c, # 0 then c,c, = 0 and 
since ,D is uniquely determined by y it follows that ,u, = y and c1 = 1. Thus ,U 
is either discrete or continuous. If ,D is continuous then it follows from the 
Lebesgue decomposition theorem that p has a unique decomposition of the 
form P = cd4 + C,P,, where ,B, is absolutely continuous with respect to 
Lebesgue measure and ,u2 is continuous singular with respect to Lebesgue 
measure. A similar argument can be used to show that ,U is either absolutely 
continuous with respect to Lebesgue measure or continuous singular with 
respect to Lebesgue measure. 
To complete the proof it must be shown that ,U cannot be discrete. Let f 
and g be characteristic functions of ,D and y respectively. It follows from (1) 
that f(u) =f(eA*u) g(u) and thus 
If( G If@“*u>l (2.2) 
where 4 * is the adjoint of A. 
Let z be any non-zero vector in Rk. Since the eigenvalues of A* have 
negative real part lim,,, JefA*zl = 0. Since etA * is nonsingular it follows that 
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lim letA* I-, - m z I= co. Thus every non-zero vector z can be written in the 
form z = eCtA’ y where IyI = 1. Let S denote the set of vectors in R k with 
norm 1. It will now be shown that there exists a constant E > 0 such that 
for all t > 0 and y E S. 
If(eC’“*y)I < 1 - e (2.3) 
Suppose that (2.3) does not hold. Then it would be possible to find a 
sequence of positive numbers (E,} such that E, -+ 0 as n -+ co and sequences 
{t,) and (y,} of respectively non-negative scalars and vectors in S such that 
lf(e+“‘y,)l > 1 - E, for each n. It would then follow from (2.2) that for 
each n there is a number s, between 0 and 1 inclusive such that 
f(ep”~“‘yJ > 1 - E,. There exist constants c > 0 and Iz > 0 such that 
/e-Sn‘4*y,I < ceAsnlynl < ceA. Thus the sequence of vectors (e-‘nA’yn} is 
bounded and thus has a cluster point w. Since every subsequence of the 
sequence of numbers {s,} has a cluster point s it would follow that 
w = eCSA’y where 0 < s < 1 and IyI = 1. This would imply that there is a 
non-zero vector w such that If(w)1 = 1. Thus if x, and x2 are in the support 
of ,B the relation (w, xi) = (w, x2) mod 271 would hold which is impossible by 
(2.1). 
The set of vectors {e -IAy, t < 0, y E S} is bounded. If ,D were discrete it 
would follow that lim SUP,~,+~ If(u)1 = 1 and this would contradict (2.3). 
3. AN EXAMPLE 
Let q > 0 and let B,, B,,... be a sequence of independent identically 
distributed random variables that take values on the non-negative integers 
and have the property that E[log+ lB,l] < co. Let g(u) be the characteristic 
function of B, . Then the random series Cy=- 2-‘+‘B, converges almost 
surely to a random variable that has a characteristic function h(u) = 
nT= i g(2-‘+ ‘24). Since lim,,, h(u) = 1 it is possible to choose n > 0 so that 
I 42- “+lz)l > 1 - v. The random series Cy=, 2-“‘j-“Bj converges almost 
surely to a random variable X that has a probability measure ,U that satisfies 
the hypothesis of Theorem 1. Let f be the characteristic function of X. If 
m > 0 and u, = 2% then since g(2z/) = 1 for any integer 1 it follows that 
p-(u,)l = fi 1 g(2n(-j+1+m)n)l = fi 1 g(2”(--j+ ‘)n)~ 
j= I j-1 
> IF- n+%)l > 1 - ?j 
and thus lim SU~,~,+~ If(u)1 > 1 - q. This example can be easily generalized 
to k dimensions. Note that if q > 1 then p is continuous singular with respect 
to Lebesgue measure. 
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