Efficient handover algorithms are essential for highly performing cellular networks. These algorithms depend on numerous parameters, whose settings must be appropriately optimized to offer a seamless connectivity. Nevertheless, such an optimization is difficult in a time varying context, unless adaptive strategies are used. In this paper, a new approach for the handover optimization is proposed. Three dynamical optimization approaches are presented, where the probability of outage and the probability of handover are considered. Since it is shown that these probabilities are difficult to compute, simple approximations of adequate accuracy are developed. A distributed optimization algorithm is then developed to maximize handover performance. Numerical results show that the proposed algorithm improves the performance of the handover considerably when compared to more traditional approaches.
I. INTRODUCTION
The handover process is the mechanism of transferring the connection between a mobile station and a base station to another base station. The growth of cellular wireless systems with mobile communications and multi-protocols mobile terminals has motivated the investigation of efficient handover algorithms that are able to offer good quality of the communication precisely during the switching mechanism.
There is a long history of studies on handover since the beginning of the cellular era [1] - [15] . Algorithms can be classified in two types: soft and hard. In the hard handover, the connection to the serving base station is released while the new base station takes on the connection [13] . In the soft handover, the mobile station can be simultaneously connected to two or more different base stations [15] . This can be achieved by exploiting the temporal diversity offered by multi-path propagation (see, e.g., [10] ). Such a strategy gives the smoothest connection and offers potentially higher performance compared to the hard handover but is highly expensive for the network operator. Hard handover seems the only option in inter-system handovers. Consequently, the recent standardization of LTE suggests the use of hard handover only [16] . Therefore, we restrict our attention to hard handover algorithms.
The papers [1] - [5] present handover approaches in the same system. They focus on the choice of the handover decision parameter, e.g., the received signal strength from the serving and the neighboring base stations, the distance from base stations, and the bit error rate, within one wireless system. Algorithms that are based on the least square (LS) C. Fischione The work of the authors was supported by the Swedish Research Council and the EU projects Hycon2 and Hydrobionets. estimate of path-loss parameters of the various radio links have been introduced in [1] . In [9] , two schemes have been proposed for managing downlink CDMA radio resources that maintain ongoing call quality by minimizing call-dropping during handovers, without over-penalizing new arrivals.
The natural evolution of the papers surveyed above focuses on handovers between heterogeneous networks. In [5] the authors propose new optimization techniques for handover decision with main target to maximize the benefit of the handover for both the user and the network. The optimizations incorporate a network elimination feature to reduce the delay and processing required in the evaluation of the cost function. A group-handover approach is presented in [12] , where an optimized network selection and adjusted delay in the initiation of handover to reduce the probability of handover blocking is considered. In [2] - [4] , [14] , the idea to optimally control the switchings among base stations by hybrid systems is proposed. In [4] , [14] , such an approach is extended by considering soft handover in a fading environment with interference.
In this paper we consider the general handover mechanisms that are used in wireless systems such as LTE [16] , where a hysteresis margin is adopted when comparing received signals strengths to make a handover decision. We propose an optimization of such a general handover algorithm while considering the most important elements, such as hysteresis margin, wireless channel estimation, performance selection, and handover optimization. In particular, we propose a dynamic optimization approach to select the hysteresis margin, which is established when performing the base station switching.
Our approach is related to relevant contributions in [3] , [4] , [17] , [18] . However, in [3] the authors do not perform an optimization of the handover hysteresis margin, although they provide heuristic insights on how to adapt the margin at run time, whereas [18] , [4] are not interested on making an optimization of the handover hysteresis margin. In particular, [18] , [4] are concerned with establishing the rule for base station switching that, given a certain hysteresis margin, optimizes the handover performance. The result is that the hysteresis margin is not explicitly optimized. In [18] , once the base station switching rule is established, an adaptive rule to choose the hysteresis margin is also provided. Our study differs significantly since we include a general channel estimation model, various optimization problems, and solution algorithms, which have not been considered before. This requires an entirely new characterization of the handover performance indicators, such as probability of outage and probability of handover.
The rest of the paper is organized as follows. In Section II the basic system model for the handover is presented, whereas the expression of related performance metrics is investigated in Section III. The handover optimization problems are presented in IV. Finally, simulation results are presented in Section V and Section VI concludes the paper.
II. SYSTEM MODEL
We consider a general scenario for the handover given by a mobile terminal (MT) moving among a number of Base Stations (BSs). The MT measures the signal strengths coming from all the BSs. Suppose that there are S candidate base stations to which MT can handover. Let the received signal strength in a log-scale from each BS be
is the distance at time instant n between the MS and BS s, α s − β s log[d s (n)] includes the transmit power and the path loss in logarithmic units with α s and β s being the parameters of the mean signal strength for the MT-BS s link, whereas u s [d s (n)] models the shadow fading. We let s = 0 index denote the serving BS, and s = 1, . . . , S the candidate BSs. The terms u i [d i (n)] and u j [d j (n)] for i ̸ = j are assumed to be zero mean Gaussian processes independent of each other. Such a model of the received signal strength is common in the handover literature, e.g., [19] . It results from an average over a number of samples, that are typically spaced enough in the time domain so that the fast fading is filtered out.
For the handover algorithm, the estimate of the signal strength received from BS s , from the sequence {p s (n)}, i = 1, 2, . . . , n, is calculated as follows:
with n b = max{1, n − n w + 1}, where n w is the length of the window used for the estimation, and G s (n, i) are filtering coefficients that are characterized in [1] , [3] . Depending on the computational complexity to obtain these coefficients, we have more accurate estimations of l s (n). The estimations proposed in [1] , [3] are the simple average (AVG), least square (LS), extended least square (ELS), and generalized ELS (GELS). We use them in this paper.
The active BS is defined as the BS to which a mobile terminal is connected. The best BS is defined as the BS with the best signal strength among those neighboring BSs that are candidates for the handover connection. Let the subscripts 0 and M denote two involved BSs, say the active BS and the best BS at a certain time instant, respectively. Specifically, we assume that s = 0 is the BS to which the MT is connected at a given time, whereas s = 1, . . . , S are the candidate BSs. Let l s (n) be the linear estimate of the signal strength measured from BS s , with s = 0 for the serving BS and s = 1, . . . , S for the candidate BSs. We define by l M (n) the strongest signal strength estimate, with M = arg max s=1,...,S l s (n) ,
where note that the index s starts from 1. The handover decision is always taken between the currently being used BS, the one labelled by 0, and the base station with the strongest signal strength estimate, which we therefore label by M . Consider the following random variable:
The handover decision is based on the comparison of y(n) with a hysteresis margin h(n). In particular, if MT is connected to base station BS 0 it disconnects from it if y(n) ≤ −h(n), whereas if MT is connected to base station BS M , it disconnects from it if y(n) ≥ h(n). This can be characterized by the following two events:
is the event of being connected to base station BS 0 andĒ (n) is its complementary.
During a certain time interval it is possible that multiple handovers happen, when the MT connects to a new BS at a time instant n and then disconnects from a serving BS at the following time instant n + 1. It is desirable that the MT stays connected to the BS offering high quality in the communication, i.e., low outage probability. The mobility of the MT and the resulting variation of the wireless channel, especially in the outer cell region, makes it uncertain which BS offers the best performance and therefore, disconnection and reconnection can happen. Such a ping-pong effect is quite expensive from an operator point of view, which has to transfer the MT state information from one BS to the other. Ultimately, the handover performance is measured in terms of outage probability and handover probability, which depend on the appropriate selection of the handover hysteresis margin h(n).
In the following, we study the optimal selection of that margin.
III. EXPRESSION OF PERFORMANCE METRICS
The probability of outage and the probability of handover are the typical performance metrics for the handover process. With the goal of using their expressions in the next section, we characterize them in this section. First we derive the probability of MT being connected to each of the base stations, namely the probability of the event E (n).
A. Probability of Connection to a Base Station
The following events concur in the definition of Eq. (2) and Eq. (3):
(6) Note that these events depends on the time and on h(n). Then, we get the following results:
Proposition III.1. Consider the events corresponding to the MT being connected to the base station 0 and M, namelȳ E (n) = {b(n) = 0} and E (n) = {b(n) = M }. Let 0 ≤ q ≤ n, where n is the discrete time index. Then
Proof: Consider the definition of the event E (n) given in Eq. (2) . SinceN (n) ⊇ L (n), it follows that
where the last equality is obtained by using the definition of E (n) given by Eq. (2) and computed at time n−1. By repeating the procedure until 0 ≤ q ≤ n we obtain sought expression (7) . The same argument can be applied to obtain Eq. (8) , which concludes the proof.
Corollary III.2. Consider the events of MT being connected to the base station 0 and M, namelyĒ (n) = {b(n) = 0} and
Proof: The proof results from Proposition III.1 by setting m = 0 and observing that E (n) andĒ (n) are given by the union of mutually exclusive events concluding the proof.
We use the characterization of connection to the base stations given by Proposition III.1 and Corollary III.2 in subsections III-E and III-F to characterize the probability of handover and the probability of outage. However, in order to get those expressions, we perform the explicit computation of the probabilities given by Proposition III.1 and Corollary III.2.
The computation of (9) and (10) relies on a multivariate Gaussian distribution, since the events L (k), M (k), and N (k) are defined over Gaussian cross correlated random variables y(n) defined in Eq. (1). However, the use of a multivariate Gaussian distribution is computationally prohibitive, especially when the sizes of the vector grows, as we show in the numerical results section. Thus, we propose approximations of the probabilities (9) and (10) using expressions of adequate accuracy and reduced computational complexity.
In the following subsections, we propose some useful upper bounds and lower bounds for the probability of the events expressed over Gaussian random vectors.
B. Approximation 1
Consider the Gaussian random vector y ∈ R k , y = [y(1), y(2), . . . , y(k)] T . Let µ y = [µ k ] ∈ R k be the average of y, and let Σ = [Σ hk ] ∈ R k×k the covariance matrix. The computation of the probability of events defined over a correlated Gaussian vector may be prohibitive when the size of the vector is large, because of the large number of integrations. Since we are interested in the use of these probabilities for optimization purposes, it is natural to resort to approximations that give upper and lower bounds.
We propose the use of the following simple approximation, where random variables are grouped into subsets. For each subset, the precise probability is computed. The approximation is based on the definition of the size of the subsets and on taking the product of the probabilities (thus leading to independent events when different subsets are concerned) :
Pr
The validity of this approximation is discussed in Section V.
C. Approximation 2
Here we propose general bounds. They are computationally simple but, given their generality, may be not accurate in all circumstances. A useful intermediate result follows.
Lemma III.3. Consider the Gaussian vector y ∈ R k having average µ and covariance matrix Σ. Let λ max and λ min be the maximum and minimum eigenvalue of Σ, respectively. Consider the sets Y l = y l ∈ [y l ,ȳ l ] for l = 1 . . . k. Then
Proof:
whereby (12) follows after simple algebra. The derivation of (15) is given by a similar argument. From the previous lemma we observe that, if the matrix Σ is well conditioned, then the upper bound (12) and lower bound (15) are consistent, since the ratio λ max /λ min will be small. Actually, the covariance matrix is expected to be well conditioned because of the limited memory of the wireless channel. More precisely, let m be such a memory in terms of number of discrete time instants. Then the elements of the covariance matrix that are more than m locations before and after the diagonal have negligible values. By applying the Gersgoring theorem [20] , we see that
where l i = max(0, i − m) and u i = min(k, i + m). Given that the correlation decays quickly over time, the sum of the off diagonal elements of Σ is expected to be small with respect to Σ ii , which implies small conditioning numbers.
D. Approximation 3
Here we develop a bound that is more computationally demanding, but exhibits better accuracy. We use the following intermediate result: 
By applying Lemma III.3 to the second probability of the right end-side of the inequality, the proposition easily follows.
We are now in the position to derive expressions for the probabilities of handover and outage, respectively.
E. Probability of Handover
In this subsection, we provide an expression of the probability of handover. The following result holds:
Proposition III.6. Consider the serving BS, BS 0 , and the strongest candidate BS, BS M . The probability of handover at time n is P H (n) =P H0M (n) + P HM0 (n) ,
Proof: The occurrence of handover events can be described by the following iterative expression H (n) =
, where the third equality comes fromN (n − 1) ⊆ L (n − 1), and the last equality results from N (n)L (n − 1) ⊆ N (n)E (n − 1). Similarly, H M0 (n) =Ē (n)E (n − 1) = L (n)Ē (n − 1) . Notice that H M0 (n) and H 0M (n) are mutually exclusive. Therefore the proposition follows.
As observed for calculation of the probabilities (9) and (10), it may be challenging to compute the probability (18) by the exact Gaussian multivariate distribution. Hence, we can use the approximations proposed in the previous subsections.
F. Outage Probability
In this subsection we derive the expression of the probability of outage. The events of outage when MT is connected to the serving and to the strongest candidate BS, BS M , are defined as P 0 (n) = {p 0 (n) ≤ β} ,
(24) Then we have the following result:
Proposition III.7. The outage probability at time n, conditioned to the base station, is
Proof: The occurrence of the outage events is
from which the proposition follows immediately by considering that O 0 (n) and O M (n) are mutually exclusive.
Note that we computed the probability only with respect to the channel, thus they are conditioned on the base station. The reason is that they are used in dynamic optimization problems later on, where at a given time, it is assumed true the event that the mobile terminal is connected to a certain base station.
As for the calculation of the probabilities of handover, it may be quite expensive to compute the probability of outage by the Gaussian multivariate distribution. Hence, we use the approximations proposed in the previous subsections. The accuracy of these approximations/bounds as well as the computational complexity is discussed in Section VI. Now that we have characterized the expressions of the base station, outage, and handover probabilities we can turn our attention to the optimization of the handover.
IV. HANDOVER OPTIMIZATION Given the dynamic wireless environment and the channel correlations, in the following we propose three optimization criteria that are based on dynamic programming [21] .
The first strategy proposes the minimization of the probability of handover, while keeping under control the outage probability. This approach relies on the already mentioned rationale that completing a handover process is expensive due to the costs of transferring the connection from one base station to another one. Thus, it is beneficial to minimize the probability of handover as long as the probability of outage stays below a threshold. A second optimization approach proposes the reverse: the outage probability is minimized while the handover probability is kept under control. This is important for communications that request the highest successful packet reception probability, since fewer outage events allow to improve the successful bit decoding rates. Finally, the third approach proposes the minimization of the weighted combination of the two probabilities by a Pareto optimization method. The tradeoff between outage and handover probability is consistent, as it is typically observed that the outage probability increases and the handover probability decreases with the hysteresis margin.
A. Probability of Handover Optimization
In this subsection we propose the optimization of the handover probability under outage constraints. Specifically, here we investigate the following dynamic optimization problem:
s.t. P Ob(l) (l) ≤ P out , l = n, . . . , n + m b(l + 1) = 1 E (n+1) M , l = n, . . . , n + m (28b) In such a problem, the decision variables are the hysteresis thresholds h(l) for l = n, . . . , n + m, which we collect in the vector h(n) = [h(n) . . . h(n + m)] T . The probability of outage is given by Proposition III.6, and the probability of Handover is given by Proposition III.7. We remark that at time l, (28b) depends on the computation of the hysteresis at that time by Eq. (1). They will give out values that will influence, in an implicit manner, the computation of the hysteresis at time l+1.
At each time instant n, the mobile station tries to minimize the probability of handover over a time window that spans from the current time instant up to a future instant that is m sampling times ahead of n. The handover probability is minimized while taking into account outage events, which motivates the outage probability constraint for ensuring an adequate quality of the communication. In other words, we impose that at each time instant l, l = n, . . . , n + m, the outage probability must be below a maximum value P out . The last constraint of the problem returns the BS b(l + 1) at which the MT is connected to at time l + 1 when a hysteresis threshold h(l) is decided at time l. Such a mobile station will then determine computation of the handover probability P Hb(l+1) (l + 1) at time l + 1.
Such an optimization involves a prediction of future evolutions of the wireless channel. The memory of the channel is finite owing to the coherence time [22] . That is why a prediction can be efficiently done over a finite time interval m. The dynamic optimization that we are proposing is motivated by observing that choosing a hysteresis threshold h(n) at time n determines the handover decisions and outage events of the future times. Therefore, an optimization of the handover looking just at a present time may have negative consequences in the future, and needs to be done dynamically.
In case that m = 1, it is easy to show that it is a Fast-Lipschitz optimization problem [23] and thus very easy to solve. When m ̸ = 1, the problem becomes more complex. The difficulty arises by the non-convexity of the cost function and by that the selection of the optimal h(l) affects the selection of h(l + 1), h(l + 2), and so on, due to the switching mechanism between BSs. We propose later in Subsection IV-D an algorithm to solve that problem.
B. Probability of Outage Optimization
Here we pose the optimization problem 
s.t. P H (l) ≤ P han l = n, . . . , m (29b) b(l + 1) = 1 E (n+1) M l = n, . . . , m (29c) where the objective is the minimization of the outage probability subject to that the handover probability is limited by a maximum threshold P han . The decision variables are the hysteresis thresholds h(l) for l = n, . . . , n + m, which are collected in the vector h(n) = [h(n) . . . h(n + m)] T as for the previous optimization problem. The optimization takes into account the future evolution of the outage probability, because a handover decision taken at the current time n will affect future events of the outages due to the switching of the BS.
The solution of this optimization problem faces the same challenges as the problem (28) does. Next, we propose a problem formulation that combines the previous two problems.
C. Handover and Outage Pareto Optimization
A more complex approach consists in solving an optimization problem where the objective function is defined in terms of both outage and handover probabilities:
where P H (l) is the handover probability at time l, P O (l) is the outage probability at time l, z is a weighting coefficient to tradeoff the performance in terms of outages or handovers, and m is the time horizon. The objective function is therefore a weighted sum of handover and outage probability. In the notation adopted for the cost function, we have evidenced the dependence on the hysteresis h(n) and the base station b(n) at which the mobile station is connected to. Thus, we can formulate the following optimization problem min
. . , m (31b) When this problem is compared to the previous two problems, it is obvious that it is even more difficult to solve due to the complexity of the cost function. In the next subsection, we propose a solution algorithm for (28), (29) and (31).
D. Solution Method
Given the dynamic programming nature of the optimization with a binary variable (the base station) and a real variable (the hysteresis margin), we propose the use of an adaptive algorithm illustrated by the diagrams of Figs. 1 and 2 . Specifically, every stage of the diagram is associated to a time span from n untill n + m. At time n, the diagram has one state corresponding to the current base station b(n). For the time instants n+1, n+2, . . . n + m, there are a number of possible states corresponding to one of the base stations the MT can be connected to. The transition from the base station at time n to one of the next base stations at time n+1 has an associated probability of handover or a probability of outage. From state n to state n+m there are 2 m possible paths. In Figs. 1 and 2 , we report two examples of diagram for the case of two base stations and m = 4. The optimization algorithm works as follows:
1) at every time step, the strongest candidate base station is selected and the handover is considered between the current BS 0 and the strongest candidate BS M ; 2) for any of the possible 2 m paths starting from b(n − 1) and ending to one of the possible values of b(n + m), the objective function is computed as a function of the hysteresis. Depending on problem (28), (29) and (31), the objective function will be given by (28a), (29a), and (31a), respectively. 3) for any of the possible 2 m paths, the hysteresis values that minimize the cost function corresponding to that path are computed; 4) once the hysteresis values are known, the objective function associated to every path is computed numerically, and thus the actual cost for any path is achieved; 5) the path with the minimum objective function value gives the value of b(n + 1) and thus the next base station; 6) the diagram goes to the next state, when a new value of the fading parameters is produced. It is updated by removing the last stage, and adding a new one. In what follows, we illustrate the application of this algorithm and provide numerical results.
V. NUMERICAL RESULTS In this section we present the evaluation study of the adaptive handover approach in both a two-cells and in a multi-cell wireless environment. We assume that the MT is moving along a straight line towards the cell boundary. Since we mainly refer to vehicular communications over roads, the cells are assumed to have a nominal radius of 1 Km. Recall that there is need of handover in a region which is close to the cell boundaries. Thus, we take into account a path of total distance of 500 m starting at 750 m far from BS 0 . The coherence interval of the wireless (shadowed) channel is assumed to bed = 20 m, which implies that predicted values of the wireless channel coefficients are actually effective only up to 20 meters far from the starting point. This means that, if the current BS and the hysteresis value are known at time n − 1, the future values of these parameters can be predicted up to the time instant n + 3. Assuming a standard sampling distance d c = v · T c = 6.24m, where v = 13m/s and T c = 0.48s are the speed of the MT and the sampling interval, respectively, we see that the number of the prediction stages (stages of the diagram) isd/d c = 4.
A. Optimal Hysteresis and Probabilities of Handover/Outage
In this section we consider the simplest case where a MT is moving between two cells (from BS 0 , Base Station 0, towards BS M , Base Station M). Our main target is to solve (28), (29) and (31) through dynamic programming by the diagram as described in Subsection IV-D. Fig. 3 plots the optimal h(n) values that we get from optimization problem (28). The computation of the probabilities of handover and outage based on the multivariate Gaussian distribution give the true results and coincide with Monte Carlo simulations. However, they may be computationally expensive because of the multivariate Gaussian distribution. Therefore, we compare the optimal h(n) values that we get by analytically computing the handover probability with those values that we obtain by applying the approximations in Section IV. The optimal h(n) values that result when the approximations are applied is very close to the optimal h(n) values resulted when the exact analytic computation of the probabilities is adopted. We conclude that Approximation 1 works well in practice. Therefore, from now on, we use it, unless otherwise stated.
We also compare the probability of handover when constant hysteresis margins are used, as suggested in [3] , with the probability that is computed when the optimal h(n) values are applied. In addition, we calculate the probability of handover when the adaptive hysteresis-threshold method proposed in [18] is applied. However, the comparison with these existing solutions is somewhat unfair, because the authors in [3] do not perform an optimization of the handover hysteresis h, although they provide heuristic insights on how to adapt the margin at run time, and [4] , [18] are not interested at making an optimization of the hysteresis. In [18] , once the BS switching rule is established, an adaptive rule to choose h is also provided (Equation (21) in [18] ), but recall that the goal was not to optimize h itself. The method in [18] estimates the shadow fading standard deviation σ and takes into account a tradeoff parameter c that is the relative cost of a handoff versus the cost of a link degradation event (Pareto tradeoff). In our simulations we used the standard values of the system evaluation in [18] , σ = 5 dB and c = 0.01. Fig. 4 shows that higher hysteresis margins result in lower handover probabilities, as obtained by Approximation 1. The handover probability is minimized when our optimal h(n) values are applied (h opt ). The performance of the adaptive calculation of the hysteresis-threshold [18] (h adapt ) is worse than h opt but it is better than the probability of handover with constant hysteresis values. Fig. 5 plots the optimal h(n) values that we get for (29). Figure 6 . Optimal values of the probability of outage resulted from the solution of optimization problem (29) (constant h(n) values vs optimal, hopt vs [18] , h adapt ). Approximation 1 was used.
We observe that the hysteresis margin decreases while the MT moves towards the cell boundaries, both when analytical computation of the outage probability is applied and when the approximations are used. h(n) increases when the MT is close to the base stations. A general outcome here is that the behavior of h(n) in (28) is in contrast to the behavior of the optimal hysteresis margin resulted from (29): as long as we are interested on minimizing outages, handovers are not prevented when the MT is much closer to a BS. Moreover, we observe that the optimal hysteresis margin is not much affected by the choice of the approximations. This can be explained by that the approximations follow the true value of the cost function and preserve the location of the minima, even though the cost functions computed by the handover and outage approximations could be not close to the cost functions computed by the true handover and outage probabilities. Fig. 6 shows that as the hysteresis margin increases, the outage probability gets larger and the maximum shift to the right (handover delay when fixed hysteresis is used). Therefore, it is obvious that a trade-off exists in the minimization of the handover probability and the probability of outage, that must be controlled by the correct adaptation of the system parameters to achieve balanced network operation. Our h opt performs better than the adaptive hystereses margin h adapt of [18] . Fig. 7 plots the optimal h(n) values resulted from (31) while varying the values of z. In addition, in Fig. 8 we observe the computation of the optimal handover and the outage probabilities, parametrized with respect to the weight coefficient z. Large values of average handover probability result when z is close to 0 (in that case the probability of outage is low). On the contrary, we get large average outage probability values when z is close to 1 (in that case the probability of handover is low). A "knee" is present in the region where z = 0.6. To efficiently manage the trade-off, we must operate close to that "knee" (by adapting z and h(n)).
B. Performance in a Multi-cell System
In this section we evaluate the proposed adaptive handover algorithm in a multi-cell environment consisting of 8 hexagonal cells, placed uniformly at random and assuring that they overlap. The cells are assumed to have a nominal radius of 1 Km. The MT begins its trip close to BS 0 and moves in a straight line (direction is randomly chosen). This means that the associated BS can change continuously in the simulation. The coherence interval of the wireless (shadowed) channel is assumed to bed = 20 m, which implies that predicted values of the wireless channel coefficients are actually effective only up to 20 meters far from the starting point. This means that, if the current BS and the hysteresis value are known at time n−1, the future values of these parameters can be predicted up to the time instant n + 3, where m = 3. In fact, assuming a standard sampling distance d c = v · T c , where v varies from 5 to 40 m/s and T c = 0.48s. In addition to constant velocity scenarios (5, 20 , 40 m/s) we consider a fourth scenario where the velocity varies continuously during the simulation time between 5 m/s to 40 m/s (velocity increases or decreases at random, based on a random "acceleration" or "deceleration" variable introduced in the simulator). We compare the results to those obtained by the method in [3] , which considers the same system set-up as in our study. Moreover, we compare our approach to [18] .
To get an intuition of the multi-cell operation, we compute the average number of handovers and outages under different MT velocities (v) and hysteresis margins (h), defined asŌ =
The simulations results are summarized in Tab. I. We apply the optimal hysteresis margins resulting from optimization problems (28), (29) and (31) and compare the results of the optimizations to the constant hysteresis margin proposed in [3] . From the table, we can conclude that our method substantially outperforms the methods proposed in [3] and [18] (h adapt ).
C. Computational complexity of the solution method
The complexity of our solution method is given by the complexity to 1) compute the probabilities of handover and outage, and 2) to search for the value of h that at every time instant minimizes the cost functions. While the complexity of 2) is negligible since it can be done by a simple bisection [18] . algorithm, 1) can be decomposed in the complexity for 1.a) the exact computation by the integration of a multivariate Gaussian distribution, 1.b) Approximation 1, 1.c) Approximation 2, and 1.d) Approximation 3.
The alternative 1.a) demands the integration of a multivariate Gaussian distribution with size growing with n. We used the function mvncdf(.), which is based on the method of Genz and Brenz whose complexity is measured by the simulation time [24] . Accordingly, we measured the execution time over an Intel Core i3-3110M Processor (2.4GHz, 3M cache), as reported in Figure 9 . While the execution time is bounded for multivariate sizes less than 4, the increase is exponential and becomes quickly unfeasible for multivariate of size larger than 15 (the 15-th step of handover), because it requires more than half second, whereas the decision of handover has to be taken with a shorter periodicity. 1.b) is about Approximation 1, where a multivariate Gaussian distribution has size 4 and thus is very light. 1.c) concerns the complexity of Approximation 2 with a mono dimensional Gaussian distribution, and thus is very light. 1.d) concerns the complexity of Approximation 3, which is a mixture of Approximation 1 (multivariate Gaussian distribution with 4 variables) and Approximation 2 (which has complexity O((n − 3 − q) 3 ), with n ≥ q + 3 due to the determinant computation) and thus the overall complexity is light. Therefore, we conclude that the complexity order of the probabilities of handover and outage is as follows, starting from the lightest: Approximation 1, 3, 2, multivariate Gaussian distribution. Recall that Approximation 1 gives small suboptimal results, as shown in Figures 5 and 8 .
VI. CONCLUSION
The outage and handover probabilities of a general handover process were characterized together with approximations and upper and lower bounds. Three optimization strategies were proposed to take the handover decision. A solution algorithm of reduced computational complexity was developed to solve these problems. Monte Carlo simulations illustrated the proposed analysis. It was shown that the analysis is accurate and that the proposed handover optimization outperforms existing methods in the literature.
