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ABSTRACT
We perform fluctuation analyses on the data from the Spitzer GOODS survey (epoch
one) in the Hubble Deep Field North (HDF-N). We fit a parameterised power-law
number count model of the form dN
dS
= NoS
−δ to data from each of the four Spitzer
IRAC bands, using Markov Chain Monte Carlo (MCMC) sampling to explore the
posterior probability distribution in each case. We obtain best-fit reduced chi-squared
values of (3.43 0.86 1.14 1.13) in the four IRAC bands. From this analysis we determine
the likely differential faint source counts down to 10−8Jy, over two orders of magnitude
in flux fainter than has been previously determined.
From these constrained number count models, we estimate a lower bound on the
contribution to the Infra-Red (IR) background light arising from faint galaxies. We
estimate the total integrated background IR light in the Spitzer GOODS HDF-N field
due to faint sources. By adding the estimates of integrated light given by Fazio et al.
(2004), we calculate the total integrated background light in the four IRAC bands.
We compare our 3.6 micron results with previous background estimates in similar
bands and conclude that, subject to our assumptions about the noise characteristics,
our analyses are able to account for the vast majority of the 3.6 micron background.
Our analyses are sensitive to a number of potential systematic effects; we discuss our
assumptions with regards to noise characteristics, flux calibration and flat-fielding
artifacts.
We compare our results with the galaxy number counts measured directly by
Fazio et al. (2004). There is evidence of a systematic difference between our results
and these number counts, with our fluctuation analysis preferring higher faint number
counts. This could be explained by a relative difference in flux calibration of 50%.
Such a difference would leave our detection of excess faint number counts intact, but
substantially reduce our estimates of the IR background.
Key words: Cosmology: diffuse radiation Galaxies: high-redshift Galaxies: statistical
Infrared: galaxies Methods: statistical
1 INTRODUCTION
A revolution is occurring in IR astronomy. With most wave-
bands unobservable from the ground, observations of the
IR sky are heavily reliant on space telescopes. The launch
in August 2003 of the Spitzer space telescope marked the
start of a period that will see as many as five IR satellite
telescopes launched by 2010. With ASTRO-F (launching in
early 2006) (see e.g. Pearson et al. 2004), Herschel (due to
launch in 2007) (Pilbratt 2004), as well as the planned WISE
(Craig et al. 2004) and SPICA (Nakagawa 2004) missions,
⋆ E-mail: r.s.savage@sussex.ac.uk
we are entering an epoch of unparalleled access to the IR
sky.
IR data are critically important to our understanding
of galaxy formation. The tight mass:light ratio of the stel-
lar populations, coupled with relatively minimal dust ob-
scuration at these wavelengths, make near-IR observations
a powerful tool for probing the mass of stars in a galaxy.
The galaxy number counts at these wavelengths are
therefore a powerful probe of the relationship between stel-
lar mass and galaxy evolution. By measuring these number
counts, we can constrain models of how galaxies evolve and
thus improve our understanding of the underlying physics.
The Cosmic Infra-Red Background (CIRB) is formed
at least in part by the light from faint, source-confused
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galaxies. Measurements of the faint galaxy number count
distributions therefore provide us with information about
the CIRB, and vice versa. In recent years, a number of di-
rect measurements have been made of the CIRB (see e.g.
Dwek & Arendt 1998; Gorjian et al. 2000; Wright & Reese
2000; Matsumoto et al. 2005). Comparison between such es-
timates and those arising from determination of galaxy num-
ber counts can substantially enhance our understanding of
the nature of the CIRB.
One potential limitation to any astronomical obser-
vation is that of source confusion (see e.g. Scheuer 1957,
1974; Condon 1974). For any finite-resolution observations,
sources sufficiently close to one another on the sky will seem
to overlap, or confuse one another. This confusion limits the
accuracy to which the flux and position of individual sources
can be measured, hence being a source of noise for the ob-
servation.
This limitation can be therefore particularly acute for
IR observations. The longer wavelength (relative to op-
tical), combined with the necessity for space-based in-
strumentation (with the implied smaller telescope aper-
ture) tend to lead to relatively poor resolution, relative to
that of ground-based optical observations. For deep Spitzer
observations in particular, confusion noise becomes the
dominant noise contribution. The Spitzer GOODS survey
(Dickinson & GOODS 2004) in particular is significantly
confusion-limited. If we are to extract maximum informa-
tion from these observations, we must resort therefore to
statistical methods.
The extraction of information from source confusion is
not a new problem in astronomy. As early as the 1950s,
radio astronomers were aware that finite resolution would
lead to confusion noise in their observations. It was realised,
however, that information about the confusing sources was
contained in the Probability Density Function (PDF) of this
confusion noise. So-called fluctuation analyses, fitting model
source distribution PDFs to that of the data, have been
used in a number of different branches of astronomy over
the years (see e.g. Wall et al. 1982; Franceschini et al. 1993;
Barcons et al. 1994; Oliver 1997). allowing statistical infor-
mation about the confusing population of galaxies to be ex-
tracted when the individual galaxies cannot be resolved.
These fits have typically relied on chi-squared statis-
tics to fit model PDFs to the data, with a Gaussian form
assumed for the likelihood function in order to estimate er-
rors. Modern statistics however, can do more. Markov Chain
Monte Carlo (MCMC) sampling (see e.g. Gilks et al. 1995)
gives us a powerful tool for mapping the posterior distribu-
tion. By fully mapping the posterior, we can estimate both
the maximum likelihood point and the uncertainties on our
measurement, without needing to make any assumptions as
the Gaussianity of the error distribution of the parameters
under consideration.
In this paper, we present a fluctuation analysis of
the Spitzer GOODS survey, in order to constrain the sub-
confusion Spitzer galaxy number counts at 3.6, 4.5, 5.8 and
8 microns. In addition to a maximum likelihood fit, we use
MCMC sampling to determine the uncertainties on our pa-
rameter estimates.
The contents of this paper are therefore as follows.
In section 2, we detail the Spitzer GOODS survey.
In section 3, we discuss fluctuation analysis, both in gen-
eral terms and in detail specific to the analysis presented in
this paper.
In section 4, we present the results of our analyses.
Finally, our conclusions are presented in section 5.
2 THE SPITZER GOODS DATA
The Great Observatories Origins Deep Survey (GOODS)
is a series of observing programs that are creating a public
multi-wavelength data set for studying galaxy formation and
evolution. It comprises observations from the Spitzer, Hub-
ble, Chandra and XMM-Newton space observatories, with
extensive follow-up from ground-based facilities.
The Spitzer GOODS observing programme
(Dickinson & GOODS 2004) comprises deep observa-
tions in the vicinity of the Hubble Deep Field North
(HDF-N) and the Chandra Deep Field South (CDF-S). The
observations cover a total of approximately 300 arcmin2,
using all four IRAC bands (Fazio 2004) (3.6, 4.5, 5.8, 8
microns), with 24 micron MIPS observations also planned.
In this paper, we analyse the Spitzer GOODS super-
deep epoch one data release for the HDF-N. For each of the
four IRAC bands, we analyse the full image data from this
field. This gives us (9.2× 105, 9.5× 105, 9.2× 105, 9.5× 105)
’good’ (i.e. unflagged) pixels in the bands. As our measure-
ment is a statistical inference, we adopt a conservative flag-
ging regime, retaining only pixels containing 50% or more of
the model exposure time. This ensures we use the best sig-
nal:noise data, as well as those pixels with the best-defined
noise estimates.
The data release includes rms estimates of the shot noise
component due to the sky background and instrument noise.
We use these as our overall instrumental noise estimate, as-
suming that the noise for each pixel is Gaussian and uncorre-
lated with that of its neighbours (true by construction here,
due to use of a point-kernel drizzle algorithm in construction
of the maps). We test the impact of any inaccuracy in these
assumptions by varying the noise estimates by 20%; there
is negligible impact on the final results, so we conclude that
this noise treatment is sufficient.
One other issue is that of the effect of flat-fielding. It
is known (Surace, private communication) that this process
introduces a low level of residual fluctuation into IRAC im-
ages such as the ones analysed in this paper. These fluctua-
tions are correlated on short angular scales (of order that of
the PSF), but should be uncorrelated with the sky; as our
analysis considers only the one-point statistics of the data,
this effect merely represents an additional source of noise
in the data (albeit one for which we have not explicitly ac-
counted). However, provided the resultant noise is Gaussian
in nature, our above noise tests show that our analysis is
robust to their effects. We note that this effect is known to
be most significant in the shorter wavelength IRAC bands.
The data release images have already had a background
subtraction run on them. In addition, we also perform what
amounts to a basic background subtraction by subtracting
the overall median from both the data and model pixels, in
order to properly match them.
We also identify and mask out bright sources in the
images. We do this by simply identifying pixels above a flux
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3threshold, then masking out a surrounding region sufficient
to remove the entire source. Due to the large number of
available pixels, we conservatively overestimate the number
of pixels that need to be masked, in order to avoid bias in
our results.
The HDF-N field is an excellent data set for fluctuation
analyses in that the statistical errors are likely to be the
sub-dominant part of the uncertainty in the final results.
Systematic effects such as absolute calibration uncertainty
and model mis-matching will be more significant. It is there-
fore unnecessary to also analyse the southern field.
3 METHODS
Our aim is to extract statistical information about the na-
ture of the faint galaxy population contributing to the con-
fusion noise in the Spitzer GOODS survey. To achieve this,
we will use a fluctuation analysis.
Fluctuation analyses uses the PDF of the data image
pixels to constrain a parameterised model of the faint source
number counts. The model is fitted to the data by compar-
ing the PDF of the data image pixels with the corresponding
PDF predicted for the chosen model. Various model-fitting
techniques (in this case Markov-Chain Monte Carlo sam-
pling) can then be used to determine the most likely set of
parameter values for the model, given the data, as well as
to determine the uncertainties on these estimates.
3.1 PDF estimation
In order to carry out a fluctuation analysis, we need a
method of estimating the PDF of our data. The most
straightforward way of doing this is to take a histogram of
the image pixels, and this has several advantages.
Histograms are straightforward to implement and also
to determine a reasonably ’optimal’ bin width (see e.g. Scott
1992). It is also easy to construct a histogram such that the
bins are essentially uncorrelated from one another, giving
the individual bins Poissonian errors. Furthermore, for large
numbers of pixels-per-bin, the errors tend towards Gaussian-
ity, a feature that simplifies the calculation of likelihoods.
We note that there are a number of other possible
choices of PDF estimators. In particular, fixed and adap-
tive kernel methods (see e.g. Vio et al. 1994) have become
increasingly widely used in recent years. The superior perfor-
mance of these methods comes at the price (in this context)
of a more complicated error structure and greater computa-
tional requirements. We will therefore not consider them in
this work.
3.2 Generation of model PDFs
Having estimated the PDF of our data, we need equiva-
lent model PDFs to fit to it. In previous work, these have
typically been generated from analytic solutions (see e.g.
Condon 1974). In this paper, however, we will adopt a
slightly different approach, designed to more explicitly re-
flect the effects for which we must account.
Our method of determining model PDFs is essentially a
Monte Carlo method, simulating a number of skies in order
to find the required PDF. However, in order to speed up
the calculation, we implement numerically-solved analytic
solutions in order to determine the distribution of fluxes
arising from any pixel on the sky (before the effect of the
instrument point spread function), as well as the effect of
instrumental noise.
Due to the nature of fluctuation analysis, we pay par-
ticular attention to dealing with the instrumental noise. The
data used in this paper include pixel-by-pixel estimates of
the noise variance. To properly account for variations in
noise across the map, we generate the overall noise PDF by
summing the Gaussian noise PDFs (characterised by said
variances) for each pixel (and re-normalising). The noiseless
model PDF is then convolved by this noise PDF and the re-
sulting model PDF re-binned to match the histogram bins
of the data PDF.
To test the robustness of our analyses to noise estima-
tion, we ran test analyses in which we increased or decreased
the noise variances by 20%. In all cases, the results were es-
sentially unchanged, an outcome that is reasonable given
that source confusion is the dominant effect in these obser-
vations.
We note that this method is all carried out on pixels
of twice the resolution of the data we will be analysing.
This matches the highest resolution publicly available point
spread function for the IRAC instrument, allowing us to use
all available information about the point spread function.
The model resolution is halved by simple bin averaging after
the point spread function convolution, but before convolu-
tion with the noise PDF.
3.3 Model-fitting, mapping the posterior
probability distribution
For any analysis such as this, we are aiming to determine
the most likely set of model parameters, given our data (and
choice of model). From fundamental probability theory, we
have Bayes theorem:
P (θ|D,H) =
P (D|θ,H)P (θ,H)
P (D|H)
, (1)
Where P (θ|D,H) is the posterior probability of the
model parameters (θ), given the data (D) and a hypothesis
(H). P (D|θ,H) is the likelihood of the data given a set of
model parameters, P (θ,H) represents any prior knowledge
we may have and P (D|H) is the Bayesian Evidence.
So, the posterior is the thing we want. Assuming un-
correlated, Gaussian errors on the PDF histogram bins, the
(unnormalised) likelihood is given by the following equation.
L = exp(−
Q2
2
) (2)
where Q2 is given by
Q
2 =
Nbins∑
i=1
(
di −mi
σi
)2
(3)
and di is the number of data in the i
th histogram bin,
mi is the corresponding model value and σi is the standard
deviation associated with that histogram bin.
For this analysis, we choose uninformative flat priors,
so that we are making minimal assumptions.
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Figure 1. Plots of the fitted model number counts. In each case, the black line denotes the best-fit model, the grey
regions are generated by plotting a sample of the MCMC models with the highest 68% and 95% posterior probability
values, respectively. Note that all models are Euclidean normalised by multiplying by flux2.5. The plotted points
are actual number counts, measured by Fazio et al. (2004). Also plotted are model number count predictions due
to Pearson (2005) (dot-dash line) and Franceschini et al. (2005) (dotted line).
For the analyses presented in this paper, we will ignore
the normalising Bayesian evidence term. However, we note
that future work in this will undoubtedly benefit from using
the evidence to compare the relative likelihood of different
number count models being good descriptions of the data.
The information extracted by such an analysis is to be
found in the posterior probability function. This function
tells us, given our data (and any prior knowledge), the likely
range of values of the model parameters. We wish therefore
to map this function, in order to produce the results of our
analysis.
The analysis methods we have described in the previous
subsections allow us to determine the (unnormalised) pos-
terior value for a given point in parameter space. By using
some suitably efficient method of function mapping, we can
hence obtain our results.
We will use Markov Chain Monte Carlo (MCMC) sam-
pling (see e.g. Gilks et al. 1995) to do this. MCMC sampling
is an efficient way of drawing a set of samples from the poste-
rior probability distribution. It has a number of advantages
over many more basic methods. Firstly, it returns not only
the most likely solution, but also estimates of the uncer-
tainties on all estimated parameters. Secondly, it estimates
these uncertainties without needing to make any assump-
tions as to the functional form of the likelihood (such as are
required by methods such as Fisher matrix analysis). The
principal downside is that such an analysis can be compu-
tationally very expensive; typically 5× 104 to 105 likelihood
calculations are needed, several orders of magnitude more
than most function maximisers.
In each of the four analyses we carry out, we use at least
five MCMC chains, each 10,200 samples in length. We re-
move the first 2,000 samples from each case as they represent
a ’burn-in’ phase, where the chains are moving towards the
region of highest likelihood. This leaves us with over 40,000
samples for each analysis.
Ideally, we would want more samples than this (a typical
rule-of-thumb for this type of analysis is 105 or more sam-
ples), however we were limited in this work by the amount
of time taken to compute the likelihood values; the analysis
for each band took 3-4 weeks on a 3 GHz, dual-processor
Linux box.
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53.4 Choice of models
In this paper, we will fit the usual class of power law mod-
els for the differential source number counts, defined by the
following equation.
dN
dS
=
{
NoS
−δ (S > Scut)
0 (S < Scut)
(4)
The fitted parameters are δ, Scut and A, where A is
given by the following equation.
A =
∫
Smax
0
dN
dS
dS (5)
Smax is chosen to exclude small numbers of bright
sources at a level where the model will no longer be a fit
to the observed number counts. We note that in each anal-
ysis we have removed regions of the data containing flux
peaks bright enough to be due to sources brighter than the
corresponding value of Smax.
The sources are assumed to be Poisson-distributed on
the sky (i.e. we assume they are not clustered). We note
that this model is strictly phenomenological. This approach,
while not physically motivated, does produce constraints on
the likely number count distribution of faint sources in the
fields being analysed.
4 ANALYSIS AND RESULTS
Figure 1 shows the results of our analyses. In each case, the
solid black line denotes the best-fit model (whose parame-
ters are given in Table 1). The shaded regions give the loci of
68% and 95% confidence regions, defined by taking the cor-
responding percentage of MCMC samples with the highest
posterior probability values.
On each plot, the number counts determined for the
four IRAC bands by Fazio et al. (2004) are plotted. The
values plotted are those estimated for galaxy counts, with
error bars denoting Poisson uncertainty. All values have been
corrected for incompleteness using the estimates given in
said paper. The plots also show the galaxy number count
models of Pearson (2005) (dot-dash line).
In Figure 2, we re-plot the 3.6 micron number counts
with a flux scaling of 0.75, in order to show the effect of a
25% (decrease) error in flux calibration.
Figure 3 shows the data PDFs estimated for each of the
four IRAC bands (solid lines). Over-plotted (dashed lines)
are the best-fit model PDFs determined from our analyses.
One of the great advantages of MCMC sampling is
that it enables us to recover much information about the
posterior probability distribution. Figure 4 shows the 1D,
marginalised likelihoods for each of the three fitted param-
eters, for each of the four IRAC bands. For any set of sam-
ples drawn from the posterior distribution, marginalisation
is straightforwardly achieved by taking a histogram of the
samples over the parameter of interest.
The constrained faint number count models can be in-
tegrated to find estimates of their contribution to the the
infra-red background light. Combining this with estimates of
the contribution from bright sources taken from Fazio et al.
(2004), we can thus obtain overall estimates of the integrated
background light in the four IRAC bands. We note that for
Figure 2. Plot of the fitted 3.6 micron model number counts,
with model flux values scaled by ×0.5, to simulate the effect of an
error in flux calibration. (Note that this also affects the Euclidean
normalisation). This shows that the difference between our results
and the Fazio et al. (2004) number counts could be explained by
a 50% relative difference in the flux calibration of the two sets of
observations.
the purposes of these analyses, we cut off our number count
models at the flux of the faintest Fazio et al point.
Figure 5 shows the proportion of the total background
light resolved, as a function of flux. The result for the best-
fit model is shown (black line); also plotted are a subset of
the 68% (dark grey) and 95% (light grey) confidence region
models, to indicate the statistical uncertainty in the results.
Figure 4 shows the marginalised 1D posterior probabil-
ity distributions for the total integrated background light
due to our constrained models (i.e. not including the contri-
bution from brighter galaxies). These results are tabulated
in table 2 and combined with the contribution from bright
sources in order to provide estimates of the total background
light due to galaxies in the four IRAC bands.
5 DISCUSSION AND CONCLUSIONS
Our analyses of the Spitzer GOODS HDF-N epoch one data
have produced constraints on the faint source counts in
the four IRAC bands (3.6, 4.5, 5.8, 8 microns). Fazio et al.
(2004) estimate the contribution of stars to the counts at
such faint fluxes to be be negligible. We therefore can regard
the results in Figure 1 as approximating the faint galaxy
counts in these bands. The analyses presented in this paper
provide meaningful constraints on these differential number
counts down to 10−8Jy, over two orders of magnitude fainter
in flux than the faintest published number counts.
The plotted number count points in Figure 1 are the
result of source extraction from other Spitzer observations,
making them measurements that are independent of the
data used in this paper. The most noteworthy discrepancy
is that the fluctuation analyses seem to produce number
counts that are systematically higher than those measured
by Fazio et al. (2004). There are a number of possible ex-
planations for this effect.
The first is suggested by Figure 2. A relative difference
between the flux calibration of the data used in this paper
c© 2005 RAS, MNRAS 000, 1–10
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Table 1. The results of fitting a one-power-law number count model to the data. For each band, the best-fit log-
likelihood, number of histogram bins, best-fit mean source density, power law index, flux cut-off are given, along
with the 95% confidence limits (determined from the 1D marginalised likelihood functions(see figure 4). Reduced
chi-squared values are also given.
Band Log(likelihood) bins source density (109 per sq. deg.) index cut-off (10−12 Jy) reduced chi-squared
3.6 microns -162.7 98 1.62+0.62
−0.62
1.70+0.01
−0.05
15.0+8.5
−8.5
3.43
4.5 microns -41.0 99 2.14+2.82
−1.24
1.67+0.02
−0.04
4.01+4.75
−2.70
0.86
5.8 microns -54.1 98 1.44+1.82
−0.85
1.53+0.05
−0.03
0.24+1.37
−0.22
1.14
8.0 microns -54.3 99 0.09+1.17
−0.03
1.33+0.14
−0.02
0.54+0.75
−0.53
1.13
Table 2. The integrated background light due to galaxy emission, for each of the four IRAC bands. These values are
estimated in two parts. Faint is found analytically by integrating the best-fit model from our fluctuation analysis.
Bright is the integrated light due to sources above the upper limit of our models and are taken from Fazio et al.
(2004). The total is the sum of the previous two values. All errors shown are 95% confidence limits. Faint errors are
determined from the 1D marginalised likelihood functions (see figure 6). Bright errors are not given in Fazio et al.
(2004), so the total error is found by scaling those for Faint.
Band faint (10−9wm−2sr−1) bright (10−9wm−2sr−1) total background (10−9wm−2sr−1)
3.6 microns 5.23+0.31
−0.96
5.4 10.6+0.63
−1.95
4.5 microns 2.85+0.43
−0.48
3.5 6.4+0.97
−1.08
5.8 microns 1.79+0.56
−1.18
3.6 5.4+1.69
−3.56
8.0 microns 1.23+0.77
−0.74
2.6 3.8+2.38
−2.29
and that of Fazio et al. (2004) could make the results con-
sistent with one another.
Another possibility is that the number count model
we have fitted is an over-simplification. Being strictly phe-
nomenological, it would not be hugely surprising to find at
least some deviations of this nature. Some non-power-law
behaviour in the real faint number counts (for example, a
plateau) could cause such an effect. Clustering of the real
sources could also have an impact, as it is known that source
clustering changes the expected fluctuation signal.
There is also the possibility of fluctuations from non-
point-like sources, such as diffuse galactic emission. Fluctu-
ation analysis is likely to be sensitive to such effects in the
data, should they be present in substantial amounts.
Balanced against this is the goodness-of-fit of the mod-
els (see the reduced chi-squared values in Table 1). These
show that in all cases except the 3.6 micron band, the fitted
models are good representations of the data. Any statisti-
cally significant deviation of the real number counts from
a power law would show up as an increase in the reduced
chi-squared values.
The 3.6 micron data is fitted substantially more poorly
by the model, so it is possible that we have detected non-
power-law behaviour in this case. Indeed, we would expect
the 3.6 micron data to be most sensitive to such deviations,
as it has the lowest relative level of instrumental noise (see
Figure 3) However, the fact that this over-estimate (relative
to the Fazio counts) occurs in all four bands suggests that
there is also something else occurring.
Other systematic effects in the Spitzer GOODS data
may also play a part. Any non-Gaussianity in the noise could
be significant, although the outlier rejection used to reduce
the GOODS data guards against this. Issues such as the
residuals present from flat-fielding may also have an impact,
although if they add Gaussian noise, we have shown our
analysis to be robust to this. We have also assumed a con-
stant point spread function across the whole image, which
may not be the case. Effects of this nature may contribute
to an explanation of the observed discrepancy.
Similarly, there may be systematic effects present in the
Fazio number counts. Faint source counts are, by their na-
ture, very difficult to measure to high precision, especially
when the issue of incompleteness is a factor (as it is here).
Although the data used in this paper has been
background-subtracted, the possibility of some residual con-
tamination from diffuse backgrounds such as galactic cirrus
remains. The exact effect of this is unclear and it may be
negligible. However, it may have some impact on our results.
Overall, it is clear that we expect some level of system-
atic uncertainty in addition to the more easily quantified
random uncertainty. The level of consistency between the
results from fluctuation analyses and direct source count-
ing give us a crude measure of the level of these systematic
uncertainties.
Figure 4 shows the 1D marginalised likelihoods for the
fitted parameters. Each of these histograms is formed from
at least 40,000 MCMC samples. This number is a little low
for MCMC sampling analyses and this is reflected in some of
the plots, where a degree of multiple peak structure can be
seen. These features are more likely to represent imperfect
convergence of the MCMC chains than any real feature, the
result of the computational constraints on these analyses.
Despite this, the broad results such as best-fit and confidence
regions are still valid.
Figure 1 shows our results in comparison to the
galaxy number count models of Pearson (2005) and
Franceschini et al. (2005). Of particular note is the large
excess of faint number counts in our results over those pre-
dicted the models. This result remains if the inconsistency
between our results and the Fazio number counts is ex-
c© 2005 RAS, MNRAS 000, 1–10
7Figure 3. The pixel flux PDFs for the data (solid line) and the best-fit model (dashed line; partially obscured by
solid line). The data PDF is estimated using a histogram of the image pixels from a given band. The model PDF is
calculated using the method described in section 3. The overall noise PDFs are also plotted (dotted line). For ease
of comparison, the noise PDFS are appropriately scaled and offset so that their peaks are coincident with the data
PDFs.
plained by a difference in flux calibration. If this is the case,
this result indicates the presence of a significant amount of
faint fluctuations in the IR background.
Constraint of the faint number counts allows us to es-
timate the contribution of faint galaxies to the integrated
background light. One of the great advantages of MCMC
analysis is that we can do this for each MCMC sample, thus
correctly propagating the statistical uncertainty of our anal-
yses to new quantities such as this. The plots in Figure 5
show that the Fazio counts reach a depth sufficient to resolve
of order half of more of the integrated background light.
The fluctuation analysis presented in this paper extends to
fluxes over a factor of 100 fainter than this, therefore cov-
ering virtually all of the integrated background light in the
four IRAC bands.
We have estimated the total integrated background
light in each of the four IRAC bands (see Figure 4 and Table
2). The IRAC 3.6 micron band is comparable to the near-
IR L-band (2.9 to 3.5 microns), for which there are sev-
eral existing estimates of the integrated background light
due to galaxies. In comparison to our 3.6 micron result
of 10.6+0.63
−1.95 × 10
−9wm−2sr−1, Dwek & Arendt (1998) ob-
tain 9.9±2.9×10−9wm−2sr−1, Gorjian et al. (2000) obtain
11.0±3.3×10−9wm−2sr−1, and Wright & Reese (2000) find
12.4±3.2×10−9wm−2sr−1. We therefore conclude that our
3.6 micron results are consistent with all three of these L-
band results. We also note that our errors are substantially
smaller than for these measurements.
Also of interest are the results of Matsumoto et al.
(2005), who measure the near-IR integrated background
light using the Infra-Red Telescope in Space (IRTS). Their
data extend from 1 to 4 microns. A representative mea-
surement they obtain of the integrated background is (3.68
microns) 13.1 ± 3.7 × 10−9wm−2sr−1. On the basis of our
3.6 micron results, we therefore suggest that the longer
wavelength results from Matsumoto et al. (2005) can be ex-
plained by the emission of faint, point-like objects, as seen
in the Spitzer GOODS data. We note that this is consistent
with the interpretations Matsumoto et al. (2005) have made
using additional information from power spectra and colour
information.
We also note the recent results of Kashlinsky et al.
(2005), who detect an excess in the IRAC-band infra-red
background, which they attribute to population III stars.
While our analysis does not provide information to specifi-
cally comment on this interpretation, it is instructive to com-
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Figure 4. The marginalised 1D posterior probability distributions for the fitted model parameters. The distributions
generated by taking a histogram of the MCMC samples and are given in units of number of counts per bin. The level
of structure in the distributions suggests that the MCMC chains have only borderline convergence (longer chains
were not possible, due to computational constraints). This will not have a substantial impact on the broad results
of this analysis.
pare our findings. Kashlinsky et al. (2005) detect an excess
in the infra-red background after subtracting a contribution
from faint galaxies which they determine by extrapolating
the Fazio et al. (2004) number counts using a fitted power
law number count model. Our results likewise find a sub-
stantial excess over the extrapolated Fazio number counts.
Furthermore, our results show a large excess over the faint
number count model predictions shown in Figure 1. Even if
this were in part due to calibration uncertainty, the differing
power law slopes between our results and the models mean
that some excess will remain (see, for example, Figure 2).
The analyses in this paper are subject to a number of
caveats (which we have discussed above). We reach a num-
ber of conclusions (see below); these are all subject to the
assumptions we have made in this analysis. Model-wise, We
have assumed Gaussian instrumental noise (of known vari-
ance), a power law number count model over the range of
interest, and that the sources are Poisson-distributed and
point-like. Data-wise, we use the best available flux cal-
ibration and point spread function. We also assume that
flat-fielding artifacts do not significantly bias our results. In
conclusion, in this paper we present the following results.
(i) Constraints on near-IR galaxy number counts.
We use the Spitzer GOODS survey (HDF-N, data release
one) to place constraints on the faint number counts in the
four near-IR Spitzer IRAC wavebands. As the contribution
due to stars at these fluxes is predicted to be small, these
number counts approximate to galaxy number counts. We
generate meaningful constraints on these number counts
down to 10−8Jy, over two orders of magnitude fainter in
flux than the deepest currently published number counts.
(ii) A discrepancy between our results and those
of Fazio et al. (2004). Our results systematically
overestimate the differential number counts with respect to
c© 2005 RAS, MNRAS 000, 1–10
9Figure 5. Estimates of the proportion of the IR background light that is resolved, as a function of flux. The
proportion is calculated assuming that the ’total’ IR background light is given by values from Table 2. Shown are
the best-fit solution (block line), along with a subset of the 68% (dark grey) and 95% (light grey) confidence region
solutions.
the Fazio counts. We discuss a number of possible causes of
this.
(iii) Determination of the background light due to
unresolved point sources in each of the four IRAC
bands. We estimate the proportion of background light
dues to faint galaxies that is resolved, as a function of
flux. We concur with the broad estimates of Fazio et al.
(2004) that over half the background light is resolved
by Spitzer into individual galaxies. We demonstrate that
almost the entirety of the remaining integrated light is
probed by our fluctuation analysis. We also estimate the
contribution of faint galaxies to the integrated background
light. By adding this to the estimate for bright sources
given by Fazio et al. (2004), we obtain estimates of the total
integrated background light. Our 3.6 micron result is found
to be consistent with the L-band results of Dwek & Arendt
(1998), Gorjian et al. (2000) and Wright & Reese (2000).
This result is also consistent with the results from
Matsumoto et al. (2005) at the corresponding wavelength.
We note that our analyses do not impact on the substantial
excess detected by Matsumoto et al. (2005) at shorter
wavelengths.
(iv) Consistency with the recent detection
of excess infra-red background reported by
Kashlinsky et al. (2005). Although our analyses
do not provide information of the interpretation of the
Kashlinsky et al. (2005) result, we do detect a clear
excess over the Fazio et al. (2004) number counts; the
Kashlinsky et al. (2005) is also based on the existence of
such an excess.
Fluctuation analyses are an invaluable way of probing
galaxy number count distributions well below the confusion
limit of any given instrument. Photometric surveys are now
producing data sets where the statistical errors on such anal-
yses are sub-dominant to the systematic uncertainties on
such measurements. To improve the knowledge we can ex-
tract from fluctuation analyses, we must therefore pay par-
ticular attention to both understanding and accounting for
the systematic influences on our data.
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Figure 6. The PDFs of the integrated background light due to the constrained number count models resulting
from our analyses. These estimates do not include the contribution from brighter sources. The overall estimated
contribution from all sources is given in Table 2.
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