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Abstract Amethod based on S transforms and support vector machines was presented for fault diagnosis
of power electronics circuits in which the S transform time-frequency analysis of the fault signal is used
to extract the features corresponding to various faults. Then, fault types are identified through the pattern
recognition classifier, based on SVM. The simulation results show that the proposedmethod can accurately
diagnose faults and locate fault elements for power electronics circuits. It also has excellent performance
for noise robustness and calculation complexity, thus, having good practical engineering value in the
solution to fault problems for power electronics circuits.
© 2012 Sharif University of Technology. Production and hosting by Elsevier B.V.
Open access under CC BY license.1. Introduction
With the development of power electronics technology, the
devices of power electronics have becomemore andmore com-
plicated as have the fault models. It is quite necessary to study
some effective methods for fault diagnosis, so as to ensure that
power electronics devices work properly and efficiently [1]. In
recent years, a method of fault diagnosis, based on neural net-
works, has been widely used to diagnose faults in power elec-
tronics systems [2–6], and which, of most importance, does not
require exact fault models or real-time modeling. In addition,
the neural network has a powerful capability of self-learning,
parallel processing, and fault tolerance. However, the design of
its structure lacks guidance. Also, neural networks tend to fall
into localminima easily during the training of theweights of the
structure. In [7,8], a method of diagnosis is introduced in which
the Wavelet transform is used for fault features extraction.
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doi:10.1016/j.scient.2011.06.013Because of the waveform similarity to various faults and the ef-
fect of the firing angle, this makes classical extraction methods
of fault features difficult in extracting effective fault features.
However, the different fault characters of power electronics cir-
cuits aremore obvious in the time-domain, while the others are
more obvious in frequency-time. Thus, effective fault features
can be extracted through analyzing the time- and frequency-
domain characteristics of fault signals, simultaneously. In this
paper, we propose a method to solve the problems in the fault
diagnosis of power electronics circuits. In the context of the
method, fault features of various fault signals are extracted us-
ing S transforms, and fault types are identified through the
pattern recognition classifier, based on SVM.
2. S transform principal
In 1996, proposed by Stockwell, the S transform is a revisable
local time–frequency analysismethod [9], which can be consid-
ered as a derivative of the continuousWavelet transform or the
short-time Fourier transform. The input signal at the time do-
main is denoted by x(t), the definition of continuous S trans-
forms of x(t) can be given by:
S(τ , f ) =
 ∞
−∞
x(t)w(τ − t, f ) exp(−j2π ft)dt. (1)
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w(τ − t, f ) = |f |√
2π
exp
−f 2(τ − t)2
2

, (2)
wherew (τ − t, f ) is a Gaussian window function, τ represents
a parameter which is used to control the Gaussian window
at the time index, and f and j stand for the frequency and
imaginary, respectively. Differing from the short time Fourier
transform, the altitude and breadth of the Gaussian window of
the S transforms vary with f in Eq. (1).
The continuous inverse S transforms of the input signal can
be given by:
x(t) =
 ∞
−∞
 ∞
−∞
S(τ , f )dτ

exp(j2π ft)df . (3)
The S transform can be considered a ‘‘phase repair’’ of the
continuous wavelet transform, and it also can be derived from
the continuous wavelet transform as follows: The mother
wavelet, in the equation of the continuous wavelet transform,
was replaced by a product of a Gaussian window function and
complex vector.
The relationship between x(t)’s S transform and Fourier
transform X (f ) is given by:
S(τ , f ) =
 ∞
−∞
X(α + f ) exp
−2π2α2
f 2

exp(j2πατ)dαf
≠ 0. (4)
However, we usually need to process discrete signals at the
time domain in engineering practice. So, we should analyze
discrete signals using the discrete S transform.
Let us express a discrete time sequence by x (kT ) (k = 0,
1,∧,N − 1). T and N are the time interval and total number of
samplings, respectively. The discrete Fourier transformof x (kT )
is given by:
X
 n
NT

= 1
N
N−1
k=0
x(kT ) exp

−j2πnk
N

n = 0, 1,∧,N − 1. (5)
Let f → nNT and τ → iT in Eq. (4), which can be rewritten
as:
S

iT ,
n
NT

=
N−1
m=0
X

m+ n
NT

exp

−2π
2m2
n2

× exp

j
2πmi
N

, (6)
where i = 0, 1,∧,N−1 and n = 0, 1,∧,N−1 are the sampling
points at the time and frequency domains, respectively. The
discrete S transform of x(k) is given in Eq. (6).
3. The method of power electronics circuit fault diagnosis
based on S transform and SVM
3.1. Fault circuit and analysis of the fault model
A three-phase full-bridge controlled rectifier is shown in
Figure 1; there are two major faults in the circuit: the faults in
a single thyristor and the faults happening in two thyristors at
the same time.
In order to make it easier to analyze, the analysis procedure
of the fault diagnosis in a single thyristor is listed in this
paper. Actually, the simulation experiment of the diagnosis has
also been carried out on faults happening in two thyristors
simultaneously.Figure 1: Three-phase full-bridge controlled rectifier.
Remark 1. To better illustrate the ability of the proposed
method for distinguishing normal and abnormal currents of
power electronics circuits, we take the normal circuit as a fault
in this paper.
3.2. Fault feature extraction method, based on S transforms
Figure 2(a)–(m) show the 3-D graphics of the S transform
module time–frequency matrixes of various fault signals, ud, in
which the single thyristor occurs fault once and the firing angle
is 0°, by Eqs. (5) and (6). Note that N = 64 in Eqs. (5) and (6).
From Figure 2, we can see that the distribution of the ud’s S
transform at time and frequency domains is different while dif-
ferent faults occur. In the S transform module time–frequency
matrix, a column vector represents distributions of fault sig-
nal modules, which vary with the frequency at a time, and a
row vector represents the distributions of fault signal modules,
which vary with the time at a frequency. It is also known in
Figure 2 that at a frequency range of 2 k–3.15 kHz, the range
value of the S transformmodel time–frequency matrixes in dif-
ferent faults distribute differently in the whole time-region.
Furthermore, distributions in the whole time-region of the en-
ergy module in this frequency range are different. So, we chose
energies of the highest frequency in an eight time-region as the
fault feature vector, that is F = {F1, F2,∧, F8}. Every feature
value can be calculated according to Eq. (7):
Fi = 1M
i∗8−1
k=(i−1)∗8
|S(k, fm)|2 i = 1, 2,∧, 8, (7)
where M = N/8,N is the sampling point, fm = f ∗s (N − 1)/N ,
fm is the highest frequency and fs is the sampling frequency.
In Figure 2, we also know that the fault features, by Eq. (7),
are different while different faults occur. Moreover, every
feature value in Eq. (7) is equalwhile the circuitworks normally,
and if the thyristor occurs faults, then the features in Eq. (7) are
unequal.
3.3. Application of SVM in fault type recognition of power
electronics circuit
3.3.1. SVM principal
The Support Vector Machine (SVM) [10] was proposed by
Vapnik and his partners. It is a universal machine learning
method, based on a statistics learning theory, which can use
the hypothesis space of linear functions to learn feature space at
high-dimensions. SVM can obtain a bettermodel reconcilability
performance by finite samples.Moreover, it is easier to improve
the structure and parameters of model.
SVM is a derived form of optimum classified surface under
linear classification. According to the Lagrange optimization
method, the restricted optimizes question of the classification
surface can be changed into solving the maximum in Eq. (8):
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(d) T3 open circuit. (e) T4 open circuit. (f) T5 open circuit.
(g) T6 open circuit. (h) T1 short circuit. (i) T2 short circuit.
(j) T3 short circuit. (k) T4 short circuit. (l) T5 short circuit.
(m) T6 short circuit.
Figure 2: 3-D graphics of the S transform module time–frequency matrixes of various faults.Q (α) =
n
1
αi − 12
n
i,j=1
αiαjyiyj(xi · xj), (8)
where, αi is every simple corresponding to the Lagrange
multiplier. The optimized classification function in Eq. (8) is as
follows:f (x) = sgn[(ω∗ · x)+ b∗] = sgn

n
i=1
α∗i yi(xi · x)+ b∗

. (9)
Based on the concept of the kernel function, K(xi, xj), [10]
substitute (xi, xj) in Eq. (9) by K(xi, xj). The original input space
was projected on high-dimension space, and this led to a
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Figure 4: Multi-fault class flow chart.
non-linear classification question that can be solved by a linear
classification method.
3.3.2. Fault diagnosis method of power electronics circuits based
on SVM
The fault diagnosis algorithm of power electronics circuit
based on SVM is as follows:
Step I: Learning stage:
(1) According to the 1-a-r idea, construct one SVM for every
fault of the power electronics circuits. Figure 3 shows the
SVM-based model of faults.
(2) Construct a training sample concourse (X, Y ) for every SVM
in step (1). If one sample belongs to ith SVM, then, we
consider the output of SVM as 1, otherwise as−1.
(3) Choose suitable Kernel functions and parameters for SVM,
with different conditions. These Kernel functions and
parameters are a corresponding form of a high-dimension
sample in low-dimension space. Choice of Kernel function is
dependent on theMercer theory (more details are available
in [11] for reference).
(4) Obtain the support vector and its Lagrange multiplier in
the quadratic equation of each SVM through the training
sample.
Step II: The decision stage of the fault type:
(1) Load parameters of SVM including training sampleX, α∗, b∗
and the support vector in step I.
(2) According to Eq. (9) and the multi-fault class flow chart, as
shown in Figure 4, calculate the decision output value of the
input unknown fault sample.
(3) The fault was identified on the basis of the calculated dis-
tinguishing function value in step (2).3.4. Analysis of simulation result
In order to verity the validity of the proposed method
of fault diagnosis in power electronic circuits, we take the
following three classes of fault sample sets: The samples in
which the firing angle deviates within −10°–10° and those,
respectively, are added with a white Gaussian noise of SNR
of 20 dB and 10 dB. Thus, there are totally 780 testing fault
samples obtained.Moreover,we choose the S transformmodule
time–frequency matrix of the fault signal with the firing angle
of 0° as the learning one, which is excluded from those testing
fault samples.
The fault diagnosis method of power electronics circuits,
based on S transform and SVM in Section 3.3.2.
First, the S transform time–frequency analysis of the fault
signal is used to extract the features corresponding to various
faults. Then, 13 SVMs are constructed for 13 faults, and those
SVMs are trained. When ith SVM is training, if one input
training sample belongs to ith SVM, then, mark its symbol as
1, otherwise, mark−1. We choose K(xi, xj) = (xi · x+ 1) as the
kernel function of all SVMs for fault diagnosis, and C = 0.01
through the experiment. When the learning stage is over, we
can obtain the support vector and the Lagrange multiplier in
the quadratic equation of every SVM. Tables 1 and 2 show the
training results under the same kernel function with a different
number of training samples.
The 26 training samples are shown in Table 1, including the
13 fault sampleswith a firing angle of 0°, and otherswith a firing
angle deviating at 10°. The 26 training samples are shown in
Table 2, including the 13 fault samples with a firing angle of 0°,
and the others to which the above samples are added with a
white Gaussian of SNR of 10 dB. The first line in Tables 1 and 2
show that the support vector numbers of SVM are both 8, and
the value ofW (α) iswithout any changewhen training samples
add up to 26. It means that the later added 13 samples are not
the support vector, which do not affect the classify surface. The
training results in other lines are similar to the above analysis.
Actually, α and b in Tables 1 and 2 are equal.
Remark 2. In Table 3, the BPNN used for the fault diagnosis has
a structure of {8− 15− 13} in which the 8 input neurons mean
8 fault features, and the 13 output neurons represent 13 faults.
For example, 1000000000000 means normal, 0100000000000
means T1 open circuit and 0000000100000 means T1 short
circuit, so do other faults. The method based on BPNN is
available in [2–6] for reference, as the method based on SVM
is shown in [11]. The 13 pattern recognition classifiers based on
SVM are constructed to diagnose 13 faults. Before being tested,
the method based on BPNN and SVM trains their connecting
weights using fault signals with a firing angle of 0. E is training
to converge theMSE (Mean Square Error) of the BPNN.We used
a Lenovo based laptop with 1.6 GHz processor.
To further illustrate the effectiveness of the proposed
approach, we made comparison with a Principle Component
Analysis (PCA)-based fault features extract algorithm, and a
Wavelet-based fault features extract algorithm, by simulation
of the fault diagnosis of a thyristor in a twelve pulse controlled
rectifier. In this simulation, the above three algorithms are used
to extract fault characters, and then fault types are identified
using the SVM-based classifier in Section 3.3.2. We choose (xi ·
x+ 1) as the kernel function of SVM and C = 0.01 through the
simulation experiment. The twelve phase controlled rectifier
is shown in Figure 5. We take the following three classes of
fault sample set: the samples in which the firing angle deviates
R. Wang et al. / Scientia Iranica, Transactions D: Computer Science & Engineering and Electrical Engineering 19 (2012) 721–726 725Table 1: Comparison of training results of singularity polynomial kernel SVM under different numbers of training sample (I).
SVM 13 training samples 26 training samples
SV number W (α) Training time/s SV number W (α) Training time/s
SVM1 8 0.000187 <0.1 8 0.000187 0.1
SVM2 5 0.000122 <0.1 5 0.000122 <0.1
SVM3 5 0.000106 <0.1 5 0.000106 <0.1
SVM4 5 0.000058 <0.1 5 0.000058 <0.1
SVM5 5 0.000110 <0.1 5 0.000110 0.1
SVM6 5 0.000061 <0.1 5 0.000061 <0.1
SVM7 5 0.000062 <0.1 5 0.000062 <0.1
SVM8 3 0.000002 <0.1 3 0.000002 <0.1
SVM9 4 0.000002 <0.1 4 0.000002 <0.1
SVM10 3 0.000002 <0.1 3 0.000002 <0.1
SVM11 3 0.000002 <0.1 3 0.000002 <0.1
SVM12 3 0.000002 <0.1 3 0.000002 <0.1
SVM13 4 0.000002 <0.1 4 0.000002 <0.1Table 2: Comparison of training results of singularity polynomial kernel SVM under different numbers of training sample (II).
SVM 13 training samples 26 training samples
SV number W (α) Training time/s SV number W (α) Training time/s
SVM1 8 0.000187 <0.1 8 0.000187 0.1
SVM2 5 0.000122 <0.1 5 0.000122 <0.1
SVM3 5 0.000106 <0.1 5 0.000106 <0.1
SVM4 5 0.000058 <0.1 5 0.000058 <0.1
SVM5 5 0.000110 <0.1 5 0.000110 0.1
SVM6 5 0.000061 <0.1 5 0.000061 <0.1
SVM7 5 0.000062 <0.1 5 0.000062 <0.1
SVM8 3 0.000002 <0.1 3 0.000002 <0.1
SVM9 4 0.000002 <0.1 4 0.000002 <0.1
SVM10 3 0.000002 <0.1 3 0.000002 <0.1
SVM11 3 0.000002 <0.1 3 0.000002 <0.1
SVM12 3 0.000002 <0.1 3 0.000002 <0.1
SVM13 4 0.000002 <0.1 4 0.000002 <0.1Table 3: Comparison of different fault diagnosis method results.
Fault diagnosis method Testing diagnosis precision Training time/s
SNR = ∞ SNR = 20 dB SNR = 10 dB
S transform–SVM 260 260 260 <1.3
SVM 224 210 180 <1.3
S transform E = 1e− 2 96 68 65 20
-BP E = 1e− 5 164 132 116 58Table 4: Comparison of simulation results of different fault feature
extraction methods.
Fault diagnosis
method
Testing diagnosis precision
SNR = ∞ SNR = 20 dB SNR = 10 dB
S transform–SVM 500 500 500
Wavelet–SVM 500 390 319
PCA–SVM 500 298 171
within −10°–10° and those, respectively, are added with a
white Gaussian noise of SNR of 20 dB and 10 dB. Thus, there
are, totally, 1500 testing fault samples obtained. Moreover,
we choose the S transform module time–frequency matrix of
the fault signal with a firing angle of 0° as the learning one,
which is excluded from those testing fault samples. Similar to
the above simulation experiment, we merely list the analysis
procedure of the fault diagnosis in a single thyristor and take
the normal circuit as a fault. Table 4 shows the comparison of
the simulation results of three different fault feature methods.
Here, N = 256 in Eqs. (5) and (6).Figure 5: Twelve phase controlled rectifier.
Remark 3. In our approach, the fault feature vectors are
obtained by Eq. (10). The method based on PCA is available
in [11]. The method based on the Wavelet transform is in [8].
According to the definition of themain contribution rate in [11],
we take it as 85% in the PCA-basedmethod. Thus, we can obtain
36-dimensions fault feature vectors. In the Wavelet-based
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feature vector of 16 sub-frequency-band normalized energy.
Fi = 1M
i∗16−1
k=(i−1)∗16
|S(k, fm)|2 i = 1, 2,∧, 16, (10)
whereM = N/16,N is sampling point, fm = f ∗s (N − 1)/N , fm is
the highest frequency and fs is the sampling frequency.
According to the comparison of results of different fault di-
agnosis methods shown in Tables 3 and 4, the fault diagnosis
method proposed in this paper canmake an accurate identifica-
tion of fault types, as well as the location of the fault elements,
for all testing fault samples, which also works for two thyris-
tors. The method will become quite useful in answering fault
diagnosis for power electronics circuits.
4. Conclusion
This paper focused on fault feature extraction and fault
diagnosis, which are two key technologies for conceiving a
method for power electronics circuit diagnosis. It is based
on S transforms and SVM. We verify the effectiveness of
the proposed method by simulations. The simulation results
showed its superior performance in noise robustness and
calculation complexity compared to classical methods. This is
because the S transform retains good time–frequency ability
and the excellent statistics learning performance of SVM. The
same method can be used for fault diagnosis in other kinds of
rectified-controlled circuit.
Acknowledgments
The authors gratefully acknowledge the helpful comments
and suggestions of the reviewers and editors, which have
improved the presentation.
References
[1] Wang, R.J. and Zhan, Y.J. ‘‘Application of similarity in fault diagnosis of
power electronics circuits’’, IEICE Transactions on Fundamentals of Elec-
tronics, Communications and Computer Sciences, E93-A(6), pp. 1190–1195
(2010).[2] Liu, A.M. and Lin, X. ‘‘Fault diagnosismethod of high voltage circuit breaker
based on RBF’’, 2005 IEEE/PES Transmission and Distribution Conference &
Exhibition: Asia and Pacific, Dalian, China, pp. 1–4 (2005).
[3] Zhou, F.X. and Cheng, G.G. ‘‘Fault diagnosis technology based on
wavelet analysis and resonance demodulation’’, Proceedings of the 5th
World Congress on Intelligent Control and Automation, Huangzhou, China,
pp. 1746–1750 (2004).
[4] Yang, B.S. and Han, T. ‘‘Art-kohonen neural network for fault diagnosis
of rotating machinery’’, Mechanical Systems and Signal Processing, 18(3),
pp. 645–647 (2004).
[5] Czeslaw, K. and Marcin, W. ‘‘Stator faults diagnosis of the converter-fed
induction motor using systematical components and neural networks’’,
13th European Conference on Power Electronics and Applications, Barcelona,
Spain, pp. 73–78 (2009).
[6] Liu, X.Q. and Zhang, H.Y. ‘‘Fault detection and diagnosis of permanent-
magnet DC motor based on parameter estimation and neural network’’,
IEEE Transactions on Industrial Electronics, 47(6), pp. 1021–1030 (2000).
[7] Luo, Z.Y. and Shi, Z.K. ‘‘Wavelet neural network method for fault diagnosis
of push-pull circuits’’, Proceedings of the 4th International Conference
on Machine Learning and Cybernetics, Guangzhou, China, pp. 3327–3332
(2005).
[8] He, Y.G. and Tan, Y.H. ‘‘Fault diagnosis of analog circuits based on wavelet
packet’’, IEEE Region 10 Conference, Chiang Mai, Thailand, pp. 267–280
(2004).
[9] Stockwell, R.G. and Mansina, R.L. ‘‘Localization of the complex spec-
trum: the S-transform’’, IEEE Transactions on Signal Processing, 44(4),
pp. 998–1001 (1996).
[10] Nell, C. and John, S.T., An Introduction to Support Vector Machines and Other
Kernel-Based Learning Methods, Cambridge University Press, London, UK
(2007).
[11] Liao, W. and Wang, H. ‘‘Fault diagnosis for power unit based on wavelet
packet PCA-SVM’’, CCC’10, Beijing, China, pp. 3851–3855 (2010).
Wang Rongjie received a B.S. degree in Electronic Engineering from Fujian
Normal University, Fuzhou, China, and an M.S. degree in Electrical Engineering
from Guangdong University of Technology, Guangzhou, China, in 2003 and
2006, respectively.
Since July 2006, he has been a lecturer with the Marine Engineering
Institute at Jimei University, China. He is currently pursuing his Ph.D. degree
in Electronic and Communication Engineering at Sun Yat-sen University. His
research interests include: fault diagnosis of power electronics circuits and
intelligent information processing.
Zhan Yiju received a Ph.D. degree in Electrical and Electronic Engineering from
Hong Kong University, in 1997. From 1998 to 2004, he was Director of the
GuangdongprovinceKey Laboratory ofModern Control Technology. Since 2004,
he has been full-time Professor with the School of Engineering at Sun Yat-
sen University, China. His research interests include application techniques of
electronic information and R&D of RFID systems.
Zhou Haifeng is Associate Professor with the Marine Engineering Institute at
Jimei University, China. His research interests include fault diagnosis of power
electronics circuits and intelligent information processing.
