ABSTRACT Precise navigation is a fundamental problem of aircraft safety approach and landing. However, the existing methods, including rotorcraft-based and fixed-wing-based, cannot meet the requirements of precision approach and landing of civil aircraft in the global position system (GPS)-denied and low visibility. This paper proposes an autonomous approach and landing navigation method whose accuracy is comparable to Inertial/Differential GPS (DGPS) integration. This method integrates inertial data, forward-looking infrared (FLIR) images, and runway geographic information to estimate kinetics states of aircraft during approach and landing. First, we improve an existing method to robustly detect runway, accurately extract three vertexes of runway contour from FLIR images, and synthesize the virtual runway features by runway geo-information and aircraft's pose parameters. Second, we propose to use real and synthetic runway features to create vision cues and integrate them with inertial data in square-root unscented Kalman filter to estimate the motion errors. Meanwhile, the measured motion states are corrected with the estimated state errors. Finally, we design a flight data acquisition platform equipped on a general aircraft and use the real flight data to verify our proposed method. The experimental results demonstrate that the proposed method can run smoothly for civil aircraft precision approach and landing.
I. INTRODUCTION
The landing is the most critical stage for civil aircrafts, since it is a high maneuver process to exhaust a large amount of kinetic energy of the airplane in a narrow and long airspace. The flight accidents in landing stage account for more than 70% of the total flight period accidents worldwide, of which 30% of all fatal accidents are categorized as Controlled Flight Into Terrain (CFIT) [1] due to the incorrect navigation information. As a traditional approach and landing navigation mechanism, the Instrument Landing System (ILS) can meet I and II classes landing of most aircrafts, but ILS with high cost and constant maintenance is not suitable for general aviation airports. Another widely used method is the Global Positioning System (GPS) for precise landing. However, GPS signal is vulnerable to jamming or disable. Recently vision-based landing navigation method which benefits from high precision, autonomous perception and low cost has been becoming a central research topic [2] .
Existing vision-based approach and landing methods can be broadly divided into two categories, rotorcraft-based methods [3] - [6] and fixed-wing-based methods [7] - [15] . The rotorcraft-based methods have been mainly used in multirotor UAVs landing in small scale structured environments e.g. urban or indoor, but they are not suitable to the civil aircrafts landing in large scale airport. The fixed-wing-based methods are used for aircraft approach and landing on an airport runway, they can also be classified into two categories: the ground-based methods [7] - [10] and the onboard-based methods [11] - [15] . The ground-based methods often need to locate camera array on the ground to detect, track and position the aircraft accurately. Kong et al. [7] develop a custom-built infrared stereo camera with large field of view and claim that their system could resist all weather conditions, and further improve the detection precision by Chan-Vese method [8] and the saliency-inspired method [9] . In addition, Yang et al. [10] show the promising results on UAV autolanding in GPS-denied environment using a ground-based infrared camera array and near infrared laser lamp based cooperative optical imaging method. Although these groundbased methods have been able to locate aircraft accurately, they cannot estimate the attitude and velocity of the aircraft. The onboard-based methods fully utilize the airborne sensors and visual navigation algorithms to achieve autonomous navigation. Gui et al. [11] propose an airborne vision-based navigation approach for UAV accuracy landing based on artificial markers, which requires four infrared lights on the runway. Cai et al. [12] adopt SR-UKF to fuse homography and inertial measurements to implement the UAV auto landing navigation. However, it is very difficult to satisfy the precondition of this method that the world coordinates of the point array are known. Fan et al. [13] employ spectral residual saliency map to detect region of interest, then select sparse coding and spatial pyramid matching to recognize runway and use orthogonal iteration to estimate position and attitude. Nevertheless, the data update rate of this method is low. Ruchanurucks et al. [14] use Efficient Perspective-nPoint (EPnP) solution to estimate relative pose for an automatic landing aided system for landing a fixed-wing UAV on the runway, but the result is more susceptible to the errors of image detection. Gibert et al. in Airbus [15] design two nonlinear observers based on high gain approach and sliding mode theory and apply them to a vision-based landing solution for civil aircraft in an unknown runway. However, the estimation accuracy of this method is relatively low. In summary, although the above methods have been verified by ideal simulation, they still cannot operate smoothly under low visibility conditions. Besides, the accuracy and update rate of existing methods are not enough to support the precise landing of civil aircraft. Nowadays, visual-inertial navigation turns out to be a good candidate to address this situation, since they are self-contained, passive, and can provide a good solution with high accuracy and update rate [2] .
In the present paper, we propose a novel visual-inertial navigation method based on SR-UKF in which inertial measurements, vision observations and runway geographic data are fused to accurately estimate landing motion of civil aircraft. To satisfy civil aircraft landing in GPS-denied and low visibility conditions, a short-wave infrared (SWIR) camera is used to capture the forward looking infrared (FLIR) image. Due to low illumination, weak contrast and non-uniformity of FLIR image, the existing runway detection algorithms [16] - [18] are no longer applicable. An existing method [18] has been improved to detect and extract runway features robustly and accurately. Moreover, we propose to use three vertexes of runway contour triangle as vision observations in order to overcome the low detection accuracy of runway terminal edge. Finally, we elaborately design a flight data acquisition platform based on a general aviation aircraft and utilize real flight data to verify the proposed method.
The rest of the paper is organized as follows. Section II analyses the landing procedure, proposes the method framework and defines these reference frames. An improved runway detection algorithm is described, and the novel vision observations are discussed in Section III. Section IV provides this visual-inertial fusion algorithm in detail. Section V presents the experiments. Section VI gives the discussion. Finally, conclusions are drawn in Section VII.
II. THE METHOD FRAMEWORK
In this section, an approach and landing procedure is analyzed, a novel visual-inertial navigation method for civil aircraft approach and landing is proposed, and the corresponding reference frames are defined.
A. APPROACH AND LANDING PROCEDURE
During landing, pilots follow the instrument flight rules (IFR) before steering the aircraft to decision height (200 feet). Until the aircraft drops to 100 feet, the pilots adopt the visual flight rules (VFR), as shown in Fig.1 . If visual landing conditions can be met, the aircraft will continue to land. Otherwise, the aircraft should be pulled up at once. In order to avoid flight accidents, the pilots need to obtain accurate navigation data. Among several navigation parameters, the flight height is the most important one for pilot's decision during landing phase. Usually the height measured by barometer or radio altimeter is inaccurate, while the altitude captured by GPS is unreliable. In the present paper, FLIR camera and inertial navigation system (INS) can complement each other in nature and integrate well in an algorithm framework. The proposed visual-inertial state estimation can be used for civil aircraft accuracy landing in GPS-denied and low visibility.
B. METHOD FRAMEWORK
The foundation of the proposed method is the SR-UKF that integrates inertial data with FLIR vision observations and runway geographic information. All input images and VOLUME 7, 2019 FIGURE 2. Illustration of the proposed method framework. inertial data are labeled and synchronized with the unified time stamps. In the SR-UKF, the processing model is the error transfer equations of INS, while the vision measurement model is created by real and synthetic runway features. Thus, the measurement errors of INS can be filtered by the visualinertial fusion. As shown in Fig. 2 , the part in blue dashed box is the algorithm core.
C. REFERENCE FRAMES
The model of runway projection in the method involves seven different reference frames. The reference frames follow the right-hand criterion in our work, as shown in Fig. 3 . {D} represents the geodetic reference frame, any point i in {D} is D P i . {E} is the earth centered earth fixed (ECEF) reference frame, a point i in {E} is E P i ∈ 3 . {G} denotes the geographic reference frame, a point i in {G} is G P i ∈ 3 . {N} is the navigation reference frame, which is east-north-up (E-N-U) direction in this paper. A point i in {N} is N P i ∈ 3 . {B} represents the body reference frame. Its origin is at the center of INS, X B -axis points toward right, Y B -axis points towards front of body, and Z B -axis points upward. A point i in {B} denotes B P i ∈ 3 . {C} is the camera reference frame with the origin O C at the camera optical center. Z C -axis points toward front, X C -axis points to column scan direction, while Y C -axis faces to row scan direction. A point i in {C} denotes C P i ∈ 3 . {P} denotes the pixel reference frame with its origin O p located at the upper left of image plane. u-axis points toward row scan direction, v-axis points toward column scan direction. A point i in {P} denotes P P i ∈ 3 .
III. VISION OBSERVATIONS
This paper improves a hierarchical approach [18] from coarse to fine to accurately detect runway and extract features from the FLIR image. In the coarse layer, the measured pose of INS is used to estimate region of interest (ROI) of the runway. In the fine layer, the line segments are extracted from ROI by EDlines detector [19] and are classified into the corresponding line set according its neighborhood and slope. Then these line segments in each set are fitted into complete runway edges by RANSAC. Finally, three vertexes of the runway triangle contour can be calculated.
A. VISION PROJECTION
One point D P f ∈ 3 on the airport runway can be projected onto the pixel plane as a point P P f ∈ 2 . This vision projection process involves five coordinate transformations as follows.
1) FROM {D} TO {E}
The geodetic coordinate can be transformed into the ECEF coordinate, as follow.
where L i , λ i , and h i represent longitude, latitude and altitude of point D P i respectively, R N is the normal radius of earth, e denotes the eccentricity of earth.
2) FROM {E} TO {G}
Any known point E P i ∈ 3 in the ECEF can be projected into the geographic coordinate system with the INS center as its origin.
where L a λ a h a is the coordinate of aircraft in {D}. To simplify the calculation, the geographic coordinate system{G} is regarded as the navigation coordinate system{N}.
3) FROM {N} TO {B}
The navigation coordinate system {N} has the same origin with the body coordinate system{B}, the former rotates yaw-pitch-roll angle round X N -Y N -Z N axis to the latter in sequence, as follow:
where C n b denotes the attitude matrix.
4) FROM {B} TO {C}
The rigidity connection between aircraft body and camera contains a relative rotation R C B and translation T C B that has been accurately calibrated.
5) FROM {C} TO {P}
According to the pinhole imaging model, the pixel coordinate projection of any point in the pixel coordinate system is:
where (u 0 , v 0 ) is the main point of CCD plane, s denotes skew factor, dx and dy represent the pixel size in u-axis and v-axis respectively. This complete function including equations (1) ∼ (5) can be written as
where ψ, θ, and ϕ denote yaw, pitch and roll of the aircraft, L a , λ a , and h a are longitude, latitude, and altitude of the aircraft. Therefore, the four vertexes (a, b, c, d) and the vanishing point (v) of the runway projection can be represented
, and PP v = r vĉv T , where the pixel coordinate of vanish point v is as follows.
B. RUNWAY ROI ESTIMATION
To further analyze the projection error distribution, the error transfer equations of the row pixel and the column pixel can be obtained from Eq. (6):
where L a , λ a , and h a denote position errors, ϕ, θ, and ψ represent attitude errors. r is the error of row pixel and c is the error of column pixel. The statistic characteristics show that L a , λ a , h a , ψ, θ and ϕ obey Gaussian respectively, and the correlation coefficients among them are relatively small. Thus, r and c also obey Gaussian.
Obviously, due to the uncertainty of INS pose data, the pixel coordinate of any runway corner falls into a certain region (r − r ≤r ≤r + r,c − c ≤ĉ ≤c + c) instead of a definitized point. For further explanation, Monte Carlo simulation is used to analyze the probability distribution of runway vertex pixels. As shown in Fig. 3 , statistic histograms of r and c represent their probability distribution. Statistic data can also be achieved: δr a = 6.1417, r a = 276.5491, δc = 12.1404, P (r a − 3δr a ≤ r a ≤r a + 3δr a ) = 0.9973, c a = 208.9976, P (c a − 3δc a ≤ c ≤c a + 3δc a ) = 0.9973. In the pixel plane the four vertexes coordinates of runway ROI can be estimated as follow.
Runway features extraction includes three parts: line segments extraction, line segments fitting, and vertexes calculation.
1) LINE SEGMENTS EXTRACTION
An ideal line segment detector could process any image regardless of its orientation or size, and extract line segments in real-time without parameters tuning. Among existing algorithms, EDLines detector [19] and Line Segments Detector (LSD) [20] can satisfy these requirements. However, EDLines runs up to 11 times faster than LSD [19] , which makes it more suitable for real-time runway detection. As shown in Fig.4 , line segments are extracted from the ROI by LSD and EDLines detector respectively. 
2) LINE SEGMENTS FITTING
Due to the low illumination, weak contrast, blur of FLIR image, there are three major problems when the current line segments detectors (e.g. Hough, LSD, and EDLines) are applied to practical images: (1) the detected object edges are composed of small line segments with different orientations, (2) there are often gap-filling segments leading to discontinuity of runway edges, and (3) when the aircraft is far from the airport, the back edge of runway in the image is relatively small. It is very difficult to accurately detect and extract the runway edges from the FLIR image. This paper uses only three vertexes of the runway triangle as visual cues and proposes a novel method to classify and fit three sets of line segments into three runway edges, as shown in Fig.5 . Firstly, some symbols are defined to depict these line segments quantitatively, as follow: a) T ab , T cd or T ad represents the neighborhood width of the ideal runway line 
then the line segment L i is reserved in the line segment set of line L ab . In the same way each detected line segment L i will be reserved in its corresponding set or abandoned. Therefore, some eligible line segments fall into three sets (S L , S R and S F ). Each line segment is given its weight which is equal to line width multiplied by line length and decides the number of random points selected from it. Then, these random points in each set can be fitted into a runway edge by RANSAC.
3) VERTEXES CALCULATION
The right edge, the left edge and the front edge of the runway intersect each other, so three intersection points can be obtained as follow.
IV. VISUAL-INERTIAL FUSION
This section provides the processing mode, measurement model and nonlinear filtering of the proposed approach and landing navigation method.
A. PROPAGATION EQUATIONS
Firstly, we define the system state as
where ψ n ∈ 3 , δv n ∈ 3 and δp n ∈ 3 are the attitude, velocity and position errors of INS respectively. ε n ∈ 3 denotes the gyroscope drift, ∇ n ∈ 3 represents the accelerometer bias. Then the continuous-time system process model is givenẋ
where
Considering the discrete-time, the model can be written as follow
where 
where nâ r ∈ , nâ c ∈ , nd r ∈ , nd c ∈ , nˆv r ∈ and nˆv c ∈ are supposed to be zero-mean Gaussian white noise.
and n k = nâ r nâ c nd r nd c nˆv r nˆv c T .
C. NONLINEAR FILTERING
As a typical nonlinear filtering algorithm, the unscented Kalman filter (UKF) uses a finite number of sigma points to capture high-order system characteristics, leading to the high filtering precision and good convergence. However, the UKF performance depends on the pre-defined processing and measurement models of a nonlinear system. If these models involve stochastic errors, the UKF filtering solution will be unstable. A strong tracking UKF adopts the strategy of assumption test to identify processing model error to improve the UKF robustness. If the statistical characteristics of system noise are not known exactly, the filtering solution will be biased or divergent. An adaptive UKF combines the windowing and random weighting concepts to overcome the limitation of the UKF by online estimating and adjusting system noise statistics. Since they need calculate square root of state covariance matrix during sigma points at each time update, it may cause negative definite state covariance matrix.
Nevertheless, the SR-UKF [21] adopts a Cholesky factorization of state covariance matrix in propagation directly to guarantee positive semi-definiteness of the state covariances. Considering the safety requirement of civil aircraft approach and landing, the SR-UKF is suitable to integrate inertial data and vision measurements. The pseudo code is as follows.
Calculate the matrix square-root of the initial state covariance:
2) PROPAGATION Scalar weights definition:
Sigma points calculation:
One step state prediction:
Square root of one step state prediction:
where R v is system noise covariance matrix
Measurement prediction:
where qr () denotes QR matrix decomposition and returns an upper triangular matrix. 
3) MEASUREMENT UPDATE
where R n denotes measurement noise covariance matrix.
State noise prediction:
In the proposed method, the scalar weights are defined as:
+ β , where λ = α 2 (n + k) − n with parameters set α = 0.1, β = 2 and k = 0.
V. EXPERIMENTS A. EXPERIMENTAL PLATFORM DESIGN
The flight data is gathered at a general aviation airport (China, Pucheng) under different weather conditions such as foggy, hazy, cloudy and sunny. As shown in Fig.6 , the general aviation aircraft (Y-12F) is equipped with an image sensing suite (ISS), an INS (Applanix AV510), a flight parameter recorder (FPR, AMPEX miniR 700), a flight video recorder (FVR, VM-4), an air data computer (ADC, XSC-6E) and a radio altimeter (RALT, Honeywell KRA405b). An ISS mounted on the aircraft radome contains a SWIR camera (NIP PHK03M100CSW0) and a visible light camera. Furthermore, an INS, FPR, and FVR are installed on the deck of aircraft cabin. The flight date mainly includes FLIR video (frame rate 24Hz), inertial measurements (update 100Hz), air pressure height (update 16Hz) and radio altimeter (update 20Hz) which are labeled by recorders with time stamps to synchronize measurements. In addition, a DGPS ground station (Trimble R5) is used for DGPS-inertial integration navigation to provide the ground truth.
Especially, the relative position and orientation between FLIR camera and INS have been calibrated by an optical total station. The intrinsic parameters of FLIR camera are shown in Table 1 .
The flight data is stored in a flight data simulator (FDS), which can playback the whole flight process for the design and verification of this method. Moreover, the geographic data of the airport and its surrounding has been surveyed accurately. In the present paper, experiments are run on an embedded computer board (Nvidia Jetson TX2) with 6 ARM CPU cores, 256 Pascal GPU cores, 8GB memory. The block diagram of the experimental platform is shown in Fig. 7 . The embedded computer receives the airborne sensors data from the FDS and simultaneously reads the airport geographic information stored in the solid-state disk (SSD), then outputs the aircraft motion states through visual-inertial fusion.
B. RUNWAY DETECTION
Runway detection algorithm include two parts: runway recognition and feature extraction. As shown in Fig.8 , some results of runway detection are given. The top-to-bottom three rows represent three typical scenarios captured at flight altitudes of 200ft, 100ft and 60ft individually, and the leftto-right three columns denote the coarse layer, the fine layer, and the final results respectively. At the coarse layer, the ROI is labeled in red at the left column. At the fine layer of our improved method, some line segments in ROI are detected and highlighted in red, and the trapezoid of runway contour is labeled in blue at the middle column. These line segments are fitted into the final runway features which are shown in green at the right column.
The statistics of runway detection listed in Table 2 show that the pixels ratio of ROI/CCD is less than 25%. Obviously, the proposed method is more efficient than others [16] , [17] which process the whole image, and its robustness is obviously enhanced by eliminating the interference factors around the runway.
VI. MOTION ESTIMATION
As shown in Fig.9 , the landing trajectories from the two landing navigation methods are presented. The red curve represents INS/DGPS data, and the green is the motion estimation of the proposed method. The blue pattern denotes the airport runway area. The aircraft descended from 500 feet to 47 feet, through three typical altitudes of 200 feet, 100 feet and 60 feet, which lasted 59.45s. Five time points are marked in this figure. In our experiments, the results of INS/DGPS integration are selected as the ground truth.
The proposed method is compared with three other methods such as INS/GPS integration [22] , EPnP based algorithm [14] and INS/GPS/ADC/RALT integration [23] . As shown in Fig.10 , the motion errors of INS/GPS/ADC/ RALT integration are obviously larger than those of the others, while the motion errors of the proposed method are smaller than those of the others.
Because the EPnP based algorithm adopts pure image features to calculate the position and orientation of the camera relative to the runway, the accuracy is greatly limited by the relative distance between the camera and the runway. It is difficult to accurately extract the features of the runway terminal in the 500-200 feet stage. Besides, the errors effect of the runway features in the 100-47 feet stage is greater due to the high ratio of runway features to image. The accuracy of motion estimation is higher only in the 200-100 feet stage. Meanwhile, the data update rate is limited by the camera frame rate, which is lower than the INS update rate. In addition, the accuracy of motion estimation based on INS/GPS/ADC/RALT cannot be further improved due to the larger measurement errors of barometer and radio altimeter. However, this paper improves the existing runway detection algorithm [18] to avoid the problem that the features of runway terminal are difficult to accurately detect, which can obtain accurate runway features. After the integration of vision measurements and inertial data, the update rate of motion estimation is also improved. Even if in low-visibility environments the motion estimations of the proposed method are still accurate enough, which is benefited from the accurate visual observations. In addition, the RMS errors of different motion estimation are listed in Table 3 . The attitude, velocity and position errors of INS/GPS/ADC/RALT integration are slightly larger than those of the others, while these errors of the proposed method are smaller than those of the others.
Among several flight parameters, the height is the most important one for flight safety in landing phase. As shown in Fig. 11 , the flight altitudes in approach and landing phase obtained by different methods are given. Radio altimeter and barometer not only have low update rate but also have poor accuracy, which are not suitable for landing navigation. Although INS/GPS/ADC/ RALT integration and INS/GPS integration have high update rate, their navigation accuracies are poor. However, the height accuracy of our method is very close to that of INS/DGPS, it can meet the requirement of precision landing. In addition, the altitude RMS errors of our method, EPnP, INS/GPS, Barometer, and Radio altimeter are 0.0580m, 0.1089m, 3.3386m, 3.3504m, and 4.8064m respectively.
VII. DISCUSSION
In this paper we have proposed a novel infrared-based autonomous navigation method for civil aircraft precision approach and landing. We argue that accuracy runway detection, features extraction and visual-inertial fusion method are essential for precision motion estimation. Experimental results have supported such notion. Based on the experimental results, we have obtained the following key observations:
1. Because of employing a SWIR camera, the proposed method can capture the FLIR image clearly under low visibility conditions and extract visual features from it. Meanwhile, IMU can measure accelerations and rotational velocities at high update. The two type of sensors can be integrated well in a filtering framework.
2. The pose accuracy of the proposed method is not only superior to the others, but also comparable to inertial/DGPS integration. Ultimately, the results are derived from accurate runway detection, reasonable features selection and efficient visual-inertial fusion.
3. Compared with the conventional integrated navigation methods such as INS/GPS integration and INS/GPS/ADC/ RALT integration, our method has higher pose accuracy. Due to poor measurement accuracy of GPS, barometer and radio altimeter, the traditional integrated navigation methods are inferior to our proposed method.
4. Compared with the latest visual-inertial based landing navigation such as EPnP based algorithm, our method is not only suitable for low visibility conditions, but also has higher pose accuracy and robustness. The EPnP-based algorithm is easy to diverge in case of few feature points, so it is not suitable for approach and landing without a large number of cooperative beacons.
VIII. CONCLUSION
In the present paper, a novel autonomous navigation method for civil aircraft approach and landing in GPS-denied and low visibility environments is proposed. To improve the robustness and accuracy of landing navigation method, a visual measurement model is established by three vertexes of the runway contour triangle extracted from FLIR images, and the processing model is formed with the inertial error transfer equation. Through visual-inertial fusion in SR-UKF, the random error of inertial measurements can be estimated, then the accuracy of motion estimation can be improved. Finally, the proposed method is verified by real flight data and its accuracy has been reached to the level of INS/DGPS integration. Overall, the proposed method can be used for the civil aircraft precise landing in GPS-denied and low visibility environments. Since the SR-UKF can cause a great amount of redundant computation in the prediction process due to the linear feature of processing model. In the future work, we will furtherly improve the visual-inertial navigation method by reducing the computational load with the derivative UKF.
