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Abstract
Any nonassociative algebra A, regarded as a left module over its multiplication algebra M(A), can be
endowed with a natural closure: the ε-closure. The ε-closed ideals of A form a complete lattice L(A) with
ε-continuous product. The algebra A is said to be ε-decomposable if A is the joint of its atoms in L(A),
i.e., A is the ε-closure of the sum of its minimal ε-closed ideals. A distinguished atom is the annihilator
Ann(A) of A, whenever it is nonzero. The main result of the paper proves that A is ε-decomposable if, and
only if, M(A) is semiprime and any ε-closed ideal U of A, with U = Ann(A), contains a minimal ε-closed
ideal B = Ann(A). Another characterization of ε-decomposability is also provided, one which involves the
notion of ε-radical (the intersection of all maximal ε-closed ideals). This result extends both a Jacobson’s
theorem for finite-dimensional algebras and a previous one by the authors for algebras with zero annihilator.
Moreover, it has well-known precedents (Yood’s theorem) in the theory of complete normed algebras.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper, we will deal with algebras over a fixed field K which are not necessarily asso-
ciative. We begin by recalling some well-known concepts and by introducing some notation. Let
✩ This research was partially supported by the Spanish MEC Project MTM2005-02159 and the Junta de Andalucía
Grant FQM290.
* Corresponding author.
E-mail addresses: jcabello@ugr.es (J.C. Cabello), cabrera@ugr.es (M. Cabrera).0021-8693/$ – see front matter © 2007 Elsevier Inc. All rights reserved.
doi:10.1016/j.jalgebra.2007.11.014
912 J.C. Cabello, M. Cabrera / Journal of Algebra 319 (2008) 911–937A be an algebra and let L(A) denote the algebra of all linear operators from A into A. For a ∈ A,
La and Ra will mean the operators of left respectively right multiplication by a on A. M(A) will
denote the multiplication algebra of A, namely the subalgebra of L(A) generated by the identity
operator IdA and the set {La,Ra : a ∈ A}. The multiplication ideal of A, denoted by M(A), is
defined as the subalgebra of L(A) generated by the set {La,Ra : a ∈ A}. It is clear that M(A) is
an (two-sided) ideal of M(A) and
M(A) = M(A) + K IdA.
The annihilator of A is defined as the set
Ann(A) = {x ∈ A: xa = ax = 0 for each a ∈ A}.
Ann(A) is an ideal of A such that Ann(A)2 = 0. If Ann(A) = A (that is, A has zero product), then
A is said to be a null algebra. We will say that A is a simple algebra if it is not a null algebra and
lacks nonzero proper ideals. Recall also that an algebra A is said to be prime if, for ideals U and
V of A, UV = 0 implies either U = 0 or V = 0. An algebra A is said to be semiprime if 0 is the
unique ideal U of A with U2 = 0.
N. Jacobson initiated the study of the semiprimeness of the multiplication algebra of a finite-
dimensional algebra in [10]. This study was extended to algebras over a ring by D.R. Finston
in [9]. Jacobson’s results can be stated as follows:
Jacobson’s theorem. (See [10].) For an algebra A, the following assertions are equivalent:
(i) A is finite-dimensional and M(A) is semiprime.
(ii) A =⊕ni=0 Bi is a direct sum of ideals, one of them, say B0, is a finite-dimensional null
algebra and the others are finite-dimensional simple algebras.
In this case, B0 = Ann(A), M(A) ∼=⊕ni=0 M(Bi) and M(A) ∼=⊕ni=1 M(Bi), with M(Bi) be-
ing isomorphic to a full matrix algebra over a finite-dimensional division algebra Δi , for each
1 i  n.
Clearly, for associative algebras with zero annihilator, Jacobson’s theorem is nothing other
than the classical Wedderburn decomposition theorem. In the infinite-dimensional context, it is
well known that, even in an associative setting, such a Wedderburn decomposition cannot be
expected in general, and so additional hypotheses are required. B. Yood [16] gave a topological
extension of the Wedderburn theorem and thereby improved some previous results of decom-
position for normed associative algebras with a large socle (see [12, §8.7]). Yood proved that a
topological associative ring is “topologically decomposable” if, and only if, it is a “generalized
annihilator ring” and the intersection of its topologically-closed prime ideals is zero. A. Fer-
nández and A. Rodríguez [7] considered this decomposability question in the setting of complete
normed nonassociative algebras, and provided a normed nonassociative version of Yood theorem.
Later, A. Fernández and M.I. Tocón [8] obtained a lattice version of Yood theorem. Motivated by
this lattice version, we obtained in [3] a Yood theorem for algebras with zero annihilator, which
is a central result in the structure theory of m.s.p. algebras. Recall that an algebra A is said to be
multiplicatively semiprime (in short m.s.p.) [respectively multiplicatively prime (in short m.p.)]
whenever both A and M(A) are semiprime [respectively prime] algebras. The cornerstone for
J.C. Cabello, M. Cabrera / Journal of Algebra 319 (2008) 911–937 913the structure theory of m.s.p. algebras is the concept of ε-closure. Given an algebra A, we recall
that, for each ideal U of A and each ideal P of M(A), the ideals Uann of M(A) and Pann of A
are defined by
Uann = {F ∈ M(A): F(U) = 0} and Pann = {a ∈ A: P(a) = 0}.
The ε-closure of U is defined by U ∧ = (Uann)ann and the ε′-closure of P is defined by
P∨ = (Pann)ann. We denote the set of all minimal (respectively maximal) ε-closed ideals of
A by m (respectively M). The algebra A is said to be ε-decomposable if A = (∑B∈m B)∧. We
say that an algebra A is ε-atomic if each nonzero ε-closed ideal of A contains a minimal ε-closed
ideal. The ε-radical of an algebra A is defined by ε-Rad(A) =⋂U∈M U .
Yood’s theorem for algebras with zero annihilator. (See [3, Theorem 3.7].) For an algebra A
with zero annihilator, the following conditions are equivalent:
(i) A is ε-decomposable.
(ii) A is an ε-atomic m.s.p. algebra.
(iii) ε-Rad(A) = 0.
Moreover, in the case that A satisfies the above equivalent conditions, then every minimal
ε-closed ideal of A is an m.p. algebra.
The aim of this paper is to avoid the assumption of zero annihilator imposed in the pre-
vious theorem, and thus obtain an infinite-dimensional extension of Jacobson’s theorem. We
might point out that in this sense a normed precedent is provided by the structure theory of
H ∗-algebras [2,6].
A.A. Albert, motivated by Jacobson’s theorem, proposed in [1] a definition for the radical of
a finite-dimensional algebra. The Albert radical of a finite-dimensional algebra A is the smallest
ideal R of A such that A/R is decomposable (that is, A/R is isomorphic to a direct sum of simple
algebras). An extension of the Albert radical to an infinite-dimensional context was given in [4].
The multiplicatively semiprime radical α(A) of a (not necessarily finite-dimensional) algebra
A was introduced as the smallest m.s.p. ideal of A. Recall that an ideal U of A is said to be a
multiplicatively semiprime (in short m.s.p.) ideal of A if the quotient algebra A/U is an m.s.p.
algebra, which is equivalent to the fact that U is a semiprime ideal of A and
[U : A] = {F ∈ M(A): F(A) ⊆ U}
is a semiprime ideal of M(A). As a consequence of Jacobson’s theorem, α(A) = Ann(A) when-
ever A is finite-dimensional and M(A) is semiprime. We will show that this fact remains true
even when the dimension is infinite.
The second section will begin by summarizing the relevant material on the ε-closure. Next,
we will state the starting point in this paper by showing that, for every algebra A, Ann(A) is
always either zero or a minimal ε-closed ideal of A. More importantly, we will characterize the
ε-quasicomplementation of Ann(A). An ε-closed ideal U of an algebra A will be said to be ε-
quasicomplemented in A if there exists an ε-closed ideal V of A such that A = (U ⊕ V )∧. We
will show that, for an algebra A with Ann(A) = 0, if Ann(A) is ε-quasicomplemented in A, then
A = Ann(A) ⊕ A2 and A2 is the unique ε-quasicomplement of Ann(A).
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the multiplication algebra M(A) of an algebra A. The main result is such a characterization in
terms of Ann(A), in which the latter is recognized as the m.s.p. radical of A. We will show that,
for an algebra A, the following assertions are equivalent: (i) M(A) is semiprime. (ii) α(A) =
Ann(A) and M(A)∩ [Ann(A) : A] = 0. We will also deal with the particularization of this result
in cases in which A2 is ε-dense or not ε-dense.
Finally, in the fourth section we will establish the main result of this paper by characterizing
the ε-decomposable algebras. For an algebra A, we will denote by m∗ the set of all minimal
ε-closed ideals of A that are different from Ann(A) and by M∗ the set of all maximal ε-closed
ideals of A that are different from A2. We will say that an algebra A is strongly ε-atomic if
for each nonzero ε-closed ideal U of A such that U = Ann(A), there exists B ∈ m∗ such that
B ⊆ U . We will show that, for an algebra A, the following assertions are equivalent: (i) A is ε-de-
composable. (ii) A is strongly ε-atomic and M(A) is semiprime. (iii) [ε-Rad(A) : A] = 0 and
M∗ = {Ann(B): B ∈ m∗}. Moreover, in the case that A satisfies the above equivalent conditions,
each B ∈ m∗ is an m.p. algebra. This result will be refined in the case in which A2 is not ε-dense.
2. Algebras with ε-quasicomplemented annihilator
Our aim in this section will be to show that if A is an algebra with nonzero annihilator satis-
fying A = (Ann(A) + B)∧ for some proper ε-closed ideal B of A, then A = Ann(A) ⊕ A2.
We will begin by doing a summary, without proofs, of the relevant material on the ε-closure.
Let A be an algebra. For a subspace S of A and F ∈ M(A), we define
F(S) = {F(x): x ∈ S} and Sann = {F ∈ M(A): F(S) = 0}.
Analogously, for a subspace S of M(A) and a ∈ A, we set
S(a) = {F(a): F ∈ S}, and Sann = {a ∈ A: S(a) = 0}.
It is clear that Sann is a left ideal of M(A) and that Sann is a subspace of A. We will denote by S∧
the ε-closure of S, which is defined by
S∧ = (Sann)
ann
.
S will be said to be ε-closed whenever S∧ = S, and S will be called ε-dense whenever S∧ = A.
Analogously, we will denote by S∨ the ε′-closure of S , which is defined by
S∨ = (Sann)ann.
S will be said to be ε′-closed whenever S∨ = S .
For S1, S2 subspaces of an algebra A, we will denote by S1S2 the subspace of A generated
by all the products xy, for x ∈ S1 and y ∈ S2. For the sake of brevity, we will write S2 instead of
SS. As usual, for each ideal U of an algebra A, the largest ideal V of A satisfying the conditions
UV = VU = 0 is called the annihilator of U in A and will be denoted by Ann(U). The π -closure
U of an ideal U is defined by U = Ann(Ann(U)). One can immediately verify that U ⊆ U and
Ann(U) = Ann(U) = Ann(U).
In the next statement, we will collect some properties scattered in [3, Subsection 1.2]. These
are immediately verifiable and will be used without mention throughout the rest of this paper.
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(1) If S1, S2 are subspaces of A such that S1 ⊆ S2, then Sann2 ⊆ Sann1 . Analogously, if S1,S2 are
subspaces of M(A) such that S1 ⊆ S2, then (S2)ann ⊆ (S1)ann. As a consequence, S∧1 ⊆ S∧2
and S∨1 ⊆ S∨2 .
(2) S ⊆ S∧, for every subspace S of A. Analogously, S ⊆ S∨, for every subspace S of M(A).
(3) (S∧)ann = Sann, for every subspace S of A. Analogously, (S∨)ann = Sann, for every subspace
S of M(A). As a consequence, (S∧)∧ = S∧ and (S∨)∨ = S∨.
(4) (∑Sλ)ann =⋂Sannλ , for every family {Sλ} of subspaces of A. Analogously, (∑Sλ)ann =⋂
(Sλ)ann, for every family {Sλ} of subspaces of M(A).
(5) Aann = 0 and 0ann = M(A). Analogously, M(A)ann = 0 and 0ann = A. As a consequence, 0
and A are ε-closed, and 0 and M(A) are ε′-closed.
(6) If {Sλ} is a family of ε-closed subspaces of A, then ⋂Sλ is an ε-closed subspace of A.
Analogously, if {Sλ} is a family of ε′-closed subspaces of M(A), then ⋂Sλ is an ε′-closed
subspace of M(A).
(7) (Continuity property) If F ∈ M(A), and if S is a subspace of A, then F(S∧) ⊆ F(S)∧. As a
consequence, S∧1 S∧2 ⊆ (S1S2)∧, for all subspaces S1, S2 of A.
(8) For each ideal U of A, U∧ is an ideal of A and
(i) U∧ ⊆ U .
(ii) Ann(U)∧ = Ann(U∧) = Ann(U).
(iii) U∧ = (U)∧ = U .
Note that properties (1)–(5) in the above proposition show that the maps (U → Uann,
P → Pann) determine a Galois connexion between the complete lattice I(A) of all ideals of
A and the complete lattice I(M(A)) of all ideals of M(A), the ε and ε′ closures being its asso-
ciated closures. The set L(A) of all ε-closed ideals of A is a complete lattice, with 0 as the least
element and A as the greatest element, for the meet and joint operations given by∧
Uλ =
⋂
Uλ and
∨
Uλ =
(∑
Uλ
)∧
.
The same can also be said of the set L′(M(A)) of all ε′-closed ideals of M(A) for the operations∧
Pλ =
⋂
Pλ and
∨
Pλ =
(∑
Pλ
)∨
.
Moreover, the map U → Uann is an order-reversing bijection from L(A) onto L′(M(A)), and its
inverse is the map P → Pann. As a result, U is a minimal (respectively maximal) ε-closed ideal
of A if, and only if, Uann is a maximal (respectively minimal) ε′-closed ideal of M(A).
Our first result shows that the annihilator is always either zero or a minimal ε-closed ideal.
This elementary fact is the starting point of this paper.
Proposition 2.2. Let A be an algebra with Ann(A) = 0. Then
M(A) = M(A) ⊕ K IdA,
M(A) = Ann(A)ann is a maximal ε′-closed ideal of M(A), and Ann(A) = M(A)ann is a mini-
mal ε-closed ideal of A.
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M(A) = M(A) ⊕ K IdA and M(A) = Ann(A)ann. From these equalities it follows that M(A)
is a maximal ε′-closed ideal of M(A). As a consequence, since Ann(A) = M(A)ann, it follows
that Ann(A) is a minimal ε-closed ideal of A. 
Borrowing terminology from the theory of Banach spaces, we will say that an ε-closed ideal
U of an algebra A is ε-quasicomplemented (respectively ε-complemented) in A if there exists an
ε-closed ideal V of A such that A = (U ⊕V )∧ (respectively A = U ⊕V ). In such a case, V will
be called an ε-quasicomplement (respectively ε-complement) of U .
Lemma 2.3. Let A be an algebra with Ann(A) = 0. If Ann(A) is ε-quasicomplemented in A,
then M(A) has a unit element.
Proof. Let B be an ε-quasicomplement of Ann(A). As a consequence of the equality A =
(Ann(A) + B)∧ we have 0 = Ann(A)ann ∩ Bann, and so, keeping in mind Proposition 2.2, we
deduce that 0 = M(A) ∩ Bann. Since Ann(A) = 0, B is a proper ε-closed ideal. Then Bann = 0
and M(A) has codimension 1 in M(A). Thus
M(A) = M(A) ⊕ Bann.
Writing IdA = E + F for E ∈ M(A) and F ∈ Bann, it is immediately verifiable that E is the
unit element of M(A). 
Proposition 2.4. Let A be an algebra. If M(A) has a unit element, then A = Ann(A) ⊕ A2 and
A2 is an ε-closed ideal of A.
Proof. Let E be the unit element of M(A). It is clear that Ann(A) ⊆ Ker(E). Moreover, if
x ∈ Ker(E), then
ax = La(x) = LaE(x) = La(0) = 0,
and analogously xa = 0, for all a ∈ A. Therefore Ker(E) ⊆ Ann(A). Thus, Ker(E) = Ann(A). It
is also clear that E(A) ⊆ A2. Moreover,
E(ab) = ELa(b) = La(b) = ab
for all a, b ∈ A. Therefore A2 ⊆ E(A). Thus, E(A) = A2. Now, since E is an idempotent oper-
ator on A, we have A = Ann(A) ⊕ A2. Finally, since IdA − E ∈ E(A)ann = (A2)ann, it follows
that
Â2 ⊆ Ker(IdA − E) = E(A) = A2,
and so A2 is an ε-closed ideal of A. 
Corollary 2.5. If A is an algebra with zero annihilator, then M(A) has a unit element if, and
only if, M(A) = M(A).
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clear that E(x) = x for every x ∈ A2. But, according to the above proposition, A = A2. Hence
IdA = E ∈ M(A), and so M(A) = M(A). The converse is clear. 
Let A be an algebra and B be an ideal of A such that A = Ann(A) + B . Since, for each F ∈
M(A), we have F(B) ⊆ B , we can consider the mapping FB :B → B defined by FB(b) = F(b)
for all b ∈ B . It can easily be seen that the correspondence F → FB is an algebra homomorphism
from M(A) onto M(B). Note that this homomorphism induces an algebra isomorphism from
M(A) onto M(B).
Proposition 2.6. Let A be an algebra with Ann(A) = 0. Assume that B is an ideal of A such that
A = Ann(A) ⊕ B . Then B is ε-closed in A if, and only if, IdB ∈ M(B).
Proof. Assume that B is an ε-closed ideal of A satisfying the condition A = Ann(A) ⊕ B . By
Lemma 2.3, M(A) has a unit element. Since M(A) and M(B) are isomorphic, we see that
M(B) has a unit element. But, from the condition A = Ann(A) ⊕ B , it follows that B is an
algebra with zero annihilator, and so, applying Corollary 2.5, IdB ∈ M(B).
Conversely, suppose now that B is a proper ideal of A such that A = Ann(A) ⊕ B and
IdB ∈ M(B). From the canonical homomorphism from M(A) onto M(B), we can confirm the
existence of an idempotent E ∈ M(A) satisfying EB = IdB . Clearly IdA −E ∈ Bann, and so we
have B̂ ⊆ Ker(IdA − E) = E(A) ⊆ B . Thus, B is ε-closed in A. 
We will now state a technical lemma.
Lemma 2.7. Let A be an algebra. Assume that B is an ideal of A such that A = Ann(A) + B . If
I is an ideal of B , then I is an ideal of A and Î B = Î ∩ B , where Î B denotes the ε-closure of I
relative to the algebra B . As a consequence, Î B = Î whenever B is in addition an ε-closed ideal
of A.
Proof. For each ideal I of B it is clear that I is an ideal of A and that, if I annB denotes the
annihilator of I relative to M(B), then
I annB = {FB : F ∈ I ann}.
As a consequence, we deduce that Î B = Î ∩ B . Finally, when B is in addition an ε-closed ideal
of A, then we have Î ⊆ B , and hence Î B = Î . 
Now we can state the main result of this section.
Theorem 2.8. Let A be an algebra with Ann(A) = 0. Then the following assertions are equiva-
lent:
(i) Ann(A) is ε-quasicomplemented in A.
(ii) M(A) has a unit element.
(iii) Ann(A) is ε-complemented in A and A2 is an ε-complement of Ann(A).
(iv) A is isomorphic to an algebra of the form B0 ⊕ B , where B0 is a nonzero null algebra and
B is an algebra such that IdB ∈ M(B).
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L(A) = {I,Ann(A) ⊕ I : I ∈ L(A2)}.
As a consequence, A2 is the unique ε-quasicomplement of Ann(A).
Proof. (i) ⇒ (ii). This implication has been proved in Lemma 2.3.
(ii) ⇒ (iii). This implication is a particular case of Proposition 2.4.
(iii) ⇒ (iv). This implication follows from Proposition 2.6.
(iv) ⇒ (i). From (iv) it follows that A = Ann(A) ⊕ B for a suitable proper ideal B of A
such that IdB ∈ M(B). By Proposition 2.6 B is an ε-closed ideal of A, and so Ann(A) is ε-
complemented.
Now let us assume that A satisfies the equivalent conditions in the statement and let us de-
scribe the family of all ε-closed ideals of A. Let U be an ε-closed ideal of A. Assume first
that Ann(A)  U . Since Ann(A) = M(A)ann, it follows that Uann  M(A), and so we can
choose T ∈ M(A) such that T + IdA ∈ Uann. Therefore, U ⊆ Ker(T + IdA). Since it is clear
that Ker(T + IdA) ⊆ A2, we deduce that U ⊆ A2, and hence, according to Lemma 2.7, U is an ε-
closed ideal of A2. Now, let us assume that Ann(A) ⊆ U . Since U ∩A2 is an ε-closed ideal of A
and Ann(A)U ∩A2, from the above we can confirm that U ∩A2 is an ε-closed ideal of A2. It is
clear that Ann(A)⊕ (U ∩A2) ⊆ U . Moreover, for each a ∈ U , writing a = z+ b for z ∈ Ann(A)
and b ∈ A2, we see that b = a − z ∈ U , and so b ∈ U ∩A2. Therefore, U = Ann(A)⊕ (U ∩A2).
Summarizing, we have proved that
L(A) ⊆ {I,Ann(A) ⊕ I : I ∈ L(A2)}.
Let I be an ε-closed ideal of A2. By Lemma 2.7, I is an ε-closed ideal of A. Thus, the proof
will be complete by showing that Ann(A)⊕ I is also an ε-closed ideal of A. To this end, we note
that, referring to the aforementioned part of the proof, we know that (Ann(A) ⊕ I )∧ ∩ A2 is an
ε-closed ideal of A2 and that(
Ann(A) ⊕ I)∧ = Ann(A) ⊕ [(Ann(A) ⊕ I)∧ ∩ A2].
But, for each F ∈ I ann, by using Proposition 2.1, we see that
F
((
Ann(A) ⊕ I)∧ ∩ A2)⊆ F ((Ann(A) ⊕ I)∧)∩ F (A2)
⊆ (F (Ann(A) ⊕ I))∧ ∩ A2 ⊆ Ann(A)∧ ∩ A2 = Ann(A) ∩ A2 = 0.
Therefore I ann ⊆ [(Ann(A)⊕ I )∧ ∩A2]ann, and so (Ann(A)⊕ I )∧ ∩A2 ⊆ I . Since the opposite
inclusion is clear, we have I = (Ann(A)⊕ I )∧ ∩A2. As a result, (Ann(A)⊕ I )∧ = Ann(A)⊕ I ,
and the proof concludes. 
As a consequence we obtain the following result.
Corollary 2.9. Let A be an algebra. If U is a proper ε-closed ideal of A such that A =
(Ann(A) + U)∧, then A = Ann(A) ⊕ U and U = A2. As a consequence, if U is a maximal
ε-closed ideal of A, then either Ann(A) ⊆ U or U = A2.
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A = (Ann(A) + U)∧.
Clearly Ann(A)U . If U ∩ Ann(A) = 0, then, by Proposition 2.2,
U ∩ Ann(A) = Ann(A),
and hence Ann(A) ⊆ U , which is a contradiction. Thus U ∩ Ann(A) = 0 and U is an ε-
quasicomplement of Ann(A). Now, by Theorem 2.8, we conclude that A = Ann(A) ⊕ U and
U = A2.
Now suppose that U is a maximal ε-closed ideal of A. If Ann(A)  U , then A =
(Ann(A) + U)∧, and consequently U = A2. 
3. Characterizing the semiprimeness of the multiplication algebra
This section is devoted to several characterizations and consequences of the semiprimeness
of the multiplication algebra. Our main result will provide such a characterization in terms of
the annihilator. This characterization will involve the fact that α(A) = Ann(A) holds for every
algebra A such that M(A) is semiprime.
Let A be an associative algebra. As usual, for a subspace S of A, the left respectively right
annihilator of S will be defined by
Annl (S) := {x ∈A: xS = 0}
and
Annr (S) := {x ∈A: Sx = 0}.
Clearly Annl(S) is a left ideal of A and Annr (S) is a right ideal of A.
We will begin by describing the left and right annihilators in the multiplication algebra of an
algebra A. For subspaces S of A and S of M(A), we will denote by S(S) the subspace of A
generated by all the elements F(x), for x ∈ S and F ∈ S . Moreover, we define
[S : A] = {F ∈ M(A): F(A) ⊆ S}.
Proposition 3.1. Let A be an algebra. For each subspace S of M(A) we have
(1) Annl(S) = S(A)ann.
(2) Annr (S) = [Sann : A].
As a consequence,
(3) Annl(M(A)) = (A2)ann.
(4) Annr (M(A)) = [Ann(A) : A].
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Conversely, since
(S(A)annS)(A) = S(A)ann(S(A))= 0,
it follows that S(A)annS = 0, and so S(A)ann ⊆ Annl (S).
(2) It is clear that 0 = (S Annr (S))(A) = S(Annr (S)(A)), therefore Annr (S)(A) ⊆ Sann,
and so Annr (S) ⊆ [Sann : A]. Conversely, taking into account that (S[Sann : A])(A) =
S([Sann : A](A)) ⊆ S(Sann) = 0, it follows that S[Sann : A] = 0, and thus [Sann : A] ⊆ Annr (S).
(3) and (4) are direct consequences of the assertions (1) and (2), keeping in mind that in every
algebra A the equalities
M(A)(A) = A2 and M(A)ann = Ann(A)
hold. 
Now we recall the well-known ideal-free characterization of the semiprimeness in an asso-
ciative context. Indeed, if A is an associative algebra, then A is semiprime if, and only if, the
condition aAa = 0, with a ∈ A, forces a = 0. As a consequence, if P is an ideal of A, then
P is a semiprime ideal if, and only if, the condition aAa ⊆ P , with a ∈ A, forces a ∈ P . For
completeness, we will include, without proof, the following well-known result.
Proposition 3.2. If A is a semiprime associative algebra and P is an ideal of A, then
Ann(P) = Annl (P) = Annr (P),
and Ann(P) is a semiprime ideal of A.
Remark 3.3. For an ideal U of an algebra A, it is clear that the sets
LU = {Lx : x ∈ U} and RU = {Rx : x ∈ U}
are contained in [U : A]. From these facts it follows that
LU
([U : A]ann)= RU ([U : A]ann)= 0,
therefore
U [U : A]ann = [U : A]annU = 0,
and hence
[U : A]ann ⊆ Ann(U).
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(1) For each ideal P of M(A),
Ann(P) =P(A)ann = [Pann : A]
is a semiprime ideal of M(A), and
P∨(A)∧ =P(A)∧.
(2) For each ideal U of A,
Ann
(
Uann
)= Uann(A)ann = [Û : A]
is a semiprime ideal of M(A), and
Ann(U)ann ⊆ [U : A]∨ ⊆ [Û : A].
(3) Ann(M(A)) = (A2)ann = [Ann(A) : A] is a semiprime ideal of M(A).
(4) A = (Ann(A) + A2)∧ and Ann(A) = Ann(A2).
Proof. (1) Let P be an ideal of M(A). By linking Proposition 3.1(1)–(2) with Proposition 3.2
we obtain that
Ann(P) =P(A)ann = [Pann : A]
is a semiprime ideal of M(A). Now, applying these equalities twice, one to P∨ and another to P ,
it follows that
P∨(A)ann = [(P∨)
ann
: A]= [Pann : A] =P(A)ann.
From this, we deduce that
P∨(A)∧ =P(A)∧.
(2) Let U be an ideal of A. Particularizing (1) to Uann, we see that
Ann
(
Uann
)= Uann(A)ann = [Û : A]
is a semiprime ideal of M(A). According to Remark 3.3 we have Ann(U)ann ⊆ [U : A]∨. From
(1) we see that
[U : A]∨(A) ⊆ [U : A](A)∧ ⊆ Û .
Therefore, [U : A]∨ ⊆ [Û : A].
(3) follows from Propositions 3.1(3)–(4) and 3.2.
922 J.C. Cabello, M. Cabrera / Journal of Algebra 319 (2008) 911–937(4) In the case Ann(A) = 0, the first assertion follows from the next development which
uses (3), as well as Proposition 2.2
0 = Ann(M(A))∩ M(A) = (A2)ann ∩ Ann(A)ann = (A2 + Ann(A))ann.
In the case Ann(A) = 0, by [3, Theorem 2.6], we see that A is m.s.p. and hence, by [3, Corol-
lary 2.9], we have A = Â2. Thus A = (Ann(A) + A2)∧.
Now, we will deduce the second assertion as follows
Ann(A) = Ann((Ann(A) + A2)∧)= Ann(Ann(A) + A2)
= A ∩ Ann(A2)= Ann(A2). 
Next we characterize the semiprimeness of M(A) in terms of ideals of the algebra A.
Proposition 3.5. Let A be an algebra. Then the following assertions are equivalent:
(i) M(A) is semiprime.
(ii) Uann ∩ [U : A]∨ = 0, for every ideal U of A.
(iii) A = (U + [U : A]ann)∧, for every ideal U of A.
(iv) Uann ∩ [U : A] = 0, for every ideal U of A.
Proof. (i) ⇒ (ii). Let U be an ideal of A. According to Proposition 3.4(2) we see that
[U : A]∨ ⊆ [Û : A] = Ann(Uann).
Therefore, Uann ∩ [U : A]∨ = 0.
(ii) ⇒ (iii). For each ideal U of A, we have
0 = Uann ∩ [U : A]∨ = (U + [U : A]ann)ann,
and as a consequence, A = (U + [U : A]ann)∧.
(iii) ⇒ (iv). Given an ideal U of A, from the equalities
A = (U + [U : A]ann)∧ = (Uann ∩ [U : A]∨)ann
it follows that 0 = Uann ∩ [U : A]∨, and in particular
0 = Uann ∩ [U : A].
(iv) ⇒ (i). Let P be an ideal of M(A) such that P2 = 0. Then,
P ⊆P(A)ann ∩ [P(A) : A]= 0,
and hence P = 0. 
Corollary 3.6. If A is an algebra such that M(A) is semiprime, then, for each ideal U of A, we
have
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(2) Ann(A) = U ∩ Ann(U).
(3) Û2 is an ideal of A.
(4) [U : A]ann = 0, and hence Ann(U) = 0, whenever U is a proper ε-closed ideal of A.
Proof. (1) is a direct consequence of the implication (i) ⇒ (iii) in the above proposition and
Remark 3.3. This result was also proved in [3, Proposition 2.2(1)].
(2) follows by taking annihilators in (1).
(3) It is clear that Û2 is a subspace of A contained in Û . Moreover, by (1), we have
Û2A ⊆ ÛA = Û(U + Ann(U))∧ ⊆ [U(U + Ann(U))]∧ ⊆ Û2
and analogously AÛ2 ⊆ Û2. Thus Û2 is an ideal of A.
(4) Assume that U is a proper ε-closed ideal of A. In view of the implication (i) ⇒ (iii) in
the above proposition, we have [U : A]ann = 0. As a consequence, by Remark 3.3, we also have
Ann(U) = 0. 
At this point, we can observe that the trivial ideals of the multiplication algebra are always
contained in the multiplication ideal.
Proposition 3.7. Let A be an algebra. If P is an ideal of M(A) such that P2 = 0, then P ⊆
M(A).
Proof. Let P be an ideal of M(A) such that P2 = 0. Then, for each F ∈ P , we have F 2 = 0.
Since M(A) = M(A) + K IdA, there exist T ∈ M(A) and λ ∈ K such that F = T + λ IdA. If
λ = 0, then F = T ∈ M(A). In the case of λ = 0, from
0 = F 2 = F(T + λ IdA) = FT + λF
we deduce that
F = −λ−1FT ∈ M(A). 
Our next objective is to state the main result in this section, which includes the description of
the multiplicatively semiprime radical of an algebra with semiprime multiplication algebra.
Let A be an algebra. Recall that an ideal U of A is said to be a multiplicatively semiprime
(in short m.s.p.) ideal of A if the quotient algebra A/U is an m.s.p. algebra. By [1, Lemma 1],
for each ideal U of A, there is a canonical isomorphism from M(A)/[U : A] onto M(A/U).
From this it follows that U is an m.s.p. ideal of A if, and only if, U is a semiprime ideal of
A and [U : A] is a semiprime ideal of M(A). The multiplicatively semiprime radical α(A) of
A is defined as the smallest m.s.p. ideal of A. It was shown in [4, Proposition 3] that α(A) is
nothing but the Albert radical whenever A is a finite-dimensional algebra. As a consequence of
Jacobson’s theorem, α(A) = Ann(A) whenever A is finite-dimensional and M(A) is semiprime.
The next result shows that this fact remains true without any restriction on the dimension.
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(i) M(A) is semiprime.
(ii) α(A) = Ann(A) and M(A) ∩ [Ann(A) : A] = 0.
Proof. (i) ⇒ (ii). Since Ann(A) ⊆ α(A), in order to prove the equality it suffices to show that
Ann(A) is an m.s.p. ideal of A. If U is an ideal of A such that U2 ⊆ Ann(A), then it is clear that
LxM(A)LxM(A)Lx = 0 and RxM(A)RxM(A)Rx = 0
for all x ∈ U . Due to the semiprimeness of M(A), we have Lx = Rx = 0, and so
x ∈ Ann(A). Thus Ann(A) is a semiprime ideal of A. Finally, by Proposition 3.4(3), it follows
that [Ann(A) : A] is a semiprime ideal of M(A) and M(A) ∩ [Ann(A) : A] = 0.
(ii) ⇒ (i). Given an ideal U of A, since Uann ∩ [U : A] is a trivial ideal of M(A) and Ann(A)
is an m.s.p. ideal of A, it follows that
Uann ∩ [U : A] ⊆ [Ann(A) : A].
On the other hand, by Proposition 3.7, we have
Uann ∩ [U : A] ⊆ M(A).
Therefore, taking in mind the second condition in (ii), it follows that
Uann ∩ [U : A] = 0.
Finally, taking into account the implication (iv) ⇒ (i) of Proposition 3.5, we can conclude that
M(A) is semiprime. 
The condition M(A) ∩ [Ann(A) : A] = 0 in the statement cannot be dropped, even when A
is finite-dimensional, as is shown in the following example:
Example 3.9. Let A be the three-dimensional algebra with generator
{e0, e1, e2}
given by the relations
e20 = e0ei = eie0 = 0, e2i = ei (1 i  2), and e1e2 = e2e1 = e0.
It is immediately verifiable that
Ann(A) = Ke0 and A/Ann(A) = K[e1] ⊕ K[e2],
and hence α(A) = Ann(A). However, it is easy to check that M(A) is not semiprime. Precisely,
M(A) ∩ [Ann(A) : A]= Lin{Le1 − L2e1,Le2 − L2e2}.
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that U2 = 0, then either U = 0 or U = Ann(A).
Proof. Let U be an ε-closed ideal of A such that U2 = 0. Since, by the above theorem, Ann(A)
is a semiprime ideal of A, we see that U ⊆ Ann(A). Finally, by Proposition 2.2, we conclude that
either U = 0 or U = Ann(A). 
Corollary 3.11. Let A be an algebra. If A = (Ann(A) ⊕ B)∧ for some ideal B of A, then the
following assertions are equivalent:
(i) M(A) is semiprime.
(ii) α(A) = Ann(A).
Proof. From the equality A = (Ann(A) ⊕ B)∧ we see that
0 = Ann(A)ann ∩ Bann = M(A) ∩ Bann,
and secondly, that [
Ann(A) : A](B) ⊆ Ann(A) ∩ B = 0,
hence [Ann(A) : A] ⊆ Bann. Thus,
M(A) ∩ [Ann(A) : A]⊆ M(A) ∩ Bann = 0,
and as a result M(A) ∩ [Ann(A) : A] = 0. 
As a direct consequence of Theorem 3.8, keeping in mind the equalities in Proposition 3.4(3),
we have the following result:
Corollary 3.12. For every algebra A, the following assertions are equivalent:
(i) M(A) is semiprime and Â2 = A.
(ii) α(A) = Ann(A) and [Ann(A) : A] = 0.
By making use of Theorem 2.8, we may complete the above corollary with the one that fol-
lows:
Corollary 3.13. Let A be an algebra. Then the following assertions are equivalent:
(i) M(A) is semiprime and Â2 = A.
(ii) A = Ann(A) ⊕ A2, and A2 is a proper ε-closed ideal of A and an m.s.p. algebra.
(iii) A is isomorphic to an algebra of the form B0 ⊕ B , where B0 is a nonzero null algebra and
B is an m.s.p. algebra such that IdB ∈ M(B).
Moreover, in the case that A satisfies the above equivalent conditions, A2 is a maximal ε-closed
ideal of A.
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we have that A = Ann(A) ⊕ A2 and A2 is an ε-closed ideal of A. Finally, by Theorem 3.8,
α(A) = Ann(A), and therefore A2 ∼= A/Ann(A) is an m.s.p. algebra.
(ii) ⇒ (iii). This implication is a consequence of Proposition 2.6.
(iii) ⇒ (i). In view of the implication (iv) ⇒ (iii) of Theorem 2.8, A = Ann(A) ⊕ A2. On
the other hand, by assumption, A/Ann(A) is (isomorphic to) an m.s.p. algebra, and so α(A) =
Ann(A). Now, we can apply Corollary 3.11 to conclude that M(A) is semiprime.
Finally, if A satisfies the equivalent conditions in the statement, then A2 is a maximal ε-closed
ideal of A by Theorem 2.8. 
For an algebra A we will denote by γ (A) the smallest ideal U of A such that M(A/U) is
semiprime, that is
γ (A) =
⋂{
U ∈ I(A): [U : A] is a semiprime ideal of M(A)}.
It is clear that γ (A) ⊆ α(A).
Recall that the absorber of an ideal U of an algebra A is defined as the ideal of A given by
(U : A) = {a ∈ A: aA + Aa ⊆ U}.
Note that Ann(A/U) = (U : A)/U .
Corollary 3.14. Let A be an algebra. If U is an ideal of A such that [U : A] is a semiprime ideal
of M(A), then (U : A) is an m.s.p. ideal of A. As a consequence, the equality
α(A) = (γ (A) : A)
holds.
Proof. Let U be an ideal of A such that [U : A] is a semiprime ideal of M(A). Since M(A/U) ∼=
M(A)/[U : A] is a semiprime algebra, by Theorem 3.8, we see that Ann(A/U) is an m.s.p. ideal
of A/U . Therefore,
A
(U : A)
∼= A/U
(U : A)/U =
A/U
Ann(A/U)
is an m.s.p. algebra, and hence (U : A) is an m.s.p. ideal of A. In particular, we have that
(γ (A) : A) is an m.s.p. ideal of A, and so α(A) ⊆ (γ (A) : A). On the other hand, since
γ (A) ⊆ α(A), it follows that (γ (A) : A) ⊆ (α(A) : A). But, since (α(A) : A)2 ⊆ α(A) and α(A)
is a semiprime ideal of A, it follows that (α(A) : A) ⊆ α(A). Summarizing, we have proved that
α(A) ⊆ (γ (A) : A)⊆ (α(A) : A)⊆ α(A),
and as a result α(A) = (γ (A) : A). 
The following description of the Albert radical, for a finite-dimensional algebra A, is well
known:
α(A) =
⋂{
(U : A): U is a maximal ideal of A}
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equality involving the ε-closure for algebras with semiprime multiplication algebra.
For a given algebra A we will denote the set of all maximal ε-closed ideals of A by M. Recall
that the ε-radical of A, denoted by ε-Rad(A), is defined as follows
ε-Rad(A) =
⋂
U∈M
U.
Remark 3.15. For an ideal U of an algebra A, it is clear that
(U : A) = {a ∈ A: La,Ra ∈ [U : A]},
and consequently we have
[U : A] = 0 ⇒ (U : A) = Ann(A).
Corollary 3.16. For an algebra A the following assertions are equivalent:
(i) [ε-Rad(A) : A] = 0.
(ii) M(A) is semiprime and Ann(A) = (ε-Rad(A) : A).
Moreover, in the case that A satisfies the above equivalent conditions and Ann(A) = 0, then
ε-Rad(A) = 0 or Ann(A) depending on whether A2 is not ε-dense or is ε-dense in A.
Proof. (i) ⇒ (ii). By [3, Proposition 3.3], [U : A] is a prime ideal of M(A) for every maximal
ε-closed ideal U of A, and therefore[
ε-Rad(A) : A]= ⋂
U∈M
[U : A]
is a semiprime ideal of M(A). Since by assumption [ε-Rad(A) : A] = 0, it follows that M(A) is
semiprime. Finally, taking into account Remark 3.15, we see that Ann(A) = (ε-Rad(A) : A).
(ii) ⇒ (i). From Ann(A) = (ε-Rad(A) : A) it follows that ε-Rad(A) ⊆ Ann(A). If Â2 = A,
then, by Corollary 3.13, A = Ann(A)⊕A2, and A2 is a maximal ε-closed ideal of A. Therefore,
ε-Rad(A) ⊆ Ann(A) ∩ A2 = 0, and hence ε-Rad(A) = 0. If Â2 = A, then [ε-Rad(A) : A] ⊆
[Ann(A) : A] = 0 because of Corollary 3.12. Thus, in any case, [ε-Rad(A) : A] = 0.
Now let us assume that A satisfies the equivalent conditions in the statement and Ann(A) = 0.
Since ε-Rad(A) ⊆ (ε-Rad(A) : A) = Ann(A), by Proposition 2.2 it follows that ε-Rad(A) = 0
or Ann(A). If Â2 = A, then, by Corollary 3.13, A2 ∈ M and A2 ∩ Ann(A) = 0, and consequently
ε-Rad(A) = 0. If Â2 = A, then, by Corollary 2.9, ε-Rad(A) = Ann(A). 
4. Yood’s theorem
Our goal will be to give a Yood’s ε-decomposition theorem, which becomes an infinite-
dimensional extension of Jacobson’s theorem. We will begin by establishing some properties
of the minimal and maximal ε-closed ideals.
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we will set m∗ to denote the following set:
m∗ =
{
m if Ann(A) = 0,
m \ {Ann(A)} if Ann(A) = 0.
In the case in which M(A) is semiprime, we know, by Proposition 3.4(4), that A2 is π -dense in A.
On the other hand, by Corollary 3.13, we have that A2 is either ε-dense or maximal ε-closed,
and we will define M∗ as denoting the following set:
M∗ =
{
M if Â2 = A,
M \ {A2} if Â2 = A.
Proposition 4.1. Let A be an algebra with M(A) semiprime. Then
(1) Let U be an ε-closed ideal of A. If I is an ε-closed ideal of U , then I is an ε-closed ideal
of A.
(2) If B ∈ m∗, then B is an m.p. algebra and B = B̂2.
(3) [U : A]ann ⊆ (([U : A]ann)2)∧, for every ideal U of A.
(4) If U ∈ M∗, then U = U and [U : A]ann = (([U : A]ann)2)∧.
Proof. (1) Let I be an ε-closed ideal of U . Since, by Corollary 3.6(1), A = (U + Ann(U))∧,
using the continuity property, we deduce that Î is an ideal of A. Moreover, since U is an ε-
closed ideal of A, it follows that Î ⊆ U . Suppose that F ∈ M(U) is such that F(I) = 0, and
choose F ′ ∈ M(A) such that F ′(x) = F(x) for every x ∈ U . Then, we have
F(Î ) = F ′(Î ) ⊆ F ′(I )∧ = 0.
From this, it follows that Î is contained in the ε-closure of I relative to U , and hence Î = I .
(2) Fix B ∈ m∗. By Corollary 3.10, B2 = 0. Since, by (1), B is an algebra lacking nonzero
proper ε-closed ideals, it follows from [5, Proposition 1] that B is an m.p. algebra. Moreover,
note that, by Corollary 3.6(3), B̂2 is an ε-closed ideal of A contained in B . Since B is minimal,
we see that B̂2 = B .
(3) Let U be an ideal of A. In view of the implication (i) ⇒ (iii) of Proposition 3.5 we have
A2 = ((U + [U : A]ann)∧)2 ⊆ ((U + [U : A]ann)2)∧ ⊆ (U + ([U : A]ann)2)∧.
By Proposition 3.4(4), taking into account that Ann(A) ⊆ U , it follows that
A = (U + ([U : A]ann)2)∧.
Therefore,
0 = (U + ([U : A]ann)2)ann = Uann ∩ (([U : A]ann)2)ann,
J.C. Cabello, M. Cabrera / Journal of Algebra 319 (2008) 911–937 929and hence (([U : A]ann)2)ann ⊆ Annr(Uann).
Now, by using Propositions 3.2 and 3.4(2), we deduce that(([U : A]ann)2)ann ⊆ Ann(Uann)= [Û : A] = [U : A].
From this, the proof can easily be concluded.
(4) Let U ∈ M∗. By Corollary 2.9 we have Ann(A) ⊆ U . If U = A, then Ann(U) = Ann(A),
and so Ann(U) ⊆ U . Therefore, by Corollary 3.6(1), A = U , which is a contradiction. Thus U =
A, and consequently U = U . Now, from (3) it follows that [U : A]ann = (([U : A]ann)2)∧. 
Now we will study the relationship between the minimal and maximal ε-closed ideals.
Proposition 4.2. Let A be an algebra with M(A) semiprime. Then
(1) If B ∈ m∗, then Ann(B) = [B : A]ann ∈ M∗ and B = [Ann(B) : A]ann.
(2) If U ∈ M∗, then [U : A]ann is nonzero and does not properly contain nonzero ε-closed ideals
different from Ann(A). As a consequence, if additionally [U : A]ann ∩ Ann(A) = 0, then
[U : A]ann ∈ m∗.
(3) If U is a proper ε-closed ideal of A, then [U : A]ann = Ann(A) if, and only if, U = A2.
(4) If U ∈ M∗, then U = Ann([U : A]ann).
Proof. (1) Given B ∈ m∗, we will begin by noting that A2  Ann(B). Indeed, if A2 ⊆ Ann(B),
then B ⊆ Ann(A2), and by Proposition 3.4(4) B ⊆ Ann(A), which is a contradiction. From the
fact that A2  Ann(B), we deduce that Ann(B) is a proper (ε-closed) ideal of A, and secondly
that Ann(B) = A2. Now we will show that Ann(B) is a maximal ε-closed ideal of A. Fix an ε-
closed ideal V of A such that Ann(B) ⊆ V , and consider the ideal Ann(V )∩B . By minimality of
B , we have Ann(V )∩B = 0 or B . In the first case, we see that Ann(V ) ⊆ Ann(B) ⊆ V , and so, by
Corollary 3.6(1), A = (V + Ann(V ))∧ = V . In the last case we have B ⊆ Ann(V ), and therefore
V ⊆ Ann(B) ⊆ V , that is, V = Ann(B). Thus, we come to the conclusion that Ann(B) ∈ M∗.
Moreover, by Proposition 4.1(2), B is m.p. and in particular AnnB(B) = 0, and as a consequence
Ann(B)∩B = 0. Since, for each F ∈ [B : A], we have F(Ann(B)) ⊆ Ann(B)∩B = 0, it follows
that Ann(B) ⊆ [B : A]ann. Now, taking Remark 3.3 into account, we can conclude that Ann(B) =
[B : A]ann.
Finally, according to Remark 3.3, [Ann(B) : A]ann ⊆ B , and according to Corollary 3.6(1),
A = (B + Ann(B))∧; now, by using Proposition 4.1(4), it follows that[
Ann(B) : A]
ann
= (([Ann(B) : A]
ann
)2)∧ ⊆ (BA)∧
= (B(B + Ann(B))∧)∧ ⊆ (B(B + Ann(B)))∧ ⊆ B̂ = B.
Moreover, since Ann(B) = A, by Corollary 3.6(4), we have[
Ann(B) : A]
ann
= 0,
and so, by minimality of B , we conclude that [Ann(B) : A]ann = B .
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nonzero (ε-closed) ideal of A contained in Ann(U). Let V be a nonzero ε-closed ideal of A
contained in [U : A]ann. If V ⊆ U , then, keeping in mind Corollary 3.6(2), we have V ⊆ U ∩
Ann(U) ⊆ Ann(A), and as a consequence V = Ann(A). Thus, if we assume that V = Ann(A),
then we have V  U , and consequently A = (U + V )∧. On account of Proposition 4.1(4), we
have
[U : A]ann =
(([U : A]ann)2)∧ ⊆ (Ann(U)A)∧
= (Ann(U)(U + V )∧)∧ ⊆ (Ann(U)(U + V ))∧ ⊆ V,
and so V = [U : A]ann.
Finally, let us suppose that U satisfies in addition [U : A]ann ∩ Ann(A) = 0. From this con-
dition, it follows that Ann(A) [U : A]ann when Ann(A) = 0. Therefore, in any case, from the
above it is clear that [U : A]ann ∈ m∗.
(3) Let U be a proper ε-closed ideal of A. If [U : A]ann = Ann(A), then, by Proposition 3.5,
we have
A = (U + [U : A]ann)∧ = (U + Ann(A))∧.
Now, by Corollary 2.9, we conclude that U = A2.
Conversely, assume that U = A2. Since Uann = 0, by Proposition 3.4(3), we have
Ann(M(A)) = 0, and so M(A) = M(A). Therefore, M(A) = M(A). On the other hand,
by Proposition 3.4(2) and (3), we have[
A2 : A]= Ann((A2)ann)= M(A).
Thus we see that [A2 : A] = M(A), and as a consequence [U : A]ann = Ann(A).
(4) Let us assume that U ∈ M∗. If Ann([U : A]ann) = A, then
[U : A]ann ⊆ Ann(A)
and, by Proposition 2.2, [U : A]ann = 0 or Ann(A). But, in view of parts (2) and (3) above we
see that [U : A]ann = 0 and Ann(A). Therefore, Ann([U : A]ann) = A. On the other hand, by
Remark 3.3, U ⊆ Ann([U : A]ann). So, by maximality of U , we have U = Ann([U : A]ann). 
Corollary 4.3. If A is an algebra such that M(A) is semiprime, then the following assertions are
equivalent:
(i) M∗ = {Ann(B): B ∈ m∗}.
(ii) m∗ = {[U : A]ann: U ∈ M∗}.
Moreover, in the case that A satisfies the above equivalent conditions, the map B → Ann(B) is
a bijection of m∗ onto M∗ and its inverse is the map U → [U : A]ann.
Proof. For the sake of brevity, we will consider the maps
ϕ : m∗ → L(A) and ψ : M∗ → L(A)
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ϕ(B) = Ann(B) and ψ(U) = [U : A]ann.
(i) ⇒ (ii). By assumption M∗ = ϕ(m∗), and by Proposition 4.2(1) ψϕ = Idm∗ . Therefore,
m∗ = ψϕ(m∗)= ψ(M∗).
(ii) ⇒ (i). By assumption m∗ = ψ(M∗), and by Proposition 4.2(4), ϕψ = IdM∗ . Thus we have
M∗ = ϕψ(M∗)= ϕ(m∗).
Finally, if A satisfies the equivalent conditions in the statement, then, as has been made clear
in the proof of the implications above, we have ψϕ = Idm∗ and ϕψ = IdM∗ , and the proof
concludes. 
Corollary 4.4. If A is an algebra with ε-Rad(A) = 0, then M(A) is semiprime and A satisfies
the equivalent conditions in Corollary 4.3.
Proof. By Corollary 3.16, M(A) is a semiprime algebra. By Proposition 4.2(1), we have
{Ann(B): B ∈ m∗} ⊆ M∗.
Now let us fix U ∈ M∗. By [3, Corollary 3.4], we have Ann(A) ∩ Â2 = 0, and in particular
Ann(A)∩[U : A]ann = 0 because of Proposition 4.1(4). Finally, by Proposition 4.2(2) and (4), we
have that [U : A]ann ∈ m∗ and U = Ann([U : A]ann). Therefore, M∗ ⊆ {Ann(B) : B ∈ m∗}. 
Recall that an algebra A is said to be ε-decomposable if A = (∑B∈m B)∧.
Proposition 4.5. If A is an ε-decomposable algebra, then M(A) is semiprime and A =
(
⊕
B∈m B)∧.
Proof. Assume that A is ε-decomposable. Reasoning as in [3, Corollary 3.6], we see that M(A)
is semiprime. Note that B ∩C = 0, and hence BC = 0, for all B,C ∈ m with B = C. Therefore,
we have B(
∑
C∈m\{B} C) = 0, and hence (B ∩ (
∑
C∈m\{B} C))2 = 0. Now, by Theorem 3.8, it
follows that
B ∩
( ∑
C∈m\{B}
C
)
⊆ Ann(A).
If Ann(A) = 0, then we have B ∩ (∑C∈m\{B} C) = 0 for every B ∈ m, hence ∑B∈m B =⊕
B∈m B , which completes the proof.
Assume that Ann(A) = 0. Then, from the above inclusion, for each B ∈ m∗, we see that
B ∩ (∑C∈m\{B} C) = 0. On the other hand, if z ∈ Ann(A) can be written in the form z =∑ni=1 bi
for suitable bi ∈ Bi ∈ m∗ (1 i  n) with Bi = Bj for i = j , then zBi = Biz = 0, hence biBi =
Bibi = 0, and so bi ∈ AnnBi (Bi) for every i ∈ {1, . . . , n}. Since, by Proposition 4.1(2), Bi is m.p.
and in particular AnnBi (Bi) = 0, it follows that bi = 0 for every i ∈ {1, . . . , n}, and hence z = 0.
Thus, we have proved that Ann(A) ∩ (∑B∈m∗ B) = 0. Consequently ∑B∈m B =⊕B∈m B , and
the proposition is proved. 
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contains a minimal ε-closed ideal. We will say that A is strongly ε-atomic when it satisfies the
following condition: For each nonzero ε-closed ideal U of A such that U = Ann(A), there exists
B ∈ m∗ such that B ⊆ U .
It is obvious that to be strongly ε-atomic implies being ε-atomic. Clearly, both concepts coin-
cide when Ann(A) = 0.
Now, the stage has been set for the main goal of this paper.
Theorem 4.6. (Yood’s theorem.) Let A be an algebra. Then the following conditions are equiva-
lent:
(i) A is ε-decomposable.
(ii) A is strongly ε-atomic and M(A) is semiprime.
(iii) [ε-Rad(A) : A] = 0 and M∗ = {Ann(B): B ∈ m∗}.
Moreover, in the case that A satisfies the above equivalent conditions, each B ∈ m∗ is an m.p.
algebra and Â2 = (⊕B∈m∗ B)∧.
Proof. (i) ⇒ (ii). Assume that A is ε-decomposable. By Proposition 4.5, M(A) is semiprime.
Now, let us prove that A is strongly ε-atomic. Let U be a nonzero ε-closed ideal of A satisfying
B  U for all B ∈ m∗. Then, for each B ∈ m∗, we have B ∩ U = 0 because of minimality
of B . Therefore, BU = UB = 0 for all B ∈ m. As a result, (∑B∈m B)U = U(∑B∈m B) = 0.
Therefore, we have AU = UA = 0, hence U ⊆ Ann(A), and consequently, Ann(A) = 0. But
then, by Proposition 2.2, U = Ann(A).
(ii) ⇒ (iii). First we will prove that [ε-Rad(A) : A] = 0. This is clear whenever ε-Rad(A) = 0.
So, let us assume that ε-Rad(A) = 0. If there exists B ∈ m∗ such that B ⊆ ε-Rad(A), then, by
Proposition 4.2(1), we have B ⊆ ε-Rad(A) ⊆ Ann(B). Therefore B2 = 0, which is in contradic-
tion to Proposition 4.1(2). Thus, B  ε-Rad(A) for all B ∈ m∗. Since A is strongly ε-atomic,
we deduce that ε-Rad(A) = Ann(A). Thus, Ann(A) is a nonzero ideal of A contained in every
maximal ε-closed ideal of A. By Corollary 3.13, this cannot happen when A = Â2. Therefore,
A = Â2, and so, by Corollary 3.12,
[
ε-Rad(A) : A]= [Ann(A) : A]= 0.
Secondly, we will prove that M∗ = {Ann(B): B ∈ m∗}. Let U ∈ M∗. By Proposition 4.2(2)
and (3), [U : A]ann = 0,Ann(A), and [U : A]ann does not properly contain nonzero ε-closed
ideals different from Ann(A). Since A is strongly ε-atomic, we see that [U : A]ann ∈ m∗.
Moreover, by Proposition 4.2(4), U = Ann([U : A]ann). Thus we have proved the inclusion
M∗ ⊆ {Ann(B): B ∈ m∗}. The opposite inclusion was proved in Proposition 4.2(1).
(iii) ⇒ (i). Since [ε-Rad(A) : A] = 0, by Corollary 3.16, M(A) is semiprime. Now, by Propo-
sition 3.4(2), for each maximal ε-closed ideal U of A we can confirm that [U : A] = Uann(A)ann
is an ε′-closed ideal of M(A). Thus,
0 = [ε-Rad(A) : A]= ⋂ [U : A] = ( ∑ [U : A]ann)ann.
U∈M U∈M
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A =
( ∑
U∈M
[U : A]ann
)∧
.
Since M∗ = {Ann(B) : B ∈ m∗}, by Corollary 4.3 and Proposition 4.2(3), we have
A =
(∑
B∈m
B
)∧
.
Now let us assume that A satisfies the equivalent conditions in the statement. By Proposi-
tion 4.1(2), for each B ∈ m∗, we have that B is an m.p. algebra and B̂2 = B . From this last
assertion we see that (
∑
B∈m∗ B)∧ ⊆ Â2. Finally, from the development
Â2 ⊆
((∑
B∈m
B
)2)∧
=
( ∑
B,C∈m
BC
)∧
=
( ∑
B∈m∗
B2
)∧
⊆
( ⊕
B∈m∗
B
)∧
⊆ Â2,
we conclude that Â2 = (⊕B∈m∗ B)∧. 
The Yood theorem for algebras with zero annihilator quoted in the introduction is a conse-
quence of Theorem 4.6. Note that, for an algebra A with zero annihilator, we have
(a) A is m.s.p. if, and only if, M(A) is semiprime [3, Theorem 2.6].
(b) A is strongly ε-atomic if, and only if, A is ε-atomic.
(c) ε-Rad(A) = 0 if, and only if, [ε-Rad(A) : A] = 0 and M∗ = {Ann(B): B ∈ m∗} (Corol-
lary 4.4 and Remark 3.15).
Another direct consequence of Theorem 4.6 and Corollary 4.4 is the following result, which is
an improvement of implication (iii) ⇒ (i) in the Yood theorem for algebras with zero annihilator.
Corollary 4.7. If A is an algebra with ε-Rad(A) = 0, then A is ε-decomposable.
Now we are going to revisit Jacobson’s theorem, by determining the lattice of all ε-closed
ideals of a finite-dimensional algebra whose multiplication algebra is semiprime.
Proposition 4.8. If A is a finite-dimensional algebra, then the following assertions are equiva-
lent:
(i) A is ε-decomposable.
(ii) M(A) is semiprime.
(iii) ε-Rad(A) = 0.
Moreover, in the case that A satisfies the above equivalent conditions, then
L(A) = {U,Ann(A) ⊕ U : U is an ideal of A such that U ∩ Ann(A) = 0}.
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lary 4.7 and Theorem 4.6. Thus, all that remains is to prove the implication (ii) ⇒ (iii) and
the description of L(A). To this end, assume that M(A) is semiprime. Then, by Jacobson’s
theorem, A =⊕ni=0 Bi is a direct sum of ideals, where B0 = Ann(A) and Bi (1  i  n) are
simple algebras. Therefore, A2 =⊕ni=1 Bi and A = Ann(A) ⊕ A2. If we set UJ =⊕j∈J Bj for
J ⊆ {1, . . . , n}, then it can immediately be seen that
I(A2)= {UJ : J ⊆ {1, . . . , n}}
= {U : U is an ideal of A such that U ∩ Ann(A) = 0}.
Since for each J ⊆ {1, . . . , n} we see that UJ = AnnA2(UJc ), where J c = {1, . . . , n} \ J , it fol-
lows that L(A2) = I(A2). From this, in the case Ann(A) = 0, we deduce that L(A) = I(A),
hence M = {U{i}c : i ∈ {1, . . . , n}}, and so ε-Rad(A) = 0. Moreover, in case Ann(A) = 0, taking
into account Theorem 2.8, we can confirm that L(A) = {U,Ann(A) ⊕ U : U ∈ I(A2)}, hence
M = {A2} ∪ {Ann(A) ⊕ U{i}c : i ∈ {1, . . . , n}}, and so again we have ε-Rad(A) = 0. 
We will now deal with the case Â2 = A, for A not necessarily finite-dimensional. Keeping in
mind Theorem 4.6 and Corollary 3.13, note that, for an ε-decomposable algebra A with nonzero
annihilator, the condition Â2 = A is equivalent to the condition Ann(A) ∩ (⊕B∈m∗ B)∧ = 0. To
deal with this case, we begin by writing the following direct consequence of the description of
ε-closed ideals given in Theorem 2.8.
Proposition 4.9. Let A be an algebra such that A2 is ε-closed in A and A = Ann(A)⊕A2. Then
(1) A is ε-decomposable if, and only if, A2 is ε-decomposable.
(2) A is ε-atomic if, and only if, A2 is ε-atomic.
(3) ε-Rad(A) = ε-Rad(A2).
Corollary 4.10. For an algebra A such that Â2 = A, the following conditions are equivalent:
(i) A is ε-decomposable.
(ii) A is ε-atomic and M(A) is semiprime.
(iii) A = Ann(A) ⊕ A2, and A2 is a proper ε-closed ideal of A and an ε-atomic m.s.p. algebra.
(iv) A is isomorphic to an algebra of the form B0 ⊕ B , where B0 is a nonzero null algebra and
B is an ε-atomic m.s.p. algebra such that IdB ∈ M(B).
(v) ε-Rad(A) = 0.
Moreover, in the case that A satisfies the above equivalent conditions, the map B → [B : A]ann
is a bijection of m onto M and its inverse is the map U → [U : A]ann.
Proof. (i) ⇒ (ii). This implication follows from the implication (i) ⇒ (ii) in Theorem 4.6.
(ii) ⇒ (iii). By Corollary 3.13 A = Ann(A) ⊕ A2, and A2 is a proper ε-closed ideal of A and
an m.s.p. algebra. By Proposition 4.9(2), A2 is ε-atomic.
(iii) ⇔ (iv). This is a direct consequence of Corollary 3.13.
(iii) ⇒ (v). By Yood’s theorem for algebras with zero annihilator applied to A2, it follows that
ε-Rad(A2) = 0, and so, taking into account Proposition 4.9(3), ε-Rad(A) = 0.
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Now let us assume that A satisfies the equivalent conditions in the statement. Consider the
map ψ : L(A) → L(A) given by ψ(U) = [U : A]ann. From Theorem 4.6, Corollary 4.3, and
Proposition 4.2(1), it follows that the map ψ induces a bijection of m∗ onto M∗ and its inverse
is induced again for ψ . We conclude the proof by observing that m = {Ann(A)} ∪ m∗ and M =
{A2} ∪ M∗, as well as by taking into account Propositions 3.4(3) and 4.2(3), which allows us to
confirm that
ψ
(
Ann(A)
)= [Ann(A) : A]
ann
= A2 and ψ(A2)= [A2 : A]
ann
= Ann(A). 
In concluding this section we will give some illustrative examples for Yood’s theorem.
First, we will give an example showing an ε-atomic non-ε-decomposable algebra A such that
[ε-Rad(A) : A] = 0.
Example 4.11. Let B be an m.p. algebra over a field K such that IdB /∈ M(B). Consider the
algebra A consisting of the vector space K × B and the product defined by
(λ1, b1)(λ2, b2) = (0, b1b2).
It is clear that {0} × B is an ideal of A isomorphic to B , and Ann(A) = K × {0}. Thus, we can
write A = Ann(A) ⊕ B . It is easy to check that the mapping F → FB is an isomorphism from
M(A) onto M(B), and so M(A) is a prime algebra. By Proposition 2.6, B is ε-dense in A.
Moreover, if U is an ideal of A such that U  Ann(A), then UB + BU = 0, hence U ∩ B = 0.
From this, taking into account that B is m.p. we have (U ∩ B)∧B = B , and so B ⊆ (U ∩ B)∧
because of Lemma 2.7. Therefore A = B̂ ⊆ (U ∩ B)∧ ⊆ Û , and hence Û = A. As a result,
L(A) = {0,Ann(A),A}. Therefore, Ann(A) is the unique proper nonzero ε-closed ideal of A,
and consequently A is an ε-atomic non-ε-decomposable algebra and ε-Rad(A) = Ann(A). From
this, note that, for each F ∈ [ε-Rad(A) : A], we have FB = 0, and hence F = 0. Therefore,
[ε-Rad(A) : A] = 0. On the other hand, since A2 = B2 is not contained in Ann(A), we see that
Â2 = A. Moreover, note that Ann(A) ∈ M∗ and [Ann(A) : A]ann = A (see Proposition 3.4(3)).
This provides an example showing that in general the assertion U ∈ M∗ ⇒ [U : A]ann ∈ m∗ is
not true (refer to Proposition 4.2(2)).
Now we would like to show two concrete algebras B satisfying the conditions required above.
Let H be a (real or complex) infinite-dimensional Hilbert space, and consider the H ∗-algebra
HS(H) of all Hilbert–Schmidt operators on H , and the Banach algebra T (H) of all trace-class
operators on H (see [14, Appendices A.1.3 and A.1.4]). Both algebras are topologically simple
(i.e. have nonzero product and 0 is the unique proper norm-closed ideal). Every ε-closed ideal of
a normed algebra is actually a norm-closed ideal (see [3, p. 413]), and so they are m.p. algebras
(see [5, Proposition 1]). Since H is assumed to be infinite-dimensional, it follows that T (H) is a
proper ideal of HS(H). But,
T (H) =HS(H)2 = M(HS(H))(HS(H)),
and so IdHS(H) /∈ M(HS(H)). Since T (H) is a norm-dense ideal in the Banach algebra
HS(H), we can also confirm that IdT (H) /∈ M(T (H)).
Note that A = Ann(A)⊕A2 in the case of B = T (H), whereas A = Ann(A)⊕A2 in the case
of B =HS(H).
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A = Â2.
Example 4.12. Let c0 be the algebra of all null sequences on K = R or C endowed with the
coordinatewise algebra operations. Consider the algebra A consisting of the vector space K × c0
and the product defined by (
λ, {an}
)(
μ, {bn}
)= (0, {anbn}).
It is clear that A is an associative commutative algebra such that A2 = {0} × c0 and Ann(A) =
K × {0}. Let c denote the algebra of all convergent sequences on K. For each {αn} in c consider
the mapping ϕ({αn}) from A into A given by
ϕ
({αn})(λ, {an})= (λ limαn, {anαn}).
It is easy to verify that ϕ({αn}) is a linear mapping on A, and that the mapping ϕ is an one-
to-one algebra homomorphism from c into L(A) with rank equal to M(A). Thus, via ϕ, we
may regard c as the multiplication algebra of A. It is clear that (A2)ann = 0, and hence Â2 = A.
Moreover, if we define B0 = Ann(A) and, for each i ∈ N, we define Bi = K(0, ei), where ei is
the sequence with a 1 in the ith coordinate and 0 in the other coordinates, then {Bi}i∈N∪{0} is
the family of all minimal ε-closed ideals of A. It is clear that
⊕
i∈N∪{0} Bi = K × c00, where
c00 denotes the subalgebra of c0 consisting of the sequences which are eventually 0. Therefore,
(
⊕
i∈N∪{0} Bi)ann = 0, and so A is ε-decomposable.
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