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Context: Automatic speech recognition requires the development of language and acoustic models for
different existing dialects. The purpose of this research is the training of an acoustic model, a statistical
language model and a grammar language model for the Spanish language, specifically for the dialect
of the city of San Jose de Cucuta, Colombia, that can be used in a command control system. Existing
models for the Spanish language have problems in the recognition of the fundamental frequency and
the spectral content, the accent, pronunciation, tone or simply the language model for Cucuta’s dialect.
Method: In this project, we used Raspberry Pi B+ embedded system with Raspbian operating system
which is a Linux distribution and two open source software, namely CMU-Cambridge Statistical Lan-
guage Modeling Toolkit from the University of Cambridge and CMU Sphinx from Carnegie Mellon
University; these software are based on Hidden Markov Models for the calculation of voice parame-
ters. Besides, we used 1913 recorded audios with the voice of people from San Jose de Cucuta and
Norte de Santander department. These audios were used for training and testing the automatic speech
recognition system.
Results: We obtained a language model that consists of two files, one is the statistical language model
(.lm), and the other is the jsgf grammar model (.jsgf). Regarding the acoustic component, two models
were trained, one of them with an improved version which had a 100 % accuracy rate in the training
results and 83 % accuracy rate in the audio tests for command recognition. Finally, we elaborated a
manual for the creation of acoustic and language models with CMU Sphinx software.
Conclusions: The number of participants in the training process of the language and acoustic models
has a significant influence on the quality of the voice processing of the recognizer. The use of a large
dictionary for the training process and a short dictionary with the command words for the implementa-
tion is important to get a better response of the automatic speech recognition system. Considering the
accuracy rate above 80 % in the voice recognition tests, the proposed models are suitable for applica-
tions oriented to the assistance of visual or motion impairment people.
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Contexto: El reconocimiento automa´tico del habla requiere el desarrollo de modelos de lenguaje
y modelos acu´sticos para los diferentes dialectos que existen. El objeto de esta investigacio´n es el
entrenamiento de un modelo acu´stico, un modelo de lenguaje estadı´stico y un modelo de lenguaje
gramatical para el idioma espan˜ol, especı´ficamente para el dialecto de la ciudad de San Jose´ de Cu´cuta,
Colombia, que pueda ser utilizado en un sistema de control por comandos. Lo anterior motivado por
las deficiencias que presentan los modelos existentes para el idioma espan˜ol, en el reconocimiento de
la frecuencia fundamental y contenido espectral, el acento, la pronunciacio´n, el tono o simplemente al
modelo de lenguaje de la variante diale´ctica de esta regio´n.
Me´todo: Este proyecto utiliza el sistema embebido Raspberry Pi B+ con el sistema operativo Raspbian
que es una distribucio´n de Linux y los softwares de co´digo abierto CMU-Cambridge Statistical Lan-
guage Modeling toolkit de la Universidad de Cambridge y CMU Sphinx de la Universidad Carnegie
Mellon; los cuales se basan en los modelos ocultos de Markov para el ca´lculo de los para´metros de
voz. Adema´s, se utilizaron 1913 audios grabados por locutores de la ciudad de San Jose´ de Cu´cuta y el
departamento de Norte de Santander para el entrenamiento y las pruebas del sistema de reconocimiento
automa´tico del habla.
Resultados: Se obtuvo un modelo de lenguaje que consiste de dos archivos, uno de modelo de lenguaje
estadı´stico (. lm), y uno de modelo gramatical (. jsgf). En relacio´n con la parte acu´stica se entrenaron
dos modelos, uno de ellos con una versio´n mejorada que obtuvo una tasa de acierto en el reconocimiento
de comandos del 100 % en los datos de entrenamiento y de 83 % en las pruebas de audio. Por u´ltimo,
se elaboro´ un manual para la creacio´n de los modelos acu´sticos y de lenguaje con el software CMU
Sphinx.
Conclusiones: El nu´mero de participantes en el proceso de entrenamiento de los modelos acu´sticos y
de lenguaje influye significativamente en la calidad del procesamiento de voz del reconocedor. A fin de
obtener una mejor respuesta del sistema de Reconocimiento Automa´tico del Habla es importante usar
un diccionario largo para la etapa de entrenamiento y un diccionario corto con las palabras de comando
para la implementacio´n del sistema. Teniendo en cuenta que en las pruebas de reconocimiento se obtuvo
una tasa de e´xito mayor al 80 % es posible usar los modelos creados en el desarrollo de un sistema de
Reconocimiento Automa´tico del Habla para una aplicacio´n orientada a la asistencia de personas con
discapacidad visual o incapacidad de movimiento




El reconocimiento automa´tico del habla es un avance tecnolo´gico de creciente intere´s debido a
la facilidad que tiene el ser humano de expresarse mediante el uso de sus pliegues vocales. Aun-
que esta tecnologı´a lleva tiempo desarrolla´ndose, se presenta en la actualidad como una posible
solucio´n en el disen˜o y desarrollo de una interfaz de acceso por habla que permita el control de un
proceso sin necesidad de dedicar tiempo a la supervisio´n de dicha tarea [1], [2]; adema´s que debe
ser eficiente y no menos importante, debe ser amigable con el usuario para que sea ejecutado por
todo tipo de personas.
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La eficiencia de este tipo de sistema se puede evaluar en el porcentaje de e´xito del reconocimiento
de palabras u oraciones segu´n sea el tipo de reconocedor implementado, pero este ı´ndice o crite-
rio depende esencialmente de un diccionario fone´tico y de dos modelos; por una parte, el modelo
acu´stico que representa la distribucio´n de probabilidad de los fonemas en la sen˜al de audio; por otra
parte, el modelo del lenguaje, el cual representa la distribucio´n de probabilidad de una secuencia
de palabras. Estos dos modelos en conjunto permiten decodificar la informacio´n de las sen˜ales de
audio del usuario a partir de la relacio´n de las dos probabilidades mencionadas anteriormente.
En la actualidad existen en internet alrededor de quince modelos acu´sticos y de lenguaje desa-
rrollados para diferentes idiomas o un solo idioma [3], [4], como lo son por ejemplo el ingle´s
(americano y brita´nico), el chino, el ruso y el alema´n, ası´ como para sistemas multilenguaje [5],
[6]. Aunque para el espan˜ol tambie´n existen modelos libres [7] en organizaciones como VoxForge
o SourceForge, la efectividad para aplicaciones basadas en sistemas de control por comandos puede
ser baja debido a la variedad de acentos que tiene tal idioma y la velocidad del habla, el modelo
de lenguaje utilizado y la caracterı´stica propia del funcionamiento del reconocedor. Por tal motivo,
surge la necesidad de entrenar o desarrollar los modelos acu´sticos del lenguaje para el espan˜ol co-
lombiano, lo que indirectamente puede impulsar a la investigacio´n del reconocimiento de dialectos
regionales en este paı´s.
En esta investigacio´n se realizo´ la creacio´n de un modelo de lenguaje y un modelo acu´stico
para el idioma espan˜ol, especı´ficamente para el dialecto cucuten˜o, utilizando como herramienta
el toolkit CMU Sphinx [8] y el software CMU-Cambridge Statistical Language Modeling toolkit
(CMUCLMTK) [9], adema´s de audios grabados por habitantes del territorio, obteniendo modelos
nativos que sirven en primer lugar para el desarrollo de sistemas de RAH realizados en la regio´n,
que permiten realizar comparaciones con el modelo de espan˜ol desarrollado por SourceForge en
este mismo toolkit. De igual manera se pretende exponer de una manera clara una metodologı´a para
la creacio´n de modelos de lenguaje y acu´sticos para sistemas de RAH.
Teniendo en cuenta las caracterı´sticas de un sistema RAH, se clasifico´ al sistema de reconoci-
miento desarrollado como un sistema de mu´ltiples usuarios, para palabra aislada (especı´ficamente
un comando) y de vocabulario pequen˜o, ya que solo reconocera´ nueve comandos compuestos cada
uno por tres palabras. Los modelos entrenados servira´n como base para una aplicacio´n de “con-
trol por comandos” [10], [11] mediante archivos de audio, por lo cual se emplea una investigacio´n
cientı´fica con un tipo de estudio experimental para obtener valores cuantitativos que sirvan para
comparar la eficiencia y la precisio´n de los resultados obtenidos.
2. Materiales y me´todos
2.1. Reconocimiento Automa´tico del Habla
El Reconocimiento Automa´tico del Habla (RAH, por sus siglas en espan˜ol; ASR por sus siglas
en ingle´s) es el proceso mediante el cual los sonidos provenientes del aparato productor del habla
(fonacio´n y articulacio´n) son transcritos a un conjunto de sı´mbolos ortogra´ficos compatibles con
las reglas gramaticales de la lengua objetivo de que se trate, tal y como se representa en la Figura 1.
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Figura 1. Sistema RAH.
En el desarrollo de la inteligencia computacional y artificial se denomina RAH a la capacidad del
sistema de funcionar mediante una interfaz de acceso por habla [12]. Dicha capacidad tiene como
finalidad transformar la sen˜al acu´stica del habla producida por el ser humano en informacio´n que
permita a la interfaz crear un dia´logo con el usuario, de tal manera que esta sintetice una repuesta
o ejecute un proceso con base en la entrada del sistema [13].
Los procesos de Reconocimiento Automa´tico del Habla esta´n basados en Redes Bayesianas, es-
pecı´ficamente en los Modelos Ocultos de Markov (HMM) [14]. Desde el punto de vista matema´tico
el RAH se puede expresar como un problema estadı´stico en el cual se desea conocer la palabra in-
terpretada de la sen˜al acu´stica, teniendo como para´metros la palabra predecesora reconocida y los
datos obtenidos de la sen˜al acu´stica; estadı´stica que se puede resolver mediante los HMM.
El software CMU Sphinx es un toolkit de librerı´as y programas de co´digo abierto desarrollado en
Java y realizado bajo la licencia BSD, creado por la universidad Carnegie Mellon para el desarro-
llo de sistemas de reconocimiento automa´tico del habla. Este cuenta con la familia de programas
Sphinx (actualmente versio´n 4) el cual es un reconocedor del habla de alto nivel, ası´ como Poc-
ketSphinx, que es un reconocedor del habla para sistemas embebidos; adema´s del SphinxTrain que
permite realizar el entrenamiento de un modelo acu´stico nuevo [15] o adaptar uno ya existente [16]
y el software de co´digo abierto CMUCLMTK de la Universidad de Cambridge el cual permite la
creacio´n de los diferentes modelos del lenguaje.
El toolkit para el reconocimiento del habla CMU Sphinx puede ser descargado de su web oficial;
es importante verificar que al descargar los paquetes de instalacio´n del software que compone el
toolkit, todos sean la misma versio´n (actualmente 5PreAlpha).
Se uso´ como base el sistema embebido Raspberry Pi B+ con la distribucio´n Raspbian de Linux, en
donde se instala el Toolkit de Reconocimiento del habla CMU Sphinx. Inicialmente, se opera con el
CMUCLMTK para generar los modelos de lenguaje, posteriormente con el SphinxTrain se ejecuta
la tarea de entrenamiento del modelo acu´stico y finalmente con el SphinxBase y el PocketSphinx
se comprueba el funcionamiento de los modelos obtenidos usando el micro´fono de un smartphone
y una aplicacio´n mo´vil como entrada de audio.
2.1.1. Caracterı´sticas de los sistemas del RAH
Un sistema de RAH tiene varias caracterı´sticas que sirven de igual manera para clasificar la forma
en que funcionan y trabajan la informacio´n que entra al sistema, como parte de la interfaz de acceso
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por habla. En la Tabla I se describen las caracterı´sticas de un sistema RAH.




Un sistema de RAH puede ser para un solo usuario o para usuarios mu´ltiples.
Un reconocedor de usuarios mu´ltiples es menos preciso, pero permite un
mayor alcance en la poblacio´n que puede hacer uso del reconocedor, ya que
no tiene la limitacio´n de detectar el habla de un solo usuario.
Estilo del
habla
El RAH puede funcionar de dos formas, uno de palabra aislada y otro de
habla continua. Un RAH de habla continua hace que el sistema opere con
mayor complejidad, ya que habra´ mayor dificultad en determinar los tiempos
de silencio que marcan los comienzos y finales de los segmentos hablados,
existentes en el dia´logo.
Taman˜o del
vocabulario
El vocabulario repercute en la velocidad de operacio´n del reconocedor. Cuanto
ma´s grande sea el diccionario, ma´s demorara´ en encontrar la palabra asignada
a la probabilidad generada por el programa. Adema´s, se pueden presentar casos
en donde el sistema detecte coincidencias y de´ como resultado una palabra
equivocada. Las palabras deben estar tanto en el diccionario fone´tico, como en




El sistema funcionara´ dependiendo de las condiciones sonoras en las que opere,
especialmente el ruido del entorno sobre el cual funciona. Estos ruidos pueden
ocasionar que se decodifique la sen˜al de una manera incorrecta obteniendo un
resultado diferente al esperado.
2.1.2. Componentes del RAH
Los sistemas del Reconocimiento Automa´tico del Habla se componen esencialmente de tres par-
tes, un diccionario fone´tico, un modelo del lenguaje y un modelo acu´stico.
El diccionario fone´tico es el vocabulario de palabras junto con la divisio´n fone´tica de cada una de
ellas, con el cual va a operar el sistema del RAH. Se usa en conjunto con los modelos del lenguaje
y acu´stico para decodificar las sen˜ales de audio del usuario, el diccionario fone´tico utilizado en la
creacio´n de los modelos de lenguaje y acu´stico es el alojado en el repositorio de SourceForge.
El modelo del lenguaje representa la distribucio´n de probabilidad de la palabra y el orden de la
misma en el sistema del RAH. Este modelo se encarga de la bu´squeda de la palabra y le permite
al sistema conocer la palabra siguiente dependiendo de la palabra anterior, es decir da a conocer
la posicio´n y probabilidad que tiene una palabra determinada en una oracio´n o comando. Para esta
investigacio´n en especı´fico se crearon dos modelos de lenguaje, siendo uno de ellos el modelo de
lenguaje gramatical el cual representa la distribucio´n de probabilidad de una secuencia de palabras
a partir de una serie de reglas gramaticales, donde se especifican los comandos con el cual funciona
el sistema de RAH desarrollado. El modelo acu´stico representa la distribucio´n de probabilidad de
los fonemas en la sen˜al de audio.
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Figura 2. Proceso de desarrollo de un sistema de Reconocimiento Automa´tico del Habla.
2.2. Desarrollo del reconocedor automa´tico del habla
Luego de realizar una breve descripcio´n de estos sistemas de procesamiento de voz, es importan-
te entender la manera como se desarrollan y entrenan los diferentes elementos que componen el
reconocedor. En este punto es importante aclarar que el RAH esta´ desarrollado bajo el software de
co´digo abierto CMU Sphinx [17] el cual es instalado y ejecutado en el ordenador de placa reducida
Raspberry PI B+, de sistema operativo Raspbian [18]. Como se menciono´ anteriormente los mode-
los del lenguaje y acu´stico se desarrollan para satisfacer las necesidades de un RAH de mu´ltiples
hablantes y de un sistema de control por comandos. El proceso de creacio´n de estos sistemas se
puede apreciar en la Figura 2.
2.2.1. Preparacio´n pre-desarrollo
Antes de desarrollar el modelo del lenguaje y el entrenamiento del modelo acu´stico, es necesario
preparar los siguientes elementos:
• Un diccionario fone´tico, este puede ser descargado de SourceForge que de manera gratuita
prestan el servicio de recoleccio´n y preparacio´n de archivos necesarios para el desarrollo de
un sistema de RAH; para esta investigacio´n se utilizaron dos diccionarios fone´ticos: el prime-
ro descargado de la web SourceForge de 88000 palabras aproximadamente fue utilizado para
el entrenamiento del modelo acu´stico, debido a la gran cantidad de palabras que este posee
permite realizar un entrenamiento con un rango amplio de futuros comandos; y el segundo
propio del proyecto, el cual contiene solo las trece palabras que forman los comandos, lo que
permite limitar la ejecucio´n del reconocedor.
• Un archivo de texto plano con las frases que se empleara´n como comandos del sistema y se
usara´ para la creacio´n del modelo del lenguaje.
• Un archivo de texto plano con los fonemas utilizados y que componen cada una de las pala-
bras encontradas en el vocabulario (.Phone), uno con las etiquetas de silencio que el sistema
relacionara´ con los limites de los segmentos hablados de las grabaciones de audio (.Filler).
• Los archivos de texto plano de transcripcio´n y de entrenamiento que contendra´n las frases
grabadas en los archivos de audio por los usuarios para el entrenamiento y prueba del modelo
acu´stico.
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• Los archivos de audio grabados por los usuarios necesarios para el entrenamiento del modelo
acu´stico. Las duraciones de estos archivos deben sumar en total una hora de grabacio´n como
mı´nimo para que el sistema pueda realizar el entrenamiento del modelo acu´stico.
Es importante resaltar que los archivos de texto plano de transcripcio´n y el archivo de texto plano
que contiene las frases necesarias para la creacio´n del modelo del lenguaje, deben estar escritos en
formato Unicode UTF-8, adema´s deben comenzar con la etiqueta < s > y finalizar con la etiqueta
< /s >, las cuales deben estar incluidas como representacio´n del silencio en el archivo de extensio´n
Filler.
2.2.2. Creacio´n del modelo del lenguaje
El modelo del lenguaje es el elemento del RAH que define las probabilidades relacionadas con
la aparicio´n y el orden de las palabras en una oracio´n. Permite junto con las caracterı´sticas y datos
obtenidos de las sen˜ales acu´sticas en el entrenamiento del modelo acu´stico, decodificar la informa-
cio´n de las sen˜ales de habla del usuario.
En el toolkit CMU Sphinx el modelo del lenguaje se puede crear de tres tipos. El primer tipo es
lista de palabras claves, el cual se puede realizar a partir de un archivo de audio de gran taman˜o
y mediante el PocketSphinx se localiza la palabra indicada, dicho proceso genera un archivo cu-
yo contenido especifica los umbrales de la palabra en el audio. El segundo tipo es grama´tica, este
elemento es de tipo texto y su extensio´n es .jsgf o .gram; tal archivo puede ser escrito de manera
manual y en formato jsgf; son archivos realizados para representar de manera precisa el orden en el
cual deben aparecer las palabras y son utilizados principalmente para sistemas de reconocimiento
en comando y control.
El tercer tipo es el Modelo del Lenguaje Estadı´stico (LM), que se crea mediante el software
CMUCMLTK. A partir de un archivo de texto plano en el cual se encuentran todas las frases o
palabras que puede reconocer el RAH, este software permite crear una serie de archivos, los cuales
son:
• Archivo frecuencia de palabra (.wfreq): este archivo, como su nombre lo indica contiene por
palabra el nu´mero de veces que esta aparece dentro del texto u oraciones encontradas dentro
del archivo de texto con el cual es creado.
• Archivo de vocabulario (.vocab): este archivo contiene el vocabulario que conforman el texto
u oraciones encontradas dentro del archivo de texto y su creacio´n se realiza a partir del archivo
de frecuencia de palabra.
• Archivo gramatical (.indgram): este archivo contiene el mapeo gramatical, es decir la ruta o
la secuencia de probabilidades que se han obtenido del texto u oraciones encontradas dentro
del archivo, junto con el archivo de vocabulario.
Estos archivos son necesarios para crear el archivo ARPA [19] que es el resultado final de la
creacio´n del modelo del lenguaje. El archivo del modelo del lenguaje tiene extensio´n .lm o .arpa,
adema´s puede ser de extensio´n .lm.bin para ser formato binario, el cual permite ejecutar ma´s ra´pido
el reconocedor y es usado para modelos del lenguaje de gran taman˜o.
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Figura 3. Proceso de creacio´n del modelo del lenguaje estadı´stico utilizando el software CMUCLMTK.
El proceso de creacio´n de un Modelo del Lenguaje Estadı´stico se inicia al crear en primer lugar
el archivo de frecuencia de palabra. Dicho elemento permitira´ crear un archivo de vocabulario que
obtendra´ todas las palabras que componen el texto que se utiliza para la creacio´n del modelo del
lenguaje. Con el archivo de texto en conjunto con el archivo de vocabulario, se obtiene el archivo de
mapeo gramatical. Con este archivo y los archivos de vocabulario se puede realizar la creacio´n del
modelo del lenguaje necesario para el entrenamiento del modelo acu´stico y el funcionamiento del
RAH, este proceso se muestra en la Figura 3. Dicho proceso es inherente al software CMUCMLTK
y todos los archivos mencionados con anterioridad en esta seccio´n son resultado del funcionamiento
del mismo, cabe resaltar que el archivo de vocabulario del cual se habla en esta seccio´n, solo cumple
una funcio´n en la creacio´n del modelo de lenguaje y no se encuentra de ninguna manera relacionado
y su contenido es diferente al del archivo de vocabulario expuesto en la seccio´n de preparacio´n pre-
desarrollo.
2.2.3. Entrenamiento del modelo acu´stico
El entrenamiento del modelo acu´stico se realiza mediante el software SphinxTrain. Para realizar el
entrena- miento del modelo acu´stico se necesita el modelo del lenguaje, el diccionario fone´tico y los
elementos creados en la seccio´n de preparacio´n pre-desarrollo; estos son principalmente los audios
grabados por los usuarios para el entrenamiento del sistema adema´s de los siguientes archivos:
• Archivo.phone - archivo que contiene la lista de fonemas presentes en el diccionario fone´tico.
• Archivo.filler - archivo que contiene la lista de etiquetas “< s >” que representan los silen-
cios y limites de los segmentos hablados de las grabaciones de audio
• Archivo train.fileids - lista de archivos de entrenamiento grabados, relacionados con textos
de entrenamiento.
• Archivo train.transcription - archivo que contiene la lista de textos de entrenamiento.
• Archivo test.fileids - lista de archivos de entrenamiento grabados relacionados con textos de
prueba.
• Archivo test.transcription - archivo que contiene la lista de textos de prueba.
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Para iniciar el entrenamiento solo es necesario ejecutar el comando de configuracio´n, el cual
creara´ una carpeta donde se almacenara´ el modelo acu´stico entrenado y dentro de esta un archivo
de configuracio´n sphinx train.cfg. Ası´, se debe configurar segu´n las caracterı´sticas y las necesida-
des del modelo acu´stico a desarrollar. Se debe incluir dentro de la carpeta del modelo acu´stico los
archivos de pre-desarrollo que se mencionaron anteriormente y una carpeta donde se almacenara´n
los audios, los cuales debera´n estar ordenados segu´n la configuracio´n o la relacio´n expuesta en el
Archivo train.fileids.
En el archivo de configuracio´n se debe modificar las rutas de los archivos de pre-desarrollo, de
igual manera y de ser necesario, se debe modificar el tipo de archivo de modelo del lenguaje con el
que se desea decodificar y realizar el entrenamiento, escoger la frecuencia a la que se encuentran
grabados los audios (preferiblemente 16 kHz) o modificar el filtro aplicado a las sen˜ales de audio;
la voz humana se encuentra entre los rangos de 400 Hz a 6.000 Hz, por lo cual es recomendable
aplicar un filtro en los 200 Hz para eliminar cualquier posible ruido que pueda perturbar el funcio-
namiento del reconocedor.
El modelo acu´stico se entrena en tres etapas como se representa en la Figura 4. En la primera
parte el sistema verifica los requisitos del entrenamiento con el fin de determinar y comprobar que
se encuentren en orden los archivos de pre-desarrollo necesarios en el entrenamiento. La segunda
parte es la extraccio´n de caracterı´sticas en la cual se divide la sen˜al en segmentos para realizar un
procesamiento de dicha sen˜al, extraer sus caracterı´sticas y generar un conjunto de vectores como
resultado del ana´lisis realizado por el software SphinxTrain.
En relacio´n con el conjunto de vectores se realiza la tercera parte del entrenamiento; en esta se
crea un modelo probabilı´stico teniendo como referencia a los HMM, el cual asocia a las probabi-
lidades de las palabras obtenidas de la sen˜al de audio entrante con las probabilidades existentes en
el modelo del lenguaje para estas mismas; el resultado de esta etapa se denomina decodificacio´n y
tiene como resultado una carpeta que contiene los elementos de un modelo acu´stico.
El sistema realiza un test de entrenamiento en donde usa los archivos de prueba para verificar el
funcionamiento y demostrar los posibles errores del modelo acu´stico; en la presente investigacio´n
estas pruebas son denominadas pruebas de entrenamiento y son el primer filtro de evaluacio´n del
Figura 4. Proceso de entrenamiento del modelo acu´stico.
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Figura 5. Proceso de evaluacio´n del sistema de RAH.
sistema. La duracio´n del proceso de entrenamiento puede variar dependiendo de la cantidad de
audios a analizar, en promedio una hora de grabaciones tiene una duracio´n de entrenamiento de
catorce horas.
2.2.4. Evaluacio´n del sistema de RAH desarrollado
La evaluacio´n de los modelos acu´stico y de lenguaje se realizo´ tal y como se muestra en la
Figura 5, analizando primero los resultados de entrenamiento, los cuales son producto de la parte
final del proceso de entrenamiento del modelo acu´stico, seguidos de pruebas del sistema de RAH
con audios realizados por nativos de la regio´n, de manera extraoficial se realizaron pruebas con
acentos diferentes al de la regio´n de Cu´cuta para comprobar el posible escalamiento del proyecto a
nivel nacional.
Los comandos con los cuales se evaluo´ el sistema se presentan en la Tabla II.
Tabla II. Comandos del sistema de RAH implementado.
Comandos versio´n 1.0 Apagar luz dos Comandos versio´n 2.0 Apagar luz comedor
Encender luz uno Apagar luz tres Encender luz sala Apagar luz habitacio´n
Encender luz dos
Consultar












valor temperatura Apagar luz sala
Consultar
valor temperatura
Por u´ltimo, se compararon los resultados obtenidos con el sistema de RAH desarrollado con los
resultados arrojados por el modelo de lenguaje y modelo acu´stico de la pa´gina SourceForge. Para
esta comparacio´n se utilizaron los mismos audios; estos resultados se presentan en la siguiente sec-
cio´n.
En caso de que los resultados de entrenamiento no superen el 80 % de acierto o para este caso es-
pecı´fico, no reconozca todos los comandos bajo los cuales operara el sistema, es necesario realizar
nuevamente el entrenamiento del sistema, es decir, verificar que los audios este´n grabados correcta-
mente y de ser el caso, grabarlos nuevamente; de ser necesario, cambiar el modelo de lenguaje con
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el que se esta´ decodificando el sistema o los comandos con los cual este opera; y por u´ltimo modi-
ficar el archivo de configuracio´n de entrenamiento Sphinx train.cfg para que el sistema entrenado
cumpla con las caracterı´sticas deseadas. Luego se ejecutara´ nuevamente el entrenamiento mediante
el software SphinxTrain.
3. Resultados
En la Tabla III se relacionan las personas empleadas para el entrenamiento con su ciudad de
origen, el sexo y la cantidad de archivos empleados para ejecutar el entrenamiento de los modelos
y las pruebas de los mismos.
Tabla III. Caracterı´sticas de los hablantes.
Hablante Ciudad de origen Tipo de audio Ge´nero N
◦ de audios
Entrenamiento Pruebas deentrenamiento
N◦1 Lourdes Entrenamiento Femenino 200 9
N◦2 Cu´cuta Entrenamiento Femenino 200 9
N◦3 Gramalote Entrenamiento Femenino 200 9
N◦4 Cu´cuta Entrenamiento Masculino 200 9
N◦5 Cu´cuta Entrenamiento Masculino 200 9
N◦6 Cu´cuta Entrenamiento Masculino 200 9
N◦7 Cu´cuta Entrenamiento Masculino 200 9
Como resultados se obtuvieron dos modelos del lenguaje estadı´stico y dos modelos del lengua-
je de tipo grama´tica (un modelo de cada tipo por versio´n), con los cuales operan el sistema y se
realizo´ la decodificacio´n de los modelos acu´sticos entrenados.
La principal diferencia existente entre las dos versiones de modelos del lenguaje estadı´sticos y
modelos gramaticales que se desarrollaron en este trabajo es el cambio de los comandos con los
que opera el sistema. La justificacio´n de dicho cambio se orienta a mejorar el reconocimiento al
momento de interpretar las o´rdenes dadas por el usuario.
Con base en los dos modelos acu´sticos (1.0 y 2.1) entrenados, se elaboro´ un manual para entre-
nar este tipo de modelos, de igual forma en el desarrollo de los modelos de lenguaje para ambos
procesos se emplea la herramienta CMU Sphinx. Las versiones de los modelos acu´sticos 1 y 2 se
diferencian al igual que los modelos del lenguaje en los comandos que debe reconocer.
Los modelos desarrollados esta´n orientados para una aplicacio´n de reconocimiento del habla
“control por comandos” entrenados para la identificacio´n de nueve comandos (Tabla II). Como se
aprecia en la Tabla IV, la versio´n 1 en los resultados de entrenamiento se presento´ un porcentaje
de comandos exitosos del 100 %. No obstante, este valor obtenido solo es va´lido para los audios
con los cuales se desarrollaron los modelos lo cual se evidencio´ cuando se ejecutaron pruebas con
audios externos. Al realizar las pruebas de reconocimiento, estas en algunas ocasiones presentaban
errores en los primeros seis comandos debido a que eran fone´ticamente y gramaticalmente muy pa-
recidos. En la versio´n 2 fue necesario realizar un nuevo entrenamiento, porque solo se alcanzo´ una
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tasa de acierto del 66 % en el modelo 2.0 producto de un error en los archivos de pre-desarrollo.
Esto fue solucionado regrabando los archivos, logrando alcanzar en la versio´n 2.1 tasa de acierto
en el entrenamiento del 100 %. A la versio´n 2.0 no se le realizo´ prueba de audios debido a que los
resultados de entrenamiento del modelo acu´stico presentaron una exactitud inferior al 80 %.
Los valores de la tasa de acierto se tabularon tal y como se definio´ en la seccio´n de evaluacio´n del
sistema de RAH desarrollado. Dicha tasa se calculo´ segu´n la cantidad de comandos reconocidos
correctamente, es decir el sistema debı´a reconocer todas las palabras de manera correcta y en el
orden correcto.
Tabla IV. Resultados del entrenamiento de los modelos acu´sticos.
Versio´n del modelo
acu´stico









Modelo acu´stico 1.0 1463 100 % 450 30 %
Modelo acu´stico 2.1 1463 100 % 450 83 %
En la versio´n 2.1 se logro´ disminuir el valor de
porcentaje de los comandos erro´neos a casi una
cuarta parte de la versio´n 1.0 y por debajo del
20 % gracias a que se mejoro´ la calidad de los
audios de entrenamiento, se cambio´ la frecuen-
cia de trabajo a 16 kHz y se utilizo´ un dicciona-
rio grande de entrenamiento, pero para la eva-
luacio´n este mismo se redujo a los comandos de
ejecucio´n. De igual manera tal y como se mues-
tra en la Figura 6, se comprobo´ que la metodo-
logı´a implementada y los cambios realizados en
los archivos de pre-desarrollo fueron efectivos y
se aplicaron correctamente, puesto que el error
de las pruebas de audio de la versio´n final (ver-
sio´n 2.1) es inferior al error de pruebas de audio
del sistema RAH conformado por los modelos
acu´sticos y de lenguaje alojados en los reposito-
rios de SourceForge, los cuales se evaluaron con
los mismos audios con los que se trabajo´ en esta
investigacio´n, aunado a lo anterior, presentaron
una tasa de acierto del 43 %.
Figura 6. Resultado Modelo Acu´stico Entrenado V s
SourceForge.
La tasa de acierto obtenida con los modelos desarrollados es del 83 %, la cual se obtuvo al prome-
diar la tasa de reconocimiento individual de 30 personas con las que se llevaron a cabo la evaluacio´n
de los modelos. Cada persona probo´ el sistema con quince comandos para un total de 450 archivos
de audio, esta informacio´n se puede encontrar en la Figura 7. Todos los hablantes son originarios
de la ciudad Cu´cuta, excepto el No. 1 y No 2 que son de Lourdes y Gramalote respectivamente.
4. Conclusiones
El nu´mero de participantes en el proceso de entrenamiento de los modelos acu´sticos y de lengua-
je influye significativamente en la calidad del procesamiento de voz del reconocedor debido a que
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Figura 7. Tasa de acierto de reconocimiento por locutor en la prueba de audios.
entre mayor sea la poblacio´n que participe ente proceso mejor va a ser la respuesta del sistema,
pues consigue un rango ma´s grande de caracterı´sticas fone´ticas.
La ventaja de emplear un diccionario largo como el de SourceForge para el entrenamiento es que
el sistema entrena mayor cantidad de palabras las cuales pueden ser usadas posteriormente como
comandos del sistema, la desventaja es el tiempo de entrenamiento ya que es directamente propor-
cional a la cantidad de palabras entrenadas. Se utilizo´ un diccionario corto para la ejecucio´n del
reconocedor a fin de limitar las palabras que e´l puede entender a los comandos que se van emplear
en la futura aplicacio´n del mismo mejorando ası´ la tasa de acierto del sistema.
Teniendo en cuenta que en las pruebas de reconocimiento se obtuvo una tasa de e´xito superior al
80 % es posible usar estos modelos para el desarrollo y la implementar un sistema de RAH para
una aplicacio´n orientada a la asistencia de personas con discapacidad visual o incapacidad de mo-
vimiento basada en la metodologı´a de control “Command and control”. Para esto se puede emplear
el sistema embebido raspberry pi el cual se empleo´ en este trabajo y cuenta con diferentes pro-
tocolos de comunicacio´n, una buena capacidad de procesamiento y control, adema´s puede prestar
diferentes servicios como por ejemplo servidor web, servidor ftp y servidor SQL que un proyecto
como este demandarı´a.
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