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Abstract
We establish the first known boundary class for the k-path partition problem and
deduce that for a graph class defined by finitely many minimal forbidden induced
subgraphs, the k-path partition problem remains NP-hard unless one of the forbid-
den induced subgraphs is a subcubic tree (a tree of maximum degree at most 3)
with at most one vertex of degree 3.
Keywords: hereditary graph classes, boundary properties
1 Introduction to the k-path partition problem
The k-path partition problem (k-PP) is, given a graph G, the problem of
finding a minimum number of vertex-disjoint (not necessarily induced) paths
of length at most k that partition V (G).
The k-path partition problem has several real-life applications, for instance
in the field of broadcasting in computer and communication networks [7].
The problem is known to be NP-complete in the class of all graphs [3]. To
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get an intuition for possible applications, one might consider the problem of
minimising the number of postal delivery vans needed to service a city, where
each van can only service a limited amount of customers (or can only drive
a limited distance) on its daily route, visiting each customer at most once.
Clearly this problem can be made to correspond to minimising the number of
vans needed to service all customers.
Let us also introduce a useful variant of this problem, called the Pk-
partition problem: The Pk-partition problem is, given a graph G, the decision
problem of deciding whether V (G) can be partitioned into vertex-disjoint sub-
graphs isomorphic to Pk .
Each of the above two algorithmic problems has an ’induced variant’, (i.e.
the induced k-path partition problem and the induced Pk-partition problem),
each defined by the additional requirement that the paths in the partitions
must be induced subgraphs of the underlying graph.
In order to highlight the usefulness of the Pk-partition problem, we note
that whenever this problem is NP-hard on a graph class X, then the k-path
partition problem must also be NP-hard on X. A similar statement obviously
holds for the induced variants of the two problems, respectively.
An overview of the complexity status of the k-path partition problem for
various graph classes is given in Figure 1. It is of particular note that although
the problem is known to be NP-complete on the class of convex graphs [2]
(a superclass of biconvex graphs), and polynomial-time solvable for bipartite
permutation graphs [5] (a subclass of biconvex graphs), the complexity status
remains an open problem for the class of biconvex graphs.
2 A boundary class
In a paper by Steiner, the author used a reduction from exact cover by 3-sets
to show that the 3-path partition problem is NP-complete on comparability
graphs [5]. Later, similar ideas were used in [4], with a reduction from k-dm
(the k-dimensional matching problem), to prove that the Pk-partition prob-
lem (and the induced Pk-partition problem) remains NP-complete on bipartite
graphs of maximum degree 3, for any fixed k ≥ 3. As discussed in the previous
section, this is enough to show NP-completeness of the k-path partition prob-
lem for the same graph class. In this section we will extend the latter proof
with the aim of discovering the first boundary class for the k-path partition
problem (k-PP).
A graph class X will be called k-PP-easy if the k-path partition problem
is polynomial-time solvable for graphs in X, and k-PP-tough otherwise. If
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Fig. 1. The computational complexity of the k-path partition problem
P 6= NP , the family of k-PP-tough classes is disjoint from that of k-PP-easy
classes, in which case the problem of characterisation of these two families
arises. We want to characterise the family of k-PP-easy classes in terms of
minimal classes that do not belong to this family. Unfortunately, a k-PP-
tough class may contain infinitely many k-PP-tough subclasses, which makes
the task of finding minimal k-PP-tough classes impossible. To overcome this
difficulty, we employ the notion of a boundary class, originally introduced by
Alekseev in the context of the independent set problem [1]. The notion can
be defined (in this context) as follows.
A class of graphs S will be called a limit class for the k-path partition
problem if S =
∞⋂
i=1
Si, where S1 ⊇ S2 ⊇ . . . is a sequence of k-PP-tough
classes. A minimal limit class will be a boundary class for the problem in
question.
The importance of the notion is due to two facts: (1) every k-PP-tough
class contains a boundary class; (2) every graph class defined by finitely many
minimal forbidden induced subgraphs is k-PP-tough if and only if it contains
a boundary class (again by adapting ideas from [1]).
We define Hi and Si,j,k as the graphs represented in Figure 2.
Definition 2.1 We define Si to be the class of (C3, C4, . . . , Ci, H1, H2, . . . , Hi)-
free bipartite graphs of maximum degree 3.
Lemma 2.2 Let G be a graph and e an edge in G. If G′ is the graph obtained
from G by subdividing the edge e exactly by mk times, for some positive inte-
gers k and m, then G has a Pk-partition if and only if G
′ has a Pk-partition.
Proof. Denote the endpoints of e by a and b. In G′, we denote the subdivided
e by S := (a, s1, s2, . . . , smk, b).
First suppose that G has a Pk-partition P . If e does not belong to any
subgraph Pk in the partition, then G
′ has a Pk-partition P ′, which we define
as the union of P with the m disjoint copies of Pk that cover S in G′. So we
may assume that e belongs to some Pk in P , say P .
We claim that one can construct a Pk-partition P ′ of G′ by replacing P
with m+1 disjoint copies of Pk. Suppose P = (p1, p2, . . . , pi, a, b, q1, q2, . . . , qj),
where i + j + 2 = k. Then we let
(p1, p2, . . . , pi, a, s1, s2, . . . , sj+1) and (smk−i, smk−i+1, . . . , smk, b, q1, q2, . . . , qj)
be two of the m+1 paths to replace P . It remains to find a Pk-partition of the
path (sj+2, sj+3, . . . , smk−i−1), i.e. a path on mk− (i+ 1)− (j+ 1) = (m− 1)k
vertices. There is a unique way to partition P(m−1)k into m− 1 copies of Pk.
Conversely, suppose that G′ has a Pk-partition P ′. If P ′ contains a Pk-
partition of S, we can just delete its members from P ′ to construct a Pk-
partition P of G. Otherwise, P ′ must contain two disjoint k-paths of the
form
(p1, p2, . . . , pi, a, s1, s2, . . . , sj+1) and (smk−i, smk−i+1, . . . , smk, b, q1, q2, . . . , qj)
where i + j + 2 = k (if the equation did not hold, it would be impossible
to partition the rest of the vertices in S into copies of Pk, contradicting the
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Fig. 2. Graphs Si,j,k (left) and Hi (right)
existence of P ′). In this case, we just delete these two paths, as well as the
m − 1 paths contained in S from P ′. Finally we add to P ′ a single path
P := (p1, p2, . . . , pi, a, b, q1, q2, . . . , qj). This gives us a Pk-partition P of G. 2
Lemma 2.3 Si is k-PP-tough for each i ≥ 3.
Proof. Assuming that NP 6= P, it suffices to show that the Pk-partition prob-
lem is NP-complete on Si. To this end, choose any positive integer m such
that mk ≥ i. Since we know that the Pk-partition problem is NP-complete
on bipartite graphs of maximum degree 3, it suffices to reduce each instance
of that problem to an instance of the Pk-partition problem on Si. Given any
bipartite graph G of maximum degree 3, we perform mk subdivisions on each
edge of G, resulting in a new graph. Denote this new graph by G′′. By re-
peated applications of Lemma 2.2, we know that G′′ has a Pk-partition if and
only if G does. Furthermore, G′′ clearly belongs to Si. This completes the
reduction. 2
Lemma 2.3 implies that Si is a k-PP-tough class for any i. Therefore,
S := ⋂
i≥3
Si is a limit class for the k-path partition problem. It is easy to see
that the graphs in S are precisely the graphs of maximum degree at most 3,
each connected component of which is a tree with at most one cubic vertex,
i.e. a graph of the form Si,j,k displayed in Figure 2.
Our aim is to show that S is a minimal limit class. To this end, we use
the following Lemma, based on [1]:
Lemma 2.4 A limit class X = Free(M) for the k-path partition problem is
minimal (i.e. boundary) if and only if for every element x ∈ X there is a
finite set T ⊆M such that the Free({x} ∪ T ) is k-PP-easy.
We will apply Lemma 2.4 in the case where X = S and A is the family of
k-PP-easy graph classes.
Lemma 2.5 Let G ∈ S and suppose G has s connected components. Choose
a positive integer constant t such that each connected component of G is an
induced subgraph of St,t,t, i.e. G ≤ sSt,t,t. Then the class
F := Free(G,K1,4, C3, . . . , C2t+1, H1, . . . , H2t+1)
is k-PP-easy.
Proof. For the purposes of our proof, we may assume that G = sSt,t,t . We
claim the following:
Claim 2.6 Let T be the class of graphs whose each connected component con-
tains at most one cycle. If the k-path partition problem is polynomial-time
solvable for T , then the k-path partition problem is polynomial-time solvable
for F .
Let us first show that the claim suffices to imply the Lemma. To do this,
we prove that for any T ∈ T , it is possible to find a minimum k-path partition
of T in polynomial time. For this purpose, we can clearly assume that T is
connected (we could otherwise consider each connected component of T in
turn). If T is a tree, we can apply a result from [7] stating that the k-path
partition problem is polynomial-time solvable for trees. If T contains exactly
one cycle, this cycle must be an induced subgraph of T . Choose any vertex v
on the cycle. For any possible k-path partition of T , its members must avoid
at least one edge on the cycle which is at distance of at most k/2 from v. By
altering which one of these k+ 1 edges is deleted, we can create k+ 1 different
trees. We may assume that k + 1 ≤ n := |V (T )| (since T certainly cannot
have a path of length greater than n). Thus there are at most n different trees
to check, each of which can be checked in polynomial time. Thus the claim
implies the lemma.
We proceed to prove the claim, with the aim of inductively reducing each
graph F ∈ F to at most c(s) := 3s graphs whose each connected component
has at most one cycle. Suppose that F ∈ F has a connected component
with at least two cycles. Then, by assumption, the connected component
must contain two distinct induced cycles C := Cr and C
′ := Cl such that
r, l ≥ 2t + 2.
Choose a vertex w of C ′ that does not lie in C. Suppose v is a vertex of C
that minimises d(v, w), and let P ′ be the minimal induced path joining v and
w. We claim that there exists a copy of St,t,t in F , centered at v.
Clearly P ′ is disjoint from C \ {v}, by definition of v. If d(v, w) ≥ t, then
it is easy to see that F contains an induced copy of St,t,t, centered at v. Now
assume that d(v, w) < t. Clearly there are two disjoint induced copies of Pt in
C ′, each starting at w. Let us denote these two paths by P1 and P2. At least
one of the two paths, say P1, is disjoint from P
′ (otherwise F would contain
an induced cycle on less than 2t + 2 vertices, contradicting our assumption).
So there exists a subpath P ′′ of P ′ ∪ P1, of length t + 1 and starting at v.
Then P ′′ is disjoint from C \{v} (otherwise F would contain an induced cycle
on less than 2t+ 2 vertices, contradicting our assumption). Also in this case,
F clearly contains an induced copy of St,t,t, centered at v. Thus, in any case,
there exists a copy of St,t,t centered at v.
For any possible k-path partition of F , its members must avoid at least
one neighbor of v. By altering which of these k edges is deleted, we can create
3 graphs F2.
Now for each of the three choices of F2, supposing that F2 has a connected
component containing at least two cycles, we can similarly find a cycle C2 ∈
F2 and a vertex v2 ∈ C2 such that there is a copy of St,t,t centered at v2.
Furthermore we may assume v2 6= v, since v is of degree less than 3 in F2, by
construction. We can then proceed to create 3 graphs F3.
Inductively, for each possible sequence (F, F2, . . . , Fi), supposing that Fi
has a connected component containing at least two cycles, we can find a cycle
Ci ∈ Fi and a vertex vi ∈ Ci such that there is a copy of St,t,t centered
at vi. Furthermore we may assume vi /∈ {v1, . . . , vi−1}, since the vertices of
{v1, . . . , vi−1} are all of degree less than 3 in Fi, by construction. We can then
proceed to create 3 graphs Fi+1.
We note that any two copies of St,t,t with different central vertices in F are
disjoint and without any edges between them. This follows directly from the
fact that F is (H1, . . . , H2t+1)-free. Furthermore, since F is (C3, . . . , C2t+1)-
free, edge deletions cannot create any new induced copies of St,t,t in F ; i.e.
whenever F contains St,t,t as a subgraph, it must contain it as an induced
subgraph. In any sequence (F, F2, . . . , Fs+1), we have found s disjoint induced
copies of St,t,t, such that there are no edges between any two of them, contra-
dicting the assumption that F is G-free. Thus there are at most 3s sequences
(F, F2, . . . , Fj), where j ≤ s, and Fj is a graph whose each connected compo-
nent contains at most one cycle.
This concludes the proof of the claim, which in turn implies the Lemma.2
Lemmata 2.4 and 2.5 together imply the following theorem.
Theorem 2.7 S is a boundary class for the k-path partition problem.
3 Concluding remarks and related open problems
We revealed the first boundary class of graphs for the k-path partition prob-
lem. Since for finitely defined graph classes (graph classes defined by forbid-
ding finitely many minimal induced subgraphs), containment of a boundary
class is a necessary and sufficient condition for k-PP-toughness, we can deduce
that a finitely defined class must forbid a graph in S in order to be k-PP-easy.
The existence of one more boundary class for this problem arises from the
fact that the problem is NP-complete in the class of convex graphs (which is
a subclass of chordal bipartite graphs, i.e. the class Free(C3, C5, C6, C7 . . .))
[2]. This fact implies that there must exist a boundary subclass of convex
graphs, i.e. a minimal class X defined by a sequence X1 ⊇ X2 ⊇ X3 . . . of
subclasses of convex graphs such that X = ∩Xi and the problem fails to be
polynomial-time solvable in each class of the sequence X1 ⊇ X2 ⊇ X3 . . ..
There also remain some interesting graph classes for which the complexity
status of k-PP is open. The path partition problem is different from the
k-path partition problem in that there is no upper bound on the lengths
of the paths in the desired partition. In [6], it was shown that the path
partition problem is polynomial-time solvable in the class of bipartite distance-
hereditary graphs. (The proof uses a similar technique to that of the proof that
k-PP is polynomial-time solvable for trees [7].) The k-path partition problem,
however remains of unknown complexity on this class. Also, as mentioned in
the previous section, the complexity of k-PP is also unknown for the class of
biconvex graphs.
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