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Abstract. The Hecke category is at the heart of several fundamental
questions in modular representation theory. We emphasise the role of
the “philosophy of deformations” both as a conceptual and computa-
tional tool, and suggest possible connections to Lusztig’s “philosophy of
generations”. On the geometric side one can understand deformations
in terms of localisation in equivariant cohomology. Recently Treumann
and Leslie-Lonergan have added Smith theory, which provides a useful
tool when considering mod p coefficients. In this context, we make con-
tact with some remarkable work of Hazi. Using recent work of Abe on
Soergel bimodules, we are able to reprove and generalise some of Hazi’s
results. Our aim is to convince the reader that the work of Hazi and
Leslie-Lonergan can usefully be viewed as some kind of localisation to
“good” reflection subgroups. These are notes for my lectures at the 2019
Current Developments in Mathematics at Harvard.
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1. Introduction
The following notes revolve around modular representations of algebraic
groups, symmetric groups and the Hecke category. There are already a num-
ber of surveys on this topic [JW17, Wil17a, AR18a, Wil18] and there
is even a book on the way [EMTW19]. It would be silly to repeat this
c© 2020 International Press
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Figure 1. A little mystery.
content. Instead I have tried to take a more speculative perspective, and to
dream a little. The main inspiration is recent work of Treumann [Tre19],
Hazi [Haz17], Abe [Abe19] and Leslie-Lonergan [LL18]. As I was finish-
ing these notes I became aware of the work of McDonnell [McD19], which
comes to similar conclusions to these notes. Our hope is that our account
complements McDonnell’s.
Let us point out that these notes are rather inhomogeneous in their de-
mands on the reader. §1 is introductory, and intended for a general audience.
§2 assumes quite a lot of background from Lie theory. The material of §2
served as a principal motivation for the writing of these notes, and so we
thought it would be unfortunate not to include it. §3 and §4 are more acces-
sible. The road gets steeper in §5 and steeper still in §6, where I am writing
for experts.
1.1. A mystery. The reader is asked to contemplate the picture in
Figure 1. What could it be? It is appears to be some Sierpin´ski like figure,
but we promise the reader that there is a little more going on. For example,
the colours have a meaning. In Figure 2 one has a close up, as well as a close
up of a related picture.
3c
1
Figure 2. Close ups, for p “ 5 (top) and p “ 3 (bottom).
4Remark 1.1. From the zoomed in pictures it is clear that the apparent
fractal nature of Figure 1 actually terminates as we zoom in.
The answer is that we are staring at Pascal’s triangle. More precisely, we
are staring at Pascal’s triangle modulo p, for p “ 3 and 5. The (non-trivial)
colours encode the (non-trivial) residue classes modulo p:
1
1 1
1 2 1
1 3 3 1
1 4 6 4 1
1 5 10 10 5 1
mod 3ÝÑ
1
1 1
1 2 1
1 0 0 1
1 1 0 1 1
1 2 1 1 2 1
“
1.2. Modular representations. What on earth does this have to do
with modular representations and reflection subgroups, the title of these
notes? To begin explaining the connection, we start with one of the most
fundamental of all groups
G “ SL2
which we view as an algebraic group over k “ Fp, an algebraic closure of the
finite field with p elements. The reader can think of G as being the collection
of 2ˆ 2-matrices1 "ˆ
a b
c d
˙
P Mat2pkq
ˇˇˇˇ
ad´ bc “ 1
*
.
A key feature in characteristic p is the Frobenius endomorphism:
Fr : SL2 Ñ SL2ˆ
a b
c d
˙
ÞÑ
ˆ
ap bp
cp dp
˙
Nothing like this exists in characteristic 0.2 It can be thought of as a kind
of “everywhere contracting mapping”.
The questions in these notes are motivated by the study of algebraic
representations of groups like SL2. This means we are studying homomor-
phisms
ρ : SL2 Ñ GLpV q
for some k-vector space V , which are defined by polynomials in a, b, c and
d. One of the first results in the theory is that all representations are direct
limits of finite-dimensional representations, so we usually assume that V is
finite-dimensional. In other words, we are studying polynomial homomor-
phisms into GLn.
1Quickly the language of group schemes becomes invaluable; we will ignore this here.
2At least, not until one meets the quantum group!
5Remark 1.2. If the reader is like the author, they might initially find
the study of algebraic representations somewhat artificial. Why not stick
to finite groups like SL2pFqq? In fact there is a close connection between
representations of finite groups of Lie type like SL2pFqq in “their own” char-
acteristic, and the theory of algebraic representations. It turns out that the
extra structures arising from the theory of algebraic groups are tremendously
useful. One can think of the finite groups SL2pFqq as somewhat like lattices
in the “Lie group” SL2. Thus the passage from SL2pFqq to SL2 is akin to the
more familiar fact that the representation theory of connected Lie groups is
easier than that of finite groups.
1.3. Some examples of algebraic representations. Here are a few
examples of representations (of dimensions 1, 2 and 3):ˆ
a b
c d
˙
ÞÑ p1qˆ
a b
c d
˙
ÞÑ
ˆ
a b
c d
˙
ˆ
a b
c d
˙
ÞÑ
¨˝
a2 ab b2
2ac ad` bc 2bd
c2 cd d2
‚˛
The first is the trivial representation. The second is the “natural represen-
tation”, so called because it arises from the definition of SL2 as a matrix
group. The third arises as follows. The natural representation gives us a
linear action of SL2 on
SL2 ü V “ kX ‘ kY.
For example, ˆ
a b
c d
˙
¨X “ aX ` cY.
Thus SL2 also acts on the second symmetric power
SL2 ü S2pV q “ kX2 ‘ kXY ‘ kY 2.
Writing out this action in the basis of monomials produces the above ma-
trices. For exampleˆ
a b
c d
˙
¨X2 “ paX ` cY q2 “ a2X ` 2acXY ` c2Y 2
which is the first column of our matrix. (This also makes it clear why our
third representation above is actually a representation, which is not clear
when presented with a formula.)
61.4. Chevalley’s theorem. Of course there was no reason to stop at
the second symmetric power above. We can consider the module
SL2 ü ∇n :“ SnV “ kXn ‘ kXn´1Y k‘ ¨ ¨ ¨ ‘ kY n
for any n ě 0. The modules ∇0,∇1 and ∇2 being the cases considered above.
We have
dim∇n “ n` 1.
If our field were of characteristic zero, these modules would provide a com-
plete list of inequivalent irreducible representations of SL2.
3
However, in the current setting the situation is a little more interesting.
Let us for concreteness assume that p “ 3, and consider
∇3 “ kX3 ‘ kX2Y ‘ kXY 2 ‘ kY 3.
If we act on the vector X3 P ∇3 we haveˆ
a b
c d
˙
¨X3 “ paX ` cY q3 “ a3X3 ` c3Y 3
by the “Freshman’s dream” in characteristic 3. A similar calculation for Y 3
shows that
kX2 ‘ kY 3 Ă ∇3
is a non-trivial SL2-invariant submodule. Moreover, this submodule affords
the representation ˆ
a b
c d
˙
ÞÑ
ˆ
a3 b3
c3 d3
˙
obtained by pulling the natural module back along the Frobenius morphism
Fr from earlier. This operation on representations is called Frobenius twist
and is fundamental to the theory.
It turns out that ∇n always has a unique simple submodule. Moreover,
if we denote this submodule by Ln Ă ∇n then we have a bijection:
Zě0
„Ñ
"
simple algebraic
SL2 -modules
*
{–
n ÞÑ Ln
Remark 1.3. This is a example of Chevalley’s theorem, which is true for
any reductive algebraic group. In the context of a general algebraic group it
tells us that simple modules are always classified by highest weight, just as
over C. (The reader is cautioned that although they are classified indepen-
dently of p, their structure varies subtly based on p.)
3The reader may have seen this in the guise of the irreducible representations of
sl2pCq, or of the compact Lie group SU2, where these representations are closely tied to
the theory of spherical harmonics.
71.5. Characters. Inside SL2 we can consider the maximal torus
T :“
"ˆ
a 0
0 a´1
˙*
Ă SL2 .
Any algebraic representation V of SL2 splits as a direct sum
V “ à
mPZ
Vm
of its weight spaces
Vm :“
"
v P V
ˇˇˇˇ ˆ
a 0
0 a´1
˙
¨ v “ amv for all a P k˚
*
.
Probably the most basic invariant of a representation aside from its dimen-
sion is its character
chpV q :“
ÿ
mPZ
pdimVmqem P Zě0re˘1s.
For example, XiY n´i P ∇n satisfiesˆ
a 0
0 a´1
˙
¨XiY n´i “ aiai´nXiY n´i “ a´n`2iXiY n´i.
Thus all weight spaces of ∇n are either 0 or 1-dimensional and
chp∇nq “ e´n ` e´n`2 ` ¨ ¨ ¨ ` en´2 ` en “ e
n ´ e´n´2
1´ e´2 .
Remark 1.4. The last equality is an example of Weyl’s character for-
mula, which is of central importance in the theory of compact Lie groups,
as it is to the theory of algebraic groups over C. It is also very important in
the theory we consider here, as it gives us the characters of certain building
blocks of all representations (so-called Weyl modules and induced modules,
of which ∇n is an example).
1.6. Characters of simples. Let us assume p “ 3. A few lines of
calculations give the following descriptions of Ln Ă ∇n for n “ 0, 1, . . . , 6:
k
kY kX
kY 2 kXY kX2
kY 3 0 0 kX3
kY 4 kY 3X 0 kY X3 kX4
kY 5 kY 4X kY 3X2 kY 2X3 kY X4 kX5
kY 6 0 0 kX3Y 3 0 0 kY 6
L0 “
L1 “
L2 “
L3 “
L4 “
L5 “
L6 “
8The third line is our calculation using the Freshman’s dream from earlier.
Thus the characters (for n “ 0, 1, . . . , 6 as earlier) are given as follows:
e0
e´1` e1
e´2` e0 ` e2
e´3` ` e3
e´4` e´2` ` e2 ` e4
e´5` e´3` e´1` e1 ` e3 ` e5
e´6` ` e0 ` ` e6
chpL0q “
chpL1q “
chpL2q “
chpL3q “
chpL4q “
chpL5q “
chpL6q “
This should remind the reader of the picture earlier:
This is not an accident: the non-zero pn´2iqth weight space in Ln is non-zero
(hence one-dimensional), if and only
`
n
i
˘
is non-zero modulo p.4
1.7. Steinberg tensor product theorem. Let us continue our run-
ning example of p “ 3. We have seen that
(1) ∇0,∇1,∇2
4For the experts: one can check this statement using Steinberg’s tensor product the-
orem as we will see in a moment. However the best proof that I know uses the Jantzen
filtration: the Shapavalov form on the pn´2iqth weight space is `n
i
˘
, and hence this weight
space is in the 0th-layer of the Jantzen filtration if and only if
`
n
i
˘
is non-zero modulo p.
9are simple, but that ∇3 is not. In fact, we saw that it contains a two-
dimensional submodule L3 which is isomorphicto a Frobenius twist
L3 – ∇p1q1 Ă ∇3.
where V ÞÑ V pmq denotes the operation of precomposing m times with the
Frobenius map.
In fact, our three modules (1) above are the building blocks of any rep-
resentation. Given m we consider its 3-adic expansion
m “
ÿ`
i“1
mip
i with 0 ď mi ă 3
and we have
(2) Lm :“ ∇m0 b∇p1qm1 b ¨ ¨ ¨ b∇p`qm` .
More precisely, one has an evident map given by multiplication from the
above into ∇m, and the claim is that its image is simple.
Of course there is nothing special about p “ 3. For general p we consider
its p-adic expansion
m “
ÿ`
i“1
mip
i with 0 ď mi ă p
and the above tensor decomposition holds. Taking characters this implies
chpLmq “
ź`
i“1
pe´mi ` e´mi`2 ` ¨ ¨ ¨ ` emi´2 ` emiqpiq
where f ÞÑ f piq is induced by the map e ÞÑ epi on Zre˘1s.
Remark 1.5. The reader can use this formula to check that the pn´2iqth
weight space of Lm is non-zero if and only if there are no carries when i and
m are added p-adically, which is the condition for the binomial coefficient
`
n
i
˘
to be non-zero, by Kummer’s theorem on valuations of binomial coefficients.
Remark 1.6. Equation (2) is an instance of the Steinberg tensor product
theorem, which is valid for any reductive group. For a general group however,
the question of the description of the building blocks (∇0, . . . ,∇p´1 for SL2)
is much more complicated. This is the subject of Lusztig’s character formula
[Lus80, Wil17a, Lus15].
1.8. Generations. It is interesting to consider Pascal’s triangle, where
we replace the binomial coefficients with their Gaußian cousins
(3)
ˆ
n
i
˙
ù
„
n
i

v
:“ rnsv!rn´ 1sv! . . . rn´ i` 1sv!risv!ri´ 1sv! . . . r2sv!r1sv! P Zrv
˘1s.
where
(4) rnsv! “ rnsvrn´ 1sv . . . r2svr1sv “ v
n ´ v´n
v ´ v´1 ¨
vn´1 ´ v´n`1
v ´ v´1 ¨ ¨ ¨ ¨ ¨ pv` v
´1q ¨ 1.
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That is we replace
1
1 1
1 2 1
1 3 3 1
1 4 6 4 1
1 5 10 10 5 1
.
.
.
.
.
.
.
.
.
ù
1
1 1
1 r2sv 1
1 r3sv r3sv 1
1 r4sv r3svr2sv2 r4sv 1
1 r5sv r5svr2sv2 r5svr2sv2 r5sv 1
...
.
.
.
. . .
It has been observed in several circumstances that Gaußian binomial
coefficients at a pth-root of unity“imitate characteristic p.” (This observation
goes back at least to [Lus89].) We can see this here: if we specialise v :“
e2pii{3 we get a vanishing behaviour that looks like the “first level” of the
picture that we began with (for clarity we have replaced zeroes with empty
space):
1
1 1
1 ´1 1
1 1
1 1 1 1
1 ´1 1 1 ´1 1
1 2 1
1 1 2 2 1 1
1 ´1 1 2 ´2 2 1 ´1 1
1 3 3 1
1 1 3 3 3 3 1 1
1 ´1 1 3 ´3 3 3 ´3 3 1 ´1 1
1 4 6 4 1
1 1 4 4 6 6 4 4 1 1
1 ´1 1 4 ´4 4 6 ´6 6 4 ´4 4 1 ´1 1
1 5 10 10 5 1
1 1 5 5 10 10 10 10 5 5 1 1
1 ´1 1 5 ´5 5 10 ´10 10 10 ´10 10 5 ´5 5 1 ´1 1
1 6 15 20 15 6 1
1 1 6 6 15 15 20 20 15 15 6 6 1 1
1 ´1 1 6 ´6 6 15 ´15 15 20 ´20 20 15 ´15 15 6 ´6 6 1 ´1 1
From the perspective of these notes, the most important thing to notice
about this picture is that its vanishing behaviour approximates the earlier
pictures, but is markedly simpler.
There exists an object (Lusztig’s form of the quantum group of sl2 spe-
cialised at a pth-root of unity) whose simple modules have characters deter-
mined by the vanishing behaviour in the above picture. This is a shadow
of the fact that the quantum group at a root of unity imitates the repre-
sentation theory of a reductive algebraic group in characteristic p, but is
simpler.
Remark 1.7. The analogue of the questions discussed in this note for
quantum group was discussed by Wolfgang Soergel at the Current Devel-
opments in 1997. (More precisely, due to the intervention of a border agent
11
they were not discussed; but that is another story. However the notes are
available [Soe99].)
1.9. Themes of these notes. This discussion of SL2 is intended to
suggest two themes, which are major motivations for the considerations in
these notes.
Self-similarity: We expect fractal-like behaviour in modular representa-
tion theory; both on a numerical level (dimensions, characters); and on a
categorical level. This behaviour is often tied to the Frobenius endomor-
phism
Fr : GÑ G
which implies that the category of representations ofG is self-similar. Indeed,
it contains copies of itself given by the essential images of the Frobenius twist
and their variants.5 We suggest that this similarity is connected to the self-
similarity of affine Weyl groups, which contain many isomorphic copies of
themselves.
Philosophy of generations: We seek “blueprints” for the fractal-like be-
haviour, which behave in a simpler fashion. The archetypal example of this
is Pascal’s triangle for Gaußian binomial coefficients, discussed in the previ-
ous section. These often involve deformations of our categories (either over
polynomial rings, or to characteristic 0). This philosophy has first been enun-
ciated by Lusztig [Lus15], where he shows that simple characters display a
“generational behaviour”. It is also pursued in [LW18b, LW18a] for tilting
characters, where it is a very useful guiding principle. Despite its useful-
ness, we still lack a rigorous definition of generations (aside from the case of
quantum groups at roots unity, which provide “generation 1”). A second aim
of these notes is to point out that the self-similarity of affine Weyl groups
suggests a possible approach to a rigorous definition.
Remark 1.8. (Highly speculative!) Following on from Remark 1.1 one
can hope to replace G with an object which has simple characters displaying
a genuinely fractal nature. It seems likely that such an object is given by
the projective limit
Gˆ :“ limÐ G
over the tower of Frobenius maps. I believe this is a perfectoid space in
Scholze’s sense [Sch13]. At least one can make a sensible guess as to what
its algebra of distributions is, and study its representation theory that way.
Its representation theory is potentially tied to the generic cohomology of
[CPSvdK77].
2. Philosophy of deformations
In the following I will try to explain the philosophy of deformations as
it applies to representation theory, and give a few examples.
5A particularly important variant is the functor V ÞÑ StbV p1q, where St denotes the
Steinberg representation (Lp´1 “ ∇p´1 for SL2).
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2.1. Deformations. The notion of deformation is fundamental to al-
gebraic geometry. We are particularly interested in deformations relating
smooth and singular varieties. This is encapsulated in the classic picture
a  
5  
of a smooth affine conic degenerating to a singular one. In algebraic geometry
the relationship between smooth and singular goes both ways. For example,
smooth varieties are used to construct interesting objects on singular vari-
eties (e.g. “vanishing cycles”), or singular varieties are used to understand
smooth varieties (e.g. in the Gross-Siebert program in mirror symmetry).
One can draw a similar picture in the modular representation theory
of finite groups. Consider a finite group G. Then one can think of RepZG
as being a family of categories lying over the line SpecZ with generic fibre
RepQG (which is semi-simple, therefore “smooth”) and other fibres RepFpG
(which is never of finite homological dimension if p divides the order of G,
and is therefore “singular” at these points):
a  
5  
The reader is cautioned not to take this picture literally. A slightly more
accurate picture would have finitely many reduced points (the simple rep-
resentations of G over Qp) degenerating to some complicated non-reduced
scheme at the singular fibre. In representation theory the flow of information
is almost always from the “smooth” to the “singular”.
The above setting of modular representations of finite groups is extraor-
dinarily complicated, and there are few groups where we understand well
13
what happens at the “singular fibre”. However quantum objects (Hecke al-
gebras, quantum groups) give us simpler problems which we can attempt to
study (both for their own interest, and in the hope that they may shed some
light on modular representation theory).
2.2. The Hecke algebra. The simplest example of this phenomenon
is the Hecke algebra of the symmetric group. Recall that the symmetric
group Sn has a presentation with generators the i
th simple transposition
si “ pi, i` 1q, for i “ 1, . . . , n´ 1, and relations:
s2i “ id,(5)
sisi`1si “ si`1sisi`1,(6)
sisj “ sjsi if |i´ j| ą 1.(7)
The Hecke algebra HSn of the symmetric group is a Zrv˘1s-algebra with
generators δi, for i “ 1, . . . , n´ 1, and relations:
δ2i “ pv´1 ´ vqδi ` 1,(8)
δiδi`1δi “ δi`1δiδi`1,(9)
δiδj “ δjδi if |i´ j| ą 1.(10)
Setting v “ 1 we recover the relations of the symmetric group. The Hecke
algebra is free over Zrv˘1s with a “standard basis” tδx | x P Snu, which
becomes the standard basis of the group algebra when we specialise v :“ 1.
It is useful to think of the Hecke algebra as a flat deformation of the group
algebra of the symmetric group over SpecZrv˘1s.
In the group algebra of Sn one has the central element
e “
ÿ
xPSn
x
which satisfies
(11) e2 “ |Sn| ¨ e “ n! ¨ e.
One can use this to show that kSn is semi-simple if and only if n! is non-zero
in k.
The analogue in HSn of e is
ev “
ÿ
xPSn
vN´`pxqδx
where ` is the usual length a permutation, and N “ npn´ 1q{2 is the length
of the permutation that switches 1 and n, 2 and n´ 1, etc. The analogue of
(11) is
(12) e2v “ rnsv! ¨ ev.
where rnsv! is as in (4). Similarly to the case of Sn, one can use (11) to show
that, for any field and non-zero λ P k, the specialisation (“fibre”) HSnbv ÞÑλk
is semi-simple if and only if the evaluation of rnsv! at v “ λ is non-zero in
14
k. If we specialise v ÞÑ λ P C then we deduce from (4) that HSn bv ÞÑλ C is
semi-simple if and only if λ is not an mth-root of unity, for m “ 2, . . . , n.
Now SpecZrv˘1s is of dimension 2 and hence has two directions: a “geo-
metric” direction (corresponding to specialisations of v); and an “arithmetic”
direction (corresponding to specialisations of Z to various fields. There has
been significant progress in our understanding of the geometric direction
(e.g. the LLT conjecture [LLT96], proved by Ariki [Ari96]). Progress in
the arithmetic direction has been more modest, but the picture with Hecke
algebras has been a fruitful source of problems and motivation (e.g. the
James conjecture [Jam90, Wil17b]).
2.3. Higher-dimensional bases. In algebraic geometry one also en-
counters deformations over higher dimensional bases. It is a fundamental
observation (developed by Jantzen [Jan79], Gabber-Joseph [GJ81], Soergel
[Soe92], . . . ) that a similar picture exists in the infinite-dimensional repre-
sentation theory of complex semi-simple Lie algebras.
Let g denote a complex semi-simple Lie algebra, with Cartan and Borel
subalgebra h Ă b Ă g, root system Φ Ă h˚ and Weyl group W . Let O denote
the BGG category of certain infinite-dimensional representations of g. Recall
that we have a decomposition via central character
O “ à
λPh˚{pW ¨q
Oλ
and the most complicated pieces are Oλ, where λ is dominant integral.
Let us fix λ, and suppose we wish to study Oλ. Deformed category O
defines a deformation of Oλ over Spec Rˆ, where Rˆ denotes the completion
of the symmetric algebra on h at the maximal ideal generated by the point
λ; it should be thought of as an infinitesimal neighbourhood of λ P h˚. The
picture of the fibres of deformed category O are as follows:
S  
R  
15
Here we have drawn the picture for sl3. The lines in Spec Rˆ are the root
hyperplanes passing through λ. The fibres are as follows:
(1) Oλ is the fibre over the central point; it is the category that we are
interested in.
(2) Osl2 is the fibre over all points that lie in precisely one root hy-
perplane. Each such fibre is equivalent to a direct sum of blocks of
category O for sl2pCq.
(3) Ogen is the fibre over points which do not lie on any root hyperplane.
Each such fibre is a semi-simple category, equivalent to |W | copies
of the category of finite-dimensional C-vector spaces.
The reason why this picture is so powerful is that it allows one to see Oλ
(a very complicated category) as glued together out of simple categories
(copies of vector spaces, and categories O for sl2, which may be described
explicitly).
Remark 2.1. A similar setting occurs in the localisation theorem in
equivariant cohomology, where the cohomology injects into equivariant co-
homology of fixed points, with image described by conditions coming from
one-dimensional orbits. This similarity is more than a coincidence and has
been exploited in Soergel’s work.
Remark 2.2. This example may appear unrelated to the earlier exam-
ples from modular representation theory. In fact, the examples from modular
representation theory were an important motivation for Jantzen to introduce
deformed category O: he was seeking a way to apply the ideas from his study
of Weyl modules in characteristic p (and in particular their Jantzen filtra-
tions) to category O.
2.4. The anti-spherical category. In this section we discuss the var-
ious localisations of the anti-spherical category. The goal is to try to under-
stand the anti-spherical category via the philosophy of deformations.
Remark 2.3. The case of the anti-spherical module was the principle
motivating example when writing these notes. We thus feel it is important
not to defer the discussion of this case until the very end, which would
perhaps be logical from a mathematical perspective. The discussion of this
section is necessarily more technical than the previous sections. The reader
unfamiliar with the Hecke category should defer the reading of this section
until they have read the section on the Hecke category. It would also be very
helpful to have read the introductions of [RW18] and [LW].
Let H denote the Hecke category of an affine Weyl group W . As a right
module over itself it is linear over R, where R denotes the symmetric algebra
on Xrot, the characters of the extended torus
Trot :“ T ˆ Cr˚ot
16
where T is a maximal torus of a reductive group G, and Cr˚ot is the loop
rotation C˚ inside the loop group Cr˚ot ˙Gpptqq. Thus we have
Xrot :“ Zδ ‘X
whereX denotes the character lattice of T . Here δ (which will play a crucial
role below), is the identity character of the loop rotation Crˆot Ă Trot.
Let us consider the Hecke category HZp over the p-adic integers Zp. The
anti-spherical module is by definition the quotient of additive categories
A :“ HZp{xBw | w R fW y‘
where fW denotes minimal coset representatives for the right action of the
finite Weyl group Wf . This is naturally a right HZp-module, as xBw | w R
fW y‘ is an ideal. (We have not covered all notation, see [RW18, §1.3] for
more details.)
When we form this quotient we are forced to kill certain symmetries of
HZp . For example, if αs P X denotes a simple root then αs (viewed as an
endomorphism of H) factors through Bs, and hence is zero in A. Hence all
of X necessarily acts by zero.6 If we denote by 1A the image of the unit in
HZp in A, then it turns out that
(13) End‚p1Aq “ Zprδs
where δ has degree 2. (In other words, the obvious endomorphisms αs just
discussed are killed, and the rest survives.)
The crucial equality (13) allows us to view A as a family over the two-
dimensional base Zprδs. Figure 3 depicts the various localisations and spe-
cialisations of A. Here are some more details:
(1) (Zprδs ù Fp): This is the source of our interest in A. Let G_Fp
denote the (split) Langlands dual group over Fp, and let Tilt0pG_Fpq
denote the full subcategory of tilting modules in the same block as
the trivial module (the “principal block”). We have a functor7
φ : Fp bZprδs AÑ Tilt0pG_Fpq
which satisfies φ ˝ r1s – φ and
φ :
à
mPZ
HompE,Frmsq „Ñ HompφpEq, φpFqq.
(In other words, φ induces an equivalence between Tilt0pG_Fpq and
the anti-spherical module specialised over Fp with δ “ 0, once we
6We are tacitly assuming p is not too small, so the weight and root lattices coincide
when tensored with Zp.
7This functor is constructed by combining [AMRW19, Theorem 7.4] with the main
result of [AR18b]. It is constructed for G “ GLn in [RW18]. We are tacitly making
further assumptions on p . . .
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Figure 3. Localisations and specialisations of A.
Fprδ˘1s bZprδs A
–À
xPrW Fprδ˘1s bZprδs Ax
([Haz17], these notes)
Qprδ˘1s bZprδs A
–À
xPfW Qprδ˘1s ´mod
(semi-simple, [LW])
Fp bZprδs A
– (degrading)
Tilt0pG_Fpq
([RW18])
Qp bZprδs A
– (degrading)
Tilt0pUpg_qq
([Soe99, AB09])
Fp Qp
δ ‰ 0
δ “ 0
forget the grading on the latter.) This allows one to deduce a char-
acter formula for tilting modules in terms of the p-Kazhdan-Lusztig
basis.
(2) (Zprδs ù Qp): Let g_ denote the complex semi-simple Lie alge-
bra which is Langlands dual to G. Let Upg_q denote the quantum
group at a pth root8 of 1 and let Tilt0pUεpg_qq denote its full sub-
category of tilting modules. We have a functor9
φ : Qp bZprδs AÑ Tilt0pUpg_qq
which is an “equivalence up to degrading” (as above). Because our
coefficients are of characteristic zero, the combinatorics of the left-
hand side are governed by Kazhdan-Lusztig theory. In this way one
obtains a formula for the characters of tilting modules in terms of
the anti-spherical module, recovering the result of [Soe97a, Soe99].
(3) (Zprδsù Qprδ˘1s): Here the category is semi-simple, with objects
parametrised by dominant alcoves. In terms of the previous equiv-
alence, this is the statement that the principal block of Upg_q is
8Actually, the root of 1 that one takes doesn’t matter below as long as it isn’t too
small, as the principal blocks at different roots of 1 are all equivalent!
9This functor may be constructed by combining the main result of [ABG04] with
the parabolic/Whittaker Koszul duality of [BY13].
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semi-simple away from roots of unity. This semi-simplicity at the
generic point is a key feature of [LW].
(4) (Zprδs ù Fprδ˘1s): This is the starting point of this work. In
a remarkable recent work, Hazi [Haz17] showed that one has an
equivalence
(14) Rrδ´1s bFp HFp „Ñ
à
wPrW
Rrδ´1s bFp HFp .
(At first pass, this is an equivalence of additive categories. We em-
phasise that it is not monoidal. We will see later on that it is nat-
urally interpreted as an equivalence of certain bimodule categories
for the Hecke categories of W and a reflection subgroup, see Theo-
rem 6.9 as well as §6.11, for a geometric (resp. algebraic) version). In
other words, H demonstrates some self-similarity after localisation.
The equivalence
(15) Fprδ˘1s bZprδs A –
à
xPrW
Fprδ˘1s bZprδs A
is a reasonably easy consequence of (14), as we try to explain in
§6.12.
The key technical motivations for these notes are the following:
(1) To place (14) and (15) in a broader consequence of localisation to
“good” reflection subgroups. (The background for this occurs in §3
and the details are in §6.)
(2) To explain the geometric meaning of (14) and (15). When our re-
flection subgroup is a parabolic subgroup, such equivalences may be
understood in terms of hyperbolic localisation. However when we
are in characteristic p (and in particular to get the equivalences (14)
and (15)) we need Smith theory. Here we follow work of Treumann
[Tre19] and Leslie-Lonergan [LL18].
Remark 2.4. It was via the embedding
A ãÑ Qprδs bZprδs A
that the author was able to compute many new tilting characters for SL3,
leading to the billiards conjecture of [LW18a]. (See [LW18a, §3] for more
on how this was done.) More recently, Thorge Jensen has implemented the
embedding
A ãÑ Qprδ˘1s bZprδs A
and discovered that the resulting algorithm is much quicker.10 (Roughly
speaking, it is easier to compute in a semi-simple category than in a category
given as a quiver with relations.) It is an interesting question as to whether
the “new” localisation
A ãÑ Zprδ˘1s bZprδs A
10The calculations that led to [LW18a] took 10 months. Now T. Jensen can repeat
them in two weeks.
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will have computational consequences.
Remark 2.5. One of the reasons that I like the above picture is that it
suggests a possible definition of the principal block for “higher generations”.
Recall that such an object should complete the dots in the sequence
Rep g_,RepUpg_q, . . . ,RepG_Fp .
with the first (semi-simple) category being generation 0, the second gener-
ation 1, and the last generation 8 (see [LW18a, §2]). Let us imagine that
we have a category Ag which is a deformed version of the principal block
in generation g. Recent calculations of Hazi and Elias suggest that the after
localiation the top left of the above digram will consist of a number of copies
of Ag´1. It might be possible to reverse this observation, and use the above
deformation philosophy to define (a deformed version of) Ag by taking a
direct sum of copies of Ag´1.
3. Affine reflection groups and Kazhdan-Lusztig theory
In this section we review the theory of Coxeter groups, paying particular
attention to the case of affine Weyl groups and their reflection subgroups.
We briefly review Kazhdan-Lusztig theory and give examples of positivity
phenomona tied to reflection subgroups.
3.1. Affine reflection groups. Let V denote a finite-dimensional real
Euclidean vector space and consider a discrete subgroup W of the affine
transformations of V which is generated by reflections. We will refer to such
a group as an affine reflection group (although it might, for example, be
finite). Let us briefly review the beautiful theory that allows us to understand
W via its action on V .
We consider the set R of hyperplanes H fixed by some element of W
(then necessarily an affine reflection). Elements of R are called reflecting
hyperplanes. Of course W acts on the arrangement R. Our discreteness as-
sumption guarantees that R is a locally-finite arrangement. (“Locally finite”
means that any point has a neighbourhood which only meets finitely many
hyperplanes.) The connected components of the complement
V z
ď
HPR
H
of all reflecting hyperplanes are called alcoves.
We denote the set of alcoves by A. Any alcove A P A is open, and its
closure is homeomorphic to a product of: simplices of various dimensions;
copies of Rě0; and copies of R. (The most familiar setting is when our group
is an irreducible affine reflection group, in which case the closure of A is
homeomorphic to a simplex.) On the set of alcoves we can consider something
like a metric:
δpA,Bq :“ #tH P R | H separates A and Bu.
20
Let us make a fixed, arbitrary choice of an alcove A0 P A. Any reflecting
hyperplane which intersects the closure of A0 in codimension one is called
a wall of A0. We denote by R0 the set of walls of A0, and S the set of
reflections in the hyperplanes R0.
The two fundamental facts which get the theory started are:
W is generated by S;(16)
A0 is a fundamental domain for the W -action on V .(17)
(A sketch of why these two properties hold: First one shows that any alcove
A can be moved by W back to A0, by showing that δpA0, Aq decreases by
1 when we act by a reflection in a wall of A0 separating A0 and A. This
implies that any reflection (and hence any element) in W can be expressed
as a word in S, which is (16). By induction, it also implies that
δpA0, xA0q “ `pxq
where `pxq denotes the minimal length of an expression for x in the genera-
tors S, from which (17) follows.) From (17) it follows that our choice of A0
leads to a bijection:
(18) W
„Ñ A : x ÞÑ xpA0q.
We now explain why our choice of A0 also gives rise to a Coxeter pre-
sentation of W . Consider two walls H,H 1 of A0, and let s and t denote the
reflections in these walls. If H and H 1 meet then st is a rotation about the
axis H X H 1 of some finite order mst. If H and H 1 do not meet then they
are parallel, and st is a translation (then of infinite order, in which case we
set mst “ 8.)
The third fundamental fact is that W admits a Coxeter presentation:
W “
B
s P S
ˇˇˇˇ
s2 “ 1 for all s P S
pstqmst “ 1 for all s, t P S
F
(19)
In other words, all relations in W amongst the generator S can be deduced
from the “obvious” relations of the previous paragraph. Again, the action of
W on V and the set of alcoves can be used to give a simple proof of (19).
Remark 3.1. A canonical reference for the material above is [Bou82,
§VI.2]. The book of Humphreys [Hum90] is also useful.
3.2. Reflection subgroups. A reflection subgroup of W is a subgroup
generated by reflections. Being itself an affine reflection group, it is clear
that the above theory applies just as well to any reflection subgroup (e.g. it
is itself a Coxeter group, . . . ). However the theory just outlined also allows
us to study the interaction between W and its reflection subgroups, as we
now explain.
Let Wr Ă W denote a reflection subgroup. Let us denote by Rr and
Ar the reflecting hyperplanes (fixed points of reflections) and alcoves for Wr
acting on V . Then the hyperplanes of Rr are amongst those of R, because
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Wr is a subgroup of W . Also, having fixed our base alcove A0, we have a
canonical choice for a base alcove Ar P Ar, namely
Ar :“ the unique alcove in Ar containing A0.
Because Ar is a fundamental domain for the action of Wr it follows that
we can transport any alcove A P A into Ar in a unique way using just Wr.
Interpreted via our bijection (18), this is telling us that we have a canonical
bijection
WrzW „Ñ tA P A | A Ă Aru.
Moreover, this bijection is well-adapted to the Coxeter structure. If we iden-
tify the right hand side with a subset
rW ĂW
via (18) then rW consists of representatives of each right coset of minimal
length. By inverting these elements we also obtain a set
W r ĂW
of minimal length of each left coset.
Remark 3.2. The case where Wr is generated by a subset of S returns
the (probably more familiar) minimal length coset representatives of stan-
dard parabolic subgroups.
Remark 3.3. It is useful to keep in mind that Wr Ă W is rarely a
normal subgroup: it is rare for a collection of reflecting hyperplanes to be
stable under W .
3.3. General Coxeter groups. We briefly discuss general Coxeter
groups, their reflection representations and reflection subgroups. The state-
ments below without references are proved in [Bou82, §VI] and [Hum90,
§5].
The above discussion shows that affine reflection groups are examples of
Coxeter groups, i.e. groups with a distinguished set S of generators, and a
presentation of the form (19), where now
mst P t2, 3, . . . ,8u for s, t P S with s ‰ t
is arbitrary.
Let V be a finite-dimensional vector space. A reflection is a linear trans-
formation of V which fixes a hyperplane and sends a vector to its negative. A
reflection pair is pair pγ_, γq P V ˚ˆV such that xγ_, γy “ 2. Any reflection
pair pγ, γ_q gives rise to a reflection s via the formula
spvq “ v ´ xγ_, vyγ.
(Indeed, s fixes the zero set of γ_ and sends γ to its negative.) A based
reflection is a reflection given by a (fixed) reflection pair. Given a based
reflection, we refer to γ and γ_ as its root and coroot respectively.
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Remark 3.4. Outside of characteristic 2, the condition xγ_, γy “ 2
forces γ_ and γ to be non-zero, and hence the fixed points of s is precisely the
zero set of γ_, and γ spans its´1-eigenspace. This determines γ and γ_ up to
simultaneous (inverse) scaling. It follows that there is not a great difference
between reflections and based reflections. In characteristic 2 however things
are tricky: reflections may be the identity or unipotent.
Let pW,Sq be a general Coxeter group. The reflections in W are the
conjugates
T “
ď
wPW
wSw´1
of the set S. A reflection representation is one in which the reflections t P T
are given by based reflections. (Thus for every reflection t we may refer to
its root γ and coroot γ_.)
Remark 3.5. For finite Coxeter groups the irreducible reflection repre-
sentations are usually unique (at least up to Galois conjugacy, and ambiguity
in choices of roots and coroots). For example, the natural representation of
the symmetric group on tλ P Qn | řλi “ 0u is the unique irreducible re-
flection representation of Sn over Q, whereas the dihedral group of order
10 has two reflection representations. Both are of dimension 2, are defined
over Qpφq where φ is the golden ratio, and are swapped by the action of
the Galois group. Thus, up to adding copies of the trivial representation,
reflection representations are almost unique for finite Coxeter groups. The
situation is quite different for infinite Coxeter groups, where one may have
non-trivial moduli of reflection representations. (This is the case for example
for the affine Coxeter group of type A. A one-dimensional family of repre-
sentations is described in [Eli17, §1]. In fact, the existence of deformations
of the natural representation is crucial to the results of that paper.)
Any Coxeter group possesses a distinguished reflection representation,
known as the geometric representation. We take V to be a vector space over
R with a basis tαs | s P Su and a W -action defined by
spvq :“ v ´Bpαs,´qαs
where B is the symmetric bilinear form defined on our basis by
Bpαs, αtq “ ´ cos
ˆ
pi
mst
˙
.
(In the above language, the root and coroot of each simple reflection is
αs P V and Bpαs,´q P V ˚ respectively.) This representation is faithful.
Remark 3.6. The term geometric representation is common in the lit-
erature, but is perhaps unfortunate. In fact, pW,Sq has other reflection rep-
resentations which play an important role in the structure theory of V , and
which have an equal right to be called “geometric”. The simplest is the dual
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of V which is crucial to the definition of the Tits cone. Another is the repre-
sentation considered by Soergel [Soe07] which has the above representation
as a subrepresentation, and its dual as a quotient.
If we consider the set
Φ :“W ¨ tαs | s P Su
then one gets something like a root system. We have a decomposition
Φ “ Φ` \ Φ´
where Φ` consists of those elements of Φ which can be expressed as positive
linear combinations of the basis vectors tαs | s P Su.
If T ĂW denotes the reflection as above, one has a bijection
Φ` „Ñ T
which sends γ P Φ` to an element sγ which acts on V via
sγpvq “ v ´Bpv, γqγ.
(That is, γ and Bpγ,´q are the root and coroot of the reflection sγ .)
A reflection subgroup is a subgroup Wr Ă W generated by a subset of
T . Following the intuition gained in the affine case, one might hope that any
such subgroup is again a Coxeter group, with a canonical set of generators.
This is indeed the case, as was proved by Dyer [Dye90]11 and Deodhar
[Deo89].
As above one has minimal coset representatives rW and W r for the right
and left cosets of W . They may be characterised as follows:
rW “ tx PW | x´1pαq ą 0 for all α P Φru,(20)
W r “ tx PW | xpαq ą 0 for all α P Φru.(21)
3.4. Self-similarity. Our intuition suggests that reflection subgroups
should be “smaller” than the original Coxeter group. This intuition is de-
ceptive, for example one can find reflection subgroups with infinitely many
Coxeter generators inside hyperbolic reflection groups. Here we point out
that affine reflection subgroups often have natural chains of reflection sub-
groups which are isomorphic to the groups themselves.
Let us return to the setting of an affine reflection group acting on a
affine space V . If we fix a base-point b P V then V becomes a vector space
by declaring 0 :“ b. Now scaling by a real number ` makes sense.
Let us assume that there exists a real number ` such that `R Ă R. There
is a trivial case in which all reflecting hyperplanes pass through b. In this
case W is finite, and any ` will do. In the more interesting case when W is
infinite we have:
Lemma 3.7. If W is infinite, then ` is an integer.
11Dyer’s proof is short, beautiful and well-worth a look!
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Proof. Our local finiteness assumption implies that the hyperplanes
in R consist of finitely many directions. (Otherwise, R would contain pairs
of hyperplanes intersecting at arbitrarily small angles, which is impossible
by the discussion of the fundamental domain earlier.) In particular, if W is
infinite then R contains two parallel hyperplanes.
By considering the line L perpendicular to two such hyperplanes and
passing through b we reduce to the case of dimension 1. We may identify L
with the real line and assume that our set of reflecting hyperplanes is of the
form
R “ t` Zu Ă R
for some 0 ď  ă 1. This set is stable under multiplication by `. In particular
`ε P ε` Z and `ε` ` P ε` Z
which implies that ` P Z as claimed. 
We assume that W is infinite from now on, so that ` is an integer. In
this case the reflections in the hyperplane arrangements
R Ą `R Ą `2R Ą . . .
generate reflection subgroups
W ĄW1 ĄW2 Ą
which are all abstractly isomorphic to W .
Let us assume that A0 is compact. In this case we have a sequence of
fundamental alcoves
A0 Ă A10 Ă A20 Ă
for each of these reflection subgroups. If we delete from Ai`10 all reflecting
hyperplanes in Wi (a set of measure zero), then the resulting set is an `
n-
sheeted covering of Ai0. In particular, each A
i`1
0 contains `
n copies of Ai0.
Example 3.8. Consider the affine Weyl group of a root system of type
A1. Here is a picture of the reflecting hyperplanes R (in grey), the reflecting
hyperplanes 3R (in light red), and the reflecting hyperplanes 9R (in dark
red):
A0
The fundamental alcove A0 is dark blue, A
1
0 is light blue, and A
2
0 is even
lighter blue. Note that A10 (resp. A
2
0) contains 3 “ 3rank (resp. 32) copies of
A0.
Example 3.9. Consider the affine Weyl group of a root system of type
C2. Here is a picture the reflecting hyperplanes R (in grey) and the reflecting
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hyperplanes 3R (in red):
The fundamental alcove A0 is dark blue, A
1
0 is light blue, and A
2
0 is even
lighter blue. Note that A10 (resp. A
2
0) contains 9 “ 3rank (resp. 81) copies of
A0.
3.5. Kazhdan-Lusztig theory. Fix a Coxeter system pW,Sq as above
and let
` : W Ñ Zě0
denote its length function. Let H “ HW denote the Hecke algebra, which
is free over Zrv˘1s with basis tδx | x P W u, unit 1 “ δid and multiplication
determined by
δsδx “
#
δsx if `psxq “ `pxq ` 1,
δsx ` pv´1 ´ vqδx if `psxq “ `pxq ´ 1.
One checks that δs is invertible with inverse δ
´1
s “ δs ` pv ´ v´1q and
concludes that δx is invertible for all x PW . The Kazhdan-Lusztig involution
h ÞÑ h is the unique algebra involution that sends v to v´1 and δx to δ´1x´1 .
The following theorem of Kazhdan and Lusztig [KL79] is fundamental
to geometric representation theory. We use the normalisations of [Soe97b],
where one can also find a very readable proof:
Theorem 3.10. There exists a unique basis tbx | x PW u of H satisfying
the following two conditions:
(1) bx “ bx;
(2) bx “ δx `řy‰x hy,xδy with hy,x P vZrvs.
For example, one has
bs “ δs ` v for s P S.
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It turns out that hy,x “ 0 unless y preceeds x in Bruhat order. The basis tbxu
is the Kazhdan-Lusztig basis and the polynomials hy,x are Kazhdan-Lusztig
polynomials (up to a normalisation).
When we come to discuss the Hecke category in §5 a certain form
p´,´q : H ˆH Ñ Zrv˘1s
will take on great importance. It is defined by
ph, h1q :“ coefficient of δid in τphqh1 in the standard basis.
where τ is the anti-involution of H which fixes bs and sends v to v
´1. It is
a nice exercise to check that τpδxq “ δ´1x and that tδ´1x u and tδxu are dual
bases for p´,´q.
We will also need the p-Kazhdan-Lusztig basis below. Assume that pW,Sq
is crystallographic, and that we have fixed an integral root system giving rise
to W . The following is explained in [JW17]:
Theorem 3.11. For all primes p there exists a basis tpbx | x P W u of
H, given by the classes of indecomposable objects in the Hecke category in
characteristic p. This basis is self-dual (i.e. pbx “ pbx); has positive structure
constants; and admits a positive expression
pbx “
ÿ
pay,xby with
pay,x P Zě0rv˘1s
in the Kazhdan-Lusztig basis.
Note that the crucial condition hy,x P vZrvs is missing from the p-
Kazhdan-Lusztig basis, and in general is not satisfied. If we write
pbx “
ÿ
phy,xδy
we refer to phy,x as p-Kazhdan-Lusztig polynomials. (They are Laurent poly-
nomials in general.)
Remark 3.12. We should emphasise that the definition of the Kazhdan-
Lusztig basis is combinatorial. This is not so for the p-Kazhdan-Lusztig basis,
which requires the Hecke category for its calculation. It seems unlikely that
the p-Kazhdan-Lusztig basis will admit a uniform combinatorial description
for all p. For much more detail on the p-Kazhdan-Lusztig basis, see [JW17]
and [EMTW19, Chapter 27].
Example 3.13. Consider the root system of type C2
β
α
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with simple roots α “ ε1´ ε2 and β “ 2ε2. Let W denote the corresponding
Weyl group, with corresponding simple reflections s “ sα and t “ sβ.
We can depict the elements of W via their chambers as follows:
idt
ts
tst
stst sts
st
s
We can use such pictures to illustrate Kazhdan-Lusztig polynomials, by
writing the hy,x in the alcove y (we read off x by locating the unique 1
in the picture). For example
bs :“ δs ` vδid
is depicted as follows:
v
1
For later use, we depict 2 elements of the Kazhdan-Lusztig basis:
bst “
v2v
1
v
bsts “
v3v2
v
1
v
v2
We also draw 2 elements of the 2-canonical basis:
2bst “
v2v
1
v
2bsts “
v3 ` vv
v
1
v
v2 ` 1
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3.6. Kazhdan-Lusztig theory and standard parabolic subgroups.
In the following sections we explore various positivity properties of the
Kazhdan-Lusztig basis with respect to reflection subgroups.
We start with the easiest case of a standard parabolic subgroup. Let
pW,Sq denote a Coxeter group. Assume our reflection subgroup is of the
form
Wr :“ xs | s P Iy
for some subset I Ă S. Such subgroups are called standard parabolic sub-
groups. Recall that rW denotes the set of distinguished representatives for
the right cosets WrzW . If H denotes the Hecke algebra we can consider the
following set
(22) tbvδx | v PWr, x P rW u.
For v PWr let us write
bv “
ÿ
uďv
hu,vδu
Because the lengths add under multiplication Wr ˆ rW Ñ W we see that,
if x P rW , then
bvδx “
ÿ
uPWr
uďv
hu,vδux.
in particular, the set (22) is a basis of H, which we call the mixed basis. The
following “mixed positivity” is comparatively easy but useful:
Theorem 3.14. If we write
bw “
ÿ
vPWr
xPrW
hrv,x,w ¨ bvδx with hrv,x,w P Zrv˘1s
then the hIv,x,w have non-negative coefficients.
Remark 3.15. The case I “ H is equivalent to the positivity of Kazhdan-
Lusztig polynomials.
Remark 3.16. The consideration of the mixed basis is influenced by the
work of Geck [Gec03]. Recently Jensen and Patimo [JP19] have been able
to obtain a similar result for the p-Kazhdan-Lusztig basis.
Example 3.17. We illustrate this positivity, continuing Example 3.13.
Let Wr “ xty, so that our minimal coset representatives rW are indexed by
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those chambers in the right-hand half-space:
id
sts
st
s
Here two interesting cases are given by the elements bst and bsts, which have
already been written down in Example 3.13. For bst we have
v2v
1
v
“
v2v
`
v
`
1
“
v ¨ btδid
`
v ¨ bidδs
`
1 ¨ bidδst
We leave it to the reader to find a similar (positive) expansion for bsts.
3.7. Kazhdan-Lusztig theory and parabolic subgroups. We now
continue a generalisation to a broader class of reflection subgroups, namely
parabolic subgroups. A parabolic subgroup is a subgroup of W which is con-
jugate to a standard parabolic subgroup. Let us fix a parabolic subgroup
Wr ĂW , of course Wr is a reflection subgroup, and hence inherits a natural
set of Coxeter generators Sr Ă T , as in Sections 3.2 and 3.3. Let rW denote
minimal representatives as usual. It is important to keep in mind that in
general the elements of Sr are not simple reflections, and the multiplication
map
Wr ˆ rW ÑW
is not compatible with lengths.
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Let us consider the group algebra ZrW s as a bimodule over the Hecke
algebra of Wr and W respectively, via specialisation at v :“ 1:
HWr ü
v :“ 1 ZrW s “
“À
xPW Zδˆx
ý
v :“ 1 HW
(We denote the standard basis of the group algebra by tδˆxu.) When viewed
as a bimodule in this way, we refer to ZrW s as the hyperbolic bimodule.12 In
this bimodule we can consider an analogue of the mixed basis:
tbv δˆx | v PWr, x P rW u.
Now the multiplication Wr ˆ rW Ñ W does not preserve lengths, but we
still have
bvδx “
ÿ
uPWr
uďv
hu,vp1qδux.
because we have specialised v :“ 1. In particular, we still get a basis.
Theorem 3.18 ([BB03]). If we write
δˆid ¨ bw “
ÿ
vPWr
xPrW
hrv,x,wbv δˆx with h
r
v,x,w P Z
then the hrv,x,w are non-negative.
Remark 3.19. The key difference between this theorem and Theorem
3.14 in the previous section is that we have to specialise v :“ 1 to get a
positivity statement. Later we will explain (in both geometric and Soergel
bimodule language) that this need to specialise occurs because we lose a
grading.
Example 3.20. We illustrate this positivity in Example 3.13. Let Wr “
xu :“ stsy. Now Wr is not a standard parabolic subgroup. We have Sr “ tuu
and our minimal coset representatives rW are indexed by those chambers
in the upper half-space:
idt
ts s
12The main reason for the name is that it sounds impressive. A second reason is that
it is related to hyperbolic localisation, as we will see.
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Here an interesting case is given by the element bsts which has already been
considered in Example 3.13. We have:
v3v2
v
1
v
v2
v:“1ÝÑ
11
1
1
1
1 “
“ 1 `
1
`
1
1
`
1
1
“ bid ¨ δˆts ` bid ¨ δˆt ` bu ¨ δˆid ` bu ¨ δˆs
The third term shows that we cannot expect positivity before specialising
v :“ 1.
3.8. Kazhdan-Lusztig theory and good reflection subgroups.
We hope that §3.4 convinced the reader that Coxeter groups may have many
interesting reflection subgroups which are not parabolic. A central tenant of
these notes is that some sort of positivity holds for more general reflection
subgroups, which we now define.
Let us fix a finite-dimensional reflection representation V of our Coxeter
group, and a subspace V 1. Consider the reflection subgroup
Wr :“ xsγ | γ P V 1y.
That is, we consider the reflection subgroup generated by all reflections
whose roots lie in V 1. Alternatively, we have
γ P V 1 ô the contragredient action of sγ fixes pV 1qK Ă V ˚.
We will call a reflection subgroup that arises in this manner V -good (or
simply good if the context is clear). The following principle is at the heart of
this paper, it says roughly that V -analogues of Kazhdan-Lusztig polynomials
satisfy an analogue of Theorem 3.18, for V -good reflection subgroups. Here
is the meta theorem:
Theorem 3.21. If we write
δˆid ¨ bVw “
ÿ
vPWr
xPrW
hrv,x,wb
V
v δˆx with h
r
v,x,w P Z
then the hrv,x,w are non-negative.
Roughly, the element bVw means some Kazhdan-Lusztig like (or p-Kazhdan-
Lusztig like) basis computed via Soergel bimodules or variants thereof using
the reflection representation V . We will not be precise at this stage, and
instead give two examples.
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Example 3.22. Consider the root system of type C2 again, continuing
Example 3.13:
β
α
The simplest example of a reflection subgroup that is not a parabolic sub-
group is the subgroup
Wr :“ xt, u “ stsy “ S2 ˆ S2 ĂW
generated by reflections in the long roots 2ε1 and 2ε2. We have Sr “ tt, uu
and our minimal coset representatives rW are indexed by those chambers
in the upper right quadrant:
id
s
Here an interesting case is given by the element bsts which has already been
considered in Example 3.13. We have:
v3v2
v
1
v
v2
v:“1ÝÑ
11
1
1
1
1 “
“ 1
1
1 `
11
1
which does not admit a positive expansion in the mixed basis. (We do not
expect it to be either, as Wr is not a good reflection subgroup for our rep-
resentation over Q.)
However, if we reduce the weight lattice modulo 2, then both long roots
2ε1 and 2ε2 become zero. In particular, Wr is a good reflection subgroup
in characteristic 2! In this case, the Theorem 3.21 amounts to the following
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(already rather remarkable!) positivity:
2bsts “
v ` v3v2
v
1
v
1` v2
v:“1ÝÑ
21
1
1
1
2
“
“ 1
1
2 `
21
1
“ pbtδˆs ` buδˆsq ` pbtδˆid ` buδˆidq.
Remark 3.23. In the previous example, Wr arises as Weyl group of the
centraliser (isomorphic to SL2ˆSL2) of the element diagp1,´1,´1, 1q P Sp4.
The fact that this element is of order 2 explains why this subgroup is good
in characteristic 2, and not otherwise. The two cosets of Wr correspond to
two copies of P1 ˆ P1 (the flag variety of SL2ˆSL2) inside the flag variety
of Sp4. These two copies of the flag variety are the fixed points under the
element diagp1,´1,´1, 1q P Sp4 considered above.
4. Localisation: equivariant, hyperbolic, Smith
In this section we discuss three types of localisation: equivariant localisa-
tion (for torus actions); hyperbolic localisation (for C˚-actions); and “Smith
localisation” (for Z{pZ-actions, with characteristic p coefficients). Later we
will apply these three theories to the Hecke category, providing a bridge
between the Hecke category for a Coxeter group; and those of reflection
subgroups.
There are no new results in this section, and the discussion is deliberately
informal. We try to explain why the ideas are natural, and to give references.
4.1. The principle of localisation. Suppose that a group G acts on a
spaceX. Localisation attempts to relateX andXG. One of its core principles
is easily stated: suppose that a“theory”satisfies some sort of“additivity”and
takes “small” values on non-trivial G-orbits; then the values of this theory on
X and XG will differ by“small”values.13 Indeed, by additivity, the difference
between the value of the theory on X and XG will be its value on XzXG,
which consists only of non-trivial orbits, which make small contributions!
The most fundamental example takes G “ S1 and the theory to be
the Euler characteristic χ. Because any non-trivial homogeneous space is
13All terms in scare quotes have no precise meaning. The examples below should give
some idea what is meant.
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isomorphic to S1 and χpS1q “ 0 we expect a close relation between the
Euler characteristics of X and XS
1
. Indeed,
χpXq “ χpXS1q
for compact S1-spaces X of finite type. (The easiest way to see this is
to use the compactly supported Euler characteristic, which is additive on
open/closed decompositions.)
A second example of a similar nature takes G “ µp “ Z{pZ and the
theory to be the Euler characteristic modulo p. Because any non-trivial
homogeneous space for G has p points, one may easily conclude that
χpXq “ χpXµpq mod p
for a finite CW complex X with G-action.
These two examples are fundamental but also deceptive. In both ex-
amples the value of the theory on non-trivial orbits was zero (or at least
0 modulo p). Thus the theory is equal to its value on fixed points. In fur-
ther examples the difference is small, but non-zero, leading to subtle and
important differences between the theory evaluated on X and XG.
4.2. Equivariant localisation for C˚. It is natural to try to upgrade
the above equality of Euler characteristics to statements in cohomology. The
most powerful tool to do so is equivariant cohomology. Given a variety X
with C˚-action14, recall that its equivariant cohomology is given by
HC˚˚pX, kq :“ H˚pX ˆC˚ EC˚, kq
where EC˚ Ñ BC˚ is a universal principal C˚-bundle (we can take C8zt0u Ñ
P8C), and XˆC˚EC˚ denotes the quotient by the diagonal action. The equi-
variant cohomology is a module (via the projection XˆC˚EC˚ Ñ BC˚) over
HC˚˚ppt, kq “ krxs
where x P H2pBC˚, kq is the Chern class of EC˚.
For simplicity, let us assume k “ Q. For any (algebraic) homogenous
C˚-space X we have
(23) HC˚˚pX,Qq “
#
Qrxs if X “ pt,
Q “ Qrxs{pxq otherwise.
The principle of localisation (where here “small” means “torsion”) leads us
to guess the following:
Theorem 4.1 (Localisation theorem, easy version). The restriction map
HC˚˚pX,Qq Ñ HC˚˚pXC˚ ,Qq
becomes an isomorphism after inverting x.
14We change setting slightly from S1-actions to C˚-actions to more closely match
later considerations.
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The rough idea is that the map HC˚˚pX,Qq Ñ HC˚˚pXC˚ ,Qq fits into
a long exact sequence whose third term is a torsion HC˚˚ppt,Qq-module,
essentially by (23).
4.3. Equivariant localisation for tori. Now suppose that T – pC˚qm
is an algebraic torus with lattice of characters
X :“ HompT,C˚q.
As for C˚, the equivariant cohomology of a T -variety X is defined to be
HT˚ pX,kq :“ H˚pX ˆT ET,kq
where ET Ñ BT is a universal principal T -bundle. (Once we choose an
isomorphism T “ pC˚qm we can take a product of m copies of C8z0 Ñ P8C.)
Just as before, the projection map X ˆT ET Ñ BT means that HT˚ pX,kq
is always a module over
HT˚ ppt, kq “ H˚pBT,kq.
The Borel isomorphism gives us a canonical isomorphism
X
„Ñ H2pBT,Zq and HT˚ pptq “ SpXkq
where Xk “ X bZ k, and S denotes the symmetric algebra over k. Just as
before we have
Theorem 4.2. The map
HT˚ pX,Qq Ñ HT˚ pXC˚ ,Qq
becomes an isomorphism after inverting all characters of T which are non-
trivial on C˚.
Remark 4.3. We have brushed issues around torsion and the localisa-
tion theorem under the rug above. These are dealt with systematically in
[FW14].
4.4. Hyperbolic localisation: smooth case. To motivate hyperbolic
localisation we first consider a simple situation, given by smooth variety
equipped with a C˚-action. I am given to understand that this setting was
one of the origins of the idea (see [Kir88]).
Suppose that X is a smooth projective variety over C with an algebraic
C˚-action. The famous Bia lynicki-Birula decomposition [BB73, BB76] yields
that
(1) Each component of the fixed point locus XC
˚
is smooth.
(2) For each component F Ă XC˚ the attracting set
X`F :“ tx P X | limzÑ0 z ¨ x P F u
is locally closed.
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(3) The action of C˚ onX`F may be extended to an action of the monoid
C under multiplication. In particular, the limit map
pF : X
`
F Ñ F : x ÞÑ 0 ¨ x “ limzÑ0 z ¨ x
is a morphism of algebraic varieties.
(4) For any component F , the limit map realizes X`F as bundle of affine
spaces over F .
(5) There exists an ordering F0, F1, . . . of the components of X
C˚ such
that the sets
Xi :“
ď
iďj
X`Fj
yield a filtration of X by closed subvarieties.
Of course, we could replace C˚ with its inverse action. This amounts to
instead considering the repelling set
X´F :“ tx P X | limzÑ8 z ¨ x P F u
for which the obvious analogues of (2), (3), (4) and (5) are true.
Remark 4.4. It is useful to consider the above statements when
X “ PpV q
is the projective space of a finite-dimensional algebraic C˚-module V . Write
V “ ÀiPZ Vi for the decomposition of V into weight spaces. By twisting
by a character of C˚ we may assume that only positive weights occur, i.e.
V “Àiě0 Vi. We use this to write points of V in “homogenous coordinates”rv0 : v1 : . . . s, with vi P Vi. Then
PpV qC˚ “ PpV0q \ PpV1q \ PpV2q \ . . .
and our filtration is Xi “ PpÀjěi Vjq. We have
X`PpViq “ trv0 : v1 : . . . s | vj “ 0 for j ă p and vi ‰ 0u
and the limit map is given by
X`PpViq Ñ PpViq : rv0 : v1 : . . . s ÞÑ rvis.
This calculation shows that the limit map realises X`PpViq as a direct sum of
line bundles (in fact, copies of Op1q) over PpViq.
Remark 4.5. Suppose that there exists an algebraic C˚-module V and
an equivariant embedding
X ãÑ PpV q.
This is often the case in practice, in which case it is easy to see why (2),
(3) and (5) hold. (In fact this is always true locally, by the “equivariant
embedding theorem” [Sum74].)
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Now let us apply the local-global spectral sequence (see e.g. [Soe01,
Proof of Prop. 3.4.4]) associated to our filtration of X to calculate the co-
homology of X. It has the form
Ei,j1 “ H i`jpXizXi`1, u!ikXq ñ H i`jpX, kq
where ui : X
`
Fi
ãÑ X is the inclusion.
Because uj is the inclusion of a smooth subvariety (of codimension cj , say)
we have u!jkX “ kXr´2cjs and we can rewrite the terms of our spectral
sequence as
H i`jpX`Fj , u!ikXq “ H i`j`2cj pX`Fj , kq “ H i`2cj pFj , kq
where, for the last step we use that X`Fj and Fj have the same cohomology,
the first being an affine space bundle over the second.
The upshot is that we have found a spectral sequence calculating the co-
homology of X in terms of the cohomology of the components Fi of the fixed
point locus XC
˚
. This spectral sequence is useful in practice. For example
it degenerates in the following situations:
(1) over Q for weight reasons (each differential in the spectral sequence
goes between groups of distinct weights);
(2) in general if the components Fi have no odd cohomology (then the
possibly non-vanishing terms in the spectral sequence resemble the
black squares on a chess board, and all differentials are zero for
trivial reasons).
4.5. Hyperbolic localisation for one component. Let us assume
that X is smooth (and not necessarily projective), and that XC
˚
consists of
one component F . Let X`F (resp. X
´
F ) denote its attractive (resp. repelling)
set (defined as in the previous section). We consider the diagram
F X`F
X´F X
u`
u´
v`
v´
p`
p´ i
where v`, v´, u`, u´ are the inclusions, and p`, p´ are the limit maps (see
the previous section).
The discussion of the previous section showed that for any complex F
of sheaves on X there exists a spectral sequence whose terms involve the
cohomology of the complex
pp`q˚pu`q!F P DbpF q.
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If we assume that F is C˚-equivariant then the attractive proposition (see
[Spr84] or [FW14, § 2.6], this is essentially a kind of homotopy invariance,
using that X`F retracts onto F ) yields that the canonical map provides an
isomorphism
pp`q˚pu`q!F „Ñ pv`q˚pu`q!F P DbC˚pF q.
Thus the terms of our spectral sequence involve a certain variant of “restric-
tion to fixed points”. The functor
DbC˚pXq Ñ DbC˚pF q
F ÞÑ pFq˚! :“ pv`q˚pu`q!F
is called hyperbolic localisation. The most important basic theorem (and the
reason for drawing the big diagram above) is the following [Bra03]:
Theorem 4.6 (Braden’s theorem). For any F P DbC˚pXq we have canon-
ical isomorphisms
pv`q˚pu`q!F „Ñ pv´q!pu´q˚F
Remark 4.7. From the theorem we deduce that we have canonical maps
(24)
i!F pFq˚! i˚F
pv`q!pu`q!F pv`q˚pu`q!F „Ñ pv´q!pu´q˚F pv´q˚pu´q˚F
“ “ “
Thus, in a certain sense, the hyperbolic localisation functor p´q˚! sits “be-
tween i! and i˚”. This is somewhat analogous to the fact that the interme-
diate extension fucnctor j!˚ sits “between j! and j˚”. (One should be some-
what cautious with this analogy though, as we can have e.g. i!F “ pFq˚! or
i˚F “ pFq˚!, which happens for purely repulsive or attractive actions.)15
Remark 4.8. If we apply Verdier duality to the diagram (24) we get
a similar diagram with F replaced with DF, and the C˚-action replaced by
its inverse action. Thus there are really two hyperbolic localisation functors:
one for the C˚-action, and one for the inverse action. They are interchanged
by Verdier duality.
Remark 4.9. An important consequence of Braden’s theorem is that
hyperbolic localisation preserves weight. (Indeed, if F is of weight w, then
pv`q˚pu`q!F “ pp`q˚pu`q!F is of weight ě w, as pp`q˚ and pu`q! only in-
crease weight. The right hand side provides us with the opposite conclusion.
Hence pv`q˚pu`q!F is pure of weight w.) This implies, for example, that hy-
perbolic localisation preserves semi-simple complexes (with Q coefficients).
This fact is very useful in practice.
15As pointed out to me by D. Juteau, one can also has various versions of pj!˚ between
j! and j˚ by varying the perversity p . . .
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4.6. Hyperbolic localisation. We now return to the general setting
of §4.4. We consider the diagram
XC
˚ v`ÝÑ
ğ
components F
of XC
˚
X`F
u`ÝÑ X
and define hyperbolic localisation as before:
DbC˚pXq Ñ DbC˚pXC˚q
F ÞÑ pFq˚! :“ pv`q!pu`q˚F
This may be expressed as a direct sum over the components of XC
˚
of the
functor considered in the previous section, in particular the discussion of the
previous section applies here.
If X has a G-action, extending the action of C˚ Ă G, and if C Ă G
denotes the centraliser of C˚, then the above diagram is C-equivariant and
produces a functor
DbGpXq Ñ DbCpXC˚q
F ÞÑ F˚!
between equivariant derived categories.
4.7. Hyperbolic localisation and cohomology. It is interesting to
ask how hyperbolic localisation interacts with equivariant cohomology. As-
sume that T acts on X and we are given a cocharacter χ : C˚ Ñ T with
which we perform hyperbolic localisation. Let us write Xχ for the fixed
points under this C˚-action. We obtain maps
i!F Ñ pFq˚! Ñ i˚F in DbT pXχq.
In the following we take Q-coefficients for simplicity:
Theorem 4.10. The induced maps
HT˚ pXχ, i!Fq Ñ HT˚ pXχ, pFq˚!q Ñ HT˚ pXχ, i˚Fq
become isomorphisms when we invert all characters α of T which are non-
trivial on C˚ (i.e. whose composition with χ is not the identity).
4.8. Smith theory. Let k denote either a field of characteristic p, the
ring Zp, or a finite extension thereof. The discussion of µp “ Z{pZ earlier (in
§4.1) leads us to hope for an analogue of the hyperbolic localisation functor
for actions of µp on sheaves with coefficients in k. We would like some functor
Sm : DbµppX,kq Ñ DbµppXµp , kq
(Sm for “Smith”) lying “between” i! and i˚. That is, for every F P DbµppX,kq
we would like a functorial diagram
(25) i!F Ñ SmpFq Ñ i˚pFq
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in DbµppXµp ,kq.
As far as I know, there is no such functor. However, it is a fundamental
observation of Treumann [Tre19] that the cone C in the triangle
(26) i!F Ñ i˚F Ñ C
is a perfect complex of µp-modules when k is a field, and is weakly injective16
in general. (For the constant sheaf, this is a consequence of the fact that the
cone calculates the cohomology of a space with free µp-action, which may
be represented by a complex of free modules.)
Thus it makes sense to consider the Verdier quotient
PerfpXµp , Tkq :“ DbµppXµp , kq{pweakly injective complexesq.
In more detail, as the µp-action is trivial, we may identify
DbµppXµp ,kq “ DbpXµp , krµpsq
where the right hand side denotes sheaves of krµps-modules. Then we quo-
tient out by the full triangulated subcategory generated by complexes with
weakly injective stalks.
We now define Sm to be the composition
Sm : DbµppX,kq i
!Ñ DbµppXµp ,kq Ñ PerfpXµp , Tkq.
By Treumann’s observation, this agrees with a similar definition with i˚ in
place of i!.17 (It is here that the choice of coefficients is crucial.)
Remark 4.11. The notation PerfpXµp , Tkq can be taken simply as no-
tation for this quotient. In [Tre19] it is used to remind us that we may
view objects in this category as sheaves over a certain ring spectrum. As
this point of view is new to the author, it will not be used below!
Remark 4.12. The reader is warned that PerfpXµp , Tkq is not a derived
category, and takes some getting used to. For example, the “shift by 2 func-
tor” r2s is isomorphic to the identity functor on PerfpXµp , Tkq. Indeed, the
four-term exact sequence of krµps-modules
kÑ krµps 1´ζÝÑ krµps Ñ k
where ζ is a generator of µp, gives rise to a map k Ñ kr2s in Dbµpppt, kq
which becomes an isomorphism in Perfppt, Tkq. Pulling this map back to
Xµp shows that the same is true in PerfpXµp , Tkq.
16A krµps-module M is weakly injective if it is isomorphic to a module of the form
M b krµps for some k-module M . A complex is weakly injective if it isomorphic to a
bounded complex of weakly injective modules.
17To quote Treumann [Tre19, Remark 4.4]: “Smith theory is analogous to hyperbolic
localisation in the following sense: instead of combining two restriction functors in a clever
way, we simply erase the distinction between them”.
41
Remark 4.13. An important principle explained in [Tre19] is that “Sm
commutes with all functors” (see [Tre19, Theorem 1.3(2)]). This implies, for
example, Smith’s observation [Smi38] that fixed points under µp-actions on
p-smooth spaces are p-smooth, as the restriction to µp fixed points commutes
with Verdier duality. It also implies the following, which will be useful below.
If j : Z ãÑ X is the inclusion of a locally-closed subset then, for ? P t!, ˚u,
(27) Smpj?kZq – j?pSmpkZqq – j?kZζ in PerfpXµp , Tkq.
4.9. Smith theory and equivariance. We now consider a slight vari-
ant of this construction, which will prove useful when we come to consider
the Hecke category. Let k be as in the previous section (Fp,Zp or a finite
extension thereof).
Suppose that X is now a T -variety, for an algebraic torus T – pC˚qm. Fix
an element ζ P T of order p, and let µp Ă T denote the subgroup it generates.
Given an equivariant sheaf F P DbT pX,kq, Treumann’s observation implies
that the cone G in the exact triangle
i!F Ñ i˚F Ñ G r1sÑ
is weakly injective (in the same sense as the previous section), when regarded
as an object in DbµppXζ ,kq. (More precisely, all functors above commute
with the restriction to µp Ă T , and so the discussion of the previous section
applies.)
In particular, if we consider the full subcategory
pζ-perfect complexesq :“
C
F P DbT pXζ , kq
ˇˇˇˇ
ˇˇ the restriction of Fto µp Ă T in DbµppXζ , kq
is weakly-injective
G
and the Verdier quotient
PerfT pXζ , Tkq :“ DbT pXζ , kq{pζ-perfect complexesq
then we can define the equivariant Smith localisation functor Sm as the
composition
Sm : DbT pX,kq i
!Ñ DbT pXζ ,kq Ñ PerfT pXζ , Tkq
where i : Xζ ãÑ X is the inclusion. For the same reasons as earlier, Sm
is canonically isomorphic to a similar functor defined with ˚-restriction in
place of !-restriction. (It is here that our choice of coefficients is crucial.)
More generally, the above constructions work if we replace T by a general
algebraic group G. If X has a G-action, extending the action of T Ă G, and
if C Ă G denotes the centraliser of ζ, then we may define PerfCpXζ , Tkq
by replacing T by G and C above as appropriate. The above diagram is
C-equivariant and produces a functor
DbGpXq Ñ PerfCpXζ , Tkq
F ÞÑ SmpFq
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between equivariant derived categories.
4.10. Smith theory and cohomology. We now see that a natural
functor exists on the category PerfT pXζ , Tkq. Consider the set
Xr :“ tγ PX | γpζq ‰ 1u.
Note that no element of Xr is divisible by p, and hence no element of Xr is
zero in Xk. Define
Rprq :“ RrX ´1r s.
Somewhat miraculously we have:
Proposition 4.14. Given any ζ-perfect complex F, its hypercohomology
HT pXζ ,Fq is torsion over any γ PX such that γpζq ‰ 1. In particular, the
functor
F ÞÑ Rprq bR H‚T pFq
is zero on ζ-perfect complexes and we obtain an additive functor on PerfT pXζ , Tkq.
Proof. We give an argument for T “ C˚ and leave the reduction to
this case to the reader. Consider first the map
pi : X ˆ EC˚ Ñ X ˆC˚ EC˚.
It is a principal C˚-bundle and the extension
c P Ext2pkXˆC˚EC˚ , kXˆC˚EC˚q “ H2C˚pX,kq
corresponding to the truncation triangle
kXˆC˚EC˚ Ñ pi˚kXˆEC˚ Ñ kXˆC˚EC˚r´1s
r1sÑ
agrees with the image of the canonical generator of H2C˚ppt, kq in H2C˚pX,kq.
(This class is stable under pull-back, and so we can take X “ pt.)
Now if we instead consider
pi1 : Xζ ˆ pEC˚{µpq “ X ˆµp EC˚ Ñ X ˆC˚ EC˚.
Then this is again a principal C˚-bundle and the class
c1 P Ext2pkXˆC˚EC˚ , kXˆC˚EC˚q “ H2C˚pX,kq
corresponding to the extension
(28) kXˆC˚EC˚ Ñ ppi1q˚kXˆµpEC˚ Ñ kXˆC˚EC˚r´1s
r1sÑ
is p times the class c above. (This is more or less equivalent to the fact that
the Chern class of EC˚{µp Ñ BC˚ is p times the Chern class of EC˚ Ñ
BC˚.) The important point below is that this class is not invertible, thanks
to our choice of coefficients.
Now let F P DbC˚pX,kq be such that its restriction F1 P DbµppX,kq is free.
In other words, F is a complex on X ˆC˚ EC˚ such that its pull-back via pi1
(as above) agrees with the pushfoward of a complex G on X ˆ EC˚ via
g : X ˆ EC˚ Ñ X ˆµp EC˚.
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In particular, ppi1q˚F “ g˚G has finite-dimensional total cohomology. (By
definition of the constructible equivariant derived category, the pushforward
of G to X under the projection is a constructible sheaf.)
By the projection formula
ppi1q˚ppi1q˚F “ F bLk ppi1q˚ppi1q˚kXˆC˚EC˚
and, by tensoring the truncation triangle for ppi1q˚ppi1q˚kXˆC˚EC˚ with F we
get a distinguished triangle
F Ñ ppi1q˚ppi1q˚F Ñ Fr´1s r1sÑ
where the connecting homomorphism (the tensor product of F with the class
c1 above) is not invertible. Taking the long exact sequence of cohomology
gives us a long exact sequence
. . .Ñp H‚C˚pX,Fq Ñ H‚µppX,Fq Ñ H‚´1C˚ pX,Fq `1Ñp . . .
where the arrows labelled p are not invertible. Because H‚µppX,Fq is finite
dimensional, we deduce that H‚C˚pX,Fq is only non-zero in finitely many
degrees. The proposition follows. 
4.11. Parity sheaves. The theory of parity sheaves has two main
starting points:
(1) Parity arguments can be useful to show that connecting homomor-
phisms are zero, and that spectral sequences degenerate.
(2) The cohomology of spaces occurring in geometric representation
theory (flag varieties, Springer fibres, fibres of Bott-Samelson reso-
lutions, classifying spaces . . . ) often satisfy parity vanishing.
We now briefly recall the theory; much more detail may be found in
[JMW14] (in article form) and [Wil18] (in survey form). Let us fix a variety
X with a nice18 stratification
X “
ğ
λPΛ
Xλ
by locally closed subvarieties. We assume that:
each stratum is simply-connected;(29)
HoddpXλ,kq “ 0 for all λ P Λ.(30)
We write DbΛpX,kq for the derived category of complexes of k-sheaves, which
are bounded and constructible with respect to the above stratification.
Let jλ : Xλ ãÑ X denote the inclusion. Fix a complex F P DbΛpX, kq and
? P t˚, !u. We say that F is
(1) ?-even if Hoddpj?λFq “ 0 for all λ;
(2) ?-odd if Fr1s is ?-even;
18For example, Whitney would do. We certainly need to assume that DbΛpX, kq is
preserved under Verdier duality, and this assumption is enough for everything we do
below.
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(3) even if it is both ˚-even and !-even;
(4) odd if Fr1s is even.
Finally, we say that F is parity if it may be written as a sum F – F0 ‘ F1
with F0 even and F1 odd. We write
ParitypX,kq Ă DbΛpX,kq
for the full subcategory of parity sheaves. Note that ParitypX,kq is additive
but not triangulated. The following theorem (whose proof is not difficult) is
the starting point of the theory:
Theorem 4.15 ([JMW14]). The support of any indecomposable parity
complex is irreducible. Moreover, any two indecomposable complexes F,G P
ParitypX,kq with the same support are isomorphic up to a shift. Thus, for
any stratum Xλ Ă X there is, up to isomorphism, at most one indecompos-
able F P ParitypX,kq which is supported on Xλ and whose restriction to Xλ
is isomorphic to kXλrdimCXλs.
We denote the sheaf appearing in the theorem Eλ (if it exists). One of
the main points of [JMW14] is that in many settings in geometric repre-
sentation theory Eλ exists for all strata, and hence one has a bijection:
Λ
„Ñ
"
indecomposable objects
in ParitypX,kq
*
{shifts
λ ÞÑ Eλ.
Remark 4.16. One also has an equivariant version of the theory, as long
as one imposes equivariant versions of the parity assumptions (29) and (30).
Parity sheaves are well-adapted to equivariant cohomology, for example their
global cohomology is often equivariantly formal [FW14].
Remark 4.17. We have seen in Remark 4.9 that hyperbolic localisation
preserves semi-simple complexes (with Q-coefficients). In [JMW16] it is
shown that (under the assumption of the existence of certain equivariant
resolutions), hyperbolic localisation also preserves parity sheaves.
4.12. Parity sheaves and Smith theory. The ideas of this section
(and even its title) are taken from [LL18]. Their crucial observation is that
the theory of parity shaves is well-adapted to Smith theory.
The starting point for this discussion is our assumption (30) which was
crucial to get the theory of parity sheaves started. We can rephrase it as
(31) HomDbpX,kqpkXλ , kXλrmsq “ 0 for odd m.
At the centre of Smith theory, is the group µp “ Z{pZ. This group appears
at first sight to be poorly adapted to the theory of parity sheaves because
Hmµpppt, kq “ k for all m ě 0,
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for any field k of characteristic p. With a little work (see [LL18, §2]) this
calculation implies that
HomPerfppt,Tkqpkpt,kptrmsq “ k
for all m P Z. Thus parity vanishing fails rather dramatically in Perfppt, Tkq,
even on a point!
If one instead instead takes k :“ O “ Zp one has
(32) Hmµpppt,Oq “
$’&’%
O if m “ 0,
0 if m is odd or m ă 0,
Fp if m is even.
This calculation shows that some parity vanishing is still present. Again,
with a little work one may conclude
HomPerfppt,TOqpO,Ormsq “
#
Fp if m is even,
0 if m is odd.
Thus we are in good shape on a point. Moreover, one can extend this ar-
gument19 to show that if U is any variety for which HoddpU,Oq “ 0 and
HevenpX,Oq is free over O, then
HomPerfpU,TOqpOU ,OU rmsq “
#
HevenpU,Fpq if m is even,
0 if m is odd
(where, as always, U has trivial µp-action). Thus, if we think of U as being
a stratum in our stratification of the previous section, we are in good shape
on each stratum.
Leslie-Lonergan [LL18, §3] then go on to define Tate functors
T 0, T 1 : PerfpU, TOq Ñ ShpU,Fpq
where ShpU,Fpq denotes the abelian category of Fp-sheaves. (These should
be thought of as analogues of cohomology functors, which produce sheaves
on U out of complexes on U .) They then define Tate parity complexes by
repeating the definition of parity sheaves, with T 0 and T 1 in place of Heven
and Hodd. Furthermore, they show that the Smith functor Sm takes parity
sheaves with O coefficients to Tate parity complexes.
We will consider a slight variant of the setup considered by Leslie-
Lonergan. As in the previous section, suppose that all spaces are equipped
with a C˚-action, which is trivial on µp Ă C˚. As before, consider
PerfC˚pU, Tkq :“ DbT pU,kq{pζ-perfect complexesq.
The following gives a rather beautiful description of this category:
Lemma 4.18.
PerfC˚pU, Tkq „Ñ
"
complexes of k-sheaves on U with
constructible and 2-periodic cohomology
*
Ă DpU,kq.
19using the map U ˆBµp Ñ Bµp
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Remark 4.19. In the above, 2-periodic means “equipped with an iso-
morphism F Ñ Fr2s”. Thus it is structure, rather than a property.
Sketch of proof. We outline why this is true for U “ pt, the general
case follows by a similar argument. Given F P DbC˚ppt,kq we can consider
its cohomology, which is a complex of k-modules. These cohomology sheaves
are periodic in high degree, with an isomorphism given by multiplication by
a fixed generator of H2C˚ppt, kq. (Indeed, this is true for kpt P DbC˚ppt, kq,
and hence is also true for the full subcategory which it generates, which is
DbC˚ppt, kq.) By considering cohomology in high degree we obtain a triangu-
lated functor
DbC˚ppt, kq Ñ
"
complexes of k-sheaves on pt with
constructible and 2-periodic cohomology
*
Ă Dppt,kq.
The kernel of this functor consists of those complexes F whose total co-
homology is of finite type. Any ζ-perfect complex belongs to this kernel,
by Proposition 4.14. On the other hand, the complex computing the C˚-
equivariant cohomology of C˚ is ζ-perfect, and generates the kernel. We
conclude that the kernel consists precisely of ζ-perfect complexes, which
concludes the proof. 
Via the above lemma, we obtain Tate cohomology functors (“cohomology
in even degree”, “cohomology in odd degree”)
T 0, T 1 : PerfC˚pU, Tkq Ñ ShpU,kq.
This allows us to define parity sheaves in PerfC˚pU, Tkq. It is not difficult to
check that the Smith functors preserve equivariant parity sheaves.
Remark 4.20. The work of Leslie-Lonergan [LL18] builds on the expec-
tation that the theory of perverse sheaves is“compatible with Smith theory”.
This expectation was first suggested by Treumann; see the final two sections
of [Tre19]. However it is still not clear how to proceed with this expectation.
For example, as r2s “ r0s in PerfpXζ , Tkq one cannot expect a reasonable
theory of t-structures.
5. The many faces of the Hecke category
The Hecke category is a categorification of the Hecke algebra. That is,
it is a monoidal category HW with a canonical isomorphism
HW
„Ñ rHW s
of its Grothendieck group with the Hecke algebra. Here rHs denotes a suit-
able Grothendieck group, however exactly what is meant by “Grothendieck
group”varies based on context. (Below it usually means the split Grothendieck
group of an additive category, however it might also mean the Grothendieck
group of a triangulated category, or variants thereof.)
Let us emphasise one important point from the outset, which is a general
principle of categorification. Whenever we categorify, it is worthwhile asking
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what extra structures we inherit on the Grothendieck group. A well-known
example is that categorification by additive or abelian categories often de-
fines some positive cone in the Grothendieck group, consisting of the classes
of actual objects, rather than formal differences. This cone often leads to
strong positivity on the Grothendieck group (e.g. bases with positive struc-
ture constants; bases which are positive in terms of other bases; . . . ). In the
example of the Hecke category this cone gives rise to the Kazhdan-Lusztig
basis (when our coefficients are of characteristic 0) and the p-Kazhdan-
Lusztig basis (when our coefficients are of characteristic p).
Another often overlooked structure is a form, obtained by decategorify-
ing the hom pairing.20 That is we define
xrEs, rE 1sy :“ χpHompE , E 1qq
where χ denotes some numerical invariant (e.g. Euler characteristic, rank,
graded rank, . . . ) which turns the space of homomorphisms into a number
or polynomial. In the case of the Hecke category, this should yield the form
p´,´q : HW ˆHW Ñ Zrv˘1s
defined in §3.5. Usually, the most important thing to know about a potential
Hecke category is that this is the case. This statement is usually referred to
as “Soergel’s hom formula”, as Soergel established it in the first non-trivial
case of Soergel bimodules.
We now return to generalities on the Hecke category. In a sense, there
should only be “one” Hecke category. However experience has shown that it
has several different realisations, and it is useful to know about all of them!21
Historically the Hecke category arose from two different points of view.
The first is via the so-called function-sheaf correspondence. The Hecke alge-
bra22 may be realised as a convolution algebra of bi-invariant functions on
a finite reductive group. As with any interesting space of functions realised
on the points of a variety over a finite field, Grothendieck tells us that we
should seek a categorification via a suitable category of sheaves. Doing so
exposes extremely rich structure (e.g. the Kazhdan-Lusztig basis) that is
invisible (or at least opaque) prior to categorification. This leads us to the
geometric realisation. (For much more detail on this genesis of the Hecke
algebra, see [Spr82], [Wil18] . . . )
The second is the observation that many categories arising in Lie theory
admit endofunctors which, upon passage to Grothendieck groups, yield ac-
tions of Weyl groups or their group algebras. (The Ur-example is the action
of wall-crossing functors on categories of infinite-dimensional representations
20I learnt this point of view from M. Khovanov and B. Elias.
21This is somewhat analogous to the theory of motives, where a motive has many
different realisations, all of which are useful. In fact, recent work of Soergel and Wendt
[SW18], Soergel, Wendt and Virk [SVW18] and Eberhardt and Kelly [EK19] shows that
this is probably more than an analogy.
22of a Weyl group, specialised at v :“ 1{a|Fq|
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of semi-simple Lie algebras.) A detailed study of these functors convinces
one that it is not enough to understand them on the Grothendieck group
alone; one must understand these functors as a monoidal category (i.e. un-
derstand the morphisms between them). It is probably surprising that one
often comes across the same, or closely related monoidal categories, which
one comes to call the Hecke category.
Remark 5.1. In the geometric realisation the v in the Hecke category
has a transparent meaning (“Tate twist”, shift of weight filtration, . . . ). How-
ever the v is often well hidden in representation theory. (This is why one
often sees an action of the Weyl group, and not the Hecke algebra, on the
Grothendieck group.) That the grading is nevertheless there is the source of
many mysteries and delights (Koszul duality, Jantzen filtration, . . . ).
Remark 5.2. The first geometric realisation can be thought of as a
“constructible”, whereas the second is “coherent”. That both are incarna-
tions of the Hecke category can be seen as a “coherent/constructible dual-
ity”, and is often a shadow of geometric Langlands duality. A basic example
is the theory of Soergel bimodules, which provides a coherent (bimodules
over polynomial rings) description of constructible sheaves. A second ex-
ample is Bezrukavnikov’s seminal work [Bez16] relating the coherent and
constructible realisations of the affine Hecke category.
5.1. The geometric realisation. Consider a complex reductive group
G with a fixed choice of Borel subgroup B and maximal torus T Ă B. To
this we may associate the character lattice X :“ X˚pTq, cocharacter lattice
X _ :“ X˚pTq, roots Φ Ă X , coroots Φ_ Ă X _ etc. Our choice of Borel
subgroup gives rise to positive roots Φ` and simple roots tαsusPS . We denote
by pW,Sq the Weyl group and its simple reflections, and ` : W Ñ Zě0 its
length function.
For applications to representation theory we will also need to consider
affine Kac-Moody groups and their flag varieties. There is no extra difficulty
in considering general Kac-Moody groups, which we do now. However the
reader is encouraged to keep the setting of the previous paragraph in mind.
Let us fix a generalised Cartan matrix
C “ pcstqs,tPS
and let phZ, tαsusPS , tα_s usPSq be a Kac-Moody root datum, so that hZ is
a free and finitely generated Z-module, αs P HomphZ,Zq are “roots” and
α_s P hZ are“coroots”such that xα_s , αty “ cst. To this data we may associate
a Kac-Moody group G (a group ind-scheme over C) together with a canonical
Borel subgroup B and maximal torus T Ă B.
We consider the flag variety G{B (a projective variety in the case of a
reductive group, and an ind-projective variety in general). As earlier, we
denote by W the Weyl group, ` the length function and ď the Bruhat order.
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We have the Bruhat decomposition
G{B “
ğ
wPW
Xw where Xw :“ B ¨ wB{B.
The Xw are isomorphic to affine spaces, and are called Schubert cells. Their
closures Xw Ă G{B are projective (and usually singular), and are called
Schubert varieties.
Fix a field k and consider DbBpG{B; kq, the bounded equivariant derived
category with coefficients in k (see e.g. [BL94]).23 This a monoidal category
under convolution: given two complexes F ,G P DbBpG{B;kq their convolu-
tion is
F ˚ G :“ mult˚pF bB G q,
where: G ˆB G{B denotes the quotient of G ˆ G{B by pgb, g1Bq „ pg, bg1Bq
for all g, g1 P G and b P B; mult : G ˆB G{B Ñ G{B is induced by the
multiplication on G; and F bB G P DbBpGˆB G{B; kq is obtained via descent
from F bG P Db
B3
pGˆG{B; kq.24 (Note that mult is proper, and so mult˚ “
mult!.)
Remark 5.3. Under the function-sheaf correspondence the above def-
inition categorifies convolution of B-biinvariant functions (if we work over
Fq rather than C, and B denotes the Fq-points of B).
For any s P S we can consider the parabolic subgroup
Ps :“ BsB “ BsB\B Ă G.
For any s P S, set
Es :“ kPs{Br1s
We define the Hecke category (in its geometric incarnation) as follows
HgeomW,k :“ xEs | s P Sy˚,‘,rZs,a.
That is, we consider the full subcategory of DbBpG{B; kq generated by Es
under convolution (˚), direct sums (‘), homological shifts (rZs) and direct
summands (a).
Let rHgeomW,k s‘ denote the split Grothendieck group25 of HgeomW,k . Because
HgeomW,k is a monoidal category, rHgeomW,k s‘ is an algebra via rF s¨rG s “ rF ˚G s.
We view rHkgeoms‘ as a Zrv˘1s-algebra via v ¨ rF s :“ rF r1ss. Recall the
Kazhdan-Lusztig basis element bs “ δs ` v for all s P S from §3.5.
23By definition, any object of DbBpG{B; kq is supported on finitely many Schubert
cells, and hence has finite-dimensional support.
24The reader is referred to [Spr82, Nad05] for more detail on this construction.
25The split Grothendieck group rAs‘ of an additive category is the abelian group
generated by symbols rAs for all A P A, modulo the relations rAs “ rA1s ` rA2s whenever
A – A1 ‘A2.
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Theorem 5.4. The assignment bs ÞÑ rEss for all s P S yields an isomor-
phism of Zrv˘1s-algebras:
H
„Ñ rHgeomW,k s‘.
Moreover, for any w P W there exists a unique indecomposable object Ew P
HgeomW,k (defined up to non-unique isomorphism) such that Ew is a direct sum-
mand of
Ew :“ Es ˚ Et ˚ ¨ ¨ ¨ ˚ Eu
for any reduced expression w “ ps, t, . . . , uq for w; and such that Ew is not
isomorphic to a shift of a summand of Ev for any shorter expression v. The
classes rEws give a basis of H under the isomorphism above.
Remark 5.5. When k is of characteristic zero, the complex Ew of the
theorem is the intersection cohomology complex of the Schubert variety Xw.
When k is of positive characteristic the Ew are parity sheaves (see §4.11 and
[Wil18]). The theory of parity sheaves yields a beautiful and simple proof
of the above theorem.
The inverse to the isomorphism in the theorem is given by the character
map
ch : rHgeomW,k s‘ „Ñ H F ÞÑ
ÿ
xPW
dimZpH˚pFxB{Bqqv´`pxqδx
where:FxB{B denotes the stalk of the constructible sheaf on G{B at the point
xB{B obtained from F by forgetting B-equivariance; H˚ denotes cohomol-
ogy; and dimZH
˚ :“ řpdimH iqv´i P Zrv˘1s denotes graded dimension.
Remark 5.6. We have tried to emphasise the role of the hom form
above. In the geometric setting it gives the following. We set
Hom‚pF,Gq :“à
nPZ
HomDb
B
pG{B;kqpF,Grnsq
which is a free module over HB˚ppt, kq. Under the above isomorphism we
have
xrFs, rGsy :“ graded rank of
Hom‚pF,Gq over HB˚ppt,kq
which is Soergel’s hom formula in this case. A proof of this equality may be
deduced from the local global spectral sequence (see [Soe01, Proof of Prop.
3.4.4]).
5.2. Realisation via Soergel bimodules. The starting point for the
theory of Soergel bimodules is a Coxeter group pW,Sq and a representation
W ü V.
Let us write T for the reflections (conjugates of S) in W . We assume that
V is defined over a field of characteristic ‰ 2 and is reflection faithful, that
is, that our representation is faithful and that
V x Ă V is a hyperplane, if and only if x P T .
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Remark 5.7. In particular, our representation is a reflection representa-
tion (see §3.3), however reflection faithfulness is a much stronger condition.
With this data, we now define R to be the symmetric algebra of V , with
V placed in degree 2 and consider the monoidal category R´gmod´R of
graded R-bimodules. Set
Bs :“ RbRs Rp1q P R´gmod´R,
where the shift-grading-by-1 symbol (1) means that 1b1 P Bs lives in degree
´1. We define the Hecke category (in its incarnation as Soergel bimodules)
as follows
HSoeW,V :“ xBs | s P SybR,‘,pZq,a.
In other words, Soergel bimodules is defined to be the smallest strictly full
subcategory of R´gmod´R which contains Bs for each s P S, and is closed
under tensor product (bR), direct sum (‘), shift of grading (pZq) and direct
summands (a).
Let rHSoeW,V s‘ denote the split Grothendieck group (see the footnote a few
pages earlier) of HSoeW,V . Because HSoeW,V is a monoidal category, rHSoeW,V s‘ is
an algebra via rBs ¨ rB1s “ rBbRB1s. We view rHSoeW,V s‘ as a Zrv˘1s-algebra
via v ¨ rBs :“ rBp1qs. Recall the Kazhdan-Lusztig basis element bs “ δs ` v
for all s P S.
Theorem 5.8. The assignment bs ÞÑ rBss for all s P S yields an iso-
morphism of Zrv˘1s-algebras:
H
„Ñ rHSoeW,V s‘.
Moreover, for any w P W there exists a unique indecomposable object Bw P
HgeomW,k (defined up to non-unique isomorphism) such that Bw is a direct
summand of
Bw :“ Bs ˚Bt ˚ ¨ ¨ ¨ ˚Bu
for any reduced expression w “ ps, t, . . . , uq for w; and such that Bw is not
isomorphic to a shift of a summand of Bv for any shorter expression v. The
classes rBws give a basis of H under the isomorphism above.
Remark 5.9. It is easy to see that in any reflection faithful representa-
tion distinct reflections fix distinct hyperplanes. Thus in a reflection faithful
representation one has a bijection between reflections and the hyperplanes
fixed by elements of W . This technical assumption makes the theory of So-
ergel bimodules work, and was discovered by Soergel following a comment
by Polo on a first version of [Soe07]. It appears essential to the proofs to
“classical” approaches to Soergel bimodules.
Remark 5.10. Let us comment on Soergel’s hom formula in the setting
of Soergel bimodules. We set
Hom‚pB,B1q :“à
nPZ
HomR´gmod´RpB,B1pnqq
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and it is a non-trivial theorem that this is a free module over R. Under the
above isomorphism we have
(33) xrBs, rB1sy :“ graded rank of Hom‚pB,B1q
which is Soergel’s hom formula in this case (see [Soe07, Lemma 6.13]). The
proof is technical, involves the reflection faithful assumption in a crucial way,
and occupies most of [Soe07].
5.3. Abe’s realisation. Although usually not Soergel bimodules them-
selves, a key role in the classical theory of Soergel bimodules is played by
standard bimodules
Rx P R´gmod´R for x PW.
These are defined to be R as a left module, with right action twisted by x:
m ¨ r :“ xprq ¨m for all m P Rx and r P R.
Equivalently, they are functions on the “twisted graph”:
Graphx :“ tpxv, vq | v P V u Ă V ˆ V.
A basic fact used repeatedly in the classical theory is that
(34) HompRx, Ryq “ 0 if x ‰ y.
For example, this fact is used to construct the standard and costandard
filtrations on Soergel bimodules, which are crucial to Soergel’s proof of his
hom formula in [Soe07].
One can check directly that (34) holds if and only if our representation
V is faithful. Thus the classical theory of Soergel bimodules breaks down as
soon as we loose faithfulness. In recent work, Abe has found a beautiful way
around this issue [Abe19], that we now describe.
Let V denote our reflection representation of W as above, but now we
place no assumptions on V . Let R denote the symmetric algebra on V , and
Q its fraction field.
Let M denote the category of pairs pM,φq where M is graded R-
bimodule, and φ is an isomorphism
(35) φ : QbM „Ñ à
xPW
Mx in Q-mod-R
satisfying:
(36) m ¨ r “ xprq ¨m for all m PMx and r P R.
Morphisms are morphisms of bimodules preserving the decomposition (35).
Remark 5.11. If W acts faithfully on V then there is at most one φ
satisfying (36). Hence in this case M is a full subcategory of R´gmod´R.
Condition (36) guarantees that right multiplication by any non-zero r P
R is an isomorphism on the right-hand side of (35), and hence on the left-
hand side also. We conclude that if pM,φq PM then Q bM is actually a
Q-bimodule.
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This observation allows us to define a monoidal structure on M. Given
pM,φq and pN,ψq, we define pM,φqbpN,ψq to be the object whose underly-
ing bimodule is MbN and whose decomposition is given by the convolution
formula
pQbM bR Nqx :“
à
x“yz
My bQ Nz.
For simplicity we continue to assume that V is defined over a field. We
make the following assumption:
(37) for all s P S, its root αs P V and coroot α_s P V ˚ are non-zero.
(This is automatic as soon as our characteristic is ‰ 2). Recall our generating
objects
Bs :“ RbRs Rp1q P R´gmod´R.
Our assumptions guarantee that Bs admits a unique lift to M (see [Abe19,
§2.4]). We denote the resulting object by pBs, φsq. Abe’s definition is the
following:
HAbeW,V :“ xpBs, φsq | s P SybR,‘,pZq,a ĂM.
Following Abe, let us make one additional assumption:
(38)
for all s, t P S, which generate a finite parabolic subgroup
the restriction of V to xs, ty ĂW is reflection faithful.
Under this assumption, Abe shows the analogue of Theorem 5.8 holds for
HAbeW,V [Abe19, Theorem 1.1], and that his category is equivalent to the
diagrammatic category of [EW16]. Thus HAbeW,V is a reasonable candidate to
be called a Hecke category.
Remark 5.12. One of the reasons Abe’s observation is so useful is that
it often allows one to carry out proofs in the setting of more general re-
alisations, using intuition from the case of Soergel bimodules. We will see
examples of this below. In principle one could carry these out in the diagram-
matic language of [EW16], but this often involves formidable calculations
(see, for example, some of the calculations necessary in [Haz17]).
Remark 5.13. As appears always to be the case, a key step in Abe’s
proof of the above results is that the analogue of (33) holds in his category. It
is interesting to note that here he cannot follow the lines of Soergel’s proof,
and instead has to imitate the construction of the Libedinsky’s light leaves
basis [Lib08b]. Thus this part of the proof more closely follows [EW16].
Remark 5.14. Note that the assumption (38) is fairly harmless. For
example, for affine groups in characteristic p it rules out only a small number
of primes, which can be read off the rank 2 sub root systems. (This should
be contrasted with the fact that V is never reflection faithful on all of W in
these settings.)
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5.4. Other realisations. Let us briefly mention that we have ignored
entirely two other important realisations of the Hecke category:
(1) The theory of sheaves on moment graphs, developed by Braden-
MacPherson [BM01] and Fiebig [Fie08b, Fie08a].
(2) The diagrammatic description, which presents the Hecke category
by generators and relations. The first steps in this program were
carried out by Elias-Khovanov [EK10] and Libedinsky [Lib10],
and an (almost) complete presentation was obtained by Elias and
the author [EW16]. A detailed survey of the diagrammatic cate-
gory in the context of the present survey is available in [Wil18].
6. The Hecke category and its localisations
6.1. Hyperbolic localisation of the Hecke category. Let G,B,T
be a Kac-Moody group as above. (We have the example of a reductive group
or its loop group in mind.) Choose a cocharacter
χ : C˚ Ñ T
and let L Ă G be its centraliser. (In case G is a reductive group, then L is a
Levi subgroup of G.)
Set
Xr :“ tγ PX | xχ, γy “ 0u,
Φr :“ ΦXXr and Φr` :“ Φ` XXr,
Wr :“ xsα | α P Φry.
Because the Lie algebra of L is the χ-fixed points on the Lie algebra of G,
we deduce that Φr (resp. Φr` , Wr) are the roots (resp. positive roots, Weyl
group) of L. In particular,
BL :“ BX L
is a Borel subgroup of L.
Proposition 6.1. pG{BqC˚ is a disjoint union of flag varieties for L.
These flag varieties are naturally parametrized by rW .
Sketch of proof: The map x ÞÑ xB{B provides a bijection between
W and the T-fixed points on the flag variety G{B. We first claim that the
L-orbit through a point xB{B corresponding to x P rW is a flag variety for
L. Indeed, the stabiliser of xB{B in L is LX xBx´1 with Lie algebra
x´1 ¨ l ¨ xX b
(l is the Lie algebra of L, and b is the Lie algebra of b). The weights in the
Lie algebra are
x´1pΦrq X Φ` “ Φr` .
(The equality follows from (20).) Thus that the stabiliser is the standard
Borel BL and our claim follows. It also follows that the T-fixed points in
L ¨ xB{B consists of the coset Wrx ĂW .
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Thus the L-orbits through the T-fixed points corresponding to x P rW
give us distinct copies of the flag variety of L. It is also immediate that all
these flag varieties belong to the fixed point locus pG{BqC˚ . Finally, a tangent
space calculation at each fixed point shows that these orbits exhaust pG{BqC˚
and the proposition follows. 
We now consider the hyperbolic localisation functor. The above propo-
sition shows that we may regard it as a functor:
DbBpG{B, kq Ñ
à
xPWr
DbBLpL{BL, kq
F ÞÑ F˚!
Because hyperbolic localisation preserves parity sheaves, we obtain a functor
HgeomW,k
p´q˚!ÝÑ à
xPWr
HgeomWr,k
Question 6.2. Except in several easy cases (e.g. when L “ T) I don’t
know whether one can define a monoidal structure on the right hand side in
order to make the above a monoidal functor.
6.2. Hyperbolic localisation and Grothendieck groups. Recall
the hyperbolic localisation bimodule from §3.7. Hyperbolic localisation cat-
egorifies the hyperbolic bimodule. More precisely:
Theorem 6.3. We have a commutative diagram
HgeomWr,k ü
À
xPrW HgeomWr,k H
geom
W,k ý HgeomW,k
HWr ü ZrW s ý HW
p´q˚!
chch cˆh‘cˆh
“À
xPW Zδˆx
where:
(1) ch is defined as in §5.1;
(2) cˆh is ch at v :“ 1;
(3) ‘cˆh is defined via
‘cˆhppFxqxPrW q :“
ÿ
xPrW
pcˆhpFxqqδˆx.
Proof. The commutativity of the left and right squares (or more accu-
rately rombhi) is a specialisation at v :“ 1 of the fact that ch is a homomor-
phism of algebras (see §5.1). Thus we only need to check commutativity of
the middle triangle. The basic reason for the commutativity of this triangle
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is that hyperbolic localisation preserves Euler characteristic. We need to be a
little more careful though, as cˆh is not quite given by the Euler characteristic
at T -fixed points. It is enough to check commutativity for a parity sheaf F,
in which case cˆh is given by the Euler characteristic at T -fixed points up to a
sign, depending on whether F is even or odd. Now we only need to check that
hyperbolic localisation preserves being even or odd, which follows from the
fact (again) that hyperbolic localisation preserves Euler characteristics. 
Remark 6.4. We leave it to the reader to take k “ Q above and deduce
the positivity properties in Theorem 3.18.
6.3. Smith localisation of the Hecke category. Let G,B,T be as in
the previous section. (Again, we have the example of a reductive group or its
loop group in mind.) We now fix a prime p and assume that our coefficients
k are either a finite field of characteristic p, Zp, or a finite extension of one
of these. Fix an element of order p
ζ P T
and let L Ă G be the identity compotent of its centraliser.
Remark 6.5. If G is reductive then such L (as ζ varies over all elements
of finite but not necessarily prime order) constitute all closed connected
reductive subgroups of G with maximal torus T. If we assume that G is semi-
simple and simply connected, then the centraliser is already connected and
is determined by a subset of the extended Dynkin diagram of G (Borel-de
Siebenthal theory). Note that L need not be a Levi subgroup of G.
Example 6.6. The reader is encouraged to keep two examples in mind:
(1) G “ Sp4, p “ 2, and ζ “ diagp1,´1,´1, 1q. In which case
L “ SL2ˆSL2 .
(2) G a loop group (a central extension of Cr˚ot ˙Gpptqq for a reductive
group G, where Cr˚ot acts by “loop rotation”), p is arbitrary and
ζ P Cr˚ot is a pth root of unity, in which case L is a central extension
of
Cr˚ot ˙Gpptpqq.
Echoing earlier notation, set
Xr :“ tγ PX | χpζq “ 1u,
Φr :“ ΦXXr and Φr` :“ Φ` XXr,
Wr :“ xsα | α P Φry.
Because the Lie algebra of L is the ζ-fixed points on the Lie algebra of G,
we deduce that Φr (resp. Φr` , Wr) are the roots (resp. positive roots, Weyl
group) of L. In particular,
BL :“ BX L
is a Borel subgroup of L. As earlier we have (with essentially the same
proof):
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Proposition 6.7. pG{Bqζ is a disjoint union of flag varieties for L.
These flag varieties are naturally parametrised by rW .
Example 6.8. We continue Example 6.6. Part (1) is dicussed in Remark
3.23. For (2), let
Fl :“ Gpptqq{Iw
denote the affine flag variety (the flag variety for the loop group under con-
sideration). For ζ as above we have
pFlqζ “ à
xPrW
Gpptpqq{pIwXGpptpqqq.
Thus each of the components is again isomorphic to an affine flag variety.
We now consider the Smith localisation functor. The above proposition
shows that we may regard it as a functor:
DbBpG{B, kq Ñ
à
xPWr
PerfBLpL{BL,Tkq
F ÞÑ SmpFq
As we have already noted, one may check easily that Sm preserves parity
sheaves. Thus, if we define
HSmWr,k :“ image of HgeomWr,k in PerfBLpL{BL,Tkq
we obtain a Smith localisation functor between Hecke categories:
HgeomW,k SmÝÑ
à
xPWr
HSmWr,k.
6.4. Smith localisation and Grothendieck groups. Recall the hy-
perbolic localisation bimodule from §3.7, now considered for a reflection sub-
group Wr which is potentially not a parabolic subgroup. Smith localisation
categorifies the hyperbolic bimodule. More precisely, we have the following
theorem, whose proof is similar to that of Theorem 6.3.
Theorem 6.9. We have a commutative diagram
HgeomWr,k ü
À
xPrW HSmWr,k H
geom
W,k ý HgeomW,k
HWr ü ZrW s ý HW
Sm
chch cˆh‘cˆh
“À
xPW Zδˆx
where:
(1) ch is defined as in §5.1;
(2) cˆh is ch at v :“ 1;
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(3) ‘cˆh is defined via
‘cˆhppFxqxPrW q :“
ÿ
xPrW
pcˆhpFxqqδˆx.
Remark 6.10. We leave it to the reader to use this theorem to deduce
instances of the positive properties in Theorem 3.21.
6.5. Soergel bimodules for reflection subgroups. Let V denote
our reflection representation with roots α, coroots α_ etc. as in 5.2. Fix a
subspace
Vr Ă V
and let Wr denote the reflection subgroup generated by the reflections sα in
roots α P Vr. We have seen in §3.2 and §3.3 that Wr is a Coxeter group with
natural Coxeter generators Sr Ă Wr. (We try to write t for reflections in
Sr, to remind ourselves that these are different from the simple reflections
in S.)
Note that Vr is certainly Wr stable because
sαpλq “ λ´ xα_, λyα
for all λ P Vr. We make the following assumption.
(39) Vr is reflection faithful, as a representation of Wr.
Remark 6.11. This assumption is to make sure that Soergel bimodules
behave well. However, the reader may check that this assumption can be
replace with a much weaker one if one instead uses Abe’s realisation of
the Hecke category. We had originally planned on explaining the necessary
changes below, but ran out of time when preparing these notes.
We denote by R (resp. Rr) the symmetric algebra on V (resp. Vr). We
have a canonical Wr-equivariant embedding
Rr ãÑ R.
Because pWr, Srq is a Coxeter group, we can consider Soergel bimodules with
respect to either or V or Vr. Our notation is as follows:
HSoeWr,Vr : Soergel bimodules for Wr and the “little” representation Vr;
HSoeWr,V : Soergel bimodules for Wr and the “big” representation V .
(We will often drop the superscript Soe below, to reduce clutter.)
The goal of this section is to see that there is not a great difference
between these two categories. More precisely:
Theorem 6.12. There is an equivalence of additive categories:
HWr,Vr bRr R „Ñ HWr,V .
Remark 6.13. The issue is that (as far as we know) there is no natural
monoidal equivalence. (Except in special situations, for example, when the
inclusion Vr ãÑ V admits a Wr-equivariant splitting.) Thus establishing
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this equivalence requires a little care. We will deduce the theorem from
considerations of a bimodule category on which both categories act. This
issue of changing representations for Soergel bimodules was first addressed
in [Lib08a], which has influenced the discussion below.
Consider Rr´gmod´R, the category of graded pRr, Rq-bimodules. This
category is naturally a bimodule for the monoidal category of graded Rr-
bimodules on the left, and graded R-bimodules on the right. In particular
this category is a bimodule for the appropriate categories of Soergel bimod-
ules acting on the left and the right:
HWr,Vr ü Rr´gmod´R ý HWr,V
Given t P Sr we denote the generators of the appropriate Hecke cate-
gories as follows:
Br,t :“ Rr bpRrqt Rrp1q P HWr,Vr and Brt :“ RbRt Rp1q P HWr,V .
(The sub- and superscripts are in order to distinguish these objects from So-
ergel bimodules for the larger group, which will be considered momentarily.)
Given an expression w “ pt1, t2, . . . , tmq in Sr we consider the corresponding
Bott-Samelson bimodules
Br,w :“ Br,t1Br,t2 . . . Br,tm P HWr,Vr and Brw :“ Brt1Brt2 . . . Brtm P HWr,V .
The following relates the left and right action considered above:
Proposition 6.14. For any expression w “ pt1, t2, . . . , tmq in Sr we
have a canonical isomorphism
Br,w bRr R “ RbR Brw in Rr´gmod´R,
where on both sides of the equality R is regarded as an pRr, Rq-bimodule.
Proof. It is enough to check this when w consists of a single simple
reflection. In this case the left hand side is
Br,t bRr R “ Rr bpRrqt Rr bRr Rp1q “ Rr bpRrqt Rp1q
and the right hand side is
RbR Brt “ RbRt Rp1q.
As graded right R-modules, both sides are free of graded rank pv`v´1q with
basis t1 b 1, αt b 1u. The obvious map from the left hand side to the right
hand side maps a basis to a basis, and hence is an isomorphism. 
Proposition 6.15. (1) Given Soergel bimodules B1, B2 P HWr,Vr ,
action on R P Rr´gmod´R yields an isomorphism
HomHWr,Vr pB1, B2q bRr R „Ñ HomRr´gmod´RpB1 bR R,B2 bR1 Rq.
(2) Given Soergel bimodules B1, B2 P HWr,V , action on R P Rr´gmod´R
yields an isomorphism
HomHWr,V pB1, B2q „Ñ HomRr´gmod´RpRbR B1, RbR B2q.
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Proof. The isomorphism in (1) is a commutative algebra fact: As Rrb
R is a flat Rr b Rr-algebra, and B1 is finitely-generated (hence finitely-
presented) over Rr bRr this follows from [Eis95, Proposition 2.10].
The isomorphism (2) is more delicate. Certainly restriction of scalars
yields an embedding
HomHWr,V pB1, B2q ãÑ HomRr´gmod´RpRbR B1, RbR B2q
and our task is to see that it is an isomorphism. Now we may assume that
B1 and B2 are Bott-Samelson bimodules corresponding to expressions w and
w1. In this case we have:
HomHWr,V pBrw, Brw1q ãÑ HomRr´gmod´RpRbR Brw, RbR Brw1q
“ HomRr´gmod´RpBr,w bRr R,Br,w1 bRr Rq
“ HomHWr,Vr pBr,w, Br,w1q bRr R.
The first equals sign follows from Proposition 6.14 and the second equals
sign follows from part (1). Now Soergel’s hom formula (see Remark 5.10)
tells us that
HomHWr,V pBrw, Brw1q and HomHWr,Vr pBr,w, Br,w1q bRr R
have graded rank (as free right R-modules respectively) given by the same
expression in the Hecke algebra. We conclude that our injection is in fact an
isomorphism. 
We can now prove the main theorem of this section:
Proof of Theorem 6.12. ConsiderQ, the strictly full, additive, graded
and Karoubian subcategory of Rr´gmod´R generated by R P Rr´gmod´R
under the left action of HWr,Vr . (That is, objects of C are those gradedpRr, Rq-bimodules which are isomorphic to direct sums of shifts of direct
summands of objects of the form Br,w bRr R P Rr´gmod´R.) By Proposi-
tion 6.14 this coincides with the full subcategory generated byR P Rr´gmod´R
under the right action of HWr,V . Thus we can view Q as a bimodule category:
HWr,Vr ü Q :“ xRy ý HW,V
Ă
Rr-mod-R
By Proposition 6.15 we have equivalences of additive categories
HWr,Vr bRr R „Ñ Q „Ð HWr,V
and the theorem follows. 
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6.6. The endomorphism ring of a Soergel bimodule. In the next
subsection we will prove an important result concerning localisations of So-
ergel bimodules. However before we come to this we need to recall some
structure theory concerning endomorphism rings.
Remark 6.16. The material in this subsection is an easy consequence
of properties of the light leaves and double leaves basis, see in particular
[EW16, §6] and [EMTW19, §11.3]. The light leaves basis was introduced
in [Lib08b].
Let B P HW,V denote an indecomposable Soergel bimodule. We wish to
study the endomorphism ring of B. By the classification of indecomposable
Soergel bimodules, B is isomorphic (up to a shift) to Bw for some w P W .
Thus we may assume:
B “ Bw for w PW .
Now we may filter EndpBwq as follows. For any x P W , let pHpW,V qqďx
(resp. pHpW,V qqăx) denote the full graded additive subcategory generated by
indecomposable Soergel bimodules By with y ď x (resp. y ă x). We consider
Iďx “
"
f P EndpBwq
ˇˇˇˇ
f admits a factorisation
Bw Ñ B1 Ñ Bw with B1 P pHpW,V qqďx
*
and define Iăx similarly.
Clearly Iďx and Iăx are ideals in EndpBwq. It is known that:
Iďw{Iăw “ idBw ¨R;(40)
Iďx{Iăx is free as a right R-module, for all x PW ;(41)
Iďx ¨ Iďy Ă
ÿ
zPW
zďx;zďy
Iďz for all x, y PW ;(42)
Iďx ¨ Iďx Ă
ÿ
Iďx ¨R` `
ÿ
zăx
Iďz for all x PW with x ă w(43)
where R` denotes the elements of R of positive degree.
By property (41) we can choose a basis tfiumi“0 for EndpBwq such that
f0 “ idB and all fi P Iăw.
Lemma 6.17. There exists a positive integer M such that any product of
M elements of the set tfi | 1 ď i ď mu belongs to EndpBwq ¨R`.
Proof. Let us fix an enumeration
w “ w0 ą w1 ą ¨ ¨ ¨ ą wN “ id
of the elements less than w, refining the Bruhat order. We will prove the
following statement, by induction on j:
(44)
Any product of 2j elements of the set tfi | 1 ď i ď mu belongs to
Ij :“ EndpBwq ¨R` `řkąj Iďwk .
where we interpret Iďwk “ 0 if k ą N . Clearly the statement for j “ N
implies the lemma (with M “ 2N ).
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The statement clearly holds for j “ 0. Now consider a product pi of 2j
elements of tfi | 1 ď i ď mu. We can write this as the product pi “ pi1pi2,
where pi1 and pi2 belong to EndpBwq ¨ R` `řkąj´1 Iďwk . Then properties
(42), (43) and the fact that EndpBwq ¨R` is an ideal imply that pi P Ij . The
lemma follows. 
6.7. Localising Soergel bimodules for reflection subgroups. Re-
call our representation V and its subspace Vr Ă V . As above we let R denote
the symmetric algebra on V . Let m denote the ideal generated by Vr Ă V ,
and Rm with the corresponding local ring, with maximal ideal m. Set
Rˆ :“ limÐ Rm{pm
`q
for the completion of Rm along m. It will be important below that Rˆ is a
complete local ring.
Note that Wr acts naturally on m, Rm and Rˆ. This allows us to imi-
tate the definition of Soergel bimodules for the reflection subgroup, with R
replaced by Rˆ. Define
Bˆrt :“ RˆbRˆt Rˆ
and
HˆWr,V :“ xBˆrt |t P Sr yb,‘,a Ă Rˆ-mod-Rˆ
to be the smallest strictly full subcategory of Rˆ-bimodules containing Bˆrt for
all t P Sr, and closed under taking tensor products, direct sums and direct
summands.
Remark 6.18. Note that Rˆ is no longer graded. Hence any grading (on
R-bimodules etc.) is lost after passage to these rings.
Proposition 6.19. Given any M P HWr,V the pR, Rˆq-bimodule MbR Rˆ
is naturally an Rˆ-bimodule. We obtain in this way a monoidal functor:
HWr,V Ñ HˆWr,V
M ÞÑM bR Rˆ.
Proof. Suppose that w “ pt1, . . . , tmq is an expression in Sr. We will
prove that the natural inclusion
Brw bR RˆÑ RˆbRˆt1 ¨ ¨ ¨ bRˆtm Rˆ
is an isomorphism. This implies the proposition.
By induction it is enough to check this when w “ ptq. That is, we want
to show that the natural map
RbRt RbR Rˆ “ RbRt RˆÑ RˆbRˆt Rˆ
is an isomorphism. Now Brt (resp. Rˆ bRˆt Rˆ) is free as a right R- (resp. Rˆ-)
module with basis 1b 1 and αtb 1. Hence Brt bR Rˆ is a free Rˆ-module with
basis 1 b 1 b 1 and αt b 1 b 1. The natural map above sends this basis to
our basis of RˆbRˆt Rˆ, and hence is an isomorphism as claimed. 
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Remark 6.20. For a related result, see [EW16, Lemma 3.20].
6.8. The Krull-Schmidt property. Recall that an additive category
is Krull-Schmidt if: every object is isomorphic to a finite direct sum of in-
decomposable objects, and an object is indecomposable if and only if its
endomorphism ring is local. In a Krull-Schmidt category every object de-
composes uniquely as a direct sum of indecomposables.
Proposition 6.21. HˆWr,V is Krull-Schmidt.
Before we prove it, we need a preparatory lemma:
Lemma 6.22. Let B,B1 P HWr,V . We have an isomorphism
HomHWr,V pB,B1q bR Rˆ „Ñ HomHˆWr,V pB bR Rˆ, B
1 bR Rˆq.
Proof. Because B is finitely-generated over RbR, we have
HomR-mod-RpB,B1q bR Rˆ „Ñ HomR-mod-RˆpB bR Rˆ, B1 bR Rˆq
by elementary facts in commutative algebra (e.g. [Eis95, Proposition 2.10]).
Then we have
HomR-mod-RˆpB bR Rˆ, B1 bR Rˆq “ HomHˆWr,V pB bR Rˆ, B
1 bR Rˆq
by Proposition 6.19. 
Proof. It is known (see e.g. [EMTW19, §11.4.2]) that an additive
category is Krull-Schmidt if it is Karoubian and the endomorphism ring of
any object is semi-perfect.(Recall that a ring is A is semi-perfect if we can
write the identity as a sum e1`¨ ¨ ¨`em of orthogonal idempotents, with each
eiAei local.) Our category HˆWr,V is Karoubian by definition, so it remains
to check that endomorphism rings are semi-perfect.
Any object in HˆWr,V is a direct summand of an object of a form BbR Rˆ
for some B P HWr,V . By Lemma 6.22 we have
EndHˆWr,V pB bR Rˆq “ EndR-mod-RˆpB bR Rˆq “ EndHWr,V pBq bR Rˆ.
By Soergel’s hom formula, EndHWr,V pBq is free and finitely generated as a
right R-module. Hence EndHˆWr,V pBbR Rˆq is free and finitely-generated over
Rˆ. Thus the same follows for any object of HˆWr,V . We are done, because
it is known (see e.g. [EMTW19, §11.4.4], which apparently goes back to
[Azu51]) that any algebra which is finite over a complete local ring is semi-
perfect. 
6.9. Indecomposable objects stay indecomposable. The goal of
this section is to prove:
Theorem 6.23. If B P HWr,V is indecomposable, then so is
B bR Rˆ P HˆWr,V .
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Proof of Theorem 6.23: By the discussion in §6.5, we can find a
Soergel bimodule B1 P HWr,Vr such that
(45) B1 bRr R “ RbR B in Rr´gmod´R.
and moreover
(46) EndRr´gmod´RpB1 bRr Rq “ EndHWr,V pBq.
Let us choose a basis tfiumi“0 as for EndpB1q as right Rr-module as in
§6.6. In particular:
f0 “ idB1 ;(47)
tf1, . . . , fmu is a basis (as a right Rr-module) for an ideal I Ă EndpB1q;
(48)
idB1 ¨R „Ñ EndpB1q{I.(49)
By Lemma 6.17 there exists an M such that any product of at least M
elements of tfiumi“1 belongs to EndpB1q ¨m. If we set f 1i P EndpBq to be the
image of fi b 1 under the isomorphism (46), then the analogue (with B1
replaced by B, and fi replaced with f
1
i) of properties (47), (48) and (49) still
hold. Moreover, it is still the case that any product of M elements of tf 1iumi“1
belongs to EndpBq ¨m.
Now let e P EndpB bR Rˆq be an idempotent. By Lemma 6.22 we can
write
e “
ÿ
f 1i b ri
with our f 1i as above, and ri P Rˆ. By considering the image of e under the
quotient map
EndpB bR Rˆq “ EndpBq bR Rˆ pEndpBq{Iq bR Rˆ “ pidB ¨Rq bR Rˆ
we deduce that r0 is either 0 or 1. By replacing e with 1´ e if necessary, we
may assume that r0 “ 0. Now, e is an idempotent, and henceÿ
fi b ri “ e “ eM “
ÿ
1ďi1,...,iMďm
pfi1 ˝ ¨ ¨ ¨ ˝ fiM q b ri1 . . . riM P EndpBq bR m
(where M is the same M from earlier). Hence, for any j ě 0, e “ ej P
EndpBq bR mj Ă EndpBq bR Rˆ from which it follows that e “ 0, by a
version of the graded Nakayama lemma. Hence B bR Rˆ is indecomposable
as claimed. 
6.10. Indecomposable objects in the localised category.
Proposition 6.24. Any indecomposable object in HˆWr,V is isomorphic
to Brx bR Rˆ for some x PWr.
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Proof. Any indecomposable object in HˆWr,V is isomorphic to a direct
summand of BbR Rˆ, for some B P HWr,V . By the classification of indecom-
posable Soergel bimodules, we can choose a decomposition
B “ à
xPWr
pBrxq‘mx
for certain mx P Zě0. Now each Brx stays indecomposable when we apply
p´q bR Rˆ (by Theorem 6.23). Hence
B bR Rˆ “
à
xPWr
pBrx bR Rˆq‘mx
is one possible decomposition of B bR Rˆ into indecomposables. As HˆWr,V
is Krull-Schmidt, we deduce that any summand of B bR Rˆ is isomorphic to
some Brx bR Rˆ. This concludes the proof. 
6.11. The hyperbolic bimodule. In this subsection everything will
revolve around a certain bimodule for the Hecke categories corresponding to
W and our reflection subgroup Wr.
Let Rˆ be as in the previous section, and consider the bimodule category
Rˆ-mod-R. Tensor product over Rˆ (resp. R) equips this category with a left
(resp. right) action of HˆWr,V (resp. HW,V ). Let C denote the strictly full
additive subcategory generated, under the actions of HprqWr,V and HW,V , by
Rˆ P Rˆ-mod-R. (So any object of C is isomorphic to a finite direct sum
of direct summands of pRˆ, Rq-bimodules of the form Br bRˆ Rˆ bR B for
Br P HprqWr,V and B P HW,V .) We call C the categorified hyperbolic bimodule.
In formulas:
HprqWr,V ü C :“ xRˆy ý HW,VĂ
Rˆ-mod-R
For any x PW , consider
Rˆx :“ RˆbR Rx.
Thus Rˆx is isomorphic to Rˆ as a left Rˆ-module, and the right R-action is
given by m ¨ r “ xprqm for m P Rˆx and r P R.
Recall the minimal coset representatives rW from §3.2.
Lemma 6.25. Suppose that z P rW and s P S. We have:
(50) Rˆz ¨Bs “
#
Rˆz ‘ Rˆzs if zs P rW ;
Brt ¨ Rˆz if zs “ tz with t P Sr.
(These two cases are mutually exclusive, see §3.2.)
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Proof. We have an isomorphism of pRˆ, Rq-bimodules
Rˆz ¨B “ Rˆz bRs R – RˆbRt Rz “ pRˆbRˆt Rˆq bRˆ Rz
where t “ zsz´1.
If αt is invertible in Rˆ (which is the case and only if αt R Vr, which is
the case if and only if zs P rW ) then
pRˆbRˆt Rˆq – Rˆ‘ Rˆt
(see [EW16, (3.7)], alternatively this can be done by hand). This implies the
first isomorphism of the lemma. If zs “ tz with t P Sr then Rˆ bRˆt Rˆ “ Bˆrt
and the second isomorphism of the lemma follows. 
The following gives a kind of “block decomposition” of C:
Lemma 6.26. Suppose z, z1 P rW with z ‰ z1. Then for Bˆ, Bˆ1 P HˆWr,V
we have
HomCpBˆ bRˆ Rˆz, Bˆ1 bRˆ Rˆz1q “ 0.
Proof. We may assume without loss of generality that Bˆ and Bˆ1 are
obtained via extension of scalars (i.e. p´q bR Rˆ) from bimodules B,B1 P
HWr,V . Now, B and B1 are Soergel bimodules, and hence admit “standard”
filtrations
0 Ă Γx0B Ă Γx0,x1B Ă ¨ ¨ ¨ Ă B,
0 Ă Γx0B1 Ă Γx0,x1B1 Ă ¨ ¨ ¨ Ă B1
with ith subquotient isomorphic to direct sums of shifts of Rxi , for some
enumeration id “ x0, x1, x2, . . . of Wr compatible with the Bruhat order.
Now the result follows easily from the vanishing
HomRˆ-mod-RpRˆxi bRˆ Rˆz, Rˆxj bRˆ Rˆz1q “ 0
which holds because Rˆxi bRˆ Rˆz – Rˆxiz and Rˆxj bRˆ Rˆz1 – Rˆxjz1 , and xiz
and xjz
1 never coincide, as our assumptions mean that they lie in different
Wr-cosets. 
We can now prove:
Theorem 6.27. The additive category C is Krull-Schmidt. Moreover, we
have a bijection:
Wr ˆ rW „Ñ
"
indecomposable
objects in C
*
{–
px, zq ÞÑ Bˆx bRˆ Rˆz.
Proof. We first establish that C is Krull-Schmidt. As in § 6.8, we only
need to check that the endomorphism ring of any object in C is semi-perfect.
By Lemma 6.25, any object in C is isomorphic to a finite direct sum of objects
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of the form BˆrbRˆRz, for Bˆr P HˆWr,V . By Lemma 6.26 it is enough to check
that the endomorphisms of such objects are semi-perfect. We have
(51) EndCpBˆr bRˆ Rzq “ EndRˆ-mod-RpBˆrq “ EndHˆWr,V pBˆ
rq
and the result follows from Proposition 6.21.
We now turn to the classification of indecomposable objects. By (51) we
see that BˆrbRˆRz is indecomposable if and only if Bˆr is. By Proposition 6.24
(the classification of indecomposable objects in HˆWr,V ) this is the case if and
only if Bˆr – Bˆrx for some x P Wr. The fact that Bˆx bRˆ Rˆz and Bˆx1 bRˆ Rˆz1
are isomorphic if and only if x “ x1 and z “ z1 follows from Lemma 6.26
and Proposition 6.24. 
The following is the bimodule analogue of Theorems 6.3 and 6.9, and
shows that C deserves to be called the categorified hyperbolic bimodule:
Theorem 6.28. We have a commutative diagram
HSoeWr,V ü C ý HSoeW,V
HWr ü ZrW s ý HW
chch cˆh
“À
xPW Zδˆx
where ch are the isomorphisms of Theorem 5.8, and cˆh is the unique iso-
morphism making the right hand square commute.
Remark 6.29. We leave it to the reader to combine the above theorem
with the classification of the indecomposable objects in C (Theorem 6.27) to
deduce the positivity statements in Theorem 3.21.
6.12. Localisation and the anti-spherical module. We keep pW,Sq
and V as above. We fix the following:
(1) A standard parabolic subgroup Wf Ă W with simple reflections
Sf Ă S;
(2) A V -good (in the sense of §3.8) reflection subgroup Wr Ă W with
canonical Coxeter generators Sr.
The following assumption is fundamental:
(52) Wf ĂWr and hence Sf Ă Sr and fW Ą rW .
(We have the alcove picture from §3 in mind.)
Remark 6.30. The example we have in mind is W “ Wfinite ˙ ZΦ_ an
affine Weyl group, Wf “Wfinite and Wr “Wfinite ˙ pZΦ_, which is good in
characteristic p.
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We briefly recall how (following [AB09, RW18]) to Wf Ă W we may
associate its anti-spherical module. We set
A :“ HW,V {I where I :“ xBx | x R fW y‘.
It turns out that I is a right ideal in HW,V and hence A is a right HW,V -
module category (see [RW18, Lemma 4.2.3]).
Consider the quotient (of additive categories)
Aˆ :“ C{I where I :“ xBru bRˆ Rˆz | z P rW ;u R fW y‘.
One can check (by an analogue of [RW18, Lemma 4.2.3] again) that I is
stable under the right action of HW,V . Hence Aˆ has the structure of a right
HW,V -module category. Our next goal is to explain that Aˆ admits functor
(of right HW,V -module categories) from the anti-spherical category, and that
Aˆ is a rather simple localisation of the anti-spherical category. For this we
need the following lemma:
Lemma 6.31. Suppose that x R fW . Let us write
(53) RˆbBx –
à
uPWr;zPrW
pBru bRˆ Rˆzq‘apu,z,xq
for apu, z, xq P Zě0. Then
apu, z, xq “ 0 if u P fW .
Proof. Because x R fW there exists s P Sf such that sx ă x. Hence
phy,x “ v ¨ phsy,x for all y PW with sy ą y. (This echoes a well-known prop-
erty of the Kazhdan-Lusztig basis. It can be deduced from this by [JW17,
Proposition 4.2(5)]). In particular:
(54) phy,xp1q “ phsy,xp1q for all y P sW.
Let us fix such a y, and write y “ vz with v P Wr and z P rW . Note that
y P sW is equivalent to v P sWr.
The left-hand side (resp. right-hand side) of (54) is the coefficient of
δˆy (resp. δˆsy) in the character of Rˆ b Bx in the hyperbolic bimodule (see
Theorem 6.28 for the definition of cˆh and δˆx). On the other hand, using the
right hand side of (53), the coefficient of δˆy (resp. δˆsy) is given by
(55)
ÿ
vPWr
apu, z, xq ¨ phv,up1q (resp.
ÿ
vPWr
apu, z, xq ¨ phsv,up1q)
By unimodality (in the Hecke category for Wr) we have
phv,up1q ě phsv,up1q.
By (54) both terms in (55) are equal. Taking u “ v (and using that phv,vp1q “
1 and phsv,v “ 0) we see that
apv, z, xq “ 0
which is what is claimed in the lemma. 
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Let us set
1
Aˆ
:“ image of Rˆ in Aˆ.
We conclude from the lemma that
(56) 1
Aˆ
bBx “ 0 if x R fW .
Hence the functor B ÞÑ 1
Aˆ
bB descends to a functor of right HW,V -module
categories
φ : AÑ Aˆ.
Because Sf Ă Sr we have Vf Ă Vr. Hence we have a morphism
R{pVrq Ñ Rˆ{pmq.
Theorem 6.32. φ induces an equivalence of additive categories
pRˆbpR{pVrqq Aqe „Ñ Aˆ.
(here the superscript e denotes idempotent completion).
Remark 6.33. This theorem can be unpacked to give the upper left
square of Figure 3.
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