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CORN: Correlation-Driven Nonparametric Learning Approach for
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This appendix proves CORN’s universal consistency. One of Bin’s PhD thesis examiner (Special thanks to Vladimir Vovk
from Royal Holloway, University of London) suggested that CORN is universal and provided sketch proof of Lemma 1.6,
which is the key of this proof. Based on the proof in Gyo¨rfi et al. [2006], we thus prove CORN’s universal consistency. Note
that the notations in this appendix follows Gyo¨rfi et al. [2006].
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1. PROOF OF CORN’S UNIVERSAL CONSISTENCY
In this note, we give a detailed proof that the portfolio scheme CORN [Li et al. 2011] is universal
with respect to the class of all ergodic processes. We first give a concise definition about “universal”
considered in this note.
Definition 1.1. An investment strategy B is called universal with respect a class of stationary
and ergodic processes {Xn}+∞−∞, if for each process in the class,
lim
n→∞
1
n
log Sn(B) = W
∗ almost surely.
Before we give the theorem and its proof, we introduce some necessary lemmas.
LEMMA 1.2. [Breiman 1960] Let Z = {Zi}∞−∞ be a stationary and ergodic process. For each
positive integer i, let T i denote the operator that shifts any sequence {..., z−1, z0, z1, ...} by i digits
to the left. Let f1, f2, ... be a sequence of real-valued functions such that limn→∞ fn(Z) = f(Z)
almost surely for some function f. Assume that E supn |fn(Z)| <∞. Then
lim
n→∞
1
n
n∑
i=1
fi(T
iZ) = Ef(Z) almost surely.
LEMMA 1.3. [Algoet and Cover 1988] Let Qn∈N∪{∞} be a family of regular probability dis-
tributions over the set Rd+ of all market vectors such that E{| logU (j)n |} < ∞ for any coordinate
of a random market vector Un = (U (1)n , ..., U (d)n ) distributed according to Qn. In addition, let
B∗(Qn) be the set of all log-optimal portfolios with respect to Qn, that is, the set of all portfolios
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b that attain maxb∈∆d E{log〈b,Un〉}. Consider an arbitrary sequence bn ∈ B∗(Qn). If
Qn → Q∞ weakly as n→∞,
then, for Q∞-alomst all u,
lim
n→∞
〈bn,u〉 → 〈b∗,u〉,
where the right-hand side is constant as b∗ ranges over B∗(Q∞).
LEMMA 1.4. [Algoet and Cover 1988] Let X be a random market vector defined on a probabil-
ity space(Ω,F ,P) satisfying E{| logX(j)|} < ∞. If Fk is an increasing sequence of sub-σ-fields
of F with
Fk ր F∞ ⊆ F ,
then
E
{
max
b
E[log〈b,X〉|Fk]
}
ր E
{
max
b
E[log〈b,X〉|F∞]
}
,
as k → ∞ where the maximum on the left-hand side is taken on over all Fk-measurable functions
b and the maximum on the right-hand side is taken on over all F∞-measurable functions b.
LEMMA 1.5. Let µ be the Lebesgue measure on the Euclidean space Rn and A be a Lebesgue
measurable subset of Rn. Define the approximate density of A in a ε-neighborhood of a point x in
Rn as
dε (x) =
µ (A ∩Bε (x))
µ (Bε (x))
,
where Bε denotes the closed ball of radius ε centered at x. Then for almost every point x of A the
density
d(x) = lim
ε→0
dε(x)
exists and is equal to 1.
LEMMA 1.6. The inequality
cov (X,X′)√
V ar (X)
√
V ar (X′)
≥ ρ,
which describe the similarity of X and X′ in CORN strategy, is approximately equivalent to
2Var (X) (1− ρ) ≥ E{(X−X′)2}.
PROOF. In general, from the covariance cov (X,X′) it is impossible to derive a topology, since
cov (X,X′) = 1 doesn’t imply that E
{
(X−X′)2
}
= 0. However, because X and X′ are relative
prices, then we have E
{
(X−X′)2
}
≈ 0. For the Euclidean distance, we have that
E
{
(X−X′)2
}
= Var (X−X′)+(E {X−X′})2 = Var (X)−2cov (X,X′)+Var (X′)+(E {X−X′})2 .
Thus, the similarity means that
Var(X) + Var(X′) + (E{X−X′})2 − E{(X−X′)2}√
V ar(X)
√
V ar(X′)
≥ 2ρ
or equivalently,
Var (X) + Var (X′) + (E {X−X′})2 − 2ρ
√
V ar (X)
√
V ar (X′) ≥ E
{
(X−X′)2
}
.
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Since both Var (X) and |E {X−X′}| have the same order of magnitude 1, they are in the range
10−4, 10−3, therefore the previous inequality approximately means that
2Var (X) (1− ρ) ≥ E
{
(X−X′)2
}
.
LEMMA 1.7. Assume that x1,x2, ... are the realizations of the random vectors X1,X2, ...
drawn from the vector-valued stationary and ergodic process {Xn}∞−∞. The fundamental limits,
determined in [Algoet 1992; Algoet 1994; Algoet and Cover 1988], reveal that the so-called log-
optimum portfolio B∗ = {b∗(·)} is the best possible choice. More precisely, in trading period n let
b∗(·) be such that
E{log 〈b∗(Xn−11 ),Xn〉 |Xn−11 } = max
b(·)
E{log 〈b(Xn−11 ),Xn〉 |Xn−11 }.
If S∗n = Sn(B∗) denotes the capital achieved by a log-optimum portfolio strategy B∗, after n
trading periods, then for any other investment strategy B with capital Sn = Sn(B) and for any
stationary and ergodic process {Xn}∞−∞,
lim sup
n→∞
1
n
log
Sn
S∗n
≤ 0 almost surely
and
lim
n→∞
1
n
logS∗n = W
∗ almost surely,
where
W ∗ = E{max
b(·)
E{log 〈b(X−1−∞),X0〉 |X−1−∞}},
is the maximal possible growth rate of any investment strategy.
Now, we give the universal theorem and its proof.
THEOREM 1.8. The portfolio scheme CORN is universal with respect to the class of all ergodic
processes such that E
{∣∣logX(j)∣∣} <∞, for j = 1, 2, ..., d.
PROOF. To prove the strategy CORN is universal with respect to the class of all ergodic pro-
cesses, we need to prove that if for each process in the class,
lim
n→∞
1
n
logSn (B) = W
∗ almost surely,
where B denote the strategy CORN, and
W ∗ = lim
n→∞
1
n
logS∗n = E
{
max
b(·)
E
{
log
〈
b
(
X−1−∞
)
,X0
〉 |X−1−∞}
}
.
We divide the proof into three parts.
(i). According to the Lemma 1.7, we know that lim
n→∞
(
1
n
logSn − 1n logS∗n
) ≤ 0, then
lim
n→∞
1
n
logSn ≤ lim
n→∞
1
n
log S∗n = W
∗
. So it suffices to prove that
lim inf
n→∞
Wn (B) = lim inf
n→∞
1
n
logSn (B) ≥W ∗ almost surely.
1See Bin’s thesis, Table 7.7.
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Without loss of generality we may assume S0 = 1, so that
Wn(B) =
1
n
logSn (B)
=
1
n
log
(∑
ω,ρ
qω,ρSn(ǫ
(ω,ρ))
)
≥ 1
n
log
(
sup
ω,ρ
qω,ρSn(ǫ
(ω,ρ))
)
=
1
n
sup
ω,ρ
(log qω,ρ + logSn(ǫ
(ω,ρ)))
= sup
ω,ρ
(
Wn(ǫ
(ω,ρ)) +
log qω,ρ
n
)
.
Thus
lim inf
n→∞
Wn(B) = lim inf
n→∞
sup
ω,ρ
(
Wn(ǫ
(ω,ρ)) +
log qω,ρ
n
)
≥ sup
ω,ρ
lim inf
n→∞
(
Wn(ǫ
(ω,ρ)) +
log qω,ρ
n
)
= sup
ω,ρ
lim inf
n→∞
Wn(ǫ
(ω,ρ)). (1)
The simple argument above shows that the asymptotic rate of growth of the strategy B is at least
as large the supremum of the rates of growth of all elementary strategies ǫ(ω,ρ). Thus, to estimate
lim infn→∞Wn(B), it suffices to investigate the performance of expert ǫ(ω,ρ) on the stationary and
ergodic market sequence X0,X−1,X−2, ....
(ii) First, let the integers ω, ρ and the vector s = s−1−ω ∈ Rdω+ be fixed. Form the Lemma 1.6,
we can get that the set {Xi : 1 − j + ω ≤ i ≤ 0, cov(X
i−1
i−ω ,s)√
V ar(Xi−1i−ω)
√
V ar(s)
≥ ρ} can be expressed as
{Xi : 1− j + ω ≤ i ≤ 0,E{(Xi−1i−ω − s)2} ≤ 2Var(s)(1− ρ).
Let P(ω,ρ)j,s denote the (random) measure concentrated on {Xi : 1 − j + ω ≤ i ≤ 0,E{(Xi−1i−ω −
s)2} ≤ 2Var(s)(1 − ρ) defined by
P
(ω,ρ)
j,s (A) =
∑
i:1−j+ω≤i≤0,E{(Xi−1
i−ω−s)
2}≤2Var(s)(1−ρ)
IIA(Xi)
|{i : 1− j + ω ≤ i ≤ 0,E{(Xi−1i−ω − s)2} ≤ 2Var(s)(1− ρ)}|
, A ⊂ Rd+
where IIA denotes the indictor of function of the set A. If the above set of X′is is empty, then let
P
(ω,ρ)
j,s = δ(1,...,1) be the probability measure concentrated on the vector (1, ..., 1). In other words,
P
(ω,ρ)
j,s (A) is the relative frequency of the vectors among X1−j+ω , ...,X0 that fall in the set A.
Observe that for all s, without probability one,
P
(ω,ρ)
j,s → P∗(ω,ρ)s =
{
P
X0|E{(X
−1
−ω−s)
2
}≤2V ar(s)(1−ρ)
if P(E{(X−1−ω − s)2} ≤ 2V ar(s)(1 − ρ)) > 0
δ(1,...,1) if P(E{(X−1−ω − s)2} ≤ 2V ar(s)(1 − ρ)) = 0
(2)
weakly as j → ∞ where P∗(ω,ρ)s denote the limit distribution of P(ω,ρ)j,s ,
P
X0|E{(X
−1
−ω−s)
2
}≤2V ar(s)(1−ρ)
denotes the distribution of the vector X0 conditioned on the
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event E{(X−1−ω − s)
2} ≤ 2V ar(s)(1− ρ)). To see this, let f be a bounded continuous function de-
fined on Rd+. Then the ergodic theorem implies that if P
(
E{(X−1−ω − s)2} ≤ 2V ar(s)(1 − ρ)
)
> 0,
then
∫
f(x)P
∗(ω,ρ)
j,s (dx) =
1
|1−j+ω|
∑
i:1−j+ω≤i≤0,E{(X
i−1
i−ω
−s)2}≤2Var(s)(1−ρ)
f(Xi)
1
|1−j+ω|
|{i:1−j+ω≤i≤0,E{(Xi−1
i−ω−s)
2}≤2Var(s)(1−ρ)}|
→
E{f(X0)II
{E{(X
−1
−ω
−s)
2
}≤2V ar(s)(1−ρ)}
}
P{E{(X−1−ω−s)
2
}≤2V ar(s)(1−ρ)}
= E{f(X0)|E{(X−1−ω − s)
2} ≤ 2V ar(s)(1 − ρ)}
=
∫
f(x)P
X0|E{(X
−1
−ω−s)
2
}≤2V ar(s)(1−ρ)
almost surely, as j →∞.
On the other hand, if P
(
E{(X−1−ω − s)2} ≤ 2V ar(s)(1 − ρ)
)
= 0, then with probability one P(ω,ρ)j,s
is concentrated on (1, ..., 1) for all j, and∫
f(x)P
(ω,ρ)
j,s (dx) = f(1, ..., 1).
Recall that by definition,b(ω,ρ)(X−11−j , s) is a log-optimal portfolio with respect to the probability
measure P
(ω,ρ)
j,s . Let b∗ω,ρ(s) denote a log-optimal portfolio with a respect to the limit distribution
P
∗(ω,ρ)
s . Then, using Lemma 1.3, we infer from equation (2) that, as j tends to infinity, we have the
almost sure convergence
lim
j→∞
〈
b(ω,ρ)(X−11−j , s),x0
〉
=
〈
b∗ω,ρ(s),x0
〉
,
for P∗(ω,ρ)s -almost all x0 and hence for PX0 -almost all x0. Since s was arbitrary, we obtain
lim
j→∞
〈
b(ω,ρ)(X−11−j ,X
−1
−ω),x0
〉
=
〈
b∗ω,ρ(X
−1
−ω),x0
〉
almost surely, (3)
Next, we apply Lemma 1.2 for the function
fi(x
∞
−∞) = log
〈
h(ω,ρ)(x−11−i),x0
〉
= log
〈
b(ω,ρ)(x−11−i,x
−1
−ω),x0
〉
defined on x∞−∞ = (...,x−1,x0,x1). Note that
∣∣fi(X∞−∞)∣∣ = ∣∣∣log〈h(ω,ρ)(X−11−i),x0〉∣∣∣ ≤
d∑
j=1
∣∣∣logX(j)0 ∣∣∣ ,
which has finite expectation, and
fi(X
∞
−∞)→
〈
b∗ω,ρ(X
−1
−ω), X0
〉
almost surely as i→∞
by equation (3). As n→∞, Lemma 1.2 yields
Wn(ǫ
(ω,ρ)) = 1
n
n∑
i=1
log
〈
h(ω,ρ)(Xi−11 ),Xi
〉
= 1
n
n∑
i=1
fi(T
iX∞−∞)
→ E{logb∗ω,ρ(X−1−ω), X0}
def
= θω,ρ almost surely.
Therefore, by equation (1) we have
lim inf
n→∞
Wn(B) ≥ sup
ω,ρ
θω,ρ ≥ sup
ω
lim inf
ρ
θω,ρ almost surely,
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and it suffices to show that the right-hand side is at least W ∗.
(iii) To this end, first, define, for Borel sets A,B ⊂ Rd+,
mA(z) = P
{
X0 ∈ A|X−1−ω = z
}
and
µω(B) = P
{
X−1−ω ∈ B
}
.
Then, for any s ∈ support(µω), and for all A,
P
∗(ω,ρ)
s (A) = P{X0 ∈ A|E{(X−1−ω − s)
2} ≤ 2V ar(s)(1 − ρ)}
=
P{X0∈A,E{(X
−1
−ω−s)
2
}≤2V ar(s)(1−ρ)}
P{E{(X−1−ω−s)
2
}≤2V ar(s)(1−ρ)}
= 1
µω(Ss,2V ar(s)(1−ρ))
∫
Ss,2V ar(s)(1−ρ)
mA(z)µω(dz)
→ mA(s) = P{X0 ∈ A|X−1−ω = s}
as ρ → 1 and for µω-almost all s by Lebesgue density theorem(see Lemma 1.5 or see
[Gyo¨rfi et al. 2002] Lemma24.5), and therefore
P
∗(ω,ρ)
X
−1
−ω
(A)→ P{X0 ∈ A|X−1−ω}
as ρ→ 1 for all A. Thus, using Lemma 1.3 again, we have
lim inf
ρ
θω,ρ = lim
ρ
θω,ρ
= lim
ρ
E
{
logb∗ω,ρ(X
−1
−ω), X0
}
= E{log 〈b∗ω(X−1−ω),X0〉}
(where b∗ω(·) is the log − optimum portfolio with respect
to the conditional probability P{X0 ∈ A|X−1−ω})
= E
{
max
b(·)
E{log 〈b(X−1−ω),X0〉 |X−1−ω}
}
= E
{
E{log 〈b∗ω(X−1−ω),X0〉 |X−1−ω}}
def
= θ∗ω.
Next, to finish the proof, we appeal to the submartingale convergence theorem. First note the
sequence
Yω
def
= E{log 〈b∗ω(X−1−ω),X0〉 |X−1−ω} = max
b(·)
E{log 〈b(X−1−ω),X0〉 |X−1−ω}
of random variables forms a submartingale, that is, E{Yω+1|Y −1−ω ≥ Yω}. To see this, note that
E{Yω+1|X−1−ω} = E{E{log
〈
b∗ω+1(X
−1
−ω−1),X0
〉 |X−1−ω−1}|X−1−ω}
≥ E{E{log 〈b∗ω(X−1−ω),X0〉 |X−1−ω−1}|X−1−ω}
= E{log 〈b∗ω(X−1−ω),X0〉 |X−1−ω−1}
= Yω.
This sequence is bounded by
max
b(·)
E{log 〈b(X−1−∞),X0〉 |X−1−∞},
which has a finite expectation. The submartingale convergence theorem(see Stout1974) implies that
submartingale is convergence almost surely, and supω θ∗ω is finite. In particular, by the submartingale
property, θ∗ω is a bounded increasing sequence, so that
sup
ω
θ∗ω = lim
ω→∞
θ∗ω.
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Applying Lemma 1.4 with the σ−algebras
σ(X−1−ω)ր σ(X−1−∞)
yields
sup
ω
θ∗ω = lim
ω→∞
E
{
max
b(·)
E{log 〈b(X−1−ω),X0〉 |X−1−ω}
}
= E
{
max
b(·)
E{log 〈b(X−1−∞),X0〉 |X−1−∞}
}
= W ∗.
Then
lim inf
n→∞
Wn(B) ≥ sup
ω,ρ
θω,ρ ≥ sup
ω
lim inf
ρ
θω,ρ = sup
ω
θ∗ω = W
∗ almost surely,
and from the above three parts of proof, we can get that
lim
n→∞
1
n
logSn (B) = W
∗ almost surely
and the proof of Theorem 1.8 is finished.
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