I. INTRODUCTION
III-nitride materials have proven to be valuable in lightemitting diodes (LEDs) in the violet to near-ultraviolet (UV) wavelength range. Self-heating in the active region of these devices is a critical concern as it directly affects the internal quantum efficiency, peak emission energy, degradation, and overall operating lifetime. For this reason, monitoring the junction temperature in these devices is important.
Spectroscopic measurements of the junction temperature can be accomplished several ways, including Raman, 1 photoluminescence, 2 and electroluminescence (EL). 3 Apart from the experimental complexity of these measurement schemes, spectroscopic measurements reliant on the temperature-induced changes in band gap energy suffer from competition with carrier screening and bandfilling in polar IIInitride materials.
Xi and Schubert 4 presented an indirect method for establishing junction temperature based on the temperature dependence of the diode forward voltage in the active region for UV GaN LEDs. This method was extended and modified by Keppens et al., 5 who demonstrated an alternative experimental technique based on similar semiconductor principles for various packaged III-V LEDs.
The study presented here involves an experimental determination of junction temperature for packaged InGaN/GaN MQW high-brightness LEDs. The experimental approach is simplified when compared with previous reports [4] [5] [6] and the expression derived for the forward voltage temperature dependence avoids use of an empirical band gap dependence. An investigation of the effects of bandfilling and carrier screening on the electroluminescence in these devices is also explored, offering a verification of the efficacy of the forward voltage method as compared to spectroscopic techniques. Finally, the experimental setup utilized in this study provides an alternative means for extrapolating the thermal time constant for the material during the junction temperature measurement.
II. EXPERIMENTAL DETAILS
Commercially available high-brightness, blue (475 nm) InGaN/GaN MQW LEDs were investigated. Forward voltage and drive current measurements were accomplished using a Keithley 2400 SourceMeter in conjunction with a NI PCI-4472 data acquisition (DAQ) board voltmeter controlled via custom LABVIEW programs. Temperature calibration was performed with the LED mounted on a heat sink inside a standard temperature-controlled laboratory furnace. For electroluminescence measurements, the LED output emerging from a small aperture in the furnace wall was collected and focused into the fiber optic cable of a miniature spectrometer. Wavelength calibration is verified using standard sources.
III. FORWARD VOLTAGE METHOD
Figure 1(a) shows forward voltage, V f , versus oven temperature obtained for calibrating the effect of junction temperature (T j ) on V f . For these measurements, the LED was mounted on a heat sink inside a conventional laboratory oven. Temperature was set and, after reaching the set point, allowed to stabilize prior to each voltage measurement. A drive current of 2.0 mA at a frequency of 0.33 Hz with a 0.1% duty cycle was used to minimize current-induced selfheating. A schematic of this pulsed drive current is shown in the inset of Fig. 1(a) . The dependence in Fig. 1(a) allows us to obtain the negative linear temperature coefficient j ¼ dV f =dT as in Refs. 3 and 4 a) Electronic mail: bobby.hancock@txstate.edu
Once the linear regression in Eq. (1) has been established experimentally, the junction temperature T j is readily obtained based on subsequent measurements. We obtained a value of j ¼ À1:6460:03 mV=K for the device studied, in good agreement with previously published results on GaNbased LEDs. [3] [4] [5] 7, 8 Figure 1(b) summarizes the temperature dependence of the EL emission peak. These measurements were carried out simultaneously with the calibration measurement discussed above, under identical low current drive conditions to avoid unwanted self-heating. Because the current is kept low during calibration, the emission is low in intensity. However, reasonable spectra are obtained over multiple cycles using an open shutter approach and a systematic red shift is obtained with slope dE g =dT ¼ À0:43 60:01 meV=K. Because these data were obtained under low drive conditions, this shift corresponds to the temperature dependence alone. In nonpolar quantum well structures, the EL shift may be used to determine device temperature even under normal operating conditions, as previously demonstrated in GaAs-based LEDs. 5, 9, 10 As discussed in Sec. VI, this is not the case for InGaN quantum wells due to screening of the built-in field and bandfilling at high drive current. Figures 1(c)-1(e) qualitatively depict the separate effects of heating-induced shrinkage of the band gap and carrier screening under applied forward bias. These effects combine to shift the overall EL peak, thereby preventing the straightforward use of optical measurements to estimate temperature rise in polar devices.
IV. CALCULATIONS
The forward voltage temperature coefficient has been previously investigated. 4, 5 Based on the Shockley diode equation, Xi and Schubert 4 show that
where N D and N A represent the donor and acceptor concentrations for electrons, respectively. N C and N V are effective densities of states at the conduction and valence band edges, respectively. E g is the temperature-dependent energy gap, k B is the Boltzmann constant, and e is the elementary charge. Here, we describe the temperature dependence of E g based on the phonon occupation 11, 12 rather than the empirical Varshni model. When the electron-phonon interactions may be grouped into acoustic and optic branches, the band gap shifts according to
where d is the high-temperature slope of the band gap, W ac (W opt ) the acoustic (optic) phonon weighting factor subject to W ac þ W opt ¼ 1, e ac (e opt ) the acoustic (optic) phonon energy, and n is the Bose function. The last term in Eq. (3) accounts for thermal expansion; deformation potentials along the c (a) crystal axis of the active region material are n c (n a ) and the corresponding thermal expansion coefficients are a c (a a ). Across the temperature range studied here, this integral term in Eq. (3) is negligible in comparison to the quantity in brackets. 13 In the temperature range where k B T > e ac the first term in brackets may be approximated as W ac k B T. In GaN, for which the phonon spectrum is similar to that of InGaN, e ac $ 22:5 meV corresponding to a temperature of 260 K. 13 At even higher temperature, k B T > e opt and the second term in brackets becomes W opt k B T. The value of e opt $ 69:3 meV in GaN with a corresponding temperature of 800 K. 13 For temperatures in this high range, the term in brackets in Eq. (3) simplifies to k B T so that we retrieve the linear dependence E g ðTÞ % E g ð0Þ À dT.
Values in the range 0:1 À 0:5 meV= C have been reported in the literature for d in InGaN. 5, 7, 10, [14] [15] [16] 
This results in a slope dV f =dT % À1:77 mV= C for this type of device, in agreement with the measured value of À1:6460:03 mV=K from Fig. 1(a) .
V. JUNCTION TEMPERATURE RESULTS
The junction temperature was measured with the LED mounted in thermal contact with a standard heat sink and driven at a specified current ranging from 10 to 600 mA. DC current at this value was initially applied for 2 min to establish steady-state conditions, as monitored via the V f value. The current was then abruptly switched to 2 mA to match what was used in the calibration step, as illustrated in the inset of Fig. 2 . By taking a forward voltage measurement at the low current, the linear regression obtained from calibration, Fig. 1(a) , can be used to calculate the junction temperature for the LED. The DAQ voltmeter has a sampling rate of 20 000 samples/s giving a time resolution of 50 ls for the instrument. Delays in the current source upon changing from high to low drive conditions become the limiting factor in the junction temperature determination. Considering this, we find that V f can be accurately established within 3 ms after switching to low current, allowing the setup time to pass the Gibbs overshoot while preceding significant cooling in the active region. In Fig. 2, we show results of the dynamic junction temperature measurement as a function of drive current. The T j increase is slightly faster than linear with current due to the diminishing thermal conductivity as temperature increases and the higher fraction of input power generating heat rather than optical output. measuring T j . The low-current spectrum shows an EL peak at 2.595 eV. As drive current is increased, intensity rises and we observe a systematic blue shift in the EL peak position. The blue shift is seen clearly in Fig. 3(b) , where we plot EL peak energy as a function of drive current. Since T j is increasing with drive current (Fig. 2) , and the band gap in Fig. 1(b) shows a red shift with increasing temperature, the observed blue shift is not attributable to a rise in temperature. Bandfilling is one possible cause for the overall shift, an effect which would also result in broadening of the EL emission. 7, [17] [18] [19] In addition, the blue shift is expected from carrier-induced screening of the built-in field within the (0001)-oriented III-nitride quantum wells. 17, 19 
VI. EFFECTS OF SELF-HEATING ON EL SPECTRUM

VII. EFFECTS OF SCREENING AND BANDFILLING ON EL
As previously illustrated in Figs. 1(c)-1(e) , the combined effects of bandfilling and carrier screening make a significant contribution to the behavior of the EL spectrum for InGaN MQW devices; this can be seen in the data in Fig. 3(b) . The influence of these effects is further demonstrated in Fig. 4 . The square data points represent the shift in EL peak energies from Fig. 3(b) relative to the room-temperature peak position. The solid curve corresponds to the expected shift in EL peak energy due to temperature rise; the T j values are measured at each drive current. This was determined using the linear trend from Fig. 1(b) for temperature-induced band gap shrinkage. The diamond data points are the result of correcting the measured shift (in black) for the effects of temperature on the band gap to illustrate the effects of bandfilling and screening. As deduced from the plot, bandfilling plus carrier screening impart a relative blue shift of approximately 28 meV on the EL for these devices. This illustrates the necessity for using an electrical approach, like the forward voltage method, for determining the junction temperature in InGaN LEDs (and similar devices based on other polar semiconductors) as opposed to measurements based solely on EL measurements.
VIII. EXTRACTION OF THERMAL TIME CONSTANT
Heat generated in the LED active region due to nonradiative recombination and resistive losses is transferred to the substrate by means of thermal conduction. The timedependence of this heat transfer can be described by the familiar relation
where dQ=dt represents a heat flux, h is the heat transfer coefficient in units W=m 2 K, and A represents the surface area where the heat flux takes place. Expressing this in terms of the heat capacity, C, of the material under the assumption that C ¼ dQ=dT and using the thermodynamic relationship dQ=dt ¼ CðdT=dtÞ; the above relation can be rewritten
The quantity C=hA corresponds to a thermal time constant, s, characteristic of the device and the term DTðtÞ ¼ TðtÞ ÀT ambient . The solution to this differential equation can be written as
When multiple factors contribute to the cooling, each with different time constants s i , they may be taken into account by adding further terms to Eq. During the low-current pulse of our junction temperature measurement, an immediate rise in forward voltage is observed, as shown in Fig. 5 . This rise is attributed to cooling in the device as heat diffuses from the active region into the subsequent mounting layers and into the heat sink. This voltage data may be translated into a time-dependent temperature using the calibration data from Fig. 1(a) . As discussed above, the time resolution in the electronics offers a means of observing the precise time dependence of the forward voltage within the first few milliseconds of the decay. Previous investigators 21 have used analogous results to estimate the thermal time constant, s, by fitting temperature as a function of time with an exponential decay similar to Eq. (7). In agreement with these prior reports, the exponential decay model which best fits our data involves two time constants, of the form
where s 1 and s 2 are the thermal time constants and t 0 is the time at which the drive-voltage is switched to begin the T j measurement. Figure 6 shows the thermal time constant results (lower panel) and R 2 of the fit for various drive conditions. It is apparent from the plot of R 2 that the fit is superior for higher drive currents, above 200 mA. This is expected, as the temperature difference from ambient is greatest at higher drive so the measured voltages are more significant. The dotted line is a guide to the eye for the two average thermal time constant values: s 1 ¼ 3:2661:16 ms and s 2 ¼ 26:163:77 ms, which are in agreement with related studies for these materials, 20, 21 and the ratio b 1 =b 2 $ 2. The presence of two time constants can be attributed to the lateral and vertical heat flow through the LED chip itself, and then into underlying submount material, acting as parallel heat conduction paths from the device active region. This signifies that the experimental method presented here is a viable means of extracting the thermal time constant during operation and is prospectively useful for predicting failure during operation.
IX. CONCLUSIONS
In conclusion, the junction temperature for InGaN/GaN MQW high-brightness LEDs was determined using a straightforward forward voltage technique. The approach was checked up to a temperature rise of $90 C above ambient in a commercial blue LED. The observed blue shift in the EL spectra, under typical drive conditions, confirms the presence of bandfilling and carrier screening in the polar III-N materials for these devices in addition to the ubiquitous self-heating. These combined effects preclude the use of EL for estimating temperature in these polar device materials. By comparing the behavior of the EL peak energy under high drive currents and at low-pulse currents, the extent of these competing effects was quantified. The presence of these effects on the peak output energy further confirms the efficacy of using an electrical technique such as the forward voltage method for accurate junction temperature measurements in III-N high-brightness LEDs. Finally, the forward voltage technique presented offers a means for experimentally extracting the thermal relaxation time for the device material. This method is applicable to nonpolar as well as polar LED and heterojunction devices. 
