Bounding $\chi$ by a fraction of $\Delta$ for graphs without large
  cliques by Bonamy, Marthe et al.
ar
X
iv
:1
80
3.
01
05
1v
1 
 [m
ath
.C
O]
  2
 M
ar 
20
18
BOUNDING χ BY A FRACTION OF ∆ FOR GRAPHS
WITHOUT LARGE CLIQUES
MARTHE BONAMY, TOM KELLY, PETER NELSON, AND LUKE POSTLE
Abstract. The greedy coloring algorithm shows that a graph of maximum
degree at most ∆ has chromatic number at most ∆ + 1, and this is tight for
cliques. Much attention has been devoted to improving this “greedy bound”
for graphs without large cliques. Brooks famously proved that this bound can
be improved by one if ∆ ≥ 3 and the graph contains no clique of size ∆ + 1.
Reed’s Conjecture states that the “greedy bound” can be improved by k if
the graph contains no clique of size ∆ + 1 − 2k. Johansson proved that the
“greedy bound” can be improved by a factor of Ω(ln(∆)−1) or Ω
(
ln(ln(∆))
ln(∆)
)
for graphs with no triangles or no cliques of any fixed size, respectively.
Notably missing is a linear improvement on the “greedy bound” for graphs
without large cliques. In this paper, we prove that for sufficiently large ∆, if
G is a graph with maximum degree at most ∆ and no clique of size ω, then
χ(G) ≤ 72∆
√
ln(ω)
ln(∆)
.
This implies that for sufficiently large ∆, if ω(72c)
2
≤ ∆ then χ(G) ≤ ∆/c.
This bound actually holds for the list-chromatic and even the correspon-
dence chromatic number (also known as DP-chromatic number). In fact, we
prove what we call a “local version” of it, a result implying the existence of
a coloring when the number of available colors for each vertex depends on
local parameters, like the degree and the clique number of its neighborhood.
We prove that for sufficiently large ∆, if G is a graph of maximum degree at
most ∆ and minimum degree at least ln2(∆) with list-assignment L, then G
is L-colorable if for each v ∈ V (G),
|L(v)| ≥ 72 deg(v) ·min
{
log2(χ(v) + 1)
ln(deg(v))
,
ω(v) ln(ln(deg(v)))
ln(deg(v))
,
√
ln(ω(v))
ln(deg(v))
}
,
where χ(v) denotes the chromatic number of the neighborhood of v and ω(v)
denotes the size of a largest clique containing v. This simultaneously implies
the linear improvement over the “greedy bound” and the two aforementioned
results of Johansson.
1. Introduction
Let G be a graph, and for each v ∈ V (G), let L(v) be a set which we call the
available colors for v. If each set L(v) is non-empty, then we say that L is a list-
assignment for G. If k is a positive integer and |L(v)| ≥ k for every v ∈ V (G), then
we say that L is a k-list-assignment for G. An L-coloring of G is a mapping φ with
domain V (G) such that φ(v) ∈ L(v) for every v ∈ V (G) and φ(u) 6= φ(v) for every
pair of adjacent vertices u, v ∈ V (G). We say that a graphG is k-list-colorable, or k-
choosable, if G has an L-coloring for every k-list-assignment L. If L(v) = {1, . . . , k}
for every v ∈ V (G), then we call an L-coloring of G a k-coloring, and we say G is
k-colorable if G has a k-coloring. The chromatic number of G, denoted χ(G), is
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the smallest k such that G is k-colorable. The list-chromatic number of G, denoted
χℓ(G), is the smallest k such that G is k-list-colorable.
In 1996, Johansson [10] famously proved that if G is a triangle-free graph of
maximum degree at most ∆, then χℓ(G) = O
(
∆
ln(∆)
)
. Determining the best pos-
sible value of the leading constant in this bound is of general interest. The best
known lower bound, using ∆-regular graphs, is ∆2 ln(∆) . In 1995, Kim [12] proved
that the upper bound holds with a leading constant of 1 + o(1) for graphs of girth
at least five. In 2015, Pettie and Su [15] improved the leading constant in the upper
bound for triangle-free graphs to 4+o(1), and in 2017, Molloy [14], in the following
theorem, improved it to 1 + o(1), matching the bound of Kim.
Theorem 1.1 ([14]). If G is a triangle-free graph of maximum degree at most ∆,
then
χℓ(G) ≤ (1 + o(1)) ∆
ln(∆)
.
Johansson [11] also proved that for any fixed ω ≥ 4, if G is a graph of maximum
degree at most ∆ with no clique of size greater than ω, then χℓ(G) = O
(
∆ ln(ln(∆))
ln(∆)
)
;
however, the proof was never published. Molloy [14] proved the following stronger
result, which holds even when ω is not fixed.
Theorem 1.2 ([14]). If G is a graph of maximum degree at most ∆ with no clique
of size greater than ω, then
χℓ(G) ≤ 200ω∆ ln(ln(∆))
ln(∆)
.
In 1998, Reed [16] conjectured the following, sometimes referred to as “Reed’s
ω,∆, χ Conjecture.”
Conjecture 1.3 ([16]). If G is a graph of maximum degree at most ∆ with no
clique of size greater than ω, then
χ(G) ≤ ⌈12 (∆ + 1 + ω)⌉ .
It is possible that Conjecture 1.3 is also true for the list-chromatic number. As
evidence for his conjecture, Reed [16] proved the following.
Theorem 1.4 ([16]). There exists ε > 0 such that the following holds. If G is a
graph of maximum degree at most ∆ with no clique of size greater than ω, then
χ(G) ≤ ⌈(1− ε)(∆ + 1) + εω⌉ .
Note that Theorem 1.4 holds for ε = 12 if and only if Conjecture 1.3 is true. In
2016, Bonamy, Perrett, and Postle [6] proved that Theorem 1.4 holds for ε = 126
when ∆ is sufficiently large. In 2017, Delcourt and Postle [7] proved that Theo-
rem 1.4 holds for the list-chromatic number for ε = 113 when ∆ is sufficiently large.
Results from Ramsey Theory imply that Theorem 1.4 is not true for any value of
ε > 12 ; for example, Spencer [18] showed the existence of a graph on n vertices
with independence number 2 (and thus chromatic number at least n/2) such that
every clique has size at most n
1
2+o(1). The blowup of a 5-cycle, i.e. the Cartesian
product of a clique and a 5-cycle, also demonstrates that Theorem 1.4 is not true
when ε > 12 , and even that the rounding in Conjecture 1.3 is necessary.
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Theorem 1.2 implies Conjecture 1.3 when ω = o
(
ln(∆)
ln(ln(∆))
)
. It is natural to ask
if a bound stronger than that of Conjecture 1.3 can be proved if ω = o(∆) even if
ω ≥ ln(∆)200 ln(ln(∆)) . Spencer’s result implies that the bound can not be improved if
ω = Ω(∆1/2). Considering this, we were motivated to answer the following question.
Question 1.5. Does there exist a function f : R → R such that, for every c > 1
and every graph G of maximum degree at most ∆ with no clique of size greater than
∆1/f(c), we have χℓ(G) ≤ ∆/c?
Our first result in this paper is the following theorem.
Theorem 1.6. If G is a graph of maximum degree at most ∆ with no clique of
size greater than ω, then
χℓ(G) = O
(
∆
√
ln(ω)
ln(∆)
)
.
Theorem 1.6 answers Question 1.5 in the affirmative with a function f(c) that is
quadratic in c; for large enough ∆, the function f(c) = (72c)2 suffices. Determining
the best possible function f that confirms Question 1.5 would be very interesting.
As mentioned, Spencer [18] showed that f(2) ≥ 2. This result actually provides
a lower bound on f(c) that is linear in c. Spencer [18] proved that the Ramsey
number R(c, ω) is at least Ω
(
(ω/ ln(ω))
c+1
2
)
as ω → ∞ for fixed c ≥ 3. Therefore
there exists a graph G on n vertices with no independent set of size c (and thus
chromatic number at least n/(c − 1)) and no clique of size ω where n is at least
ω
c+1
2 −o(1). Since the maximum degree of a graph is at most its number of vertices,
it follows that f(c) ≥ c/2 + 1 if c ∈ N.
The bound of Spencer [18] was improved by Kim in [13] for c = 3 by a factor
of lnω (matching the upper bound of Ajtai, Komlo´s, and Szemere´di [1] up to a
constant factor), by Bohman in [4] for c = 4 by a factor of
√
lnω, and by Bohman
and Keevash in [5] for c ≥ 5 by a factor of ln 1c−2 ω, but these improvements do not
change the resulting lower bound on f(c).
1.1. Local Versions. We actually prove a result much stronger than Theorem 1.6.
One might wonder if the bounds on |L(v)| supplied by Theorems 1.1, 1.2, 1.4, and
1.6 can be relaxed to depend on local parameters, such as the degree of the vertex
v, or the size of a largest clique containing v, rather than the global parameters ∆
and ω. To that end, for a vertex v, we let deg(v) denote the degree of v, ω(v) denote
the size of a largest clique containing v, and χ(v) denote the chromatic number of
the neighborhood of v.
We are interested in proving that a graph G is L-colorable whenever every vertex
v satisfies |L(v)| ≥ f(v) where f(v) depends on parameters such as deg(v) and ω(v).
The archetypal example is the classical theorem of Erdo˝s, Rubin, and Taylor [9]
that a graph is degree-choosable (meaning L-colorable for any list-assignment L
satisfying |L(v)| = deg(v) for every vertex v) unless every block is a clique or an
odd cycle. We call such a Theorem a “local version.” Our main result implies local
versions of Theorems 1.1, 1.2, and 1.6 simultaneously, although we do not match
the leading constant in Theorem 1.1.
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In fact, we prove the theorem for correspondence coloring, a generalization of
list-coloring introduced by Dvorˇa´k and Postle [8] in 2015, and also known as DP-
coloring. We provide a definition in Section 2; the theorem as stated below can also
be read as if L is a list assignment.
Theorem 1.7. For all sufficiently large ∆ the following holds. Let G be a graph
of maximum degree at most ∆ with correspondence assignment (L,M). For each
v ∈ V (G), let
f(v) = 72 ·min
{√
ln(ω(v))
ln(deg(v))
,
ω(v) ln(ln(deg(v)))
ln(deg(v))
,
log2(χ(v) + 1)
ln(deg(v))
}
.
If for each v ∈ V (G),
|L(v)| ≥ deg(v) · f(v)
and deg(v) ≥ ln2(∆), then G is (L,M)-colorable.
Recently, Bernshteyn [3] proved that Theorems 1.1 and 1.2 hold for the corre-
spondence chromatic number, which is always at least as large as the list-chromatic
number. Our Theorem 1.7 implies that “local versions” of these theorems are true
for correspondence coloring, as follows.
Corollary 1.8. For some constant C the following holds. If G is a triangle-free
graph of maximum degree at most ∆ with correspondence assignment (L,M) such
that for each v ∈ V (G),
|L(v)| ≥ C deg(v)
ln(deg(v))
,
and deg(v) ≥ ln2(∆), then G is (L,M)-colorable.
Corollary 1.9. For some constant C the following holds. If G is a graph of max-
imum degree at most ∆ with correspondence assignment (L,M) such that for each
v ∈ V (G),
|L(v)| ≥ C deg(v)ω(v) ln(ln(deg(v)))
ln(deg(v))
,
and deg(v) ≥ ln2(∆), then G is (L,M)-colorable.
We also derive the following “local version” of a result of Johansson [11] on
graphs that are locally r-colorable, meaning the neighborhood of every vertex is
r-colorable.
Corollary 1.10. For some constant C the following holds. If G is a locally r-
colorable graph of maximum degree at most ∆ with correspondence assignment
(L,M) such that for each v ∈ V (G),
|L(v)| ≥ C deg(v) log2(r + 1)
ln(deg(v))
,
and deg(v) ≥ ln2(∆), then G is (L,M)-colorable.
Of course, Theorem 1.7 also implies a “local version” of Theorem 1.6, as follows.
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Corollary 1.11. For some constant C the following holds. If G is a graph of
maximum degree at most ∆ with correspondence assignment (L,M) such that for
each v ∈ V (G),
|L(v)| ≥ C deg(v)
√
ln(ω(v))
ln(deg(v))
,
and deg(v) ≥ ln2(∆), then G is (L,M)-colorable.
We now argue that Theorem 1.6 follows from Corollary 1.11.
Proof of Theorem 1.6 assuming Corollary 1.11. Let G be a graph of maximum de-
gree at most ∆ with no clique of size greater than ω. We may assume that G has
minimum degree at least one. If G has minimum degree at least ln2(∆), then Corol-
lary 1.11 implies χℓ(G) ≤ C∆
√
ln(ω)
ln(∆) , as desired. Otherwise, we use the following
standard procedure to obtain a graph of larger minimum degree containing G as
a subgraph. We duplicate the graph G, and we add an edge between each vertex
of minimum degree and its duplicate. Note that the minimum degree is increased
by one, and that for every vertex v, the size of a largest clique containing v in the
new graph does not increase. We repeat this procedure until we obtain a graph G′,
having G as a subgraph, and with minimum degree at least ln2(∆). The result now
follows by applying Corollary 1.11 to G′. 
Although we can not match the leading constant in Theorem 1.1 in our “local
version,” we can get the leading constant within a factor of 4 ln(2), as follows.
Theorem 1.12. For every ξ > 0, if ∆ is sufficiently large and G is a graph of
maximum degree at most ∆ with correspondence assignment (L,M) such that for
each v ∈ V (G),
|L(v)| ≥ (4 + ξ) deg(v)
log2(deg(v))
and deg(v) ≥ ln2(∆), then G is (L,M)-colorable.
1.2. AMore General Theorem. As mentioned, Bernshteyn [3] proved that The-
orems 1.1 and 1.2 hold for the correspondence chromatic number. Many aspects
of Bernshteyn’s proofs are similar to those of Molloy’s [14]; however, Bernshteyn’s
proof is much shorter and simpler. Molloy used a proof technique known as “entropy
compression,” which proves that a random algorithm terminates. Bernshteyn clev-
erly realized that the use of entropy compression in Molloy’s proof can be replaced
with the Lopsided Lova´sz Local Lemma, resulting in a substantial simplification of
the proof.
Both proofs can be applied in the more general setting of graphs in which the
average size of an independent set is somewhat large in comparison to the number
of independent sets. We make this precise by extracting a more general theorem
from their proofs, and we actually prove a “local version” of it, as follows.
For a graph H , let α(H) and i(H) denote the average size of an independent set
and the number of independent sets in H respectively.
Theorem 1.13. Let G be a graph of maximum degree at most ∆ with correspondence-
assignment (L,M), and ε ∈ (0, 1/2). Let ℓ, t : V (G) → N, and for each v ∈ V (G),
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let αmin(v) be the minimum of α(H) taken over all induced subgraphs H ⊆ G[N(v)]
such that i(H) ≥ t(v). If for each v ∈ V (G),
|L(v)| ≥ max
{
(1 + 2ε)
deg(v)
αmin(v)
,
2t(v)ℓ(v)
ε(ε− 2ε2)
}
,
and
(1) ℓ(v) ≥ 18 ln(3∆),
(2)
(d(v)
ℓ(v)
)
/ℓ(v)! < ∆−3/8,
then G is (L,M)-colorable.
We think that proving Theorem 1.13 separately makes the proof easier to un-
derstand, and we think that Theorem 1.13 may have applications not listed in this
paper.
1.3. Outline of the Paper. In Section 4, we prove Theorems 1.7 and 1.12 using
Theorem 1.13. In order to apply Theorem 1.13, one needs to find a lower bound on
αmin(v). We do this by proving a general bound on α(H) for a graph H in terms of
i(H) and ω(H). For large values of ω(H), our bound is better than the bound used
by Molloy [14], and this yields the improvement in Theorem 1.6. The condition that
|L(v)| ≥ (1+2ε) deg(v)αmin(v) in Theorem 1.7 results in the bound |L(v)| ≥ deg(v)·f(v) in
Theorem 1.7. The condition that |L(v)| ≥ 2t(v)ℓ(v)ε(ε−2ε2) restricts the choice of functions
ℓ and t.
In Section 3, we prove Theorem 1.13. The proof is similar to Bernshteyn’s proof
of Theorem 1.2 from [3]; however, we prove the more general theorem, and some
changes are necessary in order to prove the “local version” of it.
In Section 2, we formally define correspondence coloring. We also discuss some
notation about “partial colorings” and some probabilistic tools that are needed in
the proof of Theorem 1.13.
2. Preliminaries
2.1. Correspondence Coloring. In this subsection we define correspondence col-
oring.
Definition 2.1. Let G be a graph with list-assignment L.
• If M is a function defined on E(G) where for each e = uv ∈ E(G), Me is a
matching of {u}×L(u) and {v}×L(v), we say (L,M) is a correspondence-
assignment for G.
• An (L,M)-coloring of G is a function ϕ : V (G)→ N such that ϕ(u) ∈ L(u)
for every u ∈ V (G), and for every e = uv ∈ E(G), (u, ϕ(u))(v, ϕ(v)) /∈Me.
If G has an (L,M)-coloring, then we say G is (L,M)-colorable.
A correspondence-assignment (L,M) is a k-correspondence-assignment if L is a k-
list-assignment, and the correspondence chromatic number of G, denoted χc(G),
is the minimum k such that for every k-correspondence-assignemnt (L,M), G is
(L,M)-colorable.
For convenience, if uv ∈ E(G), c1 ∈ L(u), c2 ∈ L(v), and (u, c1)(v, c2) ∈ Muv,
we will just say c1c2 ∈Muv. We will also say c1 corresponds to c2. Note that if for
each e = uv ∈ E(G) and c ∈ L(u) ∩ L(v), cc ∈ Muv, then an (L,M)-coloring is an
L-coloring. Hence, for every graph G, χℓ(G) ≤ χc(G).
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2.2. Partial Colorings. The proof of Theorem 1.13 relies on analyzing a “partial
coloring” of the graph chosen uniformly at random. In this subsection, we define
some notation that will be useful for this analysis.
Definition 2.2. Let G be a graph with correspondence-assignment (L,M), and
let BLANK be a color not in L(v) for any v ∈ V (G). A partial (L,M)-coloring
of G is a mapping φ with domain V (G) such that for each v ∈ V (G), φ(v) ∈
L(v)∪{BLANK}. If φ(v) = BLANK, we say v is φ-uncolored. For each φ-uncolored
vertex v, we let Lφ(v) denote the set of colors c ∈ L(v) such that for every neighbor
u of v, φ(u) does not correspond to c, and we let Mφ denote the restriction of M
to edges between φ-uncolored vertices. If φ′ is a partial (Lφ,Mφ)-coloring of the
φ-uncolored vertices of G, we let
(φ+ φ′)(v) =
{
φ(v) if φ(v) 6= BLANK,
φ′(v) otherwise.
We will show that with nonzero probability the random partial coloring can be
extended to a coloring of the whole graph. Using the following proposition, it will
suffice to show that if φ is a partial coloring of G chosen uniformly at random, then
the φ-uncolored vertices induce a subgraph that is (Lφ,Mφ)-colorable.
Proposition 2.3. If G is a graph with correspondence-assignment (L,M), φ is a
partial (L,M) coloring of G, and φ′ is a (Lφ,Mφ)-coloring of the graph induced by
G on the φ-uncolored vertices, then φ+ φ′ is an (L,M)-coloring of G.
2.3. Probabilistic Tools. We will need the following version of the Chernoff
bounds for negatively correlated random variables.
Definition 2.4. We say that boolean random variables X1, . . . , Xm are negatively
correlated if for every I ⊆ {1, . . . ,m},
P [∧i∈IXi] ≤
∏
i∈I
P [Xi] .
Lemma 2.5 (Chernoff Bounds). Let X1, . . . , Xm be negatively correlated boolean
random variables, and let X =
∑m
i=1Xi. Then for any 0 < t ≤ E [X ],
P [|X − E [X ] | > t] ≤ 2 exp
(
− t
2
3E [X ]
)
.
In our application of Lemma 2.5, we will have a random partial (L,M)-coloring
for some correspondence assignment (L,M) and a boolean random variable for each
color c ∈ L(v) indicating if v has a neighbor whose color corresponds to c.
We will also need the Lova´sz Local Lemma.
Lemma 2.6 (Lova´sz Local Lemma). Let I be a finite set, and for each i ∈ I, let
Bi be a random event. Suppose that for every i ∈ I, there is a set Γ(i) ⊆ I such
that |Γ(i)| ≤ d and for all Z ⊆ I \ Γ(i),
P

Bi| ⋂
j∈Z
Bj

 ≤ p.
If 4pd ≤ 1, then with nonzero probability none of the events Bi occur.
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3. Proof of Theorem 1.13
In this section, we prove Theorem 1.13. We assume G, (L,M),∆, ℓ, and t satisfy
the conditions of Theorem 1.13 throughout the section.
3.1. Completing a partial coloring. We prove Theorem 1.13 by finding a par-
tial (L,M)-coloring of G that we can greedily extend to an (L,M)-coloring. The
following lemma provides the existence of such a partial (L,M)-coloring.
Lemma 3.1. There exists a partial (L,M)-coloring φ of G such that for every
φ-uncolored vertex v,
(1) |Lφ(v)| ≥ ℓ(v), and
(2) v has fewer than ℓ(v) φ-uncolored neighbors u such that ℓ(u) ≥ ℓ(v).
Lemma 3.1 generalizes Lemma 4.1 in the proof of Bernshteyn [3], and the partial
(L,M)-coloring in Lemma 3.1 generalizes the “flaw-free” coloring output by the
random algorithm of Molloy [14]. When the function ℓ is not constant, our second
condition is slightly weaker, so we are not necessarily able to complete the partial
coloring greedily in any order as in their proofs.
Proof of Theorem 1.13 assuming Lemma 3.1. Let φ be the partial (L,M)-coloring
of G satisfying (1) and (2) of Lemma 3.1. By Proposition 2.3, it suffices to show that
the φ-uncolored vertices induce a graph that is (Lφ,Mφ)-colorable. This follows by
ordering the φ-uncolored vertices v by ℓ(v) from greatest to least, breaking ties
arbitrarily, and coloring greedily. 
3.2. Analyzing a random partial coloring. We prove Lemma 3.1 by analyzing
a partial (L,M)-coloring of G chosen uniformly at random and using the Local
Lemma to show that with nonzero probability, the random partial coloring satisfies
Lemma 3.1. Instead of using the Local Lemma, Molloy [14] used the entropy com-
pression technique. The key insight of Bernshteyn [3] was that a clever application
of the Local Lemma is sufficient, and this greatly simplified the proof. In order to
apply the Local Lemma to prove Lemma 3.1, we will need the following lemma.
Lemma 3.2. Let v ∈ V (G) and fix a partial (L,M)-coloring φ1 of G−N [v]. Let
φ2 be a partial (Lφ1 ,Mφ1) coloring of G[N(v)] chosen uniformly at random, and
let φ = φ1 + φ2. Let
(1) Av,φ1 be the event that |Lφ(v)| < ℓ(v) and
(2) Bv,φ1 be the event that v has at least ℓ(v) φ-uncolored neighbors u such that
|Lφ(u)| ≥ ℓ(u) ≥ ℓ(v).
Then P [Av,φ1 ] ,P [Bv,φ1 ] ≤ ∆−3/8.
Lemma 3.2 generalizes Lemma 4.2 in the proof of Bernshteyn [3] and Lemma 12
in the proof of Molloy [14].
To bound P [Av,φ1 ] in Lemma 3.2, we show that |Lφ(v)| is large in expectation
and with high probablity is concentrated around its expectation, as in the following
lemma.
Lemma 3.3. Under the assumptions of Lemma 3.2,
(1) E [|Lφ(v)|] ≥ ε(ε− 2ε2) |L(v)|
t(v)
,
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and
(2) P
[
|Lφ(v)| − E [|Lφ(v)|] | > 1
2
E [|Lφ(v)|]
]
≤ 2 exp
(−E [|Lφ(v)|]
12
)
.
Before proving Lemma 3.3, we need some definitions. For the remainder of this
subsection, we assume v, φ1, φ2, and φ are as in Lemma 3.2.
Definition 3.4. For each c ∈ L(v), let the random variable
appearc = |{u ∈ N(v) : cφ2(u) ∈Mvu}|,
i.e. the number of neighbors u of v such that φ2(u) corresponds to c.
Note that
(3) E [|Lφ(v)|] =
∑
c∈L(v)
P [appearc = 0] .
By (3), in order to prove Lemma 3.3, we need some bounds on P [appearc = 0]
for the colors c ∈ L(v). These bounds will depend on the average size and number
of independent sets of certain subgraphs induced by neighbors u of v such that L(u)
contains a color corresponding to c.
Definition 3.5. Fix c ∈ L(v) and a partial (Lφ1 ,Mφ1) coloring φ′2 of G[N(v)]
such that for no neighbor u of v, the color φ′2(u) corresponds to c. Let col(c, φ
′
2)
denote the φ′2-uncolored neighbors u of v such that Lφ1+φ′2(u) contains c, i.e. the
φ′2-uncolored neighbors of v that can be colored c without creating conflicts.
Definition 3.6. For each c ∈ L(v), let φc2 be the partial coloring obtained from φ2
by uncoloring any neighbor u of v such that φ2(u) corresponds to c.
Proposition 3.7. Fix c ∈ L(v) and a partial (Lφ1 ,Mφ1)-coloring φ′2 such that for
no neighbor u of v, the color φ′2(u) corresponds to c. Then
(i) E [appearc|φc2 = φ′2] = α(G[col(c, φ′2)]), and
(ii) P [appearc = 0|φc2 = φ′2] = i(col(c, φ′2))−1.
Definition 3.8. Let col(c) denote the random set of neighbors u of v such that
Lφ1(u) contains c and φ2(u) ∈ {c,BLANK}.
We can now prove Lemma 3.3.
Proof of Lemma 3.3. First we prove that (1) holds. We divide L(v) into two parts
in the following way. For each c ∈ L(v), we let c ∈ L1(v) if P [i(col(c)) ≤ t(v)] ≥ ε,
and otherwise we let c ∈ L2(v).
First we claim that |L2(v)| ≤ |L(v)|/(1+ε−2ε2). If c ∈ L2(v), by Proposition 3.7
and the definition of αmin(v),
(4) E [appearc] ≥ (1− ε)αmin(v).
However,
(5)
∑
c∈L2(v)
E [appearc] ≤ deg(v).
By (4) and (5), (1 − ε)αmin(v)|L2(v)| ≤ deg(v). Since |L(v)| ≥ (1 + 2ε) deg(v)αmin(v) , by
rearranging terms,
|L2(v)| ≤ deg(v)
(1− ε)αmin(v) ≤
|L(v)|
(1− ε)(1 + 2ε) ,
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as claimed. Since |L(v)| = |L1(v)|+ |L2(v)|, this implies |L1(v)| ≥ (ε− 2ε2)|L(v)|.
If c ∈ L1(v), by Proposition 3.7 and the definition of L1(v),
(6) P [appearc = 0] ≥
ε
t(v)
.
By (3) and (6),
E [|Lφ(v)|] ≥ ε
t(v)
|L1(v)| ≥ ε(ε− 2ε2) |L(v)|
t(v)
,
as desired.
Now we prove that (2) holds. By (3), E [|Lφ(v)|] is a sum of Boolean random
variables
Xc =
{
1 if appearc = 0,
0 if appearc > 0,
for each c ∈ L(v). Since the random variables Xc are negatively correlated, it
follows from Lemma 2.5 with t = E [Lφ(v)] /2. 
We can now prove Lemma 3.2.
Proof of Lemma 3.2. First we prove that P [Av,φ1 ] ≤ ∆−3/8. Since |L(v)| ≥ 2ℓ(v)t(v)ε(ε−2ε2) ,
Lemma 3.3 implies that
(7) E [|Lφ(v)|] ≥ 2ℓ(v).
Therefore by the definition of Av,φ1 ,
P [Av,φ1 ] ≤ P
[
|Lφ(v)| − E [|Lφ(v)|] | > 1
2
E [|Lφ(v)|]
]
.
Now by Lemma 3.3, (7), and the hypothesis that ℓ(v) ≥ 18 ln(3∆),
P [Av,φ1 ] ≤ 2 exp (−ℓ(v)/6) ≤ ∆−3/8,
as desired.
It remains to bound P [Bv,φ1 ]. Let X be any set of ℓ(v) neighbors u of v such that
|Lφ(u)| ≥ ℓ(u) ≥ ℓ(v). For any partial (Lφ1 ,Mφ1) coloring φ′2 of N(v) such that
the vertices in X are φ′2-uncolored, there are at least ℓ(v)! partial (Lφ1+φ′2 ,Mφ1+φ′2)
colorings of X , and in only one of them all of X is uncolored. Therefore the
probability that every vertex of X is φ-uncolored is at most 1ℓ(v)! . By the Union
Bound and the assumption that
(deg(v)
ℓ(v)
)
/ℓ(v)! ≤ ∆−3/8, this implies P [Bv,φ1 ] ≤
∆−3/8, as desired. 
3.3. Finding the partial coloring. In this subsection, we prove Lemma 3.1.
Recall that Lemma 3.1 implies Theorem 1.13.
Proof of Lemma 3.1. Let φ be a partial (L,M)-coloring of G chosen uniformly at
random. For each v ∈ V (G), let Av be the event that |Lφ(v)| < ℓ(v), let Bv be the
event that v has at least ℓ(v) φ-uncolored neighbors u such that |Lφ(u)| ≥ ℓ(u) ≥
ℓ(v), and let Γ(v) denote the set of vertices of distance at most three from v in G.
Note that for all v ∈ V (G), |Γ(v)| ≤ ∆3.
First we claim that with nonzero probability, none of the events (Av ∪Bv) occur
in the random partial coloring φ. By the Local Lemma (Lemma 2.6), it suffices to
show that for each v ∈ V (G) and Z ⊆ V (G)\Γ(v), P [Av|⋂u∈Z Au ∪Bu] ≤ ∆−3/8
and P
[
Bv|
⋂
u∈Z Au ∪Bu
] ≤ ∆−3/8. This follows from Lemma 3.2.
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Therefore there is a partial (L,M)-coloring φ′ for which none of the events
(Av ∪ Bv) occur. We claim that φ′ satisfies Lemma 3.1. Suppose not. If for some
v ∈ V (G), condition (1) is not satisfied, then Av holds, a contradiction. Therefore
we may assume for some v ∈ V (G), condition (2) is not satisfied, that is v has
fewer than ℓ(v) φ′-uncolored neighbors u such that ℓ(u) ≥ ℓ(v). Since Bv holds, for
some neighbor u, |Lφ′(u)| < ℓ(u), contradicting that Au does not hold. Therefore
φ′ satisfies Lemma 3.1, as claimed. 
4. Proofs of Theorems 1.7 and 1.12
In this section we prove Theorems 1.7 and 1.12. In this section, log means the
base 2 logarithm.
4.1. Bounding the Average Size of an Independent Set. We will use Theo-
rem 1.13, so we will need a lower bound on αmin(v). We do this by bounding the
average size of an independent set in terms of the total number. In the proof of
Theorem 1.2, Molloy [14] and Bernshteyn [3] use the following result of Shearer [17],
which we will also need.
Lemma 4.1 ([17]). If H is a graph with no clique of size greater than ω, then
α(H) ≥ log(i(H))
2ω log(log(i(H)))
.
We will also need the following result of Alon [2].
Lemma 4.2 ([2]). If H is a graph on n vertices, then
α(H) ≥ log(i(H))
10 log (n/ log(i(H)) + 1)
.
Since log(i(H)) ≥ α(H), we can replace the log(i(H)) in the denominator of
the bound in Lemma 4.2 with α(H) to get a suitable bound if H contains a large
independent set.
The following lemma provides an improvement over Lemma 4.1 for larger values
of ω.
Lemma 4.3. If H is a graph on n vertices with no clique of size greater than ω
and n is sufficiently large, then
α(H) ≥ 1
24
√
log(i(H))
log(ω)
.
We will actually use Lemma 4.2 to prove Lemma 4.3. To apply Lemma 4.2, we
need to upper bound log(n) in terms of log(i(H)) and ω(H), as in the following
lemma.
Lemma 4.4. If H is a graph on n vertices with no clique of size greater than ω
and n is sufficiently large, then
log(i(H)) ≥ log
2(n)
2e log(ω)
.
Proof. We may assume ω ≥ 3, or else H has an independent set of size at least √n,
and the result follows.
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Let α be some positive integer to be determined later, and let s = R(α, ω + 1),
the Ramsey number. We will actually prove there are at least 2
log2(n)
2e log(ω) independent
sets of size α.
By the definition of s, every subset of V (H) of size s has an independent set of
size α. Since every independent set of size α is contained in at most
(
n−α
s−α
)
subsets
of V (H) of size s, there are at least
(8)
(
n
s
)/(n− α
s− α
)
≥
(
n− α
s
)α
= 2α(log(n−α)−log(s))
independent sets of size α.
We let α = log(n)e log(ω) + 1. By (8), it suffices to show that log(n − α) − log(s) ≥
log(n)/2. It is well-known thatR(α, ω+1) ≤ (α+ω−1α−1 ) ≤ (α+ω−1α−1 · e)α−1. Therefore
log(s) ≤ (α− 1) log
(
α+ ω − 1
α− 1 · e
)
≤ log(n)
e log(ω)
log
(
e+ ω
log(ω)
log(n)
)
.
Since α = o(n) and ω ≥ 3, for n sufficiently large, log(n − α) − log(s) ≥ log(n)/2,
as desired. 
Now we can prove Lemma 4.3.
Proof of Lemma 4.3. By Lemma 4.2,
α(H) ≥ log(i(H))
10 log(n)
.
By Lemma 4.4,
log(n) ≤
√
2e log(i(H)) log(ω),
and the result follows. 
4.2. The Proofs. Lemmas 4.1, 4.2, and 4.3 provide good enough bounds for
αmin(v). Now we are able to prove Theorems 1.7 and 1.12.
Proof of Theorem 1.7. Let ε = 1/4, and let v ∈ V (G). We show that v satisfies
the conditions of Theorem 1.13. Let ℓ(v) = deg(v)5/8, and let t(v) = deg(v)1/4. By
Lemma 4.3,
αmin(v) ≥ 1
48
√
log(deg(v))
log(ω(v))
.
By Lemma 4.1,
αmin(v) ≥ log(deg(v))
8ω(v) log(log(deg(v)))
.
Note that log(i(H)) ≥ α(H) for any graph H . Hence if H ⊆ G[N(v)], then
|V (H)|/ log(i(H)) ≤ χ(H) ≤ χ(v). Therefore by Lemma 4.2,
αmin(v) ≥ log(deg(v))
40 log(χ(v) + 1)
.
Since |L(v)| ≥ 72 deg(v)f(v), it follows that |L(v)| ≥ (1 + 2ε) deg(v)αmin(v) , as desired.
Note that f(v)8 = o(deg(v)). Since ∆ is sufficiently large and deg(v) ≥ log2(∆), we
may assume f(v) ≥ 168 deg(v)−1/8. Since t(v)ℓ(v) = deg(v)7/8, |L(v)| ≥ 2t(v)ℓ(v)ε(ε−2ε2) ,
as desired.
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Since ℓ(v) ≥ ln5/4(∆) and ∆ is sufficiently large, ℓ(v) ≥ 18 ln(3∆), as desired.
It remains to show that
(deg(v)
ℓ(v)
)
/ℓ(v)! < ∆−3/8. We will use the following form of
Stirling’s approximation:
n! ≥
√
2πnn+1/2e−n.
Therefore
(9)
(
deg(v)
ℓ(v)
)
/ℓ(v)! <
deg(v)ℓ(v)
(ℓ(v)!)2
≤
(
e2 deg(v)
2πℓ(v)2+1/ℓ(v)
)ℓ(v)
.
Since deg(v)/ℓ(v)2+1/ℓ(v) ≤ ℓ(v)−2/5, by taking the logarithm of the bound in (9),
it suffices to show that
ℓ(v) ln
(
2πℓ(v)2/5
e2
)
≥ 3 ln(8∆).
Since ℓ(v) ≥ ln5/4(∆) and ∆ is sufficiently large, this follows. 
Proof of Theorem 1.12. Let ε = ξ/10 and ε′ > 0 be some constant to be chosen
later, and let v ∈ V (G). Let ℓ(v) = deg(v)(1+ε′)/2, and let t(v) = deg(v)(1−2ε′)/2.
Since G is triangle-free,
αmin(v) ≥ log(t(v))
2
= (1− 2ε′) log(deg(v))/4.
Since |L(v)| ≥ (4 + ξ) deg(v)/ log(deg(v)), it follows that |L(v)| ≥ (1 + ξ/4)(1 −
2ε′) deg(v)αmin(v) . We choose ε
′ sufficiently small so that (1 + ξ/4)(1− 2ε′) ≥ 1 + 2ε.
Note that t(v)ℓ(v) = deg(v)1−ε
′/2. Hence we may assume deg(v) is sufficiently
large so that |L(v)| ≥ 2t(v)ℓ(v)ε(2−2ε2) , as desired.
Note also that ℓ(v) ≥ ln1+ε′(∆). The rest of the proof is similar to the proof of
Theorem 1.7, so we omit it. 
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