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Introduction
It is known that every separable, finite-dimensional Jordan algebra J has a trivial second cohomology group H 2 (J , M), where M is a J -bimodule, and the Wedderburn Principal Theorem (WPT) holds for finite-dimensional Jordan algebras [2] .
In 2018, the first author showed that the WPT does not hold for some finite Jordan superalgebras [1, 3, 4] , and therefore some finite Jordan superalgebras have nontrivial SCG. In particular, the Jordan superalgebra D t does not satisfy WPT [1] . For this reason, we are interested in finding the SCG for the finite Jordan superalgebra D t . Some previous results about the SCG for alternative superalgebras were considered by Pisarenko and López-Díaz [5] [6] [7] [8] [9] .
In this paper, Section 2 gives some preliminary results from the theory of Jordan superalgebras including those for the SCG in Jordan superalgebras. Then, Section 3 establishes the conditions that satisfy the bilinear forms h which define the SCG for a Jordan superalgebra. Finally, Section 4 provides the calculation of SCG for the simple finite-dimensional Jordan superalgebra D t using coefficients of Reg D t . We prove that H 2 (D t , Reg D t ) = 0 ⊕ F 2 , t = 0.
Preliminaries
Throughout the paper, all algebras are considered over an algebraically closed field F of characteristic zero.
Note that J is said to be a superalgebra, if it is the direct sum J = J 0+ J 1 , where we denote the parity of a, a ∈ J 0∪ J 1 by |a| = 0, 1. Further, recall that a superalgebra J = J 0+ J 1 is said to be a Jordan superalgebra, if for every a i , a j , a k , a l ∈ J 0∪ J 1 the superalgebra satisfies the superidentities a i a j = (−1) ij a j a i ,
((a i a j )a k )a l + (−1) l(k+j)+jk ((a i a l )a k )a j + (−1) i(j+k+l)+kl ((a j a l )a k )a i = (a i a j )(a k a l ) + (−1) l(k+j) (a i a l )(a j a k ) + (−1) kj (a i a k )(a j a l ).
Throughout the paper, by+ we denote the direct sum of vector spaces, by + the sum of vector spaces and by ⊕ a direct sum of superalgebras.
The classification of finite-dimensional simple Jordan superalgebras over an algebraically closed field of characteristic zero was given by Kac and Kantor [10, 11] .
A superbimodule M = M 0+ M 1 is called a Jordan J -superbimodule, if the corresponding split-null extension E = J ⊕ M is a Jordan superalgebra. The multiplication in E is obtained from the multiplication in J and the action of J over M, where M 2 = 0. A regular J -superbimodule, denoted as Reg J , is defined on the vector super-space J with an action coinciding with the multiplication in J .
The classification of irreducible Jordan D t -superbimodules over a finite dimensional, simple Jordan superalgebra J was given by Zelmanov and Martinez [12] .
Let J be a Jordan superalgebra and M, N be the J -superbimodules, then a linear mapping α : M → N is called a homomorphism of superbimodule of degree j, if the mapping is homogeneous of degree j, i.e., α(M i ) ⊆ N i+j (mod 2) .
Let J be a Jordan superalgebra and let M be a Jordan J -superbimodule. Then a Jordan superalgebra E is called an extension of J by M, if there exists a short exact sequence of superalgebras α(m) = b − a. Then, for any a, b ∈ J there is a unique element m ∈ M, such that m = δ(ab) − δ(a)δ(b).
So, we define h :
Note that h is a bilinear form, since δ is linear. Let δ ′ : J −→ E be another homomorphism of Jordan superalgebras, such that
. h and h ′ are said to be equivalents if there exists a linear mapping µ :
where · denotes the action of J over M. In particular, observe that h(a, b) is equivalent to zero, if there exists a linear mapping µ such that h(a, b) = a · µ(b) + µ(a) · b − µ(ab) (see [2, 13] for details).
The superalgebra J can be identified with δ(J ) and a superbimodule M with α(M), thus E = α(M)⊕ δ(J ) = M ⊕ J , and therefore we can consider the nonzero multiplication * in E, which is defined as a * b = ab+h(a, b), a * m = a·m, m * a = m·a for every a, b ∈ J and m ∈ M.
The bilinear forms h defined by (3) are called cocycles. The space determined by all cocycles is said to be the cocycle space. We denote this space by
where
The coboundery space is the set of all cocycles that are equivalent to the bilinear form zero, and therefore we denote it by 
Note that (6) is trivial when the WPT holds for a Jordan superalgebra J and a J -superbimodule M.
SCG in Jordan superalgebras
In Section 2, we have defined the SCG for Jordan superalgebras by (6) . In this section, we deduce some identities that satisfy the bilinear forms h which define the SCG for Jordan superalgebras. These conditions will be used to calculate the SCG of a Jordan superalgebra which has a non-splitting extension. Namely, we prove the following statement. Then the following formulas are true for the bilinear forms:
and
Proof. Let M be a J -superbimodule of the Jordan superalgebra J = J 0+ J 1 , let E be an extension of J by M. Then it is clear that E is a Jordan superalgebra, and the equalities (1) and (2) hold for the multiplication * . It is easy to see that (7) is obtained from (1). To prove (8), observe that a * b = ab + h(a, b) by the definition of * . Besides,
Similar to equations (9) and (10), we write
Further, substituting (9), (10) and (11) in (2) and using (7), we obtain that
which proves (8).
SCG to the Jordan superalgebra D t
In this section, we prove the main theorem of the present paper, which gives the form of the SCG of the Jordan superalgebra D t using coefficients in Reg D t . Let D t = (F · e 1 + F · e 2 )+(F · x + F · y), t = 0, with nonzero multiplication
x, e i y = 1 2 y for i = 1, 2 and xy = e 1 + te 2 .
By the results of [14] , if t = 0, then D t is a simple Jordan superalgebra over F. Besides, in [1] it is proved that an analogue of WPT is valid for the Jordan superalgebras D t , when some conditions are imposed on the irreducible Jordan D tsuperbimodules. Therefore, by the results of [1] the SCG of D t with coefficients in
To prove the theorem, we have to calculate H 2 (D t , Reg D t ) by means of Theorem 1. To this end, we suppose that Reg D t = (F · e 1 + F · e 2 ) ∔ (F · x + F · y) is a regular D t -superbimodule with the isomorphism ϕ(e i ) = e i , ϕ(x) = x, ϕ(y) = y (i = 1, 2) and prove the following two lemmas.
Therefore, by (7) we just have to consider the elements h(e i , e i ), h(e i , e j ), h(e i , x), h(e i , y), h(x, x), h(y, y) and h(x, y) for
Using (8), we proceed to determine the constants α ij ,
Assuming that u is the odd element of D t and substituting it in (7) we get h(u, u) = (−1) |u||u| h(u, u) which is equivalent to h(u, u) = −h(u, u). Then, we conclude that h(u, u) = 0. In particular, for u = x we get h(x, x) = 0. In a similar way, we obtain that also h(y, y) = 0. Now, replacing a = b = c by e i and also d by e j (i = j) in (8), we obtain h ((e i e i ) e i , e j ) + h(e i e i , e i ) · e j + h(e i , e i ) · e i · e j + 2 h ((e i e j ) e i , e i ) + h(e i e j , e i ) · e i + h(e i , e j ) · e i · e i = h(e i e i , e i e j ) + h(e i , e i ) · (e i e j ) + (e i e i ) · h(e i , e j ) + 2 h(e i e j , e i e i ) + h(e i , e j ) · (e i e i ) + (e i e j ) · h(e i , e i ) .
By the multiplication in D t and the action of D t over Reg D t , we get h(e i , e j ) + h(e i , e i ) · e j = h(e i , e j ) · e i .
Rewritting (12), we conclude
Assuming that i = 1 and j = 2 in (13) and using the linear independence of e i , i = 1, 2, we obtain that β 2 + α 12 = 0. In a similar way, taking i = 2 and j = 1 in (13) we find that β 1 + α 21 = 0. Further, substituting a by u and b = c = d by e i in (8), for the odd element u of D t we get
Using the multiplication in D t and the action of D t over Reg D t , we obtain that the last equation is equivalent to 2 (h(u, e i ) · e i ) · e i + (h(e i , e i ) · e i ) · u = 2h(u, e i ) · e i + h(e i , e i ) · (e i u)
Putting u = x and i = 1 in (14), by the linear independence of x and y we get γ 1y = 0 and 2γ 1x = α 11 − α 12 .
Similarly, substituting u = x and i = 2 in (14) we get γ 2y = 0 and 2γ 2x = α 22 − α 21 .
Also, the substitutions u = y and i = 1 in (14) give θ 1x = 0 and 2θ 1y = α 11 − α 12 ,
while the substitutions u = y and i = 2 in (14) imply θ 2x = 0 and 2θ 2y = α 22 − α 21 .
By the equalities (15), (16), (17) and (18) we conclude that γ ix = θ iy and γ iy = θ ix = 0 for i = 1, 2. Therefore, h(e i , x) = γ ix x and h(e i , y) = γ ix y for i = 1, 2. Substituting a = x, b = e 1 , c = y and d = e 2 in (8), we get h ((xe 1 ) y, e 2 ) + h(xe 1 , y) · e 2 + h(x, e 1 ) · y · e 2 + h ((xe 2 ) y, e 1 ) + h(xe 2 , y) · e 1 + h(x, e 2 ) · y · e 1 − h ((e 1 e 2 ) y, x) + h(e 1 e 2 , y) · x + h(e 1 , e 2 ) · y · x = h(xe 1 , ye 2 ) + h(x, e 1 ) · (ye 2 ) + (xe 1 ) · h(y, e 2 ) + h(xe 2 , ye 1 ) + h(x, e 2 ) · (ye 1 ) + (xe 2 ) · h(y, e 1 )
− h(e 1 e 2 , yx) + h(e 1 , e 2 ) · (yx) + (e 1 e 2 ) · h(y, x) ,
and simplifying this equality we obtain h(xy, e 2 ) + 2(h(x, e 1 ) · y) · e 2 + h(xy, e 1 ) + 2(h(x, e 2 ) · y) · e 1 − 2(h(e 1 , e 2 ) · y) · x = x · (h(y, e 1 ) + h(y, e 2 )) + (h(x, e 1 ) + h(x, e 2 )) · y + 2h(e 1 , e 2 ) · (xy).
It is easy to see that the calculation of the left and right side of the latter equality based on the linear independence of e 1 and e 2 gives 2γ 1x = β 2 + α 11 and 2γ 2x = β 1 + α 22 .
Similarly, considering all replacements of elements D t in (8) we get formulas (15), (16), (17), (18) and (19). Now, solving the linear equations given by formulas (13) and (15)-(19), we obtain that γ ix , α ii , α ij , β j = −α ij (i = j) and ω i (i, j = 1, 2) are nonzero constants.
Observe that, if h ∈ Z 2 0 (D t , RegD t ), then h(x, x) = h(y, y) = 0, h(e 1 , e 1 ) = α 11 e 1 + α 12 e 2 , h(e 2 , e 2 ) = α 21 e 1 + α 22 e 2 ,
h(e 1 , e 2 ) = −α 21 e 1 − α 12 e 2 , h(x, y) = ω 1 e 1 + ω 2 e 2 , h(e 1 , x) = α 11 − α 12 2 x, h(e 1 , y) = α 11 − α 12 2 y, These bilinear forms generate Z 2 0 (D t , RegD t ), for i = 1, . . . , 6.
where µ : D t → Reg D t is an even linear mapping. So, we write µ(e i ) = λ i1 e 1 +λ i2 e 2 , µ(x) = λ xx x + λ xy y and µ(y) = λ yx x + λ yy y, where λ ij , λ lk ∈ F, for i, j = 1, 2 and l, k = x, y. Now, considering h(a, b) for all a, b ∈ D t in (20) we obtain h(e i , e i ) = −µ(e 2 i ) + e i · µ(e i ) + µ(e i ) · e i = −µ(e i ) + e i · µ(e i ) + µ(e i ) · e i = −(λ i1 e 1 + λ i2 e 2 ) + 2λ ii e i .
(21)
Setting here i = 1, we get h(e 1 , e 1 ) = α 11 e 1 + α 12 e 2 = λ 11 e 1 − λ 12 e 2 . By the linear independence of e 1 and e 2 we have λ 11 = α 11 and λ 12 = −α 12 .
Similarly, taking i = 2 in (21) we get h(e 2 , e 2 ) = α 21 e 1 + α 22 e 2 = −λ 21 e 1 + λ 22 e 2 . Thus, λ 21 = −α 21 and λ 22 = α 22 .
(23) Further, observe that h(x, y) = −µ(xy) + x · µ(y) + µ(x) · y = −µ(e 1 ) − tµ(e 2 ) + λ yy ( e 1 + t e 2 ) + λ xx ( e 1 + t e 2 ) = −µ(e 1 ) − tµ(e 2 ) + (λ xx + λ yy )( e 1 + t e 2 ), and hence h(x, y) = ω 1 e 1 + ω 2 e 2 = (−α 11 + α 12 t) e 1 + (α 12 − α 22 t) e 2 + (λ xx + λ yy )( e 1 + t e 2 ). Therefore, by the linear independence of e i (i = 1, 2) we conclude that ω 1 = −α 11 + α 12 t + λ xx + λ yy and ω 2 = α 12 − α 22 t + (λ xx + λ yy )t.
In a similar way, considering h(a, b) for all a, b ∈ D t in (20) we obtain (22), (23) and (24). Besides, solving the linear equations given by (22), (23) and (24) we get λ 11 = α 11 , λ 22 = α 22 , λ 12 = −α 12 , λ 21 = −α 21 ,
Therefore, by (25) we conclude that if h ∈ Z 2 0 (D t , Reg D t ), then h ∈ B 2 0 (D t , Reg D t ). By (4) , if h is a bilinear form, then h ∈ Z 2 1 (D t , Reg D t ) which means that h(e i , e j ), h(x, x), h(y, y), h(x, y), h(y, x) ∈ (Reg D t ) 1 and h(e i , x), h(x, e i ), h(e i , y), h(y, e i ) ∈ (Reg D t ) 0 for i, j = 1, 2. Therefore, by (7) we just have to consider elements h(e i , e i ), h(e i , e j ), h(e i , x), h(e i , y), h(x, x), h(y, y) and h(x, y) for i, j = 1, 2. Thus, we write bilinear forms h ∈ (Reg D t ) 1 as h(e i , e i ) = α ix x + α iy y, h(e 1 , e 2 ) = β x x+β y y, h(x, x) = η x x+η y y, h(y, y) = λ x x+λ y y, h(x, y) = ω x x+ω y y and h ∈ (Reg D t ) 0 as h(e i , x) = γ i1 e 1 + γ i2 e 2 , h(e i , y) = θ i1 e 1 + θ i2 e 2 , where α ik , β k , η k , λ k , ω k , γ ij , θ ij ∈ F, for i, j = 1, 2 and k = x, y.
Using (8), we proceed to determine α ik , β k , η k , λ k , ω k , γ ij , θ ij ∈ F, for i, j = 1, 2 and k = x, y. Assuming that u is odd element of D t and substituting in (7) we have that h(u, u) = (−1) |u||u| h(u, u). Thus h(u, u) = −h(u, u). Then, we conclude that h(u, u) = 0. In particular, h(x, x) = 0 and h(y, y) = 0. Now, substituting a = b = c = d by e i in (8), we get (h(e i , e i )·e i )·e i = e i ·h(e i , e i ) and then, we conclude that α ix x + α iy y = 0. By the linear independence of x and y, we get α ix = α iy = 0 for i = 1, 2. Therefore, h(e i , e i ) = 0 for i = 1, 2. Further, substituting a by u, b = d by e i and c by e j (i = j) and u an odd element in (8), we get 2 h ((ue i ) e j , e i ) + h(ue i , e j ) · e i + h(u, e i ) · e j · e i + h ((e i e i ) e j , u) + h(e i e i , e j ) · u + h(e i , e i ) · e j · u = 2 h(ue i , e j e i ) + h(u, e i ) · (e j e i ) + (ue i ) · h(e j , e i ) + h(e i e i , e j u) + h(e i , e i ) · (e j u) + (e i e i ) · h(e j , u).
Applying h(e i , e i ) = 0 and the action of D t over Reg D t , we get h(e i , e j ) · u = u · h(e i , e j ).
(26)
Putting u = x in (26), we obtain β y = 0. Similarly, if u = y in (26), we find that β x = 0. Therefore, we conclude h(e 1 , e 2 ) = 0. Moreover, substituting a by u, b = c by e i and d by e j (i = j) with u an odd element in (8), we get h ((ue i ) e i , e j ) + h(ue i , e i ) · e j + h(u, e i ) · e i · e j + h ((ue j ) e i , e i ) + h(ue j , e i ) · e i + h(u, e j ) · e i · e i + h ((e i e j ) e i , u) + h(e i e j , e i ) · u + h(e i , e j ) · e i · u = h(ue i , e i e j ) + h(u, e i ) · (e i e j ) + (ue i ) · h(e i , e j ) + h(ue j , e i e i ) + h(u, e j ) · (e i e i ) + (ue j ) · h(e i , e i ) + h(e i e j , e i u) + h(e i , e j ) · (e i u) + (e i e j ) · h(e i , u), using the multiplication and the action, we obtain that the last equation is equivalent to h(u, e j ) + 2h(u, e i ) · e j + 2h(u, e i ) · e i = h(u, e i ).
Assuming u = x in (27), we obtain h(x, e j ) + 2h(x, e i ) · e j + 2h(x, e i ) · e i = h(x, e i ). Further, substituting i = 1 and j = 2 in the last equality and using the linear independence of x and y, then γ 11 + γ 21 = 0 and γ 22 + γ 12 = 0.
In the same way, putting u = y in (27), we obtain h(y, e j ) + 2h(y, e i ) · e j + 2h(y, e i ) · e i = h(y, e i ). Assuming i = 1 and j = 2 in this equation, by the linear independence of x and y we find 
Assuming that i = 1 in (30) we conclude ω x = −θ 12 − 3θ 11 and ω y = 3γ 11 + γ 12 .
Similarly, putting i = 2 in (30) by the linear independence of x and y, we get ω x = −θ 21 − 3θ 22 and ω y = 3γ 22 + γ 21 .
Similarly, considering all replacements of elements D t in (8) we get formulas (28)-(32). Now, solving the linear equation system giving by (28)-(32) we get that nonzero constants are γ 11 = γ 22 = −γ 21 = −γ 12 , θ 11 = θ 22 = −θ 21 = −θ 12 , ω y = 2γ 11 and ω x = −2θ 11 . Observe that h ∈ Z 2 1 (D t , Reg D t ), then h(e i , e j ) = h(e i , e i ) = h(x, x) = h(y, y) = 0 for i, j = 1, 2 and h(e 1 , x) = γ 11 ( e 1 − e 2 ), h(e 2 , x) = γ 11 (− e 1 + e 2 ), h(e 1 , y) = θ 11 ( e 1 − e 2 ), h(e 2 , y) = θ 11 (− e 1 + e 2 ) and h(x, y) = −2θ 11 x + 2γ 11 y.
Consider that h i ∈ Z 2 1 (D t , Reg D t ), i ∈ {1, 2} such that the nonzero images of the bilinear forms are
These bilinear forms generate Z 2 
By h(e i , u) = h(u, e i ) and equalities (34) and (35), it is easy to see that u · µ(e i ) = µ(e i ) · u.
Assuming u = x in (36) we conclude that λ iy = 0, i = 1, 2. Similarly, with u = y, we get λ ix = 0, i = 1, 2. Therefore, µ(e i ) = 0, i = 1, 2. So, we write h(e i , u) = − µ(u) 2 + e i · µ(u)
Let i = 1 and u = x in (37), we get h(e 1 , x) = − 1 2 λ x1 e 1 + λ x2 e 2 + λ x1 e 1 , which is equivalent to γ 11 ( e 1 − e 2 ) = − 1 2 λ x1 e 1 + λ x2 e 2 + λ x1 e 1 . By the linear independence of e 1 and e 2 , we conclude 2γ 11 = λ x1 and 2γ 11 = λ x2 . Similarly, putting i = 2 and u = x in (37), we get 2γ 11 = λ x1 and 2γ 11 = λ x2 . Analogously with u = y in (37), we obtain 2θ 11 = λ y1 and 2θ 11 = λ y2 . Therefore, λ x1 = λ x2 and λ y1 = λ y2 . 
Replacing u = x in (39), we get (λ x1 + λ x2 ) x = 0. Then by (38) in this equation we conclude λ xi = 0, i = 1, 2. Therefore µ(x) = 0. Analogously with u = y in (39) by (38), we obtain µ(y) = 0. In conclusion, B 2 1 D t , Reg D t = 0. Consequently,
Now, we proof the main result of this paper. Proof. The proof holds by Lemmas 2, 3 and Definition 1.
Corollary 5. Let M 1|1 (F) (+) Jordan superalgebra [3, 14] , then
Proof. The proof follows from Theorem 4 and the isomorphism D −1 ∼ = M 1|1 (F) (+) .
