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1
Abstract
Concentration compactness method is a powerful techniques for es-
tablishing existence of minimizers for inequalities and of critical points
of functionals in general. The paper gives a functional-analytic for-
mulation for the method in Banach space, generalizing the Hilbert
space case elaborated in [16]. The key object is a dislocation space -
a triple (X,F,D), where F is a convex functional that defines a norm
on Banach space X , and D is a group of isometries on X . Bounded
sequences in dislocation spaces admit a decomposition into an asymp-
totic sum “profiles” w(n) ∈ X dislocated by actions of D, that is, a sum
of the form
∑
n
g
(n)
k
w(n), g
(n)
k
∈ D, while the remainder term converges
weakly under actions of any sequence gk ∈ D (D-weak convergence).
This decomposition allows to extend the weak convergence argument
from variational problems with compactness to problems where X is
cocompactly (relatively to the group D) imbedded into a Banach space
Y , that is, when every sequence D-weakly convergent in X is conver-
gent in the norm of Y . We prove a general statement on existence
of minimizers in cocompact imbeddings that applies, in particular to
Sobolev imbeddings which lack compactness (unbounded domain, crit-
ical exponent) including the subelliptic Sobolev spaces and spaces over
Riemannian manifolds.
1 Introduction
Minimizers for an inequality in a functional space often do not exist, or can-
not be obtained by a straightforward compactness reasoning, since in gen-
eral one may expect that the minimization sequence converges only weakly.
Concentration compactness method presented in the celebrated papers of
P.-L.Lions [8, 9, 10, 11]) uses detailed structural information about mini-
mization sequences in order to verify convergence in problems that a priori
lack compactness. The core idea of concentration compactness is that if the
problem possesses a noncompact invariance group G, lack of convergence can
be attributed to the action of G, and thus a given sequence becomes conver-
gent only after the terms (“profiles”), dislocated by the transformations, are
“factored out”. Elaborations of the original classification of weak convergent
sequences by Lions into tight, vanishing and dichotomous, which are often
called “splitting lemmas” were given for specific cases by Struwe [15], Brezis
and Coron [4], Lions himself [12], and numerous authors afterwards. The
“splitting lemmas”, which were originally established for critical sequences
of specific functionals in specific functional spaces, have been later summa-
rized by the author in a structural statement that holds in the general Hilbert
1
space (see [16] and references therein) using asymptotic orthogonality of dis-
located profiles: if gk ∈ D, where D is a fixed group of unitary operators,
uk ⇀ w, gkuk ⇀ w2, and vk = uk −w1 − g
−1
k w2 then uk = w1 + g
−1
k w2 + vk
is an asymptotically orthogonal sum in the sense that the scalar product of
any two terms in it converges to zero. Furthermore, this construction may
be iterated. Under general conditions, subtraction of all dislocated profiles
of a bounded sequence (nonzero weak limits of sequences gkuk with different
sequences gk) amounts to a sequence that weakly converges to zero under all
dislocations (D-weak convergence). In fact this construction is useful only
to an extent that D-weak convergence is meaningful. One may say that
the Hilbert space is cocompactly (relatively to D) imbedded into a Banach
space Y if D-weak convergence in X implies convergence in Y . For ex-
ample, subcritical Sobolev imbeddings on complete Riemannian manifolds
are cocompact with respect to the action of any subgroup of the isometry
group of the manifold if the manifold itself is cocompact with respect to this
subgroup.
In the present paper we give a tentative generalization of this framework
to Banach spaces, where one can no longer rely on the notion of asymptotic
orthogonality. Its natural counterpart is asymptotic additivity or subad-
ditivity of energy functionals with respect to dislocated profiles (it makes
sense indeed to call a functional with such additivity property an energy, in-
dicating that it is asymptotically additive over asymptotically separate (e.g.
with asymptotically disjoint supports) clusters of the physical system that it
models). Such asymptotic additivity is realized, in particular, in Brezis-Lieb
lemma [3]
Many applications of the concentration compactness method, such as
existence of minimizers in isoperimetric problems or compactness of imbed-
dings of subspaces of functions with symmetries, are realized already on
the functional-analytic level, with immediate applications to Sobolev spaces
Wm,p over Riemannian (and sub-Riemannian) manifolds and their flask sub-
domains.
In Section 2 we prove the main structural theorem. Section 3 deals
with functional-analytic statements on existence of minimizers in isoperi-
metric problems. Section 4 extends the results of two previous cases to non-
invariant subspaces, and in Section 5 some compactness results are given.
2
2 Dislocation space and weak convergence decom-
position
In this section we prove a structural theorem for bounded sequences in a
class of Banach spaces associated with convex functionals.
LEMMA 2.1. Let X be a vector space and let F ∈ C2(X) be an even
nonnegative convex function with F−1(0) = {0}. Then the map λ : X →
[0,∞),
λ(u) = inf{λ > 0 : F (λ−1u) ≤ 1} (1)
is a norm on X and λ = ‖u‖, for any u ∈ X \ {0}, is the unique solution of
F (λ−1u) = 1.
Proof. Homogeneity of λ(u) is immediate from the definition. If u = 0 then
F (λ−1u) = 0 for all λ > 0 and thus λ(0) = 0. Since F−1(0) = {0}, for
every u ∈ X \ {0}, the even convex function t ∈ R 7→ F (tu) is strictly
monotone and unbounded from above. In particular, λ(u) > 0 whenever
u 6= 0. Furthermore, by strict monotonicity, F (λ−1u) = 1 has a unique
solution λ1, and since F (λ
−1u) > 1 whenever λ < λ1, the infimum in (1)
is attained at λ1 = λ(u). It remains to prove the triangle inequality. By
convexity of F ,
F
(
u+ v
λ(u) + λ(v)
)
= F
(
λ(u)
λ(u) + λ(v)
u
λ(u)
+
λ(v)
λ(u) + λ(v)
v
λ(v)
)
≤
λ(u)
λ(u) + λ(v)
F
(
u
λ(u)
)
+
λ(v)
λ(u) + λ(v)
F
(
v
λ(v)
)
=
λ(u)
λ(u) + λ(v)
+
λ(v)
λ(u) + λ(v)
= 1.
Definition 2.2. A dislocation space is a triple (X,F,D), where the pair
(X,F ) is as in Lemma 2.1, F ∈ C(X) is uniformly continuous on bounded
sets, the Banach spaceX is separable and reflexive, andD is a group of linear
operators onX, closed with respect to the strong (elementwise) convergence,
satisfying F ◦ g = F for all g ∈ D, and such that
gk ∈ D, gk 6⇀ 0, uk ⇀ 0⇒ gkuk ⇀ 0 on a subsequence. (2)
Moreover, if sequences {g
(n)
k }k∈N ⊂ D, n = 1, . . . ,M , M ∈ N, satisfy
g
(m)
k
−1
g
(n)
k ⇀ 0, m 6= n, (3)
3
and uk ∈ X is a bounded sequence such that g
(n)
k
−1
uk ⇀ w
(n), n = 1, . . . ,M ,
then
lim inf F (uk) ≥
M∑
n=1
F (w(n)). (4)
and
F (
M∑
n=1
g
(n)
k w
(n))→
M∑
n=1
F (w(n)). (5)
Remark 2.3. It is easy to see that conditions (4) and (5) are satisfied if F
satisfies the Brezis-Lieb property:
uk ⇀ u⇒ F (uk)− F (u)− F (uk − u)→ 0.
In particular, if X is a Hilbert space and F (u) = ‖u‖2, then
‖uk‖
2 − ‖uk − u‖
2 − ‖u‖2 = 2(uk, u)− 2‖u‖
2 → 0.
When F (u) =
∫
ϕ(u)dµ with ϕ from a class of functions on a measure space
that includes ϕ(t) = |t|p, p ∈ (1,∞), Brezis-Lieb property has been verified
in [3] under an additional condition uk → 0 a.e., although since L
2 is a
Hilbert space, this condition redundant when p = 2.
Examples of dislocation spaces:
1. (H,F,D), where H is a separable Hilbert space; F (u) = ‖u‖2; and the
group D of unitary operators satisfies (2), in particular, as in any of
the examples below with p = 2. This case is elaborated in [16].
2. (W 1,p(M), ‖·‖p,D), whereM is a complete ( sub- ) Riemannian man-
ifold, W 1,p(M), p > 1, is a Sobolev space associated with the p-( sub-
)Laplacian and D = {u 7→ u ◦ η}η∈Iso(M).
In particular, (W 1,p(RN ), ‖ · ‖p,D) with the group of shifts D = {u 7→
u(·+ y)}y∈RN }.
3. (D1,p(G), ‖
√
L(u)‖pp,D′), where G is a Carnot group of homogeneous
dimensionQ with invariant subelliptic Lagrangean L(u) =
∑
i |du(Xi)|,
Xi are generators of the correspondent Lie algebra, 1 < p < Q, and D
′
is a product group of the actions of left group shifts and of the group
of dilation actions u 7→ t
Q−p
p u ◦ δt, t > 0, where δt : G→ G, t ∈ (0,∞)
are homogeneous dilations on G. In particular, (D1,p(RN ), ‖∇·‖pp,D′),
1 < p < N , where D′ is a product group of Euclidean shifts and of the
group of dilation actions u 7→ t
N−p
p u(t·), is a dislocation space.
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Definition 2.4. Let X be a Banach space and let D be a group of linear
isometries on X. One says that a sequence uk ∈ X converges D-weakly to
u ∈ X (to be denoted uk
D
⇀ u) if for any sequence gk ∈ D, gk(uk − u)⇀ 0.
LEMMA 2.5. Let (X,F,D) be a dislocation space. If F (uk) → 0 then
uk
D
⇀ 0.
Proof. Since F (uk) ≤ 1 for all k sufficiently large, ‖uk‖ ≤ 1. On every
weakly convergent renumbered subsequence of uk, F (w-lim uk) ≤ limF (uk) =
0 and consequently uk ⇀ 0. Since D preserves F , the same conclusion ap-
plies to gku for any sequence gk ∈ D.
THEOREM 2.6. Let (X,F,D) be a dislocation space. If uk ∈ X is a
bounded sequence, then there exists a set N0 ⊂ N, w
(n) ∈ X, sequences
{g
(n)
k }k∈N ⊂ D with g
(1)
k = id, satisfying (3), n ∈ N0, such that for a
renumbered subsequence,
w(n) = w-lim g
(n)
k
−1
uk, (6)∑
n∈N0
F (w(n)) ≤ lim supF (uk) (7)
uk −
∑
n∈N0
g
(n)
k w
(n) D⇀ 0, (8)
where the series
∑
n∈N0
g
(n)
k w
(n) converges uniformly in k in the sense that
sup
k∈N
F

∑
n≥m
g
(n)
k w
(n)

→ 0 as m→∞. (9)
Proof. 1. Once (3) is proved, and w(n) satisfy (6), inequality (4) from Defi-
nition 2.2 holds for every M ∈ N and thus the series in (7) converges.
2. Observe that if uk
D
⇀ 0, the theorem is verified with N0 = ∅. Otherwise
consider the expressions of the form
w(1) =: w-lim g
(1)
k
−1
uk. (10)
The sequence uk is bounded, D is a set of isometries, so the sequence in (10)
is bounded and thus, for any choice of gk ∈ D, it has a weakly convergent
subsequence. Since we assume that uk does not converge D-weakly to zero,
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there exists necessarily a renumbered sequence g
(1)
k that yields a non-zero
limit in (10).
Let
v
(1)
k = uk − g
(1)
k w
(1),
and observe by (10) that
g
(1)
k
−1
v
(1)
k = g
(1)
k
−1
(uk − w
(1))⇀ 0. (11)
If v
(1)
k
D
⇀ 0, the theorem is verified with N0 = {1}. If not – we repeat
the argument above – there exist, necessarily, a sequence g
(2)
k ∈ D and a
w(2) 6= 0 such that, on a renumbered subsequence,
g
(2)
k
−1
v
(1)
k ⇀ w
(2).
Let us set
v
(2)
k = v
(1)
k − g
(2)
k w
(2).
Then we will have an obvious analog of (11):
g
(2)
k
−1
v
(2)
k = g
(2)
k
−1
(v
(1)
k − w
(2))⇀ 0. (12)
If we assume that
g
(1)
k
−1
g
(2)
k 6⇀ 0,
then by (12) and (2),
g
(1)
k
−1
(v
(1)
k − g
(2)
k w
(2))⇀ 0,
which, due to (11), yields
g
(1)
k
−1
g
(2)
k w
(2) ⇀ 0. (13)
We now use (2) again to replace in (13) g
(1)
k
−1
with g
(2)
k
−1
, which results in
w(2) ⇀ 0, (14)
which cannot be true since we assumed w(2) 6= 0. From this contradiction
follows
g
(1)
k
−1
g
(2)
k ⇀ 0. (15)
Then we also have
g
(2)
k
−1
g
(1)
k ⇀ 0.
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Indeed, it this were false, then from (2) and (15) we have on a subsequence
id = g
(2)
k
−1
g
(1)
k g
(1)
k
−1
g
(2)
k ⇀ 0,
which is obviously false. Recursively we define:
v
(n)
k = v
(n−1)
k − g
(n)
k w
(n) = uk − g
(1)
k w
(1) − · · · − g
(n)
k w
(n), (16)
where
w(n) = w-lim g
(n)
k
−1
v
(n−1)
k ,
calculated on a successively renumbered subsequence. We subordinate the
choice of g
(n)
k and thus extraction of this subsequence for every given n to
the following requirements. For every n ∈ N we set
Wn = {w ∈ H \ {0} : ∃gj ∈ D, {kj} ⊂ N : g
−1
j v
(n)
kj
⇀ w},
and
tn = sup
w∈Wn
F (w).
Note that tn < ∞, since all operators involved at all steps leading to the
definition of Wn have uniform bounds.
If for some n, tn = 0, the theorem is proved with N0 = {1, . . . , n − 1}.
Otherwise, we choose a w(n+1) ∈Wn such that
F (w(n+1)) ≥
1
2
tn (17)
and the sequence g
(n+1)
k is chosen so that on a subsequence that we renumber,
g
(n+1)
k
−1
v
(n)
k ⇀ w
(n+1). (18)
An argument analogous to the one brought above for n = 1 shows that
g
(p)
k
−1
g
(q)
k ⇀ 0 whenever p 6= q, p, q ≤ n. (19)
This allows to deduce immediately (6) from (18) as well as (7). From (4)
and(17) follows ∑
n≥2
tn ≤ 2F (uk).
Let ϕi, i ∈ N, be a normalized basis in X
∗. Then by definition of Wn,
lim sup
k
∑
i
2−i sup
g∈D
〈gv
(n)
k , ϕi〉
2 ≤ 4t2n, n ∈ N.
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Let k(n) be such that∑
i
2−i sup
g∈D
〈gv
(n)
k(n), gϕi〉
2 ≤ 8t2n, n ∈ N. (20)
This implies that
sup
g∈D
〈gv
(n)
k(n), ϕ〉 → 0
for any ϕ that is a linear combination of ϕi, and an elementary density
argument extends this relation to any ϕ ∈ X∗, so that
v
(n)
k(n)
D
⇀ 0
as n→∞. Instead of k(n) selected for each n from the index set of a renum-
bered subsequence of uk (that was produced by successive extractions), we
will now use the correspondent index (preserving the notation k(n)) from
the original enumeration of uk. (This change of enumeration affects also the
terms g
(j)
k(n), j = 1, . . . , n, in the definition (16) of v
(n)
k(n).) Then we conclude
that
v
(n)
k(n) = uk(n) −
∑
j≤n
g
(j)
k(n)w
(j) D⇀ 0.
Since the final extraction is a subsequence of the sequence in (19), (3) follows.
Note that k(n) can be chosen in (20) arbitrarily large, and in particular
large enough so that the series
∑
j g
(j)
k(n)w
(j) is uniformly convergent in the
sense of (9) due to (7) and (3), and therefore (8) follows. Indeed, one can
always choose a subsequence of g
(m+1)
k so that, by (5),∣∣∣∣∣F
(
m+1∑
n=1
g
(n)
k w
(n)
)
− F
(
m∑
n=1
g
(n)
k w
(n)
)
− F (w(m+1))
∣∣∣∣∣ ≤ 2−k−m.
Finally, if w(1) = w-lim uk 6= 0, we could have chosen g
(1)
k = id at the first
step. If w-limuk = 0, we renumber the terms in expansion by n = 2, 3, . . .
and set g
(1)
k = id, w
(1) = 0.
3 Cocompactness and minimizers
In this section we give a functional-analytic formalization of the minimiza-
tion reasoning of P.-L.Lions ([8]) in cocompactly imbedded dislocation spaces.
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Definition 3.1. One says that a continuous imbedding of a Banach space
X into a Banach space Y is cocompact relatively to a group D of isomet-
ric linear operators on X if every D-weakly convergent sequence uk ∈ X
converges in Y .
Note that it does not follow from this definition that the quotient X/D
is compactly imbedded into Y . If D = {id}, the cocompact imbedding
becomes compact.
The following imbeddings are cocompact.
1. W 1,p(RN ), is cocompactly imbedded into Lq(RN ), relatively to the
group of lattice shifts u 7→ u(· + y), y ∈ ZN , when p < q < Np
N−p
for
N > p or q > p for N ≤ p.
2. Let M be a complete N -dimensional Riemannian manifold cocompact
with respect to a subgroup G of its isometry group Iso(M), that is,
there exists a compact set V ⊂ M such that ∪η∈GηV = M . Then,
W 1,p(M) with the invariant norm ‖u‖p =
∫
(|du|p + |u|p)dµ is co-
compactly imbedded into Lp(M) for the same values of p as above,
relatively to the group {u 7→ u ◦ η}η∈G.
3. Let G be a Carnot group of homogeneous dimension Q. Then D1,p(G),
p < Q, is cocompactly imbedded into Lp
∗
(G) where p∗ = pQ
Q−p
, rela-
tively to a product group of left shifts and discrete dilation action
u 7→ 2
Q−p
p
ju ◦ δ2j , j ∈ Z. In particular, D
1,p(RN ) is cocompactly
imbedded into Lp
∗
(RN ) for p < N .
The Euclidean case of the statements above, with the group of RN -shifts,
and, in the limit Sobolev case, with the continuous dilation group, is due
to Lieb [7] and Lions ([8, 10]). The proof in the case of a manifold and of
discrete dilations is found in [16] for p = 2. The general case can be proved
by direct analogy with those.
In what follows assume that
(A) (X,F,D) is a dislocation space, (Y,G) is as in Lemma 2.1, G ∈ C(X),
X is continuously imbedded into Y , and D has an extension into Y such
that G◦g = G for all g ∈ D. Moreover, G satisfies the Brezis-Lieb property:
G(uk)−G(u) −G(u− uk)→ 0 whenever uk ⇀ u in X. (21)
LEMMA 3.2. Let (Y,G,D) satisfy assumption (A). Then the function G
is continuous in Y .
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Proof. Let uk → u in Y . By Lemma 2.1, G(uk − u)→ 0. By (21),
limG(uk)−G(u) = limG(uk − u) = 0.
Let
ct = inf
u∈X:G(u)=t
F (u), t > 0. (22)
PROPOSITION 3.3. Assume (A) and
(B) D contains a subsequence gk ⇀ 0.
Then for any τ ∈ [0, t],
ct ≤ cτ + ct−τ . (23)
Proof. Fix ǫ > 0 and let v,w ∈ X satisfy respectively G(v) = τ , F (v) ≤
cτ + ǫ/2 and G(w) = t − τ , F (w) ≤ ct−τ + ǫ/2. Let gk ⇀ 0 and let
uk = v + gkw. Then by (21), G(uk) → G(v) + G(w) = t. On the other
hand, by (5) F (uk)→ F (v)+F (w) ≤ cτ + ct−τ + ǫ. Since ǫ is arbitrary, this
implies (23).
We show existence of constrained minima under assumptions of the strict
inequality in (23) and of cocompactness. This is a functional-analytic for-
malization of the analogous results of Lions.
LEMMA 3.4. Assume (A) and let the embedding of X into Y be cocom-
pact. Then for all a, b > 0
inf
G(au)>b
F (u) > 0. (24)
Proof. Assume that there is a sequence uk ∈ X such that F (uk)→ 0, while
G(auk) > b. By Lemma 2.5, auk
D
⇀ 0 and by cocompactness of imbedding
auk → 0 in Y . By Lemma 3.2, G is continuous and therefore G(auk) → 0,
a contradiction.
THEOREM 3.5. Assume (A) and (B). Then for every minimizing se-
quence uk for (22), t > 0 there exists a sequence gk ∈ D such that gkuk
converges D-weakly to a point of minimum. if and only if for every τ ∈ (0, t)
ct < cτ + ct−τ . (25)
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Proof. Note that by (24) we have ct > 0.
Sufficiency. Assume (25). Let uk ∈ X be a minimizing sequence, that is,
F (uk) = ct and G(uk)→ t. If uk
D
⇀ 0, then uk → 0 in Y by cocompactness,
andG(uk)→ 0 by Lemma 3.2, which contradicts ct > 0. Consequently, there
exists a sequence gk ∈ D such that, on a renamed subsequence, gkuk ⇀
w(1) 6= 0 in X. By invariance of the problem, gkuk is also a minimizing
sequence that we now rename as uk. Let g
(n)
k , w
(n) be as provided by
Theorem 2.6. By (7) ∑
n
F (w(n)) ≤ c(t),
and from iteration of (21) and cocompactness of the imbedding follows∑
n
G(w(n)) = t.
Let G(w(n)) = τn. Then ∑
n
cτn ≤ ct,
which by (25) is false unless all but one of the values τn is zero. Since τ1 6= 0,
we conclude that uk − w
(1) D⇀ 0. By cocompactness uk → w
(1) in Y and
by continuity of G, G(w(1) = t. By weak lower semicontinuity, F (u) ≤ ct.
Since ct is the infimum over functions with G(u) = t, w
(1) is necessarily a
minimizer.
Necessity. Assume now that (25) does not hold for some 0 < τ < t. By (23)
this implies cτ + ct−τ = ct. Let vn, wn ∈ X satisfy respectively G(vn) = τ ,
F (vn) ≤ cτ+1/n and G(wn) = t−τ , F (wn) ≤ ct−τ+1/n, n ∈ N. Let gk ⇀ 0
and let unk = vn + gkwn. Then for every n there exists kn such that for all
k ≥ kn, supk≥kn |G(unk)− t| → 0 by (21), and supk≥kn |F (unk)− ct| → 0 by
(5), as n→∞. Without loss of generality, vn ⇀ v 6= 0 and wn ⇀ w 6= 0 (if
one of vn and wn is D-weakly convergent to zero, then τ = 0 or τ = t). Let
now ψj, j ∈ N be a basis in X
∗. Then
∑
j∈N
|〈ψj , gk′nwn〉|
2
2j
→ 0
if only one chooses k′n ≥ kn sufficiently large. This implies that gk′nwn ⇀ 0.
A similar argument allows to select a further subsequence such that g−1k′′n
vn ⇀
0. Consequently, w-lim(vn + gk′′nwn) = v 6= 0, while w-lim(g
−1
k′′n
vn + wn) =
w 6= 0. Thus we have constructed a minimization sequence that is not
D-weakly convergent.
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Note that that the proof of sufficiency does not require condition (B).
THEOREM 3.6. Let (X,F,D) be a dislocation space, and assume (25),
(A) and (B). Let f, g : X → R be nonnegative weakly continuous functions,
at least one of them is positive for u 6= 0, and let
c′t = inf
G(u)+g(u)=t
(F (u)− f(u)), t > 0. (26)
If for every τ ∈ (0, t)
c′t < c
′
τ + ct−τ , (27)
then every minimizing sequence for (26) converges D-weakly to a point of
minimum.
Using an argument repetitive of that in Proposition 3.3 one can easily
see that c′t ≤ c
′
τ + ct−τ for any τ ∈ (0, t), t > 0, so the role of condition (27)
is similar to that of (25).
Proof. The proof is analogous to the proof of Theorem 3.5 and to the similar
statement in [8]. Let uk ∈ X be a minimizing sequence, that is, (F−f)(uk) =
c′t and (G + g)(uk)→ t. Let g
(n)
k , w
(n) be as provided by Theorem 2.6. By
iteration of (21), taking into account cocompactness,
g(w(1)) +
∑
n
G(w(n)) = t.
Let G(w(1)) + g(w(1)) = τ1 and G(w
(n)) = τn, n ≥ 2, so that
∑
τn ≤ t.
From By (7) one has also∑
n
F (w(n))− f(w(1)) ≤ c′(t),
which implies
c′τ1 +
∑
n≥2
cτn ≤ c
′
t.
This contradicts (25) and (25) unless all but one of the values τn is zero.
Assume that τm = 1 for some m ≥ 2. Then ct ≤ c
′
t, which is false (the
opposite strict inequality follows from the from substitution of the minimizer
of (22) into (26)). Consequently, uk − w
(1) D⇀ 0, (G + g)(w(1)) = t and
(F − f)(w(1)) ≤ c′t, so w
(1) is necessarily a minimizer.
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4 Flask subspaces
Theorem 2.6 can be extended to certain subspaces of a dislocation space
which are not D-invariant.
Definition 4.1. Let (X,F,D) be a dislocation space. A subspace X0 of
X is called a flask subspace if gkuk ⇀ u, gk ∈ D, uk ∈ X0, implies that
gu ∈ X0 for some g ∈ D.
PROPOSITION 4.2. let (X,F,D) be a dislocation space with a flask sub-
space X0 and let uk ∈ X0 be a bounded sequence. Then Theorem 2.6 holds
with w(n) ∈ X0.
Proof. Since X0 is a flask subspace, gnw
(n) ∈ X0 for some gn ∈ D, n ∈ N.
Set w˜(n) = gnw
(n) and g˜
(n)
k = g
(n)
k g
−1
n , so that (8) holds with w˜
(n) and g˜
(n)
k .
It is easy to see that sequences g˜
(n)
k satisfy (3).
COROLLARY 4.3. Proposition 3.3, Lemma 3.4, Theorem 3.5 and Theo-
rem 3.6 remain valid if X in the statements (22),(26) is replaced by a flask
subspace X0.
Flask subspaces are a functional-analytic generalization of the caseH10 (Ω)
with a flask domain Ω ⊂ RN in the sense of del Pino - Felmer [14].
PROPOSITION 4.4. Let M be a complete Riemannian manifold, cocom-
pact with respect to a subgroup G of its isometry group Iso(M). Let Ω ⊂M
be an open set with a piecewise smooth boundary. If for every sequence
ηk ∈ G there exists η ∈ Iso(M) such that
lim inf ηk(Ω) ⊂ η(Ω), (28)
then W 1,p0 (Ω), p > 1, is a flask subspace of W
1,p(M) relatively to the group
{u 7→ u ◦ η}η∈G.
Proof. First observe that, for arbitrary functions, if uk(x) → u(x) and
u(x) 6= 0, then necessarily uk(x) 6= 0 for all k sufficiently large. In other
words,
{u 6= 0} ⊂ lim inf{uk 6= 0}
If uk ◦ ηk ⇀ u in W
1,p(M), then uk ◦ ηk converges almost everywhere as
well, and we conclude from (28) that for some η ∈ Iso(M), u = 0 a.e. on
M \ η(Ω). In order to apply Hedberg’s trace theorem [2] (to regularized u)
it remains to note that u = 0 on M \ (η(Ω) and, since ∂Ω is sufficiently
smooth, u = 0 on η(∂Ω) as well, which yields u ∈W 1,p0 (η(Ω)).
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5 Compact imbeddings
This section deals with abstract analogs of sufficient conditions for compact-
ness of Sobolev imbeddings on unbounded domains (see e.g [1],[5]).
PROPOSITION 5.1. Let (X,F,D) be a dislocation space cocompactly
imbedded into a Banach space Y . Assume (B). Let X0 be a subspace of X.
If for every sequence uk ∈ X0
{gk} ⊂ D, gk ⇀ 0⇒ gkuk ⇀ 0, (29)
then the imbedding of X0 into Y is compact.
Proof. By (B), a sequence gk ⇀ 0 exists. Then, since the sequence gkuk is
bounded, and gk are isometries, uk is a bounded sequence. Without loss of
generality it suffices to assume that uk has the form (8). Then condition (29)
implies uk − w-limuk
D
⇀ 0. Since the imbedding of X into Y is cocompact,
this implies uk − w-limuk → 0 in Y .
COROLLARY 5.2. Let M be a sub-Riemannian manifold of homogeneous
dimension Q cocompact with respect to Iso(M). If Ω ⊂ M is an open set
and if for any sequence ηk ∈ Iso(M) such that, for some x0 ∈ M , ηk(x0)
has no convergent subsequence,
lim inf ηk(Ω) has measure zero,
then W 1,p0 (Ω) is compactly imbedded into L
q(Ω), 1 < p < q < p∗.
Proof. Since the imbedding in question is cocompact, the statement follows
from Proposition 5.1 once we observe that the operator sequence u 7→ u◦ηk,
with ηk as above, is weakly convergent to zero. Indeed, if it does not, then,
necessarily, there exists a compact set V ⊂ M such that, for a renamed
subsequence, ∪kηkV is a bounded set. Since ηk are isometries, this yields,
by Arzela-Ascoli theorem, that a subsequence of ηk is convergent uniformly
on compact sets, and in particular, ηk(x0) is convergent, a contradiction.
The following statement generalizes the well known compactness for sub-
spaces of radial functions (e.g. [6]).
THEOREM 5.3. Let (X,F,D) be a dislocation space cocompactly imbedded
into a Banach space Y . Let C be a group of linear automorphisms of X that
preserves F , such that for every c ∈ C \{id} and for every sequence gk ∈ D,
gk ⇀ 0,
g−1k cgk ⇀ 0. (30)
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Let
XC = {u ∈ X : cu = u, c ∈ C}.
Then the imbedding of the subspace XC into Y is compact.
Proof. Let uk be a bounded sequence in XC and consider its expansion (8).
Then for any c ∈ C, c−1uk = uk and therefore
uk −
∑
n
cg
(n)
k w
(n) (31)
Assume that there is at least one term w(n) 6= 0, with n > 2, say, with n = 2.
Then by (30),
g
(2)
k
−1
cg
(2)
k ⇀ 0, c ∈ C \ {id},
for every c, c′ ∈ C, c′ 6= c
(c′g
(2)
k )
−1cg
(2)
k ⇀ 0,
and, furthermore
(cg
(2)
k )
−1uk ⇀ w
(2), c ∈ C.
Let M ∈ N and let CM be any subset of C with M elements. Then, by (4),
F (uk) ≥
∑
c∈CM
F (w(2)) =MF (w(2)).
Since M is arbitrary and the left hand side is bounded, we arrive at a
contradiction. Consequently, uk
D
⇀ w(1). Since the imbedding of XC into Y
is cocompact, uk → w
(1) in Y .
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