Introduction
The high-angle annular dark field scanning transmission electron microscopy (HAADF-STEM) is one of the high-resolution electron microscopy techniques that benefits most from the recent technical improvement of the aberration corrector (Haider et al., 1998) , pushing the lateral resolution reliably to sub Angstrom (Nellist et al., 2004) . As a result, the HAADF-STEM technique has attracted enormous attention for its applications in tomography (Van Aert et al., 2011; Scott et al., 2012) , size/mass/thickness measurement at atomic scale (Han et al., 2012; Young et al., 2008; Katz-Boon et al., 2013) , structure characterization Chen et al., 2013) and composition measurement (Kauko et al., 2012) . Differing from the conventional transmission electron microscopy (CTEM), where the specimen is illuminated by a (nearly) parallel broad beam (Wang, 2000) , HAADF-STEM uses a sharply focused beam to scan across the specimen and the annular dark field (ADF) detector collects only the scattered electrons. The resulting image contrast is often referred as Z-contrast. This is because, to the first order approximation, the electron scattering can be considered in analogy with Rutherford scattering, where the scattering cross section is proportional to Z n in which Z is the atomic number of the element in study and the power exponent n is around 1.7 (Wang et al., 2011) .
The highly localized interaction between the electron beam and the specimen leads to the formation of the transversal incoherent image by collecting either the dynamically scattered coherent electrons or thermally scattering electrons (Nellist and Pennycook, 1999; Jesson and Pennycook, 1995) as long as the collection angle of the HAADF detector is large enough (approximately three times larger than the convergence angle; Hartel et al., 1996) . This imaging mode has the advantage of the direct interpretation with no contrast reversal issues with changes of defocus condition, a problem in CTEM (Nellist and Pennycook, 2000) . However, quantitative understanding of the image intensity for each pixel, which is often expressed as a percentage of the incident beam (LeBeau et al., 2008) , is not a trivial task and simulation is usually needed. One of the most widely used image simulation methods is the multislice simulation (Kirkland, 2010) that considers both the dynamically scattered electrons and thermally scattered electrons. In this simulation, the specimen is sectioned into slices, the electron beam is modified by the atomic potential in each slice and the modified wave propagates in the free-space within the slice. The resulting scattered intensities are then integrated over the detector area and the result is evaluated pixel by pixel. The multislice simulation of the STEM image formation is inherently slow. Currently, there are several sophisticated open-sources (Koch, 2002; Galindo et al., 2008;  Grillo and Rotunno, 2013) or commercially available STEM software (HREM). However, the time required to complete each simulation is usually an issue, in particular, when a desktop computer is used (Dwyer, 2010) . Today, the advancement of sophisticated microscopes has already enabled very fast image acquisition, for example, a few seconds or less per image. The increasingly wide availability of the state-of-art HAADF-STEM means that the image simulation is, in many cases, now the bottleneck for understanding the three dimensional structure of nanoparticles. This is especially problematic in the case of studying the dynamic behavior of nanoparticles where usually a large number of images of the nanoparticles are required and their interpretation requires comparison of the image simulation with the suitable model atomic structures. This is a time-consuming process and especially so for many researchers who have limited access to supercomputing facilities. However, it has been demonstrated experimentally that the electron scattering can be approximated by kinematic scattering for atomic columns less than 10-50 atoms Li et al., 2008; LeBeau et al., 2010; Van Aert et al., 2013) , depending on the orientation of nanoparticles to the electron beam and electron mean free paths in the materials. The assumption of kinematical scattering significantly simplifies the calculation involved, as the intensity-thickness relation can be treated as a linear function.
In this work, we introduce a kinematic-model-based method (Curley et al., 2007) , which accelerates the HAADF-STEM simulation to achieve nearly 'real time' simulation on an Intel CPU with a clock speed of 3.2 GHz (380 MGFLOPS), for isolated nanoparticles containing less than 1000 atoms (∼3 nm in diameter, assuming an approximately spherical shape). The equivalent thickness of 3 nm should be applied for nanoparticles of other shape. The software is written in Matlab 7.12.0.635 (R2011a) and a Graphic User Interface (GUI) has been incorporated to ease the steps of imaging parameter optimization. In this paper, the basic mathematical description of the simulation is introduced and several illustrative examples are presented. For small crystalline nanoparticles, the simulation can be used to compare experimental and model images once a scaling factor has been identified. For large particles, the simulation can provide a qualitative intensity variation pattern which is particularly useful in distinguishing nanoparticle orientation, and can be used as a starting point for a full multislice simulation. The software package is available as a stand-alone code, free on request by contacting the corresponding authors of this paper.
Mathematic model of kinematic simulation
In kinematic scattering, each electron is only scattered once, thus the number of scattered electrons is proportional to the number of atoms along their propagation direction. In this regard, the intensity at each point can be viewed as a linear addition of the contribution from each atom, i.e.
where I atom (i) is the intensity contribution of the ith atom, which is described by
where Z, n, c g and d i are the atomic number of the ith atom, the power exponent, the Gaussian factor and the distance between the ith atom and the position is concerned, respectively. Z n describes the departure of scattering cross-section to the ideal Rutherford scattering, where n = 2. Depending on the collection angle of the detector, n is usually between 1.5 and 1.8 (Wang et al., 2011; Hartel et al., 1996) . c g is the Gaussian factor that describes the effective width of the probe, which also includes the effect of aberrations, defocus as well as the incoherence (energy spread) of the illuminating electron beam. The orientation of nanoparticles with respect to the direction of the incident electron beam can be obtained by rotating the structural model, this is done by matrix multiplication. The coordinates of atoms in the structural model are described in three columns [C x , C y , C z ]. The rotation of the coordinates of the atoms can be realized by multiplying with three matrixes,
where ˛, ˇ and are the angles rotating around x-, y-and z-axis.
In principle, any orientation can be uniquely defined by two rotation parameters. Here three orientation angles are provided for the ease of interactive manipulation. The rotated atomic coordinates
where the superscript T is the transportation of the matrix, meaning the model rotates around x-, yand z-axis in that particular order. The rotation is referred with respect to the axis of the frame of references and not to any direction embedded within the model itself (the extrinsic rotation; Arfken, 1985) . After the rotation, the coordinates representing the position along the z-axis are discarded as the simulation is only performed for the 2D structure projected at the x-y plane using the Eqs. (1) and (2). Fig. 1(a) is the flowchart showing how the software works, and Fig. 1(b) is a screen shot of the layout of the software. The atomic coordinates can be imported using either .xyz or .txt files. For direct visual comparison, the experimental image can be displayed on the screen side-by-side with the simulated image and the hardball model. By making use of the DM3 input plug-in (Koch, 2002) , the software accepts the experimental images in DM3 file format acquired by widely used Gatan's Digital Micrograph software. Once the experimental image is imported, the fast Fourier transform (FFT) of the image is displayed automatically.
Design of the software
In this software, the following parameters can be optimized: image size, X and Y offset, exponent number for the Z-contrast, Gaussian broadening parameters and orientations. The image size can be adjusted by image width in Angstrom and the pixel number in the simulation. The image width only controls the region that is displayed while reducing the pixel number used can reduce the calculation time. The simulation image is centered with the mean atomic coordinates at X and Y directions, which may cause the region of interest to be outside the display range. In such cases, X and Y offset can be used to move the simulation image. The power exponent, n, can be adjusted to take into account of the microscope operating parameters (Wang et al., 2011; Hartel et al., 1996) . Increasing or decreasing n is correlated with the inner angle of the ADF detector and has the effect of changing the image contrast. The maximum n value is set to 2, although the exact value of n is best determined by the fitting of HAADF-STEM images of a nanoparticle with a known structure. The Gaussian width, i.e. c g in Eq. (2), can be adjusted by the user, to be consistent with spatial resolution of the images, which is a measure of the effective probe size at the time when the images are acquired. The sample orientation is controlled by the slide bars for the three rotation angles, Angle 1, 2 and 3 which is ˛, ˇ and in Eqs. (3)- (5), respectively. For each orientation angle, it ranges from 0 to 360 to provide the ability to explore all possible orientations. All the orientation parameters controlled by the slide bars can also be viewed by digital numerical displays. This allows the user to have the parameters to repeat their simulations easily at later stage if they wish. The hard-ball model of the nanoparticles used for STEM simulation at a desired orientation is also displayed alongside the simulation. There is an option to show the FFT in real time. The simulation is saved as a text image to enable further adjustment (such as brightness, contrast, or the colormap) using other softwares such as ImageJ. The new atomic coordinates (.xyz) of the nanoparticles in the new orientation is generated and saved such that they can be exported for further multislice simulation.
Case studies
4.1. Kinematic simulation vs. multi-slice simulation 4.1.1. Crystalline structure Fig. 2 shows the comparison between the kinematic simulation and the multislice simulation based on an isolated truncated octahedral cluster with 861 gold atoms. This is a magic number cluster having a complete outer shell (Martin, 1996) . Unlike the multislice simulation, which has a unit for each value, i.e. a percentage of the incident beam intensity, the unit of the simulation images generated by the present software is arbitrary, so only relative intensity variation is of significance unless the image intensity is calibrated (LeBeau et al., 2008 (LeBeau et al., , 2010 He and Li, 2014; Nellist et al., 2010) . Fig. 2(b) shows a 512 × 512 pixels STEM image of Au 861 cluster generated from multislice simulation using QSTEM (Koch, 2002) . Here, 15 layers of slicing were employed. Other parameters are listed in Table 1 . It took 2 days to complete this simulation on an Intel CPU with clock speed of 2.67 GHz. A larger number of slices would increase the simulation time dramatically. Fig. 2(c) is generated in 0.15 s (nearly 'real-time') from our kinematic simulation software with 512 × 512 pixels on the same computer. The same Gaussian width of 0.8 Angstrom is applied in both cases. Fig. 2(d) is the line profile indicated by the yellow rectangular in (b) and (c). The dashed line and solid line are scaled at the second peak indicated by the arrow in Fig. 2(d) . To the first order approximation, the atom column positions and the relative peak intensity are comparable between two simulations. For small clusters, this is due to the balance between the natural broadening effect of the probe, the focusing effect of the atomic potential and the de-channeling effect of the atomic vibration (Aveyard et al., 2014) . This results in an effective monotonic increase of scattered electron intensity with the number of atoms within the atomic column when the number of atoms is small Li et al., 2008) , hence it can be modeled by an effective kinematic model. This property has been used in discrete tomography (Van Aert et al., 2011) and also by the current approach.
Multiply twinned structure
Our simple model is particularly effective for multiply twinned nanoparticles as the image contrast is dominated by the Moire effect due to overlapping single crystalline motifs in the twinned nanoparticles. The other dynamical scattering effect is also minimized because of the small effective size of the single crystalline materials, although our image simulation will not show the 'top-bottom' effect which is characteristic of the dynamical scattering (Howie and Basinski, 1968) .
Multiply twinned structures (icosahedron and decahedron) are widely reported in nanoparticles of the face centered cubic metals, such as Au, Ag and Pd Marks, 1984 Marks, , 1994 Elechiguerra et al., 2006; Koga and Sugawara, 2003; Wang and Palmer, 2012) . These structures compose of slightly distorted face centered cubic subunits. Fig. 3 shows both multisclice simulation and kinematic simulation of an isolated Au nanoparticle comprising 923 atoms and with a magic number icosahedral structure, from 2 1 1 and 1 1 0 directions, respectively. All other parameters used are the same as in the previous case in Fig. 2 . It is clear that the overall shape and the atom column positions have been well reproduced using the kinematic simulation approach alone, though some departures in detailed line intensity profiles are apparent in Fig. 3(d) and (h), highlighting the importance of the multiple electron scattering effect in this multiply twinning nanoparticle if quantitative analysis is of interest. For this non-trivial case, we can also see that our image simulation is much closer to the multislice result than the information that can be provided by the projected image of the hard-ball model of the atomic structure.
Orientation dependence
The efficient modeling capability of our simulation package is most useful in investigation of the orientation dependence of the HAADF-STEM images of nanoparticles. In the literature, many simulations of the orientation dependence are reported with several degrees increment in orientation (Koga and Sugawara, 2003; Wang and Palmer, 2012; Kirkland et al., 1991) , which is not detailed enough for practical orientation determination as it could lead to missing the fine features of the orientation dependence. In Fig. 4 , ) we use this software to generate a series of images for the same icosahedron model containing 923 atoms from 1 1 0 tilting up to 4 • off, in step of 1 • . It shows clearly that the pattern varies a great deal, e.g., the central ring disappears at 2 • off the 1 1 0 zone axis in Fig. 4(b3) . In practice, the particle orientation search is a search in the two dimensional angular space. Using this software, the fast simulation speed enables us to identify, for example, the exact orientation of a given experimental image of the multiply twinned • off, with increment of 1
• and 4
• ). (b1-b5) simulated HAADF-STEM images of the nanoparticle in corresponding tilting angles. nanoparticles by systematically tilting the model nanoparticle and generate the associated images in real time. This is of considerable practical value as the pattern recognition required in orientation determination is still best done using human brain rather than the computer simulation although the latter is catching up fast.
Z-contrast imaging and simulation
When there is more than one element in a nanoparticle, it can lead to Z-contrast between elements, as heavier elements have a stronger ability to scatter electrons. To illustrate this contrast, MgO nanometer sized cubes with (1 0 0) face exposed were prepared by burning magnesium ribbon in air. A 200 kV JEOL 2100f STEM equipped with a CEOS probe lens aberration corrector and an ADF detector with inner and outer collection angle of 55 and 148 mrad was employed to image the MgO cubes. MgO (1 0 0) was tilted to the 1 1 0 direction and the experimental image is shown in Fig. 5(b) . At this direction, the Mg and O columns are alternatively separated, see Fig. 5(a) . The line profile in Fig. 5(c) , indicated by the yellow rectangular in Fig. 5(b) , shows peaks with alternative higher and lower intensity peaks. Fig. 5(e) is the kinematic simulated image using this software with a cubic MgO atom model which illustrates the similar pattern as in Fig. 5(b) . In particular, the line profiles in Fig. 5(c) and (f) show a close correlation of high and low intensity peaks in both experimental and simulated images.
Conclusion
To conclude, in this paper, an efficient, versatile and userfriendly software for kinematic HAADF-STEM simulation is described. The validity of the assumption of kinematic electron scattering is demonstrated in nanoparticles of Au and MgO. The software enables users to compute HAADF-STEM images in "real time" on a standard desktop computer. It allows users to treat multiple elements within particles to examine the effect of elemental contrast; it also allows users to display Fast Fourier transform of images together with hardball models for visualization of projection of nanoparticles. The output of data provides the starting point of the multislice simulation if one wants to study multiple electron scattering effects or surface photon effects by comparing the absolute intensity Aveyard et al., 2014) . This software can potentially be incorporated with automatic image recognition to enable easier searching for a particular nanoparticle structure (Logsdail et al., 2012; Flores et al., 2003) and help with sample tilting under STEM mode.
