Despite the superiority of convolutional neural networks demonstrated in time series modeling and forecasting, it has not been fully explored on the design of the neural network architecture as well as the tuning of the hyper-parameters. Inspired by the iterative construction strategy for building a random multilayer perceptron, we propose a novel Errorfeedback Stochastic Configuration (ESC) strategy to construct a random Convolutional Neural Network (ESC-CNN) for time series forecasting task, which builds the network architecture adaptively. The ESC strategy suggests that random filters and neurons of the error-feedback fully connected layer are incrementally added in a manner that they can steadily compensate the prediction error during the construction process, and a filter selection strategy is introduced to secure that ESC-CNN holds the universal approximation property, providing helpful information at each iterative process for the prediction. The performance of ESC-CNN is justified on its prediction accuracy for one-stepahead and multi-step-ahead forecasting tasks. Comprehensive experiments on a synthetic dataset and two real-world datasets show that the proposed ESC-CNN not only outperforms the state-of-art random neural networks, but also exhibits strong predictive power in comparison to trained Convolution Neural Networks and Long Short-Term Memory models, demonstrating the effectiveness of ESC-CNN in time series forecasting.
I. INTRODUCTION
Time series forecasting, especially computational intelligence enabled time series forecasting, is of great importance for a learning system in dynamic environments, and plays a vital role in applications such as in finance [1] - [3] , energy [4] - [6] , traffic [7] - [9] , and electric load [10] - [12] , etc. Recently, convolutional neural networks (CNNs) have been successfully implemented for time series forecasting tasks, benefiting from its strength in extracting local features via multiple convolutional filters and learning representation by fully connected layers [13] - [16] .
As for the neural network architecture design of a CNN with convolutional layers and fully connected layers, it is typically first to determine the hyper-parameters (i.e., neural architecture, learning rate, and training epochs), and then train the network based on some gradient descent optimization methods. As such, the predefined neural architecture is fixed in the training process, making it hard and inflexible to evolve the architecture for modeling the time series. * The first two authors contribute equally to this work.
A direct and natural method to evolve neural network architecture is to pre-define a large number of network architectures as the search space and search the architectures in this space [17] . For example, the number of filters in a single convolutional layer CNN is identified by training and evaluating a large number of CNN configurations with various pre-determined number of filters. Unfortunately, training many different model configurations is extremely timeconsuming [18] . In contrast, random CNN with untrained, stochastic filters can be considered as an alternative option. It is suggested that stochastic filters which are iteratively generated to one convolutional layer after another can perform as well as trained filters for image representation inverting, texture synthesis and style transfer [19] . The authors built a stacked random weight VGG in that for each layer they sampled several sets of weights in Gaussian distribution, selected one set of weights with the lowest inverting loss, and fixed the weights of each layer in forward order. Also, audio texture produced by trained one-dimensional CNN is found inferior to those produced by a random CNN [20] . Yu et al. [21] further show that the precision of a CNN with random filters are close to a CNN of same architecture but with trained filters in three scenarios of time series forecasting. However, despite that random CNN is comparable to pre-trained CNN in some deep learning tasks, it is still hard to model the time series steadily with theoretical guarantee.
In the view of theoretical researches on random neural networks, the stochastic neural network is initially proposed in 1992 [22] and further studied as the name of random vector functional-link (RVFL) network [23] . Following the architecture of multilayer perceptron (MLP), the weights of the fully connected hidden layers are randomly initialized and fixed, then the weights of fully connected output layer are determined by least squares regression. This stochastic modeling strategy of building random MLP is more effective than trained MLP in some scenarios [24] . Furthermore, random MLP can be constructed by stochastic configuration [25] , [26] . Based on the stochastic configuration mechanism, a random MLP, denoted as stochastic configuration network (SCN), with one or multiple hidden layers can be built by iteratively generating stochastic neurons with universal approximation property, and exhibits promising performance on function approximation and some real-world regression tasks. The universal approximation property guarantees that with plenty number of neurons, MLP can approach arbitrary time series function that satisfies Lipschitz constraint, and such constraint can be met by the vast majority of real-world time series function. However, the increasing number of neurons may cause the network easily to be overfitting [27] .
In this work, we take the advantage of random CNN and stochastic configuration mechanism for the time series modeling with universal approximation guarantees. In light of stochastic configuration mechanism, we propose a novel errorfeedback stochastic configuration based convolutional neural network (ESC-CNN) by iteratively generating new convolution filters and the corresponding fully connected layer's neuron to model the time series. Different from existing method that updates all the output weights [25] , in order to avoid overfitting, we iteratively add neurons of the error-feedback fully connected layer to the filters and calculate the parameters. Furthermore, we propose a filter selection strategy to generate convolution filters in the process of constructing ESC-CNN, such that the proposed model has an efficient incremental performance with universal approximation guarantee.
Our main contributions are summarized as follows:
• We propose a novel error-feedback stochastic configuration strategy to adaptively model a CNN, called ESC-CNN, for time series forecasting task. The random filters and the corresponding neurons of the error-feedback fully connected layer are adopted to incrementally build the ESC-CNN architecture, making it steadily compensate the predicted error during the construction process. • A filter selection strategy is introduced to select the convolution filters from a batch of randomly generated candidates, which theoretically guarantees the built ESC-CNN with plenty number of filters to have the universal approximation property and steadily model the time series function. To our knowledge, this is the first time such theoretical property is provided to convolutional neural networks. • Experimental results on simulated and real-world datasets demonstrate the effectiveness of ESC-CNN in time series forecasting. ESC-CNN has strong predictive power, with low training error and good generalization ability, in comparison to state-of-art random neural networks as well as trained CNN and trained long short-term memory network.
The rest of the paper is organized as follows. Section 2 introduces related works on CNN and SCN, indicating the motivation of our work. Details about the proposed ESC-CNN modeling strategy are depicted in Section 3. Section 4 presents details on dataset description, counterparts selection, accuracy measure, and experimental procedure. Experimental results are presented and discussed in Section 5. Finally, Section 6 concludes this work.
II. RELATED WORKS
To clearly illustrate the motivation of the proposed ESC modeling strategy of constructing a CNN for time series prediction, the implementation of CNN and SCN for time series forecasting are introduced briefly.
A. Convolutional Neural Network
Convolutional neural network is developed by connecting filters to local fields on the input to perceptron [28] . With local connections, filters can extract elementary features that are likely to be useful across the entire time series. The outputs of such a set of filters constitute the feature maps [29] . And then, these feature maps are combined in higher layers, i.e., fully connected layers, to learn abstract representations. Here we briefly introduce a typical convolutional neural network for time series forecasting, which consists of a single convolutional layer to extract feature maps, single pooling layer to subsample the feature maps, and a fully connected layer to learn the outputs.
Let X = {X 1 , . . . , X N }, X i = [x 1 , . . . , x T ] T be an input time series with N samples and T embedding dimensions, and Y i = [x T +1 , . . . , x T +H ] T be the corresponding output series with H prediction horizons. The CNN with C convolution filters can be expressed as CNN usually uses the pooling operation to subsample the feature maps. The advantage of this operation is to reduce the convolutional output band, and be more robust to variations in feature maps [30] . Average or maximum pooling is utilized for time series analysis [31] - [33] , and here we choose average pooling. Besides,
. . , β i,H j ] T ) and β 0 are respectively the weights and bias in the fully connected layer that are linked to all feature map vectors.
Since all the weights and biases are gradient-based trained with back-propagation, CNN can extract features via filters from the input time series, and can linearly link these features to predictions by the fully connected layer. However, the fixed architecture of trained CNN requires predefined hyperparameters, which is computationally expensive to tune the number of filters, training epochs, and other parameters without theoretical guidance.
B. Stochastic Configuration Network
Stochastic configuration network (SCN) [25] , which is developed on the foundation of random vector version of the functional-link (RVFL) network [23] , [34] , uses iterative constructing strategy to build a randomized single hidden layer MLP.
As for the differences between SCN and RVFL, RVFL predefines the neural architecture, randomly initializes the weights and biases of the hidden neuron, keeps these parameters fixed and then directly calculates the output weights. In contrast, SCN iteratively generates random neuron to the hidden layer one after another, and updates the output weights after each generation process.
Here we briefly introduce the implementation of SCN with a few changes for time series forecasting. Assume a SCN has generated L hidden neurons in its single fully connected hidden layer
where T is the embedding dimensions of inputs, w j = [w 1 j , . . . , w T j ] and b j are respectively the weight and bias of the j-th neuron, g(·) is the sigmoid activation function. And the neurons are represented as [g 1 , . . . , g L ] T with the corre-
H is the prediction horizons. The prediction error is denoted as
If the mean square error of the prediction is higher than a tolerance level , the stochastic configuration mechanism of SCN will incrementally generate a new random hidden neuron g L+1 (w L+1 and b L+1 ) that satisfies the following condition
where u g is the upper bound of the generated hidden neuron g L+1 (which is 1 for the sigmoid activation function g(·)), r is error reduction rate, and update the output weights by least squares method
leading to
and
Such process iterates until the mean square error falls below a threshold . Through this stochastic configuration mechanism, SCN incrementally constructs the architecture for predicting the time series while holding universal approximation property lim L→+∞ e L = 0, which is proved in [25] .
The SCN approach highlights the incrementally constructed model strategy of building a theoretically guaranteed random MLP, and yields considerable performance for the regressions. However, the stochastic configuration mechanism adopted in SCN gives rise to some issues of implementing this approach for the time series forecasting. When a number of hidden neurons have been added to the network and the least squares is used to calculate the output weights, overfitting can easily occur due to the over parameterization issue. Furthermore, the mechanism of constructing randomized neural network is established based on the fully connected hidden layers, which limits the extension of SCN to convolutional structure.
III. THE ESC-CNN MODELING STRATEGY
To address the limitation of implementing CNN and SCN for time series forecasting, we propose an error-feedback stochastic configuration modeling strategy of building a random convolutional neural network, called ESC-CNN, for time series forecasting. This section presents the implementation details and convergence analysis of ESC-CNN.
A. Error-feedback Stochastic Configuration Strategy
Different from the stochastic configuration mechanism in SCN, we propose an error-feedback stochastic configuration modeling strategy for constructing a random CNN. An ESC-CNN is built by incrementally generating new random filters and individually configuring the corresponding neurons of the error-feedback fully connected layer.
Specifically, assume that an ESC-CNN with C filters has been constructed within a single convolutional layer, which can be expressed as
and briefly written as
] and β 0 j are respectively the weight and bias of the fully connected layer linked with the jth subsampled filter. Denote the prediction error of ESC-CNN as
If the mean square error has not reached the tolerance level , ESC will generate a stochastic filter m C+1 with the corresponding pooling values p C+1 and fully connected layer neurons to CNN, where the parameters
] of the newly added fully connected layer neurons are individually calculated under the error-feedback from e C via the least squares method
(11) There are three major benefits from conducting the errorfeedback calculation individually, rather than globally updating all parameters of the fully connected layer. The overhead calculation of updating all weights and biases of fully connected layer is more expensive, especially in the situation that a number of filters have been generated. Besides, the least squares method may meet ill-conditioned matrix and loses accuracy because the process involves large quantity of features as we successively add filters, which is pointed out as an ill-posed problem [35] . Furthermore, the error-feedback fully connected layers use the information about prediction error in the last construction process, which is indeed to steadily compensate the prediction error at each process and reduces the uncertainty caused by randomness.
B. Filter Selection Strategy
Considering the filter selection problem, in light of SCN, we propose a filter score function to evaluate the randomly generate filters in the construction process of ESC-CNN, such that the universal approximation property holds.
Suppose span(Γ) is dense in L 2 space; ∀m i j ∈ Γ, 1 > m i j > 0 and 1 > p i j > 0 are satisfied by the sigmoid activation function σ(·) and average pooling operation. Assume an ESC-CNN with single convolutional layer has been constructed with C filters, as expressed in Equation 10 . Given an error reduction rate r, 1 > r > 0, the decreased prediction error is denoted as
Then, a batch of subsampled filter candidates are randomly generated {p C+1,s } S s=1 following the uniform distribution
Then, the filter candidates are evaluated by filter scores {ξ C+1,s } S s=1 , and the filter score ξ C+1,s is calculated by
where After that, the weight and bias of the corresponding errorfeedback fully connected layer are calculated by Equation 11 . Through this filter selection strategy, it is guaranteed that the universal approximation property lim C→+∞ e C = 0 holds for ESC-CNN.
Proof. Let the intermediate values of the weight and bias of the fully connected layer bẽ
whereβ i C+1 is the weight vector
Thus, the basic inequality holds:
Then, the universal approximation property of ESC-CNN can be conducted by Equation 16 .
C. Implementation of ESC-CNN
This subsection details the implementation of the proposed ESC-CNN strategies, as illustrated in Algorithm 1. Considering the filter selections, the major operations of ESC-CNN modeling strategies consist of initialization, evaluation, update, and a preprocessing of normalization. The data sets are first scaled linearly to range [−1, 1] with min-max-scaler. Then, as shown in the flowchart of Figure 1 , the overall learning process of ESC-CNN is elaborated step-by-step as follows.
1) Initialization. Consider that a time series data
The initial prediction error e 0 is defined as the forecasting target [x T +1 , . . . , x T +H ] T , the expected tolerance is denoted as , and the maximum number of filters is set as C max . Concerning the befitting kernel size of convolution filters K m and pooling operations K p for the time series forecasting, it is yet a challenging model selection problem. In this work, K m is set as T /4 through our experimental experience. Following the analysis in [30] , the average pooling with K p = 3 is adopted. Beside these parameters, the number of randomly generated filter candidates is set as S = 300. In order to find the randomized filters satisfying the condition in Equation 15 , the error reduction rate r and the range of random distribution [−λ, λ] are respectively spanned to the rate set r ∈ Υ, Υ = {r min : ∆r : r max } where 1 > r max , r min > 0 and the range set λ ∈ Λ, Λ = {λ min : ∆λ : λ max }. 2) Evaluation. In the iteration C of configuring the stochastic convolution filters and the neurons of errorfeedback fully connected layer, the randomly generated filter candidates are evaluated by the filter scores defined in Equation 13 and Equation 14 . Then the filter candidates satisfying ξ C+1,s ≥ 0 are returned. After that, the subsampled filter p C+1 with best score is selected and added to ESC-CNN, where p C+1 is defined by Equation 15 . 3) Update. Once a new filter is added to the convolutional layer, the weight and bias of the corresponding errorfeedback fully connected layer are calculated by the least squares method defined in Equation 11.
IV. EXPERIMENTAL DESIGN A. Dataset Description
To evaluate the performance of the proposed ESC-CNN modeling strategy and the counterparts in terms of forecasting
accuracy, one synthetic time series dataset, i.e., first order autoregression (AR1), and two real-world datasets, i.e., crude oil price (COP) and web traffic (WEB), are used for experiments.
The first order autoregression time series are recognized as benchmark time series that has been commonly used and reported by a number of studies related to time series modeling and forecasting [36] , [37] . As an example of stochastic trend series that exhibits complex and chaotic behavior, AR1 is synthesized in Equation 17:
where α = 0.01, ε t ∼ i.i.d. U(−0.25, 0.25), and 500 observed values are simulated.
The crude oil price and web traffic forecasting are both important and challenging, which are selected as real-world forecasting tasks in this study. The crude oil price dataset is drawn from the Europe Brent crude oil market, monthly observed from May 1987 to February 2019, which consists of 382 observed values. The real web traffic is extracted from the Yahoo Webscope S5 dataset. This dataset consists of both real and synthetic web traffic time series. We use a real time series in A1Benchmark, which represents the metrics of Yahoo services and consists of 1271 observed values.
Three datasets of AR1, COP, and WEB are used for evaluating the performance of the proposed ESC-CNN modeling strategy and the counterparts. Each time series is split into a training set and a testing set following the common practice of sample splitting-two-thirds, and the embedding dimension T of AR1, COP, and WEB are 15, 24, and 30 respectively.
We examine one-step-ahead (H = 1) and multi-stepahead (H = 3, 6) predictions to justify the performance of the proposed modeling strategies over different horizons. For multi-step-ahead forecasting, the multiple-input multipleoutputs strategy [38] , often advocated in standard time series textbooks and reviews, is implemented.
B. Counterparts Selection

1) RVFL and SCN
To compare the stochastic filters with random hidden neurons, RVFL and SCN are selected as counterparts. To control the impact variables in comparison, the parameters of RVFL and SCN (i.e., distributions of randomly generating neurons, tolerance level, and error reduction rate) are kept same with ESC-CNN. And the pre-defined number of hidden neurons in RVFL is kept consistent with the maximum number of hidden neurons in SCN and filters in ESC-CNN.
2) CNN and LSTM Besides RVFL, SCN mentioned above, standard trained CNN and long short term memory (LSTM) network are selected as competitors to compare the proposed ESC-CNN with state-of-art deep neural networks for time series forecasting.
We implement LSTM with single hidden layer and CNN with single convolution layer as well as stacked two convolutional layers. And we denote these two CNN models as CNNsingle and CNN-stack for abbreviation. The hyper-parameters (i.e., optimization method, learning rate, and training epochs) of CNN-single, CNN-stack, and LSTM are set and fine-tuned following trial and error fashion.
3) ES-CNN and SC-CNN Furthermore, we perform an ablation study to verify the necessity of filter selection strategy and error-feedback mechanism in ESC-CNN. We remove the filter selection strategy and maintain the error-feedback in ESC-CNN, making an ablative counterpart as error-feedback stochastic convolutional neuron network (ES-CNN). Besides, we remove the error-feedback and hold the filter selection strategy, making another ablative counterpart as stochastic configuration convolutional neuron network (SC-CNN).
Compared with ESC-CNN, ES-CNN uses similar method to generate new random filters and the corresponding errorfeedback fully connected layers without using the filter selection strategy, as illustrated in Algorithm 2. Thus, the major operations of constructing ES-CNN just consist of the initialization and update process. At each iteration of construct- Update the number of filters C := C + 1 20: Update the current prediction error e C := f − f C 21: end while 22: return: Subsampled convolution filters {p 1 , . . . , p C } , and parameters of the corresponding error-feedback fully connected layer {β 1 , . . . , β C } ing the ES-CNN, a convolution filter is randomly generated following the distribution [−λ, λ], and directly added to the convolutional layer. Then, the parameters of the corresponding error-feedback fully connected layer are calculated by the same method (Equation 11) of ESC-CNN. SC-CNN, which uses the filter selection strategy to incrementally construct the CNN with usual fully connected output layers, is a very direct extension of SCN to CNN. And the necessary details are stated as follows.
Suppose that for arbitrary feature map m t j and the subsampled value p i j in SC-CNN, m t j > 0, p i j > 0, which also satisfies the sigmoid activation function σ(·) and the average pooling operation, the fully connected layer respec- Randomly generate a 1D convolution filter following the distribution of [−λ, λ], calculate the subsampled feature map p C+1 , and add to f C
4:
Calculate parameters of the error-feedback fully connected layers with the newly added filter
Update number of filters C := C + 1 6:
Update current prediction error e C := f − f C 7: end while 8: return: Subsampled convolution filters {p 1 , . . . , p C }, and parameters of the corresponding error-feedback fully connected layer {β 1 , . . . , β C } tively shares the same weight β i j = β j , and the bias in the fully connected layer are zero following the setting in SCN. Then, f C in Equation 1 can be briefly written as
. Through that, we can simply adopt the stochastic configuration mechanism of SCN to build SC-CNN, which is a straightforward alternative against ESC-CNN.
As for controlling variables in ablation experiments, the parameters of SC-CNN (i.e., distributions of randomly generating filters, number of filter candidates, tolerance level, and error reduction rate) follow the same settings of ESC-CNN. And the maximum number of filters in ESC-CNN, ES-CNN, and SC-CNN are also kept consistent. Through these counterparts, we can explore and justify the effectiveness of ESC-CNN, which is the highlight of our work.
C. Accuracy Measure
To evaluate the forecasting accuracy of the proposed ESC-CNN modeling strategy and the selected counterparts from various aspects (i.e., percentage error and numerical error), three widely used statistic measures are selected, including mean absolute percentage error (MAPE), symmetric mean absolute percentage error (SMAPE), and root mean square error (RMSE) [4] , [8] , [39] . Here y i andŷ i respectively stand for the real value and the predicted value.
D. Experimental Procedure
For all the three time series datasets, each of the dataset is split into a training set and a testing set. The proposed ESC-CNN modeling strategy and the counterparts are fitted with the training set and estimated for each forecasting horizons (H = 1, 3, 6) with the MAPE, SMAPE and RMSE measures over datasets (AR1, COP, and WEB). The training and testing process for each dataset is repeated for 10 times. Upon the termination of this loop, the performance of examined models at each prediction horizon and dataset is evaluated in terms of the average best testing accuracy that the methods achieved in the learning process.
V. RESULTS AND DISCUSSIONS A. Comparison on Prediction Accuracy
The prediction performance of the proposed ESC-CNN and the state-of-art counterparts (RVFL, SCN, CNN-single, CNNstack, and LSTM) as well as ablative counterparts (ES-CNN and SC-CNN) is shown in Table I , examined in terms of three accuracy measures (MAPE, SMPAE, and RMSE). From the fourth column to the last column, the mean measure values are listed. For each row of Table I , the entry with the smallest value is in boldface.
The results of comparison between ESC-CNN and the stateof-art competitors in Table I Table I show that the error-feedback modeling strategy based on iteratively configuring the error-feedback fully connected layer (ESC-CNN and ES-CNN) outperforms the strategy based on updating the fully connected output layer (SC-CNN), demonstrating the effectiveness of the error-feedback fully connected layers proposed in ESC-CNN. Based the comparison between ES-CNN and ESC-CNN, despite a narrow margin of MAPE and SMAPE occurs in web traffic six-step-ahead forecasting task, ESC-CNN surpasses ES-CNN in all other experiments, demonstrating the necessity of introducing the filter selection strategy to construct the convolutional layer of ESC-CNN.
B. Comparison on Convergence
We further examine the convergence in the stochastic modeling strategies (i.e., SCN, ES-CNN, SC-CNN, and ESC-CNN).
Note that although we have examined different prediction horizons for each dataset, general conclusions are consistent with the three selected prediction horizons for all the three datasets. To save space, we only plot results for one-stepahead forecasting for each dataset. The convergences of the learning process for both stochastic modeling strategies on three aforementioned time series forecasting tasks are reported in Figure 2 . The learning process is repeated 10 times for each method on each dataset. The averaged RMSE is plotted as functions of the generated neurons or filters on training sets and testing sets for all the four stochastic modeling strategies, as shown in Figure 2 .
The results lead to the following conclusions.
1) Through SCN outperforms other modeling strategies in terms of the rapid decreasing of RMSE on all the three training sets, there exists obvious overfitting on all the three testing sets. 2) Similar to SCN, SC-CNN also shows obvious overfitting on all the three testing sets, indicating that the overfitting and ill-posed problem occurs after a number of filters have been generated. 3) Via the error-feedback fully connected layer, ESC-CNN and ES-CNN outperform SCN and SC-CNN on all testing sets, demonstrating the robustness and stability when considering the error-feedback strategy. 4) Comparing the randomly generated filters with the selected filters (ESC-CNN with ES-CNN), despite that the convergence curves of the two strategies are close on all three training processes, there are still remarkable findings. ESC-CNN steadily converges to a slightly but existentially lower RMSE on the training processes and exhibits better performance on the testing sets, which suggests the value of filter selection strategy. 5) For the convergence of the ESC-CNN and ES-CNN modeling strategies, most significant improvements come from the early 10 constructive iterations. A possible explanation is that, the benefits from the errorfeedback fully connected layer gradually vanishes as the number of filters increases, which brings the strategy with a tradeoff between efficiency improvement in small computational overhead and slightly higher performance with much more consuming time.
Here we try to provide an explanation to the overfitting issue of SCN and SC-CNN as well as the robustness of ESC-CNN and ES-CNN. The stochastic configuration mechanism of SCN and SC-CNN globally updates all parameters of the fully connected layer in each construction iteration, which makes SCN and SC-CNN excessively complex and easily overfit on the noisy data of the training set. By contrast, the error-feedback modeling strategy of ESC-CNN and ES-CNN individually calculates the parameters of the newly added neuron at the error-feedback fully connected layer to compensate the prediction error in previous construction iteration. Thus, the influence of the noisy data is naturally reduced during the construction process, and the output weights are configured with smaller norm than SCN and SC-CNN, enabling ESC-CNN and ES-CNN with higher robustness and stability.
To compare ESC-CNN with trained CNN, the average RMSE of CNN-single for one-step-ahead forecasting task are plotted as functions of training epochs are shown in Figure 3 . And the average training RMSE and testing RMSE of the proposed ESC-CNN which has been constructed are also reported.
Following the experimental settings in Section IV, Figure 3 shows the convergence of trained CNN-single with the same number of filters as the built ESC-CNN for each dataset. The trained CNN nearly converges to ESC-CNN on both training sets and testing sets. Meanwhile, considering the convergence of ESC-CNN, the results show that ESC-CNN with a few random filters is comparable to and even outperforms the trained CNN with much more filters, which could inspire more works on the ESC-CNN modeling strategy for time series forecasting.
VI. CONCLUSION
Time series forecasting is a challenging task due to the unsteady and dynamic innate property. In this work, we develop an error-feedback stochastic configuration modeling strategy of convolutional neural network (ESC-CNN) for time series forecasting. Through filter selection strategy, ESC-CNN is a promising modeling strategy for time series forecasting with theoretical guarantee. And the superiority of the proposed strategy with iteratively adding convolutional filters and configuring the corresponding error-feedback fully connected layer is demonstrated experimentally. In future work, we would like to try the ESC-CNN modeling strategy to recurrent neural network architectures.
