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Metode klasifikasi telah sangat berkembang dan dua diantara metode
klasifikasi yang telah ada yaitu metode K-Nearest Neighbor (K-NN) dan metode
Multivariate Adaptive Regression Spline (MARS). Penelitian ini bertujuan untuk
membandingkan pengklasifikasian akreditasi Sekolah Dasar Negeri (SDN) di kota
Semarang antara metode K-NN dan MARS. Penelitian ini menggunakan data
akreditasi serta hasil penilaian kedelapan komponen akreditasi pada Sekolah
Dasar Negeri berakreditasi A (kelompok 1) dan B (kelompok 0) di kota
Semarang. Evaluasi hasil klasifikasi menggunakan uji statistik Press’s Q, APER,
specificity, dan sensitivity. Hasil klasifikasi terbaik metode K-NN adalah jika
menggunakan K=5 karena menghasilkan laju error terkecil dan diperoleh
informasi bahwa data yang tepat diklasifikasikan berjumlah 159 data dan yang
salah diklasifikasikan berjumlah 9 data. Hasil klasifikasi terbaik menggunakan
metode MARS adalah jika menggunakan kombinasi BF=32, MI=2, MO=1 karena
menghasilkan nilai Generalized Cross Validation (GCV) terkecil dan diperoleh
informasi bahwa data yang tepat diklasifikasikan berjumlah 164 data dan yang
salah diklasifikasikan berjumlah 4 data. Berdasarkan hasil analisis, diperoleh nilai
Press’s Q yang menunjukkan bahwa kedua metode sudah baik atau signifikan
secara statistik dalam mengklasifikasikan Sekolah Dasar Negeri (SDN) di kota
Semarang berdasarkan akreditasinya. Berdasarkan perhitungan APER, specificity,
dan sensitivity menunjukkan bahwa pengklasifikasian akreditasi Sekolah Dasar
Negeri (SDN) di kota Semarang menggunakan metode MARS lebih baik
dibandingkan dengan metode K-NN.
Kata kunci: Klasifikasi, K-Nearest Neighbor (K-NN), Multivariate Adaptive
Regression Spline (MARS), Evaluasi klasifikasi
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ABSTRACT
Classification methods have been developed and two of the existing are K-
Nearest Neighbor (K-NN) and Multivariate Adaptive Regression Spline (MARS).
The purpose of this research is comparing the classification of public elementary
school accreditation in Semarang city with  K-NN and MARS methods. This
research using accreditation data with the result of eight accreditation components
in public elementary school that has A accreditation (group 1) and B accreditation
(group 2) in Semarang city. To evaluate the classification method used test
statistic Press’s Q, APER, specificity, and sensitivity. The best classification
results of the K-NN method is when using K=5 because it produces the smallest
error rate and obtained information that the correct classification data are 159 and
the misclassification data are 9. The best classification result of the MARS
method is when using combination BF=32, MI=2, MO=1 because it produces the
smallest Generalized Cross Validation (GCV) and obtained information that the
correct classification data are 164 and the misclassification data are 4. Based on
analyze result, Press’s Q showed that both methods are good as classification or
statistically significant to classify the public elementary school in Semarang city
based of the accreditation. APER, specificity, and sensitivity showed that classify
of public elementary school accreditation in Semarang city using MARS method
is better than K-NN method.
Keywords: Classification, K-Nearest Neighbor (K-NN), Multivariate Adaptive
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DAFTAR SIMBOL
f11 : jumlah data dalam kelas 1 yang secara benar dipetakan ke kelas 1
f10 : jumlah data dalam kelas 1 yang secara salah dipetakan ke kelas 0
f01 : jumlah data dalam kelas 0 yang secara salah dipetakan ke kelas 1
f00 : jumlah data dalam kelas 0 yang secara benar dipetakan ke kelas 0
d(x1,x2) : jarak Euclidean antara dua titik
N : ukuran sampel
n : jumlah variabel prediktor
0 : koefisien konstan fungsi basis
: koefisien dari fungsi basis ke-m
M : maksimum fungsi basis
Km : derajat interaksi
Skm : nilainya ± 1
XV(k,m) : variabel prediktor ke v, pilahan ke-k dan subregion ke–m
tkm : nilai knot dari variabel prediktor XV(k,m)
Y : matriks y berukuran n x 1
a : matriks berukuran m x 1
: matriks error berukuran n x 1
B : matriks fungsi basis berukuran n x m
±( − ) : fungsi truncated fungsi basis
)( ii xy : penjumlahan semua fungsi basis untuk satu peubah prediktor
),(*, jiji xxy : penjumlahan semua fungsi basis untuk dua peubah prediktor
xii
),,(* ,, kjikji xxxy : penjumlahan semua fungsi basis untuk tiga peubah prediktor
Bm : fungsi basis ke-m
GCV(M) : Generalized Cross Validation (kriteria penentuan model terbaik)
xi : variabel prediktor
yi : variabel respon
C(M) : trace dari matriks [B (BT B)-1 BT] + 1
)ˆ(MC : C(M) + d.M
d : unsur pengali fungsi basis, nilai d berada pada interval  2 ≤ ≤ 4
P(Y=1| X) : probabilitas dari Y jika diketahui X
C : banyaknya kelompok
r : jumlah data yang tepat diklasifikasikan
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Pendidikan sebagai salah satu sektor yang paling penting dalam
pembangunan nasional berfungsi semaksimal mungkin dalam upaya
meningkatkan kualitas hidup masyarakat. Pemerintah terus berupaya untuk
meningkatkan mutu pendidikan dengan harapan peserta didik menjadi manusia
yang aktif, kreatif, dan terampil memecahkan masalahnya sendiri (Ihsan, 1996).
Salah satu upaya meningkatkan mutu pendidikan adalah dengan
melakukan penilaian-penilaian terhadap mutu sekolah yang dilakukan oleh Badan
Akreditasi Nasional (BAN) di bawah naungan Kementerian Pendidikan Nasional
dengan memberikan nilai yang merupakan hasil penilaian berbagai komponen
akreditasi. Nilai dari masing-masing komponen menentukan peringkat akreditasi
sekolah yang dinyatakan dalam huruf A (sangat baik), B (baik), C (cukup), dan
tidak terakreditasi (Badan Akreditasi Nasional, 2009).
Pandangan sebagian besar masyarakat menganggap bahwa sekolah yang
baik adalah sekolah negeri dengan akreditasi A atau B. Nilai dari akreditasi
sekolah negeri inilah yang menjadi salah satu pertimbangan dalam memilih
sekolah. Begitu pula dalam menentukan sekolah dasar, orang tua cenderung
memilihkan anaknya sekolah dasar negeri yang memiliki rekam jejak (track
record) yang baik.
Penyusunan instrumen akreditasi sekolah mengacu pada Standar Nasional
Pendidikan yang telah ditetapkan Mendiknas dan dikembangkan oleh Badan
Standar Nasional Pendidikan (BSNP). Berdasarkan acuan Permendiknas tersebut,
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Badan Akreditasi Nasional (BAN) menentukan delapan komponen penilaian
terhadap akreditasi suatu sekolah yaitu: standar isi, standar proses, standar
kompetensi lulusan, standar pendidik dan tenaga kependidikan, standar sarana dan
prasarana, standar pengelolaan, standar pembiayaan, serta standar penilaian
pendidikan (Badan Akreditasi Nasional, 2009).
Ketepatan dalam pengklasifikasian objek sangat penting, metode
klasifikasi yang baik adalah metode yang menghasilkan kesalahan yang kecil
(Johnson dan Wichern, 2007). Saat ini metode statistika telah sangat berkembang
dan dua diantara metode klasifikasi yang telah ada yaitu metode K-Nearest
Neighbor (K-NN) dan metode Multivariate Adaptive Regression Spline (MARS).
Menurut Prasetyo (2012) metode K-Nearest Neighbor (K-NN) merupakan metode
yang melakukan klasifikasi berdasarkan kedekatan lokasi (jarak) suatu data
dengan data lain, metode K-NN merupakan metode yang cukup sederhana namun
memiliki tingkat akurasi yang tinggi, sedangkan menurut Friedman (1991) metode
MARS merupakan metode regresi nonparametrik multivariat dengan data
dimensional tinggi yang dapat diterapkan untuk pengklasifikasian suatu subjek
tertentu.
Berdasarkan penjelasan tersebut, penulis tertarik menggunakan metode K-
Nearest Neighbor (K-NN) dan metode Multivariate Adaptive Regression Spline
(MARS) untuk mengetahui metode yang lebih baik dalam pengklasifikasian
akreditasi Sekolah Dasar Negeri (SDN) di kota Semarang.
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1.2 Rumusan Masalah
Berdasarkan latar belakang tersebut, penulis tertarik menggunakan metode
K-Nearest Neighbor (K-NN) dan metode Multivariate Adaptive Regression Spline
(MARS) untuk membandingkan pengklasifikasian akreditasi berdasarkan
komponen-komponen penilaiannya.
1.3 Batasan Masalah
Penelitian ini hanya dibatasi pada data akreditasi Sekolah Dasar Negeri
(SDN) di kota Semarang yang status akreditasinya ditetapkan pada tahun 2010
hingga 2012 dan diklasifikasikan menjadi dua kelompok, yaitu kelompok sekolah
dengan akreditasi A dan kelompok sekolah dengan akreditasi B.
1.4 Tujuan Penelitian
Tujuan dari penelitian ini adalah:
1. Mengetahui hasil klasifikasi akreditasi Sekolah Dasar Negeri (SDN) di kota
Semarang menggunakan metode K-Nearest Neighbor (K-NN) dan metode
Multivariate Adaptive Regression Spline (MARS).
2. Mengetahui akurasi klasifikasi akreditasi Sekolah Dasar Negeri (SDN) di kota
Semarang menggunakan uji statistik Press’s Q, APER, specificity, dan
sensitivity untuk metode K-Nearest Neighbor (K-NN) dan metode Multivariate
Adaptive Regression Spline (MARS)
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3. Membandingkan pengklasifikasian akreditasi Sekolah Dasar Negeri (SDN) di
kota Semarang antara metode K-Nearest Neighbor (K-NN) dan Multivariate
Adaptive Regression Spline (MARS)
