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Maximum de vraisemblance empirique pour la de´tection de changements dans
un mode`le avec un nombre faible ou tre`s grand de variables.
Re´sume´ : Cette the`se est consacre´e a` tester la pre´sence de changements dans les parame`tres
d’un mode`le de re´gression non-line´aire ainsi que dans un mode`le de re´gression line´aire en
tre`s grande dimension.
Tout d’abord, nous proposons une me´thode base´e sur la vraisemblance empirique
pour tester la pre´sence de changements dans les parame`tres d’un mode`le de re´gression non-
line´aire. Sous l’hypothe`se nulle, nous prouvons la consistance et la vitesse de convergence
des estimateurs des parame`tres de re´gression. La loi asymptotique de la statistique de test
sous l’hypothe`se nulle nous permet de trouver la valeur critique asymptotique. D’autre part,
nous prouvons que la puissance asymptotique de la statistique de test propose´e est e´gale a`
1. Le mode`le e´pide´mique avec deux points de rupture est e´galement e´tudie´.
Ensuite, on s’inte´resse a` construire les re´gions de conﬁance asymptotiques pour la
diﬀe´rence entre les parame`tres de deux phases d’un mode`le non-line´aire avec des re´gresseurs
ale´atoires en utilisant la me´thode de vraisemblance empirique. On montre que le rapport
de la vraisemblance empirique a une distribution asymptotique χ2. La me´thode de vrai-
semblance empirique est e´galement utilise´e pour construire les re´gions de conﬁance pour la
diﬀe´rence entre les parame`tres des deux phases d’un mode`le non-line´aire avec des variables
de re´ponse manquantes au hasard (Missing At Random (MAR)). Aﬁn de construire les
re´gions de conﬁance du parame`tre en question, on propose trois statistiques de vraisemblance
empirique : la vraisemblance empirique base´e sur les donne´es cas-comple`te, la vraisemblance
empirique ponde´re´e et la vraisemblance empirique par des valeurs impute´es. On prouve que
les trois rapports de vraisemblance empirique ont une distribution asymptotique χ2.
Un autre but de cette the`se est de tester la pre´sence d’un changement dans les coef-
ﬁcients d’un mode`le line´aire en grande dimension, ou` le nombre des variables du mode`le
peut augmenter avec la taille de l’e´chantillon. Ce qui conduit a` tester l’hypothe`se nulle de
non-changement contre l’hypothe`se alternative d’un seul changement dans les coeﬃcients
de re´gression. Base´e sur les comportements asymptotiques de la statistique de rapport
de vraisemblance empirique, on propose une simple statistique de test qui sera utilise´e
facilement dans la pratique. La normalite´ asymptotique de la statistique de test propose´e
sous l’hypothe`se nulle est prouve´e. Sous l’hypothe`se alternative, la statistique de test diverge.
L’eﬃcacite´ du test de la vraisemblance empirique propose´ pour chaque e´tude est illustre´e
par des simulations de Monte-Carlo en utilisant le logiciel statistique R.
Universite´ Lyon 1 13 Zahraa Salloum
Mots-clefs : Point de rupture. Mode`le parame´trique non-line´aire. Test de la vrai-
semblance empirique. Intervalle de conﬁance. Donne´es manquantes. Mode`le line´aire en tre`s
grande dimension. Comportement asymptotique.
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Maximum empirical likelihood for detecting the changes in a model with a low
or very large number of variables.
Abstract : In this PHD thesis, we propose a nonparametric method based on the empirical
likelihood for detecting the change in the parameters of nonlinear regression models and the
change in the coeﬃcient of linear regression models, when the number of model variables
may increase as the sample size increases.
Firstly, we test the null hypothesis of no-change against the alternative of one change in
the regression parameters. Under null hypothesis, the consistency and the convergence rate
of the regression parameter estimators are proved. The asymptotic distribution of the test
statistic under the null hypothesis is obtained, which allows to ﬁnd the asymptotic critical
value. On the other hand, we prove that the proposed test statistic has the asymptotic
power equal to 1. The epidemic model, a particular case of model with two change-points,
under the alternative hypothesis, is also studied.
Afterwards, we use the empirical likelihood method for constructing the conﬁdence
regions for the diﬀerence between the parameters of a two-phases nonlinear model with
random design. We show that the empirical likelihood ratio has an asymptotic χ2 distribu-
tion. Empirical likelihood method is also used to construct the conﬁdence regions for the
diﬀerence between the parameters of a two-phases nonlinear model with response variables
missing at randoms (MAR). In order to construct the conﬁdence regions of the parameter
in question, we propose three empirical likelihood statistics : empirical likelihood based on
complete-case data, weighted empirical likelihood and empirical likelihood with imputed va-
lues. We prove that all three empirical likelihood ratios have asymptotically χ2 distributions.
An another aim for this thesis is to test the change in the coeﬃcient of linear regres-
sion models for high-dimensional model. This amounts to testing the null hypothesis of no
change against the alternative of one change in the regression coeﬃcients. Based on the
theoretical asymptotic behaviour of the empirical likelihood ratio statistic, we propose, for
a deterministic design, a simpler test statistic, easier to use in practice. The asymptotic
normality of the proposed test statistic under the null hypothesis is proved, a result which
is diﬀerent from the χ2 law for a model with a ﬁxed variable number. Under alternative
hypothesis, the test statistic diverges.
For all studies, we show the performance of the proposed empirical likelihood tests
by Monte-Carlo simulations. We use the statistical software R.
Universite´ Lyon 1 15 Zahraa Salloum
Key-words : Point de rupture. Nonlinear parametric model. Empirical likelihood
test. Conﬁdence region. Missing response. High-dimensional linear model. Asymptotic
behaviour.
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Notations et Abre´viations
E[X] L’espe´rance de X
Var Matrice de variance-covariance
P Probabilite´
v = (v1, . . . , vm)
t Vecteur de m e´le´ments
vt Transpose´ du vecteur
‖ v ‖1 La norme L1 du vecteur v, ‖ v ‖1=
m∑
j=1
| vj |.
‖ v ‖ La norme euclidienne du vecteur v, ‖ v ‖= (
m∑
j=1
v2j )
1/2.
A = (aij)1im1
1jm2
Matrice de terme ge´ne´ral aij
γp(A) La p-e`me valeur propre de la matrice A
tr(A) Trace de la matrice A
‖ A ‖1 La norme matricielle subordonne´e a` la norme vectorielle,
A = (aij)1im1
1jm2
, ‖ A ‖1= max
j=1,...,m2
(
m1∑
i=1
| aij |)
0d Vecteur dont tous ces d e´le´ments sont zero
1d Vecteur dont tous ces d e´le´ments sont 1
1M La fonction indicatrice de M
Id Matrice identite´ de dimension d× d
L−→ La convergence en loi
P−→ La convergence en probabilite´
p.s.−→ La convergence presque suˆr
N (0, 1) La loi normale centre´e re´duite
Exp(d) La loi exponentielle de parame`tre d
χ2(d) La loi de chi-deux a` d degre´s de liberte´
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t(d) La loi de student a` d degre´s de liberte´
C Constante positive qui peut prendre diﬀe´rentes valeurs dans les formules
diﬀe´rentes ou meˆme dans diﬀe´rentes parties de la meˆme formule
CUSUM Somme Cumule´e (cumulative sum)
i.i.d Inde´pendant et identiquement distribue´
MAR Missing At Random
MC Moindre carre´
LASSO Least Absolute Shrinkage and Selection Operator
SCAD Smoothly Clipped Absolute Deviation
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1.1 Pre´liminaires
Le proble`me de points de rupture est le proble`me d’identiﬁcation des possibles chan-
gements a` des instants inconnus et d’estimer la localisation de ces changements dans un
processus stochastique. Le proble`me de points de rupture a e´te´ introduit dans le cadre de
controˆle de la qualite´, puis il a e´te´ de´veloppe´ pour devenir un proble`me fondamental dans
diﬀe´rents domaines tels que : la stationnarite´ d’un processus stochastique, l’estimation de
la position actuelle d’une se´rie temporelle, le test et l’estimation du changement dans les
parame`tres d’un mode`le de re´gression et re´cemment dans la comparaison et l’appariement
de se´quences d’ADN dans l’analyse de donne´es de microarray.
On conside`re des mode`les de la forme :
Yi = f(Xi, ti) + εi, i = 1, . . . , n. (1.1)
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La fonction de re´gression f comportant N,N ≥ 0 points de rupture :
f(x, t) = h1(x)1 t≤τ1 + h2(x)1 τ1<t≤τ2 + . . .+ hN+1(x)1 τN<t, pour x ∈ Rp, t ∈ R, (1.2)
ou` les fonctions h1, . . . , hN+1 : Rp → R font partie d’une meˆme famille de fonctions H, avec
p ≥ 1. Pour chaque observation i, Yi est la variable ale´atoire mode´lise´e, Xi est le vecteur
des re´gresseurs, ti est le moment de mesure et εi est l’erreur.
On dit que le mode`le (1.2) a N + 1 phases. L’intervalle [τr, τr+1] pour r = 0, . . . , N
avec τ0 = 1 et τN+1 = n, s’appelle le r-e`me segment et τ1, . . . , τN sont les points de rupture.
Le proble`me de points de rupture a fait l’objet de recherches intensives dans le der-
nier demi-sie`cle. Le proble`me standard des points de rupture dans les mode`les de re´gression
consiste a` tester l’hypothe`se nulle qu’aucun changement n’a eu lieu dans le mode`le
contre l’alternative que les observations ont ge´ne´re´s deux (ou plus) mode`les diﬀe´rents.
[Bai and Perron (1998)] conside`rent un test d’hypothe`se base´ sur le rapport de vraisem-
blance, dans un mode`le line´aire hk(x) = β
t
kx, pour tester si le mode`le contient N ou
N + 1 points de rupture, sous la suppositions que les erreurs εi sont gaussiennes i.i.d.
Par ailleurs, [Lombard (1987)], [Mia et al. (1988)] proposent des proce´dures base´es sur des
statistiques de rang pour tester s’il y a un ou plusieurs changements. [Horva´th et al. (2004)]
de´tectent les changements dans un mode`le line´aire par la me´thode du CUSUM des re´sidus.
Les re`sultats ont e´te´ ge´ne´ralise´s par [Ciuperca (2013a)] pour un mode`le non-line´aire.
[Antoch et al. (2004)] teste la possibilite´ d’avoir un point de rupture dans un mode`le
line´aire ge´ne´ralise´, en utilisant une statistique de test base´e sur le score maximal. Ensuite,
[Antoch et al. (2007)] testent la continuite´ d’une fonction de re´gression contre la pre´sence
d’un point de saut, sur la base d’estimateurs non-parame´triques localement polynomiaux.
Si les variables ale´atoires ne sont pas inde´pendantes, [Huskova et al. (2007) ] e´tudient le
proble`me de la de´tection d’un changement dans les parame`tres d’une se´rie chronologique
autore´gressive. Toujours, pour des se´ries chronologiques, [Bardet and Kengne (2014)]
ont propose´ une nouvelle proce´dure se´quentielle pour de´tecter les changements dans les
parame`tres d’un processusX = (Xt)t∈Z appartenant a` une grande classe de mode`les causaux.
Pour estimer le nombre de points de rupture dans la moyenne d’une loi normale,
[Yao and Au (1989)] proposent un crite`re de type Schwarz. Avec ce meˆme crite`re,
[Serbinowska (1996) ] et [Ku¨hn (2001)] montrent la consistance de l’estimateur du nombre
de points de rupture dans le cas des observations inde´pendantes. Ainsi, [Serbinowska (1996) ]
conside`re des variables ale´atoires binomiale inde´pendantes (Yi = B(mi, qi) avec qi = pr
pour τr−1 < i ≤ τr, r = 1, . . . , N, τ0 = 1, τN+1 = n) et [Ku¨hn (2001)] e´tudie l’estimateur
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du nombre de sauts dans un processus stochastique avec saut. Si les fonctions hr de la
relation (1.2) sont constantes, hr = μr pour tout r = 1, . . . , N + 1, [Lavielle (1999)] propose
une fonction de contraste pe´nalise´e pour de´tecter les changements dans une suite de
variables ale´atoires de´pendantes. En supposant que les erreurs εi sont soit inde´pendantes,
soit φ-mixing, soit α-mixing, [Lavielle (1999)] montre que l’estimateur de N obtenu par la
me´thode des contrastes est faiblement consistant.
Si le nombre de points de rupture est ﬁxe´, l’e´tape suivante est de les localiser :
τ1, . . . , τN . Une possible approche est d’utiliser une me´thode non-parame´trique d’es-
timation. [Facer and Muller (2003)] proposent deux estimateurs : un en utilisant une
me´thode a` noyau et un deuxie`me base´ sur la me´thode des moindres carre´s locale.
[Dachian and Yang (2015) ] ont conside´re´ le proble`me de points de rupture dans la fonction
de l’intensite´, dans les re´alisations d’un processus de poisson non-homoge`ne. Ils e´tudient
deux cas : le premier cas quand la taille du saut converge vers une limite non nulle, ensuite
quand cette limite est nulle. Les lois limites des rapports de vraisemblance associe´s a` ces
deux cas sont tre`s diﬀe´rents.
Dans ce travail, on suppose que le mode`le (1.1) est parame´trique et a la forme sui-
vante
Yi = f(Xi,β) + εi, i = 1, . . . , n. (1.3)
On s’inte´resse a` tester l’hypothe`se nulle de non-changement dans les parame`tres de
re´gression, contre l’hypothe`se alternative d’un seul changement dans ces parame`tres (N=1).
Il existe deux types de de´tection de changements dans un mode`le. Le premier type
est dite ”a posteriori” : une fois que les n observations ont e´te´ re´alise´es, on e´tudie si a` un
certain moment k ∈ {2, . . . , n − 1}, le mode`le (les parame`tres β, pour eˆtre plus pre´cis) a
change´ :
Yi =
{
f(Xi;β1) + εi i = 1, . . . , k
f(Xi;β2) + εi i = k + 1, . . . , n.
(1.4)
Le deuxie`me type de de´tection de rupture dans le mode`le est dite se´quentiel (a priori), ou` la
de´tection du changement est re´alise´e en temps re´el. Si aucun changement n’a eu lieu dans les
k premie`res observations, on teste le non-changement a` l’observation k + 1. Alors, on teste
l’hypothe`se que aucun changement n’a eu lieu dans les k+1 observations, contre l’hypothe`se
que le mode`le change a` l’observation k + 1 et a la forme suivante
Yi = f(Xi;β) + εi pour i = 1, . . . , k
Yk+1 = f(Xk+1;β
∗) + εk+1,
(1.5)
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avec β = β∗.
Dans notre travail, on conside`re le proble`me de point de rupture a posteriori.
Pour les deux types de proble`mes, le nombres de publications dans les dernie`res
anne´es est tre`s vaste. Citons quelques re´fe´rences pour le proble`me de point de rup-
ture se´quentiel. Si la fonction f est de type line´aire, f(x,β) = xtβ, [Horva´th et al. (2004)]
et [Husˇkova´ and Kirch (2012)] ont utilise´ la technique CUSUM pour trouver une statistique
de test qui de´tecte l’existence du point de rupture. On peut citer aussi les papiers de
[Lai and Xing (2010)], [Mei (2006)] et de [Neumeyer and al. (2009)] pour la de´tection
se´quentielle de point de rupture.
Pour le proble`me ”a posteriori” de point des rupture, le test d’hypothe`se du mode`le
(1.3) contre le mode`le (1.4) ne peut pas eˆtre re´alise´ par les techniques classiques de test
d’hypothe`se, puisque le mode`le (1.4) sous l’hypothe`se nulle n’est pas identiﬁable.
La plupart des articles de la litte´rature conside`rent alors des crite`res pour de´tecter
s’il y a de point de rupture dans le mode`le : voir par exemple les travaux de [Nosek (2010)]
et de [Wu (2008)]. Divers tests d’hypothe`ses ont e´te´ propose´s uniquement dans le cas d’un
mode`le line´aire. [Bai (1999)] et [Lee et al. (2015)] ont utilise´ la me´thode du test du rapport
de vraisemblance. [Hall and Sen (1999)] ont conside´re´ une approche non parame´trique base´e
sur la vraisemblance empirique pour tester le changement dans un mode`le line´aire. Toujours
en utilisant la me´thode de vraisemblance empirique, [Wei et al. (2013)] et [Zi et al. (2010)]
ont construit la re´gion de conﬁance pour la diﬀe´rence entre les coeﬃcients d’un mode`le
line´aire a` deux phases. Pour le mode`le de re´gression quantile, [Qu (2008)] a propose´ deux
types de statistiques : une statistique base´e sur le sous-gradient et une autre sur la base de
la statistique de Wald. Pour les mode`les line´aires ge´ne´ralise´s, [Antoch et al. (2004)] a utilise´
une me´thode base´e sur le score maximal pour tester le changement dans les parame`tres de
re´gression.
1.1.1 La vraisemblance empirique
La vraisemblance empirique est une me´thode d’estimation inspire´e de la me´thode du
maximum de vraisemblance usuelle. La me´thode de vraisemblance empirique a e´te´ princi-
palement introduite par [Owen (1988)], [Owen (1990)] et [Owen (2001)], bien qu’on puisse
la conside´rer comme une extension des me´thodes de calage utilise´es depuis de nombreuses
anne´es en sondage (voir [Deville and Sarndal (1992) ] et [Hartley and Rao (1968)]). Cette
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me´thode de type non-parame´trique consiste a` maximiser la vraisemblance d’une loi ne
chargeant que les donne´es, sous des contraintes satisfaites par le mode`le.
[Owen (1990)] a montre´ que l’on pouvait obtenir une version non-parame´trique du
the´ore`me de Wilks. Ce the´ore`me e´tablit la convergence du rapport de vraisemblance empi-
rique vers une loi du χ2, permettant ainsi de re´aliser des tests ou de construire des re´gions
de conﬁance. Cette me´thode propose´e a e´te´ ge´ne´ralise´e a` de nombreux mode`les, lorsque le
parame`tre d’inte´reˆt est de´ﬁni a` partir de contraintes de moments ([Qin and Lawless (1994)],
[Newey and Smith (2004)]).
Plusieurs auteurs ont utilise´ la me´thodologie de la vraisemblance empirique dans plusieurs
situations statistiques. Pour construire les re´gions de conﬁance pour les coeﬃcients dans un
mode`le de re´gression line´aire, [Chen (1994)] a propose´ une me´thode non parame´trique base´
sur la vraisemblance empirique. [Qin and al. (2009)], [Xue (2009)] et [Ciuperca (2013a)]
ont conside´re´ ce meˆme proble`me mais pour les mode`les avec des donne´s manquantes.
[Kolaczyk (1994)] a montre´ que la vraisemblance empirique est justiﬁe´ comme une me´thode
de l’infe´rence pour une classe de mode`le line´aire, et en particulier, il a montre´ comment
la vraisemblance empirique peut s’utiliser pour des mode`les line´aires ge´ne´ralise´s. Pour les
mode`les avec des points de rupture, on cite les papiers de [Kim and Siegmund (1989)] et
de [Liu et al. (2008)]. Pour des mode`les e´pide´miques, [Ning and al. (2012)] ont propose´
une me´thode base´e sur la vraisemblance empirique pour de´tecter les changements dans la
moyenne d’une loi. Toujours avec la vraisemblance empirique, [Zi et al. (2010)] ont construit
les re´gions de conﬁance pour la diﬀe´rence entre les coeﬃcients de re´gression de deux phases
pour un mode`le line´aire avec des donne´es comple`tes, [Wei et al. (2013)] ont ge´ne´ralise´ le
meˆme travail pour un mode`le line´aire avec des donne´s manquantes.
1.1.2 Vraisemblance empirique et bootstrap
Comparant la me´thode de vraisemblance empirique avec celle de bootstrap, les avan-
tages principaux de la vraisemblance empirique de´coulent de l’utilisation de la fonction de
vraisemblance.
Contrairement a` la me´thode bootstrap, [DiCiccio et al. (1991) ] a montre´ que la vrai-
semblance empirique est corrigeable au sens de Bartlett, ceci signiﬁe que l’on peut corriger
la statistique de test d’un facteur qui permet de faire disparaˆıtre le biais du premier
ordre. Ceci assure un meilleur comportement a` distance ﬁnie, puisque la diﬀe´rence avec
le comportement asymptotique est re´duit de O(n−1) a` O(n−2). De plus, la vraisemblance
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permet de combiner des donne´es qui proviennent de plusieurs sources avec des diﬀe´rents
plans d’e´chantillonnage. En ge´ne´ral, la vraisemblance empirique est facile a` calculer par un
proble`me d’optimisation convexe pour lequel l’optimum global unique peut eˆtre facilement
trouve´ par les moindres carre´s ite´re´es.
Le bootstrap et la vraisemblance empirique peuvent eˆtre combine´s de manie`re eﬃ-
cace. Une manie`re consiste a` utiliser la vraisemblance empirique pour de´terminer la famille
imbrique´e des re´gions de conﬁance, et le bootstrap pour choisir lequel utiliser pour un
niveau de conﬁance donne´. Les vraisemblances parame´triques et empiriques peuvent eˆtre
e´galement combine´ aﬁn d’avoir des solutions pour des certains proble`mes.
1.1.3 La vraisemblance empirique dans le cas de l’espe´rance
Dans la sous-section suivante, on pre´sente une revue de la litte´rature traitant de la
vraisemblance empirique. Une grande partie de ces re´sultats e´nonce´s se trouvent dans
[Owen (1988)], [Owen (1990)] et [Owen (2001)].
De´ﬁnition
Soit une suite de vecteurs ale´atoires (Xi)1,...,n. On suppose que les Xi ∈ Rp sont
inde´pendants et identiquement distribue´s. On cherche a` construire des re´gions de conﬁance
pour l’espe´rance μ0 de X. L’ide´e de [Owen (1988)] dont on reprend ici la pre´sentation ori-
ginale, est de construire une vraisemblance en se donnant comme mode`le l’ensemble des
multinomiales ne chargeant que l’e´chantillon. On associe ainsi une probabilite´ pi > 0 a` cha-
cune des observations, la somme des ces probabilite´s e´tant ﬁxe´e a` 1. On de´ﬁnit une mesure
de probabilite´
T =
n∑
i=1
piδXi .
La vraisemblance L(T ) du mode`le multinomial s’e´crit alors
L(T ) =
n∏
i=1
pi.
Sous la contrainte
n∑
i=1
pi = 1, L est maximale en
Tn = 1
n
n∑
i=1
δXi .
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Alors, le rapport de vraisemblance est
R(T ) = L(T )L(Tn) =
n∏
i=1
npi.
Puisque plusieurs multinomiales peuvent avoir la meˆme espe´rance, pour de´ﬁnir le rapport
de vraisemblance en une valeur μ du parame`tre, [Owen (1990)] propose de de´terminer la
multinomiale qui maximise le rapport de vraisemblance sous la contrainte
n∑
i=1
piXi = μ.
Ce proble`me peut alors s’e´crire
R(μ) = sup
p1,...,pn
{ n∏
i=1
npi|
n∑
i=1
pi = 1,
n∑
i=1
piXi = μ, pi > 0
}
,
pour i = 1, . . . , n. Aﬁn de re´soudre notre proble`me, on utilise la me´thode des multiplicateurs
de Lagrange. On conside`re le log du produit des npi, ce qui sert a` line´ariser l’optimisation et
les multiplicateurs de Lagrange permettent d’omettre la contrainte de positivite´ des pi. On
pose le processus ale´atoire suivant
n∑
i=1
log(npi)− nλ
n∑
i=1
pi(Xi − μ)− nγ(
n∑
i=1
pi − 1), (1.6)
ou` λ ∈ Rp et γ ∈ R sont les multiplicateurs de Lagrange.
On annule la de´rive´e du processus (1.6) par rapport a` pi, on obtient
1
pi
− nλ(Xi − μ)− nγ = 0. (1.7)
En multipliant (1.7) par pi, puis en faisant la sommation sur i, on obtient
n∑
i=1
(1− nλpi(Xi − μ)− npiγ) = 0.
En utilisant les contraintes
n∑
i=1
pi = 1 et λ
n∑
i=1
pi(Xi − μ) = 0, on obtient que n = nγ, donc
γ = 1. Alors, graˆce a` la relation (1.7), la probabilite´ pi devient
pi =
1
n(1 + λ(Xi − μ)) .
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Le rapport de vraisemblance empirique permet de construire des re´gions de conﬁance asymp-
totiques pour μ0. Pour ceci, on de´ﬁnit une re´gion de conﬁance Cη,n, par inversion du test du
rapport de vraisemblance
Cη,n =
{
μ| − 2 log(R(μ)) ≤ η
}
,
ou` η est un parame`tre qui permet de re´gler le niveau de conﬁance que l’on veut atteindre.
On note la statistique de test par
Zn(μ) = −2 log(R(μ)).
The´ore`me de convergence
Le the´ore`me suivant a e´te´ e´tabli par [Owen (1988)] et [Owen (1990)].
The´ore`me 1.1.1. (Owen) Si X1, . . . ,Xn sont des vecteurs ale´atoires de Rp, inde´pendants
et identiquement distribue´s, d’espe´rance μ0 et de variance Σ, de rang q > 0, alors, pour tout
η ∈ R, Cη,n est convexe et
P(μ0 ∈ Cη,n) = P(Zn(μ0) ≤ η)−→
n→∞
Fχ2(q)(η),
ou` Fχ2(q)(.) est la fonction de re´partition de la distribution de χ
2(q).
1.2 Organisation de la the`se
Le corps de cette the`se se pre´sente en deux parties. Dans la premie`re partie (Chapitres
2 et 3), on travaille sur des mode`les de re´gression non-line´aires. Dans le Chapitre 2, on
propose une me´thode non parame´trique base´e sur la vraisemblance empirique pour tester la
pre´sence de changement dans les parame`tres de mode`le de re´gression non-line´aire en testant
l’hypothe`se nulle de non-changement dans les parame`tres de re´gression, contre l’hypothe`se
alternative d’un seul changement dans les parame`tres de re´gression. Sous l’hypothe`se nulle,
on prouve la consistance et la vitesse de convergence des estimateurs de parame`tres de
re´gression. Avec des simulations de Monte-Carlo on montre la performance de la statistique
de test propose´e. Dans ce chapitre on e´tudie e´galement le mode`le e´pide´mique avec deux
points de rupture. Ce chapitre fait l’objet d’un article publie´ dans la revue Metrika en
collaboration avec Gabriela Ciuperca ([Ciuperca and Salloum (2015a)]).
Toujours avec la vraisemblance empirique, dans le Chapitre 3 on construit les re´gions
de conﬁance pour la diﬀe´rence entre les parame`tres des deux phases d’un mode`le
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non-line´aire. On montre que le rapport de vraisemblance empirique a une distribution
asymptotique χ2. Le mode`le non-line´aire avec des variables re´ponse manquantes au hasard
(Missing At Random (MAR)) sera e´galement conside´re´. Ainsi, on construit les re´gions de
conﬁance du diﬀe´rence entre les parame`tres des deux phases d’un mode`le, en proposant
trois statistiques de vraisemblance empiriques : la vraisemblance empirique base´e sur les
donne´es comple`tes, la vraisemblance empirique ponde´re´e et la vraisemblance empirique par
des valeurs impute´es. On prouve que les trois rapports de vraisemblance empiriques ont
des distributions asymptotiques χ2. Aﬁn de de´montrer l’eﬃcacite´ des approches propose´es
on re´alise des simulations de Monte-Carlo pour calculer les probabilite´s de recouvrement
et les longueurs des intervalles de conﬁance obtenus. L’article correspondant est soumis
([Salloum(2015)]).
Dans la deuxie`me partie (compose´e du Chapitre 4), on conside`re les mode`les de re´gression
line´aire en grande dimension. Dans le Chapitre 4, on construit une statistique de test
base´e sur la vraisemblance empirique pour de´tecter le changement dans les coeﬃcients d’un
mode`le line´aire en grande dimension, ou` le nombre des variables du mode`le peut augmenter
avec la taille de l’e´chantillon. En utilisant les comportements asymptotiques the´oriques de
la statistique du rapport de vraisemblance empirique, on propose une statistique de test
pour l’utiliser dans la pratique. Sous l’hypothe`se nulle, on prouve la normalite´ asymptotique
de la statistique de test propose´e. Ce re´sultat est diﬀe´rent de celui obtenu pour le cas ou`
le nombre des variables est ﬁxe´, quand la loi asymptotique est une χ2. Des simulations
de Monte-Carlo seront conside´re´es aﬁn d’e´tudier les comportements de la statistique de
test propose´e. L’article correspondant est soumis en collaboration avec Gabriela Ciuperca
([Ciuperca and Salloum (2015b)]).
Remarque : Pour ne pas confondre les notations dans ce manuscrit, on a conside´re´
que les Chapitres 2, 3 et 4 sont inde´pendants.
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Chapitre 2
Test de la vraisemblance empirique
pour un mode`le non-line´aire avec
points de rupture
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Abstract : In this chapter, in order to test whether changes have occurred in a nonlinear pa-
rametric regression, we propose a nonparametric method based on the empirical likelihood.
Firstly, we test the null hypothesis of no-change against the alternative of one change in
the regression parameters. Under null hypothesis, the consistency and the convergence rate
of the regression parameter estimators are proved. The asymptotic distribution of the test
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statistic under the null hypothesis is obtained, which allows to ﬁnd the asymptotic critical
value. On the other hand, we prove that the proposed test statistic has the asymptotic
power equal to 1. These theoretical results allows ﬁnd a simple test statistic, very useful
for applications. The epidemic model, a particular model with two change-points under the
alternative hypothesis, is also studied. Numerical studies by Monte-Carlo simulations show
the performance of the proposed test statistic.
Key-words : Change-point ; Nonlinear parametric model ; Empirical likelihood test ;
Asymptotic behaviour.
Re´sume´ : Dans ce chapitre, on propose une me´thode base´e sur la vraisemblance
empirique pour tester la pre´sence de changement dans les parame`tres d’un mode`le de
re´gression non-line´aire. Tout d’abord, on teste l’hypothe`se nulle de non-changement dans
les parame`tres de re´gression, contre l’hypothe`se alternative d’un seul changement dans ces
parame`tres. Sous l’hypothe`se nulle, on prouve la consistance et la vitesse de convergence des
estimateurs des parame`tres de re´gression. La loi asymptotique de la statistique de test sous
l’hypothe`se nulle obtenue nous permet de trouver la valeur critique asymptotique. D’autre
part, on prouve que la puissance asymptotique de la statistique de test propose´e est e´gale a`
1. Les re´sultats the´oriques obtenus nous permettront de trouver une simple statistique de
test qui sera utilise´ aise´ment dans les applications. Le cas particulier du mode`le e´pide´mique
avec deux points de rupture est e´galement e´tudie´. Aﬁn de montrer la performance de la
statistique de test propose´e, des e´tudes nume´riques par des simulations de Monte-Carlo ont
e´te´ conside´re´es.
Mots-clefs : Point de rupture. Mode`le parame´trique non-line´aire. Test de la vraisemblance
empirique. Comportement asymptotique.
2.1 Introduction
Un mode`le de re´gression parame´trique ”classique” a la forme :
Yi = f(Xi;β) + εi, i = 1, . . . , n. (2.1)
Pour chaque observation i, Yi de´signe la variable re´ponse. On conside`re par Xi ∈ Rp des
vecteurs ale´atoires inde´pendantes et identiquement distribue´es, de fonction de re´partition
H(x), avec x ∈ Υ, Υ ⊆ Rp. εi est l’erreur d’espe´rance ze´ro et de variance σ2.
La suite de vecteurs ale´atoires (Xi, εi)1≤i≤n est inde´pendante et identiquement distribue´s
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(i.i.d), avec la meˆme distribution de (X, ε). Pour tout i, εi est inde´pendante de Xi. La
fonction de re´gression f : Υ× Γ → R, avec Υ ⊆ Rp et Γ ⊆ Rd, est de forme explicite connue.
L’ensemble de parame`tres Γ est suppose´ compact.
Dans la suite, pour x ∈ Υ et β ∈ Γ, on utilise les notations :
.
f(x,β) ≡ ∂f(x,β)/∂β et
..
f(x,β) ≡ ∂2f(x,β)/∂β2.
Dans ce chapitre, on conside`re le proble`me de points de rupture dans un mode`le
non-line´aire ge´ne´ral, par la me´thode de vraisemblance empirique. On ge´ne´ralise le travail de
[Liu et al. (2008)] ou` le mode`le line´aire e´tait conside´re´. Une des diﬃculte´s qui pre´sente dans
l’e´tude du mode`le non-line´aire par rapport au mode`le line´aire est lie´ au fait que les fonctions
scores correspondantes pour trouver la statistique de test de´pendent des parame`tres de
re´gression, et surtout, la forme analytique de ces de´rive´es est inconnue. D’autre part, pour
les mode`les line´aires, des nombreuses preuves sont base´es sur la convexite´ de la fonction de
re´gression par rapport au parame`tre de re´gression. Alors, la valeur extreˆme de la fonction
convexe est atteint sur les bornes de l’intervalle conside´re´. Ces deux facteurs produisent des
diﬃculte´s dans l’e´tude the´orique de la statistique de test associe´e dans l’e´tude des mode`les
non-line´aire.
L’intervention de points de rupture dans l’estimation de parame`tre de re´gression en-
traˆıne une diﬃculte´ supple´mentaire dans l’e´tude de proprie´te´s de la statistique de test. Le
papier de [Boldea and Hall (2013)] est le seul papier qui a conside´re´ le test d’hypothe`se
dans un mode`le non-line´aire avec de points de rupture en utilisant la me´thode des moindres
carre´s. Cette me´thode par rapport a` celle du vraisemblance empirique, a l’inconve´nient
qu’elle est sensible aux donne´es aberrantes. En outre, dans la Section 2.3 on va voir que les
suppositions impose´es par [Boldea and Hall (2013)] sont beaucoup plus fortes que celles du
pre´sent travail.
Notons que [Hall and Sen (1999)] ont teste´ la stabilite´ structurelle dans le mode`le non-
line´aire par la me´thode des moments ge´ne´ralise´s, et non pas le changement des parame`tres
de re´gression.
Ce chapitre est organise´ comme suit. Dans la Section 2.3 on construit une statistique
pour tester le changement dans les parame`tres de re´gression dans un mode`le non-line´aire.
Le comportement asymptotique de la statistique de test sous l’hypothe`se nulle et sous son
alternative est conside´re´ dans la Section 2.4. Dans la Section 2.5, on donne des simulations
par Monte-Carlo pour montrer la performance du test propose´, concernant le niveau
empirique, la puissance empirique et l’estimation du point de rupture, en particulier quand
la distribution de l’erreur est non-gaussienne. Des lemmes avec leurs preuves, ne´cessaires
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pour les de´monstrations des the´ore`mes et des propositions, sont donne´s dans la Section 2.6.
2.2 Suppositions
En ce qui concerne la variable ale´atoire ε, on fait la supposition suivante :
(A1) E[εi] = 0 et E[ε
2
i ] < ∞, pour tout i = 1, . . . , n.
Soit η > 0 quelconque et le voisinage de β0 : Vη(β0) = {β ∈ Γ; ‖β − β0‖ ≤ η}.
La fonction de re´gression f : Υ × Γ → R et le vecteur ale´atoire X satisfont les
conditions suivantes :
(A2) pour tout x ∈ Υ et pour β ∈ Γ, la fonction f(x,β) est trois fois de´rivable en
β et continue en Υ.
(A3) Il existe η0 > 0 tel que pour tout η ∈ [0, η0], (|∂2f(x,β)∂βj∂βk |)1≤j,k≤d et (|
∂3f(x,β)
∂βj∂βk∂βl
|)1≤j,k,l≤d
sont borne´es, pour tout x ∈ Υ et tout β ∈ Vη(β0).
(A4) Il existe η0 > 0 tel que pour tout η ∈ [0, η0], E[‖
.
f(X,β)‖1] < ∞,
E[‖
.
f(X,β)
.
f
t
(X,β)‖1] < ∞ et E[|∂2f(X,β)∂βj∂βk |] < ∞, pour tout 1 ≤ j, k ≤ d et tout
β ∈ Vη(β0).
Les suppositions (A3) et (A4) sont des conditions standard pour des mode`les non-line´aires,
voir par exemple le livre de [Seber and Wild (2003)]. On remarque que la supposi-
tion (A4) est plus faible que celle employe´e dans le papier de [Boldea and Hall (2013)],
dont la me´thode des moindres carre´s a e´te´ utilise´ pour tester l’hypothe`se de non-changement.
Notons que, les suppositions du papier de [Boldea and Hall (2013)] sont : E[ε2si ]
< ∞, supβ E[f(X,β)]2s < ∞, supβ E[‖
.
f(X,β)]‖]2s < ∞ et pour tout 1 ≤ j, k ≤ d,
supβ E[|∂
2f(X,β)
∂βj∂βk
|s] < ∞, pour s > 2.
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2.3 Test avec un seul point de rupture
Dans cette section, on teste l’hypothe`se de non-changement dans les parame`tres de
re´gression du mode`le non-line´aire donne´ par la relation (2.1) contre l’hypothe`se qu’il y a un
seul changement a` l’observation k inconnue, dans le parame`tre, ce qui implique le mode`le
(1.4).
2.3.1 Hypothe`ses
Sous l’hypothe`se H0, on suppose qu’aucun changement n’a eu lieu dans les parame`tres
du mode`le, donc on a la forme (2.1). Alors, l’hypothe`se nulle en fonction des parame`tres du
mode`le (1.4) peut s’e´crire
H0 : β1 = β2 = β. (2.2)
L’hypothe`se alternative suppose la pre´sence d’un seul changement dans les parame`tres de
re´gression,
H1 : β1 = β2. (2.3)
Sous l’hypothe`se nulle H0, on de´signe par β
0 la vraie valeur (suppose´ inconnue) du pa-
rame`tre β. Sous l’hypothe`se H1, β
0
1 et β
0
2 (aussi inconnus) sont les vrais parame`tres de β1,β2.
Conside´rons des notations supple´mentaires. Tout d’abord on donne des notations qui
seront utilise´es sous l’hypothe`se nulle H0. Soit le vecteur ale´atoire, de dimension d, suivant
g(Xi,β) ≡ gi(β) ≡
.
f(Xi,β)[Yi − f(Xi,β)].
On remarque que, sous l’hypothe`se H0, pour tout i = 1, . . . , n, on a gi(β
0) =
.
f(Xi,β
0)εi et
E[gi(β
0)] = 0d.
On conside`re e´galement la matrice suivante de dimension d× d
V ≡ E[
.
f(Xi,β
0)
.
f
t
(Xi,β
0)].
Alors, Var [εi
.
f(Xi,β
0)] = σ2V.
On conside`re maintenant les deux ensembles d’entiers naturels I ≡ {1, ..., k} et
J ≡ {k + 1, ..., n}. Ces deux ensembles contiennent les indices d’observations des
deux segments du mode`le (1.4). Correspondant a` ces deux ensembles, soient les vecteurs de
probabilite´ : (p1, . . . , pk) et (qk+1, . . . , qn). E´videmment, on a que∑
i∈I
pi = 1 et
∑
j∈J
qj = 1.
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2.3.2 Statistique de test
Sous l’hypothe`se H0 donne´e par la relation (2.2), le proﬁl de la vraisemblance empirique
pour β est
R0,nk(β) = sup
(p1,...,pk)
sup
(qk+1,...,qn)
{∏
i∈I
pi
∏
j∈J
qj;
∑
i∈I
pi = 1;
∑
j∈J
qj = 1,∑
i∈I
pigi(β) =
∑
j∈J
qjgj(β) = 0d
}
,
Sans la contrainte
∑
i∈I
pigi(β) = 0d, les maximums de
∏
i∈I
pi,
∏
j∈J
qj sont atteints respectivement
pour pi = k
−1 et qj = (n − k)−1. Alors, le proﬁl du rapport de la vraisemblance empirique
pour β a la forme
R′0,nk(β) = sup
(p1,...,pk)
sup
(qk+1,...,qn)
{∏
i∈I
kpi
∏
j∈J
(n− k)qj;
∑
i∈I
pi = 1,
∑
j∈J
qj = 1,∑
i∈I
pigi(β) =
∑
j∈J
qjgj(β) = 0d
}
.
(2.4)
De meˆme, sous l’hypothe`se H1 donne´e par la relation (2.3), le proﬁl de la vraisemblance
empirique est
R1,nk(β1,β2) = sup
(p1,...,pk)
sup
(qk+1,...,qn)
{∏
i∈I
pi
∏
j∈J
qj;
∑
i∈I
pi = 1,
∑
j∈J
qj = 1,∑
i∈I
pigi(β1) = 0d,
∑
j∈J
qjgj(β2) = 0d
}
.
Alors, le proﬁl du rapport de vraisemblance empirique pour β1,β2 a la forme
R′1,nk(β1,β2) = sup
(p1,...,pk)
sup
(qk+1,...,qn)
{∏
i∈I
kpi
∏
j∈J
(n− k)qj,
∑
i∈I
pi = 1,
∑
j∈J
qj = 1,∑
i∈I
pigi(β1) = 0d,
∑
j∈J
qjgj(β2) = 0d
}
.
Pour tester l’hypothe`se H0 contre H1, on utilise une ide´e similaire au test du maximum de la
vraisemblance. On conside`re alors, le proﬁl du rapport de la vraisemblance empirique suivant
R0,nk(β)
R1,nk(β1,β2)
=
R′0,nk(β)
R′1,nk(β1,β2)
, (2.5)
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Aﬁn de trouver une forme simple pour la statistique de test, on e´tudie le comportement du
processus du de´nominateur de la relation (2.5).
Le re´sultat suivant de´signe une ge´ne´ralisation de la version non parame´trique du
The´ore`me de Wilks. Plus spe´ciﬁquement, sous l’hypothe`se H1, puisque les observations sont
inde´pendantes, on peut appliquer le the´ore`me de Wilks sur chacun de deux segments. Alors,
on prouve que sous l’hypothe`se H1, le proﬁl du rapport de vraisemblance empirique pour
β1, β2 a une distribution asymptotique χ
2. Notons que, le the´ore`me suivant est valable avec
les vraies valeurs de β1 et β2 qui sont respectivement β
0
1 et β
0
2. Pour de raison de lisibilite´,
on les note par β1 et β2.
The´ore`me 2.3.1. Sous les suppositions (A1)-(A3), si l’hypothe`se H1 est vraie, alors
−2 logR′1,nk(β1,β2) L−→
n→∞
χ2(2d).
Preuve. Sous l’hypothe`se H1, pour le premier segment ge´ne´re´ par les observations i ∈ I, le
proﬁl de la vraisemblance empirique pour β1, pour une valeur de k ﬁxe´e, est
sup
(p1,...,pk)
{∏
i∈I
kpi; 0 ≤ pi ≤ 1,
∑
i∈I
pi = 1,
∑
i∈I
pigi(β1) = 0d
}
.
En utilisant la me´thode des multiplicateurs de Lagrange, on pose le processus ale´atoire
suivant ∑
i∈I
log pi + η(
∑
i∈I
pi − 1)− kλt1(
∑
i∈I
pigi(β1)), (2.6)
ou` λ1 ∈ Rd et η ∈ R sont les multiplicateurs de Lagrange.
Annulant la de´rive´e par rapport a` pi du processus (2.6), on obtient
pi =
1
kλt1gi(β1)− η
. (2.7)
Pour calculer η, par la relation (2.7) on a que
1 + ηpi − kpiλt1gi(β1) = 0,
en faisant la somme pour i = 1, . . . , k, on obtient∑
i∈I
kpiλ
t
1gi(β1)−
∑
i∈I
ηpi = k. (2.8)
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La relation (2.8) avec les contraintes
∑
i∈I
kpiλ
t
1gi(β1) = 0 et
∑
i∈I
pi = 1 impliquent que
η = −k.
Alors, les probabilite´s pi donne´es par la relation (2.7) deviennent
pi =
1
k(1 + λt1gi(β1))
.
De meˆme, le proﬁl de la vraisemblance empirique pour le deuxie`me segment ge´ne´re´ par les
observations j ∈ J , est
sup
(qk+1,...,qn)
{∏
j∈J
(n− k)qj; 0 ≤ qj ≤ 1,
∑
j∈J
qj = 1,
∑
j∈J
qjgj(β2) = 0d
}
.
Cette fonction est maximise´ pour
qj =
1
(n− k)(1− λt2gi(β2))
,
ou` λ2 ∈ Rp est le multiplicateur de Lagrange. Alors, la statistique du rapport de log-
vraisemblance empirique peut s’e´crire
− 2 logR′1,nk(β1,β2) = 2
∑
i∈I
log
[
1 + λt1gi(β1)
]
+ 2
∑
j∈J
log
[
1− λt2gi(β2)
]
. (2.9)
D’apre`s le The´ore`me 2 de [Qin and Lawless (1994)] et le The´ore`me 4.1 de [Ciuperca (2013a)],
en utilisant les suppositions (A1), (A2) et (A3), on a que chacune de deux sommes de la
partie droite de la relation (2.9) converge en loi vers une distribution de χ2(d). La preuve se
termine en tenant compte du fait que les deux termes de la relation (2.9) contiennent des
observations inde´pendantes. 
Conse´quence de ce the´ore`me, sous l’hypothe`se H1, le de´nominateur du rapport de
vraisemblance empirique donne´ par la relation (2.5), ne de´pend pas asymptotiquement
de parame`tres β1 et β2. Alors, on peut conside´rer comme statistique de test le terme
−2 logR′0,nk(β).
Tenant compte de l’expression R′0,nk(β) donne´e par la relation (2.4) et en utilisant la
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me´thode des multiplicateurs de Lagrange, maximiser le terme −2 logR′0,nk(β) est e´quivalent
a` maximiser la statistique de test suivante par rapport a` β, η1, η2, λ1 et λ2 :∑
i∈I
[
log pi − nλt1pigi(β)
]
+
∑
j∈J
[
log qj + nλ
t
2qjgj(β)
]
+ η1
(∑
i∈I
pi − 1
)
+η2
(∑
j∈J
qj − 1
)
, (2.10)
ou` β ∈ Γ, η1, η2 ∈ R et λ1,λ2 ∈ Rd.
Puisque les de´rive´es de (2.10) par rapport a` pi et qj sont nulles, en utilisant un ar-
gument similaire a` celui de la preuve du The´ore`me 2.3.1, on obtient que
pi =
1
k + nλt1gi(β)
, qj =
1
n− k − nλt2gj(β)
. (2.11)
Alors, la statistique −2 logR′nk,0(β) devient
2
∑
i∈I
log
[
1 +
n
k
λt1gi(β)
]
+ 2
∑
j∈J
log
[
1− n
n− kλ
t
2gj(β)
]
. (2.12)
Tenant compte des probabilite´s pi et qj obtenues par la relation (2.11), la de´rive´e de (2.12)
par rapport a` β peut s’e´crire
2n
[∑
i∈I
piλ
t
1
.
gi(β)−
∑
j∈J
qjλ
t
2
.
gj(β)
]
= 0,
ou`
.
gi(β) est une matrices de dimension d× d, qui contient les de´rive´es du vecteur gi(β) par
rapport a` β , pour i = 1, . . . , k.
Pour avoir un seul parame`tre λ, on se limitera a` un cas particulier, quand λ1 et λ2
satisfont la contrainte :
V1n(β)λ1 = V2n(β)λ2,
avec
V1n(β) ≡ 1
k
∑
i∈I
.
gi(β), V2n(β) ≡
1
n− k
∑
j∈J
.
gj(β).
Pour le vrai parame`tre β0, ces deux dernie`res matrices deviennent, respectivement
V01n ≡ V1n(β0), V02n ≡ V2n(β0).
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Tenant compte de la contrainte V1n(β)λ1 = V2n(β)λ2, la statistique de test de la relation
(2.12) devient
2
∑
i∈I
log
[
1 +
n
k
λtgi(β)
]
+ 2
∑
j∈J
log
[
1− n
n− kλ
tV1n(β)V
−1
2n (β)gj(β)
]
. (2.13)
D’autre part, aﬁn que les parame`tres appartiennent a` un ensemble borne´, a` la place du
parame`tre k, on conside`re θnk ≡ k/n et on note la statistique donne´e par la relation (2.13)
par Znk(θnk,λ,β).
Sous l’hypothe`se H1, si k0 est le vrai point ou` le mode`le subit un changement, on
note ce point par θ0n = k0/n.
D’une fac¸on similaire au test de maximum de la vraisemblance classique, mais pour
les mode`les sans point de rupture, aﬁn d’e´tudier la statistique de test de maximum de la
log-vraisemblance empirique, on calcule les fonctions scores associe´es a` la statistique de test
donne´e par (2.13). Alors on obtient
φ1n(θnk,λ,β) ≡
∂Znk(θnk,λ,β)
2∂λ
=
∑
i∈I
gi(β)
θnk + λ
tgi(β)
−
∑
j∈J
V1n(β)V
−1
2n (β)gj(β)
1− θnk − λtV1n(β)V−12n (β)gj(β)
.
(2.14)
φ2n(θnk,λ, β) ≡
∂Znk(θnk,λ,β)
2∂β
=
∑
i∈I
.
gi(β)λ
t
θnk + λ
t(β)gi(β)
−
∑
j∈J
∂(V1n(β)V
−1
2n (β)gj(β))/∂β
1− θnk − λtV1n(β)V−12n (β)gj(β)
λt.
(2.15)
En re´solvant le syste`me suivant {
φ1n(θnk,λ,β) = 0d
φ2n(θnk,λ,β) = 0d,
(2.16)
on obtient le couple des solutions (λ̂(θnk), β̂(θnk)) qui maximisent la statistique de test
donne´e par (2.13). Remarquons que ces solutions de´pendent du point de rupture k.
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Finalement, on obtient le proﬁl du maximum de vraisemblance empirique
Znk(θnk, λ̂(θnk), β̂(θnk)), qui de´pend seulement du parame`tre du point de rupture θnk.
Notons que, par rapport au mode`le line´aire, dans notre cas les matrices V1n(β), V2n(β)
et la de´rive´e
.
g(β) de´pendent de β. Ces de´pendances, ainsi que la non-line´arite´ de g(β),
produisent des diﬃculte´s dans l’e´tude de la statistique Znk(θnk,λ,β) et des solutions λ̂(θnk)
et β̂(θnk).
2.3.3 Comportement asymptotique de la statistique de test
Dans cette sous-section, pour les probabilite´s pi et qj donne´es par la relation (2.11),
on prouve que sous la contrainte V1n(β)λ1 = V2n(β)λ2, les deux termes kpi et (n − k)qj
peuvent eˆtre encadre´s par deux constantes strictement positives, ce qui implique que la
statistique de test Znk(θnk, λ̂(θnk), β̂(θnk)) est bien de´ﬁnie.
Tenant compte des proprie´te´s e´tablies pour les solutions λ̂(θnk) et β̂(θnk) de la rela-
tion (2.13), on peut conside´rer a` la place de la statistique donne´e par (2.13), une statistique
de test plus simple qui sera donne´e plus tard dans la relation (2.29).
Dans cette sous-section, on e´tudie le comportement asymptotique de la statistique de
test obtenue dans la relation (2.13), d’abord sous l’hypothe`se nulle H0 et ensuite sous
l’alternative H1.
Comportement asymptotique sous H0
Aﬁn d’e´tudier le comportement asymptotique de λ̂(θnk) et β̂(θnk), on commence par
e´tudier kpi, pour i ∈ I, et (n − k)qj, pour j ∈ J , avec les probabilite´s pi, qj donne´es par la
relation (2.11).
Plus pre´cise´ment, on montre que si β est dans le voisinage de β0, kpi et (n − k)qj
peuvent eˆtre encadre´s par deux constantes strictement borne´es et positives, avec une
probabilite´ proche de 1.
Proposition 2.3.1. Sous l’hypothe`se H0, on suppose que (A1)-(A4) sont ve´riﬁe´es. Il existe
η0 > 0 tel que pour tout η ∈ [0, η0] on a
(i) Pour i ∈ I, pour tout  > 0, il existe deux constantes positives M1 et M2, telle
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que, pour tout β ∈ Vη(β0)
P
[ 1
M2
≤ 1
1 + λ
t
θnk
gi(β)
≤ 1
M1
]
≥ 1− . (2.17)
(ii) Pour j ∈ J , pour tout  > 0, il existe deux constantes positives M3 et M4 > 0, telle que,
pour tout β ∈ Vη(β0)
P
[ 1
M4
≤ 1
1− λt
1−θnkV1n(β)(V2n(β))
−1gj(β)
≤ 1
M3
]
≥ 1− . (2.18)
Preuve. (i) Pour le multiplicateur de Lagrange λ, on conside`re la de´composition suivante :
λ = ρφ,
tel que ρ ≥ 0 et ‖φ‖1 = 1.
Le Lemme 2.6.2 implique que, il existe M2 > 0, tel que
1
1 + λ
t
θnk
gi(β)
≥ 1
1 + ρ
θnk
‖φtgi(β)‖1
≥ 1
1 + ρ
θnk
‖gi(β)‖1 ≥
1
M2
,
avec une probabilite´ proche de 1, c’est a` dire, pour tout  > 0, on a
P
[ 1
1 + ρ
θnk
‖gi(β)‖1 ≥
1
M2
]
≥ 1− 
2
. (2.19)
Par contre, pour la partie droite de la relation (2.17), on suppose qu’il existe une constante
positive M1 telle que
sup
i∈I,β∈Γ
1
1 + λ
t
θnk
gi(β)
≥ 1
M1
.
Ce qui est e´quivalant au fait qu’il existe une constante positive M5, tel que
inf
i∈I,β∈Γ
λt
θnk
gi(β) ≤ −M5.
Puisque λ = ρφ, ρ > 0 et 0 < θnk < 1, alors il existe M6 > 0 tel que
inf
i∈I,β∈Γ
φtgi(β) ≤ −M6. (2.20)
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D’autre part, on a que
inf
i∈I,β∈Γ
φtgi(β) ≥ − inf
i∈I,β∈Γ
‖gi(β)‖1,
avec une probabilite´ e´gale a` 1.
Tenant compte de la relation (2.20), il existe une constante M6 > 0 tel que
− inf
i∈I,β∈Γ
‖gi(β)‖1 ≤ −M6
ou encore
sup
i∈I,β∈Γ
‖gi(β)‖1 ≥ M6,
ce qui contredit la relation ( 2.20) et qui implique la relation (2.17).
(ii) De la meˆme fac¸on que (i), on peut de´montrer la relation (2.18) pour j ∈ J .

Par le re´sultat suivant, on montre que λ̂(θnk) et β̂(θnk), les solutions du syste`me
(2.16), sont des bons estimateurs. Plus pre´cise´ment, on montre que sous l’hypothe`se H0,
‖λ̂(θnk)‖ converge en probabilite´ vers 0 quand n → ∞ et que β̂(θnk) est un estimateur
consistant de β0. On obtient e´galement la vitesse de convergence de ces deux estimateurs,
ce qui nous permet de proposer une statistique de test simple a` la place de Znk(θnk,λ,β).
The´ore`me 2.3.2. Sous les suppositions (A1)-(A4), si l’hypothe`se H0 est vraie, alors on a
λ̂(θnk) = min{θnk, 1− θnk}OP((nmin{θnk, 1− θnk})−1/2)
et
β̂(θnk)− β0 = OP((nmin{θnk, 1− θnk})−1/2).
Preuve. La structure de cette preuve est similaire a` celle du Lemme A1 de [Liu et al. (2008)]
faite pour le cas du mode`le line´aire. Par contre, des modiﬁcations importantes et des
re´sultats supple´mentaires, qui sont duˆs au fait que le mode`le conside´re´ est non-line´aire, sont
ne´cessaires.
Sans re´duire la ge´ne´ralite´, on suppose que min{θnk, 1 − θnk} = θnk. L’autre cas est
similaire.
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Vu la de´ﬁnition du proﬁl du rapport de vraisemblance empirique R′0(β), on a la contrainte
suivante
0d =
∑
i∈I
pigi(β) =
∑
j∈J
qjgj(β). (2.21)
Sous l’hypothe`se nulle H0, pour chaque observation i ∈ I, on remplace pi par sa valeur
obtenue dans la relation (2.11). Alors on obtient∑
i∈I
pigi(β) =
1
θnk
∑
i∈I
gi(β)
1 + λ
t(β)
θnk
gi(β)
= 0d.
ou encore
1
nθnk
∑
i∈I
gi(β)
1 + λ
t(β)
θnk
gi(β)
=
1
nθnk
∑
i∈I
1
1 + λ
t(β)
θnk
gi(β)
[
gi(β) +
gi(β)g
t
i(β)
θnk
λt(β)− gi(β)g
t
i(β)
θnk
λ(β)
]
=
1
nθnk
∑
i∈I
gi(β)− 1
nθ2nk
∑
i∈I
gi(β)g
t
i(β)
1 + λ
t(β)
θnk
gi(β)
λt(β). (2.22)
On obtient donc
0d =
1
nθnk
∑
i∈I
gi(β)− 1
nθ2nk
∑
i∈I
gi(β)g
t
i(β)
1 + λ
t(β)
θnk
gi(β)
λ(β). (2.23)
On a note´ λ par λ(β) pour mettre en e´vidence que pour chaque valeur de β, solution de
l’e´quation (2.23), on aura une diﬀe´rente valeur pour λ.
On conside`re β = β0 ± (nθnk)−r1d, telle que r de´signe une constante positive qui
sera spe´ciﬁe´e plus tard. Donc, ‖β − β0‖ = (nθnk)−r → 0, pour nθnk → ∞.
Pour le premier terme du membre droit de la relation (2.23), par le Lemme 2.6.3, on
a
1
nθnk
∑
i∈I
gi(β) = OP((nθnk)
−1/2) +V01n(β − β0) + oP(β − β0).
On conside`re maintenant le deuxie`me terme du membre droit de la relation (2.23). Par la
Proposition 2.3.1, on a montre´ que pour tout  > 0, il existe deux constantes positives M1
et M2 > 0 tel que
P
[ 1
M1
∑
i∈I
gi(β)g
t
i(β) ≤
∑
i∈I
gi(β)g
t
i(β)
1 +
λt(β)
θnk
gi(β)
≤ 1
M2
∑
i∈I
gi(β)g
t
i(β)
]
< .
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Ce qui implique que, aﬁn d’e´tudier le deuxie`me terme du membre droit de la relation (2.23),
il faut e´tudier seulement le terme (nθnk)
−1∑
i∈I
gi(β)g
t
i(β).
Par le de´veloppement de Taylor de gi(β) dans le voisinage de β
0, en utilisant un ar-
gument similaire a` celui utilise´ pour le premier terme de la partie droite de la relation
(2.23), tenant compte de la supposition (A3), on obtient
1
nθnk
∑
i∈I
gi(β)g
t
i(β) =
1
nθnk
∑
i∈I
gi(β
0)gti(β
0)(1 + oP(1)). (2.24)
Tenant compte du Lemme 2.6.3 et de la relation (2.24), alors la relation (2.23) devient
0d =
[
OP((nθnk)
−1/2) +V01n(β − β0)−
1
nθ2nk
nθnk∑
i=1
gi(β
0)gti(β
0)λ(β)
]
(1 + oP(1)). (2.25)
On conside`re la constante r telle que 1/3 ≤ r < 1/2.
Si β = β0 + (nθnk)
−r1d, alors (β − β0)t1d > 0 et si β = β0 − (nθnk)−r1d alors
(β − β0)t1d < 0. Donc, la relation (2.25) implique
λ(β0 ± (nθnk)−r1d) = ±
[
θnk
( 1
nθnk
∑
i∈I
ε2i
.
f i(β
0)
.
f
t
i(β
0)
)−1
V01n(nθnk)
−r1d
+OP((nθnk)
−1/2)
]
(1 + oP(1)). (2.26)
Pour chaque observation j ∈ J , on conside`re la fonction v : Γ → Rd de´ﬁnie par
v(β) =
∑
j∈J
qjgj(β) =
1
n− nθnk
∑
j∈J
gj(β)
1− λt(β)
1−θnkV1n(β)V
−1
2n (β)gj(β)
.
Pour v(β), on a la de´composition suivante
v(β) =
1
n(1− θnk)
∑
j∈J
gj(β) +
V1n(β)V
−1
2n (β)
n(1− θnk)2
∑
j∈J
gj(β)g
t
j(β)
1− λt(β)
1−θnkV1n(β)V
−1
2n (β)gj(β)
λ(β).
Pour faciliter l’e´criture, on conside`re les deux matrices carre´s suivantes de´ﬁnies par
D01n =
1
nθnk
∑
i∈I
gi(β
0)gti(β
0), D02n =
1
n− nθnk
∑
j∈J
gj(β
0)gtj(β
0). (2.27)
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De la meˆme fac¸on que (2.25), pour les observations j ∈ J , on obtient la relation suivante
v(β) =
[
V02n(β−β0) + (1− θnk)−1V01n(V02n)−1D02nλ(β) +OP((n(1− θnk))−1/2)
]
(1+ oP(1)).
On remplace λ(β) par sa valeur obtenue en (2.26), alors on obtient
v(β) =
[
V02n(β − β0) + (θnk)(1− θnk)−1V01n(V02n)−1D02n(D01n)−1V01n(β − β0)
+OP((n(1− θnk))−1/2) +OP((nθnk)−1/2)
]
(1 + oP(1)).
Puisque β = β0 ± (nθnk)−r1d, 1/3 ≤ r < 1/2 et min{θnk, 1 − θnk} = θnk, alors la dernie`re
relation de v(β) devient[(
V02n+
θnk
1− θnkV
0
1n(V
0
2n)
−1D02n(D
0
1n)
−1V01n
)
(β−β0)+OP((nθnk)−1/2))
](
1+oP(1)
)
. (2.28)
Ceci implique que v(β0 + (nθnk)
−r1d) et v(β0 − (nθnk)−r1d) ont des signes diﬀe´rents,
composante par composante. De plus, puisque v contient des fonctions continues en β dans
le voisinage de β0, alors, d’apre`s le the´ore`me des valeurs interme´diaires, il existe un β tel
que v(β) = 0d.
D’autre part, puisque v(β̂(θnk)) = 0d, on a que
β̂(θnk) ∈ [β0 − (nθnk)−r1d,β0 + (nθnk)−r1d],
ce qui implique que
β̂(θnk)− β0 = OP((nθnk)−r) ≥ OP((nθnk)−1/2),
car r < 1/2.
Puisque β̂(θnk) − β0 est le coeﬃcient d’une matrice strictement positive, alors la
dernie`re relation, avec la relation (2.28) impliquent que pour avoir v(β̂(θnk)) = 0d, il faut
ne´cessairement que
β̂(θnk)− β0 = OP(nθnk)−1/2.
Tenant compte du dernier re´sultat, pour la relation (2.26), on obtient que
λ(β̂(θnk)) = θnkOP(nθnk)
−1/2.
Le the´ore`me est prouve´ en totalite´. 
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Remarque 2.3.1. Par la preuve du Lemme 2.6.5, d’apre`s le loi des grands nombres, on
a que V01n(V
0
2n)
−1 p.s.−→
n→∞
Id, alors, sous l’hypothe`se H0, on peut conside´rer a` la place de la
statistique Znk(θnk,λ,β), donne´e par la relation (2.13), la statistique suivante
Tnk(θnk,λ,β) = 2
∑
i∈I
log(1 +
1
θnk
λtgi(β)) + 2
∑
j∈J
log(1− 1
1− θnkλ
tgj(β)). (2.29)
Puisque la fonction de re´gression est non-line´aire, aﬁn que le maximum de la vraisem-
blance empirique existe toujours, on conside`re le parame`tre θnk ∈ [Θ1n,Θ2n] ⊂ (0, 1), tel
que nΘ1n → ∞, n(1−Θ2n) → ∞, quand n → ∞. 1.
Finalement, la statistique de test pour tester l’hypothe`se H0 contre son alternative
H1 est
T˜n ≡ max
θnk∈[Θ1n,Θ2n]
Tnk(θnk, λ˜(θnk), β˜(θnk)), (2.30)
ou` λ˜(θnk), β˜(θnk) sont les solutions du syste`me⎧⎪⎪⎪⎨⎪⎪⎪⎩
∂Tnk(θnk,λ,β)
2∂λ
=
∑
i∈I
gi(β)
θnk + λ
tgi(β)
−
∑
j∈J
gj(β)
1− θnk − λtgj(β)
= 0d,
∂Tnk(θnk,λ,β)
2∂β
=
∑
i∈I
.
gi(β)λ
θnk + λ
tgi(β)
−
∑
j∈J
.
gj(β)λ
1− θnk − λtgj(β)
= 0d.
(2.31)
Alors, on peut conside´rer comme un estimateur du point de rupture k0, l’estimateur du
maximum de la vraisemblance empirique
k˜n ≡ nθ˜n ≡ nmin{θ˜nk; θ˜nk = argmax
θnk∈[Θ1n,Θ2n]
Tnk(θnk, λ˜(θnk), β˜(θnk))}.
Le re´sultat suivant donne la distribution asymptotique de la statistique de test T˜n donne´e
par la relation (2.30), sous l’hypothe`se nulle de non-changement H0.
Pour ceci, on conside`re les fonctions suivantes :
A(x) ≡ (2 log x)1/2,
D(x) = 2 log x+ log log x
1. Le lecteur peut trouver une discussion concernant les valeurs possibles de Θ1n, Θ2n dans les papiers
de [Zou et al. (2007)] et de [Liu et al. (2008)]
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et
u(n) =
1−Θ1nΘ2n
Θ1n(1−Θ2n) → ∞, quand n → ∞.
The´ore`me 2.3.3. Sous les suppositions (A1)-(A4), si l’hypothe`se H0 est vraie, alors pour
tout t ∈ R, on a
lim
n→∞
P{A(log u(n))(T˜n) 12 ≤ t+D(log u(n))} = exp(−e−t). (2.32)
Preuve. La structure de cette preuve est similaire a` celle du The´ore`me 1.3.1 de
[Cso¨rgo¨ and Horva´th (1997)]. Le Lemme 2.6.5 est utilise´ a` la place du The´ore`me 1.1.1 de
[Cso¨rgo¨ and Horva´th (1997)] et le The´ore`me A.3.4 de [Cso¨rgo¨ and Horva´th (1997)] est uti-
lise´ a` la place du Corollaire A.3.1 de [Cso¨rgo¨ and Horva´th (1997)]. 
Corollaire 2.3.1. Conse´quence du The´ore`me 2.3.3 , pour une valeur ﬁxe´e de α ∈ (0, 1), on
peut de´duire la re´gion critique suivante
(T˜n)
1/2 ≥ − log(− logα) +D(log u(n))
A(log u(n))
.
La non-line´arite´ en β du mode`le, produisent des diﬃculte´s nume´riques pour re´soudre
le syste`me donne´ par la relation (2.31). Ce qui rend l’utilisation du The´ore`me 2.3.3 dans les
applications assez complique´s. Alors, on propose une forme plus simple pour la statistique
de test, pour l’utiliser aise´ment en pratique. Cette forme doit pre´server tous les proprie´te´s
the´oriques de la statistique de test donne´e par la relation (2.30).
Remarque 2.3.2. Tenant compte de la dernie`re relation du Lemme 2.6.5, le The´ore`me
2.3.3 implique que, dans la pratique, aﬁn de tester l’hypothe`se H0 contre H1, on utilise la
forme approxime´e de la statistique de test :
T (θnk) = nσ
−2θnk(1− θnk)(W01n −W02n)tV−1(W01n −W02n), (2.33)
ou`
W01n =
1
nθnk
∑
i∈I
gi(β
0), W02n =
1
n(1− θnk)
∑
j∈J
gj(β
0). (2.34)
Dans les applications, puisque le parame`tre β0 est inconnu, on le remplace par un estimateur
consistent, par exemple, l’estimateur du moindre carre´ ordinaire note´ par β̂MC.
Sous H0, la variance du l’erreur σ
2 est estime´ par n−1
n∑
i=1
[Yi − f(Xi, β̂MC)]2 et la matrice
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V par n−1
n∑
i=1
.
f(Xi, β̂MC)
.
f
t
(Xi, β̂MC).
L’estimateur du maximum de la vraisemblance empirique modiﬁe´ pour le point de
rupture k0 est
k̂n = nθ̂n = nmin{θ̂nk; θ̂nk = argmax
Θ1n≤θnk≤Θ2n
T (θnk)}. (2.35)
Comportement asymptotique de Tnk et T˜nk sous H1
Conside´rons maintenant que l’hypothe`se H1 est vraie. Tout d’abord, on prouve que le
maximum de la statistique Tnk converge vers le maximum de sa distribution limite. Alors,
on montre que la statistique de test T˜n est consistante (a la puissance asymptotique e´gale a`
1).
Si k0 est le vrai temps du changement, on note par θn0 = k
0/n et on suppose que
θ0 ≡ lim
n→∞
θn0, ou` θ0 ∈ (0, 1).
Pour x ∈ Υ et e ∈ R, soient Fx(e) la distribution conditionnelle de g(Xi,β) quand
Xi = x, pour les observations i ∈ I et Gx(e) la distribution conditionnelle de g(Xj,β)
quand Xj = x, pour les observations j ∈ J .
Nous rappelons que la fonction de re´partition de X est H(x). Pour x ∈ Υ et une
valeur ﬁxe´e de θ, on de´ﬁnit
dPx(e) ≡ (θ1 {θ≤θ0} + θ01 {θ>θ0})dFx(e) + (θ − θ0)1 {θ>θ0}dGx(e),
dQx(e) ≡ ((1− θ)1 {θ≥θ0} + (1− θ0)1 {θ<θ0})dGx(e) + (θ0 − θ)1 {θ<θ0}dFx(e),
dRx(e) ≡ 1 {θ<θ0}dFx(e) + 1 {θ>θ0}dGx(e).
Comme on a prouve´ que sous l’hypothe`se H0 on peut conside´rer a` la place de la sta-
tistique de vraisemblance empirique (2.13) la statistique (2.29), alors, on de´ﬁnit la
statistique suivante
Λnk(θnk) =
Tnk(θnk, λ˜(θnk), β˜(θnk)
2n
,Λn(0) = Λn(1) = 0, (2.36)
avec Tnk donne´ par la relation (2.29).
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Par une preuve similaire a` celle du The´ore`me 2.3.2, on a que
λ˜(θnk) = min{θnk, 1− θnk}OP((nmin{θnk, 1− θnk})−1/2),
β˜(θnk)− β0 = OP((nmin{θnk, 1− θnk})−1/2). (2.37)
Pour un λ et β quelconque, soit la fonction K : Υ× R× (0, 1) de´ﬁnie par
K(x, e, θ) = θ + λt
.
f(x,β)[e− f(x,β) + f(x,β0)].
Soit e´galement
ψ(θ,λ,β) =
∫
Υ
(∫
R
logK(x, e, θ)dPx(e) +
∫
R
log(1−K(x, e, θ))dQx(e)
)
dH(x)
− θ log θ − (1− θ) log(1− θ). (2.38)
Par le The´ore`me 2.3.4, on prouve que sous l’hypothe`se H1, ψ est le processus limite de Λnk.
Alors, pour une valeur ﬁxe´e de θ, telle que θ ∈ (0, 1), on conside`re par ˜˜λ(θ), ˜˜β(θ) la
solution du syste`me suivant⎧⎪⎪⎨⎪⎪⎩
z1(θ,λ,β) =
∫
Υ
(∫
R
g(x,β)
K(x, e, θ)
dPx(e)−
∫
R
g(x,β)
1−K(x, e, θ)dQx(e)
)
dH(x) = 0d,
z2(θ,λ,β) =
∫
Υ
(∫
R
.
g(x,β)λ
K(x, e, θ)
dPx(e)−
∫
R
.
g(x,β)λ
1−K(x, e, θ)dQx(e)
)
dH(x) = 0d,
(2.39)
ou`,
z1(θ,λ,β) =
∂ψ(θ,λ,β)
∂λ
, z2(θ,λ,β) =
∂ψ(θ,λ,β)
∂β
.
Pour la suite, on a besoin des suppositions suivantes :
(A5) La matrice
⎛⎜⎝−
∂z1(θ,λ,β)
∂λ
−∂z1(θ,λ,β)
∂β
−∂z2(θ,λ,β)
∂λ
−∂z2(θ,λ,β)
∂β
⎞⎟⎠ est inversible pour tout θ ∈ (0, 1).
(A6) On a :∫
Υ
∫
R
(
g(x,β)gt(x,β)
K2(x, e, θ)
+
g(x,β)gt(x,β)
(1−K(x, e, θ))2 )d(Fx(e) +Gx(e)) < ∞,
Zahraa Salloum 56 Universite´ Lyon 1
CHAPITRE 2. TEST DE LA VRAISEMBLANCE EMPIRIQUE POUR UN MODE`LE
NON-LINE´AIRE AVEC POINTS DE RUPTURE
∫
Υ
∫
R
(
.
g(x,β)
.
g(x,β)
K2(x, e, θ)
+
.
g(x,β)
.
g(x,β)
(1−K(x, e, θ))2 )d(Fx(e) +Gx(e)) < ∞,
avec la convention que ces deux inte´grales sont applique´es composante par compo-
sante a` la matrice correspondante.
Soit gl(x,β) la l-e`me composante du vecteur g(x,β). Pour tout 1 ≤ j, k ≤ d, on suppose que∫
Υ
∫
R
(
1
K2(x, e, θ)
∂2gl(x,β)
∂βj∂βk
+
1
(1−K(x, e, θ))2
∂2gl(x,β)
∂βj∂βk
)d(Fx(e) + Gx(e)) < ∞.
(A7) Les fonctions f(x,β) et
.
f(x,β) sont equicontinues en β dans Γ.
Remarque 2.3.3. Une condition suﬃsante pour que les fonctions f(x,β) et
.
f(x,β) soient
e´quicontinues est qu’elles soient Lipschitziennes par rapport a` β dans Γ.
Par le the´ore`me suivant, on montre que si θnk converge vers la vraie valeur θ0, alors, le
maximum de la statistique de test modiﬁe´e converge vers le maximum de sa distribution
limite.
The´ore`me 2.3.4. Sous l’hypothe`se alternative H1, si les suppositions (A5)-(A7) sont
ve´riﬁe´es, θ0 ∈ (0, 1) et limn→∞ θnk = θ ∈ [0, 1], alors
Λnk(θnk)
p.s.−→
n→∞
ψ(θ, ˜˜λ(θ), ˜˜β(θ)).
De plus, ψ(θ, ˜˜λ(θ), ˜˜β(θ)) est une fonction strictement croissante en (0, θ0) et de´croissante
en (θ0, 1) et
max
0≤θ≤1
ψ(θ, ˜˜λ(θ), ˜˜β(θ)) = ψ(θ0,
˜˜λ(θ0),
˜˜β(θ0)).
Preuve. Ce the´ore`me sera prouve´ en deux e´tapes.
E´tape 1. Tout d’abord, on montre que, pour tout θ ﬁxe´, telle que θ ∈ (0, 1), on a
que
argmax
(λ,β)
Tnk(θ,λ,β)
p.s.−→
n→∞
argmax
(λ,β)
ψ(θ,λ,β). (2.40)
E´videment, par la loi des grands nombres, pour tout (θ,λ,β) ∈ (0, 1)× R× Γ, on a que
1
2n
Tnk(θ,λ,β)
p.s.−→
n→∞
ψ(θ,λ,β).
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D’autre part, par la supposition (A5), argmax(λ,β) ψ(θ,λ,β) est la solution unique
du syste`me (2.39). Vu les suppositions (A6) et (A7), la fonction (2n)−1Tnk(θ,λ,β)
est e´quicontinue et borne´e en λ et β. Alors, en utilisant le The´ore`me 1.12.1 de
[Van der Vaart and Wellner (1996)] , la convergence de (2n)−1Tnk(θ,λ,β) vers ψ(θ,λ,β)
est uniforme en (λ,β).
Tenant compte du fait que la solution du syste`me (2.31) est unique, alors on obtient la
relation (2.40).
E´tape 2. On montre que
max
θnk
Λnk(θnk)
p.s.−→
n→∞
max
θ
ψ(θ, ˜˜λ(θ), ˜˜β(θ)), (2.41)
avec ˜˜λ(θ) et ˜˜β(θ) les solutions du syste`me (2.39). Pour θ = limn→∞ θnk, on a
Λnk(θnk) =
1
2n
[
2
∑
i∈I
log
[
1 +
1
θ
˜˜λt(θ)gi(
˜˜β(θ))
]
+ 2
∑
j∈J
log
[
1− 1
1− θ
˜˜λt(θ)gj(β)
˜˜β(θ)
]]
=
1
n
∑
i∈I
log
[
θ + ˜˜λt(θ)gi(
˜˜β(θ))
]
+
1
n
∑
j∈J
log
[
(1− θ)− ˜˜λt(θ)gj(˜˜β(θ))
]
−θ log θ − (1− θ) log(1− θ) + oP(1).
La relation ci-dessus avec la loi des grands nombres, impliquent que
Λnk(θnk)
p.s.−→
n→∞
ψ(θ, ˜˜λ(θ), ˜˜β(θ)), (2.42)
avec θ = lim
n→∞
θnk.
Pour θ /∈ {0, 1, θ0}, la de´rive´e partielle devient
∂ψ(θ,λ,β)
∂θ
=
∫
Υ
∫
R
[
[logK(x, e, θ)1 {θ<θ0}dFx(e) + logK(x, e, θ)1 {θ>θ0}dGx(e)]
−[log(1−K(x, e, θ))1 {θ<θ0}dFx(e) + log(1−K(x, e, θ))1 {θ>θ0}dGx(e)]
]
dH(x)
+ log(1− θ)− log θ.
D’autre part, on a que
dRx(e) = 1 {θ<θ0}dFx(e) + 1 {θ>θ0}dGx(e).
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D’ou`,
∂ψ(θ,λ,β)
∂θ
=
∫
Υ
∫
R
[logK(x, e, θ)− log(1−K(x, e, θ))]dRx(e)dH(x)
− log θ + log(1− θ).
Comme ˜˜λt(θ)g(x, ˜˜β(θ)) = K(x, e, θ)− θ et z1(θ, ˜˜λ(θ), ˜˜β(θ)) = 0d, alors, on obtient∫
Υ
[ ∫
R
(1− θ
K(x, e, θ)
)dPx(e) +
∫
R
(1− 1− θ
1−K(x, e, θ))dQx(e)
]
dH(x) = 0.
(2.43)
D’autre part, on a
z2(θ,
˜˜λ(θ), ˜˜β(θ)) = 0d.
Alors∫
Υ
[ .
g(x, ˜˜β(θ))
∫
R
dPx(e)
K(x, e, θ)
]
dH(x) =
∫
Υ
[ .
g(x, ˜˜β(θ))
∫
R
dQx(e)
1−K(x, e, θ)
]
dH(x) = 0d.
Puisque ∫
Υ
[ ∫
R
dPx(e) +
∫
R
dQx(e)
]
dH(x) = 1,
alors, la relation (2.43) devient
1− θ
∫
Υ
∫
R
[ dPx(e)
K(x, e, θ)
− dQx(e)
1−K(x, e, θ)
]
dH(x)−
∫
Υ
∫
R
dQx(e)
1−K(x, e, θ)dH(x) = 0.
(2.44)
La relation (2.44) est valable pour tout θ ∈ (0, 1). Si θ = 0, la relation (2.44) implique∫
Υ
∫
R
dQx(e)
1−K(x, e, θ)dH(x) = 1. (2.45)
Si θ = 1, la relation (2.44) implique∫
Υ
∫
R
dPx(e)
K(x, e, θ)
dH(x) = 1. (2.46)
Pour θ < θ0, la relation (2.46) sera∫
Υ
∫
R
1
K(x, e, θ)
[
θ1 {θ<θ0}dFx(e)
]
dH(x) = 1.
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Puisque 1 {θ<θ0} de´signe la fonction indicatrice de l’ensemble θ < θ0, alors∫
Υ
∫
R
θ
K(x, e, θ)
dFx(e)dH(x) = 1,
ce qui donne ∫
Υ
∫
R
1
K(x, e, θ)
dFx(e)dH(x) =
1
θ
. (2.47)
La de´rive´e partielle devient :
∂ψ(θ,λ,β)
∂θ
=
∫
Υ
∫
R
[
logK(x, e, θ)1 {θ<θ0} − log(1−K(x, e, θ))1 {θ<θ0}
]
dFx(e)dH(x)
+ log(1− θ)− log θ
=
∫
Υ
∫
R
log
K(x, e, θ)
1−K(x, e, θ)dFx(e)dH(x)−
∫
Υ
∫
R
log
θ
1− θdFx(e)dH(x)
=
∫
Υ
∫
R
log
(1− θ)K(x, e, θ)
θ(1−K(x, e, θ))dFx(e)dH(x)
=
∫
Υ
∫
R
− log θ(1−K(x, e, θ))
(1− θ)K(x, e, θ)dFx(e)dH(x)
> − log
∫
Υ
∫
R
θ(1−K(x, e, θ))
(1− θ)K(x, e, θ)dFx(e)dH(x).
En utilisant la relation (2.47), on obtient que
− log
∫
Υ
∫
R
θ(1−K(x, e, θ))
−K(x, e, θ(1− θ))dFx(e)dH(x) = 0.
Alors
∂ψ(θ,λ,β)
∂θ
> 0.
On e´tudie maintenant le cas ou` θ > θ0. En utilisant la relation (2.45), on obtient que∫
Υ
∫
R
1
1−K(x, e, θ)dGx(e)dH(x) =
1
1− θ . (2.48)
De la meˆme fac¸on que pour θ < θ0, en utilisant la relation (2.48), pour θ > θ0, on obtient
que
∂ψ(θ,λ,β)
∂θ
< 0.
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Pour θ = θ0, les relations (2.47) et (2.48) deviennent respectivement∫
Υ
∫
R
1
K(x, e, θ0)
dFx(e)dH(x) =
1
θ0
(2.49)
et ∫
Υ
∫
R
1− θ
1−K(x, e, θ0)dGx(e)dH(x) =
1
1− θ0 . (2.50)
Alors, on obtient
ψ(θ0,
˜˜λ(θ0),
˜˜β(θ0)) =
∫
Υ
∫
R
θ0 logK(x, e, θ0)1 {θ<θ0}dFx(e)dH(x)
+
∫
Υ
∫
R
(1− θ0) log(1−K(x, e, θ0))1 {θ<θ0}dGx(e)dH(x)
−θ0 log θ0 + (1− θ0) log(1− θ0)
> −θ0 log
∫
Υ
∫
R
1
K(x, e, θ0)1 {θ<θ0}
dFx(e)dH(x)
−(1− θ0) log
∫
Υ
∫
R
1
(1−K(x, e, θ0))1 {θ<θ0}dGx(e)dH(x)
−θ0 log θ0 + (1− θ0) log(1− θ0)
= 0.
Donc, on peut constater que la fonction ψ(θ,λ,β) est strictement croissante sur (0, θ0) et
de´croissante sur (θ0, 1) et
max
0≤θ≤1
ψ(θ,λ,β) = ψ(θ0,λ,β).
Sous l’hypothe`se H1, en utilisant la relation (2.42), on obtient que
Λnk(θnk)
p.s.−→
n→∞
ψ(θ0,λ,β)
ainsi que, pour tout γ ∈ (0,min(θ0, 1− θ0)), on a
max
|k−nθ0|≥nγ
Λnk(θnk)
p.s.−→
n→∞
max
|θ−θ0|≥γ
ψ(θ, ˜˜λ(θ), ˜˜β(θ)). (2.51)
Ce qui implique que
lim
n→∞
P[| argmax
k
Λnk(θnk)− θ0| ≥ γ] = 0.

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Corollaire 2.3.2. La preuve du The´ore`me 2.3.4 implique que l’estimateur de θ0 de´ﬁni par
θ˜n ≡ min{θ˜nk; θ˜nk = argmax
θnk∈[Θ1n,Θ2n]
Tnk(θnk, λ˜(θnk), β˜(θnk))}
ve´riﬁe la proprie´te´ que
θ˜n − θn0 P−→
n→∞
0.
Tenant compte de la Remarque 2.3.2, on a e´galement que θ̂n− θn0 converge vers 0 en proba-
bilite´, avec θ̂n l’estimateur de θ0 de´ﬁni dans la Remarque 2.3.2.
Par le the´ore`me suivant, on prouve que la statistique de test T˜n donne´e par la relation
(2.30) a la puissance asymptotique e´gale a` 1.
The´ore`me 2.3.5. Sous les suppositions (A1)-(A7), la puissance du test du rapport du vrai-
semblance empirique T˜n converge vers 1.
Preuve. Par la preuve du The´ore`me 2.3.4, sous l’hypothe`se H1, on a
max
θnk∈[Θ1n,Θ2n]
Tnk(θnk, λ˜(θnk), β˜(θnk))
2n
p.s.−→
n→∞
0.
Tenant compte de la relation (2.37), on a
T˜n
2n
p.s.−→
n→∞
0. (2.52)
D’autre part, si on suppose que l’hypothe`se H0 est vraie, pour tout t ∈ R, par le The´ore`me
2.3.3, on a
P
[
A(log u(n))T˜
1
2
n ≤ t+D(log u(n))
]
= exp(−e−t).
En conside´rant dans la dernie`re relation t = − log log u(n), on obtient
lim
n→∞
P
[
A(log u(n))(
T˜n
n
)
1
2 ≤ − log log u(n)√
n
+
D(log u(n))√
n
]
= 0. (2.53)
Ce qui termine la de´monstration. 
Notons que, des re´sultats similaires aux The´ore`mes 2.3.3, 2.3.4 et 2.3.5 sont obtenus
par d’autres auteurs pour des mode`les plus simples. Le lecteur peut trouver les re´sultats
correspondants pour le test de de´tection d’un changement dans la suite de variables
ale´atoires dans le papier de [Zou et al. (2007)] et pour de´tecter le changement dans les
parame`tres d’un mode`le line´aire dans le papier de [Liu et al. (2008)].
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2.4 Test d’un mode`le e´pide´mique non-line´aire
Dans cette section, on conside`re le mode`le e´pide´mique. [Ning and al. (2012)] ont teste´
un mode`le e´pide´mique line´aire par la vraisemblance empirique. Pour la moyenne d’une suite
de variables ale´atoires normales inde´pendantes, [Yao (1993)] a teste´ un mode`le e´pide´mique
par des diﬀe´rents tests statistiques tels que : rapport de vraisemblance, rapport de
se´mi-vraisemblance. [Ramanayake and Gupta (2003)] et [Ramanayake (2004)] ont e´tudie´ le
changement e´pide´mique dans la moyenne d’une suite des variables ale´atoires exponentielles
et dans la forme des parame`tres d’une suite des variables ale´atoires qui suivent une loi
gamma, en utilisant la me´thode du rapport de vraisemblance.
Sous l’hypothe`se alternative, note´e par H2, on suppose que le mode`le a deux points
de rupture k1 et k2 (1 < k1 < k2 < n), tel que le mode`le est le meˆme sur le premier et le
troisie`me segment. Alors, le mode`le peut s’e´crire
H2 : Yi =
⎧⎨⎩
f(Xi,β1) + εi i = 1, . . . , k1
f(Xi,β2) + εi i = k1 + 1, . . . , k2
f(Xi,β1) + εi i = k2 + 1, . . . , n.
(2.54)
On teste l’hypothe`se nulle H0 de non-changement donne´e par la relation (2.1), contre
l’hypothe`se alternative H2 donne´e par (2.54).
Sous l’hypothe`se H2, on conside`re les deux ensembles de nombres naturels, I
′ = {1, . . . , k1,
k2+1, . . . , n} et J ′ = {k1+1, . . . , k2}. On de´ﬁnit les vecteurs de probabilite´s correspondants
(u1, . . . , uk1 , uk2+1, . . . , un) et (vk1+1, . . . , vk2). E´videment, ces probabilite´s satisfont les
relations ∑
i∈I′
ui = 1,
∑
j∈J ′
vj = 1.
Sous l’hypothe`se H0, le proﬁl du rapport de vraisemblance empirique pour β est
U′0,n,k1,k2(β) = sup
(u1,...,uk1 ,uk2+1,...,un)
sup
(vk1+1,...,vk2 )
{∏
i∈I′
(n− k2 + k1)ui
∏
j∈J ′
(k2 − k1)vj;∑
i∈I′
ui =
∑
j∈J ′
vj = 1,
∑
i∈I′
uigi(β) =
∑
j∈J ′
vjgj(β) = 0d
}
.
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Sous l’hypothe`se H2, le proﬁl du rapport de vraisemblance empirique pour β1, β2 a la forme
U′1,n,k1,k2(β1,β2) = sup
(u1,...,uk1 ,uk2+1,...,un)
sup
(vk1+1,...,vk2 )
{∏
i∈I′
(n− k2 + k1)ui
∏
j∈J ′
(k2 − k1)vj;∑
i∈I′
ui =
∑
j∈J ′
vj = 1,
∑
i∈I′
uigi(β1) =
∑
j∈J ′
vjgj(β2) = 0d
}
.
Le proﬁl du rapport de vraisemblance empirique pour tester H0 contre H2 est
U′0,n,k1,k2(β)/U
′
1,n,k1,k2
(β1,β2).
De la meˆme manie`re que dans la Section 2.3, quand on a teste´ l’hypothe`se de non-changement
H0 contre son alternative H1, en utilisant la me´thode des multiplicateurs de Lagrange, on
obtient que sous l’hypothe`se nulle H0, les probabilite´s ui et vj sont
ui =
1
(n− k2 + k1) + nλt1gi(β)
vj =
1
(k2 − k1)− nλt2gj(β)
. (2.55)
En utilisant les meˆmes arguments de la preuve du The´ore`me 2.3.1, on de´duit que la loi
limite de −2 logU ′1,n,k1,k2(β1,β2) est χ2(2d), alors on peut conside´rer comme statistique de
test −2 logU ′0,n,k1,k2(β).
On se limite au cas ou` λ1 et λ2 ve´riﬁent la contrainte
V
(1)
1n (β)λ1 = V
(1)
2n (β)λ2,
avec
V
(1)
1n (β) =
1
n+ k1 − k2
∑
i∈I′
.
g(β), V
(1)
2n (β) =
1
k2 − k1
∑
j∈J ′
.
g(β).
Dans ce cas, on conside`re le parame`tre θn,k1,k2 = n
−1(n−k2+k1), qui de´pend de deux points
de rupture k1, k2. Alors la statistique de test peut s’e´crire
2
∑
i∈I′
log
[
1 +
1
θn,k1,k2
λtgi(β)
]
+ 2
∑
j∈J ′
log
[
1− 1
1− θn,k1,k2
λtV
(1)
1n (β)(V
(1)
2n )
−1(β)gj(β)
]
.
On note par λ̂(θn,k1,k2), β̂(θn,k1,k2) les solutions d’equations scores e´gales a` ze´ro. De la meˆme
fac¸on que dans la Section 2.3, on peut montrer que sous l’hypothe`se H0, cette statistique est
e´quivalente asymptotiquement a` la statistique
Un,k1,k2(θn,k1,k2 ,λ,β) ≡ 2
∑
i∈I′
log
[
1 +
1
θn,k1,k2
λtgi(β)
]
+ 2
∑
j∈J ′
log
[
1− 1
1− θn,k1,k2
λtgj(β)
]
.
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Alors, pour tester l’hypothe`se nulle H0 contre l’hypothe`se alternative H2, on conside`re la
statistique de test suivante
max
1<k1<k2<n
{
Un,k1,k2(θn,k1,k2 , λ̂(θn,k1,k2), β̂(θn,k1,k2))
}
.
Dans le cas ou` k1 ou n−k2 sont trop proches de 0, le maximum de la vraisemblance empirique
peut ne pas exister. Dans ce cas, le test propose´ ne peut pas de´tecter la pre´sence des points de
rupture dans le mode`le. Pour que le maximum de vraisemblance empirique existe toujours,
on conside`re les deux entie`res naturels Θn1 et Θn2, tel que
Θn1 < k1 < k2 < n−Θn2.
Finalement, pour tester l’hypothe`se H0 contre H2, la statistique de test devient
U˜n ≡ max
Θn1<k1<k2<n−Θn2
{
Un,k1,k2(θn,k1,k2 , λ̂(θn,k1,k2), β̂(θn,k1,k2))
}
. (2.56)
Remarque 2.4.1. Sous l’hypothe`se nulle H0, la statistique U˜n donne´e par la relation (2.56)
a la meˆme distribution asymptotique que celle de la statistique T˜n donne´e par la relation
(2.30). En conse´quence, pour une valeur ﬁxe´e de α ∈ (0, 1), on peut de´duire la re´gion critique
suivante
(U˜n)
1/2 ≥ − log(− logα) +D(log u(n))
A(log u(n))
,
ou` les fonctions A(x), D(x) et u(n) sont donne´es dans la section 2.3.3.
Dans la pratique, aﬁn de faciliter l’utilisation de la statistique de test, on peut tout sim-
plement obtenir la statistique correspondante donne´e par la relation (2.33) de la Remarque
2.3.2.
2.5 Simulations
Dans cette section, aﬁn d’e´valuer la performance de la statistique de test propose´e, on
re´alise des simulations en utilisant la me´thode du Monte-Carlo. Pour un niveau the´orique
ﬁxe´, on calcule tout d’abord la valeur critique de la statistique de test, pour diﬀe´rentes
valeurs de n. Ensuite, on utilise le technique du Monte-Carlo pour calculer le niveau
empirique et la puissance du test empirique pour un mode`le non-line´aire avec un point de
rupture. Finalement, la statistique de test est e´tudie´e pour un mode`le e´pide´mique. Toutes
les simulations ont e´te´ eﬀectue´es en utilisant le logiciel R.
Universite´ Lyon 1 65 Zahraa Salloum
2.5. SIMULATIONS
On conside`re la fonction non-line´aire suivante
f(x,β) = a
1− xb
b
, (2.57)
avec β = (a, b) ∈ [−100, 100]× [0.1, 20].
La meˆme fonction a e´te´ conside´re´e par [Ciuperca (2011b)], ou` le mode`le est estime´
par la me´thode du minimum de la de´viation absolue pe´nalise´e.
2.5.1 Mode`le avec un seul point de rupture
Pour la fonction non-line´aire donne´e par la relation (2.57), sous l’hypothe`se H1, le
mode`le non-line´aire avec deux phases (un seul point de rupture) est
Yi = a1
1−Xb1i
b1
1 i≤k0 + a2
1−Xb2i
b2
1 i>k0 + εi, i = 1, . . . , n, (2.58)
ou` X ∼ χ2(2) et les vraies valeurs des parame`tres a01 = 10, b01 = 2, a02 = 7, b02 = 1.75.
Sous l’hypothe`se H0, le mode`le est
Yi = a
1−Xbi
b
+ εi, i = 1, . . . , n, (2.59)
avec les vrais valeurs des parame`tres a, b : a0 = 10, b0 = 2.
L’absence du changement contre la pre´sence d’un seul changement dans le mode`le
est teste´ en utilisant la statistique de test maxθnk T
1/2(θnk), avec T (θnk) donne´e par la
relation (2.33), les vecteurs W01n, W
0
2n e´tant calcule´s par la relation (2.34) et la matrice V
par n−1
∑n
i=1
.
f(Xi,β
0)
.
f
t
(Xi,β
0).
Pour le mode`le sans point de rupture, spe´ciﬁe´ par (2.59), aﬁn de calculer le niveau
empirique du test, on compte, le nombre des fois, parmi toutes les re´pliques Monte-Carlo
qu’on a obtenu si maxθnk T
1/2(θnk) ≥ cα, ou` cα de´signe la valeur critique ge´ne´rique. Pour un
niveau ﬁxe´ α ∈ (0, 1), on conside`re la valeur critique conforme´ment au Corollaire 2.3.1 :
cα =
− log(− logα) +D(log u(n))
A(log u(n))
,
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tel que
u(n) = (n2 + (2[log n])2 − 2n[log n])(2[log n])−2. 2
Pour un niveau the´orique α = 0.05, les valeurs critique cα sont calcule´es en prenant des
diﬀe´rentes valeurs pour la taille de l’e´chantillon n (voir le Tableau 2.5.1).
Pour les mode`les (2.58) et (2.59), on re´alise 5000 re´pliques Monte-Carlo pour cha-
cune de quatre distributions des erreurs suivantes : N (0, 1), 2Exp(2)− 1, 1/√6(χ2(3)− 3) et
2/
√
6t(6), ou` Exp(2), χ2(3) et t(6) sont respectivement la distribution normale standard, la
distribution exponentielle de moyenne 1/2, la distribution de chi-deux avec degre´ de liberte´
3 et la distribution student de degre´ de liberte´ 6.
On note le niveau empirique et la puissance correspondante a` la valeur critique cα
respectivement par α̂ et π̂. Dans le Tableau 2.5.1, pour diﬀe´rentes valeurs de n et diﬀe´rentes
positions du point de rupture, on donne les niveaux empiriques et les puissances obtenus
pour les quatre distributions de l’erreur. Pour chaque localisation du point de rupture, on
trouve que la puissance de la statistique de test empirique est 1. Comme il est mentionne´
Tableau 2.5.1 – Valeur critique cα, niveau empirique α̂, puissance π̂, α=0.05
Erreur n k0 cα α̂ π̂
normale 200 75 1.133 0.112 1
200 100 1.133 0.089 1
400 250 1.340 0.068 1
600 400 1.434 0.066 1
1000 200 1.544 0.051 1
1000 600 1.544 0.062 1
exponentielle 200 75 1.133 0.097 1
1000 600 1.544 0.073 1
χ2 200 75 1.133 0.108 1
1000 600 1.544 0.067 1
student 200 75 1.133 0.124 1
1000 600 1.544 0.081 1
2. voir aussi Ning et al. (2012).
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Tableau 2.5.2 – Statistiques descriptive pour les estimations du point de rupture. Mode`le
avec deux phases, n = 1000, M= 5000.
distribution de l’erreur k0 k̂n
min(k̂n) max(k̂n) moyenne(k̂n) me´diane(k̂n)
εi ∼ N (0, 1) 200 171 229 201 198
400 370 427 402 400
600 573 630 597 600
εi ∼ 2/
√
6t(6) 200 172 230 202 200
400 370 427 400 397
600 572 630 599 598
εi ∼ 2Exp(2)− 1 200 170 230 203 199
400 372 430 400 403
600 570 627 601 599
εi ∼ 1/
√
6(χ2(3)− 3) 200 178 227 202 200
400 373 430 405 401
600 596 629 598 602
dans la Remarque 2.3.2, la localisation du point de rupture peut eˆtre estime´e par la me´thode
de la vraisemblance empirique. Dans le Tableau 2.5.2 on donne quelques e´le´ments de
statistique descriptive (minimum, maximum, moyenne, me´diane) pour les estimations k̂n,
calcule´es avec (2.35), pour 5000 re´pliques Monte-Carlo.
Vu les re´sultats pre´sente´s dans le Tableau 2.5.2, on de´duit que la me´thode d’estima-
tion propose´e donne une bonne approche pour la vraie valeur k0, quelque soit la distribution
des erreurs et la position du point de rupture dans l’intervalle [1 : n].
Notons que, dans toutes les situations, le me´diane et la moyenne des estimations du
point de rupture soit ils co¨ıncident, soit il sont tre`s proches de la vraie valeur k0.
2.5.2 Mode`le e´pide´mique
Pour la fonction non-line´aire donne´e par la relation (2.57), sous l’hypothe`se H2 donne´e
par (2.54), on conside`re le mode`le a` trois phases (deux points de rupture) suivant
Yi = a1
1−Xb1i
b1
1 i≤k1 + a2
1−Xb2i
b2
1 k1<i≤k2 + a1
1−Xb1i
b1
1 k2<i≤n + εi, (2.60)
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ou` X ∼ χ2(2) et les vraies valeurs des parame`tres a01 = 10, b01 = 2, a02 = 7, b02 = 1.75.
Sous l’hypothe`se nulle H0 repre´sente´e par le mode`le (2.59), les parame`tres sont a
0 = 10,
b0 = 2.
Dans le Tableau 2.5.3 on donne les re´sultats obtenus avec 200 re´pliques Monte-
Carlo pour le mode`le (2.60) sous l’hypothe`se H2 et pour le mode`le (2.59) sous l’hypothe`se
H0, pour n = 400 et des erreurs gaussiennes. Conforme´ment a` la Remarque 2.4.1, pour
n = 400 la valeur critique calcule´e est cα = 1.34. On observe que le niveau empirique est
infe´rieur a` 0.05 ainsi que la puissance empirique est 1, pour toutes les positions de deux
points de rupture conside´re´es.
Tableau 2.5.3 – Puissance empirique et niveau empirique pour le mode`le e´pide´mique, α =
0.05, n = 400, ε ∼ N (0, 1).
k1 k2 puissance
no-change 0.033
100 300 1
100 200 1
150 300 1
2.6 Annexe
Le lemme suivant sera utilise´ dans la de´monstration des preuves des propositions, des
the´ore`mes et des lemmes qui suivent.
Lemme 2.6.1. Soit X = (X1, . . . , Xp) un vecteur ale´atoire (colonne), tel que X1, . . . , Xp
sont des variables ale´atoires qui ne sont pas ne´cessairement inde´pendantes, et M une matrice
d’e´le´ment ge´ne´ral (mij)1≤i,j≤p, tel que M = XXt. Si pour j=1, ..., p, on a
pour tout ηj > 0, il existe δj > 0 tel que P[|Xj| ≥ δj] ≤ ηj, (2.61)
alors
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(i) P
[‖X‖1 ≥ pmax1≤j≤p δj] ≤ max1≤j≤p ηj,
(ii) P
[‖X‖ ≥ √pmax1≤j≤p δj] ≤ max1≤j≤p ηj,
(iii) P
[‖M‖1 ≥ pmax1≤i,j≤p{δ2i , δ2j}] ≤ max1≤i,j≤p{η2i , η2j},
ou` ‖M‖1 = max1≤j≤p{
∑p
i=1 |mij|} est la norme subordonne´ a` la norme ‖.‖1.
Preuve. (i) En utilisant la relation (2.61), on peut e´crire
P
[‖X‖1 ≥ p max
1≤j≤p
δj
] ≤ P[p max
1≤j≤p
|Xj| ≥ p max
1≤j≤p
δj
]
= P
[
max
1≤j≤p
|Xj| ≥ max
1≤j≤p
δj
]
≤ max
1≤j≤p
ηj.
(ii) La relation de l’e´quation (2.61) est e´quivalente a`
P
[
X2j ≥ δ2j
] ≤ ηj,
ce qui implique que
P
[‖X‖2 ≥ p max
1≤j≤p
δ2j
]
= P
[
max
1≤j≤p
X2j ≥ max
1≤j≤p
δ2j
]
≤ max
1≤j≤p
ηj.
L’aﬃrmation (ii) est prouve´e.
(iii) Pour 1 ≤ i, j ≤ p, on a
P
[|XiXj| ≥ max{δ2i , δ2j}] ≤ P[max{X2i , X2j } ≥ max{δ2i , δ2j}]
≤ max{η2i , η2j}.
Alors,
P
[|mij| ≥ max{δ2i , δ2j}] ≤ max{η2i , η2j}.
Donc, pour chaque 1 ≤ j ≤ p, on peut e´crire
P
[ p∑
i=1
|mij| ≥ pmax{δ2i , δ2j}
]
≤ P[p max
1≤i≤p
|mij| ≥ pmax{δ2i , δ2j}
]
≤ max{η2i , η2j}.
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Alors,
P
[ p∑
i=1
|mij| ≥ pmax{δ2i , δ2j}
]
≤ max{η2i , η2j}.

Lemme 2.6.2. Sous les suppositions (A1)-(A4), pour tout  > 0, il existe une constante
positive M , tel que, pour η0 > 0, pour tout η ∈ [0, η0] et tout β ∈ Vη(β0), on a
P
[‖gi(β)‖1 ≥ M] ≤ .
Preuve. Dans la suite, pour alle´ger les notations, on note la fonction
.
f(Xi,β) par
.
f i(β) et
la fonction
..
f(Xi,β) par
..
f i(β).
Le de´veloppement du Taylor de gi(β), au voisinage de β = β
0, jusqu’a` l’ordre 2,
est
gi(β) =
.
f i(β
0)εi +
1
2
M1i(β − β0)εi − 1
2
.
f i(β
0)
.
f
t
i(β
0)(β − β0)
−1
6
.
f i(β
0)(β − β0)tM2i(β − β0)− 1
4
M1i(β − β0)
.
f
t
i(β
0)(β − β0)
− 1
12
M1i(β − β0)(β − β0)tM2i(β − β0), (2.62)
ou` M1i =
(
∂2fi(β
(1)
i,jk)
∂βj∂βk
)
1≤j,k≤d
, M2i =
(
∂2fi(β
(2)
i,jk)
∂βj∂βk
)
1≤j,k≤d
et β
(1)
i,jk = β
0 + ui,jk(β − β0),
β
(2)
i,jk = β
0 + vi,jk(β−β0), avec ui,jk, vi,jk ∈ [0, 1]. Faisons la remarque que β(1)i,jk et β(2)i,jk sont
des vecteurs ale´atoires qui de´pendent de Xi.
Pour le terme
.
f i(β
0)εi, on sait que Xi et εi sont inde´pendants ainsi que E(εi) = 0,
ce qui implique
E[
.
f i(β
0)εi] = 0
et
Var [
.
f i(β
0)εi] = σ
2V.
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Pour la j-e`me composante de
.
f i(β
0), par l’ine´galite´ de Bienayme´-Tchebychev, pour 1 ≤ j ≤
d, pour tout 1 > 0, on a
P
[∣∣∣∂fi(β0)
∂βj
εi
∣∣∣ ≥ 1] ≤ σ2
21
Vjj, (2.63)
avec Vjj est le j-e`me e´le´ment diagonal de la matrice V.
Pour tout  > 0, on prend 1 = σ
√
6Vjj/. Alors la relation (2.63) devient
P
[∣∣∣∂fi(β0)
∂βj
εi
∣∣∣ ≥ σ√6Vjj/ ] ≤ 
6
.
En appliquant le Lemme 2.6.1 (i), pour tout  > 0, on obtient
P
[
‖
.
f i(β
0)εi‖1 ≥ σd√

max
1≤j≤d
√
6Vjj
]
≤ 
6
. (2.64)
Pour le deuxie`me terme du membre droit de la relation (2.62), d’apre`s la supposition (A3),
pour 1 ≤ j, k ≤ d, pour tout  > 0 il existe 2 > 0, tel que
P
[∣∣∣∂2fi(β(1)i,jk)
∂βj∂βk
∣∣∣ ≥ 2] ≤ 
6
.
Par le Lemme 2.6.1 (iii), pour tout  > 0, on a que
P
[‖M1i‖1 ≥ 2] ≤ 
6
. (2.65)
En utilisant l’ine´galite´ de Bienayme´-Tchebychev et la supposition (A1), pour tout C1 > 0,
on obtient que
P
[|εi| > C1] ≤ σ2
C1
. (2.66)
Rappelons que ‖β−β0‖ < η. Or les normes vectorielles ||.||1 et ||.|| sont e´quivalentes. Alors,
il existe C > 0 tel que
‖β − β0‖1 ≤ C‖β − β0‖.
Par les relations (2.65) et (2.66), on peut de´duire que pour tout  > 0, il existe 2 > 0 tel
que,
P
[‖M1i(β − β0)εi‖1 ≥ 2] ≤ P[‖M1i‖1|εi| ‖β − β0‖1 ≥ 2]
≤ P[‖M1i‖1 ≥ 2
C1η
]
≤ P[‖M1i‖1 ≥ 2]
≤ 
6
.
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Donc, pour tout  > 0, il existe 2 > 0 tel que
P
[‖M1i(β − β0)εi‖1 ≥ 2] ≤ 
6
. (2.67)
Conside´rons maintenant le terme
.
f i(β
0)
.
f
t
i(β
0)(β − β0) de la relation (2.62).
Par l’ine´galite´ de Markov et en tenant compte de la supposition (A4), pour 1 ≤ j, l ≤ d,
pour tout 3 > 0, on obtient que
P
[∣∣∣∂fi(β0)
∂βj
∂fi(β
0)
∂βl
∣∣∣ ≥ 3] ≤ 1
3
E
[∣∣∣∂fi(β0)
∂βj
∂fi(β
0)
∂βl
∣∣∣]. (2.68)
Pour tout  > 0, on choisit
3 =
6

E
[∣∣∣∂fi(β0)
∂βj
∂fi(β
0)
∂βl
∣∣∣].
Alors, la relation (2.68) devient
P
[∣∣∣∂fi(β0)
∂βj
∂fi(β
0)
∂βl
∣∣∣ ≥ 6

E
[∣∣∣∂fi(β0)
∂βj
∂fi(β
0)
∂βl
∣∣∣]] ≤ 
6
.
En utilisant le Lemme 2.6.1 (iii), on obtient
P
[
‖
.
f i(β
0)
.
f
t
i(β
0)‖1 ≥ 6d

max
1≤j,l≤d
E
[∣∣∣∂fi(β0)
∂βj
∂fi(β
0)
∂βl
∣∣∣]] ≤ 
6
.
Puisque pour tout C2 > 0, on a ‖β − β0‖1 ≤ C2η, alors la dernie`re relation implique que
P
[
‖
.
f i(β
0)
.
f
t
i(β
0)(β − β0)‖1 ≥ 6d

max
1≤j,l≤d
E
[∣∣∣∂fi(β0)
∂βj
∂fi(β
0)
∂βl
∣∣∣]]
≤ P
[
‖
.
f i(β
0)
.
f
t
i(β
0)‖1 ≥ 6d

max
1≤j,l≤d
E
[∣∣∣∂fi(β0)
∂βj
∂fi(β
0)
∂βl
∣∣∣]]
≤ 
6
.
Alors, pour tout  > 0
P
[
‖
.
f i(β
0)
.
f
t
i(β
0)(β − β0)‖1 ≥ 6d

max
1≤j,l≤d
E
[∣∣∣∂fi(β0)
∂βj
∂fi(β
0)
∂βl
∣∣∣]] ≤ 
6
. (2.69)
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Pour le terme M1i(β − β0)
.
f
t
i(β
0)(β − β0) de la relation (2.62), on utilise la supposition
(A3) ainsi l’ine´galite´ de Markov. Alors pour chaque terme ∂fi(β
0)
∂βj
qui repre´sente la j-e`me
composante du vecteur
.
f i(β
0), avec 1 ≤ j ≤ p, pour tout 4 > 0, on obtient
P
[
|∂fi(β
0)
∂βj
| ≥ 4
]
≤ 1
4
E
[∣∣∣∂fi(β0)
∂βj
∣∣∣]. (2.70)
Pour tout  > 0, on choisit
4 =
6

E
[∣∣∣∂fi(β0)
∂βj
∣∣∣],
alors la relation (2.70) devient
P
[∣∣∣∂fi(β0)
∂βj
∣∣∣ ≥ 6

E
[∣∣∣∂fi(β0)
∂βj
∣∣∣] ≤ 
6
.
Par le Lemme 2.6.1 (i), pour tout  > 0, on obtient
P
[
‖
.
f i(β
0)‖1 ≥ 6d

max
1≤j≤d
E
[∣∣∣∂fi(β0)
∂βj
∣∣∣]] ≤ 
6
. (2.71)
En utilisant la supposition (A3) et les relations (2.65) et (2.71), on peut e´crire
P
[
‖M1i(β − β0)
.
f
t
i(β
0)(β − β0)‖1 ≥ 6d

max
1≤j≤d
E
[∣∣∣∂fi(β0)
∂βj
∣∣∣]]
≤ P
[
‖
.
f
t
i(β
0)‖1 ≥ 6d

max
1≤j≤d
E
[∣∣∣∂fi(β0)
∂βj
∣∣∣]]
≤ 
6
.
Donc, pour tout  > 0,
P
[
‖M1i(β − β0)
.
f
t
i(β
0)(β − β0)‖1 ≥ 6d

max
1≤j≤d
E
[∣∣∣∂fi(β0)
∂βj
∣∣∣]] ≤ 
6
. (2.72)
De meˆme, en tenant compte des relations (2.65) et (2.71) et de suppositions (A3) et (A4),
pour tout  > 0, on a que
P
[
‖
.
f i(β
0)(β − β0)tM2i(β − β0)‖1 ≥ 6d

max
1≤j≤d
E
[∣∣∣∂fi(β0)
∂βj
∣∣∣]] ≤ 
6
. (2.73)
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Pour le dernier terme du membre droit de la relation (2.62), en utilisant la supposition (A3),
on a pour tout β ∈ Vη(β0), pour tout  > 0, qu’il existe 5 > 0, tel que
P
[
‖M1i‖1‖M2i‖1 ≥ 5
]
≤ 
6
.
En utilisant cette dernie`re relation, on obtient
P
[
‖M1i(β − β0)(β − β0)tM2i(β − β0)‖1 ≥ 5
]
≤ P
[
‖M1i‖1‖M2i‖1 ≥ 5
]
≤ 
6
.
Alors, pour tout  > 0, il existe 5 > 0, tel que,
P
[
‖M1i(β − β0)(β − β0)tM2i(β − β0)‖1 ≥ 5
]
≤ 
6
. (2.74)
En utilisant le de´veloppement limite´ de gi(β), donne´ par la relation (2.62) au voisinage de
β = β0, on obtient pour tout M > 0 :
P[‖gi(β)‖1 ≥ M ] ≤ P[‖
.
f i(β
0)εi‖1 ≥ M ] + P[‖1
2
M1i(β − β0)εi‖1 ≥ M ]
+P[‖1
2
.
f i(β
0)
.
f
t
i(β
0)(β − β0)‖1 ≥ M ]
+P[‖1
6
.
f i(β
0)(β − β0)tM2i(β − β0)‖1 ≥ M ]
+P[‖1
4
M1i(β − β0)
.
f
t
i(β
0)(β − β0)‖1 ≥ M ]
+P[‖ 1
12
M1i(β − β0)(β − β0)tM2i(β − β0)‖1 ≥ M ].
On choisit
M = sup
{
2, 5,
6d

max
1≤j,l≤d
{
E
[∣∣∣∂fi(β0)
∂βj
∂fi(β
0)
∂βl
∣∣∣],E[∣∣∣∂fi(β0)
∂βj
∣∣∣]}, σd√

max
1≤j≤d
√
6Vjj
}
.
En combinant les relations (2.64), (2.67), (2.69), (2.72), (2.73), (2.74), le lemme est prouve´. 
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Lemme 2.6.3. Sous les meˆmes suppositions du The´ore`me 2.3.2, on a
1
nθnk
∑
i∈I
gi(β) = OP((nθnk)
−1/2) +V01n(β − β0) + oP(β − β0).
Preuve. Le de´veloppement de Taylor de gi(β) au voisinage de β = β
0 jusqu’a` l’ordre 3 est
1
nθnk
∑
i∈I
gi(β) =
1
nθnk
∑
i∈I
.
f i(β
0)εi +
1
2nθnk
∑
i∈I
..
f i(β
0)(β − β0)εi
− 1
2nθnk
∑
i∈I
.
f i(β
0)
.
f
t
i(β
0)(β − β0)
− 1
6nθnk
∑
i∈I
.
f i(β
0)(β − β0)tM2i(β − β0)
− 1
4nθnk
∑
i∈I
..
f i(β
0)(β − β0)
.
f
t
i(β
0)(β − β0) (2.75)
− 1
12nθnk
∑
i∈I
..
f i(β
0)(β − β0)(β − β0)tM2i(β − β0)
+
1
6nθnk
∑
i∈I
Miεi − 1
12nθnk
∑
i∈I
Mi(β − β0)tM2i(β − β0),
ou`
Mi =
(
d∑
l=1
d∑
k=1
∂2
.
f i(β
(3)
i,kl)
∂βk∂βl
(βk − β0k)(βl − β0l )
)
1≤k,l≤d
est le vecteur de dimension (d × 1), β(3)i,kl = β0 + wi,kl(β − β0), avec wi,kl ∈ [0, 1], et M2i
de´ﬁni dans le Lemme 2.6.2.
Pour le premier terme du membre droit de la relation (2.75), par le The´ore`me Central Limite
et par le fait que E[gi(β
0)] = 0, on a
1
nθnk
∑
i∈I
gi(β
0) = OP((nθnk)
−1/2). (2.76)
Pour le deuxie`me terme du membre droit de la relation (2.75), par la loi forte des grands
nombres, le terme (nθnk)
−1∑
i∈I
..
f i(β
0)(β−β0)εi converge presque suˆrement vers l’espe´rance
de
..
f i(β
0)(β − β0)εi, quand n → ∞.
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De plus, puisque εi est inde´pendant de Xi et E[εi] = 0, on a
1
nθnk
∑
i∈I
..
f i(β
0)(β − β0)εi = oP(β − β0). (2.77)
Pour le troisie`me terme du membre droit de la relation (2.75), en utilisant la
supposition (A4) ainsi que la loi des grands nombres, on obtient que le terme
(nθnk)
−1∑
i∈I
.
f i(β
0)
.
f
t
i(β
0)(β − β0) converge presque suˆrement vers l’espe´rance de
.
f i(β
0)
.
f
t
i(β
0)(β − β0), quand n → ∞.
D’autre part, puisque
1
nθnk
∑
i∈I
..
f i(β
0)εi
p.s.−→ 0,
on a
1
nθnk
∑
i∈I
.
f i(β
0)
.
f
t
i(β
0)(β − β0) = −V01n(β − β0)(1 + oP(1)). (2.78)
Pour le quatrie`me terme du membre droit de la relation (2.75), en utilisant la loi des grands
nombres, la supposition (A3) et la relation (2.71), on peut e´crire
‖ 1
6nθnk
∑
i∈I
.
f i(β
0)(β − β0)tM2i(β − β0)‖1
≤ 1
6nθnk
‖
∑
i∈I
.
f i(β
0)(β − β0)tM2i(β − β0)‖1
= OP(‖β − β0‖22),
ce qui implique que
1
6nθnk
∑
i∈I
.
f i(β
0)(β − β0)tM2i(β − β0) = oP(β − β0). (2.79)
De meˆme, pour le cinquie`me terme du membre droit de la relation (2.75), en utilisant la
supposition (A3) et la relation (2.71), on obtient
1
4nθnk
∑
i∈I
..
f i(β
0)(β − β0)
.
f
t
i(β
0)(β − β0) = oP(β − β0). (2.80)
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Pour le sixie`me terme du membre droit de la relation (2.75), en utilisant la supposition (A3),
on obtient
1
12nθnk
∑
i∈I
..
f i(β
0)(β − β0)(β − β0)tM2i(β − β0) = oP(β − β0). (2.81)
Pour 1 ≤ j ≤ d, pour chaque i ﬁxe´, tel que 1 ≤ i ≤ nθnk, on note par Mij la variable
ale´atoire suivante qui de´signe la j-e`me composante du vecteur Mi, telle que
Mij =
d∑
l=1
d∑
k=1
∂3fi(β
(3)
i,kl)
∂βk∂βl∂βj
(βk − β0k)(βl − β0l ).
D’apre`s la supposition (A3), il existe C3 > 0 tel que
P
[
|Mij| ≤ C3‖β − β0‖2
]
= 1.
En utilisant le Lemme 2.6.1 (i), on obtient
‖Mi‖1 ≤ C3‖β − β0‖2. (2.82)
Pour le terme (6nθnk)
−1∑
i∈I Miεi, en utilisant les relations (2.66) et (2.82), on a
‖ 1
6nθnk
∑
i∈I
Miεi‖1 ≤ 1
6nθnk
‖
∑
i∈I
Miεi‖1
≤ 1
6nθnk
∑
i∈I
‖Mi‖1|εi|
≤ C4‖β − β0‖2.
D’ou`,
1
6nθnk
∑
i∈I
Miεi = oP(β − β0). (2.83)
Finalement, pour le dernier terme du membre droit de la relation (2.75), en utilisant la
supposition (A3) et la relation (2.82), on obtient avec une probabilite´ e´gale a` 1, que
‖ 1
12nθnk
∑
i∈I
Mi(β − β0)tM2i(β − β0)‖1
≤ 1
12nθnk
∑
i∈I
‖Mi‖1‖(β − β0)t‖1‖M2i‖1‖β − β0‖1
≤ C5‖β − β0‖2.
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Ce qui donne,
1
12nθnk
∑
i∈I
Mi(β − β0)tM2i(β − β0) = oP(β − β0). (2.84)
Alors, en combinant les relations (2.76)-(2.81), (2.83) et (2.84), on obtient le lemme. 
Lemme 2.6.4. Sous les suppositions du The´ore`me 2.3.3, pour tout  > 0, il existe deux
constantes positives B = B(), T = T () telles que
P[maxT
n
≤θnk≤1−Tn (nθnk/ log log nθnk)
1/2‖ ̂λ(θnk)
min{θnk,1−θnk}‖ > B] ≤ ,
P[maxT
n
≤θnk≤1−Tn (nθnk/ log log nθnk)
1/2‖β̂(θnk)− β0‖ > B] ≤ ,
P[n−1/2maxT
n
≤θnk≤1−Tn nθnk‖
̂λ(θnk)
min{θnk,1−θnk}‖ > B] ≤ ,
P[n−1/2maxT
n
≤θnk≤1−Tn nθnk‖β̂(θnk)− β
0‖ > B] ≤ .
Preuve. La preuve de ce lemme est similaire a` celle du Lemme 1.2.2 de
[Cso¨rgo¨ and Horva´th (1997)] . 
Aﬁn de prouver le Lemme 2.6.5, on conside`re
Rk = nσ
−2θnk(1− θnk)(W01n −W02n)tV−1(W01n −W02n).
Rappelons que, pour i = 1, ..., n
V ≡ E[
.
f(Xi,β
0)
.
f
t
(Xi,β
0)].
Les re´sultats du Lemme 2.6.5 sont similaires a` ceux du The´ore`me 1.1.1 de
[Cso¨rgo¨ and Horva´th (1997)] .
Lemme 2.6.5. Sous les suppositions (A1)-(A4), si l’hypothe`se nulle H0 est vraie, pour tout
0 ≤ α < 1/2 on a
(i) nα max
θnk∈Θnk
[θnk(1− θnk)]α|Znk(θnk, λ̂(θnk), β̂(θnk))−Rk| = OP(1).
(ii) max
θnk∈Θnk
[θnk(1− θnk)]|Znk(θnk, λ̂(θnk), β̂(θnk))−Rk| = OP(n−1/2(log log n)3/2).
Universite´ Lyon 1 79 Zahraa Salloum
2.6. ANNEXE
Preuve. Pour la fonction score φ1n de l’e´quation (2.14), on remplace les deux termes du
membre droit par leurs de´compositions obtenues respectivement par les relations (2.25) et
(2.28).
D’autre part, on a
φ1n(θnk, λ̂(θnk), β̂(θnk)) = 0d.
Alors, on peut e´crire[ 1
nθnk
∑
i∈I
gi(β
0) +V01n(β̂(θnk)− β0)−
1
nθ2nk
∑
i∈I
gi(β
0)gti(β
0)λ̂(θnk)
]
(1 + oP(1))
−V01n(V02n)−1
[ 1
n(1− θnk)2V1n(V
0
2n)
−1∑
j∈J
gj(β
0)gtj(β
0)λ̂(θnk)
+
1
n(1− θnk)
∑
j∈J
gj(β
0) +V02n(β̂(θnk)− β0)
]
(1 + oP(1)) = 0d.
Ce qui donne,
λ̂(θnk) =
( 1
θnk
D01n +
1
1− θnk (V
0
1n(V
0
2n)
−1)(V01n(V
0
2n)
−1)tD02n
)−1
·
( 1
nθnk
∑
i∈I
gi(β
0)− V
0
1n(V
0
2n)
−1
n(1− θnk)
∑
j∈J
gj(β
0)
)
(1 + oP(1))
+oP(β̂(θnk)− β0),
ou` les matrices D01n et D
0
2n sont donne´es par la relation (2.27).
D’autre part, par la loi forte des grands nombres, on a −V01n p.s.−→
n→∞
V et −V02n p.s.−→
n→∞
V.
Alors,
V01n(V
0
2n)
−1 p.s.−→
n→∞
Id.
Toujours, avec la loi des grands nombres, les deux matrices D01n et D
0
2n convergent presque
suˆrement vers σ2V, quand n → ∞.
Par le The´ore`me 2.3.2, on a de´montre´ que λ̂(θnk) = θnkOP((nθnk)
−1/2). Alors, on
obtient
λ̂(θnk) = σ
−2θnk(1− θnk)V−1(W01n −W02n)(1 + oP(1)) + oP(β̂(θnk)− β0). (2.85)
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Le de´veloppement limite´ de la statistique Znk(θnk, λ̂(θnk), β̂(θnk)), spe´ciﬁe´e par la relation
(2.13), au voisinage de (λ,β) = (0d,β
0) jusqu’a` l’ordre 2, est
[2λ̂t(θnk)
θnk
∑
i∈I
gi(β
0)− 2λ̂
t
(θnk)
1− θnk V
0
1n(V
0
2n)
−1∑
j∈J
gj(β
0)
]
−
[ λ̂t(θnk)
(1− θnk)2V
0
1n(V
0
2n)
−1∑
j∈J
gj(β
0)gtj(β
0)V01n(V
0
2n)
−1λ̂(θnk)
+
λ̂
t
(θnk)
θ2nk
∑
i∈I
gi(β
0)gti(β
0)λ̂(θnk)
]
+
[
2λ̂
t
(θnk)
( 1
θnk
∑
i∈I
.
gi(β
0)
− 1
1− θnkV
0
1n(V
0
2n)
−1∑
j∈J
.
gj(β
0)
)
(β̂(θnk)− β0)
]
−
[
2λ̂
t
(θnk)
( 1
1− θnk
∑
j∈J
gj(β
0)
∂(V1n(β)(V2n(β))
−1)
∂β
)
(β̂(θnk)− β0)
]
+
1
3!
[
S1 + 3S2 + 3S3 + S4
]
,
≡ A1 − A2 + A3 − A4 + A5. (2.86)
avec
S1 =
∑d
j=1
∑d
l=1
∑d
k=1
∂3Znk(θnk,λ
(1)
jkl,β
(1)
jkl)
∂βj∂βk∂βl
(β̂j − β0j )(β̂k − β0k)(β̂l − β0l ),
S2 =
∑d
j=1
∑d
l=1
∑d
k=1
∂3Znk(θnk,λ
(2)
jkl,β
(2)
jkl)
∂λj∂λk∂βl
(λ̂j)(λ̂k)(β̂l − β0l ),
S3 =
∑d
j=1
∑d
l=1
∑d
k=1
∂3Znk(θnk,λ
(3)
jkl,β
(3)
jkl)
∂λj∂βk∂βl
(λ̂j)(β̂k − β0k)(β̂l − β0l ),
S4 =
∑d
j=1
∑d
l=1
∑d
k=1
∂3Znk(θnk,λ
(4)
jkl,β
(4)
jkl)
∂λj∂λk∂λl
(λ̂j)(λ̂k)(λ̂l),
ou`, pour 1 ≤ j ≤ d, β̂j est la j-e`me composante de β̂(θnk), et λ̂j est la j-e`me com-
posante de λ̂(θnk).
Dans les expressions de S1, S2,S3, S4, pour tout 1 ≤ j, k, l ≤ d, on a λ(a)jkl = u(a)jkl(β̂(θnk)−β0),
et β
(a)
jkl = β
0 + v
(a)
jkl(β̂(θnk)− β0), avec u(a)jkl, v(a)jkl ∈ [0, 1] et a ∈ {1, 2, 3, 4}.
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On note que, la de´rive´e de V1n(β)(V2n(β))
−1 par rapport a` β est conside´re´e terme
par terme.
Maintenant, on remplace λ̂(θnk) dans la relation (2.86) par sa valeur obtenue en (2.85).
Pour le terme A1 de la relation (2.86), en utilisant les notations donne´es par la relation
(2.34), et le fait que V01n(V
0
2n)
−1 p.s.−→
n→∞
Id, quand n → ∞, on obtient que
A1 = 2nσ
−2θnk(1− θnk)(W01n −W02n)tV−1(W01n −W02n) + oP(‖β̂(θnk)− β0‖). (2.87)
De meˆme, pour le terme A2 de la relation (2.86), en utilisant les notations donne´es par (2.27)
et le fait que D01n et D
0
2n convergent vers σ
2V, quand n → ∞, on obtient que
A2 = nσ
−2θnk(1− θnk)(W01n −W02n)tV−1(W01n −W02n) + oP(‖β̂(θnk)− β0‖). (2.88)
Pour le terme A3 de la relation (2.86), on sait que
V01n =
1
nθnk
∑
i∈I
.
gi(β
0), V02n =
1
n(1− θnk)
∑
j∈J
.
gj(β
0).
D’autre part, par la loi des grands nombres, les deux matrices V01n et V
0
2n convergent presque
suˆrement vers −V, quand n → ∞, ainsi que V01n(V02n)−1 p.s.−→
n→∞
Id. Ce qui impliquent que
A3
p.s.−→ 0, quand n → ∞ (2.89)
Le The´ore`me Central Limite implique que
1
n(1− θnk)
∑
j∈J
gj(β
0) = OP((n(1− θnk))−1/2).
Alors, pour le terme A4, de la relation (2.86), on obtient que
A4 = oP(nσ
−2θnk(1− θnk)(W01n −W02n)tV−1(W01n −W02n). (2.90)
Pour le dernier terme de la relation (2.86), en utilisant les suppositions (A2)-(A4) et par des
calculs e´le´mentaires, on obtient que
A5 = oP(‖β̂(θnk)− β0‖) + oP(‖λ̂(θnk)‖) + oP(‖λ̂(θnk)‖‖β̂(θnk)− β0‖). (2.91)
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En combinant les re´sultats obtenus par les relations (2.87)-(2.91), on obtient
Z(θnk, λ̂(θnk), β̂(θnk)) = nσ
−2θnk(1− θnk)(W01n −W02n)tV−1(W01n −W02n)(1 + oP(1))
+oP(‖β̂(θnk)− β0‖) + oP(‖λ̂(θnk)‖)
+oP(‖λ̂(θnk)‖‖β̂(θnk)− β0‖).
La dernie`re relation, avec le Lemme 2.6.4 impliquent le Lemme 2.6.5. 
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Chapitre 3
Intervalle de conﬁance pour la
diﬀe´rence entre les parame`tres de
deux phases d’un mode`le non-line´aire
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Abstract In this chapter, we use the empirical likelihood method to construct the
conﬁdence regions for the diﬀerence between the parameters of a two-phases nonlinear
model with random design. We show that the empirical likelihood ratio has an asymptotic
chi-squared distribution. The result is a nonparametric version of Wilk’s theorem. Empirical
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3.1. INTRODUCTION
likelihood method is also used to construct the conﬁdence regions for the diﬀerence between
the parameters of a two-phases nonlinear model with response variables missing at randoms
(MAR). In order to construct the conﬁdence regions of the parameter in question, we
propose three empirical likelihood statistics : Empirical likelihood based on complete-case
data, weighted empirical likelihood and empirical likelihood with imputed values. We prove
that all three empirical likelihood ratios have asymptotically chi-squared distributions. The
eﬀectiveness of the proposed approaches in aspects of coverage probability and interval
length is demonstrated by Monte-Carlo simulations.
Key-words : Conﬁdence region ; Empirical likelihood ; Two-phases problem ; Nonli-
near regression model ; Missing response.
Re´sume´ Dans ce chapitre, nous utilisons la me´thode de vraisemblance empirique
pour construire les re´gions de conﬁance pour la diﬀe´rence entre les parame`tres de deux
phases d’un mode`le non-line´aire avec des re´gresseurs ale´atoires. Nous montrons que le
rapport de vraisemblance empirique a une distribution asymptotique chi-deux. Le re´sultat
obtenu de´signe une version non parame´trique du the´ore`me de Wilks. La me´thode de
vraisemblance empirique est e´galement utilise´e pour construire les re´gions de conﬁance
pour le diﬀe´rence entre les parame`tres des deux phases d’un mode`le non-line´aire avec
des variables de re´ponse manquantes au hasard (Missing At Random (MAR)). Aﬁn
de construire les re´gions de conﬁance du parame`tre en question, nous proposons trois
statistiques de vraisemblance empiriques : la vraisemblance empirique base´e sur les donne´es
cas-comple`te, la vraisemblance empirique ponde´re´e et la vraisemblance empirique par des
valeurs impute´es. Nous prouvons que les trois rapports de vraisemblance empiriques ont des
distributions asymptotiques chi-deux. L’eﬃcacite´ des approches propose´es, concernant la
probabilite´ de recouvrement et la longueur de l’intervalle, est de´montre´e par des simulations
de Monte-Carlo.
Mots-clefs : Re´gion de conﬁance ; Vraisemblance empirique ; Proble`me de deux phases ;
Mode`le de re´gression non-line´aire ; Re´ponse manquante.
3.1 Introduction
On conside`re le mode`le non-line´aire suivant
Yi =
{
f(Xi;β) + εi i = 1, . . . , k,
f(Xi;β1) + εi i = k + 1, . . . , n,
(3.1)
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ou` β et β1 sont des vecteurs de d-parame`tres (inconnus), Xi est un vecteur ale´atoire de
p regresseurs, avec la fonction de distribution H(x), pour x ∈ Υ et l’ensemble compact
Υ ⊆ Rp. On conside`re le vecteur Y = (Y1, . . . , Yn), ou` pour chaque observation i, Yi de´signe
la variable re´ponse (qui peut avoir des valeurs manquantes). Pour 1 ≤ i ≤ n, on suppose
que les erreurs εi sont des variables ale´atoires inde´pendantes avec une moyenne zero. De
plus, pour les observations 1 ≤ i ≤ k les erreurs sont identiquement distribue´s de variance
σ21, ainsi que celles du observations k + 1 ≤ i ≤ n sont identiquement distribue´s de variance
σ22. La suite de vecteurs ale´atoires continus (Xi)1≤i≤n sont inde´pendants et identiquement
distribue´s (i.i.d), avec la meˆme distribution jointe que (X). Pour tout i, εi est inde´pendante
de Xi. La fonction de re´gression f : Υ×Γ → R, avec Υ ⊆ Rp et Γ ⊆ Rd, est connue jusqu’au
parame`tre β = (β1, . . . , βd). L’ensemble de parame`tres Γ est suppose´ compact.
Pour le mode`le (3.1), on conside`re le parame`tre γ qui de´signe la diﬀe´rence entre les
parame`tres de deux phases du mode`le,
γ = β − β1.
On suppose d’abord que pour chaque observation i, la variable re´ponse Yi est observe´e. On
construit la re´gion de conﬁance asymptotique pour γ, ou on teste l’hypothe`se nulle
H0 : γ = γ0,
avec γ0 un vecteur connu.
Ensuite, on construit les re´gions de conﬁance pour γ, quand certaines valeurs de Y
sont manquantes alors que toutes les valeurs de la variable X sont observe´es. Alors, on
obtient un e´chantillon incomple`te {(Xi, Yi, δi)1≤i≤n} du mode`le (3.1), dont toutes les Xi
sont observe´es, et (δi)1≤i≤n de´signe une suite des variables ale´atoires, telle que δi = 0 si Yi
est manquante et δi = 1 sinon.
On suppose que Yi est manquante au hasard (Missing at random : MAR). La suppo-
sition MAR implique que δi et Yi sont inde´pendants conditionnellement a` Xi. C’est-a`-dire,
pour tout 1 ≤ i ≤ n, on a
P[δi = 1|Xi, Yi] = P[δi = 1|Xi].
La supposition MAR est une condition commune dans les analyses statistiques qui e´tudient
les donne´es manquantes et raisonnable dans plusieurs situations pratiques. Voir par exemple
[Little and Rubin (1987)], [Qin and al. (2009)] et [Ciuperca (2013a)].
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Pour le mode`le (3.1), on utilise la me´thode de vraisemblance empirique pour construire
la re´gion de conﬁance asymptotique pour γ = β − β1, tout d’abord, si pour chaque
i = 1, . . . , n la variable re´ponse Yi est observe´e, ensuite, quand la variable re´ponse Yi peut
eˆtre manquante. Pour le mode`le avec des donne´es comple`tes, on propose une statistique de
vraisemblance empirique et on prouve qu’elle a une distribution asymptotique chi-deux, ce
qui implique la re´gion de conﬁance asymptotique de γ. Pour un mode`le avec des donne´s
manquantes, on propose trois statistiques de test : Vraisemblance empirique base´e sur les
donne´es comple`tes, vraisemblance empirique ponde´re´e et vraisemblance empirique avec des
valeurs impute´es. On montre que ces trois rapports de vraisemblance empirique ont une
distribution asymptotique chi-deux. On ge´ne´ralise ainsi les papiers de [Zi et al. (2010)] et
de [Yu et al. (2014)], dans le cas ou` le mode`le est non-line´aire.
Ce chapitre est organise´ comme suit. Dans la Section 3.2, on introduit les supposi-
tions, les notations et les hypothe`ses. Dans la Section 3.3, on formule le rapport de la
vraisemblance empirique pour le mode`le avec des donne´es comple`tes. Ensuite, on prouve
que la statistique de vraisemblance empirique a une distribution asymptotique chi-deux.
En se basant sur cette statistique, on construit la re´gion de conﬁance pour le parame`tre
γ. Pour le mode`le avec des donne´es manquantes, les re´gions de conﬁance asymptotiques
pour γ, correspondant a` trois statistiques de vraisemblance empirique, sont donne´es dans
la Section 3.4. Des simulations sont pre´sente´es dans la Section 3.5. Des lemmes ne´cessaires
pour les de´monstrations des the´ore`mes et des propositions sont e´nonce´es et prouve´s dans la
Section 3.6.
3.2 Suppositions, hypothe`ses, notations
Puisque l’e´tude dans ce chapitre sera consacre´ au point de rupture dans les parame`tres
de re´gression d’un mode`le non-line´aire, alors, on conside`re les meˆmes suppositions (A1)-(A4)
du Chapitre 2. Nous rappelons que ces suppositions concernent les erreurs, la fonction de
re´gression et le vecteur ale´atoire X.
Nous sommes inte´resse´s a` construire la re´gion de conﬁance asymptotique pour γ = β − β1
et dans le meˆme temps de tester l’hypothe`se nulle
H0 : γ = γ0, (3.2)
avec γ0 un d−vecteur connu. L’hypothe`se alternative de (3.2), est
H1 : γ = γ0. (3.3)
Zahraa Salloum 88 Universite´ Lyon 1
CHAPITRE 3. INTERVALLE DE CONFIANCE POUR LA DIFFE´RENCE ENTRE
LES PARAME`TRES DE DEUX PHASES D’UN MODE`LE NON-LINE´AIRE
Sous l’hypothe`se H0, on note la vraie valeur (inconnue) de β par β
0, ou` β est la valeur
ge´ne´rique du parame`tre de re´gression de la premie`re phase et β01 la vraie valeur de β1 pour
la deuxie`me phase. Si γ00 = 0d, alors β
0
1 = β
0.
La position du point de rupture k de´pend de la taille de l’e´chantillon n. Donc, k = kn.
Pour simpliﬁer les notations on utilise k partout. De plus, on suppose que limn→∞ kn ∈ (0, 1)
qui de´signe une condition classique. D’autre part, pour une valeur n donne´e, on suppose
que la position du point de rupture k est ﬁxe´. Pour simpliﬁer les notations, on conside`re
les ensembles des entiers naturels suivants : I ≡ {1, ..., k} et J ≡ {k + 1, ..., n}. Ces deux
ensembles contiennent les observations de deux segments du mode`le (3.1). Correspondant
aux deux ensembles I et J , soient les vecteurs de probabilite´s (p1, . . . , pk) et (qk+1, . . . , qn),
ou` ∑
i∈I
pi = 1 et
∑
j∈J
qj = 1.
Pour i ∈ I, on conside`re le d−vecteur ale´atoire suivant
gi(β) ≡
.
f(Xi,β)[Yi − f(Xi,β)].
Pour la deuxie`me phase, a` la place de Yj, on conside`re la nouvelle variable Y
∗
j calcule´e sur la
base de Yj et en tenant compte de la diﬀe´rence entre les parame`tres β− γ0 pour la fonction
de re´gression. Pour les observations j ∈ J , soient
Y ∗j ≡ Yj − f(Xj,β − γ0) + f(Xj,β)
et
gj(β) ≡
.
f(Xj,β)[Y
∗
j − f(Xj,β)].
Sous l’hypothe`se H0, pour i ∈ I, on a
gi(β
0) =
.
f(Xi,β
0)εi
et pour j ∈ J on a
gj(β
0) =
.
f(Xj,β
0)εj.
Pour tout i = 1, . . . , n, sous H0, on a
E[gi(β
0)] = 0d.
On conside`re la matrice suivante de dimension d× d
V ≡ E[
.
f(Xi,β
0)
.
f
t
(Xi,β
0)].
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3.3 Mode`le avec des donne´es comple`tes
Dans cette section, pour le mode`le non-line´aire donne´ par la relation (3.1), on suppose
que pour chaque observation i = 1, . . . , n, la variable re´ponse Yi est observe´e. On construit
la statistique du rapport de vraisemblance empirique et on montre que cette statistique a
une distribution asymptotique χ2, ce qui nous conduit a` construire la re´gion de conﬁance
asymptotique pour γ.
3.3.1 Statistique de test
Dans cette section, on formule la statistique du rapport de vraisemblance empirique
qu’on va l’utiliser pour construire la re´gion de conﬁance asymptotique pour γ = β − β1.
Sous l’hypothe`se H0, on a γ0 = β
0 − β01. Remarquons que si les parame`tres γ0 et
β0 sont donne´s, alors β01 (la vraie valeur de β1 sous H0) est connu.
Aﬁn d’e´tudier la statistique de vraisemblance empirique, puisque le parame`tre β0 est
inconnu, on va utiliser la notation β. Alors, le proﬁl de la vraisemblance empirique pour γ,
e´gal a` γ0 sous H0 est de´ﬁni par
Rnk(γ0,β) ≡ sup
(p1,...,pk)
sup
(qk+1,...,qn)
{∏
i∈I
pi
∏
j∈J
qj;
∑
i∈I
pi = 1,
∑
j∈J
qj = 1,
∑
i∈I
pigi(β) =
∑
j∈J
qjgj(β) = 0d
}
.
Sans la contrainte
∑
i∈I pigi(β) = 0d, les maximums de
∏
i∈I pi et
∏
j∈J qj sont atteints
respectivement pour pi = k
−1 et qj = (n − k)−1. Alors, sous H0, le proﬁl du rapport de
vraisemblance empirique pour γ e´value´ en γ0, a la forme
R′nk(γ0,β) ≡ sup
(p1,...,pk)
sup
(qk+1,...,qn)
{∏
i∈I
kpi
∏
j∈J
(n− k)qj;
∑
i∈I
pi = 1,
∑
j∈J
qj = 1,∑
i∈I
pigi(β) =
∑
j∈J
qjgj(β) = 0d
}
.
Sous l’hypothe`se H1, on peut estimer les parame`tres β et β1. On conside`re β̂ et β̂1 les
estimateurs de moindres carre´s respectivement pour β et β1
β̂ = argmin
β
∑
i∈I
(Yi − f(Xi,β))2, β̂1 = argmin
β1
∑
j∈J
(Yj − f(Xj,β1))2. (3.4)
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Alors, sous l’hypothe`se H1, le proﬁl de la vraisemblance empirique pour γ est
Rnk(γ̂, β̂, β̂1) ≡ sup
(p1,...,pk)
sup
(qk+1,...,qn)
{∏
i∈I
pi
∏
j∈J
qj;
∑
i∈I
pi = 1,
∑
j∈J
qj = 1,
∑
i∈I
pigi(β̂) =
∑
j∈J
qjgj(β̂1) = 0d
}
,
ou` γ̂ = β̂ − β̂1 et β̂, β̂1 sont donne´s par la relation (3.4).
Sous l’hypothe`se H1, le proﬁl du rapport de vraisemblance empirique pour γ a la
forme
R′nk(γ̂, β̂, β̂1) ≡ sup
(p1,...,pk)
sup
(qk+1,...,qn)
{∏
i∈I
kpi
∏
j∈J
(n− k)qj;
∑
i∈I
pi = 1,
∑
j∈J
qj = 1,∑
i∈I
pigi(β̂) = 0d,
∑
j∈J
qjgj(β̂1) = 0d
}
.
En utilisant une ide´e similaire au test du maximum de vraisemblance empirique pour tester
H0 contre H1, on conside`re le proﬁl du rapport de vraisemblance empirique
Rnk(γ0,β)
Rnk(γ̂, β̂, β̂1)
=
R′nk(γ0,β)
R′nk(γ̂, β̂, β̂1)
. (3.5)
Par le The´ore`me 2.3.1 du Chapitre 2, sous l’hypothe`se H1, le proﬁl du rapport de vraisem-
blance empirique pour β̂, β̂1 a une distribution asymptotique χ
2 avec 2d degre´s de liberte´.
Alors, R′nk(γ̂, β̂, β̂1) ne de´pend pas asymptotiquement de parame`tres β̂ et β̂1. Donc, la
fonction du log-vraisemblance empirique note´e par Z˜nk(γ0,β) peut s’e´crire
Z˜nk(γ0,β) = −2 sup
(p1,...,pk)
sup
(qk+1,...,qn)
{∑
i∈I
log(kpi) +
∑
j∈J
log((n− k)qj);
∑
i∈I
pi = 1,
∑
j∈J
qj = 1,
∑
i∈I
pigi(β) = 0d,
∑
j∈J
qjgj(β) = 0d
}
. (3.6)
Aﬁn d’e´tudier Z˜nk(γ0,β) donne´e par la relation (3.6), on conside`re tout d’abord les observa-
tions de la premie`re phase (i ∈ I). En utilisant la me´thode des multiplicateurs de Lagrange,
le processus ale´atoire suivant∑
i∈I
log pi + η(
∑
i∈I
pi − 1)− nλt1
∑
i∈I
pigi(β), (3.7)
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doit eˆtre maximise´ par rapport a` p1, . . . , pk, η et λ1, ou` λ1 et η sont les multiplicateurs de
Lagrange tels que λ1 ∈ Rd et η ∈ R.
En utilisant le fait que la de´rive´e du processus donne´ par (3.7) par rapport a` pi est
e´gale a` zero, alors par des calculs similaires a` celles du The´ore`me 2.3.1, on obtient
pi =
1
nλt1gi(β)− η
. (3.8)
Par la relation (3.8), on obtient que η = k. Donc, la probabilite´ pi devient
pi =
1
k + nλt1gi(β))
. (3.9)
De meˆme, pour les observations de la deuxie`me phase de (3.6), pour j ∈ J , on obtient
qj =
1
n− k − nλt2gj(β)
, (3.10)
ou` λ2 ∈ Rd est le multiplicateur de Lagrange.
En utilisant les relations (3.9) et (3.10), e´tudier la statistique de (3.6) revient a` maximiser
le processus ale´atoire suivant par rapport a` λ1 et λ2
Z˜nk(γ0,λ1,λ2,β) ≡ 2
[∑
i∈I
log(1 +
n
k
λt1gi(β)) +
∑
j∈J
log(1− n
n− kλ
t
2gj(β))
]
. (3.11)
Aﬁn d’avoir un seul multiplicateur de Lagrange, note´ par λ, on limite l’e´tude sur un cas
particulier, ou` λ1 et λ2 ve´riﬁent la contrainte
V1n(β)λ1 = V2n(β)λ2,
avec
V1n(β) ≡ 1
k
∑
i∈I
.
gi(β), V2n(β) ≡
1
n− k
∑
j∈J
.
gj(β).
Dans le cas du vrai parame`tre β0, ces deux matrices V1n(β) et V2n(β) seront note´es res-
pectivement par
V01n ≡ V1n(β0), V02n ≡ V2n(β0).
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En conside´rant la contrainte V1n(β)λ1 = V2n(β)λ2, la statistique (3.11) devient
Z˜nk(γ0,λ,β) ≡ 2
[∑
i∈I
log(1 +
n
k
λtgi(β)) +
∑
j∈J
log(1− n
n− kλ
tV1n(β)V
−1
2n (β)gj(β))
]
.
(3.12)
Aﬁn d’e´tudier le maximum de la statistique de test de log-vraisemblance empirique
Z˜nk(γ0,λ,β) par rapport a` β et λ, on calcule les fonctions scores de la statistique de test
(3.12), telles que
φ˜1n(γ0,λ,β) ≡
∂Z˜nk(λ,γ0,β)
2∂λ
=
∑
i∈I
gi(β)
k
n
+ λtgi(β)
−
∑
j∈J
V1n(β)V
−1
2n (β)gj(β)
n−k
n
− λtV1n(β)V−12n (β)gj(β)
.
(3.13)
φ˜2n(γ0,λ,β) ≡
∂Z˜nk(λ,γ0,β)
2∂β
=
∑
i∈I
.
gi(β)λ
t
k
n
+ λt(β)gi(β)
−
∑
j∈J
∂(V1n(β)V
−1
2n (β)gj(β))/∂β
n−k
n
− λtV1n(β)V−12n (β)gj(β)
λt.
(3.14)
En re´solvant le syste`me φ˜1n(γ0,λ,β) = 0d et φ˜2n(γ0,λ,β) = 0d, les solutions obtenues
λ˜n(k) et β˜n(k) maximisent la statistique (3.12).
Remarque 3.3.1. Pour obtenir la forme syme´trique de la statistique Z˜nk(γ0,λ,β) donne´e
par la relation (3.12), on conside`re les notations suivantes, respectivement pour i ∈ I et
j ∈ J
zi(β) ≡ M
1
2
n (β)V
−1
1n (β)gi(β), zj(β) ≡ M
1
2
n (β)V
−1
2n (β)gj(β),
ou`
Mn(β) ≡ k(n− k)
n2
V1n(β)Hn(β)V2n(β)
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et
Hn(β) ≡
[k
n
σ22V1n(β) +
n− k
n
σ21V2n(β)
]−1
.
En tenant compte des notations donne´es ci-dessus, on conside`re a` la place de Z˜nk(γ0,λ,β)
donne´e par (3.12), la statistique de test suivante
Znk(γ0,λ,β) ≡ 2
[∑
i∈I
log(1 +
n
k
λtzi(β)) +
∑
j∈J
log(1− n
n− kλ
tzj(β)
]
. (3.15)
En basant sur la relation (3.15), on peut de´river les equations scores suivantes pour obtenir
les estimateurs (λ̂n(k), β̂n(k)) de (λ,β)⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
φ1n(γ0,λ,β) ≡
∂Znk(γ0,λ,β)
2∂λ
=
∑
i∈I
zi(β)
k
n
+ λtzi(β)
−
∑
j∈J
zj(β)
n−k
n
− λtzj(β)
,
φ2n(γ0,λ,β) ≡
∂Znk(γ0,λ,β)
2∂β
=
∑
i∈I
.
zi(β)
k
n
+ λtzi(β)
−
∑
j∈J
.
zj(β)
n−k
n
− λtzj(β)
,
(3.16)
ou`
.
zi(β) et
.
zj(β) sont respectivement les de´rive´es de zi(β) et zj(β) par rapport a` β.
Pour i ∈ I, la variance de εi est σ21 et pour j ∈ J , la variance εj est σ22. Dans les
applications, la variance de σ21 est estime´e par k
−1∑
i∈I [Yi− f(Xi, β̂)]2 et σ22 est estime´e par
(n− k)−1∑j∈J [Yj − f(Xj, β̂1)]2, ou` β̂ et β̂1 sont donne´s par la relation (3.4).
3.3.2 Comportement asymptotique de la statistique Znk
Dans cette section, on e´tudie le comportement asymptotique de la statistique Znk
donne´e par la relation (3.15) sous l’hypothe`se nulle H0. On montre e´galement que λ̂n(k) et
β̂n(k), les solutions de l’equations scores φ1n(γ0,λ,β) = 0d et φ2n(γ0,λ,β) = 0d donne´es
par la relation (3.16) ont des bonnes proprie´te´s.
En plus des suppositions (A1)-(A4), on a besoin les suppositions suivantes :
(A5) Pour chaque Xi ∈ Υ et pour tout β dans le voisinage de β0, les matrices
V1n(β) et V2n(β) sont inversibles et leurs de´terminants sont borne´s, quand n est assez
grand.
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(A6) sup
β∈Γ
E[‖
.
f(X,β)]‖]2s < ∞ et pour tout 1 ≤ u, v ≤ d, sup
β∈Γ
E[|∂2f(X,β)
∂βu∂βv
|s] < ∞,
avec s > 2.
La supposition (A5) assure que les matrices V1n(β) et V2n(β) sont uniforme´ment in-
versibles et leurs de´terminants sont borne´es quand n est assez grand. La supposition (A6)
est une condition ne´cessaire dans l’infe´rence statistique et elle est e´galement utilise´e dans le
papier de [Boldea and Hall (2013)].
Par la proposition suivante, on montre que λ̂n(k) et β̂n(k), les solutions des equa-
tions scores φ1n(γ0,λ,β) = 0d et φ2n(γ0,λ,β) = 0d donne´es par la relation (3.16), ont des
bonnes proprie´te´s. Plus pre´cise´ment, on montre que sous l’hypothe`se H0, ‖λ̂n(k)‖ converge
en probabilite´ vers zero, quand n tend vers l’inﬁni, ainsi que β̂n(k) est un estimateur
consistent de β0.
Proposition 3.3.1. Sous l’hypothe`se nulle H0, si les suppositions (A1)-(A6) sont ve´riﬁe´es,
alors on a λ̂n(k) = OP(n
−1/2) et β̂n(k) − β0 = oP(1), ou` (λ̂n(k), β̂n(k)) est la solution du
syste`me (3.16).
Preuve. Par la de´ﬁnition du rapport de vraisemblance empirique, on a la contrainte suivante∑
i∈I
pigi(β) =
∑
j∈J
qjgj(β) = 0d,
ce qui donne ∑
i∈I
pizi(β) =
∑
j∈J
qjzj(β) = 0d.
En utilisant les valeurs de pi et qj donne´es respectivement par les relations (3.9) et (3.10) et
par des calculs e´le´mentaires similaires a` ceux fait pour la relation (2.22), on obtient
∑
i∈I
pizi(β) =
1
k
∑
i∈I
zi(β)− n
k2
∑
i∈I
zi(β)z
t
i(β)
1 + n
k
λt(β)zi(β)
λ(β) = 0d (3.17)
et ∑
j∈J
qjzj(β) =
1
n− k
∑
j∈J
zj(β) +
n
(n− k)2
∑
j∈J
zj(β)z
t
j(β)
1 + n
n−kλ
t(β)zj(β)
λ(β) = 0d. (3.18)
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Pour le terme k−1
∑
i∈I zi(β) de la relation (3.17), par le Lemme 3.6.2, on a que
1
k
∑
i∈I
zi(β) =
1
k
∑
i∈I
zi(β
0)− 1
2
(M0n)
1
2 (β − β0) + oP(β − β0). (3.19)
Pour le terme (n/k2)
∑
i∈I
zi(β)z
t
i(β)
1 + n
k
λt(β)zi(β)
λ(β), en utilisant la Proposition 2.3.1, pour tout
 > 0, il existe N1, N2 > 0, tel que
P
[ 1
N1
∑
i∈I
zi(β)z
t
i(β) ≤
∑
i∈I
zi(β)z
t
i(β)
1 + n
k
λt(β)zi(β)
≤ 1
N2
∑
i∈I
zi(β)z
t
i(β)
]
< .
Ce qui implique que, aﬁn d’e´tudier le deuxie`me terme du membre droit de la relation (3.17),
il suﬃt d’e´tudier seulement le terme k−1
∑
i∈I
zi(β)z
t
i(β).
Par le Lemme 3.6.2, on a que
V1n(β) = V
0
1n + oP(β − β0).
Sous la supposition (A5), le de´veloppement de Taylor de zi(β) en β = β
0 jusqu’a` l’ordre 2
est
zi(β) = (M
0
n)
1
2 (V01n)
−1 .f i(β0)εi +
1
2
(M0n)
1
2 (V01n)
−1M6i(β − β0)εi
−1
2
(M0n)
1
2 (V01n)
−1 .f i(β0)
.
f
t
i(β
0)(β − β0)
−1
6
(M0n)
1
2 (V01n)
−1 .f i(β0)(β − β0)tM7i(β − β0) (3.20)
−1
4
(M0n)
1
2 (V01n)
−1M6i(β − β0)
.
f
t
i(β
0)(β − β0)
− 1
12
(M0n)
1
2 (V01n)
−1M6i(β − β0)(β − β0)tM7i(β − β0),
ou`, M6i et M7i sont des matrices de dimension d × d , de´ﬁnies respectivement par
M6i =
(∂2f(β(7)i,rl)
∂βr∂βl
)
1≤r,l≤d, M7i =
(∂2f(β(8)i,rl)
∂βr∂βl
)
1≤r,l≤d et β
(a)
i,rl = β
0 + v
(a)
i,rl(β − β0), avec
vi,rl ∈ [0, 1] et a ∈ {7, 8}.
Pour le deuxie`me terme de (3.17), en utilisant le de´veloppement de Taylor de zi(β)
dans le voisinage de β0 donne´ par la relation (3.20) et avec un argument similaire a` celui
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utilise´ dans le Lemme 3.6.2 pour prouver le premier terme de la relation (3.17), ainsi les
suppositions (A3), (A4), on obtient
1
k
∑
i∈I
zi(β)z
t
i(β) =
1
k
∑
i∈I
zi(β
0)zti(β
0) +Δ01n + oP(β − β0), (3.21)
ou`
Δ01n =
n
k2
∑
i∈I
(M0n)
1
2 (V01n)
−1 .f i(β0)
.
f
t
i(β
0)(β − β0)[(M0n) 12 (V01n)−1 .f i(β0) .f ti(β0)(β − β0)]t.
De meˆme, pour les observations j ∈ J , on obtient
1
n− k
∑
j∈J
zj(β) =
1
n− k
∑
j∈J
zj(β
0)− 1
2
(M0n)
1
2 (β − β0) + oP(β − β0) (3.22)
et
1
n− k
∑
j∈J
zi(β)z
t
j(β) =
1
n− k
∑
j∈J
zj(β
0)ztj(β
0) +Δ02n + oP(β − β0),
ou`
Δ02n =
n
(n− k)2
∑
j∈J
(M0n)
1
2 (V02n)
−1 .f j(β0)
.
f
t
j(β
0)(β − β0)[(M0n) 12 (V02n)−1 .f j(β0) .f tj(β0)(β −
β0)
]t
.
Pour faciliter l’e´criture, on conside`re les deux matrices suivantes, chacune de dimen-
sion d× d
S0n =
n
k2
∑
i∈I
zi(β
0)zti(β
0) +
n
(n− k)2
∑
j∈J
zj(β
0)ztj(β
0), (3.23)
Δ0n = Δ
0
1n +Δ
0
2n, (3.24)
et le vecteur
ψ0n =
1
k
∑
i∈I
zi(β
0)− 1
n− k
∑
j∈J
zj(β
0). (3.25)
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D’autre part, on a φ1n(γ0, λ̂n(k), β̂n(k)) = 0d. En utilisant les relations (3.61) et (3.21)-
(3.23), on obtient[1
k
∑
i∈I
zi(β
0)− 1
2
(M0n)
1
2 (β̂n(k)− β0)−Δ01nλ̂n(k)−
n
k2
∑
i∈I
zi(β
0)zti(β
0)λ̂n(k)
]
−
[1
k
∑
j∈J
zj(β
0)− 1
2
(M0n)
1
2 (β̂n(k)− β0) +Δ02nλ̂n(k) +
n
(n− k)2
∑
j∈J
zj(β
0)ztj(β
0)λ̂n(k)
]
= 0d.
En utilisant les notations donne´es par les relations (3.23), (3.24) et (3.25), alors, on obtient
λ̂n(k) = (S
0
n +Δ
0
n)
−1ψ0n + oP(β̂n(k)− β0). (3.26)
Le de´veloppement limite´ de la statistique Znk(γ0, λ̂n(k), β̂n(k)), spe´ciﬁe´e par la relation
(3.15), dans le voisinage de (λ,β) = (0d,β
0) jusqu’a` l’ordre 2, peut s’e´crire
Znk(γ0, λ̂n(k), β̂n(k)) =
[
2λ̂
t
n(k)
(n
k
∑
i∈I
zi(β
0)− n
n− k
∑
j∈J
zj(β
0)
)]
−
[
λ̂
t
n(k)
(n2
k2
∑
i∈I
gi(β
0)gti(β
0) +
n2
(n− k)2
∑
j∈J
gj(β
0)gtj(β
0)
)
λ̂n(k)
]
+
[
2λ̂
t
n(k)
(
(M0n)
1
2 (V01n)
−1n
k
∑
i∈I
.
gi(β
0)− (M0n)
1
2 (V02n)
−1 n
n− k
∑
j∈J
.
gj(β
0)
)
(β̂n(k)− β0)
]
−
[
2λ̂
t
n(k)
(n
k
∑
i∈I
gi(β
0)
∂(M
1
2
n (β)(V1n(β))
−1)
∂β
+
n
n− k
∑
j∈J
gj(β
0)
∂(M
1
2
n (β)(V2n(β))
−1)
∂β
)
·(β̂n(k)− β0)
]
+
1
3!
[
T1 + 3T2 + 3T3 + T4
]
≡ B1 − B2 +B3 − B4 +B5, (3.27)
ou`
T1 =
∑d
r=1
∑d
l=1
∑d
s=1
∂3Znk(γ0,λ(1)rsl,β
(1)
rsl)
∂βr∂βs∂βl
(β̂n,r − β0r )(β̂n,s − β0s )(β̂n,l − β0l ),
T2 =
∑d
r=1
∑d
l=1
∑d
s=1
∂3Znk(γ0,λ(2)rsl,β
(2)
rsl)
∂λr∂λs∂βl
(λ̂n,r)(λ̂n,s)(β̂n,l − β0l ),
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T3 =
∑d
r=1
∑d
l=1
∑d
s=1
∂3Znk(γ0,λ(3)rsl,β
(3)
rsl)
∂λr∂βs∂βl
(λ̂n,r)(β̂n,s − β0s )(β̂n,l − β0l ),
T4 =
∑d
r=1
∑d
l=1
∑d
s=1
∂3Znk(γ0,λ(4)rsl,β
(4)
rsl)
∂λr∂λs∂λl
(λ̂n,r)(λ̂n,s)(λ̂n,l).
Pour 1 ≤ r ≤ d, β̂n,r de´signe la r-e`me composante du vecteur β̂n(k) et λ̂n,r de´signe
la r-e`me composante du λ̂n(k).
Pour tout 1 ≤ r, s, l ≤ d, on a λ(b)rsl = u(b)rsl(β̂n(k)− β0) et β(b)rsl = β0 + v(b)rsl(β̂n(k)− β0), avec
u
(b)
rsl, v
(b)
rsl ∈ [0, 1] et b ∈ {1, 2, 3, 4}.
Notons que, les de´rive´es de M
1
2
n (β)(V1n(β))
−1 et M
1
2
n (β)(V2n(β))
−1 par rapport a` β
sont conside´re´es terme par terme.
Maintenant, on remplace λ̂n(k) dans la relation (3.27) par sa valeur obtenue dans
(3.26). Pour le terme B1 de la relation (3.27), en utilisant les notations donne´es par les
relations (3.23), (3.24) et (3.25), on obtient
B1 = 2(nψ
0
n)
t(S0n +Δ
0
n)
−1ψ0n.
De meˆme, pour le terme B2 de la relation (3.27), on obtient
B2 = n(ψ
0
n)
t(S0n +Δ
0
n)
−1ψ0n.
On sait que, V01n = k
−1∑
i∈I
.
gi(β
0) et V02n = (n − k)−1
∑
j∈J
.
gj(β
0). Alors, pour le terme
B3 de la relation (3.27), on obtient
B3
p.s.−→ 0.
Par le The´ore`me Central Limite, on a que
1
k
∑
i∈I
gi(β
0) = OP(k
−1/2)
et
1
n− k
∑
j∈J
gj(β
0) = OP((n− k)−1/2).
Alors, pour le terme B4 de la relation (3.27) on obtient
B4 = oP(n(ψ
0
n)
t(S0n +Δ
0
n)
−1ψ0n).
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Pour le terme B5 de la relation (3.27), en utilisant les suppositions (A2)-(A4) et par des
calculs e´le´mentaires, on obtient que ce terme est e´gal a` ξn(k), ou`
ξn(k) ≡ oP(‖β̂n(k)− β0‖) + oP(‖λ̂n(k)‖) + oP(‖λ̂n(k)‖‖β̂n(k)− β0‖). (3.28)
En combinant les re´sultats obtenus,
Znk(γ0, λ̂n(k), β̂n(k)) = n(ψ0n)t(S0n +Δ0n)−1ψ0n(1 + oP(1)) + ξn(k). (3.29)
On peut voir que, quand β−β0 = 0d, le terme n(ψ0n)t(S0n+Δ0n)−1ψ0n atteint son maximum
dans le voisinage de β0. Cela signiﬁe que quand n → ∞, Znk(λ,γ0,β) a un seul maximum
local dans tout le η-voisinage de β0 et alors β̂n(k)− β0 = oP(1).
Pour S0n, par la loi des grands nombres, quand n → ∞, on a que
n
k2
∑
i∈I
zi(β
0)zti(β
0)
p.s.−→ E[zi(β0)zti(β0)] (3.30)
et
n
(n− k)2
∑
j∈J
zj(β
0)ztj(β
0)
p.s.−→ E[zj(β0)ztj(β0)]. (3.31)
En utilisant les relations (3.30) et (3.31) ainsi le fait que par la loi des grands nombres les
deux matrices −V01n et −V02n convergent presque suˆrement vers V, alors, on obtient que
S0n = Id +OP(n
−1/2). En utilisant ce fait, ainsi la relation (3.26), on obtient que
λ̂n(k) = ψ
0
n + oP(n
−1/2).
Rappelons que, pour tout i = 1, . . . , n on a E[gi(β
0)] = 0. Alors, par le The´ore`me Central
Limite, chaque terme de ψ0n est OP(n
−1/2), ce qui implique que λ̂n(k) = OP(n−1/2). 
Le re´sultat suivant est une ge´ne´ralisation de la version non parame´trique du the´ore`me de
Wilks pour le rapport de vraisemblance empirique de´ﬁni par la relation (3.15).
The´ore`me 3.3.1. Supposons que (A1)-(A6) sont ve´riﬁe´es. Sous l’hypothe`se nulle H0, la
statistique Znk(γ0, λ̂n(k), β̂n(k)) donne´e par la relation (3.15) converge vers une loi de chi-
deux de degre´ de liberte´ d, quand n → ∞, ou` d de´signe la dimension de β.
Preuve. Par la preuve du Proposition 3.3.1, on a
λ̂n(k) = ψ
0
n + oP(n
−1/2)
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et
S0n = Id +OP(n
−1/2).
Par le The´ore`me de Linderberg-Feller, on a que
√
nλ̂n(k)
L−→
n→∞
N (0, Id).
Alors, en utilisant la relation (3.26), on obtient
Znk(γ0, λ̂n(k), β̂n(k)) = n(ψ0n)t(S0n)−1ψ0n + oP(1) + ξn(k)
= nλ̂
t
n(k)λ̂n(k) + oP(1) + ξn(k)
=
√
nλ̂
t
n(k)λ̂n(k)
√
n+ oP(1) + ξn(k),
ou` ξn(k) est donne´ par la relation (3.28). Alors, puisque
√
nλ̂n(k) ∼ N (0, Id), on de´duit que
Znk(γ0, λ̂n(k), β̂n(k)) L−→
n→∞
χ2(d).

Par le The´ore`me 3.3.1, pour un niveau ﬁxe´ α, tel que α ∈ (0, 1), on peut construire pour γ
la re´gion de conﬁance asymptotique suivante :
CRα = {γ ∈ Rd : Znk(γ, λ̂n, β̂n) < c1−α;d},
ou` c1−α;d est le (1− α) quantile de la distribution de chi-deux avec d degre´ de liberte´.
3.4 Mode`le avec des donne´es manquantes
Dans cette section, pour le mode`le (3.1), on suppose que toutes les Xi sont observe´es,
par contre la variable re´ponse Yi peut eˆtre manquante. Soient la suite des variables ale´atoires
(δi)1≤i≤n de´ﬁnie par δi = 0 si Yi est manquante et δi = 1 si Yi est observe´e.
On suppose que Yi est manquante au hasard (missing at random (MAR)), c’est-a`-dire pour
tout 1 ≤ i ≤ n
P[δi = 1|Xi, Yi] = P[δi = 1|Xi].
On conside`re les fonctions de probabilite´s se´lectives de´ﬁnies par{
π1(xi) = P[δi = 1|Xi = xi], i ∈ I,
π2(xj) = P[δj = 1|Xj = xj], j ∈ J.
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Pour i = 1, . . . , n, π1(xi) de´signe la probabilite´ que la variable Yi est observe´e. Nous
supposons que π1(xi) > 0 et π2(xj) > 0. Ces suppositions sont classiques dans la litte´rature,
voir par example les papiers de [Sun et al. (2009)], [Xue (2009)] et [Ciuperca (2013a)]. De
plus, lim
n→∞
∑
i∈I δi = limn→∞
∑
j∈J δj = ∞, ce qui signiﬁe que nous avons un nombre important
de valeurs non manquantes pour Y.
La litte´rature des donne´es manquantes a e´te´ apparu dans les analyses statistique de-
puis le de´but de l’anne´e 1970 stimule´e par les progre`s de la technologie de l’informatique
qui sert a` faciliter les calculs nume´riques. Dans la pratique, les variables re´ponses peuvent
eˆtre manquantes graˆce a` plusieurs raisons telles que la re´ticence de certains unite´s
e´chantillonne´es a` fournir des informations souhaite´es, la perte de l’information a` cause
des facteurs incontroˆlables, l’e´chec de l’enqueˆteur a` recueillir des informations correctes
et ainsi de suite... Les re´ponses manquantes sont tre`s communes dans les sondages
d’opinion, les enqueˆtes d’e´tudes de marche´ et e´galement dans des nombreuses expe´riences
scientiﬁques. La manque de certaines re´ponses rendent les me´thodes existantes dans la
litte´rature non-applicables. Pour des travaux concernant des donne´es manquantes on cite
les papiers de [Little and Rubin (1983)], [Little and Rubin (2002)], [Wang and Rao (2002)],
[Celeux et al. (2006a)], [Celeux et al. (2006b)], [Wang and Chen (2009)], [Xue (2009)],
[Xu et al. (2012)].
Le mode`le non-line´aire avec donne´es manquantes au hasard (MAR), a e´te´ conside´re´
dans la litte´rature. [Muller (2009)] a construit un estimateur eﬃcace pour l’espe´rance
E[h(X,Y)] en utilisant un estimateur eﬃcace de parame`tres, tel que h de´signe une
fonction carre´ inte´grable et connue. Le moyenne du re´ponse E(Y) de´signe un cas spe´cial.
[Ciuperca (2013a)] a construit le rapport de la vraisemblance empirique en utilisant la
me´thode d’imputation des donne´es. L’ide´e principale de l’imputation est de ”remplir” les
valeurs manquantes de Y par des valeurs ”approprie´es” pour cre´er un ensemble des donne´es
comple`tes, ce qui permet d’appliquer les me´thodes classiques d’e´tude.
Dans la suite, une me´thode de vraisemblance empirique est utilise´e pour e´tudier le
mode`le (3.1) en supposant qu’il y a des variables re´ponse manquantes. Nous sommes
inte´resse´s a` construire la re´gion de conﬁance asymptotique pour γ = β − β1, base´e sur les
donne´es (Xi, Yi, δi)1≤i≤n. Dans le meˆme temps, on teste l’hypothe`se nulle
H0 : γ = γ0.
Nous rappelons que, sous l’hypothe`se nulle H0, le parame`tre β
0 de´signe la vraie valeur
(inconnue) de β, ou` β est la valeur ge´ne´rique du parame`tre de re´gression de la premie`re
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phase.
3.4.1 Statistique de test
Pour construire la re´gion de conﬁance asymptotique de γ, on propose trois statistiques
de vraisemblance empirique : vraisemblance empirique base´e sur les donne´es comple`tes, vrai-
semblance empirique ponde´re´e et la vraisemblance empirique avec des valeurs impute´es.
Vraisemblance empirique base´e sur le cas complet
Tout d’abord, on donne la vraisemblance empirique base´e sur le cas complet. Dans le
contexte de re´gression, cela sert a` se restreinte aux individus pour lesquels toutes les
variables sont renseigne´es.
Pour les observations de la variable re´ponse de la seconde phase, on conside`re une
nouvelle variable, note´e Y˜j de´ﬁnie d’un fac¸on similaire au cas des donne´es non-
manquantes. Plus pre´cise´ment, pour le mode`le (3.1), pour j ∈ J , si Yj est non-manquante,
Y˜j ≡ Yj − f(Xj,β − γ0) + f(Xj,β). D’autre part, si Yj est manquante alors Y˜j est e´gale a`
une valeur ﬁnie. On de´ﬁnit les deux vecteurs ale´atoires suivants{
gi,C(β) ≡ δi
.
f i(β)(Yi − fi(β)), i ∈ I,
gj,C(β) ≡ δj
.
f j(β)(Y˜j − fj(β)), j ∈ J.
(3.32)
On conside`re e´galement les deux matrices suivantes
V1n,C(β) ≡ 1
k
∑
i∈I
.
gi,C(β), V2n,C(β) ≡
1
n− k
∑
j∈J
.
gj,C(β).
D’une manie`re similaire a` la Section 3.2 et par le meˆme argument de la Remarque 3.3.1, aﬁn
de construire la re´gion de conﬁance asymptotique pour γ ou tester l’hypothe`se nulle H0, la
statistique du rapport de vraisemblance empirique pour le cas complet est
Znk,C(γ0,λC ,β) ≡ 2
[∑
i∈I
log(1 +
n
k
λtCzi,C(β)) +
∑
j∈J
log(1− n
n− kλ
t
Czj,C(β)
]
, (3.33)
avec
zi,C(β) ≡ M
1
2
n,C(β)V
−1
1n,C(β)gi,C(β), zj,C(β) ≡ M
1
2
n,C(β)V
−1
2n,C(β)gj,C(β),
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Mn,C(β) ≡ k(n− k)
n2
V1n,C(β)Hn,C(β)V2n,C(β)
et
Hn,C(β) ≡
[n− k
nk
σ21V2n,C(β)V
−1
1n,C(β)
∑
i∈I
δiπ1(Xi)
[..
f i(β)(Yi − fi(β))−
.
f i(β)
.
f
t
i(β)
]
+
k
n(n− k)σ
2
2
∑
j∈J
δjπ2(Xj)
[..
f j(β)(Y˜j − fj(β))−
.
f j(β)
.
f
t
j(β)
]
V−12n,C(β)V1n,C(β)
]−1
.
Nous rappelons que, σ21 et σ
2
2 de´signent respectivement la variance de εi pour i ∈ I et εj
pour j ∈ J .
Pour le mode`le avec des donne´es manquantes, sous les suppositions lim
n→∞
∑
i∈I δi → ∞ et
lim
n→∞
∑
j∈J δj → ∞, on peut estimer σ21 et σ22 respectivement par σ˜21 et σ˜22, de´ﬁnis par
σ˜21 =
∑
i∈I
δi[Yi − f(Xi, β̂)]2∑
i∈I
δi
, σ˜22 =
∑
j∈J
δj[Yj − f(Xj, β̂1)]2∑
j∈J
δj
, (3.34)
avec
β̂ = argmin
β
∑
i∈I
δi(Yi − f(Xi,β))2, β̂1 = argmin
β1
∑
j∈J
δj(Yj − f(Xj,β1))2. (3.35)
Les fonctions scores correspondantes a` la statistique de test donne´e par la relation (3.33)
sont ⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
φ1n,C(γ0,λC ,β) =
∑
i∈I
zi,C(β)
k
n
+ λtCzi,C(β)
−
∑
j∈J
zj,C(β)
n−k
n
− λtCzj,C(β)
,
φ2n,C(γ0,λC ,β) =
∑
i∈I
.
zi,C(β)
k
n
+ λtCzi,C(β)
−
∑
j∈J
.
zj,C(β)
n−k
n
− λtCzj,C(β)
,
(3.36)
ou`
.
zi,C(β) et
.
zj,C(β) sont respectivement les de´rive´es de zi,C(β) et zj,C(β) par rapport a` β.
Alors, en re´solvant le syste`me φ1n,C(γ0,λC ,β) = 0d et φ2n,C(γ0,λC ,β) = 0d donne´
par (3.36), on obtient les valeurs de λ̂n,C(k) et β̂n,C(k) qui maximisent la statistique du
(3.33).
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On conside`re les probabilite´s se´lectives π1(Xi) et π2(Xj) comme connues. Dans le cas
ou elles sont inconnues, on peut conside´rer pour π1(Xi) et π2(Xj), respectivement les
estimateurs non-parame´triques a` noyau π̂1(Xi) et π̂2(Xj) donne´s par
π̂1(Xi) =
∑
l∈I
δlK1((Xl −Xi)/h1n)
max{1,∑
l∈I
K1((Xl −Xi)/h1n)} , i ∈ I,
π̂2(Xj) =
∑
l∈J
δlK2((Xl −Xj)/h2n)
max{1,∑
l∈J
K2((Xl −Xj)/h2n)} , j ∈ J.
(3.37)
Ici, h1n et h2n sont des suites positives qui tendent vers zero quand n → ∞. K1, K2
sont des fonctions noyaux de´ﬁnies dans Rd. L’estimateur a` noyau est aussi utilise´ par
[Dabo-Niang et al. (2015) ] pour estimer une re´gression fonctionnelle.
Les feneˆtres h1n et h2n satisfont les conditions suivantes :
(A7) kh
4max{2,d−1}
1n → 0 et (n− k)h4max{2,d−1}2n → 0, quand n → ∞.
Les fonctions noyaux K1 et K2 satisfont la condition classique suivante :
(A8) Il existe deux constantes positives C1, C2, C3, C4, ρ1 et ρ2, tel que, pour chaque
vecteur v, C11 ‖v‖≤ρ1 ≤ K1(v) ≤ C21 ‖v‖≤ρ1 et C31 ‖v‖≤ρ1 ≤ K2(v) ≤ C41 ‖v‖≤ρ2 .
La condition (A8) est e´galement impose´e dans les papiers de [Wei et al. (2013)] et
[Xue (2009)], ou` les mode`les line´aires avec et sans point de rupture sont respectivement
conside´re´s.
Concernant les fonctions de probabilite´s se´lectives π1(x) et π2(x), soit la supposition
de re´gularite´ suivante :
(A9) π1(x) et π2(x) ont des de´rive´es partielles borne´es, par rapport a` x, jusqu’a`
l’ordre max(2, d− 1), presque partout.
Les conditions (A7)-(A9) sont des suppositions usuelles pour prouver le taux de convergence
de l’estimateur non-parame´trique a` noyau. Voir par exemple le papier de [Wei et al. (2013)].
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Vraisemblance empirique ponde´re´e
Maintenant, nous pre´sentons la me´thode de vraisemblance empirique ponde´re´e. En ge´ne´rale,
les analyses base´s sur le cas-complet ne fournit pas des estimateurs tre`s eﬃcaces. Une
approche alternative base´e sur l’inverse de la probabilite´ ponde´re´e a e´te´ conside´re´. La
ponde´ration est une me´thode corrigeant l’importance de chacune des observations lors d’une
analyse. Dans le cas de l’analyse d’un e´chantillon avec donne´es manquantes, la ponde´ration
peut eˆtre utilise´e pour donner plus d’importance aux valeurs observe´es en fonction de
certaines caracte´ristiques associe´es a` l’absence des donne´es. Ces poids peuvent eˆtre calcule´s
par l’inverse de la probabilite´ qu’une donne´e soit manquante. L’utilisation de ces poids est
fonde´e sur la the´orie du score de propension de´veloppe´ par [Rosenbaum and Rubin (1983)]
et a e´te´ conside´re´ par [Horvitz and Thompson (1952)].
En utilisant cette meˆme approche, on de´ﬁnit les deux vecteurs ale´atoires suivants⎧⎪⎪⎨⎪⎪⎩
gi,W (β) ≡ δi
π1(Xi)
.
f i(β)(Yi − fi(β)), i ∈ I,
gj,W (β) ≡ δj
π2(Xj)
.
f j(β)(Y˜j − fj(β)), j ∈ J.
(3.38)
Nous rappelons que, pour j ∈ J , on prend Y˜j ≡ Yj − f(Xj,β − γ0) + f(Xj,β) si Yj est
observe´e et Y˜j e´gale a` une valeur ﬁnie si Yj est manquante.
Dans ce cas, on conside`re les deux matrices suivantes
V1n,W (β) ≡ 1
k
∑
i∈I
.
gi,W (β), V2n,W (β) ≡
1
n− k
∑
j∈J
.
gj,W (β).
De la meˆme fac¸on que pour les donne´es comple`tes, en utilisant un argument similaire de la
Remarque 3.3.1, la statistique de test pour la me´thode ponde´re´e est
Znk,W (γ0,λW ,β) ≡ 2
[∑
i∈I
log(1 +
k
n
λtWzi,W (β)) +
∑
j∈J
log(1− n
n− kλ
t
Wzj,W (β)
]
, (3.39)
ou`
zi,W (β) ≡ M
1
2
n,W (β)V
−1
1n,W (β)gi,W (β), zj,W (β) ≡ M
1
2
n,W (β)V
−1
2n,W (β)gj,W (β),
Mn,W (β) ≡ k(n− k)
n2
V1n,W (β)Hn,W (β)V2n,W (β)
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et
Hn,W (β) ≡
[n− k
nk
σ21V2n,W (β) +
k
n(n− k)σ
2
2V1n,W (β)
]−1
.
Les variances σ21 et σ
2
2 peuvent eˆtre estime´es respectivement par σ˜
2
1 et σ˜
2
2, donne´es par (3.34).
Les fonctions scores de la statistique (3.39) sont⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
φ1n,W (γ0,λW ,β) =
∑
i∈I
zi,W (β)
k
n
+ λtWzi,W (β)
−
∑
j∈J
zj,W (β)
n−k
n
− λtWzj,W (β)
,
φ2n,W (γ0,λW ,β) =
∑
i∈I
.
zi,W (β)
k
n
+ λtWzi,W (β)
−
∑
j∈J
.
zj,W (β)
n−k
n
− λtWzj,W (β)
,
(3.40)
ou`
.
zi,W (β) et
.
zj,W (β) sont respectivement les de´rive´es de zi,W (β) et zj,W (β) par rapport a` β.
Alors, en re´solvant le syste`me φ1n,W (γ0,λW ,β) = 0d et φ2n,W (γ0,λW ,β) = 0d donne´ par
la relation (3.40), on obtient λ̂n,W (k) et β̂n,W (k) qui maximisent la statistique (3.39).
Vraisemblance empirique avec des valeurs impute´es
Pour le proﬁl de la vraisemblance empirique avec des donne´es comple`tes et ponde´re´s,
les informations contenues dans les donne´es ne sont pas suﬃsantes. Puisque les observations
avec des donne´es manquantes sont exclus quand on a construit le rapport de vraisemblance
empirique, les taux de recouvrement de la re´gion de conﬁance sont re´duits quand beaucoup
des valeurs manquantes ont eu lieu.
Aﬁn de re´soudre ce proble`me, on utilise la me´thode d’imputation pour reconstituer les va-
riables re´ponse manquantes. Cette me´thode consiste a` attribuer une valeur pour chaque
re´ponse manquante aﬁn d’obtenir un ensemble de donne´es complet et ensuite appli-
quer les me´thodes statistiques standards (Voir par exemple les papiers de [Yates (1993)],
[Healy and Westmacott (1956) ] et [Cheng (1994)]). Parmi les me´thodes d’imputation, on
conside`re la me´thode d’imputation en utilisant la re´gression non-line´aire. On impute Yi (ou
Yj) si Yi (ou Yj) est manquante et on donne des nouvelles valeurs pour les variables observe´es,
en utilisant l’estimateur des moindres carre´s pour les parame`tres de re´gression β et β1 et
les estimateurs non parame´triques pour les probabilite´s π1(Xi) et π2(Xj). Le but de cette
me´thode est d’utiliser de manie`re suﬃsante toutes les informations qui contiennent dans les
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donne´es 1.
On de´ﬁnit :
Yi,R ≡ δi
π̂1(Xi)
Yi +
(
1− δi
π̂1(Xi)
)
f(Xi, β̂), i ∈ I,
Yj,R ≡ δj
π̂2(Xj)
Yj +
(
1− δj
π̂2(Xj)
)
f(Xj, β̂1), j ∈ J,
(3.41)
ou` β̂ et β̂1 sont donne´s par la relation (3.35).
On conside`re la vraisemblance empirique en tenant compte de toutes les valeurs im-
pute´es. Alors, pour j ∈ J , on conside`re Y ∗j,R ≡ Yj,R − f(Xj,β − γ0) + f(Xj,β).
Dans ce cas, les vecteurs ale´atoires auxiliaires sont de´ﬁnis par{
gi,R(β) ≡
.
f i(β)(Yi,R − fi(β)), i ∈ I,
gj,R(β) ≡
.
f j(β)(Y
∗
j,R − fj(β)), j ∈ J.
Soient les matrices suivantes
V1n,R(β) ≡ 1
k
∑
i∈I
.
gi,R(β), V2n,R(β) ≡
1
n− k
∑
j∈J
.
gj,R(β).
Comme pour les deux premie`res me´thodes, la statistique de test pour la me´thode d’imputa-
tion est
Znk,R(γ0,λR,β) ≡ 2
[∑
i∈I
log(1 +
n
k
λtRzi,R(β)) +
∑
j∈J
log(1− n
n− kλ
t
Rzj,R(β))
]
, (3.42)
ou`
zi,R(β) ≡ M
1
2
n,R(β)V
−1
1n,R(β)gi,R(β), zj,R(β) ≡ M
1
2
n,R(β)V
−1
2n,R(β)gj,R(β),
Mn,R(β) ≡ k(n− k)
n2
V1n,R(β)Hn,R(β)V2n,R(β)
1. [Wang and Rao (2002)] a conside´re´ le cas ou` la probabilite´ que Yi est manquante est e´gale a` 1 pour
tout i = 1, . . . , n . Dans ce cas, les valeurs observe´s sont conserve´es et les valeurs manquantes sont impute´es
avec la re´gression line´aire.
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et
Hn,R(β) ≡
[n− k
nk
σ21V2n,R(β)V
−1
1n,R(β)
∑
i∈I
1
π1(Xi)
[..
f i(β)(Yi,R − fi(β))−
.
f i(β)
.
f
t
i(β)
]
+
k
n(n− k)σ
2
2
∑
j∈J
1
π2(Xj)
[..
f j(β)(Y
∗
j,R − fj(β))−
.
f j(β)
.
f
t
j(β)
]
V−12n,R(β)V1n,R(β)
]−1
.
Les fonctions scores de la statistique de test donne´e par la relation (3.42) sont⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
φ1n,R(γ0,λR,β) =
∑
i∈I
zi,R(β)
k
n
+ λtRzi,R(β)
−
∑
j∈J
zj,R(β)
n−k
n
− λtRzj,R(β)
,
φ2n,R(γ0,λR,β) =
∑
i∈I
.
zi,R(β)
k
n
+ λtRzi,R(β)
−
∑
j∈J
.
zj,R(β)
n−k
n
− λtRzj,R(β)
,
(3.43)
ou`
.
zi,R(β) et
.
zj,R(β) sont respectivement les de´rive´es de zi,R(β) et zj,R(β) par rapport a` β.
Alors, en re´solvant le syste`me φ1n,R(γ0,λR,β) = 0d et φ2n,R(γ0,λR,β) = 0d donne´s
par (3.43), on obtient λ̂n,R(k) et β̂n,R(k), qui maximisent la statistique du (3.42).
3.4.2 Comportement asymptotique de Znk,C ,Znk,W et Znk,R
Dans cette section, on e´tudie les distributions asymptotiques des statistiques de
vraisemblance empirique Znk,C ,Znk,W et Znk,R, donne´es respectivement par les relations
(3.33), (3.39) et (3.42). Le re´sultat principal est donne´ par le The´ore`me 3.4.1, ou` on montre
que sous l’hypothe`se nulle H0, la distribution asymptotique de ces trois statistiques est une
loi de chi-deux.
Dans le cas des donne´es manquantes, on a besoin de la supposition suivante :
(A10) Les matrices V1n,C , V2n,C , V1n,W , V2n,W , V1n,R et V2n,R, sont inversibles,
pour chaque Xi ∈ Υ et pour tout β dans le voisinage de β0, leurs de´terminants sont borne´s
pour une valeur de n assez grande.
La proposition suivante est similaire a` la Proposition 3.3.1, pour chacune des trois
statistiques du rapport de vraisemblance empirique de´ﬁnies dans la Section 3.4.1 dans
le cas ou` on a des variables re´ponse manquantes. Alors, on montre que ‖λ̂n,C(k)‖ → 0,
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‖λ̂n,W (k)‖ → 0 et ‖λ̂n,R(k)‖ → 0, quand n → ∞ et que β̂n,C(k), β̂n,W (k) et β̂n,R(k) sont
des estimateurs consistants de β0, sous l’hypothe`se H0.
Proposition 3.4.1. Sous l’hypothe`se nulle H0, si les suppositions (A1)-(A4), (A6)-
(A10) sont ve´riﬁe´es, alors, pour les estimateurs (λ̂n,C(k), β̂n,C(k)), (λ̂n,W (k), β̂n,W (k)) et
(λ̂n,R(k), β̂n,R(k)) obtenus en re´solvant respectivement les syste`mes (3.36),(3.40) et (3.43),
on a
λ̂n,C(k) = OP(n
−1/2), λ̂n,W (k) = OP(n−1/2), λ̂n,R(k) = OP(n−1/2),
β̂n,C(k)− β0 = oP(1), β̂n,W (k)− β0 = oP(1), β̂n,R(k)− β0 = oP(1).
Preuve. La preuve de cette proposition est similaire a` la preuve de la Proposition 3.3.1
donne´e dans le cas ou` la variable re´ponse Yi est observe´e pour tout i = 1, . . . , n. 
Le the´ore`me suivant donne la distribution asymptotique des trois statistiques de vraisem-
blance empirique donne´es par les relations (3.33), (3.39) et (3.42).
The´ore`me 3.4.1. Supposons que (A1)-(A4), (A6)-(A10) sont ve´riﬁe´es. Sous l’hy-
pothe`se nulle H0, les statistiques Znk,C(γ0, λ̂n,C(k), β̂n,C(k)), Znk,W (γ0, λ̂n,W (k), β̂n,W (k))
et Znk,R(γ0, λ̂n,R(k), β̂n,R(k)) ont une distribution asymptotique χ2(d), ou` d de´signe la di-
mension de β.
Pour un niveau ﬁxe´ α ∈ (0, 1), les (1 − α) re´gions de conﬁance asymptotiques pour γ,
base´es sur la statistique de vraisemblance empirique, pour les trois me´thodes propose´s, sont
CRα,C = {γ ∈ Rd : Znk,C(γ, λ̂n,C(k), β̂n,C(k)) < c1−α;d},
CRα,W = {γ ∈ Rd : Znk,W (γ, λ̂n,W (k), β̂n,W (k)) < c1−α;d},
CRα,R = {γ ∈ Rd : Znk,R(γ, λ̂n,R(k), β̂n,R(k)) < c1−α;d},
ou` c1−α;d est le quantile d’ordre 1 − α de la distribution de χ2 avec d degre´s de liberte´.
Preuve. La preuve de cette proposition est similaire a` la preuve du The´ore`me 3.3.1 donne´e
dans le cas ou` la variable re´ponse Yi est observe´e pour tout i = 1, . . . , n. 
3.5 Simulations
Dans cette section, on pre´sente des simulations pour e´valuer la performance de la
me´thode de vraisemblance empirique propose´e, en utilisant la technique Monte-Carlo. Tout
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d’abord, on conside`re le cas ou` pour toutes les observations i = 1, . . . , n, la variable Yi est
observe´e, ensuite si des valeurs de Y sont manquantes.
On conside`re la fonction non-line´aire suivante
f(x,β) = a
1− xb
b
, (3.44)
avec β = (a, b) ∈ [−100, 100]× [0.1, 20].
Pour l’erreur, on conside`re les trois cas suivants :
Cas a : εi = N (0, 1) et εj = N (0, 1),
Cas b : εi = 1/
√
6(χ2(3)− 3) et εj = 2/
√
6t(6),
Cas c : εi = 2Exp(2)− 1 et εj = N (0, 1),
ou` N (0, 1), Exp(2), χ2(3) et t(6) sont respectivement la distribution normale stan-
darde, la distribution exponentielle de moyenne 1/2, la distribution chi-deux a` 3 degre´ de
liberte´ et la distribution student avec 6 degre´ de liberte´.
On conside`re les deux mode`les non-line´aires suivants :
Mode`le 1. On ge´ne`re l’ensemble des donne´es avec le mode`le suivant⎧⎪⎪⎪⎨⎪⎪⎪⎩
Yi = a
0
1
1−Xb01i
b01
+ εi, i = 1, . . . , k,
Yj = a
0
1
1−Xb01i
b01
+ εj, j = k + 1, . . . , n,
(3.45)
ou` a01 = 10, b
0
1 = 2 et X ∼ χ2(2). Dans cet exemple, l’hypothe`se nulle est H0 : γ0 = (0, 0)t.
Mode`le 2. On ge´ne`re l’ensemble des donne´es avec le mode`le suivant⎧⎪⎪⎪⎨⎪⎪⎪⎩
Yi = a
0
1
1−Xb01i
b01
+ εi, i = 1, . . . , k,
Yj = a
0
2
1−Xb02i
b02
+ εj, j = k + 1, . . . , n,
(3.46)
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ou` a01 = 10, b
0
1 = 2, a
0
2 = 7, b
0
2 = 1.75 et X ∼ χ2(2). Dans cet exemple, l’hypothe`se nulle est
H0 : γ0 = (3, 0.25)
t.
3.5.1 Mode`le avec des donne´es comple`tes
Pour le niveau de conﬁance nominal 1 − α = 0.95 et M= 1000 re´pliques Monte-Carlo
pour chaque mode`le/cas, on pre´sente dans le Tableau 3.5.1 les probabilite´s de recouvrement
(PR) et les longueurs de l’intervalle de conﬁance (LIC) obtenues par la me´thode de
log-vraisemblance empirique pour les deux mode`les sans donne´es manquantes.
Ces re´sultats sont obtenus en utilisant le The´ore`me 3.3.1, pour une valeur ﬁxe´e de n,
telle que n = 1000 et pour diﬀe´rentes positions pour le point de rupture. Alors, la re´gion de
conﬁance asymptotique est CRα = {γ ∈ Rd : Znk(γ, λ̂n(k), β̂n(k)) < c1−α;d}, ou` c1−α;d est
le (1− α) quantile de la distribution de chi-deux avec d degre´ de liberte´.
Aﬁn de calculer la probabilite´ de recouvrement (PR), on ge´ne`re le mode`le sous l’hy-
pothe`se nulle H0 donne´e par la relation (3.2) et on compte les nombres de fois parmi les
M re´pliques Monte-Carlo, que la valeur obtenue de la statistique ne de´passe pas la valeur
critique c1−α;d.
Pour chaque mode`le, la longueur de l’intervalle de conﬁance (LIC), de´signe la diﬀe´rence
entre la plus grande valeur et la plus petite valeur obtenues pour la statistique Znk. On voit
que toutes les probabilite´s de recouvrement (PR) sont tre`s proches de 0.95, ce qui indique
la performance de la re´gion du conﬁance propose´e. Les re´sultats ne varient pas avec la
localisation du point k, ni avec la distribution de l’erreur.
3.5.2 Mode`le avec des donne´es manquantes
Dans cette section, on suppose que la variable re´ponse Yi peut eˆtre manquante au
hasard (MAR).
Tout a` long de cette section, les fonctions noyaux conside´re´es sont des noyaux Epa-
nechnikov, telles que {
K1(Xi) = 0.75(1−X2i )1 |Xi|≤1,
K2(Xj) = 0.75(1−X2j )1 |Xj |≤1.
On conside`re les feneˆtres h1n = k
−1/7 et h2n = (n− k)−1/7, qui satisfont la condition (A7).
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Tableau 3.5.1 – PR et LIC pour les mode`les 1 and 2, avec les cas a, b et c. M = 1000
Mode`le 1 Mode`le 2
k Cas a Cas b Cas c Cas a Cas b Cas c
300 PR 0.961 0.926 0.954 0.949 0.957 0.961
LIC 5.718 5.157 5.422 4.978 5.637 5.229
500 PR 0.970 0.949 0.943 0.960 0.939 0.955
LIC 4.813 5.173 5.438 5.119 5.276 5.393
700 PR 0.963 0.944 0.940 0.947 0.950 0.954
LIC 5.577 5.913 5.817 5.788 5.909 5.949
Nous conside´rons les trois e´tudes suivantes de probabilite´s de re´ponse sous la suppo-
sition MAR :
E´tude 1 :
π1(Xi) =
{
0.8 + 0.2|Xi − 1| si |Xi − 1| ≤ 1
0.95 sinon.
π2(Xi) =
{
0.8 + 0.2|Xj − 1| si |Xj − 1| ≤ 1
0.95 sinon.
E´tude 2 :
π1(Xi) =
{
0.8 pour tout Xi.
π2(Xj) =
{
0.8 pour tout Xj.
E´tude 3 :
π1(Xi) =
{
0.8 + 0.2|Xi − 1| si |Xi − 1| ≤ 1
0.95 sinon.
π2(Xj) =
{
0.8 pour tout Xj.
Pour les e´tudes 1, 2 et 3, les Tableaux 3.5.2, 3.5.3 et 3.5.4, pre´sentent les probabilite´s
de recouvrement (PR) et les longueurs de l’intervalle de conﬁance (LIC) en utilisant les
statistiques Znk,C ,Znk,W et Znk,R donne´es respectivement par les relations (3.33), (3.39) et
(3.42). On conside`re pour chaque e´tude 1 − α = 0.95, n = 1000 et on applique les trois cas
a, b et c. On re´alise M = 1000 re´pliques pour chaque simulation.
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Pour le Mode`le 1, les probabilite´s de recouvrement (PR) obtenues sont proches de 0.95.
Les LIC obtenus en utilisant une me´thode d’imputation sont moins larges que ceux obtenus
pour les me´thodes cas-complet et ponde´re´e.
Pour le Mode`le 2, on obtient que toutes les probabilite´s de recouvrement (PR) obtenues
sont proches de 0.95. Les LIC obtenus en utilisant une me´thode d’imputation sont moins
larges que ceux obtenus pour les me´thodes cas-complet et ponde´re´e.
Tableau 3.5.2 – PR et LIC, pour l’e´tude 1, avec les cas a, b et c, n = 1000, k = 600.
Mode`le 1 Mode`le 2
Y Cas a Cas b Cas c Cas a Cas b Cas c
Cas-complet PR 0.939 0.942 0.958 0.950 0.951 0.967
LIC 5.490 5.573 5.183 5.493 5.607 5.939
Ponde´re´e PR 0.948 0.943 0.933 0.949 0.926 0.953
LIC 5.551 5.820 5.137 5.726 5.483 5.357
Impute´e PR 0.929 0.937 0.951 0.940 0.933 0.950
LIC 5.420 5.324 4.892 5.207 5.229 5.233
Tableau 3.5.3 – PR et LIC, pour l’e´tude 2, avec les cas a, b et c, n = 1000, k = 600.
Mode`le 1 Mode`le 2
Y Cas a Cas b Cas c Cas a Cas b Cas c
Cas-complet PR 0.937 0.942 0.939 0.944 0.953 0.946
LIC 5.962 5.258 5.414 5.426 5.382 5.547
Ponde´re´e PR 0.925 0.930 0.927 0.962 0.942 0.950
LIC 5.482 5.679 5.519 5.425 5.437 5.493
Impute´e PR 0.929 0.934 0.959 0.960 0.943 0.953
LIC 5.355 5.257 4.594 5.380 5.422 5.463
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Tableau 3.5.4 – PR et LIC, pour l’e´tude 3, avec les cas a, b et c, n = 1000, k = 600.
Mode`le 1 Mode`le 2
Y Cas a Cas b Cas c Cas a Cas b Cas c
Cas-complet PR 0.951 0.938 0.929 0.953 0.947 0.936
LIC 5.352 5.637 5.429 5.189 5.293 5.388
Ponde´re´e PR 0.927 0.939 0.941 0.950 0.943 0.959
LIC 5.854 5.680 5.705 5.482 5.379 5.523
Impute´e PR 0.950 0.960 0.945 0.944 0.928 0.937
LIC 5.225 5.412 5.5379 4.573 4.988 5.401
3.6 Annexe
Lemme 3.6.1. On suppose que (A1)-(A4) sont ve´riﬁe´es. Il existe η0 > 0, tel que pour tout
η ∈ [0, η0] et tout β ∈ Vη(β0), on a
(i) V1n(β) = V
0
1n + oP(β − β0).
(ii) V2n(β) = V
0
2n + oP(β − β0).
On rappelle que, V1n(β) =
1
k
∑
i∈I
.
gi(β) et V2n(β) =
1
n− k
∑
j∈J
.
gj(β).
Preuve. (i) Par le de´veloppement de Taylor de
.
gi(β) en β = β
0 jusqu’a` l’ordre 2, on obtient
V1n(β) =
[
1
k
∑
i∈I
..
f i(β
0)εi − 1
k
∑
i∈I
.
f i(β
0)
.
f
t
i(β
0)
]
+
1
k
∑
i∈I
Miεi − 1
k
∑
i∈I
..
f i(β
0)
.
f i(β
(1))(β − β0)t
−1
k
∑
i∈I
Mi
.
f i(β
(1))(β − β0)t − 1
k
∑
i∈I
M1i
.
f i(β
0)(β − β0)t
+
1
k
∑
i∈I
M2i
.
f i(β
0)(β − β0)t + 1
k
∑
i∈I
M2iM3i(β − β0)(β − β0)t, (3.47)
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ou`, Mi, M1i et M2i sont des matrices de dimension d × d, de´ﬁnies par Mi =∑d
r=1
∂
..
f i(β
(2)
i,r )
∂βr
(βr − β0r ), M1i =
(∂2fi(β(3)i,rl)
∂βr∂βl
)
1≤r,l≤d et M2i =
(∂2fi(β(4)i,rl)
∂βr∂βl
)
1≤r,l≤d.
Pour 1 ≤ r, l ≤ d, βr de´signe la r-e`me composante du vecteur β et β(a)i,rl = β0+u(a)i,rl(β−β0),
avec u
(a)
i,rl ∈ [0, 1] et a ∈ {2, 3, 4}.
Pour le premier terme du membre droit de la relation (3.47), on a
1
k
∑
i∈I
..
f i(β
0)εi − 1
k
∑
i∈I
.
f i(β
0)
.
f
t
i(β
0) = V01n. (3.48)
Par l’ine´galite´ de Bienayme´-Tchebychev et la supposition (A1), pour tout C1 > 0 et i ∈ I,
on obtient que
P
[
|εi| > C1
]
≤ σ
2
1
C1
. (3.49)
Pour 1 ≤ r, l ≤ d et pour i ﬁxe´, tel que i ∈ I, Mi,sl est une variable ale´atoire qui de´signe le
terme (s, l) de la matrice Mi tel que
Mi,sl =
d∑
r=1
∂fi(β
(2)
i,r )
∂βr∂βs∂βl
(βr − β0r ).
En utilisant la supposition (A3), on a que |Mi,sl| ≤ ‖β−β0‖ avec une probabilite´ e´gale a` 1.
En utilisant le Lemme 2.6.1(iii), pour tout C2 > 0 et i ∈ I, on obtient que
‖Mi‖1 ≤ C2‖β − β0‖. (3.50)
Pour le deuxie`me terme du membre droit de la relation (3.47), on a
‖1
k
∑
i∈I
Miεi‖1 ≤ 1
k
∑
i∈I
‖Miεi‖1 ≤ 1
k
∑
i∈I
‖Mi‖1|εi|.
En utilisant les relations (3.49) et (3.50), on obtient que
1
k
∑
i∈I
Miεi = oP(β − β0). (3.51)
Par l’ine´galite´ de Markov et en tenant compte de la supposition (A4), alors pour une valeur
ﬁxe´e de i et pour 1 ≤ r ≤ l, on a que
P
[∣∣∣∂fi(β(2)i,r )
∂βr
∣∣∣ > 1] ≤ 1
1
E
[∣∣∣∂fi(β(2)i,r )
∂βr
∣∣∣].
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Pour 1 = E(|∂fi(β(2)i,r )/∂βr|)/, on obtient que
P
[∣∣∣∂fi(β(2)i,r )
∂βr
∣∣∣ > 1

E
[∣∣∣∂fi(β(2)i,r )
∂βr
∣∣∣] ≤ .
La dernie`re relation ainsi le Lemme 2.6.1(i) impliquent
P
[
‖
.
f i(β
(2)
i,r )‖1 ≥
d

maxE
[∣∣∣∂fi(β(2)i,r )
∂βr
∣∣∣]] ≤ . (3.52)
Pour le troisie`me terme du membre droit de la relation (3.47), par la supposition (A3) et en
utilisant la relation (3.52), on obtient que
1
k
∑
i∈I
..
f i(β
0)
.
f i(β
(1))(β − β0)t‖1 ≤ (1
k
∑
i∈I
‖
..
f i(β
0)
.
f i(β
(1))(β − β0)t‖1
≤ 1
k
∑
i∈I
‖
..
f i(β
0)‖1‖
.
f i(β
(1))‖1‖β − β0‖1, (3.53)
ce qui donne
1
k
∑
i∈I
..
f i(β
0)
.
f i(β
(1))(β − β0)t = oP(β − β0). (3.54)
En utilisant la supposition (A3), pour 1 ≤ s, r ≤ d, pour tout  > 0 il existe 3 > 0 tel que
P
[∣∣∣∂2fi(β(3)i,sr)
∂βs∂βr
∣∣∣ ≥ 2] ≤ .
Par le Lemme 2.6.1 (iii), pour tout  > 0, on a que
P
[
‖M1i‖1 ≥ 3
]
≤ . (3.55)
En utilisant la supposition (A3) et par un argument similaire pour M1i, pour 1 ≤ s, r ≤ d,
pour tout  > 0 il existe 4 > 0 tel que
P
[
‖M2i‖1 ≥ 4
]
≤ . (3.56)
Pour le quatrie`me terme du membre droit de la relation (3.47), en utilisant les relations
(3.50), (3.52) et le fait que ‖β − β0‖2 ≤ η, on obtient que
1
k
∑
i∈I
Mi
.
f i(β
(1))(β − β0)t = oP(β − β0). (3.57)
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En utilisant les suppositions (A3) et les relations (3.52), (3.55), pour le cinquie`me terme du
membre droit de la relation (3.47), on a
1
k
∑
i∈I
M1i
.
f i(β
0)(β − β0)t = oP(β − β0). (3.58)
De meˆme, en utilisant la supposition (A3) et les relations (3.52), (3.55) et (3.56), on obtient
que
1
k
∑
i∈I
(β − β0)M2i
.
f
t
i(β
0) = oP(β − β0) (3.59)
et
1
k
∑
i∈I
(β − β0)M2iM3i(β − β0)t = oP(β − β0). (3.60)
En combinant les relations (3.48), (3.51), (3.54) et (3.57)-(3.60), on obtient que
V1n(β) = V
0
1n + oP(β − β0).
(ii) De la meˆme fac¸on que (i), on peut de´montrer que
V2n(β) = V
0
2n + oP(β − β0).

Conse´quence de ce Lemme, on obtient Mn(β) = Mn(β
0) + oP(β − β0), ou` la matrice
Mn(β) est donne´e par la Remarque 3.3.1. Pour simpliﬁer la notation, on e´critMn(β
0) = M0n.
Par le lemme suivant, on donne les comportements de
∑
i∈I
zi(β) dans le voisinage de
β0.
Lemme 3.6.2. On suppose que (A1)-(A6) sont ve´riﬁe´es. Il existe η0 > 0, tel que pour tout
η ∈ [0, η0] et tout β ∈ Vη(β0) on a
1
k
∑
i∈I
zi(β) =
1
k
∑
i∈I
zi(β
0)− 1
2
(M0n)
1
2 (β − β0) + oP(β − β0). (3.61)
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Preuve. Sous la supposition (A5), en utilisant le Lemme 3.6.1, le de´veloppement de Taylor
de k−1
∑
i∈I zi(β) dans le voisinage de β = β
0 jusqu’a` l’ordre 2, est
1
k
∑
i∈I
zi(β) =
1
k
∑
i∈I
(M0n)
1
2 (V01n)
−1 .f i(β0)εi +
1
2k
∑
i∈I
(M0n)
1
2 (V01n)
−1 ..f i(β0)(β − β0)εi
− 1
2k
∑
i∈I
(M0n)
1
2 (V01n)
−1 .f i(β0)
.
f
t
i(β
0)(β − β0)
− 1
6k
∑
i∈I
(M0n)
1
2 (V01n)
−1 .f i(β0)(β − β0)tM4i(β − β0)
− 1
4k
∑
i∈I
(M0n)
1
2 (V01n)
−1 ..f i(β0)(β − β0)
.
f
t
i(β
0)(β − β0)
− 1
12k
∑
i∈I
(M0n)
1
2 (V01n)
−1 ..f i(β0)(β − β0)(β − β0)tM4i(β − β0)
− 1
12k
∑
i∈I
(M0n)
1
2 (V01n)
−1Di(β − β0)tM4i(β − β0)
+
1
6k
∑
i∈I
(M0n)
1
2 (V01n)
−1Diεi, (3.62)
ou` M4i =
(∂2fi(β(5)i,ul)
∂βu∂βl
)
1≤u,l≤d est une matrice de dimension d× d et
Di =
( d∑
l=1
d∑
u=1
∂2
.
f i(β
(6)
i,ul)
∂βu∂βl
· (βu − β0u)(βl − β0l )
)
est un vecteur de dimension d. Pour 1 ≤ u, l ≤ d, βu de´signe la u-e`me composante du
vecteur β et β
(a)
i,ul = β
0 + v
(a)
i,ul(β − β0), avec v(a)i,ul ∈ [0, 1] et a ∈ {5, 6}.
Pour le deuxie`me terme du membre droit de la relation (3.62), par la loi des grands
nombres, le terme (2k)−1
∑
i∈I(M
0
n)
1
2 (V01n)
−1 ..f i(β0)(β − β0)εi converge presque suˆrement
vers l’espe´rance de (M0n)
1
2 (V01n)
−1 ..f i(β0)(β − β0)εi, quand n → ∞. Puisque εi est
inde´pendant de Xi et E[εi] = 0, on a
1
2k
∑
i∈I
(M0n)
1
2 (V01n)
−1 ..f i(β0)(β − β0)εi = oP(β − β0). (3.63)
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Pour le troisie`me terme du membre droit de la relation (3.62), par des calculs simples, on
peut obtenir
1
2k
∑
i∈I
(M0n)
1
2 (V01n)
−1 .f i(β0)
.
f
t
i(β
0)(β − β0) = −1
2
(M0n)
1
2 (β − β0). (3.64)
En utilisant les suppositions (A3), (A4) et par un argument similaire a` celui utilise´ pour les
relations (3.52) et (3.55), pour les quatrie`me, cinquie`me et sixie`me termes du membre droit
de la relation (3.62), on obtient respectivement, que
1
6k
∑
i∈I
(M0n)
1
2 (V01n)
−1 .f i(β0)(β − β0)tM4i(β − β0) = oP(β − β0), (3.65)
1
4k
∑
i∈I
(M0n)
1
2 (V01n)
−1 ..f i(β0)(β − β0)
.
f
t
i(β
0)(β − β0) = oP(β − β0) (3.66)
et
1
12k
∑
i∈I
(M0n)
1
2 (V01n)
−1 ..f i(β0)(β − β0)(β − β0)tM4i(β − β0) = oP(β − β0). (3.67)
Pour chaque i, tel que 1 ≤ i ≤ k et pour 1 ≤ s ≤ d, on note par Dis la variable ale´atoire qui
de´signe la s-e`me composante du vecteur Di, telle que
Dis =
d∑
l=1
d∑
u=1
∂3fi(β
(6)
i,ul)
∂βu∂βl∂βs
(βu − β0u)(βl − β0l ).
En utilisant le Lemme 2.6.1, ainsi que la supposition (A3), pour tout C3 > 0, on a
‖D‖1 ≤ C3‖β − β0‖2. (3.68)
La dernie`re relation, avec la relation (3.49), impliquent que
1
6k
∑
i∈I
(M0n)
1
2 (V01n)
−1Diεi = oP(β − β0). (3.69)
Finalement, pour le terme (12k)−1
∑
i∈I(M
0
n)
1
2 (V01n)
−1Di(β−β0)tM4i(β−β0), la supposition
(A3) et la relation (3.68) donnent
1
12k
∑
i∈I
(M0n)
1
2 (V01n)
−1Di(β − β0)tM4i(β − β0) = oP(β − β0). (3.70)
En combinant les relations (3.63)-(3.67), (3.69) et (3.70), le lemme est obtenu. 
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Abstract A non parametric method based on the empirical likelihood is proposed for
detecting the change in the coeﬃcients of high-dimensional linear model where the number
of model variables may increase as the sample size increases. This amounts to testing
the nulle hypothesis of no change against the alternative of one change in the regression
coeﬃcients. Based on the theoretical asymptotic behaviour of the empirical likelihood ratio
statistic, we propose, for a ﬁxed design, a simpler test statistic, easier to use in practice.
The asymptotic normality of the proposed test statistic under the null hypothesis is proved,
a result which is diﬀerent from the χ2 law for a model with a ﬁxed variable number. Under
alternative hypothesis, the test statistic diverges. Some Monte-Carlo simulations study the
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4.1. INTRODUCTION
behaviour of the proposed test statistic.
Key-words Change-point ; High-dimension ; Linear model ; Empirical likelihood test.
Re´sume´ Une me´thode non-parame´trique base´e sur la vraisemblance empirique est
propose´e aﬁn de de´tecter le changement dans les coeﬃcients d’un mode`le line´aire en grande
dimension avec des re´gresseurs de´terministes, quand le nombre des variables du mode`le peut
augmenter avec la taille de l’e´chantillon. Ceci nous permet de tester l’hypothe`se nulle de
non-changement contre l’hypothe`se alternative d’un seul changement dans les coeﬃcients
de re´gression. Base´e sur le comportement asymptotique the´orique de la statistique du
rapport de vraisemblance empirique, on propose une statistique de test qui sera utilise´e
facilement dans la pratique. La normalite´ asymptotique de la statistique de test propose´e
sous l’hypothe`se nulle est prouve´e en obtenant des re´sultats diﬀe´rents a` ceux obtenus quand
le nombre des variables est ﬁxe´ et la loi asymptotique est le χ2. Sous l’hypothe`se alternative,
la statistique de test diverge. Des simulations de Monte-Carlo sont conside´re´es aﬁn d’e´tudier
le comportement de la statistique de test propose´e.
Mots-clefs Point de rupture. Grande dimension. Mode`le line´aire. Test de la vraisem-
blance empirique.
4.1 Introduction
Le de´veloppement de la technologie ainsi que des techniques nume´riques ra-
pides permettent de conside´rer et d’e´tudier des mode`les statistiques avec un grand
nombre de variables. Pour des travaux concernant des donne´es en grande dimen-
sion, on cite les papiers de [Yin et al. (1983)], [Portnoy (1984)], [Portnoy (1985)],
[Silverstein (1985)], [Yin et al. (1988)], [Saranadasa (1993)], [Samarov et al. (2005)],
[Dabo-Niang and Yao (2013) ], [Butucea and Gayraud (2015)] et [Butucea et al. (2015)].
Le mode`le en grande dimension se re´fe`re a` un mode`le dont le nombre de variables
explicatives p augmente a` l’inﬁni quand le nombre des observations n converge vers l’inﬁni.
Lorsque p diverge, les me´thodes statistiques classiques ne fonctionnent pas.
Aﬁn de se´lectionner automatiquement les variables signiﬁcatives, la plupart des tra-
vaux de la litte´rature utilisent les me´thodes de type LASSO (Least Absolute Shrinkage and
Selection Operator). Cette me´thode a e´te´ introduite par [Tibshirani (1996)]. Si le mode`le
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contient des valeurs aberrantes, les parame`tres estime´s par les moindres carre´es avec la
pe´nalite´ LASSO ont une grande variabilite´.
Ainsi, [Dicker et al. (2013)] a conside´re´ un mode`le quantile avec une pe´nalite´ seamless-
L0 lorsque le nombre de variables explicatives p est tel que p → ∞, p/n → 0 quand
n → ∞. Pour une re´gression quantile ge´ne´rale, [Wu and Liu (2009)] a propose´ la pe´nalite´
SCAD, alors que, [Zou and Yuan (2008)] a conside´re´ la re´gression quantile composite avec
la pe´nalite´ LASSO. Le cas p → ∞ a e´te´ e´galement conside´re´ par [Fan and Peng (2004)]
pour une me´thode de vraisemblance pe´nalise´e non concave, lorsque p5/n → ∞.
Toutes ces me´thodes sont base´es sur le principe de se´lection automatiques des va-
riables signiﬁcatives. Aﬁn d’avoir des estimateurs de parame`tres plus pre´cis et un meilleur
ajustement de la variable de´pendante, cette dernie`re variable doit eˆtre mode´lise´e seulement
en fonction des variables importantes.
Pour un mode`le avec des donne´es aberrantes, pour avoir une pre´diction plus pre´cise
et e´galement robuste, une possibilite´ est de conside´rer la me´thode de vraisemblance
empirique. Pour ce type des mode`les, la plupart des travaux ont e´tudie´ le cas ou` le nombre
de variables explicatives p est ﬁxe´. Pour le mode`le de re´gression line´aire en tre`s grande
dimension, on cite le papier de [Guo et al. (2013)] qui a e´tudie´ le cas quand les re´gresseurs
sont de´terministes. [Liu et al(2013)] a e´galement conside´re´ la me´thode de vraisemblance
empirique pour une suite des vecteurs ale´atoires inde´pendants et identiquement distribue´s
de dimension p, tel que p → ∞ quand n → ∞.
Dans ce chapitre, nous sommes inte´resse´s a e´tudier si un changement dans les coeﬃ-
cients de re´gression a eu lieu. Le nombre p de variables explicatives varie avec la taille de
l’e´chantillon n, et p converge vers l’inﬁni si n → ∞.
Puisque l’e´tude des donne´es en grande dimension est une technique statistique re´cente, le
nombre de publications qui traite le proble`me de point de rupture dans les mode`les en
grande dimension est limite´. [Lung-Yut-Fong et al.(2013)] a propose´ une approche pour
de´tecter le point de rupture dans le re´seau traﬁc en grand volume. Sous l’hypothe`se nulle
de non-changement, la distribution asymptotique de la statistique de test propose´e dans le
papier de [Lung-Yut-Fong et al.(2013)] est le argsup d’un pont Brownien.
Plusieurs papiers ont utilise´s les me´thodes de type LASSO. [Lee et al. (2015)] a conside´re´
un point de rupture possible dans la re´gression en grande dimension avec des erreurs
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gaussiennes. Dans [Ciuperca (2014)], les estimateurs LASSO adaptatifs et type LASSO
sont e´tudie´s, alors que dans [Ciuperca (2013b)], le mode`le quantile avec pe´nalite´ SCAD est
conside´re´. Ces deux papiers ont e´tudie´ des mode`les avec une valeur de p ﬁxe´e. Aﬁn de choisir
le nombre de points de rupture, [Ciuperca (2014)] a propose´ un crite`re de se´lection de mode`le.
La technique de la vraisemblance empirique n’a pas encore e´te´ utilise´e pour e´tudier
le point de rupture dans des mode`les en grande dimension.
Dans ce chapitre, on conside`re la me´thode de vraisemblance empirique pour un mode`le
line´aire en grande dimension avec un point de rupture. On e´tudie le comportement
asymptotique de la statistique de test du rapport de vraisemblance empirique dans le cas
ou` les regresseus sont de´terministes.
On conside`re d’abord le premier mode`le line´aire
Yi = X
t
iβ + εi, i = 1, . . . , n. (4.1)
Maintenant, on conside`re un deuxie`me mode`le line´aire qui subit un changement a` l’observa-
tion k. C’est un mode`le a` deux phase (avec un point de rupture) :
Yi =
{
Xtiβ + εi, 1 ≤ i ≤ k,
Xtiβ2 + εi, k < i ≤ n, (4.2)
ou` Xi est un vecteur de p variables explicatives, β et β2 sont des vecteurs de p parame`tres
inconnus et εi de´signe l’erreur du mode`le.
Le parame`tre β de la premie`re phase de l’e´quation (4.2) co¨ıncide avec celle de l’e´quation
(4.1). Pour les mode`les (4.1) et (4.2), Yi est la variable re´ponse de l’observation i. Les erreurs
εi sont suppose´es inde´pendantes et identiquement distribue´es (i.i.d), d’espe´rance zero et de
variance ﬁnie σ2.
On suppose que le nombre des variables explicatives p de´pend de la taille de l’e´chantillon n :
p = pn, et pn → ∞ quand n → ∞. Le point de rupture k de (4.2) de´pend e´galement de n. Le
changement dans le mode`le (4.2) a lieu assez loin de la premie`re observation et suﬃsamment
pre´ce´dente de la dernie`re observation. Donc, on suppose que lim
n→∞
k/n ∈ (0, 1).
Sous l’hypothe`se H0, on suppose qu’aucun changement n’a eu lieu dans les parame`tres du
mode`le, donc le mode`le a la forme (4.1). Alors, l’hypothe`se nulle peut s’e´crire
H0 : β2 = β, (4.3)
L’hypothe`se alternative qui suppose la pre´sence d’un seul changement dans les parame`tres
de re´gression est
H1 : β2 = β, (4.4)
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alors, le mode`le a la forme (4.2).
Le chapitre est organise´ comme suit. Des notations utilise´es tout au long du chapitre
sont de´ﬁnies et des suppositions utilise´es pour l’e´tude the´orique sont e´galement e´nonce´es
dans la Section 4.2. Dans la Section 4.3, on construit la statistique de test du rapport de
vraisemblance empirique et on e´tudie ces comportements asymptotiques. La distribution
asymptotique sous l’hypothe`se nulle H0 de la statistique de test est obtenue, alors que
cette statistique diverge sous l’hypothe`se H1. Dans la Section 4.4, on analyse le niveau
empirique et la puissance empirique par des simulations qui conﬁrment la performance de
la statistique propose´e. Des lemmes, avec leurs preuves, ne´cessaires pour les de´monstrations
des the´ore`mes et des propositions sont donne´s dans la Section 4.5.
4.2 Pre´liminaires
Dans cette section, on introduit la me´thode de vraisemblance empirique pour le mode`le
line´aire en grande dimension. Des notations et des suppositions sont e´galement donne´es.
Sous l’hypothe`se nulle H0, c’est-a`-dire le mode`le (4.1), on note par β
0 la vraie valeur
du parame`tre β. Sous l’hypothe`se alternative H1, c’est-a`-dire le mode`le (4.2), les vraies
valeurs de β et β2, sont respectivement β
0 et β02.
Aﬁn de de´ﬁnir le proﬁl de la vraisemblance empirique (sous H0 et ensuite sous H1),
pour tout β ∈ Rp et i = 1, . . . , n, on introduit le p-vecteur ale´atoire suivant :
zi(β) ≡ Xi(Yi −Xtiβ).
On conside`re e´galement le vecteur
z0i ≡ Xiεi.
Nous remarquons que, sous l’hypothe`se H0, pour tout i = 1, . . . , n, on a z
0
i = zi(β
0) et
E[z0i ] = 0p. D’autre part, pour les (Xi)1≤i≤n de´terministes, les variables ale´atoires z
0
i sont
inde´pendantes mais non identiquement distribue´es.
Pour le point de rupture, on conside`re la notation θnk = k/n. Ainsi, en vue de la re-
marque donne´e dans l’introduction, on suppose que θnk → θ0 ∈ (0, 1) quand n → ∞.
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On de´ﬁnit les vecteurs de probabilite´ (q1, . . . , qk) et (qk+1, . . . , qn). E´videment, ces proba-
bilite´s satisfont la relation
k∑
i=1
qi = 1;
n∑
j=k+1
qj = 1.
Sous l’hypothe`se H0 donne´e par (4.3), le proﬁl de la vraisemblance empirique pour β est
Rnk(β) ≡ sup
(q1,...,qk)
sup
(qk+1,...,qn)
{
k∏
i=1
qi
n∏
j=k+1
qj;
k∑
i=1
qi =
n∑
j=k+1
qj = 1,
k∑
i=1
qizi(β) =
n∑
j=k+1
qjzj(β) = 0p
}
.
De meˆme, sous l’hypothe`se H1 donne´e par (4.4), le proﬁl de la vraisemblance empirique est
Rnk(β,β2) ≡ sup
(q1,...,qk)
sup
(qk+1,...,qn)
{
k∏
i=1
qi
n∏
j=k+1
qj;
k∑
i=1
qi =
n∑
j=k+1
qj = 1,
k∑
i=1
qizi(β) =
n∑
j=k+1
qjzj(β2) = 0p
}
.
Puisque le dimension (p) de β et β2 de´pend de la taille de l’e´chantillon n et converge vers
l’inﬁni quand n converge vers l’inﬁni, alors le The´ore`me 2.3.1 du Chapitre 2 ne sera plus
applicable ainsi que la distribution asymptotique du proﬁl du rapport de vraisemblance em-
pirique pour β et β2 n’est plus une loi χ
2 .
Alors, en utilisant une ide´e similaire au test du maximum de la vraisemblance pour
tester H0 contre H1, on conside`re le proﬁl du rapport de vraisemblance empirique
Rnk(β)/sup
β,β2
Rnk(β,β2). Sans la contrainte
k∑
i=1
qigi(β) =
n∑
j=k+1
qjgj(β2) = 0p, les maximums
de
k∏
i=1
qi,
n∏
j=k+1
qj sont atteints respectivement pour qi = k
−1 et qj = (n − k)−1. Alors, on
obtient que sup
β,β2
Rnk(β,β2) = k−k(n− k)−(n−k) 1, donc, le rapport du log-vraisemblance em-
pirique est
−2 sup
(q1,...,qk)
sup
(qk+1,...,qn)
{ k∑
i=1
log(kqi) +
n∑
j=k+1
log((n− k)qj);
k∑
i=1
qi =
n∑
j=k+1
qj = 1,
k∑
i=1
qizi(β) =
n∑
j=k+1
qjzj(β) = 0p
}
.
1. voir le papier de [Shi (2000)])
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En utilisant la me´thode des multiplicateurs de Lagrange, les probabilite´s optimales qi et qj
sont
qi =
1
k + nλt1zi(β)
, qj =
1
n− k − nλt2zj(β)
, (4.5)
ou` λ1,λ2 ∈ Rp sont les multiplicateurs de Lagrange. Par conse´quence, la fonction de la
log-vraisemblance empirique correspondante peut s’e´crire
2
k∑
i=1
log
[
1 +
n
k
λt1zi(β)
]
+ 2
n∑
j=k+1
log
[
1− n
n− kλ
t
2zj(β)
]
. (4.6)
Tenant compte de la relation (4.5), la de´rive´e de (4.6) par rapport a` β est
2
k∑
i=1
qiXiX
t
iλ1 − 2
n∑
j=k+1
qjXjX
t
jλ2 = 0p.
On applique le Lemme 4 de [Guo et al. (2013)] sur chaque phase du mode`le, ce qui donne
‖λ1‖ = OP(d1/2k−1/2)
et
‖λ2‖ = OP(d1/2(n− k)−1/2).
Alors, les probabilite´s qi et qj donne´es par la relation (4.5) sont respectivement approxime´es
par k−1 et (n− k)−1. Ainsi, on peut restreindre λ1 et λ2 tel que
1
k
k∑
i=1
XiX
t
iλ1 =
1
n− k
n∑
j=k+1
XjX
t
jλ2. (4.7)
La plus petite valeur propre de chacune des matrices k−1
∑k
i=1XiX
t
i et
1
n−k
∑n
j=k+1XjX
t
j
converge vers un nombre strictement positif, pour n → ∞, alors la relation (4.7) peut s’e´crire
λ1 =
(
1
k
k∑
i=1
XiX
t
i
)−1(
1
n− k
n∑
j=k+1
XjX
t
j
)
λ2.
On note
λ˜2 ≡
(
1
k
k∑
i=1
XiX
t
i
)−1(
(n− k)−1
n∑
j=k+1
XjX
t
j
)
λ2,
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et on obtient les nouveaux multiplicateurs de Lagrange, tel que λ1 = λ˜2. Pour des raisons
de lisibilite´, on note λ˜2 par λ2.
Avec cette remarque, on limite l’e´tude au cas particulier quand λ1 = λ2 = λ. En
conside´rant cette contrainte, a` la place de la statistique donne´e par la relation (4.6), on
conside`re la statistique du rapport de vraisemblance empirique suivante
ELnk(β) ≡ 2
k∑
i=1
log
(
1 +
n
k
λtzi(β)
)
+ 2
n∑
j=k+1
log
(
1− n
n− kλ
tzj(β)
)
, (4.8)
ou` le multiplicateur de Lagrange λ ∈ Rp satisfait
k∑
i=1
zi(β)
k/n+ λtzi(β)
−
n∑
j=k+1
zj(β)
1− k/n− λtzj(β)
= 0p. (4.9)
4.2.1 Notations
Tout d’abord, on introduit la notation θnk ≡ k/n. Pour simpliﬁer les notations, on utilise
la notation θ a` la place de θnk. On conside`re la notation suivante : Mx(A) = max1≤i,j≤p |aij|.
Sous H0, on de´ﬁnit la matrice carre´e suivante de dimension p× p
Sn(β
0) ≡ 1
nθ2
k∑
i=1
zi(β
0)zti(β
0) +
1
n(1− θ)2
n∑
j=k+1
zj(β
0)ztj(β
0) (4.10)
et le p−vecteur suivant
ψn(β
0) ≡ 1
nθ
k∑
i=1
zi(β
0)− 1
n(1− θ)
n∑
j=k+1
zj(β
0), (4.11)
ou` β0 de´signe la vraie valeur du parame`tre β pour la premie`re phase, pour des observations
de 1 a` k.
Sous l’hypothe`se nulle, pour la vraie valeur β0 de β, la moyenne de la matrice ale´atoire
Sn(β
0) est la matrice carre´ suivante de dimension p× p
V0n ≡
1
nθ2
k∑
i=1
V0(i) +
1
n(1− θ)2
n∑
j=k+1
V0(j), (4.12)
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ou`, pour i = 1, . . . , n
V0(i) ≡ Var (z0i ) = σ2XiXti. (4.13)
Pour i = 1, . . . , n, on conside`re le vecteur ale´atoire suivant
w0i ≡ (V0n)−1/2zi(β0).
Correspondant aux composantes de w0i = (w
0
i,1, . . . , w
0
i,p), pour i = 1, . . . , n, pour r ∈ N∗,
t1, . . . , tr ∈ {1, . . . , p}, on conside`re le scalaire suivant
αt1t2...tr ≡ 1
nθr
k∑
i=1
E
[
w0i,t1w
0
i,t2
. . . w0i,tr
]
+
1
n(θ − 1)r
n∑
j=k+1
E
[
w0j,t1w
0
j,t2
. . . w0j,tr
]
(4.14)
et la variable ale´atoire suivante
ωt1t2...tr ≡ 1
nθr
k∑
i=1
w0i,t1w
0
i,t2
. . . w0i,tr +
1
n(θ − 1)r
n∑
j=k+1
w0j,t1w
0
j,t2
. . . w0j,tr − αt1t2...tr , (4.15)
ou` w0i,tr est le r-e`me composante du vecteur w
0
i . En particulier, pour tout t1, t2 ∈ {1, . . . , p},
αt1 = 0, et αt1t2 = δt1t2 de´signe le symbole de Kronecker, c’est-a`-dire αt1t2 = 1 si t1 = t2, et
0 sinon.
4.2.2 Suppositions
Dans cette sous-section, nous e´nonc¸ons les suppositions sur le design, les erreurs,
le nombre des variables explicatives p et sur la localisation du point de rupture. Ces
suppositions sont ne´cessaires aﬁn de garder les proprie´te´s obtenues pour la statistique de
vraisemblance empirique pour le mode`le en grande dimension sans point de rupture.
Pour les suppositions (A3)-(A6), q de´signe une constante tel que q ≥ 4.
(A1) Il existe deux constantes positives C0 et C1, tel que 0 < C0 < infn γ1(V
0
n) ≤
supn γ1(V
0
n) < C1 < ∞.
(A2) E(ε41) < C2, pour C2 > 0 et pour tout n.
(A3) p−1
p∑
s=1
|Xi,s|q < C3, 1 ≤ i ≤ n, pour C3 > 0, et q ≥ 4.
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(A4) E|1|2q < C4, pour C4 > 0.
(A5) p k(2−q)/(2q) → 0 et p (n− k)(2−q)/(2q) → 0, quand n → ∞.
(A6) p2+4/q k−1 → 0 et p2+4/q (n− k)−1 → 0, quand n → ∞.
(A7)
p∑
r,s=1
αrrss = O(p2).
(A8)
p∑
r,s,u=1
αrsuαrsu = O(p5/2) et
p∑
r,s,u=1
αrssαsuu = O(p5/2).
(A9) Pour tout i = 1, . . . , n, pour l ∈ N∗ , j1, . . . , jl ∈ {1, . . . , p} , et pour
l∑
i=1
di ≤ 6, il
existe une constante positive C6 < ∞, telle que E(wd1i,j1 . . . wdli,jl) ≤ C6.
Les suppositions (A3) et (A6) garantissent que les valeurs propres de S0n sont proches
du celles de V0n. La supposition (A1) implique que V
0
n est uniforme´ment inversible et
borne´e pour une valeur de n assez grande. Alors, avec une probabilite´ proche a` 1, S0n est
inversible et 0 < C0 < γp(S
0
n) ≤ γ1(S0n) < C1 < ∞. La supposition (A3) est e´galement
impose´e par [Guo et al. (2013)], [Hjort et al. (2009)] et [Liu et al(2013)] pour un mode`le
en grande dimension sans point de rupture. La supposition (A4) ainsi que les suppositions
(A3) et (A6) impliquent que sup1≤i≤n |λtz0i | = oP(1), ce qui conduit a` des de´veloppements
de Taylor pour (4.8) et (4.9) (voir le Lemme 4.5.6). Les suppositions (A1), (A2), (A4)
sont e´galement utilise´es par [Guo et al. (2013)] pour les mode`les line´aires sans point de
rupture avec des re´gresseurs ale´atoires. Les suppositions (A5)-(A9) sont e´galement impose´es
par [Guo et al. (2013)] et [Liu et al(2013)], aﬁn d’avoir la normalite´ asymptotique de la
statistique du rapport de vraisemblance empirique.
4.3 Re´sultat principal
Dans cette section, on pre´sente le re´sultat principal de ce chapitre. La distribution
asymptotique de la statistique de test du rapport de vraisemblance empirique sous l’hy-
pothe`se H0 nous permet de tester si le mode`le change apre`s l’observation k.
Notons que, pour une valeur ﬁxe´e de p, la loi asymptotique obtenue par [Liu et al. (2008)] et
[Zi et al. (2010)] pour les mode`les line´aire et dans le Chapitre 3 pour le mode`le non-line´aire
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e´tait une loi de χ2 avec p degre´s de liberte´. Dans notre cas, on obtient une autre statistique
de test avec une distribution asymptotique normale.
Aﬁn d’obtenir la distribution asymptotique, on a besoin de quelques re´sultats in-
terme´diaires pour e´tudier les comportements asymptotiques de la statistique du rapport de
vraisemblance empirique.
Nous soulignons que la pre´sence du point de rupture k complique l’e´tude et conduit
a` une approche diﬀe´rente par rapport au mode`le sans point de rupture.
Notons que sous l’hypothe`se H0, on a :
zi(β
0) = z0i = Xiεi,
alors que sous H1, pour i = k + 1, . . . , n, le vecteur zi(β
0), devient
zi(β
0) = XiX
t
i(β
0
2 − β0)− z0i . (4.16)
Quand H0 est vraie, on note la matrice Sn(β
0) par S0n, telle que
S0n ≡
1
nθ2
k∑
i=1
z0i z
0t
i +
1
n(1− θ)2
n∑
j=k+1
z0jz
0t
j (4.17)
et le vecteur ψn(β
0) par ψ0n, tel que
ψ0n ≡
1
nθ
k∑
i=1
z0i −
1
n(1− θ)
n∑
j=k+1
z0j . (4.18)
Le multiplicateur de Lagrange λ est un e´le´ment important dans la formulation de la vrai-
semblance empirique. Le premier re´sultat concerne la vitesse de convergence de λ de´ﬁnie
dans la relation (4.9). Quand p est ﬁxe´, [Zi et al. (2010)] ont montre´ que
||λ|| = OP(n−1/2). (4.19)
Par la proposition suivante, on montre que quand p croit avec n, la vitesse de convergence
de ||λ|| donne´e par la relation (4.19) n’est plus valable.
Proposition 4.3.1. On suppose que (A1), (A3)-(A6) sont ve´riﬁe´es. Alors, sous l’hypothe`se
H0, le multiplicateur de Lagrange λ satisfait
||λ|| = OP(p1/2n−1/2).
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Preuve. On e´crit λ sous la forme suivante : λ = ||λ||u, ou` u est un p−vecteur et ayant
la norme e´gale a` 1. En utilisant le Lemme 4.5.3, pour θ = k/n, pour chaque observation
i = 1, . . . , k, on a :
0 < 1 +
||λ||
θ
utz0i ≤ 1 + ||λ||T 0n , (4.20)
avec une probabilite´ e´gale a` 1, ou`,
T 0n ≡ max
1ik
k+1jn
{
n
k
||z0i ||,
n
n− k ||z
0
j ||
}
.
Pour j = k + 1, . . . , n, on a
0 < 1− ||λ||
1− θu
tz0j ≤ 1 + ||λ||T 0n , (4.21)
avec une probabilite´ e´gale a` 1.
En utilisant les relations (4.20) et (4.21), par la relation (4.9), on obtient que
0 =
1
n
k∑
i=1
utz0i
θ + λtz0i
− 1
n
n∑
j=k+1
utz0j
1− θ − λtz0j
=
1
nθ
k∑
i=1
utz0i −
1
nθ2
||λ||
k∑
i=1
utz0i z
0t
i u
1 + θ−1||λ||utz0i
− 1
n(1− θ)
n∑
j=k+1
utz0j
− 1
n(1− θ)2 ||λ||
n∑
j=k+1
utz0jz
0t
j u
1− (1− θ)−1||λ||utz0j
. (4.22)
En utilisant la relation (4.22), ainsi que les notations donne´es par les relations (4.17) et
(4.18), on obtient que
0 ≤ utψ0n −
||λ||
1 + ||λ||T 0n
utS0nu.
Alors, on a que
utψ0n(1 + ||λ||T 0n) ≥ ||λ||utS0nu,
avec une probabilite´ e´gale a` 1. Donc,
||λ|| ≤ u
tψ0n
utS0nu− utψ0nT 0n
. (4.23)
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D’autre part, on a
|utψ0n| ≤ ||ψ0n||.
En utilisant le Lemme 4.5.4, on obtient que
||ψ0n|| = OP(n−1/2p1/2),
ce qui donne
utψ0n = OP(n
−1/2p1/2). (4.24)
En utilisant le Lemme 4.5.3 et la relation (4.24), on a que
utψ0nT
0
n = OP(n
−1/2p1/2)oP(n1/qp1/2) = oP(n(−q+2)/2qp).
Alors, par la supposition (A5), on obtient que
utψ0nT
0
n = oP(1).
D’autre part, d’apre`s le Lemme 4.5.2, l’ine´galite´ utS0nu ≥ γp(S0n) > C0 > 0 est valable avec
une probabilite´ qui tend vers 1 quand n → ∞. Alors, pour la relation (4.23), on obtient que
||λ|| = OP(|utψ0n|/C0) = OP(||ψ0n||) = OP(p1/2n−1/2).

D’apre`s la Proposition 4.3.1, par la supposition (A6), on a que
||λ|| P−→0, quand n → ∞.
Plus pre´cise´ment, le multiplicateur de Lagrange λ a la forme approche´e donne´e par la
Proposition 4.3.2.
Nous rappelons que la matrice carre´ V0n et le vecteur ψ
0
n sont donne´s respectivement
par les relations (4.12) et (4.18).
Proposition 4.3.2. Si les suppositions (A1), (A3)-(A6) sont ve´riﬁe´es, alors, sous l’hy-
pothe`se nulle H0, on a
λ = (V0n)
−1ψ0n(1 + oP(1)).
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Preuve. Par le Lemme 4.5.6 on a que
λ = (S0n)
−1 (R0n +ψ0n) (1 + oP(1)).
D’autre part, par le Lemme 4.5.4, on a que
||ψ0n|| = OP(p1/2n−1/2).
En utilisant ce fait et la relation (4.90), on obtient
||R0n||
||ψ0n||
= oP(n
1/qp1/2n−1/2p1/2) = oP(pn(2−q)/2q).
Donc, par la supposition (A5), on obtient que
R0n = ψ
0
noP(1).
Alors
λ = (S0n)
−1ψ0n(1 + oP(1)).
D’autre part, par le Lemme 4.5.7, on a que(
(S0n)
−1 − (V0n)−1
)
ψ0n = (V
0
n)
−1ψ0noP(1).
Alors,
(S0n)
−1ψ0n = (V
0
n)
−1ψ0n(1 + oP(1)).
Donc, pour λ = (S0n)
−1ψ0n(1 + oP(1)), on obtient que
λ = (V0n)
−1ψ0n(1 + oP(1)). (4.25)

Sous l’hypothe`se H0, on donne par les deux propositions suivantes deux approxima-
tions pour la statistique du rapport de vraisemblance empirique ELnk(β
0), de´ﬁnie par
la relation (4.8), ce qui nous permet de trouver la distribution asymptotique de cette
statistique.
Proposition 4.3.3. Si les suppositions (A1)-(A8) sont ve´riﬁe´es, alors, sous l’hypothe`se nulle
H0, on a
ELnk(β
0) = nψ0tn (S
0
n)
−1ψ0n + oP(p
1/2).
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Preuve. Par le Lemme 4.5.5 on a que
ELnk(β
0) = 2nλtψ0n − nλtS0nλ+ E3 + oP(1), (4.26)
avec
E3 ≡ 2
3
[
1
θ3
k∑
i=1
(z0ti λ)
3 − 1
(1− θ)3
n∑
j=k+1
(z0tj λ)
3
]
.
On conside`re le d−vecteur suivant
R0n ≡
1
nθ3
k∑
i=1
z0i (λ
tz0i )
2 − 1
n(1− θ)3
n∑
j=k+1
z0j(λ
tz0j)
2. (4.27)
Par le Lemme 4.5.6, on a que
λ = (S0n)
−1(R0n +ψ
0
n)(1 + oP(1)).
Alors, pour (4.26) on a que
ELnk(β
0) = nψ0tn (S
0
n)
−1ψ0n − nR0tn (S0n)−1R0n + E3 + oP(1). (4.28)
En paralle`le, on e´tudie les deux termes E3 et n(R0n)t(S0n)−1R0n.
Par la Proposition 4.3.2, on a que
λ = (V0n)
−1ψ0n(1 + oP(1)),
ce qui implique
z0ti λ = z
0t
i (V
0
n)
−1ψ0n(1 + oP(1)). (4.29)
Alors, E3 devient
E3 = 2
3θ3
k∑
i=1
[
z0ti (V
0
n)
−1/2(V0n)
−1/2
( 1
nθ
k∑
i=1
z0i +
1
n(θ − 1)
n∑
j=k+1
z0j
)]3
+
2
3(θ − 1)3
n∑
j=k+1
[
z0tj (V
0
n)
−1/2(V0n)
−1/2
( 1
nθ
k∑
i=1
z0i +
1
n(θ − 1)
n∑
j=k+1
z0j
)]3
(1 + oP(1)).
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En utilisant les notations donne´es par les relations (4.14), (4.15) et la loi des grands nombres
(The´ore`me de Markov), on obtient
E3 = 2
θ3
k∑
l=1
[
w0tl
( 1
nθ
k∑
i=1
w0i +
1
n(θ − 1)
n∑
j=k+1
w0j
)]3
+
2
(1− θ)3
n∑
l=k+1
[
w0tl
( 1
nθ
k∑
i=1
w0i +
1
n(θ − 1)
n∑
j=k+1
w0j
)]3
(1 + oP(1))
=
2n
3
p∑
r,s,u=1
ωrωsωu
[ 1
nθ3
k∑
i=1
w0i,rw
0
i,sw
0
i,u +
1
n(θ − 1)3
n∑
j=k+1
w0j,rw
0
j,sw
0
j,u
]
(1 + oP(1))
=
2n
3
p∑
r,s,u=1
ωrωsωuαrsu(1 + oP(1)). (4.30)
D’autre part, en remplac¸ant la valeur obtenue pour λ par la Proposition 4.3.2 dans la relation
(4.27), on obtient
R0n =
[
1
nθ3
k∑
i=1
z0i
(
z0ti ψ
0t
n (V
0
n)
−1
)2
− 1
n(1− θ)3
n∑
j=k+1
z0j
(
z0tj ψ
0t
n (V
0
n)
−1
)2]
(1+oP(1)). (4.31)
Pour n(R0n)
t(S0n)
−1R0n, on conside`re la de´composition suivante
R0tn (S
0
n)
−1R0n = R
0t
n
[
(S0n)
−1 − (V0n)−1
]
R0n +R
0t
n (V
0
n)
−1R0n. (4.32)
Par le Lemme 4.5.7(ii), on a que
[
(S0n)
−1 − (V0n)−1
]
R0n = (V
0
n)
−1R0noP(1).
Alors, la relation (4.32) devient
R0tn (S
0
n)
−1R0n = R
0t
n (V
0
n)
−1R0n(1 + oP(1)).
En utilisant les relations (4.18), (4.27), (4.31) et le fait que pour tout i = 1, . . . , n,w0i =
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(V0n)
−1/2z0i , alors nR
0t
n (S
0
n)
−1R0n peut s’e´crire
nR0tn (S
0
n)
−1R0n =
{
1
θ3
k∑
l=1
w0l
[( 1
nθ
k∑
i=1
w0i −
1
n(1− θ)
n∑
j=k+1
w0j
)t
w0l
]2
− 1
(1− θ)3
n∑
l=k+1
w0l
[( 1
nθ
k∑
i=1
w0i −
1
n(1− θ)
n∑
j=k+1
w0j
)t
w0l
]2
·
(
1
nθ3
k∑
l=1
w0i
[( 1
nθ
k∑
i=1
w0i −
1
n(1− θ)
n∑
j=k+1
w0j
)t
w0l
]2
− 1
n(1− θ)3
n∑
l=k+1
w0l
[( 1
nθ
k∑
i=1
w0i −
1
n(1− θ)
n∑
j=k+1
w0j
)t
w0l
]2)}
(1 + oP(1)).
Avec les notations donne´es par (4.14) et (4.15), on obtient
nR0tn (S
0
n)
−1R0n = n
p∑
r,s,l,u,v=1
ωrωs
[ 1
nθ3
k∑
i=1
w0i,rw
0
i,sw
0
i,l −
1
n(1− θ)3
n∑
j=k+1
w0j,rw
0
j,sw
0
j,l
]
·ωuωv
[ 1
nθ3
k∑
i=1
w0i,uw
0
i,vw
0
i,l −
1
n(1− θ)3
n∑
j=k+1
w0j,uw
0
j,vw
0
j,l
]
(1 + oP(1))
= n
p∑
r,s,l,u,v=1
αrslαuvlωrωsωuωv(1 + oP(1)).
En conclusion, pour le terme E3 de la relation (4.30) et pour nR0tn (S0n)−1R0n, en utilisant les
suppositions (A6), (A7) et (A8) ainsi la preuve de la Proposition 1 de [Guo et al. (2013)],
on obtient :
E3 = oP(p1/2)
et
nR0tn (S
0
n)
−1R0n = oP(p
1/2).
En combinant ces deux dernie`res relations avec la relation (4.28), on obtient que
ELnk(β
0) = nψ0n(S
0
n)
−1ψ0n + oP(p
1/2).

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Proposition 4.3.4. Sous l’hypothe`se H0, si les suppositions (A1), (A3), (A4), (A6) et (A7)
sont ve´riﬁe´es, on a
ELn(β
0) = nψ0tn (V
0
n)
−1ψ0n + oP(p
1/2).
Preuve. Tout d’abord, on prouve que
nψ0tn
[
(V0n)
−1 − (S0n)−1
]
ψ0n = oP(p
1/2). (4.33)
Pour ceci, on introduit les deux matrices carre´es suivantes de dimension p× p
B0n ≡ (V0n)−1/2 S0n (V0n)−1/2
et
K0n ≡ Ip −B0n
et le p−vecteur suivant
η0n ≡ (V0n)−1/2ψ0n.
En utilisant les notations donne´es ci-dessus, la partie droite de la relation (4.33), peut s’e´crire
nψ0tn
[
(V0n)
−1 − (S0n)−1
]
ψ0n = nη
0t
n
[
Ip − (V0n)1/2(S0n)−1(V0n)1/2
]
η0n = nη
0t
n (K
0
n)
−1η0n.
Pour nη0tn (K
0
n)
−1η0n, on conside`re la de´composition suivante
nη0tn (K
0
n)
−1η0n =
[
nη0tnK
0
nη
0
n − nη0tn (K0n)2η0n − . . .− (−1)bnη0tn (K0n)bη0n
]
+(−1)bnη0tn (K0n)b[Id − (B0n)−1]η0n, (4.34)
pour tout b ∈ N∗.
On e´tudie la convergence de la de´composition donne´e par la relation (4.34). Par le
Lemme 6 de [Chen et al. (2009)], si A est une matrice syme´trique, alors on a l’ine´galite´
suivante
η0tnAη
0
n ≤ ||η0n||2{tr(A2)}1/2.
Pour le premier terme du membre droit de la relation (4.34), on a que
nη0tnK
0
nη
0
n ≤ n ||η0n||2
[
tr(K0n)
2
]1/2
, (4.35)
avec une probabilite´ e´gale a` 1.
En utilisant la supposition (A1) et le Lemme 4 de [Liu et al(2013)], on obtient que,
||η0n||22 = ψ0tn (V0n)−1ψ0n ≤
1
γ1(V0n)
||ψ0n||22 ≤
1
C0
||ψ0n||22.
Zahraa Salloum 140 Universite´ Lyon 1
CHAPITRE 4. VRAISEMBLANCE EMPIRIQUE POUR UN MODE`LE A` DEUX
PHASES EN GRANDE DIMENSION
avec une probabilite´ e´gale a` 1.
Par le Lemme 4.5.4, on a que
||ψ0n|| = OP(p1/2n−1/2),
alors
||η0n||22 = OP(p n−1). (4.36)
Par le Lemme 4.5.8, pour 1 ≤ r ≤ p, on a
γr(K
0
n) ≤ [tr(K0n)2]1/2 = OP(p n−1/2). (4.37)
En utilisant les relations (4.36), (4.37) et la condition p = o(n1/2) obtenue par la supposition
(A6), pour la relation (4.35), on a que
nη0tnK
0
nη
0
n = n OP(n
−1p) OP(p n−1/2) = OP(p2 n−1/2) = oP(p1/2). (4.38)
D’autre part, en utilisant les relations (4.36) et (4.37), on obtient
|η0tn (K0n)bη0n| ≤ ||η0n||22 max
1≤r≤p
|γr(K0n)b| ≤ ||η0n||22[tr(K0n)2]b/2 = OP(p n−1) OP(pbn−b/2),
ce qui donne
η0tn (K
0
n)
bη0n = OP(p
b+1n−(b+2)/2).
La dernie`re e´quation signiﬁe que n
∞∑
b=1
(−1)b−1η0tn (K0n)bη0n est convergente pour une valeur
ﬁxe´e de n, quand p = o(n1/2).
Alors, tenant compte de la relation (4.38), on peut conclure que
n
∞∑
b=1
(−1)b−1η0tn (K0n)bη0n = oP(p1/2). (4.39)
Dans la suite, on prouve que le terme nη0tn (K
0
n)
b[Ip − (B0n)−1]η0n de la relation (4.34) est
ne´gligeable quand b → ∞.
Pour le dernier terme de la relation (4.34), on a que
|nη0tn (K0n)b[Id − (B0n)−1]η0n| ≤ |nη0tn (K0n)bη0n|+ |n(η0n)t(K0n)b(B0n)−1η0n|. (4.40)
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Pour le premier terme du membre droit de la relation (4.40), par la relation (4.3), on a
η0tn (K
0
n)
b η0n = OP(p
b+1n(−b−2)/2),
avec une probabilite´ e´gale a` 1. Alors
nη0tn (K
0
n)
bη0n = OP(p
b+1n−b/2). (4.41)
Pour le deuxie`me terme du membre droit de la relation (4.40), on a
|nη0tn (K0n)b(B0n)−1η0n| ≤ n||η0n||22Mx((K0n)b(B0n)−1), (4.42)
avec une probabilite´ e´gale a` 1. Donc, d’apre`s le Lemme 4 de [Liu et al(2013)], si A = (aij)
est matrice syme´trique de dimension p× p, alors
Mx(A) ≤ max
1≤i≤p
|γi(A)|.
Donc
Mx((K0n)
b(B0n)
−1) ≤ d ·Mx(K0n)b ·Mx(B0n)−1
≤ p · max
1≤r≤d
|γr(K0n)b| · max
1≤r≤d
|γr(B0n)−1|.
Par le Lemme 4.5.8, on sait que
|γr(K0n)| ≤ [tr(K0n)2]1/2 = OP(p n−1/2)
alors,
|γr(K0n)b| ≤ [tr(K0n)2]b/2 = OP(pbn−b/2).
D’autre part, par la Proposition 4.5.2, il est clair que
γ1(B
0
n)
−1 = γ1((S0n)
−1V0n) ≤
γ1(V
0
n)
C0
,
avec une probabilite´ e´gale a` 1. Ce qui implique que
Mx((K0n)
b(B0n)
−1) ≤ p OP(dbn−b/2).
Alors, on obtient
Mx((K0n)
b(B0n)
−1) = OP(pb+1n−b/2). (4.43)
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En combinant les relations (4.36), (4.42) et (4.43), pour le deuxie`me terme du membre droit
de la relation (4.40), on obtient que
|nη0tn (K0n)b(B0n)−1η0n| ≤ n p||η0n||22Mx((K0n)b(B0n)−1) = OP(pb+3n−b/2). (4.44)
Les relations (4.40), (4.41), (4.44) et la supposition (A6), impliquent que
nη0tn [Ip −V0n]η0n = OP(pb+1n−b/2) +OP(pb+3n−b/2)
= OP((p
2+4/bn−1)b)
= oP(1). (4.45)
En combinant les re´sultats donne´s par les relations (4.39) et (4.45), on obtient la relation
(4.33).
La Proposition est obtenue en combinant la relation (4.33) et la Proposition 4.3.3.

Le the´ore`me suivant e´tablit la normalite´ asymptotique de la statistique de test de
vraisemblance empirique, quand le nombre des variables explicatives p converge vers l’inﬁni
quand n → ∞. La preuve de ce the´ore`me est tre`s technique, de plus la pre´sence du point
de rupture dans le mode`le intervient d’une manie`re essentielle. La Proposition 4.3.3 et la
Proposition 4.3.4 doivent eˆtre utilise´es dans la preuve de ce the´ore`me.
Notons que la variance de standardisation Δ2n de´pend de la localisation du change-
ment dans l’intervalle [1 : n].
The´ore`me 4.3.1. Sous l’hypothe`se nulle H0, si les suppositions (A1)-(A9) sont ve´riﬁe´es et
p = o(n1/3), alors
(i)
nψ0tn (V
0
n)
−1ψ0n − p
Δn/n
L−→
n→∞
N (0, 1), (4.46)
(ii)
ELnk(β
0)− p
Δn/n
L−→
n→∞
N (0, 1),
ou` Δ2n =
n∑
i=1
σ2i , avec
σ21 = θ
−4 {(Xt1(V0n)−1X1)2E[ε41]− [tr((V0n)−1V0(1))]2}
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et :
- pour i = 2, . . . , k + 1,
σ2i =
4
θ4
i−1∑
l=1
tr
(
(V0n)
−1V0(i)(V
0
n)
−1V0(l)
)
+
(Xti(V
0
n)
−1Xi)2E[ε41]− [tr((V0n)−1V0(i))]2
θ4
,
- pour i = k + 2, . . . , n,
σ2i =
4
θ2(1− θ)2
k∑
l=1
tr
(
(V0n)
−1V0(i)(V
0
n)
−1V0(l)
)
+
4
(1− θ)4
i−1∑
l=k+1
tr
(
(V0n)
−1V0(i)(V
0
n)
−1V0(l)
)
+
(Xti(V
0
n)
−1Xi)2E[ε41]− [tr((V0n)−1V0(i))]2
(1− θ)4 .
Preuve. Puisque θ = k/n → θ0 ∈ (0, 1) et le point k ou` on re´alise le test est connu, alors
on suppose que θ est θ0, et donc il est ﬁxe´.
(i) Aﬁn de prouver la relation (4.46), on construit une martingale puis on utilise le
The´ore`me Central Limite pour Martingales (voir [Chow and Teicher (1997)]). On prouve
cette relation en quatre e´tapes. Dans la premie`re e´tape, on construit la martingale, dans
les e´tapes 2 et 3, on propose deux conditions suﬃsantes pour utiliser le The´ore`me Central
Limite et ﬁnalement on prouve la relation (4.46) dans l’e´tape 4.
E´tape 1. Dans cette e´tape, on construit une martingale.
Pour i = 1, . . . , n, on de´ﬁnit la suite de vecteurs ale´atoires suivants :
g0i ≡
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1
θ
i∑
j=1
w0j , si i ≤ k,
1
θ
k∑
j=1
w0j −
1
1− θ
i∑
j=k+1
w0j , si i > k,
et e´galement la variable ale´atoire
H0i ≡ ||g0i ||22 − ip.
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Alors, le membre droit de la relation (4.46) peut s’e´crire
nψ0tn (V
0
n)
−1ψ0n − p
Δn/n
=
H0n
Δn
.
La relation entre g0i et g
0
i−1 est
g0i =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
g0i−1 +
w0i
θ
, si i ≤ k,
g0i−1 −
w0i
1− θ , si i > k,
avec g00 ≡ 0.
On conside`re maintenant la ﬁltration suivante
Fi = σ(w01, . . . ,w0i ) = σ(g01, . . . ,g0i )
pour i = 1 . . . , n est le σ-alge`bre ge´ne´re´ par w01, . . . ,w
0
i ou par g
0
1, . . . ,g
0
i . Tout d’abord, on
e´tudie si {H0i ,Fi}i≥1 est une martingale. Pour ceci, on conside`re par exemple i tel que i > k.
Alors
E[H0i |Fi−1] = ‖g0i−1‖2 +
E[‖w0i ‖2]
(1− θ)2 − id = H
0
i−1.
En conse´quence, {H0i ,Fi}i≥1 n’est pas une martingale.
Maintenant, on construit une martingale base´e sur g0n par rapport a` la ﬁltration {Fi}i≥1.
Pour ceci, on de´ﬁnit la suite de variables ale´atoires Ui ≡ H0i −H0i−1, pour i = 1, . . . , n, avec
H00 = 0. Alors
U0i =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
2
θ
g0ti−1w
0
i +
‖w0i ‖2
θ2
− d, si i ≤ k,
− 2
1− θg
0t
i−1w
0
i +
‖w0i ‖2
(1− θ)2 − d, si i > k.
On conside`re les deux suites de variables ale´atoires suivantes :
τ 0i ≡ U0i − E[U0i ]
et
ϕ0i ≡
i∑
j=1
τ 0j = H
0
i −
i∑
j=1
E[U0j ].
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Pour tout i ≤ k, on a
E[ϕ0i |Fi−1] = ‖g0i−1‖2 +
E[‖w0i ‖2]
θ2
− id−
i∑
j=1
E[U0j ]
= ‖g0i−1‖2 − (i− 1)d−
i−1∑
j=1
E[U0j ]
= ϕ0i−1.
Pour tout i > k :
E[ϕ0i |Fi−1] = ‖g0i−1‖2 +
E[‖w0i ‖2]
(1− θ)2 − id−
i∑
j=1
E[U0j ]
= ϕ0i−1.
Alors, {ϕ0i }i≥1 est une martingale par rapport a` {Fi}i≥1.
Pour appliquer le The´ore`me Central Limite pour Martingales de [Chow and Teicher (1997)]
pour {ϕ0i ,Fi, i ≥ 1}, il suﬃt de montrer que
n∑
i=1
E
[|τ 0i |3] = o(Δ3n) (4.47)
et
n∑
i=1
E
[
|E[(τ 0i )2|Fi−1]− σ2i |] = o(Δ2n). (4.48)
E´tape 2. Dans cette e´tape, on prouve la relation (4.47).
Aﬁn de faciliter l’e´criture, pour i = 1, . . . , n, on note
N0i ≡
w0i
θ
1 i≤k − w
0
i
1− θ1 i>k. (4.49)
Alors, la variable ale´atoire τ 0i peut s’e´crire
τ 0i = 2g
0t
i−1N
0
i + ||N0i ||22 − E[||N0i ||22]. (4.50)
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Par la supposition (A9), pour une constante positive C7 < ∞, pour tout i = 1, . . . , n et tout
j1, . . . , jl = 1, . . . , p, l ∈ N, pour
l∑
i=1
di ≤ 6, on a
E[N0d1i,j1 . . . N
0dl
i,jl
] ≤ C7, (4.51)
avec N0i,j1 la j1-e`me composante du vecteur N
0
i de´ﬁnie dans la relation (4.49).
Par l’ine´galite´ de Ho¨lder, chaque b ≤ 3, on a
E[||N0i ||2b] ≤ CE[
( p∑
j=1
w2ij
)b
] ≤ Cpb−1
p∑
j=1
E[w2bij ] ≤ Cpb. (4.52)
Par l’ine´galite´ de Cauchy Schwartz, on a que
E
[
N0ti g
0
i−1
]3 ≤ [E[N0ti g0i−1]6]1/2. (4.53)
D’autre part, par le Lemme 7 de [Guo et al. (2013)], on a
E[N0ti g
0
i−1]
6 ≤ C p6(i3 + i2 + i). (4.54)
Alors, par les relations (4.53) et (4.54), on obtient que
E
[
N0ti g
0
i−1
]3 ≤ [C p6(i3 + i2 + i)]1/2,
ce qui implique que
E
[
N0ti g
0
i−1
]3 ≤ C p3(i3/2 + i+ i1/2). (4.55)
D’autre part, on a
E
[||N0i ||22−E[||N0i ||22]]3 = E [||N0i ||62 − 3||N0i ||42E[||N0i ||22] + 3||N0i ||22(E[||N0i ||22])2 − (E[||N0i ||22])3] .
En utilisant la relation (4.52), on obtient que∣∣∣E[||N0i ||22 − E[||N0i ||22]]3∣∣∣ ≤ Cp3. (4.56)
En utilisant les relations (4.55) et (4.56), on peut e´crire
E[|τ 0i |3] ≤ Cp3(1 + i3/2 + i+ i1/2).
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Alors
n∑
i=1
E[|τ 0i |3] ≤ Cnp3(1 + n3/2 + n+ n1/2),
ce qui donne
n∑
i=1
E[|τ 0i |3] ≤ Cp3(n5/2 + n2 + n3/2 + n). (4.57)
D’autre part, en utilisant la supposition (A1) et par des arguments similaires a` ceux de la
relation (16) de [Guo et al. (2013)], on obtient que
Δ2n ≥ Cn2p+OP(p2n).
Alors
Δ3n ≥ Cn3p3/2 +OP(p3n3/2). (4.58)
Par les relations (4.57) et (4.58), on obtient∑n
i=1E[|τ 0i |3]
Δ3n
≤ Cp
3(n5/2 + n2 + n3/2 + n)
Cn3p3/2 +OP(p3n3/2)
≤ C p
3n5/2
n3p3/2
= OP
(
(p3/n)1/2
)
.
Puisque p = o(n1/3), la relation (4.47) re´sulte.
E´tape 3. Dans cette e´tape on prouve la relation (4.48).
Par des calculs e´le´mentaires, et en utilisant la relation (4.52), on obtient
(τ 0i )
2 = 4g0ti−1N
0
iN
0t
i g
0
i−1 + 4g
0t
i−1N
0
i (||N0i ||22 − E[||N0i ||2]) +OP(p2).
On observe e´galement que
σ2i = E
[
(τ 0i )
2
]
.
Alors
E
[
(τ 0i )
2|Fi−1
]
= 4g0ti−1E
[
N0iN
0t
i
]
g0i−1 + 4g
0t
i−1E
[
N0i
(||N0i ||2 − E[||N0i ||2])]+OP(p2) (4.59)
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et
σ2i = 4E
[
g0ti−1E[N
0
iN
0t
i ]g
0
i−1
]
+ E
[(||N0i ||2 − E[||N0i ||2])2]+O(p2).
Par l’ine´galite´ de (4.52) on a
E
[(||N0i ||2 − E[||N0i ||2])2] = O(p2).
Alors
σ2i = 4E
[
g0ti−1E[N
0
iN
0t
i ]g
0
i−1
]
+O(p2). (4.60)
En utilisant les relations (4.59) et (4.60), pour chaque i = 1, . . . , n, on obtient que
E
[∣∣E[τ 2i |Fi−1]− σ2i ∣∣2] ≤ 16(E[g0ti−1E[N0iN0ti ]g0i−1 − E[g0ti−1N0iN0ti g0i−1]]2
+E
[
N0ti
(||N0i ||2 − E[||N0i ||2])]E[g0i−1g0ti−1]E[N0i (||N0i ||2 − E[||N0i ||2])]
+O(p4)
)
≡ 16
(
A+B +O(p4)
)
(4.61)
Pour le terme A de la relation (4.61), on a la de´composition suivante
A = E
[
g0ti−1E[N
0
iN
0t
i ]g
0
i−1
]2
−
[
E[g0ti−1N
0
iN
0t
i g
0
i−1]
]2
≡ A1 − A2. (4.62)
Avant d’analyser les termes A1 et A2, on observe que
E(N0iN
0t
i ) = (V
0
n)
−1/2
[
1
θ2
1 i≤k +
1
(1− θ)21 i>k
]
V0(i)(V
0
n)
−1/2. (4.63)
Aﬁn de faciliter l’e´criture, on conside`re la matrice suivante
M0i ≡
(
1
θ2
1 i≤k +
1
(1− θ)21 i>k
)
V0(i).
Alors, E[N0iN
0t
i ] peut s’e´crire sous la forme suivante
E[N0iN
0t
i ] = (V
0
n)
−1/2M0i (V
0
n)
−1/2. (4.64)
Ainsi, le terme A1 de la relation (4.62), peut s’e´crire
A1 = E
[
g0ti−1(V
0
n)
−1/2M0i (V
0
n)
−1/2[g0i−1
]2
.
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Tenant compte du fait que les vecteurs ale´atoires w0i sont inde´pendants, avec une espe´rance
zero, pour tout i = 1, . . . , n, le terme A1 peut se de´composer sous la forme suivante
A1 ≡ A11 + A12 + A13, (4.65)
avec
- si i− 1 ≤ k :
A11 ≡ 1
θ4
i−1∑
h 
=l=1
E
[
w0h(V
0
n)
−1/2M0i (V
0
n)
−1/2w0h
]
E
[
w0l (V
0
n)
−1/2M0i (V
0
n)
−1/2w0l
]
,
A12 ≡ 2
θ4
i−1∑
h 
=l=1
E
[
w0h(V
0
n)
−1/2M0i (V
0
n)
−1/2w0lw
0t
h (V
0
n)
−1/2M0i (V
0
n)
−1/2w0l
]
et
A13 ≡ 1
θ4
i−1∑
h=1
E
[
w0th (V
0
n)
−1/2M0i (V
0
n)
−1/2 w0h
]2
.
- si i− 1 > k :
A11 ≡ 1
θ4
k∑
h 
=l=1
E
[
w0h(V
0
n)
−1/2M0i (V
0
n)
−1/2w0h
]
E
[
w0l (V
0
n)
−1/2M0i (V
0
n)
−1/2w0l
]
+
1
(1− θ)4
i−1∑
h′ 
=l′=k+1
E
[
w0h′(V
0
n)
−1/2M0i (V
0
n)
−1/2w0h′
]
E
[
w0l′(V
0
n)
−1/2M0i (V
0
n)
−1/2w0l′
]
,
A12 ≡ 2
θ4
k∑
h 
=l=1
E
[
w0h(V
0
n)
−1/2M0i (V
0
n)
−1/2w0lw
0t
h (V
0
n)
−1/2M0i (V
0
n)
−1/2w0l
]
+
2
(1− θ)4
i−1∑
h′ 
=l′=k+1
E
[
w0h′(V
0
n)
−1/2M0i (V
0
n)
−1/2w0l′w
0t
h′(V
0
n)
−1/2M0i (V
0
n)
−1/2w0l′
]
.
et
A13 ≡ 1
θ4
k∑
h=1
E
[
w0th (V
0
n)
−1/2M0i (V
0
n)
−1/2 w0h
]2
+
1
(1− θ)4
i−1∑
h′=k+1
E
[
w0th′ (V
0
n)
−1/2M0i (V
0
n)
−1/2 w0h′
]2
.
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Nous voulons e´tudier les termes A11, A12, A13. Pour ceci, on conside`re le cas i − 1 > k,
l’autre cas e´tant similaire.
Pour le terme A11, en appliquant l’ine´galite´ de Cauchy-Schwarz, on obtient
A11 =
1
θ4
( k∑
h=1
E
[
w0th (V
0
n)
−1/2M0i (V
0
n)
−1/2w0h
])2
+
1
(1− θ)4
( i−1∑
h′=k+1
E
[
w0th′(V
0
n)
−1/2M0i (V
0
n)
−1/2w0h′
])2
=
1
θ4
( k∑
h=1
E
[
z0th (V
0
n)
−1M0i (V
0
n)
−1z0h
])2
+
1
(1− θ)4
( i−1∑
h′=k+1
E
[
z0th′(V
0
n)
−1M0i (V
0
n)
−1z0h′
])2
.
Puisque les (εi)1≤i≤n sont inde´pendantes, alors
A11 =
1
θ4
( k∑
h=1
tr(V0(h)(V
0
n)
−1M0i (V
0
n)
−1)
)2
+
1
(1− θ)4
( i−1∑
h′=k+1
tr
(
V0(h′)(V
0
n)
−1M0i (V
0
n)
−1))2.
(4.66)
De meˆme, pour le terme A12, on a :
A12 =
2
θ4
E
[ k∑
h 
=l=1
w0h(V
0
n)
−1/2M0i (V
0
n)
−1/2w0lw
0t
l (V
0
n)
−1/2M0i (V
0
n)
−1/2w0h
]
+
2
(1− θ)4E
[ i−1∑
h′ 
=l′=k+1
w0h′(V
0
n)
−1/2M0i (V
0
n)
−1/2w0l′w
0t
l′ (V
0
n)
−1/2M0i (V
0
n)
−1/2w0h′
]
=
2
θ4
E
[ k∑
h 
=l=1
w0h(V
0
n)
−1/2M0i (V
0
n)
−1/2E
[
w0lw
0t
l
]
(V0n)
−1/2M0i (V
0
n)
−1/2w0h
]
+
2
(1− θ)4E
[ i−1∑
h′ 
=l′=k+1
w0h′(V
0
n)
−1/2M0i (V
0
n)
−1/2E
[
w0l′w
0t
l′
]
(V0n)
−1/2M0i (V
0
n)
−1/2w0h′
]
≤ 2
θ4
pk2 γ41(V
0
n)
−1 sup
h,l∈{1,...,k}
(
γ1(V
0
(l)) γ1(V
0
(h))
)
γ21(M
0
i )
+
2
(1− θ)4p
(
i− 1− k)2 γ41(V0n)−1 sup
h′,l′∈{k+1,...,i−1}
(
γ1(V
0
(l′)) γ1(V
0
(h′))
)
γ21(M
0
i ).
Tenant compte de la supposition (A1), on obtient que
A12 ≤ Cp(i− 1)2. (4.67)
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Pour le terme A13 de la relation (4.65), on a
A13 =
1
θ4
k∑
h=1
p∑
j,l,s,t=1
(
(V0n)
−1/2M0i (V
0
n)
−1/2
)
jl
(
(V0n)
−1/2M0i (V
0
n)
−1/2
)
st
E(w0h,jw
0
h,lw
0
h,sw
0
h,t)
+
1
(1− θ)4
i−1∑
h′=k+1
p∑
j,l,s,t=1
(
(V0n)
−1/2M0i (V
0
n)
−1/2
)
jl
(
(V0n)
−1/2M0i (V
0
n)
−1/2
)
st
E(w0h′,jw
0
h′,lw
0
h′,sw
0
h′,t).
Tenant compte de la supposition (A9), on obtient que
A13 ≤ 1
θ4
C p4kγ41(V
0
n)
−1γ21(M
0
i ) +
1
(1− θ)4C p
4(i− k)γ41(V0n)−1γ21(M0i ).
En utilisant e´galement la supposition (A1), on obtient que
A13 ≤ Cp4(i− 1). (4.68)
Pour le terme A2 de la relation (4.62), par des calculs similaires, on obtient que
- si i− 1 ≤ k :
A2 =
1
θ4
[ i−1∑
h=1
tr(V0(h)(V
0
n)
−1M0i (V
0
n)
−1)
]2
- si i− 1 > k :
A2 =
1
θ4
[ k∑
h=1
tr(V0(h)(V
0
n)
−1M0i (V
0
n)
−1)
]2
+
1
(1− θ)4
[ i−1∑
h′=k+1
tr
(
V0(h′)(V
0
n)
−1M0i (V
0
n)
−1)]2.
(4.69)
Pour i− 1 > k, par les relations (4.66) et (4.69), on obtient que
A11 − A2 ≤ 0. (4.70)
L’ine´galite´ (4.70) est e´galement vraie pour i− 1 ≤ k.
Puisque le terme A de la relation (4.62) peut s’e´crire
A = (A11 + A12 + A13)− A2,
en combinant les relations (4.67), (4.68) et (4.70), on obtient que
A ≤ Cp(i− 1)2 + Cp4(i− 1). (4.71)
Zahraa Salloum 152 Universite´ Lyon 1
CHAPITRE 4. VRAISEMBLANCE EMPIRIQUE POUR UN MODE`LE A` DEUX
PHASES EN GRANDE DIMENSION
Pour le terme B de la relation (4.61), dans le cas i− 1 > k, tenant compte du fait que pour
tout h = 1, . . . , n, E(N0h) = 0p et E(w
0
h) = 0p, ainsi que pour h = h′, w0h est inde´pendant de
w0h′ , alors
B = E
[
N0ti ||N0i ||2
]
E
[(1
θ
k∑
h=1
w0h −
1
1− θ
i−1∑
h′=k+1
w0h′
) · (1
θ
k∑
h=1
wh − 1
1− θ
i−1∑
h′=k+1
wh′
)t]
E
[
N0i ||N0i ||2
]
=
1
θ2
E
[
N0ti ||N0i ||2
] k∑
h,l=1
E
[
w0hw
0t
l
]
E
[
N0ti ||N0i ||2
]
+
1
(1− θ)2E
[
N0ti ||N0i ||2
] i−1∑
h′,l′=k+1
E
[
w0h′w
0t
l′
]
E
[
N0i ||N0i ||2
]
=
1
θ2
p∑
u,s=1
p∑
l,r=1
( k∑
h=1
V−1/2n V
0
(h)V
−1/2
n
)
us
E
[
N0i,u(N
0
i,l)
2
]
E
[
N0i,s(N
0
i,r)
2
]
+
1
(1− θ)2
p∑
u,s=1
p∑
l,r=1
( i−1∑
h′=k+1
(V0n)
−1/2V0(h′)(V
0
n)
− 1
2
)
us
E
[
N0i,u(N
0
i,l)
2
]
E
[
N0i,s(N
0
i,r)
2
]
,
ou`,
( k∑
h=1
V
−1/2
n V0(h)V
−1/2
n
)
us
est l’e´le´ment (u, s) de la matrice
k∑
h=1
V
−1/2
n V0(h)V
−1/2
n .
En utilisant le Lemme 4 du [Liu et al(2013)] et la relation (4.51), on obtient
B ≤ 1
θ2
p∑
u,s=1
p∑
l,r=1
Mx
( k∑
h=1
V−1/2n V
0
(h)V
−1/2
n
)
us
E
[
N0i,u(N
0
i,l)
2
]
E
[
N0i,s(N
0
i,r)
2
]
+
1
(1− θ)2
p∑
u,s=1
p∑
l,r=1
Mx
( i−1∑
h′=k+1
(V0n)
−1/2V0(h′)(V
0
n)
−1/2
)
us
E
[
N0i,u(N
0
i,l)
2
]
E
[
N0i,s(N
0
i,r)
2
]
≤ C
θ2
p4(kγ21(V
−1/2
n ) sup
h∈{1,...,k}
(
γ1(V
0
(h))
)
+
C
(1− θ)2p
4(i− 1− k)γ21(V−1/2n ) sup
h∈{k+1,...,i−1}
(
γ1(V
0
(h′))
)
.
Alors, par la supposition (A1), on obtient que
B ≤ Cp4(i− 1). (4.72)
De meˆme, on peut prouver que l’ine´galite´ (4.72) est e´galement vraie pour i− 1 ≤ k.
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En combinant les relations (4.61), (4.71) et (4.72), on obtient que
E
[|E[(τ 0i )2|Fi−1]− σ2i |2] ≤ 16(A+B +O(p4))
≤ Cp(i− 1)2 + Cp4(i− 1) + Cp4(i− 1) +O(p4),
ce qui implique que
E
[|E[(τ 0i )2|Fi−1]− σ2i |2] ≤ Cp(i− 1)2 + Cp4(i− 1) +O(p4).
Par l’ine´galite´ de Cauchy-Schwarz, on a
∑n
i=1E
[|E[(τ 0i )2|Fi−1]− σ2i |]
Δ2n
≤
∑n
i=1
(
E|E[(τ 0i )2|Fi−1]− σ2i |2
)1/2
Δ2n
≤ Cn(n
1/2p2 + p1/2n+O(p2))
C n2p+OP(p2n)
≤ Cn
3/2p2
n2p
.
ce qui implique la relation (4.48).
E´tape 4. Dans cette e´tape, on comple`te la preuve de la relation (4.46) sous la base
du The´ore`me Central Limite pour martingales. En utilisant les relations (4.47) et (4.48)
prouve´es dans les e´tapes 2 et 3, on applique le The´ore`me Central Limite pour Martingales
de [Chow and Teicher (1997)] (The´ore`me 1, page 336), pour {ϕ0n,Fn}n≥1. On obtient :
ϕ0n
Δn
L−→
n→∞
N (0, 1). (4.73)
En utilisant les notations donne´es dans l’e´tape 1, alors
n
(
nψ0tn (V
0
n)
−1ψ0n − p
)
= H0n = ϕ
0
n +
n∑
i=1
E[U0i ].
D’autre part, puisque H00 = 0, on a
n∑
i=1
E[U0i ] = E[H
0
n] = E[‖g0n‖2]− np.
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Tenant compte des relations (4.12) et (4.13), on obtient :
E[‖g0n‖2] =
1
θ2
k∑
i=1
E[‖w0i ‖2] +
1
(1− θ)2
n∑
j=k+1
E[‖w0j‖2]
=
σ2
θ2
k∑
i=1
(
Xti(V
0
n)
−1/2) ((V0n)−1/2Xi)+ σ2(1− θ)2
n∑
j=k+1
(
Xtj(V
0
n)
−1/2) ((V0n)−1/2Xj)
=
σ2
θ2
k∑
i=1
tr
(
Xti(V
0
n)
−1/2) ((V0n)−1/2Xi)+ σ2(1− θ)2
n∑
j=k+1
tr
(
Xtj(V
0
n)
−1/2) ((V0n)−1/2Xj)
= σ2tr
(
(V0n)
−1/2
(
1
θ2
k∑
i=1
XiX
t
i +
1
(1− θ)2
n∑
j=k+1
XjX
t
j
)
(V0n)
−1/2
)
= ntr
(
(V0n)
−1/2V0n(V
0
n)
−1/2)
= np.
Ainsi, E[H0n] = 0. Tenant compte de la relation (4.73), on obtient la relation (4.46).
(ii) Cette aﬃrmation est obtenue, en combinant les re´sultats de l’aﬃrmation (i) avec
la Proposition 4.3.3 et la Proposition 4.3.4. 
Le re´sultat suivant repre´sente un corollaire imme´diat du The´ore`me 4.3.1.
Corollaire 4.3.1. Tester l’hypothe`se nulle H0 : β = β2 = β
0 contre l’hypothe`se alternative
H1 : β = β
0, β2 = β0, est e´quivalent a` construire la re´gion de conﬁance pour γ = β0 − β02,
ou tester l’hypothe`se nulle H′0 : γ = 0p.
Alors, en appliquant le The´ore`me 4.3.1, aﬁn de tester H0 contre H1, on conside`re la statis-
tique de test suivante
Z(β0) ≡ nψ
t
n(β
0)
(
V0n
)−1
ψn(β
0)− p
Δn/n
. (4.74)
Le comportement asymptotique de la statistique de test Z(β0) sous l’hypothe`se H1 est
donne´ par le the´ore`me suivant. On montre que sous l’hypothe`se alternative H1, la statistique
Z(β0) diverge.
The´ore`me 4.3.2. Sous l’hypothe`se alternative H1, si les suppositions (A1)-(A9) sont
ve´riﬁe´es et p = o(n1/3), alors
|Z(β0)| P−→
n→∞
∞.
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Preuve. Par des calculs e´le´mentaires, sous l’hypothe`se H1, on a que
ψn(β
0) = ψ0n −
1
n(1− θ)
( n∑
j=k+1
XjX
t
j
)
(β02 − β0),
avec une probabilite´ e´gale a` 1.
E´galement sous H1, puisque E[z
0
i ] = 0p, en utilisant la supposition (A1), on obtient
ψn(β
0) = − 1
n(1− θ)
( n∑
j=k+1
XjX
t
j
)
(β02 − β0)(1 + oP(1)).
Alors,
nψtn(β
0)
(
V0n
)−1
ψn(β
0) =
(
nψ0tn
(
V0n
)−1
ψ0n+n
∣∣(β02−β0)t 1n(1− θ)
n∑
j=k+1
XjX
t
j
∣∣2)(1+oP(1)).
La statistique de test devient
Z(β0) = nψ
0t
n
(
V0n
)−1
ψ0n − p
Δn/n
+ n
∣∣(β02 − β0)t 1n(1−θ)∑nj=k+1XjXtj∣∣2
Δn/n
(1 + oP(1)).
Puisque β02 = β0, en utilisant le The´ore`me 4.3.1 et par la supposition (A1), on obtient que∣∣Z(β0)∣∣→ ∞,
en probabilite´, quand n → ∞. 
Remarque 4.3.1. Pour p ﬁxe´, [Liu et al. (2008)] ont propose´ une statistique de test pour
tester la pre´sence du point de rupture dans le mode`le line´aire en maximisant le rapport de
vraisemblance empirique par rapport a` λ et β. Dans ce chapitre, on a ﬁxe´ le parame`tre de
la premie`re phase et on teste si celle de la deuxie`me phase est le meˆme. Notons que, dans
[Liu et al. (2008)] le syste`me d’e´quations en λ et β de fonctions scores peut eˆtre re´solu ce
qui n’est pas possible dans notre cas puisque p → ∞. Pour cela on va utiliser les proprie´te´s
the´oriques du multiplicateur de Lagrange λ pour proposer une forme plus simple pour la
statistique de vraisemblance empirique et qui sera utilise´e dans la pratique. Pour les observa-
tions 1, . . . , k, si le parame`tre β0 est inconnu, on peut l’estimer par des calculs simples pour
obtenir son estimateur convergent β̂k, c’est-a`-dire ‖β̂k − β0‖ = oP(1).
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4.4 Simulations
Aﬁn d’e´valuer la statistique de test spe´ciﬁe´e dans le The´ore`me 4.3.1(ii), avec ELnk(β
0)
approxime´e par la Proposition 4.3.4, on re´alise des simulations Monte-Carlo. On e´tudie le
niveau empirique et la puissance empirique. Le niveau conside´re´ est α = 0.05.
Les p variables explicatives sont ge´ne´re´es comme suit : X1 = 1 et (X2, . . . , Xp) ∼
Np−1(0p−1,Σ), avec la matrice de covariance Σ = (ςhl), ςhl = 2−|h−l|, pour 1 ≤ h, l ≤ p− 1.
La meˆme matrice a e´te´ conside´re´ par [Guo et al. (2013)] pour un mode`le sans point de
rupture. Aﬁn d’avoir des re´gresseurs de´terministes, on conside`re la meˆme re´alisation pour
(Xi)1≤i≤n pour chaque re´plique Monte-Carlo.
Concernant les coeﬃcients β0 du mode`le, sous l’hypothe`se H0, on prend β
0 =
(β01 , β
0
2 , . . . , β
0
p) = (1, 2, . . . , p).
On conside`re des valeurs diﬀe´rentes pour n et k et deux distributions diﬀe´rentes
pour l’erreur (εi) : la distribution normale standard N (0, 1) et ε ∼ Exp(1) − 1, ou` Exp(1)
est la distribution exponentielle de moyenne 1.
4.4.1 L’importance des suppositions (A5) et (A6)
Dans cette sous-section, pour chaque e´tude on re´alise M=2000 re´pliques Monte-Carlo
pour e´tudier le comportement de la statistique de test sous l’hypothe`se nulle et ensuite quand
le mode`le a un point de rupture. On donne la puissance empirique et le niveau empirique et
on les notes respectivement par π̂ et α̂.
Analyse du niveaux empiriques.
Pour le mode`le sous H0 (sans point de rupture), aﬁn de calculer le niveau empirique
du test, tout d’abord, on calcule la matrice V0n en utilisant la relation (4.12). Une fois que
le mode`le est ge´ne´re´, on calcule z0i et ensuite zi(β
0) par la relation (4.16). Finalement, on
calcule ψn(β
0) par la relation (4.11), Δn par le The´ore`me 4.3.1 et la statistique de test
Z(β0) par (4.74). Le niveau empirique α̂ repre´sente le nombre de fois ou` |Z(β0)| > c1−α/2,
divise´ par M , ou` c1−α/2 est le quantile de la distribution normale standard et M de´signe les
re´pliques Monte-Carlo.
Dans le Tableau 4.4.1, pour des valeurs de n et k ﬁxe´es, les niveaux empiriques aug-
mentent avec la valeur de p, cette augmentation est plus nette dans le cas ou` les erreurs sont
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Tableau 4.4.1 – Niveaux empiriques avec des erreurs exponentielles et gaussiennes.
erreurs exponentielles erreurs gaussiennes
n k p α̂ α̂
20 5 2 0.085 0.076
3 0.110 0.106
5 0.147 0.136
7 0.308 0.253
100 25 2 0.092 0.068
10 0.133 0.106
20 0.182 0.176
200 75 2 0.074 0.059
10 0.091 0.082
20 0.122 0.096
50 0.180 0.164
400 280 2 0.087 0.094
10 0.157 0.128
20 0.162 0.144
50 0.171 0.168
100 0.238 0.209
600 350 2 0.083 0.070
10 0.099 0.090
20 0.117 0.114
50 0.148 0.126
100 0.155 0.178
200 0.281 0.250
300 0.310 0.287
1000 350 2 0.071 0.057
50 0.098 0.092
100 0.143 0.110
200 0.181 0.154
300 0.219 0.207
exponentielles. Nous observons que les suppositions (A5) et (A6) ne sont pas satisfaites, les
niveaux empiriques sont supe´rieurs a` la niveau the´orique pour les deux types des erreurs
Zahraa Salloum 158 Universite´ Lyon 1
CHAPITRE 4. VRAISEMBLANCE EMPIRIQUE POUR UN MODE`LE A` DEUX
PHASES EN GRANDE DIMENSION
(exponentielle et gaussienne).
Aﬁn de conﬁrmer cette supposition, dans le Tableau 4.4.2, on a varie´ les valeurs de
n et k de sorte que θ = k/n = 1/2 et p ve´riﬁe les suppositions (A5), (A6). Alors, on obtient
des niveaux empiriques faibles et proches de la niveau the´orique (moins de faux mode`les).
Analyse de la puissance.
Sous l’hypothe`se H1, on conside`re β
0
2 = 1 − β0. Pour tous les cas conside´re´s dans les
Tableaux 4.4.1 et 4.4.2 (c’est a` dire pour les meˆmes valeurs de n, k, p et ε), on obtient que
les puissances empiriques sont e´gales a` 1.
Tableau 4.4.2 – Niveaux empiriques avec des erreurs exponentielles et gaussiennes, M= 2000,
θ = 1/2.
erreurs exponentielles erreurs gaussiennes
n k p α̂ α̂
20 10 2 0.091 0.082
100 50 4 0.085 0.080
200 100 5 0.084 0.078
400 200 10 0.078 0.067
600 300 20 0.081 0.059
800 400 20 0.058 0.071
800 400 30 0.077 0.055
2000 1000 30 0.072 0.060
Ame´lioration du taux de recouvrement
Pour un niveau α, aﬁn d’obtenir moins des faux point de ruptures ; pour la statistique
de test Z(β0), on calcule par M=10000 re´pliques Monte-Carlo les fractiles d’ordre (1−α/2)
et α/2, note´s respectivement par ĉ1 et ĉ2. On conside`re la nouvelle valeur critique suivante
ĉ1−α/2 ≡ max(ĉ1, |ĉ2|).
Pour p = 50, on conside`re des diﬀe´rentes valeurs pour n et k, pour des erreurs N (0, 1)
et Exp(1) − 1. Les nouvelles valeurs critiques sont donne´es par le Tableau 4.4.3. Pour une
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valeur de n ﬁxe´e. Les nouvelles valeurs critiques ne sont pas inﬂuence´es par la valeur de k.
Pour chaque n on prend deux valeurs diﬀe´rentes pour k, de sorte que θ1 = k/n = 3/8
et θ2 = k/n = 5/8. Ensuite, on calcule ĉ1−α/2, les niveaux empiriques et les puissances
empiriques et on les note respectivelent par α̂ et π̂.
On remarque que les nouvelles valeurs critiques associe´es aux deux types des erreurs
sont supe´rieures au quantile de la distribution de loi normale standard, alors que leurs
valeurs diminuent quand n (et k) augmente et ils se rapprochent du quantile de N (0, 1).
Tableau 4.4.3 – Valeur critique empirique cˆ1−α/2, niveaux empirique (αˆ), puissances empirique
(πˆ), pour des erreurs exponentielles et gaussiennes, M=2000, p = 50.
erreurs exponentielles erreurs gaussiennes
n k cˆ1−α/2 αˆ πˆ cˆ1−α/2 αˆ πˆ
200 75 4.01 0.03 1 3.24 0.03 1
125 0.03 1 0.07 1
400 150 3.41 0.03 1 2.96 0.03 1
250 0.03 1 0.02 1
600 225 3.40 0.03 1 2.85 0.03 1
375 0.03 1 0.02 1
800 300 2.68 0.05 1 2.43 0.03 1
500 0.05 1 0.05 1
2000 750 2.48 0.03 1 2.30 0.03 1
1250 0.05 1 0.07 1
Remarque 4.4.1. Pour les applications sur des donne´es re´elles, on teste le mode`le (4.1)
contre le mode`le (4.2). Pour ces mode`les, nous connaissons les n valeurs pour la variable
re´ponse Y et pour les p− 1 variables explicatives X2, . . . , Xp. Le point k, ou` l’on teste s’il y
a de changement, est connu, tandis que les valeurs de β0 de la premie`re phase peuvent eˆtre
inconnues.
Pour les observations i = 1, . . . , k, si β0 est inconnu, alors on l’estime par un esti-
mateur convergent en utilisant par exemple la me´thode des moindres carre´s ou la me´thode
quantile. Une fois β0 estime´ par β̂k, on cherche un estimateur convergent pour la variance
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σ2 de ε, par exemple
σ̂2k =
1
k − p
k∑
i=1
(Yi −Xtiβ̂k)2.
Ainsi, pour chaque i = 1, . . . , n, on calcule V0(i), tel que
V0(i) = σ̂
2
kXiX
t
i
et ensuite V0n par la relation (4.12).
Pour chaque i = 1, . . . , n, on calcule zi(β̂k), par
zi(β̂k) = Xi(Yi −Xtiβ̂k),
ce qui nous permet de calculer le vecteur ψn(β̂k) de la relation (4.11). Avec tous ces e´le´ments,
on peut calculer la valeur de la statistique Z(β̂k), telle que
Z(β̂k) =
(
nψtn(β̂k)
(
V0n
)−1
ψn(β̂k)− p
)
(Δn/n)
−1 .
Pour calculer Δn, on utilise la relation donne´e par le The´ore`me 4.3.1. Pour un niveau
donne´ α ∈ (0, 1), si la valeur de |Z(β̂k)| est infe´rieure a` c1−α/2, alors l’hypothe`se H0 est
accepte´e, ce qui signiﬁe que le mode`le ne change pas apre`s l’observation k, sinon on accepte
l’hypothe`se H1.
Si β0 est connu, on de´ﬁnit σ̂2k comme un estimateur de σ
2, tel que
σ̂2k = (k − p)−1
k∑
i=1
(Yi −Xtiβ0)2.
Pour chaque i = 1, . . . , n, on calcule zi(β
0), tel que
zi(β
0) = Xi(Yi −Xtiβ0).
Ensuite, on calcule ψn(β
0) par la relation (4.11). Finalement, on compare la valeur absolue
de Z(β0) avec c1−α/2.
Universite´ Lyon 1 161 Zahraa Salloum
4.5. ANNEXE
4.5 Annexe
Nous rappelons que sous l’hypothe`se H0, le vecteur zi(β
0) est z0i = Xiεi. Alors, dans
toutes les preuves, si l’hypothe`se H0 est vraie, on utilise z
0
i a` la place de zi(β
0).
Les lemmes suivants sont utilise´s dans les preuves des Propositions 4.3.1, 4.3.2, 4.3.3,
4.3.4 et des The´ore`mes 4.3.1 et 4.3.2.
Les quatre premiers lemmes de´signent des re´sultats e´quivalents a` ceux obtenus par
[Guo et al. (2013)] pour le mode`le line´aire sans point de rupture.
On conside`re la matrice suivante Ln ≡ S0n − V0n, de dimension p × p. Pour 1 ≤ u, v ≤ p,
Ln;u,v de´signe l’e´le´ment (u, v) de la matrice Ln. On conside`re e´galement pour Ln :
max
1≤u,v≤p
|S0n,(u,v) − V 0n,(u,v)|, le plus grand e´le´ment de la matrice Ln. On note par S0n,(u,v) et
V 0n,(u,v) respectivement l’e´le´ment (u, v) de S
0
n et V
0
n.
Lemme 4.5.1. Sous l’hypothe`se nulle H0, si les suppositions (A3) et (A4) sont ve´riﬁe´es,
alors pour chaque  > 0, il existe une constante positive Cq qui de´pend seulement de q ≥ 4,
telle que
P
(
max
1≤u,v≤p
|S0n,(u,v) − V 0n,(u,v)| ≥ 
) ≤ Cq p2
nq/2q
.
Preuve. La matrice Ln peut s’e´crire
Ln = S
0
n −V0n
=
[
1
nθ2
k∑
i=1
z0i z
0t
i +
1
n(1− θ)2
n∑
j=k+1
z0jz
0t
j
]
−
[
1
nθ2
k∑
i=1
V0(i) +
1
n(1− θ)2
n∑
j=k+1
V0(j)
]
=
[
1
nθ2
k∑
i=1
XiX
t
iε
2
i +
1
n(1− θ)2
n∑
j=k+1
XjX
t
jε
2
j
]
−
[
1
nθ2
k∑
i=1
XiX
t
iσ
2 +
1
n(1− θ)2
n∑
j=k+1
XjX
t
jσ
2
]
=
[
1
nθ2
k∑
i=1
XiX
t
i(ε
2
i − σ2) +
1
n(1− θ)2
n∑
j=k+1
XjX
t
j(ε
2
j − σ2)
]
.
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Pour 1 ≤ u, v ≤ p, l’e´le´ment (u, v) de la matrice Ln est
Ln;u,v =
[
1
nθ2
k∑
i=1
Xi,uXi,v(ε
2
i − σ2) +
1
n(1− θ)2
n∑
j=k+1
Xj,uXj,v(ε
2
j − σ2)
]
≡ L(1)n;u,v + L(2)n;u,v. (4.75)
Pour le terme L
(1)
n;u,v de la relation (4.75), puisque θ = k/n → θ0 ∈ (0, 1) quand n → ∞, par
l’ine´galite´ de Markov, pour chaque  > 0 et q > 0, on a
P
(|L(1)n;u,v| ≥ ) ≤ E[|√nθL(1)n;u,v|q]
(
√
nθ)q
=
n−q/2θ−3q/2E
[| k∑
i=1
Xi,uXi,v(ε
2
i − σ2)|q
]
(nθ)q/2q
. (4.76)
Par le The´ore`me 2 (page 26) de [Dharmadhikari and Jogdeo (1969) ], il existe une constante
positive C˜q > 0, qui de´pend seulement de q, ou` q ≥ 4, telle que
E
[∣∣ k∑
i=1
Xi,uXi,v(ε
2
i − σ2)
∣∣q] ≤ C˜q(nθ)(q/2)−1 k∑
i=1
E
[∣∣Xi,uXi,v(ε2i − σ2)∣∣q]
≤ C˜qE
[|ε1|2q](n)(q/2)−1 k∑
i=1
∣∣Xi,u|q∣∣Xi,v∣∣q.
(4.77)
Tenant compte de l’ine´galite´ (4.76), alors, il existe une constante positive C > 0 telle que
P
(|L(1)n;u,v| ≥ ) ≤ C C˜qE[|ε1|2q]n
−1
k∑
i=1
∣∣Xi,u|q∣∣Xi,v∣∣q
nq/2q
.
En utilisant les suppositions (A3) et (A4), on obtient que
P
(|L(1)n;u,v| ≥ ) ≤ C(1)q p2nq/2q . (4.78)
Pour une valeur ﬁxe´e de θ ∈ (0, 1) et j = k+1, . . . , n, de la meˆme fac¸on que pour i = 1, . . . , k,
on peut de´montrer que
P
(|L(2)n;u,v| ≥ ) ≤ C ˜˜CqE[|ε1|2q]n
−1
n∑
j=k+1
∣∣Xj,u|q∣∣Xj,v∣∣q
nq/2q
,
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et
P
(|L(2)n;u,v| ≥ ) ≤ C(2)q p2nq/2q . (4.79)
On conside`re
Cq = max
(
C(1)q , C
(2)
q
)
. (4.80)
En combinant les relations (4.78), (4.79) et (4.80), le lemme re´sulte. 
Par le lemme suivant, on prouve que toutes les valeurs propres de S0n convergent uni-
forme´ment vers celles de V0n avec une vitesse OP(p max
1≤u,v≤p
|S0n,(u,v) − V 0n,(u,v)|), ainsi que
toutes les valeurs propres de S0n sont borne´es et strictement positives pour une valeur assez
grande de n.
Lemme 4.5.2. Sous les suppositions (A1), (A3), (A4) et (A6), il existe deux constantes
positives C0, et C1 telles que les ine´galite´s γp(S
0
n) > C0 et γ1(S
0
n) < C1 sont ve´riﬁe´es avec
une probabilite´ qui tend vers 1 quand n → ∞.
Preuve. On sait que
γ1/2r (V
0
n)
2 = γr(V
0
n)
et
γ1/2r (S
0
n)
2 = γr(S
0
n).
Ce qui donne
max
1≤r≤p
|γr(V0n)− γr(S0n)|2 ≤
p∑
r=1
∣∣γ1/2r (V0n)2 − γ1/2r (S0n)2∣∣2
=
p∑
r=1
γr(V
0
n)
2 +
p∑
r=1
γr(S
0
n)
2 − 2
p∑
r=1
γr(V
0
n)γr(S
0
n)
= tr(V0n)
2 + tr(S0n)
2 − 2
p∑
r=1
γr(V
0
n)γr(S
0
n).
Par l’ine´galite´ de Von Neymann, on a
tr(V0nS
0
n) ≤
p∑
r=1
γr(V
0
n)γr(S
0
n).
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Alors,
max
1≤r≤p
∣∣γr(V0n)− γr(S0n)∣∣2 ≤ tr(V0n)2 + tr(S0n)2 − 2tr(V0n S0n)
= tr(V0n − S0n)2,
ce qui donne
max
1≤r≤p
∣∣γr(V0n)− γr(S0n)∣∣ ≤ [tr(V0n − S0n)2]1/2 ≤ p max
1≤u,v≤p
|V 0n;u,v − S0n;u,v|. (4.81)
La dernie`re relation est due au fait que la valeur absolue de chaque e´le´ment de (V0n − S0n)2
est infe´rieure a` ( max
1≤u,v≤p
|V 0n;u,v − S0n;u,v|)2. 
On conside`re la variable ale´atoire suivante
T 0n ≡ max
1ik
k+1jn
{
1
θ
||z0i ||,
1
1− θ ||z
0
j ||
}
.
Lemme 4.5.3. Sous l’hypothe`se nulle H0, si les suppositions (A3) et (A4) sont ve´riﬁe´es,
alors, pour q ≥ 4, on a
T 0n = oP(p
1/2n1/q).
Preuve. Puisque θ = k/n → θ0 ∈ (0, 1) quand n → ∞, pour une valeur assez grande de n,
on a
T 0n ≤ C max
1≤i≤n
||z0i ||,
avec une probabilite´ e´gale a` 1, avec C > 0. Par le Lemme 3 de [Guo et al. (2013)], on a que
max
1≤i≤n
||z0i || = oP(p1/2n1/q) ce qui termine la preuve. 
Par le Lemme suivant, on donne l’approximation asymptotique de la norme L2 du
vecteur ψn(β
0), donne´ par (4.11), sous l’hypothe`se H0.
Lemme 4.5.4. Sous l’hypothe`se nulle H0, si la supposition (A1) est ve´riﬁe´e, alors
||ψ0n|| = OP(p1/2n−1/2).
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Preuve. Soit X(1) une matrice de dimension p × k ou` les k colonnes sont les variables
de´terministesXi, pour i = 1, . . . , k. Soit e´galementX
(2) une matrice de dimension p×(n−k),
ou` les (n − k) colonnes sont les variables de´terministes Xj, pour j = k + 1, . . . , n. Puisque
les (εi) sont inde´pendantes, alors, on a que
E
[
(ψ0n)
tψ0n
]
= E
[(
1
k
k∑
i=1
z0ti −
1
n− k
n∑
j=k+1
z0tj
)(
1
k
k∑
i=1
z0i −
1
n− k
n∑
j=k+1
z0j
)]
= E
[
1
k2
k∑
i,i′=1
z0ti z
0
i′
]
+ E
[
1
(n− k)2
n∑
j,j′=k+1
z0tj z
0
j′
]
=
1
k2
k∑
i,i′=1
XtiXi′E(εiεi′) +
1
(n− k)2
n∑
j,j′=k+1
XtjXj′E(εjεj′)
=
σ2
n
[
1
nθ2
k∑
i=1
XtiXi +
1
n(1− θ)2
n∑
j=k+1
XtjXj
]
=
σ2
n
[
tr
( 1
nθ2
k∑
i=1
XtiXi
)
+ tr
( 1
n(1− θ)2
n∑
j=k+1
XtjXj
)]
.
En utilisant la supposition (A1), on obtient que
E
[
ψ0tnψ
0
n
] ≤ σ2 p
n
[
γ1
( 1
nθ
X(1)(X(1))t +
1
n(1− θ)X
(2)(X(2))t
)]
= O(p n−1).
Alors,
||ψ0n|| = OP(p1/2n−1/2).

Le Lemme suivant donne une premie`re approximation pour la statistique de vraisem-
blance empirique, sous l’hypothe`se H0.
Lemme 4.5.5. Sous les meˆmes suppositions de la Proposition 4.3.3, si l’hypothe`se H0 est
vraie, alors
ELnk(β
0) = 2nλtψ0n − nλtS0nλ+
2
3
[
1
θ3
k∑
i=1
(z0ti λ)
3 − 1
(1− θ)3
n∑
j=k+1
(z0tj λ)
3
]
+ oP(1),
avec θ = k/n.
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Preuve. Le de´veloppement limite´ de la statistique ELnk(β
0), spe´ciﬁe´e par la relation (4.8),
dans le voisinage de λ = 0p, jusqu’a` l’ordre 3 peut s’e´crire
ELnk(β
0) = λt
[
2
θ
k∑
i=1
z0i −
2
1− θ
n∑
j=k+1
z0j
]
− λt
[
1
θ2
k∑
i=1
z0i z
0t
i +
1
(1− θ)2
n∑
j=k+1
z0jz
0t
j
]
λ
+
2
3
[
1
θ3
k∑
i=1
(z0ti λ)
3 − 1
(1− θ)3
n∑
j=k+1
(z0tj λ)
3
]
+
1
4!
[
p∑
u,v,r,s=1
∂4ELnk(β
0)(λ˜uvrs)
∂λu∂λv∂λr∂λs
(λu)(λv)(λr)(λs)
]
≡ E1 − E2 + E3 + E4, (4.82)
ou` pour tout 1 ≤ u, v, r, s ≤ p, λu est la i-e`me composante de λ et λ˜uvrs = auvrsλ, avec
auvrs ∈ [0, 1].
Tout d’abord, on e´tudie E4 qui peut s’e´crire
E4 = − 1
4!
[
12
θ4
k∑
i=1
(z0ti λ)
4
(1 + θ−1λ˜z0i )4
+
12
(1− θ)4
n∑
j=k+1
(z0tj λ)
4
(1− (1− θ)−1λ˜z0i )4
]
. (4.83)
Par la Proposition 2.3.1 du Chapitre 2, pour tout  > 0, il existe deux constantes positives
M1 et M2 telles que
P
[
1
M1θ4
k∑
i=1
(z0ti λ)
4 ≤
k∑
i=1
(z0ti λ)
4
(1 + θ−1λ˜z0i )4
≤ 1
M2θ4
k∑
i=1
(z0ti λ)
4
]
≥ 1− .
Alors, pour le premier terme du membre droit de la relation (4.83), en appliquant l’ine´galite´
de Cauchy-Schwartz, on obtient que
k∑
i=1
(z0ti λ)
4
(1 + θ−1λ˜z0i )4
≤ 1
M2θ4
k∑
i=1
(z0ti λ)
4 ≤ 1
M2θ4
k∑
i=1
||Xi||4ε4i ||λ||4.
En utilisant la supposition (A2) et le fait que ||λ|| = OP(p1/2n−1/2) donne´ par la Proposition
4.3.1 et p = o(n1/2), on obtient que le premier terme de (4.83) est oP(1).
De la meˆme fac¸on, on peut de´montrer que chaque terme de (4.83) est oP(1), ce qui
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implique que E4 = oP(1).
En utilisant les notations donne´es par les relations (4.17) et (4.18), on obtient que
E1 = 2nλtψ0n
et
E2 = nλtS0nλ.
Alors, la relation (4.82) devient
ELnk(β
0) = 2nλtψ0n − nλtS0nλ+ E3 + oP(1)
et le Lemme re´sulte. 
Sous l’hypothe`se nulle H0, le lemme suivant donne une approximation pour le multiplicateur
de Lagrange λ ainsi que le comportement asymptotique de sup1≤i≤n |λtz0i | = oP(1).
Lemme 4.5.6. Sous l’hypothe`se nulle H0, si les suppositions (A1), (A3)-(A6) sont ve´riﬁe´es,
alors, pour q ≥ 4 et une valeur ﬁxe´e de θ ∈ (0, 1), on a
sup
1≤i≤n
|λtz0i | = oP(1)
et
λ = (S0n)
−1(ψ0n + oP(n
(1−q)/qp3/2)). (4.84)
Preuve. Par la Proposition 4.3.1, on a que
||λ|| = OP(n−1/2p1/2).
Notons que, par l’ine´galite´ de Cauchy-Schwartz et par le Lemme 4.5.3, on a
1
θ
sup
1≤i≤k
|λtz0i | ≤ ||λ||T 0n = OP(n−1/2p1/2) oP(n1/qp1/2) = oP(p n(−q+2)/2q) (4.85)
et
1
1− θ supk+1≤j≤n |λ
tz0j | ≤ ||λ||T 0n = OP(n−1/2p1/2) oP(n1/qp1/2) = oP(p n(−q+2)/2q), (4.86)
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avec θ = k/n. Les deux relations (4.85) et (4.86) ainsi que la supposition (A5) impliquent
sup
1≤i≤n
|λtz0i | = oP(1).
Maintenant, on prouve la relation (4.84).
Le de´veloppement limite´ de (4.9), dans le voisinage de λ = 0p, jusqu’a` l’ordre 3
peut s’e´crire
0p =
[1
θ
k∑
i=1
z0i −
1
1− θ
n∑
j=k+1
z0j
]
−
[ 1
θ2
k∑
i=1
z0i z
0t
i +
1
(1− θ)2
n∑
j=k+1
z0jz
0t
j
]
λ
+
[ 1
θ3
k∑
i=1
z0i
(
z0ti λ
)2 − 1
(1− θ)3
n∑
j=k+1
z0j
(
z0tj λ
)2 ]
+
[ 1
(θ + λ˜
t
z0i )
4
k∑
i=1
z0i
(
z0ti λ
)3 − 1
(1− θ − λ˜tz0j)4
n∑
j=k+1
z0j
(
z0tj λ
)3 ]
,
(4.87)
ou` λ˜ = uλ, avec u ∈ (0, 1).
De meˆme fac¸on que pour le terme E4 de la Proposition 4.3.3, en utilisant la Proposi-
tion 2.3.1 du Chapitre 2, on peut de´montrer que le dernier terme du membre droit de la
relation (4.87) est oP(1).
Nous rappelons que
R0n ≡
1
nθ3
k∑
i=1
z0i (λ
tz0i )
2 − 1
n(1− θ)3
n∑
j=k+1
z0j(λ
tz0j)
2. (4.88)
En utilisant les notations donne´es par les relations (4.17), (4.18) et (4.88), la relation (4.87)
devient
ψ0n − S0nλ+R0n = 0p.
Ainsi
λ = (S0n)
−1(R0n +ψ
0
n)(1 + oP(1)). (4.89)
Nous rappelons que
T 0n ≡ max
1ik
k+1jn
{
1
θ
||z0i ||,
1
1− θ ||z
0
j ||
}
.
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Alors, pour R0n, on a :
∣∣∣∣R0n∣∣∣∣ ≤ [ 1nθ3
k∑
i=1
∣∣∣∣z0i ∣∣∣∣ |z0ti λ|2 + 1n(1− θ)3
n∑
j=k+1
∣∣∣∣z0j ∣∣∣∣ |z0tj λ|2]
≤ T 0nλt
[ 1
nθ2
k∑
i=1
z0i z
0t
i +
1
n(1− θ)2
n∑
j=k+1
z0jz
0t
j
]
λ
≤ T 0nλtS0nλ.
En utilisant le Lemme 4 de [Liu et al(2013)] et le Lemme 4.5.2, on obtient que∣∣∣∣R0n∣∣∣∣ ≤ T 0n ||λ||2γ1(S0n) = OP(T 0n ||λ||2).
D’autre part, par la Proposition 4.3.1, on a que
||λ|| = OP(p1/2n−1/2)
et par le Lemme 4.5.3 que
T 0n = oP(p
1/2n1/q).
Alors, pour ||R0n||, on obtient que
||R0n|| = OP(T 0n ||λ||2)
= OP(n
−1p) oP(n1/qp1/2)
= oP(p
3/2n(1−q)/q). (4.90)
La relation (4.84) re´sulte en combinant les relations (4.89) et (4.90). 
Le re´sultat suivant donne une approximation asymptotique pour
[
(S0n)
−1 − (V0n)−1
]
ψ0n et[
(S0n)
−1 − (V0n)−1
]
R0n.
Lemme 4.5.7. Sous l’hypothe`se nulle (H0), si les suppositions (A3), (A4) et (A6) sont
ve´riﬁe´es, alors
(i)
[
(S0n)
−1 − (V0n)−1
]
ψ0n =
[
(V0n)
−1ψ0n
]
oP(1).
(ii)
[
(S0n)
−1 − (V0n)−1
]
R0n =
[
(V0n)
−1R0n
]
oP(1).
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Preuve. (i) En utilisant les suppositions (A3) et (A4) et le Lemme 4.5.1, pour tout  > 0,
pour q ≥ 4, il existe Cq > 0, telle que
P
(
p max
1≤u,v≤p
|S0n,(u,v) − V 0n,(u,v)| ≥ 
) ≤ Cq p2+q
nq/2q
.
Donc, sous la supposition (A6), on a
max
1≤u,v≤p
|S0n,(u,v) − V 0n,(u,v)| = oP(1). (4.91)
Nous rappelons que, pour la matriceA, ||A||1 est la norme subordonne´e a` la norme vectorielle
||.||1.
En utilisant le Lemme 2.6.1 (iii) du Chapitre 2, le Lemme 4.5.2, les relations (4.81), (4.91)
et l’identite´ V0n[(S
0
n)
−1 − (V0n)−1]ψ0n = [V0n(S0n)−1 − Ip]ψ0n, on obtient que∣∣∣∣V0n[(S0n)−1 − (V0n)−1]ψ0n∣∣∣∣ = ∣∣∣∣[V0n − S0n](S0n)−1ψ0n∣∣∣∣
≤ ∣∣∣∣V0n − S0n∣∣∣∣1 ∣∣∣∣(S0n)−1∣∣∣∣1 ∣∣∣∣ψ0n∣∣∣∣
≤ max
1≤r≤p
|γr(V0n − S0n)| |γ1(S0n)−1|
∣∣∣∣ψ0n∣∣∣∣
≤ C p max
1≤u,v≤p
|S0n,(u,v) − V 0n,(u,v)| ||ψ0n||
=
∣∣∣∣ψ0n∣∣∣∣ oP(1),
ce qui implique que (
(S0n)
−1 − (V0n)−1
)
ψ0n = (V
0
n)
−1ψ0noP(1).
(ii) La preuve de (ii) est similaire a` celle de (i). 
Le lemme suivant est utilise´ pour prouver la Proposition 4.3.4.
Nous rappelons que
K0n = Ip − (V0n)−1/2 S0n (V0n)−1/2.
Lemme 4.5.8. Sous l’hypothe`se nulle H0, si la supposition (A7) est ve´riﬁe´e, alors
tr(K0n)
2 = OP(p
2n−1).
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Preuve. On montre que E[tr(K0n)
2] = O(p2n−1). Pour ce faire, on e´crit la matrice K0n sous
la forme
K0n = Ip −
1
nθ2
k∑
i=1
w0iw
0t
i
1
n(1− θ)2
n∑
j=k+1
w0jw
0t
j .
Alors
E[tr(K0n)
2] =
1
n2
p∑
r,s=1
E
[(
1
θ2
k∑
i=1
w0i,rw
0
i,s +
1
(1− θ)2
n∑
j=k+1
w0j,rw
0
j,s
)2]
− 2
n
p∑
r=1
(
1
θ2
k∑
i=1
E[w0i,rw
0
i,r] +
1
(1− θ)2
n∑
j=k+1
E[w0j,rw
0
j,r]
)
+ p.
(4.92)
Pour le premier terme du membre droit de la relation (4.92), en utilisant le fait que pour
tout i = 1, . . . , n, les w0i sont inde´pendants, on a
1
n2
p∑
r,s=1
E
[(
1
θ2
k∑
i=1
w0i,rw
0
is +
1
(1− θ)2
n∑
j=k+1
w0j,rw
0
j,s
)2]
=
1
n2
p∑
r,s=1
[
1
θ4
k∑
i=1
E[w0i,rw
0
i,rw
0
i,sw
0
i,s] +
1
(1− θ)4
n∑
j=k+1
E[w0j,rw
0
j,rw
0
j,sw
0
j,s]
]
+
1
n2
p∑
r,s=1
[
1
θ2
k∑
i=1
E[w0i,rw
0
i,s] +
1
(1− θ)2
n∑
j=k+1
E[w0j,rw
0
j,s]
]2
=
1
n
p∑
r,s=1
αrrss +
p∑
r,s=1
(αrs)2
= O(p2n−1). (4.93)
La dernie`re e´quation est due a` la supposition (A7) et au fait que αrs = 0, pour r = s.
Pour le deuxie`me terme du membre droit de la relation (4.92), par le fait que αrr = 1, on a
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que
1
n
p∑
r=1
(
1
θ2
k∑
i=1
E[w0i,rw
0
i,r] +
1
(1− θ)2
n∑
j=k+1
E[w0j,rw
0
j,r]
)
=
p∑
r=1
αrr
= p. (4.94)
En utilisant les relations (4.92), (4.93) et (4.94), on obtient que
E[tr(K2n)] = O(p
2n−1).
Le Lemme re´sulte, par l’ine´galite´ de Markov. 
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