The well known binary and decimal representations of the integers, and other similar number systems, admit many generalisations. Here, we investigate whether still every integer could have a finite expansion on a given integer base b, when we choose a digit set that does not contain 0. We prove that such digit sets exist and we provide infinitely many examples for every base b with |b| ≥ 4, and for b = −2. For the special case b = −2, we give a full characterisation of all valid digit sets.
Introduction and results
A number system is a coherent notation system for numbers. There are many possibilities to define such systems, but in this paper we will consider only generalisations of the positional number systems, like the binary and decimal notations. In such systems, one represents numbers by finite expansions of the form
where the d i are taken from a finite set of digits, and b is the base of the system. For example, taking for b an integer greater than 1 and using digits {0, 1, . . . , b − 1}, we can represent all nonnegative integers in the form (1.1), and these representations are in fact unique. However, if we want to represent all integers in this form, we must change either the base or the digit set; for example, we can take an integer base b with b ≤ −2, and digits {0, 1, . . . , |b| − 1}, as proved already by Grünwald in 1885 [1] .
In this paper, we will restrict ourselves to number systems within the set of integers. The basic definitions are then as follows. A pre-number system (Z, b, D) is a number system if every a ∈ Z has a finite expansion of the form a = The notation (Z, b, D) for a pre-number system in Z is motivated by the fact that pre-number systems may be defined in much more general rings and other sets (see the forthcoming paper [2] ), where instead of Z we indicate the set of numbers, or number-like elements, that we want to have a finite representation.
In the present paper, however, all pre-number systems will be in Z.
Many generalisations of this definition are possible. Already Knuth [3, Section 4.1] gave many interesting variants. For all variants where the basis remains integral in some sense, such as an algebraic integer or an integer matrix, we would like to refer to Section 3 of the survey paper [4] . It is possible to consider nonintegral bases; this was done in [5] , [6, Section 5.3.3] , and [7] . One could take a positive b and nonnegative digits, and look only at the property of representing all nonnegative integers in the form (1.1); here, a complete classification of all possible digit sets (which must contain 0) was achieved in [8] , and generalisations to the higher-dimensional case are given in [9] and [10] . There are interesting number systems that use redundant digit sets, such as those discussed in [11, 12] ; in the guise of addition chains, several such systems are useful for speeding up operations in elliptic curve cryptosystems (see [13, Chapter 9] ).
Virtually all papers dealing with number systems as defined above, or with their generalisations, have used the additional requirement that 0 be in the digit set. The main goal of this paper is to explore the consequences when we drop this restriction, while remaining within the framework of Definition 1.1. We will discuss higher-dimensional generalisations in another paper [2] . Number systems without zero in the case where the base b is a power of ±2 were proposed by Möller for the purpose of avoiding Side Channel Attacks in elliptic curve cryptography (see [14, Section 4.4] and [13, Section 29.1.
1.a]).
The basic implications of Definition 1.1 will be discussed in Section 2. For example, if 0 is not a digit, we cannot pad expansions with zeros if we want to make them longer; we will be forced to use repetitions of some sequence of nonzero digits that nonetheless has zero value. We will show that such a sequence always exists, whenever we have a number system. We also show that the length of such sequences goes to ∞ with the size of the zero digit. Next, we construct a few basic examples of digit sets with without 0 for any base b. Finally, we show that a valid digit set cannot be translated over an arbitrarily large integer without losing the number system property, even if it contains 0 and we leave the 0 in place.
In Section 3, we will prove the existence of infinitely many distinct sets of nonzero digits in Z for any integer base b with |b| ≥ 4, the main results being Theorems 3.7 and 3.14. This complements known results for digit sets that do have 0, which have been obtained by Matula [15] and Kovács and Pethő [16] .
As for bases with |b| ≤ 3, we have a pre-number system if b = ±2 or b = ±3. Now for b = 2, no digit set at all will yield a number system, whether including 0 or not; see Corollary 2.5 for a proof. For b = −2, in Section 4 we will characterise all possible digit sets that yield a number system in Z; although infinite in number, it will turn out that their structure is different from the infinite families obtained for larger bases in Section 3. The main result is Theorem 4.1. For |b| = 3, we have been unable to obtain the existence of infinitely many digit sets without zero, which therefore remains an open problem.
Digit sets with and without zero
We will now explore the consequences of not having 0 as a digit in a number system. First, we extend some well known results and definitions to the more general context defined above; see [4, Sections 2.1, 2.2, 3.1, and 3.2] and references therein for more background on these notions.
Notations and extensions
Let (Z, b, D) be a pre-number system. For the rest of the paper, we will assume that all digit sets are irredundant. It follows that, given a ∈ Z, there exists a unique digit d a ∈ D such that a − d a is divisible by b.
In particular, there will be a unique digit that is itself divisible by b; this is the digit corresponding to the integer 0, and, as in Definition 1.1, we will call it the zero digit, whether it be equal to 0 or not.
The map T is called the dynamic mapping of (Z, b, D). The name obviously comes from dynamical system theory; this connection is given in more detail in [17] . The digit function d can also be viewed as a redefinition of the usual modulo operator: we could say that d(a) is a modulo b, with respect to the digits D.
We will sometimes use the notation a → a ′ whenever we have T (a) = a ′ .
Theorem 2.2 A pre-number system (Z, b, D), with dynamic mapping T , is a number system if and only if, for all a ∈ Z, we have T i (a) = 0 for some i ≥ 1.
Proof. For any a ∈ Z, we want to find the expansion
with digits in D and ℓ ≥ 1. Now the proof is easily done by induction on ℓ. 2
The considerations just given show that whether a given pre-number system has the number system property depends on the structure of the discrete dynamical system on Z given by the map T .
The characterisation given in Theorem 2.2 can be made into a finite algorithm for deciding the number system property, because the dynamical system just defined is contractive and therefore has a finite attractor set A [17] . The set A by definition has the property that for all a ∈ Z, we have T n (a) ∈ A for n sufficiently large, and also that a ∈ A implies T (a) ∈ A. Now because the attractor A is a finite set, the sequence (T i (a)) i≥0 must be purely periodic for any a ∈ A; the elements of A that constitute one full period are called a cycle in A. In the notation given at the beginning of the section, we can write a cycle in A as a 0 → a 1 → . . . → a n = a 0 , where a i+1 = T (a i ) for all i.
The following Theorem is the extension, to general digit sets, of the usual formulation that in a number system the attractor should contain just the element 0 (given as Theorem 3 in [16] ). Proof. We have seen that a ∈ Z has a finite expansion if and only if T i (a) = 0 for some i ≥ 1. Now if 0 ∈ A and a ∈ A, then T i (a) = 0 for all i ≥ 0, so that a cannot have a finite expansion, and if a is contained in some cycle in A that does not pass through 0, we also have T i (a) = 0 for all i.
Conversely, if a ∈ Z, then T n (a) ∈ A whenever n is large enough. Thus if the attractor has just one cycle that also contains 0, there must exist some i ≥ 1 with T i (a) = 0, as desired. 2
The Theorem in particular disallows 1-cycles in the attractor other than 0 → 0. The next Lemma gives a well-known characterisation of such cycles, to be used later. Proof. Let d ∈ D, and suppose d = (1 − b)a for some a ∈ Z. It follows that
so that A has the 1-cycle a → a. Conversely, if a → a, then by definition 
Lemma 2.6 of course implies that |a| ≤ L for all a ∈ A; however, for prenumber systems in the integers, we can do better than this. The bounds in Theorem 2.9 below are due to D. Matula [15, Lemma 6] for the case where 0 ∈ D. For the general case, Matula's argument breaks down, so we will reprove the result. We will use the following definition, which is interesting in its own right.
be a pre-number system and n a positive integer. We define the n-fold digit set as
and the n-fold pre-number system as (Z,
Note that D n is a complete system of representatives of Z modulo b n if and only if D is such a system modulo b. It follows that the n-fold pre-number system is well defined. The next result gives some properties of such systems. Proposition 2.8 Let (Z, b, D) be a pre-number system with dynamic mapping T and attractor A, and let n be a positive integer. Then: Proof. LetT be the dynamic mapping of (Z, b n , D n ). For all a ∈ Z, we havẽ
where the digits d 0 , . . . , d n−1 ∈ D are chosen so as to make the numerator divisible by b n . Thus clearlyT is equal to the n-fold composition of T with itself, as claimed. Now let a ∈ Z be periodic under T with period length ℓ; then a is periodic under T n with period length lcm(n, ℓ)/n = ℓ/ gcd(n, ℓ). Conversely, if a is periodic under T n with period length ℓ, then a is also periodic under T , with some period length that divides n · ℓ. This proves (ii).
Part (iii) is an easy consequence of (i), together with Theorem 2.3; one notes that a cycle of length ℓ in A is broken up into pieces of length ℓ/ gcd(n, ℓ) if we replace T by T n . 2
Examples. Theorem 4.1 implies that {1, 2} is a valid digit set for the base −2. The n-fold digit set D n is equal to {−2 n + 1, . . . , −1, 0} if n is even and to {1, 2, . . . , 2 n } if n is odd. The Proposition now tells us that D n is valid for base (−2) n precisely for odd n. In fact, the attractor for all n is equal to {0, 1}, but for even n the 2-cycle 0 → 1 → 0 is broken up into two 1-cycles, and the criterion of Theorem 2.3 is violated. One could also have used the obvious criterion that any valid digit set for a positive base must contain both negative and positive digits.
When the starting digit set D contains 0, the attractor A is just {0}, and the condition on the gcd in (iii) is trivially satisfied. Thus, when 0 ∈ D, (Z, b, D) is a number system if and only if all its n-fold pre-number systems are number systems; this is Lemma 4 in [15] . 
Proof. The proof when b > 0 is easy and is left to the reader. For the case b < 0, we use the 2-fold pre-number system (Z, b 2 , D 2 ), which by Proposition 2.8 has the same attractor as (Z, b, D), but with the positive base b 2 . Furthermore, the largest digit of D 2 is given by kb + K and the smallest by Kb + k, because b is negative. Thus, we are reduced to the case of a positive base. 2
of Lemma 2.6 has the property that |a| ≤ L implies |T (a)| ≤ L; we will use this property in Lemma 2.17 below. The intervals in Theorem 2.9 only have this property for b > 0. If I denotes the interval given in Theorem 2.9 for a negative b, then a ∈ I does imply T 2 (a) ∈ I, but we may have T (a) ∈ I.
Zero expansions
If, in any number system, we have a digit 0 at our disposal, it is clear that we can extend any finite expansion for a to any length that we like, by putting zeros in front. We now prove an analogous property for a number system with any given digit set, although we will need repeated instances of a sequence of more than one digit long to obtain the same effect as zero padding.
Note that a zero expansion is already determined by its length; in particular, if a pre-number system has a zero expansion at all, then it also has a shortest zero expansion, which is uniquely determined.
Theorem 2.11 Every number system (Z, b, D) has a unique zero expansion of minimal length.
Proof. We use Theorem 2.3; thus, let 0, T (0), T 2 (0), . . . , T n (0) be the elements of the attractor A, where we have T n+1 (0) = 0. The result follows immediately, using the same argument as in the proof of Lemma 2.2. 2 Examples. We give some examples of zero expansions, which we write starting from the least significant digit.
(i) If 0 ∈ D, the zero expansion is simply (0).
(ii) Take a base b ∈ Z, with |b| ≥ 2, and take digits {1, 2, . . . , |b|}. Obviously, the zero digit here is |b|. In this case, we have a zero expansion if and only if b < 0. Indeed, if b < 0, the zero expansion is given by (|b|, 1), because
If b > 0, we cannot have a zero expansion: we have (iv) We will show in Theorem 2.12 that the length of the zero expansion increases with the size of the zero digit. As an example of this behaviour, let b = −2, choose an integer i ≥ 0, and let D = {1, 3 i + 1}; by Theorem 4.1 below, this always gives a number system. The zero digit here is the even number 3 i + 1; it follows from Lemma 4.2 that the zero expansion has length 3 i . For a general digit set, the length of the zero expansion becomes an important parameter in many kinds of number system constructions. For example, if we want to pad an expansion to obtain some exact length ℓ, we must know that the length to be padded is divisible by the length of the zero expansion. This problem will occur in the proof that there are infinitely many digit sets not containing zero, for any base b ∈ Z (Theorems 3.7 and 3.14 below).
The last result in this subsection shows that in general, the length of the zero expansion grows to infinity with the size of the zero digit. 
The element on the left is nonzero, because |b| ≥ 2, and hence a sum of distinct powers of b cannot be 0.
Now we finish the proof of the Theorem. The right hand side of (2.4) clearly takes at most (|b| − 1) ℓ−1 distinct values. To each of these values corresponds at most one value for d. This completes the proof. 2
The first digit sets
Note that the base b = 2, although it can be used to define pre-number systems, must be excluded. In fact, b − 1 = 1 in this case, and Corollary 2.5 then tells us that there exists no digit set
is a number system. For example, the well-known binary digits {0, 1} can only represent nonnegative integers on base 2.
The restriction to just 2 digits is important here: for example, one can show that every integer has a unique Non-Adjacent Form (NAF) expansion on base 2 with the digits {0, 1, −1} (see [18] ). In formulae: every a ∈ Z can be written uniquely in the form
In this paper, however, we only consider irredundant digit sets, hence only digit sets of cardinality |b| if the base is b. Our first result here, which is new as far as digit sets without zero are concerned, is as follows.
Proof. Define T : Z → Z as in Definition 2.1; by Theorem 2.2, we must prove that for all a ∈ Z, there exists n ≥ 1 such that T n (a) = 0. By the Lemma, it is enough to do this for all a with |a| ≤ 2, as |k| ≤ |b| and |K| ≤ |b| in our case.
For any b, if |a| = 1, we easily verify that either T a = 0 or T 2 a = 0, using the second and third assumptions. If a = 2, then either 2 or −|b| + 2 is a digit, so that T (2) ∈ {0, 1, −1}, and the same holds for a = −2.
We see that for all nonzero a ∈ Z, we have T n a = 0 for some n. This immediately also shows the existence of a zero cycle, because if a = T (0), there exists
Remarks. Note that the proof actually allows to relax condition (i) to |d| ≤ 2|b| − 2.
The above result does not hold as stated for base −2. Base −2 is actually a quite special case, which will be worked out completely in Section 4. 
which also gives a non-zero cycle.
Example. A nice example of a digit set without zero that always works, is given by the odd digit set.
Definition 2.14 For an odd b ∈ Z, define the set of odd digits modulo b as
Proof. The only thing to show, before we can apply the Theorem, is that 
Translation of digit sets
In the quest for classification of all valid digit sets, now that we know that having 0 as a digit is not essential, we might think that one valid digit set could give rise to infinitely many digit sets by simple translation. Below, we show (Theorem 2.18) that translation of the digit set over a fixed integer will destroy the number system property if the integer is too large. In fact, we prove that when 0 ∈ D, the same holds if we translate all nonzero digits, while leaving 0 in place.
We begin with a basic observation. Proof. Consider the zero cycle
where a 1 , . . . , a ℓ ∈ A. If a ℓ → 0, that means that the digit representing the coset of a ℓ is equal to a ℓ , in other words, that a ℓ ∈ D. 2
The elements of the attractor may be thought of as "small", at least when compared the the largest digit; therefore, the previous lemma tells us that at least one digit is "small". However, we want to strengthen the claim of the lemma to say that at least one nonzero digit must be small. Note that when 0 ∈ D, the number system property is equivalent to A = {0}, so this nonzero digit cannot be an element of the attractor. The next result, which generalises Theorem 4 from [16] , shows that next to the attractor also the set {a ∈ Z | |a| ≤ L} from Lemma 2.6 has some importance. 
Proof. Let a 0 ∈ Z have a 0 = 0 and |a 0 | ≤ L; we may assume that K is so large that L ≥ 1. By our assumption, a 0 has a finite expansion on the base b with digits in D. Thus, there exist a minimal ℓ and a i ∈ Z with
By Lemma 2.6, we know that |a i | ≤ L for all i. On the other hand, a ℓ must be a digit, and by the minimality of ℓ we know that a ℓ = 0. 2 Theorem 2.18 Let (Z, b, D) be a pre-number system with |b| ≥ 3, and for
Proof. Let K t = max d∈Dt |d|; by Lemma 2.6, we see that
for all a in the attractor A t of (Z, b, D t ). In particular, by Lemma 2.16, this inequality holds for at least one digit in D t ; note that 1/(|b| − 1) < 1 by our assumptions. But as |t| → ∞, clearly |d| Kt → 1 for all d ∈ D t , so that (2.5) is violated for all d ∈ D t when |t| is sufficiently large. This is a contradiction, and the first claim is proved.
For the second claim, we use Lemma 2.17 to show that, when t is large enough, we must have |d| ≤ K t /(|b| − 1) for some nonzero d ∈D t . The rest of the argument is the same. 2
Remark. The argument of the proof makes essential use of the inequality 1/(|b| − 1) < 1, and therefore the proof breaks down when |b| = 2. In fact, we will obtain the assertions of the Theorem for the case |b| = 2 below, using a specialised argument. [15] for any integer b (both taking |b| ≥ 3). We will generalise their methods to our case. Lemmas 2.16 and 2.17 tell us that at least one nonzero digit in the set must be small. The approach of Kovács and Pethő is to start from the standard digits {0, 1, . . . , |b| − 1} and replace just one digit by a much larger number. We will adapt their proof to start from any good digit set such that |d| ≤ |b| for all digits d, and use this to show that for any integer base b with |b| ≥ 4 there exist infinitely many digit sets D, both with and without zero, such that (Z, b, D) is a number system. The case |b| = 3 unfortunately remains open, as our methods do not work for it. For the special case b = −2 we will characterise all valid digit sets later (see Theorem 4.1 below). Note that we have MSD(a) = 0 by the minimality assumption.
Infinitely many digit sets
Besides the functions L(a) and MSD(a), we will use the following notation. We let (Z, b, D) be a number system, such that |d| ≤ |b| for all d ∈ D. We fix some u ∈ Z with 1 ≤ |u| ≤ |b| − 1, some integer k ≥ 1, and one digit d ∈ D, which is not the zero digit. Then, letd = d − ub k , andD = D \ {d} ∪ {d}. We write A andÃ for the attractors of (Z, b, D) and (Z, b,D) , respectively.
The case where b > 0. We want to derive conditions on u and d that allow us to conclude that (Z, b,D) is a number system for infinitely many values of k. We start with a sharp lower bound on numbers with a given expansion length. Recall that we assume |d| ≤ b for all d ∈ D. Suppose that 0 ∈ D. Then we know that |d i | ≤ b − 2 for all i, and therefore
Furthermore, we have d ℓ = 0 by the minimality assumption. It follows that 
In the second, we have
Proof. Let a ∈Ã. We may assume thatd = d − ub k has maximum absolute value inD, since otherwise |d| ≤ b and we can apply Theorem 2.13 to decide if D is a valid digit set. Thus by Lemma 2.6, we have |a| ≤
If 0 ∈ D, this bound is simply |a| ≤ b
. Now assume also that L(a) ≥ k + 2; then by Lemma 3.2, we have |a| ≥
. This is a contradiction.
If 0 ∈ D, we assumed |u| ≤ b − 2, so |a| ≤
. Assume that L(a) ≥ k + 2; then by Lemma 3.2, we have |a| ≥
, which is impossible. Proof. This follows directly from Lemma 3.2: if we assume L(a) = 3, we find |a| ≥ b, a contradiction, and the same happens if we assume L(a) = 2 and
Clearly, D k contains all digit expansions with digits in D and length padded to exactly k + 1, such that the most significant digit is at most 1 in absolute value. If 0 ∈ D, we still allow d k = 0, because otherwise it is not always possible to pad exactly to the required length. The subsetD k consists of all elements of D k that have no components equal to d.
Next, we define the function Φ
where
Proof. We extend an argument that was already used in [16, 15] . It runs as follows. In order to prove that (Z, b,D) is a number system, it suffices that every element in the attractorÃ has a finite expansion with digits inD. Let a ∈Ã and let a = Proof. Let d ∈ D k , as defined above; by Lemma 3.6, it is enough to show that Φ k (d) ∈D k for n large enough. Now whatever the components of d are, they are gradually replaced by the components introduced at the end by the repeated application of Φ k . These new components are digits that occur in the expansion of 0, of 1 + u, of u, and of −1 + u. Thus if d is distinct from all these digits, then for n large enough, Φ k (d) will have no components equal to d, as desired. 2
Remarks. The least significant digits of 0, u, u+1, and u−1, and the possible most significant digits 1 and −1, together make up the set B. Therefore, B has at most 6 elements.
It follows from the proof that the zero digit, being the least significant digit of 0, is always one of the bad digits, and in fact the conclusion of the Theorem is often false if d is congruent to 0 modulo b. Examples. Let us apply Theorem 3.7 to some of the starting digit sets that we found in the previous section.
First, let us note that Theorem 3.7 cannot be applied if b = 3. Indeed, because u, u + 1, and u − 1 are incongruent modulo b, we see that B must contain at least 3 elements. If now b = 3, we have no choices left for d.
In fact, we have been unable to find any infinite sequence of valid nonzero digit sets for b = 3. However, the set {0, 1, 2 − 3 k } was found to be valid for all k ≥ 1 by Matula [15, Theorem 8] . He used a refinement of our argument for the case where D has only nonnegative digits, which allows him to start from the digit set {0, 1, 2}. Of course, with this digit set only nonnegative integers can be represented, but using Theorem 2.9 one can prove that the attractorÃ contains only nonnegative elements if we choose u positive. Unfortunately, this argument does not work in the case the starting digit set contains b instead of 0. We thus obtain the following basic result. The case where b < 0. We now change to the case where the base b is negative, still assuming that we start from a digit set D with all digits at most equal to |b| in absolute value. Obtaining upper bounds on the expansion length is trickier here than before, because of the sign alternation in powers of b in consecutive terms of the expansion. The results are as follows. Note that we exclude b = −2; for this very special case, we refer to Section 4 below. 
Proof. We write B = |b| throughout. As in the proof of Lemma 3.2, we will show that | This is explained as follows: we take the most significant digit as small as possible, but cannot make it 0 in a minimal expansion. Then we maximise the second digit, using something positive to get the sign right; we cannot get beyond −b − 1. Then, we would like to take b + 1 in the third digit, being maximally negative; but b + 1 and 1 cannot be in the same digit set. Thus, the third digit is b + 2 or greater. We find that
when ℓ is even, and by
when ℓ is odd.
Next, assume we have a zero expansion of length 2, which will be either ( We find that
if ℓ is even; We find that
if ℓ is even; 
Proof. We write B = |b| and let a ∈Ã. The method is the same as for Lemma 3.3, and we will leave the details to the reader. The fact that a is in A leads to upper bounds on |a|, while lower bounds on |a| are provided by Lemma 3.9.
The implication when L(a) > k is proved as follows. If the implication is false, then the lower bounds from Lemma 3.9 for ℓ = k or ℓ = k + 1 can be increased by B k , and this makes them larger than the upper bound for |a|. 2 Proof. This follows directly from Lemma 3.9: if we assume L(a) = 4, we find |a| ≥ B, a contradiction, and the same happens if we assume L(a) = 2 or L(a) = 3 and
We now define a discrete dynamical system analogous to the one defined above; see Definition 3.5.
The set E k contains all expansions over D of length k + 1 such that the most significant part d k + bd k+1 has absolute value at most 1. The possible pairs (d k , d k+1 ) that satisfy this condition depend on D, and are collected in the set S. In order to get a length of exactly k + 1, we allow some digits to be 0, even if 0 is not in D, just as in the case b > 0 (Definition 3.5). Our definition implies that S has 3 elements for every D, namely the expansions of −1, 1, and 0.
Next, we define the function Ψ k :
This is possible by Lemma 3.11. (d 1 , . . . , d k+1 , 0) .
) is the zero expansion, then
Lemma 3.13 Assume b ≤ −3, and write B = |b|; if 0 ∈ D, also assume
Proof. The fact that Ψ k is well defined, i.e., defines a map from E k into E k , follows directly from Lemma 3.10. The rest of the argument is the same as for Lemma 3.6. One uses Lemma 3.11 to show that d k + d k+1 b + u always has an expansion of length at most 3, so that Ψ k (d) always "fits" into the set E k . 2 Proof. Let d ∈ E k , as defined above; by Lemma 3.6, it is enough to show that Ψ k (d) ∈Ẽ k for n large enough. Now whatever the components of d are, they are gradually replaced by the components introduced at the end by the repeated application of Ψ k . These new components are the digits that occur in the expansion of 0, of 1 + u, of u, and of −1 + u. Thus if d is distinct from all these digits, then for n large enough, Ψ k (d) will have no components equal to d, as desired. It is an interesting question whether there also exist infinitely "zero digits" complementing a given digit set. For example, for b ≤ −2, are there infinitely many multiples cb of b such that { cb, 1, 2, . . . , |b| − 1} is a good digit set? As yet, we only have some partial answer to this question. Namely, Theorem 2.12 shows that as |c| → ∞, with the other digits staying the same, also the length of the zero cycle increases without bound. This contrasts with the infinite families that we gave in this section, where the length of the zero cycle is the same throughout the family.
Base −2
The case where the base b of the number system is −2 is special, as several of the general results obtained above do not apply to this case. Examples are Theorem 2.13 about smallest digit sets, Theorem 2.18 that says that only finitely many translates of a given digit set can yield number systems, and the Theorems given in the last section that prove the existence of infinitely many good digit sets.
However, in the case of the integers Z, we have succeeded in determining all possible digit sets for the base b = −2. It will follow from this characterisation that there are infinitely many good digit sets for this base and that unbounded translation only yields finitely many good such sets. A remarkable feature of this case is that there exist no infinite families of good digit sets obtained by translating one digit by a power of −2, as in the last section; instead, one can shift by powers of 3. As an example, the Theorem implies that a valid digit set for base −2 that contains 0 must be either {0, 1} or {0, −1}. On the other hand, it follows easily that there are infinitely many valid digit sets without 0, for example the sets {1, For the proof of the Theorem we present a series of Lemmas. The first result shows that the attractors for base −2 have an especially simple structure: they are always intervals in Z. 
Proof. Theorem 2.9 tells us that
for any a ∈ A. We will show that these bounds are sharp. We use the following argument: on an arithmetic progression of difference 2, the dynamic mapping T is an affine linear map with slope − 1 2 , so such a progression will be mapped, with its order reversed, onto an interval. Thus the image of any interval S under T can be computed by splitting S into its even and odd parts (which are S ∩ 2Z and S ∩ (2Z + 1), respectively), and considering the effect of T on these parts separately. ; we will prove that A = {a, . . . , A}. Note that a ≡ D (mod 2) and A ≡ d (mod 2). We compute
It follows that the arithmetic progression a, a + 2, . . . , A − 1 is mapped to the interval A, A − 1, . . . , T (a + 1) + 1, while the other progression a + 1, a + 3, . . . , A is mapped to T (a + 1), T (a + 1) − 1, . . . , a. Thus the interval {a, . . . , A} is equal to its image under T , which shows that it is equal to the attractor A.
; we will prove that A = {a, . . . , A}. Note that a ≡ D +1 ≡ d (mod 2), and that A ≡ d − 2 ≡ d (mod 2). Using this, we compute
We again use the fact that T is affine linear, with slope − 1 2
, on arithmetic progressions of difference 2. Thus, the progression a, a + 2, . . . , A − 2, A is mapped by T to the interval a, . . . , T (a) (in reversed order), while the progression a + 1, a + 3, . . . , A − 1 is mapped to T (a) + 1, T (a) + 2, . . . , A. We see that {a, . . . , A} is mapped unto itself by T , which proves the claim. 
for some ε i ∈ {0, 1}, and ℓ is minimal with this property.
Proof. For any base b, a cycle of length ℓ in the attractor has the form
with a i ∈ A and d i ∈ D for all i. Continuing the expansion of the elements and multiplying through by b ℓ , we find
Conversely, it is clear that if a(1 − b ℓ ) can be written in this form, for some a ∈ A, and ℓ is minimal with this property, then a starts a cycle of length ℓ.
In our case, the digits d i are either d 0 or d 0 − δ. This gives
with ε i ∈ {0, 1} for all i. It follows that
The Lemma now follows by substituting b = −2. 2
We will use the q-adic valuation v q for a prime q: for an integer b = 0, v q (b) denotes the exact number of factors q in b.
Lemma 4.4 Let q be an odd prime, let b be an integer with |b| ≥ 2, coprime to q, and let n be a nonnegative integer. Then q divides b n − 1 if and only if
Proof. This result is a special case of Lucas' law of repetition. For a proof, see [19] . 2
Example. Consider the digits {30, 111}, so δ = −81. The attractor for base −2 with these digits is {−17, . . . , 64}. Both digits are divisible by 3, which shows the existence of two 1-cycles. The complete cycle structure is Of these, the cycle lengths ℓ that are powers of 3 are not that surprising, because (−2) ℓ − 1 is then divisible by ℓ, and the remaining factors of the denominator 3δ are found in (d 0 −3a) . The 2-cycle is legitimised by the following calculation: the factor (−2)
2 − 1 cancels the 3 in the denominator, while we have d 0 − 3 · (−17) = 81 and d 0 − 3 · 64 = −162, both of which are divisible by δ. Let ℓ be the length of the longest cycle in A. By Lemma 4.3, and because 3 ∤ d 0 , we conclude that 3 i+1 | (−2) ℓ − 1. Now by Lemma 4.4, taking b = −2 and q = 3, we find that
Because ℓ ≤ |δ|, it follows that ℓ = |δ|, so that A consists of just one cycle, and the first half of the Lemma is proved. Now we prove the "only if"-part. Suppose that A consists of just one cycle. We distinguish two cases, namely whether 3 divides δ or not.
First, assume that 3 divides δ. Now either both d 0 and d 1 are divisible by 3, or neither of them is. If both are divisible by 3, then the attractor has two distinct 1-cycles, which is a contradiction. Thus, 3 divides neither of d 0 and d 1 . By Lemma 4.2, we find that A is an interval of length |δ|, so that we have just one cycle of length |δ|.
Now consider (4.1). Because A contains an element from every residue class modulo δ, and because 3 ∤ d 0 , we can choose a 0 ∈ A so that gcd(d 0 −3a 0 , δ) = 1. It follows that 3δ | (−2) |δ| − 1, and this does not hold for any smaller exponent than |δ|. We will show that this implies that |δ| is a power of 3.
The assumption means that the order of −2 in the multiplicative group (Z/3δZ) * is equal to |δ|. But this order divides the order of the group, which is φ(3|δ|) = 3φ(|δ|), as we assume that 3 | δ. Let p be the largest prime divisor of δ, and suppose p > 3. Then φ(3|δ|) has less factors p than δ, so that the divisibility relation is impossible. It follows that δ is a power of 3.
Finally, assume that 3 does not divide δ. are in A. But these two elements constitute a 2-cycle under T , and it follows that A has just these two elements. As |A| is equal to |δ| + 1, again by Lemma 4.2, we see that |δ| = 1, as desired. 2
Proof of Theorem 4.1 The condition of having one even and one odd digit is obviously necessary. Now the number system condition is equivalent to the requirement that the attractor A consists of exactly one cycle under the dynamic map T , and that this cycle contains 0. 
