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Abstract
Credit risk is deﬁned as the probability of loss
due to non-compliance by the borrower with the
required payments in relation to any type of
debt. When ﬁnancial institutions select their cus-
tomers correctly, they can reduce their credit risk.
To achieve this, they use various classiﬁcation
methodologies to sort customers based on their
risk, analyzing a set of variables such as reputa-
tion, leverage, income and so forth. The extensive
analysis and processing of these variables is quite
time-consuming, partly because the data to be
analyzed are not homogeneous. In this paper, we
present an alternative method that operates on
nominal and numeric attributes, which allows ob-
taining a predictive model that uses a reduced set
of classiﬁcation rules aimed at reducing credit risk.
When the number of rules used decreases, credit
analysts need less time to make their decisions,
which will also result in better customer service.
The methodology proposed here was applied to
two databases of the UCI repository and two real
databases of Ecuadorian banks that grant various
types of credit. The results obtained have been
satisfactory. Finally, our conclusions are discussed
and future research lines are suggested.
Keywords: Classiﬁcation rules, Credit scoring,
Competitive Neural Networks, Particle Swarm
Optimization
1 Introduction
Current global economy involves people applying
for credit lines for various purposes, such as
production, business, consumption, housing, real
state, microcredits, and even public investment.
As the economy grows, the requirements for
granting credit lines have increased, and the
diﬀerent characteristics and behaviors of diﬀerent
customers have to be taken into account. As
a result of this, ﬁnancial institutions have to
analyze large numbers of microeconomic variables
before granting a line of credit, and then, based
on that analysis, either grant the credit that was
requested based on their ability to establish a
payment plan, or reject the request.
Oftentimes, ﬁnancial institutions concern about
recovering their money, since credit beneﬁciaries
usually behave in a confused and unpredictable
manner. This is opposed to the response speed
that is required from the process to grant credits,
since the goal is to attract as many customers
as possible. As a result, ﬁnancial institutions
must improve loan approval accuracy to avoid
non-compliance risks.
On the other hand, thanks to the advances
made in technology, there are currently countless
processes that log their operations automatically,
generating large history information repositories.
This record includes not only information from
diﬀerent types of observations, but also the results
of previous decisions. This drives an interest for
learning from past situations, looking to identify
the criteria that were used.
Data mining has provided an answer to this
problem through diﬀerent techniques that model
available information with no prior hypothesis
required, which means that, when analyzing
credit variables, ﬁnancial analysis responses can
be obtained.
The objective of this paper is modeling credit risk
information using classiﬁcation rules. The correct
identiﬁcation of the most relevant characteristics
will be of great help for ﬁnancial analysts to make
their decisions.
To measure the performance of the method
proposed here, diﬀerent solutions are analyzed
considering in particular model simplicity in
relation to:
• Number of rules: a reduced set of rules results
in a better model.
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• Average length of rule antecedent: a lower
number of conditions used to form the an-
tecedent of each rule results in a model that
is easier to interpret.
An association rule is an expression with the fol-
lowing format
IF condit1 THEN condit2
where both conditions are conjunctions of propo-
sitions of the (attribute=value) type and whose
only restriction is that the attributes included in
the antecedent of the rule must not be part of its
consequent [1]. When the set of association rules
has the same attribute in the consequent, it is a
set of classiﬁcation rules [2, 3].
In this article, we present a method to obtain
classiﬁcation rules that combines a neural network
with an optimization technique. Emphasis is on
achieving good coverage with a reduced number
of rules.
Section 2 brieﬂy describes some related articles,
Section 3 details the method proposed, Section
4 presents the results obtained, and Section 5
presents a summary of the conclusions along with
possible future work lines.
2 Related Work
In the 1960s, capital market development in the
United States faced the need to start using more
scientiﬁc models to assess corporate economic
strength. The ﬁrst z score model was developed
by Altman and presented in [4]. Twenty years
later, by the end of the 90s, the same author pub-
lished a survey of techniques used in the ﬁnancial
sector [5]. This work does not explicitly describe
the application of hazard rate or partial likelihood
models, although it does explain the use of sta-
tistical techniques probit and logit together with
state transition techniques and other techniques
known as “actuarial default likelihood derivation”
linked to past bond defaults. With the new millen-
nium, speciﬁc developments for applying survival
analysis to credit risk measurement came to light
[6, 7, 8].
In the last few decades, there has been an in-
crease in consumption credit. In our market, sav-
ings and credit cooperatives are considered as a
growing industry. Not only has the number of
credit card holders increased, especially in emerg-
ing economies, but there has also been an increase
in the number of small consumption credits. For
instance, in these economies it is very common for
families to buy household appliances using credit
card installment plans. In several countries, it
is also common that stores that sell household
appliances partner up with a ﬁnancial institution
to oﬀer their customers a quick line of credit. The
existence of such ﬁnancial instrument helps in-
crease sales. This partnership generates a conﬂict
of interests. On the one hand, the store that sells
household appliances wants to sell their products
to all potential customers; therefore, it is in their
best interest to promote an attractive credit pol-
icy. On the other hand, the ﬁnancial entity wants
to maximize their income from credits, and to
that eﬀect, they implement stringent monitoring
controls on their losses over granted loans. The
goal is the implementation of transparent policies
between the stores that oﬀer household appliances
and their partner ﬁnancial institutions. There are
also ﬁnancial institutions that oﬀer consumption
credits or microcredits directly to their customers,
and it is also in their interest to minimize risk.
One possible way for developing such a policy is
the objective identiﬁcation of relevant characteris-
tics in credit beneﬁciaries to help decide whether
to grant the loan or not by building a suitable
model.
Regardless of the model to be built, there are two
problems that usually aﬀect history information
of credits granted: ﬁrst, is imbalanced class data,
and the second problem is the large number of
customer attributes that have to be analyzed be-
fore granting the credit line [9]. Both issues will
negatively aﬀect the performance of any model
that is built. In the literature, there are solutions
proposed for these issues.
In [10], the authors propose four alternatives to
solve class imbalance in a credit risk problem. One
of the options is predeﬁning class likelihood distri-
bution and, based on that, selecting the examples
to be used. A second option would be using a
weight matrix so that not all of them have the
same signiﬁcance. For instance, those in the mi-
nority class can increase their value by a certain
number of times. A third option is based on us-
ing a loss matrix. The ﬁnal option is using a
sub-sampling process, which consists in using a
subset of input data to build the model, removing
instances (typically from the majority class). In
all cases, the performance of the method selected
was measured using the data set selected to build
a classiﬁcation tree.
As regards input space reduction, the authors in
[11] used association rules to select relevant at-
tributes that were then used to train a decision
tree with the C4.5 algorithm [12]. The latter is
one of the most commonly used methods, since
it can operate with both numeric and nominal
attributes, and it supports missing data. It has
parameters that control the pruning level of the
tree, showing the most important characteristics
of the problem at the expense of reduced classiﬁ-
cation accuracy.
On the other hand, there are two possible ap-
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proaches to model credit risk – descriptive and
predictive. The former is usually solved by means
of grouping techniques, self-organizing maps, or
SOMs, being one of the most commonly used ones.
These networks were used in [13] to sort customers
into several groups, analyzing provider characteris-
tics and the likelihood of non-compliance for each
group.
Classiﬁcation-rule-based models can solve the
problem from both points of view, since, even
though they are predictive in nature, if the set is
simple enough to interpret and analyze, they can
also be used to describe the decisions made.
If working with classiﬁcation rules, the literature
includes diﬀerent tree-based methods for building
them, such as C4.5 [12], or trimmed tree-based
methods, such as PART [14]. In either case, it
is essential that the set of rules obtained covers
the examples with a preset error level. Tree-based
rule building methods are partitive and based on
various attribute metrics in order to assess their
coverage ability. Other methods combining mod-
els to improve classiﬁcation accuracy have also
been deﬁned. Such is the case of the method pro-
posed in [15], where a fuzzy SVM (support vector
machine) that considers the output from several
secondary SVMs is used to help a bank establish
a more reliable system to assess their customers.
3 Methodology
In this paper, we present a methodology that can
be considered hybrid in nature that is based on
the combination of particle swarms with competi-
tive neural networks. The latter are used to start
the search process at promising positions. Even
though there are rule-generation methods that use
PSO [16], when operating on nominal attributes
the body of available examples should be large
enough to cover all search space areas, which is
not always feasible. The result is a poor initial-
ization of the population, which in turn causes
a premature convergence. To solve this problem,
and at the same time reduce rule generation time,
the performance of several methods that combine
ﬁxed and variable population was compared. PSO
starts with two competitive neural networks – LVQ
(Learning Vector Quantization) and SOM (Self-
Organizing Maps). In the literature, there are
methods that use PSO to determine the optimal
number of competitive neurons in the network,
such as [17]. This is not the case of our proposal,
since the optimization technique is used here to
identify the most representative characteristics
that will be included in rule antecedents.
3.1 Learning Vector Quantization
Learning Vector Quantization (LVQ) is a super-
vised classiﬁcation algorithm that is based on
centroids or prototypes [18]. It can be interpreted
as a competitive neural network formed by
three layers. The ﬁrst layer is just an input
layer. The second layer is where competence
takes place. The output layer is responsible for
the classiﬁcation process. Each neuron in the
competitive layer is associated to a number vector
whose dimension is the same as that of the input
examples, and a label that indicates the class
that it is going to represent. Once the adaptive
process ﬁnishes, these vectors will contain the
information related to the classiﬁcation centroids
or prototypes. There are several versions of the
training algorithm. The one used in this article is
described below.
When the algorithm is started, the number K
of centroids to be used must be indicated. This
allows deﬁning the architecture for the network,
since the number of input entries and output
results are given by the problem.
Centroids are initialized taking K random
examples. Examples are then entered one by
one, and centroid position is then adapted. To
do so, the centroid that is closest to the example
being analyzed is selected using a preset distance
measurement. Since this is a supervised process,
it is possible to determine if the example and
the centroid belong or not to the same class. If
the centroid and the example do belong to the
same class, the centroid is “moved closer” to the
example in order to strengthen representation. If,
on the contrary, they belong to diﬀerent classes,
the centroid is “moved away”. These movements
are done by means of a factor or adaptation speed
that allows weighing the distance for the move.
This process is repeated until modiﬁcations are
below a preset threshold, or until the examples
are identiﬁed with the centroids themselves in two
consecutive iterations, whichever happens ﬁrst.
For the implementation used in this article, the
second nearest centroid is also analyzed and,
should it belong to a diﬀerent class than that of
the example, and should it be at a distance that
is less than 1.2 times the distance to the ﬁrst
centroid, the “moving away” step is applied.
Several variations of LVQ are described in [18].
3.2 Self-Organization Maps (SOM)
The SOM (Self-Organizing Maps) neural network
was deﬁned by Kohonen in 1982 [18]. Its main
application is grouping all available information,
and it is characterized by its ability to preserve
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input data topology. Just as LVQ, it is a partitive
clustering technique, since it associates each ex-
ample to an average vector or centroid. However,
it adds the concept of neighborhood for centroids,
allowing that similar groups are closer together
within the architecture. There is no such charac-
teristic in LVQ. For this reason, it is commonly
used as visualization tool and to reduce the num-
ber of dimensions of the input space. It can be
represented as a two-layer structure: the input
layer, whose function is only to allow the entry
of information to the network, and the competi-
tive layer, which is responsible for the grouping
task. The neurons that form this second layer are
connected and have the ability of identifying the
number of “hops” or connections that separate
them from each of the other neurons in this level.
Each competitive neuron is associated to a weight
vector or centroid represented by the values of
the arcs that reach this neuron from the input
layer. Therefore, the SOM network interacts with
two information structures: one in relation to the
centroids linked to the competitive neurons, and
the other one that is responsible for establishing
proximity around neurons. This style, unlike other
methods such as the K-means method [19], oﬀers
additional information about clusters, since the
neurons that are close together within the archi-
tecture may represent similar groups in the input
data space.
3.3 Generating Classiﬁcation Rules
with PSO
Particle Swarm Optimization is a population-
based metaheuristic algorithm proposed by
Kennedy and Eberhart [20] where each individual
in the population, called particle, represents a pos-
sible solution to the problem and changes following
three factors: its knowledge of the environment
(its ﬁtness value), its historical knowledge or pre-
vious experiences (its memory), and the historical
knowledge or previous experiences of neighboring
individuals (its social knowledge).
Using PSO to generate classiﬁcation rules that
can operate on nominal and numerical attributes
requires a combination of the methods mentioned
above, since the attributes that will be part of the
antecedent have to be selected and the value or
range of values they can take has to be determined
(discrete-continuous combination).
Since this is a populational technique, the re-
quired information has to be analyzed for each
individual in the population. A decision has to
be made between representing a single rule or the
entire set for each individual, and the represen-
tation scheme has to be selected for each rule.
Given the objectives proposed for this work, the
Iterative Rule Learning (IRL) [21] approach was
followed, where each individual represents a single
rule and the solution to the problem is built from
the best individuals obtained after a sequence of
runs. Using this approach implies that the popu-
lational technique will be applied iteratively until
achieving the desired coverage and obtaining a
single rule in each iteration: the best individual in
the population Additionally, a ﬁxed-length repre-
sentation was chosen, where only the antecedent
of the rule will be coded and, given the approach
adopted, an iterative process will be carried out
to associate all individuals in the population to
a preset class, which does not require consequent
codiﬁcation.
3.4 Method Proposed
Rules are obtained through an iterative process
that analyzes non-covered examples in each class,
starting with the largest classes. Each time a
rule is obtained, the examples that are correctly
covered by the rule are removed from the input
data set. The process continues until all examples
are covered or until the number of non-covered
examples in each class is below the established
minimum support or until a maximum number of
tries has been done to obtain a rule, whichever
happens ﬁrst. It should be noted that, since the
examples are removed from the input data set as
they are covered by the rules, the rules operate as
a classiﬁcation list. That is, in order to classify a
new example, the rules must be applied in the or-
der in which they were obtained, and the example
will be classiﬁed with the class that corresponds to
the consequent of the ﬁrst rule whose antecedent
is veriﬁed for the example at hand.
Since neural networks only operate with numer-
ical data, nominal attributes are represented by
means of dummy code that uses both binary digits
and the diﬀerent options that may be present in
such nominal attribute. Also, before starting the
training process, each dimension that corresponds
to a numerical attribute is linearly escalated in
[0,1]. The similarity measurement used is the Eu-
clidean distance. Once training is ﬁnished, each
centroid will contain approximately the average
of the examples it represents.
To obtain each of the rules, the class to which
the consequent belongs is ﬁrst determined. Seek-
ing high-support rules, the method proposed will
start by analyzing those classes with higher num-
bers of non-covered examples. The minimum sup-
port that any given rule has to meet is propor-
tional to the number of non-covered examples in
the class upon rule generation. That is, the min-
imum required support for each class decreases
as iterations are run, as the examples in the cor-
responding class are gradually covered. Thus, it
is to be expected that the ﬁrst rules will have a
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greater support than the ﬁnal ones.
In algorithm 1, the pseudo-code of the method
proposed is shown. For more details, see [22, 23].
Algorithm 1 Pseudocode of the proposed method
Train network using all training examples.
Calculate the minimum support for each class.
while (termination criterion is not reached)
do
Choose the class with the highest number
of non-covered examples.
Build a reduced population of individuals
from centroids.
Evolve the population using variable pop-
ulation PSO.
Obtain the best rule for the population.
if (the rule meets support and conﬁdence
requirements) then
Add the rule to the set of rules.
Consider the examples classiﬁed by this
rule as correctly covered.
Recalculate the minimum support for
this class.
end if
end while
4 Data and Results
To measure the performance of the method pro-
posed here, two databases from the UCI repository
and two real databases from Ecuadorian institu-
tions were used. For these two, credit applications
and awarded credit operations were analyzed using
the following attributes: status; date of applica-
tion; credit target; province; amount requested;
amount authorized; purpose of the credit line; how
much cash the customer has, bank accounts, in-
vestments, other assets, liabilities and salary of
the applicant; information veriﬁcation date; autho-
rization date; approval date / rejection date; bank
accounts, investments, other assets, liabilities and
salary of applicant spouse. If the applicant is a
small business, the information requested includes
business income and expenses. Applications can
be rejected or accepted. If it is accepted, the sta-
tus is sorted with other credits that were paid out
with no incidents and those that have some delay
in investment recovery. Similarly, overdue credits
are sorted, depending on credit procedures, into
those that are less than 90 days overdue and those
that are more than 90 days overdue (start of legal
actions), which can be considered to be matured.
Four variations of the method proposed were
measured that combine two types of PSO, one
with ﬁxed population and one with variable popu-
lation, initialized with two diﬀerent competitive
neural networks: LVQ and SOM. The solutions
obtained were compared with the C4.5 and PART
methods. The procedures for ﬁnding classiﬁcation
rules in the methods proposed and the control
methods are diﬀerent. C4.5 is a pruned tree whose
branches are exclusionary and allow classifying the
examples. PART returns a list of rules that are
equivalent to those generated by the classiﬁcation
method proposed, but in a deterministic manner.
PART works by building partial trees. Each tree is
created in a way similar to that proposed for C4.5,
but during the process, generation errors are cal-
culated for each branch. These errors determine
when tree generation must end.
A total of 30 separate runs were carried out for
each method. For ﬁxed population PSO, a com-
petitive network of 30 neurons was used, while in
the case of variable population PSO, starting size
was 20 neurons. PART was run with a conﬁdence
factor of 0.3 for the pruned tree. For the remaining
parameters, the default values were used.
Tables 1, 2, 3 and 4 summarize the results
obtained when each method was applied to each
database, considering not only rule set coverage
accuracy, but also the simplicity of the model ob-
tained. This simplicity is reﬂected on the average
number of rules obtained and the average number
of terms used in the antecedent.
As regards accuracy, Figures 1, 3, 5 and 7
show the conﬁdence intervals for the average accu-
racy obtained with each method for each database
using a conﬁdence level of 0.05. Figures 1 and 3
show that the variations of the method proposed
were able to successfully solve both repository
cases, while Figures 5 and 7 indicate that the two
real cases were more accurately classiﬁed by the
algorithms based on C4.5 partition and PART.
However, in all cases, the cardinality of the
model oﬀered by the four variations of the method
proposed is markedly lower than that of the two
control methods. Even though the diﬀerence in
accuracy between both types of method is within
a range of 1-3 percent points, it should be noted
that the accuracy of the PSO-based classiﬁcation
is very good and comparable to that obtained
with the other methods. As regards the number
of rules, this value is 10-20 times larger in partition
methods.
Figures 2, 4, 6 and 8 show the simplicity
of each of the models obtained for each database.
Simplicity was measured by the total number of
conditions that are included in the entire model
for each case; i.e., the number of rules in the
model multiplied by the average length of each
rule (antecedent conditions).
It should be noted that the information from
both real cases corresponds to consumption loans.
These operations handle amounts that are much
lower than mortgage loans, and quick decisions
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Table 1: Results obtained with Australian
database, UCI repository
Method Precision # LengthRules Anteced.
SOM+PSO 0.8584 3.0100 1.3525±0.0140 ±0.0316 ±0.0650
SOM+varPSO 0.8536 3.0600 1.7258±0.0126 ±0.0699 ±0.1084
LVQ+PSO 0.8641 3.0200 1.3925±0.0130 ±0.0421 ±0.0569
LVQ+varPSO 0.8543 3.1100 1.7258±0.0106 ±0.1286 ±0.1038
C4.5 0.8540 18.6066 4.8638±0.0061 ±2.1500 ±0.2598
PART 0.7358 33.4800 2.4820±0.0340 ±1.9028 ±0.0829
Figure 1: Conﬁdence intervals for the average
accuracy obtained with each method for the Aus-
tralian database.
Figure 2: Model simplicity obtained with each
method for the Australian database.
Table 2: Results obtained with German database,
UCI repository
Method Precision # LengthRules Anteced.
SOM+PSO 0.6984 6.3444 2.5248±0.0220 ±1.6094 ±0.3045
SOM+varPSO 0.7020 6.3909 2.4756±0.0139 ±1.3888 ±0.2248
LVQ+PSO 0.6823 6.3555 2.4468±0.0298 ±1.6194 ±0.3458
LVQ+varPSO 0.6981 6.5700 2.5548±0.0231 ±0.9129 ±0.2268
C4.5 0.7105 85.0266 5.6155±0.0072 ±4.4466 ±0.1678
PART 0.6940 71.0600 2.9978±0.0130 ±1.8257 ±0.0774
Figure 3: Conﬁdence intervals for the average ac-
curacy obtained with each method for the German
database.
Figure 4: Model simplicity obtained with each
method for the German database.
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Table 3: Results obtained with database from
Cooperative
Method Precision # LengthRules Anteced.
SOM+PSO 0.7913 3.8250 1.7102±0.0027 ±0.3862 ±0.0749
SOM+varPSO 0.7912 4.7000 1.8697±0.0021 ±0.8445 ±0.2261
LVQ+PSO 0.7923 4.0749 1.6464±0.0038 ±0.4787 ±0.0845
LVQ+varPSO 0.7965 4.7750 1.7308±0.0040 ±0.9394 ±0.0840
C4.5 0.8105 114.2600 9.6762±0.0011 ±6.0543 ±0.1143
PART 0.8054 42.3566 4.6956±0.0023 ±2.1661 ±0.0880
Figure 5: Conﬁdence intervals for the average accu-
racy obtained with each method for the database
from the Cooperative.
Figure 6: Model simplicity obtained with each
method for the database from the Cooperative.
Table 4: Results obtained with Ecuadorian bank
database
Method Precision # LengthRules Anteced.
SOM+PSO 0.9254 3.5666 3.1905±0.0063 ±0.2081 ±0.4328
SOM+varPSO 0.9529 4.0142 2.3164±0.0028 ±0.3184 ±0.2695
LVQ+PSO 0.9336 3.6833 2.6933±0.0139 ±0.1471 ±0.2149
LVQ+varPSO 0.9470 3.9333 2.3983±0.0069 ±0.2658 ±0.2092
C4.5 0.9778 153.5733 11.2348±0.0003 ±5.1686 ±0.1564
PART 0.9761 80.9400 4.7650±0.0007 ±2.2033 ±0.0687
Figure 7: Conﬁdence intervals for the average accu-
racy obtained with each method for the database
from the Ecuadorian bank.
Figure 8: Model simplicity obtained with each
method for the database from the Ecuadorian
bank.
JCS&T   Vol. 17   No. 1 April 2017
26
are required because they are usually agreed with
the customer through an on-line service.
A loss of accuracy is acceptable in this type of sit-
uations, since the volume of operations will make
up for any incorrect decisions. However, being
able to make a decision based on a short ques-
tionnaire with no more than 10 questions highly
increases the chances of a successful operation. No
customer will go through an on-line questionnaire
as long as those proposed by the other methods.
Consequently, there is a sort of balance between
simplicity and accuracy. Since credit rules must
be simple to be able to give a quick answer to cus-
tomers, the method proposed here is considered
to be a suitable solution for this problem.
5 Conclusions
A new method for generating classiﬁcation rules
based on the combination of PSO and competitive
neural networks has been presented; a prelimi-
nary version of this work can be found in [24].
The method has been tested with two real credit
databases from a credit and savings cooperative
and an Ecuadorian bank, as well as two public
databases from the UCI repository (UC Irvine
Machine Learning Repository). Results have been
satisfactory. The measurements obtained allow
stating that the method proposed signiﬁcantly
reduces the number of rules required while main-
taining an acceptable level of accuracy.
It should be noted that the objective of this re-
search work is ﬁnding an intuitive model for credit
scoring that oﬀers an accuracy level comparable to
that achieved by popular reference models. The
results obtained suggest that the simpliﬁcation
of the rules used to make the decision generates
transparency in the credit scoring process, which
could result in an improved reputation for ﬁnan-
cial institutions.
Future research lines should consider adding the
analysis of a set of micro- and macro- economy
variables to obtain a simpler model while keeping
an adequate level of accuracy.
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