Abstract. We investigate locally n×n grid graphs, that is, graphs in which the neighbourhood of any vertex is the Cartesian product of two complete graphs on n vertices. We consider the subclass of these graphs for which each pair of vertices at distance two is joined by sufficiently many paths of length 2. The number of such paths is known to be at most 2n by previous work of Blokhuis and Brouwer. We show that if each distance two pair is joined by at least n − 1 paths of length 2 then the diameter is bounded by O(log(n)), while if each pair is joined by at least 2(n − 1) such paths then the diameter is at most 3 and we give a tight upper bound on the order of the graphs. We show that graphs meeting this upper bound are distance-regular antipodal covers of complete graphs. We exhibit an infinite family of such graphs which are locally n × n grid for odd prime powers n, and apply these results to locally 5 × 5 grid graphs to obtain a classification for the case where either all µ-graphs have order at least 8 or all µ-graphs have order c for some constant c.
Introduction
Throughout this paper all graphs are finite, simple, and undirected. Let m and n be integers. An m × n grid (also known as the m × n lattice graph) is the Cartesian product K m K n of two complete graphs, one with order m and the other with order n. It has as vertices all ordered pairs (i, j), i ∈ {1, . . . , m} and j ∈ {1, . . . , n}, and as edges all 2-sets of ordered pairs that agree in exactly one coordinate. If m, n ≥ 2 then an m × n grid has diameter 2. The n × n grid, sometimes called the lattice graph L 2 (n) of order n, is isomorphic to the Hamming graph H(2, n), and has automorphism group S n ≀ S 2 which acts transitively of rank 3 on its vertex set.
For any class G of graphs, a graph is said to be locally G if the induced subgraph on the neighbourhood of any vertex is isomorphic to a graph in G. In particular, a graph is said to be locally grid if G is the class of all grid graphs. Locally grid graphs were first studied in 1977 by Buekenhout and Hubaut in [5] , where they arise as adjacency graphs of certain locally polar spaces. In particular, they exhibit two infinite families of graphs which provide examples of locally n × n grid graphs for all n ≥ 4 [5, Section 2.3] . (One of these families consists of the Johnson graphs, and the other consists of quotients of the Johnson graphs by an antipodal partition.) Families of locally m × n grid graphs which have been completely classified include the subcases where m = 2 [1] , m = 3 [9] (see also Remark 6.4) , and m = n = 4 [1] . The first are all triangular graphs, and the second are line graphs of certain connected partial linear spaces. The third classification, for m = n = 4, yields exactly four graphs, namely the Johnson graph J (8, 4) and its quotient
In this paper we undertake a general study of locally n × n grid graphs extending some of the results in [1] . Our first result is a general characterisation for the case where all µ-graphs are large enough. We denote the vertex set of the graph Γ by V(Γ) and its diameter by diam(Γ). Theorem 1.1. Assume that Γ is connected and locally n × n grid for some n ≥ 2. Then any µ-graph has even order at least 4 and at most 2n. (3) In part (2) , |V(Γ)| = ⌊(n 2 + 1)(n + 1)/2⌋ if and only if all µ-graphs have order equal to 2(n − 1), and in this case n is odd, diam(Γ) = 3, and Γ is a distance-regular antipodal ((n + 1)/2)-cover of K n 2 +1 with intersection array n 2 , (n − 1) 2 , 1; 1, 2(n − 1), n 2 .
The upper bound on diam(Γ) in Theorem 1.1 (1) is O(n ln(n)) (see Remark 4.7) There are examples of graphs satisfying the conditions of Theorem 1.1 (3) . An infinite family of such graphs arises from a construction of Godsil and Hensel [8] , which in turn is a special case of the construction given in [4, Proposition 12.5.3] . We describe this in Construction 3.1. Theorem 1.2. For each odd prime power n the graph Γ (n) in Construction 3.1 is locally n × n grid and satisfies the conditions in Theorem 1.1 (3) . Furthermore each µ-graph in Γ (n) is either connected or a union of cycles of equal length. Theorem 1.2 will follow from the technical Proposition 3.2 which gives, in addition, local structural information and describes the µ-graphs for the graphs in Construction 3.1. In particular we show that the number of cycles in a µ-graph is unbounded (see Proposition 3.2 (4) ).
In addition to the above, we also obtain technical results about maximal cliques in general locally n × n grid graphs. We apply these together with Theorem 1.1 to the case where n = 5, and obtain the following. Theorem 1.3. Assume that Γ is connected and locally 5 × 5 grid. (1) If all µ-graphs in Γ have order at least 8, then Γ has diameter 3 and all µ-graphs of Γ have order equal to 8, and Γ is a distance-regular antipodal triple cover of K 26 with diameter 3 and intersection array (25, 16, 1; 1, 8, 25) . (2) If all µ-graphs in Γ have constant order |µ|, then either |µ| = 8 and Γ is as in part (1) , or |µ| = 4 and Γ is the Johnson graph J (10, 5) .
There is at least one graph satisfying the conditions of Theorem 1.3 (1) with all µ-graphs of order 8, namely, the graph in Construction 3.1 with n = 5.
The rest of the paper is organised as follows: In Section 2 we list elementary properties of locally m × n grid graphs. In Section 3 we introduce the infinite family of graphs mentioned above, and prove Theorem 1.2. We then restrict ourselves to the case where m = n, and in Section 4 prove Theorem 1.1 (1) . We look at maximal cliques of locally n × n grid graphs in Section 5. Finally, in Section 6 we restrict further to the case where all µ-graphs have order at least 2(n − 1), and prove Theorem 1.1 (3) and 1.1 (2) . We apply some of these results to the case where n = 5 and prove Theorem 1.3. by Australian Research Council grant DP130100106. The authors are grateful to Gordon Royle for pointing out the examples in Construction 3.1, to Jonathan Hall for generously sharing his paper [9] , and to Aart Blokhuis and Andries Brouwer, whose paper [1] is the basis of this work and the source of many hours of mathematical joy.
Preliminaries
Let Γ be a graph. The order |Γ| of Γ is the cardinality of V(Γ). For any x, y ∈ V(Γ), the distance d Γ (x, y) in Γ of x and y is the length of the shortest path in Γ between x and y. The diameter diam(Γ) of Γ is the maximum possible distance between two vertices of Γ.
Throughout we use the following notation: For 0 ≤ i ≤ diam(Γ) = D and x ∈ V(Γ) we write
In particular, if Γ is locally n × n grid, then k 1 (x) = |K n K n | = n 2 for each x, and since each vertex in K n K n has 2(n − 1) neighbours we have a 1 (x, y) = 2(n − 1) for each x ∈ V(Γ) and y ∈ Γ(x). Thus
If d Γ (x, y) = 2 we usually write µ(x, y) = Γ(x) ∩ Γ(y) for the µ-graph, and so c 2 (
In general the parameters k i , a i , b i , and c i may be non-constant: k i (x) may depend on x, and a i (x, y), b i (x, y), and c i (x, y) may depend on both x and y. When they are independent of x or y we sometimes omit the x or y. So for example, if Γ is locally n × n grid, we often write k 1 = n 2 , a 1 = 2(n − 1), and b 1 = (n − 1) 2 .
If b i and c i are independent of x and y for all i ∈ {0, . . . , diam(Γ)}, then Γ is distance-regular with intersection array (b 0 , b 1 , . . . , b D−1 ; c 1 , c 2 , . . . , c D ). In this case the parameters k i and a i are also independent of x and y, and are determined by the intersection array.
For any S ⊆ V(Γ), we denote by [S] the induced subgraph of V(Γ) on S. For any i ∈ {2, . . . , diam(Γ)}, denote by Γ i the set of all pairs of vertices (x, y) such that d Γ (x, y) = i. For any x ∈ V(Γ) define the eccentricity ǫ(x) of x as
The following result from [1] lists basic properties of locally grid graphs. We state it here and include a detailed proof, as the arguments used give additional insight into the structure of locally grid graphs and similar techniques will be used repeatedly in proofs of later results. Proof. Let x ∈ V(Γ), and suppose that [Γ(x)] ∼ = K m K n . Any vertex y ∈ Γ(x) is in two maximal cliques in K m K n of sizes m and n. So the edge {x, y} is in two maximal cliques of Γ of sizes m + 1 and n + 1. This is true for each edge of the form {x ′ , y ′ } where Γ(
Hence each y ∈ Γ(x) satisfies Γ(y) ∼ = K m K n . By connectedness statement (1) holds, and so does statement (2) . Let {x, y, z} be a triangle in Γ. Then {y, z} is an edge in [Γ(x)] ∼ = K m K n , and so {y, z} is contained in a unique maximal clique C in [Γ(x)]. Thus C ∪ {x} is a maximal clique in Γ, and is the unique maximal clique in Γ containing {x, y, z}. Statement (3) follows.
Let x, y ∈ V(Γ) with d Γ (x, y) = 2, and let z ∈ Γ(x) ∩ Γ(y). Then x and y are vertices in [Γ(z)] ∼ = K m K n , and thus x and y have two common neighbours u and v in [Γ(z)]. The vertices u and v are non-adjacent in Γ, and are neighbours of z in µ(x, y). Hence µ(x, y) is not a complete graph and has valency 2, which implies that it is a union of cycles, each of length at least 4. Now µ(x, y) is a subgraph of [Γ(x)] ∼ = K m K n ; since µ(x, y) has no triangles, no two of its edges can belong to the same clique of [Γ(x)]. Thus a connected component of µ(x, y) has the form given in Figure 1 , and must have even length. This proves statement (4).
A family of examples
Construction 3.1. [8, Construction 4.1] Let n be a power of an odd prime, and let q = n 2 and r = (n + 1)/2. Let V be a vector space of dimension 2 over the finite field F q of order q, let V * be the set of all nonzero vectors, let B be a nondegenerate symplectic form on V , and let R be the subgroup of index r in the multiplicative group
By [8] the graph Γ (n) has diameter 3, and is a distance-regular antipodal cover of K q+1 with antipodal blocks of size r and c 2 = 2(n − 1). Its intersection array is q, (r − 1)c 2 , 1; 1, c 2 , q . In particular, the graph Γ (3) is isomorphic to the Johnson graph J (6, 3) .
Our aim in this section is to prove Theorem 1.2. It will follow from Proposition 3.2.
Proposition 3.2. Let n, q, r, and Γ (n) be as in Construction 3.1. Then the following hold: (1) The graph Γ (n) is vertex-transitive and arc-transitive. (4) For each N > 0 there exists n ≥ N such that the µ-graphs of Γ (n) are unions of more than log(N ) cycles.
The proof of Proposition 3.2 is given at the end of the section, and relies on several intermediate results.
Let ω be a primitive element of F q , so that ω 2r is a primitive element of F n , where F n = F √ q = ω 2r ∪ {0} is the subfield of F q of index 2. Then R = ω r = F * n∪ F * n ω r . The set {1, ω r } is a basis for F q as a vector space over F n , so F q = F n + F n ω r and each α ∈ F q can be written uniquely as α = α ev + α odd , for α ev ∈ F n and α odd ∈ F n ω r . (3.1) Observe that −1 = ω r(n−1) , so −1 ∈ F n (since n is odd) and in particular −1 ∈ R. Also note that α ev α −1 odd ∈ F * n ω r . In what follows {e, f } is a symplectic basis for V with respect to the form B, that is, e and f are nonzero vectors satisfying B(e, e) = B(f, f ) = 0 and B(e, f ) = −B(f, e) = 1. Note that B(u, u) = 0 for all u ∈ V .
Since Γ (n) is an antipodal distance-regular graph of diameter 3, the antipodal block containing any vertex u is {u} ∪ Γ (n) 3 (u).
3 (Ru). Therefore Ru and R ′ u are at maximum distance in Γ (n) . As mentioned above Γ (n) is antipodal and its antipodal blocks have size r; since R has index r in F * q the result follows. The action on vectors of the isometry group Sp 2 (q) of B induces an action on V Γ (n) which preserves E Γ (n) . This together with the subgroup of scalars isomorphic to R generates G := R • Sp 2 (q); again the G-action on vectors induces an action on V Γ (n) whose kernel is R. (It is convenient to work with this unfaithful action rather than the induced group PSp 2 (q).) We represent vectors in V a row vectors, so αe + βf is represented as (α, β) and then G acts by matrix multiplication.
Lemma 3.4. Let n, q, r, and Γ (n) be as in Construction 3.1. Set x := Re ∈ V Γ (n) and let
, where α ev , α ′ ev , α odd , and α ′ odd are as in equation (3.1) . The maximal cliques in
Proof. Let α, β ∈ F q . The vertex R(αe+βf ) is adjacent to x if and only if β = B(e, αe+βf ) ∈ R. Since 0 / ∈ R, each such vertex in Γ (n) has a unique representative of the form αe + f , which proves the first part of statement (1) . For any α, α ′ ∈ F q the element 1 0 α ′ − α 1 of G fixes x and sends the vertex R(αe+ f ) to R(α ′ e+ f ). This completes the proof of statement (1) .
Let y = R(αe + f ) and z = R(α ′ e + f ). Then y ∼ Γ (n) z if and only if
Using the representation in equation
Γ z if and only if either α ev = α ′ ev or α odd = α ′ odd , but not both (since y = z). This proves the first part of statement (2) . The second part follows immediately.
The vertex R(αe + βf ) ∈ Γ (n)
2 (x) if and only if β = 0 (for otherwise R(αe + βf ) ∈ Γ (n) 3 (x) by Lemma 3.3) and β / ∈ R (else R(αe + βf ) ∈ Γ (n) (x) by the above). Hence we obtain the first part of statement (3) . For any α ∈ F q and β ∈ F * q \ R the stabiliser G x contains the element 1 0 −αβ −1 1 , and this sends R(αe + βf ) to R(βf ). This completes the proof of statement (3) .
2 (x) contains a vertex Rβf for some β ∈ F * q \ R. Hence to determine the structure of the µ-graphs µ(x, y) for any y we may assume that y ∈ Γ (n)
Rβf . This is what we do in the next result.
We denote the multiplicative order of α ∈ F * q by |α|.
Lemma 3.5. Let n, q, r, and Γ (n) be as in Construction 3.1. Set x := Re ∈ V Γ (n) and y = R(β −1 f ) where β ∈ F * q \ R, and let
, and we conclude that
a set of size |Rβ| = 2(n − 1). This proves the first part of statement (1).
. Then α 1 and α 2 are distinct elements of Rβ, and for each i ∈ {1, 2} we can write α i = ρ i β for some
Γ w 2 by Lemma 3.4 (2), and we can also deduce by a similar argument that w 1 ≁ w 2 whenever both ρ 1 , ρ 2 ∈ F * n ω r . Let us therefore assume that ρ 1 and ρ 2 belong in different F * n -cosets in R; without loss of generality suppose that ρ 1 ∈ F * n and (2) the vertices w 1 and w 2 are adjacent if and only if either ρ 1 β ev = ρ 2 β odd or ρ 1 β odd = ρ 2 β ev (but not both), which is equivalent to ρ 2 = ρ 1 β ev β −1 odd ±1 . So
This completes the proof of statement (1) . (Recall that β ev β
odd . It follows from the above that
for some α ∈ F q . Note that R(αγ k e + f ) = R(αe + f ) by the uniqueness of the coset representative of the form αe + f . Thus the length of each component is |γ|, and the number of components is d = 2(n − 1)/|γ|. This proves statement (2) .
Proof of Proposition 3.2. Let
Then the G-action on V * induces an action on V Γ (n) which preserves E Γ (n) , and the kernel of this action is R. Since Sp 2 (q) acts transitively on V * , the group G is transitive on V Γ (n) . By Lemma 3.4 (1) the stabiliser in G of the vertex x = Re is transitive on Γ (n) (x); since G is vertex-transitive, it follows that G is also arc-transitive on Γ (n) . This proves statement (1) .
It is easy to see from Lemma 3.4 (2) that [Γ (n) (x)] ∼ = K n K n , so by vertex-transitivity Γ (n) is locally n × n grid. Hence statement (2) holds.
To prove statement 3 first let
By vertex-transitivity and Lemma 3.4 (3) there exist g ∈ G and h ∈ G x such that (x ′ ) g = x = Re and (
Thus d is an odd divisor of n − 1. This proves the first part of statement (3).
For the converse, let d be an odd divisor of n − 1. Take x = Re and y = Rβ −1 f , where β = 1 + ω −rd . Note that ω −rd = ω r(q−1−d) ; since both q and d are odd, so is q − 1 − d, and thus ω −rd ∈ F * n ω r . Hence β ev = 1 and β odd = ω −rd . Since for γ = 0 we have γ ev = γ odd = 0, it follows from the uniqueness of the expression (3.1) for β that β = 0. Also β / ∈ F * n ∪ F * n ω r = R since β ev and β odd are both nonzero. Therefore β ∈ F * q \ R, so y ∈ Γ (n) 2 (x) by Lemma 3.4 (3) . Now It follows from Proposition 3.2 (3) that there is no absolute upper bound on the number of cycles in a µ-graph in Construction 3.1. For if n = p m for some odd prime p, and m ≥ 3, then p m − 1 has a prime divisor d that does not divide p i − 1 for i < m by [12] (see also [10, Theorem 2.1] ), and such a prime is at least m + 1 > log p (n). This proves statement (4).
Proof of Theorem 1.2. As mentioned before Proposition 3.2, diam Γ (n) = 3. Also Γ (n) is an antipodal cover of K q+1 with antipodal blocks of size r, so that |V Γ (n) | = (q + 1)r = (n 2 + 1)(n + 1)/2. It is distance-regular with parameter c 2 = 2(n − 1), so all of its µ-graphs have order 2(n − 1), and its intersection array is q, (r − 1)c 2 ,
It is locally n × n grid by Proposition 3.2 (2) . Thus Γ (n) satisfies the conditions of Theorem 1.1 (3) . The last part of Theorem 1.2 follows immediately from Proposition 3.2 (3).
Basic properties of locally n × n grid graphs
In this section we establish some basic properties of locally n × n grid graphs and prove the first statement of Theorem 1.1.
The first result is a generalisation of [1, Lemma 1, Section 5]. 
Proof. Statements 1 and 2 follow easily from the fact that Γ is locally n × n grid.
By statement (2) each vertex is in 2n maximal cliques, and each maximal clique contains n + 1 vertices. Hence there are |V(Γ)| · 2n/(n + 1) maximal cliques. Each vertex is in n 2 edges, and by statement (1) each edge is in 2(n − 1) triangles. Each vertex is contained in two edges in the same triangle, and each triangle has three edges. Therefore the number of triangles is |V(Γ)| · n 2 · 2(n − 1)/6, and statement (3) follows.
Let (x, y) ∈ Γ 2 . Then by Lemma 2.1 (see also Figure 1 ), |Γ(x) ∩ Γ(y)| = |µ(x, y)| = 2m for some m ≥ 2. Also no two edges of µ(x, y) belong to the same n-clique in [Γ(y)], so the edges of µ(x, y) determine m "horizontal" cliques and m "vertical" cliques. Each connected component with length, say, 2m i , determines m i horizontal and m i vertical cliques, and m i ≥ 2. It follows that if ℓ is the number of connected components of µ(x, y), then ℓ i=1 m i = m ≤ n. This proves statement (4).
Remark 4.2. Let x ∈ V(Γ), with eccentricity ǫ(x) as in (2.1), and 2 ≤ i ≤ ǫ(x). Counting in two ways the number of edges between Γ i−1 (x) and Γ i (x) yields the equality
By Lemma 2.1 (4), for any z ∈ Γ 2 (x) we have c 2 (x, z) = 2m for some m ∈ {2, . . . , n}, where m may depend on x and z. For 2 ≤ m ≤ n define
, and since k 1 (x) = n 2 and
Assume that Γ is locally n × n grid, and let (x, y) ∈ Γ 2 . Then c 2 (x, y) = 2m for some m ∈ {2, . . . , n}, and the following hold:
Proof. By Lemma 2.1 (4), c 2 (x, y) = 2m for some m ∈ {2, . . . , n} and no two edges of µ(x, y) lie in the same n-clique of [Γ(y)]. So in [Γ(y)] there are m horizontal n-cliques and m vertical n-cliques that contain an edge of µ(x, y), as illustrated on the left in Figure 2 . If m = n then each n-clique in [Γ(y)] contains an edge of µ(x, y), so that each (n + 1)-clique containing y is adjacent to x, proving statement (1). If m < n then the remaining n − m horizontal n-cliques and n − m vertical n-cliques in [Γ(y)] do not contain any vertex of µ(x, y), as illustrated on the right in Figure 2 , but each of these cliques contains at least one vertex that is adjacent to a vertex of µ(x, y). Hence d Γ (x, C) = 2 for these cliques C, as required.
Statement (1) of the next lemma is the third assertion in [1, Lemma, Section 1] . The second part of statement (2) generalises the first assertion in [1, Lemma 2, Section 5] .
Proof. Suppose that d Γ (x, C) = 1 and that some vertex y ∈ C ∩ Γ(x). Then x ∈ Γ(y), and C \ {y} is an n-clique in Γ(y) not containing x. We see from the n × n grid [Γ(y)] that x is adjacent to a unique vertex in C \ {y} and is at distance two from any other vertex in C \ {y}. Therefore |C ∩ Γ(x)| = 2 and |C ∩ Γ 2 (x)| = n − 1, which proves statement (1) .
Then c 2 (x, y) = 2m ≤ 2(n − 1) (because otherwise by Lemma 4.3 (1) all cliques containing y are at distance 1 from x, and in particular d Γ (x, C) = 1, contradiction), and C ′ is an n-clique in Γ(y). Since
n − 1 cliques of size n that are disjoint from C ′ , and n cliques of size n that meet C ′ in a unique vertex. Of the n cliques that intersect C ′ , there are m cliques C 1 , . . . , C m each of which cointains an edge of µ(x, y). Any two of the cliques C i are disjoint, so that
The next result generalises [1, Lemmas 1 (iv) and 2].
Lemma 4.5. Assume that Γ is locally n × n grid. Let x ∈ V(Γ) with eccentricity ǫ(x) as in (2.1) .
Proof. Let y ∈ Γ 2 (x) and suppose that c 2 (x, y) = 2m. Then Γ 3 (x) ∩ Γ(y) is contained in the set of all vertices in Γ(y) that are not adjacent to any vertex in µ(x, y), as illustrated in Figure 4 .
This proves statement (1) . Let z ∈ Γ 3 (x) and assume that c 2 (x, y) ≥ 2m for all y ∈ Γ 2 (x). Then d Γ (x, C) = 2 for some (n + 1)-clique C containing z. Hence |C ∩ Γ 2 (x)| ≥ m + 1 by Lemma 4.4 (2) . Let C ′ = C \ {z}, which is an n-clique in Γ(z). Since z / ∈ Γ 2 (x) ∩ C, we also have |C ′ ∩ Γ 2 (x)| ≥ m + 1. Without loss of generality suppose that C ′ is a "horizontal" n-clique. Then any "vertical" n-clique C ′′ containing a point in C ′ ∩ Γ 2 (x) also satisfies |C ′′ ∩ Γ 2 (x)| ≥ m + 1, as illustrated in Figure 4 .
and statement (2) holds.
Finally, let z ∈ Γ i (x), 4 ≤ i ≤ ǫ(x), and suppose that c 2 (x, y) ≥ 2m for all y ∈ Γ 2 (x). Take w ∈ Γ i−3 (x) such that d Γ (w, z) = 3. Then by part 2 above c 3 (w, z) ≥ (m + 1) 2 and b 3 (w, z) ≤ (n−m−1) 2 . Clearly Γ 2 (w)∩Γ(z) ⊆ Γ i−1 (x)∩Γ(z), and Γ 4 (w)∩Γ(z) ⊆ Γ i+1 (x)∩Γ(z). statement (3) follows.
Lemma 4.6. Assume that Γ is locally n × n grid. Suppose that there exists a constant m ∈ {2, . . . , n − 1} such that c 2 (x, y) ≥ 2m for all (x, y) ∈ Γ 2 . Then for any x ∈ V(Γ),
µ(x, y)
and for any 4 ≤ i ≤ ǫ(x), with ǫ as in (2.1) ,
Proof. It follows from the hypothesis and equation (4.1) with i = 2 that
which then yields (4.5). By Lemma 4.5.1 and 4.5.2 we have b 2 (x, y) ≤ (n − m) 2 and c 3 (x, z) ≥ (m + 1) 2 for any y ∈ Γ 2 (x) and z ∈ Γ 3 (x). So with i = 3 in (4.1) we obtain
which then yields (4.6). Similarly, if 4 ≤ i ≤ ǫ(x), then by Lemma 4.5.2 and 4.5.3 we have b i−1 (x, y) ≤ (n − m − 1) 2 and c i (x, z) ≥ (m + 1) 2 for any y ∈ Γ i−1 (x) and z ∈ Γ i (x). So (4.1) gives us
and (4.7) follows.
The distance diagram of a locally grid graph Γ satisfying the hypotheses of Lemma 4.6 is shown in Figure 5 . Figure 5 . Distance diagram for Γ with respect to the vertex x, assuming
Proof of Theorem 1.1 (1) . By Lemmas 2.1 (4) and 4.1 (4), each µ-graph has order at least 4 and at most 2n. Assume that each µ-graph has order at least n − 1. Let (x, y) ∈ Γ 2 . Since |µ(x, y)| = c 2 (x, y) is even, we have c 2 (x, y) ≥ n − 1 if n is odd and c 2 (x, y) ≥ n if n is even.
Then M ≤ m and α 0 ≤ α < 1, and applying Lemma 4.6 we get
Thus there are only finitely many graphs Γ with these properties. Now let
2 ln n+1 n−1 (4.8) and D = ⌈f (n)⌉. Take i = 3 + D. Then i ≥ 4, so that
It can be shown that f (n) / ∈ Z for any n ≥ 2, so D > f (n) and
and we obtain
Therefore k i (x) = 0. It follows that diam(Γ) ≤ i − 1 = D + 2, which completes the proof.
Remark 4.7. It follows from inequality (3) in [11] that
Hence the function f (n) in (4.8) satisfies 1 4
Thus in Theorem 1.1 (1), the upper bound on diam(Γ) is O(n ln(n)).
Results on maximal cliques
In this section we prove some technical results on maximal cliques of locally n × n grid graphs. Lemma 5.1 and Corollary 5.2 generalise the result in the first part of the proof of [1, Lemma 6] , and use very similar arguments. If C is a maximal clique in Γ and x is a vertex not contained in C, it follows from Lemma 4.4 (1) that |C ∩ Γ(x)| = 0 or 2. In either case, C contains vertices at distance at least 2 from x. In particular, C ∩ Γ 2 (x) is nonempty exactly when d Γ (x, C) = 1 or 2; in these cases the set S defined by S := w ∈ Γ(x) : w / ∈ C and w ∈ µ(x, y) for some y ∈ C ∩ Γ 2 (x) (5.1) has at least 4 vertices.
Lemma 5.1. Assume that Γ is locally n × n grid with n ≥ 3. Let x ∈ V(Γ) and C a maximal clique in Γ with d Γ (x, C) = 1 or 2. Let ∆ be the union of all graphs µ(x, y) where y ∈ C ∩ Γ 2 (x), and let S be as in (5.1) . Define
Then the following hold: (1) Each vertex w ∈ S lies in a unique µ-graph in ∆ if w ∈ T , and in exactly two µ-graphs in ∆ if w ∈ S \ T . (2) The intersection of any two distinct µ-graphs in ∆ is either C ∩Γ(x), or the union of C ∩Γ(x)
and an edge in S \ T . (3) The set of all edges e such that e is in exactly two µ-graphs in ∆ is a perfect matching on S \ T .
Proof. We first prove statement (1). Let w ∈ S. Then w ∼ Γ y for some y ∈ C, so that d Γ (w, C) = 1. Thus |Γ(w) ∩ C| = 2 by Lemma 4.4 (1), and there is a unique vertex z ∈ Γ(w) ∩ C distinct from y. Hence w lies in at most two µ-graphs in ∆, since each such µ-graph is µ(x, y ′ ) for some y ′ ∈ Γ(w) ∩ C ∩ Γ 2 (x). If w / ∈ T then Γ(w) ∩ C ∩ Γ(x) = ∅, so we must have z ∈ Γ 2 (x) and w ∈ µ(x, z). Otherwise z ∈ Γ(x), so µ(x, y) is the unique µ-graph in ∆ that contains w. This proves statement (1) .
We now prove statement (2) . First observe that C ∩ Γ(x) is contained in every µ-graph in ∆: this is vacuously true if d Γ (x, C) = 2 since then C ∩ Γ(x) = ∅, while if d Γ (x, C) = 1 then C ∩Γ(x) ⊆ Γ(x)∩Γ(y) = µ(x, y) for each y ∈ C \Γ(x), since C is a clique. Let µ(x, y) and µ(x, z) be distinct µ-graphs in ∆ with a common vertex w / ∈ C ∩ Γ(x). Then Γ(w) ∩ C = {y, z} ⊆ Γ 2 (x) by Lemma 4.4, so Γ(w) ∩ C ∩ Γ(x) = ∅ and hence w ∈ S \ T . Also {w, y, z} is a triangle, so by Lemma 4.1 (3) there is a unique maximal clique C ′ of Γ which contains {w, y, z}. Then w ∈ C ′ ∩ Γ(x), so d Γ (x, C ′ ) = 1 and |C ′ ∩ Γ(x)| = 2 by Lemma 4.4 (1) . Let w ′ be the unique vertex in C ′ ∩ Γ(x) distinct from w. Then w ′ is a common vertex of µ(x, y) and µ(x, z), and w ′ ∈ Γ(w). So w ′ ∈ S \ T by statement (1) above, as illustrated in Figure 6 on the left. Suppose that there is a third vertex w ′′ common to µ(x, y) and µ(x, z) with w ′′ / ∈ C ∩ Γ(x). Then again there is a unique maximal clique C ′′ of Γ containing {w ′′ , y, z}. Now C ′ = C, and it follows from Lemma 4.1 (2) that C and C ′ are the only two maximal cliques containing the edge {y, z}. So C ′′ is either C or C ′ . Since w ′′ / ∈ {w, w ′ } = C ′ ∩ Γ(x), C ′′ = C ′ . Therefore C ′′ = C, so w ′′ ∈ C ∩ Γ(x), contradiction. Hence µ(x, y) ∩ µ(x, z) = (C ∩ Γ(x)) ∪ {w, w ′ }, and {w, w ′ } is an edge in S \ T . This proves statement (2).
Finally we prove statement (3) . Let ∆ ′ denote the subgraph of Γ consisting of all edges e such that e is in exactly two µ-graphs in ∆. By statement (1) above we have V(∆ ′ ) ⊆ S \ T . Also each w ∈ S \ T is contained in exactly two µ-graphs µ(x, y) and µ(x, z) in ∆, and by statement (2) we have µ(x, y) ∩ µ(x, z) = (C ∩ Γ(x)) ∪ e for some edge e in S \ T . So e = {w, w ′ } for some w ′ ∈ S \ T . It follows from statement (1) that µ(x, y) and µ(x, z) are the only µ-graphs in ∆ which contain w ′ , and thus {w, w ′ } ∈ E(∆ ′ ) by the definition of ∆ ′ . So w ∈ V(∆ ′ ) and w is contained in an edge of ∆ ′ . Since w is arbitrary, it follows that S \ T ⊆ V(∆ ′ ), so S \ T = V(∆ ′ ), and each vertex of S \ T lies in an edge of ∆ ′ . Suppose that there are two distinct edges e 1 and e 2 of ∆ ′ with a common vertex w. Then e 1 = µ(x, y) ∩ µ(x, z) and e 2 = µ(x, y ′ ) ∩ µ(x, z ′ ) for Figure 6 on the right. This implies that |Γ(w) ∩ C| ≥ 3, contradiction. Therefore no two edges in ∆ ′ have a common vertex, and so ∆ ′ is a perfect matching on S \ T . This proves statement (3).
Corollary 5.2. Assume that Γ is locally n × n grid with n ≥ 3. Let x, C, and S be as in Lemma
Proof. We count in two ways the number σ := {(w, y) :
|µ(x, y)|.
Next we have
The nonzero terms in the sum on the right side of (5.2) correspond exactly to those w ∈ V(∆) = S ∪(C ∩Γ(x)). We apply Lemma 5.1 to the right side of (5.2). If d Γ (x, C) = 2 then C ∩Γ(x) = ∅, and each vertex in S lies in exactly two µ-graphs in ∆. Hence
. By Lemma 5.1 (1) each vertex in S \ T is in exactly two µ-graphs in ∆, while each vertex in T is in a unique µ-graph in ∆. Note also that no vertex in T is adjacent to both u and v, for otherwise such a vertex will have three neighbours in C, contradiction. It follows that S ∩ Γ(u) ∩ Γ(v) = ∅ and T is the disjoint union of S ∩ Γ(u) and S ∩ Γ(v), as illustrated in Figure 7 . By Lemma 4.4 (1) we have |C ∩ Γ 2 (x)| = n − 1, so there are n − 1 µ-graphs in ∆, each of which contains {u, v}. Since each vertex in T lies in a unique µ-graph in ∆, it follows that |S ∩ Γ(u)| = |S ∩ Γ(v)| = n − 1. Thus |T | = 2(n − 1). Recalling that in the right side of (5.2), the nonzero contributions come from w ∈ S ∪ {u, v}, we have
Therefore in both cases 2|S| = σ. By Lemma 5.1 (3) the set S \ T can be paritioned into subsets of size 2, so |S \ T | must be even. Since also |T | = 2(n − 1) is even, it follows that |S| is even. Hence σ = 2|S| ≡ 0 (mod 4), which completes the proof.
For the next result we assume that all µ-graphs have order at least 2(n − 1). In this case Lemma 4.4 states that any (x, y) ∈ Γ 2 satisfies the following: if c 2 (x, y) = 2n then d Γ (x, C) = 1 for all maximal cliques C of Γ containing y, and if c 2 (x, y) = 2(n − 1) then d Γ (x, C) = 1 for 2(n − 1) maximal cliques C containing y and d Γ (x, C) = 2 for the remaining two cliques. Lemma 5.3 . Assume that Γ is connected and locally n × n grid, and that all µ-graphs in Γ have order at least 2(n − 1). Then diam(Γ) ≤ 3, and d Γ (x, C) = 1 or 2 for any x ∈ V(Γ) and maximal clique C not containing x. Furthermore, the following hold:
Proof. Let x ∈ V(Γ) and let C be a maximal clique in Γ not containing x. It follows from Lemma 4.5 (2) that b 3 (x, y) ≤ (n − (n − 1) − 1) 2 = 0 for all y ∈ Γ 3 (x), which implies that k i (x) = 0 for all i ≥ 4. By connectedness diam(Γ) ≤ 3. Using m = n − 1 in (4.6) we have
and let s be the number of vertices y ∈ C ∩ Γ 2 (x) with c 2 (x, y) = 2(n − 1). Then c 2 (x, y) = 2n for the remaining r − s vertices, and
By Corollary 5.2 this number is divisible by 4. Hence t := rn − s is even. Suppose first that d Γ (x, C) = 1. Then r = n − 1 by Lemma 4.4 (1), so t = n(n − 1) − s, and since t is even, s must also be even. This proves the first part of statement (1) . If in this case n is even then r = n − 1 is odd and so r = s since s is even, whence c 2 (x, z) = 2n for some z ∈ C ∩ Γ 2 (x) and statement (1) is proved. Now suppose that d Γ (x, C) = 2. Then c 2 (x, y) ≤ 2(n − 1) for any y ∈ C ∩ Γ 2 (x) by Lemma 4.4 (2) , and together with the hypothesis this gives us c 2 (x, y) = 2(n − 1) for all y ∈ C ∩ Γ 2 (x). So the first part of statement (2) holds. Thus s = r; also r ≥ (n − 1) + 1 = n by the second part of Lemma 4.4 (2), so r = n or n + 1. If r = n then t = n 2 − n, which is even for any n. If r = n + 1 then t = n 2 − 1, which is even exactly when n is odd; it follows that if n is even then |C ∩ Γ 2 (x)| = r = n + 1 = |C|, and thus C Γ 2 (x). This completes the proof of statement (2).
6. Graphs with |µ| ≥ 2(n − 1)
In this section we consider the special case where all µ-graphs have order at least 2(n − 1). The main results are Theorem 1.1 (2) and 1.1 (3) . We apply these results to locally 3 × 3 grid and locally 5 × 5 grid graphs.
The subcase where all µ-graphs have the maximum possible order 2n is covered by the remarks following [1, Lemma, Section 2] . We state below this result for locally n × n grid graphs.
Theorem 6.1. [1, Section 2] Assume that Γ is connected and locally n × n grid, and that all µ-graphs of Γ have order 2n. Then diam(Γ) = 2 and Γ is strongly regular with parameters
Indeed, in this subcase equation (4.1) with i = 2 and i = 3 gives us
for all x ∈ V(Γ), diam(Γ) = 2. All µ-graphs have the same order so c 2 (x, y) is constant for all {x, y} ∈ Γ 2 ; this together with Lemma 4.1 (1) imply that Γ is strongly regular. Suppose now that some µ-graph in Γ has order 2(n − 1). By (4.5) and (4.6)
for all x ∈ V(Γ). With k 2,2(n−1) (x) and k 2,2n (x) as in (4.2), counting the number of edges between Γ(x) and Γ 2 (x) yields the following special case of (4.4):
The left side of (6.2) is divisible by 2n(n − 1). Hence k 2,2(n−1) (x) ≡ 0 (mod n), k 2,2n (x) ≡ 0 (mod n − 1), and
By (4.3) we have k 2 (x) = k 2,2(n−1) (x) + k 2,2n (x), and substituting from this into the equation above gives us
Proof of Theorem 1.1 (2) and 1.1 (3) . Assume that all µ-graphs have order at least 2(n − 1).
for any x ∈ V(Γ); this together with (6.1) gives the bound
and hence
This proves Theorem 1.1 (2) . We claim that for any x ∈ V(Γ), k 2 (x) = n 2 (n − 1)/2 if and only if c 2 (x, y) = 2(n − 1) for all y ∈ Γ 2 (x). Indeed, if c 2 (x, y) = 2(n − 1) for all y ∈ Γ 2 (x) then k 2,2(n−1) (x) = k 2 (x) and k 2,2m (x) = 0 for all m = n − 1, and it follows from (6.3) that
Conversely, suppose that k 2 (x) = n 2 (n − 1)/2. Then from (6.3) we get
So c 2 (x, y) = 2(n − 1) for all y ∈ Γ 2 (x), which proves the claim.
We now prove Theorem 1.1 (3) . Assume first that equality holds in (6.4) . Let x ∈ V(Γ). It follows from (6.1) that k 2 (x) = n 2 (n − 1)/2. Thus, by the claim, c 2 (x, y) = 2(n − 1) for all y ∈ Γ 2 (x). Since x is arbitrary this proves that all µ-graphs have order 2(n − 1).
Conversely, assume that all µ-graphs have order 2(n − 1). Let x ∈ V(Γ) be arbitrary. Then c 2 (x, y) = 2(n − 1) for all y ∈ Γ 2 (x), and thus k 2 (x) = n 2 (n − 1)/2 by the claim. Suppose that k 3 (x) = 0. Then
By Lemma 4.1 (3), n + 1 divides 2|V(Γ)| = n 3 + n 2 + 2, and hence n + 1 divides 2, contradiction. Thus k 3 (x) = 0 and diam(Γ) = 3. By (6.1) we have 2 k 3 (x) ≤ n − 1, so that 2 k 3 (x) = n − s for some s ∈ {1, . . . , n − 1}. Therefore
which is divisible by n + 1 if and only if s = 1. So k 3 (x) = (n − 1)/2 and n is odd, and consequently equality holds in (6.4) . This proves the first part of Theorem 1.1, and also that in case of equality we have diam(Γ) = 3 and n odd. It remains to show that Γ is a distance-regular antipodal cover of K n 2 +1 whenever all µ-graphs have order 2(n − 1). By the hypothesis c 2 is constant on Γ 2 , so we need only to show that b 2 and c 3 are constant on Γ 2 and Γ 3 , respectively. Let x ∈ V(Γ). By Lemma 4.5 (2) any y ∈ Γ 3 (x) satisfies c 3 (x, y) ≥ ((n − 1) + 1) 2 = n 2 = |Γ(y)| ≥ c 3 (x, y), so c 3 (x, y) = n 2 . Thus c 3 is constant for any pair of vertices in Γ 3 . By Lemma 4.5 (1) any y ∈ Γ 2 (x) satisfies b 2 (x, y) ≤ (n − (n − 1)) 2 = 1. Letting b 2,1 (x) = {y ∈ Γ 2 (x) : b 2 (x, y) = 1} and applying (4.1) with i = 3 we get
Hence b 2 (x, y) = 1 for all y ∈ Γ 2 (x), which shows that b 2 is constant on Γ 2 . Therefore Γ is distance-regular. For all z ∈ Γ 3 (x) we have a 3 (x, z) = n 2 − c 3 (x, z) = 0, so no two vertices w, z ∈ Γ 3 (x) are adjacent in Γ. If d Γ (w, z) = 2 then there is a vertex y ∈ Γ 2 (x) such that w, z ∈ Γ(y); in this case b 2 (x, y) > 1, contradiction. So d Γ (w, z) = 3 for any w, z ∈ Γ 3 (x). Therefore x ∪ Γ 3 (x) is an antipodal block for all x ∈ V(Γ), and the quotient graph with respect to the resulting partition is K n 2 +1 . This completes the proof of Theorem 1.1 (3).
In the remainder of this section we apply the above results to locally n × n grid graphs for n ∈ {3, 5}. We will use the following technical lemma: Lemma 6.2. Assume that Γ is locally n × n grid, and that all µ-graphs in Γ have order at least 2(n − 1). Let x ∈ V(Γ) and k 2,2(n−1) (x) as in (4.2) . Then k 2,2(n−1) (x) = ℓ x n, for some integer ℓ x ≤ n(n − 1)/2 such that
Proof. Recall from the remarks after Theorem 6.1 that k 2,2(n−1) (x) ≡ 0 (mod n), so indeed k 2,2(n−1) (x) = ℓ x n for some ℓ x . From (6.1) and the definition of k 2,2(n−1) (x) we have
and hence ℓ x ≤ n(n − 1)/2. By (6.3) we have k 2 (x) = n(n − 1) 2 /2 + ℓ x , and since diam(Γ) ≤ 3 by Theorem 1.1 (2),
Recall from Lemma 4.1 (3) that n + 1 divides 2|V(Γ)|. So 2(ℓ x + k 3 (x)) ≡ 0 (mod n + 1), and the result follows.
6.1. The subcase n = 3. If Γ is locally 3 × 3 grid then by Lemma 2.1 (4) any µ-graph of Γ has order at least 4 = 2(n − 1). Hence Theorem 1.1 (2) may be applied. The locally 3 × 3 grid graphs belong to a more general family classified by Hall in [9] . Remark 6.4. Proposition 6.3 follows from more general results [9, Theorems 1 and 2] concerning line graphs of certain partial linear spaces of order 2, which are locally 3 × n grid for some n.
We give a self-contained elementary proof of the subclass of locally 3 × 3 grid graphs based on the theory developed in our paper. We note that the two examples we obtain in Proposition 6.3 all come from partial linear spaces T (Ω, Ω ′ ) in [9, Theorem 1] , in particular, J (6, 3) arises from |Ω| = 6, Ω ′ = ∅; and K 4 K 4 arises in two ways, namely, (|Ω|, |Ω ′ |) = (4, 1) or (3, 2) . The graph J(6, 3) also arises, for example, from the space S p(V, f ) where f is nondegenerate and V = F 4 2 . Proof of Proposition 6.3 . Assume that Γ is locally 3 × 3 grid. By Theorem 1.1 (2), we have diam(Γ) ≤ 3 and |V(Γ)| ≤ 20. Applying (6.1), we obtain for any vertex x that k 2 (x) ≤ 9 and k 3 (x) ≤ 1. Also, by Lemma 4.5 (1) and 4.5 (2) , b 2 (x, y) ≤ 1 for any y ∈ Γ 2 (x), and c 3 (x, y) ≥ 9 for any y ∈ Γ 3 (x).
We claim that if ǫ(x) = 2, where ǫ is as in (2.1), then k 2,4 (x), k 2,6 (x) is either (0, 6) or (6, 2) . Indeed, by Lemma 6.2 we have k 2,4 (x) = 3ℓ x for some integer ℓ x satisfying ℓ x ≤ 3 and ℓ x + k 3 (x) ≡ 0 (mod 2). Now k 3 (x) = 0, so ℓ x ∈ {0, 2}, and from (6.2),
The claim follows. We consider two cases. Case 1. Suppose that diam(Γ) = 2. Then k 2 (x) = |V(Γ)| − 10 for any x ∈ V(Γ), so that k 2 (x) is constant. Also k 3 (x) = 0, so ǫ(x) = 2, and thus by the claim above k 2,4 (x), k 2,6 (x) ∈ {(0, 6), (6, 2) }.
Suppose first that k 2,4 (x) = 6 and k 2,6 (x) = 2. Then we can denote the elements of Γ 2 (x) by y i (1 ≤ i ≤ 6) and z j (1 ≤ j ≤ 2), where c 2 (x, y i ) = 4 and c 2 (x, z j ) = 6 for each i and each j. Lemma 4.1 (4) , any 4-cycle in K 3 K 3 has two edges in two distinct vertical cliques and two edges in two distinct horizontal cliques, and so its complement consists of one vertical and one horizontal clique in K 3 K 3 . So for each i ∈ {1, . . . , 5}, each induced subgraph [S i ] has five vertices and is isomorphic to C 4 ∪ K 1 , as illustrated in Figure 8 . Likewise, any 6-cycle in K 3 K 3 has three edges in three distinct horizontal cliques and three edges in three distinct vertical cliques, so each clique in K 3 K 3 contains two vertices of the 6-cycle. It follows that its complement consists of three vertices no two of which belong in the same clique, that is, no two of which are adjacent. Thus each [T j ] is an empty graph of order three, 3K 1 . Each [S i ∪ {y i }] has two vertices of valency 5 (including y i ) and four vertices of valency 3, and the neighbourhood in [S i ∪ {y i }] of any of these Figure 8 . S i and T j as in Case 1 of the proof of Proposition 6.3 vertices contains an edge. It follows that for all i and all j we have z j / ∈ S i , which implies that z j ∼ Γ y i . Hence T 1 , T 2 ⊆ {z 1 , z 2 }, a contradiction since T 1 and T 2 have three elements each.
It follows that k 2,4 (x) = 0 and k 2,6 (x) = 6. Hence c 2 (x, y) = 6 for all y ∈ Γ 2 (x), and since x is arbitrary this holds for all pairs (x, y) ∈ Γ 2 . Therefore all µ-graphs of Γ have size |µ| = 6. By Theorem 6.1, Γ is strongly regular with parameters (16, 9, 4, 6) . Up to isomorphism there are exactly two such graphs [3] , and of these only K 4 K 4 is locally 3 × 3 grid. Thus part (2) of the statement holds.
Case 2. Suppose now that diam(Γ) = 3. We show that k 3 (x) = 0 for all x ∈ V(Γ). Indeed, diam(Γ) = 3 implies that there exists x ∈ V(Γ) such that k 3 (x) = 0. Then k 3 (x) = 1, so that Γ(z) ⊆ Γ 2 (x) for the unique z ∈ Γ 3 (x). Thus k 2 (x) ≥ |Γ(z)| = 9. If k 3 (y) = 0 for some vertex y then ǫ(y) = 2, and it follows from the claim above that k 2 (y) = k 2,4 (y) + k 2,6 (y) ∈ {6, 8}. Hence |V(Γ)| ∈ {16, 18} and 9 ≤ k 2 (x) = |V(Γ)| − (1 + k 1 (x) + k 3 (x)) = |V(Γ)| − 11 ∈ {5, 7}, contradiction. Therefore no such y exists, and k 3 (x) = 0 for any x ∈ V(Γ).
It follows that any x ∈ V(Γ) satisfies k 3 (x) = 1, say Γ 3 (x) = {z}, so that Γ 2 (x) ⊇ Γ(z) and k 2 (x) ≥ 9. Also, by equation (6.3), we have k 2 (x) = 6 + ℓ x , and as ℓ x ≤ 3 we conclude that ℓ x = 3 and k 2 (x) = 9. Hence k 2,4 (x) = 3ℓ x = 9 and k 2,6 (x) = 0, so c 2 (x, y) = 4 for all y ∈ Γ 2 (x). Since x is arbitrary this holds for all pairs (x, y) ∈ Γ 2 . Therefore all µ-graphs of Γ have size |µ| = 4. By Theorem 1.1 (3), Γ is a distance-regular antipodal double cover of K 10 , and hence has 20 vertices. Applying [1, Theorem 1] we conclude that Γ is the Johnson graph J(6, 3) as in part (1) and Γ 2 (x), and obtain
So m divides 200, and thus m = 3. If m = 5 then Theorem 6.1 states that Γ is strongly regular with parameters (N, k, λ, ν) = (66, 25, 8, 10) . However
neither of which is an integer, so there is no strongly regular graph having these parameters by [6, Theorem 3.1] . Thus m = 5. Hence m = 2 or 4, and |µ| = 4 or 8. If |µ| = 4 then Γ ∼ = J (10, 5) by [1, Theorem 1] .
Lemma 6.7. Assume that Γ is connected and locally 5 × 5 grid, and that all µ-graphs in Γ have order at least 8. For any x ∈ V(Γ):
does not contain any 6-clique of Γ; and (2) ǫ(x) = 3, where the eccentricity ǫ is as defined in (2.1) .
Proof. Suppose that C ⊆ Γ 2 (x) for some vertex x and 6-clique C. Then by Lemma 5.3 (2) , all y ∈ C satisfy c 2 (x, y) = 8. Furthermore the six graphs µ(x, y), for y ∈ C, satisfy the conditions described in Lemma 5.1, namely, each pair of these six µ-graphs of order 8 is either disjoint or intersects in an edge (Lemma 5.1 (2)) and the set of such edges forms a matching of
). However, a computer search using Magma [2] establishes that there is no set of subgraphs of K 5 K 5 that satisfy these conditions. (See Section 7 for the Magma code used.) Therefore C Γ 2 (x). This proves statement (1) .
To prove statement (2), assume first that ǫ(x) = 2 for some x ∈ V(Γ). Then k 3 (x) = 0, so that for any y ∈ Γ 2 (x) and 6-clique C containing y, either d Γ (x, C) = 1 or C ⊆ Γ 2 (x). But C Γ 2 (x) by statement (1) . So d Γ (x, C) = 1 for any such C, and it follows that c 2 (x, y) = 10 (for otherwise c 2 (x, y) = 8, and so d Γ (x, C) = 2 for some 6-clique C containing y by Lemma 4.3 (2) , contradiction). Since y is arbitrary, we then obtain k 2 (x) = 25(16)/10 = 40 and |V(Γ)| = 1 + 25 + k 2 (x) = 1 + 25 + 40 = 66.
If all vertices in Γ have eccentricity 2, then the above implies that c 2 (x, y) = 10 for all (x, y) ∈ Γ 2 . However this is impossible by Lemma 6.6. Thus ǫ(x ′ ) ≥ 3 for some x ′ ∈ V(Γ); since diam(Γ) ≤ 3 by Theorem 1.1 (2), we must then have ǫ(x ′ ) = 3. In this case k 3 (x ′ ) = 0, so by inequality (6.1) we have k 3 (x ′ ) = 1 or 2. Thus for some y ′ ∈ Γ 2 (x ′ ) and 6-clique C containing y ′ , we
contradiction. Therefore no vertex in Γ has eccentricity 2.
For x ∈ V(Γ) and m ∈ {2, . . . , n} let Proof. Let x ∈ V(Γ). Then ǫ(x) = 3 by Lemma 6.7 (2), and hence k 3 (x) = 1 or 2 by the second inequality in (6.1). Also it follows from Lemma 4.3 that c 2 (x, y) = 8 for some y ∈ Γ 2 (x), and 
Recall that 6 divides |V(Γ)| by Lemma 6.5. Hence 6 divides ℓ x +k 3 (x), so the only possibilities for (k 3 (x), ℓ x ) are (1, 5) , (2, 4) , and (2, 10) . These yield |V(Γ)| = 72 for (k 3 (x), ℓ x ) ∈ {(1, 5), (2, 4)}, and |V(Γ)| = 78 for (k 3 (x), ℓ x ) = (2, 10) .
Assume that |V(Γ)| = 78. It follows from the above that for any x ∈ V(Γ) we have (k 3 (x), ℓ x ) = (2, 10), so k 2 (x) = 40 + ℓ x = 50 and k 2,8 (x) = 5ℓ x = 50. Thus k 2,10 (x) = k 2 (x) − k 2,8 (x) = 0, implying that c 2 (x, y) = 8 for all y ∈ Γ 2 (x). Since x is arbitrary, this means that c 2 is independent of x or y, and thus all µ-graphs in Γ have order 8. This proves statement (1) .
For the remainder of the proof assume that |V(Γ)| = 72. Then for any x ∈ V(Γ) we have (k 3 (x), ℓ x ) ∈ {(1, 5), (2, 4) }. In each case ℓ x < 10, and hence
So Γ 2,10 (x) = ∅. By Lemma 4.5 (1), b 2 (x, y) = 0 for any y ∈ Γ 2,10 (x), and hence for any Counting the number of edges between Γ(x) and Γ(x ′ ), and using the fact that c 2 (x, z) = 8 for all z ∈ Γ(x ′ ), we find that
c 2 (x, z) = 25 (8) .
Since |Γ(x)| = 25 and c 2 (x ′ , y) ≥ 8 for all y ∈ Γ(x), we must have c 2 (x ′ , y) = 8 for any y ∈ Γ(x). Thus Γ(x) ⊆ Γ 2,8 (x ′ ). Note that also (k 3 (x ′ ), ℓ x ′ ) = (1, 5) , and thus |Γ 2,8 (x ′ )| = k 2,8 (x ′ ) = 5ℓ x ′ = 25 = |Γ(x)|. Therefore Γ 2,8 (x ′ ) = Γ(x); since Γ 2 (x ′ ) = Γ 2,8 (x ′ ) ∪ Γ 2,10 (x ′ ), this implies that Γ 2,10 (x ′ ) = Γ 2,10 (x). This yields the distance diagram in Figure 10 . Using the fact that b 1 = 16, we find that r = s = b 1 − 8 = 8. Since x is arbitrary, we then get the distance diagram in Figure 10 , with the remaining parameters obtained using the fact that val(Γ) = 25.
Proof of Theorem 1.3. We know from Theorem 1.1 (2) that diam(Γ) ≤ 3. By Lemma 6.6 not all µ-graphs can have order 10, so there exists (x, y) ∈ Γ 2 such that µ(x, y) has order c 2 (x, y) ≤ 8. If all µ-graphs have constant order |µ| then by Lemma 6.6 either |µ| = 4 and Γ ∼ = J (10, 5) , or |µ| = 8. Hence Theorem 1.3 (2) holds.
Assume now that all µ-graphs have order at least 8. Then Γ satisfies the conditions of Lemma 6.8. Claim that |V(Γ)| = 72. Suppose otherwise. Then with respect to any x ∈ V(Γ), Γ has distance diagram as in Figure 9 . Let y ∈ Γ(x), let x ′ be the unique vertex in Γ 3 (x), and let y ′ be the unique vertex in Γ 3 (y). Clearly y ′ ∈ Γ(x), since otherwise x is a common neighbour of y and y ′ . Also y ′ = x ′ , since d Γ (y, x ′ ) = 2. Suppose that y ′ ∈ Γ 2,10 (x). Since Γ 2,10 (x) = Γ 2,10 (x ′ ), Figure 10 . Distance diagram for Γ in the proof of Lemma 6.8 (2) we have c 2 (x ′ , y ′ ) = 10. So x ′ ∈ Γ 2,10 (y ′ ). Applying Lemma 6.8 (2) using y in the place of x, we find that Γ 2,10 (y ′ ) = Γ 2,10 (y), so c 2 (x ′ , y) = 10. But y ∈ Γ(x) = Γ 2,8 (x ′ ), so c 2 (x ′ , y) = 8, contradiction. Therefore y ′ / ∈ Γ 2,10 (x), and so y ′ ∈ Γ 2,8 (x) = Γ(x ′ ). Consequently, for any z ∈ Γ 2,10 (x), the unique z ′ ∈ Γ 3 (x) also lies in Γ 2,10 (x). Moreover, for any x, x ′ , y, y ′ ∈ V(Γ) with d Γ (x, x ′ ) = d Γ (y, y ′ ) = 3, we have x ∼ Γ y if and only if x ′ ∼ Γ y ′ . Now consider the quotient graph Γ P of Γ with respect to the partition P = {x, x ′ } : (x, x ′ ) ∈ Γ 3 . It follows from the above that with respect to any x = {x, x ′ } ∈ V(Γ P ), Γ P (x) ∼ = [Γ(x)] ∼ = [Γ(x ′ )] ∼ = K 5 K 5 . Thus Γ P is locally 5×5 grid, and since k 3 (x) = 1 for all x ∈ V(Γ), diam(Γ P ) = 2. Also it follows from the preceding paragraph that for any x = {x, x ′ }, y = {y, y ′ } ∈ V(Γ P ) we have d Γ P (x, y) = 2 if and only if y, y ′ ∈ Γ 2,10 (x) = Γ 2,10 (x ′ ), so that c 2 (x, y) = 10. Since x and y are arbitrary it follows that all µ-graphs in Γ P have order 10. However, by Lemma 6.6 no such graph exists. Therefore |V(Γ)| = 72, as claimed.
Thus, by Lemma 6.8, |V(Γ)| = 78. Theorem 1.3 (1) follows from Lemma 6.8 (1) and Theorem 1.1 (3). 7. Appendix: Magma program for Lemma 6.7 (1) Assume that Γ is locally 5 × 5 grid, and that all µ-graphs of Γ have order at least 8. Let x ∈ V(Γ). We want to determine if some 6-clique C is contained in Γ 2 (x). If such a clique exists, then each µ-graph µ(x, y), for y ∈ C, is an induced subgraph of K 5 K 5 and is either an 8-cycle or a disjoint union of two 4-cycles, and the set of these six µ-graphs satisfies the conditions in Lemma 5.1, namely:
(1) If S is union of vertex sets of these six µ-graphs, then each vertex in S lies in exactly two µ-graphs. (2) Any two distinct µ-graphs are either disjoint or have exactly one common edge. (3) The set of edges which lie in two µ-graphs (as in 2.) form a perfect matching of S (since C ∩ Γ(x) = ∅).
For the computation we replaced condition (1) with the following weaker condition:
(1') Each vertex in S lies in at most two µ-graphs.
We denoted by Cyc8 and Cyc44, respectively, the set of all induced subgraphs of K 5 K 5 which are 8-cycles, and the set of all induced subgraphs of K 5 K 5 which are unions of two disjoint 4-cycles. Since Aut(K 5 K 5 ) is transitive on each of the sets Cyc8 and Cyc44, so we assumed without loss of generality that: (4) One of the six graphs is a fixed graph mu.
We considered two cases, one with mu ∈ Cyc8 and the other with mu ∈ Cyc44. For each of these cases we used Magma to enumerate all sets consisting of 6 induced subgraphs of K 5 K 5 satisfying the conditions (1'), (2) , and (4). In each case we managed to find as many as five such subgraphs but there were no sets of six.
The following is our Magma code.
