The size of the bootstrap test of hypotheses is studied for the normal and exponential one and two-sample problems. It is found that the size depends not only on the problem, but on the choice of test statistic and the nominal level. In some special cases, the bootstrap test is UMP, but in other cases, it can be totally useless, such as being completely randomized or rejecting the null hypothesis with probability one. More importantly, the size is usually greater than the nominal level, even in the limit as the sample size goes to infinity.
Introduction
Owing to its practical convenience and wide applicability, the bootstrap method [7] is used to test statistical hypotheses in many research studies. A sample of recent applications includes evolutionary molecular biology [1] , genetic structure [2] , gene frequency [11] , cancer epidemiology [8] , microscopy [3] , quality of life [12] , economic cycles [5] , livestock management [9] , and meat demand [6] . Despite its popularity, however, there have been few detailed studies of the theoretical validity of the bootstrap for hypothesis testing. This article addresses this issue for some simple parametric problems where the bootstrap null distributions can be studied analytically. Specifically, we consider one and two-sample problems involving normally and exponentially distributed observations. Our goal is to determine the finite-sample or limiting sizes of the bootstrap tests and compare them with those of the traditional tests.
First, we recall some definitions. Let X n = (X 1 , X 2 , . . . , X n ) be a vector of n independent observations from F μ . In the bootstrap method, we first find an estimateμ 0 of μ under H 0 and estimate F μ withF = Fμ 0 . Given a test statistic S = S(X n ) for which large values lead to rejection of H 0 , let G μ denote the distribution function of S. Let X * n = (X * 1 , X * 2 , . . . , X * n ) be a vector of n independent observations fromF and define S * = S(X * n ). The distribution functionĜ = Gμ 0 of S * is the bootstrap distribution function of S, i.e.,Ĝ is the distribution of S underF . 
Testing a Normal Mean
Let X 1 , X 2 , . . . , X n be a random sample from N (μ, σ 2 ), a normal distribution with mean μ and variance σ 2 . Let φ(x) and Φ(x) denote the density and distribution functions of the N (0, 1) distribution and let z α be its upper-α critical value, that is, 1 − Φ(z α ) = α. Consider testing ( 
2.1)
H 0 : μ ≤ 0 vs. H 1 : μ > 0.
Known Variance
We assume without loss of generality that σ 2 = 1. LetX n = n −1 n i=1 X i . The unrestricted MLE of μ isμ =X n . Letμ i be the MLE of μ under H i (i = 0, 1). Thenμ 0 =X n I(X n < 0),μ 1 =X n I(X n > 0), and X * 1 , X * 2 , . . . , X * n is a bootstrap random sample drawn from N (μ 0 , 1). LetX * n = n −1 n i=1 X * i .
Sample Mean Statistic
Theorem 2.1. If 0 < α ≤ 1/2, the bootstrap test based onX n is uniformly most powerful (UMP), but if 1/2 < α < 1, the test rejects H 0 with probability 1.
Proof. Recall that the UMP test rejects H 0 ifX n ≥ z α n −1/2 . SinceX * n is normal with meanμ 0 and variance n −1 , its critical value is c α (
, then z α ≥ 0 and the bootstrap test is the UMP test. If 1/2 < α < 1, then z α < 0 and the test rejects H 0 w.p.1.
Standard Likelihood Ratio Statistic
Given the data and values μ 0 and μ 1 , let
Throughout this article, we let Z denote the standard normal variable and z + α = max(z α , 0). We need the following lemma whose proof is given in the Appendix.
which is greater than α for all 0 < α < 1.
Theorem 2.2. The size of the bootstrap test based on the standard likelihood ratio is
, where the critical value is to be determined. Let S * =X * n I(X * n > 0) and consider two cases.
, then c α (μ 0 ) = 0 and the bootstrap test rejects H 0 w.p.1. Thus for all 0 < α < 1, c α (μ 0 ) = z
Since S = 0, the bootstrap test never rejects H 0 ifX n + n −1/2 z α > 0. Otherwise, the test is randomized and rejects H 0 with probability {α − 1 + Φ(−n
Thus for 0 < α < 1,
where W is normally distributed with mean −n 1/2 μ and variance 1. By Lemma 2.1, the supremum of the rejection probability under H 0 is attained when μ = 0 and is given by (2.3). Figure 1 shows a plot of this function. Cox (1961) proposed the following alternative likelihood ratio statistic for testing separate families of hypotheses:
Cox Likelihood Ratio Statistic
For the current problem,
Therefore rejecting H 0 for large values of L(μ 0 ,μ 1 , X n ) is equivalent to rejecting for large values ofX n , and the next theorem follows directly from Theorem 2.1. 
Unknown Variance
Now suppose we test the hypotheses (2.1) without assuming that σ is known. The log-likelihood function is
and its derivatives are ∂l/∂μ = −σ −2
2 . Hence the unrestricted and restricted (under H 0 and H 1 ) maximum likelihood estimates (MLEs) of μ and σ 2 are, respectively,
giving the log-likelihood ratio statistics:
The corresponding bootstrap tests reject H 0 for large values of
Standard Likelihood Ratio Statistic
Let (2.4)
W. Loh and W. Zheng
The standard log-likelihood ratio statistic is
Thus H 0 is rejected for large values of S = T n I(T n > 0). Let t ν,δ denote the noncentral t-distribution with ν degrees of freedom and noncentrality parameter δ and let t ν,δ,α denote its upper-α critical point. Proof. Let Z denote a standard normal variable independent of χ 2 ν . Since 
where t n−1 has a (central) t-distribution with n − 1 degrees of freedom. As n → ∞, the bound tends to (2.3) , the size for the case where σ is known and n is finite.
Proof. Again, consider two cases.
, the test rejects H 0 with probability 1. 2.X n < 0. Then S = 0,μ 0 < 0, and S * has a left-truncated noncentral t n−1,δ -distribution with n − 1 degrees of freedom and noncentrality parameter
and probability P (X *
If t n−1,δ,α > 0, the bootstrap test does not reject H 0 because S = 0. Otherwise, if t n−1,δ,α ≤ 0, the test is randomized and rejects H 0 with probability
Let P η,τ denote probabilities when μ = η and σ = τ . The size of the test for 0 < α < 1 is
Thus the limiting size is 2 min(α, 1/2) + (1 − α) log{1 − min(α, 1/2)} > α.
Cox Likelihood Ratio Statistic

Theorem 2.5. If σ 2 is unknown, the size of the bootstrap test of (2.1) based on the Cox likelihood ratio has lower bound
Proof. The Cox log-likelihood ratio statistic is
where T n is defined in (2.4). Thus rejecting for large values of the statistic is equivalent to rejecting for large values of S = T n .
1.X n > 0. Thenμ 0 = 0, T n > 0, and T * n has a central t-distribution with n − 1 degrees of freedom. Thus the test rejects H 0 if T n > t n−1,0,α . If 1/2 ≤ α < 1, then t n−1,0,α ≤ 0 and the test rejects w.p.1. 2.X n < 0. Thenμ 0 < 0, T n < 0, and T * n has a noncentral t-distribution with n − 1 degrees of freedom and noncentrality parameter δ given in (2.5). Hence
Testing a Normal Variance, Mean Unknown
Let χ 2 ν denote a chi-squared random variable with ν degrees of freedom, χ 2 ν,α its upper-α point, and Ψ ν (·) its cumulative distribution function.
By the Wilson-Hilferty (1931) approximation, ν/χ
which yields the first result. The second result is similarly proved.
. . , X n ) be a vector of n independent observations from N (μ, σ 2 ), with μ and σ unknown, and letσ
. Define the log-likelihood ratio 
Standard Likelihood Ratio Statistic
Proof. The standard log-likelihood ratio statistic is M (μ,μ,σ 0 ,σ, X n ) and
Since the function x − log(x) − 1 increases monotonically from 0 for x > 1, rejecting for large values of the statistic is equivalent to rejecting for large values of
Let S * denote the bootstrap version of S under resampling from N (X n ,σ 2 0 ). To find the critical point of the distribution of S * , consider two cases.
1
, i.e., it has probability mass Ψ n−1 (n) at n. If 0 < α < 1 − Ψ n−1 (n), the critical point of the bootstrap distribution is χ n−1,α ≤ n, then the critical point is n and the test rejects H 0 randomly with probability {α − 1 + Ψ n−1 (nσ
and
The choice σ 2 = 1 yields the lower bound
. Figure 2 shows graphs of the lower bound (3.1) for n = 5, 10, 100, and 500. Proof. The Cox log-likelihood ratio statistic is M (μ,μ,σ 0 ,σ 1 , X n ). Sincê 
Cox Likelihood Ratio Statistic
Proof. Direct computation yields
otherwise.
Since the function x − log(x) − 1 decreases monotonically for 0 < x ≤ 1, the test rejects H 0 for small values of S = n min(σ 2 , 1). Let S * denote the bootstrap version of S under resampling from N (X n ,σ 2 0 ).
1.σ
2 < 1. Thenσ 0 = 1 and the distribution of S * is χ 2 n−1 right-truncated at n, with probability mass 1 − Ψ n−1 (n) there. If 0 < α < Ψ n−1 (n), the critical point of the bootstrap distribution is χ 2 n−1,1−α . Otherwise, the critical point is n and the test rejects w.p.1, because S < n.
Since α < Ψ n−1 (n) if and only if χ
and 
n . The 45-degree line is the identity function. Figure 3 shows graphs of the lower bound (3.2) for n = 5, 10, 100, and 500. 
Cox Likelihood Ratio Statistic
we have 
Testing Difference of Two Normal Means
Let X 1 , . . . , X m and Y 1 , . . . , Y n be independent random samples from N (μ, σ 2 ) and N (η, τ 2 ), respectively, and N = m + n > 2. We want to test
The likelihood function for this case is
and the unrestricted MLE of (μ, η) is (μ,η) = (X m ,Ȳ n ).
Known Variances
and that under H 1 is 
Difference of Means Statistic
Thus its nominal level-α bootstrap critical value is S I(S <
and the rejection region is max(S, 0) > z α {m
Clearly, the size of the test is attained at the boundary μ = η. If α < 1/2, the probability of rejecting H 0 when μ = η is exactly α. On the other hand, if α ≥ 1/2, then z α ≤ 0 and the test rejects H 0 w.p.1.
Standard Likelihood Ratio Statistic
Theorem 4.2. The size of the bootstrap test of (4.1) based on the standard likelihood ratio is
Proof. The log-likelihood ratio statistic is
Thus the test statistic is equivalent to S = (Ȳ n −X m ) I(Ȳ n >X m ). The bootstrap distribution of S * is normal with meanη 0 −μ 0 and variance
. We consider two cases.
the test is randomized and rejects H 0 with probability {α−1+Φ(W )}/Φ(W ).
, then the critical value is 0 and the test rejects w.p.1.
and the result follows from Lemma 2.1.
Cox Likelihood Ratio Statistic
Theorem 4.3. The bootstrap test of (4.1) based on the Cox likelihood ratio statistic is the same as that based on the difference of sample means; its size is
Thus the test statistic is equivalent to S =Ȳ n −X m and the result follows from Theorem 4.1.
Unknown but Equal Variances
Suppose that τ 2 = σ 2 but their value is unknown. Then the likelihood function is
Let V = N −1 (mX m + nȲ n ) and
The corresponding MLEs under H 0 and H 1 are, respectively, 
Difference of Means Statistic
Suppose S =Ȳ n −X m . Then S * =Ȳ * n −X * m
Theorem 4.4. The size of the bootstrap test of (4.1) based onȲ
Proof. The hypothesis H 0 is rejected if 
Hence the result (4.2). The limit is due to Υ ν (x) → Φ(x) as ν → ∞, for every x. Figure 4 plots the size function (4.2) for N = 3, 5, 10, and 100.
Standard Likelihood Ratio Statistic
The log-likelihood ratio statistic is
which is equivalent to the positive part of the t-statistic:
Theorem 4.5. The size of the bootstrap test of (4.1) based on the standard likelihood ratio is bounded below by
Proof. We again consider two situations. 
Evaluating this probability at μ = η yields
as N → ∞ by Lemma 2.1.
Cox Likelihood Ratio Statistic
Theorem 4.6. The size of the bootstrap test of (4.1) based on the Cox likelihood ratio or the ordinary t-statistic is
Proof. The Cox log-likelihood ratio simplifies to
which is an increasing function of the Student t statistic S = mn/N s −1 (Ȳ n −X m ). The bootstrap distribution of S is a noncentral t N −2,δ with N −2 degrees of freedom and noncentrality parameter
Evaluating the probabilities at μ = η yields
Testing an Exponential Location Parameter
Let Exp(θ, τ ) denote the distribution with density τ
We consider testing hypotheses about θ with τ = 1. The likelihood for a sample
, where x (1) is the smallest order statistic. The unconstrained MLE isθ = X (1) .
H
The MLE of θ isθ 0 = min(X (1) , 0) andθ 1 = max(X (1) , 0) under H 0 and H 1 , respectively. Given X (1) , the bootstrap data are independent observations from an Exp(θ 0 , 1) distribution.
Standard Likelihood Ratio Statistic
Givenθ 0 , the bootstrap distribution of S is Exp(nθ 0 , 1), left-truncated at 0 with probability mass 1 − exp(nθ 0 ) there.
1. X (1) ≥ 0. Then S = nX (1) ,θ 0 = 0, the distribution of S * is Exp(0, 1) with upper-α critical point log(1/α), and the test rejects H 0 if nX (1) > − log α. (1) , and the distribution of S * is Exp(nX (1) , 1), left-truncated at 0 with probability 1 − exp(nX (1) ) there. If α < exp(nX (1) ), the test never rejects H 0 . Otherwise, the test rejects H 0 with probability {α − exp(nX (1) )}/{1 − exp(nX (1) )}.
Since nX (1) has an Exp(nθ, 1) distribution, Since lim z→0 g α (z) = α, lim z→α g α (z) = α 2 , and g α (z) > 0 for 0 < z < α, we conclude that sup H0 P θ {Reject H 0 } = lim θ→−∞ g α (exp(nθ)) = α.
Cox Likelihood Ratio Statistic
The Cox log-likelihood ratio statistic is It follows that the bootstrap test behaves the same as that based on the standard likelihood ratio. We therefore have the following theorem. Sinceθ 0 ≥ 0, the distribution of S * is degenerate at 0. On the other hand, S = 0 w.p.1 under H 0 . Therefore the bootstrap test based on S is completely randomized. (1) , X (1) ≥ 0.
1. X (1) < 0. Thenθ 0 = 0, the bootstrap data have an Exp(0, 1) distribution, and the distribution of S * is the negative of an Exp(0, 1) distribution. Since S = ∞, the test rejects H 0 w.p.1 for any 0 < α < 1. 2. X (1) ≥ 0. Thenθ 0 > 0, and the bootstrap data have an Exp(X (1) , 1) distribution. The distribution of S * is the negative of an Exp(nX (1) , 1) distribution, with support (−∞, −nX (1) ). Since S = −nX (1) , the test rejects H 0 w.p.1 for any 0 < α < 1.
Conclusion
The results show that the size of the bootstrap test of hypotheses is unpredictable. It depends on the problem as well as the choice of test statistic. For example, in the case of testing a normal mean with known variance, the test based on the sample mean or the Cox likelihood ratio is UMP for 0 < α ≤ 1/2, but it is sub-optimal
