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DOUBLE PRINCIPAL BUNDLES
HONGLEI LANG, YANPENG LI, AND ZHANGJU LIU
ABSTRACT. We define double principal bundles (DPBs), for which the frame bundle of a double vector
bundle, double Lie groups and double homogeneous spaces are basic examples. It is shown that a double
vector bundle can be realized as the associated bundle of its frame bundle. Also dual structures, gauge
transformations and connections in DPBs are investigated.
1. INTRODUCTION
Double structures arise naturally in Poisson geometry, where the symplectic double groupoid was con-
structed by Lu and Weinstein [9] as the double of a Poisson Lie group. As basic objects in second-order
geometry, general structures of double Lie algebroids and double Lie groupoids were introduced by
Mackenzie in [10, 11], where double Lie algebroids can also be used to describe the double of a Lie
bialgebroid. See [1, 5, 13, 17] for more details on double Lie theory.
As a fundamental double structure, which genuinely appears in the theory of classical mechanics [14]
and also in other branches of mathematics, the double vector bundle has been extensively studied, i.e.
[2, 4, 6, 7, 12, 16]. The duality theory of double vector bundles was analyzed in [7] and [12]. In [16], a
Courant algebroid was constructed by the symplectic realization from a cotangent double vector bundle.
Principal bundles play a fundamental role in differential geometry. To any given principal bundle one
can associate a vector bundle. Meanwhile, a class of important Lie algebroids and Lie groupoids appear
due to the symmetry of a principal bundle. It is therefore natural to look for a similar object as a princi-
pal bundle in second-order geometry, from which one can construct double vector bundles, double Lie
algebroids and double Lie groupoids.
Given the motivation above, we present in this paper the notion of a double principal bundle, a new kind
of double structure. We show that a double vector bundle can always be realized as an associated bundle
of a double principal bundle. It is also not too hard to get the dual double vector bundle by the dual
representation of the automorphism group of a double vector space. In our construction some double
groups appear due to the symmetries of a double principal bundle, which are different from the known
double Lie algebroids and double Lie groupoids in [10, 11]. The next step should be bringing these two
kinds of double structures together.
This paper is organized as follows: In section 2, we give the definition of double principal bundles and
basic examples such as double Lie groups and double homogeneous spaces. In section 3, we expound
the structures of double Lie groups. In particular, the automorphism group of a double vector space is
given, which will be used to construct the frame bundles of double vector bundles. The main result of
this paper is formulated in Section 4. Namely, a double vector bundle can be realized as an associated
bundle of a double principal bundle, with the fiber being a double vector space. Also the dual structures
are investigated in this section. In Section 5, we study gauge transformations and connections in double
principal bundles.
2. DOUBLE PRINCIPAL BUNDLES
In this section, we shall introduce the notion of double principal bundles (DPBs) and give some basic
properties. Also the double homogeneous spaces will be considered, as examples of DPBs.
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Definition 2.1. A double principal bundle P = (P ;P1, P2;M) consists of four principal bundles and
two exact sequences of their structure groups:
(1)
P
π1

π2 // P2
λ2

P1
λ1 // M
,
K1
φ2 // G2
&&◆◆
◆◆
◆◆
1 // G0
i1 77♦♦♦♦♦♦
i2
''❖❖
❖❖
❖❖
1
K2
φ1 // G1
88♣♣♣♣♣♣
.
where P1(G1,M) and P2(G2,M) are principal bundles over M . The total space P has two principal
bundle structures, denoted by PI = P (K1, P1), PII = P (K2, P2), over P1, P2 respectively, such that
• (π1, φ1) : P (K2, P2) → P1(G1,M) and (π2, φ2) : P (K1, P1) → P2(G2,M) are homomor-
phisms of principal bundles;
• p · i1(g0) = p · i2(g0), ∀p ∈ P, ∀g0 ∈ G0.
It is immediate that the fiber product (P1×M P2;P1, P2;M) forms a DPB for any two principal bundles
P1 and P2 over M . The following proposition shows that a DPB is always the extension of this fiber
product. Let K̂i be the subgroup of Diff(P ) induced by the action of Ki(i = 1, 2) on P and let
Ĝ0 := î1(G0) = î2(G0) ⊂ Diff(P ).
For convenience, we use pki and pg0 to denote the actions of ki ∈ Ki and g0 ∈ G0 on p ∈ P .
Proposition 2.2. Given a DPB P = (P ;P1, P2;M), we have that Ĝ0 = K̂1 ∩ K̂2 and the total space P
is a principal G0-bundle over P1 ×M P2 with the projection (π1, π2):
(2)
P2
&&▼▼
▼▼
▼▼
G0 → P //
,,
22
P1 ×M P2
))❘❘
❘❘
❘❘
❘
55❧❧❧❧❧❧❧
M
P1
88qqqqqq
.
The principal bundle PC := P (G0, P1 ×M P2) is called the core of P.
Proof. By definition, we have Ĝ0 ⊂ K̂1 ∩ K̂2. For the other direction, suppose k̂1 = k̂2 ∈ K̂1 ∩ K̂2,
then following from the free action of G1 on P1 and
π1(p) = π1(pk1) = π1(pk2) = π1(p)φ1(k2), ∀p ∈ P,
we get φ1(k2) = e, i.e., k2 ∈ kerφ1 and thus k̂2 ∈ Ĝ0. This proves Ĝ0 = K̂1 ∩ K̂2.
Then we prove PC is a principal bundle. First note that (π1, π2) : P → P1 ×M P2 is a surjec-
tive submersion with the kernel being G0-orbits. In fact, for any (p1, p2) ∈ P1 ×M P2, we have
(π1, π2)
−1(p1, p2) = Fp1 ∩Fp2 , the intersection of the two fibers of P (K1, P1) and P (K2, P2), which is
nonempty because (π2, φ2) is an epimorphism of principal bundles. Meanwhile, it is clear that Fp1 ∩Fp2
is isomorphic to G0. This implies that P/G0 is diffeomorphic to P1 ×M P2. Then to prove PC is a
principal bundle, it suffices to find a local section: Take open sets Ui ⊂ Pi, i = 1, 2 and let
U1 ×M U2 := U1 × U2 ∩ P1 ×M P2 ⊂ P1 × P2,
which is a general open set of the submanifold P1×MP2. Assume Ui admits a local section Si : Ui → P .
Since S1(U1)K1 = π−11 (U1) and π
−1
1 (U1) ∩ π
−1
2 (U2) is nonempty, one can choose ki ∈ Ki such that
U := S1(U1)k1 ∩ S2(U2)k2 is nonempty. By the assumption, for any given (p1, p2) ∈ U1 ×M U2, there
exits p ∈ U satisfying (π1(p), π2(p)) = (p1, p2) and the element p is unique since the local section Si is
injective. Hence the following map has to be a diffeomorphism from U to its image
(π1, π2) : U → P1 ×M P2 : p 7→ (π1(p), π2(p)),
and the inverse is just the local section we want. 
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Remark 2.3. As we saw in the commutative diagram (2), P can be viewed as a G0 extension of the
principal bundle P1 ×M P2 → Pi. When P1 = P2 = Q and G0 = S1, the diagram
Q
%%❑❑
❑❑
❑❑
S1 → P // Q×M Q
((PP
PP
PP
P
66♥♥♥♥♥♥♥
M
Q
99ssssss
is similar to the one appeared in the definition of S1-gerbes [15]. More general non-abelian gerbes
were introduced in [8] as the groupoid extension. It is interesting to bring together these two kinds of
extensions in some way.
Now we introduce a special kind of DPBs with structure groups:
Definition 2.4. A quadruple of Lie groups G = (G;G1, G2)G0 is said to be a double Lie group (DLG)
with core G0 if it fits into the following exact sequence:
(3) 1→ G0 i−→ G ϕ−→ G1 ×G2 → 1.
Set K1 = ϕ−1({e} × G2) and K2 = ϕ−1(G1 × {e}). The restrictions of ϕ give the following two
epimorphisms:
φ2 := ϕ|K1 : K1 → G2; φ1 := ϕ|K2 : K2 → G1.
Lemma 2.5. The given K1 and K2 are closed normal subgroups of G such that i(G0) = K1 ∩K2 and
the exact sequences follow:
K1 _

φ2 // G2 _
 &&▲▲
▲▲
▲▲
▲▲
▲▲
1 // G0
::✈✈✈✈✈✈✈
$$■
■■
■■
■■
// G // G1 ×G2 // 1
K2
?
OO
φ1 // G1
?
OO 88rrrrrrrrrr
.
Moreover, G = K1K2 if G is connected.
Proof. By the exactness of the sequence (3), we get
i(G0) = kerϕ = ϕ
−1({e} ×G2) ∩ ϕ
−1(G1 × {e}) = K1 ∩K2.
Then the exact sequences are easy to get. Next we show G = K1K2 if G is connected: First K1K2 is a
subgroup of G since K1 is a normal subgroup of G. To see K1K2 is a regular Lie subgroup, we need to
prove that it is a closed submanifold. Take g /∈ K1K2 and U ⊂ K2 a small neighborhood of e. Then gU
is neighborhood of g in G. It follows immediately that gU ∩K1K2 = ∅, which means K1K2 is closed.
Note that the composition σ : K1K2 →֒ G → G1 is an epimorphism and K1 = kerσ. Then we get
dimK1K2 = dimK1 + dimG1 = dimG.
It suffices to show that the connected component of K1K2 is G. Choose a neighborhood U ⊂ K1K2 of
e ∈ K1K2 under the sub-topology. From the dimension argument, U must be an open subset in G and
then a neighborhood of e ∈ G. Since G is connected, we have
G = ∪∞n=1U
n ⊂ K1K2 ⊂ G,
where Un consists of all n-fold products of elements of U . So we conclude that G = K1K2. 
We always assume that the group G is either connected or G = K1K2. More details about double Lie
groups will be discussed in Section 3. Let G = (G;G1, G2)G0 be a DLG.
Definition 2.6. A DPB P = (P ;P1, P2;M) is called a G-DPB if P is a G-space such that both of the
actions of K1 and K2 on P are induced by the action: G → Ĝ ⊂ Diff(P ). In this case, the DLG G is
called the structure group of P.
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As we know, a Lie group is a principal bundle over a point. Here, a DLG G is a G-DPB over a point:
Lemma 2.7. A double Lie group G = (G;G1, G2) is a G-DPB (G;G1, G2; e):
G
ϕ1

ϕ2 // G2

G1 // e
,
where ϕi : G→ G1 ×G2 → Gi is the composition of ϕ and the projection.
One consequence of the free action of G on P is:
Proposition 2.8. The total space P of a G-DPB P = (P ;P1, P2;M) is a principal G-bundle over M .
Proof. The proof consists in the construction of a local trivialization, which is equal to find a local
section. Take m ∈ M and its neighborhood U which admits a local section s1 : U → P1. Then take
a neighborhood U1 ⊂ s1(U) of s1(m) such that there exists a local section S1 : U1 → P . Hence
S1 ◦ s1 : s
−1
1 (U1)→ P is the local section we want. 
Example 2.9. Let πi : Pi → M, i = 0, 1, 2 be three principal bundles with structure groups Gi respec-
tively. Take P = P1 ×M P2 ×M P0 and G = G1 ×G2 ×G0. Then it is easily seen that (P ;P1, P2;M)
is a G-DPB with G = (G;G1, G2)G0 , which is said to be trivial. On the other hand, let (P ;P1, P2;M)
be a G-DPB, then P can be decomposed as the fiber product of three principal bundles over M if P is a
G-DPB with G = G1 ×G2 ×G0.
As we know, homogeneous spaces of a Lie group provide basic examples for principal bundles. We now
construct the homogeneous space for a double Lie group, which gives a class of DPBs.
Proposition 2.10. Let G = (G;G1, G2)G0 be a double Lie group, H ⊂ G a closed subgroup, and
H1 := H/H ∩K1, H2 := H/H ∩K2, H0 := H ∩G0.
Then H := (H;H1,H2)H0 is a double Lie group and G/H, defined below, is an H-DPB:
H =
H
ϕ1

ϕ2 // H2

H1 // e
, G/H :=
G

// G/H ∩K2

G/H ∩K1 // G/H
,
where ϕ1 and ϕ2 are the natural projections.
Proof. Since H ∩Ki ⊳ H , we deduce the following group epimorphism:
ϕ : H → H1 ×H2 : h 7→ (h(H ∩K1), h(H ∩K2)),
which shows H is a DLG. According to Proposition 1.59 in [3], the manifold G/H ∩K1 is a principal
H1-bundle over G/H . All the other claims are easy to check. 
3. MORE ON DOUBLE LIE GROUPS
In this section, we concentrate on the double Lie groups and show that they can be used to illustrate the
automorphisms of DVSs. First let us review the double Lie groups we defined in Section 2: A double
Lie group consists of four Lie groups G = (G;G1, G2)G0 satisfying the following exact sequence:
(4) 1→ G0 → G ϕ−→ G1 ×G2 → 1.
Example 3.1. Let G1, G2 and G0 be Lie groups and let G = G1 ×G2 ×G0. Then (G;G1, G2)G0 is a
double Lie group, which will be said trivial. Moreover, if there is a group homomorphism φ : G1×G2 →
Aut(G0), we conclude that (G′;G1, G2)G0 is a double Lie group, where G′ = (G1 ×G2)⋉φ G0 is the
semi-direct product of G1 ×G2 and G0 with respect to φ.
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In fact, by the exact sequence (4), we see G is the extension of G1 × G2 by G0. So the two examples
above are nothing but two special extensions. Before the discussion of the automorphism group of a
double vector space, we first recall the definition of double vector bundles:
Definition 3.2. [10] A double vector bundle E = (E;E1, E2;M) is a system of vector bundles
E
σ1

σ2 // E2
δ2

E1
δ1 // M
,
V
σ1

σ2 // V2

V1 // 0
,
in which E has two vector bundle structures, on bases E1 and E2, which are themselves vector bundles
on M , such that each of the structure maps of each vector bundle structure on E (the bundle projection,
addition, scalar multiplication and the zero section) is a morphism of vector bundles with respect to the
other structure. A double vector bundle V = (V ;V1, V2) over a point will be called a double vector
space (DVS). A morphism of double vector bundles
(a; a1, a2; aM ) : (E;E1, E2;M)→ (E
′;E′1, E
′
2;M
′)
consists of maps a : E → E′, a1 : E1 → E′1, a2 : E2 → E′2 and aM : M → M ′ such that each of
(a, a1), (a, a2), (a1, aM ) and (a2, aM ) is a morphism of the relevant vector bundles.
To simplify notations, EI and EII are used for the vector bundles E → E1 and E → E2 respectively.
Correspondingly, use 0I and 0II to denote their zero sections. The zero section of Ei is denoted by 0i.
And σ : E → M is the following composition δ1 ◦ σ1 = δ2 ◦ σ2. In fact, there is a third vector bundle
E0 on M besides E1 and E2, known as the core, which is an embedded submanifold of E:
E0 = {u ∈ E | ∃m ∈M such that σ1(u) = 01(m), σ2(u) = 02(m)}.
For a DVSV = (V ;V1, V2)V0 , let Aut(V) be the automorphism group ofV, which is consist of invertible
morphisms of V and turns out to be a DLG. Denote
Aut(V ) := {a | (a; a1, a2) is an automorphism of V}.
Theorem 3.3. Let V = (V ;V1, V2)V0 be a DVS. Then one has
Aut(V ) = Aut(VI) ∩Aut(VII) ∼= (GL(V1)×GL(V2))⋉ (GL(V0)⋉ T ),
where T = Hom(V1 ⊗ V2, V0). Consequently, one gets the double Lie group:
(5) Aut(V) : 1→ GL(V0)⋉ T → Aut(V )→ GL(V1)×GL(V2)→ 1.
Proof. First let us prove this theorem for the trivial double vector bundle V. We will write down the
group Aut(V ) explicitly in this case. Let (a; a1, a2) be an automorphism of V. Then a1 and a2 are linear
isomorphisms since V1 and V2 are vector spaces. Unravel a as
a = (ψ1, ψ2, ψ0) : V1 ⊕ V2 ⊕ V0 → V1 ⊕ V2 ⊕ V0
(v1, v2, v0) 7→ (ψ1(v1, v2, v0), ψ2(v1, v2, v0), ψ0(v1, v2, v0)).
An analysis of ψi will show the structure of Aut(V ). Since (a, a1) is a vector bundle isomorphism, we
know a1 ◦ σ1 = σ1 ◦ a and a ◦ 0I = 0I ◦ a1, which imply ψ1(v1, v2, v0) = a1(v1) and ψ0(v1, 0, 0) = 0.
Similarly, we have ψ2(v1, v2, v0) = a2(v2) and ψ0(0, v2, 0) = 0. To prove that ψ0 can be decomposed
into the sum of a linear map and a bilinear map, let
a0(v0) := ψ0(0, 0, v0), µ(v1, v2) := ψ0(v1, v2, 0).
Direct computation gives
ψ0(v1, v2, v0) = ψ0(v1, 0, v0) +1 ψ0(v1, v2, 0) = (ψ0(v1, 0, 0) +2 ψ0(0, 0, v0)) +1 ψ0(v1, v2, 0)
= a0(v0) + µ(v1, v2).
Thus a can be written as (a1, a2, a0, µ), where µ ∈ T , such that
(a1, a2, a0, µ)(v1, v2, v0) = (a1(v1), a2(v2), a0(v0) + µ(v1, v2)).
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It is clear that the composition of a and b is the product as follows:
(6) (a1, a2, a0, µ) · (b1, b2, b0, ν) = (a1b1, a2b2, a0b0, µ ◦ (b1 × b2) + a0 ◦ ν).
On the other hand, any quadruple (a1, a2, a0, µ) induces an automorphism of V. Thus we proved that
Aut(V ) = (GL(V1)×GL(V2))⋉ (GL(V0)⋉ T ). By definition, we have
Aut(V ) ⊂ Aut(VI) ∩Aut(VII).
On the other hand, for f ∈ Aut(VI) ∩ Aut(VII), the induced map of f on V2 is linear since f is linear
on the fiber (v1, V2 ⊕ V0). Thus we get the inverse inclusion Aut(V ) ⊃ Aut(VI) ∩Aut(VII). To show
the exact sequence (5), we define the group homomorphism:
ϕ : Aut(V )→ GL(V1)×GL(V2) : a 7→ (σ1 ◦ a ◦ 0I , σ2 ◦ a ◦ 0II),
where 0I : V1 → V and 0II : V2 → V are the zero sections. This ends the proof of this theorem for the
trivial DVS.
For a general double vector space V = (V ;V1, V2)V0 , there is a diffeomorphism (Ψ;Ψ1,Ψ2) from the
trivial double vector space V1 ⊕ V2 ⊕ V0 to V (see e.g. Proposition 2.11 in [5]). Hence Ψ induces an
isomorphism of double Lie groups Aut(V) ∼= Aut(V1 ⊕ V2 ⊕ V0) by
a 7→ Ψ−1 ◦ a ◦Ψ, ai 7→ Ψ
−1
i ◦ ai ◦Ψi,
where (a; a1, a2) is an automorphism of V. It is direct to show the other results for V. 
Just like representations of Lie groups, we have:
Definition 3.4. A morphism of DLGs (ρ; ρ1, ρ2)ρ0 : (G;G1, G2)G0 → (G′;G′1, G′2)G′0 consists of a
system of Lie group homomorphisms: ρ : G→ G′ and ρi : Gi → G′i for i = 0, 1, 2:
1 // G0 //
ρ0
G //
ρ

G1 ×G2 //
ρ1×ρ2
1
1 // G′0
// G′ // G′1 ×G
′
2
// 1
such that the relevant diagrams commute. A representation of G consists of a double vector space V =
(V ;V1, V2)V0 and a double Lie group morphism (ρ; ρ1, ρ2)ρ0 from G to Aut(V).
For a vector space with a Lie group representation, its dual space is equipped with the dual representation.
So it is natural to consider the dual representation of a DLG on a DVS. Let V = (V ;V1, V2)V0 be a DVS.
Then its dual with respect to V1 ([7, 12]) is V∗I = (V ∗I , V1, V ∗0 )V ∗2 :
V

// V2

V0
  ❇
❇❇
V1 // 0
=⇒
V ∗I

// V ∗0

V ∗2
!!❈
❈❈
V1 // 0
,
where V ∗I → V1 is the dual vector bundle of VI . The duality interchanges the positions of V2 and V0. We
get two double Lie groups Aut(V) and Aut(V∗I) as follows:
(7)
Aut(V )
ψ1

ψ2 // GL(V2)

GL(V1) // e
,
Aut(V ∗I )

// GL(V ∗0 )

GL(V1) // e
.
And the the corresponding exact sequence for the DLG Aut(V∗I) is
(8) 1→ G∗0 → Aut(V ∗I )→ GL(V1)×GL(V ∗0 )→ 1,
where the core
G∗0 = GL(V
∗
2 )⋉ T
∗
I , T
∗
I = Hom(V1 ⊗ V
∗
2 , V
∗
0 ).
Proposition 3.5. There is a canonical anti-isomorphism between the Lie groups Aut(V ) and Aut(V ∗I ).
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Proof. Fix a decomposition of DVS V: Ψ : V1 ⊕ V2 ⊕ V0 → V. Then there is a natural decomposition
Ψ∗I : V1 ⊕ V
∗
0 ⊕ V
∗
2 → V
∗
I (See [6]). Define the following map:
f : Aut(V )→ Aut(V ∗I ) : Ψ ◦ (a1, a2, a0, µ) ◦Ψ
−1 7→ ΨI ◦ (a
−1
1 , a
∗
0, a
∗
2, µ
∗
I ◦ a
−1
1 ) ◦Ψ
∗−1
I ,
where a∗i is the transposition of ai and µ∗I : V1 × V ∗0 → V ∗2 is the dual of µ with respect to V1
〈µ∗I(v1, η0), v2〉 := 〈η0, µ(v1, v2)〉.
For convenience, the decomposition Ψ will be omitted in the following.
We check that f is an (anti-)isomorphism between Aut(V ) and Aut(V ∗I ). Obviously, the map f is a
bijection. It suffices to prove f is an (anti-)morphism, namely,
(9) f((a1, a2, a0, µ)(b1, b2, b0, ν)) = f(b1, b2, b0, ν)f(a1, a2, a0, µ).
By the group multiplication (6), the left hand side of (9) equals to(
(a1b1)
−1, (a0b0)
∗, (a2b2)
∗, (a0 ◦ ν + µ ◦ (b1 × b2))
∗
I ◦ (a1b1)
−1
)
,
and the right hand side is(
b−11 a
−1
1 , b
∗
0a
∗
0, b
∗
2a
∗
2, b
∗
2 ◦ (µ
∗
I ◦ a
−1
1 ) + ν
∗
I ◦ b
−1
1 (a
−1
1 × a
∗
0)
)
.
It is obvious that the first three terms are the same. For the last term, acting on an element (v1, η0) ∈
V1 × V
∗
0 and taking pairing with v2 ∈ V2, we find both of them equal to
〈η0, a0ν((a1b1)
−1v1, v2) + µ(a
−1
1 v1, b2v2)〉.
This proves that f is an (anti-)isomorphism. 
Thus, an Aut(V )-space is also an Aut(V ∗I )-space. So we have:
Corollary 3.6. Suppose V = (V ;V1, V2) is a DVS and P = (P ;P1, P2;M) is an Aut(V)-DPB. Then
we have the following Aut(V∗I)-DPB P∗I := (P ;P1, Q2;M):
P∗I :=
P

// Q2

P1 // M
, Q2 := P/GL(V1)⋉G
∗
0.
Proof. By the exact sequence (8), let K ′1 := GL(V ∗0 ) ⋉ G∗0 and K ′2 := GL(V1) ⋉ G∗0. Note that the
isomorphism f also induces an isomorphism between K1 and K ′1. Thus, the Aut(V )-space P is also
an Aut(V ∗I )-space with the action pg∗ := pf−1(g∗) and the quotient P/K ′1 is diffeomorphic to P1. By
Proposition 2.8, P is a principal Aut(V ∗I )-bundle over M . Suppose U×Aut(V ∗I ) is a local trivialization
of the bundle P →M , where U is an open subset in M . Then Q2 becomes a smooth manifold by taking
the local chart U ×GL(V ∗0 ). Thus it is clear now that P → Q2 and Q2 →M are principal bundles. The
rest is easy to check. 
As the isomorphism f in Proposition 3.5 does not induce an isomorphism between GL(V2) and GL(V ∗0 ),
the two DLGs Aut(V) and Aut(V∗I) are not isomorphic. So there is not a natural dual representation of
a DLG G on the dual DVS V∗I .
The local structure of a double Lie group G is characterized by its Lie algebra Lie(G):
(10) 0→ g0 → g→ g1 ⊕ g2 → 0.
We call a triple of Lie algebras g˜ = (g; g1, g2) satisfying exact sequence (10) a double Lie algebra with
core g0. Note that there is not a natural DVS structure for g˜ with the commutative diagram
g
τ1

τ2 // g2

g1 // 0
,
since gi is a quotient space instead of a subspace of g by definition.
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From (5), it is not hard to see that the Lie algebra aut(V) of the DLG Aut(V) is given by
(11) aut(V) : 0→ gl(V0)⋉ T → aut(V ) ϕ−→ gl(V1)⊕ gl(V2)→ 0.
where
aut(V ) = {(A1, A2, A0, α) |Ai ∈ gl(Vi), α ∈ T = Hom(V1 ⊗ V2, V0)}.
Actually, we have another characterization of aut(V ).
Proposition 3.7. The Lie algebra aut(V ) is the semi-direct product of gl(V1)⊕ gl(V2)⊕ gl(V0) and T
with the action given by
(A1, A2, A0) ⊲ ν = A0 ◦ ν − ν ◦ (A1 × I)− ν ◦ (I ×A2).
Proof. The Lie bracket of aut(V ) now is
[(A1, A2, A0, µ), (B1, B2, B0, ν)] =
(
[A1, B1], [A2, B2], [A0, B0],Υ
)
,
where
Υ = A0 ◦ ν − ν ◦ (A1 × I)− ν ◦ (I ×A2)−B0 ◦ µ+ µ ◦ (B1 × I) + µ ◦ (I ×B2).
We check the bracket of (A1, A2, A0, 0) and (0, 0, 0, ν). Note that the exponential map exp : aut(V )→
Aut(V ) is
exp t(A1, A2, A0, 0) = (e
tA1 , etA2 , etA0 , 0), exp t(0, 0, 0, ν) = (I, I, I, tν).
Thus, by the relation of the Lie bracket and the group structure, we get
[(A1, A2, A0, 0), (0, 0, 0, ν)]
=
d
dt
d
ds
∣∣∣
t,s=0
(etA1 , etA2 , etA0 , 0)(I, I, I, sν)(e−tA1 , e−tA2 , e−tA0 , 0)(I, I, I,−sν)
=
d
dt
d
ds
∣∣∣
t,s=0
(
I, I, I,−sν + (etA0 ◦ sν)(e−tA1 × e−tA2)
)
=
(
0, 0, 0, A0 ◦ ν − ν ◦ (A1 × I)− ν ◦ (I ×A2)
)
.
This ends the proof. 
In general, a double Lie algebra (g; g1, g2) is a non-abelian extension of g1⊕ g2 by g0. In the rest of this
section, we discuss a simple case that the core g0 is an abelian Lie algebra.
Let m be a (g1⊕g2)-module with a representation ρ = ρ1+ρ2 : g1⊕g2 → gl(m). Obviously, ρ1 : g1 →
gl(m) and ρ2 : g2 → gl(m) are representations of g1 and g2 respectively and satisfy [ρ1(·), ρ2(·)] = 0.
Every 2-cochain ω ∈ C2(g1 ⊕ g2,m) can be split into three parts:
ω = ω2,0 + ω1,1 + ω0,2 ∈ Hom(∧
2g1,m)⊕Hom(g1 ∧ g2,m)⊕Hom(∧
2g2,m).
Then, we have:
Lemma 3.8. The 2-cochain ω is a 2-cocycle with respect to the g1⊕g2-module if and only if ω2,0 and ω0,2
are 2-cocycles with respect to the g1-module and g2-module respectively and the following compatibility
conditions:
dg1(ιaω1,1) = ρ2(a) ◦ ω2,0, dg2(ιxω1,1) = ρ1(x) ◦ ω0,2, ∀a ∈ g2, x ∈ g1,
where ι denotes the contraction.
Example 3.9. In particular, suppose that m = m1 ⊕ m2 with m1 and m2 being g1 and g2-modules
respectively. So m is naturally a g-module. Let ω2,0 ∈ Hom(∧2g1,m1) and ω0,2 ∈ Hom(∧2g2,m2)
be two 2-cocycles and let θ1 ∈ Hom(g1,m1) and θ2 ∈ Hom(g2,m2) be two 1-cocycles relative to the
corresponding gi-module structure on mi. Then the 2-cochian
ω = ω2,0 + θ1 ∧ θ2 + ω0,2 ∈ C
2(g1 ⊕ g2,m)
is a 2-cocycle with respect to the g1 ⊕ g2-module structure on m.
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Proposition 3.10. Given a 2-cocycle ω ∈ C2(g1 ⊕ g2,m), define a bracket on the direct sum space
g = g1 ⊕ g2 ⊕m as follows:
[x+ a+ u, y + b+ v]g
=[x, y]g1 + [a, b]g2 + ω(x+ a, y + b)
=[x, y]g1 + [a, b]g2 + ω2,0(x, y) + ω1,1(x, b)− ω1,1(y, a) + ω0,2(a, b)
Then (g, g1, g2) forms a double Lie algebra with abelian core m.
It is seen that ω2,0 and ω0,2 give the abelian extensions of g1 and g2 respectively. ω1,1 gives a nontrivial
bracket between g1 and g2.
4. ASSOCIATED DOUBLE VECTOR BUNDLES
In this section, we present our main result of this paper: A double vector bundle can be realized as an
associated bundle of a G-DPB, with the fiber being a double vector space. This result is formulated
by two theorems. First, we prove the associated bundle of a DPB is a DVB. Then we define the frame
bundle of a DVB, proved to be a DPB, whose associated bundle with respect to the trivial DVS is naturally
isomorphic to the previous DVB. Another interesting observation is that the dual double vector bundle
can be obtained easily just by the dual representation of the automorphism group of a double vector
space.
Usually for a principal bundle P (G,M) and a G-manifold F , the associated bundle of P with fiber type
F is defined by
P ×G F = {[p, v] | (p, v) ∼ (pg, g
−1v),∀(p, v) ∈ P × F, g ∈ G}.
In the case that F is a vector space and the G-action is linear, the bundle P ×G F is a vector bundle on
M . It is known that any vector bundle can be realized as an associated bundle of a principal bundle, e.g.,
its frame bundle.
Theorem 4.1. Let P be a G-DPB and V a G-module given by
P
π1

π2 // P2
λ2

P1
λ1 // M
,
G
ϕ1

ϕ2 // G2

G1 // e
,
V
σ1

σ2 // V2

V1 // 0
.
Then one can get an associated DVB P×G V as follows:
P ×G V
Π1

Π2 // P2 ×G2 V2
Λ2

P1 ×G1 V1
Λ1 // M P ×G V0
Λ0
oo
,
where π := λ1 ◦ π1 = λ2 ◦ π2,
Πi([p, v]) = [πip, σiv]; Λi([pi, vi]) = λi(pi); Λ0([p, v0]) = π(p), (i = 1, 2).
Use +i and ·i for i = 1, 2 to denote the two different vector bundle structures on V and (ρ; ρ1, ρ2)
to denote the representation of G on V. We will make the assumption that G is either connected or
G = K1K2.
Lemma 4.2. The projections Πi (i = 1, 2) are well-defined.
Proof. We shall show that the definition of Π1 only depends on the equivalent class. In other words, we
have to prove [π1(p), σ1(v)] = [π1(pg), σ1(g−1v)] for [p, v] = [pg, g−1v]. By definition, π1 intertwines
the actions of G and G1: Since G = K1K2 as we assumed, for g ∈ G, there exist k1 ∈ K1 and k2 ∈ K2
such that g = k1k2, then
π1(pg) = π1(pk1k2) = π1(pk1)ϕ1(k2) = π1(p)ϕ1(g),
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As g−1v = ρ(g−1)v and by definition of a representation for a DVB, we have
σ1(ρ(g
−1)v) = ψ1(ρ(g
−1))σ1(v), ψ1(ρ(g
−1)) = ρ1(ϕ1(g
−1)),
where the group morphism ψ1 is defined in the diagram (7). Thus σ1(g−1v) = ϕ1(g−1)σ1(v), which
means π1 is well-defined. 
Lemma 4.3. P ×G V
Π1−−→ P1 ×G1 V1 is a vector bundle.
Proof. We split the proof into three steps:
Step 1: Define a linear structure on the fiber of [p1, v1]. If Π1([p, v]) = Π1([q, u]), then there ∃!g ∈ G
such that q = pg because of the principal bundle structure of P →M . Then we define the addition as:
(12) [p, v] +1 [q, u] := [p, v +1 gu].
The number multiplication is obvious: For r ∈ R, define r ·1 [p, v] := [p, r ·1 v].
Then by definition, [p, v] +1 [q, u] = [p, v +1 gu] = [q, g−1v +1 u] = [q, u] +1 [p, v], which shows that
+1 is symmetric. Meanwhile, if Π1([p, v]) = Π1([q, u]) = Π1([p′, v′]) and p′ = qh, then we obtain:
([p, v] +1 [q, u]) +1 [p
′, v′] = [q, g−1v +1 u] +1 [p
′, v′] = [q, g−1v +1 u+1 hv
′]
= [p, v] +1 [q, u+1 hv
′] = [p, v] +1 ([q, u] +1 [p
′, v′]),
which means +1 is associative. This gives a linear structure on the fiber of [p1, v1].
Step 2: Prove the existence of the zero section. Let 0I denote the zero section of V → V1. Define the
zero section:
0̂I : P1 ×G1 V1 → P ×G V : [p1, v1] 7→ [p, 0I(v1)]
where p ∈ P such that π1(p) = p1. First, it is clear that [p, 0I(v1)] is independent of the choice of p. Then
we need to show 0̂I is well-defined: For [p1, v1] = [p1g1, g−11 v1], choose g ∈ G such that ϕ1(g) = g1
and p ∈ P such that π1(p) = p1. Then we have π1(pg) = p1g1 and g−10I(v1) = 0I(g−11 v1). Hence,
0̂I([p1g1, g
−1
1 v1]) = [pg, 0I(g
−1
1 v1)] = 0̂I([p1, v1]). At last, we deduce [p, v] +1 [q, u] = [q, u] if and
only if [p, v] ∈ Im 0̂I , which gives the uniqueness of the zero point on each fiber.
Step 3: Show the existence of a local trivialization. Since P1 and P are principal bundles over M , there
exists a neighborhood U of m ∈M such that:
α1 : λ
−1
1 (U)
∼
−→ U ×G1, α : π
−1(U)
∼
−→ U ×G.
Use β1 to denote the composition of α1 and the projection from U × G1 to G1. The map β denote the
composition of α and the projection to G. Thus the following two maps are well-defined and 1-1:
γ1 : P1 ×G1 V1|U
∼
−→ U × V1 : [p1, v1] 7→ (λ1(p1), β1(p1)v1),
γ : P ×G V |U
∼
−→ U × V : [p, v] 7→ (π(p), β(p)v).
Take the open subset W := γ−11 (U × V1). Coupled with a trivialization of the vector bundle VI that
(σ1, τ) : V |V1
∼
−→ V1 × R
n1
, we get a local trivialization of P ×G V
Π1−−→ P1 ×G1 V1 given by
P ×G V |W
∼
−→ W × Rn1 , [p, v]→
(
γ−11
(
π(p), σ1(β(p)v)
)
, τ(β(p)v)
)
.
Consequently, P ×G V is a vector bundle over P1 ×G1 V1. 
Proof of Theorem 4.1. By Proposition 2.1 in [5], the only point remaining concerns the interchange law.
Without loss of generality, take four points in P ×G V :
[p, v], [pk1, u], [pk2, v
′], [pk2k
′
1, u
′],
for k1, k′1 ∈ K1 and k2 ∈ K2 such that (v, u), (v′, u′) ∈ V ×V1 V and (v, v′), (k1u, k′1u′) ∈ V ×V2 V .
Using the interchange law in the DVS V, we have
([p, v] +1 [pk1, u]) +2 ([pk2, v
′] +1 [pk2k
′
1, u
′]) = [p, (v +1 k1u) +2 (k2v
′ +1 k2k
′
1u
′)]
=[p, (v +2 k2v
′) +1 (k1u+2 k2k
′
1u
′)] = ([p, v] +2 [pk2, v
′]) +1 ([pk1, u] +2 [pk2k
′
1, u
′]).
Then the interchange law holds. It is direct to see the core of the DVB P×G V is P ×G V0. 
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From the above theorem, we get a DVB with core the vector bundle P ×G V0 on M . Recall that the core
PC := P → P1 ×M P2 of a DPB P is a principal G0-bundle. As G0 acts on V0, we get its associated
vector bundle P ×G0 V0 on P1 ×M P2. Using the natural map λ0 = (λ1, λ2) : P1 ×M P2 → M , we
establish the relation between these two vector bundles.
Proposition 4.4. With notations above, we have P ×G0 V0 ∼= λ∗0(P ×G V0). That is, the pull-back of the
core of the associated DVB is isomorphic to the associated bundle of the core of the DPB:
P ×G0 V0

∼ // λ∗0(P ×G V0)

// P ×G V0

P1 ×M P2
id // P1 ×M P2
λ0 // M
.
Proof. Here we will use [p] and ⌊p, v⌋ to denote the element in P1×M P2 = P/G0 and P ×G0 V0, where
p ∈ P and v ∈ V0. By definition,
λ∗0(P ×G V0) = P/G0 ×M (P ×G V0) = {([p], [q, v])|λ0([p]) = π(q)}.
Since π(p) = λ0([p]) = π(q), there exists a unique g ∈ G such that q = pg, which means we can rewrite
every element in π∗0(P ×G V0) as ([p], [p, gv]). Then define
Φ : λ∗0(P ×G V0)→ P ×G0 V0 : ([p], [q, v]) 7→ ⌊p, gv⌋.
First it is well-defined: Φ([ph], [ph, h−1gv0]) = ⌊ph, h−1gv0⌋ = ⌊p, gv0⌋ = Φ([p], [p, gv0]), where h ∈
G0. Secondly we check it is a bundle map and show that Φ[p] is linear. For ([p], [q, v]) and ([p], [q′, v′]) ∈
λ∗0(P ×G V0), there exist g, g′ ∈ G such that q = pg and q′ = pg′. Thus by definition,
Φ[p](([p], [q, v]) + ([p], [q
′, v′])) = ⌊p, gv + g′v′⌋,
Φ[p]([p], [q, v]) + Φ[p]([p], [q
′, v′]) = ⌊p, gv⌋ + ⌊p, g′v′⌋ = ⌊p, gv + g′v′⌋.
Then it is clear that Φ[p] is an isomorphism of vector spaces, which ends the proof. 
To show that a double vector bundle can be always realized as an associated bundle of aG-DPB, we now
define the frame bundle of a DVB E = (E;E1, E2;M)E0 . Suppose the fiber dimension of the vector
bundle Ei is ni and take n = n1 + n2 + n0. Let [n] be the triple (n;n1, n2), which is called the fiber
dimension of E. Let R[n] be the trivial DVS of fiber dimension [n]:
R[n] := (Rn1 ⊕ Rn2 ⊕ Rn0 ; Rn1 ,Rn2)Rn0 .
We first consider the frame bundle of a DVS V = (V ;V1, V2)V0 . By [6], given an injective morphism of
DVSs ψ : V1 ⊕ V2 → V over the identity on Vi, which is called a linear splitting of V, a corresponding
decomposition of V is given by:
(13) Ψ : V1 ⊕ V2 ⊕ V0 ∼−→ V : (v1, v2, v0) 7→ ψ(v1, v2) +2 (0II(v2) +1 v0).
Given a bilinear form µ ∈ T = Hom(V1 ⊗ V2, V0), we get another linear splitting of V:
(14) ψ′(v1, v2) := (µ(v1, v2) +1 0II(v2)) +2 ψ(v1, v2).
Besides, any two splittings differ by a bilinear form µ ∈ T , which means the space of all decompositions,
denoted by D(V), is an affine space by translation of the vector space T . The transformations between
different decompositions constitute the group Aut(V1 ⊕ V2 ⊕ V0) in the following sense:
V1 ⊕ V2 ⊕ V0
a

Ψ′
tt✐✐✐✐
✐✐✐
✐✐
V
V1 ⊕ V2 ⊕ V0
Ψ
jj❯❯❯❯❯❯❯❯❯
where a := Ψ−1 ◦Ψ′ ∈ Aut(V1 ⊕ V2 ⊕ V0).
By Equation (13), direct computation gives
(15) a = Ψ−1 ◦Ψ′ = (id, id, id, µ) ∈ Aut(V1 ⊕ V2 ⊕ V0).
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On the other hand, given bases u,v and w of V1, V2 and V0, any point v ∈ V is uniquely decided by a
triple ξ := (x, y, z) ∈ Rn1 ⊕ Rn2 ⊕Rn0
v = Ψ(ux,vy,wz),
where
ux :=
∑
uix
i ∈ V1, u = (u1, · · · , un1) and x = (x1, · · · , xn1).
Thus we introduce the following definition:
Definition 4.5. For a double vector space V = (V ;V1, V2)V0 , a frame Ω of V is a quadruple
Ω := (u,v,w; Ψ) ∈ Πn1V1 ×Π
n2V2 ×Π
n0V0 ×D(V)
where u,v, w are frames of V1, V2, V0 respectively and Ψ is a decomposition. Denote by F(V ) the set
of frames of V .
For the DVB E, fix m ∈ M , then Em := (Em;E1,m, E2,m)E0,m is a DVS. Let F(E) =
⊔
m F(Em),
which can be viewed as a submanifold of the following fiber product if we fix a decomposition of E
Πn1E1 ×M Π
n2E2 ×M Π
n0E0 ×M Hom(E1 ⊗ E2, E0).
Given a frame Ω = (u,v,w; Ψ) ∈ F(Em) at m and a triple ξ = (x, y, z) ∈ Rn1 ⊕Rn2 ⊕ Rn0 , let
(16) Ωξ := Ψ(ux,vy,wz) ∈ Em.
The next lemma is easy to be checked by the analysis above.
Lemma 4.6. The following natural action of the group of Aut(R[n]) on F(E) defined by:
Ωa := (ua1,va2,wa0; Ψµ), a = (a1, a2, a0, µ˜) ∈ Aut(R
[n])
is free and transitive, where µ ∈ Hom(E1,m ⊗ E2,m, E0,m) is given by
(17) µ(ux,vy) := wµ˜(a−11 x, a−12 y) ∈ E0,m.
and
(Ψµ)(v1, v2, v0) := (µ(v1, v2) +1 v0 +1 0II(v2)) +2 Ψ(v1, v2, 0).
More detailed correspondence between µ˜ and µ is as follows. Let ei, fj and lk be the natural bases of
Rn1 , Rn2 and Rn0 and ei, f j be the dual bases. If we denote u = ua1, v = va2 and w = wa0, Equation
(17) is actually:
µ˜ = Σµkije
i ⊗ f j ⊗ lk ⇒ µ = Σµ
k
iju
i ⊗ vj ⊗ wk,
where (u1, · · · , un1) is the dual basis of u = (u1, · · · , un1).
Theorem 4.7. Let E = (E;E1, E2)M be a DVB with fiber dimension [n] and F(Ei) be the frame bundle
of Ei →M, i = 1, 2.
(1) The quadruple F(E) := (F(E);F(E1),F(E2);M) is an Aut(R[n])-DPB, which is called the frame
bundle of E.
(2) The associated bundle F(E)×Aut(R[n]) R[n] is naturally isomorphic to the DVB E.
Remark 4.8. By the above theorem, F(V) = (F(V );F(V1),F(V2); pt) turns out to be a DPB over a
point if E = V is a DVS. Similar to the case of a vector space, the frame bundle of a DVS is isomorphic
to its structure group Aut(R[n]) as DPBs, but there is no canonical isomorphism between them.
Proof of Theorem 4.7. Note that Aut(R[n]) is the following DLG:
Aut(R[n]) : 1→ GL(Rn0)⋉ T → Aut(R[n])
ϕ
−→ GL(Rn1)×GL(Rn2)→ 1,
where T = Hom(Rn1 ⊗Rn2 ,Rn0). Let K1 = ϕ−1({e} ×GL(Rn2)) and K2 = ϕ−1(GL(Rn1)× {e}).
For (1), if π : F(E) → M is a principal bundle , where π is the natural projection, we will have
F(E)/Ki ∼= F(Ei). Hence F(E) → F(Ei) is a principal Ki-bundle. To show π : F(E) → M is
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a principal Aut(R[n])-bundle, we need the local trivialization, which is constructed as follows: Fix a
decomposition Ψ0. For a small enough open subset U ⊂M , take a local section:
s : M → F(E1)×M F(E2)×M F(E0),
thus we know (s(m);Ψ0,m) ∈ F(Em). Let
α : π−1(U)→ U ×Aut(R[n])
Ω 7→ (π(Ω), a), where a is uniquely defined by Ω = (s(π(Ω));Ψ0,m)a,
which is well-defined and 1-1. Then we need to show that α is Aut(R[n])-equivariant. Let π(Ω) = m
and suppose α(Ωb) = (m,a′). Then by definition, Ωb = (s(m);Ψ0,m)a′, thus Ω = (s(m);Ψ0,m)a′b−1,
which gives a′b−1 = a. Hence α(Ωb) = (m,a′) = (m,ab) = α(Ω)b.
To see (2), we define:
f : F(E) ×Aut(R[n]) R
[n] → E : [Ω, ξ] 7→ Ωξ,
where Ωξ := Ψ(ux,vy,wz) ∈ E is defined in (16). To show that f is well-defined, we need to prove
(18) Ωξ = (Ωa) · (a−1ξ), ∀a = (a1, a2, a0, µ˜) ∈ Aut(R[n]).
In fact, first note that a−1 = (a−11 , a
−1
2 , a
−1
0 ,−a
−1
0 ◦ µ˜ ◦ (a
−1
1 × a
−1
2 )). Then we get
a−1ξ = a−1(x, y, z) = (a−11 x, a
−1
2 y, a
−1
0 z − a
−1
0 µ˜(a
−1
1 x, a
−1
2 y)).
On the other hand, since Ωa = (ua1,va2,wa0; Ψµ), by Equation (16), it follows that
(Ωa) · (a−1ξ) = Ψµ(ux,vy,wz −wµ˜(a
−1
1 x, a
−1
2 y)).
By Equation (15), we know
Ψ−1µ ◦Ψ = (id, id, id,−µ),
which yields Equation (18). It is routine to check that f is 1-1 and hence induces an isomorphism of
vector bundles. 
Our next concern is to look at the linear sections and core sections of P ×G V on P2×G2 V2 in the DVB
P ×G V. For a DVB E = (E;E1, E2;M), first let us recall the definition of these two special types of
sections of the vector bundle EII : E → E2:
Definition 4.9. [5] A section s ∈ Γ(EII) is linear if it is a bundle morphism from E2 to EI . The space
of linear sections is denoted as Γℓ(EII). A section s ∈ Γ(EII) is called a core section if it is the image
of the following embedding:
t ∈ Γ(E0) →֒ t¯ := t ◦ δ2 +1 0II ∈ Γ(EII),
where δ2 : E2 → M is the projection and 0II : E2 → E is the zero section. Denote by ΓC(EII) the
space of core sections.
The following proposition characterizes the general sections of P ×G V on P2 ×G2 V2:
Proposition 4.10. The section space Γ(P ×G V, P2 ×G2 V2) is isomorphic to the function space:
C(P × V2, V ) = {f : P × V2 → V |σ2f(p, v2) = v2, f(pg, ϕ2(g)
−1v2) = g
−1f(p, v2)},
where p ∈ P , v2 ∈ V2 and g ∈ G. Moreover, one has
Γ(P ×G V0) ∼= C(P, V0) := {f : P → V0 | f(pg) = g
−1f(p)}.
Proof. For any f ∈ C(P × V2, V ), define a map sf by
sf : P2 ×G2 V2 → P ×G V : [p2, v2] 7→ [p, f(p, v2)], ∀p ∈ P , s.t. π2(p) = p2.
The map sf is well-defined since it does not depend on the choice of p. Actually, for p′ = pk2, where
k2 ∈ K2, by the g-invariance of f , we get
f(pk2, v2) = k
−1
2 f(p, v2) =⇒ [pk2, f(pk2, v2)] = [p, f(p, v2)].
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Moreover, sf is a section as σ2f(p, v2) = v2. On the other hand, given a section s ∈ Γ(P ×G V, P2 ×G2
V2), define a function fs : P × V2 → V by the following relation:
[p, fs(p, v2)] = s([π2(p), v2]).
It is simple to see that σ2fs(p, v2) = v2. Moreover, by definition,
[pg, fs(pg, ϕ
−1
2 (g)v2)] = s([π2(p)ϕ2(g), ϕ
−1
2 (g)v2]) = s([π2(p), v2]) = [p, fs(p, v2)],
which implies that fs(pg, ϕ−12 (g)v2) = g−1fs(p, v2). Thus we have fs ∈ C(P × V2, V ).
We see right now that the previous two processes are invertible to each other. This ends the proof. 
Now it is clear that the space Γℓ(P ×G V, P2 ×G2 V2) of linear sections is consist of functions f :
P × V2 → V such that fp : V2 → V ∈ Γℓ(V, V2),∀p ∈ P . And the space Γℓ(V, V2) fits into the
following exact sequence of vector spaces:
0→ V ∗2 ⊗ V0 → Γℓ(V, V2) −→ V1 → 0.
As the sections of P ×G V0 can be embedded into Γ(P ×G V, P2 ×G2 V2) by
c ∈ C(P, V0) 7→ c¯ ∈ C(P × V2, V ) : (p, v2) 7→ c(p) +1 0II(v2),(19)
the space ΓC(P ×G V, P2 ×G2 V2) of core sections is the image of (19).
At the end of this section, we explain the duality of a DVB from the viewpoint of associated bundles.
First let us recall what is the dual of a double vector bundle (see [7, 13] for more details): Dualizing
either structure on E leads to a double vector bundle:
E

// E2

E0
!!❈
❈❈
E1 // M
=⇒
E∗I

// E∗0

E∗2
!!❈❈
❈
E1 // M
,
where E∗I → E1 is the dual vector bundle of EI . The duality interchanges the positions of E2 and E0,
which is natural from Theorem 3.3 and Proposition 3.5: The dual of a bilinear map with respect to one
component exchanges the positions of the other two spaces.
Remember that Aut(V) and Aut(V∗I) are automorphism groups of a DVS V = (V ;V1, V2)V0 and its
dual V∗I = (V ∗I ;V1, V ∗0 )V ∗2 respectively as given in (7). For an Aut(V)-DPB P = (P ;P1, P2,M) and its
dual Aut(V∗I)-DPB P∗1 = (P ;P1, Q2;M) as in Corollary 3.6, we get two associated DVBs by Theorem
4.1:
P×Aut(V) V :
P ×Aut(V ) V
Π1

// P2 ×GL(V2) V2

P1 ×GL(V1) V1
// M
,
and
P∗I ×Aut(V∗I ) V
∗
I :
P ×Aut(V ∗
I
) V
∗
I
Π∗1

// Q2 ×GL∗(V0) V
∗
0

P1 ×GL(V1) V1
// M
.
Proposition 4.11. The two associated DVBs P ×Aut(V) V and P∗I ×Aut(V∗I ) V
∗
I are dual to each other
with respect to P1 ×GL(V1) V1.
Proof. First we show that P ×Aut(V ) V and P ×Aut(V ∗
I
) V
∗
I are dual to each other as vector bundles over
P1×GL(V1) V1. Take [p, v] ∈ P ×Aut(V )V and [q, η] ∈ P ×Aut(V ∗I )V
∗
I such that Π1([p, v]) = Π∗1([q, η]).
Then there exists g ∈ Aut(V ) such that p = qg. Thus the pairing can be defined by 〈[p, v], [q, η]〉 =
〈gv, η〉. It is routine to check that the pairing is well-defined and non-degenerate. Then we check the
core bundle P ×Aut(V ) V0 and Q2 ×GL∗(V0) V ∗0 are dual to each other as vector bundles over M . Take
[p, v] ∈ P×Aut(V )V0 and [[q], η] ∈ Q2×GL∗(V0)V ∗0 such that π(p) = π(q), thus there exists g ∈ Aut(V )
DOUBLE PRINCIPAL BUNDLES 15
such that p = qg. Then the pairing can be defined by 〈[p, v], [[q], ξ]〉 = 〈gv, ξ〉, which is also well-defined
and non-degenerate. 
5. CONNECTIONS AND GAUGE TRANSFORMATIONS
We first recall the definition of connections in a principal bundle. Let P be a principal G-bundle over M
and ĝ denotes the vertical distribution on P spanned by the fundamental vector fields.That is
ĝ = Span{Aˆ | ∀A ∈ g} ⊂ TP, Aˆp =
d
dt
∣∣∣
t=0
petA,∀p ∈ P.
A connection H in P is a G-invariant distribution on P such that TP = H ⊕ ĝ. Here we propose a
notion of connections in a DPB P = (P ;P1, P2;M):
P
π1

π2 // P2
λ2

P1
λ1 // M
.
Set π = λ1 ◦ π1 = λ2 ◦ π2 : P →M . Denote by π∗(TM) the pullback bundle of TM along π.
Definition 5.1. Let P = (P ;P1, P2;M) be a DPB. A connection in P is a pair of connections (H1,H2)
with Hi in P (Ki, Pi) for i = 1, 2 such that
1) the intersection H1 ∩H2 is a Ki-invariant subbundle in TP (i=1,2);
2) the projection H1 ∩H2 → π∗(TM) is a bundle isomorphism. Namely, for any p ∈ P , the map
π∗,p : (H1 ∩H2)p → Tπ(p)M is an isomorphism of vector spaces.
A connection (H1,H2) in P is called flat if Hi is a flat connection in P (Ki, Pi) for i = 1, 2.
Example 5.2. Let G = (G;G1, G2) be a double Lie group, seen as a DPB. Let H1 be a connection in
G(K1, G1) and H2 a connection in G(K2, G2). Then (H1,H2) is a connection in G iff H1 ∩H2 = {0}.
Note that if (H1,H2) is a connection in a DPB P, then we have dim(H1+H2) = dim(P1)+dim(P2)−
dim(M). So the distribution H1 + H2 becomes a connection in the core P (G0, P1 ×M P2) iff it is
transversal to the vertical distribution ĝ0. The following theorem gives the motivation for the definition
of connections in a DPB.
Theorem 5.3. Let (H1,H2) be a connection in a DPB P = (P ;P1, P2;M). Then
(1) Li = πi∗(H1 ∩H2) gives a connection in Pi for i = 1, 2. Moreover, the connections L1 and L2
are flat if (H1,H2) is flat.
(2) the distribution H1+H2 is a connection in the core P (G0, P1×M P2) if and only if (H1+H2)∩
ĝ0 = {0}.
Proof. For any p1 ∈ P1, set L1,p1 := π1∗,p(H1 ∩H2)p with p such that π1(p) = p1. Define L2 similarly.
We claim L1, L2 are connections in P1 and P2 iff (H1,H2) is a connection in the DPB P. First, we show
L1,p1 is well-defined iff H1 ∩ H2 is K1-invariant. Indeed, for p′ ∈ P such that π1(p′) = p1, we have
p′ = pk1 for some k1 ∈ K1. Then following from π1 = π1 ◦ Rk1 , we have L1,p1 being well-defined
means
π1∗,p(H1 ∩H2)p = π1∗,pk1Rk1∗(H1 ∩H2)p = π1∗,pk1(H1 ∩H2)pk1 ,
which implies exactly
Rk1∗(H1 ∩H2)p = (H1 ∩H2)pk1 .
This is due to the fact that Rk1∗(H1 ∩H2)p, (H1 ∩ H2)pk1 ⊂ H1,pk1 and π1∗,pk1 : H1,pk1 → Tp1P1 is
an isomorphism. Moreover, we can choose p such that L1,p1 depends on p1 smoothly. Similarly, L2,p2 is
well-defined iff H1 ∩H2 is K2-invariant.
We now turn to check L1,p1 is G1-invariant, i.e. Rg1∗L1,p1 = L1,p1g1 . Choosing k2 ∈ K2 such that
φ1(k2) = g1, we have π1(pk2) = p1g1. Since Rg1 ◦ π1 = π1 ◦Rk2 , we have
Rg1∗L1,p1 = Rg1∗π1∗,p(H1 ∩H2)p = π1∗,pk2Rk2∗(H1 ∩H2)p.
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Since H1 ∩H2 is K2-invariant, we obtain Rg1∗L1,p1 = L1,p1g1 . It remains to prove
Tp1P1 = L1,p1 ⊕ ĝ1,p1 .
As λ1∗,p1(ĝ1,p1) = 0, this holds iff λ1∗,p1 : L1,p1 → Tπ1(p1)M is an isomorphism. This is further
equivalent to the fact that π∗,p : (H1 ∩H2)p → Tπ(p)M is an isomorphism since π1∗,p : (H1 ∩H2)p →
L1,p1 is an isomorphism. This ends the proof. 
In particular, when P is a G-DPB, given a connection in P, there exists a natural connection in the
principal G-bundle P (G,M). Conversely, under some assumptions, we can get a connection in P from
a connection in P (G,M). Moreover, there is also a connection in the core P (G0, P1 ×M P2).
Proposition 5.4. Suppose (H1,H2) is a connection in a G-DPB P. Then the distribution H1 ∩H2 is a
connection in the principal G-bundle P (G,M), which is flat if (H1,H2) is flat.
Proof. Since H1∩H2 is K1 and K2-invariant, it is G = K1K2-invariant. Note that π∗,p : (H1∩H2)p →
Tπ(p)M is an isomorphism and π∗,p(ĝ) = 0. We have (H1 ∩H2)p ∩ ĝp = 0. Comparing the dimensions,
we get
(H1 ∩H2)p ⊕ ĝp = TpP.
So H1 ∩H2 is a connection in the principal G-bundle P (G,M). 
Let Lie(G) = (g; g1, g2)g0 be the Lie algebra of the DLGG. We have an exact sequence of Lie algebras:
0→ g0 → g // g1 ⊕ g2 → 0jj
Given a splitting s : g1 ⊕ g2 → g, the vector space g is decomposed as g = g0 ⊕ s(g1 ⊕ g2).
Proposition 5.5. Let H be a connection in the principal G-bundle P (G,M). Extend it to two distribu-
tions
Hi := H ⊕ ŝ(gi) ⊂ TP, i = 1, 2.
Obviously, we have H = H1 ∩H2. Then (H1,H2) gives a connection in the G-DPB P iff
[g0, s(g1 ⊕ g2)] = 0, [s(g1), s(g2)] = 0.
Moreover, the extension H ⊕ ̂s(g1 ⊕ g2) ⊂ TP is a connection in the core P (G0, P1 ×M P2) iff
[g0, s(g1 ⊕ g2)] = 0.
Proof. To see that H1 is a connection in P (K1, P1), first note that k1 = g0 ⊕ s(g2). Following from
TP = H ⊕ gˆ, we have TP = H1 ⊕ k̂1. Next, H1 being K1-invariant requires that [k1, s(g1)] ⊂ s(g1).
Since K1,K2 are normal groups of G, we have [k1, k2] ⊂ g0. Also, observe that s(g1) ⊂ k2 and
s(g1) ∩ g0 = {0}. The requirement [k1, s(g1)] ⊂ s(g1) becomes [k1, s(g1)] = 0, which is equivalent
to the conditions [g0, s(g1)] = 0 and [s(g2), s(g1)] = 0. The conditions for H2 being a connection in
P (K2, P2) is similar to get.
By the fact that TP = H ⊕ gˆ, we have TP = (H ⊕ ̂s(g1 ⊕ g2)) ⊕ ĝ0. Then, H ⊕ ̂s(g1 ⊕ g2) is
G0-invariant iff ̂s(g1 ⊕ g2) is G0-invariant, iff [g0, s(g1 ⊕ g2)] = 0. 
Example 5.6. Suppose that the total space P of a G-DPB P = (P ;P1, P2;M) is equipped with a G-
invariant Riemannian metric. Define a distribution Hi := k̂i
⊥
(ki = Lie(Ki)), that is, TP = Hi ⊕ ki.
Then Hi is naturally a connection in P (Ki, Pi) (i = 1, 2). Consider the intersection
H1 ∩H2 = k̂1
⊥
∩ k̂2
⊥
= (k̂1 + k̂2)
⊥ = gˆ⊥.
We find it is a connection in the principal G-bundle P (G,M) and (H1,H2) is a connection in the DPB
P. We also get a connection πi,∗(H1 ∩ H2) in the principal Gi-bundle Pi(i = 1, 2). Moreover, the
summation
H1 +H2 = k̂1
⊥
+ k̂2
⊥
= (k̂1 ∩ k̂2)
⊥ = ĝ0
⊥
is a connection in the core P (Ĝ0, P1 ×M P2).
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In Theorem 5.3, we push forward a pair of connections in P (Ki, Pi) for i = 1, 2 to obtain connections
in P1 and P2. Now we move to consider the push-forward of one connection in P (K2, P2) to achieve a
connection in P1.
Proposition 5.7. Let P = (P ;P1, P2;M) be a DPB. The push-forward of a connection H2 in P (K2, P2)
by π1 gives a connection in P1 if and only if H2 satisfies
Rk1∗H2 + k̂1 ⊂ H2 ⊕ ĝ0, ∀k1 ∈ K1.
Proof. For any p1 ∈ P1, define L1,p1 = π1∗,pH2,p with p such that π1(p) = p1. We check L1 defines a
connection in P1 iff H2 satisfies the above condition. First, note that ker π1∗,p = k̂1,p1 . It is easily seen
that L1,p does not depend on the choice of p if and only if H2 satisfies
Rk1∗H2,p ⊂ H2,pk1 ⊕ k̂1,pk1.
Then for g1 ∈ G1, choose k2 ∈ K2 such that φ1(k2) = g1. By the fact that π1(pk2) = π1(p)g1, we find
Rg1∗L1,p1 = Rg1∗π1∗,pH2,p = π1∗,pk2Rk2∗H2,p = π1∗,pk2H2,pk2 = L1,p1g1 .
Namely, L1 is G1-invariant. Since π1 is surjective and π1∗(̂k2) = ĝ1, we have
L1,p1 + ĝ1,p1 = Tp1P1.
Then we claim that L1,p1 ∩ ĝ1,p1 = {0} if and only if k̂1,p ⊂ H2,p ⊕ ĝ0,p. Actually, if the latter holds,
assuming π1∗(X) = π1∗(Aˆ) for X ∈ H2,p and A ∈ k2, there exists B ∈ k1 such that X−Aˆ = Bˆ = B2+
B̂0, where B2 ∈ H2,p and B0 ∈ g0. The condition H2 ∩ k̂2 = {0} implies that X −B2 = Aˆ+ B̂0 = 0,
so we get A ∈ g0. Namely, π1∗(X) = π1∗(Aˆ) = 0. For the ‘only if’ direction, suppose A ∈ k1 such that
Aˆp = Y + Ĉ ∈ H2,p ⊕ k̂2,p and φ1(C) 6= 0. Then we have π1∗,p(Y ) = −φ̂1(C) 6= 0, which implies
L1,p1 ∩ ĝ1,p1 6= {0}, a contradiction. This ends the proof. 
An automorphism of a principal bundle P (G,M) is a diffeomorphism f : P → P such that f(pg) =
f(p)g. Note that f induces a well-defined diffeomorphism f¯ : M → M given by f¯(π(p)) = π(f(p)).
An automorphism f of a principal bundle is called a gauge transformation if f¯ = idM . Set Aut(P ) and
GA(P ) the groups of automorphisms and gauge transformations.
Definition 5.8. An automorphism of a DPB P = (P ;P1, P2;M) is a diffeomorphism f : P → P
such that f ∈ Aut(P (K1, P1)) ∩ Aut(P (K2, P2)). An automorphism of a DPB is called a gauge
transformation if π(p) = π(f(p)).
Denote the sets of automorphisms and gauge transformations also by Aut(P ) and GA(P ) respectively.
Automorphisms and gauge transformations of a G-DPB P are exactly transformations and gauge trans-
formations of the principal G-bundle P (G,M).
Lemma 5.9. If f ∈ GA(P ), then the induced map f1 : P1 → P1 defined by f1(p1) = π1(f(p))
for any p ∈ P such that π1(p) = p1 is a gauge transformation of P1. Likewise, we can get a gauge
transformation of P2.
Proof. We need to check f1(p1g1) = f1(p1)g1 and λ1(p1) = λ1(f1(p1)). Choosing an element k2 ∈ K2
such that φ1(k2) = g1, we have
f1(p1g1) = π1(f(pk2)) = π1(f(p)k2) = π1(f(p))φ1(k2) = f1(p1)g1.
Moreover, we find
λ1(f1(p1)) = λ1(π1(f(p))) = π(f(p)) = π(p) = λ1(p1).
Thus, we get f1 is a gauge transformation of P1. 
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Proposition 5.10. We have the infinite dimensional “double Lie groups”, Aut(P) and GA(P), as fol-
lows:
Aut(P )

// Aut(P2)

Aut(P1) // Diff(M)
,
GA(P )
ϕ1

ϕ2 // GA(P2)

GA(P1) // idM
.
The “double Lie algebra” of the automorphism “double Lie group” of a DPB P is
X(P )K1 ∩ X(P )K2

// X(P2)
G2

X(P1)
G1 // X(M)
.
Here X(P )K1 denotes the space of K1-invariant vector fields on P , which is the section of the gauge
algebroid TP/K1 of the principal K1-bundle P (K1, P1). The space X(P1)G1 , consisting of G1-invariant
vector field on P1, is in fact the section of the gauge algebroid TP1/G1 of P1. Actually, the space
X(P )K1 ∩ X(P )K2 is the pre-image of X(P1)G1 × X(P2)G2 under the map (π1∗, π2∗) : TP → TP1 ×
TP2.
In general, for a DPB P = (P ;P1, P2,M), given a vector field on M , by two steps of horizontal lifts,
we get a K1-invariant vector field and a K2-invariant vector field on P . But they may not coincide. With
the existence of a connection in P, we have the following proposition.
Proposition 5.11. The map π∗ : X(P )K1 ∩ X(P )K2 → X(M) is surjective if there is a connection
(H1,H2) in a DPB P = (P ;P1, P2,M).
Proof. This is a direct consequence of H1∩H2 ∼= π∗(TM) and Γ(H1∩H2) ⊂ X(P )K1 ∩X(P )K2 . 
Proposition 5.12. Let f ∈ Aut(P) be a gauge transformation of a DPB P and (H1,H2) a connection
in P. Then (f∗H1, f∗H2) is also a connection in P.
Proof. First, since f ∈ Aut(P (K1, P1)) ∩ Aut(P (K2, P2)), the distributions f∗H1 and f∗H2 are con-
nections in P (K1, P1) and P (K2, P2) respectively. Then, since f(pk1) = f(p)k1 and f(pk2) = f(p)k2,
we get f∗H1 ∩ f∗H2 = f∗(H1 ∩H2) is K1 and K2-invariant on the condition that H1 ∩H2 is K1 and
K2-invariant. At last, consider the map
πf∗,p := (f∗H1 ∩ f∗H2)p = f∗,p(H1 ∩H2)f−1(p) → Tπ(p)M.
It is clear that πf∗,p = π∗,f−1(p) ◦ f−1∗,p , where
π∗,f−1(p) : (H1 ∩H2)f−1(p) → Tπ(f−1(p))M = Tπ(p)M
is an isomorphism. So πf∗,p is an isomorphism. Thus the pair (f∗H1, f∗H2) is a connection in P. 
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