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We investigate several heart disease datasets commonly found on popular data
sites such as Kaggle, Dataport and UCI machine learning repository. We discovered
many issues in our attempts to authenticate these medical datasets as they relate
to human errors (encoding) and sometimes negligence (duplicates); these underlying
issues have undoubtedly weakened many inferences or predictive models built on
some of the datasets that are already published. We addressed these issues through
features analysis. Further, using Random forest and logistic regressions, we determine
the best dataset for machine learning and statistical analysis: the Cleveland data on
a reduced set of six features. Three of which are statistically significant at explaining
or classifying patients as ’Heart Disease’. They are thalach (maximmum heart rate),
oldpeak and cp (chest pain).
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Everything from organic to inorganic has been designed with a heart struc-
ture to aid in fulfilling daily functions. Humanity has utilized this same format with
advancing technology today. In fact, the Center for Disease Control and Prevention
(CDC) in 2018 classifies heart disease as the leading cause of mortality in the United
States and remains the leading cause of mortality to date [18]. The previous research
invested in developing information surrounding the heart has sought to improve the
methods of managing our heart’s condition [2]. With all the data being produced,
machine learning aids with patient-level observations, where algorithms sift through
vast numbers of variables, looking for combinations that reliably predict outcomes
[22]. Since the conclusion of a 2018 research study, the American Heart Associa-
tion website posted that there has been a 15.1 % decrease across the United States
[2].Further, according to CDC, in the United States, someone has a heart attack ev-
ery 40 seconds [1] and every year, about 805,000 Americans have a heart attack[3].
Further, about half of all Americans (47%) have at least 1 of 3 key risk factors for
heart disease namely high blood pressure, high cholesterol, and diabetes [2].
Due to the complexity and the variations of the increasing number of risk
factors, modern researchers are relying on Data Mining and Machine Learning tech-
niques. Because of privacy concerns and other issues related to accessing public data,
there are very few heart disease data sets available for the public to analyze. One
these sites is Kaggle. Kaggle is a very popular site which allows users to find and
publish data sets, explore and build models in a web-based data-science environment,
and collaborate with other data scientists and machine learning engineers, and even
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enter competitions to solve data science challenges. In our quest for health related
data, we found on the site [16] that, heart.csv data (11.06 Kb) has been one of the
most analyzed by avid data analysts/scientists around the world. Currently, [as of
03/17/2021, 3:00pm U.S.A E.T] this data has 1,321,009 views, 198,520 downloads,
1,567 notebooks.—This number continues to grow each day. This demonstrates both
the importance and interest in this topic and hence the need of insuring that the data
is correct.
We explored some of the reported analysis results on the data. We found
that, most of the analysis were not done on a well-processed data. For instance,
the variables ‘sex’ and ‘cp’ (Chest Pain) were kept as numeric instead of converted to
categorical. Further, these analysis often involve machine learning codes which return
a classifier output without enough information for the reader to accurately gauge the
features’ importance or the classification’s criteria.
As we attempt to interpret some of the results further, we were getting the
opposite of what is expected. For instance, we found out more younger individuals
were getting classified as having heart disease compared to older individuals which
was a major red flag. Upon investigating the data source from the University of
California, Irvine, Machine Learning Repository[8], as reported in Kaggle, we could
not tell which of the four datasets were used. The most obvious of the four (since
the other three were grossly incomplete and require extensive data processing) which
we believed was used in Kaggle is the Cleveland data. Still, this data target variable
is nominal with 5 levels, and contains some missing values, compared to the Kaggle
data which target variable is binary and contains no missing value.
For a medical record to be analyzed and yield an accurate result, it needs to be
authentic and verifiable. This is necessary to inspire confident in the population if we
wish to inform individuals and stakeholders or recommend certain behavioral changes.
This work investigates the Kaggle data content to determine its authenticity, any issue
related to its target variable as we compare its features to those of the Cleveland data.
Further we found two other heart disease data sources. One (Statlog) is very similar
to the Cleveland data although a bit smaller in size while the other (Orig) is supposed
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to be a combination of five datasets of heart disease; two of which are the Cleveland,
the Statlog and the remaining (3) cannot be found from the source UCI repository
[8, 10].
Our work shows how to fix the Kaggle data as it becomes essentially the Cleveland
data. We determine if there is any relation between the Statlog data and the Cleve-
land data. Then, we identify both of these data from the most recently published
(combined) data on heart disease. Finally, we analyze these data using logistic regres-
sion along with random forest feature selections to determine the best models with
the least AI criterion. We conclude that, the Cleveland data on a reduced (features)
model is the best statistical model.
1.2 Research Questions and Approaches
This research attempts to:
1. Investigate one of the most popular heart data that has been studied by many
data scientists around the world in Kaggle. We found that, although the data
is supposed to have originated form the University of California Irvine Machine
Learning Repository archive, the predictor’s encoding is backward. This lead to
misleading interpretations and incorrect conclusions about the features relation
with the target variable. However, this data is very similar to Cleveland data
which is also found in the UCI repository. Except, the Cleveland data has 6
missing values and the target variable has 5 levels. With the right encoding,
we conclude that Kaggle (with target 1=No disease; 0=Disease) is the Cleve-
land. Still, we found another complete dataset in another archive of the UCI
repository, called Stalog which is similar to Cleveland except in size.
2. Compare the Cleveland data (303 obs.) to the Statlog data (270 obs.). This
ensures one is not derived from the other. We use “Pandas Profiling” to access
overall data content such as size and variable names, types and their distribu-
tions. Then, we compare pairwise, the distribution of each feature, and each
feature against the target variable. We see very similar associations between
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each feature and the target and upon further investigations, we found that the
Statlog data is a proper subset of the Cleveland data. Thus, the Cleveland
data= Statlog +33 new records. We drop the Statlog data and kept the Cleve-
land data for further analysis.
3. Find the remaining three datasets that were corrupted in the UCI dataset repos-
itory. To do so, we needed to first identify the Cleveland (and thus the Statlog
datasets) from the most recently published data, ORIG—We merge the Cleve-
land data with ORIG data and remove all duplicated records. In which case,
any record that appears in both Cleveland, and ORIG is removed. The remain-
ing dataset is called MISS and perhaps represents the (3) missing datasets that
were deemed corrupt in the UCI repository. Unfortunately, we are unable to
authenticate the origin of the ORIG data. Despite our attempt to reach out to
the originator, we received no response. So, we proceed to further investigate
the content of the MISS data. We found that about 25% (303 observations) are
duplicated records.
4. Investigate the MISS data by exploring the distribution of its features, and
the features associations with the target variable. We found that the data
has skewed significantly the gender, and unually high records of ’0’ values for
cholesterol level.
5. Analyze each of the three datasets: CLEVELAND, MISS, and STATLOG. We
build a logistic regression on each of the data, and using Random Forest algo-
rithm we select the most important features from each data against the target.
The process led to building some reduced models and determine the best model
for statistical analysis.
1.3 Literature Review
The data sets conducted on heart disease may show different results when
applying the machine learning techniques to sift through through the records [22].
4
This topic is prevalent to the current leading mortality rate. When reviewing the
data recorded on the CDC for the country wide statistics, the records reflect a 2016-
2018 for all diseases currently affecting the nation in 2020-2021 rise of the covid crisis
on the USA Facts report [18].
Figure 1.1: USA Facts Published Statistics for the Current 2020-2021
I have reviewed a handful of research articles dealing with a particular heart
disease data set that predicts the diagnosis of the patients. Many researchers delved
into the a plethora of ways to analyze that data. Some have conducted exploration
through principal component analysis and clustering methods to improve the per-
formance of clustering methods resulting in the gaining insight from the sensitivity,
specificity, and accuracy of heart disease data [21]. In another case from a particular
dataset of 303 patients and 54 attributes, the approach of applying the utilization of
data mining and feature creation algorithms with the intent to achieve methods of
high accuracy to enrich the dataset [1]. Other data mining techniques techniques to
process of sizeable data to provide organizational display [23]. The research where
classification algorithms and associative methods are incorporated to check the accu-
racy of the data inputs.
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1.4 Background
Since the primary population that was sampled in all the data used in this
research comes from the United States, we research the heart disease trends and statis-
tics as reported by the CDC. The CDC the United States Heart Disease mortality
rate records span between 2016-2018.
Figure 1.2: CDC United States Statistics for Heart Disease Deaths by State 2016-2018
Figure 1.3: CDC North Carolina Statistics for Heart Disease Deaths by County 2016-
2018
To begin there are many sub-classes of heart disease which complicates the
directed influence of my search with regards to American Heart Associations claim.
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Interestingly enough the general term of "heart disease" is categorized into four ma-
jor subdivisions which are as follows: Coronary Artery Disease, Arrhythmia, Heart
Valve Disease, and Heart failure[12]. The research invested in developing information
surrounding the heart has circulated to improve methods of managing the heart’s
conditions[19]. I will briefly cover these major subdivisions. A summary of existing
studies have grouped them based on three criteria.
1.4.1 Criteria 1: Blood Flow
Starting the most common of the heart disease types is Coronary heart disease
(CHD) also known as Coronary Artery disease (CAD) (National Heart, Lung, and
Blood Institute, 2020). For the sake of consistency I will utilize CAD as the appro-
priate description of this disease. CAD is defined as the obstruction of the blood flow
to the heart muscles through the coronary arteries by plaque accumulation on the
walls which indefinitely leads to heart attacks[12]. The CAD mortality rate visually
presents the stats for 35 and older for both sexes and all ethnicity [3]. North Carolina
falls in the range 148.6 - 167.9 with the estimated value of 165.2.
Figure 1.4: CDC United States Statistics for CHD Deaths by State 2016-2018
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Figure 1.5: CDC North Carolina Statistics for CHD Deaths by County 2016-2018
1.4.2 Criteria 2: Structure
Heart Valve Disease (HVD) involves the issues occurring with the four val-
ues that renew and direct blood flow for a smooth transition within the circulatory
system[12]. In essence, when one or more of the valves is improperly functions then
the patient’s condition is classified as HVD. Symptoms include stenosis, which is the
limiting of muscle mobility due to valves fusing; Valve Leakage which causes blood
to flow back into the heart; and lastly Atresia, which absence of valve opening[12].
1.4.3 Criteria 3: Overall Function
The second common heart disease is Arrhythmia. Arrhythmia is the electrical
impulses that initiate the pumping function of the heart muscles. The issue of heart
palpitation irregularities which results in broad array of symptoms[12].
Heart Failure which bears a misconception due to the naming connotations not
specifically dealing with the heart’s inability to function[12]. It is the ramifications
stemming from the combinations of the aforementioned diseases limiting the capacity
to facilitate function for rest of the body. The primary symptoms resulting from
weakness developing is duly to the effects of a patient’s first encounter with CAD. A
person born with a heart with weak/faulty valves, walls or blood vessels, is said to
have a congenital heart defect.
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1.4.4 Contributing Factors
Upon review of further literature, the main criteria that is represent in the
data sets are blood flow. It is apparent these following factors contribute to the
number of heart disease cases within the United States in general. The factors of
age, sex, and geographic location increase the risk of a heart attack or stroke[19]. It
is also interesting that our heart age may be higher than our actual age due to the
influences of diet, stress, activity and heritage. Until the age of 45 years old and
older, medical personnel prescribe the public to have a routine heart health check at
least every two years. The condition of participants within the data sets pertains to
the data retrieved from testing. At the time of data collection traditional risk factors
for CAD are cholesterol levels, blood pressure, blood sugar, and pain developed from
exercise recorded during the thallium test [13].
1.5 Conclusion
CAD is ranked as the most common among the other heart problems which the
research will center on as the meaning of heart disease since it has a higher propensity
to occur and is reflected in the data set. Because of the current paradigm of accessing
solutions for the country’s health has caused many to research the data for possible
provision of a solution to mitigate contracting disease.Experts from the Mayo Clinic
organization have further defined heart disease as: “generally refers to conditions
that involve narrowed or blocked blood vessels that can lead to a heart attack, chest
pain (angina) or stroke. Other heart conditions, such as those that affect your heart’s
muscle, valves or rhythm, also are considered forms of heart disease [11].” The datasets
collected on the University of California Irvine has been shared to different data
bases. However after reviewing the data, it suggests that the information was to
geared toward a participant’s blood flow as the determining factor for presence of
heart disease symptoms.
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Chapter 2 Data Exploration
2.1 Data Descriptions
The initial dataset came from Kaggle, a popular repository for data, which
referenced a data file on Heart disease. The referenced dataset is from University of
California Irvine (UCI) Machine Learning Repository [8]. Each originally collected
76 variable attributes, but condensed to only 14 attributes due to the number missing
data points from the 62 variables. See Table 2.1 for a list of the 14 attributes. This
process is the beginning stages of data cleaning. For a number of unknown reasons
to this researcher, the original raw source data became corrupted and was never
re-uploaded to the repository.
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Table 2.1: Condensed 14 Attributes Retrieved from UCI Repository
The collective data bases found in the repository were the Cleveland Clinic,
Hungarian Institute of Cardiology, Switzerland University Hospital, and Veteran Af-
fairs Long Beach Medical Center. Another heart disease data file with identical
labeled attributes was found in the UCI repository entitled Statlog [10]. The Statlog
dataset contained a completed 270 data points with no empty sets. This can all be
seen in the table provided below.
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Table 2.2: Data Files Information Retrieved from UCI Repository
For Cleveland data set to be considered complete for the analysis for this thesis
attributes "Number of Major Vessels" and "Thallium Heart Rate" were removed for
the purpose to easing the data pre-processing. In an attempt to keep sizable amount
of data points involved in the analysis, it was optimal to select the two most complete
data sets which are Cleveland and Statlog respectively. In addition, several research
were done with the decision to create a composite data set of all remaining incomplete
data sets.
Table 2.3: Pre-Processed Data Sets
There are many factors that contribute to the prevalence of Heart Disease
which have stemmed from age, inactivity, obesity, smoking, diabetes, family history,
high blood pressure, excess levels Density Lipoproteins, and stress. For reasons that
we explain later, we have relied on only 12 attributes as shown in Table 2.4.
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Table 2.4: 12 Attributes Being Addressed in the Thesis
2.2 Attributes Descriptions
2.2.1 Age
Because heart health risk increases with age, the screening age range for par-
ticipants is greater than of equal to 35. Although heart risk is not typical for younger
age groups, Heart Foundation(HF) doesn’t detour younger participants especially
family’s that have a history with heart health risks [7].
Table 2.5: Kaggle Age Summary
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Figure 2.1: Bin Width Kaggle Age Summary
2.2.2 Sex
The standing statistic for heart disease its the primary cause of death for both
men and women in the U.S.[12]. The nominal values 0 and 1 are assigned to female
and male, respectively, to facilitate concise binary evaluation. Assigning these values
is necessary for certain types of machine learning which will be used in the evaluation
later after more critical attributes have been considered.
Figure 2.2: Similarities Represented between Kaggle and Cleveland
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2.2.3 Chest Pain
The most important indicator of heart disease is the chest discomfort or chest
angina [12]. Because discomfort provides the first indication of beginning symptoms
for many disease, chest angina establishes there is a problem present. The data tables
below angina levels may be case by case due to pain tolerance [12]. Although this is
one of the most dangerous symptoms of many diseases, this attribute can act as a
control for initial diagnoses verse actual diagnoses.
Table 2.6: Range of Chest Angina
2.2.4 Blood Pressure
The blood pressure contributes the to systematic structure for indicating the
hearts proper functioning. As with other fields of study the,pressure measures the
stress of the blood by the contraction of the surrounding dimensions. As blood flows
through blood vessels, the Blood pressure rises and falls naturally throughout the
day [9]. By analyzing this innate movement, research data collected may provide an
more insight to medical professionals about the patient’s heart condition. When the
pressure remains too high for a extensive time period, the repercussions may results
in high risk for CAD, heart attack stroke, and a series of other indicators for heart
failure [12]. From the CDC has recorded that High Blood Pressure also known as
Hypertension affects about 1 in 4 adults (24%) with hypertension have their condition
under control in the US [3]. Which infers American adults may not even be aware of
they have it because the symptoms aren’t prevalent as diseases [20]. Resting blood
pressure in millimeters of mercury (mm Hg) when the patient was admitted to the
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hospital.
Table 2.7: Resting blood pressure gender comparison
Figure 2.3: Resting Blood Pressure Comparison
2.2.5 Cholesterol
Cholesterol is a fat-like substance called a lipid that’s found naturally in the
blood. Lipids is vital for the normal functioning of the body. The human body
manufactures all the cholesterol it needs from diet. Cholesterol can be measured with
a simple blood test [6].
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Table 2.8: Total cholesterol levels for gender comparison
2.2.6 Fasting Blood Sugar
Blood Glucose or commonly recognized as Blood Sugar Diabetes is a dis-
ease that occurs when your blood glucose, also called blood sugar, is too high [15].
Milligrams per deciliter, is a measurement that indicates the amount of glucose in a
specific amount of blood. According to the CDC, about 1 in 4 people with diabetes
don’t know they have the disease. For the data sets, blood sugar is distinguished
whether the patient’s blood sugar is higher than 120 mg/dl or not.
Table 2.9: Fasting blood sugar levels for gender comparison
2.2.7 Electrocardiogram
The electrocardiogram results are accepted as the current standard for eval-
uation of patients. Results cater to the patients body during the exercise. A patient
within stable angina occurring through exercise which happens even on rest the dis-
ease got worse. This has to be why there are so few patients that show an abnormality
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on the heart rate on rest, and it is also why seeing this abnormality is very indicative
of a presence of a heart disease. On the other hand, the value 0, probable presence of
a hypertrophy, doesn’t seem to be very indicative of the presence of a heart disease
by itself.
Table 2.10: Kaggle resting EKG results
"Thallium Stress Test" also known as "Nuclear Stress Test" or "Cardiac Test"
benefits heart disease research by analyzing the condition of blood flow [14]. The
gamma camera through nuclear imaging tracks the participant’s blood flow which
carries a sample amount of Thallium, radioactive isotope [14].
2.2.8 Heart Rate
The maximum heart rate was recorded during Thallium stress test. The data
set showcase the optimal maximum healthy heart rate depends on the age (220 - age).
Thus, higher rates tend to be from younger patients.
2.2.9 Exercise Pain
This attribute is the patient’s level of angina or induced pain during exercise
which is necessary input for the presence of heart disease.
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2.2.10 Old Peak
The resting Stress Test segment depression is the marker for adverse cardiac
events. The old peak monitors a certain level in a normal heart beat which indicates
a displacement for the presence of a heart disease.
2.2.11 Slope
The part of the Stress Test for indicators of exercise. The slope by itself can
help determine whether there is heart disease or not if it is flat or ascending. Adding
a third variable where we can see if the slope is descending, the depression of the ST
segment can help to determine if the patient has a heart disease.
2.2.12 Target
The target is designated as the condition of the patient for heart disease after
the conducting stress testing indicators. The results of the testing had an extensive
range that determined for the disease presence. For the sake of simplicity and design
of approach, the patients which had any indication of disease present then in this
analysis it was considered diagnosed as heart disease.
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Chapter 3 Heart Disease Data Investigation
3.1 Kaggle
The heat.csv data found in Kaggle supposedly originated from the University of
California, Irvine, Machine Learning Repository [http://archive.ics.uci.edu/ml]. This
database contains 76 attributes, but all published results rely on using a subset of
10-14 of them. The archive contains four datasets for coronary artery heart disease:
namely, Cleveland Clinic Foundation Heart disease (303 records and available at
http://archive.ics.uci.edu/ml/datasets/Heart+Disease ). Hungarian heart disease,
Long-Beach-V.A. heart disease and the Switzerland data from the University Hospital,
Zurich. We noticed that the same database has been uploaded on other popular data
sites such as data world (https://data.world ) A closer look at the archives shows
that all except the Cleveland data is in a ‘workable’ condition, and any other data
has either too many missing (often shown as ‘NA’ or ‘?’ or ‘blank’) or inconsistent
values (duplicated rows, or ‘0’ where inappropriate); apparently the original datasets
have been corrupted. This leads to our first question. Which of the four original UCI
ML Repository datasets has been used in Kaggle? Looking simply at the dataset
sizes, the Cleveland data appears to be the most obvious one since both data have
the same size. We hypothesize that the Kaggle data is likely the Cleveland data and
opt to verify their features records, distributions and perhaps authenticate the Kaggle
data records.
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3.2 Cleveland vs Kaggle data
The original Cleveland data is called processed.cleveland.data, which can be
downloaded from the UCI Machine Learning repository site (in “Data Folder”) and
exported as a txt file. It was donated in July 1988 and currently has 1,471,444 web
hits. This data has no header, and yet the headers information were provided on
the website (under Attribute Information)—There are 303 records and 14 features
(5 numerical, 9 categorical) information were provided which helped determine each
column header in the order listed in the Table B, below. Although the Cleveland
data features share similar distributions to those of Kaggle (see Appendix I), there
are a couple of differences that we list below:
(a) Contrary to the Kaggle data, the original Cleveland data has 6 missing
values (recorded as ‘?’): 4 missing values are found for the number of blood vessels
(ca) feature and 2 missing values for the thalassemia (thal) feature. Because each
feature is categorical, it appears that, each of their missing values was replaced in
the Kaggle data with a closest value generated by the Nearest Neighbor Algorithm.
However, since these two features do not appear in a larger dataset (ORIG) which
we explore later, for practical comparative analysis, decided to drop them. Granted
that this is a minor difference given the data size.
(b) The target variable in the Kaggle data is binary, with ‘0’ for ‘Absence’,
and ‘1’ for ‘Presence’ of a disease. However, the target variable in the Cleveland is
nominal and has five levels—0 for Absence of disease and ‘1’, ‘2’, ‘3’, ‘4’ for different
levels of heart disease’s conditions. Once again, given that a larger dataset (ORIG)
which we explore later has only a binary target, for practical comparative analysis
purpose, we decided to recode the target as ‘0’ for ‘Absence’ and ‘1’ (for ‘1’, ‘2’, ‘3’,
‘4’) as ‘Presence’. Note that, ‘0’ was already declared as ‘Absence’ of disease in the
original list of attributes’ information about the Cleveland data (see Table B). When
we compare the number of records associated with each class of the target variable
in both data, we found a strong contrast between the records as shown in Table 3.1
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Figure 3.1: Recorded target values for Kaggle vs Cleveland datasets
The profiles of these two data are almost identical when comparing all other
features except Target, the predictor variable.—we also note few other minor differ-
ences. For instance, there are 206 Males, 97 Females in the Cleveland data while
there are 207 Males, 96 Females in the Kaggle data. Any reasonable data analysis
of these two datasets will likely result into divergent conclusions. Yet, it seems that,
there are no articles or studies that have brought these conflicting observations. One
reason we suspect is that, most of the machine learning data analysis presented fo-
cus on the results outputs but little on the meaning or interpretation of the results.
Because of the “reverse “coding of the target variable in these two files, we have every
reason to further investigate and clear any doubt regarding these two medical records.
Before we begin a comparative analysis of some of the features of the two data, we
present a second most original heart disease data, found in the UCI Machine Learning
repository.
3.3 Statlog Data
The original Statlog data is called heart.dat and it can be accessed in the
UCI Machine Learning repository site under the “Data Folder”. It is also available in
the UCI repository (at:[10] https://archive.ics.uci.edu/ml/datasets/Statlog+
%28Heart%29 although in a different archive or data folder. This file can also be
downloaded/exported as a txt file and it consists of 270 completed records and 14
attributes including a target variable. Its source and donation date were recorded as
‘N/A’, i.e., as unknown. Further, the site stated that, it is a heart dataset that is
similarly to a dataset already present in the repository (Heart Disease databases) but
in a slightly different form. The data’s columns have no heading yet, its attributes
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are the same as those of the Cleveland data which are shown in Table B.
We also note that the target variable of Statlog data has values ‘1’ (for ‘Ab-
sence’ of disease) and ‘2’ (for ‘Presence’ of disease) instead. We re-encoded these
values as ‘0’ (for Absence) and ‘1’ (for Presence) to match those of the Cleveland and
Kaggle data.
Further, to each of these two datasets, we added these headers and the pre-
dicted attribute was (re)named “target”. Given its size, we concluded that Statlog is
not Cleveland data. Therefore it could be one of the (3) corrupt datasets. We use
this data to help verify any unusual or abnormal distribution that may occur as we
compare Cleveland and Kaggle datasets to determine which has the correct ‘target’
coding.
As stated earlier and shown in [2] age, high blood pressure (trestpbs) and chest
pains (exang) are three of the leading key risk factors which are often associated with
patients with heart disease. To determine the validity of the target variable encoding,
we plot each of the corresponding variable against the target variable. Naturally, we
expect Cleveland data and the Kaggle data to be telling opposite stories. Meanwhile,
to help support these risk factors, we relied on the Statlog data to validate or confirm
the expected trend. For instance, we expect a patient with higher blood pressure to
be more likely classified as ‘Disease’ patient or ‘1’. Since both Cleveland and Kaggle
data will likely classify such patient in opposite classes (i.e., one of the datasets may
assign the patient to Class ‘1’, while the other dataset may assign the patient to Class
‘2’), Statlog’s trend/classification of such patient will help break any tie.
3.4 Comparative Analysis of 3 leading risk features
in three datasets
Age is one of the most important risk factors in developing cardiovascular or
heart diseases. According to the NIH[ https://www.nia.nih.gov/health/heart-health-
and-aging ], people age 65 and older are more likely than younger people to suffer a
heart attack, a stroke, or to develop coronary heart disease (aka called heart disease)
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and heart failure. As you get older, our heart can no longer beat fast enough during
physical activity and one of the major concerns is the building up of fatty deposits
in the arteries over the years.—such build-ups are often felt as pain or angina pain.
Further, as we age, the arteries stiffen, raising our blood pressure or hypertension
which is now common among younger individuals. It is estimated that 82 percent of
people who die of coronary heart disease are 65 and older. Simultaneously, the risk of
stroke doubles every decade after age 55. So, we examine each of these risk features.
3.4.1 Age Factor
From the Kaggle data, we found that the older you get the less likely you will
have a heart disease as shown in the plot. Certainly, the opposite is expected.
The Cleveland data and the Statlog are certainly in agreement that, at earlier
age, we see more individuals being classified as ‘No heart disease’ even though at later
age, we note some older individuals fall within the same category. See Figure 3.2 for
details, and the Appendix for larger images.
Figure 3.2: Age Feature for Kaggle, Cleveland and Statlog datasets (from Left to
Right)
3.4.2 Exercise Induced Pain Factor
We note here that the exercise induced angina (exang) correlates with chest
pain (cp) variable, although the later has 4 levels and was not induced. Because
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different individuals who experience the same pain level may likely be classified as
different levels of pains since pain level is quite subjective. For this reason, we choose
exang over cp to compare against the target variable.
The Kaggle data shows that 70% of individuals who show no sign of angina
during exercise were classified as ‘Heart disease’ vs 23% of individuals who show
some sign of angina. This would mean that, according to the Kaggle data, those who
experience angina pain during exercise are less likely to be classified as ‘heart disease’
contrary to those who do. Naturally, the opposite is true as shown in the feature
distribution plots (Figure 3.3) of the Cleveland data and the Statlog data.
Figure 3.3: Exercise Induced Pain Feature Plot for three datasets
3.4.3 Resting Blood Pressure Factor
With Kaggle data, we find that individuals with lowest resting blood pressure
are more likely to be classified as having heart disease than those who have higher
resting blood pressure. See Figure 3.4. Once again, the opposite is true as shown in
the feature distribution plots of the Cleveland and Statlog datasets.
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Figure 3.4: Exercise Induced Pain Feature Plot for three datasets
3.4.4 Conclusion
Given the pairwise graphical comparison of the records of the three features
from both Cleveland and Kaggle data, we conclude that the target variable coding
for the Kaggle data should be reversed; or else, it must be interpreted as ‘0’ for ‘Heart
Disease’ and ‘1’ for ‘No Heart Disease’. With this recoding or reinterpretation, the
Kaggle data is essentially the Cleveland data (with 6 newly imputed values for the
missing data). For the purpose of this research, we retain the original Cleveland data.
3.5 Features distributions of Statlog and Cleveland
datasets
Here, we decide to compare the Statlog data to Cleveland data, as both come
from the UCI Machine Learning archive.
3.5.1 Numerical features density plots
We observe similar density plots across all numerical features for both datasets
as shown in their respective distribution plots. ( See Figure 3.5 and Figure 3.6)
26
Figure 3.5: Distribution of Cleveland numerical features
Figure 3.6: Distribution of Statlog numerical features
3.5.2 Categorical Features Distributions
3.5.3 Target
As we compare the number of records in each class of the target variable, we
find that both data share approximately the same proportion of patients classified as
‘Heart disease’ (or ‘No Heart disease’) as shown in Table 3.7.
Figure 3.7: Target variable distributions across both datasets
3.5.4 Gender
Both datasets (as shown in Figure 3.8) appear to have the same gender dis-
tributions: 68% (or 206) Males vs 32% (or 97) Females for the Cleveland data, while
27
Statlog data registers 67.8% (or 183) Males vs 32.2% (or 87) Females.
Figure 3.8: Cleveland and Statlog datasets Gender distribution
Further, when compared against the target variable, both datasets show very
similar distributions: More percentage of women (between 74%-77%) are more likely
to be classified as ‘No Heart Disease’ compared to men (45%).
Figure 3.9: Gender Feature distribution against the Target
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3.5.5 Chest Pain
According to the American Heart Association [ https://www.heart.org/en/
health-topics/heart-attack/angina-chest-pain/angina-pectoris-stable-angina]
chest pain (aka angina pectoris) is a common condition that affects several million
people in the United States. Yet most people are not aware of its different symptoms.
It is the discomfort that is noted when the heart does not get enough blood or oxygen.
This is often due to a blockage or plaque buildup in the coronary arteries. In which
case, a partially or completely blockage will prevent the heart from getting enough
oxygen.
As we analyze both data (see plot) we find that, a the majority of individuals
(between130-140 records) have expressed a high level (level ‘4’) of chest pain. Of this
group, a clear majority of them (between 71%-73%) are classified as having a ‘Heart
disease’.
Figure 3.10: Chest Pain Feature distribution against the Target
3.5.6 Fasting Blood Sugar
For most people, 80 to 99 milligrams of sugar per deciliter before a meal
and 80 to 140 mg/dl after a meal is normal. The American Diabetes Association
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[https://www.diabetes.org/a1c/diagnosis] recommends that most nonpregnant
adults with diabetes should have 80 to 130 mg/dl before a meal and less than 180
mg/dl at 1 to 2 hours after beginning the meal.
From Figure 3.11, we observe that the majority of the patients do not show any
sign of high blood sugar (or diabetes)—In fact, a slightly higher majority of individuals
who have a high blood sugar (>120mg/L) are actually classified as “No heart disease’
in the Statlog data. There is no difference in the percentage of classification for those
do not have a high blood sugar. It appears that, overall, diabetes or the sugar level
alone, is not a decisive factor in the classification of heart disease patients.
Figure 3.11: Fasting Blood Sugar Feature distribution against the Target
3.5.7 Resting Electrocardiogram Feature
An electrocardiogram (ECG or EKG) is a simple test that measures an indi-
vidual heart’s electrical activity. Typically, each heartbeat is triggered by an electrical
signal that starts at the top of your heart and travels to the bottom and when a heart
is showing signs of disease, it affects its electrical activity.
Both data show individuals who have normal EKG result are more likely to be
classified as ‘No Heart Disease’ than those who show some abnormality. Further, the
plots also show that, having an abnormal EKG result does not increase significantly
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the odds of being classified as ‘Heart Disease’, especially in the Statlog data. Still,
the odds are slightly bit higher (10%) for the Cleveland data.
Figure 3.12: Resting ECG Feature distribution against the Target
3.5.8 Exercise Angina
Angina or chest pain or discomfort may occur during activities such as climbing
stairs, or becoming upset or even going outside into the cold air according to the
American Heart Association. In Section 1.1, we compared this feature’s distribution
for both datasets against the one found in Kaggle. See Figure 3.3. There, we found
that, not only both datasets share the same distribution but about 70% of individuals
who show no sign of exercise angina are classified as ‘No Heart Disease’.
3.5.9 Slope
An ST segment or slope is the flat section of the EKG between the end of an S
wave (the J point) and the beginning of the T wave. The ST Segment represents the
interval between ventricular depolarization and repolarization.The most important
cause of ST segment abnormality (elevation or depression) is myocardial ischaemia
or infarction.
Once again, we see a similar trend between the classification of patients in
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both datasets, as shown in Figure 3.13. It is evident that, those who have ‘low’ slope
are classified as ‘No Heart Disease’ at a rate of 3 to 1 compared to those who have a
mid to high slope.
Figure 3.13: Slope Feature distribution against the Target
3.5.10 Conclusion
Given the pairwise graphical comparison of the records of all the (12) fea-
tures from both Cleveland and Statlog data, we noted the unusually close similarities
between these data. Upon further inspections (through merging and removal of du-
plicates), we found that the Statlog data is actually a subset of the Cleveland; in
which case, only the Cleveland datasets (303=270+33) contains exactly 33 records
that cannot be found in the Statlog data. We decide to drop the Statlog data and
keep the Cleveland data for further analysis. Thus, any datasets that includes both
of these data is riddled with duplicates and should not be recommended for analysis.
3.6 Potential Missing datasets
Recently [Nov 2020], Siddhartha has created and uploaded a dataset in IEEE
data site aka dataport which can be found at https://ieee-dataport.org/open-access/
heart-disease-dataset-comprehensive. For the purpose of this research, we refer
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to his data as ORIG data. This data is declared to be a combination of the fol-
lowing (5) datasets: Cleveland (303 obs.), Hungarian (294 obs.), Switzerland (123
obs.), Long Beach VA (200 obs.) and Statlog Heart Data (270 obs.); a total of 1190
observations and 12 attributes as shown in Table 2.2 and summarized by Table 3.1.
Table 3.1: ORIG dataset
The attributes are the same as those listed in Table 2.4 i.e., those in Table
2.3 minus two columns: number of major vessels (ca) and patients heart rate (thal).
So, the ORIG data contains the previously mentioned (2) datasets, namely Cleve-
land and Statlog; this explains the unusually high level of duplicates (∼ 40%). We
proceed to identify these two datasets in the ORIG data. Once identified, we remove
those records from the ORIG data and the remaining dataset is called the MISS (for
“missing”) dataset. The MISS data has 613 observations, 12 features, with 0 duplicate.
Yet, we have no way of recovering the missing three datasets in the original
UCI dataset repository. We have reached out to Siddhartha to find out about the
original subsets of data but we have not received a response from him.
3.6.1 MISS dataset Features Exploration
We found that most the numerical features’ distributions appear normal except
‘chol’ and ‘oldpeak’. A closer look at the cholesterol variable shows that there are
172 (about 28% of the data) records with ‘zero’ values for the cholesterol in the data.
Likewise, ‘oldpeak’ shows 267 (about 46% of the data) records with ‘zero’ values for
the ST depression. Still, it is important to point out that the Cleveland data has no
‘zero’ cholesterol record but does have 99 (about 33% of the data) ‘zeros’ records for
‘oldpeak’ records.
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Figure 3.14: Distribution of MISS data numerical features
Moreover, we noticed that the data has an unusually high male proportion
(85% male vs 15% female) and any analysis that includes ‘sex’ will potential be
biased due to a lack of a reasonable female representation.
Figure 3.15: Distribution of Gender features
3.6.2 Conclusion
Given some of the earlier anomalies (highly skewed gender distribution, and
unusual values for ’chol’) found in MISS data and our inabilities to authenticate the
ORIG data, we decided to drop the MISS data for our predictive model. For the rest
of this thesis, we rely only on the Cleveland data for our analysis.
34
Chapter 4 Predictive Models
Predictive analytics generally seek to extract information from the raw data
in order to predict trends or indicate certain patterns of behavior. Here we rely
on standard statistical data modeling such as logistic regression and a well-known
machine learning technique called Random Forest. Fundamentally, we are trying
to capture the relationships between Heart Disease and features such as Age, Sex,
Cholesterol,etc...Some of the features are more important than others so we rely
on Random Forest features’ selections to select the best classifiers. We begin by
introducing the reader to some common statistics, models, and technical terms.
4.1 Basic Statistics and Machine Learning
4.1.1 Level of significance
Also known as alpha level, this value is used as a probability cutoff for making
decisions about the null hypothesis. Its value represents the probability we are willing
to place on our test for making an incorrect decision in regards to rejecting the null
hypothesis. In other words, it is the level of risk we are willing to take as we reject a
possibly correct hypothesis. For example, a significance level of 0.05 indicates a 5%
risk of concluding there is a statistically significant result or difference when there is
none.
4.1.2 P-value and Confidence Interval
P-values are the probability of obtaining an effect or a relationship at least as
extreme as the one in the sample data, as we assume the truth of the null hypothesis.
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When a p-value is less than or equal to the significance level (typically 0.05), we reject
the null hypothesis.
The range of values, for which the p-value exceeds a specified alpha level is
called confidence interval. In other words, this interval gives a range of values
within which lies a true (population) parameter. So, with an estimated parameter
at α = 0.05, a confidence interval indicates that, with repeated samplings (identical
studies in all respects except for random error), we are “confident” that, in spite of
margin-of-error (or deviations), 95% of the parameter estimates will lie within this
interval. With the margin-of-error we can state that the interval includes the true
population parameter.
4.1.3 Correlation
A simple correlation measures the relationship between two (ideally normally
distributed) variables. For our thesis we used Pearson’s r which measures a linear re-
lationship (or association) between two continuous (numeric) variables without taking
into account other variables. For each pair of variables (Xi, Xj) Pearson’s correlation












Its value range between −1 and 1 and |r| ∼ 1 indicates a strong dependence or
correlation and |r| ∼ 0 indicates a strong independence between the variables.
The objective of any data analysis is to extract information (or accurate es-
timation) from the original (raw) data. Typically, we seek to determine whether or
not there is statistical relationship between a response variable (Y ) and explanatory
variables (Xi). One way to answer this question is to use some regression analysis in
order to model its relationship. By modeling we try to predict the outcome (Y ) based
on values of a set of predictor variables (Xi). There are several types of regression
analysis and each type of the regression model depends on the type of the distribution
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of Y . They are often used to assess the impact of multiple variables (a.k.a. covariates
and factors) in the same model. Here, we focus on two of these which we define next.
4.1.4 Linear regression
This is an extension of the simple correlation. In regression, one or more vari-
ables Xi (predictors or factors or independent variables or inputs ) are used to predict
an outcome Yi (response or target or criterion or dependent variable or output). In
practice, a linear regression model or equation returns estimates of the coefficients of a
linear equation that involves one or more independent variables that best predict the
values of an ouput or the dependent variable which must be quantitative continuous
or scale. It is often written as
E(Yi) = β0 + βXi or Yi = β0 + βXi + εi
for each i observation or data point with errors εi.
Regression coefficients or coefficient estimates βi represent the mean change
in the response variable for one unit of change in the predictor variable while holding
other predictors in the model constant.
The p-value for each term tests the null hypothesis that the coefficient is equal
to zero (no effect). Thus, a low p-value (< 0.05) indicates that we can reject the
null hypothesis, in which case the corresponding predictor is likely to be a meaningful
addition (or is statistically significant) to your model. Likewise, a larger (insignificant)
p-value suggests that changes in the predictor are not associated with (or do not help
explain) changes in the response. Thus, for our analysis, we use the coefficient p-values
to determine which variables are useful for our final model.
As it is true for any model, part of the process involves checking to make sure
that the data we want to analyze can actually be done using the chosen model. For
a linear model it is required that, for each value of the independent variable, the
distribution of the dependent variable must be normal. Typically, we plot the errors
(residuals) to see if they follow a normal distribution. A QQ- plot is an example of
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such a residual plot that can be used to reveal biased results more effectively than
a simple computation. Further, the variance of the distribution of the dependent
variable should be constant for all values of the independent variable. Finally, the
relationship between the dependent variable and the independent variables should be
linear, and all observations should be independent. In brief, the residuals of a good
model should be normally and randomly distributed.
In the event the response variable takes a form where the residuals look com-
pletely different from a normal distribution, it is preferable to consider another class
of models known as generalized linear models (GLM); in which case the response vari-
able Yi follows an exponential family distribution. Logistic regression is an example
of a GLM as we define it, next.
4.1.5 Binomial Logistic regression
Binomial Logistic regression which is simply called a logistic regression esti-
mates the probability of an occurrence of an event Yi based on a set of predictors
Xi. The basic mathematical concept behind logistic regression is logit which is the
natural logarithm (ln) of an odds; and odds are ratios of probability "success" p (for
instance, an ambulance was needed) to probability "failure" 1 − p (when no ambu-
lance was needed, for instance). Thus, given a response categorical variable Y and m
predictors Xi, we have
logit(Y ) = log(
p
1− p




where β0 is the Y intercept (i.e., mean of Y independent of Xi’s) and βi’s are the re-
gression coefficients (or parameter estimates) for each predictor Xi, for i = 1, . . . ,m.
We note that, by taking exponential (or anti-log) of both sides of equation 4.1,
we derive the equation to predict the probability of the occurrence of an outcome of
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interest as follows:









where e ∼ 2.71828 is the natural base.
Interpretation :
(i) The sign (±) of a coefficient (or slope) βj gives the direction of the relationship
(negative or positive) between the predictor Xj’s and the logit of Y .
(ii) The intercept or log average odd β0 = log( p1−p) is an estimate of the model
(null model) if we consider no predictor; this is also known as unconditional log odds
of the response. Thus, the average odd is eβ0 and the average probability of
success, p is eβ0
1+eβ0
.
(iii) The coefficient βj, for some predictor Xj. Fixing the levels of the remaining
predictors Xk, k 6= j, this value gives the log(odds) of the effect of Xj on Y (beyond
the average) for each unit increase (in a scale variable) or in comparison to a fixed
(base) level in Xj. Thus, for a predictor Xj, the estimated odds value is eβj and
the percentage change in odds (per unit increase or relative to a base level) is
(eβj − 1)× 100%.
As related to inferential statistics, a null hypothesis would state that, for some
βj = 0, j > 0, i.e., there is no linear relationship between logit of Y and Xj, in the
population. So, rejecting such a null hypothesis would imply that a linear relationship
exists between logit of Y and Xj. As indicated earlier for linear regression, we will
rely on the p-values and the alpha level of .05, to help make our decision on the
significance of the coefficients.
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4.1.6 Multinomial Logistic regression
Multinomial logistic regression (or multinomial regression) is used to predict
a nominal dependent variable (with two or more factors or categories) given one or
more independent variables. As such, it is an extension of binomial logistic regression
to allow for a dependent variable with more than two categories.
4.1.7 R-squared
Also known as coefficient of determination. it is a statistical measure of
how close the data are to the fitted regression line. In other words, it is the percentage





0% indicates that the model explains none of the variability of the response data
around its mean and 100% indicates that the model explains all the variability of
the response data around its mean. In general, the higher the R-squared, the better
the model fits your data but there are risks of "overfitting" or bias, which makes the
model less adaptable to a different data taken under a similar circumstance.
4.1.8 Pseudo R-squared
As opposed to an R-squared value that is obtain from evaluating a model built
on a continuous response, such an indicator does not make sense for models built on
an ordinal response where the variance is fixed instead. However, a similar metric (in
scale) called a “Pseudo” R-squared is used for models such as logistic regressions. In
which case, the higher the value the better model but they are only meaningful when
comparing these values for distinct models. There are several such pseudo R-squared




In the area of machine learning when it comes to statistical classification we
often rely on a confusion matrix (or error matrix ) which gives the performance of a
classifier or supervised learning algorithm; neural network, which we define later, is an
example of a classifier. The confusion table or confusion matrix is a 2matrix with
the number of true positives (TP; hit) and true negatives (TN; correct rejection)
on row 1 and the number of false positives (FP; false alarm or Type I error) and
false negatives (FN; miss or Type II error) on row 2, respectively by columns. The
performance of a classifier will be measured with the following statistics:
4.1.10 Accuracy
It is a parameter that is designed to determined whether or not a test accu-
rately measures what it is supposed to measure. In which case, it is the ration of
correctly classified patients or subjects in the entire record. Thus, Accuracy is given
by
TP + TN
TP + FP + TN + FN
.
4.1.11 Recall or Sensitivity
It is the measure of the proportion of actual positives (TP) that are correctly
identified (e.g., the percentage of injured bikers who are correctly identified as being






It is the measure of the proportion of actual negatives that are correctly identi-
fied (e.g., the percentage of patients with no heart disease that are correctly identified
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as ’No Heart Disease’). Thus, specificity or true negative rate (TNR) is given by
TNR = 1− FPR = FN
FP + TN
.
When one is measuring the proportion of actual positives that are correctly identified,




4.1.13 Receiver Operating Characteristic (ROC)
This is a plot of the diagnostic ability of the classifier system as we vary its
discrimination threshold (or cut-points). Thus, a curve is obtained as we plot the
true positive rate (TPR) against the false positive rate (FPR) at various cut points.
In general, the closer the curve is to the top left corner in the plane, the better the
classification as shown in Figure 4.1.
Figure 4.1: An ROC curve space
In order to check the performance of our classifier, we will rely on the AUC
(Area Under Curve) of the ROC curve; this is a measure of discrimination or
diagnostics. As such, a higher AUC, the better the model at distinguishing between
say, injured bikers vs non-injured bikers, following an accident. Thus, an excellent
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classifier has AUC ∼ 1 while a poor classifier has AUC ∼ 0.
4.1.14 Akaike’s Information Criterion
Akaike information criterion (AIC) (Akaike, 1974) is a a criteria that is used
to estimate the likelihood of a model to predict/estimate future values based on a
"large enough" (usually n > 40) sample size. A relatively good model is the one that
with minimum AIC among all the other models. It is computed with the formula
AIC = −2log(L) + 2k,
where k is the number of model parameters (the number of variables in the model plus
the intercept) and L is the value of the likelihood; the Log-likelihood is a measure of
model fit–The higher the number, the better the fit. This is automatically generated
from a statistically R output.
4.1.15 Neural Network
This is a sophisticated classifier that is applied to a data when the nature of the
relationship between the predictors and the response is not clear; this relationship is
learned through repetitive "training" methods. For example, gradient methods such
as gradient descent (on a loss function) are used to train multilayer networks by
updating weights to minimize loss.
4.1.16 Random Forest
This is a collection of decision trees also called a forest that classifies for each
tree a new object based on the variables. From there, each object classification
receives a vote where selection is based on the highest votes received. In other words,
this algorithm takes a subset of the data points along with a subset of variables and
constructs a decision tree. The tool amalgamates the build of the decision trees in
order to make a more accurate and stable prediction. From the input, the out of







The regression analysis are done using R computing language. By default, the
category that R chooses to be the reference or baseline is the first category listed
alphabetically or numerically (if coded 0, 1, . . .). For our regression output for
instance, it is Female (’0’) and ’Heart Disease’ that are use used as baselines. The
machine learning, Random Forest, is run in Python (Jupyter notebook).
A quick numerical variables’ correlation check is first performed. By default,
Python computes the Pearson’s correlation coefficient. As shown in Figure 4.2, each
row and column represents a continuous variable, and each value in this matrix is
the correlation coefficient (Pearson’s r value) between the variables represented by
the corresponding row and column. We found that most attributes are not strongly
correlated. Slope is mildly correlated with oldpeak with a correlation coefficient of
r = 0.58.
44
Figure 4.2: Correlations Heat Map of Continuous Variables in Cleveland
4.2.1 Regression Output of Full Model of Cleveland Data
After ensuring that each variable has the proper coding and structure, we run a
logistic regression on all the (12) features against the target variable. The regression
output is shown in Table 4.1. The predictors which are significant with a p-value
≤ .05 are highlighted. The logistic regression coefficients give the change in the log
odds of getting ’Heart Disease’.
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Table 4.1: Cleveland Data Regression Output
There are three variables namely sex, cp (level 4), and oldpeak, that are signif-
icant at a 5% level. There are three other variables that very close to be statistically
significant at a 5% level. They are trestbps, thalach and exang. The error estimates
for each of these values is low and the AIC value of the model is 269 which is relatively
low. The deviance residuals are close to 0 and roughly symmetrical.
Further, we have decided to test the classification/decision making of a ma-
chine, given a logistic model prediction on all the features. We train on 75% of the
data and test on 25% of the data, to get the output in Figure 4.3.
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4.2.2 Model Classification Testing
Figure 4.3: Confusion Matrix of Cleveland Data








TN = 31 FP = 9 40
Actual:
Heart Disease
FN = 14 TP = 22 36
45 31
Table 4.2: Confusion Matrix of Cleveland Data Summarized
From the confusion matrix table (Figure 4.2), we obtained:
(a) Accuracy: This determines how often is the binary classifier correct–In which
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∼ 0.70, i.e., 70% of the times.
Consequently, its misclassification rate also known as error rate is 1-ACC which
is about 30%.
(b) Precision: This helps determine how often is the classifier true prediction of a
’Heart Disease’ out of its total ’Heart Disease’ prediction. It is,
TP




∼ 0.71 i.e., 71% of the times.
(c) Recall: This determines how often does the classifier predict a ’Heart Dis-
ease’ when the individual actually has a ’Heart Disease’ condition–It is in fact,
TP





Given, the relatively low Recall, we use Random Forest algorithm on Cleveland data to
help select the six most important features in order to help improve the classification
rate.
Figure 4.4: Random Forest Feature Importance on Cleveland
According to the output in Figure 4.4, ’thalach’, ’oldpeak’ and ’cp’ are most
important factors, and each is statistically significant in a larger model as built pre-
viously; we did not include ’thalach’ in part because the risk is 5.2%. We also note
that Age is a more important factor than ’sex’ which is less important than ’restbps’.
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4.2.3 Regression Output of Full Model of Statlog Data
After ensuring that each variable has the proper coding and structure, we run
a logistic regression on all the (12) features against the target variable. The regression
output is shown in Table 4.3.
Table 4.3: Statlog data Full Model Regression Output
The result shows that sex, cp, chol, fbs, exang and oldpeak are statisti-
cally significant–surprisingly, the log mean is not statistically significant, compared to
the full model of the Cleveland data. Similarly, as we have done it for the Cleveland
data, we run a Random forest on the data to select optimal features. The result is
shown in Figure 4.5
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Figure 4.5: Random Forest Feature Importance on Statlog data
Here, we found that all the top 6 features found in the feature selection for
the Cleveland data are appearing in the Statlog data, in the exact same order of
importance. They are, in order of importance, cp, thalach, oldpeak, age, chol and
trestbps. Finally, we consider the (yet to be authenticated), MISSING data.
4.2.4 Regression Output of Full Model of Missing Data
After ensuring that each variable has the proper coding and structure, we run
a logistic regression on all the (12) features against the target variable. The regression
output is shown in Table 4.4.
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Table 4.4: Missing data Full Model Regression Output
The result shows that sex, cp, chol, fbs, exang and oldpeak are statisti-
cally significant–Here also, the log mean is not statistically significant, compared to
the full model of the Cleveland data. Once again, we run a Random forest on the
data to select optimal features. The result is shown in Figure 4.6
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Figure 4.6: Random Forest Feature Importance on MISSING data
Here, we found that not all the top 6 features found in the feature selection
for the Cleveland and Statlog datasets have appeared in the list; age is replaced by
slope which becomes the most dominantly important feature. Also, exang replaces
trestbps. The remaining important common features for all three datasets are: old-
peak, cp, chol, thalach, which are also found to be important in the previous two
models. Of all four features, only cholesteral (chol) is not statistically significant at
a 5% risk level for the Cleveland data.
4.2.5 Models Comparison and Conclusion
For each of the datasets, Cleveland, Statlog and Missing, we run a logistic
regression that includes all features; these are considered full models and we record
each AIC value. The top 6 features selected through Random forest for each dataset
are used to build a second model; these are considered reduced models. Their AIC
values are also recorded. Finally, for each model built (both full and reduced), we
compute the Accuracy, Precision and Recall values as we have shown for the Cleveland
(full) model. (see Table 4.3). The results of these models are summarized in Table
4.5
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Table 4.5: Classifications Criteria Summary of the Models
We found that, the best predictive models are the reduced Cleveland model
and the full Statlog models. However, between these two models, the full model on
Statlog has a slightly better accuracy and recall percentage compared to the Cleveland
data and yet, the Cleveland data is more precised in classifying heart disease patients.
We think either model is better for statistical analysis. Moreover, it is also
clear that, the bigger the dataset, the better for machine classifiers. So, we have
decided the Cleveland data on the set of six attributes is the winner; although by a
slightly minor margin!
Table 4.6: Final (Cleveland Reduced) Model Regression Output
There are three important features that turn out to be significant: thalach,
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oldpeak, cp (level 4)–chol, age and trestbps are not statistically significant. From the
regression table, we obtain the following:
Model Equation:
Log(odds of Heart Disease) = 1.6 + 0.024 · thalach − 0.74 · oldpeak − 2.11 ·
cp(level4)
Interpretations:
• In average, the expected odds value (or average odds value) of getting ’Heart




× 100% ∼ 49.5% of getting ’Heart Disease’, according to
the Cleveland Data. In other words, one in two people will likely become ’heart
patient’.
• A unit change in thalach value increases the odds of getting ’Heart Disease’
by a factor of e0.024 ∼ 1.02 above the average, holding the effect of the factors
constant. In which case, the probability of getting ’Heart Disease’ increases by
about (e0.024 − 1)× 100% ∼ 2.4% compared to the average.
• Also, when compared to patients with typical angina (cp-level 1), the average
odds of getting heart disease for individuals who experience no pain (cp-level
4 or asymptomatic) decreases by a factor of e−2.11 ∼ 0.12. In which case the
probability of getting ’Heart Disease’ while showing no chest pain (cp-level 4)
decreases about (1− e−2.11)× 100% ∼ 88% compared to those who experience
typical angina. Other pain levels (2-3) are not statistically significant.
54
Chapter 5 Conclusion and Future Research
We investigate several heart disease datasets that are often used in both sta-
tistical analysis and machine learning. We found several deficiencies and duplicates
which undoubtedly weaken any inference or predictive model built on these datasets.
We solved several of these issues or at least proposed solutions. Further, we analyze
the most likely valid datasets and determine using Random forest and logistic regres-
sion as the best dataset for machine learning and statistical analysis: the Cleveland
data on a reduced (features) model. Finally, our analysis reveals three leading fac-
tors for heart disease: thalach (maximmum heart rate), oldpeak and cp (chest pain).
Future work can combine Cleveland data and ’Missing’ data to further enhance the
classification rate of any classifier. Other classifiers such as gradient boosting, genetic
algorithm, support-vector machines and even neural network could be used on the
final combined data to further determine features’ associations.
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Appendix
Figure 5.1: Age Feature for Kaggle data
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Figure 5.2: Age Feature for Cleveland data
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Figure 5.3: Age Feature for Statlog data
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