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Abstract
In a recent paper [Phys. Lett. A 335, 351 (2005)] the authors discussed the equiva-
lence among the various probability distribution functions of a system in equilibrium
in the Tsallis entropy framework. In the present letter we extend these results to
a system which is out of equilibrium and evolves to a stationary state according
to a nonlinear Fokker-Planck equation. By means of time-scale conversion, it is
shown that there exists a “correspondence” among the self-similar solutions of the
nonlinear Fokker-Planck equations associated with the different Tsallis formalisms.
The time-scale conversion is related to the corresponding Lyapunov functions of the
respective nonlinear Fokker-Planck equations.
Key words: Tsallis entropy, nonlinear Fokker-Planck equation, escort probability,
Lyapunov function.
PACS: 05.20.Dd, 05.70.Ln, 05.90.+m, 65.40.Gr
1 Introduction
In the last decades some generalized entropies, different from the Boltzmann-
Gibbs one, have been proposed in literature to study the statistical mechanics
properties of complex systems with asymptotic free-scale behavior. Among the
various proposals, the Tsallis’ entropy [1]
Sq[p] =
1
1− q
∫ (
p(v)q − p(v)
)
dv , (1.1)
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is a paradigm.
After its introduction in 1988, it has been fruitfully employed in the inves-
tigation of statistical systems characterized by long-rang interactions and
time-persistent memory effects. Among the many, we quote astrophysical and
cosmological systems, nuclear systems, low-dimensional chaotic systems, self-
organized critical systems, turbulence. It is also widely employed in geological,
biological and social-economical sciences (see [2] for a currently update bibli-
ography).
As observed in [3], the original proposal [1] introduced the Lagrange multi-
plier associated with the linear mean energy in an unsatisfied manner so that
some important properties necessary for a well stated theory were lacked. This
insight induced in [3,4] to reformulate the original formalism (hereinafter we
call it the modified 1st-formalism) based on the definition of the linear mean
value given by
A(1) =
∫
A(v) p(1)(v) dv . (1.2)
In [5,6] alternative definitions of the mean value were introduced, and the
authors proposed the 2nd-formalism based on the un-normalized q-mean value
A(2) =
∫
A(v)
(
p(2)(v)
)q
dv , (1.3)
which unfortunately has the drawback that 〈1〉(2) 6= 1 and the 3rd-formalism
based on the escort probability mean value
A(3) =
∫
A(v)
(
p(3)(v)
)q
dv∫ (
p(3)(v)
)q
dv
. (1.4)
More recently, in [7,8] the optimal Lagrange multiplier formalism (OLM-
formalism) were introduced, where for the same physical input of the 3rd-
formalism, the constraint in the MaxEnt procedure is written as the centered-
form∫
A(v)
(
p(OLM)(v)
)q
dv − A(OLM)
∫ (
p(OLM)(v)
)q
dv = 0. (1.5)
The 1st- and 3rd-formalisms have the disadvantage of dealing with self-referential
expressions for the distribution functions which originate computational diffi-
culties in some cases. Differently, the 2nd- and the OLM-formalisms produce
distribution functions that are not self-referential though the mean values are
still self-referential (see [9] for a comparison between these two formalisms).
Throughout all these alternative formulations, in [10,11], another formalism
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based on the entropy S2−q[p] and the linear averages (hereinafter (2 − q)-
formalism) has been developed. In particular, in [12] it has been shown that
the (2 − q)-formalism produces a non self-referential expression both in the
distribution and in the mean values. (For a comparison of some physically
relevant quantities in the different formalisms see Appendix A).
In [13], the entropy S2−q[p] and its equilibrium distribution have been em-
ployed to show the equivalence among the different formulations of the Tsallis
theory. The same (2− q)-formalism plays an important role in the discussion
of the present work. For this reason, and also to fix the notations used in this
paper, we shortly collect hereinafter the main results obtained in [13].
According to the following relations
β(1) = (2− q) β(1)2−q
(
Z¯
(1)
2−q
)q−1
, (1.6)
γ(1) =
1
1− q −
2− q
1− q
(
Z¯
(1)
2−q
)q−1 − (2− q) β(1)2−q (Z¯(1)2−q)q−1 U (1)q , (1.7)
the equilibrium distribution obtained in the (2− q)-formalism
p(v) = α expq
(
− γ(1) − β(1) ǫ(v)
)
, (1.8)
with α = (2 − q)1/(q−1) and expq(x) = [1 + (1 − q) x]1/(1−q) is the q-deformed
exponential, can be rewritten in the form
p(1)(v) =
1
Z¯
(1)
2−q
expq
(
− β(1)2−q
(
ǫ(v)− U (1)q
))
, (1.9)
with (Z¯
(1)
2−q)
q−1 =
∫
(p(1)(v))2−q dv, where, by replacing 2− q with q, we obtain
the probability distribution function of the modified 1st-formalism [4]. In Eq.
(1.8), γ(1) and β(1) are the Lagrange multipliers related, respectively, to the
normalization 1 =
∫
p(v) dv and to the linear mean energy Uq =
∫
ǫ(v) p(v) dv
in the (2−q)-formalism, as well as β(1)2−q is related to the Lagrange multiplier as-
sociated to the linear mean energy U (1)q =
∫
ǫ(v) p(1)(v) dv in the 1st-formalism.
Equivalently, the same expression (1.8) can be transformed in
p(3)(v) =
1
Z¯
(3)
q
expq
(
− β(3)q
(
ǫ(v)− U (3)q
))
, (1.10)
corresponding to the distribution function derived in the 3rd-formalism [6],
where β(3) = β(3)q (Z¯
(3)
q )
1−q is the Lagrange multiplier of the escort mean energy
U (3)q =
∫
ǫ(v) (p(3)(v))q dv∫
(p(3)(v))q dv
and (Z¯(3)q )
1−q =
∫
(p(3)(v))q dv.
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The expressions (1.9) and (1.10) are equivalents, in the sense that p(1)(v) ≡
p(3)(v), if the conditions
β(1) = (2− q) β(3)
(
Z¯(3)q
)2(q−1)
, (1.11)
and
U (3)q = U
(1)
q −
2− q
(1− q) β(1)
[(
Z¯(3)q
)q−1 − (Z¯(1)2−q)q−1
]
, (1.12)
are fulfilled. (See also [14] for an alternative discussion on the equivalence
among these different formalisms).
In a previous tentative to establish a correspondence among the various for-
mulations described above, it has been introduced the escort entropy [6,15]
S(E)q [p] =
1
1− q


∫
p(E)(v, t) dv[∫ (
p(E)(v, t)
)1/q
dv
]q − 1

 . (1.13)
This entropy is derived from Sq[p] by using the transformation
p(3)(v) =
(
p(E)(v)
)1/q
∫ (
p(E)(v)
)1/q
dv
, (1.14)
where distributions p(3)(v) and p(E)(v) came, respectively, from the entropy
Sq[p] constrained by the escort mean value U
(3)
q and from the entropy S
(E)
q˜ (p),
with q˜ = 1/q, constrained by linear mean value U
(E)
q˜ =
∫
ǫ(v) p(E)(v) dv.
In the following, we are concerned with self-similar solutions of a nonlinear
Fokker-Planck equation (NFPE) derived from the S2−q[p] entropy with a linear
drift. This kinetic equation, and some related versions, are widely considered
in the literature [16,17,18] to study anomalous diffusion processes like fractal
media diffusion or diffusion in a non-Newtonian fluid. Self-similar solutions
corresponding to these NFPEs were also investigated in [19,20,21] because
their relevance in the description of several phenomenologies in condensed
matter physics.
The purpose of the present work is twofold.
Firstly, we extend the discussion held in [13] to the case of a system out of
equilibrium. This is performed in the next section 2, where we show that the
self-similar solutions derived in the (2−q)-formalism are equivalent to those of
the same kinetic equations obtained by employing the modified 1st-formalism
and 3rd-formalism.
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Secondly, in section 3, we show that, by means of a time-scale conversion,
there is a “correspondence” among the (self-similar) solutions of the NFPE
derived in the (2 − q)-formalism and the (self-similar) solutions of the NFPE
derived in the escort-formalisms. As a by product, it is shown that there exists
a “correspondence” with the (self-similar) solutions of the NFPE derived in
the 3rd-formalism with a time dependent diffusion coefficient. To establish a
relationship among different NFPEs is useful not only in the framework of the
statistical mechanics based on the Tsallis entropy but in general with the pur-
pose to classify the various kinetic equations in equivalence class such that any
equation belonging to the same class describes substantially the same physical
process. The conclusions are given in section 4 whilst a comparison among the
different formalisms discussed in this paper is reported in the Appendix A.
2 Nonlinear Fokker-Planck equation in the (2− q)-formalism
In order to describe our problem we need to relate the production of entropy
to a Fokker-Planck equation describing the kinetics of the system. This issue
has been discussed in literature by several authors, both in a very general
nonlinear kinetic framework [22,23,24] and, more specifically, in the Tsallis
entropy framework [21,25,26].
Quite generally, the NFPE associated with a given entropy S[p] can be ob-
tained from the relation
∂
∂t
p(v, t) = − ∂
∂ v
J(v, t) , (2.1)
and assuming for the expression of the nonlinear current
J(v, t) = −p(v, t) ∂
∂ v
(
δL
δp
)
. (2.2)
The quantity ∂ (δL/δp)/∂ v is the thermodynamic force, where L[p] is the
Lyapunov functional for the given problem [27].
By posing
L[p] = L(1)q [p] ≡ U (1)q −D(1) S2−q[p] , (2.3)
where
S2−q[p] =
∫ (p(v, t))2−q − p(v, t)
q − 1 dv , (2.4)
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is the Tsallis entropy in the (2−q)-formalism and D(1) is the constant diffusion
coefficient, we obtain the following NFPE
∂
∂t
p(v, t) =
∂
∂ v
[
−h(v) p(v, t) +D(1) ∂
∂ v
(
p(v, t)
)2−q]
, (2.5)
where
h(v) = −∂ ǫ(v)
∂ v
, (2.6)
is the drift coefficient. Equation (2.5) differs, in q → 2 − q, from the kinetics
equation derived in [20,21,22] from entropy Sq[p]. The same Eq. (2.5) has been
first proposed in [25] and after reconsidered by different authors [28,29,30,31].
In the following, we assume ǫ(v) = 1
2
mv2 with m > 0, which deals with a
specific but very common expression for the drift coefficient, corresponding to
the Uhlenbeck-Ornstein process in the q → 1 limit. Without loss of generality,
we can pose m = 1. With this choice for ǫ(v), Eq. (2.5) admits self-similar
solutions [19,25,32]. In the (2 − q)-formalism such solutions are obtained by
introducing the ansatz
p(v, t) = α expq
(
− γ(1)(t)− β(1)(t) 1
2
v2
)
. (2.7)
In this way, we derive the following system of differential equations for the
unknown quantities γ(1)(t) and β(1)(t):
d
d t
γ(1)(t) +
[
1− (1− q) γ(1)(t)
] (
1−D(1) β(1)(t)
)
= 0, (2.8)
d
d t
β(1)(t)− (3− q) β(1)(t)
(
1−D(1) β(1)(t)
)
= 0 . (2.9)
Moreover, accounting for the constraints on the normalization and the linear
mean energy, which give the relations 1
γ(1)(t) = ln2−q
(
α1
√
U
(1)
q (t)
)
, β(1)(t) = α2
(
U (1)q (t)
) q−3
2 , (2.10)
1 Hereinafter, for the sake of simplicity, we assume 1 < q < 53 to guarantee the
convergence of all integrals on the full real axe (−∞, +∞). The results can be
straightforward generalized to 0 < q < 1, accounting for the cut-off condition on
the integration interval.
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with
α1 = α
√
2 π
5− 3 q
q − 1
Γ
(
1
q−1
− 1
2
)
Γ
(
1
q−1
) , α2 = α
q−1
1
5− 3 q , (2.11)
from Eqs. (2.8) or (2.9) we obtain the further differential equation
∂
∂ t
lnU (1)q (t) + 2
[
1− α2D(1)
(
U (1)q (t)
) q−3
2
]
= 0 , (2.12)
describing the time evolution of the mean energy.
Solutions of Eqs. (2.8), (2.9) and (2.12) are given by
γ(1)(t) = γ0 −
[
1− (1− q) γ0
]
lnq
(
β(1)(t)
β0
) 1
3−q
, (2.13)
β(1)(t) = β0
[(
1− β0D(1)
)
e(q−3) t + β0D
(1)
]
−1
, (2.14)
U (1)q (t) = U0
[(
1− µ0D(1)
)
e(q−3) t + µ0D
(1)
] 2
3−q
, (2.15)
with µ0 ≡ β0 = α2 U
q−3
2
0 , γ0 = ln2−q(α1
√
U0) and U0 = U
(1)
q (0). At equilibrium,
t → te = +∞, from Eq. (2.14) we obtain the relation β(1)e D(1) = 1, where
β(1)e ≡ β(1)(te), which means, as already known [23,26], that the quantity
1/D(1) can be identified with the Lagrange multiplier related to the mean
energy U (1)q .
Differently, by using in Eq. (2.5) the ansatz
p(1)(v, t) =
1
Z¯
(1)
2−q(t)
expq
(
− β(1)2−q(t)
(
1
2
v2 − U (1)q (t)
))
, (2.16)
for the modified 1st-formalism, we obtain the following set of equations
d
d t
lnX(1)q (t) + 2 f
(1)
q (t) = 0 , (2.17)
where X(1)q (t) means
(
Z¯
(1)
2−q(t)
)2
, 1/β
(1)
2−q(t) and U
(1)
q (t), respectively, with
f (1)q (t) = 1−D(1) β(1)(t) , (2.18)
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and we posed β(1)(t) = (2− q) β(1)2−q(t) (Z¯(1)2−q(t))q−1, according to Eq. (1.6).
By means of the relations (1.6) and (1.7) the system (2.17) is equivalent to
the system (2.8), (2.9) and (2.12). Correspondingly, its solutions
(
Z¯
(1)
2−q(t)
)2
β
(1)
2−q(t) =
(
z
(1)
2−q
)2
2− q , U
(1)
q (t) β
(1)
2−q(t) =
1
2 (2− q) , (2.19)
with
z
(1)
2−q = α
√
2 π
q − 1
(
5− 3 q
2
) 3−q
2(1−q) Γ
(
1
q−1
− 1
2
)
Γ
(
1
q−1
) , (2.20)
are equivalent to the solutions (2.13)-(2.15), whilst the time evolution of U (1)q (t)
is still given by Eq. (2.15).
In a similar way, with the ansatz
p(3)(v, t) =
1
Z¯
(3)
q (t)
expq
(
− β(3)q (t)
(
1
2
v2 − U (3)q (t)
))
, (2.21)
from Eq. (2.5) we obtain the system of the differential equations
d
d t
lnX(3)q (t) + 2 f
(3)
q (t) = 0 , (2.22)
where X(3)q (t) means
(
Z¯(3)q (t)
)2
, 1/β(3)q (t) and U
(3)
q (t), respectively, and
f (3)q (t) = 1−D(1) (2− q) β(3)(t)
(
Z¯(3)q (t)
)2 (q−1)
, (2.23)
with β(3)(t) = β(3)q (t) (Z¯
(3)
q (t))
1−q. We note that at equilibrium (t = te), β
(3)(te)
can be identified with the Lagrange multiplier of the escort mean energy
U (3)q (te).
By using Eqs. (1.11) and (1.12), it is easy to verify that the system (2.22) can
be transformed in the system (2.17) and therefore, it is also equivalent to the
system (2.8), (2.9) and (2.12).
The solutions of Eqs. (2.22) are given by
(
Z¯(3)q (t)
)2
β(3)q (t) =
(
z(3)q
)2
, U (3)q (t) β
(3)
q (t) =
1
2
, (2.24)
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where
z(3)q =
√
2 π
q − 1
(
3− q
2
) 3−q
2(1−q) Γ
(
1
q−1
− 1
2
)
Γ
(
1
q−1
) , (2.25)
whilst the solution for the mean energy U (3)q (t) has the same expression given in
Eq. (2.15), with U (1)q → U (3)q andD(1) → D(3), being now µ0 = α2
(
3−q
5−3 q
) q−3
2 U
q−3
2
0
and U0 = U
(3)
q (0).
3 “Correspondence” between the modified 1st-formalism and the
3rd-formalism
In this section, we study a different kind of relationship, which we call “cor-
respondence”, between the modified 1st-formalism and 3rd-formalism
To start with, let us observe that by posing q = 2−1/q′ through the definitions
(2.20) and (2.25) we verify that
z
(1)
2−q = z
(3)
q′ . (3.1)
On the other hand, by assuming the same initial values for the both mean
energy
U (1)q (0) = U
(3)
q′ (0) , (3.2)
and by comparing Eqs. (2.19) and (2.24) we get
β
(1)
2−q(0) = q
′ β
(3)
q′ (0) , Z¯
(1)
2−q(0) = Z¯
(3)
q′ (0) . (3.3)
As a consequence, the following relation
p(1)q (v, 0) =
(
Z¯
(3)
q′ (0)
)q′−1 (
p
(3)
q′ (v, 0)
)q′ ≡ p(E)q′ (v, 0) , (3.4)
and its inverse
p
(3)
q′ (v, 0) =
(
Z¯
(1)
2−q(0)
)1−q (
p(1)q (v, 0)
)2−q
, (3.5)
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hold, where we denoted 2 with p
(E)
q′ (v, 0) the escort distribution obtained from
the optimization problem with the entropy SEq′[p] and the corresponding linear
mean energy U
(E)
q′ .
The consistency of Eqs. (3.4) and (3.5) can be easily verified as follows. First,
by integrating Eq. (3.4) over v and utilizing the normalization of p(1)q (v, 0)
and p
(3)
q′ (v, 0), it reduces to the definition of the partition functions Z¯
(3)
q′ (0)
and Z¯
(1)
2−q(0). Second, by multiplying Eq. (3.4) by ǫ(v) and integrating over v,
we can verify that
U (1)q (0) =
∫
ǫ(v) p(1)q (v, 0) dv =
∫
ǫ(v)
(
p
(3)
q′ (v, 0)
)q′
dv∫ (
p
(3)
q′ (v, 0)
)q′
dv
= U
(3)
q′ (0) , (3.6)
which is the initial condition (3.2).
All of these results are already known for the equilibrium system. Notwith-
standing, let us now pose the following question: Does the “correspondence”
established through Eqs. (3.4) and (3.5) still hold, in some sense, when the
system evolves toward the equilibrium according to a suitable NFPEs?
For reasons which will be clarified through this section, it is more appropri-
ate to start by studying the “correspondence” among p(1)q (v, t) and p
(E)
q′ (v, t)
and only successively recover the “correspondence” with p
(3)
q′ (v, t) by means
of Eq. (3.4). In fact, by employing the escort-formalism we get the advan-
tage to deal with a linear expression for the mean energy U
(E)
q′ (t) ≡ U (3)q′ (t) =∫
ǫ(v) p
(E)
q′ (v, t) dv. In this way, by posing
L = L(E)q′ [p] ≡ U (E)q′ (t)−D(E) S(E)q′ [p] , (3.7)
where S(E)q [p] is the escort entropy (1.13), we derive the following kinetic equa-
tion:
∂
∂t
p
(E)
q′ (v, t) =
∂
∂v
[
v p
(E)
q′ (v, t) +D
(E)
(
Z¯
(E)
q′ (t)
) 1
q′
−q′ ∂
∂v
(
p
(E)
q′ (v, t)
) 1
q′
]
,
(3.8)
where Z¯
(E)
q′ (t) = Z¯
(3)
q′ (t) = (
∫
p
(E)
q′ (v, t)
1/q′ dv)q
′/(q′−1) and D(E) is the constant
diffusion coefficient for the given problem. This equation, for q = 1/q′, be-
comes equivalent to the NFPE obtained previously in [26].
Let us observe that Eqs. (2.1) and (2.2) provide a general mechanism to con-
struct NFPEs starting from a give Lyapunov functional L[p]. This method
2 From now on, for the sake of clarity, we indicate explicitly the dependence on the
parameter q (q′ respectively) in the distribution.
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works also when the mean energy term in the Lyapunov functional has a non-
linear dependence on the probability distribution functions like, for instance,
in the case of U (3)q . Notwithstanding, in these cases the resulting nonlinear cur-
rent J(v, t) will contain, among to a nonlinear diffusion term, also a nonlinear
drift term. This fact makes problematic the comparison between the different
formalisms which is the main purpose of the present work. A possible way to
avoid such complication is actually furnished by means of the escort formalism
centered on the linear definition for the mean energy U (E)q .
Come back to the original question, self-similar solutions of Eq. (3.8) can be
obtained by posing
p
(E)
q′ (v, t) =
1
Z¯
(E)
q′ (t)
[
1− (1− q′) β(E)q′ (t)
(
1
2
v2 − U (E)q′ (t)
)] q′
1−q′
, (3.9)
where β
(E)
q′ (t) = β
(E)(t)
(
Z¯
(E)
q′ (t)
) 1
q′
−1
and at equilibrium β(E)(te) is the La-
grange multiplier related to the escort mean energy U
(E)
q′ .
We get the following system of equations
∂
∂t
lnX
(E)
q′ (t) + 2 f
(E)
q′ (t) = 0 , (3.10)
where X(E)q (t) means
(
Z¯(E)q (t)
)2
, 1/β(E)q (t) and U
(E)
q (t), respectively, and
f (E)q (t) = 1−D(E) β(E)(t)
(
Z¯(E)q (t)
) 1
q
−q
. (3.11)
The solution of the system (3.10) can be easily written in the form
(
Z¯
(E)
q′ (t)
)2
β
(E)
q′ (t) =
(
z
(3)
q′
)2
, U
(E)
q′ (t) β
(E)
q′ (t) =
1
2
, (3.12)
and
U
(E)
q′ (t) = U0
[(
1−D(E) µ(E)0
)
e−(1+q
′) t +D(E) µ
(E)
0
] 2
1+q′ (3.13)
with µ
(E)
0 = 2
−
1+q′
2 (z
(3)
q′ )
1−q′ U
1−q′
2
0 .
Let us now introduce the two different time-scales (t and t′) according to the
relation
dt′
dt
=
f (1)q (t)
f
(E)
q′ (t
′)
. (3.14)
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Accounting for the expressions (2.18) and (3.11), Eq. (3.14) can be integrated
in
t′ = t0 − 1
1 + q′
ln
{[(
1−D(1) µ(1)0
)
e
−( 1
q′
+1) t
+D(1) µ
(1)
0
]q′
−D(E) µ(E)0
}
,
(3.15)
where
t0 =
1
1 + q′
ln(1−D(E) µ(E)0 ) . (3.16)
By converting the time-scale t into t′, we can easily verify that the set of
equations for the modified 1st formalism are transformed to those for the
escort formalism
d
d t
lnX(1)q (t) + f
(1)
q (t) = 0 , ⇒
d
d t′
lnX
(E)
q′ (t
′) + f
(E)
q′ (t
′) = 0 , (3.17)
which implies the following “correspondence”
X(1)q (t) = X
(E)
q′ (t
′) . (3.18)
Since the quantities X(1)q (t) and X
(E)
q′ (t
′) determine completely the shape of
the distribution p(1)q (v, t) and that of p
(E)
q′ (v, t
′), respectively, we conclude that
the “correspondence” stated in Eq. (3.4) at the initial time actually holds for
any later time, i.e.
p(1)q (v, t) = p
(E)
q′ (v, t
′) . (3.19)
Finally, taking into account the expressions (2.16) and (3.9), from the relation
(3.19) we obtain
∂
∂t
p(1)q (v, t) =
∂
∂v
[
v p(1)q (v, t) +D
(1) ∂
∂v
(
p(1)q (v, t)
)2−q] ⇒
∂
∂t′
p
(E)
q′ (v, t
′) =
∂
∂v
[
v p
(E)
q′ (v, t
′) +D(E)
(
Z¯
(E)
q′ (t
′)
) 1
q′
−q′ ∂
∂v
(
p
(E)
q′ (v, t
′)
) 1
q′
]
,
(3.20)
i.e., concerning self-similar solutions, both the NFPEs (2.5) and (3.8) describe
the same kinetic process when considered in the own time-scale t and t′, re-
spectively.
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In figure 1, we plot the relevant quantities U (1)q (t) [resp. U
(E)
q′ (t
′)], Z¯
(1)
2−q(t)
[resp. Z¯
(E)
q′ (t
′)], β
(1)
2−q(t) [resp. β
(E)
q′ (t
′)] and p(1)q (0, t) [resp. p
(E)
q′ (0, t
′)], for the
case q = 1.4; D(1) = 0.2 and D(E) = 1. In all panels the full line depicts the
evolution of these quantities in the modified 1st-formalism v.s. time t, whilst
the dashed line depicts the evolution of the same quantities in the escort-
formalism v.s. the time t. Finally, the dotted line depicts the evolution of all
these quantities in the escort-formalism v.s. the transformed time t′. We can
see that all the functions in the escort-formalism, referred to the time t′, co-
incide with the corresponding ones in the modified 1st-formalism, referred to
the time t for all time 3 .
0 1 2 3 4 5
0.4
0.6
0.8 d
0.279
t'
t
 
 
 
   p2-q
(1)(0, t )
   pq'
(E)
     (0, t )
   pq'
(E)
    (0, t'  )
0.3800.3790.3750.358  
0 1 2 3 4 5
0.0
0.4
0.8
 
 
t
   Uq
(1)
   (t )
   Uq'
(E)
 (t )
   Uq'
(E)
 (t'  )
t'
a
0.279 0.358 0.375 0.379 0.380
0 1 2 3 4 5
3
6
9 b
t'
0.3750.3580.279
t
 
 
   Z2-q
(1)(t )
   Zq'
(E)
   (t )
   Zq'
(E)
   (t'  )
0.3800.379 
0 1 2 3 4 5
0
1
2
3
4
c
t'
t
 
       2-q
(1)(t )
   q' q'
(E)
  (t )
   q' q'
(E)
  (t'  )
0.3800.3790.3750.3580.279  
Fig. 1. Plots, in arbitrary unity, of: a) U
(1)
q (t) [resp. U
(E)
q′ (t
′)], b) Z¯
(1)
2−q(t) [resp.
Z¯
(E)
q′ (t
′)], c) β
(1)
2−q(t) [resp. β
(E)
q′ (t
′)], d) p
(1)
q (0, t) [resp. p
(E)
q′ (0, t
′)]. Full line: modified
1st-formalism v.s. time t; dashed line: escort-formalism v.s. time t; dotted line:
escort-formalism v.s. time t′.
3 Note that in the figure we have slightly shifted, by hand, the dotted curves for
the sake of presentation.
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As known, some concepts like irreversibility of the process described by the
Fokker-Planck equation or the H-theorem ensuring uniqueness and stability
of equilibrium distribution, can be well described by means of the Lyapunov
function. Existence of a Lyapunov function for Eqs. (2.5) and (3.8) in connec-
tion with the H-theorem has been investigated in [26] and more in general,
for an arbitrary NFPE, in [23]. In the following, we make some considerations
concerning the “correspondence” among the Lyapunov functionals L(1)q [p] and
L(E)q′ [p] arising in the two formalisms.
Firstly, we observe that the both functionals Liq[p] given in Eqs. (2.3) and
(3.7), where i=(1) or (E), are actually Lyapunov functionals for the kinetic
equations (2.5) and (3.8), respectively, since they fulfill the relation
dLiq
d t
= −2U i(t)
(
f iq(t)
)2 ≤ 0 , (3.21)
where equality holds at equilibrium (f iq(te) = 0). According to Eq. (3.18) we
have
(
f
(E)
q′ (t
′)
)
−2 dL(E)q′
d t′
=
(
f (1)q (t)
)
−2 dL(1)q
d t
, (3.22)
which relates the variation in time of the Lyapunov functions in both for-
malisms.
By recalling Eqs. (2.17) and (3.10), with X iq(t) = U
i
q(t), we can rewrite Eq.
(3.21) in the form
dLiq
d t
=
dU iq
d t
f iq(t) , (3.23)
so that
dLiq
dU iq
= f iq(t) , (3.24)
i.e., the functions f iq(t), responsible for the different time-scale in the two
formalisms, originate from the variation of the Lyapunov function with respect
to the mean energy.
Finally, let us remind that the distributions p
(3)
q′ (v, t
′) and p
(E)
q′ (v, t
′) are closely
related to each other according to Eq. (3.4). By inserting this transformation
into Eq. (3.8) we obtain the following kinetic equation for the distribution
p
(3)
q′ (v, t)
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∂∂ t′
p
(3)
q′ (v, t
′) =
∂
∂ v
[
v p
(3)
q′ (v, t
′) +
D(1)
2− q′
(
Z¯
(3)
q′
)2 (1−q′) ∂
∂ v
(
p
(3)
q′ (v, t
′)
)2−q′]
,
(3.25)
where we assumed D(1) ≡ D(E). By means of the relation
D(3)(t′) =
D(1)
2− q′
(
Z¯
(3)
q′ (t
′)
)2(1−q′)
, (3.26)
equation (3.25) assumes the same expression of Eq. (2.5), but with a time
dependent diffusion coefficient.
It is worthy to observe that, contrarily to the NFPEs (2.5) and (3.8), Eq. (3.25)
does not follow from Eqs. (2.1) and (2.2) and it has been derived just on the
basis of the “correspondence” between self-similar solutions in the different
formalism. From a formal point of view, we can state that kinetic evolution of
self-similar solutions, both in the (2− q)-formalism and in the 3rd-formalism,
are described by the same NFPE with a constant diffusion coefficient D(1)
in the former case and a time dependent diffusion coefficient D(3)(t′) in the
later case (or vice versa). Remarkably, since 1/D(1) = β(1) and at equilibrium
1/D(3)(te) = β
(3), Eq. (3.26) reduces to Eq. (1.11) with q replaced by q′.
By following the same steps described at the begin of this section, by replacing
the relation
∂
∂v
(
p(3)q (v, t)
)2−q
= −v (2− q) β(3)(t) p(3)q (v, t) , (3.27)
in Eq. (3.25), it can be rewritten in the form
∂
∂ t′′
p
(3)
q′ (v, t
′′) =
(
1−D(3) β(3)(t′′)
(
Z¯
(3)
q′ (t
′′)
)2 (1−q′) ) ∂
∂v
(
v p
(3)
q′ (v, t
′′)
)
.
(3.28)
In this way, by introducing the (time-evolution) function
f
(3)
q′ (t
′′) = 1−D(3) β(3)(t′′)
(
Z¯
(3)
q′ (t
′′)
)2 (1−q′)
, (3.29)
we can establish a “correspondence” between self-similar solutions in the mod-
ified 1st-formalism and those of the 3rd-formalism, in the sense that, according
to the transformation
p
(3)
q′ (v, t
′′) =
(
Z¯
(1)
2−q(t)
)1−q (
p(1)q (v, t)
)2−q
, (3.30)
15
and
dt′′
dt
=
f (1)q (t)
f
(3)
q′ (t
′′)
, (3.31)
the NFPE (3.25) turns into Eq. (2.5).
4 Conclusions
In the present letter, we have compared self-similar solutions of some NFPEs
obtained from different generalized entropies. For the sake of simplicity we as-
sumed a quadratic form of the energy density but extension to a more general
expression ǫ(v) = k0 + k1 v + k2 v
2, with ki > 0, is straightforward.
Our results can be summarized in the following two main points.
1) According to Eqs. (1.11) and (1.12) we have shown that solutions p(v, t)
of the NFPE (2.5), derived in the (2 − q)-formalism, can be written in the
form p(1)q (v, t) obtained in the modified 1st-formalism or in the form p
(3)
q (v, t)
obtained in the 3rd-formalism.
2) We have shown that the solution p(1)q (v, t) of the NFPE (2.5) “corresponds”
to the solution p
(E)
q′ (v, t) of the NFPE (3.8) derived in the escort-formalism,
where q = 2−1/q′. Remark that this relation embodies both dualities q → 2−q
and q → 1/q. These two transformations appear recurrently, alone or com-
bined, in the framework of the generalized statistical mechanics based on the
Tsallis entropy [33,34,35,36,37,38].
The “correspondence” p(1)q (v, t) = p
(E)
q′ (v, t
′) is established by means of differ-
ent time-scale, stated through Eq. (3.14). As a consequence, it has been shown
that the (self-similar) solutions, obtained in the modified 1st-formalism and
the ones obtained in the 3rd-formalism, obey to similar kinetic equations where
the diffusion coefficients are related according to Eq. (3.26).
This paper makes some progress about the still discussed question of the equiv-
alence between the various formalisms, introduced in the generalized statistical
mechanics. We have shown that the formulation of the theory centered around
the escort mean values (1.4), whose physical meaning is still unclear at all, are
in any way valid, being related to the same results obtained by employing the
orthodox mean value definition (1.2). This encourages the use of the escort
probabilities which, in some cases, expedites the derivation of several results
concerning this theory.
On a general basis, we have verified that concerning the class of self-similar so-
lutions, there are some different nonlinear diffusive equations which describe
the same kinetic process when it is observed in the appropriate time-scale.
The time-scale is derived by means of the Lyapunov function which generates
the corresponding kinetics evolution equation. In this way, by modifying the
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expression of the Lyapunov function, we can produce a family of nonlinear
Fokker-Planck equations belonging to the same equivalent class, in the sense
discussed in this work. It should be interesting to verify the existence of these
equivalences also for more general kind of solutions.
Appendix A
We summarize, for the sake of comparison, the expressions of some physically
relevant quantities like the entropy, the mean energy constraint and the dis-
tribution for the different formalisms discussed in this paper.
All these quantities are related by means of the following variational principle
δ
δp
(
S[p]− γ Φ0[p]− β Φ1[p]
)
= 0 , (A. 1)
where γ and β are the Lagrange multipliers related to the constraints (given
through Φ0[p] and Φ1[p]) of the normalization and that of the mean energy,
respectively.
a) (2− q)-formalism.
S2−q[p] =
1
q − 1
∫ [
p(v)2−q − p(v)
]
dv , (A. 2)
Φ1[p] =
∫
ǫ(v) p(v) dv − Uq , (A. 3)
p(v) = α expq
(
− γ − β ǫ(v)
)
. (A. 4)
b) Modified 1st-formalism.
Sq[p] =
1
1− q
∫ [
(p(1)(v))q − p(1)(v)
]
dv , (A. 5)
Φ1[p] =
∫
ǫ(v) p(1)(v) dv − U (1)q , (A. 6)
p(1)(v) =
1
Z¯
(1)
q
exp2−q
(
− β(1)q
(
ǫ(v)− U (1)q
))
, (A. 7)
β(1)q =
β
q
(
Z¯(1)q
)q−1
, (A. 8)
Z¯(1)q = q
1/(q−1) expq(γ + β U
(1)
q ) . (A. 9)
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c) 2nd-formalism.
Sq[p] =
1
1− q
∫ [
(p(2)(v))q − p(2)(v)
]
dv , (A. 10)
Φ1[p] =
∫
ǫ(v) (p(2)(v))q dv − U (2)q , (A. 11)
p(2)(v) =
1
Z
(2)
q
expq
(
− β ǫ(v)
)
, (A. 12)
Z(2)q = q
1/(q−1) expq(γ) . (A. 13)
d) 3rd-formalism.
Sq[p] =
1
1− q
∫ [
(p(3)(v))q − p(3)(v)
]
dv , (A. 14)
Φ1[p] =
∫
ǫ(v) (p(3)(v))q dv∫
(p(3)(v))q dv
− U (3)q , (A. 15)
p(3)(v) =
1
Z¯
(3)
q
expq
(
− β(3)q
(
ǫ(v)− U (3)q
))
, (A. 16)
β(3)q = β
(
Z¯(3)q
)q−1
, (A. 17)
Z¯(3)q = q
1/(q−1) expq(γ) . (A. 18)
e) OLM-formalism.
Sq[p] =
1
1− q
∫ [
(p(OLM)(v))q − p(OLM)(v)
]
dv , (A. 19)
Φ1[p] =
∫
ǫ(v) (p(OLM)(v))q dv − U (OLM)q
∫
(p(OLM)(v))q dv , (A. 20)
p(OLM)(v) =
1
Z¯
(OLM)
q
expq
(
− β
(
ǫ(v)− U (OLM)q
))
, (A. 21)
Z¯(OLM)q = q
1/(q−1) expq(γ) . (A. 22)
f) Escort-formalism.
S(E)q [p] =
1
1− q


∫
p(E)(v) dv[∫
(p(E)(v))
1/q
dv
]q − 1

 , (A. 23)
Φ1[p] =
∫
ǫ(v) p(E)(v) dv − U (E)q , (A. 24)
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p(E)(v) =
1
Z¯
(E)
q
[
expq
(
−β(E)q
(
ǫ(v)− U (E)q
))]q
, (A. 25)
β(E)q = β
(
Z¯(E)q
)q−1
, (A. 26)
γ = −β U (E)q . (A. 27)
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