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Abstract
Feature selection is typically employed before or in conjunction with classification algorithms
to reduce the feature dimensionality and improve the classification performance, as well as reduce
processing time. While particular approaches have been developed for feature selection, such as
filter and wrapper approaches, some algorithms perform feature selection through their learning
strategy. In this paper, we are investigating the effect of the implicit feature selection of the
PRISM algorithm, which is rule-based, when compared with the wrapper feature selection ap-
proach employing four popular algorithms: decision trees, naïve bayes, k-nearest neighbors and
support vector machine. Moreover, we investigate the performance of the algorithms on target
classes, i.e. where the aim is to identify one or more phenomena and distinguish them from their
absence (i.e. non-target classes), such as when identifying benign and malign cancer (two target
classes) vs. non-cancer (the non-target class).
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1 Introduction
The application of machine learning has been on the rise in recent years [10] as its various
techniques have been applied to different problem domains successfully. For example, in
medicine, machine learning techniques have been used to predict the effectiveness of drugs
in patients with depression [16] while in finance it was used to detect fraudulent activities
on credit cards [16], to mention a few. Furthermore, approaches used by machine learning
techniques differ. For example, rule-based learning is a machine learning technique that
makes its decisions based on a number of rules [15] - a popular rule-based algorithm is
Prism [8, 5, 18, 3], which works with the concept of target class and is capable of selecting
attributes based on their importance to a particular class.
Another machine learning technique is Feature selection. Its strategy is to select only the
attributes that are relevant and effective from a large number of features or attributes in a
data-set where the selected attribute determines the performance of the classification [6, 12].
These approaches will be explored in this study, especially their performance when applied
to classification problems; more specifically, we will investigate the performance of Prism,
which has implicit feature selection, in comparison with other feature selection approaches.
This paper is organized as follows: Section 1 introduces the background of the study;
section 2 reviews the related works that have been carried out by various researchers; Section
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3 discusses the experimental approach; Section 4 comprises of the results and discussion; and
Section 5 concludes the study and presents the future work.
2 Related Work
Classification is one of the most popular machine learning tasks which typically involves
the training of an algorithm to build a model which is subsequently used to identify the
category of an unseen instance [8]. Various research relating to classification has been carried
out using several approaches. Rule-based learning and Feature selection are some of the
approaches that have been applied to classification problems.
Rule-based learning is an approach in which the model consists of a set of rules which
were learned from the data [15]. For example, Prism, which is a rule learning algorithm
learns from a set of rules that separates a specific class i.e. the target class from other classes
[8, 13]. Prism has been used by several researchers in classification problems. For example,
[5] who developed Prism, used it to identify types of contact lenses and the results have
shown that Prism has a higher classification accuracy than ID3, a decision tree learning
algorithm. Another study showed a 92% classification accuracy was achieved by Prism on
image segmentation data set for multi-task feature selection [13].
Feature selection can be done by following one of three approaches, i.e. filter, wrapper or
embedded approaches [17].The filter method does not require the application of a classification
algorithm to evaluate the quality of the features selected while the wrapper method is the
opposite [14], i.e. it is dependent on the classification algorithm to evaluate the quality of
selected features. The embedded method, on the other hand, performs its feature selection
as the optimal parameters are being learned [14].
A study was done by [17], where they compared the Naïve Bayes wrapper feature selection
with other filter feature selection algorithms on Human Activity Recognition machine learning
problem. The result of their study showed that the wrapper method outperformed all the
filter algorithms and they were also able to discover that features selected by the wrapper
method are efficiently usable with other machine learning algorithms.
The research that is most related to this study is the research done by [15]. They used
feature selection with wrapper approach based on ensemble learning on 13 data-sets using
two base learners: Decision Tree and Naïve Bayes. They were able to identify which wrapper
approach has better classification accuracy and their results showed that the forward selection
when applied to Decision Tree had the highest accuracy in their study.
Therefore, the aim of this study is to explore how the implicit feature selection within
Prism compares with the wrapper feature selection approach.
3 Data and Experimental Setup
The experiment was carried out using seven classification data-sets which were acquired
through the UCI Machine Learning repository [9] and Knowledge Extraction based on
Evolutionary Learning (KEEL) data-set repository [4].
Table 1 lists the data-sets used, as well as their properties, i.e. the number of instances,
the number of attributes, the type of attributes and the number of classes. We chose data-sets
with at least 3 classes, as we focused our investigation on non-binary data-sets, where one or
more target classes need to be distinguished from one or more non-target classes.
All data-sets in Table 1 are classification data-sets with numeric data, that have already
been pre-processed before acquisition. However, due to the importance of pre-processing for
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classification [8] additional pre-processing was done to ensure the data is clean, compatible
and ready for classification. These pre-processing includes the conversion of the label or
class attribute to string, filtration of attributes that are not relevant for the study, renaming
of important attribute names for better readability and easier identification, and also the
concatenation of data-sets with multiple files.
Table 1 Data-sets Description
S/N Name Instances Attributes Type Classes
1 Balance Scale 625 4 Integer 3
2 Breast Tissue 106 10 Real 4
3 Forest Type 198 27 Integer, Real 4
4 Heart Disease Cleveland 303 75 Integer, Real 5
5 Lymphography 148 18 Integer 4
6 Soybean 47 35 Integer 4
7 Website Phishing 1353 9 Integer 3
These data-sets were classified using five machine learning algorithms: Prism, Decision
Tree (DT), Naïve Bayes (NB), Library of Support Vector Machine (LibSVM) and K-Nearest
Neighbors (KNN). Prism is the target-classifier for this experiment and the remaining four
are subsequently going to be referred to as the other-classifiers.
Furthermore, the forward selection and backward elimination algorithms which are based
on the wrapper feature selection method, were applied to the data-sets using the other-
classifiers. The reason for using both the forward selection and the backward elimination
algorithm is due to the fact that the forward selection algorithm is known to improve
accuracy but only on some data-sets as it may not have any effect on others [10], while the
backward elimination allows for backtracking when it removes features therefore allowing for
the inclusion of previously eliminated features [15, 2].
For the evaluation, the 10-fold cross validation was applied to both the target-classifier
and other-classifiers. This validation technique was applied due to its ability to limit the
level of influence of randomly selected training sets on the overall results [8].
4 Results and Discussion
The results of the experiment have been presented in three tables for better comparison
across the machine classifiers and data-sets. Thus, we present the results across all classes
(Table 2) and across the target classes (Table 3), as well as the number of features selected
(Table 4). In terms of the performance of the algorithms, we report the F-measure (which is
the harmonic mean of precision 1 and recall 2) rather than accuracy, as it is less influenced
by an unbalanced distribution of instances across classes.
Table 2 shows the performance of the machine classifiers for each data-set. The results
show that Prism has the highest performance on two of the data-sets: Website Phishing and
Heart Disease Cleveland with an F-measure of 0.88 and 0.46, respectively. Moreover, for the
Heart Disease Cleveland data-set which has the highest number of attributes (75) and classes
(5), we notice that Prism outperforms all other wrapper approaches by a very high margin.
For the other 5 data-sets, the results show that: (a) LibSVM is best on three of the
data-sets; (b) DT and NB are equally best on one data-set; (c) KNN and LibSVM are equally
best on one data-set.
1 Precision is the number of correctly identified instances from all instances
2 Recall is the number of correctly identified instances from the subset of relevant instances
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The results also show that on the used data-sets the forward selection performance is
higher than the performance of the backward elimination approach – this is likely to be due
to the simplicity of forward selection and the ability to add only feature with the highest
performance[15].
Table 2 All Classes F-Measure Results
Data-sets Prism DT NB KNN LibSVM
FS BE FS BE FS BE FS BE
Balance Scale 0.62 0.59 0.44 0.63 0.43 0.62 0.37 0.86 0.43
Breast Tissue 0.82 1.00 1.00 1.00 1.00 0.78 0.73 0.78 0.73
Forest Type 0.88 0.95 0.73 0.93 0.55 0.94 0.54 0.98 0.99
Heart Disease Cleveland 0.46 0.28 0.22 0.31 0.14 0.23 0.14 0.30 0.17
Lymphography 0.43 0.47 0.36 0.45 0.36 0.49 0.18 0.59 0.36
Soybean 0.98 0.98 0.84 0.94 0.84 1.00 0.67 1.00 0.73
Website Phishing 0.88 0.87 0.56 0.65 0.56 0.81 0.23 0.61 0.55
Table 3 shows the performance results for the target classes i.e. the F-measure for only
the target classes. It shows that Prism also has the highest performance for the Heart Disease
Cleveland data-set with an F-measure of 0.37 but equal performance with Decision Tree for
the Website Phishing with an F-measure of 0.86 as well as the soybean data-set which has
an F-measure of 1.0 for Prism, Decision Tree, K-Nearest Neighbor and LibSVM. The 1.0
performance on the soybean data-sets obtained by the wrapper approaches was achieved
using the forward selection algorithm.
For the other four data-sets, we observe the following: (a) LibSVM and NB are equally
best on one data-set; (b) DT and NB are equally best on one data-set; (c) LibSVM is best
for two data-sets.
Table 3 Target Class F-Measure Results
Data-sets Prism DT NB KNN LibSVM
FS BE FS BE FS BE FS BE
Balance Scale 0.93 0.87 0.66 0.95 0.64 0.92 0.56 0.95 0.675
Breast Tissue 0.83 1.00 1.00 1.00 1.00 0.72 0.44 0.67 0.39
Forest Type 0.89 0.95 0.74 0.94 0.47 0.96 0.48 0.98 0.69
Heart Disease Cleveland 0.37 0.17 0.09 0.18 0 0.12 0 0.17 0.03
Lymphography 0.58 0.62 0.62 0.67 0.48 0.65 0.65 0.79 0.79
Soybean 1.00 1.00 0.79 0.97 0.79 1.00 0.83 1.00 0.64
Website Phishing 0.86 0.86 0.41 0.53 0.41 0.76 0 0.47 0.40
For classification, attributes can be redundant, irrelevant or problematic [15]. Therefore,
applying feature selection approaches ensures the selection of attributes that are relevant
or important. Table 4 shows the total number of attributes selected to achieve the highest
performance for each classifier. These selected attributes are considered to be the most
relevant for the classification; however, these may vary across the different approaches.
Prism used the most number of attributes across all data-sets when compared with the
wrapper approaches. This seems to be an advantage in some situations, e.g. on the Heart
Disease Cleveland and the Website Phishing data-sets, but not in others. Thus, Prism
performed better with data-sets that have large instances or high number of attributes.
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Furthermore, the other-classifiers performed better with the forward selection algorithm
than the backward elimination. Also, Prism had higher performance than all the classifiers
for the backward elimination algorithm, except for LibSVM for the target classes, which has
an F-measure of 0.98 for the Lymphography data-sets.
Table 4 Number of Attributes
Data-sets Total Prism DT NB KNN LibSVM
Attributes FS BE FS BE FS BE FS BE
Balance Scale 4 4 4 4 4 4 4 4 4 4
Breast Tissue 10 9 2 2 2 2 7 4 2 4
Forest Type 27 22 4 4 10 11 8 6 17 9
Heart Disease Cleveland 75 13 4 3 4 3 4 9 4 7
Lymphography 18 17 4 8 10 10 16 11 11 15
Soybean 35 4 2 2 2 2 2 2 2 2
Website Phishing 9 9 6 7 4 8 9 9 9 5
Additionally, according to [15] one of the benefits of feature selection is the reduction of
run-time for large and multidimensional data-sets as well as increased accuracy. However,
on the used data-sets, LibSVM which is a library of Support Vector Machine [7], had the
longest processing time.
5 Conclusion and Future Work
In this paper, we explored how the implicit feature selection within prism compares with the
wrapper feature selection approach using four popular machine learning algorithms: Decision
Tree, Naïve Bayes, LibSVM and K-Nearest Neighbour. The results of the experiments have
shown that both Prism and the other-classifiers have varying performance. Therefore, we will
further extend this study by exploring the same approach and algorithms on text data-sets
to measure its performance for text classification. We will also further investigate what
properties of data make Prism more suitable for some classification problems than others.
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