Abstract. Extrapolation methods for the solution of partial di erential equations are commonly based on the existence of error expansions for the approximate solution. Implicit extrapolation, in the contrast, is based on applying extrapolation indirectly, by using it on quantities like the residual. In the context of multigrid methods, a special technique of this type is known as -extrapolation. For nite element systems this algorithm can be shown to be equivalent to higher order nite elements. The analysis is local and does not use global expansions, so that the implicit extrapolation technique may be used on unstructured meshes and in cases where the solution fails to be globally smooth. Furthermore, the natural multilevel structure can be used to construct e cient multigrid and multilevel preconditioning techniques. The e ectivity of the method is demonstrated for heat conduction problems and problems from elasticity theory.
1. Introduction. Multigrid methods have been shown to be very e cient solvers for elliptic partial di erential equations (PDE). In this paper we are concerned with the so-called -extrapolation multigrid method, see Brandt 5] and Hackbusch 6] , which is an extension of conventional multigrid that can improve the accuracy of the numerical result by implicitly using higher order approximations. In contrast to conventional extrapolation methods for partial di erential equations, as described in Marchuk/Shaidurov 13] and Blum/Lin/Rannacher 3], the -extrapolation algorithm is based on an implicit application of Richardson's deferred approach to the limit. We do not take linear combinations of computed approximations, but extrapolate the residuals of di erent levels. This is equivalent to forming a linear combination of the sti ness matrices. The precise meaning of this will be explained in detail later.
We show that one step of multigrid -extrapolation for piecewise linear C 0 nite element (FE) methods is equivalent to using quadratic elements. This can be derived as a consequence of asymptotic error expansions for the numerical integration of the FE sti ness matrices, as shown in R ude 18]. Here we will follow a di erent approach and show that the quadratic sti ness matrix and the sti ness matrix which is implicitly constructed by -extrapolation for linear elements coincide. Therefore the system solved by -extrapolation is equivalent to using quadratic elements. Furthermore, we show the asymptotically optimal convergence of a multigrid solution of the extrapolated system. Our experimental framework is the Finite Element Multi-Grid Package (FEMGP) (see Steidten and Jung 20] ) developed at the Technische Universit at Chemnitz-Zwickau for the solution of elliptic and parabolic problems arising in the computation of magnetic and thermomechanical elds. We focus on self-adjoint second order linear elliptic partial di erential equations, using the heat conduction equation and the equations of elasticity as typical model problems. The equivalence of -extrapolation to higher order nite elements justi es to use it even for unstructured meshes as produced with FEMGP, see also the results on -extrapolation based higher order adaptive methods by McCormick and R ude 14].
2. Finite element discretizations of the boundary value problem. We consider two{dimensional second order elliptic boundary value problems:
Find u 2 V 0 such that a(u; v) = hF; vi for all v 2 V 0 ; (1) with a symmetric, V 0 {elliptic, and V 0 {bounded bilinear form a(:; :); h:; :i : V 0 V 0 ! R 1 is the duality pairing, V 0 denotes the space which is dual to V 0 , and F 2 V 0 is a linear and bounded functional on V 0 . Later we will describe more precisely which bilinear forms we want to investigate. Let us rst describe some nite element discretizations of problem (1) . The starting point of the discretization process is a coarse triangular mesh T 1 . Then we generate a sequence of nested triangular meshes T k = f (r) k ; r 2 J k g, k = 1; 2; : : : ; l, J k = f1; 2; : : : ; R k g, where R k denotes the number of triangles of the triangulation T k . We suppose that we obtain the triangulation T l by dividing all triangles (r) l?1 , r 2 J l?1 , into four congruent subtriangles (r) l . The nodes of the triangulations are numbered hierarchically, i.e. P (1) ; P (2) ; : : : ; P (N 1 ) ; P (N 1 +1) ; : : : ; P (N 2 ) ; : : : ; P (N k?1 +1) ; : : : ; P (N k ) ; : : :; P (N l?1 +1) ; : : :; P (N l ) , where P (N k?1 +1) ; : : : ; P (N k ) are the nodes of T k that do not belong to T k?1 (but are naturally also nodes of T k+1 ; : : :; T l ).
Corresponding to each triangulation T k , k = 1; 2; : : : ; l ? 1, we de ne the nite element subspaces V k V 0 as V k = spanfp (i) k : i = 1; 2; : : : ; N k g; (2) where the trial functions p (i) k are piecewise linear functions such that p (i) k is linear in all triangles of T k , continuous, and satisfy the relations p 2 ) denotes the coordinates of the node P (j) and N k is the number of nodes belonging to ? N , where ? N is the part of the boundary @ on which natural boundary conditions are given.
The nite element subspace corresponding to the nest triangulation T l we de ne for a moment only formally by V l = spanfp (i) l ; i = 1; 2; : : : ; N l g: (3) For the speci c choice of the functionsp (i) l we consider four possibilities. The rst one is the usual nodal basis, i.e. we setp (i) l = p (i) l , where the functions p (i) l are de ned in the same way as the functions p (i) k , k = 1; 2; : : : ; l ? 1. Consequently, we obtain the FE subspace V l = V l l = spanfp (i) l ; i = 1; 2; : : : ; N l g: (4) As second possibility we use the two{level h{hierarchical basis, i.e.
V l =V l l = spanfp (i) l?1 ; i = 1; : : :; N l?1 g spanfp (i) l ; i = N l?1 + 1; : : : ; N l g: (5) Additionally, to these two approaches we introduce also FE subspaces spanned by piece- 
The sequence of FE subspaces V k , k = 1; 2; : : : ; l, where V l stands for V l l ,V l l , V q l , orV q l , respectively, results in a sequence of nite element schemes:
The determination of the unknown function u k is equivalent to the solution of the system K k u k = f k (9) of the algebraic nite element equations, where for k = 1; 2; : : : ; l ? 1
For k = l the sti ness matrix K l and the load vector f l are de ned in the same way, we set only the functionsp (i) l instead the functions p (i) l . Depending on the concrete choice of the functionsp (i) l , see the possibilities (4) { (7), we get the sti ness matrices K l = K l l ,K l l , K q l , orK q l and the load vectors f l l ,f l l , f q l , orf q l , respectively.
Next we specify the bilinear form a(:; :). In the following we will consider bilinear forms which are de ned by a(u; v) = Z (Ar x u; r x v) dx (13) where A is a symmetric, positive de nite (2 2){matrix, r x = @ @x 1 @ @x 2 ! T ; (14) and (:; :) denotes the Euclidian scalar product in the space R 2 . Such bilinear forms arise from the derivation of the weak formulation of heat conduction problems. Let us suppose that the entries of the matrix A are piecewise constant functions, i.e. constant in each triangle (r) l?1 , r 2 J l?1 . In this paper we will not discuss the variable coe cient case.
Next we prove an interesting relation between the matrices K l?1 ,K l l , andK q l , which is useful for the investigation of the convergence properties of a multigrid algorithm with extrapolation. All these sti ness matrices have the structure K l = K l;vv K l;vm K l;mv K l;mm ! (19) where K l;vv corresponds to the nodes of the triangulation T l?1 , K l;mm corresponds to the new nodes in the triangulation T l , and K l;mv , K l;vm are the coupling blocks. 
Taking into account that these matrices are symmetric, we have to prove that 4 3K 2 ), P (r;2) = P (r;2) (x (r;2)
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s P (1) s P (2) s P (3) s P (6) s P (4) s P (5) P (1) = P (1) (0; 0), P (2) = P (2) (1; 0), P (3) = P (3) (0; 1) On the reference element we de ne six shape functions' , = 1; 2; : : : ; 6. In the case of the h-hierarchical basis we havẽ 
In order to calculate the elements of the sti ness matrices we need the derivatives of the shape functions. For the h{hierarchical functions we get the partial derivatives given in Table 1 . Table 1 The partial derivatives of the piecewise linear shape functions 
which is exact for quadratic polynomials on . Therefore we present in the Table 2 the values of the partial derivatives of the functions 4 , 5 , and 6 in the quadrature points (0:5; 0), (0; 0:5), and (0:5; 0:5). Table 2 The partial derivatives of the quadratic shape functions Obviously, I(4) = f1; 2; 4g, I(5) = f2; 3; 4g, and I(6) = f1; 3; 4g. Therefore, in all the cases, we have exactly three terms. Tables 1 and 2) then we can see that these summands di er only by the factor 4 3 . Therefore, we have 4 3 a(p 
where (r) and (r) are the local numbers of the nodes P (j) and P (i) in the triangle (r) l?1 , respectively. Using again the quadrature formula (25) and the results from Table 2 we have a(q a(p l?1 ; p
From the Tables 1 and 2 
Combining the relations (20), (21), (32), (35), and (36) we obtain the statement of the Lemma.
In Lemma 2.2 we formulate the corresponding property for the right{hand side. Again both integrals di er only by the factor 4 3 . Combining the relations (38),(39), and (42) we get the statement of the Lemma. 
Furthermore, from Yserentant 22] we know that
From (52), (54) 
3. Multilevel algorithms with extrapolation. In this Section we analyse a multigrid algorithm using FE discretizations with piecewise linear functions and an implicit extrapolation step. This algorithm converges to a FE solution which has the same discretization error as a FE solution obtained by a discretization with piecewise quadratic functions. Additionally, we will use this algorithm as a preconditioner in the preconditioned conjugate gradient (PCCG) method. First we introduce some notations. Smoothing procedure
Let the initial guess u l . Before we present an alternative formulation of this algorithm, we analyse the smoothing step and the computation of the defect.
The essential operation in the smoothing step is the approximate solution of system (57). Obviously, we can replace equation (57) 
Step ) l + T l : a(u From 1] we know that the matrices K l l;mm and K q l;mm have a condition number which is independent of the discretization parameter. Therefore 1 and 3 in (71) and (73), respectively, do not depend on the discretization parameter. If additionally the convergence rate of the (l ? 1){grid algorithm for solving the system (64) is independent of the discretization parameter h l?1 , then we get a h l {independent convergence rate of the Algorithm 1. 1, 2, 4, 8, 11, 12, 19, 21 ]. Maitre 
Since the matrix of the system of equations (78) is only used for matrix by vector multiplications within the PCCG method it is not necessary to assemble the matrix 
where M l?1 is the error transmission operator of the (l ? 1){grid algorithm for solving system (64), are ful lled then the matrix C l is a symmetric, positive de nite one.
The pre{smoothing procedure introduced at the begin of this Section can be written in the following matrix form 0 @ (64) is independent of the discretization parameter h then the number of iterations of this PCCG method is independent of h. Remark 3.5. Using Theorem 2.3 and 2.6, we can also prove the convergence of an algorithm similar to Yserentant The matricesQ k ; k = l ? 1; : : : ; 2 are de ned in an analogous way as the matrix S l in (47). Yserentant 
In this case we get the spectral equivalence inequality 4. An analysis of the number of arithmetical operations needed for the generation of the FE systems and the matrix{vector multiplication. In the previous Section we have seen that Algorithm 1 can be interpreted as an usual multigrid algorithm for solving the system K q l u l = f q l . Furthermore, we can formulate Algorithm 1 in terms of the h{ or p{hierarchical basis, i.e. we have four possibilities for an implementation of this algorithm. To give an answer which implementation of the algorithm will be the most e cient with respect to the arithmetical work we analyse the number of arithmetical operations needed for the generation of the FE systems 
To add an element sti ness matrix to the global sti ness matrix we need Q + e;add = 6 additions. Consequently, the total work for the generation of an element sti ness matrix are Q + e = Q + diff + Q + J + 3Q + e;1 + 3Q + e;2 + Q + e;add = 28 Q e = Q J + 3Q e;1 + 3Q e;2 + Q f1 = 48 :
Because we assumed that f is constant over triangles (11); (12); (13); (21); (22); (23) Table 3 ( J 
The values of (J (r) l?1 ) ?T r , = 1; 2; : : : ; 6, in the quadrature points (k) are given in Table 4 . Table 4 ( J where Q f4 = 1 is the arithmetical work for the computation of 6jdetJ (r) l?1 j.
From Table Tables 4 we see (14); (15) ; (16) The arithmetical work for the computation of the matrix elements in (116) is given by (100) and for the matrix elements in (118) by (112) 
Using the special structure of (97) and (119) we see that we need for the computation of the 9 matrix elements de ned in (117) 6Q + e;2 additions and 6Q e;2 multiplications: (120) From (100),(112),(113), (120) and the arithmetical work Q e;add = 21 for the addition of the element sti ness matrix to the global sti ness matrix we obtain the total arithmetical work Q + e = Q + diff + Q + J + 6Q + e;1 + 9Q e;2 + 4Q + s2 + Q + e;add = 75 Q e = Q J + 6Q e;1 + 9Q e;2 + Q f1 + Q f6 = 118 : Thus the equivalent multiplication with the extrapolated matrix in (123) is slightly cheaper than the multiplication with the hierarchical quadratic matrix of (124). In total, for the generation of the matrices, as well as for performing Algorithm 1, the computational work for the extrapolated system based on (K l l ; K l?1 ; f l l ; f l?1 ) is smaller than for the quadratic system with (K q l ;f q l ).
5. Numerical results. In this Section we want to demonstrate that the Algorithm 1 converges to a FE solution with a discretization error in the same order as we obtain by a discretization with quadratic elements. Furthermore, we show that the convergence rate of Algorithm 1 is independent of the discretization parameter. We compare our results with a multigrid algorithm applied to FE equations resulting from a discretization with quadratic elements. All algorithms are implemented within the multigrid package The exact solution of this problem is u = sin x sin y.
Because we want to compare Algorithm 1 with an algorithm for solving the FE equations obtained by using quadratic elements, we discretize problem (125) by means of the usual nodal basis of piecewise linear functions and by means of the p{hierarchical basis. An analysis of the arithmetical work for the generation of the FE systems shows that it is almost the same in both cases. Table 5 demonstrates this fact. 
we get an algorithm with better convergence, the so{called MG(1){PCCG method (see also Remark 3.4). For comparison we use Algorithm 1 0 as preconditioner in the PCCG method for solving the systemK
The results are presented in Table 6 . the FE solution by a discretization with piecewise quadratic functions. We remark that in our example the right{hand side f is not constant on triangles (r) l?1 , which we had assumed in the proofs of the Theorems 2.3 and 2.6. Therefore, in our example the right{hand sides gives also a FE solution with almost the same discretization error as the system (127). Table 7 Comparison of the discretization errors As second example we consider a linear elasticity problem, i.e.:
Find the displacement eld u = (u 1 ; u 2 ) T 2 V 0 , such that E Furthermore, we give results concerning the application of the Algorithm 1 and its use as preconditioner in the PCCG method. We mention here, that the constant in the strengthened Cauchy inequality (76) is relatively large, namely = 0:94 (see 11]), and therefore the convergence of the Algorithm 1 is poor. In Table 9 we summarise some results for Algorithm 1 and we compare the MG(1){PCCG method for the systems (126) and (127). Additionally, we compare these algorithms with the PCCG method discussed in Remark 3.5, i.e. the HB{PCCG method. Finally, we compare the energy of the FE solutions obtained by solving the systems (126) and (127), respectively. From Table 10 we see that we have in both cases the same FE solution. Table 9 Comparison of the Algorithm 1, of the MG(1){PCCG method (Algorithm 1 as preconditioner), the MG(1){PCCG method (Algorithm 1 0 as preconditioner), and the HB{PCCG method. 6. Conclusions. We have shown that multigrid -extrapolation can be interpreted as an implicit method to form higher order FE sti ness matrices. This is not only of theoretical interest, but leads to an e cient higher order multilevel solution technique for PDE. In particular, this extrapolation technique can be used on unstructured meshes. The resulting algorithm is competitive with multilevel methods that use higher order elements directly. The convergence rate and numerical work per iteration are comparable, but the algorithm has the advantage of a possibly simpler structure. In particular, the -extrapolation method is easy to incorporate into existing low order methods, because it di ers from the basic algorithm for linear elements only by a slight modi cation of the ne-to-coarse restriction process. The alternative analysis for -extrapolation given in R ude 18] is based on asymptotic expansions for quadrature rules over the triangle, and shows that the method can be generalized when the coe cients are not piecewise constant. In this case the linear combination of the sti ness matrices constitute an appropriate numerical quadrature formula for the quadratic sti ness matrix. This analysis also opens the possibility to generalize this technique to higher order. Some preliminary results for these extensions are contained in R ude 15], 16], and 17].
