Abstract. Transfer learning focuses on the reuse of supervised learning models in a new context. Prominent applications can be found in robotics, image processing or web mining. In these areas, learning scenarios change by nature, but often remain related and motivate the reuse of existing supervised models. While the majority of symmetric and asymmetric domain adaptation algorithms utilize all available source and target domain data, we show that domain adaptation requires only a substantial smaller subset. This makes it more suitable for real-world scenarios where target domain data is rare. The presented approach finds a target subspace representation for source and target data to address domain differences by orthogonal basis transfer. We employ Nyström techniques and show the reliability of this approximation without a particular landmark matrix by applying post-transfer normalization. It is evaluated on typical domain adaptation tasks with standard benchmark data.
Introduction
Supervised learning and particular classification, is an important task in machine learning with a broad range of applications. The obtained models are used to predict the labels of unseen test samples. In general, it is assumed that the underlying domain of interest is not changing between training and test samples. If the domain is changing from one task to a related but different task, one would like to reuse the available learning model. Domain differences are quite common in real-world scenarios and eventually lead to substantial performance drops [22] .
A practical example is the classification of web pages: A classifier is trained in the domain of university web pages with a word distribution according to universities and in the test scenario, the domain has changed to non-university web pages where the word distribution may not be similar to training distribution.
In general, transfer learning aims to solve the divergence between distributions [13] .
Multiple transfer learning techniques have been already proposed, following different strategies and improving prediction performance of underlying classification algorithms in test scenarios [22, 13] . Prior work [15] exploit the potential of using orthogonal basis matrices for domain adaptation. However, proper adaptation requires a large number of target samples, which is indeed a disadvantage of many transfer learning approaches and is not guaranteed in restricted environments with label capture difficulties [22] .
The main contribution of this work is to enhance Basis-Transfer [15] by Nyström based dimensionality reduction. The result is more applicable and, further, is the fastest asymmetric transfer approach in terms of computational complexity by using only a subset of source and target data. It determines a target subspace representation for both domains and transfers target basis information to source data via Nyström Singular Value Decomposition (SVD) with class-wise sampling. Further, we show that Nyström approximation is well suited for non-square landmark matrices, in contrast to common decomposition [12] by applying post-processing.
The rest of the paper is organized as follows: We introduce the underlying mathematical concepts in Sec. 3. The proposed approach is discussed in Sec. 4 , followed by an experimental part in Sec. 5, addressing the classification performance and computational time. A summary and a discussion of open issues are provided in conclusion at the end of the paper. Source code and additional results can be found in the supplementary material.
Related Work
Transfer learning is the task of reusing information or trained models in one domain to help to learn a target prediction function in a different domain of interest [22, 13, 19] . Deep transfer networks are excluded, because they are mainly designed for specific tasks or data types and differ from each other in their architecture [19] .
With p(·) as probability distribution over data without concerning labels. In general, (homogenous [22] ) transfer learning approaches, or domain adaptation (DA), distinguish roughly between the following approaches: One can align divergences in marginal distributions p(Z) ≈ p(X). Otherwise, one can solve differences in conditional distributions, i. e. p(Y Z |Z) ≈ p(Y X |X). A third option could be the combination of the two previous ones. In the following, we briefly name transfer learning strategies relevant to ours and discuss key approaches of a respective strategy. Approaches implementing the symmetric feature transfer [22] are trying to find a common latent subspace for source and target domain with the goal to re-duce marginal distribution differences, such that the underlying structure of the data is preserved in the subspace. The baseline approach for symmetric feature transfer is Transfer Component Analysis (TCA) [14] . TCA finds a suitable subspace transformation called transfer components via minimizing Maximum Mean Discrepancy in Reproducing Kernel Hilbert Space (RKHS). Another approach is Geodesic Flow Kernel (GFK), which finds a particular subspace by embedding original data onto a Grassmannian manifold matches source and target on geodesic flow and determines a suitable domain adaptation kernel by applying the kernel trick [5] . Finally, recent Cascaded Geodesic Covariance Alignment (CGCA) [11] finds a theoretical optimal solution for a source-to-target transformation by aligning the cascaded geometric means of second order statistics of source and target domain via solving the Racatti-Equation.
The relational-knowledge transfer aims to find some relationship between source and target data [22] . Transfer Kernel Learning (TKL) [10] is a recent approach, which approximates a kernel of training data K(Z) by test kernel K(X) via the Nyström kernel approximation. It only considers discrepancies in marginal distributions and further claims it is sufficient to approximate a training kernel via test kernel, i. e. K(Z) ≈ K(X), for effective knowledge transfer [10] . The asymmetric feature transfer approaches try to transform source domain data in the target (subspace) domain. This should be done in a way that the transformed source data will match the target distribution. Note that transformations into target subspace is common due to better classification performance and is a popular strategy for asymmetric transfer learning [18] . In comparison to the symmetric feature transfer approaches, there is no shared subspace, but only the target space [22] . A well known approach is the Joint Distribution Adaptation (JDA) [9] , which solves divergences in marginal distributions similar to TCA, but aligning conditional distributions with pseudo-labeling techniques. The Subspace Alignment (SA) [3] computes a target subspace representation based on the correlation between target and source subspace similarities and hence aligning source and target data. The Correlation Alignment (CORAL) [18] technique transfers second order statistics of target domain into whitened source data.
These approaches characterize the development of domain adaptation methods in recent years. The trend is clearly in the direction of non-linear problem formulations and indirect alignment of matrix differences. Our approach is based on a comparatively simple problem statement, similar to the one found in SA. However, we show that explicit alignment of data matrices by linear transformations is very adequate for robust domain adaptation.
All the considered methods have approximately a complexity of O(n 2 ) where n is the most significant number of samples concerning target or source. These algorithms pursue transductive transfer learning [13] , because some unlabeled test data must be available at training time. These transfer-solutions cannot be directly used as predictors, but instead are wrappers for classification algorithms. The respective used baseline classifier is the Support Vector Machine (SVM).
Preliminaries

Nyström Approximation
The computational complexity of calculating kernels or eigensystems scales with O(n 3 ) where n is the sample size [23] . Therefore, low-rank approximations and dimensionality reduction of data matrices are popular methods to speed up computational processes. In this scope, however not limited to it, the Nyström approximation [21] is a reliable technique to accelerate eigendecomposition or approximation of general symmetric matrices [4] . It computes an approximated set of eigenvectors and values based on a usually much smaller sample matrix [4] . The landmarks are typically picked at random, but advanced sampling concepts could be used as well [7] . The approximation is exact if the sample size is equal to the rank of the original matrix and the rows of the sample matrix are linear independent [4] .
In general, the Nyström approximation technique assumes a symmetric matrix K ∈ R n×n with a decomposition of the form:
with A ∈ R s×s , B ∈ R s×(n−s) , C ∈ R (n−s)×s and D ∈ R (n−s)×(n−s) . The submatrix A is called the landmark matrix containing s randomly chosen rows and columns from K and has the Eigenvalue Decomposition (EVD) A = UΛU −1 . Where eigenvectors are U ∈ R s×s and eigenvalues are on the diagonal of Λ ∈ R s×s . The remaining approximated eigenvectorsÛ of K, i.e. C or B T , are obtained by the Nyström method withÛΛ = CU. Combining U andÛ the full approximated eigenvectors of K arẽ
The inverse eigenvectors of K can be obtained via Nyström similar to (2):
Combining Eq. (2), Eq. (3) and Λ, the matrix K is approximated by:
The Nyström approximation error is given by the Frobenius Norm between ground truth and reconstructed matrices, i. e.
General Matrix Approximation
Another applications of the Nyström method is the approximation of Singular Value Decomposition (SVD), which generalizes the concept of matrix decomposition with the consequence that respective matrices must not be squared.
Let K ∈ R n×d be a rectangular matrix with decomposition as in Eq. (1). The SVD of the landmark matrix is given by A = LSR T where L are left and R are right singular vectors. S are positive singular values. The left and right singular vectors for the non-symmetric part C and B are obtained via Nyström techniques and are defined asL = CRS −1 andR = B T LS −1 respectively [12] . Applying the same principal as for Nyström-EVD, K is approximated by:
Polar Decomposition
The polar decomposition [6] is a universal decomposition applicable to an arbitrary matrix and is defined as X = QP. Where Q = LR T and P = RSR T with S as singular values, L and R are left and right singular vectors respectively. If X is a square matrix, the decomposition is unique and U is orthogonal and a rotation matrix. P is positive semi-definite and scaling factor of X.
Theorem 1 (Reusing of Eigensystem). Let X ∈ R m×d and K = XX T with EVD of K = UΛU −1 and SVD of K = LSR T . If taking the square root of K and using Polar Decomposition:
then the eigenvectors and square root eigenvalues of K are singular vectors and values of X respectively.
It is important to note that the spectral theorem is incorporated in Theorem 1, which in this context means that for symmetric positive semi definite matrices the EVD and SVD are the same.
Gershgorin Theorem
The Gershgorin Theorem [20] provides a geometric structure to bound eigenvalues to so-called discs for complex square matrices but also generalize to none complex square matrices.
Theorem 2 (Gershgorin Discs [20] ). Let X ∈ R m×m with entries
, then all eigenvalues lie in at least one of the m Gershgorin Discs C i (p i , r i ) where p i is the center position and r i is the radius of the disc defined as:
By evaluating the circles, it is possible to estimate the numerical range of eigenvalues of X.
Basis Transfer
A reliable strategy in domain adaptation is to align kernel matrices rather than kernel distributions in Reproducing Kernel Hilbert Space (RKHS), since distributions alignments are non-trivial in RKHS [10] . TKL modifies the kernel explicitly to reduce the difference between two kernel matrices. Similar source and target kernels must be obtained, because of the underlying kernel-based classifier. But, if source and target matrices are similar, they follow similar distributions in kernel space and have similar kernels [17] . Hence, transfer operations in Euclidean space do not limit approaches to kernel classifiers and obtained kernels after transfer follow also similar distributions, making it more universally applicable. The recent Basis-Transfer (BT) [15] approach already showed great transfer capabilities and performance, by aligning X ∈ R n×d and Z ∈ R n×d with a small error in terms of the Frobenius norm. They considered following optimization problem: min
Where M and T are transformation matrices drawing the source closer to target data. A solution is found in closed-form, summarized in three steps [15] : First, normalize data to standard mean and variance. It is assumed that this will align marginal distributions in Euclidean space without considering label information [15] . Second, compute an SVD of source and target data, i. e.
and R X ∈ R d×d . Next, the approach assumes S Z ∼ S X in terms of Frobenius norm due to similar domains providing similar scaling factors by singular values and normalization. Finally, compute a solution for Eq. (8) by solving the linear
Apply transfer operation and approximate source matrix by using target basis information:
WithZ ∈ R m×d as approximated source data, used for training. However, this requires same samples sizes n = m.
In the following, the work [15] is hereby continued, and we propose a Nyström based version with following improvements: Reduction of computational complexity, neglecting sample size requirements via Nyström approximation with class-wise sampling and implicit dimensionality reduction.
Recap Eq. (8) and consider a slightly changed optimization problem:
Where a transformation matrix M must be found, which is again obtained in closed-form. Note this is a similar problem statement as in [3] . Because we apply a dimensionality reduction technique, just the left-sided transformation matrix must be determined, derived as follows: Based on the relationship between SVD and EVD, the Principal Component Analysis (PCA) can be rewritten in terms of SVD. Consider the target matrix with SVD:
Where R X ∈ R d×s as eigenvectors and S 2 X ∈ R s×s as eigenvalues of X T X. By choosing only the biggest s eigenvalues and corresponding eigenvectors the dimensionality of X is reduced:
With L s ∈ R m×s , S s ∈ R s×s . X s ∈ R m×s is the reduced target matrix. Hence, only a left sided transformation in Eq. (10) 
However, this procedure requires a complete data matrix or corresponding singular values and scales in worst case with O(n 3 ) [23] . In the following we apply Nyström-SVD and show that only a subset of the data is required, which simultaneously reduces computational complexity and eliminates the need to examine all singular values.
Nyström Basis Transfer
Let Z and X have a valid decomposition given as in Eq. (1). Note for clarity the Nyström notation is used as in Sec. 3.2. For a Nyström-SVD we sample from both matrices s values obtaining landmarks matrices
s×s . Based on Nyström-SVD in Eq. (5), the dimensions are reduced as in Eq. (12) keeping only most relevant data structures:
Hence, it is sufficient to only compute an SVD of A X instead of X with s m, d and therefore is considerably lower in computational complexity. Analogy, we approximate source data by Z s =L Z S Z ∈ R n×s . Since we again assume S Z ∼ S Z due to data normalization and domain similarities, solving the linear equation as a possible solution for Eq. (10), leads to M =L XL −1 Z . Plugging it back we obtain:
Where again a basis of target subspace transfers structural information into the source domain. The matrix Z s is used for training and X s is used for testing. According to [22] , it is an asymmetric transfer approach. Further, it is transductive [13] , needing unlabeled test data. For further references, we call the approach Nyström Basis Transfer (NBT). But uniform sampling is not optimal for Nyström, given labeled data in a classification task [16] . Therefore we integrate class-wise sampling in the following.
Sampling Strategy for Nyström
The standard technique to create Nyström landmark matrices is to sample uniform or find clusters in data matrix [7] . In supervised learning, sampling should utilize class-wise sampling to proper include class-depending attributes of matrix into the approximation [16] . This is especially necessary for ||Y|| > 2. However, a decomposition as in Eq. (1), required for Nyström-SVD is intractable with class-wise sampling, because respective matrices are non-square:
Let Z ∈ R n×d with n = d and landmark indices I = {i 1 , . . . , i s } with at least one i j > d, then it is by definition undefined, i. e. Z(1, . . . , i j , 1 . . . , i j ) ↓, and is especially true for n > d. Therefore, we sample class-wise ignoring the column index forming A d Z ∈ R s×d instead of A Z ∈ R s×s . Using the insights of Theorem 1, we implicitly obtain an SVD of square landmark matrix i. e.
Hence, we can proceed without a non-square landmark matrix and using the SVD of A d Z analogy as in Eq. (14) . Therefore, it is possible to sample from the whole range of source data and by application of polar decomposition, the standard decomposition as in Eq. (1) is not required. The resulting singular values and vectors are utilized for successive Nyström approximations.
The sampling from test data X is done uniform because of missing class information and SVD is obtained analogy via A Z and accurate normalization of matrix cannot be guaranteed. Therefore, we apply a post-processing correction and apply z-normalization against the standard convention after NBT. The singular vectors also have an approximation error. However, both subspace projections are based on the same transformation matrix, hence making an identical error and as a results the error should not affect the classification. The process is shown in Fig. 1. 
Properties of Nyström Basis Transfer
We showed in Eq. (12) , that Eq. (13) Second row shows data after transformation. Note the similarities in structure but differences in scale, based on approximation error of singular values. Last row contains normalization correction and differences are hardly visible with the bare eye. This is finally used for training and testing. Note that this is a toy example approximation unsuitable for proper classification due to low landmark size, shown in Fig. 2 . Best viewed in color.
of diagonal matrix S 
The out-of-sample extension for unseen target/source samples, e. g. x ∈ X , is analog to (13) . Based on Eq. (12) subspace projection via (approximated) right singular vectors are also valid. Hence, a sample can be projected into subspace via x s = xR
T B X and the label can be predicted or the sample is incremental added to classification model. Pseudo code of NBT is shown in Algorithm 1.
Algorithm 1 Nyström Basis Transfer (NBT)
Require: Z as n sized training; X as m sized test set; Y as n sized training label vector; s as number of landmarks parameter. 
Experiments
We follow the experimental design typical for transfer learning algorithms [10, 5, 9, 13, 14, 18, 11] . A crucial characteristic of datasets for transfer learning is that domains for training and testing are different but related. This relation exists because the train and test classes have the same top category or source. The classes itself are subcategories or subsets. The parameters for respective methods 4 are determined for best performance in terms of accuracy via grid search. The SVM independent of being baseline or underlying classifier for transfer learning methods uses the RBF-Kernel.
Dataset Description
The study consists of 24 benchmark datasets, already preprocessed and taken from [5] , [10] , and [8] .
Reuters-21578 5 [10] : A collection of Reuters news-wire articles collected in 1987. The text is converted to lower case, words are stemmed and stopwords are removed. With the Document Frequency (DF)-Threshold of 3, the numbers of features are cut down. Finally, Term-Frequency Inverse-Document-Frequency (TFIDF) is applied for feature generation [2] . The three top categories organization (orgs), places and people are used in our experiment. To create a transfer problem, a classifier is not tested with the same categories as it is trained on, i. g. it is trained on some subcategories of organization and people and tested on others. Therefore, six datasets are generated: orgs vs. places, orgs vs. people, people vs. places, places vs. orgs, people vs. places and places vs. people. They are two-class problems with the top categories as the positive and negative class and with subcategories as training and testing examples.
20-Newsgroup
The original collection has approximately 20000 text documents from 20 newsgroups and is nearly equally distributed in 20 subcategories. The top four categories are comp, rec, talk and sci and containing four subcategories each. We follow a data sampling scheme introduced by [10] and generate 216 cross domain datasets based on subcategories: Let C be a top category and {C1, C2, C3, C4} ∈ C are subcategories and analogy K with {K1, K2, K3, K4} ∈ K. Select two subcategories each, e. g. C1, C2, K1, and K2, train a classifier, select another four and test the model on it. The top categories are respective classes. Following this, 36 samplings per top categorycombinations are possible, which are in total 216 dataset samplings. This is summarized as mean over all test runs as comp vs rec, comp vs talk, comp vs sci, rec vs sci, rec vs talk and sci vs talk. This version of 20-Newsgroup has 25804 TF-IDF features within 16021 documents [10] .
Caltech-256-Office 7 [5] : The first, Caltech (C ) is an extensive dataset of images and contains 30607 images within 257 categories. The Office dataset is a collection of images drawn from three sources which are from amazon (A), digital SLR camera (DSLR) and webcam (W). They vary regarding camera, light situation and size, but ten similar object classes, e. g. computer or printer, are extracted for a classification task. Duplicates are removed, as well as images which have more than 15 similar Scale Invariant Feature Transform (SIFT) in common [5] . The final feature extraction is done with Speeded Up Robust Features Extraction (SURF) and encoded with 800-bin histograms. Finally, the twelve sets are designed to be trained and tested against each other by the ten labels [5] .
Note to reproduce the results below, one should use the linked version of datasets with same choice of subcategories. A summary of all datasets is shown in Tab. 1. Regardless of dataset, features have been normalized to standard mean and variance. The samples for training and testing the classifiers are drawn with 5 × 2-fold sampling suggested by [1] 
Comparison of Prediction Performance
The results of the experiments are summarized in Tab. 2 and showing mean errors of the cross-validation study per dataset. To determine statistically significant differences two-sided Kolmogorov-Smirnoff-Test with a p-value of 1% is applied. The * marks statistical significance compared to NBT. The NBT is compared to baseline SVM and standard transfer learning methods. The NBT method has excellent performance and outperforms every other algorithm by far. In the overall comparison, the NBT is significantly better compared to the other approaches, except SA.
Especially at Reuters, NBT convinces with stable and best performance over multiple datasets. The Tab. 2 shows that NBT is significantly better in terms of mean at Reuters.
The NBT also outperforms most of the time at image datasets, showing the capability to tackle multi-class problems and its independence of a specific domain adaptation problem. Further, in terms of mean error on image, the NBT outperforms compared algorithms with statistical significant differences.
The NBT is also very good at Newsgroup, however not that outstanding. It is overall very similar to SA. Further, it is best at half of the datasets and convinces with error performances under one percent.
In this study, SA and NBT are overall much better than remaining approaches, caused by following possible reasons: Aligning differences of Frobenius norm between domains using a target subspace transformation is sufficient as problem statement and will also align differences in subsequent kernels [17] .
Explicit integration of non-linearity or kernel statistic alignments does not necessarily lead to more knowledge transfer. Second-order statistics but also structural and geometric information should be transferred.
The sensitivity of the number of landmarks on prediction error as the only parameter of NBT is demonstrated in Fig. 2 . It shows a comparison of the number of landmarks and the mean classification error over Reuters and Caltech -Office datasets. At Reuters, it is a monotonically decreasing convex function with decreasing error by increasing number of landmarks. This supports the Nyström error expectation of approximating the real rank of a matrix. However, besides the global optimum of the image function at a low landmark number, it has many local minima. We assume this indicates that only a subset of features is relevant and correlate for classification and remaining features are noise. Note that samples are drawn class-wise random at every run. 
Time Comparison
The mean time results in seconds of the cross validation study per data set group are shown in the Tab. 3. Note that SVM is the underlying classifier for compared approaches and is presented for the baseline and not listed for standalone comparison but included into the time measurement of domain adaptation approaches. In the overall comparison NBT is the fastest compared to the discussed solutions. Individually, NBT is only fastest at newsgroup data set. At Reuters, JDA is the fastest and SA has the best time at images. In summary, the differences between the winning algorithm and other algorithms are very small. However, GFK and CORAL are the slowest methods with a factor of at 
Conclusion
Summarizing, we proposed a low-rank domain approximation algorithm called Nyström Basis Transfer. It transfers source and target data into low-rank target subspace, requiring only a subset of domain data from both domains. The dimensionality reduction paired with smart class-wise sampling showed its reliability and robustness in this study. Validated on common domain adaptation tasks and data, it showed an outstanding performance both in absolute and statistical values. Additionally, it is lowest in computational complexity compared to discussed solutions. NBT is an extension of earlier versions of Basis Transfer via Nyström Methods and is no longer limited to certain domain adaptation tasks.
In future work deep transfer learning, real-world and other domain adaptation datasets should be integrated into the study. A more comprehensive discussion on used theoretical concepts should be provided, and the Nyström approximation error with the proposed decomposition should be theoretically evaluated and compared to current Nyström techniques.
