Abstract. We investigate the uniqueness of symmetric weak solutions to the stationary Navier-Stokes equation in a two-dimensional exterior domain Ω. It is known that, under suitable symmetry condition on the domain and the data, the problem admits at least one symmetric weak solution tending to zero at infinity. Given two symmetric weak solutions u and v, we show that if u satisfies the energy inequality ∇u 2 L 2 (Ω) ≤ (f, u) and sup x∈Ω (|x| + 1)|v(x)| is sufficiently small, then u = v. The proof relies upon a density property for the solenoidal vector field and the Hardy inequality for symmetric functions.
Introduction
Let Ω be an exterior domain in R 2 with Lipschitz boundary. We study the uniqueness of weak solutions to the stationary Navier-Stokes equation Here u = (u 1 , u 2 ) and p denote, respectively, the unknown velocity and pressure of a viscous incompressible fluid occupying Ω, while f = (f 1 , f 2 ) is a given external force. The two-dimensional exterior problem possesses peculiar difficulties. One of the main difficulties stems from the Stokes paradox. It is known that, where T [u, p] := (∂ i u j + ∂ j u i − pδ ij ) i,j=1,2 denotes the stress tensor and ν is the outer unit normal to ∂Ω, see also [5, 7, 13, 8] . Hence the linear approximation is not a useful method in the analysis of the nonlinear problem (1.1) in general. Another difficulty is little information about the asymptotic behavior of Leray's solution in spite of important contributions [10, 11, 2] . Leray [15] showed the existence of a weak solution u with finite Dirichlet integral Ω |∇u| 2 dx < ∞ to the problem (1.1) 1,2,3 with f = 0, see also [6] . However, it is not known whether his solution of (1.1) 1,2,3 satisfies (1.1) 4 even in a weak sense. This is due to the fact that we cannot control the behavior of the solution u at infinity only from the class ∇u ∈ L 2 (Ω). Owing to these difficulties, the general theory of the existence for (1.1) is not established yet.
By introducing the symmetry, Galdi [9] and Pileckas-Russo [18] obtained the existence results concerning (1.1). We note that the inhomogeneous boundary condition u = u * on ∂Ω, instead of (1.1) 3 , is considered in [9, 18] and [21] below, however, we restrict our attention to the problem (1.1). Assuming that Ω is symmetric with respect to the coordinate axes x 1 and x 2 : (x 1 , x 2 ) ∈ Ω ⇒ (x 1 , −x 2 ), (−x 1 , x 2 ) ∈ Ω (1. 2) and f = (f 1 , f 2 ) satisfies the symmetry condition f 1 (x 1 , x 2 ) = f 1 (x 1 , −x 2 ) = −f 1 (−x 1 , x 2 ), f 2 (x 1 , x 2 ) = −f 2 (x 1 , −x 2 ) = f 2 (−x 1 , x 2 ), (1.3) they proved that the problem (1.1) admits at least one weak solution u with ∇u ∈ L 2 (Ω) and the same symmetry (1.3). It was also proved by Galdi [9] that, due to the symmetry property (1.3), the symmetric weak solution u satisfies (1.1) 4 in the sense of see also Russo [19] . Under the stronger symmetry assumption that Ω satisfies
and f satisfies
as well as (1.3), Yamazaki [21] showed that if f decays rapidly and is small in a sense, then there exists a weak solution u of (1.1) with sup x∈Ω (|x|+1)|u(x)| small and the same symmetry properties (1.3) and (1.6). To the best of our knowledge, [21] is the only literature that provides the existence result of a symmetric weak solution to (1.1) with specific decay rate. The purpose of this paper is to investigate the uniqueness of weak solutions to (1.1), which are less symmetric than (1.3) ; to be precise, a weak solution u = (u 1 , u 2 ) is assumed to satisfy the condition that
(1.7)
Note that even (1.7) is enough to ensure (1.4), see [9, 19] . Thus far, there are few results on the uniqueness of weak solutions. Yamazaki [21] proved that his solution is unique in the class of weak solutions with sup x∈Ω (|x| + 1)|u(x)| small as well as symmetry (1.3) and (1.6), see also [20] . We shall show that if u and v are weak solutions of (1.1) with finite Dirichlet integral and symmetry (1.7), u satisfies the energy inequality ∇u 2 L 2 (Ω) ≤ (f, u) and sup x∈Ω (|x| + 1)|v(x)| is small, then u = v. As an application, our uniqueness theorem, together with the result of Yamazaki [21] , describes the asymptotic behavior as |x| → ∞ of some symmetric weak solutions. Since we consider the homogeneous boundary condition (1.1) 3 and in this case it is easy to verify that the symmetric weak solution constructed by Pileckas-Russo [18] fulfills the energy inequality, we can give information on the asymptotic behavior of their solution such as |u(x)| = O(|x| −1 ) at infinity provided that f satisfies the conditons imposed by [21] .
For the proof of our uniqueness theorem, a density property for the solenoidal vector field, together with the Hardy inequality for symmetric functions, plays a crucial role. We shall prove that a function ψ with sup x∈Ω (|x| + 1)|ψ(x)| < ∞ and ∇ψ ∈ L 2 (Ω) can be taken as a test function in the weak form of (1.1). In two-dimensional exterior domains, we have great difficulty in taking a class of test functions larger than C ∞ 0,σ (Ω), while it is relatively easy in n-dimensional exterior domains, n ≥ 3, as we can see in [17] . This is due to the lack of information on the class of the nonlinear term u · ∇u. However, thanks to the symmetry property of u, the Hardy inequality due to Galdi [9] (see Lemma 4.1 below) implies that the term u · ∇u divided by |x| + 1 belongs to L 1 (Ω). With these observations in mind, we shall construct an approximate sequence {ψ n }
This density property enables us to take the solution v as a test function in the weak form of (1.1).
This paper is organized as follows. In Section 2, we shall state the main result on the uniqueness of symmetric weak solutions. After introducing the result of Yamazaki [21] precisely, we shall provide a corollary on the asymptotic behavior of a symmetric weak solution. Section 3 is devoted to the proof of the density property mentioned above. The proof of our uniqueness theorem shall be given in Section 4.
Main results
Before stating our results, we introduce some function spaces. In what follows, we adopt the same symbols for vector and scalar function spaces as long as there is no confusion. For a domain U ⊆ R 2 , the space of smooth functions with compact support in U is denoted by 
. By (·, ·) we denote various duality pairings. We also need some symmetry. We say that Ω is a symmetric exterior domain if Ω satisfies the condition (1.2). The subspace ofḢ Remark 2.2. Our definition of a symmetric weak solution is different from that in [9, 18] 
We can verify that their solutions satisfy (2.1) for all
0,σ (Ω) with the symmetry property (1.3) and u ∈ H S is a symmetric weak solution in the sense of [9, 18] . By the symmetry property, direct calculations yield (∇u,
for all ϕ ∈ C ∞ 0,σ (Ω). Now we are in a position to state our main result on the uniqueness of symmetric weak solutions.
Theorem 1.
Let Ω be a symmetric exterior domain with Lipschitz boundary. Suppose u, v ∈Ḣ 1,S 0,σ (Ω), having the same symmetry property in (1.7), are symmetric weak solutions of (1.1). There exists a constant δ = δ(Ω) such that if u satisfies the energy inequality
Remark 2.3. The existence of a symmetric weak solution was proved by Galdi [9] and Pileckas-Russo [18] . It was shown in [18] that for every f ∈Ḣ
3) there exists a symmetric weak solution u ∈ H S of (1.1), see also Remark 2.2. Since we consider the boundary condition u = 0 on ∂Ω, we can easily verify that the solution constructed by Pileckas-Russo [18] satisfies the energy inequality. Yamazaki [21] obtained a symmetric weak solution v with sup x∈Ω (|x| + 1)|v(x)| small. For the details of [21] , see below.
Remark 2.4. The assumption on the symmetry of weak solutions is closely related to the decay rate of v. If v decays faster, that is, sup x∈Ω (|x|+1) α |v(x)| is sufficiently small for some α > 1, then we can prove the uniqueness without symmetry, see Remark 4.3.
Remark 2.5. Our uniqueness theorem is also valid even if we replace Ω by R 2 . This is based on the fact that the Hardy inequality for symmetric functions introduced in Lemma 4.1 below holds even in R 2 . For the existence of a symmetric weak solution v with sup x∈R 2 (|x| + 1)|v(x)| small, see Yamazaki [20] .
Remark 2.6. The same type of uniqueness theorems without symmetry in n-dimensional exterior domains, n ≥ 3, are well known [8, 17, 14] .
We apply our result to deduce the asymptotic behavior of a symmetric weak solution. To this end, we need the following existence result due to Yamazaki [21] . Let Ω be an exterior domain with C 2+µ -boundary, µ > 0, satisfying (1.5). Take R > 0 so that ∂Ω ⊂ B(0, R) := {x ∈ R 2 ; |x| < R} and let Ω R := Ω ∩ B(0, R). For q ∈ [1, ∞) and α > 0, we denote by χ(q, α) the set of locally integrable functions f on Ω such that
Then χ(q, α) is a Banach space and is independent of the choice of R up to equivalent norms. Note also that χ(q, α) ⊂ χ(s, α) if 1 ≤ s < q < ∞ and that χ(q, α) ⊂ L q (Ω) if α > 2/q. We especially need the case q > 2 and α + 1 ∈ [2, 3] . In such a case, χ(q, α + 1) ⊂ L r (Ω) for all r ∈ (1, q] and, furthermore, the space χ(q, α + 1) describes the decay of L q -norm in detail. Assume that the external force f = (f 1 , f 2 ) is represented as
with scalar-valued functions F (x), G(x) and H(x) satisfying the symmetry conditions
3)
Notice that f satisfies the symmetry properties (1.3) and (1.6). Yamazaki [21] proved that for q > 2 and α ∈ [1, 2] there exists a constant β = β(Ω, q, α) such that if 6) then the problem (1.1) admits a unique solution u with ∇u ∈ χ(q, α + 1) and sup x∈Ω (|x| + 1) α |u(x)| < ∞ subject to the estimate
with γ = γ(Ω, q, α). The solution u also satisfies the symmetry properties (1.3) and (1.6).
Observe that we may assume the external force f is given in the form (2.2) without loss of generality.
with Ψ = {Ψ ij } i,j=1,2 , then we put
to deduce that f is represented as (2.2) by absorbing the term ∇Φ into ∇p. Note also that, by the properties of χ(q, α + 1), we have F, G, H, ∇u ∈ L r (Ω) for every r ∈ (1, q]. Since q > 2, it follows that f ∈Ḣ
As a consequence of Theorem 1 and the result of Yamazaki [21] mentioned above, we derive the following assertion. Corollary 1. Let q ∈ (2, ∞). Assume that Ω is an exterior domain with C 2+µ -boundary, µ > 0, satisfying (1.5) and the external force f is given in the form (2.2) with F , G and H satisfying the conditions (2.3), (2.4) and (2.5) respectively. Suppose u ∈Ḣ 1,S 0,σ (Ω) is a symmetric weak solution of (1.1) with the energy inequality ∇u
where β = β(Ω, q, 1), γ = γ(Ω, q, 1) and δ = δ(Ω) are the constants, respectively, in (2.6), (2.7) and Theorem 1, then
and ∇u ∈ L r (Ω) for every r ∈ (1, q].
Density property
In this section we prove the density property for the solenoidal vector field. The main result in this section is the following proposition. 
as n → ∞.
For the proof of this proposition, we show the corresponding density property in the whole plane R 2 and bounded domains. Based on the analysis in R 2 and bounded domains, we can prove the density property in exterior domains above. It should be emphasized that we need no symmetry in this section.
In what follows, we denote by C various constants and, in particular, C = C(·, · · · , ·) denotes constants depending only on the quantities in parentheses. We first introduce the Bogovski operator. 
with C = C(n, q, D) independent of f and that
Furthermore, by continuity, B D is uniquely extended to a bounded linear op-
n , t ∈ R \ {0} and
Then the constant C = C(n, q, D t ) associated with the operator B Dt is independent of y and t.
The next lemma concerns the density property in the whole plane R 2 .
Proof. Choose a cutoff function ψ ∈ C ∞ 0 (R 2 ) such that 0 ≤ ψ(x) ≤ 1, ψ(x) = 1 for |x| ≤ 1 and ψ(x) = 0 for |x| ≥ 2, and set ψ m (x) := ψ(x/m). We put
where J ǫ is the Friedrichs mollifier and B m is the operator introduced in Lemma 3.1 for the bounded domain E m := {m/2 < |x| < 3m}. Since div v ǫ = 0 in R 2 and Em ∇ψ m · v ǫ dx = 0, we can verify that v ǫ,m ∈ C where
We see
Recall that J ǫ (x − y) = 0 for |x − y| ≥ ǫ, and for |x − y| ≤ ǫ ≤ 1 there holds ||x| − |y|| ≤ |x − y| ≤ ǫ ≤ 1.
Therefore we obtain the estimate
On the other hand, since supp B m [∇ψ m · v ǫ ] is contained in E m , it follows from the Gagliardo-Nirenberg inequality and the Sobolev embedding that
4,Em . Note that the constants C above are independent of m and ǫ, due to Lemma 3.1(ii). Since |v ǫ | ≤ CM/m on E m and |∇ψ m | ≤ C/m for some constants C independent of m and ǫ, direct calculations yield
Thus we derive
3) with C independent of m and ǫ. The uniform estimate (3.1) follows from (3.2) and (3.3).
Next, in view of supp ∇ψ m ⊂ E m and |v ǫ | ≤ CM/m on E m , we have
Here we have used Lemma 3.1(ii). Furthermore, the class of ∇v implies
From the arguments above, v is an accumulation point of the twoparameters family {v
, that is, we can take a subsequence {v ǫj ,mj } ∞ j=1 such that ∇v ǫj ,mj − ∇v 2,R 2 ≤ 1 j . We conclude from the uniform estimate (3.1) that there exists a subsequence {v n } ∞ n=1 ⊂ {v ǫj ,mj } ∞ j=1 satisfying the desired density property. In order to establish the density property in a bounded domain D, we need two lemmas. We first construct an approximate sequence when D is starshaped, by following the argument due to Masuda [ 
Proof. Letṽ be the zero extension of v, that is,ṽ(x) = v(x) if x ∈ D and v(x) = 0 if x ∈ R 2 \ D. For λ > 1 and small ǫ > 0, we set
where J ǫ is the Friedrichs mollifier. It follows from supp
In addition, by the uniform continuity of ∇ψ, there holds ∇ψ λ − ∇ψ 2,D < κ/3 provided 1 < λ ≤ 1 + δ for sufficiently small δ > 0. Hence, for 1 < λ ≤ 1 + δ, we deduce 
The estimate yields
we employ the Poincaré inequality to obtain
, it follows from (3.4) and (3.5) that
as n → ∞. The proof is complete.
Next, we employ a localization procedure which is similar to Abe-Giga [1, Lemma 6.2]. Lemma 6 .2], we give the proof by induction with respect to N . If N = 1, the assertion is obvious.
Assume that the assertion is valid for N . Set
we define the operator T 1 by
where B E is the Bogovski operator defined by Lemma 3.1 for E. In the case where E is the union of disjoint Lipschitz domains, for instance, E 1 and E 2 , we have only to replace the term
0 (E) for all 1 < q < ∞. Using the Sobolev embedding, Lemma 3.1(i) and the Poincaré inequality, for q > 2 we obtain
This estimate, together with
On the other hand, we put
The same argument as above yields that T U is a bounded linear operator from
m=2 , by the induction assumption there exists a family of bounded linear operators
m=1 is a family of bounded linear operators from
Collecting Lemmas 3.3 and 3.4, we can construct an approximate sequence in general bounded domains. 
with C independent of n. We denote the zero extension of v m,n to D \ D m by v m,n itself for simplicity, and set v n := N m=1 v m,n . Then we derive
Since T m is a bounded linear operator from
with C independent of n. This estimate, together with the same calculation as (3.5) and the density property of
as n → ∞, and the result follows.
Using Lemmas 3.2 and 3.5, we can prove Proposition 3.1. For the proof, we follow Kozono-Sohr [12, Theorem 2] .
Proof of Proposition 3.1. Let M := sup x∈Ω (|x| + 1)|v(x)| and take R > 0 so that ∂Ω ⊂ B(0, R). We define a functionṽ by the zero extension of v. Theñ v ∈Ḣ 
as n → ∞. In addition, we observe that
. Indeed, by the definition ofṽ and the construction ofṽ n in the proof of Lemma 3.2, we may assumeṽ n −ṽ = 0 in some open ball contained in R 2 \ Ω. Hence we employ the Poincaré inequality to deduce ṽ n −ṽ 2,ΩR ≤ C ∇ṽ n − ∇ṽ 2,ΩR → 0 as n → ∞. (3.8)
Let ζ ∈ C ∞ (R 2 ) be a cutoff function such that 0 ≤ ζ(x) ≤ 1, ζ(x) = 1 for |x| ≥ R and ζ(x) = 0 in the neighbourhood of ∂Ω. Put w n := B ΩR [∇ζ ·ṽ n ] and w := B ΩR [∇ζ ·ṽ] where B ΩR is the operator defined by Lemma 3.1 for Ω R = Ω ∩ B(0, R). Since ∇ζ ·ṽ n ∈ C ∞ 0 (Ω R ) and ΩR ∇ζ ·ṽ n dx = 0, we deduce w n ∈ C ∞ 0 (Ω R ) and div w n = ∇ζ ·ṽ n in Ω R . Similarly, it follows from ∇ζ ·ṽ ∈ L ∞ (Ω R ) and ΩR ∇ζ ·ṽ dx = 0 that w ∈ W 1,q 0 (Ω R ) (1 < q < ∞) satisfies div w = ∇ζ ·ṽ in Ω R . Furthermore, by Lemma 3.1(i) and (3.8), we obtain
as n → ∞. From the proof of Lemma 3.2, we may assume ṽ n ∞,R 2 ≤ CM with C independent of n. Thus the same calculation as (3.6) yields
with C = C(R). This estimate, together with the same calculation as (3.5) and the density property of
We also set u :
, and hence, according to Lemma 3.5, we can take a sequence {u n }
as n → ∞. Now we define the sequence {v n } ∞ n=1 by v n := ζṽ n −w n +ũ n wherew n andũ n denote the zero extension of w n and u n respectively. Then
x ∈ Ω, the properties (3.7), (3.8), (3.9), (3.10) and (3.11) yield
Remark 3.1. In the case sup x∈Ω (|x| + 1) α |v(x)| < ∞ with α > 1, we can prove similarly the existence of a sequence {v n } 
Proof of Theorem 1
In this section we give the proof of our main result. If u, v ∈Ḣ 1,S 0,σ (Ω) are symmetric weak solutions of (1.1), then u and v satisfy
respectively. We take u and v as test functions, respectively, in (4.2) and (4.1).
Notice that we have almost no information on the class of the nonlinear term u · ∇u. The assumption sup x∈Ω (|x| + 1)|v(x)| < ∞ and Proposition 3.1 play an important role to overcome this difficulty and we also need the Hardy inequality for symmetric functions, which is due to Galdi [9, Lemma 3.1].
Lemma 4.1 ([9]).
Let Ω be a symmetric exterior domain with locally Lipschitz boundary and assume that u ∈Ḣ Remark 4.1. If Ω and u are not symmetric, then there holds
With the aid of this lemma, we can take u and v as test functions. We also prove that the weak solution v satisfies the energy equality. 
In addition, v satisfies the energy equality Proof. According to Proposition 3.1, there exists a sequence {v n }
and we write
By Lemma 4.1 we see that u |x| + 1 · ∇u
which together with the property of v n yields
Hence we derive (4.4) by letting n → ∞ in (4.7). On the other hand, v ∈ L 4 (Ω) in particular and by the class of u we can take a sequence {u n }
We insert u n into ϕ in (4.2) and integrate the second term by parts to get
∇u n 2 , we obtain (4.5) by passing to the limit n → ∞.
Next, we show the energy equality. Since v ∈Ḣ as n → ∞. Therefore (v · ∇v, v) = 0. Takingṽ n as a test function in (4.2) and then letting n → ∞, we derive the energy equality (4.6). Following the argument due to Miyakawa [17] , we give the proof of Theorem 1. , where C = C(Ω) is the constant in Lemma 4.1. Now we take the constant δ so that 0 < δ < 1 C .
Then we derive ∇w 2 = 0.
Consequently, w is a constant in Ω, and by the boundary condition we conclude w = 0 in Ω. This completes the proof of Theorem 1.
