Abstract-As we advance into the era of nanotechnology, semiconductor devices are scaled down to their physical limits, thereby opening up venues for new transistor channel materials based on nanowires and nanotubes. Transistors based on nanowires and nanotubes inherently exhibit ambipolar behavior. While technologists aim to suppress ambipolar behavior of these transistors, new design methodologies are proposed by exploiting the phenomenon of controllable polarity. In this paper, we propose regular layout fabrics, with an emphasis on silicon nanowires (SiNWs) as the candidate technology. A double-gate ambipolar SiNW field-effect transistor operates as p-type or n-type by electrically controlling the polarity of the second gate. We propose layout techniques to address gate-level routing congestion, as every transistor has two gates to route. Novel symbolic layouts, which are technology independent, are proposed for ambipolar circuits. In the second part of this paper, we present an approach for designing an efficient regular layout called sea-of-tiles (SoTs). A logic tile is essentially an array of prefabricated transistor-pairs grouped together. We design four logic tiles, which form the basic building block of the SoT fabric. We run extensive comparisons of mapping standard benchmarks onto the SoT fabric to find the optimum tile. This paper shows that SoT with Tile G2 and Tile G1h2 , on an average, outperforms the one with Tile G1 by 16% and 14% in area utilization, respectively.
I. INTRODUCTION

F
OLLOWING the trend to 1-D structures, silicon nanowire field-effect transistors (SiNWFETs) are a promising extension to the tri-gate FinFETs [1] . The superior performance of these 1-D channel devices comes from a high I ON /I OFF ratio, due to the gate-all-around structure, which improves the electrostatic control of the channel, thereby reducing the leakage current of the device. The advantage of SiNWFETs over other 1-D devices such as carbon nanotube transistors is that SiNWs can be fabricated with a top-down silicon process [2] . In addition, SiNWs can be built in vertical stacks, thereby giving highly dense array of nanowire transistors [3] . Fig. 1 (a) and (b) shows a possible extension of a FinFET to SiNWFET device structure with SiNWs suspended between source and drain pillars. In addition, SiNWFETs exhibit enhanced electrostatics properties, such as polarity control, which are electrically hard to achieve in planar-and FinFETs.
Our methodology takes advantage of the electrostatics of these devices, which can be fabricated to be ambipolar, i.e., to exhibit both n-type and p-type characteristics. By engineering the source and drain contacts and by constructing independent double gate (DG) structures, the device polarity can be electrostatically forced to either n-type or p-type by polarizing one of the two gates. Fig. 1(c) shows a DG-SiNWFET device structure with control gate (CG) and polarity gate (PG). The in-field polarizability of these devices enables the development of new logic architectures, which are intrinsically not implementable in CMOS in a compact form [4] . However, the routing complexity at the device level increases due to the presence of an extra gate, the PG [5] .
Typical CMOS layout techniques involve transistors with a single gate. In the traditional approach for CMOS, compact layouts are realized by optimal transistor chaining of p-type and n-type transistors [6] - [8] . However, in the case of ambipolar gates, the polarity of the transistor (p-type or n-type) changes with the input signals. Motivated by these observations, we propose compact layout techniques for DG-SiNWFET. To facilitate this, we propose novel symbolic layouts for ambipolar logic with dumbell-stick diagrams (DSDs).
Layout regularity is one of the key features required to increase the yield of ICs at advanced technology nodes [9] . Hence, design styles based on regular layout fabrics have the advantage of higher yield as they maximize the layout manufacturability. Various regular fabrics have been proposed throughout the evolution of semiconductor industry, where some recent approaches are discussed in [10] - [12] . In gate-array fabric style, a sea of prefabricated transistors is customized to obtain a desired logic gate. The flexibility of building generic logic gates comes at a cost of area as well as routing overhead, thereby increasing the performance gap between application-specific integrated circuit (ASIC) and gate arrays. With the advent via programmable gate arrays [11] and logic bricks [12] , the performance gap is reduced. On the other hand, strict design rules, at 22-nm technology node and beyond, has led to cell layouts with arrays of gates with a constant gate pitch, which resemble a sea-of-gates layout style.
In this paper, we design an efficient regular layout brick (called as tile), which forms the basic building block for sea-of-tiles (SoT) design methodology. The basic tile for SoT is optimized for area and regularity. Technology mapping, with logic synthesis tools, on various tiles helped us in choosing an efficient tile for realizing SoT. With the optimal tile as a basic building block for a SoT fabric, we demonstrate mapping any 3-input NPN-equivalent function [13] , [14] as well as other ambipolar logic circuits.
The main contributions of this paper are as follows. 1) A brief discussion on realizing various types of Boolean functions realized with controllable-polarity transistors, which sets the foundation of ambipolar logic circuits for digital IC design. 2) We address the gate-level routing issues of ambipolar circuits, with emphasis on DG-SiNWFETs. We propose compact layout techniques for complex gates with embedded XOR functions. To facilitate this, we propose novel symbolic layouts for ambipolar logic with DSDs. 3) We design an efficient regular layout brick (logic tile), which forms the basic building block for a SoT design methodology. We present a few case studies by mapping various logic functions onto an optimized SoT fabric. The preliminary version of this paper, presented in [15] , has been extended with a detail study on realizing various Boolean functions with ambipolar logic. In this paper, we also present a layout synthesis procedure to generate an efficient layout of a complex logic function with embedded XOR operation.
The remainder of this paper is organized as follows. Section II provides a background on DG-SINWFET technology and device operation. Section III discusses ambipolar logic circuits by realizing various Boolean functions with controllable-polarity transistors. Section IV introduces novel layout techniques for ambipolar circuits by mitigating gatelevel routing overhead caused by an extra gate for every transistor. In Section V, we propose an efficient layout fabric called as tile, which forms the basic building block for SoT design methodology. Finally, the conclusion is drawn in Section VI.
II. BACKGROUND AND MOTIVATION
This section surveys previous works related to ambipolar technologies with a main focus on DG-SiNWFET. It also summarizes various new design techniques, which leverage ambipolarity at the circuit level.
A. Ambipolar DG-SiNWFET Technology
Various new technologies show an inherent behavior toward controllable polarity, including SiNWFETs [16] , carbon nanotube FET [17] , and graphene nanoribbons [18] . In this paper, we focus on SiNWFETs to illustrate the layout technique for ambipolar logic circuits. The advantage of SiNWFETs over other 1-D devices such as carbon nanotube transistors is that SiNWs can be fabricated with a conventional silicon process as an extension to traditional CMOS technology [2] . In addition, SiNWs can be built in vertical stacks, thereby giving dense arrays of nanowire transistors [3] . Fig. 2 shows a DG-SiNWFET device structure with SiNWs suspended between source and drain pillars. This SiNW is divided into three sections, which are in turn polarized by two gate-all-around gate regions. The center gate region works as in a conventional MOSFET, switching conduction in the device channel by means of a potential barrier. The side regions are instead polarized by a PG, which controls the Schottky barrier thicknesses at the source/drain (S/D) junctions and selects the majority carrier type, thus forcing the device to be either n-type or p-type.
A single electron microscope (SEM) image of an array of vertically stacked SiNWs, suspended between pillars, before patterning the gates, is shown in Fig. 3(a) . Fig. 3(b) shows the DG-SiNWFET after patterning the control and PGs [5] . 
B. Device Operation
A fabrication technique to manufacture programmable DG-SiNWFETs has been proposed in [5] . Fig. 4(a) and (b) shows the top view of the DG-SiNWFET and its corresponding symbol. As the name suggests, the device has two gates CG and PG. The CG is similar to the regular gate of a MOSFET, which turns the device ON or OFF. On the other hand, PG sets the majority carriers of the device channel to either p-type or n-type. As shown in Fig. 4(c) , if the PG is set to high (logic 1), the device behaves as a n-type transistor, and by setting the PG to low (logic 0), we obtain a p-type transistor.
Though we focus on DG-SiNWFETs, the proposed design methodology holds relevant for other ambipolar FETs (CNFETs [17] and GNRFETs [18] ) with two independent gates for in-field programmability.
C. Previous Design Approaches
New design methodologies are proposed for exploiting the controllable polarity, unique to DG devices, which leads to a very compact realization of XOR function [19] - [21] . In [19] , a reconfigurable logic gate that maps eight different 2-input logic functions in dynamic logic was presented. In [20] , a library of static ambipolar gates based on generalized NOR-NAND-AOIs is proposed that efficiently implements XOR-based functions. Various novel reconfigurable blocks with embedded XOR blocks have been proposed that leverage upon embedded XOR functionality [22] . Zukoski et al. [21] proposed universal logic modules that leverage ambipolar transistors. In this paper, we abstract the physical design issues that are common to all the new design methodologies comprising of DG ambipolar transistors. We also propose a procedure for constructing the symbolic layout of ambipolar logic circuits.
III. AMBIPOLAR LOGIC CIRCUITS AND SYMBOLIC LAYOUTS
In this section, we first propose novel symbolic-layouts for controllable-polarity logic gates called DSDs. In the second part, we discuss various logic implementations with ambipolar DG transistors.
A. Terminology
A controllable polarity transistor, αt, is denoted as a quadruple (D, CG, PG, and S) signals that αt connects to, respectively. The voltage signal applied to the PG determines the type (p-type or n-type) of transistor. A transistor, αt, operates as a p-type device (αt p ) by connecting the PG to 0, and an n-type device (αt n ) by connecting the PG to 1.
B. Symbolic Layouts for Ambipolar Logic: DSDs
Similar to the CMOS stick diagrams [23] , DSDs denote ambipolar devices (in our case DG-SiNWFET) with a simplified layout abstraction to study the cell-routing complexity. In Fig. 5 (e), we show transistor grouping. Two transistors, αt 1 and αt 2 , belong to the same group if their PGs are connected to the same voltage, i.e., PG(αt 1 ) = (αt 2 ). Hence by transistor-grouping, transistors with similar PGs are grouped together. Transistor grouping is unique to ambipolar DG devices. In the following section, we show the importance of grouping transistors for minimizing the routing overhead introduced by PGs. 
C. Unate, Binate, and Mixed Boolean Functions [24]
A function f is binate in variable x i if it is neither positive nor negative unate on variable x i . A function is (positive/negative) unate if it is either positive or negative unate for all x i , where i ∈ [1, n] . Similarly, a function is binate if it is binate for all the variables. A function is mixed, if it contains both binate and unate variables. Table I gives few examples of unate, binate, and mixed functions.
There are various flavors of mixed functions, according to how binate and positive/negative unate variables are combined. We also consider here a subclass of mixed functions that is common in design libraries. We call XNUmixed those functions that are conjunctions/disjunction of XOR/XNOR with negative unate functions. De Morgan's law [25] can be used to map into this class those functions that combine positive unate functions with XOR/XNOR.
D. Logic Gates Realized With Controllable-Polarity Transistors
In this section, we describe circuit level implementation of negative unate, positive unate, binate and XNUmixed logic functions realized with controllable-polarity transistors.
1) Negative Unate Functions:
Negative unate functions are obtained by biasing the PGs of the pull-up-network (PUN) to Gnd and pull-down-network (PDN) to Vdd. This is similar to complementary CMOS style where the PUN and PDN are comprised of p-FETs and n-FETs, respectively. Fig. 6 (a) shows a 2-input NAND gate. Since the ambipolar transistors are configurable, just by swapping the Vdd and Gnd terminals, along with the connection to the PGs, of the NAND schematic [ Fig. 6(a) ], we generate a NOR function, as shown in Fig. 6(b) . This technique applies to all the negative unate function.
2) Positive Unate Functions: In the case of positive unate functions, various design approaches are considered. Fig. 6(c) shows an implementation of a 2-input OR gate from the same schematic of a NAND gate. By interchanging the voltage applied to the PGs in the PUN and PDN, we obtain n-type and p-type transistors in the PUN and PDN, respectively. Though this gives a straight forward implementation of positive unate logic, we have to consider the degraded output signal (e.g., (A + B) d ). By adding a buffer at the output we can realize full swing at the output. On the other hand, a positive Fig. 6(d) and (e), we can observe that the implementation in Fig. 6(d) is better as it requires fewer numbers of inverters (e.g., input inversion has to be accounted for).
3) Binate Functions: The DG transistors are efficient in implementing binate functions. An example of a 2-input XOR gate with only two ambipolar transistors is shown in Fig. 7(a) . When compared with unate logic style, we notice that the PGs are connected to the input logic signals (e.g., logic signal B in Fig. 7 ). From the truth table shown in Fig. 7(a) , we observe that output is degraded when the ambipolar transistor is configured to be p-type in the PDN and n-type in the PUN. The degraded output signal can be recovered by placing a buffer at the output. To obtain full swing at the output, an alternative approach using transmission-gates (e.g., two parallel transistors) is proposed in [20] , where a 2-input XOR gate can be constructed using only four ambipolar transistors. An example of a 2-input XOR gate is shown in Fig. 7(b) , where all the PGs are either connected to logic input B orB. For any given configuration, the output is either pulled-up (or pulled-down) by both n-type and p-type transistors. Fig. 8(a) ]. From the figure, we can observe that the number of transistors is reduced by half with ambipolar logic style when compared with CMOS implementation. We incorporate transistor pairs only for the XOR combination of the logic, where the PGs are biased to input logic signals (B andB). For the variables, which are negative unate (e.g., logic function Y is negative unate in C), the PGs are connected to the Vdd and Gnd, as shown in Fig. 8(a) .
IV. LAYOUT TECHNIQUE FOR AMBIPOLAR LOGIC GATES
One of the caveats of ambipolar design style is the increase in the intracell routing complexity. Since every transistor has two gates to connect to the logic signals, care should be taken to mitigate the gate-level routing complexity. In this section, we propose a novel layout technique for ambipolar design style. In addition to transistor pairing, we also leverage on transistor grouping, thereby obtaining layouts that are compact, regular, and easy to route. We start with simple examples of 2-input logic gates and then propose a generic procedure for arbitrary complex XNUmixed gates.
A. Layout Techniques for a 2-Input Unate and Binate Functions
From Section III, we have seen that negative unate logic gates (e.g., NAND, NOR, INV,...) can be obtained by biasing the PGs of the PUN to Gnd and PDN to Vdd. Hence, all the transistors in the PUN (and PDN) can be grouped together (i.e., PGs of the stacked transistors are connected together), thereby forming one PG for each PUN and PDN. With fixed biasing for the PGs, CMOS layout techniques with optimal transistor chaining [7] , [8] can be employed to obtain areaefficient layout. The transistors are placed in two parallel rows where all transistors in the PUN are in one row, while all the transistors in the PDN are in the other. The main objective is to place transistors in such a way that the gate signals are aligned and D/S regions of adjacent transistors are abutted. Fig. 9(a) shows an example of a 2-input NAND gate with an Euler path approach [6] . From the Euler path, the optimal transistor alignment chain is obtained.
On the other hand, for positive unate logic gates (e.g., AND, OR, BUF,...), one of the techniques shown in Fig. 6(c) -(e) can be employed. In all the three cases, we can observe that the transistors in the PUN and PDN can be grouped together and tied to either Vdd or Gnd. The layout technique for unate logic gates is similar to CMOS style.
The main application of ambipolar devices is in implementing binate logic functions. From Section III, we have seen that a 2-input XOR gate can be constructed using only four transistors. Fig. 9(b) shows an example of a 2-input XOR gate along with the two possible dumbell-stick representations. In case-1, we illustrate CMOS style layout where the transistors in PUN and PDN network are paired by realizing Euler paths in the respective networks. It has to be noted that the PGs in the PUN (and PDN) cannot be grouped, unlike in the case of unate logic gates. Since the adjacent transistors cannot be grouped, extra routing effort is needed to connect PGs together [case-1 of Fig. 9(b) ]. An efficient implementation is shown in the case-2 of Fig. 9(b) , where polarity gates are grouped together irrespective of the transistor being a part of PUN or PDN. The circuit is no more seen as PUN and PDN, but partitioned based on the signals assigned to the PGs. From the DSD, we can observe that the PUN and PDN are placed next to each other. Unlike CMOS, DG-SiNWFET technology does not impose any process challenges (which lead to design rules) when placing p-type next to n-type transistors.
B. Layout Techniques for XNUmixed Function
Several novel circuit designs and architectures have been proposed that leverage upon ambipolar logic with embedded XOR functionality [20] - [22] . De Marchi et al. [22] have presented the idea of regular logic fabrics and evaluated various complex gates (combination of AND-XOR-OR-INV) based on the number of subfunctions each gate can implement. A key observation is that 2-input XOR/XNOR gates form the main building block of most logic cells, especially used in data-path design and within arithmetic building blocks. Recall that XNUmixed functions are conjunctions/disjunction of XOR/XNOR with negative unate functions. XOR gate-(case-1) conventional approach by placing the transistors in the pull-up (pull-down) together so that they share the diffusion contacts (case-2) efficient layout technique where the transistors are grouped together, irrespective if they are located in the pull-up or pull-down networks, as well as share the same diffusion contacts. From the example of XOR2 [ Fig. 9(b) ], we observe that efficient layouts can be obtained by placing the transistors together with similar PGs. To facilitate grouping, a specific transistor ordering is needed for XNUmixed logic functions. Fig. 10 shows two different transistor arrangements for the function Y = (A XOR B)C. In Fig. 10(a) , the binate logic part (A XOR B) is realized close to the Gnd and Vdd terminals, whereas, in Fig. 10(b) it is realized close to the output (Y ) terminal. From the DSDs of the two cases, we can infer that the circuit implementation in Fig. 10(b) is efficient when compared with the one in Fig. 10(a) , as it reduces the routing needed by the PGs. As a rule of thumb, in the case of XNUmixed logic gates, placing the binate logic close to the output node leads to efficient layout.
C. Procedure for Generating Layout of a XNUmixed Logic Gate
In this section, we present a generic procedure to generate layout for XNUmixed functions. Our objective is to achieve a regular layout with: 1) transistor pairs aligned to give the least number of breaks in the active regions, which lead to realizing compact layouts (like in CMOS and nMOS logic); 2) the least number of transistor groups, to reduce intracell routing complexity. It has to be noted that if we refer to the first goal only, procedures for CMOS layout [6] , [7] are widely applicable. In particular, the algorithm in [7] gives near-optimum solution with short computing time. In our case, it is important to address both aforementioned goals, and thus we adapt Hwang's algorithm, which we summarize below and exemplify in action. We refer the reader to [7] for details.
Our procedure, to meet both objectives, consists of six steps: 1) reordering; 2) grouping; 3) pairing; 4) generating unate-and binate-bipartite graphs; 5) chaining; and 6) DSD construction. Input to the procedure is a XNUmixed circuit schematic with a complementary logic style (i.e., equal number of transistors in the pull-up and pull-down network with dual topology graphs).
The first step is transistor reordering, with the binate inputs placed close to the output node as explained in Fig. 10 . By means of transistor grouping, various subgraphs are formed by clustering the transistors sharing similar PGs. We model the circuit schematic as a list of graphs G = {G PG−1 , G PG−2 ,…G PG−i , . . .}, where G PG−i = (V , E), in which V represent the nodes (S/D contacts of the transistors) and E represent the edges (CG of αt) of all the transistors whose PG is connected to i . Applying transistor grouping to circuit schematic shown in Fig. 11(a) , we obtain G = {G PG−v , G PG−g , G PG−B , G PG−B } for the four transistor groups with PGs connected to Vdd, Gnd, B, andB, respectively. As an example, we list the graph related to the transistors whose PGs are connected to B,
Transistor pairing is performed next. In this step transistors with similar CGs are paired together. For complementary logic style, each pair consists of a transistor in the PUN and PDN. This step ensures the control gates are well aligned with minimum routing resources.
We differentiate from Hwang's approach by generating separate bipartite graphs for the unate and binate parts of the function. The unate and binate logic part of the circuits can be determined from the transistor-grouping step. We represent the possible abutments between the dual graphs as a bipartite graph G x . An unate-bipartite graph (G u ) corresponds to the dual subgraphs G PG−v and G PG−g , whereas, a binate-bipartite graphs (G b ) corresponds to the dual subgraphs G PG−B , and G PG−(B) . In the bipartite graph, nodes with only one transistor contribute to the list of essential abutments (e.g., nodes a3 and b1 of the graphs G u and G b ). The main objective of this step is to find a unique transistor chain for the PUN and PDN with minimum number of breaks in the adjacent PGs and the diffusion area.
A pseudocode description of the proposed procedure is shown in Fig. 12. In the algorithm, B b and B u represents the set of essential abutments of the bipartite graphs G b and G u , respectively. Since the XOR2 part of the logic constitutes mainly for G b , finding the essential abutments (B b ) is simple, as shown in Fig. 11(b) . Once we have the set of essential abutments from the binate logic part of the circuits, we continue to find the essential edges from the remaining part of the circuit. Optimal transistor chaining is obtained by a depth-first search on G u , while B u is set to B b . Fig. 11(c) shows how the procedure works on the example circuit. The search process starts from the root, where G u1 = G u and Fig. 11(b) ], we see b1 as an essential edge, hence we form an edge set, which consists of e 43 EG and its mutually exclusive member, e 33 EG . Traversing to the left branch of the search tree node, G u1 , we add e 43 EG to B u1 to form a new set B u2 . Similarly, G u2 is derived from G u1 by removing edge set corresponding to e 43 EG . The matrix representations of G ui and B ui at various nodes of the search tree are shown in Fig. 11 
(c). The leaves of the search represent possible transistor chains (S i ).
A graphical representation of the optimum transistor chain for the example is shown in Fig. 13(a) . It can be noticed that, unlike in CMOS layouts, the Euler path spans both the PUN and PDN for obtaining minimum number of breaks in the diffusion region as well as PGs. Fig. 13(b) shows the DSD of the circuit.
D. Relevant Examples
We show here symbolic layouts for DG-SiNWFETs inspired by the literature. Fig. 14(a) shows an efficient reconfigurable logic block (F1) with ambipolar transistors, which can implement 12 different subfunctions [22] . Once the DSD is extracted from optimal transistor ordering, the final layout of the circuit is done by considering the sizing of the transistors for uniform delay caused by the transistors in the PUN and PDN.
In Fig. 14(b) , we show the carry-out logic implementation with ambipolar logic. An equivalent implementation with conventional static CMOS logic requires 22 transistors, whereas with ambipolar logic we need 16 transistors (10 shown in the figure along with 3 inverters) . By applying the layout procedure we obtain four transistor chains, thereby leading to a break in the diffusion region of the DSD.
V. SEA-OF-TILES
Regular layout fabrics have an advantage of higher yield as they maximize the layout manufacturability at advanced technology nodes [9] . Various regular fabrics have been proposed throughout the evolution of semiconductor industry, where some recent approaches are discussed in [10] - [12] . With the advent via programmable gate arrays [11] and logic-bricks [12] , the performance gap is reduced. On the other hand, strict design rules, at 22-nm technology node and beyond, has led to cell layouts with arrays of gates with a constant gate pitch, which resemble a sea-of-gates layout style. In this paper, we propose a layout fabric architecture called SoTs, for DG-SiNW FETs. In this section, we consider a SoT comprising of a regular set of tiles, and we investigate their effectiveness.
Logic tiles for DG transistors are designed by leveraging both transistor pairing and grouping, thereby leading to an efficient building block for ambipolar circuits. The layout techniques presented in Section IV are employed in the technology-mapping phase, where various logic functions are physically synthesized onto SoT fabric. By technology mapping onto SoT architecture, with different tiles, we investigated an optimal tile by benchmarking various circuits. We show how tiles form the basic building block for various novel design styles, which are unique to transistors with controllable polarity [21] , [22] .
A. Logic Tiles are Building Blocks
We define a logic tile as an array of transistors, which are paired and grouped together. By grouping the PGs of the adjacent transistors, we reduce the number of input pins of the tile. In addition, the technology facilitates in realizing these tiles with a high yield as the silicon nanowires are fabricated in groups. In this paper, we limit our study to a maximum of three transistors in series for noise margin reasons. However, the proposed design methodology can be employed to tiles with higher number of series connected transistors.
A Tile Gn is an array of n transistor-pairs grouped together. Fig. 15 shows four tiles that we consider for the SoTs architecture. Any Boolean logic function can be mapped onto an array of tiles. Tile G1 [ Fig. 15(a) ] is the simplest tile with only one pair of transistors. Mapping a generic logic function onto SoT of Tile G1 , leads to larger layouts with a large number of diffusion breaks and increases in the number of interconnections per tile. Tile G2 and Tile G3 include two and three transistor pairs, respectively, grouped together. In the example of carry-out logic gate of a full-adder (Fig. 14) , Tile G2 and Tile G3 are employed to realize the gate. Similarly in the case of NAND and XOR (Fig. 9 ) Tile G2 forms the basic building block. A hybrid tile Tile G1h2 is a combination of Tile G1 and Tile G2 , whose PGs are not connected. This gives the flexibility of utilizing a part of a tile, when remained unmapped, by functions with low area utilization. For example, a NAND2 gate when mapped onto a Tile G1h2 [ Fig. 15(c) ] requires only the segment of a tile with gates G1 and G2. The unmapped part of the tile with gate G3 can be employed either to map an inverter or to increase the drive strength of the gate.
The Tile G2 , shown in Fig. 15(b) , can be configured to various logic functions by connecting the nodes (n1-n6) and gates (g1, g2, G1, and G2) to appropriate inputs. Table II lists various logic functions that can be realized with a single Tile G2 . However, any complex logic functions can be obtained by considering an array of Tile G2 . In Table III , we report various logic gates that can be configured with the four tiles we have considered. The number of tiles 
B. Optimal Tiles With Respect to Active Area
In this paper, we compare four tiles for an efficient implementation of the SoT architecture. Our main objective is to find the best tile, which gives highest area utilization for various benchmarks. Though the techniques presented in this paper are linked to the ambipolar SiNWFETs, the concepts can be extended to all the technologies contending for ambipolar logic circuits with DGs transistors. Fig. 16 shows our design flow. As a first step, for every tile (Tile Gi ) we generate a list of logic gates that can be mapped onto it (TileGi.lib) and their respective utilization factor (TileGi.util). Utilization factor takes only the active area into account. For example NAND2 when mapped onto a Tile G1 has a utilization factor of 0.66, whereas when mapped onto a Tile G2 it has a utilization factor of 1. It has to be noted that the number of logic gates that can be mapped to different tiles vary. For technology mapping, we used Synopsys design compiler [26] and ABC [27] synthesis tools to benchmark various circuits. Table IV summarizes the results of various benchmark circuits after technology mapping. We report total area utilization for each benchmark when mapped onto four different tiles (Tile G1 , Tile G2 , Tile G1h2 , and Tile G3 ). Technology mapping only uses the cells that are associated with each tile (shown in Table III ). Both the synthesis tools were run with different delay constraints. Area utilization for a benchmark circuit is calculated from the total count of each cell and their respective utilization factors.
Examining the results for the four logic tiles, on an average across various benchmark circuits, we see that SoT with tiles Tile G1h2 (and, Tile G2 ) have a higher area efficiency, 16% (4%) and 10% (8%), when compared with SoT with Tile G1 and Tile G3 , respectively. Though Tile G3 and Tile G1h2 have the same number of transistors per tile, the hybrid tile outperforms Tile G3 with 10% improvement in area efficiency.
C. Case Study: Mapping Various Blocks Onto SoT
Embedded XOR functionality is one of the key features of ambipolar logic gates. With a transmission-gate transistor structure [20] , a 2-input and a 3-input XOR/XNOR gate can be constructed using only four transistors. In Fig. 17 , we show how Tile G2 can be configured to be XOR2 and XOR3 by connecting the nodes (n1, n3) and (n2, n4) to the respective signals shown in the figure. It has to be noted that extra tiles are needed to generate the complemented input signals.
In Fig. 18 , we show DSDs of both the sum (Sum) and carryout (Cout) logic of a full-adder, mapped onto a SoT (an array of n × n) with Tile G1h2 . The layout synthesis procedure, explained in Section IV-C, is applied to obtain the optimal transistor chaining of the Cout logic. Both the Sum and Cout logic blocks are mapped onto three adjacent tiles of the n × n array. Tile-(i, j) in the figure refers to the location of the tile in i th row and j th column. The Sum, which is a 3-input XOR of inputs A, B, and C, is mapped onto a Tile-(i + 1, j) of the entire array. The unmapped part of the Tile-(i + 1, j ) can be employed for realizing either an inverter logic gate or can be a part of the neighboring logic gate. Similarly the Cout is mapped onto two tiles Tile-(i, j) and Tile-(i, j + 1). Several novel reconfigurable blocks have been proposed that leverage upon embedded XOR functionality of ambipolar logic. In Fig. 19 , we demonstrate how a computational fabric (F1) [22] and a universal logic module (3,2-ULM) [21] can be mapped onto a SoT of Tile G2 . Inverted inputs, for a 2-input XOR functions, are generated with a single tile (Tile-(i, j) for 3,2-ULM and Tile-(i, j+2) for F1).
D. Case Study: Mapping 3-Input Boolean Functions Onto SoT G2
In this section, we present physical synthesis of all 3-input Boolean functions onto SoT with Tile G2 . Fig. 20 shows a matching compatibility graph for 3-input Boolean space [13] . Each vertex V i in the graph, is annotated with one function F i , which belongs to the corresponding NPN-equivalence class [14] , [28] of V i . All the functions (F i ), listed in Table V are representative of a NPN-equivalence class. In other words, all (e.g., 256) 3-input functions can be obtained from the 13 representative functions (in Fig. 20 ) by input complementation and/or permutation and/or output complementation. The type of the function along with the number of transistors needed for implementing in static CMOS and ambipolar logic styles is listed in Table V . Type of the function refers to it being unate (U), binate (B), mixed (M) and mixed with embedded XOR/XNOR (XNU). We compare the transistor count for realizing the functions with both static CMOS and ambipolar logic implementation. We do not consider the inverters needed for input and output negations, as they are similar for both the logic styles. From the table, we can infer that ambipolar logic style is favorable for 30% of the total NPN-equivalent functions, which have embedded XOR/XNOR (F 3 , F 7 , F 12 , and F 13 ). Layout synthesis technique, presented in Section IV, is applied to the functions listed in Table V for mapping them onto a SoT of Tile G2 . In the case of unate functions, the layout technique is similar to CMOS style. As a generic example for unate functions, we map a 3-input OR function onto a pair of adjacent tiles (Fig. 21) . Mapping of all the representative functions with embedded XOR/XNOR (F 3 , F 7 , F 12 , and F 13 ) is shown in Figs. 9(b) and 22 (for F 12 ) . 
VI. CONCLUSION
The DG-SiNWFETs, with an extra PG, are promising contenders for efficient implementation of ambipolar logic. In this paper, we present an approach for designing an efficient regular layout fabric called SoT. To mitigate gate-level routing congestion caused by the extra PG, we propose a modeling technique based on DSDs and a topologic layout synthesis method for realizing Boolean functions with embedded XOR/XNOR functionality. By carrying technology mapping on SoT fabric, we show that tiles Tile G1h2 and Tile G2 , on an average, outperform the one with Tile G1 and Tile G3 by 16% and 10% in area utilization, respectively. Finally, we present various case studies suggesting Tile G1h2 and Tile G2 as the basic building block for future ambipolar logic circuits.
