In this article, we introduce an idea of differentiability for fuzzy functions of fuzzy variables. Explicitly, we define a first order and a second order derivative of a fuzzy functionf :
Introduction
Optimization of fuzzy functions is one of the prominent areas of research in fuzzy mathematics. A considerable number of articles have appeared in this direction. Various types of fuzzy optimization problems are discussed in the classic book that is referred in Lodwick and Kacprzyk (2010) . Luhandjula (2015) provided a precise and selective look of the existing theory and application of fuzzy optimization.
A large number of articles are published on finding optimality conditions for fuzzy optimization problems. Many authors have derived optimality conditions using different notions of differentiability of fuzzy-valued functions. The concept of stationary points for fuzzy optimization problems is studied in Panigrahi et al. (2008) , Wu (2007) , Wu (2009a) , and Wu (2009b) under many restrictive situations based on different derivatives. studied fuzzy optimization problems concerning a total order relation. A necessary and sufficient optimality condition for unconstrained L-fuzzy optimization problems has been proposed in . A study on nonlinear unconstrained fuzzy optimization problem is reported in . Employing the concept of convexity and Hukuhara differentiability of fuzzy-valued functions, the necessary and sufficient Kuhn-Tucker like optimality conditions for nonlinear fuzzy optimization problems are discussed in . Recently, Osuna-Gómez et al. (2016) studied the necessary and sufficient optimality conditions for fuzzy optimization problems. They derived a necessary optimality condition for a fuzzy functionf : R → F (R), i.e., for a fuzzy function of real variable. Wu (2004) proposed an optimal solution concept of the fuzzy optimization problem, which is based on the possibility and necessity measures. Subsequently, duality theories for fuzzy linear programming problems have been studied by Wu (2003a) . Wu (2003b) further introduced a collection of solution concepts of the fuzzy optimization problems using an ordering cone. Wu (2003c) reported a fuzzy-valued Lagrangian function for a fuzzy optimization problem via the idea of a fuzzy scalar product. Further, Wu (2003c) has also studied the saddle point optimality conditions in the absence of duality gap. With the help of a concept of generalized convexity, sufficient optimality conditions for fuzzy optimization problem have been obtained in Pathak and Pirzada (2010) . The generalized convexity in fuzzy vector optimization through a linear ordering is studied by Arana-Jiménez et al. (2015) .
A Newton method to obtain a non-dominated solution of an unconstrained multi-variable fuzzy optimization problem is proposed by . The method is studied with respect to generalized differentiability by . A qausi-Newton method is proposed in using the concept of generalized differentiability of fuzzy-valued function. Quadratic and cubic interpolation techniques to minimize a univariable fuzzy function have been explored in Ghosh (2017) and , respectively.
From the existing literature on the calculus of fuzzy functions, one can observe that all the derived ideas on the differentiability of fuzzy functions are applicable only for the fuzzy functions of the variables that are realnumber-valued. In this paper, we introduce a differentiability concept for a fuzzy functionf : F (R) → F (R) defined on a fuzzy domain. The main novelty of this paper is that the variables of the considered fuzzy functions are fuzzy-number-valued. To the best of the authors' knowledge, the concept of differentiability for fuzzy functions with fuzzy-variable is not yet explored in the literature. Using the introduced idea of differentiability, we derive a necessary and sufficient optimality condition for an optimization problem with fuzzy variables.
The rest of the paper is organized as follows. In Section 2, a few basic definitions related to fuzzy numbers are given. We introduce a new differentiability concept for a fuzzy function using the chain rule in Section 3. Besides, we also prove results on the algebra of differentiability in Section 3. As an application of the proposed fuzzy differentiation, we prove necessary and sufficient optimality in Section 4. Finally, Section 5 concludes the presented work.
Fuzzy numbers and arithmetic
We start with some basic definitions that are used throughout the paper. We place a tilde bar over the small letters, a, b, c, . . . , to denote fuzzy sets.
Definition 2.1 (Fuzzy numbers ). Let R be the set of all real numbers andã : R → [0, 1] be a fuzzy set. We say thatã is a fuzzy number if it satisfies the following properties:
(i)ã is normal, i.e., there exists r 0 ∈ R such thatã(r 0 ) = 1, (ii)ã is fuzzy convex, i.e.,ã(βr + (1 − β)t) ≥ min{ã(r),ã(t)} for any r, t ∈ R and β ∈ [0, 1], (iii)ã(r) is upper semi-continuous on R, i.e, {r|ã(r) ≥ α} is a closed subset of R for each α ∈ (0, 1], and (iv) closure{r ∈ R|ã(r) > 0} is a compact set.
In particular, for a fuzzy number a if there exist two real number l and r such that its membership function is given byã
then the fuzzy numberã is called a triangular fuzzy number. We denote this triangular fuzzy number a by (a − l, a, a + r).
The set of all fuzzy numbers on R is denoted by F (R).
For an α ∈ (0, 1], the α-level setãα of anã ∈ F (R) is defined byãα = {r ∈ R|ã(r) ≥ α}. The 0-level set a 0 is defined by the closure of the set {r ∈ R |ã(r) > 0}.
From the definition of fuzzy numbers, it is readily followed that for anyã ∈ F (R),ãα is a compact and convex subset of R for each α ∈ (0, 1]. We thus writeãα = [a 1 (α), a 2 (α)].
A fuzzy numberã can be recovered from its α-level sets by the well-known decomposition theorem (see George (2005) ), which states thatã
where union on the right-hand side is the standard fuzzy union.
. Let λ be a real constant. According to Zadeh's extension principle, addition, multiplication and scalar multiplication in the set of fuzzy numbers F (R) are given by their α-level sets as follows:
for any α ∈ [0, 1]. The (ã ⊕b), (ã ⊗b) and (λ ⊙ã) can be determined with the help of the decomposition theorem.
Definition 2.3 (Difference of fuzzy numbers ). For the pair of fuzzy numbersã,b, let
The differenceã ⊖b is defined using its α-level sets as
for each α ∈ [0, 1]. The differenceã ⊖b is determined using the decomposition theorem.
Definition 2.4 (Distance of fuzzy numbers Wu (2004) ). Let A, B ⊆ R n . The Hausdorff metric d H is defined by
We consider the metric d F on F (R) is given by
The set F (R) forms a complete metric space with respect to d F .
Definition 2.5 (LR-fuzzy number). An LR-fuzzy numberã has membership function of the form
where L, R : [0, 1] → [0, 1] are two non-decreasing shape functions such that R(0) = L(0) = 0 and R(1) = L(1) = 1. If L and R are invertible functions, then the α-level sets are obtained bỹ
The usual LR-fuzzy notation isã = ((a L −l), a L , a U , (a U +r)) L,R for fuzzy number. In particular, triangular fuzzy number is represented by ((a − l), a, (a + r)), where a L = a U = a.
3 Differentiation of the fuzzy functionsf :
Interpretation of fuzzy functions
Thus, for any α ∈ [0, 1], the α-level set off(x) is a closed and bounded interval.
For an α ∈ [0, 1], let the α-level set ofx be [x 1 (x, α), x 2 (x, α)]. It means that fuzzy variablex is a fuzzification of crisp variable x. The membership function of fuzzy numberx is any LR-fuzzy number. Corresponding tõ x, we present the α-level set off(
the α-level functions of the fuzzy functionf.
Continuity of fuzzy functions
Proof Sincef is continuous atx 0 , by definition of continuity, for any ǫ > 0 there exists a δ > 0 such that
For this function, we attempt to check the continuity at x 0 = 3 = (2, 3, 4).
The α-level functions of the considered function are
We see that
Thus, accumulating all, we see that for δ = min{δ 1 , δ 2 } = min 1, ǫ 36 ,
This shows the continuity of f at x 0 .
Differentiability of fuzzy functions
Definition 3.3 Letf : F (R) → F (R) be a fuzzy function. We say that the the functionf is differentiable if the following three conditions hold.
(i) The functions x 1 (x, α) and x 2 (x, α), for α ∈ [0, 1], are differentiable with respect to x.
(ii) Both of f 1 (x 1 , x 2 , α) and f 2 (x 1 , x 2 , α), for each α ∈ [0, 1] are differentiable. Then, we denote
(iii) The union of the intervals
constitutes a fuzzy number.
Once a fuzzy functionf is differentiable atx 0 , we denote the derivative value byf ′ (x 0 ). Evidently, for α ∈ [0, 1],
Example 3.5 Consider the fuzzy functionf (x) =x ⊗x,x = (x − 1, x, x + 1) and 0 ≤ x ≤ 1. For this function, the lower α-level function is
The graphs of f 1 for different α's are shown in Fig. 1 . From the figure, we see that for each fixed α, function f 1 (x, α) has a corner at different x and therefore it is not differentiable there. Hence, the fuzzy functionf is also not differentiable.
Definition 3.4 A fuzzy functionf : F (R) → F (R) is said to be continuously differentiable if its derivative is a continuous fuzzy function.
Example 3.6 Consider the fuzzy function in Example 3.3. The α-level functions f 1 (x 1 , x 2 , α) and f 2 (x 1 , x 2 , α) are given by
as ∂f1 ∂x1 = 1 and ∂f1 ∂x2 = 0, and Fig. 1 The graph of the function f 1 in Example 3.5 for different α's as ∂f2 ∂x2 = 1 and ∂f2 ∂x1 = 0. The α-level sets of the derivative off are given by
Hence, derivative off (x) =x is 1.
Example 3.7 Letf be the fuzzy function defined byf(x) =x ⊗x, wherex = (x − 1, x, x + 1) is a triangular fuzzy number with x ≥ 1. The α-level numbers forx are
The α-level functions f 1 (x 1 , x 2 , α) and f 2 (x 1 , x 2 , α) are
as ∂f1 ∂x1 = 2x 1 and ∂f1 ∂x2 = 0, and
as ∂f2 ∂x2 = 2x 2 and ∂f2 ∂x1 = 0. The α-level sets of the derivative off are given by
Hence, the derivative off (x) =x isf ′ (x) = 2 ⊙x.
Example 3.8 Consider the fuzzy function defined byf (x) = exp( −x), where −x is trapezoidal fuzzy number for each x ∈ R. The α-level numbers for −x are
The α-level sets of the derivative off are given by
which, evidently, defines a fuzzy number for eachx. Hence, derivative off(
Algebra of derivatives of fuzzy functions
The following theorems describe some properties of the derivatives off : F (R) → F (R).
Theorem 3.2 Assume thatf,g : F (R) → F (R) are differentiable functions atx. Thenf ⊕g andf ⊖g are also differentiable atx. The derivatives atx are given by the following formulae:
Proof We prove part (a). Part (b) can be proved similarly.
Since the functionf is differentiable atx, by the definition of derivative of the fuzzy-valued functionf we have
The derivatives f ′ 1 (x 1 , x 2 , α) and f ′ 2 (x 1 , x 2 , α) are given by
The derivativeg ′ (x) ofg is given by
The derivatives g ′ 1 (x 1 , x 2 , α) and g ′ 2 (x 1 , x 2 , α) are
Now the derivative off ⊕g atx can be presented as
(1) provided that the equation defines a fuzzy number and the derivatives (f +g) ′ 1 (x 1 , x 2 , α) and (f +g) ′ 2 (x 1 , x 2 , α) exist. We note that
Thus,
Similarly, we have
Substituting (2) and (3), in equation (1), we have Proof Note that for k > 0, the derivative of k ⊙f exists atx if
defines a fuzzy number. We see that
That is,
Similarly,
Substituting (5) and (6), in equation (4), we have
Hence, we have (k ⊙f ) ′ (x) = k ⊙f ′ (x).
⊓ ⊔

Second order differentiability
We define second order differentiability of fuzzy function as follows.
Definition 3.5 Letf : F (R) → F (R) be a fuzzy function. The second derivativef ′′ (x) off is defined by
provided that the equation defines a fuzzy number. The derivatives f ′′ 1 (x 1 , x 2 , α) and f ′′ 2 (x 1 , x 2 , α) are defined as follows:
Fuzzy optimization
A partial order relation on F (R) is defined as follows.
Definition 4.1 Forã,b ∈ F (R), we say thatã dominates b, written asã b , if a 1 (α) ≤ b 1 (α) and a 2 (α) ≤ b 2 (α), for all α. We say thatã strictly dominates b, written asã ≺b, if a 1 (α) ≤ b 1 (α) and a 2 (α) ≤ b 2 (α), for all α and there exists an α 0 ∈ [0, 1] such that a 1 (α 0 ) < b 1 (α 0 ) or a 2 (α 0 ) < b 2 (α 0 ).
We now define a subset of F (R).
Definition 4.2 A set X is called a subset of F (R) if all the elements of X are also elements of F (R). It is denoted by X ⊂ F (R).
Example 4.1 Let X = {ỹ :ỹ = 2 ⊙x,x ∈ F (R)}. Clearly, each element of X is also an element of F (R). Therefore, X ⊂ F (R). Definition 4.5 Letx * ∈ F (R).
The pointx
* is called a locally non-dominated solution of (FOP) if there is nox ∈ B(x * , ǫ) ∩ X such that f (x) ≺f (x * ). 2. The pointx * ∈ F (R) is called a non-dominated solution of (FOP) if there is nox =x * ∈ X such that f (x) ≺f (x * ).
Necessary condition for optimality
Theorem 4.1 Letf : X ⊆ F (R) → F (R) be differentiable atx * ∈ X, wherex * is an interior point of X. Ifx * is a locally non-dominated solution off then there exists an α ∈ [0, 1] such that
where x * is real number corresponding to the fuzzy numberx * .
Proof Suppose the result is not true. That is, for all α ∈ [0, 1],
Sincef is differentiable atx * , for any α ∈ [0, 1] we have
This implies ∇f 1 (x * , α) = ∂f 1 ∂x 1 , ∂f 1 ∂x 2 = (0, 0). Letd = −∇f 1 (x * , α). Then we get ∇f 1 (x * , α) Td = − ∇f 1 (x * , α) 2 < 0.
By Theorem 4.1.2 in [2], there is a δ 1 (α) > 0 such that f 1 (x * + λd, α) < f 1 (x * , α) for λ ∈ (0, δ 1 (α)).
Let ξ 1 (α) = sup δ 1 (α) : f 1 (x * + λd, α) < f 1 (x * , α) for λ ∈ (0, δ 1 (α)) and δ 1 = inf α∈[0,1] ξ 1 (α).
We note that δ 1 = inf
) .
Since f 1 (x * + λd, α) is continuous in λ and α, evidently, ξ 1 (α) is a continuous function on α. Hence, δ 1 > 0.
Thus, for any α ∈ [0, 1]
In a similar way there exists δ 2 > 0 such that for all α ∈ [0, 1],
Letting δ = min{δ 1 , δ 2 }, we see that
This contradicts to our assumption that x * is a locally non-dominated solution of (FOP). Hence the result follows.
⊓ ⊔ Definition 4.6 Ifx * satisfies necessary condition for optimality, thenx * is called a stationary point of the fuzzy functionf.
Example 4.2 Consider a fuzzy-valued functionf :
For each α ∈ [0, 1], the α-level functions of given fuzzy function are
The derivatives of level functions are
as ∂f1 ∂x1 = 2x 1 and ∂f1 ∂x2 = −4, and
Clearly,f is differentiable with α-level functionsf ′ 1 (x 1 , x 2 , α) andf ′ 2 (x 1 , x 2 , α), and the fuzzy derivativef ′ (x) = 2 ⊙x ⊖ 4.
By applying the necessary optimality condition, there exists an α ∈ [0, 1] such that
That is, there exists an α ∈ [0, 1] such that 2x 1 − 4 = 2((1 − α)(x − 1) + αx) − 4 = 0, or 2x 2 − 4 = 2((1 − α)(x + 1) + αx) − 4 = 0.
Therefore, x * = 2. Hence,x * =2 = (1, 2, 3) is stationary point of the given fuzzy function.
Sufficient condition for optimality
Theorem 4.2 Letf : X ⊂ F (R) → F (R) be a twice continuously differentiable fuzzy function. Suppose that x * ∈ X is a stationary point off.
(i) If f ′′ 1 (x 1 , x 2 , α) ≥ 0 for allx ∈ X, thenx * is a non-dominated solution of minx ∈Xf . (ii) If f ′′ 1 (x 1 (x * , 1), (x 2 (x * , 1), 1) > 0, then x * is a locally non-dominated solution of minx ∈Xf .
Proof Sincef is twice continuously differentiable, the lower α-level function f 1 (x 1 (x, α), x 2 (x, α), α) is also a twice continuously differentiable function for each α ∈ [0, 1].
Then, by Taylor's expansion of f 1 at x * , we have for x = x * , f 1 (x 1 (x, α), x 2 (x, α), α) − f 1 x 1 (x * , α), x 2 (x * , α), α = 1
where z = x * + τ (x − x * ), τ ∈ (0, 1).
Under the hypothesis in Part (i), f ′′ 1 (x 1 (z, α), x 2 (z, α), α) ≥ 0.
Thence, we have f 1 (x 1 (x, α), x 2 (x, α), α) ≥ f 1 (x 1 (x * , α), x 2 (x * , α), α) for all x = x * .
Therefore, there cannot be anyx in X such thatf (x) dominatesf (x * ). Hence,x * is a non-dominated solution of minx ∈Xf .
The Part (ii) can be proved similarly.
⊓ ⊔ Example 4.3 Consider the fuzzy function given in Example 4.2. We see thatf ′ (x) = 2⊙x ⊖ 4 andf ′′ (x) = 2 which is a crisp function. Therefore,f is two times continuously differentiable. With the help of the sufficient optimality condition, since f ′′ 1 (x 1 (x, α), x 2 (x, α), α) = 2 > 0,x * =2 is a non-dominated point off .
Conclusion
In this paper, a new differentiability concept for fuzzy functions of fuzzy variable has been introduced. The algebraic properties of the derivatives have been explored. Besides, a necessary and sufficient optimality condition for a fuzzy optimization problem with fuzzy variables has been given, which is not yet studied in the literature. It is to note that the proposed optimality conditions are independent of the parameter α of the α-cut and it makes the results easy to apply in different types of fuzzy optimization problems. In future we will attempt to identify a KKT-type optimality conditions for a constrained fuzzy optimization problem with fuzzy variable.
