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Abstract
We estimate the Lipschitz constants of the gradient of a deep neural network and
the network itself with respect to the full set of parameters. We first develop
estimates for a deep feed-forward densely connected network and then, in a more
general framework, for all neural networks that can be represented as solutions
of controlled ordinary differential equations, where time appears as continuous
depth. These estimates can be used to set the step size of stochastic gradient
descent methods, which is illustrated for one example method.
1 Introduction
The training of a neural network can be summarized as an optimization problem which consists of
making steps towards extrema of a loss function. Variants of the stochastic gradient descent (SGD)
are generally used to solve this problem. They give surprisingly good results, even though the objec-
tive function is not convex in most cases. The adaptive gradient methods are a state-of-the-art vari-
ation of SGD. In particular, AdaGrad [Duchi et al., 2011], RMSProp [Tieleman and Hinton, 2012],
and ADAM [Kingma and Ba, 2014] are widely used methods to train neural networks [Melis et al.,
2017, Xu et al., 2015]. In most of the SGD methods, the rate of convergence depends on the Lip-
schitz constant of the gradient of the loss function with respect the parameters [Reddi et al., 2018,
Li and Orabona, 2019]. Therefore, it is essential to have an upper bound estimate on the Lipschitz
constant in order to get a better understanding of the convergence and to be able to set an appropriate
step-size.
In this paper, we provide a general and efficient estimate for the upper bound on the Lipschitz
constant of the gradient of any loss function applied to a feed-forward fully connected DNN with
respect to the parameters. Naturally, this estimate depends on the architecture of the DNN (i.e. the
activation function, the depth of the NN, the size of the layers) as well as on the norm of the input
and on the loss function.
As a concrete application, we show how our estimate can be used to set the (hyper-parameters of
the) step size of the AdaGrad [Li and Orabona, 2019] SGD method, such that convergence of this
optimization scheme is guaranteed (in expectation). In particular, the convergence rate of AdaGrad
with respect to the Lipschitz estimate of the gradient of the loss function can be calculated.
In addition, we provide Lipschitz estimates for any neural network that can be represented as so-
lution of a controlled ordinary differential equation (cotrolled ODE) [Cuchiero et al., 2019]. This
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includes classical DNN as well as continuously deep neural networks, like neural ODE [Chen et al.,
2018], ODE-RNN [Rubanova et al., 2019] and neural SDE [Liu et al., 2019, Tzen and Raginsky,
2019, Jia and Benson, 2019]. Therefore, having such a general Lipschitz estimate allows us to cover
a wide range of architectures and to study their convergence behaviour.
Moreover, cotrolled ODE can provide us with neural-network based parametrized families of in-
vertible functions (cf. Cuchiero et al. [2019]), including in particular feed forward neural networks.
Not only is it important to have precise formulas for their derivatives, these formulas also appear
prominently in financial applications.
In Deep Pricing algorithms the prices of financial derivatives are encoded in feed forward neural
networks with market factors and/or market model parameters as inputs. It is well known that
sensitivities of prices with respect to those parameters or underlying factors are the crucial hedging
ratios for building hedging portfolios. It is therefore important to control some of those sensitivities
in the training process, which can be precisely done by our formulas.
cotrolled ODE also provides a new view on models in mathematical finance, which are typically
given by stochastic differential equations to capture the complicated dynamics of financial markets.
If the control u is a driving stochastic process, e.g. a semi-martingale, and the state X describes
some prices, then the output of cotrolled ODE is, with respect to continuous depth, a price process.
Derivatives and Lipschitz constants describe global properties of such models and can, again, be
used to facilitate and shape the training process by providing natural bounds to it. This can for
example be applied to the cotrolled ODE that appears in Cuchiero et al. [2020].
2 Related work
Very recently, several estimates of the Lipschitz constants of neural networks where proposed
[Scaman and Virmaux, 2018, Combettes and Pesquet, 2019, Fazlyab et al., 2019, Jin and Lavaei,
2018, Raghunathan et al., 2018, Latorre et al., 2020]. In contrast to our work, those estimates are
upper bounds on the Lipschitz constants of neural networks with respect to the inputs and not with
respect to the parameters as we provide here. In addition we give upper bounds on the Lipschitz
constants of the gradient of a loss function applied to a DNN and not only on the DNN itself. Those
other works are mainly concerned with the sensitivity of neural networks to their inputs, while our
main goal is to study the convergence properties of neural networks.
In the classical setting, results similar to our work were given in Baes et al. [2019] for one specific
loss function. In comparison, we provide in the classical setting a simplified proof. To the best of our
knowledge, neither for the classical setting of deep feed-forward fully connected neural networks,
nor for the cotrolled ODE framework, general estimates of the Lipschitz constants with respect to
the parameters are available.
3 Ordinary deep neural network setting
3.1 Problem setup
The norm we shall use in the sequel is a natural extension of the standard Frobenius norm to finite
lists of matrices of diverse sizes. Specifically, for any γ ∈ N, m1, . . . ,mγ , n1, . . . , nγ ∈ N, and
(M1, . . . ,Mγ) ∈ Rm1×n1 × · · · × Rmγ×nγ , we let
∥∥(M1, . . . ,Mγ)∥∥ :=

m1∑
i=1
n1∑
j=1
(
M1i,j
)2
+ · · ·+
mγ∑
i=1
nγ∑
j=1
(
Mγi,j
)2
1/2
. (1)
Consider positive integers ℓu for u = 0, . . . ,m + 1. We construct a deep neural network (DNN)
with m layers of ℓu, u ∈ {1, . . . ,m} neurons, each with an (activation) function σ˜u : R → R,
such that there exist σmax, σ
′
max, σ
′′
max > 0, so that for all u ∈ {1, . . . ,m} and all x ∈ R we
have |σ˜u(x)| ≤ σmax, |σ˜′u(x)| ≤ σ′max and |σ˜′′u(x)| ≤ σ′′max. This assumption is met by the
classical sigmoid and tanh functions, but excludes the popular ReLU activation function. However,
our main results of this section can easily be extended to allow for ReLU as well, as outlined in
Remark 3.4. For each u ∈ {1, . . . ,m + 1}, let A(u) =
[
A
(u)
i,j
]
i,j
∈ Rℓu×ℓu−1 be the weights and
2
b(u) =
[
b
(u)
i
]
i
∈ Rℓu be the bias. Let θu =
(
A(u), b(u)
)
and define for every u ∈ {1, . . . ,m+ 1}
fθu : R
ℓu−1 → Rℓu , x 7→ A(u)x+ b(u),
σu : R
ℓu → Rℓu , x 7→ (σ˜u(x1), . . . , σ˜u(xℓu))⊤ .
We denote for every u ∈ {1, . . . ,m + 1} the parameters Θu := (θ1, . . . , θu), and by a slight
abuse of notation, considering θu and Θu as flattened vectors, we write θu ∈ Rd˜u and Θu ∈ Rdu .
Moreover, we define Ω ⊂ Rdm+1 as the set of possible neural network parameters. Then we define
them-layered feed-forward neural network as the function
NΘm+1 : Rℓ0 → Rℓm+1 , z 7→ fθm+1 ◦ σm ◦ fθm ◦ · · · ◦ σ1 ◦ fθ1(z) . (2)
By Lm+1 := dm+1 =
∑m+1
u=1 (ℓuℓu−1 + ℓu) we denote the number of trainable parameters ofNΘm+1 .
We now assume that there exists a (possibly infinite) set of possible training samplesZ ⊂ Rℓ0 ×Rk,
for k ∈ N, equipped with a sigma algebraA(Z) and a probability measure P, the distribution of the
training samples. Let Z ∼ P be a random variable following this distribution. We use the notation
Z = (Zx, Zy) = (projx(Z), projy(Z)) to emphasize the two components of a training sample
Z . In a standard supervised learning setup we have k = ℓm+1, where Zx ∈ Rℓ0 is the input and
Zy ∈ Rk is the target. However, we also allow any other setup including k = 0, corresponding to
training samples consisting only of the input, i.e. an unsupervised setting. Let
g : Rℓm+1 × Rk → R, (x, y) 7→ g(x, y),
be a function which is twice differentiable in the first component. We assume there exist
g′max, g
′′
max > 0 such that for all (x, y) ∈ Rℓm+1 × Rk we have ‖ ∂∂xg(x, y)‖ ≤ g′max and
‖ ∂2∂x2 g(x, y)‖ ≤ g′′max. We use g to define the cost function, given one training sample ζ :=
(ζx, ζy) ∈ Rℓ0 × Rk, as
ϕ : RLm+1 × (Rℓ0 × Rk)→ R, (Θm+1, ζ) 7→ g
(NΘm+1(ζx), ζy) .
Then we define the cost function (interchangeably called objective or loss function) as
Φ : RLm+1 → R, Θm+1 7→ E[ϕ(Θm+1, Z)],
where we denote by E the expectation with respect to P.
Remark 3.1. For a finite set of training samples Z = {ζ1, . . . , ζN}, with equal probabilities
(Laplace probability model) we obtain the standard neural network objective function Φ(Θm+1) =
1
N
∑N
i=1 ϕ(Θm+1, ζi).
3.2 Main results
The following theorems show that under standard assumptions for neural network training, the neu-
ral network N , as well as the cost function Φ, are Lipschitz continuous with Lipschitz continuous
gradients with respect to the parameters Θm+1. We explicitly calculate upper bounds on the Lips-
chitz constants. Furthermore, we apply these results to infer a bound on the convergence rate to a
stationary point of the cost function. The proofs are given in Appendix B.
To simplify the notation, we define the following functions for a given training sample (ζx, ζy) ∈ Z
and 2 ≤ u ≤ m:
N1 :R
d1 → Rℓ1 , Θ1 7→ σ1 ◦ fθ1(ζx),
Nu :R
du → Rℓu , Θu 7→ σu ◦ fθu(Nu−1(Θu−1)),
N :Ω→ Rℓm+1 , Θ 7→ NΘ(ζx).
First we derive upper bounds on the Lipschitz constants of the neural networkN and its gradient.
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Theorem 3.2. We assume that the space of network parameters Ω is non-empty, open and bounded,
that is, there exists some 0 < BΩ < ∞ such that for every Θ ∈ Ω we have ‖Θ‖ < BΩ. For any
fixed training sample (ζx, ζy) ∈ Z we set S := ‖ζx‖. Then, for 1 ≤ u ≤ m, each Nu and its
gradient∇Nu are Lipschitz continuous with constants LNu and L∇Nu and uniformly bounded with
constantsBNu , B∇Nu = LNu , which can be upper bounded as follows:
LN1 = σ
′
max
√
S2 + 1, BN1 =
√
ℓ1σmax, L∇N1 = σ
′′
max
√
(S2 + 1)(3S2 + 2),
LNu = σ
′
max
√
B2ΩL
2
Nu−1
+B2Nu−1 + 1, BNu =
√
ℓuσmax, L∇Nu =
√
αu + βu,
αu = max{3L2Nu−1((σ′max)2ℓu + (σ′′max)2B2ΩB2Nu−1) + 2(σ′′max)2B2ΩL2Nu−1 ,
(σ′′max)
2(B2Nu−1 + 1)(3B
2
Nu−1 + 2)},
βu = (ℓuσ
′
maxBΩL∇Nu−1 + σ
′′
maxB
2
ΩL
2
Nu−1)
2 + L2Nu−1
(
ℓuσ
′
max +BΩσ
′′
max(B
2
Nu−1 + 1)
1/2
)2
.
Furthermore, the function N and its gradient ∇N are Lipschitz continuous with constant LN and
L∇N . This also implies that ∇N is uniformly bounded by B∇N = LN and these constants can be
estimated by
LN =
√
B2ΩL
2
Nm
+B2Nm + 1, L∇N =
√
3L2Nmℓm+1 + ℓ
2
m+1B
2
ΩL
2
∇Nm + L
2
Nm
ℓ2m+1,
In the corollary below, we solve the recursive formulas to get simpler (but less tight) expressions of
the upper bounds of the constants.
Corollary 3.3. Let ℓ := max1≤u≤m{ℓu}. The iteratively defined constants of Theorem 3.2 can be
upper bounded for 1 ≤ u ≤ m by
L2Nu ≤ B2(u−1)Ω (σ′max)2u(S2 + 1) +
u−1∑
k=1
B
2(k−1)
Ω (σ
′
max)
2k(ℓσ2max + 1),
L2∇Nu = O
(
u(σ′′max)
2σ4max2
(u−1)ℓ(2u−1) (σ′maxBΩ)
4(u−1)
(S4 + 1)
)
.
With Corollary 3.3 we see that our estimates of the Lipschitz constants are linear respectively
quadratic in the norm of the neural network input but grow exponentially with the number of layers.
Since this gives us only an upper bound for the Lipschitz constants, a natural question arising is,
whether these constants are optimal. The answer is no. In particular, the factorBuΩ respectivelyB
2u
Ω
is too pessimistic as we discuss in Remark A.1. On the other hand, the factor (σ′max)
u is needed for
an approximation of LNu as shown in Example A.2. Similar examples can be constructed for L∇Nu
Let us finally explain in the remark below, how Theorem 3.2 can be extended to ReLU activation
functions.
Remark 3.4. We made the assumption that the activation functions σu are twice differentiable and
bounden. This includes the classical sigmoid and tanh functions, but excludes the often used ReLU
function x 7→ max{0, x}. However, Theorem 3.2 can be extended to slight modifications of ReLU,
which are made twice differentiable by smoothing the kink at 0. Indeed, if σ′′max exists, the only part
of the proof that has to be adjusted is the computation of BNu . Since ReLU is either the identity
or 0, the norm of its output is bounded by the norm of its input, which yields BN1 = BΩ
√
S2 + 1
andBNu = BΩ
√
B2Nu−1 + 1. To take account for the smoothing of the kink, a small constant ε can
be added, which equals the maximum difference between the smoothed and the original version of
ReLU.
Now we derive upper bounds on the Lipschitz constants of the objective function Φ and its gradient.
Theorem 3.5. We assume that the space of parameters Ω is non-empty, open and bounded by 0 <
BΩ < ∞. Let Z ∼ P be a random variable following the distribution of the training samples and
assume that S := ‖projx(Z)‖ is a random variable in L2(P), i.e. E[S2] <∞. Here ‖·‖ denotes the
norm (1) and ζx of Theorem 3.2 as replaced by S. Then, the objective function Φ and its gradient
∇Φ are Lipschitz continuous with constants LΦ and L∇Φ. This also implies that ∇Φ is uniformly
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bounded by B∇Φ = LΦ. Using the constants of Theorem 3.2 we define
Lφ = g
′
max
√
B2ΩL
2
Nm
+B2Nm + 1, L∇φ =
√
αm+1 + βm+1,
αm+1 = max{3L2Nm((g′max)2 + (g′′max)2B2ΩB2Nm) + 2(g′′max)2B2ΩL2Nm ,
(g′′max)
2(B2Nm + 1)(3B
2
Nm + 2)},
βm+1 = (g
′
maxBΩL∇Nm + g
′′
maxB
2
ΩL
2
Nm)
2 + LNm
(
g′max +BΩg
′′
max(B
2
Nm + 1)
1/2
)2
,
and get the following estimates for the above defined constants:
LΦ = B∇Φ = E[Lφ], L∇Φ = E[L∇φ].
Remark 3.6. Note that since S is now a random variable rather than a constant, Lφ, L∇φ, B∇φ,
all depend on S and therefore are random variables as well.
Remark 3.7. The assumption that Ω is bounded is not very restrictive. Whenever a neural network
numerically converges to some stationary point, which is the case for the majority of problems where
neural networks can be applied successfully, the parameters can be chosen to only take values in a
bounded region.
Furthermore, regularisation techniques as for example L2-regularisation outside a certain domain,
can be used to essentially guarantee that the weights do not leave this domain, hence implying our
assumption on Ω. A similar approach was used for example in Ge et al. [2016].
Assume that the (stochastic) gradient scheme in Algorithm 1 is applied to minimize the objective
function Φ.
Algorithm 1 Stochastic Gradient descent
Fix Θ(0) ∈ Ω,M ∈ N
for j ≥ 0 do
Sample ζ1, . . . , ζM ∼ P
ComputeGj :=
1
M
∑M
i=1∇Θϕ(Θ(j), ζi)
Determine a step-size hj > 0
Set Θ(j+1) = Θ(j) − hjGj
end for
In the following examples we use Theorem 3.5
to set the step sizes of gradient descent (GD)
(Example 3.8) in the case of a finite training set
Z = {ζ1, . . . , ζN} (in particular using M =
N ) and of stochastic gradient descent (SGD)
(Example 3.9) with adaptive step-sizes (a state-
of-the-art neural network training method first
introduced in Duchi et al. [2011]) in the case
of a general training set Z . In particular, the
step sizes respectively hyper-parameters for the
step sizes can be chosen depending on the com-
puted estimates for L∇Φ, such that the GD re-
spectively SGD method are guaranteed to con-
verge (in expectation). At the same time, these examples give bounds on the convergence rates.
Example 3.8 (Gradient descent). Assume that Z = {ζ1, . . . , ζN} with equal probabilities and that
in each step of the gradient method the true gradient of Φ is computed, i.e. gradient descent and not
a stochastic version of it is applied. Furthermore, assume that there exists 0 < BΩ < ∞ such that
supj≥0‖Θ(j)‖ < BΩ. Choosing the step sizes hj := 1L∇Φ , the following inequality
Φ(Θ(j))− Φ(Θ(j+1)) ≥ 12L∇Φ ‖∇Φ(Θ(j))‖2,
is always satisfied as shown in Section 1.2.3 of Nesterov [2013]. Furthermore, it follows that for
every n ∈ N we have
min
0≤j≤n
‖∇Φ(Θ(j))‖ ≤ 1√
n+1
[
2L∇Φ
(
Φ(Θ(0))− Φ∗)]1/2,
where Φ∗ := min‖Θ‖≤BΩ Φ(Θ). In particular, for every tolerance level ε > 0 we have
n+ 1 ≥ L∇ΦKε2
(
Φ(Θ(0))− ϕ∗) =⇒ min
0≤j≤n
‖∇Φ(Θ(j))‖ ≤ ε.
Example 3.9 (Stochastic gradient descent). Assume that the random variable S := ‖projx(Z)‖
lies in L2(P), i.e. E[S2] < ∞. Furthermore, assume that there exists 0 < BΩ < ∞ such that
supj≥0‖Θ(j)‖ < BΩ. Choose the adaptive step-sizes hj of the stochastic gradient method in Algo-
rithm 1 as
hj :=
α(
β +
∑j−1
i=1 ‖Gj‖2
) 1
2
+ǫ
,
5
for constants α, β > 0, ǫ ∈ [0, 1/2) that satisfy 2αL∇Φ < β 12+ǫ. One possibility is to use
α = 12 , ǫ = 0, β = L
2
∇Φ + ε for some ε > 0. Then there exists a constant C depending on
L∇Φ, B∇Φ, α, β, ǫ,Φ(Θ(0)))− Φ∗, where Φ∗ := min‖Θ‖≤D Φ(Θ), such that for every n ∈ N,
E
[
min
0≤j≤n
‖∇Φ(Θ(j))‖1−2ǫ
]
≤ C
(n+ 1)
1
2
−ǫ .
In particular, for every tolerance level η > 0 we have
n+ 1 ≥
(
C
η
) 2
1−2ǫ
=⇒ E
[
min
0≤j≤n
‖∇Φ(Θ(j))‖1−2ǫ
]
≤ η.
Remark 3.10. The exact value of the constant C can be looked up in Theorem 4 and its proof in
Li and Orabona [2019].
The statements of Example 3.8 and 3.9 are proven in the Appendix. They are just one possibility
how the estimates of Theorem 3.5 can be used in practice. Similarly, the step sizes of other gradient
descent methods can be chosen and convergence rates can be computed using Theorem 3.5. In
Baes et al. [2019], the same result as presented in Example 3.8 was already used to provide a bound
on the convergence rate to a stationary point of their algorithm.
4 Deep neural networks as controlled ODEs
4.1 Framework & definitions
We introduce a slightly different notation than in the previous section. Let n ∈ N and Ω ⊂ Rn. Let
ℓ ∈ N be the fixed dimension of the problem. In particular, if we want to define a neural networkN
mapping some input x of dimension ℓ0 ∈ N to an output N (x) of dimension ℓ2 ∈ N with ℓ1 ∈ N
the maximal dimension of some hidden layer N˜ (x), then we set ℓ := max{ℓ0, ℓ1, ℓ2}. We use
“zero-embeddings” to write (by abuse of notation) x,N (x), N˜ (x) ∈ Rℓ, i.e. we identify x ∈ Rℓ0
with (x⊤, 0)⊤ ∈ Rℓ. This is important, since we want to describe the evolution of an input through a
neural network to an output by an ODE, which means that the dimension has to be fixed and cannot
change. To do so, we fix d ∈ N and define for 1 ≤ i ≤ d vector fields
Vi : Ω× R≥0 × Rℓ → Rℓ, (θ, t, x) 7→ V θi (t, x),
which are ca`gla`d in the second variable and Lipschitz continuous in x. Furthermore, we define
scalar ca`dla`g functions for 1 ≤ i ≤ d, which we refer to as controls
ui : R≥0 → R, t 7→ ui(t),
which are assumed to have finite variation (also called bounded variation) and start at 0, i.e. ui(0) =
0. With these ingredients, we can define the following controlled ordinary differential equation
(cotrolled ODE)
dXθt =
d∑
i=1
V θi
(
t,Xθt−
)
dui(t), X
θ
0 = x, (3)
where x ∈ Rℓ is the starting point, respectively input to the “neural network”. We fix some T > 0.
Xθ,x is called a solution of (3), if it satisfies for all 0 ≤ t ≤ T ,
Xθ,xt = x+
d∑
i=1
∫ t
0
V θi
(
s,Xθ,xs−
)
dui(s). (4)
Then (4) describes the evolution of the input x through a “neural network” to the outputXθ,xT . Here,
the “neural network” is defined by V θi and ui for 1 ≤ i ≤ d.
Remark 4.1. The assumption on ui to have finite variation is needed for the integral (4) to be well
defined. Indeed, a deterministic ca`dla`g function of finite variation is a special case of a semimartin-
gale, whence we could also take ui to be semimartingales.
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Before we discuss this framework, we define the loss functions similarly to Section 3.1. Let Z ⊂
R
ℓ × Rk be the set of (0-embedded) training samples, again equipped with a sigma algebra and a
probability measure P. Let Z ∼ P be a random variable. For a fixed function g : Rℓ × Rk →
R, (x, y) 7→ g(x, y), we define the loss (or objective or cost) function by
ϕ : Ω× Z → R, (θ, (x, y)) 7→ g(Xθ,xT , y), and Φ : Ω→ R, θ 7→ E[ϕ(θ, Z)].
The framework (4) is much more general and powerful than the standard neural network definition.
In Example C.1 we show that the neural network NΘm+1 defined in (2) is a special case of the
cotrolled ODE solution (4). This example clarifies why we speak of a solutionXθ,x of (4) as a “neu-
ral network”, respectively the evolution of the input x through a neural network. If u respectively
ui are not pure step functions, (4) defines a neural network of “infinite depth”, which we refer to as
continuously deep neural networks. Their output can be approximated using a stepwise scheme to
solve ODEs. Doing this, the continuously deep neural network is approximated by a deep neural net-
work of finite depth. Using modern ODE solvers with adaptive step sizes as proposed in Chen et al.
[2018], the depth of the approximation and the step sizes change depending on the wanted accuracy
and the input.
Continuously deep neural networks are already used in practice. The neural ODE introduced in
Chen et al. [2018], is an example of such a continuously deep neural network that can be described
in our framework by (4), when choosing d = 1 and u1(t) = t, i.e. du1(t) = dt. However, our
framework allows to describe more general architectures, which combine jumps (as occurring in Ex-
ample C.1) with continuous evolutions as in Chen et al. [2018]. One example of such an architecture
is the ODE-RNN introduced in Rubanova et al. [2019]. Furthermore, allowing ui to be semimartin-
gales instead of deterministic processes of finite variation, neural SDE models as described e.g. in
Liu et al. [2019], Jia and Benson [2019], Peluchetti and Favaro [2019], Tzen and Raginsky [2019]
are covered by our framework (4).
4.2 Gradient and existence of solutions
Although we are in a deterministic setting, it is reasonable to make use of Itoˆ calculus (also called
stochastic calculus) in the above framework, since integrands are predictable. See for instance
Protter [1992] for an extensive introduction. We make use of the typical differential notation that
is common in stochastic calculus (as for example in (3)) and we treat our ODEs with methods for
stochastic differential equations (SDEs). Again we emphasize that all ui could be general semi-
martingales.
First we note that by Theorem 7 of Chapter V in Protter [1992], a solution of (4) exists and is
unique, given that all V θi (t, x) are Lipschitz continuous in x. Starting from (4), we derive the
ODE describing the first derivative of Xθt with respect to θ. For this, let us define ∂X
θ
t :=
∂Xθt
∂θ ,
∂V θi :=
∂V θi
∂θ and for a, b ∈ {x, θ} we use the standard notation ∂aV θi := ∂∂aV θi (t, x) and ∂abV θi :=
∂
∂a
∂
∂bV
θ
i (t, x). Assuming that all required derivatives of V
θ
i exist, we have
∂Xθt =
∂Xθt
∂θ
=
d∑
i=1
∫ t
0
∂
∂θ
(
V θi
(
s,Xθs−
))
dui(s)
=
∫ t
0
d∑
i=1
(
∂V θi
(
s,Xθs−
)
+ ∂xV
θ
i
(
s,Xθs−
)
∂Xθs−
)
dui(s) .
Therefore, we obtain the following cotrolled ODE (with differential notation)
d∂Xθt =
d∑
i=1
(
∂V θi
(
t,Xθt−
)
+ ∂xV
θ
i
(
t,Xθt−
)
∂Xθt−
)
dui(t),
∂Xθ0 = 0 ∈ Rℓ×n.
(5)
We remark that (5) is a linear ODE, and therefore, by Theorem 7 of Chapter V in Protter [1992], a
unique solution exists, given that all ∂Vi and ∂xVi are uniformly bounded.
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4.3 Lipschitz regularity in the setting of cotrolled ODE
In the following, we provide similar results for the cotrolled ODE setting as for the standard DNN
setting in Section 3. The proofs are again given in Appendix D.
Let us denote the total variation process (cf. Chapter I.7 Protter [1992]) of ui as |ui|. We then define
υ :=
∑d
i=1|ui|, which is an increasing function of finite variation with υ(0) = 0. Furthermore, we
define Bυ := υ(T ) and note that
∑d
i=1
∫ T
0
d|ui| = Bυ .
With this we are ready to state our main results of this section. We start with the equivalent result to
Theorem 3.2, giving bounds on the Lipschitz constants of the neural network and its gradient.
Theorem 4.2. Let Ω be non-empty and open. We assume that there exist constants
BV , B∂θV , B∂θθV , B∂xθV , B∂θxV , B∂xxV ≥ 0 and pθ, pθθ, pxθ, pθx, pxx ∈ R such that for all
1 ≤ i ≤ d, θ ∈ Ω, 0 ≤ t ≤ T and x ∈ Rℓ we have
‖V θi (t, x)‖ ≤ BV (1 + ‖x‖), and ‖∂θV θi (t, x)‖ ≤ B∂θV (1 + ‖x‖pθ), (6)
and similarly for ∂θθVi, ∂xθVi, ∂θxVi and ∂xxVi. We also assume that for any 0 ≤ i ≤ d, 0 ≤ t ≤ T
and θ ∈ Ω the map
R
ℓ → Rℓ, x 7→ V θi (t, x)
is Lipschitz continuous with constants LVx independent of i, t and θ. Then, for any fixed training
sample (x, y) ∈ Z , the neural network output Xθ,xT is uniformly bounded in Ω by a constant BX
and the map and its gradient
Ω→ Rℓ, θ 7→ Xθ,xT , and Ω→ Rℓ×n, θ 7→ ∂θXθ,xT ,
are Lipschitz continuous on Ω with constants LX and L∂X . This also implies that ∂θX
θ,x
T is uni-
formly bounded by B∂X = LX . Upper bounds for these constants can be computed as
BX = (‖x‖+BVBυ) exp(BVBυ),
LX = B∂θV (1 +B
pθ
X )Bυ exp(LVxBυ),
Cθθ = Bυ
[
B∂θθV (1 +B
pθθ
X ) +B∂xθV (1 +B
pxθ
X )LX
+B∂θxV (1 +B
pθx
X )LX +B∂xxV (1 +B
pxx
X )L
2
X
]
,
L∂X = Cθθ exp(LVxBυ).
A remark about the bounding constants is given in Remark C.2. Next, we present the equivalent
result to Theorem 3.5, giving bounds on the Lipschitz constant of the objective function and its
gradient.
Theorem 4.3. We make the same assumptions as in Theorem 4.2. Furthermore, we assume that for
any fixed y ∈ projy(Z), the functions
R
ℓ → R, x 7→ g(x, y), and Rℓ → Rℓ, x 7→ ∂∂xg(x, y)
are Lipschitz continuous on projx(Z) with constants Lg, L∂xg independent of y. Let Z ∼ P be
a random variable following the distribution of the training samples and assume that the random
variable S := ‖projx(Z)‖ lies in Lp(Z,A(Z),P), i.e. E[Sp] <∞, where p := max{1, pθθ, pxθ +
pθ, pθx + pθ, pxx + 2pθ}. Then, the objective function and its gradient
Ω→ R, θ 7→ Φ(θ), and Ω→ Rn, θ 7→ ∇Φ(θ),
are Lipschitz continuous with Lipschitz constants LΦ and L∇Φ. This also implies that ∇Φ is uni-
formly bounded by B∇Φ = LΦ. Upper bounds for these constants can be computed as
LΦ = E[LgLX ], L∇Φ = E[L∂xgL
2
X + LgL∂X ].
A comparison of the Theorems of this Section with those of Section 3 is given in Remark C.3.
Theorem 4.3 can be used exactly like Theorem 3.5 to set the step sizes of gradient descent methods.
In particular, if a (stochastic) gradient descent scheme as in Algorithm 1 is used, we get the same
results as in Example 3.8 and 3.9.
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5 Conclusion
We used two different frameworks to estimate the Lipschitz constants of the gradient of a neural
network with respect to the full set of parameters. First the standard DNN definition, and secondly
a novel modelization introduced in Cuchiero et al. [2019], where neural networks are expressed as
solutions of controlled ODEs. Here, time appears as continuous depth. The first modelization has
the main advantage of being practical and easily understandable. The second modelization gives
the opportunity to study a wider range of neural networks, while having a simple mathematical
expression. Methods borrowed from Stochastic Calculus were used for this purpose. Moreover, we
discussed several applications and implications of our main results.
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Appendix
A Auxiliary results in the ordinary DNN setting
Remark A.1. Revisiting the proof of Theorem 3.2 we see that in each step applying Lemma B.1, we
setD = BΩ. However, in the u-th layer,D needs only to be a bound for ‖θu‖, while the norm of the
entire parameter vector has to satisfy ‖Θm+1‖ < BΩ. Therefore, we can replace BΩ by Du ≥ 0 in
the constants for the u-th layer in Theorem 3.2. Doing this for all layers, including the last one, LN
and L∇N become functions of (D1, . . . , Dm+1), where the constraint
∑m+1
u=1 D
2
u < B
2
Ω has to be
satisfied. Therefore, computing upper bounds of the Lipschitz constants now amounts to solving the
optimization problems
max
{
LN (D1, . . . , Dm+1)
∣∣∣m+1∑
u=1
D2u < B
2
Ω
}
and max
{
L∇N (D1, . . . , Dm+1)
∣∣∣m+1∑
u=1
D2u < B
2
Ω
}
.
Due to the iterative definition of LN and L∇N , both objective functions are complex polynomials
in a high dimensional constraint space where the maximum is achieved at some boundary point,
i.e. where
∑m+1
u=1 D
2
u = B
2
Ω. In particular, numerical methods have to be used to solve these
optimization problems.
Example A.2. We assume to have a 1-dimensional input ζx = 0 and use m ∈ N layers each with
only 1 hidden unit. Furthermore we use as activation function a smoothed version of
x 7→ σ(x) := −cR 1{x≤−R} + cx 1{−R<x<R} + cR 1{x≥R},
for some c > 0 and R > cmBmΩ . Then σ
′
max = c. We define the 1-dimensional weights αu :=
A(u) ∈ R and βu := b(u) ∈ R. Then we have Θ := Θm = (α, β) for α = (αu)mu=1, β = (βu)mu=1.
We choose Θ = (α, β) with α = (0, α2, . . . , αm), β = (β1, 0, . . . , 0) and Θ˜ = (α˜, β˜) with α˜ = α,
β˜ = −β, such that ‖Θ‖, ‖Θ˜‖ < BΩ. Then we have
‖Θ− Θ˜‖ = 2β1,
‖Nm(Θ)−Nm(Θ˜)‖ = 2β1cm
m∏
u=2
αu = c
m
m∏
u=2
αu‖Θ− Θ˜‖.
Therefore,
LNm ≥ (σ′max)mmax
{
m∏
u=2
αu
∣∣∣ m∑
u=2
(αu)
2 < B2Ω
}
,
which is in line with Remark A.1.
B Proofs in the ordinary DNN setting
Before we start to prove the theorems, we establish some helpful results.
Lemma B.1. Let n1, n2, n3 ∈ N>0, let C ∈ Rn3×n2 , d ∈ Rn3 , l2 = n3(n2 + 1) and let λ ∈ Rl2
be a flattened version of (C, d). We restrict λ to be an element of L := {λ ∈ Rl2 | ‖λ‖ < D},
for some D > 0. Let ψ˜ : R → R be a function with bounded first and second derivatives, i.e.
there exist c1, c2 ≥ 0 such that for all x ∈ R we have |ψ˜′(x)| ≤ c1 and |ψ˜′′(x)| ≤ c2. Let
ψ : Rn3 → Rn3 , x 7→ (ψ˜(x1), . . . , ψ˜(xn3 )) and define Ψλ : Rn2 → Rn3 , x 7→ ψ(Cx + d).
Furthermore, let l1 ∈ N≥0 and κ ∈ K ⊂ Rl1 . Let ρκ : Rn1 → Rn2 , x 7→ ρκ(x) be a function
depending on the parameters κ. Let µ = (κ, λ) ∈ M := K × L ⊂ Rl, where l = l1 + l2. For a
fixed ζ ∈ Rn1 we define the function
χ :M→ Rn3 , µ = (κ, λ) 7→ χ(µ) := Ψλ(ρκ(ζ)).
We use the notation Ψ′λ(x) :=
∂
∂xΨλ(x), ∇Ψλ(x) := [ ∂∂λj (Ψλ(x))i]i,j , and similar for ∇ρκ(ζ).
If κ 7→ ρκ(ζ) is Lipschitz continuous with constant L1 and κ 7→ ∇ρκ(ζ) with constant L2 and if
‖ρκ(ζ)‖ ≤ B1 and ‖∇ρκ(ζ)‖ ≤ B2, where 0 ≤ L1, L2, B1, B2 <∞, then we have that
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i) χ is Lipschitz continuous with constant Lχ = c1
√
D2L21 +B
2
1 + 1,
ii) ∇χ is Lipschitz continuous with constant L∇χ = √m1 +m2, where
m1 := max{3L21(c21n3 + c22D2B21) + 2c22D2L21, c22(B21 + 1)(3B21 + 2)},
m2 := (n3c1DL2 +B2c2D
2L1)
2 +B22
(
n3c1 +Dc2(B
2
1 + 1)
1/2
)2
,
iii) the gradient ∇χ(µ) of χ is bounded by B∇χ = Lχ. If we also assume that ψ˜ is bounded
by 0 < B3 <∞, i.e. for all x ∈ R : |ψ˜(x)| ≤ B3, then χ(µ) is bounded by Bχ = √n3B3.
Proof of Lemma B.1. Let µ = (κ, λ), µ¯ = (κ¯, λ¯) ∈ M with λ = (C, d) and λ¯ = (C¯, d¯). For i), we
use that x 7→ ψ(x) is Lipschitz with constant c1 and compute
‖χ(µ)− χ(µ¯)‖2 = ‖ψ(Cρκ(ζ) + d)− ψ(C¯ρκ¯(ζ) + d¯)‖2
≤ c21
(‖Cρκ(ζ) + d− Cρκ¯(ζ)− d‖+ ‖Cρκ¯(ζ) + d− C¯ρκ¯(ζ)− d¯‖)2
≤ c21
(‖C‖‖ρκ(ζ) − ρκ¯(ζ)‖ + ‖ρκ¯(ζ)‖‖C − C¯‖+ ‖d− d¯‖)2
≤ c21
(
DL1‖κ− κ¯‖+B1‖C − C¯‖+ ‖d− d¯‖
)2
≤ c21(D2L21 +B21 + 1)‖µ− µ¯‖2,
where we used the Cauchy–Schwarz inequality in the last step.
For ii) we first compute some partial derivatives of the functions under consideration with respect
to Ci,j , 1 ≤ i ≤ n3, 1 ≤ j ≤ n2 and di, 1 ≤ i ≤ n3 and κ. Denoting by ei the canonical basis
vectors in Rn3 , one has
∂
∂Ci,j
Ψλ(x) = ψ˜
′(Ci,·x+ di)xjei, (7a)
∂
∂di
Ψλ(x) = ψ˜
′(Ci,·x+ di)ei, (7b)
∂
∂κχ(µ) = Ψ
′
λ(ρκ(ζ))∇ρκ(ζ), (7c)
Ψ′λ(x) = diag(ψ
′(Cx+ d))C. (7d)
We then compute the Lipschitz constants of the different partial derivatives of χ. As above, we use
the triangle inequality extensively to get:
‖ ∂∂Ci,j χ(µ)− ∂∂Ci,j χ(µ¯)‖2 = ‖ ∂∂Ci,jΨλ(ρκ(ζ))− ∂∂Ci,jΨλ¯(ρκ¯(ζ))‖2
≤ (‖ψ˜′(Ci,·ρκ(ζ) + di)‖‖(ρκ(ζ))j − (ρκ¯(ζ))j‖
+ ‖ψ˜′(Ci,·ρκ(ζ) + di)− ψ˜′(Ci,·ρκ¯(ζ) + di)‖‖(ρκ¯(ζ))j‖
+ ‖ψ˜′(Ci,·ρκ¯(ζ) + di)− ψ˜′(C¯i,·ρκ¯(ζ) + d¯i)‖‖(ρκ¯(ζ))j‖
)2
≤ (c1‖(ρκ(ζ))j − (ρκ¯(ζ))j‖+ c2‖Ci,·‖‖ρκ(ζ) − ρκ¯(ζ)‖‖(ρκ¯(ζ))j‖
+ c2(‖Ci,· − C¯i,·‖‖ρκ¯(ζ)‖ + ‖di − d¯i‖)‖(ρκ¯(ζ))j‖
)2
≤ 3c21‖(ρκ(ζ) − ρκ¯(ζ))j‖2 + 3c22‖Ci,·‖2‖ρκ(ζ) − ρκ¯(ζ)‖2‖(ρκ¯(ζ))j‖2
+ 3c22(‖Ci,· − C¯i,·‖‖ρκ¯(ζ)‖ + ‖di − d¯i‖)2‖(ρκ¯(ζ))j‖2,
where in the last equation we used the Cauchy–Schwarz inequality. Summing over j, yields
n2∑
j=1
‖ ∂∂Ci,j χ(µ)− ∂∂Ci,j χ(µ¯)‖2 ≤ 3c21‖ρκ(ζ)− ρκ¯(ζ)‖2 + 3c22‖Ci,·‖2‖ρκ(ζ) − ρκ¯(ζ)‖2‖ρκ¯(ζ)‖2
+ 3c22
(‖Ci,· − C¯i,·‖‖ρκ¯(ζ)‖ + ‖di − d¯i‖)2‖ρκ¯(ζ)‖2.
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Summing this expression over i, again using the norm (1), and using Cauchy–Schwarz for the last
term, we get
‖ ∂∂Cχ(µ)− ∂∂Cχ(µ¯)‖2 =
n3∑
i=1
n2∑
j=1
‖ ∂∂Ci,j χ(µ)− ∂∂Ci,j χ(µ¯)‖2
≤ 3c21L21n3‖κ− κ¯‖2 + 3c22‖C‖2L21‖κ− κ¯‖2B21
+ 3c22(B
2
1 + 1)
n3∑
i=1
(‖Ci,· − C¯i,·‖2 + ‖di − d¯i‖2)B21
≤ 3L21(c21n3 + c22D2B21)‖κ− κ¯‖2 + 3c22(B21 + 1)B21‖λ− λ¯‖2.
With a very similar (but slightly easier) computation we get
‖ ∂∂dχ(µ)− ∂∂dχ(µ¯)‖2 ≤ 2c22
(
D2L21‖κ− κ¯‖2 + (B21 + 1)‖λ− λ¯‖2
)
.
Combining these two results we have
‖ ∂∂λχ(µ)− ∂∂λχ(µ¯)‖2 ≤
(
3L21(c
2
1n3 + c
2
2D
2B21) + 2c
2
2D
2L21
)‖κ− κ¯‖2
+ c22(B
2
1 + 1)(3B
2
1 + 2)‖λ− λ¯‖2
≤ m1‖µ− µ¯‖2.
(8)
Now we compute the Lipschitz constant of the last part of the gradient of χ. We proceed similarly
to before, using the triangle inequality, yielding
‖ ∂∂κχ(µ)− ∂∂κχ(µ¯)‖2 = ‖Ψ′λ(ρκ(ζ))∇ρκ(ζ) −Ψ′¯λ(ρκ¯(ζ))∇ρκ¯(ζ)‖2
≤ (‖Ψ′λ(ρκ(ζ))‖‖∇ρκ(ζ)−∇ρκ¯(ζ)‖ + ‖Ψ′λ(ρκ(ζ)) −Ψ′¯λ(ρκ¯(ζ))‖‖∇ρκ¯(ζ)‖)2
≤ (n3c1DL2‖κ− κ¯‖+B2‖Ψ′λ(ρκ(ζ)) −Ψ′¯λ(ρκ¯(ζ))‖)2.
We compute the second term as
‖Ψ′λ(ρκ(ζ)) −Ψ′¯λ(ρκ¯(ζ))‖ = ‖diag(ψ′(Cρκ(ζ) + d))C − diag(ψ′(C¯ρκ¯(ζ) + d¯))C¯‖
≤ ‖diag(ψ′(Cρκ(ζ) + d))‖‖C − C¯‖
+ ‖diag(ψ′(Cρκ(ζ) + d)− ψ′(Cρκ¯(ζ) + d))‖‖C¯‖
+ ‖diag(ψ′(Cρκ¯(ζ) + d)− ψ′(C¯ρκ¯(ζ) + d¯))‖‖C¯‖
≤ n3c1‖C − C¯‖+ c2‖C‖‖ρκ(ζ) − ρκ¯(ζ)‖D
+D
√√√√ n3∑
i=1
c22(‖Ci,· − C¯i,·‖‖ρκ¯(ζ)‖ + ‖di − d¯i‖)2
≤ n3c1‖C − C¯‖+ c2D2L1‖κ− κ¯‖+Dc2
√
B21 + 1‖λ− λ¯‖
≤ (n3c1 +Dc2(B21 + 1)1/2)‖λ− λ¯‖+ c2D2L1‖κ− κ¯‖,
where we used Cauchy–Schwarz in the second last step and ‖C − C¯‖ ≤ ‖λ − λ¯‖ in the last step.
Inserting this in the previous inequality yields
‖ ∂∂κχ(µ)− ∂∂κχ(µ¯)‖2 ≤
(
(n3c1DL2 +B2c2D
2L1)‖κ− κ¯‖
+B2
(
n3c1 +Dc2(B
2
1 + 1)
1/2
)‖λ− λ¯‖)2
≤
(
(n3c1DL2 +B2c2D
2L1)
2
+B22
(
n3c1 +Dc2(B
2
1 + 1)
1/2
)2)‖µ− µ¯‖2
= m2‖µ− µ¯‖2.
(9)
Combining (8) and (9) we arrive at
‖∇χ(µ)−∇χ(µ¯)‖2 = ‖ ∂∂κχ(µ)− ∂∂κχ(µ¯)‖2 + ‖ ∂∂λχ(µ)− ∂∂λχ(µ¯)‖2
≤ (m1 +m2)‖µ− µ¯‖2,
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which proves ii).
The second bound in iii) is immediate using the fact that χ maps to Rn3 and that each component
of the resulting vector is bounded by B3. For the first bound we remark that the Lipschitz constant
is always an upper bound for the gradient, which completes the proof.
Remark B.2. Under the same setting as in Lemma B.1, but using a function ψ : Rn3 → R with
constants c1, c2 > 0 such that for all x ∈ Rn3 we have ‖ ∂∂xψ(x)‖ ≤ c1 and ‖ ∂
2
∂x2ψ(x)‖ ≤ c2, we
get exactly the same constants with n3 = 1. Indeed, going through the proof again and replacing ψ
wherever necessary, we first get the partial derivatives with ψ′(x) := ∂∂xψ(x),
∂
∂Ci,j
Ψλ(x) = ψ
′(Cx+ d)xjei, (10)
∂
∂di
Ψλ(x) = ψ
′(Cx+ d)ei, (11)
∂
∂κχ(µ) = Ψ
′
λ(ρκ(ζ))∇ρκ(ζ), (12)
Ψ′λ(x) = ψ
′(Cx+ d))C. (13)
Using them in the subsequent steps, we see that we get exactly the same constants with n3 = 1.
With Lemma B.1 we can now prove Theorems 3.2 and 3.5 iteratively.
Proof of Theorem 3.2. First, we apply Lemma B.1 with u := 1, n1 := ℓ0, n2 := ℓu−1, n3 := ℓu,
(C, d) := θu, ψ˜ := σ˜u, l1 := 0, ρκ := id and ζ := ζx. Hence, we have D := BΩ, c1 := σ
′
max
and c2 := σ
′′
max, L1 := 0, L2 := 0, B1 := S, B2 := 0, B3 := σmax. Therefore, N1 and ∇N1
are Lipschitz continuous and bounded with the Lipschitz constants LN1 , L∇N1 and the bounding
constants BN1 and B∇N1 as given in Theorem 3.2. Next, we apply Lemma B.1 iteratively, where
for 2 ≤ u ≤ m we use the same variables as above except for l1 := du−1, ρκ := Nu−1 with
κ := Θu−1, yielding L1 := LNu−1 , L2 := L∇Nu−1 , B1 := BNu−1 , B2 := B∇Nu−1 . It follows that
Nu and∇Nu are Lipschitz and boundedwith constantsLNu , L∇Nu ,BNu andB∇Nu as in Theorem
3.2. To get the Lipschitz constants forN and∇N , we apply Lemma B.1 another time with the same
variables for u := m+1, except for ψ˜ := id, yielding c1 := 1, c2 := 0 and B3 :=∞. We conclude
that N and ∇N are Lipschitz continuous and that ∇N is also bounded with the constants given in
Theorem 3.2.
Proof of Corollary 3.3. The first inequalities can easily be proven by induction. Furthermore, the
following inequality can be shown by induction as well.
γu := 2B
2
∇Nu−1(σ
′′
max)
2B4ΩL
2
Nu−1 +B
2
∇Nu−1
(
ℓσ′max +BΩσ
′′
max
√
B2Nu−1 + 1
)2
,
L2∇Nu ≤
(
2ℓ2(σ′max)
2B2Ω
)(u−1)
(σ′′max)
2(S2 + 1)(3S2 + 2)
+
u−1∑
k=1
(
2ℓ2(σ′max)
2B2Ω
)(k−1)
(αu−k+1 + γu−k+1).
For the equations of L2Nu , the geometric sum equality for q 6= 1,
∑n
k=0 q
n = 1−q
n+1
1−q , can be used to
rewrite the sum. Using this together with quite rough approximations, the asymptotic approximation
of L2∇Nu can be shown.
Proof of Theorem 3.5. We first prove that for a random variable Z = (Zx, Zy) ∼ P, the function
φ : Rdm+1 → R, Θ 7→ ϕ(Θ, Z),
and its gradient ∇φ := ∇Θφ are Lipschitz continuous with integrable constants. To see this, we
proceed as in the proof of Theorem 3.2 for 1 ≤ u ≤ m. Then, to get the Lipschitz constants of φ and
∇φ, we apply Lemma B.1 as in the final step of the proof of Theorem 3.2, but using ψ := g(·, Zy),
c1 := g
′
max and c2 := g
′′
max. With Remark B.2 we get the Lipschitz and bounding constants Lφ,
L∇φ and B∇φ as defined in Theorem 3.5. From Corollary 3.3, we deduce that there exist constants
aS , bS ∈ R such that
0 ≤ Lφ, L∇φ, B∇φ ≤ aSS2 + bS.
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Since E[S2] < ∞, it follows that Lφ, L∇φ, B∇φ ∈ L1(P). In the remaining part of the proof we
show that we get the constants for Φ and ∇Φ as in Theorem 3.5. Let Θ, Θ¯ ∈ Ω. Then we have by
the Lipschitz continuity of φ that
‖Φ(Θ)− Φ(Θ¯)‖ = ‖E[ϕ(Θ, Z)]− E[ϕ(Θ¯, Z)]‖
≤ E [‖ϕ(Θ, Z)− ϕ(Θ¯, Z)‖]
= E[Lφ] ‖Θ− Θ¯‖ = LΦ‖Θ− Θ¯‖
Next we remark that
∇Φ(Θ) = ∇ΘE[ϕ(Θ, X)] = E[∇Θϕ(Θ, X)], (14)
where we used the dominated convergence theorem in the second equality. Indeed, dominated con-
vergence can be used, since ∇Θϕ(Θ, X) exists and since all directional derivatives (and sequences
converging to them) can be bounded by the following integrable random variable
‖lim
ǫ→0
1
ǫ
(
ϕ(Θ + ǫΘ¯, Z)− ϕ(Θ, Z))‖ ≤ lim
ǫ→0
1
ǫLφ‖ǫΘ¯‖ ≤ LφBΩ.
This also implies that a (vector-valued) sequence converging to the gradient ∇Θϕ(Θ, X) can be
bounded by an integrable random variable, yielding that the assumptions for dominated convergence
are satisfied. Hence, we have that
‖∇Φ(Θ)‖ = ‖E[∇Θϕ(Θ, Z)]‖ ≤ E [‖∇Θϕ(Θ, Z)‖] ≤ E[B∇φ] = B∇Φ
and
‖∇Φ(Θ)−∇Φ(Θ¯)‖ = ‖E[∇Θϕ(Θ, Z)−∇Θϕ(Θ¯, Z)]‖
≤ E [‖∇Θϕ(Θ, Z)−∇Θϕ(Θ¯, Z)‖]
≤ E[L∇φ] ‖Θ− Θ¯‖ = L∇Φ‖Θ− Θ¯‖,
which completes the proof.
Remark B.3. If projx(Z) is bounded by BS > 0, then in Theorem 3.5, S can be chosen to be
this bound and we get exactly the same constants, but in this case Lφ, L∇φ, B∇φ are also constants
rather than random variables.
We can now use Theorem 3.5 to prove the two examples.
Proof of Example 3.8. In this setting of a finite training set with equal probabilities we have (cf.
Remark 3.1) forΘ ∈ Ω,
∇Φ(Θ) = 1N
N∑
i=1
∇ϕ(Θ, ζi).
In particular, we can compute the true gradient of Φ. By the assumption supj≥0‖Θ(j)‖ < BΩ,
we can use Ω = {Θ ∈ Rdm+1 | ‖Θ‖ < BΩ}. Furthermore, since the training set is finite (and
hence bounded), we can set S := max1≤i≤N‖ζi‖ < ∞, and get by Theorem 3.5 that Φ and ∇Φ
are Lipschitz continuous on Ω with constants LΦ and L∇Φ. The result then follows as outlined in
Section 1.2.3 of Nesterov [2013].
Proof of Example 3.9. By the assumption supj≥0‖Θ(j)‖ < BΩ, we can use Ω = {Θ ∈
R
dm+1 | ‖Θ‖ < BΩ}. Furthermore, since S = ‖projx(Z)‖ ∈ L2, Theorem 3.5 yields, that Φ
and ∇Φ are Lipschitz continuous on Ω with constants LΦ and L∇Φ. We establish the assumptions
of Theorem 4 in Li and Orabona [2019], which in turn establishes our result. We set f := Φ and
remark first that their results still hold when restricting Φ and∇Φ to be Lipschitz only on the subset
Ω. Indeed, by the assumption supj≥0‖Θ(j)‖ < BΩ we know that Θ stays within Ω for the entire
training process. In the remainder of the proof we show that all needed assumptionsH1,H3 andH4’
(as defined in Li and Orabona [2019]) are satisfied. H1, the Lipschitz continuity of ∇Φ, holds as
outlined above. Let Z1, . . . , ZM ∼ P be independent and identically distributed random variables
with the distribution of the training set. By the stochastic gradient method outlined in (1), in each
step the approximation of the gradient∇Φ(Θ(j)) is given by the random variable
Gj := G(Θ
(j);Z1, . . . , ZM ) :=
1
M
M∑
i=1
∇Θϕ(Θ(j), Zi).
By (14) we have E[Gj ] = ∇Φ, yielding H3.
In the proof of Theorem 4 of Li and Orabona [2019], assumption H4’ is only used for the proof of
their Lemma 8. In particular, it is only used to show
E
[
max
1≤i≤T
‖∇Φ(Θi)−Gi‖2
]
≤ σ2(1 + log(T )), (15)
for a constant σ ∈ R. Instead of showing H4’, we directly show that (15) is satisfied. We have
E
[
max
1≤i≤T
‖∇Φ(Θi)−Gi‖2
]
≤ E
[
max
1≤i≤T
(
2‖∇Φ(Θi)‖2 + 2‖Gi‖2
)]
≤ 2B2∇Φ + 2E
[
max
1≤j≤T
1
M
M∑
i=1
‖∇Θϕ(Θ(j), Zi)‖2
]
≤ 2B2∇Φ + 2E[B2∇φ] =: σ2,
where in the second inequality we used Cauchy–Schwarz and in the last equality we used that
E[B2∇φ] < ∞, since S ∈ L2. In particular this implies that (15) is satisfied. For completeness
we also remark that H2 holds as well, since Φ is Lipschitz. Applying Theorem 4 of Li and Orabona
[2019] concludes the proof.
C Auxiliary results in the controlled ODE setting
Example C.1. We define u as a step function and V θ as a stepwise (with respect to its second
parameter) vector field
u(t) :=
m∑
i=1
i1[i,i+1)(t) + (m+ 1)1[m+1,∞)(t)
V θ(t, x) :=
m∑
i=1
1(i−1,i](t) (σi(fθi(x)) − x) + 1(m,∞)(t)
(
fθm+1(x)− x)
Here, θ = (θ1, . . . , θm+1) is the concatenation of all the weights needed to define the affine neural
network layers, and σi and fθi are defined as in Section 3.1. However, by abuse of notation, we
assume that each fθi : R
ℓ → Rℓ, using “0-embeddings” wherever needed and similar for σi.
Evaluating (4), which amounts to computing the (stochastic) integral with respect to a step function,
we get
Xθ,xt = x+
m+1∑
i=1
1{i≤t}V θ(i,X
θ,x
i− ) (u(i)− u(i−))
= x+
m+1∑
i=1
1{i≤t}
(
σi(fθi(X
θ,x
i− ))−Xθ,xi−
)
,
where we use σm+1 := id. Solving the sum iteratively, we get for 1 ≤ i ≤ m+ 1 =: T ,
Xθ,x0 = x, X
θ,x
i = σi ◦ fθi ◦ · · · ◦ σ1 ◦ fθ1(x),
in particular,Xθ,xi is the output of the i
th layer of the neural networkNΘm+1 defined in (2).
Remark C.2. If ∂xV
θ
i (t, x) is continuously differentiable with respect to θ, then Schwarz’s theo-
rem, as for example outlined in Chapter 2.3 of Ko¨nigsberger [2013], implies that ∂θ∂xV
θ
i (t, x) =
∂x∂θV
θ
i (t, x). In particular, the bounding constantsB∂xθV and B∂θxV are equal.
Remark C.3. Comparing the theorems of Section 4 to the theorems of Section 3, we see that here
we did not make assumptions on the boundedness of Ω. As we discussed before, the controlled ODE
setting (4) is a generalization of the setting in Section 3, hence, Theorem 4.2 and 4.3 can be applied
to a classical DNN. Does this mean that the assumption of Ω being bounded is in fact unnecessary?
The answer is no, because for the assumptions (6) on the vector fields Vi to be satisfied in the case of
DNN, it is necessary to assume that Ω is bounded. In that sense, this assumption is now just hidden
inside another assumption.
Furthermore, it is easy to see that the constants estimated in Theorem 3.2 and 3.5 are smaller than
the respective constants that we get from Theorem 4.2 and 4.3.
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D Proofs in the controlled ODE setting
For the proofs of the Lipschitz results we extensively use the following stochastic version of
Gro¨nwall’s Inequality, which is presented as Lemma 15.1.6 in Cohen and Elliott [2015].
Lemma D.1. Let Y be a (1-dimensional) ca`dla`g process, U an increasing real process and α > 0
a constant. If for all 0 ≤ t ≤ T ,
Yt ≤ α+
∫ t
0
Ys−dUs,
then Yt ≤ αE(U)t for all 0 ≤ t ≤ T .
Here E(U) is the stochastic exponential as defined in Definition 15.1.1 and Lemma 15.1.2 of
Cohen and Elliott [2015]. Note also that 0 ≤ E(U)t ≤ exp(Ut) holds, if no jump of U is smaller
than −1, i.e. ∆Us ≥ −1 for all 0 ≤ s ≤ t.
Remark D.2. If ∂xV
θ
i (t, x) is continuously differentiable with respect to θ, then Schwarz’s theo-
rem, as for example outlined in Chapter 2.3 of Ko¨nigsberger [2013], implies that ∂θ∂xV
θ
i (t, x) =
∂x∂θV
θ
i (t, x). In particular, the bounding constantsB∂xθV and B∂θxV are equal.
Proof of Theorem 4.2. Starting from (4) we get
‖Xθt ‖ ≤ ‖x‖+
∥∥∥∥∥
d∑
i=1
∫ t
0
V θi
(
s,Xθs−
)
dui(s)
∥∥∥∥∥
≤ ‖x‖+
∫ t
0
max
1≤i≤d
‖V θi
(
s,Xθs−
)‖dυ(s)
≤ ‖x‖+
∫ t
0
BV (1 + ‖Xθs−‖)dυ(s)
= ‖x‖+BVBυ +
∫ t
0
‖Xθs−‖dυ˜(s),
where υ˜ = BV υ. Hence, Lemma D.1 implies that for 0 ≤ t ≤ T ,
‖Xθt ‖ ≤ (‖x‖+BVBυ)E(BV υ)t
≤ (‖x‖+BVBυ) exp(BVBυ) = BX ,
using the fact that all the jumps of u are positive, since u is increasing. In the following we do
the same for (5) and (16), showing that the first and second derivatives of XθT with respect to θ are
bounded, which implies that θ 7→ XθT and θ 7→ ∂XθT are Lipschitz continuous on Ω with these
constants. Using all the given bounds and using that ‖∂xVi‖ is bounded by the Lipschitz constant
LVx , we obtain from (5) the following inequality:
‖∂Xθt ‖ ≤ B∂θV (1 +BpθX )Bυ +
∫ t
0
LVx‖∂Xθs−‖dυ(s).
Hence, by Lemma D.1, we have for 0 ≤ t ≤ T ,
‖∂Xθt ‖ ≤ B∂θV (1 +BpθX )Bυ exp(LVxBυ) = LX ,
which therefore is a Lipschitz constant of the map θ 7→ XθT . Similarly, we need the corresponding
ODE for the second derivative of Xθt with respect to θ in order to obtain the Lipschitz constant of
the map θ 7→ ∂XθT . Assuming that all needed derivatives of V θi exist, similarly to (5), we obtain the
ODE for the second derivative
d∂θθX
θ
t =
d∑
i=1
[
∂θθV
θ
i
(
t,Xθt−
)
+ ∂xθV
θ
i
(
t,Xθt−
)
∂Xθt− + ∂θxV
θ
i
(
t,Xθt−
)
∂Xθt−
+ ∂xxV
θ
i
(
t,Xθt−
)
∂Xθt−∂X
θ
t− + ∂xV
θ
i
(
t,Xθt−
)
∂θθX
θ
t−
]
dui(t),
∂θθX
θ
0 = 0 ∈ Rℓ×n×n.
(16)
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Here, we have an equation for tensors of third order. We implicitly assume that for each term the
correct tensor product is used, such that the term has the required dimension. Writing down the
equation component wise clarifies which tensor products are needed. Observe that (16) is also a
linear ODE, and therefore, by Theorem 7 of Chapter V in Protter [1992], a unique solution exists.
Finally, for (16) we get
‖∂θθXθt ‖ ≤ Cθθ +
∫ t
0
LVx‖∂θθXθs−‖dυ(s).
Hence, by Lemma D.1, we have for 0 ≤ t ≤ T ,
‖∂θθXθt ‖ ≤ Cθθ exp(LVxBυ) = L∂X ,
which is therefore a Lipschitz constant of θ 7→ ∂XθT .
Proof of Theorem 4.3. We first prove that for a random variable Z = (Zx, Zy) ∼ P, the function
φ : Ω→ R, θ 7→ φ(θ) := ϕ(θ, Z),
and its gradient ∇φ := ∇Θφ are Lipschitz continuous with integrable constants. In the following,
LX and L∂X are as defined in the proof of Theorem 4.2, except that ‖x‖ is now exchanged with S
(in the definition of BX ). Let θ, θ¯ ∈ Ω. Then
‖φ(θ) − φ(θ¯)‖ = ‖g(Xθ,ZxT , Zy)− g(X θ¯,ZxT , Zy)‖
≤ LgLX‖θ − θ¯‖,
which shows the first part of the claim. We define Lφ := LgLX and also notice that, by Lipschitz
continuity of φ, it follows that the gradient∇φ is bounded by Lφ. Furthermore, we have
‖∇φ(θ)−∇φ(θ¯)‖ = ‖∂xg(Xθ,ZxT , Zy)∂Xθ,ZxT − ∂xg(X θ¯,ZxT , Zy)∂X θ¯,ZxT ‖
≤ (L∂xgL2X + LgL∂X)‖θ − θ¯‖,
where we used again the technique to introduce intermediate terms and split up the norm using the
triangle inequality. Defining L∇φ := (L∂xgL
2
X + LgL∂X), this shows the second part of the claim.
Since E[Sp] <∞, it follows that Lφ, L∇φ ∈ L1(P).
Using this and the same steps as in the second part of the proof of Theorem 3.5, we now get that Φ
and ∇Φ are Lipschitz continuous with constants LΦ = E[Lφ] and L∇Φ = E[L∇φ] and that ∇Φ is
bounded by B∇Φ := LΦ.
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