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Abstract 
 
Ubiquitous Data Mining is the process of analysing data emanating from distributed and 
heterogeneous sources in the form of a continuous stream with mobile and/or embedded devices. 
Unsupervised learning is clearly beneficial for initial understanding of data streams, and 
consequently various clustering algorithms have been developed and applied in UDM systems for 
the purpose of mining data streams. However, unsupervised data mining techniques require 
human intervention for further understanding and analysis of the clustering results. This becomes 
an issue as UDM applications aim to support mobile and highly dynamic users/applications and 
there is a need for real-time decision making and interpretation of results. In this paper we present 
an approach to automate the annotation of results obtained from ubiquitous data stream clustering 
to facilitate interpreting and use of the results to enable real-time, mobile decision making. 
 
1. Introduction 
 
Ubiquitous Data Mining is the process of analysing data emanating from distributed and 
heterogeneous sources in the form of a continuous stream with mobile and/or embedded devices. The 
ever-increasing computational capacity of small devices presents an exciting new opportunity for 
intelligent data analysis in applications and scenarios where the data is continuously streamed to the 
device [19] [16] and where there are temporal and other constraints (e.g. real-time information needs of 
mobile users) that necessitate the paradigm of analysis “anytime, anywhere” [24, 16]. 
In the last two years, UDM has made rapid strides and there are now techniques that have been 
developed to accurately and efficiently analyse rapid data streams in resource-constrained devices that 
have limited memory and processing capabilities [19, 16, 13, 14]. UDM algorithms aim to perform 
typical analysis tasks in an uncharted operational context that is characterised by one or more of the 
following constraints: limited computational resources, mobility (of users, devices and data sources 
themselves) and data that is generated and sent in real-time in a stream format with little or no potential 
for persistent storage. Typical application scenarios of UDM include: 
1. Road Safety - Performing real-time analysis of sensory data in moving vehicles for crash prevention 
is emerging as a key application for UDM in Intelligent Transportation Systems as demonstrated in 
[16, 17]. 
2. Sensor Networks - Continuously monitoring and analysing status information received from sensors 
deployed in the Great Barrier Reef in order to reduce satellite communication by sending 
aggregated information rather than raw data generated from a myriad of sensor nodes [6]. Another 
application for UDM is where learning algorithms are used in conjunction with sensor toolkits such 
as MOTES™ to monitor the health of pigs in farms [5]. There are two sub-classes of sensor 
network applications of UDM – those where the sensors are stationary (such as the pig farm 
scenario) and those where the sensors themselves are mobile (e.g. sensors used in space exploration 
[23] or bio-sensors that are used to monitor schools of fish or sensors placed on animals).  
3. Mobile Users - There are several applications that target the use of UDM to support intelligent and 
real-time information delivery to mobile users. For example, MobiMine is a system that allows a 
mobile stockbroker to monitor a portfolio from streamed stock market data while travelling [19], a 
travelling salesperson performing customer profiling [10], and the emerging class of mobile 
healthcare workers who require analytical and predictive models to support diagnosis. 
The preceding applications clearly indicate the usefulness and possibilities that the emergence of 
ubiquitous data mining provides in addressing a class of real-world problems that was hitherto 
infeasible. It must be noted that within the gamut of UDM applications, there are applications that 
focus on analysing and building models of the rapid data streams, applications that focus on applying 
predictive models in a rapidly changing context and applications that combine the two approaches. It is 
also evident that there is a continuum with respect the levels of mobility and user interaction in these 
applications.  
Unsupervised learning is clearly beneficial for initial understanding of data streams, and consequently 
various clustering algorithms have been developed and applied in UDM systems [6] [19] [16] for the 
purpose of mining data streams. However, unsupervised data mining techniques require human 
intervention for further understanding and analysis of the clustering results. This becomes an issue as 
UDM applications aim to support mobile and highly dynamic users/applications and there is a need for 
real-time decision making and interpretation of results. One option is, therefore, to perform exploratory 
unsupervised learning off-line, subsequently develop classificatory models and then apply them to 
ubiquitous data streams. In this paper, we propose an approach wherein we aim to develop an 
intermediary approach to transition from unsupervised clustering of ubiquitous data streams to 
interpreting and using the results in an online and continuous manner in a mobile device/environment. 
We extend our online and resource-aware ubiquitous data stream clustering algorithm – Light-Weight 
Clusteing (LWC) [12][15] with support for labelling of clusters in real-time using fuzzy rules based on 
domain/expert knowledge. We then formalise a fuzzy classificatory process that uses the dynamically 
labelled clusters on-board the mobile device. This model enables UDM users/applications to 
understand and apply the results from the clustering process in a dynamic and continuous process. We 
demonstrate the validity of our approach in an UDM application in the domain of road safety where we 
establish drunk-driving behaviour accurately and efficiently.  
The paper is organised as follows. In Section 2, we review data stream clustering techniques. In Section 
3, we present a conceptual overview and formalisation of our approach. Section 4 presents evaluation 
of our model in a road safety application. Section 5 concludes the paper.  
 
2. Related Work 
 
Several algorithms have been proposed for clustering data streams using sampling, creating data 
synopsis and approximation techniques. The following is a brief survey of each of these algorithms. 
Guha et al. [9] [8] have studied clustering data streams using K-median technique. Their algorithm 
makes a single pass over the data and use small space. It requires O(nk) time and O(n) space where 
“k” is the number of centers, “n” is the number of points and <1. The algorithm is not implemented, 
but the analysis of space and time requirements of it is studied analytically. They have proved that any 
k-median algorithm that achieves a constant factor approximation can not achieve a better run time 
than O(nk). The algorithm starts by clustering a calculated size sample according to the available 
memory into 2k, and then at a second level, the algorithm clusters the above points for a number of 
samples into 2k and this process is repeated to a number of levels, and finally it clusters the 2k clusters 
to k clusters. 
Babcock et al. [3] have used exponential histogram EH data structure to enhance Guha et al. [8] 
algorithm. They have used the same algorithm described above, however the algorithm attempts to 
address the problem of merging clusters when the two sets off cluster centers to be merged are far apart 
by marinating the EH data structure. They have studied their proposed algorithm analytically. 
Charikar et al [4] have proposed a k-median algorithm that overcomes the problem of increasing 
approximation factors in the Guha et al. [8] algorithm with the increasing in the number of levels used 
to result in the final solution of the divide and conquer algorithm. This technique has been studied 
analytically.  
Domingos et al. [7] have proposed a general method for scaling up machine learning algorithms. This 
method depends on determining an upper bound for the learner’s loss as a function in number of 
examples in each step of the algorithm. They have applied this method to K-means clustering in their 
algorithm Very Fast K-Means VFKM and decision tree classification VFDT techniques. These 
algorithms have been implemented and tested on synthetic data sets as well as real web data. The 
VFKM runs as a sequence of K-means executions with each run uses more examples than the previous 
one until a calculated statistical bound is satisfied.  
O’Challaghan et al. [22] have proposed STREAM and LOCALSEARCH algorithms for high quality data 
stream clustering. The STREAM algorithm starts by determining the size of the sample and then applies 
the LOCALSEARCH algorithm if the sample size is larger than a pre-specified statistical measure. This 
process is repeated for each data chunk. Finally, the LOCALSEARCH algorithm is applied to the cluster 
centers generated in the previous iterations. 
Aggarwal et al. [1] have proposed a framework for clustering data steams called CluStream algorithm. 
The proposed technique divides the clustering process into two components. The online component 
stores summary statistic about the data streams. These summarized statistics form what so called 
micro-clusters and the offline phase performs clustering on the generated micro-clusters according to a 
number of user preferences such as the time frame and the number of clusters. A number of 
experiments on real datasets have been conducted to prove the accuracy and efficiency of the proposed 
algorithm. They [2] have recently proposed HPStream; a projected clustering for high dimensional data 
streams. HPStream has outperformed CluStream in recent results.  
Keogh et al [18] have proved empirically that most cited clustering time series data streams algorithms 
proposed so far in the literature come out with meaningless results in subsequence clustering. They 
have proposed a solution approach using K-motif to choose the subsequences that the algorithm can 
work on.  
In the context of ubiquitous data stream mining applications, clustering techniques have been used in 
VEDAS [16] – a system that monitors vehicles on the road. The focus is on outlier detection. We have 
developed a class of resource-aware ubiquitous data stream analysis techniques that adapt the accuracy 
of the results to the available computational resources on mobile and embedded devices [12]. We have 
developed a suite of algorithms that include a light-weight clustering algorithm (LWC), a light-weight 
classification algorithm (LWClass) and a light-weight frequent items analysis algorithm (LWF) [12]. In 
this paper we present our extensions to LWC that enable on-line labelling of clusters through fuzzy 
rules and subsequent fuzzy classification of ubiquitous data streams using the labelled clusters. It is 
noteworthy that the fuzzy rule based labelling and classification can be integrated with ubiquitous data 
stream clustering processes in general. 
 
3. A Fuzzy Approach for Interpreting and Applying UDM Clustering  
 
Online clustering, while a very valuable technique for dealing with unknown data streams, is 
insufficient for many UDM applications. Online classification, on the other hand, is far more suitable 
for applications which require time-critical decision making. However, to achieve stable classification 
models a considerable amount of training data is necessary. The classification models are built offline 
and require a considerable amount of time and resources. These are luxuries which many UDM 
applications do not posses. 
Our model addresses the three main constraints in performing meaningful analysis of data streams on 
mobile devices: 
1. The lack of computational resources. 
2. The need for time-critical decision making. 
3. The possible lack of relevant training data. 
We have chosen to apply a fuzzy approach to our model. The benefits of the fuzzy approach are two-
fold; they help us achieve real-time decision making, and allow a degree of uncertainty and fuzziness at 
the classification stage. Time-critical decision making is achieved by utilising fuzzy logic principles to 
express human expert knowledge, thereby facilitating the automated interpretation of clustering results. 
Allowing a degree of uncertainty at the classification stage makes the model more robust and flexible, 
and more able to handle a variety of complex data. Since the classification results are not clear-cut and 
absolute, a wider spectrum of possible interpretation is available, as well as possible complimentary 
actions. 
We propose a three-stage model for intelligent data analysis of data streams on mobile devices, as 
shown in Figure 1 In the first stage, online clustering of incoming data streams will be performed, 
using an incremental clustering algorithm. Our particular contribution involves the second and third 
stages. In the second stage, fuzzy logic principles will be used to label the resulting clusters based on 
domain/expert knowledge. In the third stage of the model, the online classification stage, new incoming 
data streams will be assigned to the labelled clusters using notions of fuzzy degree of membership. 
 
 
Figure 1: A model for applying a fuzzy logic approach to UDM 
 
3.1 Fuzzy Labelling 
 
The first stage of the model stage involves the online clustering of data streams. As discussed earlier, 
there are a number of algorithms which tackle the challenges of clustering data streams [9] [11] [15] 
[12]. In our model, we have chosen to use the Light Weight Clustering (LWC) algorithm, presented in 
[12]. LWC is an incremental clustering algorithm, and the results of its clustering are represented as the 
clustering centres. Once we have attained the clustering results, the next step is to label them. 
In the second stage of our model we analyse the attained clustering results in conjunction with 
available expert/domain knowledge in the appropriate field, in order to interpret and annotate these 
results. Once we interpret the clustering results and label them, we can use these for online 
classification. Fuzzy logic systems often combine numerical or computational information with 
linguistic information, where linguistic information usually represents expert knowledge. In [21] fuzzy 
logic systems are described as systems which are capable of combining “objective knowledge” and 
“subjective knowledge”. In the case of our system, the “objective knowledge”, or numerical 
information, is the clustering models built at the online clustering stage. The “subjective knowledge”, 
or linguistic information, on the other hand, is the expert/domain knowledge available in the field in 
which the UDM application is developed.  
We use the expert knowledge to label the clustering results by constructing a knowledge base, as 
shown in Figure 2. The knowledge base is composed of rules which represent the expert/domain 
knowledge, or information. As long as the expert knowledge can be represented as rules it is viable to 
our model. The rules must relate to the particular attributes according to which the data streams are 
clustered, as well as to the final categories by which we later classify new, unseen, data items. 
 
 
Figure 2: Clustering to classification through fuzzy logic 
 
The attributes by which a clustering is done are always known beforehand, even if the types of classes 
themselves are not. In the case of a random clustering of a group of people, for example, the attributes 
for clustering can be height, weight, age and sex, or they could be salary, number of rooms in the house 
and number of children. In the first example, we might want to know if people are likely to suffer from 
high blood pressure, in which case a pertinent rule might be “the higher the weight, in relation to the 
height, the higher the likelihood of high blood pressure”, or “the higher the age, the higher the 
likelihood of high blood pressure” and so on for the rest of the attributes. We can then label the cluster 
which contains people who are older and have a higher weight-height ratio as those most likely to 
suffer from high blood pressure, and the cluster containing younger people with a lower weight-height 
ratio as the least likely to suffer from high blood pressure. The rest of the clusters in between can be 
rated on a curve. The rules relevant for the second example would be completely different and depend 
on the categories by which we want to classify the group of people, for instance, their socioeconomic 
status.  
 
3.2 Online Classification 
 
In the third stage of the model online classification will be performed, using the labelled clusters 
constructed at the in the previous stage. To achieve a more robust model, able to handle uncertainties 
and “fuzziness” in the data, we employ a fuzzy logic approach at the online classification stage. 
One of the characteristics of fuzzy logic, and in particular fuzzy sets, is that the question of 
membership to a set is not answered with a definitive yes or no but rather a degree of membership. This 
trait enables applications to have greater flexibility and allows a far wider range of actions based on the 
varying degrees of membership. For these reasons we have chosen to incorporate the notion of a degree 
of membership to our own model. The online classification of new incoming data items will not merely 
classify the data item to one class, but rather show the degree of probability of that data item belonging 
to each of the known classes. 
When classifying an incoming data stream item and assigning it to one of the available classes the 
following factors are considered: 
1. The distance of the new data item from the class centre. 
2. The weight, or size, of the class. 
3. The distance of the data item from the other class centres. 
It is important to note that when classifying a data item its relation to each of the classes is taken into 
consideration. The results of classification based on these factors will therefore include a degree of 
probability of the data item belonging to each of the classes. 
 
3.3 Formalization of the Algorithms 
 
In this section we present the formalization of the algorithms used in the cluster labelling stage and in 
the online classification stage. 
 
3.3.1 Formalization of Fuzzy Cluster Labelling 
 
For the purpose of our algorithm for cluster labelling, we have assumed that the knowledge base 
includes at least one expert rule regarding each clustering attribute. We have also assumed that each 
such rule would allow us to sort the clusters according to the particular attribute, or attributes, it 
pertains to. This algorithm is relevant in cases where the characteristic by which the labelling is done, 
and the eventual classification, can be categorised by varying degrees of strength, from the least to the 
most. 
The rules should be in the form of “IF - THEN” rules, where the antecedent of the rule represents the 
way an attribute, or attributes, affect the characteristic by which we classify. For instance, let us say we 
want to classify a number of data items according to the characteristic X, using the attributes A B and 
C. We may know that as the attribute A increases, so does X. This fact is represented using the 
following notation: 
IF Ai => Xi 
We may also know that as the attribute A increases and attribute B decreases, the characteristic X 
increases in strength. A way to represent this knowledge as expert/domain rules which can be used in 
our algorithm would be: 
IF Ai and Bd => Xi 
Where Ai stands for increases in attribute A and Ad stands for decreases in attribute A. 
Figure 3 shows the steps of the fuzzy cluster labelling algorithm as follows: 
1. Initialization and declaration of variables. 
2. The LWC function performs the LWC incremental clustering algorithm and returns a set of 
weighted cluster centres C = {c1, c2, …, cn}. 
3. The cluster centres are sorted according to each rule. The position of the cluster centre in each 
sort is maintained in a set S(ci) = {s1, s 2, …, s m} where si represents the position of the cluster 
ci in the ith sort. 
4. The total position of the cluster centre P(ci) is determined using S(ci) as follows: P(ci) 
= 
=
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To illustrate steps 3 and 4 we use the example rules from the above discussion (i.e. IF Ai => 
Xi and IF Ai and Bd => Xi). Let us add another rule: 
IF Cd => Xi. 
Now let us sort three cluster centres (CC1, CC2 and CC3) according to each rule: 
 
Table 1: Cluster centres sorted by rules 
Position Rule 1 Rule 2 Rule 3 
1 CC3 CC3 CC3 
2 CC1 CC2 CC1 
3 CC2 CC1 CC2 
 
We can now sum up the positions for each cluster centre, which is its overall Position: 
CC1 = 2+3+2 = 7 
 CC2 = 3+2+3 = 8 
 CC3 = 1+1+1 = 3 
5. The cluster centres are sorted by their total position, P(ci), from the lowest to the highest, or 
from the least to the most. Their labelling is according to the positions after the sort. 
  
 
Figure 3: Fuzzy cluster labelling algorithm 
 
The Algorithm presented above has a certain limitation in that it is to be confined to IF – THEN rules 
where the antecedent of the rule has either a direct or indirect proportional relation to the consequent, 
as shown in Figure 4. However, as the model develops, and more accurate real data is obtained, the 
rules in the knowledge base can be refined over time to be able to represent the type of information 
shown in Figure 5.  
 
 
Figure 4: A representation of simple direct or indirect relationship 
 
 
Figure 5: A representation of more complex information 
 
3.3.2 Formalization of Fuzzy Classification Algorithm 
 
Taking into consideration the three factors enumerated above: the distance of the data item from the 
cluster centre, the cluster’s size, and the distance of the data item from the other cluster centres, we 
have constructed a fuzzy classification algorithm for classifying incoming data items which includes a 
data item’s degree of membership in each of the known labelled clusters. 
 
As we stated, in the first stage we use the LWC incremental clustering algorithm for performing online 
clustering. The outcome of the LWC algorithm are the weighted cluster centres of the resulting 
1. Initialization/Declaration: 
a. Let LWC be a function performing the LWC clustering algorithm. 
b. Let R be a set of rules representing domain/expert knowledge 
Let m be the number of rules: R = {r1, r2, …, rm} 
Let ri represent the ith rule 
c. Let C be a set of cluster centres 
Let n be the number of cluster centres: C = {c1, c2, …, cn} 
Let ci represent the ith cluster centre: 
i. Let S(ci) be a set representing the position of the cluster 
centre in each sort by a rule:  
S(ci) = {s1, s 2, …, s m} 
Let si represent the position of the cluster centre in the ith 
sort (by the ith rule) 
ii. Let P(ci) be the overall position of the cluster centre 
after sorting according to the rules 
2. C = LWC() 
3. For i = 1 to m 
Sort cluster centres by each rule: Sort(C, ri) 
For j = 1 to n 
si(cj)= j 
Until Done 
Until Done 
4. For i = 1 to n 
For j = 1 to m 
 P(ci) = P(ci) + sj(ci) 
Until Done 
Until Done 
5. Sort cluster centres by overall position: Sort(C, P) 
 
clusters, where the weight of the cluster centre represents the size of the cluster. The cluster centres are 
then labelled according to expert/domain knowledge rules, and are, in effect, the classes to which we 
assign new data items. Our approach for calculating the distance of an item from each cluster and its 
degree of membership for each cluster is as follows: 
1. For each of the labelled clusters: 
Calculate the distance of the data item to the cluster centre. Merely calculating the 
distance of a data item from a cluster centre is insufficient, as we need to take into 
consideration the cluster’s size as well, or the number of items in the cluster, which is 
represented by the cluster’s weight. The weight can be perceived as a cluster’s 
gravitational pool on the data item. Taking it into consideration greatly reduces the affect 
of anomalies such as outliers. By multiplying the inverse distance to the cluster centre by 
the weight of the cluster, and dividing by the combined weight of all the cluster centres, 
we get an accurate and representative distance, or affiliation, of the data item to the 
particular cluster: 
Cx =

=
×
ntersnumberofce
i
weight
weight
dist
1
1
    (1) 
 
Figure 6: Fuzzy classification algorithm 
 
2. In order to get the probability of the data sample belonging to each of the clusters, we need to 
consider the distance of the data item to the cluster centre, in relation to its distance to the 
other cluster centres. We therefore  divide the result of the first step by the combined results of 
the first step of all the cluster centres, to get the degree of membership of the data item to the 
labelled cluster: 
1. Initialization/Declaration: 
a. Let C be a set of cluster centres 
Let m be the number of cluster centres: C = {c1, c2, …, cm} 
Let ci represent the ith cluster centre: 
i. Let A(ci) be a set of attributes 
Let n be the number of attributes: A(ci) = {a1, a2, …, an} 
Let ai represent the ith attribute of the cluster centre 
ii. Let W(ci) be the weight of the cluster centre (representing 
the size of the cluster) 
b. Let DI be a data item (note – each data item has the same attributes 
as those represented in the cluster centre)  
c. Let WS be the total weight of all the cluster centres 
d. Let D be the total distances between each of the data item’s 
attributes and the cluster centre’s attributes 
e. Let DW be a set representing the distance between a data item and 
each cluster centre, taking the cluster centre’s weight into account 
Let dwi represent the distance/weight of a data item to the ith 
cluster centre 
f. Let DWS be the total distance/weight between the data item and the 
cluster centres 
g. Let M be a set representing the degree of membership of a data item 
to each cluster centre 
Let mi represent the degrees of membership of a data item to the ith 
cluster centre 
2. For i = 1 to m 
WS = WS + W(ci) 
 Until Done 
3. For i = 1 to m 
D = 0 
For j = 1 to n 
D = D + ( aj(DI) - aj(ci) ) 
 Until Done 
dwi = (1 / D) * (W(ci) / WS) 
Until Done 
4. For i = 1 to m 
DWS = DWS + dwi 
 Until Done 
5. For i = 1 to m 
mi = (DW / DWS) * 100 
 Until Done 
cDegree of membership = 
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The fuzzy classification algorithm formalised in Figure 6 is as follows: 
1. Initialization and declaration of variables. 
2. The total weight of all the cluster centres is represented as WS. As the weight of each cluster 
centre is the number of items assigned to it, the combined weight of all the cluster centres 
actually represents the total number of data items clustered. 
3. For each cluster centre, the overall, representative, distance from it to the new data item, 
DW(ci), is calculated by combining the distances between each of the attributes, taking into 
account the weight of the cluster centre. Distance is calculated using (1). 
4. The total distance of the new data item from all the cluster centres is represented as  
 DWS = 
=
ustersnumberofcl
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)ci(             (3) 
5. The percentile degree of membership of the new data item to each labelled cluster is 
calculated by dividing the data item’s distance from the cluster centre, DW(ci), by the total 
distance, DWS. The Degree of membership is calculated using (2). 
 
 
4. Evaluation of the Model in a Road Safety Scenario 
 
As we discussed, we have created a model for using UDM techniques, in combination with fuzzy logic 
principles. We demonstrate the application and evaluation of this model in the field of road safety. In 
this section we will present the results of applying the labelled clusters based on fuzzy rules to facilitate 
online classification of data streams, in order to detect, and alert to, dangerous drunk driving behaviour. 
Our goal is to be able to make sense of previously unseen data. Rather then merely applying 
unsupervised data mining techniques to a new data sample, we use a fuzzy logic approach which 
enables us to classify the unseen data sample online, in real-time. 
For the purpose of evaluation, our algorithm is used in the case of drunk driving behaviour. The first 
step of the algorithm involves randomly generating data streams which emulate the kind of sensory 
data that can be obtained in a moving vehicle. Incremental clustering is then performed on the unseen 
data, on the on-board device, using the LWC algorithm [12], which is a lightweight one-look 
incremental clustering algorithm designed for operating in real time on resource constrained devices. 
The generated data is taken from a study presented in [20], where participants used a driving simulator 
with deferent degrees of blood alcohol concentration. The following response measures were recorded 
in the study: 
 
• Reaction time to peripheral signals (sec). 
• Correct responses to peripheral signals (number). 
• Speed deviation (mph). 
• Lane position deviation (ft). 
• Collisions (number). 
• Times over speed limit (number). 
 
In the second step of the algorithm, we transmit the clustering results to the server, where, using fuzzy 
logic, we combine these results with expert knowledge. This gives us labelled classes of drunk driving 
behaviour, ordered by the degree of drunkenness; from the least drunk to the most drunk. The third step 
of the algorithm is the online classification. The labelled classification models are sent back to the on-
board device, where they are used to classify new, unknown, data samples. 
As we discussed, in the first step of the algorithm we cluster generated data streams. The data is 
generated in such a fashion that every five minutes the behaviour of the driver is randomly changed. 
Using the data recorded in the [20] study, we generate four types of drunk driving behaviour; sober, 
borderline, drunk and very drunk, as shown in Figure 7. For each type, we randomly generate a value 
from a pre-defined range, obtained from the study, for each of the attributes mentioned above. 
 
 Figure 7: Screen shot of the Sensory Data Generator 
 
The data is then clustered on-board the device, as shown in Figure 8. After some testing, we have 
defined a threshold to the LWC algorithm which gives us optimal clustering results. The weight of a 
cluster centre represents the number of items in that cluster. The testing of the on-board device was 
done on iPAQ with 64 MB, running Microsoft Windows CE version 3.0.9348 with StrongArm 
processor as shown in Fig 5. The program has been developed using Microsoft embedded Visual C++ 
4.0. 
 
Figure 8: Screen shot of clustering results (using LWC) 
 
In the second step of the algorithm, the clustering centres are sent to the central server where, using 
expert knowledge, they are ordered by degree of drunkenness. The expert knowledge includes rules 
such as: 
• The higher the number of “Correct responses to peripheral signals”, the less drunk the driver. 
• The higher the number of “Times over speed limit” ”, the more drunk the driver. 
Figure 9 shows the labelling results. 
 
  
Figure 9: Screen shot of classes labelled by degree of drunkenness 
 
In the third stage of the algorithm the classification models are used on-board the device to classify 
new data items. Here again we apply the fuzzy logic approach. Instead of merely classifying a driver’s 
behaviour to one of the available classes, we find its degree of membership, or the probability it of 
belonging, to each of the classes. Figure 10 shows the classification results of two different, previously 
unseen, data samples. 
 
   
Figure 10: Screen shots of online classification results (samples 4 and 5 in Table 1) 
 
Table 2 shows the results of the classification of randomly generated new data samples. Each of the 
data sample was generated from one of the four original classes of driving behaviour mentioned above 
(Observed Behaviour). The classifying application is, of course, unaware of these classes, but it allows 
us to test our expected results. 
 
Table 2: Classification of different unseen data samples. 
 
Generated Attributes Expected Result 
 
Correct 
responses Collisions 
Times over 
speed limit 
Reaction 
time 
Speed 
deviation 
Lane 
deviation 
Observed 
Behaviour Class1 
(least 
drunk) 
Class2 Class3 
(most 
drunk) 
1 58 4 4 2.84 3.09 1.57 Sober 79.4% 
12.5
% 8.1% 
2 54 8 10 2.93 3.42 1.9 Drunk 21.5% 
52.2
% 
26.3
% 
3 49 10 12 3.08 3.54 1.98 Very Drunk 9.2% 9.5% 
81.3
% 
4 56 6 9 2.87 3.38 1.78 Borderline 26.6% 
61.3
% 
12.1
% 
5 48 9 13 3.05 3.6 2.01 Very Drunk 9.9% 
10.1
% 80% 
6 54 7 10 2.94 3.5 1.85 Drunk 20.8% 
55.8
% 
23.4
% 
 
We can make several observations from the results of the algorithm. Firstly, let us consider the results 
of the first stage and second stage of the algorithm. After the online clustering and offline labelling we 
ended up with three classes of driving behaviour with varying degrees of drunkenness, from least drunk 
to most drunk, even though we originally generated the data as four distinct driving behaviour classes. 
This is because the difference between the borderline and the drunk driving behaviour is difficult to 
distinguish, while the distinction between these two classes and the sober and very drunk behaviour 
classes is very clear. 
How then do we know which driver is borderline drunk and which driver certainly is drunk? This is 
helped by the results of the third stage of the algorithm. Because we have the degree of membership to 
each class of behaviour, if a new data sample has the highest degree of membership to class number 2 
(which includes borderline and drunk driving), we can determine the level of drunkenness by observing 
to which of the other to classes that sample has a higher degree of membership. We can see, for 
instance, that both the second and fourth test samples in Table 2 have the highest probability of 
belonging to class number 2. However, for the fourth sample, the second highest probability is of 
belonging to class number 1 (sober), while the second sample has the second highest probability of 
belonging to class number 3 (very drunk). This tells us that the driver from the second sample is 
drunker than the driver in the fourth sample. Appropriate action can now be taken; for the less drunk 
driver, a local warning might suffice, while for the driver who displays the more serious attributes of 
drunk driving, a more general alarm, perhaps to other cars in the vicinity, is required. 
It is evident that our method of combining UDM techniques with a fuzzy logic approach provides 
results which are easily comprehensible, and which allow for an immediate, as well as appropriate, 
respond, without the need of human intervention. While other similar applications require human 
experts to evaluate results and perhaps recommend a response, we include human knowledge and 
expertise as part of the application, thereby, “cutting the middleman”. 
 
5. Conclusions  
 
In this paper, we have proposed a model which enables the transition from the clustering models 
obtained from mining data streams to interpretable and applicable classificatory models, through a 
continuous, online operational process. Our model addresses the three main constraints in performing 
meaningful analysis of data streams on mobile devices: 
• The lack of computational resources. 
• The need for time-critical decision making. 
• The possible lack of relevant training data. 
In our model, we have employed a fuzzy approach to address the issue of dynamic interpretation and 
classification of data. The benefits of our fuzzy approach are two-fold: 
• The incorporation expert/domain knowledge to the data analysis process helps us achieve 
time-critical decision making. 
• Allowing a degree of uncertainty and fuzziness at the classification stage helps us achieve 
more flexible and robust models, which permit a greater scope of action. 
In order to illustrate the feasibility and demonstrate the validity of our proposed model we have applied 
it to the field of road safety. In particular, we have employed our three-stage model for fuzzy data 
analysis to the task of monitoring dangerous driving behaviour on-board vehicles, using mobile 
devices. Our model for performing intelligent data analysis on-board resource constrained devices in 
real time is particularly suited to the task of monitoring dangerous driving behaviour, as it enables 
online mining of sensory data, dynamic result interpretation and real time decision making, which are 
crucial  to accident prevention. 
For the purpose of evaluation, our implementation concentrated on the case of drunk driving behaviour. 
Using our prototype implementation we have demonstrated the accuracy and sensitivity of our model 
for performing online classification using dynamically labelled clustering results. Our prototype 
produced results which are easily comprehensible, and which allow for an immediate and appropriate 
respond, without the need of human intervention. 
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