Let Q 1 (λ h , λ ξ , β 0 , h, ξ) denote the objective function in (19) and Q 2 (λ, β 0 , h, ξ) denote the objective function in (20) . suppose (β 0 ,h,ξ) is the local maximizer of Q 1 (λ h , λ ξ , β 0 , h, ξ), we would like to show that (β 0 ,ĥ,ξ) = (β 0 , λ 2 hh , 1 λ 2 hξ ) is a local maximizer of Q 2 (λ, β 0 , h, ξ).
Since (β 0 ,h,ξ) is the local maximizer of (19), there exist δ > 0, such that for any (β 0 , h, ξ) satisfying β 0 −β 0 1 + h−h 1 
Hence,
Therefore, (β 0 ,ĥ,ξ) = (β 0 , λ 2
is a local maximizer of Q 2 (λ, β 0 , h, ξ). Similarly, we can show the reverse.
Proof of Lemma 2
(a) Ifĥ j = 0, thenβ j = 0 is obvious.
(b) We prove (b) by contradiction. Suppose there exists j such thatĥ j = 0 and
We first consider the case of C > 1. Leth j =ĥ j ,ξ j =ξ j for j = j , andh j = δ ĥ j ,ξ j = 1 δ ξ j , where δ satisfies 1 < δ < C and is very close to 1 such that |h j −ĥ j |+ ξ j −ξ j 1 < δ for some δ > 0. Then, we have
Therefore, for any δ > 0, we can findh,ξ such that h −ĥ 1 + ξ −ξ 1 < δ and Q 2 (λ,β 0 ,h,ξ) > Q 2 (λ,β 0 ,ĥ,ξ). These contradict the fact that (ĥ,ξ) is a local maximizer of (20).
For the case of 0 < C < 1, there are similar results, we omit here. Hence, we obtain the result that ifĥ j = 0, thenβ j = 0 andĥ j = λ β j
Proof of Theorem 1
Let Q 3 be the corresponding criterion in equation (21) . Suppose (ĥ,ξ) is a local maximizer of Q 2 (λ, h, ξ). We first show thatβ, whereβ m j =ĥ jξm j , is a local maximizer of Q 3 (λ, β), i.e. there exists a δ such that if β 1 < δ then Q 3 (λ,β + β) ≤ Q 3 (λ,β).
We denote β = β (1) + β (2) , where β (1) j = 0 if β j 1 = 0 and β (2) j = 0 if β j 1 = 0, we have
1 . Now we show that there exists δ > 0, such that for any β 1 < δ , Q 3 (λ,β + β) ≤ Q 3 (λ,β). By Lemma 2, for j = 1, 2, · · · , p, we have ifĥ j = 0, thenβ j = 0,ĥ j = λ β j
and ifĥ j = 0, thenξ j = 0. Furthermore, ifĥ j = 0, let
and ifĥ j = 0, letĥ j = 0,ξ j = 0. then we have Q 2 (λ,ĥ,ξ) = Q 3 (λ,β) and Q 2 (λ,ĥ ,ξ ) = Q 3 (λ,β + β (1) ). Therefore, we only need to show that Q 2 (λ,ĥ ,ξ ) ≤ Q 2 (λ,ĥ,ξ). Since (ĥ,ξ) is a local maximizer of Q 2 (λ, h, ξ) , there exists δ > 0, for anyĥ ,ξ satisfying ĥ −
where D = max{|β m j | : |β m j | = 0}. Therefore, there exists a small enough δ , if
then, due to the local maximality,
Next we show Q 3 (λ,β + β (1) + β (2) ) ≤ Q 3 (λ,β + β (1) ). By the mean value theorem, we have Q 3 (λ,β + β (1) + β (2) ) −Q 3 (λ,β + β (1) 
whereβ is a vector betweenβ + β (1) + β (2) andβ + β (1) . Since β (2) 1 < δ is small enough, the second term plays a major role in (23) and is larger than the first term, hence we have Q 3 (λ,β + β (1) + β (2) ) ≤ Q 3 (λ,β + β (1) ).
Overall, we can conclude that there exists a small enough δ > 0, if β 1 < δ , then
which means thatβ is a local maximizer of Q 3 (λ, β). Similarly, we can show that ifβ is a local maximizer of Q 3 (λ, β), and if we let
then (ĥ,ξ) is a local maximizer of Q 2 (λ, h, ξ) . We omit the detailed proof process here.
Proof of Theorem 2
By the Theorem 1, we can see that under certain conditions, the meta-Half method and the L 1/2 regularization method are equivalent, so we only need to study the theoretical properties of the L 1/2 regularization method. According to the Theorem 1 in Xu et al. [1] , Fan [2] has shown the sparsity and unbiasedness of the L 1/2 regularizer. Knight [3] studied the asymptotic normal property of the L 1 type regularizers, in essence, he has proved that the L 1/2 regularizer has the Oracle property. Therefore, the L 1/2 regularizer possesses sparsity, unbiasedness and Oracle properties. In conclusion, theorem 2 is proved.
