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ATLAS measurements of the production of muons from heavy flavor decays in
√
sNN =
2.76 TeV Pb+Pb collisions and
√
s = 2.76 TeV pp collisions at the LHC are presented.
Integrated luminosities of 0.14 nb−1 and 570 nb−1 are used for the Pb+Pb and pp measure-
ments, respectively. The measurements are performed over the transverse momentum range
4 < pT < 14 GeV and for five Pb+Pb centrality intervals. Backgrounds arising from in-flight
pion and kaon decays, hadronic showers, and mis-reconstructed muons are statistically re-
moved using a template fitting procedure. The heavy flavor muon differential cross-sections
and per-event yields are measured in pp and Pb+Pb collisions, respectively. The nuclear
modification factor, RAA, obtained from these is observed to be independent of pT, within
uncertainties, and to be less than unity, which indicates suppressed production of heavy
flavor muons in Pb+Pb collisions. For the 0–10% most central Pb+Pb events, the measured
RAA is ∼ 0.35. The azimuthal modulation of the heavy flavor muon yields is also measured
and the associated Fourier coefficients vn for n=2, 3 and 4 are given as a function of pT and
centrality. They vary slowly with pT and show a systematic variation with centrality that is
characteristic of other anisotropy measurements. The measured RAA and vn values are also
compared with theoretical calculations.
We also present the ATLAS di-muon azimuthal correlation from heavy flavor decay in
√
sNN = 5.02 TeV Pb+Pb collisions and
√
s = 5.02 TeV pp collisions. Heavy flavor muons
with 4 < pT < 8 GeV are selected. The azimuthal correlations are measured for both same
sign muon pairs and opposite sign muon pairs. Comparing with the azimuthal correlations
in pp data, Pb+Pb results are observed to have more broadening. Central collisions are also
more broadened than peripheral collisions. The integrated luminosities used in the dimuon
measurement are 26 pb−1 for the pp data and 0.49 nb−1 for the Pb+Pb data.
In ultra-relativistic heavy-ion collisions, dilepton pairs may be produced through the
interaction of the large electromagnetic fields of the nuclei. A measurement of γγ → µ+µ−
in inclusive Pb+Pb collisions at
√
sNN = 5.02 TeV using 0.49 nb
−1 is presented in this
thesis. The contribution from background sources of dimuons is removed using a template
fit method. The angular and transverse momentum correlations between the muons are
measured as a function of collision centrality. In peripheral collisions, the muons exhibit a
strong back-to-back correlation consistent with previous measurements of dimuon production
in ultra-peripheral collisions. The correlations are observed to broaden significantly in central
collisions. The modifications are qualitatively consistent with attenuation of the muons while
passing through the hot matter produced in the collision.
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Heavy quarks, especially bottom quarks, provide an important probe of the properties of the
quark gluon plasma created in high-energy nuclear (A+A) collisions [126, 124, 91, 125, 92,
123, 88]. The masses of the charm and bottom quarks are much larger than the temperatures
attained in the plasma T ∼ 200 − 500 MeV (see [31] and references therein). As a result,
the heavy quarks are mostly produced early in the collision at rates that are, in principle,
calculable using perturbative QCD and their subsequent interactions with the plasma yield
experimentally observable signatures. At high transverse momenta, pT  mb, heavy quarks
are thought to lose energy similar to light quarks but with mass-dependent modifications
to the pattern of collisional and radiative energy loss [75, 73, 32, 74, 91, 81, 80]. At lower
transverse momenta, pT . mb, the quarks are thought to diffuse in the plasma [62, 125, 88]
losing energy and partially thermalizing [107, 126]. As a result of their interactions with the
collectively expanding medium, the heavy quarks may acquire an azimuthal anisotropy due to
the collective expansion of the medium. Previous measurements of heavy flavor production in
A+A collisions at RHIC and the LHC using semi-leptonic decays [113, 114, 21, 26] and direct
reconstruction of heavy flavor mesons [22, 24, 25] have shown both substantial suppression
in the yield of heavy quarks due to energy loss and the significant azimuthal anisotropy.
Measurements of the heavy quark yield and azimuthal anisotropy in Pb+Pb collisions at the
1
2LHC can provide valuable constraints on plasma transport parameters such as the heavy
quark diffusion coefficient and, potentially, distinguish between weak and strong coupling
models for heavy quark interactions in the plasma [92, 60, 85, 93, 109, 66].
The yield of particles produced in hard-scattering processes in A+A collisions is often













where η is the pseudorapidity, the numerator is the differential per-event yield in A+A
collisions for a given centrality interval, the denominator is the pp cross-section for produc-
ing the given particles, and 〈TAA〉 represents the nuclear overlap function averaged over the
centrality interval. In the absence of a significant modification to the nuclear parton dis-
tributions and of final-state interactions of the outgoing partons, the RAA should be unity.
Measurements of the production of vector bosons [41, 69, 67, 46, 43] in Pb+Pb collisions
at the LHC have verified this expectation. In contrast, measurements of the RAA for jets
[48, 17] and single hadrons [68, 23, 45] have shown a centrality-dependent suppression that is
understood to result from the energy loss of the parent quarks and gluons (see [87, 104, 61]
and references therein). Measurements of D meson production in Pb+Pb collisions at the
LHC [22] have shown a centrality- and pT-dependent suppression similar to that observed for
single hadrons. A measurement of B production using displaced J/ψ mesons has also shown
significant suppression [70]. Separate measurements of the production of forwarding heavy
flavor electrons [110] and muons [21] that are predominantly produced in semi-leptonic B
and D meson decays yielded RAA values that were significantly larger than those observed
for inclusive hadrons. However, the limited statistics of the displaced J/ψ and forward muon
measurements are insufficient for precision tests of theoretical calculations.
The azimuthal anisotropy of particles produced in an A+A collision is often characterized












2vn cos (n [φ− Φn])
)
, (1.2)
where Φn represents the event plane angle for the n-th harmonic. In non-central collisions,
the azimuthal anisotropy is usually dominated by the n = 2 term due to the spatial anisotropy
of initial state in the transverse plane that results from the non-zero impact parameter.
Measurements of single-hadron [8, 39, 9, 63] and identified hadron [14, 12] v2 values in
Pb+Pb collisions at the LHC show significant elliptic flow that can be well reproduced by
hydrodynamic calculations. This result and similar results from RHIC provide the basis for
the conclusion that the medium created in heavy ion collisions is strongly coupled. The
elliptic flow of heavy flavor mesons depends both on the coupling of the heavy quark with
the medium and transfer of the collective motion of the medium to the heavy meson in the
hadronization process [83]. The measurements of D meson elliptic flow at the LHC [24, 25]
yield v2 values that are similar to those measured for light hadrons while the forward heavy
flavor v2 measured using semi-leptonic decays to muons show significantly smaller v2 values.
However, those measurements are statistically limited and, thus, do not provide stringent
constraints on theoretical calculations of the heavy flavor elliptic flow.
This thesis presents ATLAS measurements of heavy flavor muon production in pp col-
lisions at
√




= 2.76 TeV [122, 120]. The
measurement is co-authored with Soumya Mohapatra and Brian Cole. The measurements
were performed using data sets with integrated luminosities of 4.0 pb−1 and 0.14 nb−1 for
the pp and p+Pb data, respectively. The measurements are performed for several intervals of
collision centrality, characterized using the total transverse energy measured in the forward
calorimeters and for different pT intervals spanning the range 4<pT<14 GeV. Heavy flavor
muons are statistically separated from background muons resulting from pion and kaon de-
cays and hadronic interactions using an “energy loss” variable that compares the momenta
4of the muons measured in the inner detector and muon spectrometer. Over the pT range
of the measurement, the residual irreducible contamination of non-heavy flavor muons to
the measurement, is .1% including contributions from J/ψ decays [35]. The heavy flavor
muon differential per-event yields in Pb+Pb collisions and differential cross-sections in pp
collisions measured over the rapidity interval, |y| < 1, are used to calculate the heavy flavor
muon RAA as a function of pT in different Pb+Pb centrality intervals. In addition, the heavy
flavor muon vn is measured over |y| < 2 as a function of pT and collision centrality using the
event-plane method with the second-order event plane angle, Ψn, measured in the forward
calorimeters. Results are also presented for vn measured using the scalar product method
[103]. These results provide a significantly improved statistical precision on measurements
of suppression and elliptic flow of semi-leptonically decaying heavy flavor mesons in Pb+Pb
collisions at the LHC.
Participating in the RunII in 2015, in this thesis, a measurement of the heavy flavor
correlations in Pb+Pb and pp collisions at 5.02 TeV recorded by the ATLAS detector in
2015 are also presented [121]. The datasets are with the integrated luminosity of 0.49 nb−1
and 26 pb−1. With the improvement of detector and accelerator, the measurement of this new
observable becomes feasible. The heavy quark and anti-quark have a back-to-back correlation
because of momentum conservation. The ∆φ of muon pairs from heavy flavor decay should
be around ∆φ = pi. Because of the subsequent interactions with the medium, the initial
correlation will be broadened around ∆φ = pi [82, 130, 131]. We select tight muons with
4 < pT < 8 GeV. The detector acceptance effect is measured by applying the event mixing
technique. The combinatoric background is also properly subtracted. Azimuthal correlations
in Pb+Pb are observed to be broadened compared with pp. We measure the correlations
from 0% to 80% in Pb+Pb for both same sign muon pairs and opposite sign muon pairs.
We observe more broadening at central collisions compared with peripheral collisions. The
broadening trend we are seeing is consistent with previous theoretical calculations, which
5could provide further insight into understanding the energy loss mechanism.
As part of the analysis of dimuon production in 2015 Pb+Pb data, primarily focused on
heavy flavor decays and the centrality dependence of the angular correlations, we observe a
contribution of γγ → µ+µ− pairs in non-ultra-peripheral Pb+Pb collisions. The muon pairs
have narrow acoplanarity distribution and tight momentum balance for the two muons. We
present the result in full Pb+Pb centrality range starting from 0-10%. A centrality dependent
broadening of the dimuon acoplanarity distribution is observed.
In ultra-relativistic heavy-ion collisions, the ion beams are accompanied by a large equiv-
alent photon flux. For photons that can be emitted coherently by the entire nucleus, the
flux is enhanced by a factor of Z2. At large impact parameters, larger than twice the nuclear
radius, photon-induced reactions become the dominant interaction mechanism. These events
referred to as ultra-peripheral collisions (UPCs) have been used to study photon-nucleus and
photon-photon collisions [52]. These events typically have features such as rapidity gaps, the
absence of forward neutrons and reduced multiplicity or exclusive final states that make
them qualitatively different than usual nuclear collisions where hadronic interactions occur.
Ultra-peripheral collisions have been used to study exclusive vector meson production, which
provides information about the diffractive and geometric structure of the nucleus [19, 15]. For
heavier mesons such as J/ψ, such processes may also provide information about the nuclear
gluon distributions in a kinematic domain where non-linear evolution effects are expected
to be significant [13, 10]. More recently, photo-nuclear reactions producing jets have been
used to study nuclear parton distributions over a broad kinematic range. Photon-photon
collisions have also been studied, predominantly to understand the theoretical description of
the photon fluxes and nuclear breakup [10, 49].
An important tool for characterizing the medium has been the phenomenon of jet quench-
ing, where partons lose energy or have their parton showers modified through interactions
with the plasma. An unexplored possibility is to use dileptons from photon-photon reactions
6in a similar fashion. Although such processes are easily identifiable at large impact parame-
ters, they may also occur in events where there is significant overlap between the nuclei. In
these non-UPC collisions, the dilepton pairs are expected to retain their kinematic correla-
tions unless they undergo final-state interactions with the matter produced by the rest of the
collision. Unlike jets, the leptons do not interact strongly with the medium, and thus do not
provide a direct probe of the color charges driving the collective dynamics of the medium.
However, those same color charges are (in some cases) sources of local electromagnetic fields
which will cause the leptons to attenuate in the medium. Thus modifications of the dilepton
kinematic correlations are directly sensitive to the dynamics of the medium. As the interac-
tions are much weaker, the leptons are not expected to be completely extinguished as some
jets are. However, the unmodified correlations are so strong, owing to the negligible initial
transverse momenta of the photons, that even modest effects should be readily detectable.
In UPCs, the photon-photon reaction is the dominant mechanism for dilepton production.
In events with additional hadronic interactions, other mechanisms, such as heavy flavor
production begin to contribute significantly. Although such processes have significantly
weaker angular and momentum correlations, their contribution must be removed in order to
properly assess any medium-induced broadening in the dileptons arising from photon-photon
production. Since the background dileptons typically arise from the decay of heavy flavor
hadrons, such muons will often originate a measurable distance from the nominal collision
point.
At the end of the thesis, a measurement of dimuon angular and momentum correlations
in Pb+Pb collisions at
√
sNN = 5.02 TeV recorded by the ATLAS detector in 2015 is pre-
sented [29]. This analysis is co-authored with Aaron Angerami and Brian Cole. Events are
required to contain two muons with pT > 4 GeV of opposite sign. The background from
heavy flavor decays is removed by analyzing the combined transverse displacement of the
leptons d0 pair =
√
d20 1 + d
2
0 2, where d0 i are the impact parameters of the muons with respect
7to the measured collision vertex. Templates of the d0 pair distribution for both signal and
background are constructed using Monte Carlo samples. The templates are then fit to the
d0 pair distribution in data to provide an estimate of the background, which is subtracted
from the data. The measurements are performed as a function of collision centrality, and
exhibit increased broadening of the angular correlations in more central collisions. While no
theoretical prediction for such an effect exists, the results are qualitatively consistent with
expectations of the effects of interactions with an electrically charged medium.
The remainder of this thesis is structured as follows: Chapter 8.2.4 describes the physics
background; Chapter 3 describes the experimental setup, mainly components of the ATLAS
detector and trigger system used in the measurements; Chapter 4 describes the Zero Degree
Calorimeter trigger efficiency measurement; Chapter 5 describes the data analysis for heavy
flavor suppression of single muons; Chapter 6 describes the data analysis for flow of heavy
flavor single muons; Chapter 7 describes the data analysis for azimuthal correlations of
heavy flavor di-muon pairs; Chapter 8 describes the data analysis for non-ultra-peripheral





The deep inelastic scattering experiment [56, 59] confirms that the hardons are composed of
more fundamental particles named quarks. Quantum Chromodynamics (QCD) is a quantum
field theory of strong interaction between quarks and gluons. QCD is a non-abelian gauge











where ψf is the spin-1/2 quark field in the fundamental representation of SU(3) group, f is
the flavor index, a is the color index, mf is the bare mass of quark, γµ is the Dirac matrices,
Dµ is the covariant derivative and F
a
µν is the gauge field tensor. There are six quark flavors
in the Standard Model so flavor index f can be 1 to 6. SU(3) group has 8 independent
generators so color index a is from 1 to 8.
The covariant derivative is given by
Dµ = ∂µ − igtaAaµ, (2.2)
8
9where Aaµ is the gluon field, g is the coupling constant and t
a is the generator of the SU(3)




The gauge field tensor F aµν is defined as
F aµν = ∂µA
a
ν − ∂νAaµ + gfabcAbµAcν , (2.4)
where fabc is the structure constant of SU(3) group defined by [ta, tb] = ifabctc.
The QCD action is invariant under local gauge transformation. Consider a SU(3) gauge
transformation,
U = e−i = e−iθa(x)ta , (2.5)
where ta is the generator of SU(3) group. It is connected to the Gell-Mann matrices λa by
ta = λa/2. It is critical that θa(x) is a function of x, which means the transformation is a
local gauge transformation.
The transformation of the gauge field is given by
ψ(x)→ U(x)ψ(x)
ψ¯(x)→ ψ¯(x)U †(x). (2.6)
We can see that the quark field is transformed in the fundamental representation of the
SU(3) group.
Since the QCD Lagrangian is invariant under the local transformation, the covariant
derivative must transform as:
Dµ → UDµU †. (2.7)
Given the definition of covariant derivative, the transformation of the gluon field is given by




Figure 1: Three gluon and four gluon self-interaction vertices.
Remember that A(x) = Aa(x)ta, we say that A
µ is transformed in the adjoint representation
of the SU(3) group.
We can rewrite the full Lagrangian in Equation 2.1 as the sum of the free field Lagrangian
and the interaction Lagrangian,



























The free field Lagrangian gives the free propagator of the quark field and the gluon field. The
first term in the interaction Lagrangian gives the quark-gluon interaction vertex, which is
similar to the case of QED. The second and the third term, which arise from the non-abelian
SU(3) group, give the three quark and the four quark self-interaction vertices respectively.
Figure 1 plots the gluon self-interaction vertices.
We will need to fix the gauge when computing physical observables. As a method to fix
the gauge in the path integral, the Fadeev-Popov ghost term is added to the QCD Lagrangian
Lghost = ∂µc¯aDµca, (2.12)
where ca is the ghost field. Since ghost is only a tool to fix the gauge, it can only appear in
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the Feynman diagram as virtual particles, but not as the on-shell particles.
2.1.2 Asymptotic freedom
Asymptotic freedom means that the coupling of quarks and gluons at high energy scale will
be very weak. In another word, the theory of strong interaction is asymptotic free in the
high energy. The idea of asymptotic freedom is inspired by the scaling behavior observed
in the deep inelastic scattering experiments. In these experiments, the scatterings depend
weakly on the absolute energy of the experiments. It is mostly determined by dimensionless
quantities such as the scattering angle and the ratio of energy transfer. In Figure 2, we give
the scaling behavior in the deep inelastic experiments. Since the energy scale determines
the wavelength of the probe particles, the scaling behavior suggests the hadrons behave as
point-like particles at high energy. The theory community soon realized that if a theory has
the scaling behavior, it must be an asymptotic free theory. Frank Wilczek, David Politzer
and David Gross calculate the beta function of the SU(N) gauge theory and found that
the theory can be asymptotic free in some cases. It is a strong evidence that QCD is the
underlying theory of strong interaction. This work earned them the 2004 Nobel Prize in
Physics [84].
Asymptotic freedom of QCD can be understood via the running of the QCD coupling
constant g. In a re-normalizable quantum field theory, the effective strength of the coupling
constant is a function of the renormalization scale q2. For QCD, the running of coupling
constant is given by the β function
∂αs
∂ln(µ2)
= β(αs) = −(β0α2 + β1α2 + . . . ), (2.13)










Figure 2: Scaling behavior in the structure function F2(Q
2, x) in the deep inelastic experi-
ments, Q2 is the energy of the scattering, x is a dimensionless parameter determined by the
scattering angle and energy transfer. Results are taken from [53]
.
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where nf is the number of quark flavors. In the Standard Model, there are six flavors of
quarks. So we have β0 > 0 in the Standard Model. In the case of quantum electrodynamics
(QED), we have βQED0 = − 13pi2 < 0. Given the sign of the β function, it is clear that the
strength of QCD interaction will decrease as the energy scale increasing. When the energy
scale µ is high, the interaction is weak enough so the quarks are asymptotic free.
















where ΛQCD is a momentum scale around 200−400 MeV, depending on the renormalization
scheme and the number of quark flavors. It is interesting that a scale ΛQCD arises from a
dimensionless Lagrangian. This phenomenon is called dimension transmutation. Although
the solution 2.17 is only a one loop approximation, the conclusion of asymptotic freedom
should hold even if we include higher order correction, since the higher order correction
should be very small if coupling constant is small. The scale ΛQCD serves as a cutoff between
the low energy QCD and the high energy QCD. In the high energy QCD regime µ ΛQCD,
we have αs  1, which means perturbative QCD work well in this regime. On the other
hand, at the scale below or close to ΛQCD, the coupling constant will become large. The
perturbative QCD will fail to work at such scale.
2.1.3 Confinement in QCD
Confinement means that all the observable state is a singlet under the global SU(3) trans-
formation. In another word, all the particles are color neutral. As a result of confinement,
we are not able to observe free quarks and gluons since they carry color charge. Quarks
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can only exist in bound states (a.k.a hadrons). Confinement in QCD is a well-established
phenomenon in both theory and experiment. However, since confinement is a low energy
phenomenon and perturbative QCD does not work at such scale, there is no mathematically
rigorous proof of the existence of confinement. Although we can obtain both qualitatively
and quantitatively from theory such as chiral perturbation theory and lattice QCD, these
theories can not provide proof from the fundamental level.
It is worth to mention that the confinement is closely related to one of the seven millen-
nium problems defined by the Clay institute. The problem is to prove the existence of a mass
gap in Yang-Mills theory. The mass gap means that the masses of particles in Yang-Mills
theory cannot be arbitrarily small. The mass must be larger than a finite value (a.k.a mass
gap)
m ≥ ∆. (2.18)
If confinement does not exist, we would expect to observe massless free gluons, which means
mass gap does not exist. In this way, confinement is closely related to the existence of the
mass gap.
Although we are not able to prove confinement, it is actually very straightforward to
understand it phenomenologically. Suppose we have a pair of heavy static quark qq¯. It can






where r is the distance between two quarks, a is the strength of the Coulomb potential and
k is the strength of the color force. Imagine that we are pulling qq¯ away from each other.
The potential of two quarks increases linearly with the distance between two quarks. So at
some point, the potential energy will be large enough that another pair of qq¯ will be formed.
See Figure 3 for a demo. As a result of this, we will not observe free quarks but only bound
states of quarks.
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Figure 3: A demo of quark confinement ( c©David Kaplan). As quarks are pulled apart from
each other, eventually a new quark pair will appear. No free quarks will be created.
2.1.4 Lattice QCD
As we have discussed, low-energy QCD is non-perturbation. Lattice QCD is a first principal
non-perturbative approach to solve QCD in a discretized space-time lattice. The lattice
formulation of QCD was first introduced by Wilson to study the confinement of quarks [127].
Lattice QCD uses a lattice cutoff a as a natural regularization so it is mathematically well
defined. The gauge field is represented as links between lattice sites. The naive fermion
action on lattice suffers from the doubling problem, which means there are 24 = 16 flavor
of degenerated fermions on lattice. There are several fermion actions to solve the doubling
problem. The most popular fermion actions are the staggered fermion and the domain wall
fermion. Both actions break chiral symmetry and the chiral symmetry will be recovered
in the continuum limit a → 0. However, the chiral symmetry breaking in domain wall
fermion action is suppressed exponentially by the length of the auxiliary dimension Ls. The
downside of domain wall fermion is that the introduction of the auxiliary dimension increases
the numerical computational cost by a factor of Ls.
Lattice formulation of QCD is well suited for Monte Carlo based numerical simulation. A
typical lattice computation would generate an ensemble of four dimensional gauge field via
Hybrid Monte Carlo (HMC) algorithm. Then many physical observables can be computed
on the gauge field ensemble. The physical quantities are usually computed on various lattice
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gauge ensembles with different lattice spacing a. The final results are the continuum limit
a → 0 of the lattice values. Lattice QCD has been very successful in computing various
quantities which are inaccessible in perturbative QCD. In a recent review paper [30], the
authors give a summary of lattice results on low-energy particle physics, such as kaon/pion
decay constant, kaon mixing bag parameter, quark masses. The precision of many quantities
has reached a few percent level.
Lattice QCD can also be used to compute various quantities in nuclear physics. In
paper [77], the authors give ab-initio results of the light hadron spectrum. The summary of
the spectrum is given in Figure 5. The nuclear potential can also be studied by lattice QCD.
In paper [95], the authors present results of the nucleon-nucleon potential. Figure [95] gives
the nucleon-nucleon (NN) potential using a (4.4fm)4 lattice. The potential has a strong
repulsive core of a few hundred MeV at a short distance (r < 0.5fm) and there is a weak
attraction at the medium and long distance. These results are consistent with the structure
of the nuclear force.
Figure 4: The light hadron spectrum of QCD, taken from [77]
.
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Figure 5: The lattice QCD results of the central part of the nucleon-nucleon potential in the
1S0 and
3S0 channel, taken from [95]
.
2.2 Quark Gluon Plasma
2.2.1 Time evolution of the universe
Physicists believe that our universe is created from a big bang occurred roughly 13.8 billion
years ago. The evolution of the universe is demonstrated in Figure 6. In the inflation theory,
the universe expands exponentially after the big bang. The inflation started from 10−36
second after the big bang and ended at some time between 10−33 and 10−32 seconds. The
whole universe expands by a factor of the order of 10−26. In this period, the strong force
decouples from the electroweak force. After the inflation period, the universe continues to
expand at a much lower rate.
In the early universe, the temperature is high enough that the quarks and gluons are not
able to form hadrons. In this stage, the quarks and gluons are not confined. This form of
matter is named as Quark Gluon Plasma (QGP). The quarks and gluons in QGP behaves
18
Figure 6: Evolution of the universe, from the big bang to current universe.
.
like a liquid [128]. When the universe continues to expand, QGP will cool down and quarks
are bounded into hadrons at a time around 10−6 seconds. The property of QGP is critical
in understanding evolution of universe during this period. To study the property of QGP,
experimental physicists created QGP in the heavy ion collisions in particle accelerators. The
main topic of this thesis is to study various physics process in the heavy ion collisions.
2.2.2 Phase diagram of QCD
Because of the asymptotic freedom of QCD, physicists expect that strongly interacting sys-
tem will transit to QGP when the temperature is high enough. In Figure 7, we give the
full QCD phase diagram. When the baryon chemical potential is zero, the quarks will be
deconfined and become quark gluon plasma at a temperature around 170 MeV. The transi-
tion is a smooth crossover rather than a phase transition. This is confirmed in lattice QCD
calculation [54].
The phase transition at non-zero baryon chemical potential is not accessible to first
principal lattice QCD computation. There are shreds of evidence suggest that the transition
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Figure 7: QCD phase diagram, the horizontal axis is the baryon chemical potential, the
vertical axis is the temperature.
will be a first-order transition at high chemical potential. Given that, we can conclude that
there must exist a point at which the transition changes from a crossover to a first-order
transition. This point is called the critical point of QCD. The existence of QCD critical
point is still a conjecture and has not been confirmed either theoretically or experimentally.
2.2.3 QCD thermodynamics
As we discussed before, Lattice QCD is a first principal non-perturbative method to study
QCD. The phase transition from normal matter to QGP can be calculated precisely on a
lattice. In a recent paper from HotQCD collaboration [54], the result of phase transition is
presented with domain wall fermions at physical quark masses. A crossover at Tc = 155 MeV
is observed. In Figure 8, we give a figure of disconnected chiral susceptibility taken from [54].
At high temperature, we also expect that the anomalous U(1)A symmetry breaking will be
restored. In Figure 9, we can see the U(1)A symmetry breaking is nonzero above Tc = 155
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Figure 8: Th dependence of the disconnected chiral susceptibility on T for mpi = 135 and
200 MeV [54]. The transition occurs at around 150 MeV.
MeV and vanishes at around 196 MeV.
Figure 9: The dependence of the anomalous U(1)A breaking quantity χpi−χδ, taken from [54].
Lattice QCD can also give the equation of state of QCD matter. Starting from the
partition function, we can compute various quantities such as energy density , entropy s
and the speed of sound cs =
√
∂p/∂. In Figure 10, we give a result of the QCD equation
of state from [57]. The Stefan Boltzmann limit is indicated by the arrow in these figures.
The major drawback of Lattice QCD thermodynamics is the so-called “sign problem”.
When the chemical potential µ is non-zero, the fermion determinant is complex. The phase
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(a) enegry density (b) entropy density
(c) the sound of speed
Figure 10: QCD equation of state (a) energy density (b) entropy density (c) sound of speed.
Results are taken from [57].
factor is a highly oscillatory function at the thermodynamical limit. So the Monte Carlo
simulation is almost impossible at non-zero chemical potential. Due to the sign problem,
most lattice QCD thermodynamics results are obtained at zero chemical potential or in the
case µ Tc. So there is not full phase diagram of QCD from lattice calculation yet.
2.2.4 Quark Gluon Plasma from experiments
It is widely believed that QGP will be created in higher energy heavy ion collisions. Ex-
perimental physicists have been searching for QCD for decades using several generations of
high-energy accelerators. First evidence for the production of a quark-gluon plasma was
discovered [90] at CERN Super Proton Synchrotron (SPS), where two lead nuclei (Pb+Pb)
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Figure 11: The dependence of elliptic flow on transverse momentum, results are from Au+Au
collisions at 130 GeV [16]
.
were collided at an energy of 17.3 GeV in the center of mass frame.
A strong evidence of QGP was discovered in the experiments with gold nuclei collisions
(Au + Au) at the BNL Relativistic Heavy Ion Collider (RHIC). The elliptic flow and jet
quenching are two important characteristics of QGP. Elliptic flow described the azimuthal
asymmetry of the final state particles in the collision. In this paper [16], the STAR collabo-
ration reported the elliptic flow observed in the Au+Au collisions at 130 GeV. In Figure 11,
we can see that flow exist for all values of transverse momentum.
A jet is a narrow cone of particles produced in the heavy ion collision. When jet propa-
gates in the QGP, it will interact strongly with the medium and its energy will be reduced.
This process is called jet quenching. Jet quenching would have many observable conse-
quences. The most directly measurable consequence would be the suppression of yield of
high pT hadron. The reason is that the energy loss is larger in a medium of QGP than
in hadronic matter. In this paper [18], the PHENIX collaboration presented results of the
suppression of yields with large transverse momentum in Au+Au collision at 130 GeV.
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Figure 12: The yield suppression ratio RAA for charged hadrons and neutral pions in central
Au+Au collisions at 130 GeV [18]
2.3 Heavy Flavor Production
There are three generations and in total six flavors of quarks: up, down, strange, charm,
bottom (or beauty) and top (or truth). The first three flavors of quarks are light quarks. The
heaviest among the three is the strange quark, which has a mass ms = 95±5MeV [53] and is
below the QCD scale ΛQCD. The mass of charm quark mc = 1.29
+0.05
−0.11GeV and bottom quark
mb = 4.18±0.03GeV are much higher than ΛQCD and are usually referred to as heavy flavor
quarks. Since the heavy flavor quark masses are much higher than ΛQCD, the production of
heavy flavor can be computed via perturbative QCD. The quark mass is a natural cut-off
at long distance so perturbative QCD works well for heavy flavor production. So the heavy
flavor production provides a critical test of our understanding of perturbative QCD.
The heavy flavor production in heavy ion collisions can be decomposed into three com-
ponents: the initial state effect, the scattering process and the final state effect. The initial
state effects come from the fact that the parton distribution in the nuclei is very different
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from the distribution in a proton. The final state effects are the modifications of the ob-
servable due to the high temperature and high density matter produced in the heavy ion
collision. Both the initial state effect and the final state effect are non-perturbative. So the
heavy flavor production in heavy ion collision can provide valuable insight on the parton
distribution functions inside the proton and the property of QGP produced in heavy ion
collisions.
The energy loss of hard probes and the thermalization of the soft part of heavy flavor
spectrum result from the interaction of the probe with light partons in the surrounding
medium. The interactions mainly have two contributions, the pure elastic cross sections,
which is called the collisional energy loss [55, 58, 112, 111] and the gluon bremsstrahlung,
which is called the radiative energy loss [86, 51, 129, 75, 96].
For light partons, it was originally the collisional energy loss that causes the suppression
of high pT hadrons. Soon after that, the radiative energy loss is the dominant energy loss
mechanism because of its linear increase with the energy of the incoming parton. The QCD
generalization of the Laudau-Pomeranchuk-Migdal(LPM) effect is also needed to be consid-
ered for a correct description of the radiative energy loss. The energy loss is proportional to
√
E for an infinite path length L. Then It is proportional to qˆL2lnE for a finite path length.
The radiative processes are commonly thought to be the dominant mechanism for energy
loss of light partons at large pT
For heavy quarks, both the collisional energy loss and radiative energy loss suffer from
mass effects. The collisional energy loss is essentially an increasing function of velocity
for energies E  M2/T according to the standard hard thermal loop(HTL) calculations.
Therefore there is a mass hierarchy. Due to dead cone effect [75], the hierarchy is also ex-
pected in the radiative energy loss. The collisional energy loss is comparable to the radiative
energy loss for heavy partons when jets are with an energy of the order 5-15GeV in AA
collisions [112, 108].
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At RHIC in the PHENIX [1] and STAR [11, 76] experiments, and in the LHC experiments
ALICE [22] and CMS [70] have studied the traditional observables of heavy quarks, such as
the nuclear modification factor RAA and the elliptic flow v2. The RAA shows a significate
in medium energy loss of heavy flavor with larger transverse momentum. The suppression
was proposed as a signal for the formation of the deconfined quark gluon plasma phase in
heavy ion collisions. The heavy flavor v2 is also observed showing the charm quarks partially
thermalize within the medium at smaller transverse momentum. The ATLAS Collaboration
has already reported on J/ψ suppression as a function of collision centrality and the yield
of Z0 boson production through the di-muon channel in Pb+Pb collisions [6]. In this thesis,
our measurement of heavy flavor RAA and v2 based on ATLAS is presented. We focus
on intermediate momentum muons and provide more precise measurements with higher
statistics.
Due to the interaction with the medium, heavy quarks and antiquarks are deflected from
their original direction and the initial correlation of the pair is broadened. The azimuthal
correlations of b-jet with large trigger pT have been studied in pp collisions at
√
s = 7 TeV
based on the CMS experiment [100] using secondary vertex reconstruction method. There
is an enhancement of correlations in the region of small angular separation compared to a
leading order azimuthal back to back correlation.
Chapter 3
Experimental Setup
3.1 The Large Hadron Collider
The Large Hadron Collider(LHC) is the world’s largest and most powerful particle acceler-
ator. The facility is 175 meters beneath the France-Switzerland border. It has a ring of 27
kilometers and particles can be accelerated inside the ring. There are thousands of super-
conducting magnets along the way of two beams to boost the energy. The particles in the
two beams can reach a speed close to light speed before they collide. There is a special type
of magnet used to squeeze the particles closer to increase their probabilities of collisions.
There are four main detectors along the ring where two beams collide. They are ATLAS(A
Toroidal LHC ApparatuS), CMS(Compact Muon Solenoid), ALICE(A Large Ion Collider
Experiment) and LHCb(Large Hadron Collider beauty experiment). Figure 13 shows the
relative positions of the ring and the detectors.
There are tens of petabytes data collected each year when there are runs. The Worldwide
LHC Computing Grid handles the significant volume of data and provides a stable working




Figure 13: The LHC experiments
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3.2 ATLAS detector overview
The ATLAS detector has an overall length of 42 meters with a diameter of 22 meters. It
centers on one of the LHC collision points and is one of the two general-purpose detectors.
It has the same scientific goals as the CMS experiments but uses different technical solutions
and a different magnet system design. It is over 80 feet high and about 150 feet long,
weighing approximately 7000 tons. See Figure 14 for the detailed structure of the ATLAS
detector. The detector is a many-layered instrument. There are six different detecting
systems wrapped concentrically around the collision point detecting momentum, energy and
trajectory of particles.
Figure 14: The ATLAS detector
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There are four major components of the ATLAS detector, the Inner Detector, the
Calorimeter, the Muon Spectrometer and the Magnet System. The specialized multi-level
computing system, Trigger and Data Acquisition System select events with distinguishing
characteristics. The Computing System helps with developing and improving software for
storing and analyzing collision data at 130 worldwide computing centers. The inner detector
is closest to the interaction point and measures the trajectories of the charged particle. It
works in a 2 Tesla magnetic field provided by the solenoid magnet. Surrounding the inner
detector is the calorimeter system, which is designed to measure the energy of photons,
hadrons and electrons. Outside the calorimeters surrounds the muon spectrometer, mainly
measure the trajectories of muons. The toroid magnetics provides the magnetic field for the
muon spectrometer.
ATLAS uses a common coordinate system. We define the interaction point as the origin
of the coordinate system. Set the beam line direction as z and x-y plane perpendicular
to the beam line. The positive x points to the center of the ring and positive y point
upward to the earth surface. The transverse momentum pT is the particle momenta measured
in the transverse plane. We refer A-side as the positive z half of the detector, and the
other half as C-side. We also describe the transverse plane in r − φ coordinates. φ is
the azimuthal angle and is measured around the beam. The polar angle θ is the angle
from the positive z direction and defined as η = −lntan(θ/2). The total transverse energy
of produced particles when the contributions of energy jets are small is measured by the
forward detector(FCAL). Two forward calorimeters are placed symmetrically with respect
to z = 0 and covering 3.2 < |η| < 4.9. Each is about 10 interaction lengths thickness. They
are composed of tungsten and copper absorbers with liquid argon as the active medium.
The total transverse energy ΣET measured in the FCAL will be used to characterize the
geometry or the “centrality” of Pb+Pb collisions.
In the following sections, I’ll focus on some components those are related to this thesis.
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3.3 Data acquisition and triggering
ATLAS uses a specialized multilevel trigger system, the Trigger and Data Acquisition(collectively
TDAQ) system to distinguish physics features and selects 100 events per second out of 1000
million. The trigger system carries out the selection in three stages. A block diagram of the
TDAQ system is shown in Figure 15. ATLAS uses High-Level Trigger(HLT) algorithms to
refine the trigger selections. The HLT algorithms include the full granularity and precision
of calorimeter and muon chamber and inner detector data. It also has better information
of energy deposition. The HLT includes readout, L2 trigger, event building, even filter,
configuration, control and monitoring.
Figure 15: Block diagram of the ATLAS trigger and data acquisition system
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The Level-1 trigger works on the information from the calorimeter and muon detectors. It
mainly searches for high transverse momentum muons, electrons, photons, jets and τ -leptons
decaying into hadrons. It also searches for large missing and total transverse energy. It can
make a decision within 2 microseconds and retrieve the information from pipelined storage
buffers. Figure 16 presents the flow of the L1 trigger. The L1 take input from calorimeter
and muon trigger, then accept the decision made by the central trigger processor. The Level-
1 triggers keep less than 100,000 bunch crossings out of 40 million per second. The central
trigger processor processes the results from L1 muon and calorimeter triggers, and there is
a trigger menu with the combinations of trigger selections. On the trigger menu, we can
also check the pre-scales which allow optimal use of the bandwidth when luminosity and
background conditions change.
The Level-2 trigger contains a big array of custom processors. It analyzes specific regions
after the selection of Level-1 system. It’s seeded by the Regions-of-Interest(RoI) information
provided by the L1 trigger. The full event data is saved into buffers in the same time. The
L2 trigger menus are aimed to reduce the trigger rate to about 3.5kHz. A few thousand
events pass Level-2 per second and pass the data into Level-3. The Level-3 trigger is the
event filter(EF) trigger. It includes a lot of CPUs and performs detailed physics analysis of
the data passing in. Around 200 events are left after EF trigger per second. The data after
the EF trigger will pass on to the offline data analysis.
Data used for our heavy flavor analysis were selected using a combination of minimum-
bias triggers, which provided a uniform sampling of the Pb+Pb inelastic cross-section, and
triggers that selected rare physics signatures such as muons. The measurements presented
here are primarily obtained from muon triggers. The muon triggers are formed using a
combination of a Level-1 trigger and an HLT muon trigger whose configuration differed
between Pb+Pb and pp operation. For the Pb+Pb data, the L1 trigger selected events
having a total transverse energy of more than 50 GeV, and the HLT trigger selected events
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Figure 16: Block diagram of the L1 trigger
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containing a track in the MS whose pT, when corrected for the average muon energy loss in
the calorimeter, is greater than 4 GeV. The pp muon trigger required a muon road in the
MS at L1 and a muon track reconstructed using both ID and MS with pT > 4 GeV. The
triggers sampled about 100% and 14% of the full Pb+Pb and pp luminosity, respectively. A
separate sample of Pb+Pb events selected using a minimum-bias trigger is used to evaluate




Calorimeters are used to measure the energy loss of a particle when it passes through a
detector. Calorimeters can stop most known particles by forcing them to deposit all of their
energy within the detector, except muons and neutrinos.
ATLAS calorimetry, see Figure 17, consists of electromagnetic calorimeters and hadronic
calorimeters, covering rapidity region up to |η| < 4.9. The Electromagnetic calorimeters
measure the energy of electrons and photons and are only based on liquid argon technology,
while the hadronic calorimeters sample the energy of hadrons and include both liquid argon
and scintillating tiles technology. In Figure 18 is the summary of the parameters, including
the pseudo-rapidity coverage, granularity and segmentation in depth of the calorimeters.
Figure 17: Structure of the ATLAS calorimeter system
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Figure 18: Main parameters of the calorimeter system [72]
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3.4.1 Electromagnetic Calorimeters
The electromagnetic calorimeters consist of an accordion type calorimeter for |η| < 3.2 and
of a new compact design in the forward region.
The accordion calorimeter is the main part of ATLAS Electromagnetic calorimeter. It
is a lead liquid argon sampling detector with accordion shaped electrodes and lead absorber
plates over its full coverage. The End-Cap has an outer wheel and an inner wheel covering
1.375 < |η| < 2.5 and 2.5 < |η| < 3.2 respectively. The argon gap thickness is constant in the
Barrel region and change with the radius in the End-Cap region. There are three longitudinal
samplings. One for |η| < 2.5 and two for 2.5 < |η| < 3.2. This allows a complete φ symmetry
without an azimuthal track. In the range |η| < 1.8, there is a pre-sampler to cover the energy
loss in the material. The barrel region covers |η| < 1.475.
In the forward region, the EM calorimetry is done by another type of LAr calorimeter,
which is the EM Forward Calorimeter(FCAL). The FCAL consists of copper rods parallel
to the beam axis. It covers 3.1 < |η| < 4.9. It has one sampling on the longitudinal
segmentation and has granularity(∆η × ∆φ) around 0.1 × 0.1. Signal are directly read on
the rods. There is a very tiny gap thickness to prevent the ion build-up effect. The active
depth of the EM module is around 28X0.
3.4.2 Hadronic Calorimeters
In the range |η| < 1.6, the ATLAS hadronic calorimeter is an iron scintillating tiles calorime-
ter. For rapidity bigger than 1.6, the hadronic calorimeter is a LAr calorimeter.
The hadronic tile calorimeters cover the most central region of the ATLAS experiment.
It is located behind the solenoid coil and the EM calorimeter. It is designed to measure
hadrons. There are three sections along the beam direction, the tile barrel in the middle
with 5.56 meters in length, and two tile extended barrels, which is 2.91 meters in length each
on both sides of the tile barrel. The three sections are segmented into 64 modules each. Each
37
module is constructed of iron plates and plastic scintillator tiles. There are 500,000 plastic
scintillator tiles. A scintillator is a material that radiates light when exposed to a charged
particle. The initial energy of particles goes to the shower by producing new particles. When
passing the shower to the scintillators, they produce light. The photomultiplier catches the
light. After the photomultiplier is the signals for readout. These signals are read out using
10,000 electronic channels. After digitization, the signals are transmitted through optical
fibers to the Read Out Driver modules. The Tile Calorimeter modules were constructed by
teams in Europe, the US and Russia then transported to CERN, where they were assembled
above ground before being installed in the ATLAS cavern.
The hadronic end-cap calorimeter is a LAr sampling calorimeter which provides hadronic
coverage for 1.5 < |η| < 3.2. Orthogonal to the beam axis are parallel Cu plate absorbers. It
consists of two consecutive wheels with absorber thickness of 25mm and 50mm. The readout
cells are fully pointing in φ direction but only pseudo-pointing in η direction. It is about 12
interaction length at the active part of the calorimeter.
The hadronic forward calorimeter is located in the forward region 3.1 < |η| < 4.9 and
just behind the EM FCAL module. It is about 2.6 interaction length. Comparing with the
EM module, there are two longitudinal samplings with tungsten rods and matrix, the gap
thickness is increased to 375µm and 500µm. A passive shield is behind the FCAL calorimeter
in order to shield the most forward muon chambers more efficiently.
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3.5 Minimum Bias Trigger Scintillators(MBTS)
The MBTS is mainly used for minimum bias trigger. There are two sets of scintillators
in front of the endcap calorimeter. The scintillator disks are mounted on both sides of
the interaction point at about 3.6 meters along the beam pipe. On each side, there is an
inner ring and an outer ring. Figure 19 shows the layout of one of the two disks. The
inner ring covers pseudo-rapidity range of 2.8 < |η| < 3.8 while the outer ring covers 2.1 <
|η| < 2.8. Wavelength shifting fibers(WLS) are used to guide the emitted light to PMTs
for readout. After being shaped and amplified, the MBTS signals are fed into leading-edge
discriminators and sent as 25ns NIM pulses to the Central Trigger Processor(CTP). The CTP
combines individual signals in L1 trigger items, for example, L1 MBTS 1, L1 MBTS 2 and
L1 MBTS 1 1, which require at least one, two and one hit per side in the MBTS detectors.
In RunII, ATLAS partially keeps the RunI readout scheme. ATLAS also reduced the
number of channels used by MBTS. Instead of 16 × 2 channels, 12 × 2 channels are used
in RunII. Also, granularity for outer disks is reduced 4 per side by coupling of optical
fibers from adjacent scintillators. Same granularity is kept for inner disks. Instead of using
leading edge discriminators, in RunII, constant fraction discriminators are used to avoiding
excessive timewalk caused by the large dynamical range of the signals coming from the MBTS
modules [119].
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Figure 19: Layout of one MBTS disks
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3.6 Inner Detector
The inner detector measures charged particles within the pseudo-rapidity interval |η| <
2.5 using silicon pixel detectors(IP), silicon microstrip detectors(SCT) and a straw tube
tracker(TRT). Figure 20 is the ATLAS inner detector overview.
Figure 20: The ATLAS inner detector
The pixel detector is closest to the interaction point. There are three concentric layers
in the barrel and three disks in the endcap. The pixels are small rectangles of 50× 400µm2
made of silicon modules. The pixel detector mainly determines the resolution of the impact
parameter and is important for the pattern recognition. The silicon sensors on the SCT
detector are segmented into strips. The strip is about 80µm width each with resolution of
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about 23µm. There are two sensors in an SCT module. The barrel SCT has four concen-
tric layers of modules and each SCT endcap has nine disks. The SCT is essential for the
momentum resolution and the initial pattern recognition because of its high granularity. It
also helps with the resolution of the impact parameter. The TRT detector is a straw tube
detector with 4mm diameter straws. When a charged particle traverses the gas, it’s ionized.
When applying a voltage difference over the wall of the straw and the wire, the free electrons
are further ionized in the gas. The barrel straws are parallel to the beampipe and the endcap
straws are radially perpendicular to the beampipe. Because of its long lever arm, the TRT
plays an important role for particle identification and defining the momentum resolution.
A large number of measurements per particle also greatly enhances the performance of the
pattern recognition and tracking.
A charged particle typically traverses three layers of silicon pixel detectors, four layers
of double-sided micro-strip sensors, and 36 straws. The inner detector is surrounded by
electromagnetic and hadronic calorimeters that absorb efficiently the copious charged and
neutral hadrons produced in Pb+Pb collisions. Figure 21 draws the detector elements crossed
by a charged particle with 10 GeV pT in the barrel of the inner detector. A muon loses
typically 3 to 5 GeV of energy, depending on the muon pseudo-rapidity, while crossing the
calorimeters [47].
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Figure 21: Drawing shows the detector elements crossed by a charged particle with 10 GeV
pT in the barrel of the Inner Detector. The particle emerges from the interaction point and




Muons can penetrate through the calorimeters and reach the outmost part of ATLAS. The
muon spectrometer is at the outermost of ATLAS and surrounds the calorimeters and pro-
vides tracking for muons within |η| < 2.7 in the magnetic field produced by three air-core
toroid systems. It is designed for high pT muon measurement and has a high precision in-
dependent of the inner detector. Figure 22 shows the layout of the muon spectrometer. It
combines four different detector technologies and the barrel and endcap toroid magnets.
Figure 22: Cut-away view of the ATLAS muon system
The ATLAS muon system includes Thin Gap Chambers(TGC), Resistive Plate Cham-
bers(RPC), Monitored Drift Tubes, and Cathode Strip Chamber. Among them, the TGC
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and RPC is trigger detectors. RPC is for the barrel region and the TGC is in the barrel
region. Figure 23 is the schematic view of the muon spectrometer in the bottom projection.
Thin Gap Chambers has 440,000 channels. It is for triggering and 2nd coordinate measure-
ment at ends of the detector. The Resistive Plate Chambers has 380,000 channels with an
electric field of 5,000 V/mm. It is important for triggering and 2nd coordinate measurement
in central region. Monitored Drift tubes measure curves of tracks. It consists of 1,171 cham-
bers of 354,240 tubes in total. Each tube is about 3cm diameter wide and 0.85 to 6.5 meters
long. The tube has a resolution of 80µm. Cathode Strip Chambers has a resolution of about
60µm. It has 70,000 channels and is important for measuring precision coordinates at ends
of the detector.
Figure 23: Schematic view of the muon spectrometer in the z-y(bottom) projection [4]
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Muon momenta are measured in the muon spectrometer using three stations of precision
drift chambers. There are 4000 individual muon chambers on ATLAS, covering a surface of
several football fields. One segment of the muon chamber contains many small tubes filled
with gas. Three different regimes can be identified,
1. pT < 30 GeV, low momenta, the resolution is defined by the fluctuations of the energy
loss in the calorimeter
2. 30 < pT < 200 GeV intermediate momenta, the resolution is dominated by multiple
scattering
3. pT > 200 GeV, high momenta, the resolution is dominated by the intrinsic MDT tube
resolution and the alignment of the chambers
As a muon passes through these tubes, it has a trail of electrically charged ions and
electrons which drift to the sides and center of the tube. By measuring the time it takes
for these charged particles to drift from the starting point, it is possible to determine the
position of the muon as it passes through.
The magnet system of the muon spectrometer consists of three air-core superconducting
systems. They each have eight coils and are symmetrically around the beam axis. The barrel
coils are rotated to provide transition region the radial overlap and optimize the bending
power.
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3.8 Zero Degree Calorimeter(ZDC)
The Zero Degree Calorimeter locates in a TAN in the crotch of the two beams and faces
neutral particles produced at zero degree. It’s very important for heavy ion collisions. The
TAN is a shielding box 140 meters from the IP. It is required to absorb the flux of forward
high-energy neutral particles that would impinge on the twin aperture superconducting beam
separation dipoles. The ZDCs are placed in a slot in the TAN contains inert copper bars as
shielding, the beam pipe transitions from one pipe to two, covering the region |η| > 8.3 [98].
Only neutral particles can get to ZDC as charged particles are deflected by the electro-
magnetic fields in the detector. For Heavy Ion collisions, ZDC primarily measures spectator
neutrons, which originate from the incident nuclei and do not scatter hadronically during the
collision. ZDC plays a very important role in determining the centrality of collisions strongly
correlated to the number of very forward neutrons. The time resolution of the ZDC is about
100ps, which is sufficient to locate the interaction point to around 3cm along the beam axis.
This will help us locate the vertex. In respect of physics, ZDC can provide us an event
trigger, centrality characterization, reaction plane determination, and UPC capabilities in
Pb+Pb collisions.
The ZDC has two sides, side A and side C. On each side there are four modules, one elec-
tromagnetic(EM) module(about 29X0 thick) and three hadronic modules(each about 1.14λint
thick). Figure 24 shows the details of the electromagnetic and hadronic ZDC modules.
For the electromagnetic ZDC module, beam impinges on tungsten plates at the bottom
of module and showers. Quartz rods pick up Cerenkov light from the shower and pipe it
to multi-anode phototube at the top of the module. Phototubes measure light from strips
through four air light pipe funnels. The hadronic ZDC module has only one PMT viewing the
strips, and two MAPMTs viewing the rods. Figure 25 and Figure 26 present the mapping
convention numbering for the ZDC photomultipliers and the physical arrangement of the
towers and modules relative to the beam [98].
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(a) Electromagnetic ZDC module (b) Hadronic ZDC module
Figure 24: Detailed designs of the Electromagnetic and Hadronic ZDC modules [98]
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Figure 25: The mapping convention numbering for the ZDC photomultipliers
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Figure 26: The physical arrangement of the ZDC towers and modules relative to the beam
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The ZDC triggers are used as primary minimum bias triggers. On each side of the ZDC,
there is a corresponding trigger, L1 ZDC A and L1 ZDC C. The trigger decisions are made
based on the sum of energy amplitude of four modules on each side bigger than a threshold,
measuring through a discriminator to the CTP. The trigger L1 ZDC AND requires both
sides’ sum of energy, while the trigger L1 ZDC A C is a coincidence trigger.
Chapter 4
Measurement of the ZDC trigger
efficiencies in Pb+Pb collisions at
5.02 TeV within the ATLAS detector
4.1 ZDC Data and Monitoring
The raw ZDC data are first converted to a calibrated waveform. Data are corrected for
electronic gains for each channel. Data are saved separately for high gain and low gain, then
corrected by the energy scale calibration. A timing offset correction and baseline subtraction
are also applied. The calibrated waveform has energy units.
Below are some data monitoring plots based on the 2016 pPb run. Figure 27 is the sum
of Amplitude distribution on side A looking at the Run 312837 calibration stream. We can
clearly see the neutron peaks. Figure 28 is the L1 ZDC A trigger efficiency for the same
data. The efficiency turns on at around 250 then reaches the plateau at 1. Figure 29 is the




Sum of Amplitude distribution on side A
Figure 27: The data monitoring of the sum of amplitude on side A for Run 312837 calibration
stream.
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Run 312837   L1ZDC_A side A
Figure 28: The data monitoring of L1 ZDC A trigger efficiency for Run 312837 calibration
stream.
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Run 312837   L1ZDC_C side C
Figure 29: The data monitoring of L1 ZDC C trigger efficiency for Run 312837 calibration
stream.
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4.2 ZDC Trigger Efficiency
The trigger efficiency for L1 ZDC A and L1 ZDC C triggers are calculated based on 2015
PbPb run. On each side, we require the other side’s trigger then calculate the trigger
efficiency of this side. For example, while calculating L1 ZDC C efficiency, we require events
pass L1 ZDC A trigger on side C, then calculate the L1 ZDC C trigger efficiency on C side.




for the fittings. Details about the trigger efficiency fittings will be shown later in this chapter.
We found out the trigger efficiency depends on the integrated luminosity and the de-
livered luminosity. Each run has a different integrated luminosity, so the dependence of
integrated luminosity is the run dependence. The Delivered luminosity is a function of Lu-
minosity block number. So for each Luminosity block number, we can find a corresponding
Delivered luminosity. To do this, we draw the relationship between Delivered luminosity
and Luminosity block number. See Figure 30 for 40MHz runs. Figure 31 and Figure 32 for
80MHz runs.
While we are processing the data, we get the Delivered luminosity for a given Luminosity
block number from the figures above. We divide 50 Delivered luminosity bins for the range
0 to 0.007µb−1/s. Then we fit the trigger efficiencies in each of the 50 Delivered luminosity
bins.
4.2.1 ZDC trigger efficiency for 40MHz runs
We first measure the trigger efficiencies for 40MHz runs. Since the statistics for a single
run is limited, we can combine some early runs and then combine some late runs, to check
whether the fittings are run dependent. Since the efficiencies all reach the plateau of 1.0, we
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Luminosity block number



































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 32: Delivered luminosity as a function of Luminosity block number for each 80MHz
run, part2
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We combine some early runs 286665, 286711, 286717, 286748, 286767, 286834, 286854 and
fit the trigger efficiencies. Figure 33 show fittings for L1 ZDC A efficiencies in the non-empty
Delivered luminosity intervals.
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Figure 33: L1 ZDC A trigger efficiency fittings for early 40MHz runs
Figure 34 show fittings for L1 ZDC C efficiencies in the non-empty Delivered luminosity
intervals.
We combine some late runs 286990, 287038, 287044 and 287068. Figure 35 show fittings
for L1 ZDC A efficiencies in the non-empty Delivered luminosity intervals.
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Figure 34: L1 ZDC C trigger efficiency fittings for early 40MHz runs
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Figure 35: L1 ZDC A trigger efficiency fittings for late 40MHz runs
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Figure 36 show fittings for L1 ZDC C efficiencies in the non-empty Delivered luminosity
intervals.
OptSumAmp






























































































































































































































































































































Figure 36: L1 ZDC C trigger efficiency fittings for late 40MHz runs
We compare the fitting parameters of late runs and early runs. Figure 37 show the α, β
and θ parameters for L1 ZDC A. Figure 38 show the α, β and θ parameters for L1 ZDC C.
From the comparison of the fitting results of the early and the late runs, we observe
63
]-3luminosity [10








































Figure 37: Comparison of early and late runs for α, β and θ of L1 ZDC A trigger efficiency
for 40MHz runs
]-3luminosity [10











































Figure 38: Comparison of early and late runs for α, β and θ of L1 ZDC C trigger efficiency
for 40MHz runs
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on significant run dependence of parameter β. In order to reduce the uncertainties of the
efficiency, we can safely assume that β has no run dependence and fix it as a function of
delivered luminosity. The dependence of β on delivered luminosity can be obtained via a
simple fit with the ansatz:
β = a
√
1 + bx2, x = Delivered Luminosity (4.3)
The fits are done with combined early and late run data. The fitting results for side A
and side C are given in Figure 39.
Inst Luminosity






























Figure 39: Combined fitting for the delivered luminosity dependence of β for 40MHz runs.
Left panel is side A, right panel is side C.
With the fixed value of β, we can redo the efficiency fits with two parameters α and θ for
all the runs and delivered luminosity bins. In general, α and θ are functions of integrated
luminosity and delivered luminosity. From the data, we see that all the dependence can be
described by a simple linear fits. For a given run (or integrated luminosity), we can do a
linear fit for α and θ. In this step, we will get four parameters for each run and each side (A
or C). Then we perform a linear fit for all these parameters to get the integrated luminosity
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dependence.
x = Delivered Luminosity
y = Integrated Luminosity
α = ax+ b
θ = cx+ d
a = a0y + a1
b = b0y + b1
c = c0y + c1
d = d0y + d1 (4.4)
With all the fitting results, we can calculate the α, β and θ for any given integrated luminosity
and delivered luminosity.
In Figure 40, we give the delivered luminosity dependence of α of side A trigger efficiency
for 40MHz runs. In order to do the fitting, the run should have at least two delivered
luminosity bins. We will skip those runs that have only one luminosity bin.
In Figure 41, we give the delivered luminosity dependence of θ of side A trigger efficiency
for 40MHz runs.
In Figure 42, we give the integrated luminosity dependence of side A trigger efficiency
for 40MHz runs.
In Figure 43, we give the integrated luminosity dependence of side C trigger efficiency
for 40MHz runs.
4.2.2 ZDC trigger efficiency for 80MHz runs
We repeat the same fitting process for the 80MHz runs. We combine early runs 287222,
287224, 287259, 287270, 287281, 287321, 287330, 287334 and fit the trigger efficiencies.
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Figure 42: The integrated luminosity dependence of L1 ZDC A trigger efficiency for 40MHz
runs
Integrated Luminosity



























































Figure 43: The integrated luminosity dependence of L1 ZDC C trigger efficiency for 40MHz
runs
69
Figure 44 show fittings for L1 ZDC A efficiencies in the non-empty Delivered luminosity
intervals.
Figure 45 show fittings for L1 ZDC C efficiencies in the non-empty Delivered luminosity
intervals.
We combine some late runs 287632, 287706, 287728, 287827, 287843, 287866, 287924,
287931 and fit the trigger efficiencies. Figure 46 and Figure 47 show fittings for L1 ZDC A
efficiencies in the non-empty Delivered luminosity intervals.
Figure 48 and Figure 49 show fittings for L1 ZDC C efficiencies in the non-empty Deliv-
ered luminosity intervals.
We compare the fitting parameters of late runs and early runs. Figure 50 show the α, β
and θ parameters for L1 ZDC A. Figure 51 show the α, β and θ parameters for L1 ZDC C.
From the comparison of the fitting results of the early and the late runs, we observe
no significant run dependence of parameter β. In order to reduce the uncertainties of the
efficiency, we can safely assume that β has no run dependence and fix it as a function of
delivered luminosity. The dependence of β on delivered luminosity can be obtained via a
simple fit with the ansatz defined in Eq 4.3. The fits are done with combined early and late
run data. The fitting results for side A and side C are given in Figure 52.
With the fixed value of β, we can repeat the fitting process of 80MHz runs and obtain
the integrated luminosity and the delivered luminosity of the trigger efficiency. With all
the fitting results, we can calculate the α, β and θ for any given integrated luminosity and
delivered luminosity.
In Figure 53, we give the delivered luminosity dependence of α of side A trigger efficiency
for 80MHz runs. In order to do the fitting, the run should have at least two delivered
luminosity bins. We will skip those runs that have only one luminosity bin.




























































































































































































































































































































































































Figure 44: L1 ZDC A trigger efficiency fittings for early 80MHz runs
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Figure 45: L1 ZDC C trigger efficiency fittings for early 80MHz runs
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Figure 46: L1 ZDC A trigger efficiency fittings for late 80MHz runs, part1
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Figure 47: L1 ZDC A trigger efficiency fittings for late 80MHz runs, part 2
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Figure 48: L1 ZDC C trigger efficiency fittings for late 80MHz runs, part1
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Figure 49: L1 ZDC C trigger efficiency fittings for late 80MHz runs, part 2
]-3luminosity [10










































Figure 50: Comparison of early and late runs for α, β and θ of L1 ZDC A trigger efficiency
for 80 MHz runs
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Figure 51: Comparison of early and late runs for α, β and θ of L1 ZDC C trigger efficiency
for 80MHz runs
Inst Luminosity




























Figure 52: Combined fitting for the delivered luminosity dependence of β for 80MHz runs.
Left panel is side A, right panel is side C.
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Figure 54: The delivered luminosity dependence for θ of L1 ZDC A trigger efficiency for
80MHz runs
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In Figure 55, we give the integrated luminosity dependence of side A trigger efficiency
for 80MHz runs.
Integrated Luminosity























































Figure 55: The integrated luminosity dependence of L1 ZDC A trigger efficiency for 80MHz
runs
In Figure 56, we give the integrated luminosity dependence of side C trigger efficiency
for 80MHz runs.
We propagate the statistical uncertainties of α, β and θ from the efficiency fittings and
parameter fittings. We use the correlations between α, β and θ from the original modulated
sigmoid fit. For the uncertainties from β, we also put a limit for the uncertainties when
considering the β has run dependence. By applying the uncertainties and correlations of α,
β and θ, we can propagate the uncertainties of trigger efficiency.
The fitting results are encapsulated into the ZDC Analysis Tool. The fitting parameters
are saved as TSplines in a root file. The ZDC Analysis Tool read the parameters and do
calculations directly. Users can get the trigger efficiencies by giving the tool a run number
and a luminosity block number.
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Figure 56: The integrated luminosity dependence of L1 ZDC C trigger efficiency for 80MHz
runs
Chapter 5
Measurement of the suppression of
heavy flavor muons in Pb+Pb
collisions at 2.76 TeV within the
ATLAS detector
5.1 Datasets, trigger and event selections
5.1.1 Pb+Pb data samples
This analysis is based on the Pb+Pb data at
√
sNN=2.76 TeV recorded by ATLAS during
the 2011 heavy-ion run. The data was recorded into two physics streams : Minimum Bias
and HardProbes. The Minimum-Bias stream recorded events with a uniform sampling of
the Pb+Pb inelastic cross-section, while the HardProbes stream recorded events triggered
by rare physics signatures such as high(> 30 GeV) pT jets or muons. The events used in
this analysis are muon triggered events that were recorded in the HardProbes stream. The
Minimum Bias data is used mainly for cross checks. The minimum-bias events are selected
81
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as the events passing either one of the following mutually exclusive triggers:
1. EF mbZdc a c L1VTE50 trk
2. EF L1TE50 NoAlg
For trigger EF mbZdc a c L1VTE50 trk, At Lever 1 requires Transverse energy less than
50 GeV and coincident hits on both ZDC-A and ZDC-C. The requirement of conicident hits
on the ZDC rejects photo-nuclear events. At the Event Filter this requires at least one
reconstructed inner detector track. This trigger selects peripheral events.
For trigger EF L1TE50 NoAlg, This simply requires more than 50GeV of Transverse
energy in the calorimeters. This trigger selects more central events.
Note that the two triggers listed above are mutually exclusive as one trigger requires
< 50 GeV and other requires > 50 GeV.
The following muon trigger was used to select events for the heavy-flavor v2 and RAA
measurements:
1. EF mu4 MSonly L1TE50
The EF mu4 MSonly L1TE50 trigger was unprescaled throughout the 2011 run. At
Level-1 : Requires more than 50 GeVTransverse Energy and a L1 MU0 trigger. Requires
Muon-Spectrometer muon with Transverse energy bigger than 4 GeVat Event-Filter.
Figure 57 shows the EF mu4 MSonly L1TE50 trigger efficiency as a function of pT in
different centrality intervals. The efficiency is the number of triggered muons divided by
the number of all muons in the corresponding bin of the dataset based on 2011 Pb+Pb
Minimum Bias events. From this plot, we can see the trigger efficiency doesn’t have a
centrality dependence.
A sigmoid function fit is applied and drawn as the red line. The fitting function fit
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Figure 57: EF mu4 MSonly L1TE500 trigger efficiency as a function of pT based on 2011
Pb+Pb collisions Minimum Bias events at
√
sNN = 2.76 TeV.
.
confidence interval. This can help us smooth out the fluctuations especially in the flat
efficiency parts. The values we use are listed in Table 1.
All events from either stream were also required to pass the following offline cuts:
1. The event must be from a running period with stable beams and detector conditions
i.e. good lumi-block.
2. It must have a reconstructed vertex.
3. It must have good Minimum Bias Trigger Scintillator(MBTS) timing : |∆tMBTS| < 5
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Table 1: EF mu4 MSonly L1TE50 trigger efficiency and the uncertainties.
ns.
5.1.2 pp data samples
The data proton proton collisions taken in 2013 are taken as the baseline for RAA measure-
ment. The inelastic proton-proton cross section is at a CM energy of 2.76 TeV.
All events are required to pass the following offline cuts:
1. The event must be from a running period with stable beams and detector conditions
i.e. good lumi-block
2. At least one reconstructed primary vertex
3. Fire EF mu4 trigger
We calculate pp trigger efficiency based on 2013 pp Minimum Bias data. A combined
sigmoid functions fit is applied to smooth out the fluctuation during our measurement. When
we evaluate the efficiencies, we use 1σ confidence interval.
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5.1.3 Muon cuts
The muons we used are after the following cuts to select the muon events we need [37].
1. Is Combined Muon
2. Number of pixel hits is no less than 1
3. Number of B layer hits is no less than 1
4. Number of SCT hits is no less than 7
5. The sum of pixel holes and SCT holes is no bigger than 1
6. |d0PV| ≤ 5mm, |z0PV| ≤ 5mm
7. Inner Detector track pID ≥ 3 GeV. Muon Sepctrometer track pme ≥ 0.1 GeV
We also include |pMST | > 1.2, we will describe this cut later in more details.
5.1.4 Pb+Pb MC samples
This analysis utilizes Monte Carlo samples were generated by combining minimum bias
Pb+Pb events with PYTHIA dijet samples using the pileup overlay framework and per-
forming reconstruction on the combined signal. For each event, the PYTHIA generation and
subsequent GEANT simulation are run with conditions matching data, including the vertex
position. The data events are taken from a dedicated MinBiasOverlay stream in the 2011
running which uses a L1 ZDC coincidence trigger and records the data [28].
The 2011 Monte Carlo for muons are used to determine the templates for our analysis.
We use the template fitting method to separate signal muons from background muons. The
template fitting procedure will be introduced in detail in later sections.
The Core dijet samples J1 to J5 are used to build the background templates. These
samples are based on Pythia6, AUET2B tune with CTEQ6L1 pdfs.
86
1. J1 : mc11 2TeV.105010.J1 pythia jetjet.recon.NTUP HI.e1296 d724 r4789∗
2. J2 : mc11 2TeV.105011.J2 pythia jetjet.recon.NTUP HI.e1296 d724 r4789∗
3. J3 : mc11 2TeV.105012.J3 pythia jetjet.recon.NTUP HI.e1296 d724 r4789∗
4. J4 : mc11 2TeV.105013.J4 pythia jetjet.recon.NTUP HI.e1296 d724 r4789∗
5. J5 : mc11 2TeV.105014.J5 pythia jetjet.recon.NTUP HI.e1296 d724 r4789∗
Since the prompt muon statistics in this Monte Carlo sample is limited, the proper weighted
Muon Filter Monte Carlo samples J1 to J3 are used to build the signal templates.
Muon Filter Monte Carlo samples: same as core samples (same cross sections) but with
addicitonal filter requiring muon pT > 3.5 in each event for heavy flavor enhancement.
1. J1 : mc11 2TeV.119120.J1 pythia jetjet 1muon 3p5Ptcut.merge.NTUP HI∗
2. J2 : mc11 2TeV.119121.J2 pythia jetjet 1muon 3p5Ptcut.merge.NTUP HI∗
3. J3 : mc11 2TeV.119122.J3 pythia jetjet 1muon 3p5Ptcut.merge.NTUP HI∗
5.1.5 pp MC samples
The 2.76 TeVpp core dijet samples from JZ1 to JZ4 are used for pp Template Fitting. The
samples are taken in 2012 and have conditions from 2013 pp running, low mu, MC pileup.
The jet slices are all ”JZW” containing a pT minimum cut in the hard scattering and a filter
on truth jets reconstructed with anti-kt R = 0.4. The cone size is different than the result
R = 0.6 typically used in pp samples. The Core dijet samples we use are based on Pythia6,
AUET2B tune with CTEQ6L1 pdfs.
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5.1.6 Muon reconstruction strategies and efficiency
For the Pb+Pb setup, muons with momenta ranging from approximately 3 GeV to 20 GeV
are identified and there are three track reconstruction strategies:
(1)Stand-alone: muon track reconstruction based solely on the muon spectrometer data
over the range |η| < 2.7 (defined by the spectrometer acceptance).
(2)Combined: combination of a muon-spectrometer track with an inner-detector track
over the range |η| < 2.5 (defined by the inner-detector acceptance).
(3)Segment tag: combinaton of an inner-detector track with a muon-spectrometer seg-
ment, i.e. a straight-line track, in an inner muon station.
In this analysis, only the Combined muons are used.
The muon reconstruction process is associated with a muon reconstruction efficiency.
Figure 58 shows the efficiency as a function of pT with uncertainties [78].The efficiency is the
number of reconstructed muons divided by the number of truth muons in the corresponding
pT and centrality interval. The efficiency is calculated based on Monte Carlo samples. A
sigmoid function fit is applied and drawn as the red line. The 1σ confidence interval is applied
when evaluating the efficiencies’ uncertainties. The values we use are listed in Table 2.
From Figure 58 we can see there is a small centrality dependence for the muon recon-
struction efficiency. So in our final result, we fit the efficiency centrality by centrality, then
apply to the yield.
There is a difference in the setup of track reconstruction for pp compared with Pb+Pb
collisions. The Inner Detector reconstructions are different and the selections on the tracks
and cuts are different. Figure 59 shows the muon reconstruction efficiency based on the
Monte Carlo samples using the same method as for Pb+Pb samples. The efficiency plateau
at about 5.5 GeVwith 81%. A sigmoid function fit is applied and drawn as the black lines.
When we evaluate the efficiencies’ uncertainties, we use 1σ confidence interval. The values
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Figure 58: Muon reconstruction efficiency as a function of pT in pb+pb reconstruction setup
based on 2011 Pb+Pb Monte Carlo samples.
.
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Table 2: Pb+Pb Muon Reconstruction efficiency and the uncertainties.
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Figure 59: Muon reconstruction efficiency as a function of pT in pp reconstruction setup
based on 2012 pp Monte Carlo samples.
.
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As a comparision, previous measurement [94] shows the muon reconstruction performance
for the pp and p+Pb data.
5.2 Heavy flavor suppression methodology
5.2.1 Discriminant for the analysis
The first step in this analysis is to separate prompt muons from the muons coming from pi/K
decay in flight and to study the heavy flavor production in Heavy Ion collisions. The possible
backgrounds in the prompt muons are muons from electroweak bosons and light mesons. At
transverse momentum below 30 GeV, electroweak boson production is a negligible source
of prompt muons. At transverse momentum greater than 4 GeV, promptly decaying light
mesons, such as φ → µ+µ− is negligible compared to the much larger contribution from b
and c quarks [65]. We therefore associate prompt muons with heavy flavor production in
heavy ion collisions. All the prompt muons are used in our study of the heavy flavor. We set
the muons decayed from B quarks, C quarks, τ , light resonance, Z and W(the τ is around
1% to 3% , light resonance is around 0.1% to 0.5%, Z and W are less than 0.1%) as our
signal, and muons decayed from other particles as our background.
Based on the different kinematics and interaction with materials in calorimeter, two inde-
pendent discriminants can be applied, momentum balance and scattering angle significance.
In some analyses a combination of the two, the composite discriminant [37, 34] was used. In
our note, we only use the momentum balance.
5.2.1.1 Momentum balance
The momentum balance(marked as “Eloss”, will change this to ∆p/pID in the conference








where pID is the track momentum measured by the inner detector, pMS is the track segment
momentum measured by the muon spectrometer, pparam(pMS,η,φ) is the parametrized estima-
tion of the minimum ionizing energy loss by the muon crossing the material in the calorimter.
The parametrized estimation is preferred to the measured energy in the calorimeter because
muons considered are usually not isolated [65].
5.2.1.2 Scattering angle significance
Between the first inner detector measurement and the muon spectrometer, there are approx-
imately 16 scatters. For the inner detector these scatters are mainly at detector layers, where
the scattering angles are typically an order of magnitude smaller than the maximum pion
decay angle. A decay will in general lie between two measurements, thus two consecutive
same sign scattering angle outliers are indicative of a possible decay. A non-zero scattering
angle sum in the bending plane is equivalent to a change in curvature. For each scattering
center i, the expectation value of the change in angle due to multiple scattering φmsc is eval-
uated in the same way as in the track fitting using the parametrization. The signed residual





where q denotes the charge of muon track and ∆φi is the change in angle measured at











where n is the total number of scattering centers. Then the scattering angle significance is
defined as
S = max|S(k)|, k = 1, 2, ..., n (5.4)
It can be found by checking over all the scattering centers of the track trajectory and find
the one with the biggest absolute scattering angle change, which is the scattering angle
93
Eloss






































































Figure 60: Signal muon(a) and background muon (b) momentum balance distribution in
different centrality intervals from Monte Carlo samples for 5-6 GeV.
significance.
5.2.1.3 Discriminants based on 2011 data
In our analysis, we first checked the two discriminants. According to Figure 60, the mo-
mentum balance has no centrality dependence. However, from Figure 61 the scattering
angle significance differs in different centrality intervals. The difference can be seen more
clearly by looking at the distribution of the absolute value of scattering angle significance,
see Figure 62. The |S| is shifting right when it goes to more peripheral bins.
The reason of the centrality dependence in scattering angle significance is not clear to us
now. Also according to Figure 61 and Figure 62, the discriminant power of the scattering
angle signifinance is anyhow very poor. We only use the momentum balance in this analysis.
From the comparison of signal and background distribution of Monte Carlo samples, see
Figure 63, our discriminant can separate the signal and background pretty well. Thus, the
momentum balance is used as the discriminant to measure the prompt muons.
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Figure 61: Signal muon(a) and background muon (b) scattering angle significance distribu-
tion in different centrality intervals from Monte Carlo samples for 5-6 GeV.
|S|



































































Figure 62: Signal muon(a) and background muon (b) absolute value of scattering angle
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Figure 63: Signal and background muon momentum balance distribution in pp collisions(red
points) and Pb+Pb collisions(black points) in the 0-60% centrality interval for muons having
5 < pT < 6 GeV and |η| < 1. The signal and background distributions are separately
normalized such that their integral is unity. The background distribution is binned more
coarsely because of the limited statistics available in the background sample.
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5.2.2 Muon spectrometer pT(p
MS
T )cut
For our selected muons, the distributions of data samples and Monte Carlo samples can’t
agree well enough with each other, especially when muon pT is low, and the difference is
not centrality dependent. So we checked the Muon Spectrometer pT and found where this
disagreement comes from.
The pMST here is the muon momentum measured by the Muon Spectrometer standalone.
Figure 64 shows the comparison of all muons in data samples and Monte Carlo samples,
with pMST in different muon pT intervals. We can see the matching is not good for low p
MS
T
areas in low muon pT bins, and this mis-matching disappears as muon pT becomes bigger.
The distribution of Eloss with an example pMST cut: 0.9 GeV is shown in Figure 65.
Compared to the one without pMST cut(Figure 63), the background distribution has a sharper
drop when eloss is between 0.4 and 0.6.
Actually, the pMST difference between the Monte Carlo sample and data sample is mainly
caused by the trigger.
The trigger cuts off background more at high eloss areas, especially when pT is low.
Figure 66 show the EF MU4 MSonly L1TE50 trigger efficiency as a function of Eloss in
different pT intervals.
From the plots, in low pT bins, the trigger efficiency is low at high eloss area. When it
goes to high pT bins, the efficiency keeps steady according to eloss.
Figure 67 shows the EF MU4 MSonly L1TE50 trigger efficiency as a function of pMST in
different pT intervals.
We finally cut off |pMST | < 1.2 for both data and Monte Carlo samples, this selection
removes muons for which the Pb+Pb trigger efficiency is less than 50%.
We also check the pMST difference for the pp data. Figure 68 shows the comparison of all
muons in data samples with trigger EF mu4 and Monte Carlo samples for pMST in different






























































































Figure 64: Comparison of all muons in data samples and Monte Carlo samples for pMST in
different muon pT intervals based on 2011 pb+pb data. The black lines are data and red
lines are Monte Carlo samples.
98
Eloss


































Figure 65: Eloss signal and background distribution with |pMST | > 0.9 GeV in different
centrality intervals based on the Monte Carlo samples.
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Figure 68: Comparison of 2013 pp data samples with trigger EF mu4 and 2012 pp Monte
Carlo samples for pMST in different muon pT intervals based on pp data. The black lines are
data and red lines are from Monte Carlo samples.
1.2 GeV.
For the EF mu6 cross check, Figure 69 shows the pMST distrition with trigger EF mu6.
The statistics on Monte Carlo samples are poorer. There is obvious mismatch at low pT
bins aroung 6 GeV, which is caused by the same effect as EF mu4. We cut off muons with

































































































Figure 69: Comparison of 2013 pp data samples with trigger EF mu6 and 2012 pp Monte
Carlo samples for pMST in different muon pT intervals based on pp data. The black lines are
data and red lines are from Monte Carlo samples.
103
5.2.3 Template fitting procedure
5.2.3.1 Template fitting
A template fitting procedure is used to statistically estimate the signal fraction for each
kinematic and centrality selection used in the analysis. The results presented here use
muons having 4 < pT < 14 GeV. The lower limit of the pT range is constrained by the
pT dependence of the muon trigger and reconstruction efficiencies while the upper limit is
determined by the number of events available in the Pb+Pb data. The muon η interval is
chosen for optimal muon performance. We divide the pT into 9 bins, 4-4.5 GeV, 4.5-5 GeV,
5-5.5 GeV, 5.5-6 GeV, 6-7 GeV, 7-8 GeV, 8-10 GeV, 10-12 GeV and 12-14 GeV. We divide
the centrality into 5 bins, which are 0-10%, 10-20%, 20-30%, 30-40% and 40-60%. We use the
discriminant momentum balance, which is marked as “Eloss” for the template fitting. The
discriminant which is Eloss in our analysis, is divided into 35 bins while doing the template
fitting. We select 35 because we want the templates to be consistant with the shape of the
Eloss distribution.















where Nµ is the total number of muons in the sample, dP
sig/d∆p/pID and dP
bkg/d∆p/pID
represent the signal and background ∆p/pID probability distributions, respectively, and f
sig
represents the signal fraction.
For Pb+Pb data, centrality-dependent templates are used for the signal while centrality
integrated templates are used for the background. The latter is motivated by the observed




The χ2 fit is used in our template fitting. For the edge bins where the number of entries
are very small, we don’t include them into the fitting procedure. The “MINUIT” package is
used for the minimizaton and we use “MINOS” for the actual fits [97].
Since there are uncertainties in both data samples and templates, we need to consider
both of them in the calculation of χ2. The data and Monte Carlo samples are independent,









where Nfit is the fitted value from the template fitting and Ndata is the number of data in
the corresponding bin.
For variances,








where S is the final Signal distribution that contributes to the best fit and the B corresponds
to the final Background distribution.
Since we are using the weighted samples, we also need to consider the weights when we
are calculating the variances.
For weighted Monte Carlo JX samples,
σ2S = σ
2




× (1− f sig)2 ×N2events (5.10)



































According to this, we can do our own template fitting as well as test the goodness of the
fittings.
5.3 Heavy flavor suppression result
5.3.1 Template fitting for prompt muon fraction
By applying the template fitting method stated above, we build templates and fit the data.
Example template fits are shown for two muon pT intervals in Figure 70 for Pb+Pb events
in the 0–10% and 40–60% centrality intervals and for pp data.
As demonstrated in the figure, a combination of signal and background templates success-
fully describes the measured ∆p/pID distributions in all studied kinematic and/or centrality
intervals. Appendix .1 show the detailed fittings in each pT and centrality interval. The
black points are the data samples, the red lines denote the fitted data, the green and blue
lines are the signal and background templates built from Monte Carlo samples.
The χ2/NDOF distribution is plotted in Figure 71 and χ
2 probability in Figure 72. The
fittings are well performed.
The signal fractions obtained from the template fit are shown in Figure 73 for the Pb+Pb
and pp data.
The light flavor dominates at low pT and becomes less significant when pT goes higher,
so the fraction goes up with pT becomes higher. The increase in f
sig at low pT results from
selection bias in the triggers which are less efficient for background muons that have low
pMS. Such an increase is not observed when repeating this analysis using the minimum-
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Figure 70: Results of template fits to Pb+Pb and pp data. The top panels show results
for 5 < pT < 5.5 GeV and the bottom panels show results for 10 < pT < 12 GeV. The
left, middle, and right panels show results for Pb+Pb 0–10%, Pb+Pb 40–60%, and pp,
respectively. The black points represent the data. The blue and green lines represent the
signal and background template distributions weighted by f sig and (1 − f sig), respectively
(see text) and the red lines represent the combined template distributions.
Minimum Bias events. We can see the ratio goes up as pT becomes higher, there is no dip
at 6 GeV.
The prompt muon fraction increases as we go from peripheral events to central events,
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Figure 73: Signal fraction values obtained from template fits to the Pb+Pb and pp data as a
function of the muon-pT. Results are shown for different Pb+Pb centrality intervals and for
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The luminosity for pp collisions is determined from the 2013 van der Meer scans [2]. The
integrated luminosity is
L = 4.1pb−1 (5.13)
It has a relative uncertainty of 3.1%. The EF mu4 trigger we use has a Lumi-Weighted
prescale of 7.037 and the final prescale corrected Luminosity is 568.758 nb−1. The EF mu6
trigger we use has a Lumi-Weighted prescale of 1.94 and the final prescale corrected Lumi-
nosity is 2065 nb−1.
The 2011 Pb+Pb 2.76 TeV data corresponds to an integrated luminosity of
L = 0.14 nb−1 (5.14)
5.3.3 Systematic uncertainties and results
The heavy flavor muon differential cross-sections and differential yields are measured in pp
and Pb+Pb collisions, respectively, using muon pT intervals of width 0.5 GeV between 4 and
6 GeV, intervals of width 1 GeV between 6 and 8 GeV, and intervals of width 2 GeV for
pT > 8 GeV.
We include the following systematic uncertainties for the single muon measurement,
· Muon selections We repeat the analysis by using less muon selection cuts, and compare
with our main result. We got rid of the pixel hits and SCT hits cuts.
· pMST cut We repeat the analysis by changing |pMST | cut from 1.2 to 0.5 as well as 1.5, and
got two sets of new results. We compare the two new results with our main result.
We use the average of the differences from these two sources as systematics. This
variation affects the template fitting but also is sensitive to potential systematics in
the muon reconstruction efficiency. This also tests potential systematic uncertainties
in the template fitting due to Pb+Pb muon trigger bias.
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Figure 75: rms-width of (Truth-Reconstructed)pT as a function of pT in different centrality
intervals.
· pi and K background Systematic uncertainties resulting from the construction of the
templates, particularly the background template are evaluated by changing the relative
proportion of different background contributions. We double the pi background and
then double the K background in the Monte Carlo samples while doing the template
fitting, we also halve the backgrounds. We calculate the average of the differences from
these four sources as systematic uncertainties.
· Trigger Efficiency The systematics coming from trigger efficiency is evaluated by varying
the selections applied to the offline-reconstructed muons in the minimum-bias reference
sample and then re-evaluating the trigger efficiency.
· pT Resolution The rms-width of the difference between the truth pT and reconstructed pT
is shown in Figure 75. We use the difference between the truth and the reconstructed
muon pT as a source of systematics. The systematics coming from pT resolution cancels
out a lot for RAA. It’s too small an effect that we don’t include it in our final systematics
113
for RAA.
· Template fitting We compare the result from cut and count method with our main result
as the systematics coming from the template fitting procedure for Yield, cross section
and RAA. For a given centrality and/or pT bin, a cut is applied at a chosen value of
∆p/pID, ∆p/pID|cut = 0.1, and the fraction of muons in the data below the cut, f< is
calculated. That fraction represents most of the signal muons with a modest contam-
ination of background muons. The MC signal and background ∆p/pID distributions
are used to evaluate the fraction of the signal (f<S ) and background (f
<
B ) muons below
the cut. These represent, respectively, the efficiency for a signal muon to be accepted
by the cut and the leakage of the background into the cut region. Then, the signal





This method produces results for the signal fraction that are systematically higher for
both pp and Pb+Pb data than the results from the template fits at both low and high
pT. The difference is large in the lowest pT interval. For highest pT interval, systematics
are high because of limited statistics causing fluctuations. These difference may reflect
inconsistencies between the data and MC templates that may, for example, arise from
the effect of the trigger. The difference between the f sig values obtained using the two
methods is included in the systematic uncertainties on the measured number of heavy
flavor muons.
We calculate the signal muon fraction from cut method divided by the signal muon
fraction from template fitting method, draw it as a function of signal muon fraction
from Template Fitting method. Figure 76 shows the result in each pT interval. The
plots show the ratios are not sensitive to the signal fraction. We also use this method
114
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Figure 76: Prompt muon fraction from cut method divided by the fraction from Template
Fitting method as a function of fraction from Template Fitting method in each pT interval
as a cross check for our result, see 5.4.1 for details.
With the f sig obtained from the template fits, the pp differential cross-section for pro-












where L is the integrated luminosity of the pp measurement, ∆pT is the width of the given pT
interval, ∆η = 2 is the pseudorapidity interval included in this measurement, ∆Nµ represents
the number of muons in the given pT and η intervals, f
sig represents the signal fraction, and
εtrig and εrec represent the trigger and reconstruction efficiencies, respectively.
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Intervals statistical(%) systematics(%)
pT muon cuts p
MS
T cut pi|K pT Reso. fitting trigger efficiency
4 < pT < 4.5 GeV 16 3.4 9.3 0.36 0.79 10 0.21
4.5 < pT < 5.0 GeV 4.8 0.025 13 0.43 0.63 12 2.3
5.0 < pT < 5.5 GeV 4.6 2.7 3.2 0.13 0.49 8.3 2.3
5.5 < pT < 6 GeV 2.2 3.3 2.8 0.059 0.35 12 1.3
6 < pT < 7 GeV 2.6 3.9 2.6 0.045 0.25 4.9 1.3
7 < pT < 8 GeV 3 3.4 2.8 0.016 0.38 6.7 1.3
8 < pT < 10 GeV 4.1 2.5 2.8 0.0078 0.04 5.9 1.3
10 < pT < 12 GeV 5 2.5 2.7 0.49 0.33 7.2 1.3
12 < pT < 14 GeV 5.3 0.44 2.9 0.18 0.15 1.1 1.3
Table 4: Systematic uncertainties of pp cross section in different pT intervals compared with
statistical uncertainties.
The systematics of pp cross section in full pT and centrality bins are listed, see Table 4.
Figure 77 shows the percentage systematics for pp cross section as a function of pT for
the difference sources. Where appropriate, the uncertainties are smoothed as a function of
pT to reduce the statistical fluctuations in the uncertainty estimates. The continuous lines
indicate the final attributed systematic uncertainties which are obtained by smoothing out
the errors as a function of pT.
Figure 78 is the final pp cross section with systematic uncertainties.
A different trigger EF mu6 is also tried with the 2013 pp data as a check, though we use
the result with trigger EF mu4 in this analysis. The results are almost the same as long as











































Figure 77: Systematic uncertaities, in percentage, from each source for the pp yields as a
function of pT. The contribution from the different sources are shifted along the y-axis for
clarity. The shifts are indicated by dotted horizontal lines. The continuous lines indicate the
final attributed systematic uncertainties which are obtained by smoothing out the errors as
































Figure 78: The measured pp heavy flavor muon differential cross-section as a function
of pT. The error bars represent statistical uncertainties on the data, while the systematic
uncertainties, including the contribution from luminosity, are indicated by the shaded bands.
Figure 79 shows the measured prompt muon cross-sections, calculated via Eq. (5.16), in
the
√
s =2.76 TeV pp data as a function of the muon pT. The error bars show statistical un-
certainties resulting from combined statistical uncertainties on ∆Nµ and f
sig. The measured
cross-sections are compared with FONLL calculations using CTEQ 6.6 PDFs. The mea-
sured cross-sections are in good agreement with the FONLL calculations. showing that the
production of heavy flavor in pp collisions is well understood. The individual contributions
of the bottom and charm quarks to the muon cross-section, obtained from the calculations
are compared in the lower panel of Fig. 79. It is seen that at ∼4 GeV the contribution of
the bottom quark to the muon corss-section is about half of that of the charm. The relative
118
contribution increases monotonically with the muon-pT, and at ∼14 GeV the contributions























































Figure 79: Top panel: the pT dependence of the measured heavy flavor muon cross-section
in
√
s=2.76 TeV pp collisions. The vertical bars and bands on the data points indicate
statistical and systematic uncertainties, respectively. The horizontal bars indicate the width
of the pT intervals in which the measurements are performed. Comparison to the cross-
section from heavy flavor decays from FONLL calcuations are also shown, along with the
individual contribution from bottom and charm quarks. The vertical width of the bands
representing the FONLL calculations represent theoretical systematic uncertainties. Middle
panel: the ratio of the measured corss-section to the nominal value of the FONLL cross-
section. Bottom panel: the ratio of the bottom contribution to the charm contribution in
the FONLL calculations. All results are averaged over |η| < 1.
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where N centevt is the number of Pb+Pb collisions in a given centrality interval sampled by
the muon trigger, ∆N centµ represents the number of total muons with |η|<1 measured in the
given pT and centrality interval, f
sig represents the corresponding signal fraction obtained
from the template fits, and εtrig and εrec represent the trigger and reconstruction efficiencies,
respectively.
The systematics of Pb+Pb yield in full pT and centrality bins are listed, see Table 5.
Figure 80, Figure 81 and Figure 82 show the percentage systematics for Pb+Pb yield
in each bin for difference sources. Where appropriate, the uncertainties are smoothed as a
function of pT to reduce the statistical fluctuations in the uncertainty estimates.
Figure 83 is the final Pb+Pb yield with systematic uncertainties.
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Intervals statistical(%) systematics(%)
pT centrality muon cuts p
MS
T cut pi|K pT Reso. fitting trigger efficiency
4 < pT < 4.5 GeV 0− 10% 18 2.8 1.4 0.042 0.69 2.1 0.051
4 < pT < 4.5 GeV 10− 20% 12 0.05 1.3 0.14 0.019 1.9 0.051
4 < pT < 4.5 GeV 20− 30% 15 5.5 6.5 0.043 0.59 7.2 0.051
4 < pT < 4.5 GeV 30− 40% 13 0.57 5.3 0.086 0.85 2.3 0.051
4 < pT < 4.5 GeV 40− 60% 14 1.1 1.5 0.14 0.59 4.4 0.051
4.5 < pT < 5.0 GeV 0− 10% 6.2 1.9 9.4 0.14 1.2 0.65 0.0032
4.5 < pT < 5.0 GeV 10− 20% 4.9 1.1 6.3 0.063 0.99 3.9 0.0028
4.5 < pT < 5.0 GeV 20− 30% 5.1 1 9.9 0.085 1.5 5.4 0.0028
4.5 < pT < 5.0 GeV 30− 40% 5.3 0.33 12 0.16 0.43 2 0.0028
4.5 < pT < 5.0 GeV 40− 60% 5.2 1.2 7.3 0.039 1.4 2.7 0.0034
5.0 < pT < 5.5 GeV 0− 10% 2.6 0.11 5.6 0.13 2 4.1 0.083
5.0 < pT < 5.5 GeV 10− 20% 2.4 0.055 4.4 0.098 1.5 5.9 0.084
5.0 < pT < 5.5 GeV 20− 30% 2.3 0.67 5.7 0.17 0.17 4.3 0.084
5.0 < pT < 5.5 GeV 30− 40% 2.5 0.86 6 0.11 0.61 2.5 0.084
5.0 < pT < 5.5 GeV 40− 60% 2.5 0.38 6 0.19 0.57 4.8 0.083
5.5 < pT < 6 GeV 0− 10% 1.7 0.27 3.1 0.048 0.23 1.5 0.15
5.5 < pT < 6 GeV 10− 20% 1.7 1.1 3.3 0.14 0.94 4.2 0.15
5.5 < pT < 6 GeV 20− 30% 1.6 0.037 2.7 0.09 2.4 0.22 0.15
5.5 < pT < 6 GeV 30− 40% 1.8 0.97 2.9 0.12 1.8 4 0.15
5.5 < pT < 6 GeV 40− 60% 1.7 0.76 2.5 0.055 0.58 5.8 0.15
6 < pT < 7 GeV 0− 10% 2 1.3 1 0.099 1.2 0.99 0.22
6 < pT < 7 GeV 10− 20% 2 2.1 1.4 0.096 1.2 1.7 0.22
6 < pT < 7 GeV 20− 30% 2.1 1.8 0.97 0.031 0.025 3.2 0.22
6 < pT < 7 GeV 30− 40% 2.2 0.99 0.7 0.021 0.3 2.9 0.22
6 < pT < 7 GeV 40− 60% 2 1.4 1 0.015 0.39 1.7 0.22
7 < pT < 8 GeV 0− 10% 2.5 0.27 0.83 0.026 0.27 5.3 0.26
7 < pT < 8 GeV 10− 20% 2.4 0.54 0.73 0.064 1.2 4.8 0.26
7 < pT < 8 GeV 20− 30% 2.5 0.17 0.52 0.0084 0.28 3 0.26
7 < pT < 8 GeV 30− 40% 2.7 0.42 1.4 0.021 0.78 4.1 0.26
7 < pT < 8 GeV 40− 60% 2.5 0.98 1.2 0.038 0.61 6.1 0.26
8 < pT < 10 GeV 0− 10% 4.1 1.2 0.92 0.082 1.1 1 0.28
8 < pT < 10 GeV 10− 20% 4.3 2 0.9 0.096 2.1 1.3 0.28
8 < pT < 10 GeV 20− 30% 4.2 1.9 0.61 0.12 0.6 0.32 0.28
8 < pT < 10 GeV 30− 40% 4.6 1.4 0.99 0.12 1.1 0.17 0.28
8 < pT < 10 GeV 40− 60% 4.2 0.48 1 0.16 0.34 1.7 0.28
10 < pT < 12 GeV 0− 10% 4.7 0.98 0.76 0.11 0.75 2.5 0.29
10 < pT < 12 GeV 10− 20% 4.8 2 0.76 0.12 0.82 1.8 0.29
10 < pT < 12 GeV 20− 30% 5.4 2.4 0.75 0.032 1.5 2.8 0.29
10 < pT < 12 GeV 30− 40% 5.9 1.8 1 0.16 0.74 3.9 0.29
10 < pT < 12 GeV 40− 60% 5 1.8 0.79 0.046 1.3 0.15 0.29
12 < pT < 14 GeV 0− 10% 7.1 3.1 0.72 0.14 0.45 0.6 0.29
12 < pT < 14 GeV 10− 20% 6.3 2.5 0.79 0.21 0.35 2.2 0.29
12 < pT < 14 GeV 20− 30% 6.4 2.8 0.7 0.41 1.1 1.2 0.29
12 < pT < 14 GeV 30− 40% 8 3.8 0.76 0.00026 0.6 1.6 0.29
12 < pT < 14 GeV 40− 60% 8.6 0.42 0.75 0.25 0.88 0.28 0.29
Table 5: Systematic uncertainties of Pb+Pb Yield in different pT and centrality intervals













































































































Figure 81: Percentage systematics from each source for Pb+Pb yield as a function of pT in
































































Figure 82: Percentage systematics from each source for Pb+Pb yield as a function of pT in
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Figure 83: The measured Pb+Pb heavy flavor muon differential per-event yields as a
function of pT obtained for the different centrality intervals included in this analysis. The
statistical uncertainties on the data are everywhere smaller than the sizes of the symbols.
The shaded bands represent systematic uncertainties (see text); in many cases the shaded
bands are too small to be easily seen.
126
Figure 84 shows the differential per-event heavy flavor muon yields in Pb+Pb collisions
(Eq. (5.17)), scaled by the corresponding 〈TAA〉for the centrality intervals used in this analy-
sis. The statistical uncertainties indicate combined statistical uncertainties on ∆Nµ and f
sig.
Figure 84 also compares the 〈TAA〉scaled yields to the measured pp cross-sections. Significant
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Figure 84: The pT dependence of the measured Pb+Pb heavy flavor muon differential per-
event yields for different centrality intervals scaled by the corresponding 〈TAA〉. Also shown
is the measured pp heavy flavor muon differential cross-section. For clarity, the results for
the different centralities are multiplied by scale factors that are indicated in the legend.
The pp cross-section is also re-plotted multiple times, multiplied with these scale factors, for
comparison with the results for the different Pb+Pb centralities. The error bars and shaded
bands represent statistical and systematic uncertainties, respectively; and in many cases are
too small to be easily seen.
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Table 11 lists the thickness function TAA [2] values in each centrality intervals, it’s the
geometric measurement of the partonic luminosity of the Pb+Pb collisions and we calculate
it from the Glauber Model.
Based on the Yield, cross-section and TAA, we can calculate the RAA. Systematics on
the RAA from the pp cross section, Pb+Pb per-event yield, and TAA are propagated using
standard techniques.
The systematics of RAA in full pT and centrality bins are listed, see Table 7.
Figures 85–87 show the contribution of the systematic uncertainties from the difference
sources to the RAA in percents. The continuous lines indicate the final attributed systematic
uncertainties which are obtained by smoothing out the errors as a function of pT, while
conservatively picking them to be independent of centrality.
The heavy flavor muon RAA is calculated according to Eq. (1.1) using the results presented
in Fig. 84.
Figure 88 shows the RAA final result as a function of pT in different centrality intervals.
Both the statistical uncertainties and systematic uncertainties are drawn in the figures.
We also compare the RAA results between centralities, see Figure 89 and Figure 90.
The RAA is pT-independent within the uncertainties of the measurement. This is inter-
esting given that the FONLL calculations show that the contribution of bottom and charm
quarks changes with pT in the reference pp (See Fig. 79). The RAA decreases between pe-
ripheral 40–60% collisions, where it is ∼0.65, to more central collisions, reaching a value of
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Figure 85: Systematic uncertainties, in percentage, from different sources for RAA as a
function of pT in the 0-10% centrality interval. The contribution from the different sources
are shifted along the y-axis for clarity. The shifts are indicated by dotted horizontal lines.
The continuous lines indicate the final attributed systematic uncertainties which are obtained
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Figure 86: Systematic uncertainties, in percentage, from different sources for RAA as a
function of pT in the 10-20% and 20-30% centrality intervals. The contribution from the
different sources are shifted along the y-axis for clarity. The shifts are indicated by dotted
horizontal lines. The continuous lines indicate the final attributed systematic uncertainties
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Figure 87: Systematic uncertainties, in percentage, from different sources for RAA as a
function of pT in the 30–40% and 40–60% centrality intervals. The contribution from the
different sources are shifted along the y-axis for clarity. The shifts are indicated by dotted
horizontal lines. The continuous lines indicate the final attributed systematic uncertainties
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Figure 88: The measured Pb+Pb heavy flavor muon RAA as a function of pT. The five panels
show results in the five different centrality intervals. The error bars represent statistical
uncertainties. The boxes indicate theoretical uncertainties on the 〈TAA〉. The shaded bands











Table 6: TAA and the uncertainties. [2]
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Intervals statistical(%) systematics(%)
pT centrality muon cuts p
MS
T cut pi|K fitting Efficiency
4 < pT < 4.5 GeV 0− 10% 24 0.52 7.3 0.31 11 0.16
4 < pT < 4.5 GeV 10− 20% 20 3.3 7.3 0.21 11 0.16
4 < pT < 4.5 GeV 20− 30% 22 2.1 2.5 0.31 2.9 0.16
4 < pT < 4.5 GeV 30− 40% 20 2.7 3.7 0.27 7.3 0.16
4 < pT < 4.5 GeV 40− 60% 21 4.3 7.1 0.21 5.4 0.16
4.5 < pT < 5.0 GeV 0− 10% 7.8 1.9 2.8 0.35 11 2.4
4.5 < pT < 5.0 GeV 10− 20% 6.8 1.1 5.6 0.43 14 2.4
4.5 < pT < 5.0 GeV 20− 30% 6.9 1 2.5 0.4 15 2.4
4.5 < pT < 5.0 GeV 30− 40% 7.1 0.3 0.81 0.32 12 2.4
4.5 < pT < 5.0 GeV 40− 60% 7 1.2 4.7 0.44 13 2.4
5.0 < pT < 5.5 GeV 0− 10% 5.3 2.8 2.4 0.0069 11 2.3
5.0 < pT < 5.5 GeV 10− 20% 5.2 2.6 1.1 0.036 13 2.3
5.0 < pT < 5.5 GeV 20− 30% 5.1 3.3 2.4 0.032 12 2.3
5.0 < pT < 5.5 GeV 30− 40% 5.2 3.5 2.7 0.025 10 2.3
5.0 < pT < 5.5 GeV 40− 60% 5.2 3 2.7 0.051 12 2.3
5.5 < pT < 6 GeV 0− 10% 2.8 3 0.28 0.1 9.5 1.5
5.5 < pT < 6 GeV 10− 20% 2.8 2.1 0.51 0.19 7.1 1.5
5.5 < pT < 6 GeV 20− 30% 2.7 3.3 0.044 0.034 11 1.5
5.5 < pT < 6 GeV 30− 40% 2.8 4.2 0.089 0.18 7.3 1.5
5.5 < pT < 6 GeV 40− 60% 2.8 2.5 0.23 0.11 5.7 1.5
6 < pT < 7 GeV 0− 10% 3.3 4.9 1.5 0.14 5.6 1.5
6 < pT < 7 GeV 10− 20% 3.3 5.7 1.1 0.14 6.3 1.5
6 < pT < 7 GeV 20− 30% 3.3 5.4 1.6 0.075 7.7 1.5
6 < pT < 7 GeV 30− 40% 3.4 4.7 1.8 0.065 7.4 1.5
6 < pT < 7 GeV 40− 60% 3.3 5 1.5 0.029 6.2 1.5
7 < pT < 8 GeV 0− 10% 3.9 3 2 0.012 1.3 1.6
7 < pT < 8 GeV 10− 20% 3.8 3.8 2.1 0.1 1.8 1.6
7 < pT < 8 GeV 20− 30% 3.9 3.1 2.3 0.043 3.5 1.6
7 < pT < 8 GeV 30− 40% 4 2.9 1.4 0.058 2.4 1.6
7 < pT < 8 GeV 40− 60% 3.9 4.2 1.6 0.0047 0.61 1.6
8 < pT < 10 GeV 0− 10% 5.8 3.6 1.8 0.078 4.6 1.6
8 < pT < 10 GeV 10− 20% 5.9 4.5 1.8 0.091 4.3 1.6
8 < pT < 10 GeV 20− 30% 5.9 4.3 2.1 0.11 5.9 1.6
8 < pT < 10 GeV 30− 40% 6.2 3.9 1.7 0.11 5.7 1.6
8 < pT < 10 GeV 40− 60% 5.9 3 1.7 0.16 4 1.6
10 < pT < 12 GeV 0− 10% 6.9 3.4 1.9 0.56 4.3 1.6
10 < pT < 12 GeV 10− 20% 6.9 4.4 1.9 0.57 5 1.6
10 < pT < 12 GeV 20− 30% 7.4 4.8 1.9 0.49 4 1.6
10 < pT < 12 GeV 30− 40% 7.7 4.2 1.6 0.61 3 1.6
10 < pT < 12 GeV 40− 60% 7.1 4.3 1.9 0.41 6.5 1.6
12 < pT < 14 GeV 0− 10% 8.9 2.7 2.1 0.34 0.52 1.6
12 < pT < 14 GeV 10− 20% 8.2 2.1 2 0.39 3.3 1.6
12 < pT < 14 GeV 20− 30% 8.3 2.4 2.1 0.6 2.3 1.6
12 < pT < 14 GeV 30− 40% 9.6 3.4 2.1 0.19 2.6 1.6
12 < pT < 14 GeV 40− 60% 10 0.017 2.1 0.073 1.4 1.6























Figure 89: The measured Pb+Pb heavy flavor muon RAA as a function of pT in for three cen-
trality intervals: 0–10%, 20–30%, and 40–60%. The error bars show statistical uncertainties
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Figure 90: The measured Pb+Pb heavy flavor muon RAA as a function of pT in for two
centrality intervals: 10–20% and 30–40%. The error bars show statistical uncertainties on
the data, and the shaded bands represent systematic uncertainties (see text).
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5.3.4 Comparisons with other experiment and theory
Figure 91 compares the RAA measurements in this analysis to similar measurements for
muons at forward rapidity (2.5<y<4) [21] and heavy flavor electrons at mid-rapidity (|y|<0.6) [20]
from the ALICE collaboration. In general the results are consistent with each other, however
the present measurements have considerably smaller uncertainties.
Figure 92 compares the present measurements with that of inclusive charged hadrons [44]
and identifiedD0 mesons [71]. TheD0 RAA is similar to the inclusive hadrons for pT>5 GeV [71],
implying that the charm suppression is very similar to the that for the light quarks and glu-
ons. On the other hand, the heavy flavor muon RAA, which includes contributions from
bottom and charm, is observed to be larger than that of inclusive hadrons. This would im-
ply a significantly smaller suppression for muons from decay of b-hadrons. One caveat that
should be noted here is that the D0-pT and the HF muon-pT are differently related to the
pT of the HF quark that produced them. However, this effect is mitigated by the relatively
weak pT dependence of both the D
0 and HF muon RAA over the 5–14 GeV pT range.
Next the measured RAA values are compared to calculations from the TAMU transport
model [89] and the DABMod model [117]1. TAMU is a transport model for heavy flavor
through the QGP and subsequent hadronic phase. The initial heavy quark spectra used
in the model are obtained from FONLL calculations, accounting for shadowing effects in
Pb+Pb collisions. The space-time evolution of the bulk QGP medium, in which the heavy
quarks diffuse, is modeled using ideal relativistic hydrodynamics, tuned to reproduce the
charged-hadron pT spectra and inclusive elliptic flow measured in Pb+Pb collisions at the
LHC. The initial conditions for the hydrodynamic modeling are obtained from the Glauber
model and do not include any initial flow or fluctuations. After this tuning, there are no free
parameters in the model. The hadronization of the heavy flavor quarks is done partially via






















































































|<1η : |±µ  ATLAS HF 
|<0.6 y : |±e  ALICE HF 
<4y : 2.5<±µ  ALICE HF 
Figure 91: Comparison of the heavy flavor muon RAA measured in this analysis to similar
measurements for muons at forward rapidity (2.5<y<4) and heavy flavor electrons at mid-
rapidity (|y|<0.6) from the ALICE Collaboration The error bars represent systematic and
statistical uncertainties added in quadrature. The 〈TAA〉 errors are similar between the three























































































|<1η : |±µ  ATLAS HF 
|<1y : |0  CMS   D
|<2η : |±h  ATLAS 
Figure 92: Comparison of the heavy flavor muon RAA measured in this analysis to the
RAA for inclusive charged hadrons from ATLAS and the RAA for identified D
0 from the
CMS collaboration. The error bars represent systematic and statistical uncertainties added
in quadrature. The 〈TAA〉 errors are identical between the three measurements and are
excluded from the comparison.
recombination of heavy quarks with light flavor hadrons in the QGP and partially by frag-
mentation. Finally, the diffusion of heavy flavor hadrons in the hadronic phase is continued
until kinetic freezeout. DABMod is an energy loss model for heavy quarks traversing through
the QGP. The energy loss is a parameterized and analytic function of the temperature ex-
perienced by and velocity of the heavy quark. The initial pT distribution of heavy quarks is
obtained from FONLL calculations. The underlying QGP is modeled using 2+1D relativis-
tic viscous hydrodynamics including event by event fluctuations in the initial conditions and
subsequent hydrodynamic expansion. All the hydrodynamic parameters are tuned and fixed
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to describe the experimental flow data at low pT. The heavy quarks are evolved on top of
the hydrodynamic underlying event until they reach a decoupling temperature below which
they are hadronized via fragmentation. Any subsequent hadronic rescattering is neglected.
Figure 93 compares the measured prompt muon RAA values with theoretical calculations
from the TAMU and DABMod models. It is seen that the TAMU model predicts a larger
suppression in the 40–60% centrality interval and a lower suppression in the 0–10% centrality
interval than what is measured. Thus the range of the suppression seen in the data is
larger than in the TAMU model. The TAMU calculations do however indicate only a weak
dependence of the RAA on pT, over the 4–14 GeV pT range, which is consistent with the data.
One of the possible reasons the TAMU model disagrees with the centrality dependence seen
in the data could be that it does not implement event-by-event fluctuations in the initial
geometry, which are known to affect the dynamical evolution of bulk medium [115, 105] and
can affect the tuning of the TAMU parameters. On the other hand the DABMod calculations,
which include such event by event fluctuations, show a strong dependence of the RAA on
the muon pT. At the lower pT end, the calculated values are significantly smaller than
the measured values. The DABMod RAA values increase with increasing pT, and become
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Figure 93: Comparison of the measured heavy flavor muon RAA in Pb+Pb collisions to
the values predicted from the TAMU transport model and the DABMod model. Each panel
represents a different centrality interval. For the 20–30% and 30–40% centrality intervals, the
plotted TAMU values actually correspond to the 20–40% centrality interval. For the data, the
error bars represent statistical uncertainties, the shaded bands represent the experimental
systematic uncertainties, and the boxes indicate theoretical uncertainties from the 〈TAA〉.
For the model calculations the bands indicate the theoretical systematic uncertainties.
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5.4 Cross checks
Some cross checks are used to check our results and the calculating method.
5.4.1 Simple selection and count method
We use a simple selection and count method to check the template fitting results. In this
method, we use a cut value(0.1) on momentum balance(denote as Cut) and estimate the
fraction of muons with momentum balance greater than Cut for signal and background
histograms, mark as hs and hb. We set the number of total muons in the corresponding bin
as Ntotal and the number of muons with momentum balance greater than the Cut as Ncut.
If we denote the number of prompt muons and non-prompt muons in the data samples as
Ns and Nb respectively, we can have the following equations,
Ntotal = Ns +Nb (5.18)
Ncut = Nshs +Nbhb (5.19)
The prompt muon fraction can be calculated as R = Ns/Ntotal. Figure 94 shows the com-
parison of the prompt muon result between the simple selection and count method and the
template fitting method.
5.4.2 Monte carlo closure test
We do a Monte Carlo closure test to validate the whole process of calculating prompt muon
ratio. We use exactly the same method, but use half of the Inclusive Muon MC samples as
data samples and the other half to build the templates.
The prompt muon ratio from Monte Carlo closure test is shown in Figure 95. We compare
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Figure 94: Prompt muon ratio from simple selection and count method along with prompt
muon ratio from template fitting result. The red stars are from simple selection and count













































Figure 95: Prompt muon ratio from Monte Carlo closure test(black diamonds) as a function
of pT compared with the ratio calculated from the Monte Carlo sample(red circles). The left
graph is in 0− 40% centrality interval and the right one is in 40− 80% centrality interval.
results calculated directly from the sample. We can see that the ratios are consistent within
statistical uncertainties.
Chapter 6
Measurement of the anisotropy of
heavy flavor muons in Pb+Pb
collisions at 2.76 TeV within the
ATLAS detector
6.1 Flow analysis methodology
6.1.1 Flow analysis via Event-Plane(EP) method
The vn measurements additionally require determination of the event-plane (EP) angles Φn
(see Eq. (1.2)). However, due to detector acceptance effects and finite multiplicity in an
event, the measured EP angles, denoted Ψn, fluctuate event-by-event around the true EP
angles, Φn [116]. The “observed” vn, v
obs
n , is obtained by measuring the distribution of the
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The second order EP in this analysis is determined with the “q2-vector” method. In
















(q2,x)2 + (q2,y)2 (6.4)
Where the sum is taken over all the calorimeter towers in the FCal and φi denotes the
azimuthal angle of the ith tower. The event averaged terms 〈ΣET cos(nφi)
ΣET
〉 and 〈ΣET sin(nφi)
ΣET
〉
are subtracted out in order to remove detector effects. These event averaged terms should
be zero for an ideal detector, as averaged over many events, there should be no anisotropy in
the ET deposition. However irregularities present in the detector tend to orient the q-vector
along a particular direction, making these event averaged quantities non-zero. This way of
subtraction the event averaged centroids to account for the detector irregularities has been
used in previous ATLAS flow analysis [5] and is described in detail in a previous internal
note (Section 7 of [99]).
From the definition of the qobs2 (Eq.6.2-6.4) it is clear that it is the “observed” ET weighted
v2 in the event. The “observed” here indicates that since the q
obs
2 is being estimated using
only the finite number of particles that are in the FCal acceptance, it will be in general
different than the true q2 (denoted q
True
2 ) due to statistical fluctuations.
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The finite number effect that leads to qobs2 being smeared about the true q2 also results in
the measured second-order EP angle (Ψ2) to be different than the “true” second-order EP
angle (denoted Φ2). However the effect of this smearing on flow observables can be quanti-
tatively determined and corrected on a statistical basis. For example, in v2 measurements
for charged tracks, one measures the modulation of the track distribution with respect to
the Ψ2 plane and then corrects the measurement to account for the smearing of Ψ2 around
Φ2.
vTrue2 = 〈〈cos(2(φ− Φ2))〉Trk〉Evt =
〈〈cos(2(φ−Ψ2))〉Trk〉Evt
〈cos(2(Ψ2 − Φ2)〉Evt (6.6)
Where 〈...〉Trk implies averaging over tracks in an event and 〈...〉Evt implies averaging over
events. To prove the above equation simply expand cos(2(φ− Φ2)) as:
〈〈cos(2(φ−Ψ2))〉Trk〉Evt = 〈〈cos(2(φ− Φ2)− 2(Ψ2 − Φ2))〉Trk〉Evt
= 〈〈cos(2(φ− Φ2)) cos(2(Ψ2 − Φ2))〉Trk〉Evt
+〈〈sin(2(φ− Φ2)) sin(2(Ψ2 − Φ2))〉Trk〉Evt (6.7)
As the fluctuations of Ψ2 about Φ2 are independent of the orientation of Φ2, averaging over
events one gets
〈〈cos(2(φ− Φ2)) cos(2(Ψ2 − Φ2))〉Trk〉Evt = 〈〈cos(2(φ− Φ2))〉Trk〉Evt × 〈cos(2(Ψ2 − Φ2))〉Evt
〈〈sin(2(φ− Φ2)) sin(2(Ψ2 − Φ2))〉Trk〉Evt = 〈〈sin(2(φ− Φ2))〉Trk〉Evt × 〈sin(2(Ψ2 − Φ2))〉Evt(6.8)
Now, since the fluctuations of the Ψ2 about Φ2 must be symmetric (that is, the probability
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of (Ψ2−Φ2) to be +∆ and -∆ are the same), when averaged over many events the sine terms
above drop out giving:
〈〈cos(2(φ−Ψ2))〉Trk〉Evt = 〈〈cos(2(φ− Φ2))〉Trk〉Evt × 〈cos(2(Ψ2 − Φ2))〉Evt (6.9)
which is the desired result.
Eq. 6.6 can be rewritten as:
vTrue2 = 〈〈cos(2(φ− Φ2))〉Trk〉Evt =
〈〈cos(2(φ−Ψ2))〉Trk〉Evt
〈cos(2(Ψ2 − Φ2)〉Evt ≡
vobs2
Res{2Ψ2} (6.10)
where, vobs2 is the “observed” v2, calculated from the modulation of the tracks about Ψ2 and
needs to be corrected by the EP-resolution : Res{2Ψ2} to obtain the true v2. There are
several data-driven methods that can be used to determine the EP resolution as described in
[99], where the resolution for the FCal was determined for the 2010 Pb+Pb run. Figure 96
shows the resolution for the FCal as a function of centrality from [99]. Any v2 measurements
need to be corrected by this factor to account for the detector resolution.
6.1.2 χ2 calculation for the v2 fit in Event-Plane method
To extract v2, we fit the number of prompt muons(N
pr) to the fitting function A(1 +
2v2cos(2(φ−Ψ2))). We combine the symmetric bins to increase statistics.
We are using the same signal and background templates for all the four bins, there are
potential correlations between them. The correlations from templates are positive.
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Figure 96: The FCal second to sixth order EP resolution. The black points are second-order
EP resolution ((Res{2Ψ2})) as a function of centrality [106].
.
The function for calculating the χ2 is as follows,
χ2 =
(
∆x1 ∆x2 ∆x3 ∆x4
)

V ar(x1) Cov(x2, x1) Cov(x3, x1) Cov(x4, x1)
Cov(x1, x2) V ar(x2) Cov(x3, x2) Cov(x4, x2)
Cov(x1, x3) Cov(x2, x3) V ar(x3) Cov(x4, x3)









∆x denotes the difference between the data value and the fitted value from the fitting
functions.
In our case, our entry for the fit Npr = Nall × f sig, we have,
Cov(Npri , N
pr
j ) = 〈(Npri − N¯pri )(Nprj − N¯prj )〉
= 〈(Nalli f sigi − N¯alli ¯f sigi )(Nallj f sigj − N¯allj ¯f sigj )〉
= 〈Nalli Nallj 〉〈f sigi f sigj 〉 − N¯alli ¯f sigi N¯allj ¯f sigj
(6.12)





























To account for the statistical influence on both data and templates, the variance of f sig
is the square of the uncertainties we measured from the template fitting. The number of all
muons in the our four φ−Ψ2 bins are multi-nomial distributed.











f sig and δf sig are from the previous template fitting.
To calculate the covariances from templates, we use the pseudo-experiment technique to
deal with the limited statistics on templates. We generate Poisson samplings of both signal
and background templates and use the new templates for the template fitting. We redo this
process for 50 times. We use the covariance of the 50 pseudo-experiment as the covariance
of the templates in the four φ−Ψ2 bins.
To see the covariance, we plot the 2 dimensional histograms of prompt muon fraction in
different φ−Ψ2 bins, see Figure 97
The calculated covariances are of 10−4. Take some of the covariance results as examples,
4 < pT < 4.5 GeV, 0− 10%, the covariance matrix is,
0.000184488 0.000173563 0.000177748 0.000174954
0.000173563 0.000163933 0.000167645 0.000164575
0.000177748 0.000167645 0.000171981 0.00016862
































































































































 = 2.76 TeVNNs| < 1η|
0-10%













































































































































 < 10 GeV
T
8 < p
Figure 97: Two dimensional histograms of prompt muon ratios in different pT bins.
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4 < pT < 4.5 GeV, 40− 60%, the covariance matrix is,
7.021e− 05 6.93535e− 05 7.0433e− 05 7.05292e− 05
6.93535e− 05 6.94745e− 05 6.98248e− 05 7.00983e− 05
7.0433e− 05 6.98248e− 05 7.20732e− 05 7.18725e− 05
7.05292e− 05 7.00983e− 05 7.18725e− 05 7.29174e− 05

(6.17)
8 < pT < 10 GeV, 0− 10%, the covariance matrix is,
2.05649e− 05 1.91376e− 05 2.07748e− 05 1.9333e− 05
1.91376e− 05 1.9044e− 05 2.03573e− 05 1.85376e− 05
2.07748e− 05 2.03573e− 05 2.32665e− 05 2.03183e− 05
1.9333e− 05 1.85376e− 05 2.03183e− 05 1.88009e− 05

(6.18)
8 < pT < 10 GeV, 30− 40%, the covariance matrix is,
3.01799e− 05 2.64102e− 05 2.72721e− 05 2.51747e− 05
2.64102e− 05 2.78976e− 05 2.8401e− 05 2.4136e− 05
2.72721e− 05 2.8401e− 05 3.25955e− 05 2.70702e− 05
2.51747e− 05 2.4136e− 05 2.70702e− 05 2.70207e− 05

(6.19)
Plugging these covariances and variances into the χ2 calculation above, we can do χ2 fits
to get the v2.
6.1.3 Flow analysis via Scalar Product method
One drawback of the EP method is that there is an ambiguity in the interpretation of the
vn values
1, vEPn , obtained from it. In the limit of perfect EP resolution, i.e. Res{nΨn} → 1,
the vEPn → 〈vn〉, while in the limit of poor resolution, i.e. Res{nΨn} → 0, the vEPn →
√〈v2n〉
where the 〈...〉 indicates average over all events [103]. In general,the vn values measured
1From here on the vn values obtained from the event-plane method are designated as v
EP
n to differentiate
them from the values measured from the Scalar-Product method.
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with the EP method lie somewhere in between 〈vn〉 and 〈
√
v2n〉, depending on the value
of the resolution. For this reason, the Scalar-Product (SP) is considered to be a superior
measurement technique, as it always measures the r.m.s.-vn (
√〈v2n〉) [103]. The ideal SP
method entails weighting each measured prompt muon by the magnitude of the q-vector





where ResSP{nΨn} is the resolution for the SP method. It is given by:
ResSP(nΨn) =
√
〈qPnqNn cosn(ΨPn −ΨNn )〉, (6.21)
where q
P(N)
n is the magnitude of the nth-order q-vector measured in the positive (negative)
side of the FCal. Previous ATLAS measurements show that EP vn values differ by less
than 5% from the r.m.s.-vn values for v2, and harmonics of order n ≥ 3 are consistent
within systematic uncertainties [40]. Eq. (6.20) however, cannot be directly used in the
present analysis, since a priori it is not known whether a reconstructed muon is prompt or
not: the number of prompt muons is statistically extracted from the momentum imbalance
distributions. Instead, the implementation of the SP method follows quite closely the EP
method. The template fits are done in four intervals of n|φ−Ψn| with each muon weighted
with the measured qn in that event. These fits give the qn weighted prompt-muon yields in
each n|φ − Ψn| interval. These weighted yields are then fitted with nth order Fourier fits,
similar to Fig 105, to obtain the observed SP-vn, which are then corrected by Res
SP{nΨn}
to obtain the vSPn .
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6.2 Flow results
6.2.1 Flow results via Event-Plane method
6.2.1.1 Template fitting for v2 calculation
The heavy flavor muon vobs2 values are measured by evaluating the yields differentially with
respect to the Ψ2 plane. For this, the template fitting procedure is repeated in bins of 2|φ−Ψ2|
for each pT and centrality interval. Utilizing the two-fold symmetry of the Ψ2-plane and the
fact that cos(2(φ−Ψ2)) is an even function, it is sufficient only to bin over the interval (0, pi)
in 2|φ − Ψ2|. Four bins of 2|φ − Ψ2|: (0, pi/4), (pi/4, pi/2), (pi/2, 3pi/4), and (3pi/4, pi) are
used. The same signal and background templates are used for the four 2|φ − Ψ2| bins in a
given pT and centrality interval. As a result, there is a significant correlation between the
statistical uncertainties on the signal fractions measured in the four cos(2(φ−Ψ2)) intervals.
We calculate the correlation by sampling template histograms 50 times.
Figure 98 shows the signal fraction obtained in each of the 2|φ − Ψ2| bins as a function
of pT for the five centrality intervals used in this analysis. A dependence of the fraction
on 2|φ − Ψ2|, observed in the data, indicates that the heavy flavor muons and background
muons have different v2 values. The fractions are typically largest for 2|φ − Ψ2| < pi/4 and
decrease with increasing 2|φ−Ψ2|.
Appendix .2 shows the momentum balance distribution with the template fitting in each
bin. According to the χ2/NDOF , the fittings are good and give us reasonable results.
Figure 99 shows the fitted uncertaintis of prompt muon ratio as a function of pT in each
bin.
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Figure 98: The pT dependence of the signal fraction, f
sig, for the four 2|φ − Ψ2| bins.
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Figure 100: χ2/NDOF as a function of pT in different centrality and 2(φ− Φ2) bins.
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6.2.1.2 v2 in wider pseudo-rapidity range
We expand the pseudo-rapidity η from |η| < 1 to |η| < 2 to increase statistics of the elliptic
flow measurement. Figure 101 shows the trigger efficiency in |η| < 2. The efficiency plateau
is 3% higher than in |η| < 1.
The v2 as a function of the absolute value of η is plotted in different centrality intervals.
Figure 102 shows the |η| dependence in 5 < pT < 8 GeV. Figure 103 shows |η| dependence
in 8 < pT < 14 GeV.
We can see there is almost no η dependence of flow. So in our flow analysis, we use
|η| < 2 range.
The template fittings for 1 < |η| < 2 are attached in Appendix .3.
Figure 104 shows the signal fraction obtained in each of the 2|φ−Ψ2| bins as a function
of pT for the five centrality intervals used in this analysis for |η| < 2. A dependence of
the fraction on 2|φ − Ψ2|, observed in the data, indicates that the heavy flavor muons and
background muons have different v2 values. The fractions are typically largest for 2|φ−Ψ2| <
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Figure 101: EF mu4 MSonly L1TE50 trigger efficiency in |η| < 2.
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Figure 104: The pT dependence of the signal fraction, f
sig, for the four 2|φ − Ψ2| bins.
Each panel represents a different centrality interval. The error bars represent statistical
uncertainties only.
6.2.1.3 Cosine fits for flow harmonics
With the number of muons from heavy quark decay in each φ−Φ2 bin, we can calculate the
raw v2 by fitting with N(1 + 2v2 cos 2(φi − Φ2)).
Figure 105 shows examples of the differential yields of heavy flavor muons obtained from
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the template fits as a function of 2|φ − Ψ2| for two centrality and two pT intervals. A
clear dependence of the yields on Ψ2 can be observed, with a larger yield in the “in-plane”
direction (2|φ−Ψ2| ∼ 0) compared to the “out-of-plane” direction (2|φ−Ψ2| ∼ pi), implying
a significant v2 signal. The differential yields are fitted with a second order Fourier fit to
obtain the vobs2 . While performing the fits, the χ
2 minimization is done taking into account
the correlations between the statistical uncertainties on the yields in the different 2|φ−Ψ2|
bins. These fits are indicated by the continuous lines in Figure 105.
The fittings for v2 in |η| < 2 are attached in Appendix .4.
In high pT and more peripheral bins, we are lacking of statistics, especially above 8 GeV.
To improve statistics, we combine the 6-7 GeV and 7-8 GeV pT for the final v2 fits.
Using the similar fitting method as for v2, we can get the template fitting and flow fittings
for v3 and v4. Appendix .6 are template fittings for v3 and Appendix .7 are template fittings
for v4. Appendix .8 are the Cosine fits for v3 and Appendix .9 are the Cosine fits for v4.
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Figure 105: Examples of heavy flavor muon yields, expressed in thousands of muons, as
a function of 2|φ − Ψ2| in bins of size pi/4. The left and right columns show results for
the 10–20% and 40–60% centrality intervals, respectively, and the top and bottom rows
correspond to 4.0 < pT < 4.5 GeV and 8 < pT < 10 GeV, respectively. The error bars
on the data points show statistical uncertainties from the fits. There are significant bin-to-
bin correlations between the statistical uncertainties due to the use of the same signal and
background templates in all 2|φ−Ψ2| bins. The continuous lines indicate the results of fits
of the data to Eq. (6.1).
165
6.2.2 Flow results via Scalar-Product method
6.2.2.1 Template Fittings
We use the similar template fitting method for scalar product. In our analysis, we weighted
the events by the magnitude of q-vector. The q-vectors on x and y directions are subtracted
by the average value.
Appendix .10 shows the template fittings for v2 using scalar product method based on
event-by-event weighted data. Appendix .11 and Appendix .12 shows the template fittings
for v3 and v4.
6.2.2.2 Cosine fits for v2, v3 and v4
Similar vobs2 fitting technique is used as in the event-plane method. All uncertainties in
templates and data are considered in fitting vobs2 . There are two differences in the scalar
product. First, when filling the |φ − Ψ| bins, we use the magnitude of qn vector as the
weight. The magnitude is defined in Eq 6.4. Second, when fitting the four |φ−Ψ| bins, we
use the ansatz N(a+ 2vncos(n(φ−Ψn))), where N is fixed as the number of muons.
Applying the number of weighted prompt muons, we can do Cosine fits to get v2, v3 and
v4 before resolution correction.
v2 is fitted by Nµ(a + 2v2cos2(φ − Ψ2)), the fittings are in Appendix .13, where Nµ is
the number of prompt muons in the corresponding region. Similar fittings for v3 are in
Appendix .14, and fittings for v4 are in Appendix .15.
6.2.2.3 Scalar product resolution
We calculate the resolution based on 2011 Pb+Pb MinBias events.
From Eq (6.21), we know that the resolution is
ResSPn =
√
〈qobs,an,x qobs,bn,x + qobs,an,y qobs,bn,y 〉. (6.22)
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Figure 106: Resolution values for scalar product as a function of centrality.
For each event, we compute the dot product of the qobsn of two sub-events. The final resolution
is the mean value of all events and the error of the resolution is the standard deviation of
the mean value.






n,y in each centrality interval for v2, v3 and v4.
We subtracted the average value from the q-vector, then calculate resolution through
Eq. 6.22.
The final resolution for v2, v3 and v4 are shown in Figure 106.
167
6.2.3 Jet influence on flow analysis
The prompt muons measured in this analysis often result from heavy-flavor jets that have
an associated back to back recoil jet. If the recoil jet ends up in the FCal, it can bias the
orientation of the Ψn to be aligned with azimuthal angle of the muon, yielding a larger mea-
sured vn. This “jet-bias effect” needs to be estimated and corrected for in the measurement.
Note that the correction here is not intended to remove the contribution from heavy-flavor
jets to the azimuthal anisotropy. It is to correct the bias in the determination of the EP
angles, Ψn, when a jet correlated with the muon is in the FCal acceptance.





where the first term on the RHS is the unbiased q-vector, which only has the natural statis-
tical smearing. The second term on the RHS is the bias introduced by the recoil jet which
biases the Event Plane angle along the muon direction: φµ. The factor “k” represents the
strength of the bias and depends on the pT of the recoil jet as well as the centrality.
The dot product between the muon’s transverse direction and the biased q-vector (which
is the numerator in the Scalar Product method), averaged over many events, then becomes,
〈ei2φµ · (q2e−i2Ψ2 + ke−i2φmu)〉 = 〈ei2φ · q2ei2Ψ2〉+ 〈k〉 (6.24)
The first term on the RHS is what one would get if there was no bias, and the 2nd term is
the bias. This bias can be estimated from the MC. As we see the bias adds up linearly. So
the estimated effect from MC just needs to be subtracted from the raw signal in the Scalar
Product method. The resolution is not affected from this bias, as the resolution is calculated
using Minimum Bias events where such bias could be negligible.
The magnitude of this effect is estimated using the data overlay MC framework and
PYTHIA generated events are overlaid on minimum-bias Pb+Pb data. The overlay is done
independent of the Ψn angles and thus should yield a zero vn when the analysis procedure
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used in the data is applied to the MC events. Any systematic deviation from vn =0 seen in
the MC is then a result of such jet bias.
Appendix .16 show the event plane comparison before and after jet overlay for v2. Ap-
pendix .17 show the comparisons for v3 and Appendix .18 show the comparisons for v4. We
can see the jets do have generate a flow especially in more peripheral centrality bins. So we
need to correct for the jet influence on our final flow results. We calculate the jet v2 using
the same Cosine fits method as for the main results.
Figure 107 shows the fitted v2 before and after overlay. The red points are before overlay,
the blue points are truth muon v2 in overlaid sample. The black points are our measured v2.
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Figure 109: Comparison of measured v4, v4 before overlay and v4 after overlay in different
centrality intervals
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Figure 110 shows the fitted v2 before and after overlay difference in blue points. The
purple line is a const function fit for the difference. The black points are our meausred v2.
We do the similar procedure for v3, see Figure 111 and for v4, see Figure 112.
The bias determined in this manner is found to be independent of pT within ststistical
errors. The magnitude of the bias varies with centrality. It is smallest in most central events
- where the underlying event is quite large, and the additional energy deposited by the jet
is a does not cause a significant perturbation - and increases with decreasing centrality.
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Figure 110: The black points are the easured v2. The blue points are v2 from the overlaid
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Figure 111: The black points are the easured v3. The blue points are v3 from the overlaid
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Figure 112: The black points are the easured v4. The blue points are v4 from the overlaid
sample subtracted by the results from samples without overlay
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6.2.4 Systematic uncertainties and results
We include similar systematic uncertainties as in the suppression analysis. However, several
systematics that affect the RAA do not have a significant effect on the vn. The vn measure-
ments are independent of the trigger and tracking efficiencies. While these efficiencies have
an impact on the absolute muon yields, the vn which measure the relative or factional mod-
ulation in yields, are quite insensitive to them. Therefore the uncertainties in the efficiencies
do not have any effect on the vn measurements. The effects of the muon selection cuts and
the pMS cut are evaluated, not just by applying the cuts in the data, but also completely
rebuilding the templates in the MC while applying the cuts, and then repeating the entire
analysis.
We do extended analysis on the flow systematics on the following sources,
· pT Resolution For the systematics for v2 from the pT resolution, the estimate is obtained
by first obtaining the pT resolution using MC, and then evaluating the change in the
v2 values when smearing the pT of the reconstructed muons by this resolution.
· template fitting When splitting into event plane angle bins, the cut and count method
suffers from low statistics, we only do the calculation in each pT and centrality bin. As
shown in Figure 76, the ratios are not sensitive to the signal fraction. Therefore, We
can put a quantitative limit on the size of a possible systematic for v2. We do a linear fit
to the ratios and found the and the χ2 are small while the uncertainties on slope is big.
This is because we are overestimating the uncertainties on slope because of neglecting
the correlations in the statistical uncertainties between numerator and denominator.
For three degree of freedom, the χ2 should be peaked at 1. The uncertainty is defined
by the range of parameter over which the χ2 changes by 1. If the minimum is too
small or too large by some factor, then the change of 1 is off by a similar factor.
According to the fittings, the most probable χ2 is 0.12, so we can estimate our errors
are overestimated by a factor of
√
1/0.12 = 2.9. Scaling our errors down by a factor
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Figure 113: Prompt muon fraction from cut method divided by the fraction from Template
Fitting method after scaling down the uncertainties
of 2.9, we got Figure 113. We calculate the uncertainties on the slope times the signal
fraction change varying event plane angle divided by 4 for the systematics on v2. This
approach is conservative sincde we actually observe on slope in the cut method over
template fitting method, but it would allow us to put a quantitative limit on the
uncertainties in the v2 due to an unobserved systematic dependence of the template
fitting to the signal fraction. We do the similar approaches for v3 and v4 to estimate
the systematics coming from template fitting.
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Additional systematic uncertainties that affect only the vn but not the RAA measure-
ments, are the uncertainty on the EP-resolution for Ψn and the jet-bias correction discussed
in the previous section. The uncertainty on the EP resolution depends only on the centrality.
We list systematics of v2 in Table 8.
Figure 114, Figure 115 and Figure 116 show the percentage systematics for v2 in each
bin for difference sources.
Figure 117, Figure 118 and Figure 119 show the absolute systematics values for v2 in
each bin for difference sources.
We smoothed out the fluctuations on each source of systematics. The pMS muon se-
lections, background template variation, template fitting and jet correction systematics are
shown in absolute values. The systematics coming from pT resolution and event plane reso-
lution are shown as percentage errors.
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Intervals stat(%) systematics(%)
pT centrality muon cuts p
MS
T cut pi|K pT Reso. Ψ2 Reso. fitting Jet
4 < pT < 4.5 GeV 0− 10% 25 1.2 0.43 0.099 0.69 3.7 0.1 3.9
4 < pT < 4.5 GeV 10− 20% 12 1 1.3 0.13 0.019 2.2 0.059 2.7
4 < pT < 4.5 GeV 20− 30% 10 2.8 2.4 0.14 0.59 1.1 0.1 1.5
4 < pT < 4.5 GeV 30− 40% 10 0.7 1.6 0.31 0.85 1.0 0.064 3.4
4 < pT < 4.5 GeV 40− 60% 12 0.22 0.93 0.13 0.59 3.3 0.028 8.4
4.5 < pT < 5.0 GeV 0− 10% 27 5.3 2.4 0.13 1.2 3.7 0.079 5.1
4.5 < pT < 5.0 GeV 10− 20% 12 0.13 0.27 0.12 0.99 2.2 0.03 2.9
4.5 < pT < 5.0 GeV 20− 30% 9.4 0.72 0.49 0.21 1.5 1.1 0.06 1.7
4.5 < pT < 5.0 GeV 30− 40% 10 0.65 0.25 0.2 0.43 1.0 0.068 3.7
4.5 < pT < 5.0 GeV 40− 60% 11 0.93 0.45 0.12 1.4 3.3 0.034 8.5
5.0 < pT < 5.5 GeV 0− 10% 27 0.78 0.57 0.12 2 3.7 0.024 4.9
5.0 < pT < 5.5 GeV 10− 20% 13 3.2 1.6 0.18 1.5 2.2 0.015 3.2
5.0 < pT < 5.5 GeV 20− 30% 12 1.4 3.4 0.081 0.17 1.1 0.0017 2.1
5.0 < pT < 5.5 GeV 30− 40% 12 0.8 0.6 0.13 0.61 1.0 0.039 4
5.0 < pT < 5.5 GeV 40− 60% 15 0.75 0.75 0.23 0.57 3.3 0.02 9.9
5.5 < pT < 6 GeV 0− 10% 24 2.1 0.5 0.42 0.23 3.7 0.081 4
5.5 < pT < 6 GeV 10− 20% 15 0.52 0.22 0.1 0.94 2.2 0.029 3.5
5.5 < pT < 6 GeV 20− 30% 14 0.51 0.17 0.11 2.4 1.1 0.012 2.2
5.5 < pT < 6 GeV 30− 40% 14 0.42 1.2 0.014 1.8 1.0 0.046 4.3
5.5 < pT < 6 GeV 40− 60% 17 3.8 0.069 0.011 0.58 3.3 0.051 10
6 < pT < 8 GeV 0− 10% 18 2.8 0.57 0.22 0.81 3.7 0.033 5.1
6 < pT < 8 GeV 10− 20% 10 1.2 0.067 0.091 1.2 2.2 0.022 3.9
6 < pT < 8 GeV 20− 30% 8.8 2.5 0.14 0.11 0.13 1.1 0.013 2.3
6 < pT < 8 GeV 30− 40% 9 2.3 0.079 0.14 0.51 1.0 0.026 4.5
6 < pT < 8 GeV 40− 60% 10 0.3 0.072 0.19 0.49 3.3 0.03 10
8 < pT < 10 GeV 0− 10% 30 5.2 0.81 0.48 1.1 3.7 0.083 6
8 < pT < 10 GeV 10− 20% 18 2.9 0.083 0.3 2.1 2.2 0.021 4.6
8 < pT < 10 GeV 20− 30% 13 0.32 0.23 0.019 0.6 1.1 0.016 2.2
8 < pT < 10 GeV 30− 40% 17 6.7 0.38 0.35 1.1 1.0 0 5.8
8 < pT < 10 GeV 40− 60% 16 0.13 0.65 0.066 0.34 3.3 0.018 11
10 < pT < 12 GeV 0− 10% 62 7.2 0.31 0.15 0.75 3.7 0.085 8.7
10 < pT < 12 GeV 10− 20% 26 5.1 1 0.26 0.82 2.2 0.069 5
10 < pT < 12 GeV 20− 30% 25 2.8 0.8 0.19 1.5 1.1 0.12 2.8
10 < pT < 12 GeV 30− 40% 26 5.6 2 0.56 0.74 1.0 0.027 5.7
10 < pT < 12 GeV 40− 60% 21 2.7 1.2 0.51 1.3 3.3 0.095 9.1
12 < pT < 14 GeV 0− 10% 48 6 0.039 1.2 0.45 3.7 0.43 5.1
12 < pT < 14 GeV 10− 20% 58 11 0.77 1.9 0.35 2.2 0.72 8.5
12 < pT < 14 GeV 20− 30% 33 8.1 0.02 0.55 1.1 1.1 0.34 3.1
12 < pT < 14 GeV 30− 40% 1.3e+02 41 1.1 16 0.6 1.0 1.6 23
12 < pT < 14 GeV 40− 60% 79 20 0.72 8.2 0.88 3.3 1.3 26
















































































































Figure 115: Percentage systematics from each source for v2 as a function of pT in 10-20%

































































Figure 116: Percentage systematics from each source for v2 as a function of pT in 30-40%















































































































Figure 118: Absolute systematics values from each source for v2 as a function of pT in 10-20%

































































Figure 119: Absolute systematics values from each source for v2 as a function of pT in 30-40%
and 40-60% centrality intervals
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Figure 120 shows the v2 values measured via the EP method, as a function of pT for the
five centrality intervals used in this analysis. The plots shows the statistical uncertainties,
and the total uncertainties. The evaluation of the total uncertainty takes into considera-
tion the correlation between the statistical uncertainties and the systematic uncertainties
that are proportional to the vn, i.e. the relative uncertainties associated with the EP- and
pT-resolutions. This correlation arises because, as the measured vn is varied within its sta-
tistical uncertainty, the relative uncertainties that are proportional to the vn also vary. The
correlated uncertainty is evaluated as:
correlated uncertainty = (vn + δv
stat







n (1 + δv
rel,syst
n ), (6.25)
where δvstatn and δv
rel,syst
n are the statistical and relative-systematic uncertainties in the mea-
sured vn. The other (absolute) systematic uncertainties are then added in quadrature to the
correlated uncertainty to get the total uncertainty. Over the 10–40% centrality range, the v2
is largest at the lowest measured pT of 4 GeVand decreases for higher pT. However, in the
0–10% and 40–60% centrality intervals, no clear pT dependence is visible. For all centralities,
significant non-zero v2 is observed up to a pT of 12 GeV. Figure 120 also shows the v
SP
2 values
which as expected are fractionally higher than the EP values. The systematic uncertainties
and a significant fraction of the statistical uncertainties are correlated between the EP and
SP-v2 values, and for clarity not shown for the v
SP
2 .
Figure 121 shows the v2 plotted as a function of centrality for different pT intervals.
For pT in the range 4–8 GeV the centrality dependence of the heavy flavor muon v2 is
qualitatively similar in shape, but considerably smaller in magnitude, to that for charged
hadrons of similar pT [39]. In this pT range, the v2 first increases from central to mid-
central events, reaches a maximum between 20–40% centrality, and then decreases. Over
the pT range of 8–12 GeV,some deviation from this trend is observed, with the v2 increasing
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Figure 120: The pT dependence of the heavy flavor muon v2. Results are shown for both
the EP and SP methods. Each panel represents a different centrality interval. The error bars
and shaded bands represent statistical and total uncertainties, respectively, and are shown
only for the EP-v2. The horizontal dashed lines indicate v2 = 0.
systematic uncertainties are considerably larger. This monotonically increasing centrality
dependence of the v2 at high pT is also seen in the inclusive charged hadron v2 [39]. For the
highest pT interval of 12 < pT < 14 GeV, the statistical and systematic errors are too large


































































































 < 14 GeV
T
p12 < 
Figure 121: The centrality dependence of the heavy flavor muon v2. Each panel represents
a different pT interval. The error bars and shaded bands represent statistical and total
uncertainties, respectively. The dashed lines indicate v2 = 0.
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Systematics of v3 are listed in Table 9.
Figure 122, Figure 123 and Figure 124 show the percentage systematics for v3 in each
bin for difference sources.
Figure 125, Figure 126 and Figure 127 show the absolute systematics values for v3 in
each bin for difference sources.
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Intervals stat(%) systematics(%)
pT centrality muon cuts p
MS
T cut pi|K pT Reso. Ψ3 Reso. templates Jet
4 < pT < 6 GeV 0− 10% 29 1.5 1 0.045 1 3.3 0.097 7.8
4 < pT < 6 GeV 10− 20% 26 1.9 1.7 0.6 0.86 3.2 0.22 10
4 < pT < 6 GeV 20− 30% 35 0.27 2.6 0.0062 1.2 3.4 0.19 11
4 < pT < 6 GeV 30− 40% 39 2.9 1 0.13 0.93 3.1 0.14 28
4 < pT < 6 GeV 40− 60% 62 7.7 1 0.26 0.78 5.4 0.13 59
6 < pT < 8 GeV 0− 10% 85 12 0.4 0.32 0.81 3.3 0.16 22
6 < pT < 8 GeV 10− 20% 67 5.5 1.1 0.29 1.2 3.2 0.044 24
6 < pT < 8 GeV 20− 30% 1.1e+02 11 1.4 2.2 0.13 3.4 0.13 32
6 < pT < 8 GeV 30− 40% 66 5.4 0.67 1.8 0.51 3.1 0.13 40
6 < pT < 8 GeV 40− 60% 66 22 0.43 1.4 0.49 5.4 0.13 50
8 < pT < 10 GeV 0− 10% 95 10 6.3 1.6 1.1 3.3 0.17 17
8 < pT < 10 GeV 10− 20% 84 10 0.32 0.95 2.1 3.2 0.062 20
8 < pT < 10 GeV 20− 30% 4.9e+02 51 33 2 0.6 3.4 1 1e+02
8 < pT < 10 GeV 30− 40% 3.1e+02 2.7 2.3 1.5 1.1 3.1 0.12 1.3e+02
8 < pT < 10 GeV 40− 60% 1.9e+02 29 0.84 4.8 0.34 5.4 0.11 93
10 < pT < 14 GeV 0− 10% 90 5.8 4.8 5.4 0.6 3.3 0.23 21
10 < pT < 14 GeV 10− 20% 1.1e+02 14 3.8 0.22 0.59 3.2 0.084 34
10 < pT < 14 GeV 20− 30% 97 27 1.3 7.2 1.3 3.4 0.16 24
10 < pT < 14 GeV 30− 40% 1.8e+02 57 0.78 3.6 0.67 3.1 0.1 85
10 < pT < 14 GeV 40− 60% 76 18 1.6 0.17 1.1 5.4 0.062 42




























































































Figure 123: Percentage systematics from each source for v3 as a function of pT in 10-20%




















































Figure 124: Percentage systematics from each source for v3 as a function of pT in 30-40%


































































































Figure 126: Absolute systematics values from each source for v3 as a function of pT in 10-20%
























































Figure 127: Absolute systematics values from each source for v3 as a function of pT in 30-40%
and 40-60% centrality intervals
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We list the systematics of v4 in Table 10
Figure 128, Figure 129 and Figure 130 show the percentage systematics for v4 in each
bin for difference sources.
Figure 131, Figure 132 and Figure 133 show the absolute systematics values for v4 in
each bin for difference sources.
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Intervals stat(%) systematics(%)
pT centrality muon cuts p
MS
T cut pi|K pT Reso. Ψ4 Reso. templates Jet
4 < pT < 6 GeV 0− 10% 71 3.2 3.2 0.5 1 4.1 0.052 13
4 < pT < 6 GeV 10− 20% 74 6.5 4.2 0.91 0.86 4.3 0.25 1.7
4 < pT < 6 GeV 20− 30% 90 4.7 0.97 1.6 1.2 4.2 0.08 18
4 < pT < 6 GeV 30− 40% 48 4.3 3.2 0.22 0.93 4.4 0.13 20
4 < pT < 6 GeV 40− 60% 1.7e+02 10 2.4 0.099 0.78 5 0.31 1.1e+02
6 < pT < 8 GeV 0− 10% 52 8.5 0.56 0.28 0.81 4.1 0.024 8.8
6 < pT < 8 GeV 10− 20% 2.2e+03 5.4e+02 13 7.2 1.2 4.3 5.7 45
6 < pT < 8 GeV 20− 30% 1.7e+02 3.7 1.7 0.84 0.13 4.2 0.82 32
6 < pT < 8 GeV 30− 40% 1.5e+02 15 0.067 1.9 0.51 4.4 0.22 54
6 < pT < 8 GeV 40− 60% 84 12 0.63 0.34 0.49 5 0.12 46
8 < pT < 10 GeV 0− 10% 1.3e+02 20 5.2 3.2 1.1 4.1 0.15 16
8 < pT < 10 GeV 10− 20% 4.2e+02 1.2e+02 1.3 4 2.1 4.3 0.79 5.7
8 < pT < 10 GeV 20− 30% 1.3e+02 35 0.24 1.1 0.6 4.2 0.24 16
8 < pT < 10 GeV 30− 40% 77 5.4 1.7 1.7 1.1 4.4 0.17 18
8 < pT < 10 GeV 40− 60% 1.1e+02 5.9 0.3 2 0.34 5 0 41
10 < pT < 14 GeV 0− 10% 1.3e+02 67 2.4 1.9 0.6 4.1 0.32 19
10 < pT < 14 GeV 10− 20% 87 8 2 1.8 0.59 4.3 0.28 1.6
10 < pT < 14 GeV 20− 30% 1.3e+02 28 3.7 7.6 1.3 4.2 0.43 20
10 < pT < 14 GeV 30− 40% 75 21 3 0.46 0.67 4.4 0.21 20
10 < pT < 14 GeV 40− 60% 1.2e+02 34 4 6.3 1.1 5 0.19 47































































































Figure 129: Percentage systematics from each source for v4 as a function of pT in 10-20%






















































Figure 130: Percentage systematics from each source for v4 as a function of pT in 30-40%





























































































Figure 132: Absolute systematics values from each source for v4 as a function of pT in 10-20%





















































Figure 133: Absolute systematics values from each source for v4 as a function of pT in 30-40%
and 40-60% centrality intervals
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As for v2, for both v3 and v4, we also smoothed out the fluctuations on each source of
systematics. The pMS muon selections, background template variation, template fitting and
jet correction systematics are shown in absolute values. The systematics coming from pT
resolution and event plane resolution are shown in percentage errors.
Figure 134 shows the pT dependence of the v3. At a given pT and centrality, the v3 is a
factor of 2–3 smaller than the corresponding v2. The v3 shows a much weaker variation with
centrality: the v3 values at a given pT are quite similar across the different centrality intervals.
These features are consistent with what is observed in the inclusive charged hadron-v3 [36].
Figure 135 shows the pT dependence of the v4. The statistical uncertainties in the v4 are
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Figure 134: The pT dependence of the heavy flavor muon v3. Results are shown for both
the EP and SP methods. Each panel represents a different centrality interval. The error bars
and shaded bands represent statistical and total uncertainties, respectively, and are shown





























































































































Figure 135: The pT dependence of the heavy flavor muon v3. Results are shown for both
the EP and SP methods. Each panel represents a different centrality interval. The error bars
and shaded bands represent statistical and total uncertainties, respectively, and are shown
only for the EP-v2. The horizontal dashed lines indicate v4 = 0.
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6.2.5 Comparision with other experiment and theory
ALICE collaboration [26] has v2 result in a conference proceeding based on Pb+Pb
√
sNN =
2.76 TeV [102]. Figure 136 shows their result. Our measurements are consistent with
previous v2 measurements of heavy-flavor muons from the ALICE collaboration, but have
significantly smaller statistical and systematic uncertainties and are performed over wider
centrality and pT ranges.
Figure 137 compares the measured heavy flavor v2 values to calculations from the TAMU
and DABMod models. In general both models qualitatively reproduce the pT dependent
trend seen in the data; v2 decreases with increasing pT for most of the measured pT range.
Quantitatively, the DABMod calculations are closer to the measured values. This perhaps
can be attributed to inclusion of event-by-event fluctuations that are included in the DAB-
Mod calculations, and are known to increase the vn [115, 105]. However, over the 10–40%
centrality range, even the DABMod calculations are significantly smaller than the measured
v2 values for 4 < pT < 6 GeV. The TAMU v2 values seem to become flat asymptotically
at higher pT. Given the statistical uncertainties in the data, it is not possible to rule out
such a trend. Similarly the DABMod calculations are also compared to the v3 measurements
in Figure 138 and v4 measurements in Figure 139. However, due to the large experimental
uncertainties, it is not possible to draw detailed conclusions.
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Figure 136: ALICE Pb+Pb
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Figure 137: Comparison of the heavy flavor muon v2 to calculations from the TAMU
and DABMod models. Each panel represents a different centrality interval. For the 20–
30% and 30–40% centrality intervals, the plotted TAMU values correspond to the 20–40%
centrality interval. For the data, the error bars and shaded bands represent statistical and














































































Figure 138: Comparison of the Pb+Pb heavy-flavor muon v3 to calculations from the
DABMod model. Each panel represents a different centrality interval. For the data, the
error bars and shaded bands represent statistical and total uncertainties, respectively. For





























































































































Figure 139: Comparison of the heavy flavor muon v4 to calculations from the DABMod
model. Each panel represents a different centrality interval. For the data, the error bars
and shaded bands represent statistical and total uncertainties, respectively. For the model
calculations the bands represent theoretical systematic uncertainties.
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6.3 Cross checks
Some cross checks are applied to check our results and the calculating method.
6.3.1 Selection and count method
Using the selection and count method 5.4.1, we can get the prompt muon fraction in each
pT, centrality and φ − Φ2 bin. By calculating the number of prompt muons and applying
the Cosine fit, we can get v2. We compare the v2 calculated from this selection and count
method with the v2 we calculated based on the template fitting method, see Figure 140. The
red circles are from selection and count method and the black diamonds are from template
fitting method. We can see that these two methods are consistent with each other well.
6.3.2 Monte carlo closure test
We also do a Monte Carlo closure test to validate the whole process of calculating prompt
muon v2. We use exactly the same method, but use half of the Inclusive Muon MC samples
as data samples and the other half to build the templates. Ideally, the prompt muon v2
should be 0 for Monte Carlo samples.
Figure 141 is the v2 from Monte Carlo closure test as a function of pT in different 0−40%
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Figure 140: v2 from simple selection and count method along with v2 from template fitting
result. The red circles are from simple selection and count method and the black diamonds
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Figure 141: v2 calculated from Monte Carlo closure test as a function of pT. The left graph
is in 0− 40% centrality interval and the right one is in 40− 80% centrality interval.
Chapter 7
Measurement of the dimuon
azimuthal correlations from heavy
flavor decay in Pb+Pb collisions at
5.02 TeV within the ATLAS detector
7.1 Datasets, selections and triggers
7.1.1 Data samples
The data used in this analysis were recorded during the 2015 Pb+Pb run and pp reference
run at 5.02 TeV. The data were recorded over 32 separate runs for Pb+Pb. After applying
a good runs list, this corresponds to a total luminosity of 0.49 nb−1. The pp reference run
has a total luminosity of 26 pb−1.
The centrality of the Pb+Pb collisions is characterised by the total transverse energy
measured in the FCal modules, ΣEFCalT . The ΣE
FCal
T distribution obtained in minimum-bias
collisions is partitioned into separate ranges of ΣEFCalT referred to as centrality classes [105,
216
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27, 38]. Each class is defined by the fraction of the distribution contained by the interval,
e.g. the 0–10% centrality class, which corresponds to the most central collisions, contains
the 10% of minimum-bias events with the largest ΣEFCalT . The centrality boundaries used in
this analysis are 0%, 5%, 10%, 15%, 20%, 30%, 40%, 50%, 60%, 70% and 80%.
The muon reconstruction efficiencies were extracted from Monte Carlo (MC) samples
produced using a GEANT4 [79] simulation of the ATLAS detector response [33]. The MC
samples are reconstructed and analyzed in the same manner as the data.
The reconstruction efficiency was studied in a sample of pp → J/ψ → µ+µ− events
generated using Pythia8 [3] with the A14 tune [42] and CTEQL1 PDF sets [118]. The same
generator configuration was also used to produce a sample of dimuons from heavy flavor




0µ2 distribution for heavy flavor muon
pairs.




0µ2 distribution for muon pairs from
non heavy flavor decay was the MC15 POWHEG+PYHTHIA8 dijet sample at 5.02 TeV
embedded into the minimum bias heavy ion collisions. The minimum bias heavy ion data
were collected for this overlay MC during the 2015 run. The events were recorded by a
dedicated minimum bias trigger. The signal from this trigger was combined with the signal
from POWHEG+PYHTHIA8 at the digitization stage, and then reconstructed as a combined
event.
To account for the effects of the Pb+Pb underlying event, a data overlay procedure was
utilized; simulated events are overlaid directly onto Pb+Pb data events with the produc-
tion vertex in the simulated event chosen to match the measured vertex in the data event.
Through this procedure, the effects of the underlying event on the muon measurement in
the overlay sample match those present in the data.
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7.1.2 Event Selections
Events are required to pass the good run list, we also remove problematic events
• due to the liquid argon system
• due to the tile calorimeter system
• due to the SCT inner detector system
• due to incomplete events (event information missing after TTC restarts).
At least a valid vertex is required.
7.1.3 Muon Selections
Muons are required to be combined muons. Tight muons are selected through muon selection
tool with TRT turned off. For details about tight muon selections and performance, see [7].
We select intermediate muons with 4 < pT < 8 GeV and 0 < |η| < 2. ∆p/p < 0.15 is
applied to remove non-heavy flavor muons, mainly muons from Pion and Kaon decay. This
∆p/p discriminant is studied in the single muon analysis. The d0 and z0sinθ distributions
after the single muon selections are shown in Figure 142 and Figure 143.










for muon pairs with both muons coming from heavy flavor decay in MC sample. The black
points are showing muon pairs with none of the muons coming from heavy flavor decay in
MC sample.




0µ2 in signal muon pairs compared





0.15 to further remove non-heavy flavor muons. After this cut, 47.5% of total signal are
left and 26.1% of background are left. Considering after the ∆p/p < 0.15 cut, ∼ 30%
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Figure 142: d0 distributions of selected muons.
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Figure 143: z0sinθ distributions of selected muons.
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Figure 145: pair pT vs 1−∆φ/Π distribution in different centrality intervals




0µ2 cut could help to
further control our final non-heavy flavor background to be less than ∼ 2%. Combinatoric
background will be subtracted separately in later part of this note.
The muon pairs are required to have mµ+µ− >4 GeV. We exclude 9 < mµ+µ− <11 GeV
to remove muon pairs from Υ decay.
Figure 145 shows the pair pT vs 1−∆φ/Π distribution in different centrality bins.
pTµ1µ2 > 0.3 GeV is applied to remove γγ production.
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Figure 147: η correlations in different centrality intervals
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7.1.4 Muon reconstruction efficiencies
Our observations are corrected by muon reconstruction efficiencies. We calculate the muon
reconstruction efficiency by measuring the percentage of all truth muons being reconstructed.
Figure 174 shows the Pb+Pb reconstruction efficiency as a function of pT and q × η.
Figure 149 shows the pp muon reconstruction efficiency as a function of pT and q × η.
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Figure 149: Muon reconstruction efficiency for pp
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7.1.5 Triggers and efficiencies
The correction from trigger efficiency is also applied. Trigger HLT 2mu4 is used in this
muon analysis. This trigger is not prescaled in Pb+Pb. This trigger requires both of the two
muons matching to a muon region of interest(ROI) with ∆R < 0.1. Thus, when converting





where  is the single muon trigger efficiency from matching with a muon ROI with ∆R < 0.1.
This is assuming no correlation between individual efficiencies between the two muons.
We use the MinBias samples to measure HLT mu4 trigger efficiencies. Muon are required
to pass at least one of the Minimum Bias triggers. The same event selections and muon
selections for the main analysis are also applied. The fraction of these muons which are also
matched to a muon ROI with ∆R < 0.1 is considered “matched” and the ratio of matched
to all muons defines the trigger efficiency.
In Pb+Pb MinBias samples, two mutual exclusive Minimum Bias triggers are applied.
• HLT noalg mb L1TE50
• HLT mb sptrk ion L1ZDC A C VTE50
HLT noalg mb L1TE50 requires at least 50 GeV in the calorimeter system.
HLT mb sptrk ion L1ZDC A C VTE50 requires a ZDC coincidence in addition to a track
reconstructed by the high level trigger system. Figure 173 shows the Pb+Pb single muon
trigger efficiency as a function of pT and q × η. The centrality dependence of the trigger
efficiency was also checked and no centrality dependence was observed. For pp MinBias
samples, we apply a set of Minimum Bias triggers to increase the statistics for single muon
trigger efficiency measurement.
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Figure 150: HLT mu4 trigger efficiency for Pb+Pb
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• HLT noalg mb L1MBTS 1
• HLT noalg mb L1MBTS 1 1
• HLT noalg zb L1ZB
• HLT mb sp900 pusup500 trk60 hmt L1TE5
• HLT mb sp1400 pusup550 trk90 hmt L1TE10
• HLT mb sp1400 pusup550 trk90 hmt L1TE20
• HLT noalg mb L1ZDC A
• HLT noalg mb L1ZDC C
• HLT noalg mb L1ZDC AND
• HLT noalg mb L1ZDC A C
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Figure 151: HLT mu4 trigger efficiency for pp
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7.2 Analysis and results
7.2.1 Acceptance effect
Our results are corrected by the acceptance effect. The acceptance effect comes from the
detector. To measure the acceptance effect, we mix events to select muon pairs with one muon
from single muon trigger, and the other muon from dimuon trigger. The ∆φ distribution of
the mixed event µ+µ− pairs is shown in Figure 152. Figure is normalized to have an integral
of pi. We are comparing results from pp and Pb+Pb. Figure 153 shows the acceptance effect
















-µ+µpp acceptance effect for 
-µ+µPbPb acceptance effect for 
Figure 152: Acceptance effect as a function of ∆φ for µ+µ− pairs. Black points are for
Pb+Pb and red points are for pp.
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-µ-µ+ and µ+µpp acceptance effect for 
-µ-µ+ and µ+µPbPb acceptance effect for 
Figure 153: Acceptance effect as a function of ∆φ for same sign muon pairs µ−µ− and µ+µ+.
Black points are for Pb+Pb and red points are for pp.
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7.2.2 Combinatorial background
For each event, we can calculate the number of each sign muon per event, Nµ+ and Nµ− .
We regard that every muon can form a combinatoric background pair with another muon
independently. The combinatoric background for µ+µ− is 2Nµ+Nµ− . The combinatoric
background for same sign muon pairs µ+µ+ and µ−µ− is N2µ+ + N
2
µ− . Figure 154 and
Figure 155 show the combinatoric background as a function of centrality for opposite sign
muon pairs and same sign muon pairs.
We mark the ∆φ distribution of selected muon pairs as H, the signal as S, background
as B.
H = A× S + A×B
We scale H by the number of Minimum Bias events in the corresponding centrality bin. For
Pb+Pb, the number of events is 374 million in every 10% centrality.
A is the acceptance effect and B is combinatoric background. In this analysis, we regard the
combinatoric background a constant as a function of ∆φ.
In Figure 156 and Figure 157, we show our corrected yield compared with the combina-
toric background values in each centrality for µ+µ− pairs.
Figure 158 and Figure 159 show the same sign muon pairs µ+µ+ and µ−µ− in different
centralities.
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Figure 154: Combinatoric background as a function of centrality for µ+µ− pairs.
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Figure 155: Combinatoric background as a function of centrality for same sign muon pairs
µ−µ− and µ+µ+.
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Figure 156: Number of µ+µ− pairs, comparing before combinatoric background subtraction
and the combinatoric background values, 0-40% in each centrality bin. Red points are
combinatoric background and black points are Pb+Pb yield before background subtraction.
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Figure 157: Number of µ+µ− pairs, comparing before combinatoric background subtraction
and the combinatoric background values, 40-80% in each centrality bin. Red points are
combinatoric background and black points are Pb+Pb yield before background subtraction.
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Figure 158: Number of same sign muon pairs µ+µ+ and µ−µ−, comparing before com-
binatoric background subtraction and the combinatoric background values, 0-40% in each
centrality bin. Red points are combinatoric background and black points are Pb+Pb yield
before combinatoric background subtraction.
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Figure 159: Number of same sign muon pairs µ+µ+ and µ−µ−, comparing before combi-
natoric background subtraction and the combinatoric background values, 40-80% in each
centrality bin. Red points are combinatoric background and black points are Pb+Pb yield
before combinatoric background subtraction.
242
7.2.3 Systematic uncertainties
We calculate systematic uncertainties coming from trigger efficiencies, momentum balance
cut and muon reconstruction.
For systematics coming from trigger efficiencies, we use the statistical uncertainties from the
trigger efficiency.
For systematics coming from the momentum balance cut, we change from our current cut
0.15 to 0.3 and redo the whole analysis.
For systematics coming from the muon reconstruction, we change the muon reconstruction
efficiency to the low bound and high bound and redo the analysis. The differences between
the new result and our nominal result are calculated. The systematics is calculated as the
average of systematics from low bound and high bound.
We use the quadratic combination of the systematics as our final systematic uncertainty.
Figure 160 shows the percentage systematics for µ+µ−. Figure 161 shows the percentage
systematics for µ+µ+ and µ−µ−.
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Figure 160: Percentage systematics from different sources for µ+µ−.
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Figure 161: Percentage systematics from different sources for µ−+µ+ and µ−µ−.
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7.2.4 Di-muon azimuthal correlations
After correcting by the detector effect and subtracting the combinatoric background, we can
get the number of our measured heavy flavor muon pairs. We plot the Pb+Pb yield and pp
cross section on the same plot for each centrality bin and scaled Pb+Pb yield by TAA. The
TAA values used are listed in table 11. The pp luminosity is from the LumiCalc, the EF mu4
corresponding luminosity is 25284.1 nb−1. Figure 162 and Figure 163 show the µ+µ− pairs
in different centralities.
Table 12 shows the integrated yield of µ+µ− in Pb+Pb and pp.
Figure 164 and Figure 165 show the same sign muon pairs µ+µ+ and µ−µ− in different
centralities.
Table 13 shows the integrated yield of µ+µ+ and µ−µ− in Pb+Pb and pp.
The Pb+Pb distributions indicate significant broadening of the correlations compared
with pp. The initial ∆φ distributions of the muon pairs have a broadened peak around pi.



























Table 12: Table of integrated yield from µ+µ− pairs in centralities of Pb+Pb and pp
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Figure 162: Number of µ+µ− pairs, 0-40% in each centrality bin. Purple lines are pp and
green lines are Pb+Pb.
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Figure 163: Number of µ+µ− pairs, 40-80% in each centrality bin. Purple lines are pp and
green lines are Pb+Pb.
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Figure 164: Number of same sign muon pairs µ+µ+ and µ−µ−, 0-40% in each centrality bin.
Purple lines are pp and green lines are Pb+Pb.
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Figure 165: Number of same sign muon pairs µ+µ+ and µ−µ−, 40-80% in each centrality



















di-muon pairs via γγ scattering in
Pb+Pb collisions at 5.02 TeV within
the ATLAS detector
8.1 Datasets
8.1.1 Data sample and event selection
The data used in this analysis were recorded during the 2015 Pb+Pb run at
√
sNN = 5.02 TeV.
The data were recorded over 32 separate runs. After applying a good runs list, this corre-
sponds to a total luminosity of 0.49 nb−1.
Events were recorded using a two-muon trigger HLT_2mu4. At L1, this trigger requires
the L1_2MU4 selects events with two muons above the L1_MU4 threshold. An HLT muon
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reconstruction algorithm is then applied to the regions of interest identified at L1 which used
information from the inner detector. This trigger was unprescaled and sampled the entire
luminosity. An additional minimum bias sample was used to study the trigger efficiency. This
was constructed using a mixture of total transverse energy and ZDC triggers. One trigger
required at least 50 GeV of total ET in the L1 calorimeter system, HLT_noalg_mb_L1TE50. A
separate trigger HLT_mb_sptrk_ion_L1ZDC_A_C_VTE50 selected events that did not fire the
L1_TE50 but satisfied a ZDC coincidence trigger. In this second trigger at least one track
reconstructed in the inner detector by an HLT algorithm is required in order to reject empty
events. In addition to the GRL requirements, in the data analysis, events were required to
have a primary reconstructed vertex and contain no detector or data acquisition errors (e.g.
events corrupted from TTC restarts).
The centrality of the Pb+Pb collisions is characterised by the total transverse energy
measured in the FCal modules, ΣEFCalT . The ΣE
FCal
T distribution obtained in minimum-bias
collisions is partitioned into separate ranges of ΣEFCalT referred to as centrality classes [105,
27, 38]. Each class is defined by the fraction of the distribution contained by the interval,
e.g. the 0–10% centrality class, which corresponds to the most central collisions, contains
the 10% of minimum-bias events with the largest ΣEFCalT . The centrality boundaries used in
this analysis are 0%, 10%, 20%, 30%, 40% and 80%.
8.1.2 Monte Carlo samples
The muon reconstruction efficiencies and template distributions were extracted from Monte
Carlo (MC) samples produced using a GEANT4 [79] simulation of the ATLAS detector
response [33]. The MC samples are reconstructed and analyzed in the same manner as the
data.
The reconstruction efficiency was studied in a sample of pp → J/ψ → µ+µ− events
generated using Pythia8 [3] with the A14 tune [42] and CTEQL1 PDF sets [118]. The
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same generator configuration was also used to produce a sample of dimuons from heavy
flavor decays, which was used to generate the background template in peripheral bins. The
STARlight event generator [101] was used to generate γγ → µ+µ− signal events. To
account for the effects of the Pb+Pb underlying event, a data overlay procedure was utilized;
simulated events are overlaid directly onto Pb+Pb data events with the production vertex
in the simulated event chosen to match the measured vertex in the data event. Through
this procedure, the effects of the underlying event on the muon measurement in the overlay
sample match those present in the data.
8.2 Analysis
8.2.1 Muon pair selections and observables
Muons used in this analysis are required to pass the following selections:
• Combined muon
• Tight muon without TRT requirements. For details about tight muon selections and
performance, see Ref. [50]
• pT > 4 GeV
• |η| < 2.4
• |d0| < 1.5 and |z0 sin θ| < 1.5
Dimuon pairs are formed from opposite signed muons with both muons meeting the above
criteria. The muons’ four-vectors are then used to define the following pair quantities:
Aco ≡ 1− |∆φ|
pi
, Aµ+µ− ≡ |pTµ




The pairs are required to have 4 < mµ+µ− < 45 GeV. The 45 GeV cut is chosen to
exclude Z contamination and the 4 GeV cut is chosen to exclude contributions from vector
meson decays, e.g. J/ψ, ρ, ω, · · · . It is expected that the remaining sources of production
of dimuon pairs meeting these criteria are the signal process of γγ → µ+µ− and the leptonic
decay of heavy flavor hadrons. All dimuon pairs in an event that meet this criteria are
considered. Thus a single event may contribute multiple pairs although it is unlikely.
The γγ → µ+µ− process produces dimuons with small momentum imbalance. Thus it is
expected that selections requiring both the Aco and Aµ+µ− to be smallwill select a sample of
mostly signal events, while requiring these values to be large will result in a sample composed
entirely of heavy flavor decays. With this in mind we define the following selections:
• Tight acoplanarity: Aco < 0.015.
• Tight asymmetry: Aµ+µ− < 0.06.
• Signal: Aco < 0.015 and Aµ+µ− < 0.06.
Selects data to which template fit is applied.
• Template background: Aco > 0.02 and Aµ+µ− > 0.15,.
Used to define background d0 templates from data.
• Acoplanarity background shape: Aco < 0.02 and Aµ+µ− > 0.06.
Used in fits to determine shape of background Aco distribution.
• Asymmetry background shape: Aµ+µ− < 0.02 and Aco > 0.015.
Used in fits to determine shape of background Aµ+µ− distribution.
In the signal region, the pairs are expected to primarily arise from the γγ → µ+µ−
process and thus exhibit the back-to-back topology. This is exhibited in Figs 166 and 167
which shos the correlation of the muons’ pT and φ values when the signal cuts are applied.
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The correlation between pTµ+µ− and Aco is also shown in Figure 168, for Aµ+µ− < 0.06,
and it exhibits a spike at small values of both variables. The correlation between Aµ+µ− and
Aco is also shown in Figure 169. Together these distributions indicate that the back-to-back
muons really do arise from near-perfect vectorial momentum balance. The signal region is
indicated with solid lines.
The centrality dependence in the data, as expressed by the ΣEFCalT , of the signal yield is
shown in Fig. 170 for signal selections on Aco and Aµ+µ− . While similar to the minimum bias
distribution, the ΣEFCalT dependence of the yields differs in a way that is expected from the
different features of strong and electromagnetic interactions. The minimum bias distribution
cuts off much more sharply at large impact parameter owing to the short-range nature of
the strong interaction. The dimuon cross section also falls off more rapidly at small impact
parameter as the coherent contribution to the photon flux is reduced when there is significant
overlap.
The 1-D Aco and Aµ+µ− distributions with tight selections on the opposite variable
are shown in Figs. 171 and 172, respectively. The red points show > 80% data and the
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Figure 169: Acoplanarity and Aµ+µ− correlation for µ
+µ−. The black lines indicate the signal
region used in the template fitting: Aco < 0.015, Aµ+µ− > 0.06.
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Figure 170: ΣEFCalT distribution for Aco < 0.01 and Aµ+µ− < 0.06. The right panel is
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Figure 171: Aco distributions for Aµ+µ− < 0.06. The red points show > 80% data for
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Figure 172: Aµ+µ− distributions for pairs with Aco < 0.015 in various centrality bins.
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8.2.2 Efficiency and acceptance
In constructing the Aco and Aµ+µ− distributions, a correction is applied accounting for inef-
ficiency arising from either the trigger selection or the combination of offline reconstruction
and single muon selection requirements. The correction is applied by applying a weight to
each dimuon pair, w, defined:
w−1 ≡ ε2mu4trig (~p+, ~p−)εreco(~p+)εreco(~p−) (8.2)
where ε2mu4trig is the efficiency of the HLT 2mu4 trigger and εreco is the single muon reconstruc-
tion efficiency, defined to be the probability that a true muon has an associated reconstructed
muon that meets the single muon requirements defined in Section 8.2.1.
Because the Aco and Aµ+µ− vary weakly with muon pT and η, the efficiency corrections
are not expected to change those distributions much. The total yield is expected to increase,
but the changes to the shape are expected to be small and may be statistically marginal.
8.2.2.1 Triggers efficiencies
Events are selected using the HLT 2mu4 trigger, and so both muons must simultaneously
satisfy the trigger conditions to enter in the analysis. It is assumed that the trigger ef-
ficiency factorizes into the product of the single muon trigger efficiencies ε2mu4trig (~p+, ~p−) ≡
εmu4trig (~p+)ε
mu4
trig (~p−) where ε
mu4
trig is the single muon trigger efficiency from matching with a
muon ROI with ∆R < 0.1.
The trigger efficiencies are measured for a sample of pure muons in J/ψ → µµ events
using a tag and probe method [64]. The efficiencies measured as a function of pT and q × η
and are shown in Fig. 173.
8.2.2.2 Reconstruction efficiencies
The single muon reconstruction efficiency was evaluated in the MC sample as a function of
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Figure 173: HLT mu4 trigger efficiency for Pb+Pb
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Figure 174: Left: muon reconstruction efficiency as a function of pT and q× η. Right: Scale
factors from tag and probe J/ψ → µµ study.
for the muon reconstruction efficiency.
A tag and probe method was also utlized to measure the reconstruction efficiencies, in
this case in both the data and MC samples. The resulting scale factors are used to modify
the MC-based efficiencies when applied to data in this analysis. The scale factors are shown
in the right panel of Fig. 174.
8.2.3 Template fitting
The background contributions to the Aco and Aµ+µ− distributions arise from heavy flavor
hadron decays. As these hadrons have long lifetimes, the decays will be displaced from the
primary collision vertex resulting in a broad tail to the muon d0 distribution. In contrast,
the γγ → µ+µ− process produces muons with no measurable separation from the interaction
point. This is exhibited in Fig. 175, which shows the correlation between the d0 values of
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Figure 175: d0 correlations between µ
+ and µ−.
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Fits of the measured d0 pair distributions were performed using the model
D(x) = fS(x) + (1− f)B(x) (8.4)
where f is a free parameter representing the signal fraction and S and B are the signal and
background template distributions, respectively. The signal templates are obtained from
the STARlight + overlay MC samples. This sample contains no physics mechanism for
broadening the d0 except the effects of experimental resolution on d0. In comparing the
> 80% data to the MC sample, the data was found to have a slightly broader distribution.
This was also observed at the level of the individual muon d0 distributions, shown in Fig. 176.
To improve the data/MC agreement, additional smearing was added to the d0 of each muon
in the MC sample before calculating the d0 pair when the S templates were constructed.
The smearing was implemented by adding a small random fluctuation taken from a normal
distribution with zero mean and variance
σ2d0 smear ≡ σ2d0 data − σ2d0 MC . (8.5)
where the σd0 data and σd0 MC are obtained from Gaussian fits to the single muon d0 distri-
butions in the > 80% data and MC sample, respectively. The values were 0.001938 and
0.001690 and for the MC and data, respectively and thus σ2d0 smear = 0.00950.
The background distributions are obtained from a control region in the data, defined by
applying the template background selections, Aco > 0.02 and Aµ+µ− > 0.15, introduced in
Section 8.2.1. In peripheral collisions ( > 40% centrality), the background level is sufficiently
small that these regions are effectively unpopulated in the data. For these centrality bins,
the distributions from the heavy flavor MC sample were used instead.
The fitting procedure is applied to a data sample selected using the signal region Aco <
0.015 and Aµ+µ− < 0.06, introduced in Section 8.2.1. For the procedure to be effective, the
Aco and Aµ+µ− distributions cannot depend strongly on d0 pair in the signal region. These
distributions are shown in Figs. 177 and 178, respectively.
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Figure 176: Comparison of d0 in data and MC distributions in peripheral bin. The black
















































































































































































































































 = 5.02 TeVNNs
-1Pb+Pb, 0.49 nb




































































































































































































































































 = 5.02 TeVNNs
-1Pb+Pb, 0.49 nb
Figure 178: combined d0 and Aµ+µ− correlations.
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Poisson log-likelihood fits were performed of the data distributions, which included sta-
tistical uncertainties on both the data distributions and the templates. The efficiency and
acceptance corrections mean that the corrected distributions do not strictly obey Poisson
statistics, leading to an ambiguous normalization to the likelihood function and thus poorly
defined uncertainties on the fit parameters. To address this, the fitting procedure was applied
to data and templates derived without these corrections. The results are nearly identical to
those obtained with weights, except the unweighted results have the benefit of well defined
uncertainties. The agreement is expected as the d0 distributions are largely unaffected by
the correction procedure.
The template fits are shown in Figs. 179 in 10% centrality intervals. In the most peripheral
bins (> 40%) the background is almost negligible. The values of the signal fraction, f , are
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Figure 179: Template fittings. Black points are data points, blue lines are scaled background
templates, green lines are scaled signal templates, and red lines are fitting results.
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Figure 180: Signal fraction as a function of centrality with different uncertainty contributions
(see Sec. 8.3).
8.2.4 Heavy flavor background subtraction
Once the background fractions are known, the subtraction is applied to the data as:
Dsub ≡ D − CB . (8.6)
Here D is the one-dimensional Aco or Aµ+µ− data distribution after the efficiency and ac-
ceptance corrections have been applied, B is the background Aco or Aµ+µ− distribution, and
C is the background normalization.
The shapes of the background distributions were determined in a data-driven fashion
by analyzing the shape of the Aco(Aµ+µ−) distributions after reversing the tight cut to the
opposite variable, Aµ+µ− > 0.06 (Aco > 0.015). The background Aco distributions exhibit
almost no variation at small values of Aco, while the background Aµ+µ− distributions in-
dicate a slight slope. Both distributions are well described by a second order polynomial.
To minimize the impact of statistical fluctuations in the background, the background dis-
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tributions were fit with a second order polynomial. The function was then used instead of
the fluctuating data points. The background distributions are shown in Figs. 181 and 182
for the Aco and Aµ+µ− , respectively, along with the corresponding fits. Also shown are fits
using linear functions, and a constant function in the case of Aco, which are used to evaluate
the systematics. In the 80% bin, where there is a large signal contribution but almost no
background, the Aµ+µ− > 0.06 cut still retains a large fraction of the signal, thus only the
range Aco > 0.02 is used in the fit, where no signal contribution is evident.
The data distributions before subtraction and the corresponding backgrounds, with nor-
malization fixed by the template fitting procedure, are shown in Figs. 183 and 184 for Aco
and Aµ+µ− , respectively. After the subtraction is performed, the centrality bins are com-
bined into the following bins to improve statistics: 0–10%, 10–20%, 20–40%, 40–80% and
> 80%. The distributions are self-normalized and thus are normalized over the full range in
the measurement, i.e. Aco < 0.015 and Aµ+µ− < 0.12.
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Figure 181: Data-driven acoplanarity background distribution from pairs with Aµ+µ− > 0.06
along with fits to a second order polynomial (red) with the uncertainties including parameter
covariances shown by the shaded blue band. Fits to linear and constant functions are also
shown. The vertical dashed line indicates the region of Aco over which the subtraction is
applied.
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Figure 182: Data-driven asymmetry background distribution from pairs with Aco > 0.01
along with fits to a second order polynomial (red) with the uncertainties including parameter
covariances shown by the shaded blue band. Fits to linear functions are also shown. The
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Figure 183: Acoplanarity distribution before subtraction (points) and background contribu-
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Figure 184: Aµ+µ− distribution before subtraction (points) and background contribution
(blue) with its systematic uncertainty (band).
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8.3 Systematics
Systematic uncertainties on the background fraction and shape introduce a correlated effect
on the subtracted distributions since a change in the signal fraction will globally raise or lower
the background level. There are also systematic uncertainties associated with corrections
applied to the data, which do not affect the background fraction. Therefore they do not have
the same strong point-wise correlation and are represented differently in the final results.
8.3.1 Efficiency and acceptance corrections
For each type of correction, the analysis was repeated, varying the correction factors within
their uncertainty and comparing the new result to the nominal one.
Uncertainties on the trigger efficiencies arise due to the statistical uncertainties in their
measurement in the minimum bias data. Uncertainties in the reconstruction efficiencies arise
due to uncertainties in the scale factors resulting from the statistical uncertainties in the tag
and probe analysis, which are dominated by the statistics in the data. As both efficiency
corrections vary weakly with kinematics, and because the final observables do not depend
strongly on these quantities the uncertainties have a minimal impact on the results.
In the final results, these uncertainties are combined with the point-wise statistical un-
certainties. These two uncertainties and the statistical uncertainties are shown along with
their quadratic sum for different centrality bins in Figs. 185 and 186 for the Aco and Aµ+µ− ,
respectively. They are also shown as fractional uncertainties in Figs. 187 and 188. The frac-
tional uncertainties become very large in the tails of the distribution since the central values
become arbitrarily small, while the uncertainties are non-zero since they involve quadratic
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Figure 185: Contributions to the (absolute) systematic uncertainty on the acoplanarity from
the statistical uncertainty (red), trigger efficiency (blue), reconstruction efficiency (green),
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Figure 186: Contributions to the (absolute) systematic uncertainty on the asymmetry from
the statistical uncertainty (red), trigger efficiency (blue), reconstruction efficiency (green),
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Figure 187: Contributions to the (fractional) systematic uncertainty on the acoplanarity from
the statistical uncertainty (red), trigger efficiency (blue), reconstruction efficiency (green),
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Figure 188: Contributions to the (fractional) systematic uncertainty on the asymmetry from
the statistical uncertainty (red), trigger efficiency (blue), reconstruction efficiency (green),
and their total (black).
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Figure 189: Absolute uncertainty signal (or background) fraction.
8.3.2 Background fraction and shape
To accomodate potential centrality-dependent discrepancies between the signal in the data
and MC template, the fitting was performed with an additional free parameter that allows
for scaling along the d0 pair axis. Such a stretching has the same effect as additional smearing
on the d0 distributions of the individual muons.
Uncertainties in the background template were evaluated by changing the selection of
pairs used in the data-driven procedure used to define the background templates. The
requirement that Aµ+µ− > 0.15 was removed from the background definition. The Aco > 0.2
requirement was kept.
The different contributions to the uncertainties on the background fraction are shown in
Fig. 189.
The effect of statistical uncertainties on the parameterization of the background shape
was evaluated by considering the uncertainty in the fit function. The fit parameters were
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varied by their uncertainties accounting for their covariance. To account for systematic biases
introduced by the assumed functional form, the fitting was also done using both linear and
constant functions. For the Aco distirbutions, the systematic was taken to be the maximum
of the deviations of these fit results from the nominal. In the case of the Aµ+µ− distributions,
the use of a constant function is clearly inappropriate and so only the comparison to linear
was used. These variations are shown in Figs. 183 and 184 for Aco and Aµ+µ− , respectively.
As mention previously, these influence the normalization of the background distribution.
Since the final results are self-normalized Aco and Aµ+µ− distributions, a change in the
background normalization produces a correlated change in each of the bins. This correlation
produces a peculiar effect and is illustrated in Fig. 190. This behavior can be qualitatively
verified by considering the uncertainty if the background is constant. If there are N bins,
the value in a given bin before subtraction is yi, the average is y¯ =
∑N
j yj, the background




(y¯ − b)2 (8.7)
For individual points that are above the average (green line), both increasing and de-
creasing the background fraction results in an upward variation in that bin. This behavior
is observed in Fig. 190, e.g. both the red and blue lines are above the data points which are
above the green line. For points that are below the average, only a downward variation in
the background increases the yield in that bin and thus the blue and red lines bound the
data values.
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Figure 190: Self-normalized Aco (top row) and Aµ+µ− (bottom row) distributions. The blue
(red) lines show the effect of increasing (decreasing) the background by 1 σ of its uncertainty.
The green horizontal lines indicate the average values of the distribution.
8.4 Results
The acoplanarity distribution after background subtraction is shown in the top row of
Fig. 191 for different collision centralities. In all cases, the corresponding distribution in
γγ MC are shown for comparison in blue. The distributions become broader in increasingly
central collisions. In all cases, the distributions decrease with increasing acoplanarity. In
peripheral collisions, more than 80% of the dimuons are concentrated in the first Aco bin
(Aco < 0.0002). In the most central collisions, only 40% of the dimuons are found in this
same acoplanarity range.
Similarly, the bottom row of Fig. 191 is the Aµ+µ− distribution after the background
subtraction. For these distributions a significant broadening with centrality is not observable.
This suggests that the intrinsic width of the signal distributions is large compared to any
modifications, at least on the range presented in the measurement. As will be shown in the
following Sections, the apparent modification of the Aco distribution and lack thereof of the
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Figure 191: Acoplanarity distribution after heavy flavor background subtraction
Aµ+µ− distributions are consistent; if the observed modfiications of the Aco distribution are
propagated to the Aµ+µ− variable, the change in width of the Aµ+µ− distribution is negligible
compared to the width of the unmodified distributions.
8.4.1 Quantitative evaluation of broadening
To quantify the broadening observed in the acoplanarity distributions and to test for cen-
trality dependence of the asymmetry distributions, the unsubtracted acoplanarity and asym-








/2σ2 + CB , (8.8)
where C and B are the background normalization and shape introduced in Eq. 8.6 and
are fixed from the template fitting and background shape determination discussed in Sec-
tion 8.2.4. The fits are performed using ordinary χ2 fits to the subtracted Aco and Aµ+µ−
distributions. For the purposes of the fits, the efficiency correction systematic uncertainties
are combined with the statistical uncertainties in formulating the χ2. The effect of system-
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Figure 192: Results of fits of measured dimuon Aco (top) and Aµ+µ− (bottom) distributions
using the functional form in Eq. 8.8.
atic uncertainties in the background normalization and shape are evaluated by repeating the
fit with the systematically varied background. The results of the fits are shown in Fig. 192.
The top panels show the results of the fits to the Aco distributions and the panels on the
bottom show results of fits to the Aµ+µ− distributions. The Gaussian function describes
well the distributions of both quantities in all five centrality intervals, which are shown in
Figure 192.
The Gaussian σ values obtained from the above-described fits are listed in Table 14 and
presented in Figure 193. The Aco results in the figure have been scaled by a factor of five
so that they can be plotted on a similar range as the Aµ+µ− results. A clear variation of σα
with centrality is observed. No such variation is observed for σA. However, the fact that the
Aµ+µ− values are intrinsically larger in even the > 80% centrality bin suggests that Aµ+µ−
may be less sensitive than Aco to physics modifying the γγ → µ+µ− process.







/2. Assuming that the broadening of the Aco distributions results from a
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Centrality [%] 〈Npart〉






0 – 10 358.8 7.0± 0.11 1.6 +0.01−0.01 2.0 +0.14−0.14 64.09 +10.01−9.98 69.83 +10.21−10.04
10 – 20 264.1 7.7± 0.38 1.7 +0.04−0.04 2.5 +0.23−0.23 37.6 +7.41−7.33 41.9 +6.90−6.68
20 – 40 160.3 7.4± 0.33 1.4 +0.12−0.10 2.3 +0.34−0.33 45.6 +5.64−5.63 44.1 +5.07−5.02
40 – 80 46.7 6.8± 0.31 1.8 +0.10−0.09 3.3 +0.43−0.43 31.1 +3.70−3.70 31.6 +2.40−2.40
> 80 - 7.0± 0.34 1.5 +0.00−0.01 1.5 +0.02−0.02 - -
Table 14: Gaussian σ values and statistical uncertainties obtained from fits (see text) to the
Aco and Aµ+µ− distributions in Figure 192.
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Figure 193: Gaussian σ values obtained from fits to the Aco and Aµ+µ− distributions. The
Aco values have been scaled by a factor of five for presentation purposes. The error bars
represent statistical uncertainties from the fits.
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physical process that transfers a small transverse momentum, ~kT, to each muon then on
average the Aco is modified by

















The σ parameters obtained from the above-described Gaussian fits are a measure of the
variance of the (modified) Aco and Aµ+µ− distributions, where the relation expressed in
Eqs. 8.11 and 8.10 is averaged over all Aco0 and p¯T values, e.g.






Thus from these fits, a value of the RMS ~kT can be extracted assuming 〈Aco20〉 = 〈Aco2〉UPC,
the intrinsic RMS acoplanarity in ultra-peripheral collisions resulting from both the produc-
tion process itself and the finite angular resolution in the muon measurement and using the
measured values of 〈p¯2T〉. The 〈p¯2T〉 values are obtained from the data using the Aco < 0.015
and Aµ+µ− < 0.12 requirements and are shown for different centrality bins in Fig. 194.
Taking 〈Aco2〉UPC from the > 80% centrality interval, then for the 0–10% centrality bin√
〈~k2T 〉 = 64.1+10.01−9.98 MeV. This RMS ~kT applied to Eq. 8.10 yields an increase in the RMS
Aµ+µ− of ∼ 0.001 between the 80% and 0–10% centrality intervals. Such an increase is
compatible with the data, but is not significant given the experimental uncertainties. Given
the assumptions leading to Eqs. 8.11 and 8.10, the insensitivity of the asymmetry to the
broadening observed in the acoplanarity distributions can be understood as resulting from
the factor of ∼ 10 larger intrinsic width of the Aµ+µ− distribution. This larger width is
consistent with, and can be attributed to, the momentum resolution of the ATLAS inner
detector.
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Figure 194: The 〈p2T〉 values are obtained from the data using the Aco < 0.015 and Aµ+µ− <
0.12 for the five centrality bins used in the measurement.
An alternative method is also used that includes information about the p¯T distribution,
















and thus the RMS ~kT appears explicitly as a free parameter. These alternative fits to the
Aco distributions are also shown in Fig. 192 and are nearly identical to those obtained using
the traditional Gaussian fits. The extracted
√
〈~k2T〉 values are shown for the two different
methods as a function of 〈Npart〉 in Fig. 195.
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〈~k2T〉 values using two different fit methods as a function of 〈Npart〉.
Chapter 9
Conclusion
In this thesis, we study both single muons and dimuon pairs from heavy flavor decay. The
interactions of heavy flavor with the medium are further explored. The measurements are
also important proves that the template fitting method could be a useful and successful tool
in doing related physics measurements.





Pb+Pb collisions and in
√
s = 2.76 TeV pp collisions at the LHC. The measurements are
performed over the transverse momentum 4<pT<14 GeV. Backgrounds arising from in-flight
pion and kaon decays, hadronic showers, and mis-reconstructed muons are statistically re-
moved using a template-fitting procedure based on ∆p/pID, the relative difference between
the muon track momenta in the muon spectrometer and inner detector, corrected for energy
loss in the calorimeter system. The heavy flavor muon differential cross-sections and per-
event yields are measured in pp and Pb+Pb collisions, respectively. The nuclear modification
factor, RAA, calculated from these quantities shows a centrality-dependent suppression that
is pT-independent within uncertainties. In the 0–10% centrality interval, RAA ∼ 0.4. Sep-
arate measurements in Pb+Pb collisions of the heavy flavor muon yields as a function of
φ − Ψn, the azimuthal angle of the muons relative to the event plane, show a clear sinu-
soidal modulation of the yield in all centrality intervals. The heavy flavor muon vn (n =
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2,3,4) are measured as a function of pT for the five centrality bins included in the analysis.
Significant v2 values up to ∼8% are observed at pT ∼4 GeV. In the 10–20%, 20–30%, and
30–40% intervals, the v2 decreases with pT, but is still significant at 10 GeV. At fixed pT,
the v2 values show a systematic variation with centrality that is characteristic of elliptic flow
measurements [39]. The RAA values measured here for |η|<1 and v2 for |η|<2 , are compati-
ble with, but are substantially more precise than, similar measurements at forward rapidity
(2.5<y<4) from the ALICE Collaboration [21, 26]. Thus, they should provide improved
insight on the propagation of heavy quarks in the quark gluon plasma created in Pb+Pb
collisions.
Our measurement on the heavy flavor dimuon azimuthal correlations show a significant
broadening in Pb+Pb collisions when comparing with pp collision. Results also show more
broadening for central collisions. The results behave the same as theoretical calculations.
This gives us further insights on how heavy quarks and antiquarks interact with the medium,
and could further help us understand the energy loss mechanism.
This thesis also includes a measurement of dimuon from γγ → µ+µ− production in
Pb+Pb collisions. The dimuons are produced through the process γγ → µ+µ−, stimulated
by the interaction of the large electromagnetic fields of the incident nuclei. The muons have
nearly equal and opposite transverse momentum resulting in steeply falling acoplanarity
distributions. This process has been considered previously in ultra-peripheral collisions,
where the nuclei do not interact hadronically; the measurement reported here considers this
photon-induced dimuon production in a broader class of Pb+Pb collisions including those
with hadronic interactions. Sources of background such as heavy flavor decays were removed
from the analysis through a template fitting method. The dimuon acoplanairty distribu-
tions are observed to become considerably broader in increasingly central collisions. Dimuon
production in UPCs is under good theoretical control. Models based on the equivalent pho-
ton approximation and leading-order QED are accurate in describing the dimuon invariant
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mass, rapidity and angular distributions. As the physical picture underlying these models
does not accommodate a significant impact parameter dependence to the acoplanarity dis-
tributions, the results presented in this note suggest an additional physical mechanism is
responsible for the observation of the centrality-dependent broadening of the acoplanarity
distributions. One possible mechanism, consistent with the established phenomenology of
the matter produced in heavy-ion collisions, is the QED analog of jet quenching. If this
mechanism is effective, dimuons from photon-photon reactions represent a new tool to study
the microscopic structure of the quark gluon plasma.
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.1 Template fitting in each pT and centrality interval
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Figure 196: Data momentum balance distribution along with template fitting in different
centrality intervals in 4-4.5 GeV pT bin. The black points are data, the fittings to data are
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Figure 197: Data momentum balance distribution along with template fitting in different
centrality intervals in 4.5-5 GeV pT bin. The black points are data, the fittings to data are
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Figure 198: Data momentum balance distribution along with template fitting in different
centrality intervals in 5-5.5 GeV pT bin. The black points are data, the fittings to data are
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Figure 199: Data momentum balance distribution along with template fitting in different
centrality intervals in 5.5-6 GeV pT bin. The black points are data, the fittings to data are
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Figure 200: Data momentum balance distribution along with template fitting in different
centrality intervals in 6-7 GeV pT bin. The black points are data, the fittings to data are
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Figure 201: Data momentum balance distribution along with template fitting in different
centrality intervals in 7-8 GeV pT bin. The black points are data, the fittings to data are
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Figure 202: Data momentum balance distribution along with template fitting in different
centrality intervals in 8-10 GeV pT bin. The black points are data, the fittings to data are
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Figure 203: Data momentum balance distribution along with template fitting in different
centrality intervals in 10-12 GeV pT bin. The black points are data, the fittings to data are
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Figure 204: Data momentum balance distribution along with template fitting in different
centrality intervals in 12-14 GeV pT bin. The black points are data, the fittings to data are
plotted in black lines. The blue lines and green lines are signal templates and background
templates.
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.2 Event Plane Method: Template fitting in each pT,
centrality and φ− Φ2 interval for v2, |η| < 1
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Figure 205: Data momentum balance distribution along with template fitting in different
centrality and φ− Φ2 intervals in 4-4.5 GeV pT bin. The black points are data, the fittings
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Figure 206: Data momentum balance distribution along with template fitting in different
centrality and φ− Φ2 intervals in 4.5-5 GeV pT bin. The black points are data, the fittings
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Figure 207: Data momentum balance distribution along with template fitting in different
centrality and φ− Φ2 intervals in 5-5.5 GeV pT bin. The black points are data, the fittings
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Figure 208: Data momentum balance distribution along with template fitting in different
centrality and φ− Φ2 intervals in 5.5-6 GeV pT bin. The black points are data, the fittings
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Figure 209: Data momentum balance distribution along with template fitting in different
centrality and φ − Φ2 intervals in 6-8 GeV pT bin. The black points are data, the fittings
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Figure 210: Data momentum balance distribution along with template fitting in different
centrality and φ − Φ2 intervals in 8-10 GeV pT bin. The black points are data, the fittings
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Figure 211: Data momentum balance distribution along with template fitting in different
centrality and φ− Φ2 intervals in 10-12 GeV pT bin. The black points are data, the fittings
































| < 1η0 < |




























| < 1η0 < |




























| < 1η0 < |




























| < 1η0 < |
































| < 1η0 < |
































| < 1η0 < |
































| < 1η0 < |
































| < 1η0 < |






























| < 1η0 < |






























| < 1η0 < |






























| < 1η0 < |































| < 1η0 < |
































| < 1η0 < |
































| < 1η0 < |
































| < 1η0 < |




























| < 1η0 < |
































| < 1η0 < |































| < 1η0 < |































| < 1η0 < |
































| < 1η0 < |






Figure 212: Data momentum balance distribution along with template fitting in different
centrality and φ− Φ2 intervals in 12-14 GeV pT bin. The black points are data, the fittings
to data are plotted in black lines. The blue lines and green lines are signal templates and
background templates.
331
.3 Event Plane Method: Template fitting in each pT,
centrality and φ− Φ2 interval for v2, 1 < |η| < 2
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Figure 213: Data momentum balance distribution along with template fitting in different
centrality and φ− Φ2 intervals in 4-4.5 GeV pT bin. The black points are data, the fittings
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Figure 214: Data momentum balance distribution along with template fitting in different
centrality and φ− Φ2 intervals in 4.5-5 GeV pT bin. The black points are data, the fittings
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Figure 215: Data momentum balance distribution along with template fitting in different
centrality and φ− Φ2 intervals in 5-5.5 GeV pT bin. The black points are data, the fittings
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Figure 216: Data momentum balance distribution along with template fitting in different
centrality and φ− Φ2 intervals in 5.5-6 GeV pT bin. The black points are data, the fittings
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Figure 217: Data momentum balance distribution along with template fitting in different
centrality and φ − Φ2 intervals in 6-8 GeV pT bin. The black points are data, the fittings
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Figure 218: Data momentum balance distribution along with template fitting in different
centrality and φ − Φ2 intervals in 8-10 GeV pT bin. The black points are data, the fittings


























| < 2η1 < |





























| < 2η1 < |





























| < 2η1 < |





























| < 2η1 < |




























| < 2η1 < |




























| < 2η1 < |



























| < 2η1 < |





























| < 2η1 < |































| < 2η1 < |
































| < 2η1 < |
































| < 2η1 < |

































| < 2η1 < |



























| < 2η1 < |





























| < 2η1 < |





























| < 2η1 < |






























| < 2η1 < |




























| < 2η1 < |




























| < 2η1 < |





























| < 2η1 < |





























| < 2η1 < |






Figure 219: Data momentum balance distribution along with template fitting in different
centrality and φ− Φ2 intervals in 10-12 GeV pT bin. The black points are data, the fittings


























| < 2η1 < |




























| < 2η1 < |





























| < 2η1 < |






























| < 2η1 < |



























| < 2η1 < |




























| < 2η1 < |





























| < 2η1 < |





























| < 2η1 < |






























| < 2η1 < |





























| < 2η1 < |






























| < 2η1 < |
































| < 2η1 < |




























| < 2η1 < |





























| < 2η1 < |





























| < 2η1 < |



























| < 2η1 < |




























| < 2η1 < |




























| < 2η1 < |



























| < 2η1 < |





























| < 2η1 < |






Figure 220: Data momentum balance distribution along with template fitting in different
centrality and φ− Φ2 intervals in 12-14 GeV pT bin. The black points are data, the fittings
to data are plotted in black lines. The blue lines and green lines are signal templates and
background templates.
340
.4 Event Plane Method: Cosine fits for v2, |η| < 2
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Figure 228: Cosine fits for v2 in different centrality intervals for 12 < pT < 14 GeV, |η| < 2
349
.5 Event Plane Method: Cosine fits for background v2,
|η| < 2
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Figure 229: Cosine fits for background v2 in different centrality intervals for 4 < pT <
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Figure 230: Cosine fits for background v2 in different centrality intervals for 4.5 < pT <
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Figure 231: Cosine fits for background v2 in different centrality intervals for 5 < pT <
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Figure 232: Cosine fits for background v2 in different centrality intervals for 5.5 < pT <
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Figure 234: Cosine fits for background v2 in different centrality intervals for 8 < pT <
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Figure 235: Cosine fits for background v2 in different centrality intervals for 10 < pT <
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Figure 236: Cosine fits for background v2 in different centrality intervals for 12 < pT <
14 GeV, |η| < 2
358
.6 Event Plane Method: Template fitting for v3, |η| < 2
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Figure 237: Data momentum balance distribution along with template fitting in different
centrality and φ− Φ2 intervals in 4-4.5 GeV pT bin. The black points are data, the fittings
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Figure 238: Data momentum balance distribution along with template fitting in different
centrality and φ− Φ2 intervals in 4.5-5 GeV pT bin. The black points are data, the fittings
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Figure 239: Data momentum balance distribution along with template fitting in different
centrality and φ− Φ2 intervals in 5-5.5 GeV pT bin. The black points are data, the fittings
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Figure 240: Data momentum balance distribution along with template fitting in different
centrality and φ− Φ2 intervals in 5.5-6 GeV pT bin. The black points are data, the fittings
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Figure 241: Data momentum balance distribution along with template fitting in different
centrality and φ − Φ2 intervals in 6-8 GeV pT bin. The black points are data, the fittings
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Figure 242: Data momentum balance distribution along with template fitting in different
centrality and φ − Φ2 intervals in 8-10 GeV pT bin. The black points are data, the fittings
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Figure 243: Data momentum balance distribution along with template fitting in different
centrality and φ− Φ2 intervals in 10-12 GeV pT bin. The black points are data, the fittings



























| < 2η0 < |





























| < 2η0 < |





























| < 2η0 < |






























| < 2η0 < |



























| < 2η0 < |



























| < 2η0 < |




























| < 2η0 < |



























| < 2η0 < |


































| < 2η0 < |


































| < 2η0 < |


































| < 2η0 < |


































| < 2η0 < |






























| < 2η0 < |






























| < 2η0 < |






























| < 2η0 < |






























| < 2η0 < |






























| < 2η0 < |




























| < 2η0 < |






























| < 2η0 < |






























| < 2η0 < |






Figure 244: Data momentum balance distribution along with template fitting in different
centrality and φ− Φ2 intervals in 12-14 GeV pT bin. The black points are data, the fittings
to data are plotted in black lines. The blue lines and green lines are signal templates and
background templates.
367
.7 Event Plane Method: Template fitting for v4, |η| < 2
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Figure 245: Data momentum balance distribution along with template fitting in different
centrality and φ− Φ2 intervals in 4-4.5 GeV pT bin. The black points are data, the fittings
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Figure 246: Data momentum balance distribution along with template fitting in different
centrality and φ− Φ2 intervals in 4.5-5 GeV pT bin. The black points are data, the fittings
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Figure 247: Data momentum balance distribution along with template fitting in different
centrality and φ− Φ2 intervals in 5-5.5 GeV pT bin. The black points are data, the fittings
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Figure 248: Data momentum balance distribution along with template fitting in different
centrality and φ− Φ2 intervals in 5.5-6 GeV pT bin. The black points are data, the fittings
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Figure 249: Data momentum balance distribution along with template fitting in different
centrality and φ − Φ2 intervals in 6-8 GeV pT bin. The black points are data, the fittings
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Figure 250: Data momentum balance distribution along with template fitting in different
centrality and φ − Φ2 intervals in 8-10 GeV pT bin. The black points are data, the fittings
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Figure 251: Data momentum balance distribution along with template fitting in different
centrality and φ− Φ2 intervals in 10-12 GeV pT bin. The black points are data, the fittings
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Figure 252: Data momentum balance distribution along with template fitting in different
centrality and φ− Φ2 intervals in 12-14 GeV pT bin. The black points are data, the fittings
to data are plotted in black lines. The blue lines and green lines are signal templates and
background templates.
376
.8 Event Plane Method: Cosine fits for v3, |η| < 2
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Figure 256: Cosine fits for v3 in different centrality intervals for 10 < pT < 14 GeV, |η| < 2
381
.9 Event Plane Method: Cosine fits for v4, |η| < 2
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Figure 260: Cosine fits for v4 in different centrality intervals for 10 < pT < 14 GeV, |η| < 2
386
.10 Scalar Product Method: Template fitting for v2,
|η| < 2
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Figure 261: Data momentum balance distribution along with template fitting in different
centrality and φ− Φ2 intervals in 4-4.5 GeV pT bin. The black points are data, the fittings
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Figure 262: Data momentum balance distribution along with template fitting in different
centrality and φ− Φ2 intervals in 4.5-5 GeV pT bin. The black points are data, the fittings
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Figure 263: Data momentum balance distribution along with template fitting in different
centrality and φ− Φ2 intervals in 5-5.5 GeV pT bin. The black points are data, the fittings
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Figure 264: Data momentum balance distribution along with template fitting in different
centrality and φ− Φ2 intervals in 5.5-6 GeV pT bin. The black points are data, the fittings
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Figure 265: Data momentum balance distribution along with template fitting in different
centrality and φ − Φ2 intervals in 6-8 GeV pT bin. The black points are data, the fittings
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Figure 266: Data momentum balance distribution along with template fitting in different
centrality and φ − Φ2 intervals in 8-10 GeV pT bin. The black points are data, the fittings
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Figure 267: Data momentum balance distribution along with template fitting in different
centrality and φ− Φ2 intervals in 10-12 GeV pT bin. The black points are data, the fittings
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Figure 268: Data momentum balance distribution along with template fitting in different
centrality and φ− Φ2 intervals in 12-14 GeV pT bin. The black points are data, the fittings
to data are plotted in black lines. The blue lines and green lines are signal templates and
background templates.
395
.11 Scalar Product Method: Template fitting for v3,
|η| < 2
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Figure 269: Data momentum balance distribution along with template fitting in different
centrality and φ− Φ2 intervals in 4-4.5 GeV pT bin. The black points are data, the fittings
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Figure 270: Data momentum balance distribution along with template fitting in different
centrality and φ− Φ2 intervals in 4.5-5 GeV pT bin. The black points are data, the fittings
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Figure 271: Data momentum balance distribution along with template fitting in different
centrality and φ− Φ2 intervals in 5-5.5 GeV pT bin. The black points are data, the fittings
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Figure 272: Data momentum balance distribution along with template fitting in different
centrality and φ− Φ2 intervals in 5.5-6 GeV pT bin. The black points are data, the fittings
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Figure 273: Data momentum balance distribution along with template fitting in different
centrality and φ − Φ2 intervals in 6-8 GeV pT bin. The black points are data, the fittings
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Figure 274: Data momentum balance distribution along with template fitting in different
centrality and φ − Φ2 intervals in 8-10 GeV pT bin. The black points are data, the fittings
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Figure 275: Data momentum balance distribution along with template fitting in different
centrality and φ− Φ2 intervals in 10-12 GeV pT bin. The black points are data, the fittings
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Figure 276: Data momentum balance distribution along with template fitting in different
centrality and φ− Φ2 intervals in 12-14 GeV pT bin. The black points are data, the fittings
to data are plotted in black lines. The blue lines and green lines are signal templates and
background templates.
404
.12 Scalar Product Method: Template fitting for v4,
|η| < 2
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Figure 277: Data momentum balance distribution along with template fitting in different
centrality and φ− Φ2 intervals in 4-4.5 GeV pT bin. The black points are data, the fittings
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Figure 278: Data momentum balance distribution along with template fitting in different
centrality and φ− Φ2 intervals in 4.5-5 GeV pT bin. The black points are data, the fittings
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Figure 279: Data momentum balance distribution along with template fitting in different
centrality and φ− Φ2 intervals in 5-5.5 GeV pT bin. The black points are data, the fittings
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Figure 280: Data momentum balance distribution along with template fitting in different
centrality and φ− Φ2 intervals in 5.5-6 GeV pT bin. The black points are data, the fittings
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Figure 281: Data momentum balance distribution along with template fitting in different
centrality and φ − Φ2 intervals in 6-8 GeV pT bin. The black points are data, the fittings
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Figure 282: Data momentum balance distribution along with template fitting in different
centrality and φ − Φ2 intervals in 8-10 GeV pT bin. The black points are data, the fittings
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Figure 283: Data momentum balance distribution along with template fitting in different
centrality and φ− Φ2 intervals in 10-12 GeV pT bin. The black points are data, the fittings
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Figure 284: Data momentum balance distribution along with template fitting in different
centrality and φ− Φ2 intervals in 12-14 GeV pT bin. The black points are data, the fittings
to data are plotted in black lines. The blue lines and green lines are signal templates and
background templates.
413
.13 Scalar Product Method: Cosine fits for v2, |η| < 2
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Figure 292: Cosine fits for v2 in different centrality intervals for 12 < pT < 14 GeV, |η| < 2
422
.14 Scalar Product Method: Cosine fits for v3, |η| < 2



















Mean    1.547
RMS    0.8785SignalMuon 
 < 6 GeV
T
4 < p

















Mean    1.548
RMS    0.8784SignalMuon 
 < 6 GeV
T
4 < p
















Mean    1.549
RMS    0.8776SignalMuon 
 < 6 GeV
T
4 < p




















Mean    1.551
RMS    0.8771SignalMuon 
 < 6 GeV
T
4 < p


















Mean    1.562
RMS    0.8801SignalMuon 
 < 6 GeV
T
4 < p
| < 2η0 < |
40-60%


















Mean    1.562
RMS    0.8809SignalMuon 
 < 8 GeV
T
6 < p

















Mean    1.557
RMS    0.8778SignalMuon 
 < 8 GeV
T
6 < p



















Mean    1.563
RMS    0.8786SignalMuon 
 < 8 GeV
T
6 < p



















Mean    1.559
RMS    0.8759SignalMuon 
 < 8 GeV
T
6 < p



















Mean    1.562
RMS    0.8799SignalMuon 
 < 8 GeV
T
6 < p
| < 2η0 < |
40-60%





















Mean    1.557
RMS    0.8781SignalMuon 
 < 10 GeV
T
8 < p























Mean    1.555
RMS    0.8766SignalMuon 
 < 10 GeV
T
8 < p




















Mean    1.565
RMS    0.8824SignalMuon 
 < 10 GeV
T
8 < p


















Mean    1.567
RMS    0.8814SignalMuon 
 < 10 GeV
T
8 < p


















Mean    1.578
RMS    0.8791SignalMuon 
 < 10 GeV
T
8 < p
| < 2η0 < |
40-60%




















Mean    1.563
RMS    0.8814SignalMuon 
 < 14 GeV
T
10 < p

















Mean    1.562
RMS    0.8761SignalMuon 
 < 14 GeV
T
10 < p

















Mean    1.565
RMS      0.88SignalMuon 
 < 14 GeV
T
10 < p


















Mean    1.568
RMS    0.8822SignalMuon 
 < 14 GeV
T
10 < p


















Mean    1.604
RMS    0.8803SignalMuon 
 < 14 GeV
T
10 < p
| < 2η0 < |
40-60%
Figure 296: Cosine fits for v3 in different centrality intervals for 10 < pT < 14 GeV, |η| < 2
427
.15 Scalar Product Method: Cosine fits for v4, |η| < 2
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Figure 301: Comparison of Event-Plane of v2 via Scalar Product method between before
and after jet overlay for 0-10%. Red lines are after jet overlay and black lines are before jet
overlay.
.16 Jet influence Event Plane for v2
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Figure 302: Comparison of Event-Plane of v2 via Scalar Product method between before
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Figure 303: Comparison of Event-Plane of v2 via Scalar Product method between before
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Figure 304: Comparison of Event-Plane of v2 via Scalar Product method between before
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Figure 305: Comparison of Event-Plane of v2 via Scalar Product method between before













 < 6 GeV
T
4 < p
















 < 8 GeV
T
6 < p














 < 10 GeV
T
8 < p













 < 14 GeV
T
10 < p




Figure 306: Comparison of Event-Plane of v3 via Scalar Product method between before
and after jet overlay for 0-10%. Red lines are after jet overlay and black lines are before jet
overlay.
.17 Jet influence Event Plane for v3
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Figure 307: Comparison of Event-Plane of v3 via Scalar Product method between before
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Figure 308: Comparison of Event-Plane of v3 via Scalar Product method between before
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Figure 309: Comparison of Event-Plane of v3 via Scalar Product method between before
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Figure 310: Comparison of Event-Plane of v3 via Scalar Product method between before
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Figure 311: Comparison of Event-Plane of v4 via Scalar Product method between before
and after jet overlay for 0-10%. Red lines are after jet overlay and black lines are before jet
overlay.
.18 Jet influence Event Plane for v4
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Figure 312: Comparison of Event-Plane of v4 via Scalar Product method between before
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Figure 313: Comparison of Event-Plane of v4 via Scalar Product method between before
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Figure 314: Comparison of Event-Plane of v4 via Scalar Product method between before
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Figure 315: Comparison of Event-Plane of v4 via Scalar Product method between before
and after jet overlay for 40-60%. Red lines are after jet overlay and black lines are before jet
overlay.
