In this paper we propose to evaluate and compare Markov chain Monte Carlo (MCMC) methods to estimate the parameters in a generalized extreme value model. We employed the Bayesian approach using both traditional Metropolis-Hastings methods and Hamiltonian Monte Carlo (HMC) methods to obtain the approximations to the posterior marginal distributions of interest. An application to a real dataset of maxima illustrates how HMC can be much more efficient computationally than traditional MCMC. A simulation study is conducted to compare the two algorithms in terms of how fast they get close enough to the stationary distribution so as to provide good estimates with a smaller number of iterations.
Introduction
Extreme Value Theory (EVT) can be seen as a branch of probability theory which studies the stochastic behaviour of extremes associated to a set of random variables with a common probability distribution. In recent years, several statistical techniques capable of better quantifying the probability of occurence of rare events have grown in popularity, especially in areas such as Finance, Actuaries and Environmental sciences (see for example, Walshaw 1994, Coles and Tawn 1996) . For a good review of both theory and interesting applications of EVT the main reference is still Coles (2001) .
Natural phenomena like river flows, wind speed and rain are subject to extreme values that can imply in great material and financial losses. Financial markets where large amounts of money invested can have an impact in the economy of a country need to have their risks of large losses and gains quantified. In risk analysis, estimating future losses by modelling events associated to default is of fundamental importance. In Insurance, the potencial risk of high value claims needs to be quantified and associated to possible catastrofic events due to the large amount of money involved in payments.
The usual approach for the analysis of extreme data is based on the Generalized Extreme Value (GEV) distribution which distribution function is given by, H(y|µ, σ, ξ) = exp − 1 + ξ y − µ σ
where µ, σ and ξ are location, scale and shape parameters respectively. The + sign denotes the positive part of the argument. We use the notation Y ∼ GEV (µ, σ, ξ). The value of the shape parameter ξ defines the tail behaviour of the distribution. If ξ = 0 the distribution is defined for y ∈ R and is called a Gumbel distribution (exponentially decaying tail). If ξ > 0 the distribution is defined for values y > µ − σ/ξ, has a lower bound and is called a Fréchet distribution (slowly decaying tail). If ξ < 0 the distribution is defined for values y < µ − σ/ξ, has an upper bound and is called a negative Weibull distribution (upper bounded tail). The density function of the GEV distribution is given by,
(2) which is illustrated in Figure 1 for µ = 0, σ = 1 and ξ ∈ {1, 0, −0.75}. Now suppose that we have observed data y = (y 1 , . . . , y n ) and assume that they are realizations from independent and identically distributed random variables Y 1 , . . . , Y n with Y i ∼ GEV (µ, σ, ξ). We wish to make inferences about the unknown parameters µ, σ and ξ. The likelihood function is given by,
for µ − σ/ξ > y (n) when ξ < 0 and for µ − σ/ξ < y (1) when ξ > 0. Otherwise the likelihood function is undefined. A Bayesian analysis is then carried out by assigning prior distributions on µ, σ and ξ. Simulation methods, in particular Markov chain Monte Carlo (MCMC), are now routinely employed to produce a sample of simulated values from the posterior distribution which can in turn be used to make inferences about the parameters.
In the next section we describe an alternative algorithm to generate these samples in a much more efficient way. This is compared with the traditional MCMC methods in Section 3 in terms of computational efficiency through a real dataset and a simulation study. Some final comments are given in Section 4.
Hamiltonian Monte Carlo
Hamiltonian Monte Carlo (HMC) was originaly proposed by Duane et al. (1987) for simulating molecular dynamics under the name of Hybrid Monte Carlo. In what follows we present the HMC method in a compact form which will be used in the context of GEV models. The reader is referred to Neal (2011) for an up to date review of theoretical and practical aspects of Hamiltonian Monte Carlo methods.
Let θ ∈ R d denote a d-dimensional vector of parameters, π(θ) denote the posterior density of θ and p ∈ R d denote a vector of auxiliary parameters independent of θ and distributed as p ∼ N (0, M ). If θ is interpreted as the position of a particle and − log π(θ) describes its potential energy while p is the momentum with kinetic energy p ′ M −1 p/2 then the total energy of a closed system is the Hamiltonian function,
where L(θ) = log π(θ).
The (unormalized) joint density of (θ, p) is then given by,
For continuous time t, the deterministic evolution of a particle that keeps the total energy constant is given by the Hamiltonian dynamics equations,
where ∇ θ L(θ) is the gradient of L(θ) with respect to θ. So, the idea is that introducing the auxiliary variables p and using the gradients will lead to a more efficient exploration of the parameter space.
However these differential equations cannot be solved analytically and numerical methods are required. One such method is the Störmer-Verlet (or Leapfrog) numerical integrator (Leimkuhler and Reich 2004) which discretizes the Hamiltonian dynamics as the following steps,
for some user specified small step-size ǫ > 0. After a given number of time steps this results in a proposal (θ * , p * ). In Appendix A we provide details on the required expressions of partial derivatives for HMC. A Metropolis acceptance probability must then be employed to correct the error introduced by this discretization and ensure convergence to the invariant distribution. Since the joint distribution of (θ, p) is our target distribution, the transition to a new proposed value (θ * , p * ) is accepted with probability,
In the distribution of the auxiliary parameters, M is a symmetric positive definite mass matrix which is typically diagonal with constant elements, i.e. M = mI d . The HMC algorithm in its simplest form taking m = 1 is given by, 1. Give an initial position θ (0) and set i = 1,
4. repeat the Störmer-Verlag solution,
8. set i = i + 1 and return to step 2 until convergence.
Since the algorithm is making use of first derivatives of the (unormalized) logposterior densities it tends to propose moves to regions of higher probabilities and the chains are expected to reach stationarity faster. Also, in order to employ this algorithm all sampling must be done on an unconstrained space, so we need to implement a transformation of θ to the real line. Then prior distributions are assigned and derivatives are taken for the transformed parameters.
Applications

Annual Maximum Sea Levels
This example is taken from Coles (2004) page 59 and refers to the annual maximum sea levels (in metres) from 1923 to 1987 at Port Pirie, South Australia (see Figure 2) . The objective is to fit a generalized extreme value distribution to this data. The prior distribution adopted is a trivariate normal on (µ, log(σ), ξ) with mean vector zero and diagonal variance covariance matrix (i.e. assuming prior independence) with prior variances equal to 25. The complete conditional distributions are not of any standard form and Metropolis steps are used to yield the required realizations from the posterior distribution. For comparison purposes we also used the R package evdbayes (Stephenson and Ribatet 2006) which is freely available from the website http://cran.r-project.org/web/packages/evdbayes and provides functions for the Bayesian analysis of extreme value models using MCMC methods. This package uses the Metropolis-Hastings algorithm. Figure  3 shows the trace plots of the sampled values of µ, σ and ξ using the evdbayes package with 6000 simulations discarding the first 1000 as burn-in. We note that even after discarding the first 1000 iterations the chains are far from convergence and sample autocorrelations are still high. The HMC algoritm was implemented in R. After some pilot tunning the parameter ǫ was taken as 0.12 and the Störmer-Verlet solution was replicated 27 times. The results appear in Figure 4 which shows the trace plots of sampled values of µ, σ and ξ using HMC. We note that the HMC algorithm had an acceptance rate around 0.95 and reachs a stationary regime much faster than the Metropolis-Hastings. Besides, there is practically no autocorrelation in the output chains.
In order to compare the relative efficiency of these methods we calculate the effective sample size (ESS) using the posterior samples for each parameter. This measure is defined as ESS = N/(1 + 2 k γ(k) where N is the number of posterior samples and γ(k) are the monotone lag k sample autocorrelations (Geyer 1992) . It can thus be interpreted as the number of effectively independent samples. For a fair comparison, first we discarded another 1500 iterations from the samples generated by MH and HMC. The ESS is easily obtained from any MCMC output using the functionality from the R package coda (Plummer et al. 2006 ) which provides tools for output analysis and diagnostics. Table 1 shows the effective samples sizes for the parameters using both algorithms based on the last 3500 iterations from which we can see a much lower degree of autocorrelation in the HMC output. 
Simulation Study
In order to evaluate and compare the performances of HMC and MH algorithms two simulation studies were conducted for parameter estimation in a GEV model. In both studies we generated m =1000 replications of n = 15, 30, 50, 100 observations from a GEV model with parameters µ = 2, σ = 0.5 and ξ = −0.1. Location and scale parameters are usually not too difficult to estimate but according to Coles (2004) the value ξ = −0.1 is not common in practice as it leads to distributions with too heavy tails. This makes the inferences for this parameter more problematic. Letθ (i) the estimate of a parameter θ for the i-th replication, i = 1, . . . , m. To evaluate the estimation method, two criteria were considered: the bias and the mean square error (mse), which are defined as,
For each replication and each sample size a GEV model was fitted using the HMC and Metropolis algorithm (using evdbayes package) based on 20000 iterations discarding 10000 as burn-in. In this study the posterior modes were taken as parameter point estimates in (4) and (5) since the marginal posterior distributions are skewed. The results in terms of bias and mean square errors for each parameter appear in Table 2 . Overall, both measures are pretty small for both algorithms although they tend to be slightly smaller for the HMC. This was expected since after the 10000 iterations discarded the Metropolis algorithm is as close to the invariant distribution as the HMC algorithm.
In a second experiment, we generated only 1100 samples from the posterior distribution discarding the first 100 as burn-in. The main objetive here is to see if the HMC algorithm tends to get close enough to the stationary distribution so as to provide good estimates with such a small number of iterations. The results are shown in the second rows of Table 2 from which we can see that both bias and mean square error are still relatively small for the HMC algorithm while the Metropolis algorithm appears to be definetely far from the stationary distribution. 
Conclusions
In this paper we evaluated Bayesian MCMC methods to estimate the parameters in a generalized extreme value model. We employed the Bayesian approach using both traditional MCMC (Metropolis-Hastings) methods and Hamiltonian Monte Carlo methods to obtain the approximations to the posterior marginal distributions of interest. An application to a real dataset of maxima illustrated how HMC can be much more efficient computationally than traditional MCMC. In a simulation study we noticed that parameter estimation is relatively robust to the choice of algorithm for a large number of iterations and discarding a lot of initial values as burn-in although bias and mean square error tend to be slightly smaller for HMC. However, HMC was much faster to reach the stationary distribution and this was observed by repeating the simulations with a small number of iterations.
As in any simulation study, our results are limited to our particular selection of sample sizes, prior distributions and GEV parameters. In particular, the choice ξ = −0.1 was intended to compare the algorithms in a more difficult scenario in terms of estimation. We hope that our findings are useful to the practitioners.
A Appendix
In this appendix we present the expressions of gradients needed for the implementation of HMC. In what follows, let z t = 1 + ξ(y t − µ)/σ. Denoting θ = (µ, σ, ξ) and L y|θ = log f (y|θ) then,
The partial derivatives of this log-density with respect to the transformed parameters (µ, log(σ), ξ) are given by,
Now letting L θ = log π(θ) and since the (transformed) parameters are assumed a priori independent and normally distributed with mean zero then,
where τ : Trace plots and autocorrelations for the parameter values generated using HMC (5000 iterations after 1000 burn-in).
