Abstract: We obtain an almost sure limit theorem for the maximum of nonstationary random fields under some dependence conditions.
Introduction
In recent years various authors discussed almost sure versions of distributional limit theorems. The first result on Almost Sure Central Limit Theorem (ASCLT) presented independently by Brosamler (1988) , Schatte (1988) and Lacey and Philipp (1990) for any fixed x ∈ R, where a.s. means almost surely, 1I A denotes the indicator function of the event A and Φ(x) is the standard normal distribution function.
Later on the ASCLTs for some other functions of random variables were studied. Namely, in Fahrner and Stadmüller (1998), Cheng, Peng and Qi (1998) and Berkes and Csáki (2001) the ASCLTs for the maximum of an i.i.d. random sequence were proved. Let {X n } n∈N be an i.i.d. sequence, and let M k = max 1≤i≤k X i denotes the partial maximum, k ≥ 1. If there exist normalizing constants a k > 0, b k ∈ R and a nondegenerate distribution function G(x) such that
for any continuity point x of G. It is well known that G(x) must be of the same type as the extreme
, where γ is the so-called extreme value index. On the other hand, the ASCLTs for the maximum of some dependent, stationary normal sequences were obtained by Csáki and Gonchigdanzan (2002) , while the ASCLT for the maximum of some dependent, * lpereira@ubi.pt but not necessarily stationary sequences was established by Peng and Nadarajah (2011) and Chen and Lin (2006) . Some other works, which are also worthwhile to mention in this place are the papers of Fazekas and Rychlik (2003) , Tan and Peng (2009) , Choi (2010) and Tan and Wang (2014) . The aim of this paper is to prove an ASCLT for the maximum of some nonstationary random fields under some weak dependence conditions. Let X = {X n } n≥1 be a random field on Z d + , where Z + is the set of all positive integers and d ≥ 2. We shall consider the conditions and results for d = 2 since it is notationally simplest and the results for higher dimensions follow analogous arguments. For i = (i 1 , i 2 ) and j = (j 1 , j 2 ), i ≤ j means i k ≤ j k , k = 1, 2, and n = (n 1 , n 2 ) → ∞ means
For a family of real levels {u n,i : i ≤ n} n≥1 and a subset I of the rectangle of points R n = {1, . . . , n 1 } × {1, . . . , n 2 }, we will denote the event {X i ≤ u n,i : i ∈ I} by {M n (I) ≤ u} or simply by {M n ≤ u} when I = R n . We say the pair I ⊆ Z As discussed in Pereira and Ferreira (2005,2006) in order to prove that the probability of no exceedances of high values over R n can be approximated by exp{−τ }, where τ is the limiting mean number of exceedances, the following conditions are needed. The first is a coordinatewise-mixing type condition as the ∆(u n )− condition introduced in Leadbetter and Rootzén (1998), which restrict dependence by limiting
with the two indexes sets I 1 and I 2 being "separated" from each other by a certain distance along each coordinate direction. Definition 1.1. Let F be a family of indexes sets in R n . The nonstationary random field X on Z 2 + satisfies the condition D(u n,i ) over F if there exist sequences of integer valued constants {k ni } ni≥1 , {l ni } ni≥1 , i = 1, 2, such that, as n = (n 1 , n 2 ) −→ ∞, we have
, are the components of the mixing coefficient, defined as follows:
where the supremum is taken over pairs of I 1 and
where the supremum is taken over pairs of I 1 and I 2 in S 2 (l n2 ) ∩ F .
This condition was used to guarantee the asymptotic independence for maxima over disjoint rectangles of indexes (Pereira and Ferreira (2006) ) which is a fundamental result for extending some results of the extreme value theory of stationary random fields to nonstationary case. Proposition 1.1. Suppose that the random field X satisfies the condition D(u n,i ) over F such that (I ⊂ J ∧ J ∈ F ) ⇒ I ∈ F and for {u n,i : i ≤ n} n≥1 such that
In Pereira and Ferreira (2005) , in addition to the coordinatewise-mixing condition, it is restricted the local path behaviour with respect to exceedances. It is used the idea of Leadbetter and Rootzén (1998) in combination with Hüsler (1986) to generalize to the nonstationary case a local dependence condition,
, that avoids clustering of exceedances of u n,i . Definition 1.2. Let E(u n,i ) denote the family of indexes sets I such that
The condition D ′ (u n,i ) holds for X if, for each I ∈ E(u n,i ), we have, as n → ∞,
That condition, which bounds the probability of more than one exceedance above the levels u n,i in a rectangle with a few indexes, and the coordinatewise-mixing D(u n,i ) condition lead to a Poisson approximation for the probability of no exceedances over R n (see, Pereira and Ferreira (2005) ).
Proposition 1.2. Suppose that the nonstationary random field X satisfies D(u n,i ) and D ′ (u n,i ) over E(u n,i ) and
Then,
if and only if
In this paper, we are interested in the ASCLT on the maxima of nonstationary random fields. The main result is Theorem 2.1 in Section 2. All of the proofs is given in section 3. Here a << b stands for
Main result
In order to formulate the main result we need to strengthen condition ∆ as follows.
Definition 2.1. Let F be a family of indexes sets in R n . The nonstationary random field X on Z
+
satisfies the condition D * (u n,i ) over F if there exist sequences of integer valued constants {k ni } ni≥1 ,
−→ 0 and k n1 k n2 α n,mn 1 ,mn 2 −→ 0, where α n,mn 1 ,mn 2 is the mixing coefficient, defined as follows:
αn,m n 1 ,mn 2 = sup
, with S(I) = sup {i : i ∈ I} and s(I) = inf {i : i ∈ I}. Theorem 2.1. Let X = {X n } n∈Z 2 + be a nonstationary random field satisfying conditions D * (u n,i ) and
and {n 1 n 2 max {P (X i > u n,i ) : i ≤ n}} n≥1 is bounded. Then
For stationary random fields, based on condition D ′ (u n ) in Leadbetter and Rootzén (1998) and condition D * (u n,i ) with u n,i = u n we have the following result.
Corollary 2.1. Let X = {X n } n∈Z 2 + be a stationary random field satisfying conditions D ′ (u n ) and D * (u n ) with α n,mn 1 ,mn 2 << (log n 1 log n 2 ) −ǫ for some ǫ > 0. If
Next, we give several examples, which satisfy the condition of Theorem 2.1.
Example 2.1. Independent and m-dependent random fields satisfy the conditions of Theorem 2.1 Example 2.2. A strong mixing random field with mixing coefficient α n,mn 1 ,mn 2 << (log n 1 log n 2 )
−ǫ for some ǫ > 0 satisfies the conditions of Theorem 2.1.
The following example is about Gaussian random fields, which can be checked by Normal Comparison Lemma as for the proof of Proposition 2.2 of Pereira (2010).
Example 2.3. Let X = {X n } n≥1 be a non-stationary standardized Gaussian random field. Assume that the covariance functions r ij satisfy |r ij | < ρ |i−j| for some sequence {ρ n } n∈N 2 −{0} such that for some ǫ > 0
and sup n∈N 2 −{0} |ρ n | < 1 hold. Let the constants {u n,i , i ≤ n} n≥1 be such that n 1 n 2 (1 − Φ(λ n )) is bounded, where λ n = min i∈Rn u n,i . Suppose that lim n→∞ i∈Rn
Then, the assertion of Theorem 2.1 holds.
Proofs
The proof of Theorem 2.1 will be given by means of several lemmas.
Lemma 3.1. Let X = {X n } n∈Z 2 + be a nonstationary random field satisfying condition D * (u n,i ) over F .
Assume that {n 1 n 2 max {P (X i > u n,i ) : i ≤ n}} n≥1 is bounded and α l1,l2,m l 1 ,m l 2 << (log l 1 log l 2 ) −ǫ .
Then, for k, l ∈ R n such that k = l and u l,i ≥ u k,i
Cov(1I i∈R k
Proof: Write
Using the condition that n 1 n 2 F (n) max n≥1
is bounded we get
Similarly, we have
Condition D * (u n,i ) implies
Noticing α l1,l2,m l 1 ,m l 2 << (log l 1 log l 2 ) −ǫ , we obtain
The proof is complete.
Proof: Using the condition that n 1 n 2 F (n) max n∈Z 2 + is bounded we get
The following lemma is from Tan and Wang (2014).
+ , be uniformly bounded variables. Assume that V ar 1 log n 1 log n 2 k∈Rn
Proof of Theorem 2.1:
Since |η k | ≤ 1, it follows that
Note that for k = l such that u k,i < u l,i , |E(η k η l )| = |cov(1I 
and from Lemma 3.1 we obtain |cov(1I i∈R k
≤ K(log n 1 log n 2 ) −ǫ1
we have T 2 ≤ K 1 log n 1 log n 2 + log n 2 log n 1 log n 2 + log n 1 log n 1 log n 2 + 1 (log n 1 log n 2 ) ǫ1 and hence T 2 ≤ K 1 (log n 1 log n 2 ) ǫ , for some ǫ > 0. So V ar 1 log n 1 log n 2 k∈Rn
The result follows by Lemma 3.3 and Proposition 1.2.
