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Vienna University of Technology
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leur soutien dans cette responsabilité : Laurent Boudin, Nadine Goldstein, Ludovic Perret, Mohab Safey
El Din.
Je remercie les membres du bureau 16-26/301, ancien 2D24 de l’époque Chevaleret, pour m’avoir
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membres de passage Anne, Ulrich, Stéphane, Filippa, Francesco, Julien, Alexandra, Rachida. Merci aussi
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1 Modèles couplés quantique-classique 9
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1.2.3 Modèles de dérive-diffusion du transport de charges confinées . . . . . . . . . . . . 15
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Introduction générale
Ce mémoire synthétise les travaux publiés ou soumis pour publication de l’auteur. Une liste exhaustive
de ces travaux se situe en fin du manuscrit. De plus, au début de chaque chapitre, la liste des articles
résumés est donnée.
La thématique générale abordée est l’étude analytique et numérique de modèles d’équations aux
dérivées partielles (EDP) issues d’applications provenant de la physique ou de la biologie. Plus précisément,
les modèles mathématiques présentés décrivent le mouvement de particules chargées, la migration collec-
tive de bactéries et l’auto-organisation de communautés cellulaires. Etant orienté autour des applications,
ce mémoire est découpé en 4 chapitres, chacun d’eux ayant une application distincte :
– le premier chapitre résume les travaux réalisés autour du transport quantique d’électrons dans des
dispositifs à matériaux semi-conducteurs ;
– le second chapitre est consacré à des modèles de mouvement collectif de bactéries par chimiotac-
tisme ;
– le troisième chapitre s’intéresse à un modèle de migration collective de la bactérie Bacillus subtilis ;
– le quatrième chapitre résume les travaux réalisés dans le cadre de la modélisation de la croissance
tumorale.
Comme nous le verrons, un dénominateur commun entre les deux premiers chapitres est l’aspect multi-
échelle des EDP qui sont présentés, conduisant à l’obtention de modèles macroscopique à partir d’équations
cinétiques. Dans les deux derniers chapitres, l’outil mathématique important qui est étudié sont les ondes
de propagation à vitesse constante, communément appelés traveling waves.
Avant de rentrer dans le vif du sujet, nous détaillons un peu plus le contenu de chaque chapitre en
passant rapidement en revue les articles qui y sont résumés.
Le premier chapitre est consacré à l’étude du transport d’un gaz d’électrons dans des dispositifs à
matériaux semi-conducteurs pour lesquels les effets quantiques ne sont pas négligeable. Plusieurs des
travaux ont été réalisés durant ma thèse de doctorat [Th] et ne sont que très succintement résumés.
Nous nous intéressons ici à des dispositifs qui ont une longueur caractéristique dans la direction parallèle
au transport beaucoup plus grande que dans la direction transverse. On dit alors que le gaz d’électrons
est confiné dans le dispositif et la direction transverse sera appelée direction de confinement. Ceci nous
permet de découpler les directions de transport et de confinement et de proposer des modèles couplés
quantique-classique : le transport est modélisé par des modèles d’EDP classiques dans la direction de
transport (équation de Boltzmann, système d’énergie-transport, système de dérive-diffusion) alors que
le confinement est décrit par les éléments propres du système Schrödinger-Poisson. La difficulté réside
donc dans le couplage entre ces directions qui conduit à l’étude de modèles couplés quantique-classique.
Un tel modèle dérive-diffusion-Schrödinger-Poisson a alors été introduit dans [A1] puis analysé dans
les articles [A3, A4]. Des simulations numériques de ce modèle sont présentées dans [A5] (voir aussi le
proceeding de conférences [C1]). Ce système d’EDP est obtenu par une limite de diffusion d’un modèle
couplé cinétique-quantique Boltzmann-Schrödinger-Poisson. L’étude de cette limite de diffusion, dans le
cas où la direction de transport est mono-dimensionel, est réalisée dans [A8]. A partir du modèle cinétique-
quantique, il est aussi possible grâce à une limite de diffusion d’obtenir un modèle d’énergie-transport
couplé avec Schrödinger-Poisson. L’article [A15] présente ce modèle et des simulations numériques de
celui-ci. Par ailleurs, dans le même esprit, un modèle de dérive-diffusion quantique pour un nanofil est
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proposé et analysé dans l’article [A12]. Finalement, une autre stratégie de couplage entre le modèle
d’énergie-transport et l’équation de Schrödinger est considérée dans [A22]. Il ne s’agit plus dans ce cas
de découpler les directions de transport et de confinement, mais de considérer des zones dans la direction
de transport avec une description classique et des zones avec une description quantique. Des conditions
aux interfaces entre ces régions ont donc dû être obtenues.
Dans le chapitre 2, des modèles d’EDP pour décrire le mouvement de bactéries par chimiotactisme sont
analysés et simulés. Cette étude entre dans le cadre de l’auto-organisation de communautés bactériennes.
De même que dans le chapitre 1, le point de départ est un modèle cinétique décrivant l’interaction
entre individus soumis à un champ. Ce modèle a été proposé par Alt, Dunbar et Othmer et décrit le
mouvement des bactéries par une alternance de phases de nage rectiligne avec des phases de réorientation
des bactéries. Une analyse d’un tel modèle conduisant à des simulations numériques est entreprise dans
l’article [A7]. De même qu’au chapitre précédent, nous nous intéressons alors à l’obtention de modèles
macroscopiques à partir de cette description cinétique. Une limite hydrodynamique du modèle cinétique
conduit à considérer l’équation dite d’agrégation [C3], qui est une loi de conservation avec un champ de
vitesse dépendant de manière nonlinéaire et non-locale de l’inconnue. Il est bien connu que les solutions
faibles de cette équation explosent en temps fini. Nous avons donc entrepris dans [A13] l’étude, en une
seule dimension, de l’existence et de l’unicité de solutions mesures pour cette équation, ce qui a de plus
permis de montrer rigoureusement la limite hydrodynamique à partir de l’équation cinétique. Pour cela
nous avons adapté la notion de solution en dualité pour notre modèle. Dans [A18], nous avons montré
que cette notion de solution pour l’équation d’agrégation cöıncide avec les flots gradients dans les cas où
elles sont toutes les deux définies. La discrétisation numérique de telles solutions mesures est étudiée dans
[A19]. L’article [A21] étend alors cette étude au cas de la dimension supérieure. Les actes de conférences
[C5] et [R1] résument les travaux présentés dans les articles cités ci-dessus. Enfin, dans [A20], nous nous
intéressons à un modèle cinétique pour deux populations bactériennes en interaction.
Toujours dans le cadre de l’auto-organisation de communautés bactériennes, le chapitre 3 propose
des modèles pour décrire la migration collective de colonies bactériennes. Ce travail est né d’obser-
vations expérimentales montrant la formation de dendrites avec de nombreux branchements dans un
milieu riche en substrat. Nous nous plaçons ici au niveau macroscopique et considérons des modèles
d’agrégation (comme au chapitre précédent) mais avec en plus un potentiel de répulsion impliquant un
mouvement d’ensemble de la colonie bactérienne. Il s’agit alors d’étudier le processus de propagation.
L’outil mathématique utilisé est la recherche d’ondes de propagation ou traveling waves, c’est-à-dire
d’un régime établi, en translation à vitesse constante. D’un point de vue mathématique, notant x la
variable spaciale et t la variable de temps, nous recherchons des solutions ne dépendant que de la quan-
tité x · e − σt où e est un vecteur donnant la direction de propagation. Un modèle complet avec des
simulations numériques montrant des branchements est proposé dans [A9]. Ce modèle est simplifié pour
pouvoir réaliser une étude mathématique de l’existence de traveling waves qui ont la forme de plateaux.
De tels résultats d’existence de traveling waves ont ainsi été obtenus dans [A10].
Finalement le chapitre 4 se consacre à l’étude de modèles macroscopiques décrivant la croissance
tumorale. Comme au chapitre précédent, il s’agit, pour une grosse partie, d’étudier les phénomènes
d’invasion au moyen de traveling waves. Plus précisément, deux modèles macroscopiques sont utilisés
pour décrire la croissance tumorale : un modèle à frontière libre de type Hele-Shaw, un modèle décrivant
la dynamique de la densité cellulaire sous l’effet de la pression mécanique exercée sur les cellules et de
leur mitose. L’existence de traveling waves a été étudiée dans [A14] pour le modèle à densité cellulaire et
dans [A16] pour le modèle Hele-Shaw. Le lien rigoureux entre ces deux modèles est obtenu par une limite
incompressible dans l’article [A17]. Enfin l’article [C6] s’intéresse à la stabilité transversale de front de
propagation pour un modèle simplifié de type réaction-diffusion à deux composants.
Chapitre 1
Modèles couplés quantique-classique
pour le transport de charges
confinées
Ce chapitre résume les travaux [A1, A2, A3, A5, A4, A8, A12, A15, A22, C1, C4, Th].
1.1 Une hiérarchie de modèle couplé quantique-classique
Les récents progrès dans la miniaturisations des composants électroniques permettent dorénavant d’at-
teindre des échelles nanométriques. A de telles échelles de grandeurs, les effets quantiques (confinement,
effet tunnel, interférences, . . .) ne peuvent plus être négligés dans les modèles mathématiques. Les travaux
résumés dans ce chapitre ont été entamés durant ma thèse de doctorat à l’université Paul Sabatier [Th]
et se sont intéressés à la description du confinement de charges dans des dispositifs nanométriques à
matériaux semiconducteurs. Nous considérons des dispositifs pour lesquels l’échelle de grandeur dans la
direction de transport est beaucoup plus grande que dans la direction transversale, dite de confinement.
Des exemples de tels dispositifs sont les nanotransistors de type DG-MOSFET ou les nanofils [10, 11].
Dans la direction de confinement, notée z, les électrons se comportent comme des ondes, alors que dans
la direction de transport, notée x, les électrons sont considérés comme des particules et le transport est
classique et fortement collisionel. Il est alors intéressant, dans un objectif de diminution du coût de calcul
des simulations numériques, de proposer des modèles couplés quantique-classique pour lesquels les direc-
tions de confinement et de transport sont découplées. C’est ce qui a été effectué dans les travaux résumés
dans ce chapitre. Nous décrivons ci-dessous tout d’abord la modélisation dans la direction quantique,
puis les équations de transport dans la direction classique sont explicitées. Le domaine d’étude est noté
Ω = ω × [0, 1] avec ω ⊂ R2 représentant la direction classique x ∈ ω, et z ∈ [0, 1].
Dans la direction quantique, z ∈ [0, 1], les électrons sont considérés comme des ondes et sont à
l’équilibre thermodynamique. Ils sont alors décrits par les éléments propres de l’opérateur de Schrödinger
(εn, χn)n∈N∗ définis par : 
− 1
2m
∂zzχn + V χn = εnχn (n ≥ 1),
χn(t, x, ·) ∈ H10 (0, 1),
∫ 1
0
χn χm dz = δnm .
(1.1.1)
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Dans cette équation, m est la masse effective, V est l’énergie potentielle et l’indicateur δnm = 0 si n 6= m,






Cette énergie dépend de la position x ∈ ω et de la variable de moment k ∈ B où B est la zone de Brillouin
(qui représente la cellule élémentaire du réseau dual du semiconducteur). Le diagramme d’énergie étant
supposé à symétrie sphérique et strictement monotone par rapport à |k|, la zone de Brillouin est donné
par B = R2. Nous supposerons donc dans la suite k ∈ R2.
L’énergie potentielle V est générée par les électrons et est calculée par résolution de l’équation de
Poisson, qui s’écrit après adimensionnement :
−∆x,zV = N −ND, (1.1.3)
où ND est la densité de dopage qui est une donnée du problème, N est la densité des porteurs de charges.
En appelant ρn le nombre d’occupation de la nième sous-bande, l’expression de la densité N est donnée
par :
N(t, x, z) =
+∞∑
n=1
ρn(t, x)|χn|2(t, x, z). (1.1.4)
Enfin, le nombre d’occupation ρn est donné par la dynamique dans la direction de transport classique.
Le couplage entre les deux directions s’effectue donc via la définition de ρn.
Le transport classique de particules chargées dans des matériaux semiconducteurs a été l’objet de nom-
breuses études (voir par exemple les ouvrages [123, 130, 137]). Sous l’effet d’un potentiel électrostatique,
d’énergie potentielle V , les porteurs de charges (ici les électrons) sont transportés dans le semiconducteur
et sont soumis à de nombreuses collisions : collisions avec les impuretés du réseau, collisions avec les
phonons (pseudo-particules représentant les vibrations du réseau), collisions avec les autres porteurs de
charges [8, 85, 161, 166, 178]. Au niveau cinétique, le transport collisionnel est modélisé par l’équation de
Boltzmann. Dans le cas du confinement, l’énergie est quantifiée en sous-bandes εn, le transport est alors
décrit dans chaque sous-bande. C’est la méthode de décomposition en sous-bandes [111, 154]. L’équation
de Boltzmann, pour le modèle des sous-bandes, régit la dynamique de la fonction de distribution fn(t, x, k)
des porteurs de charges de la sous-bande n au temps t > 0. Le nombre d’occupation de la nième sous-
bande est déterminé par ρn =
∫






∇kεn · ∇xfαn −
1
α












α), n ∈ N∗.
Il y a donc une infinité d’équations de Boltzmann, une pour chaque sous-bande. Ici α et β sont des
paramètres sans dimension satisfaisant α  β  1. L’opérateur des collisions élastiques Qimp décrivant







′)δ(εn(k)− εn′(k′))(fn′(t, x, k′)− fn(t, x, k)) dk′, (1.1.5)
où εn et ε
′
n (resp. fn et f
′
n) sont des abbréviations de εn(k) et εn(k
′) (resp. fn(k) et fn(k
′)). La mesure
de Dirac est notée δ. L’énergie εn(k) est définie dans (1.1.2). L’opérateur des collisions électrons-électrons









1)δ(εn + εn′,1 − ε′r − ε′s,1)δ(k + k1 − k′ − k′1)
[f ′rf
′
s,1(1− ηfn)(1− ηfn′,1)− fnfn′,1(1− ηf ′r)(1− ηf ′s,1)] dk′dk1dk′1.
(1.1.6)
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s,1 sont des abbréviations de fn′(k1), fr(k
′) et fs(k
′
1) respectivement. Le terme
0 ≤ 1 − ηf ≤ 1 exprime le principe d’exclusion de Pauli où η ≥ 0 est un facteur sans dimension. Enfin,





























. Pour tous les opérateurs de collisions définis ci-dessus, les coefficients de diffraction
Φimp, Φe et Φph sont des quantités positives données et satisfaisant les hypothèses de micro-réversibilité.
Le dernier opérateur peut être développé suivant α2 : Qαph(f) = Q
0
ph(f) + α
2Qα1 (f). On définit alors
l’opérateur des collisions élastiques Q0 par








′)δ(εn(k)− εn′(k′))(fn′(k′)− fn(k)) dk′, (1.1.8)




n,n′ etNph est le premier terme du développement en α
2 deNαph. Finalement



















Les paramètres α et β dans cette équation permettent de mesurer l’importance relative des collisions.
Dans le cas purement classique, c’est-à-dire avec une seule sous-bande d’énergie |k|2/(2m) + V , il a été
montré [21, 20, 123] qu’en effectuant des limites de diffusion α → 0 et β → 0, une hiérarchie de modèle
classique peut être obtenue. Ainsi quand les collisions élastiques sont dominantes (α → 0), le modèle
de Boltzmann (1.1.9) peut être approché par le modèle Spherical Harmonic Expansion (SHE) (voir e.g.
[172]). Ce modèle a été introduit dans [168] et régit la dynamique de la fonction de distribution F (t, x, ε)
en tant que fonction de l’énergie ε. Supposant alors que le mécanimse de collisions dominant est celui
entre les électrons (β → 0), le modèle SHE relaxe vers le système Energie-Transport (ET). Les incon-
nues dans ce système sont la densité et la température du gaz d’électrons. Ce système a été introduit
en [168, 169]. Il peut aussi être obtenu directement par l’équation de Boltzmann sous l’hypothèse de
dominance des collisions élastiques et électrons-électrons (voir e.g. [22]). Finalement, lorsque les collisions
avec les phonons sont importantes, le système ET converge vers le modèle de dérive-diffusion (DD) qui
régit la dynamique de la densité des électrons et où la température est fixée et égale à la température du
réseau [137, 96, 97]. Ce modèle peut aussi être directement obtenu à partir de l’équation de Boltzmann
en ne considérant que les collisions avec les phonons. Les modèles macroscopiques obtenus par ces limites
de diffusion ont l’avantage d’être moins coûteux que le modèle cinétique pour effectuer des simulations
numériques.
L’objectif du travail entamé durant ma thèse de doctorat est l’étude d’une telle hiérarchie de modèle
pour le transport confiné d’électrons dans des nanostructures à matériaux semiconducteurs. Il s’agit
donc d’étendre au cas du confinement les résultats du transport purement classique. Nous verrons que
le modèle Schrödinger-Poisson est résolu grâce à un problème variationnel. Une difficulté mathématique
consiste alors à coupler ces directions quantiques et classiques. Dans la Section 1.2, nous nous intéressons
au cas où les interactions électrons-phonons sont dominantes. Dans ce cas une limite de diffusion de
l’équation de Boltzmann pour les sous-bandes conduit directement au modèle de dérive-diffusion. Il s’agit
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d’un résumé des travaux effectués pendant ma thèse de doctorat [Th] et qui ont donné lieu aux articles
[A1, A2, A3, A5, A4, A8, C1]. Ensuite dans la Section 1.3, nous présentons le modèle Energie-Transport
pour les sous-bandes pour lequel nous avons effectué des simulations numériques dans [A15]. La Section
1.4 est consacrée à l’étude et aux simulations numériques d’un système de transport diffusif pour des
nanofils. Il s’agit d’un résumé de l’article [A12]. Enfin dans une dernière partie, nous présentons une
stratégie de couplage dans la direction classique avec un modèle purement quantique [A22, C4].
1.2 Interactions électrons-phonons dominantes
1.2.1 Modèle cinétique pour les sous-bandes
Le transport purement quantique est généralement modélisé par le système Schrödinger-Poisson. Dans
des dispositifs pour lesquels la direction de transport x est grande par rapport à la direction de confinement
z, une limite semiclassique partielle dans la direction x de l’équation de Schrödinger peut être effectuée.
Il a été montré dans [24] qu’une telle limite conduit au modèle Vlasov-Schrödinger-Poisson étudié dans
[25]. Dans ce modèle, le confinement dans la direction z est décrit par le modèle des sous-bandes (1.1.1)
couplé à l’équation de Poisson (1.1.3) dans laquelle le nombre d’occupation des sous-bandes est donné par
ρn =
∫
R2 fn(k) dk. La dynamique de la fonction de distribution fn des électrons de la nième sous-bande
est régie par l’équation de Vlasov dans la direction de transport x.
Cependant ce modèle ne tient pas compte des collisions dans la direction de transport ; effectivement le
modèle de départ est un modèle balistique. Pour remédier à cela, nous remplaçons de manière heuristique
l’équation de transport dans la direction x par l’équation de Boltzmann (1.1.9). Avant de considérer le cas
général des opérateurs de collisions présentés précédemment, nous nous focalisons dans cette partie uni-
quement sur les interactions avec les phonons. De plus, nous ne considérons que le cas mono-dimensionel,








n − ∂xεn∂kfαn =
1
α
Qα(fα)n, t > 0, x ∈ (a, b), k ∈ R, n ∈ N∗. (1.2.1)
Nous remarquons qu’il s’agit du système (1.1.9) pour lequel l’opérateur des collisions est simplifié, vu que
nous ne considérons que les interactions electrons-phonons. L’opérateur de ces interactions s’écrit dans








La fonction Mαn est la Maxwellienne normalisée :
Mαn(t, x, k) =
1
2πZα




où on rappelle que εn est l’énergie totale définie en (1.1.2) et εn les sous-bandes, solutions de (1.1.1).
Le paramètre sans dimension α correspond au libre parcours moyen des particules, correspondant à la
distance moyenne parcourue entre deux collisions. Ces équations sont complétées par des conditions de
réflexion spéculaire aux bords :
fαn (t, a, k) = f
α
n (t, a,−k) , fαn (t, b, k) = fαn (t, b,−k), v > 0, t ∈ R+. (1.2.4)
La densité surfacique des particules est définie par :
Nαs (t, x) =
∫ 1
0
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On considère que les données initiales sont bien préparées, i.e. à l’équilibre thermique :
fαn (0, x, k) = f
in







2/2m−εn[V in], (x, k) ∈ [a, b]× R, (1.2.5)
où (V in, (εn[V in], χn[V in])n≥1) est l’ensemble des solutions du système Schrödinger-Poisson (1.1.1)–







Bien que l’opérateur des collisions soit linéaire, le couplage est non-linéaire et nous ne sommes donc
pas en mesure de construire des solutions fortes du système. Nous travaillons donc dans le cadre des
solutions renormalisées [71, 72, 136].
Définition 1.2.1. On dit qu’une fonction positive fα = (fαn )n∈N∗ est une solution renormalisée de (1.2.1)
si ∀β ∈ C1(R+) avec |β(t)| ≤ C(
√











β(fα)n(t = 0) = β(f
in)n,
β(fα)n(t, a, k) = β(f
α)n(t, a,−k), β(fα)n(t, b, k) = β(fα)n(t, b,−k), v > 0, t > 0.

















|∇x,zV α|2 dxdz, (1.2.6)
où Mn = K exp(− 12 (k




RMn dk = 1. Le taux de dissipation













Le résultat suivant établit l’existence de solutions renormalisées sous l’hypothèse de données initiales
petites. On remarque que cette hypothèse a aussi été utilisée dans le cas sans collision dans [25].
Théorème 1.2.2. [Theorem 1.2 [A8]] Soit T > 0 et supposons que la section efficace Φ est symétrique




Il existe N0 > 0 tel que si Nin ≤ N0, le système mono-dimensionel Boltzmann-Schrodinger-Poisson
(1.2.1)-(1.1.1)-(1.1.3) (pour ND = 0) complété avec les conditions (1.2.4)–(1.2.5) admet une solution
renormalisée qui satisfait de plus l’inégalité d’entropie




Rα(s) ds ≤ CT . (1.2.8)
Le système doit être vu comme un couplage entre l’équation de Boltzmann 1D (1.2.1) pour la fonction
de distribution (fαn )n≥1 et le système quasistatique de Schrödinger-Poisson (1.1.1)-(1.1.3) (avec ND = 0)
dont l’inconnue est le potentiel V α. La démonstration de l’existence s’effectue alors en deux étapes. Dans
une première étape, on tronque et régularise le système Boltzmann-Schrödinger-Poisson. Par une méthode
de point fixe, on peut alors construire une solution forte à ce système régularisé. Enfin un passage à la
limite dans la régularisation permet de construire les solutions renormalisées.
1.2.2 Limite de diffusion
Dans le cas purement classique, il est connu que la densité surfaciqueNs satisfait, à la limite de diffusion
(α → 0) de l’équation de Boltzmann, le système de dérive-diffusion [157, 102]. La limite de diffusion du
modèle couplé Boltzmann-Poisson pour les semiconducteurs vers le système dérive-diffusion-Poisson a été
étudiée dans [28, 133]. Le résultat suivant étend cette limite au cas du modèle quantique-classique couplé
par la méthode de décomposition en sous-bandes, étudié dans la précédente sous-section :
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Théorème 1.2.3. [Theorem 1.3 [A8]] Soit T > 0, et pour α > 0, soit (V α, (fαn ,εαn, χαn)n≥1) une solution
renormalisée du Théorème 1.2.2 pour Nin ≤ N0. Alors, quand α → 0, si N0 est suffisamment petit, on
a, à extraction d’une sous-suite près,
‖fαn −NsMn‖`1(L1([0,T ]×[a,b]×R)) → 0 et ‖V α − V ‖L2([0,T ],H1((a,b)×(0,1))) → 0,
où (V,Ns, (εn, χn)n≥1) est une solution du système dérive-diffusion-Schrödinger-Poisson (DDSP) définie
par
∂tNs + divx J = 0, J = −D(∇xNs +Ns∇xVs), (1.2.9)
−1
2
∂zzχn + V χn = εnχn (n ≥ 1),
χn(t, x, ·) ∈ H10 (0, 1),
∫ 1
0









où le potentiel effectif Vs est défini par




et D est le coefficient de diffusion. Ce système est complété par la donnée initiale Ns(0, x) = N ins (x) et
par les conditions aux bords : J(t, a) = J(t, b) = 0,
dV
dx
(t, a, z) =
dV
dx
(t, b, z) = 0 pour z ∈ (0, 1),
V (t, x, 0) = V (t, x, 1) = 0 pour x ∈ (a, b).
(1.2.13)
Nous soulignons que le modèle limite (DDSP) n’est constitué que d’une seule équation de transport
alors que pour le modèle cinétique-quantique on avait une infinité d’équations de Boltzmann dans la di-
rection de transport, une pour chaque sous-bande. Le couplage entre le système de dérive-diffusion dans
la direction de transport et le système Schrödinger-Poisson s’effectue via la définition du potentiel effectif
Vs (1.2.12).
Idée de la preuve
1ère étape : convergence forte de la densité surfacique.
La démonstration repose fortement sur l’estimation d’entropie (1.2.8) et sur une analyse précise du
système Schrödinger-Poisson. L’inégalité d’entropie permet de fixer le cadre fonctionnel pour l’étude :
(fn)n≥1 ∈ L∞t (L logL(dxdk)), ((k2 + n2)fn)n≥1 ∈ L∞t (`1(L1(dxdk))), V ∈ L∞t (H1(dx)).
En utilisant les théorèmes de Dunford-Pettis et de De La Vallée Poussin, nous obtenons la compacité
faible de fα dans `1(L1). Un lemme de moyenne [133] (voir aussi [41, 101]) permet alors d’établir la
compacité forte de la densité surfacique Nαs dans `
1(L1).
L’inégalité d’entropie (1.2.8) fournit la borne :∫ t
0













dxdvds ≤ CTα2. (1.2.14)
Pour pouvoir passer à la limite α → 0 dans (1.2.14), nous devons étudier la convergence des niveaux
d’énergies εαn et donc la dépendance de V α par rapport au facteur d’occupation ρα.
2ème étape : le système Schrödinger-Poisson.
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Nous nous intéressons donc dans une seconde étape à la résolution du système Schrödinger-Poisson
(1.1.1)–(1.1.3) pour ND = 0 et dans le cadre fonctionnel suggéré par l’estimation d’entropie (ρ ∈ L logL).











ρnεn[V ] dx. (1.2.15)
Un point critique pour cette fonctionnelle est une solution du système Schrödinger-Poisson. Dans le cas
à l’équilibre où les nombres d’occupation ρn sont donnés par une Maxwellienne, alors la suite (ρn)n
est décroissante par rapport à n. Ceci implique que la fonctionnelle Jρ est convexe et admet un unique
minimum. Cependant ceci n’est vérifié qu’à la limite α→ 0. Nous utilisons alors l’estimation : si (ρn)n≥1
et (ρ̃n)n≥1 sont dans L
∞((0, T ), `1(L1(a, b))) et si V et Ṽ sont les solutions correspondantes du système
Schrödinger-Poisson (1.1.1)-(1.1.3), alors
‖V − Ṽ ‖L1([0,T ],H1((a,b)×(0,1))) ≤ C1‖ρn − ρ̃n‖`1(L1((0,T )×(a,b))) + C2N‖V − Ṽ ‖L1([0,T ],H1((a,b)×(0,1))),
(1.2.16)
où N = max{‖ρn‖L∞((0,T ),`1(L1(a,b))), ‖ρ̃n‖L∞((0,T ),`1(L1(a,b)))} et C1 et C2 sont deux constantes positives.
Cette inégalité implique l’unicité des solutions du système Schrödinger-Poisson quand N est suffisamment
petit.
3ème étape : passage à la limite.
Avec l’estimation (1.2.16), la compacité forte de Nαs dans L
1 implique la compacité forte de V α dans
L1((0, T ), H1((a, b) × (0, 1))). En utilisant les propriétés spectrales de l’opérateur Hamiltonien [155], on
a : εn[V α]→ εn[V ] quand α→ 0. On déduit de (1.2.14) la limite fα → NsM dans `1(L1(dtdxdk)). On
peut alors passer à la limite dans les équations et retrouver que Ns satisfait le système de dérive-diffusion
(1.2.9).
1.2.3 Modèles de dérive-diffusion du transport de charges confinées
Cette partie résume les résultats d’existence de solutions faibles au modèle dérive-diffusion-Schrödinger-
Poisson (DDSP) (1.2.9)–(1.2.12) obtenus dans les articles [A3, A4]. Dans ces travaux, le domaine d’étude
est un cylindre Ω = ω × (0, 1) avec ω un domaine borné régulier de R2. Ce système est complété par des
conditions conservatives (des conditions de type Dirichlet ont aussi été proposées et étudiées dans [A3]).
Par rapport au modèle cinétique étudié ci-dessus, les facteurs d’occupation (ρn)n≥1 sont ici donnés par









La suite (ρn)n est donc décroissante par rapport n et la fonctionnelle Jρ, définie en (1.2.15) pour la
résolution du problème de Schrödinger-Poisson (1.2.10)–(1.2.11), est convexe. Cette fonctionnelle admet
donc un unique minimiseur qui est une solution faible du système de Schrödinger-Poisson.























On peut alors vérifier que toute solution faible du système (1.2.9)–(1.2.12) satisfait :
d
dt
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avec u(t, x) = Ns(t, x)/Z(t, x) la variable de Slotboom. Il est clair que si la matrice de diffusion D
est symétrique et définie positive, alors t 7→ W (t) est décroissante. En supposant W (0) bornée, l’ǵalité
ci-dessus fournit des estimations a priori et donc un cadre fonctionnel.
Nous avons alors le théorème d’existence et de convergence en temps long suivant :
Théorème 1.2.4 (Theorem 1.1 et 1.2 de [A4]). Soit T > 0. Supposons D symétrique définie-positive et
C1(Ω) telle que D(x) ≥ dI avec d > 0. Soit N ins ≥ 0 avec N ins lnN ins ∈ L1(ω). Alors le système DDSP
(1.2.9)–(1.2.12) avec la donnée initiale N ins admet une solution faible (Ns, V ) avec
Ns lnNs ∈ L∞([0, T ], L1(ω)),
√
Nx ∈ L2([0, T ], H1(ω)), V ∈ L∞([0, T ], H1(ω)).
De plus, si (N∞s , V
∞) est une solution du système stationnaire alors ∃κ > 0 et C > 0 tels que
‖Ns −N∞s ‖L1(ω)(t) + ‖V − V∞‖H1(Ω)(t) ≤ Ce−κt.
Remarque 1.2.5. L’existence dans le cas de conditions de Dirichlet a été établie au Theorem 1.2 de
[A3]. Dans cet article, la matrice de diffusion est supposée constante, D = 1, ce qui permet d’obtenir plus
de régularité sur les solutions
(
Ns ∈ C([0, T ], L2(ω)) si N0s ∈ L2(ω)
)
et l’unicité grâce à un théorème de
point fixe. Le comportement en temps long dans ce cas est établi au [A3, Theorem 1.5] en se basant sur
des techniques d’entropie relative [5, 6, 14, 79]. Nous retrouvons la convergence exponentielle en temps
long dans L2(ω) pour la densité grâce à une approximation quadratique de l’entropie relative. Cette
technique a aussi été proposée pour le système classique dérive-diffusion-Poisson dans [A2].
Des simulations numériques du modèle dérive-diffusion-Schrödinger-Poisson (DDSP) pour décrire le
transport d’un gaz d’électrons confiné dans un DG-MOSFET ont été réalisées dans [A5, C1]. Pour le
modèle Boltzmann-Schrödinger-Poisson, voir aussi [19].
1.3 Modèle Energie-Transport pour les sous-bandes
1.3.1 Limite formelle
Considérons maintenant le modèle de Boltzmann introduit en (1.1.9). Nous rappelons que ce modèle
prend en compte les différents types de collisions apparaissant dans le transport, alors que dans la Section
précédente nous ne considérons que les collisions électrons-phonons. En effectuant des limites diffusives
α → 0 et β → 0, nous pouvons alors déterminer une hiérarchie de modèles couplés quantique-classique,
dans l’esprit de [20]. L’article [26] propose une telle hiérarchie. Cependant, le modèle couplé Energie-
Transport-Schrödinger-Poisson dans ce papier est obtenu directement à partir de l’équation de Boltzmann
sans passer par l’intermédiaire SHE. Dans un objectif de réaliser des simulations numériques, il est
intéressant (cf [74]) d’obtenir le modèle ET à partir de SHE. Pour cela, nous obtenons le modèle SHE à
partir de (1.1.9) en effectuant la limite α → 0. La limite β → 0 dans l’équation résultante conduit alors
au modèle ET.
1ère limite macroscopique : modèle SHE. On déduit formellement de (1.1.9) qu’à la limite
α → 0, la fonction de distribution fα converge vers un élément du noyau de l’opérateur de collision Q0.
Ce noyau étant généré par les fonctions ne dépendant que de l’énergie, la distribution limite est donc une
fonction ne dépendant que de l’énergie qu’on écrit f0n(t, x, k) = F (t, x, εn). Nous définissons la densité
des états :
N(t, x, ε) := 2πmN (t, x, ε), où N (t, x, ε) = max{n ∈ N∗ / εn(t, x) ≤ ε},
avec la convention N (t, x, ε) = 0 si ε < ε1(t, x). (Nous rappelons que la suite (εn)n est croissante). Avec
ces notations le modèle Spherical Harmonic Expansion (SHE) s’obtient par intégration sur les surfaces
Sε−εn := {k ∈ R2 t.q |k|2 = 2m(ε− εn)} de l’équation de Boltzmann (1.1.9). Il s’écrit :
N∂tF +∇x · J − κ∂εF =
1
β
Se(F ) + S1(F ), (1.3.1)
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où la densité de courant est définie par
J(t, x, ε) = −D(t, x, ε) · ∇xF (t, x, ε), (1.3.2)
avec D une matrice de diffusion symétrique et définie positive, et où κ est donné par
























L’équation (1.3.1) a la forme standard du modèle SHE, l’effet du confinement dans la direction transverse
vient de la forme particulière des coefficients. Le modèle couplé quantique-classique est alors obtenu en
couplant (1.3.1) avec (1.1.1)–(1.1.3).
2ème limite macroscopique : modèle ET. On s’intéresse à la limite β → 0 dans (1.3.1). Formelle-
ment, en écrivant un développement de Hilbert de la solution de l’équation (1.3.1), F β = F 0 +βF 1 + . . .,
on obtient
Se(F0) = 0, et N∂tF
0 +∇xJ0 − κ∂εF 0 − S1(F 0) = DF 0Se(F 1), (1.3.5)
où DF 0Se est la dérivée de Fréchet de Se en F
0. Donc F 0 appartient au noyau de l’opérateur Se, qui est
engendré par les fonctions de Fermi-Dirac : il existe deux fonctions µ et T telles que








où kB est la constante de Boltzmann. Une propriété importante est que l’image de l’opérateur DFSe est
définie par














La condition de solvabilité pour la seconde équation de (1.3.5) s’écrit donc :∫
R
(N∂tF





dε = 0. (1.3.7)
Ceci conduit au modèle ET, en introduisant les notations ρ et ρE respectivement la densité de charge et
la densité d’énergie associée à la fonction de Fermi-Dirac :










εnFµ,T (t, x, εn) dk.
Alors (1.3.7) implique







Fµ,T (t, x, ε) dε−∇x · J2 = W, (1.3.9)
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D(t, x, ε)εi+jFµ,T (1− ηFµ,T ) dε, pour i, j = 0, 1. (1.3.12)
La matrice définie par bloc (Dij)0≤i,j≤1 est symétrique et définie positive. Le membre de droite de












où on rappelle que Q01 est le terme d’ordre α
2 du développement de Qαph défini en (1.1.7). Le système
(1.3.8)–(1.3.12) forme le modèle Energie-Transport pour un gaz d’électrons partiellement confiné. Les
inconnues du systèmes sont le niveau de Fermi µ et la température T .










où on rappelle que TL est la température du réseau et τw est un temps de relaxation. Lorsque ce temps de
relaxation converge vers 0, l’équation (1.3.9) implique T = TL et le système est à l’équilibre thermique.









Nous considérons un nanotransistor de type DG-MOSFET. Ce dispositif est constituté d’un film de
silicium caractérisé par deux zones fortement dopés, appelés la source et le drain, et d’une région active
avec un faible dopage, appelée le canal [10, 11]. Des contact ohmiques entre le drain et la source permettent
d’appliquer un potentiel VDS . Le film de silicium est compris entre deux couches de dioxyde de silicium
SiO2 assurant le confinement par un fort potentiel de barrière à l’interface. Un potentiel VGate peut être
appliqué à ces couches de dioxyde de silicium. On suppose le domaine invariant dans la direction x2, de
sorte que le dispositif est considéré dans le domaine en deux dimensions (x1, z) noté Ω=[0, L]× [0, `]. Une































Figure 1.1 – Représentation schématique du dispositif.




, v = − 1
kBT
. (1.3.13)
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Nous nous intéressons à la résolution numérique du système ET couplé avec les sous-bandes à l’équilibre.
Le modèle ET stationnaire se déduit de (1.3.8)–(1.3.9) et s’écrit en variables u et v :
−∇x(D00(u, v)∇xu+ D01(u, v)∇xv) = 0, (1.3.14)
−∇x(D10(u, v)∇xu+ D11(u, v)∇xv) = −
W0(u, v)
τw
(1 + kBTLv) , (1.3.15)
Ce système est couplé avec le modèle Schrödinger-Poisson (1.1.1)–(1.1.3).
L’algorithme de résolution numérique du modèle stationnaire ET pour les sous-bandes (1.3.14)-(1.1.1)-
(1.1.3) s’appuie sur un procédé itératif de Gummel [107]. La première étape consiste à calculer l’équilibre
thermique quand aucun potentiel drain-source n’est appliqué. Dans ce cas la température et le niveau
de Fermi sont constants dans le dispositif, donc le problème se réduit à résoudre l’équation de Poisson
(1.1.3). La valeur du potentiel calculé à l’équilibre thermique est la donnée de départ du procédé itératif
suivant :
1. Supposons Vold donné
2. Nous résolvons le problème aux valeurs propres (1.1.1) sur chaque bande verticale du domaine par
diagonalisation de l’opérateur Hamiltonien. On obtient les suites {χn(xi, zj)} et {εn(xi)}.
3. Nous résolvons le système ET (1.3.14)–(1.3.15) en les inconnues u et v. Pour cela on utilise une
méthode d’éléments finis mixtes [46, 47, 94, 95, 114, 131], qui conduit à la résolution d’un problème
non-linéaire, résolu par un algorithme de Newton. (D’autres méthodes numériques de résolution du
modèle ET sont proposées en [57, 89, 119, 162])
4. Nous pouvons alors calculer la densité des porteurs de charges correspondant au membre de droite
de l’équation de Poisson (1.1.3) et résoudre cette équation pour calculer le potentiel Vnew [56].
5. Nous répétons les trois dernières étapes jusqu’à ce que la quantité ‖Vold−Vnew‖L∞ soit suffisamment
petite. Une fois la convergence atteinte, nous incrémentons le potentiel appliqué entre le drain et la
source de 0.02 V et commençons une nouvelle itération.
Il est intéressant de regarder les caractéristiques courant-tension calculés. La Figure 1.2 Gauche donne
les caractéristiques I −VDS en fonction du potentiel VGate appliqué sur les portes du dipositif. La Figure
de droite propose une comparaison entre les simulations obtenues par le modèle ET et par le modèle DD.
On rappelle que le modèle DD se déduit de ET en effectuant la limite τw → 0 dans (1.3.15).
1.4 Modèle diffusif du transport confiné dans un nanofil
Dans cette partie, nous proposons un modèle pour le transport quantique dans un nanofil. Il s’agit
d’un composant électronique constitué d’un agencement périodique d’ions. Pour un tel dispositif, la
direction de transport x est grande par rapport à la section du fil qui n’inclut qu’un nombre fini d’atomes.
Contrairement au début de ce chapitre, la direction de transport est mono-dimensionel, x ∈ [0, L], alors
que la section du fil est un domaine borné ωz ⊂ R2. On dénote Ω = [0, L] × ωz le domaine complet.
Comme L est grande par rapport à la taille de ωz, le réseau cristallin n’est supposé périodique que dans
la direction de transport. Nous allons donc utiliser un modèle de masse effective longitudinale [18, 23].
Le réseau cristallin génère un potentiel noté WL qui oscille fortement dans la direction de transport
x et est donc considéré périodique en x. La section ωz dans la direction transversale ne contient qu’un
nombre fini d’atomes. Pour le nanofil, on définit les fonctions de Bloch généralisées par le problème aux
valeurs propres suivants posé sur la cellule unité U = (−1/2, 1/2)× ωz :
− 12∆χn +WLχn = Enχn.
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Figure 1.2 – Gauche : caractéristiques I − VDS pour différents potentiels VGate obtenues par résolution
du modèle ET ; Droite : caractéristiques I − VDS pour un potentiel VGate = 0V et VGate = 0.2V . La
ligne solide correspond à la solution obtenue par le modèle ET, la ligne en pointillé par le modèle de
dérive-diffusion.
Le problème étant posé sur la cellule unité U qui est définie à partir de la section ωz, les fonctions de Bloch
dépendent du dispositif. Par ailleurs, la périodicité dans les conditions aux bords n’est posée que dans la
direction de transport, alors que le confinement est assuré par des conditions de Dirichlet dans les autres
directions. Par conséquent les vecteurs propres sont des quantités 3D alors que les bandes d’énergies sont
1D.
Dans toute la suite on supposera WL ≥ 0 et donné dans L∞(U). Les valeurs propres (En)n forment
une suite croissante et convergeant vers +∞. On supposera de plus que ces valeurs propres sont simples.








, avec Pnn′ =
∫
U
∂yχn′(y, z)χn(y, z) dydz. (1.4.2)
Remarquons ici l’importance de supposer les valeurs propres simples pour la définition de m∗n. De même
que dans les sections précédentes, un potentiel électrostatique V (t, x, z) est généré dans le dispositif et
calculé via l’équation de Poisson :
−∆x,zV = N. (1.4.3)





ρngnn, avec gnn(z) =
∫ 1/2
−1/2
χ2n(y, z) dy. (1.4.4)




V (t, x, z)gnn(z) dz = 〈V (t, x, ·), gnn〉, (1.4.5)
La densité de charge ρn(t, x) est déterminée par la dynamique dans la direction de transport. De
même que dans la Section 1.2, on suppose que le transport est fortement affecté par les collisions avec les





= 0, x ∈ [0, L], (1.4.6)
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où D est un coefficient de diffusion et Vs(t, x) est le potentiel effectif. Comme nous l’avons vu à la
Section 1.2, cette équation est obtenue par une limite de diffusion de l’équation de Boltzmann avec
un opérateur de collisions électrons-phonons de type BGK linéarisé (1.2.1)–(1.2.2). Cette limite permet
d’obtenir l’expression du potentiel effectif (1.2.12) :








où En sont les valeurs propres du problème (1.4.1) et Vnn(t, x) sont les énergies potentielles définies par
(1.4.5). Nous introduisons le niveau de Fermi EF (t, x) et la variable de Slotboom u(t, x) définies par





La densité de charge ρn apparaissant dans le membre de droite de l’équation de Poisson s’exprime alors,














En comparaison avec les résultats présentés dans la Section 1.2, le modèle de dérive-diffusion-Poisson
pour un nanofil présenté ci-dessus implique la résolution du problème de Bloch dans toutes les directions.
De plus, le confinement est bidimensionnel. Le résultat d’existence est le suivant :
Théorème 1.4.1. [Theorem 1.6 [A12]] Let T > 0. Supposons :
– Le coefficient de diffusion D est de classe C1(0, L) et on a la borne uniforme 0 < D1 ≤ D ≤ D2.
– La donnée initiale N0s ≥ 0 satisfait N0s lnN0s ∈ L1(0, L).
– Le système est complété par des conditions de Dirichlet aux bords x = 0 et x = L : N = Nb > 0
et V = Vb ∈ C2(ωz) ; et par des conditions de Neumann homogènes pour le potentiel sur ∂ωz. On
suppose la condition de compatibilité aux bords ∂zVb(z) = 0.
Alors le modèle dérive-diffusion-Poisson pour le nanofil (1.4.3)–(1.4.8) admet une solution faible telle que
Ns lnNs ∈ L∞([0, T ];L1(ωx)) ,
√
Ns ∈ L2([0, T ];H1(ωx)) , V ∈ L∞([0, T ];H1(Ω)).
Idée de la preuve.
Deux outils indépendants sont importants pour la démonstration : des estimations précises des éléments



















|∇(V − V )|2dxdz.
où on a introduit les extensions Ns et V des données aux bords, définies respectivement sur ωx et Ω et
supposées régulières. L’équation (1.4.5) avec V au lieu de V permet de définir Vnn[V ] dénoté Vnn. On
définit alors Z et ρn. Pour une solution faible définie sur [0, T ], l’entropie relative est bornée
0 ≤W (t) ≤ CT , pour t ∈ [0, T ].
Cette estimation permet d’obtenir des bornes a priori et donc un cadre fonctionnel pour les quantités
Ns et V . Comme Ns est définie dans L logL, nous régularisons le système. L’existence de solutions
pour le système régularisé est obtenue par une procédure de point fixe. Par passage à la limite dans la
régularisation, nous obtenons une solution du système non-régularisé.
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1.5 Couplage hybride
Dans les travaux présentés dans ce chapitre, nous avons considéré des dispositifs pour lesquels la
direction de transport et la direction de confinement peuvent être découplées. Outre la réduction de
la dimensionalité du problème, ce qui est d’un grand intérêt numérique, cette décomposition permet
d’utiliser des modèles classiques du transport de charges dans la direction x de transport. Un avantage est
la prise en compte des collisions dans le transport, alors que les modèles purement quantique n’en tiennent
pas compte. Néanmoins, cette approche présente l’inconvénient de négliger les effets quantiques dans la
direction de transport (comme l’effet tunnel). Ces effets quantiques sont cependant très localisés dans
certaines régions des dispositifs électroniques, par exemple dans le canal pour le DG-MOSFET schématisé
sur la Figure 1.1 ou pour le nanofil de la Section 1.4. Nous pouvons alors tirer parti de ces approches en
utilisant un modèle purement quantique dans les zones où les effets quantiques sont importants, et un
modèle couplé quantique-classique dans les régions où les collisions sont prépondérantes (comme dans le
drain et la source). Bien évidemment, l’interface entre ces domaines doit être traitée avec soin et nous
devons donc définir précisément les conditions à l’interface à imposer.
Plus précisément, considérons un dispositif situé dans l’intervalle [0, L] dans la direction de transport.
Cet intervalle est alors décomposé en trois régions : [0, x1] correspondant à la source, [x1, x2] pour le canal
et [x2, L] pour le drain. La zone classique est alors définie pour x ∈ [0, x1]∪ [x2, L] et la région quantique
pour x ∈ [x1, x2] (voir la représentation schématique ci-dessous).
0 x1 x2 L x
z
Classique Quantique Classique
Dans l’article précurseur [17], N. Ben Abdallah propose un modèle couplé cinétique-quantique où
l’équation de Schrödinger est utilisée pour calculer la densité dans la zone quantique tandis que le trans-
port collisionnel des électrons dans la région classique est modélisé par l’équation de Boltzmann. Des
conditions aux interfaces pour l’équation de Boltzmann ont été définies ; elles dépendent des coefficients
de réflexion et transmission. Une discrétisation numérique de cette approche a été proposée dans [27].
Dans l’objectif de diminuer les coûts numériques de l’équation de transport, le couplage avec un modèle
de dérive-diffusion dans la direction de transport a été étudié dans [73]. Les conditions d’interface ont
été obtenues par passage à la limite dans les conditions de réflexion-transmission obtenues dans [17], ce
qui conduit à approcher les couches limites à l’interface solutions d’un problème de Milne. Une autre
approche a été proposée par [13] consistant à imposer la continuité exacte du courant aux interfaces.
Des cas-test ont permis de constater que les résultats numériques obtenus par les deux approches sont
similaires.
Dans le cas du transport confiné dans des nanostructures, nous avons considéré le couplage du modèle
purement quantique de Schrödinger pour les sous-bandes proposé dans [154, 142] avec le modèle de dérive-
diffusion-Schrödinger-Poisson présenté dans les Sections précédentes de ce chapitre dans la zone classique.
En adaptant les travaux de [73], des conditions aux interfaces ont été obtenues et ont permis de réaliser
des simulations numériques présentées dans [Th]. Des simulations numériques pour le modèle du nanofil
introduit dans la Section 1.4 sont présentées dans [C4]. Dans ce travail, le modèle de dérive-diffusion
pour le nanofil est utilisé dans la zone classique et couplé avec des équations de Schrödinger pour chaque
énergie potentielle Vnn dans la zone quantique.
Comme il a été précisé dans ce chapitre, il y a une hiérarchie de modèles classiques suivant le type de
collisions considérées [20]. Dans cette Section, nous décrivons brièvement comment étendre les conditions
d’interface obtenus dans [13, 73] aux modèles SHE et ET dans le cas purement classique. Il s’agit d’un
résumé de l’article [A22]. Des conditions d’interfaçage entre modèles ET ont été obtenues en [75, 76].
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Nous considérons ici le cas du couplage avec l’équation de Schrödinger dans la zone quantique [x1, x2] ; et
nous étendons les deux approches décrites ci-dessus : celle consistant à passer à la limite de diffusion dans
les conditions aux bords du modèle cinétique, et celle reposant sur la conservation exacte du courant.
Seul le cas sans confinement est étudié, l’extension au modèle confiné est un travail futur.
Avant de décrire l’obtention des conditions aux interfaces pour les deux approches, nous rappelons
brièvement les modèles utilisés dans la zone quantique puis dans la zone classique. La zone quantique




∂xxψk + V (x)ψk = ε(x1, k)ψk, pour k > 0 ; −
1
2m
∂xxψk + V (x)ψk = ε(x2, k)ψk, pour k < 0,
où l’énergie dans le cas sans confinement est donnée par ε(x, k) =
|k|2
2m
+V (x). Ce système est complété par
les conditions transparentes aux bords traduisant que les ondes sont partiellement réfléchies et transmises
en x = x1 et x = x2. L’expression des coefficients de réflexion et transmission (dans le cas V (x1) ≥ V (x2))
est donnée par
R(k) = |r(k)|2, k ∈ R; T (k) = k+(k)
|t(k)|2
k
, pour k > 0,



























(x2), t(k) = ψk(x1), pour k < 0.
Supposant connue la fonction de distribution f rentrant dans la zone quantique, la densité quantique des












JQ(ε) dε, avec JQ(ε) =
(
f(x1, k(x1, ε))− f(x2,−k(x2, ε))
)
T (k(x1, ε)), (1.5.2)
où k(x, ε) =
√
2m(ε− V (x)) pour ε ≥ V (x).
Le transport dans la zone classique est modélisé par l’équation de Boltzmann. Rappelons que dans le
cas sans confinement, qui nous intéresse ici, cette équation est donnée par (1.1.9) avec une seule bande
d’énergie potentielle V . Il a été montré dans [17] que les conditions à l’interface s’écrivent :
fα(x1, k) = R(−k)fα(x1,−k) + T (−k+)fα(x2,−k+), pour k < 0,
fα(x2, k) = R(−k)fα(x2,−k) + T (k−(k))fα(x1, k−), pour k >
√
2m(V (x1)− V (x2)),
fα(x2, k) = f
α(x2,−k), pour 0 < k <
√




k2 + 2m(V (x1)− V (x2)) et k− =
√
k2 − 2m(V (x1)− V (x2)). Pour simplifier les notations,
le système (1.5.3) est écrit sous la forme synthétique : B(fα1 , fα2 ) = 0 où fαi (k) := fα(xi, k), i = 1, 2.
Conditions d’interface pour le modèle SHE : 1ère approche
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Dans le cas d’une seule bande d’énergie potentielle V , le modèle SHE 1D est donné par les équations
(1.3.1)–(1.3.2) avec κ = −2πm∂tV . Il s’obtient en effectuant la limite α → 0 dans l’équation de Boltz-
mann. Un développement de Hilbert de la solution fα de l’équation de Boltzmann s’écrit :
fα(x, k) = Fα(x, ε) +O(α2), (1.5.4)
où Fα est solution de (SHE) à O(α2) près. Il a alors été montré au Théorème 4.2 de [A22] que fα est
solution à l’ordre 2 de l’équation de Boltzmann complété par les conditions de transmission (1.5.3) ssi les
conditions aux interfaces suivantes sont satisfaites :
D(x1, ε)∂xF
α(x1, ε) = D(x2, ε)∂xF
α(x2, ε) =: J
α
(ε), (1.5.5)












= Q0(θi), k ∈ R, ξ ∈ Ωi, i = 1, 2,
B
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avec Ω1 = (−∞, 0] et Ω2 = [0,+∞). La fonction ` ne dépend que de k et est donnée par le terme
d’ordre α du développement de Hilbert de fα. Dans le cas monodimensionnel, elle s’exprime simplement :
`(k) = k/(2|k|) si k 6= 0, et `(0) = 0.
Conditions d’interface pour le modèle SHE : 2ème approche
Les conditions d’interface obtenues dans la première approche ne donnent pas la conservation exacte
du courant aux interfaces, mais seulement à l’ordre 2 en α. En injectant le développement de Hilbert
(1.5.4) dans (1.5.2), nous obtenons la continuité exacte du courant aux interfaces ssi en plus de la condition
(1.5.5) nous imposons la condition :






Remarque 1.5.1. Dans le cas 1D, le problème de Milne (1.5.7) peut se résoudre explicitement et on
obtient




Cette expression permet de faire le lien entre les conditions aux interfaces (1.5.6) et (1.5.8).
Finalement, les conditions d’interface pour le modèle ET se déduisent aisément en multipliant les





et en intégrant par rapport à ε. La limite de relaxation τw → 0 permet de
retrouver les conditions aux interfaces pour DD. Des simulations numériques du modèle ET pour le cas
test d’une diode à effet tunnel résonnant ont été réalisées dans [A22] et soulignent que, dans ce cas, les
deux approches donnent des résultats très proches.
Chapitre 2
Agrégation de bactéries par
chimiotactisme
Ce chapitre résume les travaux [A7, A11, A13, A18, A19, A20, A21, C3, C5, R1].
2.1 Processus de run et tumble : modèle cinétique
2.1.1 Modélisation
La compréhension du mouvement collectif de micro-organismes fait l’objet d’une intense activité de
recherche depuis plusieurs années. Ce chapitre est consacré aux travaux réalisés autour de l’étude du
chimiotactisme bactérien, i.e. du mouvement des bactéries en réponse à un signal chimique extérieur.
Dans cette étude, nous nous intéressons tout particulièrement au cas du chimiotactisme positif, donnant
lieu à des phénomènes d’agrégation. Le signal chimique sera alors appelé le chemoattractant.
Le déplacement individuel d’une bactérie comme Escherichia Coli en réponse à un gradient chimique
extérieur est désormais bien connu [32]. De fines flagelles se branchent sur le corps de la bactérie au niveau
de moteurs qui peuvent tourner soit dans le sens des aiguilles d’une montre soit dans le sens inverse.
Lorsque ceux-ci tournent tous dans le sens inverse des aiguilles d’une montre, les flagelles s’assemblent
pour propulser la bactérie en ligne droite. Cette phase est appelée phase de run. Si l’un des moteurs
tourne dans le sens inverse, les flagelles se désassemblent et la bactérie effectue une rotation. C’est la
phase de tumble durant laquelle la bactérie se réoriente pour la phase de run suivante. Le mouvement
résultant est dû à l’alternance de ces deux phases. En modulant la durée de leurs phases de run, les
bactéries sont capables de s’agréger et de se déplacer collectivement. En se basant sur ces observations,
une description cinétique du processus de run et tumble décrit ci-dessus a été proposée par Alt, Dunbar
et Othmer [1, 147]. Plus précisément, la population de bactéries au temps t > 0 à la position x ∈ Rd et
ayant la vitesse v ∈ V est décrite par la densité f(t, x, v). Les bactéries sont supposées avoir une vitesse
de module constant durant la phase de run et la durée des phases de tumble est négligée. Le domaine V
considéré dans cette étude sera donc la sphère. La dynamique est régie par le modèle cinétique suivant
[83, 151, 152, 113] :
∂tf + v · ∇xf =
∫
V
T (v, v′)f(t, x, v′) dv′ −
∫
V
T (v′, v)f(t, x, v) dv′, (2.1.1)
où T (v, v′) est le noyau de transition de vitesse, représentant la probabilité des batéries ayant la vitesse
v de passer à la vitesse v′ lors d’une phase de tumble. Le membre de gauche de cette équation modélise
alors la phase de run et le membre de droite la phase de tumble.
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Sur la base d’observations expérimentales, on considère que les phases de run ont une durée plus longue
lorsque les bactéries vont dans une direction favorable, i.e. telle que la concentration du chemoattractant
est croissante le long de leur trajectoire. Nous en déduisons que le noyau de transition T (v, v′) doit
dépendre de la densité du chemoattractant, notée S(t, x). Dans le modèle proposé dans [77], on suppose
que le noyau de transition est directement relié au gradient du chemoattractant le long de la trajectoire
d’une bactérie :
T (v, v′) = φ(∂tS + v · ∇xS). (2.1.2)
Nous utiliserons aussi le modèle simplifié suivant, supposant les bactéries capables de répondre instan-
tanément au gradient spatial de chemoattractant,
T (v, v′) = φ(v · ∇xS). (2.1.3)
Nous soulignons que dans ces expressions, T (v, v′) ne dépend pas de v′. Dans le cas du chimiotactisme
positif, le taux de réorientation est plus faible quand les bactéries vont dans une direction favorable. Par
conséquent, la fonction φ sera choisie décroissante. Différents choix de noyau de tumbling sont disponibles
dans la littérature (voir e.g. [83, 84, 77]).
Le chemoattractant est émis par les bactéries elles-mêmes. Si on note ρ :=
∫
V f(v)dv la densité des
bactéries, la dynamique du chemoattractant est donnée par le modèle elliptique suivant :
−∆S + S = ρ. (2.1.4)
Le modèle couplé (2.1.1)-(2.1.4) est le point de départ des travaux présentés dans ce chapitre. Ce
modèle a en particulier été utilisé en [164, 165] en comparaison avec des résultats expérimentaux. Dans
ces articles, les auteurs se sont intéressés à la description d’ondes de concentration en bactéries. Ces ondes
sont observées expérimentalement dans un micro-canal riche en nutriment. Une description mathématique
de ce phénomène est obtenue à partir d’un modèle similaire à (2.1.1)-(2.1.4) dans lequel l’influence d’un nu-
triment a été rajoutée. Une bonne concordance entre les résultats expérimentaux et les résultats théoriques
a été obtenue grâce à ce modèle. Actuellement, nous nous intéressons à une extension de ces travaux dans
le cas d’un modèle de deux populations de bactéries en interaction.
Les travaux résumés dans ce chapitre portent sur des résultats d’existence de solutions au modèle
cinétique et sur l’étude de la limite hydrodynamique de celui-ci et du modèle macroscopique d’agrégation
obtenu par ce passage à la limite. Dans la Section suivante, nous présentons les résultats d’existence et
les simulations numériques pour le modèle cinétique [A7]. La Section 2.2 est consacrée à la limite hydro-
dynamique de ce système. Cette limite conduit à l’étude d’un modèle macroscopique. Celui-ci consiste en
une loi de conservation scalaire non locale généralement appelée équation d’agrégation. Il est connu que
pour ce modèle les solutions faibles dans Lp (p > 1) explosent en temps fini alors que la norme L1 est
conservée. Il parâıt donc naturel de s’intéresser à l’existence globale de solutions mesures, ce qui a été
mené dans [A13] par la méthode de dualité en une dimension d’espace. Cette étude est résumée Section
2.2.2. Dans le cas où la dépendance du noyau de tumbling au chemoattractant est linéaire, les solutions
obtenues sont équivalentes à des solutions définies par flots gradients [A18]. L’approche en dualité ne peut
cependant pas être appliquée en dimension supérieure. Nous utilisons alors le flot de Filippov. Cette étude
est l’objet de la Section 2.3 qui résume les résultats d’existence de solutions mesures de [A21]. De plus,
des schémas numériques simulant les solutions après blow-up de l’équation d’agrégation sont proposés et
décrits dans la Section 2.3.2 qui résume l’article [A19].
Avant de poursuivre, nous avons besoin d’introduire quelques notations qui sont utilisées dans ce
chapitre. On dénote C0(Y,Z) l’ensemble des fonctions continues de Y dans Z qui s’annulent à l’infini
et Cc(Y,Z) l’ensemble de celles à support compact. On pose Mloc(Rd) l’espace des mesures localement
Boréliennes sur Rd. Pour ρ ∈Mloc(Rd) on définit |ρ|(Rd) sa variation totale. On dénoteMb(Rd) l’espace
des mesures de Mloc(Rd) avec une variation totale finie. Cet espace est toujours doté de la topologie
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faible σ(Mb, C0). Nous considérons aussi les espaces de mesures de probabilité (i.e. de masse totale 1)
avec un moment d’ordre q fini :
Pq(Rd) =
{





Cet espace est muni de la distance de Wasserstein définie par (voir [176, 177])
dWq(µ, ν) = inf
γ∈Γ(µ,ν)
{∫
|y − x|q γ(dx, dy)
}1/q
(2.1.5)
où Γ(µ, ν) est l’ensemble des mesures de Pq(Rd × Rd) avec marginale µ et ν.
2.1.2 Résultat d’existence et simulations numériques
Dans cette section nous nous plaçons en dimension 2 d’espace. L’existence de solutions au modèle
cinétique pour le chimiotactisme (2.1.1)-(2.1.4) avec différentes formes de noyau de tumbling T a été
largement étudié dans la littérature [45, 58, 117, 82]. Un ingrédient important est l’obtention d’estimations
a priori sur les termes ∂tS et ∇xS utilisés dans l’expression du noyau de tumbling T (2.1.2). Pour cela,
nous représentons la solution de l’équation (2.1.4) dans l’espace R2 sous la forme :














La fonction G est le potentiel de Bessel en dimension 2. Alors en utilisant la conservation de la densité,
obtenue par simple intégration de l’équation cinétique (2.1.1) :
∂tρ+∇x · J = 0, J(t, x) =
∫
V
vf(t, x, v) dv, (2.1.6)
le terme ∂tS se réécrit :
∂tS = G ∗ ∂tρ = −G ∗ ∇x · J = −∇xG ∗ J. (2.1.7)
Dans cette expression la convolution entre deux vecteurs est définie par ∇xG ∗ J = ∂x1G ∗ J1 + ∂x2G ∗ J2
où J1 et J2 sont les deux composantes du vecteur J . Par conséquent nous obtenons des estimations sur
∂tS et ∇xS à partir d’estimations sur ρ et J .
On peut alors réécrire le problème (2.1.1)-(2.1.2)-(2.1.4) :
∂tf + v · ∇xf =
∫
v′∈V
φ(∇xG ∗ (v′ρ− J))f(v′) dv′ − 2πφ(∇xG ∗ (vρ− J))f(v),
f(0, x, v) = f0(x, v),
(2.1.8)
où f0 est la donnée initiale.
Le résultat d’existence est le suivant :
Théorème 2.1.1 (Theorem 2.2 [A7]). Soit f0 ∈ L1+ ∩ L∞(R2 × V). Supposons que φ ∈ C∞(R) avec
φ′ < 0 et φ bornée. Le problème avec donnée initiale (2.1.8) admet une unique solution faible globale f .
De plus f ∈ L∞((0,+∞);L1+ ∩ L∞(R2 × V)).
Ce résultat est obtenu tout d’abord localement en utilisant un argument de point fixe, puis étendu à
tout intervalle de temps grâce à des estimations a priori.
Le système étant bien posé, des simulations numériques du modèle ont été implémentées. Le domaine
de simulation en espace est un rectangle (0, L) × (0, `) ⊂ R2, pour les simulations numériques nous
prenons un domaine allongé avec L = 10−2m et ` = 10−3m. Ce domaine correspond au dispositif dans
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lequel ont été menées les expériences présentées dans [164, 165], voir aussi les simulations réalisées plus
récemment dans [87]. La valeur du module constant des vitesses est V = 20µm.s−1. Dans ce cas, le
modèle (2.1.1)–(2.1.4) s’écrit :




′ · ∇xS)f(v′) dv′ − 2πφ(∂tS + v · ∇xS)f(v), (2.1.9)
avec la donnée initiale f0. Le domaine étant borné, le système est complété par des conditions aux bords
de réflexion spéculaire aux parois.
La méthode de discrétisation proposée dans [A7] est une méthode semi-lagrangienne très utilisée en
physique des plasmas [167]. Il s’agit d’une méthode Eulérienne consistant en un calcul direct de la fonction
de distribution à chaque pas de temps sur un maillage cartésien fixe de l’espace des phases. Connaissant
la fonction de distribution au temps t aux noeuds du maillage, une valeur approchée de celle-ci au temps
t + δt est calculée en suivant les caractéristiques dans le sens rétrograde et en interpolant la valeur au
pied de la caractéristique sur les noeuds du maillage. Une analyse de convergence de cette méthode dans
le cas étudié ici est proposée Theorem 3.3 de [A7]. Les Figures 2.1 et 2.2 présentent les résultats d’une
simulation avec la donnée initiale :
f0(x1, x2, v) = n0
Cx
2π
exp(−Cx((x1 − L/2)2 + (x2 − `/2)2)),
avec la densité initiale n0 = 10
8m−3 et pour un facteur Cx = 10
6. La Figure 2.1 représente la dynamique
pour le modèle avec le noyau de tumbling T donné par (2.1.2). On observe l’agrégation le long d’une
bande perpendiculaire aux parois du plus grand côté du dispositif. Pour la Figure 2.2, T est supposé ne
pas dépendre de ∂tS comme dans (2.1.3). On observe un phénomène d’agrégation beaucoup plus rapide
que dans le cas de la première figure et ponctuel au centre du dispositif. Ceci montre une différence de
comportement importante des solutions entre les deux modèles de noyau de tumbling.
Finalement, nous soulignons que le résultat d’existence présenté ici a été étendu au cas de deux
populations de bactéries en interaction dans [A20]. Dans cet article, les deux populations en interaction
sont issues de la même souche de bactéries et émettent le même chemoattractant, mais leur sensibilité
au chemoattractant est différente. Notant f1(t, x, v) et f2(t, x, v) les fonctions de distribution de chacune
des espèces, la dynamique de ces fonctions est régie par le système : ∂tfi + v · ∇xfi =
∫
V
(Ti[S](v, v′)fi(v′)− Ti[S](v′, v)fi(v)) dv′,
fi(t = 0, x, v) = f
0
i (x, v), pour i = 1, 2.
(2.1.10)
La position x ∈ Rd, la vitesse v ∈ V avec V un domaine borné de Rd et t ≥ 0. De même que précédemment,
le noyau de tumbling Ti[S] prend en compte les changements temporels de la concentration du chemoat-
tractant le long des trajectoires des bactéries et s’écrit :
Ti[S](v, v′) := φi(∂tS + v′ · ∇xS), pour i = 1, 2, (2.1.11)
où les fonctions φi sont décroissantes et régulières. Les deux espèces émettant le même chemoattractant






f2(v)dv , δ = 0, 1,
S(x, t = 0) = 0, si δ = 1.
(2.1.12)
Pour ce modèle général, il a été montré le résultat d’existence suivant :
Théorème 2.1.2 (Theorem 2.2 [A20]). Supposons que les noyaux de tumbling T1, T2 sont donnés par
(2.1.11) avec φ1 et φ2 des fonctions positives, bornées et Lipschitziennes. Supposons de plus que les
données initiales f01 et f
0
2 sont dans L
1
+(Rd×V)∩L∞(Rd×V), alors il existe une unique solution globale
au système (2.1.10)–(2.1.12) telle que
f1, f2 ∈ L∞((0,+∞), L1+ ∩ L∞(Rd × V)), S ∈ L∞((0,+∞), Lp(Rd)), pour tout 1 ≤ p ≤ ∞.
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Figure 2.1 – Dynamique de la densité des bactéries ρ solution du modèle cinétique (2.1.9), complété par
des conditions de réflexion spéculaire aux bords. L’agrégation se fait le long d’une bande (voir la barre
de couleur sur la droite).
2.2 Limite hydrodynamique en une dimension : solutions en
dualité de l’équation d’agrégation
2.2.1 Equation d’agrégation
Dans cette Section, nous considérons la limite hydrodynamique du modèle cinétique (2.1.1)-(2.1.4)
en une dimension. Ceci conduit à l’étude de modèles hyperboliques à la limite (voir [103, 86, 141] pour
d’autres exemples). Remarquons que plusieurs auteurs se sont aussi intéressés à la limite diffusive du
modèle cinétique avec des hypothèses différentes sur le noyau de tumbling [58] conduisant au modèle
célèbre de Keller-Segel [150, 125]. La limite diffusive du modèle à 2 espèces (2.1.10)–(2.1.12) a été étudiée
en [A20].
Dans cette étude, le noyau de tumbling est choisi sous la forme (2.1.3) et tel que





, avec ψ impaire, ψ ∈ C1(R) et Lipschitzienne. (2.2.1)
Cette limitation nous permet de mener une étude mathématique complète.
Nous introduisons un paramètre sans dimension ε  1 représentant la distance moyenne parcourue
durant une phase de run. Dans le cas de l’application numérique de la Section précédente, en posant
x la longueur caractéristique et φ la probabilité moyenne de réorientation, on a ε = V/φx = 2 10−3.
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Figure 2.2 – Dynamique de la densité ρ des bactéries dans le dispositif dans le cas où le noyau de
tumbling de dépend pas de ∂tS (2.1.3) sous les mêmes conditions que pour la Figure 2.1. L’agrégation a
lieu au centre du dispositif (voir la barre de couleur sur la droite).
En une dimension, la sphère SV de l’espace des vitesses ne contient que 2 vitesses {−V, V }. Le modèle
(2.1.1)–(2.1.4) dans ce cadre se simplifie en :






, x ∈ R, v ∈ {−V, V }
−∂xxSε + Sε = ρε = fε(v) + fε(−v).
(2.2.2)
Nous définissons ρε = fε(v)+fε(−v) la densité des bactéries et Jε = v(fε(v)−fε(−v)) le flux. En ajoutant
et soustrayant les équations pour v et −v, on obtient, en utilisant (2.2.1) :
















−∂xxS + S = ρ,
(2.2.4)
où on a défini la fonction a(y) = −vψ(vy) ; la fonction ψ étant impaire et décroissante, cette quantité ne
dépend pas de v ∈ {−V, V } et a est croissante.
En écrivant la solution de l’équation elliptique sous la forme d’un produit de convolution, S = K ∗ ρ
avec K = 12e






Cette équation apparâıt dans de nombreuses applications par exemple pour modéliser l’agrégation de
particules [31, 55, 174], cellules [138, 146, 173], ou piétons [63, 67], . . .
L’existence de solutions faibles dans le cas où a = Id, cas que nous appelerons le cas linéaire dans
la suite de ce chapitre, a été largement étudiée. Il est maintenant connu que dans le cas où le potentiel
d’interaction K n’est pas de classe C1, les solutions faibles explosent en temps fini, au sens suivant :
∀ p > 1, ‖ρ(t)‖Lp → +∞ en temps fini (voir par exemple [33, 34] en dimension d ≥ 1 quelconque et pour
a = Id, et [C3] pour le cas particulier du système (2.2.4)). Cependant la conservation de la masse permet
d’envisager l’existence de solutions mesures globales en temps.
2.2. LIMITE HYDRODYNAMIQUE EN UNE DIMENSION 31
Dans le cas linéaire, où a = Id, l’équation (2.2.5) a une structure naturelle de flot gradient. En
utilisant les techniques développées dans [3], basées sur le schéma JKO [120], Carrillo et al [54] ont montré





, x ∈ Rd.
Le problème étant invariant par translation, on fixe le centre de gravité en 0. Dans cet article, le potentiel
d’interaction W vérifie :
W est continue, paire, C1(Rd \ {0}), |∇W (x)| ≤ C(1 + |x|),
et λ-convexe pour un certain λ ≤ 0 (i.e. x 7→W (x)− λ|x|2/2 est convexe) (2.2.6)
Le potentiel −K de l’exemple ci-dessus entre clairement dans ce cadre. Dans les travaux résumés dans ce
chapitre, nous proposons une autre approche consistant à interpréter le système (2.2.4) comme une loi
de conservation scalaire avec une vitesse a(∂xS) qui dépend de manière nonlinéaire et non-locale de la
solution.
2.2.2 Solutions en dualité en une dimension
Lorsque ρ est une mesure dans le système (2.2.4), le coefficient a(∂xS) peut avoir des discontinuités.
Une difficulté réside alors dans la définition du produit a(∂xS)ρ. En une dimension d’espace, la théorie des
solutions en dualité a été développée par Bouchut & James [42] pour une loi de conservation à coefficient
discontinu b ∈ L∞((0, T )× R) donné :
∂tρ+ ∂x(bρ) = 0, ρ(t = 0) = ρ
0. (2.2.7)
Les solutions en dualité sont définies comme des solutions faibles, les fonctions tests étant des solutions
Lipschitziennes de l’équation de transport rétrograde :
∂tp+ b(t, x)∂xp = 0, p(T, .) = p
T donnée dans Lip(R). (2.2.8)
On dit alors que p est réversible si p est localement constant sur {(t, x) ∈ [0, T ] × R;∃pe, pe(t, x) 6=
0 solution de (2.2.8) pour pT = 0}. Une mesure ρ est une solution en dualité de (2.2.7) si pour toute
solution réversible p et tout τ > 0, l’application t 7→
∫
R
p(t, x)ρ(t, dx) est constante sur [0, τ ].
Théorème 2.2.1 (Bouchut & James [42]). Il existe une unique solution en dualité de l’équation (2.2.7)
ρ dans C(0, T ;Mb(R)) si b satisfait la condition OSL (one sided Lipschitz) :
∂xb(t, x) ≤ α(t), α ∈ L1(0, T ), au sens des distributions. (2.2.9)
De plus, ρ = X#ρ






où X est le flot rétrograde défini comme la solution réversible de
∂tX + b(t, x)∂xX = 0 dans ]0, s[×R, X(s, s, x) = x.
Il existe une fonction Borélienne b̂ appelée représentant universel de b telle que b̂ = b p.p. et pour toute
solution en dualité ρ,
∂tρ+ ∂x(̂bρ) = 0 au sens des distributions.
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Cette notion a été utilisée dans le cas de l’équation des gaz sans pression [43]. Le cadre d’application
est le caractère Lipschitzien à droite (OSL) (2.2.9) de la vitesse b. En effet, Filippov [88] a montré
que cette condition permet d’assurer l’existence et l’unicité d’un flot caractéristique associé la vitesse
b. Ce flot est appelé le flot de Filippov et est défini comme solution de l’inclusion différentielle X ′(t) ∈






Conv [b (t, B(x, r) \N)] ,
avec N0 l’ensemble des ensembles de mesure de Lebesgue nulle. La notation Conv correspond comme
habituellement à l’enveloppe convexe. Dans le cadre du théorème ci-dessus, le flot de Filippov cöıncide
avec le flot rétrograde X du théorème.
Après avoir rappelé ces notions, nous retournons au cas de l’équation d’agrégation (2.2.4). Ici, la
vitesse macroscopique n’est pas une donnée du problème mais dépend de la solution. Nous introduisons
alors la définition :
Définition 2.2.2. On dit que (ρ, S) ∈ C([0, T ];Mb(R))×C([0, T ],W 1,∞(R)) est une solution en dualité
de (2.2.4) si :
(i) il existe âρ ∈ L∞((0, T )×R) et α ∈ L1loc(0, T ) tels que ∂xâρ ≤ α dans D′((0, T )×R), âρ = a(W ′∗ρ)
a.e., et pour tout 0 < t1 < t2 < T , ρ est solution en dualité sur (t1, t2) de
∂tρ+ ∂x(âρρ) = 0. (2.2.10)
(ii) l’équation −∂xxS + S = ρ est satisfaite au sens faible.
Formellement, le caractère OSL de la vitesse se vérifie simplement. En effet, dans le cas où ρ ≥ 0, qui






= a′(∂xS)∂xxS ≤ cS,
au sens des distribution, avec c une constante de Lipschitz de la fonction a. Nous sommes donc dans le
cadre d’utilisation des solutions en dualité. Les résultats de [A13] se résument alors en :
Théorème 2.2.3 (Theorem 3.9 et 3.10 de [A13]). Supposons ρ0 donné dans P1(R). Alors pour tout
T > 0, il existe une unique solution en dualité (ρ, S) de (2.2.4) qui satisfait
∂tρ+ ∂xJ = 0, J = −∂x(A(∂xS)) + a(∂xS)S a.e., (2.2.11)
avec A une primitive de la fonction a. De plus ρ = X#ρ
ini où X est le flot rétrograde pour la fonction
OSL a(∂xS).
Par ailleurs, si (fε, Sε) est une solution du modèle cinétique (2.2.2), alors quand ε→ 0 on a :
ρε ⇀ ρ dans C([0, T ];Mb(R)− σ(Mb, C0)),
Sε ⇀ S dans C([0, T ];W
1,∞(R))− faible.
Avant de présenter les principales lignes de la démonstration, nous commentons ce résultat en sou-
lignant l’importance de (2.2.11) pour l’unicité des solutions. Un contre-exemple à l’unicité est en effet
donné dans la Section 5 de [A13]. La définition du flux J dans (2.2.11) vient du calcul formel suivant :
a(∂xS)ρ = −a(∂xS)∂xxS + a(∂xS)S = −∂xA(∂xS) + a(∂xS)S,
où on a utilisé le fait que −∂xxS+S = ρ. Bien que formel, ce calcul peut se justifier en utilisant le calcul
de Vol’pert [179] (chain rule pour les fonctions BV , voir aussi [2]) qui implique qu’il existe une fonction
âρ telle que âρ = a(∂xS) a.e. et
−∂xA(∂xS) + a(∂xS)S = âρρ.
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Cette définition du flux permet donc de donner un sens au produit dans le terme de divergence. Une telle
idée a été proposée dans [145] pour le modèle Vlasov-Poisson-Fokker-Planck en dimension 1. Elle a été
étendue dans le cas de la dimension 2 dans [158] au moyen des mesures de défaut pour définir le produit,
mais l’unicité n’a pas été démontrée (voir aussi [104]). On réfère aussi à [80] pour une application au
modèle de Keller-Segel. Pour ce dernier modèle, l’existence de solutions mesures a aussi été montré par
des techniques de régularisation du potentiel dans [129].
Un exemple simple. Pour illustrer les difficultés soulevées par le problème de l’unicité, nous considérons
le cas bien plus simple dans lequel la seconde équation de (2.2.4) est remplacée par −∂xxS = ρ (voir aussi





= 0, −∂xxS = ρ.
Le flux est alors défini par J = −∂xA(∂xS). Par une intégration, nous obtenons l’équation de Burgers-
Hopf pour ∂xS :
∂t∂xS + ∂xA(∂xS) = 0.
La fonction a étant croissante, sa primitive A est convexe. Il est bien connu que cette équation admet
une unique solution seulement sous une condition d’entropie. En particulier, il existe une unique solution
décroissante pour l’équation de Burgers-Hopf ci-dessus, i.e. satisfaisant l’inégalité d’entropie ∂xxS ≤ 0 ce
qui équivaut à ρ ≥ 0. Cette dernière inégalité doit donc être vue comme une inégalité de type Oleinik.
En conclusion, l’unicité n’est obtenue que sous la condition ρ ≥ 0 ; bien évidemment cette condition est
imposé par le modèle, car ρ modélise une densité de population.
Revenons maintenant au cas étudié dans le Théorème 2.2.3.
Idée de la preuve : La démonstration de l’existence se déroule en deux principales étapes :
– On suppose que la donnée initiale est une somme finie de masses de Dirac : ρ0 =
∑n
i=1miδx0i . Alors
on construit une solution au sens des distribution sous la forme ρ =
∑n
i=1mi(t)δxi(t) en utilisant
une dynamique de particules collantes pour définir la dynamique des agrégats.
– Nous passons ensuite à la limite n → +∞ en utilisant les résultats de stabilité des solutions en
dualité (voir [42]).
La preuve de la limite hydrodynamique s’obtient en passant à la limite au sens des distributions dans
(2.2.3) après avoir obtenu des estimations a priori sur la densité et la concentration du chemoattractant.
Pour l’unicité, nous utilisons le fait que S = K ∗ ρ. En convolant (2.2.11) par K, nous déduisons
∂t∂xS + ∂xA(∂xS)− a(∂xS)S +K ∗ (−∂xA(∂xS) + a(∂xS)S) = 0.
Par rapport à l’exemple simple présenté ci-dessus pour lequel on remplace l’équation sur S par −∂xxS = ρ,
cette équation est non-locale. En adaptant la technique de doublement de variable à la Kruzhkov nous
pouvons alors montrer que, comme dans le cas de l’équation de Burgers-Hopf, cette équation admet
une unique solution S pourvu que l’inégalité ρ ≥ 0 soit satisfaite. Nous pouvons donc interpréter cette
inégalité comme une condition d’entropie.
Remarque 2.2.4. Equivalence avec les flots gradients. Comme il l’a été souligné, l’équation
d’agrégation dans le cas a = Id a une structure naturelle de flot gradient. L’existence d’un flot gradient
a été démontrée dans [54] (voir aussi [70] pour un modèle à deux espèces). La question de l’équivalence
avec les solutions en dualité se pose donc et a été résolue dans le cas de la dimension 1 dans [A18]. Pour






dans les deux cadres indépendants suivants :
– a = Id et W satisfait (2.2.6), ce qui correspond au cadre de [54], et est de plus Lipschitzien ;
– a ∈ C1(R) croissante et Lipschitzienne et W ′′ = δ0 +w avec w ∈ C1(R) où δ0 est la masse de Dirac
en 0.
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Nous avons alors démontré que dans le premier cas, solutions en dualités et flots gradients sont
équivalents [A18, Theorem 4.1]. Par contre, pour a non-linéaire, nous ne pouvons étendre la notion de
flot gradient que dans le cas W = 12 |x| ; dans ce cas les deux notions de solutions coincident [A18, Theorem
5.7].
Notons que dans le cas des flots gradients, la vitesse macroscopique est définie comme l’élément de





Dans l’approche décrite dans ce chapitre, elle est obtenue par la chain rule pour les fonctions BV (ou
calcul de Vol’pert). Nous référons finalement à un autre résultat récent d’équivalence dans le cas répulsif
[40].
2.3 Solutions mesures définies par un flot en dimension supérieure
2.3.1 Solutions définies par un flot
En dimension supérieure, la théorie des solutions en dualité n’est pas complète [44]. Nous employons
donc une autre stratégie, basée sur la définition de solutions en mesure pour une loi de conservation de
Poupaud & Rascle [156]. Nous en rappelons les grandes lignes : considérons la loi de conservation
∂tu+ div(bu) = 0; u(t = 0) = u
0. (2.3.1)
Les caractéristiques sont les solutions de l’équation :
d
dt
X(t, x) = b(t,X(t, x)); X(0, x) = x. (2.3.2)
Lorsque les caractéristiques sont bien définies, par exemple quand b est localement Lipschitzienne uni-





φ(X(t, x))u0(dx), pour t ∈ [0, T ].
On dit que u est la mesure pushforward (ou mesure image) de u0 par X. Cette définition reste aussi
valable lorsque u0 est mesure et X continue.
Pour pouvoir considérer des vitesses b plus singulières, pouvant avoir des discontinuités, il convient
de pouvoir définir des caractéristiques (2.3.2). Pour cela, Filippov [88] a montré l’existence et l’unicité de
caractéristique, appelé flot de Filippov, dans le cas où b est Lipschitzien à droite (OSL). Ceci a permis
d’étendre le résultat d’existence de solutions à (2.3.1) :
Théorème 2.3.1. [Poupaud & Rascle [156]] Soient T > 0, b ∈ L1([0, T ], L∞(Rd)) satisfaisant la condi-
tion OSL :
(b(t, x)− b(t, y)) · (x− y) ≤ α(t)‖x− y‖2, pour α ∈ L1(0, T ).
Alors pour tout u0 ∈ Mb(Rd), il existe une unique solution mesure u de l’équation (2.3.1), de plus elle
est définie par la mesure image : u(t) = X(t)#u0, où X est le flot de Filippov associé à la vitesse b.
De plus, un résultat de stabilité a été récemment établi :
Théorème 2.3.2. [Bianchini & Gloyer [38]] Soit T > 0. Supposons que bn ⇀ b dans L
1([0, T ], L1loc(Rd)).
Alors le flot de Filippov Xn généré par bn converge localement dans C([0, T ]×Rd) vers le flot de Filippov
X généré par b.
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Après avoir rappelé ces résultats d’existence pour une loi de conservation scalaire avec une vitesse b
donnée et OSL, nous revenons à l’équation d’agrégation dans le cas linéaire posé dans Rd, d ≥ 1 :
∂tρ = div(∇W ∗ ρ ρ), ρ(0) = ρ0, (2.3.3)
avec un potentiel d’interaction W Lipschitzien et satisfaisant (2.2.6). Afin de donner un sens au produit
dans le terme de divergence de cette équation, nous devons trouver une définition adaptée de la vitesse
macroscopique, comme nous l’avons fait en 1D en utilisant le calcul de Vol’pert.
Le potentiel d’interaction W satisfait (2.2.6) et est Lipschitzien. Soit (Wn)n∈N∗ une suite de fonctions
paires, C1(Rd) régularisant W et telle que
supx∈Rd\B(0, 1n )
∣∣∇Wn(x)−∇W (x)∣∣ ≤ 1
n
, pour tout n ∈ N∗.
Soit (ρn) une suite de mesures telle que ρn ⇀ ρ vaguement. Posons an = ∇Wn ∗ ρn. Alors, en utilisant








Le terme φ(x) − φ(y) s’annule quand x = y. En décomposant l’intégrale sur Rd × Rd dans le terme de










Ceci conduit à définir le champs de vitesse, pour ρ ∈ C([0, T ],P2(Rd)), par :
âρ(t, x) = −
∫
y 6=x
∇W (x− y)ρ(t, dy). (2.3.4)
Par définition de la λ-convexité du potentiel W , on a :
∀x, y ∈ Rd \ {0}, (∇W (x)−∇W (y)) · (x− y) ≥ λ‖x− y‖2. (2.3.5)
Donc, si ρ est positive, on déduit de la définition (2.3.4) et de la λ-convexité de W l’estimation OSL :
(âρ(t, x)− âρ(t, y)) · (x− y) ≤ −λ‖x− y‖2|ρ|(Rd).
Par conséquent, pour une mesure ρ donnée, on peut, d’après le Théorème 2.3.1, définir un flot de Filippov
Xρ associé à la vitesse âρ et donc une solution mesure µ = Xρ #ρ
0 de l’équation de conservation avec
la vitesse âρ. Il reste alors à montrer que µ = ρ, ce qui s’obtient avec des arguments de stabilité en se
basant sur le Théorème 2.3.2. Finalement, le résultat s’énonce sous la forme :
Théorème 2.3.3. [Theorem 2.5 [A21]] Soient T > 0 et ρ0 donné dans P2(Rd). Supposons W Lipschitzien
et satisfaisant (2.2.6). Il existe un unique flot caractéristique de Filippov X telle que la mesure image
ρ := X#ρ
0 est une solution de l’équation d’agrégation
∂tρ+ div(âρρ) = 0, ρ(0, ·) = ρ0, (2.3.6)
où âρ est défini par (2.3.4). De plus, ρ ∈ C([0, T ],P2(Rd)) et est égal à la solution définie par les flots
gradients.
Si ρ0 et µ0 sont deux mesures données dans P2(Rd), alors les mesures images correspondantes ρ et µ
satisfont pour tout t ∈ [0, T ]
dW2(ρ(t), µ(t)) ≤ e−2λtdW (ρ0, µ0), (2.3.7)
où dW2 est la distance de Wasserstein définie en (2.1.5).
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Idée de la preuve de l’unicité. Les arguments pour l’existence reprennent ceux du cas de la
dimension 1 comme cela l’a été énuméré ci-dessus. Nous donnons maintenant un calcul formel afin de
présenter l’idée permettant de conduire à l’unicité des solutions. Elle repose sur l’inégalité de contraction
(2.3.7).
Soient ρ = X#ρ
0 et ρ̃ = X̃#ρ






X(t, x)− X̃(t, x)
)2
ρ0(dx).







âρ(t,X(t, x))− âρ̃(t, X̃(t, x))
)
· (X(t, x)− X̃(t, x)) ρ0(dx).








∇W (X(t, x)−X(t, y))−∇W (X̃(t, x)− X̃(t, y))
)
·
(X(t, x)−X(t, y)− X̃(t, x) + X̃(t, y)) ρ0(dx)ρ0(dy).







(X(t, x)−X(t, y)− X̃(t, x) + X̃(t, y))2 ρ0(dx)ρ0(dy).




et nous concluons avec un Lemme de Gronwall que X = X̃. Les calculs menés ici se justifient rigoureu-
sement grâce à un procédé de régularisation.
2.3.2 Résolution numérique
L’approximation numérique des solutions de l’équation d’agrégation (2.2.4) en dimension 1 ou (2.3.3)
en dimension supérieure soulève plusieurs difficultés. L’une d’elles est que les solutions explosent en temps
fini, formant des masses de Dirac. Une autre difficulté est dûe au fait que l’unicité n’est obtenue que sous
un critère d’entropie et de définition adéquate de la vitesse macroscopique, comme précisé dans les parties
précédentes de ce chapitre. Il n’existe actuellement que peu de travaux sur la résolution numérique de
telles lois de conservation scalaire avec une vitesse non locale. Les travaux [53, 65] proposent des méthodes
de discrétisation mais ne s’intéressent pas au cas des solutions mesures après explosion.
Compte tenu des résultats d’existence présentés ci-dessus, l’idée est de discrétiser l’équation (2.2.11)
en dimension 1 (Théorème 2.2.3) et l’équation (2.3.6) en dimension supérieure (Théorème 2.3.3). Nous
présentons plus précisément la discrétisation pour le modèle (2.2.4) en dimension 1. La vitesse macro-
scopique est alors définie à partir de la définition du flux J dans (2.2.11) grâce au calcul de Vol’pert.
Supposons, pour la présentation, que la fonction a ∈ C1(R) et est telle que |a| ≤ aM (des hypothèses
moins restrictives sont présentées dans [A19]). Soient (xi)i∈Z un maillage cartésien de pas δx et δt le pas
de temps, tn = nδt, n ∈ N. Dénotons ρni une valeur approchée de ρ(tn, xi) et Sni une valeur approchée de
S(tn, xi). Nous considérons la discrétisation de type Lax-Friedrichs :
ρn+1i = ρ
n
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i )i est obtenue par discrétisation de
l’équation elliptique satisfaite par S :
−
Sni+1 − 2Sni + Sni−1
δx2
+ Sni = ρ
n
i .

























































est vérifiée alors le schéma est positif. On définit alors (ρδ, Sδ) une reconstruction constante par morceaux
égale à (ρni , S
n
i ) sur chaque cellule [tn, tn+1)× [xi, xi+1). On peut alors montrer (voir [A19, Theorem 2.5])
que la suite (ρδ, Sδ) converge, quand δt et δx tendent vers 0 en satisfaisant la condition (2.3.10), vers la
solution du Théorème 2.2.3.
La Figure 2.3 présente le résultat d’une simulation effectuée avec le schéma (2.3.8) présenté ci-dessus.







. La fonction a est définie par a(x) = 2/π Arctan(10x), de sorte que aM = 1. On observe sur
la Figure 2.3 la formation de masses de Dirac qui en temps fini s’agrègent en une seule masse de Dirac.
La discrétisation proposée en une dimension peut s’adapter à la dimension supérieure. Nous rappelons
qu’en dimension supérieure nous nous limitons au cas où a est linéaire et où le potentiel d’interaction W et
Lipschitzien et satisfait (2.2.6). La vitesse macroscopique est alors définie par (2.3.4) et nous cherchons à
discrétiser (2.3.6). Pour cela il suffit de reprendre le schéma (2.3.9) et de l’écrire sur un maillage cartésien.
La vitesse macroscopique discrète doit alors être calculée par une discrétisation de la formule (2.3.4), par
exemple en utilisant une méthode des rectangles (voir [A21] pour plus de détails). La convergence d’un
tel schéma vers la solution du Théorème 2.3.3, sous une contrainte sur le pas de temps de type CFL, est
démontrée dans [A21].
Nous présentons dans la Figure 2.4 le résultat d’une simulation réalisée sur un carré de longueur 1,
pour une donnée initiale composée de trois bosses :
ρ0(x, y) = exp(−Cx(x− 1/4)2 − Cx(y − 1/3)2) + exp(−Cx(x− 0.8)2 − Cx(y − 0.6)2)
+0.9 exp(−Cx(x− 0.4)2 − Cx(y − 0.6)2),
avec Cx = 100. Le potentiel d’interaction choisi pour cette simulation est W (x) = 1 − e−5|x|. Nous
observons qu’au bout de 2 secondes, les trois bosses initiales ont formé trois agrégats très piqués. Ces
agrégats interagissent entre eux et finissent par s’agglutiner en temps fini au centre de masse. Cette
dynamique est attendue, car il a été démontré dans [54] que les solutions de l’équation d’agrégation pour
une donnée initiale à support compacte convergent en temps fini vers une masse de Dirac au centre de
masse.
































Figure 2.3 – Dynamique de la densité ρ solution de l’équation d’agrégation (2.2.4) obtenue grâce au
schéma (2.3.8). On observe la formation de masses de Dirac qui s’agrègent en une seule masse de Dirac
en temps fini.
Figure 2.4 – Dynamique de la densité ρ avec une donnée initiale composée de trois bosses dans le cas
W (x) = 1− e−5|x|.
Chapitre 3
Auto-organisation de communautés
cellulaires : swarming chez Bacillus
subtilis
Ce chapitre résume les articles [A9, A10].
3.1 Introduction et modélisation
3.1.1 Motivation : swarming chez Baccillus subtilis
Bacillus subtilis est un des modèles de bactéries les plus utilisés dans les laboratoires pour étudier des
questions fondamentales concernant la croissance des bactéries, leur métabolisme, la création d’enzymes.
C’est aussi un modèle important pour étudier le comportement social en large communauté des bactéries.
De récentes expériences se sont intéressées à la prolifération de la bactérie Bacillus subtilis [109, 121, 122].
Il a en particulier été observé que dans un milieu riche en substrat, ces cellules migrent en colonies
en formant un réseau complexe de ramifications dendritiques. Ce phénomène de migration collective
impliquant une interaction coopérative entre les cellules est appelé swarming. Un tel réseau obtenu dans
une bôıte de Petri par les scientifiques de l’Institut de Génétique et Microbiologie de Paris est représenté
dans la Figure 3.1. Les bactéries ont été inoculées au centre de la bôıte de Petri et ont migré en formant
des dendrites au bout de quelques heures.
Dans une première étape, les cellules prolifèrent à l’intérieur de la colonie mère. Après un soudain
phénomène d’explosion, un petit nombre de dendrites primaires se forment à partir de la colonie mère.
La Figure 3.2 reporte les étapes de formation de ces dendrites. Elles sont constituées d’une seule couche de
cellules que l’on peut distinguer en deux types : les swarmers hyper-mobiles à l’extrémité de la dendrite
et les supporters avec une mobilité beaucoup plus faible et maintenus à une densité constante le long
de la dendrite. La Figure 3.3 représente la composition d’une dendrite par marquage fluorescent. On
constate que les cellules à l’extrémité de la dendrite sont hyper-flagellés et donc beaucoup plus mobiles
que les cellules le long de la dendrite. Des branchements ont lieu lors de la migration à l’extrémité de la
dendrite. Les observations expérimentales montrent aussi la secrétion d’un surfactant, appelé surfactine,
qui est essentiel à la migration des cellules, ainsi que la production d’au minimum 15 gènes. Un processus
de communication via l’emission de signaux chimiques a donc lieu entre les cellules. Finalement les
expériences ont été réalisées dans un milieu très riche en substrat, ce qui semble indiquer que le processus
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de branchement ne dépend pas de la concentration en nutriment. Ainsi, les modèles à la Gray-Scott [105]
qui sont nutriments-dépendants et ont permis avec succès de modéliser le branchement [99, 124, 126, 132,
135, 139] ne peuvent pas être utilisés ici.
Figure 3.1 – Formation d’un arbre dendritique durant le processus de colonisation de la bactérie Bacillus
subtilis
Figure 3.2 – Processus de formation d’une dendrite. Des microcolonies se regoupent au bord de la colonie
mère. Au bout de 12h on note l’émergence de quelques boutons à l’interface qui donnent naissance à des
dendrites colonisant la bôıte de Petri. Ces dendrites sont constituées d’une seule couche de bactéries
Bacillus subtilis
Dans ce chapitre nous proposons une nouvelle classe de modèles basés sur les observations décrites
dans cette introduction permettant de prédire les branchements sans limitation de nutriment. Le modèle
le plus complet, présenté dans [A9] et rappelé dans la sous-section suivante, est aussi celui le plus précis
d’un point de vue biologique. Il se rélève cependant trop complexe pour son étude mathématique et est
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Figure 3.3 – Analyse par microfluorescence d’une dendrite. La composition varie suivant que l’on se
trouve proche de la colonie mère ou à l’extrêmité de la dendrite (tip) : les bactéries du tip sont fortement
flagellées et donc très mobiles alors que le long de la dendrite les bactéries sont peu mobiles.
donc simplifié. Le modèle simplifié ne s’intéresse qu’à la densité des swarmers dans l’extrémité de la
dendrite et décrit leur dynamique sous l’effet de l’interaction de forces d’aggrégation et de répulsion dans
la direction du surfactant. On obtient un système de 3 EDP présenté Section 3.2. Nous proposons ensuite
une étude de l’existence d’ondes sous forme de plateau pour ce modèle simplifié.
3.1.2 Modélisation
A partir des observations ci-dessus, nous introduisons les quantités mathématiques :
• n(t, x) la densité des swarmers pour laquelle on considère une équation de conservation. Les swar-
mers se déplacent par effect chimiotactique dû à la surfactine S et à un substance chimique notée
c qui a un rôle attractif ;
• c(t, x) la concentration de l’agent chimique produit par les swarmers qui leur permettent de s’attirer
mutuellement. Le taux de production est noté αc, le coefficient de diffusion Dc et le facteur de
dégradation τc ;
• S(t, x) la densité de la surfactine qui est produite par les supporters et la colonie mère avec des
taux de production respectifs αf et αS . Le coefficient de diffusion est noté DS , le facteur de
dégradation τs ;
• Dm(t, x) la trace laissée par les swarmers, produite par ceux-ci avec un taux dm ;
• mcol la densité de population de la colonie mère ;
• f(t, x) la densité des supporters diffusant dans le milieu avec un coefficient de diffusion Dm. Les
supporters sont engendrés par mitoses par les swarmers avec un taux Bn et par les supporters avec
un taux Bf (1− f).






−Dcc+ τcc = αcn,
∂tS −Ds∆S + τsS = αsmcol + αff,
∂tDm = dmn,
∂tf − div(Dm∇f) = Bff(1− f) +Bnn,
(3.1.1)
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Nous présentons des simulations numériques de ce modèle effectuées grâce au logiciel FreeFem++
[110]. On se place dans un domaine borné Ω = [0, L] × [0, L] ⊂ R2, le système étant complété par des
conditions de Neumann aux bords pour c et S et des conditions de flux nul aux bords pour la densité des
swarmers n. Les paramètres choisis sont Dc = 0.001, τc = 1, αc = 1, Ds = 0.5, τs = 10, αs = 2, αf = 30,
dm = 50, Bf = 0, Bn = 1. La donnée initiale pour la densité des swarmers est un inoculum injecté dans
un petit domaine : n(0, x) = n0(x) = 1 sur l’ensemble I = {x = (x1, x2) : 0.16 < x21 + x22 < 0.25} et
n(0, x) = 0 à l’extérieur de ce domaine. Afin d’éviter des couches initiales, la concentration initiale de la
surfactine, S(0, x) = S0(x), est obtenu par résolution du problème
−Ds∆S0 + τsS0 = αsmcol.
Finalement, on choisit Dm(0, x) = 0, f(0, x) = 0 et mcol(x1, x2) = 3 sur l’ensemble {x = (x1, x2) :
x21 + x
2
2 < 0.16} et 0 ailleurs.
Les résultats numériques sont représentés dans la Figure 3.4 pour 5 temps successifs. Avec nos choix de
paramètres, les swarmers présents dans le tip de la colonie forment un plateau se déplaçant vers l’extérieur
du domaine. De plus nous observons plusieurs branchements dans la dynamique, ce qui est compatible
avec les observations expérimentales (voir Figure 3.1). Ce mécanisme de branchement est très différent
de celui observé pour les systèmes de réaction-diffusion étudiés dans [99, 124, 135, 126] puisqu’il n’est pas




Figure 3.4 – Dynamique en temps de la densité des swarmers et des supporters n + f (gauche) et de
la concentration de la surfactine S (droite) calculé avec le système (3.1.1). Les résultats sont présentés
pour 5 temps successifs, la figure a) correspondant à la donnée initiale.
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3.2 Existence d’ondes en forme de plateaux
Afin de mener une étude mathématique, nous simplifions le système (3.1.1) en un système de 3 EDP
en ne gardant que la densité des swarmers n, la concentration de l’agent chimique attractif c qui joue
le rôle de chemoattractant, et la concentration de la surfactine S qui agit comme un agent répulsif. Le










−Dc∆c+ c = αcn ,
∂tS −Ds∆S + S = αsn .
(3.2.1)
D’une manière plus générale, ce système représente un modèle d’auto-organisation pour une communauté
de cellules capable de produire un des agents chimiques attractifs et répulsifs (voir d’autres applications
dans [99, 148, 134]). La sensibilité logistique n(1−n) pour le chemo-attractant tient compte des effets de
réduction de la réponse cellulaire lorsque la densité cellulaire devient élevée [113, 149, 152]. Ceci prévient
les effets de surpopulation et d’un point de vue mathématiques permet d’éviter les effets d’explosion en
temps fini des solutions faibles [171] comme c’est le cas pour le modèle de Keller-Segel (voir par exemple
[39, 115, 116]). Dans le cas d’absence de surfactine, le système résultant a été étudié par plusieurs auteurs
[48, 49, 69, 78].
Un outil mathématique important pour étudier les phénomènes de migration à vitesse constante est
la recherche d’onde de propagation ou traveling wave. C’est une solution particulière du système (3.2.1)
en translation uniforme à vitesse constante notée σ. Elle est obtenue naturellement en une dimension






−Dc∂xxc+ c = αcn ,
∂tS −Ds∂xxS + S = αsn .
(3.2.2)
La recherche de traveling waves consiste donc à rechercher des solutions particulières sous la forme
n(t, x) = n(x− σt), c(t, x) = c(x− σt), S(t, x) = S(x− σt). Parmi les traveling waves, on s’intéresse plus
particulièrement à celles sous forme de plateau [112] :
Définition 3.2.1. On dit que le système (3.2.2) admet une solution sous la forme d’une onde de propa-
gation en forme de plateau, ou traveling plateau, s’il existe une traveling wave (n, c, S) à la vitesse σ telle
qu’il existe L > 0 pour lequel n = 0 sur R \ (0, L) et n > 0 sur (0, L).
Nous n’avons pas de résultat général d’existence pour ces traveling plateaux, mais seulement dans
les cas particuliers où la masse totale est petite en négligeant la dégradation du surfactant et où la
diffusion du surfactant est négligeable Ds  1. Dans un premier temps, nous étudions l’existence de
plateaux stationnaires qui sont des traveling waves à vitesse nulle. Ensuite, nous présentons les résultats
d’existence de traveling plateaux obtenus dans [A9, A10].
3.2.1 Plateaux stationnaires






−Dc∂xxc+ c = αcn ,
−Ds∂xxS + S = αsn ,
(3.2.3)
complété avec les conditions aux bords
n(±∞) = c(±∞) = S(±∞) = 0 . (3.2.4)
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Nous pouvons donc distinguer deux régions : la zone où n = 0 et la région où
n = 1− ∂xS
∂xc
> 0. (3.2.5)
Il y a donc un saut en n à l’interface entre ces régions, satisfaisant les conditions de Rankine-Hugoniot.
La convexité du flux est déterminée par le signe de ∂xc. Ces sauts satisfont les conditions d’entropie si,
soit n = 0 à gauche, n > 0 à droite du saut et ∂xc > 0 au point du saut ; soit n > 0 à gauche, n = 0 à
droite et ∂xc < 0 au niveau du saut.
Théorème 3.2.2. [Theorem 2.1 et 3.3 [A10]] Supposons que γ := αsDcαcDs < 1. Supposons de plus être
dans l’un des deux cas suivants :
(i) L est suffisamment petit,
(ii) |δ| est suffisamment petit, avec δ = L(D−1/2s −D−1/2c ).
Alors il existe une unique solution entropique de (3.2.3) telle que n = 0 sur R\ [0, L], n > 0 sur (0, L),
n ∈ C(0, L) et symétrique par rapport à x = L/2. De plus sur (0, L) on a n(x) = 1 − γ + O(L) dans le
cas (i), n(x) = 1− γ +O(|δ|) dans le cas (ii).
Remarque 3.2.3. Nous soulignons que la condition γ < 1 signifie que l’attraction domine la répulsion,
ce qui est clairement nécessaire pour avoir la formation de plateaux.
Idée de la preuve.
Tout d’abord, avec le changement d’échelle x → Lx, le support de n où (3.2.5) est vérifiée devient
[0, 1]. Les solutions c et S vérifiant les deux dernières équations de (3.2.3) s’expriment explicitement en



























où Ls = L/
√
Ds, Lc = L/
√
Dc. La formule (3.2.5) se réécrit alors sous la forme d’un problème de point
fixe :










eLi(x−y)n(y)dy , 0 < x < 1 , i = s, c . (3.2.9)
On remarque que pour L = 0 ou Ds = Dc, alors Ls = Lc, et le problème de point fixe (3.2.8) admet la
solution triviale : n = 1− γ. Par symétrie, on peut réduire l’intervalle d’étude à [0, 1/2].
L’idée de la preuve consiste alors à appliquer le théorème du point fixe de Banach dans la boule
B :=
{





de l’espace de Banach C([0, 1/2]). Par symétrie, ∂xc et ∂xS s’annulent en x = 1/2. On peut alors mettre
(x − 1/2) en facteur dans l’expression (3.2.9) et donner un sens à l’application F définie en (3.2.8). On
montre alors que cette application est contractante sur la boule B pour L ou δ petits.
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3.2.2 Traveling plateaux
Après avoir étudié ci-dessus l’existence de solutions stationnaires, qui peuvent être vues comme des
traveling waves à vitesse nulle, nous expliquons ici comment étendre l’analyse à l’existence de traveling
plateaux avec une vitesse non nulle. Nous ne considérons ici que le cas où la dégradation de la surfactine
est négligée dans (3.2.2). En une dimension le système s’écrit :
∂tn+ ∂x[(1− n)n∂xc− n∂xS] = 0 ,
−Dc∂xxc+ c = αcn ,
∂tS −Ds∂xxS = αsn .
(3.2.10)
On recherche des plateaux de longueur L se déplaçant à la vitesse σ donc des solutions particulières sous
la forme n(x− σt), c(x− σt) et S(x− σt). Avec le changement d’échelle x→ Lx et σ → Lσ, le système
précédent se réduit à : 
−σL2∂xn+ ∂x[(1− n)n∂xc− n∂xs] = 0 ,
−DcL2 ∂xxc+ c = αcn ,
−σ∂xS − DsL2 ∂xxS = αsn ,
(3.2.11)
avec
n > 0 sur (0, 1) , n = 0 sinon. (3.2.12)
Comme nous recherchons un plateau se déplaçant dans le sens des x croissants, ce système, défini sur R,
est complété par les conditions aux bords sur c et S :
c(±∞) = 0 , S(−∞) = S∞ , S(+∞) = 0 . (3.2.13)
La valeur S∞ est aussi une inconnue du problème.
De même que précédemment en intégrant l’équation sur n, on obtient la formulation sous forme de
point fixe : n = 1 − σL
2+∂xS
∂xc
pour x ∈ [0, 1]. On peut alors étendre le résultat de la section précédente
à l’existence de petit traveling plateau, la vitesse σ étant déterminé de sorte que σL2 + ∂xS s’annule au
même point que ∂xc afin de donner un sens au quotient définissant le point fixe.
Théorème 3.2.4. [Theorem 4.1 [A10]] Soit γ := αsDcαcDs < 1 et soit L suffisamment petit. Il existe une
unique solution au système (3.2.11)–(3.2.13), telle que n ∈W 1,∞(0, 1) et
n = 1− γ +O(L) sur (0, 1) , σ = αs(1− γ)
2Ds
+O(L) , S∞ = 2Ds +O(L) .
De plus, c est concave sur (0, 1) et S est décroissante sur R.
Remarque 3.2.5. Il parâıt naturel de se demander si la condition de petitesse pour l’existence d’un
plateau est nécessaire. Des simulations numériques présentées dans [A10] montrent que pour des plateaux
plus grands, on observe numériquement que ceux-ci ne sont pas stables et se découpent en plusieurs
plateaux plus petits. Des simulations numériques en dimension supérieure montrent alors l’apparition de
branchements [A9].
3.2.3 Traveling plateaux pour une diffusion de surfactant nulle
Enfin, dans le cas d’une diffusion nulle de surfactant (Ds = 0), le système (3.2.10) s’écrit, en posant






∂tv + ∂x(αsn) = 0 ,
−Dc∂xxc+ c = αcn .
(3.2.14)
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La recherche de traveling waves conduit à considérer le système :
−σn′ +
(
n(1− n)c′ + nv
)′
= 0 ,
−σv′ + αn′ = 0 ,
−Dcc′′ + τcc = n .
(3.2.15)
On recherche des solutions faibles avec n nul à l’extérieur d’un domaine borné. Les relations de saut de
Rankine-Hugoniot impliquent qu’à l’endroit des sauts, les solutions doivent satisfaire :
n
(
−σ + (1− n)c′ + v
)
= 0 , −σv + αn = 0 .
Par conséquent, la solution constante (n, v) = (1, σ) existe si sa vitesse satisfait la relation σ2 = α, et il
peut être connecté à l’état (n, v) = (0, 0). Il y a alors deux ondes de chocs à chaque extrémité du plateau.
Par une étude de stabilité, dans l’esprit de [127], on peut montrer [A9] que ces chocs sont entropiques
















On a alors les solutions plateaux sous la forme explicite suivante :
n(y) =
{









Ce chapitre résume les travaux [A14, A16, A17, C6].
4.1 Introduction et modélisation
Récemment, la modélisation mathématique de la multiplication cellulaire dans un tissu a mené à de
nombreuses études. En particulier, la croissance tumorale a retenu l’attention de mathématiciens, dûe à
l’importance qu’a pris le cancer dans la santé publique. A l’échelle de la cellule, les modèles individus
centrés (IBM) donnent une description précise des phénomènes à petites échelles [4, 81, 118]. Pour des
phénomènes à plus grande échelle, des modèles macroscopiques ont été développés. Dans les travaux
résumés dans ce chapitre nous nous focalisons sur ces modèles au niveau macroscopique. En particulier,
en considérant les propriétés mécaniques des cellules tumorales, les outils de la mécanique des milieux
continues ont permis de mettre en place des modèles continus [15, 16, 52, 60, 61, 163, 159] (voir aussi
[51] pour une comparaison avec l’approche IBM). De tels modèles sont notamment utilisés pour des
comparaisons avec des expériences médicales et en analyse d’images [62, 64, 170]. Une première classe de
modèles, dont les travaux précurseurs remontent aux années 70 [106], a considéré que la multiplication
cellulaire est limitée par les nutriments apportés par les vaisseaux sanguins. Parmi ces modèles, on peut
distinguer deux approches : soit ils décrivent la dynamique de la densité cellulaire [50], soit ils considèrent
le mouvement géométrique de la tumeur au moyen d’un modèle à frontières libres [68, 90, 91, 128].
Lorsque la tumeur grossit, elle pousse les vaisseaux sanguins qui n’apportent plus le nutriment nécessaire
au coeur de la tumeur ; les cellules deviennent alors nécrotique et une nouvelle vascularisation se met en
place [59]. Ceci a poussé à considérer des modèles pour lesquels la croissance tumorale est limitée par
la pression mécanique exercée sur les cellules. La croissance se bloque lorsque les forces de contact sont
trop importantes [51] ; le terme de pression homéostatique dénomme cette pression inhibant la croissance
[160].
Les travaux résumés dans ce chapitre s’intéressent à deux questions mathématiques sur les modèles
macroscopiques de croissance tumorale. D’une part, nous étudions le lien entre les modèles de densité
cellulaire et les modèles géométriques à frontière libre. D’autre part, nous nous intéressons au phénomène
d’invasion au moyen d’ondes de propagation. Le point de départ de ces études est le modèle décrivant la
dynamique de la densité cellulaire ci-dessous. Dénotant n(t, x) la densité des cellules tumorales à l’instant
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t > 0 et à la position x ∈ Rd (d ∈ N∗), p(t, x) la pression élastique donnée par une loi d’état p = P (n),
v(t, x) le champs de vitesse, c(t, x) la concentration en nutriment, ce modèle s’écrit :
∂tn+ div(nv) = nG(c, p) + ν∆n, (4.1.1)
v = −∇p, (4.1.2)
∂tc−∆c+ Ψ(n)c = 0. (4.1.3)
La première équation décrit la dynamique cellulaire sous l’effet de la pression mécanique, de la multi-
plication cellulaire et du mouvement actif des cellules caractéristé par une constante de diffusion ν. La
vitesse v est donnée par une loi de Darcy. La troisième équation décrit la consommation du nutriment
par les cellules tumorales ; elle dépend d’une fonction positive Ψ que nous préciserons dans la suite. Il
reste à décrire la loi de pression reliant la densité cellulaire n à la pression p. Dans ce manuscrit nous
considérons la loi suivante :
p = Pk(n) =
k
k − 1
nk−1, k > 1. (4.1.4)
Ceci permet de réécrire l’équation gouvernant la dynamique cellulaire (4.1.1) sous la forme d’une équation
des milieux poreux, qui a été beaucoup étudiée mathématiquement [175], avec terme de croissance :
∂tn−∆nk = nG(c, p) + ν∆n. (4.1.5)
La croissance cellulaire est modélisée par la fonction G. Dans ce manuscrit, nous ne considérons que les
cas pour lesquels G = G(p) ne dépend que de la pression et G = G(c) ne dépend que de la concentration
en nutriment. Dans le premier cas, G = G(p), G est une fonction décroissante qui s’annule pour p = PM
où PM dénote la pression homéostatique définie ci-dessus (i.e. G(PM ) = 0). Si G = G(c), le nutriment
ayant un effet positif sur la croissance, la fonction G est croissante et la nécrose cellulaire est modélisée
par l’existence d’une constante c telle que G(c) = 0.
Un autre point de vue consiste à considérer un modèle à frontière libre pour décrire la tumeur,
couramment appelé modèle de Hele-Shaw en mécanique des fluides. Dans ce modèle, la tumeur est
caractérisée par son domaine Ω(t) ⊂ Rd et par la dynamique de son interface. Dans le cas présenté dans
ce manuscrit, il s’écrit :
−∆p = G(c, p), dans Ω(t); p = 0 sur ∂Ω(t).
La dynamique de la frontière libre ∂Ω(t) est donnée par la loi de Darcy : v = −∇p.
Le lien entre ces deux descriptions dans le cas ν = 0 et G = G(p) a été rigoureusement obtenu en [153]
grâce à une analyse asymptotique. Le cas G = G(c) reste pour le moment un problème ouvert. L’idée est
de passer à la limite incompressible, ce qui revient ici à faire k → +∞. Formellement, en passant à la
limite k → +∞ dans la loi de pression (4.1.4), on obtient
P∞(n) = 0, si 0 ≤ n < 1; P∞(n) = 1, si n = 1. (4.1.6)
Ceci pousse à distinguer deux régions : l’ensemble Ω(t) = {p > 0} où la densité n = 1, et la région
complémentaire où p = 0 et n < 1. L’équation limite sur la pression dans le domaine Ω(t) est alors
obtenue en passant à la limite k → +∞ dans l’équation sur la pression obtenue à partir de (4.1.5). La
dynamique de la frontière est régie grâce à l’équation limite de (4.1.1). La présentation de ces résultats
est l’objet de la Section 4.2.
L’autre étude abordée dans ces travaux est l’existence de traveling waves, i.e. d’ondes de propagation
à vitesse constante, pour ces modèles. Ceci s’apparente à l’étude de l’invasion des cellules tumorales
dans le milieu environnant. La recherche de traveling waves dans des équations de réaction-diffusion avec
advection modélisant des phénomènes biologiques est l’objet de nombreux travaux (voir par exemple
[36, 92, 93, 139, 140, 180]). Comme nous l’avons précisé au chapitre précédent, cela consiste à chercher
des solutions particulières du système d’équations sous la forme
n(t, x) = n(x− σt), p(t, x) = p(x− σt), c(t, x) = c(x− σt), (4.1.7)
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où σ est une constante représentant la vitesse de propagation. L’existence de telles solutions pour le
modèle de Hele-Shaw obtenu à la limite incompressible est établie dans [A16]. Pour le modèle de densité
cellulaire, l’existence de traveling waves est étudiée dans [A14], pour une loi de pression différente de
(4.1.4) et définie par Pk(n) = ck(lnn)+, où a+ dénote la partie positive de a. Dans ce cas la limite
incompressible est obtenue en faisant ck → +∞. Par aileurs, ces travaux conduisent à la question de
la stabilité du front de propagation. En effet, les articles [29, 61] soulignent l’apparition d’instabilités
transversales dans certains régimes. L’étude de ces instabilités pour le système présenté ci-dessus s’avère
délicate. Dans un premier temps, nous avons alors considéré un modèle plus simple de réaction-diffusion
à deux composants et établi l’instabilité transversale des ondes de propagation dans [C6]. Un travail
ultérieur consiste à étendre cette étude dans le cas du modèle de croissance tumorale.
Le plan du chapitre est le suivant. Dans la section 4.2, nous présentons l’analyse asymptotique k → +∞
pour le modèle à densité cellulaire (4.1.1)–(4.1.4). Cette limite conduit à un modèle à frontière libre de
type Hele-Shaw. La Section 4.3 est dédiée à l’existence de traveling waves pour ces modèles de croissance
tumorale. Enfin dans la Section 4.4, nous synthétisons une étude des instabilités transversales pour un
modèle plus simple de réaction-diffusion à deux composants.
4.2 Limite incompressible vers Hele-Shaw
4.2.1 Préliminaires
Dans cette Section nous présentons les résultats de [A17]. Nous nous situons dans le cas où la croissance
cellulaire est uniquement fonction de la pression G = G(p) avec
G′(·) < 0 et G(PM ) = 0, (4.2.1)
où PM > 0 est la pression homéostatique. Plus précisément, nous considérons la limite k → +∞ du
système d’équations :





Ce système est complété avec les données initiales telles que :{
nk(x, 0) = n
ini
k (x) > 0, n
ini






k−1 ≤ PM .
(4.2.4)
Le cas où le mouvement actif des cellules est négligé, ν = 0, a été étudié dans [153]. Comme il a été
précisé dans l’introduction, nous nous attendons, formellement, à ce que le système obtenu à la limite
k → +∞ soit caractérisé par le domaine Ω(t) = {p∞ > 0} dans lequel la densité est constante n∞ = 1 ;
alors que dans le domaine complémentaire, p∞ = 0 et n∞ < 1.
Le point de départ de cette étude est l’équation sur la pression. Multipliant l’équation (4.2.2) par
p′k(nk) conduit à





En remplaçant pk(nk) par son expression (4.2.3), nous obtenons




− ν (k − 2)∇pk · ∇nk
nk
. (4.2.5)





− ν∇p∞ · ∇n∞
n∞
,
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à la limite. Cependant, p∞ = 0 à l’extérieur du domaine Ω(t) et dans ce domaine n∞ = 1, donc ∇n∞ = 0.
Donc le dernier terme de l’équation ci-dessus est nul et nous retrouvons la même relation complémentaire








Cette relation complémentaire conduit au modèle de Hele-Shaw. Effectivement, dans le domaine Ω(t)
on a
−∆p∞ = G(p∞), x ∈ Ω(t).
Le mouvement de la frontière est alors déterminé grâce à l’équation limite
∂tn∞ − div(n∞∇p∞) = n∞G(p∞) + ν∆n∞, t > 0, x ∈ Rd. (4.2.7)
La diffusion des cellules induite par le terme de mouvement actif implique une propagation plus rapide
que dans le cas sans mouvement actif (voir la Section 7 de [A17] pour plus de détails sur ce point).
Les arguments ci-dessus peuvent être rendus rigoureux :
Théorème 4.2.1. [Théorème 2.1 de [A17]] Soit T > 0 et ν > 0. Supposons (4.2.4), (4.2.1) et que la










Soit (nk, pk) une solution faible de (4.2.2)–(4.2.3). Alors, à extraction près, les suites (nk)k, (pk)k





∩ L∞((0, T );H1(Rd)), p∞ ∈ L∞((0, T );H1(Rd)),
tels que 0 ≤ n∞ ≤ 1, n∞(0) = nini, 0 ≤ p∞ ≤ PM , p∞ ∈ P∞(n∞), où P∞ est le graphe monotone de
Hele-Shaw (4.1.6). De plus (n∞, p∞) satisfait (au sens faible) (4.2.7), l’équation





et la relation complémentaire (4.2.6).
Remarque 4.2.2. L’hypothèse supplémentaire (4.2.8) signifie que la tumeur est initialement croissante.
Nous verrons dans la preuve que cela implique que la tumeur continue à crôıtre. Cette hypothèse permet
de simplifier grandement la preuve, il est possible d’obtenir ce résultat dans un cadre plus général en
utilisant des propriétés d’effets régularisants de l’équation des milieux poreux [7, 35, 66]. Le lecteur
intéressé pourra se référer à l’annexe de [A17].
4.2.2 Analyse asymptotique
Nous présentons ici les arguments de la preuve du Théorème 4.2.1. Celle-ci se découpe en trois prin-
cipales étapes.
1ère étape. Estimations uniformes en k sur la densité et la pression.
Dans le cas où G = G(p) satisfait (4.2.1), l’équation (4.1.1)–(4.1.2) avec une loi de pression p = P (n)
croissante, satisfait un principe du maximum (voir par exemple Lemma 2.1 de [A14]) :
Lemme 4.2.3. Sous l’hypothèse (4.2.1) et supposons que la loi de pression P est positive et strictement
croissante, i.e. P ′(·) > 0. Alors, posant piniM = max
x∈R
pini(x), toute solution classique de (4.1.1)–(4.1.2)
satisfait le principe du maximum :
P (n) ≤ max(piniM , PM ). (4.2.10)
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Dans le cas qui nous intéresse où la loi de pression est donnée par (4.1.4), on obtient des bornes
uniformes dans L∞((0, T )× Rd) :







1, 0 ≤ pk ≤ PM .






Avec la relation (4.2.3) et la borne uniforme de nk dans L
∞, on obtient une borne uniforme de pk
dans L∞((0, T );L1(Rd)). Finalement nk et pk sont uniformément bornées dans L∞((0, T );L1(Rd)) ∩
L∞((0, T )× Rd).
Les estimations sur la dérivée en temps reposent sur l’hypothèse supplémentaire (4.2.8). Définissons la
quantité Σk = Σ(nk) par Σ(nk) = n
k
k + νnk et wk = ∂tΣk. En multipliant (4.2.2) par Σ
′(nk) et dérivant
par rapport à t, wk satisfait l’équation :












Cette dernière équation préserve la positivité. De plus, sign (∂tnk) = sign (wk) et sign (wk(0)) ≥ 0 grâce
à l’hypothèse (4.2.8). On déduit que pour p.t. t > 0, on a wk ≥ 0, donc ∂tnk ≥ 0 et avec (4.2.3) ∂tpk ≥ 0.
Ceci permet d’obtenir des bornes uniformes sur ∂tnk et ∂tpk dans L
∞([0, T ];L1(Rd)).




ν|∇nk|2 + knk−1k |∇nk|
2 + |∇pk|2
)
(t) ≤ C pour tout t ∈ (0, T ). (4.2.11)
En effet, multipliant (4.2.2) par nk et intégrant sur Rd, on obtient après une intégration par parties pour
















D’après ce qui précède, nk et ∂tnk sont positifs, on en déduit directement l’estimation sur les deux
premiers termes de (4.2.11). De plus, en intégrant (4.2.5), on obtient∫
Rd




|∇pk|2 + νknk−3k |∇nk|
2
)




Comme ∂tpk ≥ 0, on déduit la borne L2 sur ∇pk dans (4.2.11).
2ème étape. Convergence et passage à la limite.
A partir des estimations uniformes ci-dessus nous obtenons la convergence forte dans Lq((0, T )×Rd)
pour 1 < q <∞ de nk et pk vers des limites n∞ et p∞ et la convergence faible dans L2((0, T )× Rd) de
(∇nk)k et (∇pk)k. On a
0 ≤ n∞ ≤ 1, 0 ≤ p∞ ≤ PM , n∞, p∞ ∈ L∞((0, T );H1(Rd)), ∂tn∞, ∂tp∞ ≥ 0.
Ces résultats de convergence permettent de passer à la limite dans l’équation (4.2.2) et d’établir (4.2.7)
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En prenant la limite k →∞, on déduit la propriété
p∞(1− n∞) = 0. (4.2.12)
Pour montrer l’équivalence entre (4.2.9) et (4.2.7), nous devons montrer que ∇p∞ = n∞∇p∞ ou de


















En utilisant l’estimation (4.2.11) et la borne uniforme de (nk)k dans L
∞((0, T )× Rd), on déduit que
lim
k→∞
‖pk∇nk‖L2((0,T )×Rd) = 0,
ce qui conduit à p∞∇n∞ = 0. Comme p∞ ≥ 0, ceci implique de plus que ∇p∞ · ∇n∞ = 0.
3ème étape. La relation complémentaire (4.2.6).
Ce point est plus délicat. En effet, démontrer la relation complémentaire (4.2.6) est équivalent à
montrer la convergence forte de ∇pk, ce que les estimations obtenues ci-dessus ne permettent pas de
montrer. Nous allons donc montrer (4.2.6) par double inégalité.
Par un calcul direct, on obtient l’inégalité
p∞∆p∞ + p∞G(p∞) ≥ 0. (4.2.13)
























+ ν∇φ · ∇pk
)
.
Avec les estimations a priori, le terme de droite de cette égalité converge vers 0 quand k →∞. Avec une




















φpkG(pk)− pk∇φ · ∇pk − φ|∇pk|2
)
≥ 0.
En passant à la limite, on obtient la formulation faible de (4.2.13)
Pour l’inégalité inverse
p∞∆p∞ + p∞G(p∞) ≤ 0, (4.2.14)
nous utilisons un argument de régularisation à la Steklov. Cet argument consiste à introduire un noyau
de régularisation en temps ωε(t, x) ≥ 0 avec un support compact de longueur ε. Ceci permet alors d’avoir
de la compacité pour la suite nk,ε = nk ∗ ωε qui satisfait
∂tnk,ε −∆ωε ∗ (nkk + νnk) = (nkG(pk)) ∗ ωε. (4.2.15)












Il suffit maintenant de déterminer le signe du membre de gauche. Pour cela nous décomposons∫
R












k (s))∂tnk(s)ωε(t− s) ds.
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Le premier terme du membre de droite converge vers 0 quand k → +∞. Le second terme est négatif
d’après l’estimation ∂tnk ≥ 0. On a donc
p∞∆
(







Il suffit alors de passer à la limite dans la régularisation ε→ 0.
Remarque 4.2.4. Il est assez remarquable de constater la nature différente du problème si on rajoute
la friction entre les cellules. Ceci consiste à inclure un terme de viscosité de coefficient γ > 0 dans la loi
de Darcy, c’est-à-dire à remplaçer (4.1.2) par
v = −∇W, −γ∆W +W = p.
En effet, dans ce cas, les estimations uniformes de la 1ère étape ci-dessus sur les dérivées spatiales de pk
et nk ne sont plus valables. Dans un travail en préparation, nous utilisons alors des techniques similaires
à [69, 30] pour retrouver de la compacité forte sur les suites (nk)k et (pk)k.
4.3 Fronts de propagation
Nous nous intéressons dans cette partie à l’existence d’ondes de propagation pour les modèles d’EDP
présentés en introduction de ce chapitre. Nous nous limitons au cas mono-dimensionel. Dans la Section
4.3.1, l’existence de traveling waves pour le modèle de Hele-Shaw obtenu à la limite incompressible est
présentée. La Section 4.3.2 s’intéresse plus particulièrement au modèle à densité cellulaire.
4.3.1 Existence de traveling waves pour le modèle de Hele-Shaw
Le point de départ de cette étude est le modèle de Hele-Shaw obtenu à la limite incompressible dans
la Section précédente. On néglige le mouvement actif, ν = 0, et la croissance est supposée ne dépendre
que de la concentration en nutriment G = G(c). En une seule dimension d’espace le modèle s’écrit :
∂tn− ∂x(n∂xp) = nG(c), dans Ω0(t) = {p(t, x) = 0},
n(x, t) = 1 dans Ω(t) = {p(t, x) > 0},
−∂xxc+ Ψ(n)c = 0,
−∂xxp = G(c), dans Ω(t),
p = 0, sur ∂Ω(t).
(4.3.1)
Dans ce modèle, l’équation sur la concentration de nutriment est stationnaire contrairement à (4.1.3),
ce qui revient à supposer que la dynamique temporelle de c est très rapide. On suppose que loin de
la tumeur, la concentration en nutriment est connue et notée cB . En grossissant, la tumeur pousse les
vaisseaux sanguins qui la suppléent en nutriment, entrâınant une nécrose des cellules du centre de la
tumeur, celles-ci n’ayant pu accès à une quantité suffisante de nutriment. Nous distinguons deux modèles
pour la fonction Ψ dépendant du cas considéré : pour le modèle in vitro, le nutriment à l’extérieur de la
tumeur est constant et connu, pour le modèle in vivo, on ne connâıt la quantité de nutriment que loin de
la tumeur. Plus précisément, l’équation sur le nutriment est donnée dans le cas in vitro par :
− ∂xxc+ ψ(n)c = 0, pour x ∈ {n > 0} ; c = cB , pour x ∈ {n = 0}. (4.3.2)
Dans le cas in vivo,
− ∂xxc+ ψ(n)c = 1I{n=0}(cB − c). (4.3.3)
De plus, nous faisons l’hypothèse
∀ z ∈ (0, 1), 0 < ψ(z) ≤ ψ(1), ψ(0) = 0. (4.3.4)
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Afin de modéliser le manque de nutriment entrâınant la nécrose cellulaire dans le centre de la tumeur,
nous supposons :
G′ ≥ 0, ∃ c > 0 tel que G(c) = −g− < 0 pour c < c, et G(c) > 0 for c > c, (4.3.5)
Le domaine est alors décomposé en trois régions : le centre nécrotique, la partie proliférante et le tissu sain.
Nous recherchons une onde de propagation dans le sens des x croissants, i.e. une solution en translation
uniforme à vitesse constante positive. Nous introduisons le paramètre R > 0 correspondant à la taille de la
partie proliférante. Comme les solutions sont en translation uniforme, elles sont définies à une translation
près. Nous fixons en 0 l’origine de la région proliférante Ω = [0, R]. La zone nécrotique est alors (−∞, 0) et
le tissu sain, pour lequel n = 0, est (R,+∞). La recherche de traveling waves consiste à injecter l’ansatz
(4.1.7) dans le modèle (4.3.1). En prenant en compte les observations décrites ci-dessus, cela conduit à
montrer l’existence de fonctions n, c et p, d’une constante σ > 0 et de R > 0 satisfaisant :
−σn′ = nG(c), dans (−∞, 0),
n = 1 dans (0, R), n = 0 dans (R,+∞),
−p′′ = G(c) dans (0, R), p(0) = p(R) = 0, p ≥ 0,
(4.3.6)
complété par l’équation sur c dans le cas in vitro :
c′′ = ψ(n)c dans (−∞, R), c(R) = cB ; (4.3.7)
et dans le cas in vivo :
−c′′ + ψ(n)c = 0, dans (−∞, R) − c′′ + ψ(n)c = cB − c, dans (R,+∞),
lim
x→+∞
c(x) = cB ,
(4.3.8)
Ces systèmes sont complétés par les relations de saut en x = 0 et x = R, déduites de l’équation sur la
densité cellulaire :
σ = −p′(R−), n(0) = 1, p′(0+) = 0. (4.3.9)
Nous pouvons alors énoncer le résultat d’existence de traveling waves :
Théorème 4.3.1. [Theorems 3.1 et 4.1 de [A16]] Supposons que G et ψ sont des fonctions de classe C1
satisfaisant les hypothèses (4.3.5)-(4.3.4). De plus, nous supposons
– 0 < c < cB dans le cas in vitro,
– 0 < c <
cB
2
dans le cas in vivo.
Alors il existe σ > 0 et R > 0 tels que les systèmes (4.3.6)-(4.3.7)-(4.3.9) et (4.3.6)-(4.3.8)-(4.3.9)
admettent une solution avec c croissante sur R, n croissante sur (−∞, 0] et lim
x→−∞
n(x) = 0.
Idée de la preuve. Supposons dans un premier temps que σ > 0 est donné. Nous pouvons alors
construire une solution pour les systèmes (4.3.6)-(4.3.7) et (4.3.6)-(4.3.8) avec n continue et croissante
sur (−∞, R], c de classe C1 et strictement croissante sur (−∞, R] dans le cas in vitro, sur R dans le cas
in vivo. Pour cela il suffit de décomposer R = (−∞, 0)∪ [0, R]∪ (R,+∞) et de regarder chaque intervalle
séparément. Avec les hypothèses du théorème, il est facile de résoudre les équations différentielles de ces
deux systèmes sur [0, R] et (R,+∞) en fonction de R. Sur le domaine (−∞, 0), le système se réduit à
−σn′ = nG(c), n(0) = 1, (4.3.10)
c′′ = ψ(n)c, c(0) = c0, c
′(0) = c′0, (4.3.11)
avec c0 et c
′
0 dépendant de R. Avec l’hypothèse (4.3.5), on a G(c) = −g− sur (−∞, 0) et (4.3.10) se résout
analytiquement. On se ramène au problème de Cauchy :




c = 0 pour x < 0, c(0) = c0, c
′(0) = c′0. (4.3.12)
En utilisant la méthode de l’espace des phases consistant à écrire le système que satisfait l’inverse de c
(c étant strictement croissante, elle est inversible), nous pouvons montrer le résultat suivant :
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Lemme 4.3.2. Il existe une application continue σ 7→ A(σ) telle que la solution du problème de Cauchy
(4.3.12) est définie, positive et croissante ssi c′0 = A(σ)c0.
Pour R > 0 et σ > 0, nous avons pu construire des solutions n, c et p. Il suffit maintenant de vérifier
les relations (4.3.9). L’égalité p′(0+) = 0 impose une relation non-linéaire permettant de calculer R. En-
fin, on se ramène au problème de point fixe σ = p′(R), sachant que R et p dépendent de σ. Il est alors
possible de montrer l’existence d’une solution pour ce problème de point fixe, ce qui complète la preuve.
4.3.2 Existence de traveling waves pour un modèle à densité cellulaire
Nous nous intéressons maintenant à l’existence d’ondes de propagation pour le système à densité
cellulaire (4.1.1) dans le cas où G = G(p) et où la loi de pression est donnée par
Pk(n) = ck(lnn)+, (4.3.13)
avec a+ la partie positive de a. Afin de simplifier le modèle, nous considérons un terme de croissance
donné par
G(p) = H(PM − p), où H(z) = 1I{z≥0};
H est la fonction de Heaviside. L’équation (4.1.1) peut alors se réécrire :
∂tn− ck∂xxQ(n) = nH(PM − ck(lnn)+) + ν∂xxn, (4.3.14)
où
Q(n) = (n− 1)+. (4.3.15)
Recherchant des traveling waves, i.e. des solutions sous la forme (4.1.7), on a :−σ∂xn− ck∂xxQ(n) = nH(PM − ck(lnn)+) + ν∂xxn,n(−∞) = nM := P−1k (PM ), n(+∞) = 0. (4.3.16)
Le théorème suivant donne l’existence d’une vitesse minimale au delà de laquelle, il y a existence d’une
traveling wave au système (4.3.14)–(4.3.15) :
Théorème 4.3.3. [Theorems 3.1 et 3.5 de [A14]] Il existe σ∗ > 0 tel que pour tout σ ≥ σ∗, le système
(4.3.16)–(4.3.15) admet une solution n positive et croissante De plus








g(x) x ∈ (0, R), R > 0,
0 x > x0,
où g est une fonction décroissante satisfaisant g(0) = nM , g
′(0) = 0 et g(R) = 1.
(ii) Dans le cas ν > 0, on a σ∗ > 2
√
ν et n est continue.
La démonstration de ce résultat repose sur des idées assez proches de celles du Théorème 4.3.1 : nous
découpons la droite réelle en trois intervalles R = (−∞, 0] ∪ (0, R) ∪ [R,+∞) définis par (−∞, 0) =
{n(x) = nM}, (0, R) = {1 < n(x) < nM}, (R,+∞) = {n(x) ≤ nM} et résolvons (4.3.16) sur chaque
intervalle en utilisant les relations de saut pour les conditions aux bornes de l’intervalle. Compte tenu du
choix simple des fonctions, les calculs peuvent être menés de manière semi-explicite. La constante R est
choisie telle que n(R−) = 1. La condition de saut en x = R donne alors la relation non-linéaire que doit
satisfaire σ pour avoir existence d’une solution. Dans le cas étudié ici, cette condition est équivalente ici
à l’existence de σ∗ telle que σ ≤ σ∗.
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Ce résultat d’existence d’une vitesse minimale rappelle le résultat célèbre pour l’équation de Fi-
sher/KPP. Il y a donc une infinité de traveling waves pour le système. Ceci diffère du résultat du précédent
Théorème pour lequel nous montrons l’existence d’au moins une vitesse (notons que pour certains choix
de ψ, nous pouvons montrer l’unicité de la traveling waves, voir [A16]). Cependant comme dans le cas
de Fisher/KPP, la plupart des traveling waves du Théorème 4.3.3 sont instables. Par exemple, si nous
pouvons approcher le terme de croissance nH(PM − P (n)) par un terme de type température d’ignition,
i.e. de la forme ξθ(n)H(PM − P (n)) où θ ∈ (0, 1) est un petit paramètre et
ξθ(n) =
{
n for n ∈ (θ, nM ),
0 for n ∈ [0, θ]. (4.3.17)
L’équation (4.3.16) devient :
− σθ∂xnθ − ck∂xxQ(nθ) = ξθ(nθ)H(PM − ck(lnnθ)+) + ν∂xxnθ. (4.3.18)
En adaptant le Théorème 4.3.3 à ce modèle, nous obtenons alors l’existence et l’unicité d’une traveling
wave :
Lemme 4.3.4. Soit θ ∈ (0, 1) fixé. Le système (4.3.18)–(4.3.17) admet un unique couple de solution
(σθ, nθ). De plus, σθ → σ∗ quand θ → 0.
Remarque 4.3.5 (Limite incompressible). Avec la loi de pression (4.3.13), nous pouvons formellement
effectuer une limite incompressible en faisant ck → +∞. Nous retrouvons alors le graphe monotone
(4.1.6) pour la loi de pression limite. Les expressions obtenues dans la démonstration du Théorème 4.3.3




















Le chapitre précédent a proposé une étude des ondes de propagation en une dimension d’espace.
En dimension supérieure, des phénomènes d’instabilités de l’interface peuvent être à l’origine de formes
remarquables observées dans la nature. Ainsi les tumeurs ne sont pas toujours des sphères parfaitement
symétriques. La Figure 4.1 présente des simulations numériques réalisées grâce au logiciel FreeFem++
[110] pour le modèle présenté dans l’introduction de ce chapitre (4.1.1)–(4.1.3). Le terme de croissance est
supposé tel que dans (4.3.5) et donc modélise le manque de nutriment au centre de la tumeur conduisant
à la formation d’une zone nécrotique. La donnée initiale est n0 = 0.9 sur le disque de rayon 0.5. On
observe, sur ce tracé de la dynamique en temps de la densité des cellules tumorales n, les différentes zones
de la tumeur avec un coeur nécrotique au centre de la tumeur et un anneau de cellules proliférantes où
la densité est maximale envahissant le tissu sain. Nous constatons de plus des instabilités de l’interface
entre la tumeur et le tissu sain.
L’étude mathématique de ces instabilités transversales sur le modèle complet est un travail délicat.
Afin de comprendre les modalités de création de telles instabilités, nous avons considéré un modèle
bien plus simple à deux composants. Il s’agit d’un modèle de type réaction-diffusion à deux composants
apparaissant dans la modélisation de la propagation de flamme [37], mais aussi dans des modèles de
dynamique de population bactérienne [99] :{
∂tu− α∆u = 1αh(u)v,
∂tv −∆v = − 1αh(u)v.
(4.4.1)
Les deux inconnues u et v représentent la concentration du réactant et la température pour les modèles de
combustion ou la densité de population bactérienne et la concentration en nutriment pour des applications
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Figure 4.1 – Dynamique en temps de la densité de cellules n. On observe des instabilités du front de
propagation. Le temps est croissant de la gauche vers la droite.
en biologie. Le paramètre α > 0 est appelé le nombre de Lewis. L’existence de traveling waves pour de
tels modèles a été démontrée par exemple dans les articles [37, 108] et une étude d’instabilité pour un
régime asymptotique différent de celui que nous regardons ici est proposée dans [98]. Afin de pouvoir
mener des calculs explicites, nous utilisons une fonction h de type température d’ignition :
h(u) =
{
0, for u ≤ θ,
1, for u > θ,
(4.4.2)
pour un paramètre θ ∈ (0, 1).
Pour illustrer les différents régimes en fonction des paramètres du modèle, nous avons effectué des
simulations numériques du modèles (4.4.1) à l’aide du logiciel FreeFem++ [110]. Le domaine de calcul
considéré est un disque de rayon 4, le système (4.4.1) est complété par des conditions de Neumann au
bord du domaine de calcul. On se donne innitialement u0 = 1 sur la sphère de rayon 0.4 et v0 = 1− u0.
Les résultats sont présentés dans la Figure 4.2. Suivant les valeurs des paramètres α et θ, on observe un
régime stable ou un régime pour lequel des instabilités apparaissent.
Figure 4.2 – Simulations numériques pour u dans (4.4.1). Gauche : solution u au temps T = 1 pour
α = 0.25 et θ = 0.1. Droite : solution u au temps T = 2 pour α = 0.01 et θ = 0.1.
4.4.2 Traveling waves en une dimension
Avec la forme simple de h (4.4.2), nous pouvons calculer explicitement les traveling waves. On rappelle
que ce sont des solutions de (4.4.1) de la forme u(t, x) = u0(x− σt), v(t, x) = v0(x− σt), où σ > 0 est
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une constante représentant la vitesse. Cela conduit à résoudre le système :
−σu0x − αu0xx = 1αh(u0)v0,
−σv0x − v0xx = − 1αh(u0)v0,
(u0, v0)(−∞) = (1, 0), (u0, v0)(+∞) = (0, 1).
(4.4.3)
Le problème étant invariant par translation, nous fixons 0 < u0(0) = θ < 1. Il existe une unique (à
translation près) traveling wave (u0, v0) avec u0 décroissante et v0 croissante pour le système (4.4.1)–
(4.4.2). De plus, la vitesse est donnée par
σ = (1− θ)
√
α
θ2 + αθ(1− θ)
(4.4.4)
4.4.3 Stabilité transversale des ondes planaires
Afin d’étudier les instabilités observées numériquement, nous nous inspirons des travaux [61] et posons{
u(t, x, y) = u0(x− σt) + εeλt cos(ωy)u1(x− σt),
v(t, x, y) = v0(x− σt) + εeλt cos(ωy)v1(x− σt),
où (u0, v0) est la traveling wave monodimensionelle. En injectant ce développement dans (4.4.1) et ne
gardant que les termes d’ordre 1 en ε, on obtient le système linéarisé :{











On remarque que pour ω = 0, ce système a la solution λ = 0, u1 = u
′
0 et v1 = v
′
0. Ce cas représente le
cas mono-dimensionel pour lequel il n’y a pas d’effets transversaux.
Définition 4.4.1. En dimension 2, on dit que la traveling wave monodimensionnelle (u0, v0) est linéaire-
ment transversalement instable s’il existe ω > 0 et λ avec Reλ > 0 tels que le système (4.4.5) admet
une solution non-triviale.
Avec l’expression particulière de h (4.4.2). On peut alors résoudre explicitement le système (4.4.5) en
séparant les ensembles {x > 0}, où h(u0) = 0, et {x < 0}, où h(u0) = 1. Bien évidemment le couple de
solution recherché doit être borné et satisfaire les relations de continuité en x = 0 et les relations de saut
de la dérivée en x = 0. On obtient alors une condition d’existence d’une solution non-triviale en fonction
de λ. En étudiant plus précisément cette relation, on peut montrer le résultat suivant :
Proposition 4.4.2 (Proposition 4.2 de [C6]). Soient θ ∈ (0, 1) et h donné par (4.4.2). Alors :
1. Pour α assez petit, la traveling wave monodimensionnelle est linéairement stable en une dimension
pour tout θ ∈ (0, 1).
2. Pour θ ∈ (0, 1) et α petit, il existe ω(α, θ) tel que λ(ω(α, θ)) < 0 i.e. la traveling wave est
linéairement transversalement instable pour ces valeurs de paramètres en deux dimensions. De plus,
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[89] M. Fournié, Numerical discretization of the energy-transport model for semiconductors, Applied
Mathematics Letters (2002) 15(6), 721–726.
[90] A. Friedman, A hierarchy of cancer models and their mathematical challenges, DCDS(B) 4(1)
(2004), 147–159.
[91] Friedman, A. ; Hu, B. Stability and instability of Liapunov-Schmidt and Hopf bifurcation for a free
boundary problem arising in a tumor model. Trans. Am. Math. Soc. 360 (2008), no. 10, 5291–5342.
[92] M. Funaki, M. Mimura and A. Tsujikawa, Traveling front solutions in a chemotaxis-growth model,
Interfaces and Free Boundaries, 8, 223–245 (2006).
[93] R.A. Gardner, Existence of travelling wave solution of predator-prey systems via the connection
index, SIAM J. Appl. Math. 44 (1984), 56–76.
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