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Resumen
En este trabajo se dene la molicación discreta, se presentan los principales estima-
dos asociados con aproximación de funciones y sus derivadas y se aplica el método a dos
tareas principales, regularización y estabilización. La regularización por molicación se
propone para diferenciación numérica y para identicación de coecientes no lineales
de difusión. La estabilización por molicación se aplica a esquemas explícitos para la
solución de ecuaciones de convección - difusión. El autor ayudó a formular todos los
resultados y deniciones concernientes a molicación discreta que se presentan en este
manuscrito, pero los métodos y resultados acerca de identicación de coecientes de
difusión no lineales que aparecen en el tercer capítulo, son originales e inéditos y fueron
obtenidos por el autor sin ayuda directa de otras personas.
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Introducción
Cuando se realiza la convolución de una función con un núcleo gaussiano, se dice que
la función se molica. Cuando la convolución se realiza entre una función discreta y una
versión discreta y truncada de un núcleo gaussiano, se habla de molicación discreta.
Es sabido que el resultado de la convolución de una función localmente integrable con
un núcleo gaussiano truncado y normalizado, es C1, sin importar el grado de suavidad
de la función involucrada. Esta es una razón importante para que la molicación se
utilice como herramienta regularizadora de problemas mal condicionados.
El método de molicación, como estrategia para regularizar problemas mal condi-
cionados, tiene una historia de aproximadamente 30 años pero se ha podido difundir
por todo el mundo y por eso existen grupos interesados en el tema en muy diversas
partes como Estados Unidos, Argentina, Francia, Alemania, Australia, Inglaterra, Viet-
nam y Colombia. En cambio, como herramienta para acelerar y estabilizar cómputos
con esquemas explícitos, su introducción es muy reciente y la divulgación es escasa.
El primer objetivo de este trabajo es presentar resultados originales e inéditos sobre
molicación discreta como herramienta regularizadora para la identicación de modelos
de difusión no lineal. Estos resultados, que son originales e inéditos, fueron obtenidos
por el autor sin ayuda directa de otras personas y se encuentran consignados en el
capítulo 3.
El segundo objetivo es presentar una nueva versión de la molicación discreta en
el contexto del álgebra lineal numérica, pues todos los operadores que se utilizan son
lineales nito-dimensionales. Los detalles están en el primer capítulo.
El tercer objetivo del trabajo es dar un vistazo a algunos usos del método de mo-
licación con los que el autor está familiarizado por haber ayudado a desarrollarlos y
que le son especialmente cercanos por diversas razones. Se trata de la diferenciación
numérica y de la estabilización de esquemas explícitos para la solución de ecuaciones
de convección-difusión. Este vistazo aparece en el capítulo 2.
La regularización es una estrategia que se usa en el caso de problemas en los que
pequeñas perturbaciones en los datos pueden generar grandes cambios en las soluciones
obtenidas. La diferenciación numérica es un problema mal condicionado en ese sentido.
Otros problemas mal condicionados son la casi totalidad de problemas inversos asocia-
dos con ecuaciones diferenciales e integrales. El autor ha trabajado en la utilización
de la molicación para obtener soluciones numéricas estables de otros problemas mal
condicionados como la ecuación integral de Abel [32], el problema inverso de conduc-
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ción de calor [24] y recientemente está empezando a incursionar en la utilización de la
molicación para la solución de ecuaciones diferenciales en las que intervienen derivadas
fraccionarias denidas a la manera de Caputo. En este campo ya existen publicaciones
de Murio [27], [28] y recientemente se envió a consideración de editores el primer tra-
bajo conjunto de Murio y el autor [33] sobre este tema. Resolver problemas en los
que intervienen derivadas fraccionarias, es de interés para investigadores de áreas de
ingeniería que requieren modelar procesos difusivos con comportamientos anómalos, es
decir, procesos en los que la ecuación básica de difusión no es adecuada como modelo.
Probablemente el método de molicación se aplica a más y más problemas cada vez
gracias a su capacidad para aproximar establemente derivadas. Es que la diferenciación
numérica se encuentra en la base de prácticamente todo problema mal condicionado
como puede muy bien verse en referencias generales sobre el tema como [13] y [14].
La estabilización y aceleración de esquemas explícitos es otra de las funciones del
método de molicación y es poco lo que se ha dicho al respecto, probablemente [26] y [31]
sean las primeras referencias. Después vienen [2] y la Tesis Doctoral [1] en preparación.
Claro que otros autores plantean estabilización y aceleración de otras formas, por ejem-
plo [37] y [3], lo cual es importante, pues es necesario disponer de varios métodos
numéricos para cada aplicación y escoger entre ellos el más adecuado.
La principal referencia para los capítulos 1 y 2 es el artículo [2] recientemente aceptado
para publicación. El material sobre diferenciación numérica fue escrito especialmente
para este trabajo pero le debe mucho a [29] y [25].
Este trabajo es un sucesor del artículo [21], en el que el principal objetivo fue recopi-
lar resultados numéricos del autor sobre el uso de molicación en problemas inversos
de conducción de calor y en identicación de coecientes lineales de difusión. Estos
temas no se tratan en el presente documento. Tampoco se tratan los temas actuales de
investigación del autor que consisten en la utilización de la molicación para la solución
numérica de problemas en los que aparecen. Por ahora se ha pensado en revisar en
este contexto la diferenciación numérica, la solución de problemas inversos de calor y la
identicación de coecientes. Pero es de esperarse que se planteen muchos más proble-
mas y de pronto dentro de unos años, a este documento lo suceda otro completamente
distinto que resuma la investigación realizada a partir de hoy.
1Molicación discreta
El método de molicación es un procedimiento de ltrado basado en convolución
con un núcleo gaussiano que sirve para regularizar problemas mal condicionados y
para estabilizar y evitar oscilaciones cticias en procedimientos numéricos. Ejemplos
de problemas mal condicionados en los que se puede trabajar con molicación son
la gran variedad de problemas que se conocen bajo el nombre genérico de problemas
inversos de conducción de calor ([24], [28], [30]) y los problemas inversos de identicación
de modelos ([23], [9]). Con respecto a los procedimientos numéricos que se pueden
estabilizar y hacer no oscilatorios con molicación, mencionamos los esquemas explícitos
de o volúmenes nitos para la solución de ecuaciones de difusión, de convección difusión
y ecuaciones hiperbólicas de la familia de leyes de conservación ([2], [1], [31], [26]).
Una constante que tienen todas las aplicaciones mencionadas es que reposan sobre
la gran calidad de la diferenciación numérica que se obtiene por molicación discreta
([29], [2]). La presentación de la molicación discreta está repartida en las siguientes
secciones: Denición y propiedades, en la cual se introducen la forma abstracta y la
forma discreta de la convolución que dene la molicación, los estimados de consistencia
y estabilidad que satisface el operador de molicación discreta y la selección automática
de parámetros de molicación. La segunda sección se dedica a las condiciones de borde
que son la manera de agregar versatilidad y generalidad a la molicación. En la tercera
sección se explica el proceso automático de selección de parámetros de regularización.
La guía para este capitulo es [2].
1.1. Denición y Propiedades
Sean  > 0; p > 0 números reales positivos y
Ap =
0B@ p=Z
 p=
exp( s2)ds
1CA
 1
:
El núcleo que nos interesa es el siguiente núcleo gaussiano truncado:
p(t) =

Ap
 1 exp( t2=2); jtj  p
0; jtj > p: :
Este núcleo cumple: p  0; p 2 C1( p; p); p es cero fuera de [ p; p] y
R
R p = 1:
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Dada f : R ! R localmente integrable, denimos su p   molificacion, denotada
Jpf; como la convolución de f con el núcleo p: Es decir,
Jpf(t) = (p  f) (t) (1.1)
=
1Z
 1
p(t  s)f(s)ds
=
t+pZ
t p
p(t  s)f(s)ds
=
pZ
 p
p( s)f(t+ s)ds:
Los parámetros  y p están asociados con la forma y el soporte del núcleo de moli-
cación respectivamente y generalmente los escogemos de manera que p = 3. Por tanto
la constante de normalización Ap es independiente de  pues
Ap =
0B@ p=Z
 p=
exp( s2)ds
1CA
 1
=
0@ 3Z
 3
exp( s2)ds
1A 1 : (1.2)
Si f se dene en un conjunto acotado Y; el cómputo de la convolución Jpf requiere
ya sea suponer conocidos algunos valores de f fuera del dominio o restringir los cálculos
a un subconjunto de Y: En [22] se propuso un proceso de optimización para escoger un
valor constante que sea el adecuado para extender el valor de f fuera de su dominio. Este
procedimiento fue mejorado ostensiblemente en [2] como se podrá ver en la próxima
sección de este trabajo sobre condiciones de borde, la cual está basada en [34] y [6].
Denición 1 Sea X = fxj : xj = x0 + jh; j 2 Zg un dominio discreto con x0 y h
números reales dados y h > 0: Sea G : X ! R una función denida por G(xj) = yj:
Además, sean
Sj = (xj 1 + xj) =2; j 2 Z
Ij = [Sj; Sj+1) ; j 2 Z
f(t) =
1X
j= 1
yjj(t); t 2 R;
(1.3)
con j la función característica del intervalo Ij: Entonces para  > 0 y  un entero no
negativo, denimos la   molificacion de G como la p molificacion de f con
p = ( + 1=2)h; (1.4)
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es decir,
JG(x) = Jpf(x):
Estamos interesados especialmente en el valor de JG en el dominio discreto X: Sea
tj = (j   1=2)h; j 2 Z: (1.5)
Podemos escribir
JG(xj) = Jpf(xj)
=
pZ
 p
p( s)f(xj + s)ds
=
X
i= 
ti+1Z
ti
p( s)f(xj + s)ds
y se cumple que
ti < s < ti+1 si y solo si Si+j < xj + s < Si+j+1:
Luego
JG(xj) =
X
i= 
wiyj+i; donde wi =
ti+1Z
ti
p( s)ds; (1.6)
esto es, la molicación discreta de G es la convolución discreta del vector y con el vector
núcleo w de factores de ponderación o pesos de acuerdo con el núcleo kp. El vector w
satisface
X
i= 
wi = 1:
El entero  es ahora el parámetro indicador del soporte del núcleo de molicación. En
ese sentido hace un papel parecido al del real p en la molicación innito dimensional.
Los principales estimados de consistencia y estabilidad para la molicación discreta
aparecen en el siguiente teorema.
Teorema 2 Sea g una función denida en R con cuarta derivada g(4) continua y aco-
tada en R: Sea G su versión discreta denida en X:
Estabilidad y consistencia: Si G" es otra función discreta denida en X y es tal que
jG"(xj) G(xj)j  "; for xj 2 X;
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entonces para cada subconjunto compacto K = [a; b] hay una constante C = C(K) tal
que si xj 2 K
jJG"(xj)  JG(xj)j  "; (1.7)
jJG(xj)  g(xj)j  Ch2:
Diferenciación numérica con molicación: Además,
jD+JG(xj)  g0(xj)j  Ch; (1.8)
jD0JG(xj)  g0(xj)j  Ch2;
jD D+JG(xj)  g00(xj)j  Ch2;
donde D+; D  y D0 son los operadores de diferenciación discreta hacia adelante, hacia
atrás y central respectivamente.
Prueba. Estabilidad: Se deriva de las propiedades del núcleo de molicación pues
jJG"(xj)  JG(xj)j =

X
i= 
wi (G
"(xj+i) G(xj+i))


X
i= 
wi jG"(xj+i) G(xj+i)j  ":
Consistencia: Sea xj 2 K = [a; b] entonces por Teorema de Taylor, para cada i =
 ;    ;  existe i 2 ~K = [a  p; b+ p] tal que
g(xj+i) = g(xj) + (ih) g
0(xj) +
(ih)2
2
g00(i):
Así
JG(xj) =
X
i= 
wig(xj+i)
=
X
i= 
wi
 
g(xj) + (ih) g
0(xj) +
(ih)2
2
g00(i)
!
(1.9)
= g(xj) +
h2
2
X
i= 
i2wig
00(i)
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lo cual lleva a
X
i= 
wi (ih) g
0(xj) = hg0(xj)
X
i= 
iwi
= hg0(xj)
X
i=1
i (wi   w i) = 0:
Luego
jJG(xj)  g(xj)j = h
2
2
X
i= 
i2wi jg00(i)j
 h
2
2
X
i= 
i2wi kg00k1; ~K :
Diferenciación numérica: Como antes, si xj 1; xj+1 2 K; existen i;  i 2 ~K tales que
JG(xj+1) = g(xj+1) +
h2
2
g00(xj+1)
X
i= 
i2wi +
h4
24
X
i= 
i2wig
(4)(i);
JG(xj 1) = g(xj 1) +
h2
2
g00(xj 1)
X
i= 
i2wi +
h4
24
X
i= 
i2wig
(4)( i):
Ahora, para algunos #j y j entre xj 1 y xj+1 tenemosg(xj+1)  g(xj 1)2h   g0(xj)
 = h212 jg000(#j)j  h212 g(3)1; ~K ;g00(xj+1)  g00(xj 1)2h
 = jg000(j)j  g(3)1; ~Kg(4)(i)  g(4)( i)2h
 
g(4)1; ~K
h
:
Por tanto
JG(xj+1)  JG(xj 1)
2h
= g0(xj) +O(h2):
Los otros estimados se obtienen de forma semejante.
1.2. Condiciones de Borde
El cálculo de convoluciones discretas de funciones denidas en conjuntos nitos tiene
el inconveniente de no poderse realizar a no ser que se supongan conocidos algunos
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valores de la función fuera del dominio o que se establezca alguna otra condición. El
procedimiento que presentamos hace uso de extensiones de los datos fuera de su dominio
y, en ese sentido, sigue las ideas en [31] pero nuestra aproximación es diferente, está
basada en técnicas de reconstrucción de imágenes y procesamiento digital de señales
descritas en [34], Sección 7 de [6] y Capítulo 24 de [35].
En esta sección se introduce el procedimiento numérico para el cómputo de la   
molificacion discreta de un dato y 2 Rm denotada y:
Suponemos, como en la denición 1, que
yj = G (xj) ;
donde a = x1 < x2 <    < xm = b y xj   xj 1 = h > 0 para j 2 Z: Por (1.6),
[y]j = JG(xj) =
X
i= 
wiyj+i; donde wi =
ti+1Z
ti
p( s)ds
y los ti están dados por (1.5), es decir,
ti = (i  1=2)h; i2 Z:
Esto implica
y = Tlyl + Ty + Tryr; (1.10)
donde
Tl =
2666664
w     w 1
. . .
...
w 
0
3777775
m
; yl =
2666664
y +1
y +2
...
y 1
y0
3777775
1
;
T =
26666664
w0    w 0
...
. . . . . .
w 
. . . w
. . . . . .
...
0 w     w0
37777775
mm
; y =
2666664
y1
y2
...
ym 1
ym
3777775
m1
; (1.11)
Tr =
2666664
0
w
...
. . .
w1    w
3777775
m
; yr =
2666664
ym+1
ym+2
...
ym+ 1
ym+
3777775
1
:
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Nos concentramos ahora en los vectores yl y yr que se pueden denir de muchas
formas, tal como lo indica [34]. Veamos las más importantes:
Condición de borde cero (pdd)
En este caso, yl e yr se toman nulos y y se calcula mediante la acción de la matriz
de Toeplitz T sobre y. Más precisamente,
y = Ty; (1.12)
donde T e y están dados por (1.11).
Esta condición de frontera es útil cuando se sabe que y decae rápidamente a cero
fuera del dominio [a; b] : Desde luego suponer esta condición de borde cuando no se dan
esas condiciones puede perjudicar signicativamente la calidad de la aproximación.
Condición de borde denida por escalamiento (scl)
Nuevamente yl e yr se toman nulos pero y se calcula usando una versión escalada
T de la matriz T , dada por
T = D
 1T;
donde D = diag [d1; d2; :::; dm] y dk es la suma de los elementos de la k-ésima la de T:
Luego,
y = Ty: (1.13)
Este escalamiento es la opción por defecto cuando no se tiene indicio del comportamiento
de la función fuera del dominio.
Condición de borde periódica (¤t)
En este caso se toma
yl =
2666664
y +1
y +2
...
y 1
y0
3777775 =
2666664
ym +1
ym +2
...
ym 1
ym
3777775 ; yr =
2666664
ym+1
ym+2
...
ym+ 1
ym+
3777775 =
2666664
y1
y2
...
y 1
y
3777775
y es posible calcular la molicación discreta de modo muy sencillo. El operador lineal
asociado es la matriz circulante
C =

0m(m )jTl

+ T +

Trj0m(m )

y
y = Cy:
Dado que C es circulante, puede diagonalizarse por medio de la matriz de Fourier.
Esta es una ventaja computacional importante de las condiciones de borde periódicas.
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Condición de borde por reexión par (dct)
Si el borde es izquierdo, la información más allá del borde se toma del interior por
reexión par. O sea, los valores a la izquierda del borde se toman del lado derecho de
dicho borde. De forma similar se trabaja en bordes derechos. Más precisamente,
yl =
2666664
y +1
y +2
...
y 1
y0
3777775 =
2666664
y
y 1
...
y2
y1
3777775 ; yr =
2666664
ym+1
ym+2
...
ym+ 1
ym+
3777775 =
2666664
ym
ym 1
...
ym +2
ym +1
3777775
Por tanto,
y =
 
0m(m )jTl

R + T +

Trj0m(m )

R

y;
donde R es la matriz reversa mm
R =
2664
1
1
1
3775
mm
:
Además, la matriz
R =

0m(m )jTl

R + T +

Trj0m(m )

R
es tal que
R = T +H;
donde
H =
266666664
w 1 w 2    w  0
w 2    w 
... 0 w
w  0
...
w    w2
0 w    w2 w1
377777775
:
Nótese que H es una matriz tipo Hankel y entonces el operador de molicación discreta
es una matriz Toeplitz+Hankel. Debido a la simetría del núcleo de molicación, es
decir w j = wj, la matriz R se diagonaliza por medio de la matriz de la transformada
coseno discreta ([34]).
Condición de borde por reexión impar (n)
Como su nombre lo indica, en este caso las extensiones se hacen reejando de modo
impar los datos en el interior. Más precisamente, se hace
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yl =
2666664
y +1
y +2
...
y 1
y0
3777775 =
2666664
2y1   y
2y1   y 1
...
2y1   y2
y1
3777775 ; yr =
2666664
ym+1
ym+2
...
ym+ 1
ym+
3777775 =
2666664
2ym   ym
2ym   ym 1
...
2ym   ym +2
2ym   ym +1
3777775 :
La molicación discreta es
y = (T +H#) y;
donde # es
# =
24 A 0 00 Im 2 0
0 0 B
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y las matrices A y B son
A =
2666664
1 0
2  1
. . .
...
2 0    0  1
3777775

y B =
2666664
 1 0    0 2
. . .
...
 1 2
0 1
3777775

:
A diferencia del caso de reexión par, se carece de una forma eciente de diagonali-
zación para el operador de molicación en este caso y se debe recurrir a la denición
(1.10).
1.3. Selección de parámetros
En el trabajo con molicación discreta como método de regularización, se deben uti-
lizar algoritmos que elijan automáticamente los parámetros de regularización. Más aún,
los algoritmos deben tratar de identicar valores óptimos opt; para los diferentes ra-
dios de molicación  que se deban utilizar. Posiblemente la mejor alternativa existente
hasta el momento para la selección automática de parámetros es la Validación Cruzada
Generalizada, GCV ([14], [12]), que puede usarse gracias a la linealidad de los diferentes
operadores de molicación discreta con los que trabajamos de acuerdo con la condición
de borde utilizada. Para el uso de GCV en la molicación se recomienda [31]. El valor
óptimo del parámetro según GCV es
opt = argmn

ky   yk22
trace (Im  M)2
;
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donde M es la matriz usada en el cálculo de y; correspondiente a la condición de
frontera elegida. Nótese que a partir de (1.4),  se puede obtener de  y recíprocamente.
Las fórmulas son
 =

3
h
  1
2

y  =
 
 + 1
2

h
3
; (1.14)
donde b:c representa parte entera o función piso. Estas fórmulas son consistentes con
(1.4) cuando p = 3:
A manera de conclusión para este capítulo quiero llamar la atención sobre lo im-
portante que es tener la molicación discreta como un operador lineal en cualquiera
de los cinco casos considerados de acuerdo con la condición de borde que se imponga.
Posiblemente en materia de denición de la molicación discreta seguirán apareciendo
novedades como otras condiciones de borde o algún otro núcleo, etc. Sin embargo, el
autor está convencido que el esfuerzo por estructurar la denición de la molicación
discreta que se reporta aquí, será de utilidad para los investigadores que nos sucedan.
2Diferenciación Numérica y Ecuaciones de
Convección - Difusión
En este capítulo se presentan dos aplicaciones del método de molicación que el autor
ha ayudado a desarrollar. Se trata de la diferenciación numérica y la estabilización de
esquemas explícitos para la solución numérica de ecuaciones de convección - difusión.
Para presentar la primera aplicación, se siguen principalmente los trabajos [25] y [29]
escritos por el autor junto con Murio y Zhan. Para presentar la segunda, se utiliza el
artículo [2] del autor y Acosta, el cual mejora y amplía trabajo previo de Murio [31] y del
autor con Montoya y Toro [26]. El papel de la molicación es regularizante en la primera
aplicación y estabilizante en la segunda. El importante problema de identicación de
modelos basados en ecuaciones de difusión no lineales se deja para el siguiente capítulo.
2.1. Diferenciación Numérica
Gran parte de las dicultades para la solución estable de problemas mal condicionados
se origina en la aproximación de derivadas. Por ejemplo, la ecuación integral de Abel,
de gran importancia en el tratamiento digital de imágenes y la tomografía, consiste en
encontrar la función g (x) tal que
f (t) =
tZ
0
g(s)ds
[t  s] 12
; 0 < t  1:
Si se suponen condiciones de suavidad y además, f (0) = 0; la función solución es
g (t) =
1

tZ
0
f 0(s)ds
[t  s] 12
; 0 < t  1:
Es claro entonces que la aproximación estable de la derivada de f es indispensable en
todo procedimiento numérico de solución de la ecuación integral. En [32], el autor y sus
coautores presentan un método de solución de esta ecuación integral y algunos otros,
que se basan en varias maneras de emplear molicación, están descritos en [30].
Un segundo ejemplo es la necesidad de aproximar derivadas cuando se utiliza el
método de diferencias nitas para resolver numéricamente problemas mal condiciona-
dos asociados con ecuaciones en derivadas parciales. Los ejemplos abundan, pero aquí
12 2. Diferenciación Numérica y Ecuaciones de Convección - Difusión
mencionamos solamente aplicaciones en las que el autor ha trabajado directamente co-
mo son problemas inversos de conducción de calor [24] y problemas de identicación de
modelos [22], [23] y [33]. Sobre este tema trata el siguiente capítulo, en el que aparecen
métodos nuevos basados en molicación para la identicación de coecientes de difusión
no lineales.
Utilizar molicación discreta para aproximar derivadas es una alternativa de solución
numérica que es fácil de implementar y ofrece resultados de calidad. La consideran
también otros autores como [15] y [16] y cada variante ofrece sus propias fortalezas
y debilidades. También hay otras formas de enfrentar la diferenciación numérica, por
ejemplo, [4]. Tal como lo expresa Hansen en [14] pág. 2, la idea es que conviene disponer
de varios métodos de regularización para cada problema mal condicionado y no hay uno
que sea superior a los demás sino que, dependiendo de la aplicación, hay alguno que
ofrece más ventajas que los otros.
2.1.1. Marco Teórico
Supongamos que de una cierta función suave f : [a; b] ! R necesitamos aproximar
numéricamente su derivada y que solo conocemos una versión discreta de f obtenida
de alguna forma, por ejemplo, por medición, sobre una partición del intervalo [a; b] ;
digamos Y = fxj : xj = a+ jh; j=0; 1; :::;Mg con h = b aM : Para plantear teóricamente
estimados de convergencia, también se supone conocido el máximo nivel de ruido " que
puede haber en la versión discreta y ruidosa F " de f: Conocer a " es una hipótesis que
desde el punto de vista de la ingeniería es realista, pues signica conocer la tolerancia
de los aparatos de medición. La diferenciación numérica por molicación discreta de f
consiste en utilizar un operador de diferenciación discreta aplicado a JF " (xj) sobre
la malla Y:
Para aplicar el Teorema 2, denimos una versión discreta F de f sobre Y haciendo
F (xj) = f (xj) : Las funciones discretas F y F " cumplen
jF "(xj)  F (xj)j  "; para xj 2 Y:
Por Teorema 2, existe una constante C tal que si xj 2 Y; entonces
jJF "(xj)  JF (xj)j  " y jJF (xj)  f(xj)j  Ch2:
Además, se cumplen los siguientes estimados para el proceso de diferenciación numérica:
jD+JF (xj)  f 0(xj)j  Ch;
jD0JF (xj)  f 0(xj)j  Ch2;
jD D+JF (xj)  f 00(xj)j  Ch2;
donde D+; D  y D0 son los operadores de diferenciación discreta hacia adelante, hacia
atrás y central respectivamente.
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En la práctica, lo único que se conoce es la versión discreta F " de f . Si se quiere
aproximar f 0 por molicación discreta, se calcula ya sea D+JF "(xj) o D0JF "(xj):
En el primero de los casos se acota el error cometido de la siguiente forma:
jD+JF "(xj)  f 0(xj)j  jD+JF "(xj) D+JF (xj)j+ jD+JF (xj)  f 0(xj)j
 1
h
jJF "(xj+1)  JF (xj+1)j+ 1
h
jJF "(xj)  JF (xj)j
+ jD+JF (xj)  f 0(xj)j (2.1)
 2
 "
h

+ Ch:
De forma similar se obtienen los siguientes estimados:
jD0JF "(xj)  f 0(xj)j  "
h
+ Ch2 (2.2)
y
jD D+JF "(xj)  f 00(xj)j  4
 "
h2

+ Ch2: (2.3)
Estas tres clases de cotas de error son similares y como funciones de h tienen la forma
que se aprecia en la gura 2.1. Su comportamiento es el típico en problemas mal condi-
cionados. Indica que para obtener convergencia del error a 0, se deben vincular h y "
de tal forma que el estimado de la derecha tienda a 0 cuando " ! 0: Nótese que las
ratas óptimas de convergencia para las cotas (2.1) a (2.3) se consiguen con h = O

"
1
2

,
h = O

"
1
3

y h = O

"
1
4

respectivamente.
Las ratas óptimas de convergencia son de interés teórico solamente. A la hora de
hacer cómputos, lo primero que se hace es escoger automáticamente a  por medio de la
Validación Cruzada Generalizada (GCV). Escogido ; se molica a F " (xj) y después se
utiliza alguno de los operadores de diferenciación discreta para aproximar la derivada.
2.1.2. Resultados Numéricos
Los cálculos que se presentan fueron hechos con diversas variantes de la molicación
para tres ejemplos que se consideran problemas modelo en la literatura de diferenciación
numérica. Las variantes incluyen diferentes parámetros de discretización h = 1
M
; dife-
rentes cotas para el ruido en los datos y distintas estrategias de condición de borde.
Ejemplo 3 Se trata de aproximar la derivada de
g (t) = exp
  40 (t  0;5)2 ; 0  t  1:
La función es suave pero su derivada cambia rápidamente.
El efecto de utilizar diversas condiciones de borde aparece en la Tabla 2.1. Puede apre-
ciarse que se trata de un ejemplo en el que las opciones ¤t y dct son preferibles. Las
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FIGURA 2.1. Diferenciación Numérica
guras 2.2 y 2.3 muestran las aproximaciones que se obtienen con distintas condiciones
de borde pero la misma resolución y el mismo nivel de ruido en los datos.
"nborde ¤t dct n scl pdd
0;00 0;0058 0;0058 0;0058 0;0058 0;0058
0;05 0;1028 0;0863 0;0989 0;1159 0;1130
0;10 0;1418 0;1732 0;1911 0;1600 0;2312
Tabla 2.1. Condiciones de Borde, Ej. 1, M = 128; Norma l_2
Ejemplo 4 En este caso la dicultad es que la derivada exacta es oscilante. El ejemplo
consiste en la aproximación de la derivada de
g (t) = sin (10t) ; 0  t  1:
Las guras 2.4 y 2.5 muestran las aproximaciones que se obtienen con condición de
borde fft; distintas resoluciones espaciales y con medida de error en norma l1.
Ejemplo 5 En este ejemplo se aproxima la derivada de un pulso triangular que es
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FIGURA 2.2. M = 128; " = 0;1; borde fft; norma l2
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FIGURA 2.3. M = 128; " = 0;1; borde dct; norma l2
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FIGURA 2.4. M = 256; " = 0;1
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FIGURA 2.5. M = 128; " = 0;1
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FIGURA 2.6. M = 128; " = 0;1
solamente derivable a trozos. La función es
g (t) =
8>><>>:
0; 0  t  1
4
4t  1; 1
4
 t  1
2 4t+ 3; 1
2
 t  3
4
0; 3
4
 t  1
Las guras 2.6 y 2.7 ilustran la aproximación a la derivada discontinua de g (t) con
condición de borde fft y distintas resoluciones espaciales. Las medidas se toman en
norma l1:
La Tabla 2.2 ilustra el comportamiento de los errores cuando cambian el nivel de
ruido en datos y la resolución espacial. El mayor nivel de dicultad está en el Ejemplo
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FIGURA 2.7. M = 256; " = 0;1
5 debido a la discontinuidad de la derivada que se debe identicar.
" Ej 1 Ej 2 Ej 3
M = 64
0;00 0.0111 0.0704 0.0514
0;05 0.1279 0.0721 0.2505
0;10 0.1470 0.1015 0.3209
M = 128
0;00 0.0056 0.0365 0.0415
0;05 0.1224 0.0583 0.2257
0;10 0.2248 0.0923 0.2693
M = 256
0;00 0.0042 0.0274 0.0407
0;05 0.1620 0.0494 0.2768
0;10 0.2356 0.0959 0.2189
M = 512
0;00 0.0038 0.0251 0.0422
0;05 0.1182 0.0408 0.2388
0;10 0.2033 0.0681 0.2200
Tabla 2.2 Borde fft; Norma l1
2.2. Convección - Difusión 19
2.2. Convección - Difusión
Los métodos explícitos para la solución de ecuaciones diferenciales están sujetos a
restricciones en los parámetros de discretización espacial y temporal para poder producir
soluciones numéricas estables. Estabilizar un método es modicarlo de tal manera que
las restricciones se hagan menos severas y los cómputos con el método más rápidos
pues se permiten tamaños de paso temporal más grandes. Por eso también se habla de
aceleración de métodos explícitos.
El tema lo tratan muchos autores y es conveniente tener diferentes alternativas de es-
tabilización para cada aplicación pues es inevitable que unas lo hagan mejor que otras.
Entre las referencias que recientemente han tratado este tema, destacamos [3], que se
concentra en ecuaciones parabólicas, [7] que trabaja con ecuaciones en las que la con-
vección es dominante y [11] que estudia métodos explícitos para ecuaciones diferenciales
ordinarias rígidas (sti¤).
Un tema asociado de gran interés es lograr por medio de molicación, tanto estabi-
lización como alto orden, lo cual implica, en particular, que el esquema numérico no
agregue oscilaciones sin sentido físico a las soluciones. Este tema se trata en detalle en
la Tesis Doctoral de Carlos Acosta [1] que está en preparación.
Consideremos la ecuación de convección-difusión
ut + aux = buxx (2.4)
y el esquema de diferencias nitas adelante en tiempo centrado en espacio (FTCS),
dado por la ecuación,
vn+1m   vnm
k
+ a
vnm+1   vnm 1
2h
= b
vnm+1   2vnm + vnm 1
h2
: (2.5)
Aquí vnm es la aproximación discreta del valor de u en el punto nodal (xm; tn) y h y k son
los parámetros de discretización en espacio y tiempo respectivamente. Esta ecuación la
reescribimos
vn+1m = v
n
m + b(1 + )v
n
m 1   2bvnm + b(1  )vnm+1; (2.6)
donde
 =
k
h2
;  =
k
h
y  =
ha
2b
=
a
2b
:
Las condiciones de estabilidad para este esquema son
b  1=2;   1:
Sea znm = Jv
n (xm) la  molicación (en espacio) de vn evaluada en xm: Considere-
mos dos versiones molicadas de (2.6), la primera
vn+1m = v
n
m + b(1 + )z
n
m 1   2bznm + b(1  )znm+1; (2.7)
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se obtiene reemplazando los datos que vienen de diferenciación numérica espacial por su
versión molicada. La segunda opción se sigue de (2.6) reemplazando todos los términos
del lado derecho por sus versiones molicadas. Es decir,
vn+1m = z
n
m + b(1 + )z
n
m 1   2bznm + b(1  )znm+1: (2.8)
Para analizar la convergencia de (2.7), la reescribimos en términos de la denición de
molicación discreta. Para ello convenimos que wj = 0 para jjj > ; así
znm =
X
j= 
wjv
n
m+j =
+1X
j=  1
wjv
n
m+j;
znm 1 =
X
j= 
wjv
n
m 1+j =
+1X
j=  1
wj+1v
n
m+j;
znm+1 =
X
j= 
wjv
n
m+1+j =
+1X
j=  1
wj 1vnm+j:
Podemos entonces escribir (2.7) como
vn+1m =
+1X
j=  1
[0;j + b f(1 + )wj+1   2wj + (1  )wj 1g] vnm+j; (2.9)
donde 0;j representa el delta de Kronecker. Similarmente, podemos escribir (2.8) como
vn+1m =
+1X
j=  1
[wj + b f(1 + )wj+1   2wj + (1  )wj 1g] vnm+j: (2.10)
2.2.1. Estabilidad y Consistencia
Teorema 6 Consideremos el proceso evolutivo
yn+1j =
X
i= 
wiy
n
j i;
Si la condición inicial es periódica con y0j+M = y
0
j y las componentes de la transformada
de Fourier del vector de RM
w0 w 1    w  01(M 2 1) w    w1

(2.11)
tienen todas módulo menor o igual a uno, entonces el esquema es estable bajo condi-
ciones de frontera periódicas.
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FIGURA 2.8. Condición CFL, esquema (2.9)
Prueba.Dado que el dato es periódico, basta considerar el dato ynj sólo para j desde 1
hastaM: Adicionalmente, la solución numérica en el instante tn+1 se puede calcular por
multiplicación de la matriz circulante con primera la (2.11) con la solución numérica
en tn. Pero los valores propios de dicha matriz son precisamente las componentes de la
transformada de Fourier de (2.11). Entonces, el radio espectral de la matriz de iteración
del método será la norma innito de la transformada de Fourier de (2.11). Así, por
hipótesis, la matriz de iteración tendrá radio espectral menor o igual a uno y el esquema
es estable.
Este Teorema puede aplicarse a los esquemas (2.9) y (2.10). La gura 2.8 muestra el
valor máximo de b permitido por el esquema para conservar la estabilidad de (2.9).
Observaciones:
1. Para valores de  cercanos 1; no hay una mejora sustancial en la estabilidad del
esquema original.
2. Para valores de  cercanos o iguales a 0; la cota de estabilidad es mayor que 1
2
si se usa molicación ( > 0). Por tanto, cuando se esté resolviendo la ecuación de
convección-difusión con un  cercano a 1; uno puede incrementar la resolución espacial
reduciendo h sin que ello signique estar forzado a usar valores de k muy pequeños:
3. El caso  = 0 corresponde a la ecuación del calor, para la cual la estabilización
por molicación fue considerada por Murio en [31].
La condición CFL para el esquema molicado (2.10) se muestra en la gura 2.9. La
principal característica de este método es la estabilización para valores de  cercanos a
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FIGURA 2.9. Condición CFL, esquema (2.10)
1.
Para vericar la consistencia de los esquemas molicados con la ecuación
ut + aux = buxx;
escribimos (2.7) y (2.8) como
vn+1m   vnm
k
+ aD0z
n
m = bD2z
n
m; (2.12)
vn+1m   znm
k
+ aD0z
n
m = bD2z
n
m; (2.13)
respectivamente, y notamos que
ut   v
n+1
m   vnm
k
= O (k)
ut   v
n+1
m   znm
k
= O(k + h
2
k
)
ux(xm; tn) D0znm = O
 
h2

uxx(xm; tn) D2znm = O
 
h2

De aquí se sigue la consistencia de los esquema conforme k; h! 0 siempre que h2=k ! 0.
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2.2.2. Resultados Numéricos
Ilustramos las propiedades de los esquemas explícitos molicados con varios ejemplos
relacionados con la ecuación de convección-difusión
ut + aux = buxx: (2.14)
Ejemplo 7 (Difusión dominante) Método adelante en tiempo centrado en espacio mo-
licado (2.9) para la ecuación homogénea del calor
ut = uxx; 0 < x < 1; 0 < t
u (x; 0) = sin (x) ; 0 < x < 1;
u (0; t) = u (1; t) = 0; 0 < t
La solución exacta es conocida. En la tabla 2.3 se usa h = 1=64; condición de frontera
por reexión impar (n) y el máximo  permitido para el método. Se calcula hasta t =
1;0: Las normas del error se calculan sobre todo los x del dominio espacial disponible,
para un muestreo de valores de tiempo t de la malla discreta. El tiempo de cómputo
empleado también se indica.
 b Inf Error L2 Error T ime (sec)
0 0;5 1;4563e  4 2;3612e  4 1;532
1 0;6475 2;5998e  3 7;3468e  4 1;234
2 1;48 6;4994e  3 1;8757e  3 0;547
3 2;3125 8;3427e  3 2;5916e  3 0;344
4 3;4225 8;6844e  3 3;1920e  3 0;234
5 4;68 8;7602e  3 3;8941e  3 0;172
6 6;2125 7;9251e  3 4;8629e  3 0;125
Tabla 2.3 h = 1
64
; se llega hasta t = 1
Ejemplo 8 (Convección dominante) Esquemas FTCS molicados para la ecuación de
convección-difusión (2.14) con solución exacta
u(x; t) =
1p
1 + t
exp
 
 (x  a(1 + t))
2
4b(1 + t)
!
:
El método original FTCS (2.6) obtiene resultados aceptables para b = 0;125: El es-
quema (2.9) genera buenos resultados usando b = 0;25 con   0;5, pero para 0s
mayores se requieren b más pequeños. Por el contrario, el esquema (2.10) es capaz de
resolver el problema con buena calidad de aproximación y usando siempre valores b
por encima de 0;5: Por tanto, sólo en este caso podemos hablar de una estabilización
efectiva.
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0
0.2
0.4
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1
x
u
Initial Prof ile
Exact
Computed
FIGURA 2.10. Ejemplo con convección dominante, t = 2:
La Tabla 2.4 muestra el error absoluto máximo en (") en t = 2 para el esquema
(2.10) para varios valores de ; b y : Los experimentos fueron efectuados tomando
x 2 [ 1; 4] ; t 2 [0; 2] ; a = 1; h = 1=64 y b = ha 1=2: Para otros valores de h los
mismos valores de b permiten obtener buen desempeño. La Figura 2.10 ilustra este
ejemplo para  = 0;5;  = 6 y b = 1;5.
  = 4  = 6  = 8
0;25
" = 9;4212e  003
b = 2;25
" = 1;1833e  002
b = 3;0
" = 1;2065e  002
b = 4;0
0;5
" = 1;0714e  002
b = 1;125
" = 1;2710e  002
b = 1;5
" = 7;1431e  003
b = 2;0
0;75
" = 1;0637e  002
b = 0;75
" = 1;3850e  002
b = 1;0
" = 1;7370e  002
b = 1;375
1;0
" = 1;2062e  002
b = 0;5625
" = 2;0333e  002
b = 0;75
" = 1;9226e  002
b = 1;0
Tabla 2.4 Estabilización en Ejemplo 8
A manera de conclusión de este capítulo debo decir que los temas tratados son par-
ticularmente cercanos al autor pues lo han motivado a hacer varias publicaciones, a
interactuar con investigadores de ingeniería en Medellín y Manizales y sobre todo, a
proponer los temas de trabajo investigativo a su primer estudiante de Doctorado, quien
debe entregar su Tesis en el mes de noviembre de 2007. Es precisamente esta Tesis
la que me permite asegurar que el Método de Molicación seguirá empleándose como
estabilizador de esquemas explícitos para gran variedad de ecuaciones incluyendo muy
especialmente leyes de conservación hiperbólicas que no fueron incluídas aquí.
3Identicación de coecientes
En este capítulo se estudia una familia de problemas de identicación de modelos no
lineales de conducción de calor. Se trata de un problema mal condicionado en el siguiente
sentido: pequeñas perturbaciones en los datos pueden ocasionar grandes diferencias
entre solución exacta y solución calculada. Los problemas que estudiamos son de la
familia que se conoce con el nombre genérico de Problemas de Identicación de Sistemas
(System Identication Problems.) Todos los resultados teóricos y computacionales de
este sección son originales e inéditos y fueron obtenidos por el autor sin ayuda directa
de otras personas.
El estudio de problemas inversos de identicación de modelos es de interés en geofísica,
en modelación de yacimientos petroleros, en problemas de conducción de calor, en
modelos donde hay términos reactivos y difusión, etc. Entre las referencias sobre el
tema, destacamos el libro editado por Colton, Ewing y Rundell [10] que incluye una
gran variedad de problemas inversos de identicación de coecientes y el libro de Isakov
[18] que se concentra en el problema de identicar términos fuente.
El método de molicación ha probado ser una herramienta regularizadora apropiada
para el problema mal condicionado de identicar coecientes. La evolución de su uso
puede resumirse así:
En [22], Mejía y Murio lo utilizan para identicar coecientes lineales de difusión
en problemas unidimensionales. Los mismos autores realizan en [23] la identicación
simultánea de un coeciente lineal de difusión y de la temperatura inicial en un problema
difusivo unidimensional lineal. Más tarde Zhan y Murio [40] utilizan el método de
molicación para identicar coecientes de difusión dependientes de espacio junto con
la temperatura y el gradiente de temperatura (por tanto el ujo) en un problema lineal
de conducción de calor unidimensional. Finalmente, también en una dimensión, Yi y
Murio [39] realizan un trabajo similar pero en lugar de identicar el coeciente de
difusión, identican un término fuente dependiente de espacio y tiempo. Estos autores
generalizaron su trabajo a dos dimensiones en [38].
También en dos dimensiones, mencionamos a Coles y Murio ([8], [9]) quienes pre-
sentan identicaciones de ingredientes en ecuaciones lineales de conducción de calor
bidimensionales. En el primer caso identican un coeciente de difusión dependiente
de las variables espaciales y aproximan también la temperatura y el gradiente de tem-
peratura. En el segundo caso, además de aproximar la temperatura y el gradiente de
temperatura, identican simultáneamente un coeciente de difusión y un término fuente
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dependientes de las variables espaciales.
Para problemas similares al que nos interesa se conocen diversos métodos de solución.
Todos tienen sus fortalezas y debilidades y ninguno se puede considerar el método
denitivo que deba aceptarse como standard. Algunas de las alternativas que no están
basadas en molicación, son:
1. Para un problema no lineal de conducción de calor, se conoce la temperatura u (x; t)
exactamente para todo (x; t) y el coeciente de difusión K depende de un número jo
de constantes que son las que se identican ([5].)
2. En [17], para un problema similar, el coeciente no lineal de difusión K depende
de dos constantes  y  que son las que se identican por un procedimiento iterativo.
Se dispone de soluciones del problema directo con gran variedad de valores para  y :
3. Para un coeciente lineal de difusión en un problema bidimensional, se imple-
menta una estrategia iterativa de identicación basada en mínimos cuadrados. En la
discretización se utilizan elementos nitos y método de Crank-Nicolson ([20], [19].)
4. En [36], para un coeciente de difusión no lineal en un problema bidimensional, se
plantea un método de identicación pero no se incluyen experimentos numéricos.
3.1. Problema de identicación
Los siempre están asociados a un problema directo y frecuentemente la identicación
se realiza por un método iterativo que se basa en la posibilidad de resolver el problema
directo con diversos valores para los parámetros desconocidos. El método de solución
que presentamos no es iterativo pero si descansa sobre la posibilidad de resolver el
problema directo asociado, que es el que se presenta enseguida.
3.1.1. Problema Directo
Encontrar una temperatura u que satisface el problema de conducción de calor con
condición inicial y condiciones de borde dado por
@u
@t
=   @
@x
 
K (x; u) @u
@x

+ f (x; t) ; 0 < x < 1; 0 < t
u (x; 0) = g (x) ; 0  x  1
K (x; u) @u
@x
jx=0 = q0 (t) > 0; 0 < t
u (1; t) = g1 (t) ; 0 < t
(3.1)
El coeciente de difusión K es positivo y acotado y como función de u; es una función
monótona. La temperatura u es positiva en el interior del dominio y en todas partes es
acotada. La función f (x; t) es conocida en todo el dominio.
Para la correcta denición de los problemas directo e inverso, se supone que la función
ux (x; t) es acotada y no nula para 0 < x  1. Juntando la condición del ujo en (3.1)
con esta hipótesis, vemos que ux (x; t) > 0 para todo x:
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3.1.2. Problema inverso
Identicar el coeciente de K a partir de las ecuaciones (3.1) y de la siguiente infor-
mación adicional:
1. El coeciente no lineal K depende de una función desconocida a (x) que es la
que se identica. La aproximación de a (x) para x = 0 se obtiene de la ecuación para
el ujo en x = 0: Ejemplos de coecientes a identicar son K (x; u) = 1 + a (x)u2 y
K (x; u) = a (x) + u2:
2. Se conocen dos mediciones u" (x; t1) y u" (x; t1 + k) las cuales cumplen
ju (x; t1)  u" (x; t1)j  "
ju (x; t1 + k)  u" (x; t1 + k)j  "
para 0  x  1; 0 < t1 < t1 + k: A lo más una de las mediciones corresponde a estado
estacionario y para el planteo de ejemplos, estas mediciones se pueden obtener de la
solución del problema directo. El parámetro k es el tamaño de paso temporal en la
discretización, es decir, los instantes t1 y t1 + k son consecutivos.
3.2. Método Numérico y Estimados de Error
Utilizamos un método de diferencias nitas denido en R = [0; 1]  [0; tf ], donde tf
es el tiempo nal. Para regularizar, implementamos molicación discreta con selección
automática de parámetros de regularización.
Los principales parámetros del esquema numérico son:
" : Máximo nivel de error en los datos. Constante positiva pequeña.
nx : El número de subdivisiones en espacio es M = nx+ 1.
h : Tamaño de paso en espacio. Constante positiva pequeña. Los nodos espaciales son
xj = jh; con j = 0; 1; :::; nx+ 1 de manera que 1 = hM:
k : Tamaño de paso en tiempo. Constante positiva pequeña.
 : Máximo entre los parámetros de molicación que se utilizan. Constante positiva
pequeña.
3.2.1. Esquema numérico para K (x; u) = 1 + a (x)u2
La incógnita del método numérico es el vector A cuya componente Aj para j = 1 : 1 :
nx+1, es la aproximación a a (xj) : El valor A0 se obtiene del ujo en x = 0: Las demás
variables del método numérico son los vectores U; V; W y f cuyas componentes Uj; Vj;
Wj y fj aproximan a Ju" (xj; t1) ; Ju"x (xj; t1) ; Ju
"
t (xj; t1) y f (xj; t1) respectiva-
mente para j = 0 : 1 : nx + 1. A continuación explicamos el algoritmo que diseñamos
para la identicación de K (x; u) = 1 + a (x)u2; el cual es fácilmente modicable para
trabajar con otros coecientes.
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Utilizando el operador de diferencias nitas D+ para el término @@x
 
K (x; u) @u
@x

;
encontramos que
aj+1 =
1
u2j+1vj+1
 vj+1 +  1 + aju2j vj   h (wj   fj)+O (h) (3.2)
donde aj; uj; vj y wj corresponden a a (xj) ; u (xj; t1) ; ux (xj; t1) y ut (xj; t1) respecti-
vamente para j = 0 : 1 : nx + 1. Lo que queremos es un esquema de diferencias nitas
con marcha en la dirección espacial para encontrar los Aj a partir de A0: Los pasos son:
3.2.2. Algoritmo
1. Hacer Uj = Ju" (xj; t1) ; j = 0 : 1 : nx + 1 y Uj+ 1
2
= Ju
"

xj+ 1
2
; t1

; donde
xj+ 1
2
=
 
j + 1
2

h; j = 0 : 1 : nx:
2. Hacer Vj = 1h

Uj+ 1
2
  Uj  1
2

; j = 1 : 1 : nx: Completar el vector V encontrando
V0 y Vnx+1 por extrapolación lineal.
3. Hacer Wj = 1k (Ju
" (xj; t1 + k)  Ju" (xj; t1)) :
4. Hacer fj = f (xj; t1) :
5. Hacer A0 =
(q0 (t1)  V0)
U20V0
:
6. Para j = 1 : 1 : nx; calcular
Aj+1 =
1
U2j+1Vj+1
 Vj+1 +  1 + AjU2j Vj   h (Wj   fj) : (3.3)
Para hallar un estimado de error de la aproximación al coeciente a (x) ; empezamos
por el extremo x = 0:
ja0   A0j =
q0 (t1)  v0u20v0   q0 (t1)  V0U20V0

=
 1U20V0u20v0
 q0 (t1)U20V0   v0U20V0   q0 (t1)u20v0 + V0u20v0
=
 1U20V0u20v0
 q0 (t1)U20 (V0   v0)
+ q0 (t1) v0
 
U20   u20

+ v0V0
 
u20   U20

 C  h2 + " :
La desigualdad es una consecuencia de (1.7) en Teorema 2. Enseguida nos ocupamos
de las demás aproximaciones en las que se usarán las desigualdades (1.7) repetidas
veces.
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De (3.2) y (3.3) obtenemos
jaj+1   Aj+1j =
 1U2j+1Vj+1u2j+1vj+1  vj+1U2j+1Vj+1 + Vj+1u2j+1vj+1
+
 
1 + aju
2
j

vjU
2
j+1Vj+1  
 
1 + AjU
2
j

Vju
2
j+1vj+1
 h (wj   fj)U2j+1Vj+1 + h (Wj   fj)u2j+1vj+1
+O (h) :
Los dos primeros términos los estimamos así: 1U2j+1Vj+1u2j+1vj+1  vj+1U2j+1Vj+1 + Vj+1u2j+1vj+1

=
1
U2j+1u
2
j+1
jUj+1 + uj+1j jUj+1   uj+1j
 C  h2 + " :
Los siguientes términos se tratan de forma similar. Veámoslo:
 1U2j+1Vj+1u2j+1vj+1  1 + aju2j vjU2j+1Vj+1    1 + AjU2j Vju2j+1vj+1
 h (wj   fj)U2j+1Vj+1 + h (Wj   fj)u2j+1vj+1


 1U2j+1Vj+1u2j+1vj+1
 vjU2j+1Vj+1   Vju2j+1vj+1
+
aju2jvjU2j+1Vj+1   AjU2j Vju2j+1vj+1
+h
(Wj   fj)u2j+1vj+1   (wj   fj)U2j+1Vj+1 :
El primer término del segundo factor del lado derecho se estima así:vjU2j+1Vj+1   Vju2j+1vj+1  vjU2j+1Vj+1   vju2j+1Vj+1
+
vju2j+1Vj+1   Vju2j+1Vj+1+ Vju2j+1Vj+1   Vju2j+1vj+1
 C  h2 + " :
La estimación para el segundo término esaju2jvjU2j+1Vj+1   AjU2j Vju2j+1vj+1  aju2jvjU2j+1Vj+1   ajU2j vjU2j+1Vj+1
+
ajU2j vjU2j+1Vj+1   ajU2j VjU2j+1Vj+1
+
ajU2j VjU2j+1Vj+1   ajU2j Vju2j+1Vj+1
+
ajU2j Vju2j+1Vj+1   ajU2j Vju2j+1vj+1
+
ajU2j Vju2j+1vj+1   AjU2j Vju2j+1vj+1
 C  h2 + "+ C1 jaj   Ajj ;
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donde C1 es una cota uniforme para
U2j Vju2j+1vj+1 : Finalmente
h
(Wj   fj)u2j+1vj+1   (wj   fj)U2j+1Vj+1  h (Wj   wj)u2j+1vj+1
+
(wj   fj) vj+1  u2j+1   U2j+1
+
(wj   fj)U2j+1 (vj+1   Vj+1)
 h
h
C
 "
h
+ h

+ C
 
h2 + "
i
donde la primera cota se debe al primer estimado de (1.8) en Teorema 2.
En resumen,
jaj+1   Aj+1j  C
 
h2 + "

+ C1 jaj   Ajj :
Ahora, denotemos ej = jaj   Ajj y escojamos una constante bj que cumple: 1  bjej
y C1  bj: Utilizamos el mismo procedimiento de [23] para completar este estimado.
ej+1  C
 
h2 + "

+ C1ej
 bjej

1 + C
 
h2 + "

:
Iterando obtenemos
ej+1 
"
jY
k=0
bk
# 
1 + C
 
h2 + "
j+1
e0

h
max
k
bk
iM
eMC(h
2+")e0:
Concluimos que existe una constante C, dependiente de h y "; tal que
ej  Ce0:
Si se desea tener un enunciado teórico de convergencia a cero cuando "! 0; se deben
vincular h y "; por ejemplo h = O

"
1
2

: Resumimos lo anterior en el siguiente teorema.
Teorema 9 Si se cumplen las hipótesis sobre K; u y ux mencionadas en sección 3.1,
entonces el vector A que se obtiene por medio del algoritmo 3.2.2 es tal que
lm
h;"!0
ja (xj)  Ajj = 0:
Concluimos esta sección con dos observaciones:
1. El algoritmo 3.2.2 y la demostración del Teorema 9 son fácilmente modicables
para la identicación de los coecientes K (x; u) = 1 + a (x)un con n entero positivo.
2. Sea Kr = 1 + AjU2j : Como consecuencia del Teorema 9, vemos que
jKr  K (xj; u (xj; t1))j  C
 
h2 + "

:
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3.2.3. Esquema numérico para K (x; u) = a (x) + u2
En esta sección modicamos la argumentación de la sección anterior para deducir un
método numérico convergente para la aproximación del coeciente de difusiónK (x; u) =
a (x) + u2: De manera que, de forma similar, la incógnita del método numérico es el
vector A cuya componente Aj para j = 1 : 1 : nx + 1, es la aproximación a a (xj) : El
valor A0 se obtiene del ujo en x = 0: Las demás variables del método numérico son
los vectores U; V; W y f cuyas componentes Uj; Vj; Wj y fj aproximan a Ju" (xj; t1) ;
Ju
"
x (xj; t1) ; Ju
"
t (xj; t1) y f (xj; t1) respectivamente para j = 0 : 1 : nx+1. Utilizan-
do el operador de diferencias nitas D+ para el término @@x
 
K (x; u) @u
@x

; encontramos
que
aj+1 =
1
vj+1
 u2j+1vj+1 +  aj + u2j vj   h (wj   fj)+O (h) (3.4)
donde aj; uj; vj y wj corresponden a a (xj) ; u (xj; t1) ; ux (xj; t1) y ut (xj; t1) respectiva-
mente para j = 0 : 1 : nx+1. De forma análoga, presentamos un esquema de diferencias
nitas con marcha en la dirección espacial para encontrar los Aj a partir de A0: Los
pasos son:
3.2.4. Algoritmo
1. Hacer Uj = Ju" (xj; t1) ; j = 0 : 1 : nx + 1 y Uj+ 1
2
= Ju
"

xj+ 1
2
; t1

; donde
xj+ 1
2
=
 
j + 1
2

h; j = 0 : 1 : nx:
2. Hacer Vj = 1h

Uj+ 1
2
  Uj  1
2

; j = 1 : 1 : nx: Completar el vector V encontrando
V0 y Vnx+1 por extrapolación lineal.
3. Hacer Wj = 1k (Ju
" (xj; t1 + k)  Ju" (xj; t1)) :
4. Hacer fj = f (xj; t1) :
5. Hacer A0 =
(q0 (t1)  U20V0)
V0
:
6. Para j = 1 : 1 : nx; calcular
Aj+1 =
1
Vj+1
 U2j+1Vj+1 +  Aj + U2j Vj   h (Wj   fj) : (3.5)
Para encontrar un estimado de error para la identicación del coeciente K(x; u) =
32 3. Identicación de coecientes
a (x) + u2; empezamos por el extremo x = 0:
ja0   A0j =
q0 (t1)  u20v0v0   q0 (t1)  U
2
0V0
V0

=
 1V0v0
 q0 (t1)V0   v0u20V0   q0 (t1) v0 + V0U20 v0
=
 1V0v0
 q0 (t1) (V0   v0) + v0V0  U20   u20
 C  h2 + " :
Esta desigualdad es una consecuencia de (1.7) en Teorema 2. De forma parecida
continuamos con los estimados correspondientes al nuevo esquema numérico.
De (3.4) y (3.5) obtenemos
jaj+1   Aj+1j =
 1Vj+1vj+1  vj+1u2j+1Vj+1 + Vj+1U2j+1vj+1
+
 
aj + u
2
j

vjVj+1  
 
Aj + U
2
j

Vjvj+1
 h (wj   fj)Vj+1 + h (Wj   fj) vj+1]j+O (h) :
Utilizando la misma técnica de la sección anterior, llegamos a
jaj+1   Aj+1j 
 1Vj+1vj+1
 fh [jWj (vj+1   Vj+1)j+ j(Wj   wj)Vj+1j+ jfj (Vj+1   vj+1)j]
+ jajvj (Vj+1   vj+1)j+ jajvj+1 (vj   Vj)j+ jvj+1Vj (aj   Aj)j
+
Vj+1vj  u2j   U2j + U2j vj (Vj+1   vj+1)+ vj+1U2j (vj   Vj)
+
Vj+1vj+1  U2j+1   u2j+1	+O (h) :
La estimación para cada una de las diferencias en valor absoluto sigue las mismas pautas
de antes. Es decir,
jaj+1   Aj+1j  C
 
h2 + "

+ C2 jaj   Ajj ;
donde C2 es una cota uniforme para jVjvj+1j :
Ahora, en la misma forma como arriba, denotemos ej = jaj   Ajj y escojamos una
constante bj que cumple: 1  bjej y C2  bj: Entonces
ej+1  C
 
h2 + "

+ C2ej
 bjej

1 + C
 
h2 + "

:
Iterando obtenemos
ej+1 
"
jY
k=0
bk
# 
1 + C
 
h2 + "
j+1
e0

h
max
k
bk
iM
eMC(h
2+")e0:
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Concluimos que existe una constante C, dependiente de h y "; tal que
ej  Ce0:
Si se desea tener un enunciado teórico de convergencia a cero cuando "! 0; se deben
vincular h y "; por ejemplo h = O

"
1
2

: Resumimos lo anterior en el siguiente teorema.
Teorema 10 Si se cumplen las hipótesis sobre K; u y ux mencionadas en sección 3.1,
entonces el vector A que se obtiene por medio del algoritmo 3.2.4 es tal que
lm
h;"!0
ja (xj)  Ajj = 0:
Nota: Sea Kr = Aj + U2j : Como consecuencia del Teorema 10, vemos que
jKr  K (xj; u (xj; t1))j  C
 
h2 + "

:
3.3. Resultados Numéricos
Se usó MATLAB 7 bajo Windows XP para programar los algoritmos de identi-
cación en un conjunto de experimentos numéricos tomado en parte de [5] que cumplen
las suposiciones listadas en sección 3.1. En todos los casos se compara contra las co-
rrespondientes soluciones exactas del problema de identicación.
Ejemplo 11 Identicar a (x) en el coeciente no lineal de difusión K (x; u) = 1 +
a (x)u en la ecuación de calor
@u
@t
=   @
@x
 
K (x; u) @u
@x

+ f (x; t) ; 0 < x < 1; 0 < t
u (x; 0) = exp (x) ; 0  x  1
K (x; u) @u
@x
jx=0 = (1 + 10 exp (t)) exp (t) ; 0 < t
u (1; t) = exp (1 + t) 0 < t
f (x; t) = 2 exp (x+ t) + 20 exp (2 (x+ t))
Aquí a (x) = 10 y u (x; t) = exp (x+ t) : La gura 3.1 muestra la identicación de a (x)
y K (x; u) con un nivel de ruido en datos de " = 0;01 y 200 subdivisiones en el eje
espacial.
Ejemplo 12 El ingrediente a identicar es a (x) en el coeciente no lineal K (x; u) =
1 + a (x)u2 de la ecuación de difusión
@u
@t
=   @
@x
 
K (x; u) @u
@x

+ f (x; t) ; 0 < x < 1; 0 < t
u (x; 0) = exp (x) ; 0  x  1
K (x; u) @u
@x
jx=0 = (1 + 20 exp (2t)) exp (t) ; 0 < t
u (1; t) = exp (1 + t) 0 < t
f (x; t) = 2 exp (x+ t) + 60 exp (3 (x+ t))
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FIGURA 3.1. Identicación de K (x; u) = 1 + a (x)u; a (x) = 10
Los datos exactos son a (x) = 20 y u (x; t) = exp (x+ t) : En la gura 3.2 se ilustra
la identicación de a (x) y K (x; u) con un nivel de ruido en datos de " = 0;01 y 100
subdivisiones en el eje espacial.
Ejemplo 13 En este experimento se identica el coeciente K (x; u) = a (x) + u2; con
a (x) = 1 + x2: La ecuación de difusión es
@u
@t
=   @
@x
 
K (x; u) @u
@x

+ f (x; t) ; 0 < x < 1; 0 < t
u (x; 0) = exp (x) ; 0  x  1
K (x; u) @u
@x
jx=0 = (1 + exp (2t)) exp (t) ; 0 < t
u (1; t) = exp (1 + t) 0 < t
f (x; t) = (2 + x2 + 2x) exp (x+ t) + 3 exp (3 (x+ t))
El ingrediente exacto es a (x) = 1+x2: Se trabaja con un nivel de ruido en los datos de
" = 0;01 y 200 subdivisiones en el eje espacial. En la gura 3.3 se ilustra la calidad de
la identicación.
Ejemplo 14 Este ejemplo consiste en la identicación del coeciente K (x; u) = 1 +
a (x)u2 con a (x) = 1 + x2 en la ecuación de difusión
@u
@t
=   @
@x
 
K (x; u) @u
@x

+ f (x; t) ; 0 < x < 1; 0 < t
u (x; 0) = exp (x) ; 0  x  1
K (x; u) @u
@x
jx=0 = (1 + exp (2t)) exp (t) ; 0 < t
u (1; t) = exp (1 + t) 0 < t
f (x; t) = 2 exp (x+ t) + (3 + 2x+ 3x2) exp (3 (x+ t))
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FIGURA 3.2. Identicación para K (x; u) = 1 + a (x)u2; a (x) = 20:
FIGURA 3.3. Identicación de K (x; u) = a (x) + u2; a (x) = 1 + x2
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FIGURA 3.4. Identicación de K (x; u) = 1 + a (x)u2; a (x) = 1 + x2
Se trabaja con un nivel de ruido en los datos de " = 0;01 y 200 subdivisiones en el eje
espacial. En la gura 3.4 se ilustra la calidad de la identicación.
En conclusión, los resultados presentados ilustran la calidad de las identicaciones
que se consiguen por medio de molicación pero sin duda denotan lo difíciles que son
estos problemas. El tema está lejos de estar agotado y sugiere muchas otras líneas de
trabajo para el futuro inmediato. Por ejemplo, ¿será posible extender la técnica expuesta
a la identicación de varios ingredientes dentro del coeciente de difusión? ¿Se podrá
extender esta técnica para identicar coecientes difusivos no lineales en dimensión 2
o mayor? ¿Se podrá utilizar molicación para identicar coecientes de difusión no
lineales en ecuaciones que incluyen derivadas fraccionarias?
Como puede verse, hay un largo camino por delante y el autor confía en ser capaz
de seguir haciendo aportes investigativos en el tema acompañado de coinvestigadores
encabezados por Diego Murio y por estudiantes de Doctorado y Maestría.
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