Number of informative strings over varying entropy thresholds for the proposed approach 'All', fixed k-mer lenthgs '12','21' and '30', and for protein family based comparison with FIGfam 'F'. The box denotes the 'optimized' entropy threshold that has been used to evaluate the performance of the methods. Some general observations are as follows. The number of strings for k = 12 is lower than the rest while the number of strings for 'All' is much higher than rest of the methods, and number of strings for k = 21 and k = 30 are very close. We observe that there are strings with low entropies-more in the real data sets than in the simulated data sets-which indicate the presence of discriminative features. Also, the 'optimized' entropy threshold varies for different methods. Fig. 4 . Comparison of the best retrieval performance for different distance metrics using all k-mers. They show a violin plot of the average performances over queries by all positive samples in the data sets. The 'optimized metrics' have been selected over 101 equally spaced threshold values between 0 and 1: the box denotes the MAP value. The horizontal lines show retrieval by chance: AveP computed over zero dissimilarity metric. Straight line is the mean, and dotted lines are 5%, and 95% quantiles respectively, when number of relevant samples differ for different queries. An arrow (if present) over a method implies whether the corresponding method performs significantly better (↑) or worse (↓) than the other methods (denoted by their colors): The stars denote significance level: 0 < *** < 0.001 < ** < 0.01 < * < 0.05. We observe that different distance metrics usually demonstrate similar performance.
