ABSTRACT: A new local property, the local electron attachment energy [E(r)], is introduced and is demonstrated to be a useful guide to predict intermolecular interactions and chemical reactivity. The E(r) is analogous to the average local ionization energy but indicates susceptibility toward interactions with nucleophiles rather than electrophiles. The functional form E(r) is motivated based on Janak's theorem and the piecewise linear energy dependence of electron addition to atomic and molecular systems. Within the generalized Kohn−Sham method (GKS-DFT), only the virtual orbitals with negative eigenvalues contribute to E(r). In the present study, E(r) has been computed from orbitals obtained from GKS-DFT computations with a hybrid exchangecorrelation functional. It is shown that E(r) computed on a molecular isodensity surface, E S (r), reflects the regioselectivity and relative reactivity for nucleophilic aromatic substitution, nucleophilic addition to activated double bonds, and formation of halogen bonds. Good to excellent correlations between experimental or theoretical measures of interaction strengths and minima in E S (r) (E S,min ) are demonstrated.
■ INTRODUCTION
Local molecular properties computed on molecular surfaces have been used extensively to analyze and predict intermolecular interactions and chemical reactivity. 1−8 The molecular electrostatic potential [V(r)] has been the dominating property in such analysis, and the predictive power of the surface V(r) [labeled V S (r)] for noncovalent interactions, such as hydrogen bonding and halogen bonding, is well documented. 6,9−15 One limitation of V S (r) is that it only reflects the susceptibility toward electrostatic interaction, and thus it is less well suited to analyze the propensity for interactions that involve a significant degree of redistribution of the charge densities of the interacting species, such as donor−acceptor interactions and the formation of covalent bonds. To increase the applicability of the local surface property approach, Sjoberg et al. devised the average local ionization energy [I̅ (r)] as a complement to V(r) for analyzing susceptibility toward electrophilic attack. 2 The I̅ (r) is rigorously defined within Hartree−Fock (HF) theory and Kohn−Sham density functional theory (KS-DFT) by (1) where ε i is the energy of orbital i, ρ i (r) is the density of the orbital, and ρ(r) is the total electron density. According to Koopman's theorem, 16 the absolute values of the orbital energies are approximations to the ionization energies, and I̅ (r) can be interpreted as the average energy needed to ionize an electron at a point r in the space of a molecule or atom. Bulat et al. have shown that I̅ (r) is invariant to an unitary orbital transformation and that I̅ (r) can be written as a function of the local electron temperature [T(r)], V(r), and the exchange-correlation potential [V XC (r)]. (In the case of a HF determinant, V XC (r) equals the Slater potential.)
The contribution of kT(r) is particularly interesting because it shows that I̅ (r) depends not only on the local potential felt by an electron at r but also on the local kinetic energy density, that is, 3kT(r)/2 = t S (r)/ρ(r), where t S (r) is the local kinetic energy density and is obtained as t S (r) = −1/2∑ i occ ψ i *(r)∇ 2 ψ i (r). 17 For the purpose of analyzing chemical reactivity, I̅ (r) is normally computed on molecular surfaces defined by a constant electron density and is then labeled I̅ S (r). On such a surface, the denominator in eq 1 is constant, and I̅ S (r) reflects the varying ease of ionization over the surface. The positions where I̅ S (r) has its lowest values, the local surface minima (I̅ S,min ), are indicative of sites that are prone to interact with electrophiles. In contrast with V S (r), I̅ S (r) has been found to reflect a molecule's tendency not only for electrostatic interaction but also for charge transfer and polarization. 5, 8, 11 I̅ S (r) has been shown to be particularly well-suited to describe reactivity toward electrophiles in solution, where electrostatic interactions are partly shielded and their importance is reduced. For example, I̅ S (r) is an effective tool for the prediction of regioselectivity and relative reactivity of aromatic substrates toward electrophilic aromatic substitution. 2,18−20 Another use of I̅ S (r) has been in the analysis of aqueous basicity; the most basic sites in neutral molecules and anions generally have associated I̅ S,min , and the I̅ S,min values often correlate well with the pK a values of the conjugate acids within series of congeneric molecules. 5, 18, 21 In contrast with the V S (r), which attains both negative and positive values, I̅ S (r) cannot be used to characterize susceptibility for nucleophilic attack. In an attempt to develop a corresponding surface property to I̅ S (r) for interactions with nucleophiles, Clark and coworkers defined the local electron affinity [EA L (r)] using an analogous expression in terms of the virtual orbitals. 7, 22 ε ρ
The use of the virtual orbital energies for estimating electron affinities can be justified by Koopman's theorem, although there is no error cancellation between orbital relaxation and electron correlation effects, as is typical for ionization energies. However, there are other issues with EA L (r) that need to be considered. First of all, it can be noted that EA L (r) is very sensitive to the size of the basis set, as the number of virtual orbitals and their energies depend on the number and type of basis functions. Clark has mostly used EA L (r) together with semiempirical methods, and because these generally employ a minimum basis set description the basis set issue is less severe. To use semiemprical methods with an explicit d orbital description, he has devised a method to identify which orbitals to include when computing EA L (r) with a nonminimal basis set. 22 However, even when using a virtual orbital space corresponding to only the valence orbitals, highenergy orbitals, which have little influence on the reactivity, can contribute significantly to the EA L (r). For example, an EA L (r) analysis of an aromatic system typically finds the aromatic carbons to be relatively unreactive due to the contributions of high-energy virtual σ* orbitals.
Another problem with EA L (r) as a local surface property is that the denominator in eq 3 is defined by the virtual orbital density and thus varies over an isodensity surface. The susceptibility for electrophilic attack depends not only on the energies of low-lying virtual orbitals but also on the magnitude of their combined densities. However, with the current expression (eq 3), regions with low total virtual orbital density are often identified as highly reactive.
It should be recognized that EA L (r) has successfully been used in a number of applications, including as a descriptor in QSAR analysis for drug design and for the calculation of chargetransport properties of organic-field transistors. 23−25 On the contrary, the use of EA L (r) in the analysis of chemical reactivity has been relatively sparse, which potentially can be traced to some of the issues discussed above.
The objective of the current work has been to define a new local surface property that is tuned for predicting chemical reactivity and intermolecular interactions and that is wellbehaved with large basis sets and more exact KS-DFT methods. We will introduce the local electron attachment energy, E(r), which can be seen as a local reactivity descriptor. The capacity of the surface E(r), labeled as E S (r), for predicting the local and global reactivities for a number of chemical systems that interact with nucleophiles in various interaction types has been analyzed. As will be shown, E S (r) has a predictive capacity that is comparable to I̅ S (r) for the corresponding processes with electrophiles, and E S (r) is found to provide information that in many cases is complementary to V S (r).
■ THEORY
In a first effort to modify EA L (r) and to obtain a local property that more closely corresponds to the I̅ (r), we have defined the expression
The first difference compared to EA L (r), is that the denominator is defined by the ground state density rather than the virtual orbital density as in eq 3. This definition is connected to the intended use of E E 0 (r) as a local surface property. The use of surface properties for analyzing chemical reactivity is based on the assumption that the short-range repulsive potential, which depends on electron−electron interactions, is nearly constant over an isodensity surface; thus the varying reactivity over the surface will be defined by the variations in the attractive potential expressed by the local property. To fulfill this criterion, the denominator needs to be constant at constant ρ(r), such that E E 0 (r) at each point on the surface has an energy contribution (ε i − E 0 ) from orbital i that is proportional to the orbital density at that point. Using a denominator that is a summation of the densities of the contributing virtual orbitals, as in eq 3, will significantly reduce the regioselectivity information that is provided by the local property; this is particularly obvious if only one virtual orbital contributes, since the value of the local property then will be the same everywhere. The second difference is the introduction of the energy offset, E 0 , such that only orbitals with an energy lower than this value are considered. This is not a cutoff in the normal sense, as the contribution from an orbital to the overall E E 0 (r) value smoothly approaches zero as ε i approaches E 0 . The need for an energy criterion for selecting the active orbitals is obvious, as only the lowest-lying virtual orbitals are expected to contribute to the reactivity and accept electron transfer from donor orbitals. At first glance the selection of the E 0 value is more difficult. After all, virtual orbital energies are strongly method-dependent; for example, virtual orbital energies obtained by HF are generally much more positive than those obtained with KS-DFT using a local density approximation (LDA). Rather than attempting to optimize a method-dependent E 0 , we will first determine the best theoretical value at the most exact DFT level.
The starting point for the derivation of E 0 will be Janak's theorem, which states that the derivative of the total energy with respect to the orbital occupancy is equal to the corresponding orbital energy.
This theorem holds for a local exchange correlation potential as well as for a nonlocal potential in the case of the generalized Kohn−Sham (GKS-DFT) method; that is, it is applicable to local LDA as well as hybrid methods, invoking HF exchange and even regular HF. 27, 28 The theorem shows that only virtual orbitals with a negative orbital energy will bind a fractional electron, Δn i , 28 and that the binding energy is Δn i ε i when Δn i is infinitely
The Journal of Physical Chemistry A Article small. Furthermore, it is known that the exact energy as a function of fractional electron occupancy is always linear between integer electron occupancies for any atomic or molecular system. 27, 29 This criterion is normally not fulfilled for approximate DFT methods, and LDA and GGA methods typically give convex curves, whereas the HF curve is concave. 27, 29 However, for an exact GKS-DFT method that fulfills the linearity criterion, the energy change upon the addition of a fractional electron is given by
and the electron affinity EA = −ε LUMO . 27, 28 We can expect that such a method that provides accurate electron affinities and energies of charge-transfer interactions will provide reliable energies for fractional addition to other orbitals as well by the general formula
Summarizing the findings above, it is clear that the optimal value for E 0 is zero at the exact GKS level. (In the case of an optimized effective Kohn−Sham potential (OEP), −EA = ε LUMO + Δ XC , 27, 30 and thus E 0 = −Δ XC , where Δ XC is the derivative discontinuity.) Setting E 0 to zero means that only virtual orbitals with negative eigenvalues are considered, and eq 4 is reduced to
We will hereafter refer to this quantity E(r) as the local electron attachment energy. The choice of E 0 value has the added advantage when used together with an exact GKS-DFT method that E(r) becomes less sensitive to the size and diffuseness of the basis set. When adding diffuse functions to a basis set, these will combine to form virtual orbitals that represent free unbound electrons. However, at the exact GKS-DFT level, these orbitals always have eigenvalues that are equal to or greater than zero even at the infinite basis set limit. Thus they will never contribute to E(r).
In practical applications it is necessary to use an approximate GKS-DFT method. On the basis of the discussion above on Janak's theorem and the linear energy dependence upon fractional electron addition, we will argue that a standard hybrid density functional method, such as B3LYP or PBE0, that typically includes 20−25% HF exchange is a suitable choice. These methods generally provide accurate thermochemistry and kinetics for main group chemistry, including donor−acceptor interactions that involve intermolecular charge transfer. 31 They are also good at reproducing experimental electron affinities. 31 Furthermore, the energy dependence upon fractional electron addition is closer to linear than with the pure generalized gradient approximation (GGA) or LDA functionals. 29 Another obvious choice would be a functional that includes 100% long-range HF exchange, such as long-range corrected GGA or double hybrid functionals. However, the orbital energies are rather sensitive to the choice of shifting parameters, and the optimum parameters are system-dependent.
32, 33 We have found that functionals of this type generally result in a larger energy difference between the LUMO and the LUMO+1 orbital than is obtained with the standard hybrid functionals. Our limited tests indicate that the large LUMO−LUMO+1 gaps reduce the regioselectivity information provided by E(r). Although there is a risk that the standard hybrid functionals provide orbital energies that are slightly shifted to too low values, this is not likely to have large effects on E(r); due to the functional form of eq 8, the most negative virtual orbitals will dominate E(r), and higher virtual orbitals with energies that are negative but close to zero will have small impact as long as they are few and not very localized.
Following the derivation of eq 2, 17 E(r) can be divided into different components,
where t i (r) is the local kinetic energy density of orbital i, herein defined as t i (r) = −1/2ψ i *(r)∇ 2 ψ i (r). The t i (r) component is the only one that directly depends on the functional forms of the virtual orbitals. The electrostatic potential [V(r)] and the Kohn− Sham potential [V XC (r)] are defined solely by the occupied orbitals and the external potential, but the scaling of their contributions is proportional to the sum of the densities of the contributing virtual orbitals. Because of the often large variations of V(r) over a molecular isodensity surface, V(r) has a large influence on the regioselective information provided by E(r). The V XC (r), on the contrary, is nearly constant over an isodensity surface and is thus likely to be less influential.
It should be noted that we have argued for the functional form of eq 8 based on Janak's theorem and the piecewise linear energy dependence of fractional electron addition and without invoking concepts from conceptual DFT. However, it can be shown that for some simple molecular systems that E(r) provides similar information as the Fukui function for nucleophilic attack, f + (r), when the latter is approximated by ρ LUMO (r) within the frozen orbital approximation. In most smaller organic molecules that are nonconjugated the LUMO is the only virtual orbital with a significant negative eigenvalue. In such systems ρ
Thus E(r) entails similar regioselectivity information as f + (r) when both are analyzed on an isodensity surface of a small molecule with positive EA. However, E(r) may be better than f + (r) alone for quantifying the difference in global reactivity between systems due to the multiplication of f + (r) by EA in eq 10. In addition, E(r) is likely to be more versatile than f + (r) in describing the reactivity of complex systems. The latter approach has problems describing systems with degenerate or neardegenerate LUMO and LUMO+1 orbitals. As exemplified in Figure 1 , the reactivity of a system with two π regions (2 n ) separated by a σ region cannot be compared directly to that of a single π-region system (1). When the length of the σ region increases (n increases), the reactivity of each π region in 2 n is expected to converge to the reactivity of the π region in 1. As Figure 1 . Two systems of different size but with similar reactivity of the π regions at large n. The surface E(r) at the π region (CCCO) of 1 differs by <0.04 eV from the corresponding regions in 2 n already when n = 4, whereas f + (r) of 2 n converges to 0.5f + (r) of 1. Details of the sizeconsistency analysis can be found in Table S1 in the Supporting Information.
The Journal of Physical Chemistry A Article shown in Table S1 in the Supporting Information, E(r) correctly predicts this behavior, whereas f + (r) of 2 n converges to 0.5f + (r) of 1. It can be argued that f + (r) should be renormalized for large n when LUMO and LUMO+1 are close to degenerate. However, this will not solve the size-consistency problem entirely, as f + (r) will make a discontinuous jump at the n for which the energy difference between the two orbitals becomes below the defined tolerance.
It is also known that frontier orbital descriptions do not always provide a complete reactivity picture in systems, such as aromatic molecules, where there are several π-or π*-orbitals close in energy. This has been recognized by Langenaeker et al. 34 and Andersson et al. 35 Since I̅ S (r), which use a similar orbital expansion as E(r), is more effective than the ρ HOMO (r) for electrophilic attack on aromatic systems, 20 we anticipate that E(r) may be more successful than ρ LUMO (r) for nucleophilic attack in aromatic systems. The validity of this assumption has been investigated in the current study. There are also potential advantages of E(r) compared to a frontier orbital description in systems where there are a both low-lying σ* and π* orbitals. In such a system, the LUMO has to be of either type, and cannot describe the reactivity of the other. It can be expected that E(r) should be able to predict reactivity also in very large systems with multiple interaction sites, like a protein, or systems with near infinite size and a band structure, like a semiconductor. We even see the potential to use E(r) in connection with periodic boundary conditions to treat infinite systems.
In the following study, we have analyzed the potential of E(r) computed on an isodensity surface [E S (r)] to predict the propensity for nucleophilic attack in a variety of systems and in relation to different types of reactions and intermolecular interactions. To evaluate the predictive capacity of E S (r), we will compare the positional selectivity obtained by E S (r) to that of ρ LUMO (r) and the global reactivity to the ε LUMO and Parr's electrophilicity index, ω. 36 The latter is defined by
where μ is the electronic chemical potential and η is the absolute hardness, and they are given by μ = (ε LUMO + ε HOMO )/2 and η = (ε LUMO − ε HOMO )/2 in the frozen orbital approximation. 36 The reason for the comparison with ω is not to determine which is the better electrophilicity descriptor but rather to investigate the effects of going beyond a frontier orbital description, and thereby justify the introduction of E S (r) as a complementary tool for analysis and prediction of interactions with nucleophiles.
■ COMPUTATIONAL METHODS
Molecular geometries were optimized and characterized by harmonic frequency analysis at the B3LYP/6-31G* level. Singlepoint calculations were performed to obtain the occupied and virtual orbitals at the B3LYP/6-31+G(d,p) level. This level of theory generally provides virtual orbitals that work well together with eq 8. All KS-DFT computations were performed using the Gaussian 09 suite of programs. 37 E S (r) and V S (r) were computed on molecular isodensity surfaces using a modified version of the HS95 program developed by one of the authors (T. Brinck). In previous applications of the surface property approach, it has been common to compute V S (r) or I̅ S (r) at molecular surfaces defined by the 0.002 or 0.001 au contours of the electron density. These surfaces encompass 95−98% of a molecules electron density and typically lie outside of the van der Waals radii of the constituting atoms. 8 However, in using E S (r), we have found generally better agreements with experimental measures of local reactivity if a slightly higher density value, that is, 0.004 au, is used to define the surface. A possible explanation for this result is that E S (r) in most instances has been used to model interactions that are stronger and more short-ranged than van der Waals interactions. Graphical visualization of surface properties and orbital densities has been performed using the UCSF Chimera package. 38 The positions and magnitudes of local surface minima have been determined using a numerical procedure implemented in the HS95 program. The results are in agreement with those obtained using an alternative procedure by Bulat et al. that is implemented in the WFA-program. 8 Linear regression has been used to analyze correlations between computed descriptors and experimental rate constants or computed interaction energies. The statistical significance of the correlations has been analyzed in terms of correlation coefficients (R 2 ) and standard errors (SEs). We have also computed the cross-validated correlation coefficient (Q 2 ) by means of the leave-one-out procedure. 39 A detailed account of the results from the statistical analysis is found in Supporting Information. Figure 2 a shows E S (r) of pentafluoronitro-benzene. The regions of lowest E S (r) are found over the π-bonds, where also the π*-densities are expected to be highest. The lowest E S,min are located over ortho and para positions, and their values are −2.11 eV and −2.21 eV, respectively. Due to the C 2 -symmetry of the molecule, there is also a second unique E S,min at the ortho positions, with a value of −2.00 eV. The E S,min over the meta positions are significantly higher, −1.88 and −1.83 eV. These results give a picture that is consistent with the experimentally observed ortho-para positional selectivity of perfluoronitrobenzene in nucleophilic aromatic substitution (S N Ar) reactions. 40 There is also a relatively low E S,min (−2.06 eV) over the nitrogen, indicating this to be another potential site for nucleophilic attack. Much higher E S,min are found over the oxygens and fluorines. Their values are in the ranges −1.64 to −1.65 and −0.30 to −0.36 eV, respectively. The latter are indicative of the fluorine σ* orbitals.
Four virtual π* orbitals with negative eigenvalues of −3.50, −1.84, −1.78, and −1.64 eV contribute to E S (r). This gives a good representation of the electron accepting tendencies and the susceptibility for nucleophilic attack in this molecule. It can be noted that an analysis of the LUMO, as shown in Figure 2b , provides less information. The LUMO has lobes over the C−N bond, the nitro oxygens, the ortho-meta C−C bond, and the para carbon with sizes that decrease in the same order. Thus, the ortho-para S N Ar positional selectivity is less obvious from the LUMO. Also, the V S (r), shown in Figure 2c , gives a very different picture of the nucleophilic reactivity than E S (r). Here the most positive V S (r) regions are over the C−N bond and in the center of the aromatic ring.
The good agreement between the S N Ar regioselectivity and the magnitude of the E S,min prompted us to investigate whether the E S,min correlates with the relative S N Ar reactivities of congeners of aromatic substrates. In Table 1 , we list the E S,min and experimental rate constants (k) 41, 42 for the amination of nine fluorine-substituted heteroaromatics, mostly pyridines (see Figure 3 for structures). In all cases, the lowest E S,min is found over the carbon that corresponds to the positionally preferred site for S N Ar. For two of the substrates, there is a product distribution between two isomers, and the individual rate constants for forming the isomers have been determined. In these cases, the second lowest E S,min is found at the position leading to the minor isomer.
There is a linear correlation between the experimental ln k values and E S,min with a coefficient of determination (R 2 ) of 0.81, as shown in Figure 3 . The R 2 value improves to 0.86 if only the reactivity at the most favored reaction site (highest ln k) of each system is considered. The correlations clearly indicate that E S (r) reflects the susceptibility for S N Ar in these systems. The correlations are not as good as those that have been obtained between ln k and I̅ S,min for electrophilic aromatic substitution (S E Ar). 20 This is not surprising considering that this type of S N Ar reactions have a late transition state that is close in structure to the product, that is, the sigma-complex, of the rate-determining step. 43 In contrast, S E Ar reactions, and particularly nitrations, have an early transition state that resembles the reaction complex in structure. 44 We have also shown that the computed relative sigma-complex (Meisenheimer complex) energies of S N Ar with fluorine as nucleofuge correlate very well with the relative rate constants. 43 However, this requires proper consideration of solvation effects to obtain stable sigma complexes. Thus, in this context, it is remarkable that an approach, such as E S (r), that is based solely on characterization of the isolated reactant in the gas phase, can provide estimates of relative reactivity and positional selectivity. For comparison, it can be noted that there is no significant correlation between ln k of the favored reaction and ω for this reaction series, R 2 = 0.12. The correlation between ln k and ε LUMO is of similar quality, R 2 = 0.11. We are expecting that E S (r) will work even better for predicting reactivities of S N Ar with chlorine or bromine as nucleofuges, since we have found these reactions to be concerted with an early transition state that resembles the reactant in structure. 45 This will be a focus of a future study.
Nucleophilic Addition to Activated Double Bonds. Figure 4 shows E S (r) of benzylidenemalonitrile. The lowest E S,min over the aromatic ring is again found at the ortho and para positions, consistent with the positional selectivity for S N Ar associated with the resonance-withdrawing substituent. However, the overall lowest E S,min is at the β-carbon. This is also the prevalent site for interaction with strong nucleophiles in this type of molecules. Bernasconi and Killion have investigated the mechanism and kinetics for conjugate addition of piperidine to a series of substituted benzylidenemalonitriles in a 50% DMSO− 50% water solution. 46 The initial step in these reactions is the formation of a zwitterionic intermediate that has the piperidine nitrogen bonded to the β-carbon. In Figure 5 the ln k for this initial process is plotted against the E S,min on the β-carbon for the benzylidenemalonitriles. There is a good linear correlation between ln k and E S,min with R 2 = 0.92. Thus in this series E S (r) is able to quantitatively reproduce the observed reactivity with relatively high accuracy. It can be noted that E S,min significantly overestimates the reactivity of the 4-NMe 2 substituted compound; the R 2 value improves to 0.98 when it is excluded The Journal of Physical Chemistry A Article from the correlation. Domingo et al. 47 analyzed the reactivity of the same series using ω. They also found a linear relationship with ln k, but the quality of the correlation is lower and R 2 is only 0.75. Interestingly, also in their correlation 4-NMe 2 is an outlier and R 2 improves to 0.90 when the compound is excluded. Domingo et al. suggest that the deviation of 4-NMe 2 can be attributed to solvation effects.
To elucidate whether E S (r) can reproduce the reactivity of activated double bonds toward anionic nucleophiles, we computed E S (r) on a series of substituted α-nitrostilbenes. The kinetics for addition of HOCH 2 CH 2 S − to the β-carbon of the stilbenes in 50% DMSO−50% water solution has been determined by Bernasconi and Killion. 48 Also, for this series, we find that the lowest E S,min is found at the β-carbon. Furthermore, there is an excellent linear correlation between ln k and E S,min with an R 2 of 0.986 ( Figure 6 ). This confirms that E S (r) has a capacity for quantitatively ranking substrates for conjugative nucleophilic addition also when the nucleophile is anionic. It can be noted that ω performs better for the α-nitrostilbenes than for the previous series. 47 The R 2 is 0.95 and thus the correlation again is less than that between ln k and E S,min .
Halogen Bonding. Figure 7 shows E S (r) of methyl bromide. There is an E S,min of −1.14 eV on the methyl group at the The Journal of Physical Chemistry A Article intersection of the three hydrogens, corresponding to the position for nucleophilic attack in an S N 2 reaction. The E S,min becomes more negative in the order of CH 3 Cl, CH 3 Br, CH 3 I, in agreement with increasing leaving group strength for S N 2. However, the lowest E S,min (−1.35 eV) of CH 3 Br is not found at the methyl group but at the tip of the bromine opposite to the bromine−carbon bond. A similar picture is given by the V S (r), which has a maximum (V S,max ) at the tip of the bromine with a magnitude of 25.7 kcal/mol. However, in the V S (r), the most positive areas, with V S,max of 38.2 kcal/mol, are found at the methyl hydrogens. These high positive values reflect the hydrogen-bond-donating properties of the molecule. Positive V S,max on the halogens has been associated with noncovalent interactions with nucleophiles in what today is referred to as halogen bonding. 10 Furthermore, the halogen bond strength and positional selectivity often correlate with the halogen V S,max in congeneric series of halogenated compounds. 13, 15, 49 However, when comparing E S (r) with V S (r), it is clear that the former to a greater extent emphasizes the electrophilic nature of the bromine. This prompted us to investigate whether there is a correlation between halogen bond strength and E S,min . The E S (r) was computed for a series of methyl chlorides and methyl bromides, with varying degree of hydrogen−fluorine substitution, previously studied by Riley and Hobza. 50 The halogen bond interaction energies (ΔE int ) for complexes between these compounds and formaldehyde were computed at the CCSD-(T)/aug-cc-pVTZ level. 50 There is indeed a very good linear correlation between ΔE int and E S,min with an R 2 value 0.970 and an SE of only 0.09 kcal/mol (Figure 8 ). The corresponding correlation between ΔE int and V S,max is of slightly lower quality (R 2 = 0.952, SE = 0.12 kcal/mol)). The good correlation between ΔE int and E S,min could be taken as an indication that charge transfer is of significant importance for halogen bonding. This would be in accordance with the early interpretation of halogen bonding as a donor−acceptor interaction; electron density from the donor is transferred to the antibonding σ* orbital of the halogen. In recent years, there has instead been an emphasis on the electrostatic nature of the halogen bond, and electrostatics together with dispersion have been indicated to govern the strengths of halogen bonds.
14, 51, 52 The polarization of the σ orbital toward the halogen−carbon bond results in depletion of electron density outside of the halogen atom opposite to the bond, that is, a so-called σ hole is formed where the electrostatic potential is positive. 51 The location of the σ hole largely coincides with the region where the σ* orbital has its highest density. Thus it is logical that the halogen V S,max and the E S,min are found at the same position. It should also be realized that E(r) according to eq 9 has a significant contribution from V(r), and this could explain the linear correlation between the halogen V S,max and E S,min (R 2 = 0.95).
In the case of the halogenated methanes, the LUMO is always a σ* orbital associated with the heaviest halogen. This is also reflected by the good correlation between ΔE int and ε LUMO , R 2 = 0.968. Also, ω correlates well with ΔE int (R 2 = 0.94), which can be traced to the contribution of ε LUMO to ω.
To determine if E S (r) can describe the halogen bonding of more complex systems with multiple interaction sites for nucleophilic attack, we have studied a series of halogenated benzenes, of the type C 6 H (5−y) F y X, where y = 0, 2, 5 and X = Cl, Br, I. This series poses an interesting challenge for E S (r) since the molecules generally have a multitude of negative virtual orbitals and the LUMO is for half of the molecules an aromatic π* orbital and for the other half a halogen σ*orbital; C 6 F 5 Cl, C 6 F 5 Br, and the iodobenzenes are the molecules of the latter type. Figure 9 shows the E S (r) of 1-bromo-3,5-difluorobenzene, and there are regions of low E S (r) associated with both the aromatic ring and the Br. Interestingly, the lowest E S,min is found at the tip of the heavy halogen despite the fact that the LUMO is an aromatic π* orbital; a feature that 1-bromo-3,5-difluorobenzene shares with 1-bromo-2,4-difluorobenzene and bromobenzene. There are also higher E S,min associated with the different aromatic carbons that reflect their varying susceptibility for nucleophilic attack.
Riley et al. have investigated the halogen bonding of the molecules of this series and computed interaction energies for complexes with acetone at the MP2/aug-cc-pVDZ(−PP) level. 49 We have considered the interaction energies for the perpendicular approach toward the heavy halogen (X), that is, Also, for this series there is a very good linear correlation between ΔE int and the halogen E S,min with an R 2 = 0.979 and SE = 0.18 kcal/mol ( Figure 10 ). This is remarkable considering that the donating halogen varies between Cl, Br, and I. Not surprisingly, the correlations with ε LUMO and ω are of much lower quality, R 2 = 0.82 and 0.77, respectively. As expected, and in agreement with the work of Riley et al., 49 we find a good correlation between ΔE int and the halogen V S,max , R 2 = 0.975 and SE = 0.19 kcal/mol. Despite the fact that both E S,min and V S,max correlate well with ΔE int and with similar R 2 , the linear correlation between E S,min and V S,max is less, R 2 = 0.93. Our analysis indicates that E S,min and V S,max provide complementary information for describing the halogen bond strength in this system. An excellent correlation for ΔE int is obtained when E S,min and V S,max are used as independent variables in a multiple linear relationship, R 2 = 0.993 and SE = 0.10 kcal/mol. The crossvalidated correlation coefficient Q 2 is as high as 0.990, clearly indicating that the excellent correlation is not the result of overfitting. It is also obvious from Figure 10 that there is a consistent improvement in the correlation going from the onevariable to the two-variable relationship.
It is important to remember that there is no unique method for decomposing the interaction energy of an intermolecular interaction, and this is one reason behind the conflicting views on the importance of electrostatics versus charge transfer for halogen bonding that can be found in current literature. 14,52−56 Furthermore, in the classical analysis of donor−acceptor interactions, the charge-transfer interaction energy (ΔE CT ) includes terms that in most energy decomposition analyses are considered electrostatic. Reed et al. recognized this already in their review of donor−acceptor interactions when they compared ΔE CT obtained from natural bond orbitals (NBO) to Morokuma energy decomposition analysis. 57 An analogy can be made to E(r), which has a contribution from the electrostatic potential, V(r), according to eq 9. Still, independent of the definition of charge transfer, it is a limitation to only consider the importance of electrostatics when describing halogen bonding. In a recent study by Rosokha et al., much higher and more general correlations were found when the halogen bond interaction energy was correlated by a multilinear relationships with V S,max and ΔE CT (obtained by NBO) than when the same descriptors where used alone. 53 Our results for the halogenated benzenes indicate that the halogen V S,max and E S,min , in a similar manner, provide complementary information for analyzing halogen bonding. To further explore this complementarity and how the relative importance of V S,max versus E S,min for determining the interaction strength depends on the character of the halogen bond acceptor will be the objective of a future study.
■ CONCLUSIONS
The local electron attachment energy [E(r)] has been introduced with the objective of defining a local property that is analogous to the average local ionization energy [I̅ (r)] but that reflects susceptibility toward interaction with nucleophiles rather than electrophiles. The functional form E(r) is motivated based on Janak's theorem and the piecewise linear energy dependence of electron addition to atomic and molecular systems. Within the GKS-DFT method, only the virtual orbitals with negative eigenvalues contribute to E(r).
Similarly to I̅ (r), E(r) is complementary to the electrostatic potential [V(r)] in that it is best suited to analyze donor− acceptor interactions with a significant component of charge transfer and polarization. The positions of the lowest values of Figure 9 . Computed E S (r) of 1-bromo-3,5-difluorobenzene at the 0.004 au isodensity surface. Color ranges for E S (r) in eV: red < −2.0, −2.0 < yellow < −0.8, and green > −0.8. The lowest E S,min (−2.27 eV) is found at the tip of the bromine. E(r) on isodensity surfaces are generally associated with regions that are susceptible for nucleophilic attack, and the magnitude of the minima (E S,min ) at those sites often correlates quantitatively with the relative reactivity.
We have shown that for fluorinated aromatics the lowest E S,min of the aromatic carbons reflects the positional selectivity for nucleophilic aromatic substitution and that the relative rate constants of the corresponding reactions correlate with E S,min . In aromatic olefins that have the double bond conjugated with resonance-withdrawing groups, the lowest E S,min is found at the β-carbon, which is the site most susceptible to nucleophilic addition. The lowest E S,min of substituted benzylidenemalonitriles and α-nitrostilbenes shows high correlation with rate constants for conjugate addition of piperidine and HOCH 2 CH 2 S − , respectively. Finally, we have analyzed the E S (r) of halomethanes and halobenzenes. In these systems, the lowest E S,min is found at the tip of the iodine, bromine, or chlorine, which is the interaction site for halogen bonding. There is a very good linear correlation between interaction energy (ΔE int ) for halogen bonding of the halomethanes to formaldehyde and the E S,min . In this series of molecules, the halogen V S,max provides a very similar picture as the halogen E S,min , and there is a good linear correlation between the two descriptors. Also, for the halobenzenes there is a very high correlation between ΔE int and E S,min . However, the E S,min correlates less with V S,max , and the complementarity of the two surface properties is manifested by an excellent dual-variable correlation with ΔE int . These results warrant further investigations on the generality of the correlation between halogen bond strength and E S,min and the relative importance of charge transfer and polarization for halogen bonding. 
