Harmonic amoebas are generalizations of amoebas of algebraic curves embedded in complex tori. Introduced in [Kri], the consideration of such objects suggests to enlarge the scope of classical tropical geometry of curves. In the present paper, we introduce the notion of harmonic morphisms from tropical curves to affine spaces, and show how they can be systematically described as limits of families of harmonic amoeba maps on Riemann surfaces. It extends the fact that tropical curves in affine spaces always arise as degenerations of amoebas of algebraic curves. The flexibility of this machinery gives an alternative proof of Mikhalkin's approximation theorem for regular phase-tropical morphisms to any affine space, as stated e.g. in [Mik06] . All the approximation results presented here are obtained as corollaries of a theorem on convergence of imaginary normalized differentials on families of Riemann surfaces.
Introduction
Amoebas have been introduced in the now classical [GKZ08] . They are defined as images of algebraic varieties in complex tori by the amoeba map A : C * n → R n (z 1 , ..., z n ) → log |z 1 |, ..., log |z n | .
Besides many others applications, see e.g. [Mik06] for a list of references, amoebas serve as a bridge between algebraic and tropical geometry. Such connexion is illustrated for instance by the application of tropical geometry to enumerative problems. One refers to [Mik05] as a founding work in this direction. The question of approximability is the cornerstone of this tropical approach to enumerative problems. Another important interplay between tropical and algebraic geometries concerns the topology of real algebraic varieties, in the scope of Hilbert sixteenth problem. The seminal idea of this connection goes back to Viro's patchworking techniques, developed in the late 70's, see [Vir80] or [Vir06] . This is up to now one of the most powerful methods to construct real algebraic varieties with prescribed topology. In the case of curves, Mikhalkin's approximation techniques provides a useful reformulation and sometimes a generalization of Viro's techniques, in particular when dealing with singular curves. Keeping these connections in focus, the present paper addresses the question of approximability of tropical curves from a wider point of view. Amoeba maps on algebraic varieties can be defined by integration of the real valued 1-forms Re d log z j , where the z j 's are coordinate functions. The periods of such forms are purely imaginary, guaranteeing that the latter integrals are well-defined. The latter 1-forms are special instances of so-called imaginary normalized differentials, see [Kri] . In this paper, Krichever defines harmonic amoeba maps 1 on Riemann surfaces by integration of tuples of such imaginary normalized differentials. He showed that harmonic amoebas extend many properties of algebraic ones (thin tentacles, convexity properties, logarithmic Gauss map, Ronkin function...). In the present paper, we introduce the tropical counterpart to the framework introduced by Krichever. Riemann surfaces are replaced with tropical curves and harmonic amoeba maps are replaced with harmonic morphisms. The image of such morphisms are piecewise linear graphs in real affine spaces, with non-rational slopes a priori. We will refer to them as harmonic tropical curves. Practically, harmonic morphisms are given by integration of exact tropical 1-forms. In this sense, exact tropical 1-forms are the tropical counterparts of imaginary normalized differentials. We then show that any harmonic morphism can be approximated by a sequence of harmonic amoeba maps defined on a well chosen sequence of Riemann surfaces. This goes by the convergence (in a sense to be defined) of a well chosen sequence of imaginary normalized differentials to its tropical counterpart. On both sides, the harmonic maps under consideration are much more flexible than their "algebraic" counterpart. The space of deformation of such maps is a real vector space, the coordinates of which is given by the residues of the corresponding differentials. Finally, we go back to the "algebraic" case and consider the approximation of phase-topical morphisms to complex tori. The main issue is to construct sequences of harmonic amoeba maps that factorize through algebraic maps. At the level of differentials, it reduces to the problem of having only integer periods in order to have well-defined harmonic conjugates for harmonic amoeba maps. Finally, we produce an alternative proof of Mikhalkin's approximation theorem : any regular phase-tropical morphism is approximable by a sequence of algebraic maps. 1 Prerequisites
Contents

Imaginary normalized differentials and harmonic amoebas
In this section, one briefly overviews the facts of main interest for us that appear in [Kri] . Unless specified otherwise, the proofs of the statements to follow can be found there.
Definition 1.1. Let n and g be natural numbers and S ∈ M g,n a Riemann surface. An imaginary normalized differential (i.n.d. for short) ω on S is an holomorphic differential on S having simple poles at the n punctures of S and such that
for any γ ∈ H 1 (S, Z).
Theorem 1.2. Let n and g be natural numbers and S ∈ M g,n a Riemann surface. Denote by p 1 , ..., p n the n punctures of S. For any collection of real number r 1 , ..., r n such that j r j = 0, there exists a unique imaginary normalized differential ω on S such that
Res p j ω = r j for any 1 ≤ j ≤ n.
Proof See e.g. theorem 5.3 in [Lan82] . Definition 1.3. A collection of residues R on a Riemann surface S ∈ M g,n is the data R := (r Remark. The space of deformation of harmonic amoebas of S in R m is a real vector space of dimension m(n − 1) given by the coordinates of the collection of residues R.
The terminology is motivated by the fact that any coordinate function of the map A R is harmonic on the punctured Riemann surface, and that the definition of harmonic amoebas generalizes the one of classical amoebas in the case of Riemann surfaces. Indeed, classical amoebas as introduced in [GKZ08] are defined as images of algebraic subvarieties V ⊂ (C * ) m by the map A : (C * ) m → R m (z 1 , ..., z k ) → (log |z 1 |, ..., log |z k |) .
Suppose V is the image of the immersion of a smooth varietyṼ given by the m coordinates functions z j 's. The map A | V is given coordinate wise by integrating the real part of the imaginary normalized differentials d log z j . Note that any period of such differential is integer, it applies in particular for its residues at the punctures. In the present text, a period is meant to be the normalized integral 1 2πi γ ω of a differential ω along a loop γ in a complex variety V . Restricting ourselves to Riemann surface S, the main difference in the harmonic case is that the periods of the i.n.d.'s under consideration can be any real number.
One of the resemblance with classical amoebas is the following.
Proposition 1.5. Let S ∈ M g,n and R be a collection of residues of dimension 2. Then, all the connected components of the complement of A R (S) ⊂ R 2 are convex, and the unbounded components are separated by tentacle-like asymptotes of A R (S).
The similarity goes far beyond. To such harmonic amoebas, one can associate a logarithmic Gauss map, a Ronkin function and extend many classical properties of those objects. Once again, one refers to [Kri] . In particular, one can carry the definition of spine of planar amoebas as introduced in [PR04] to the case of harmonic amoebas. Such consideration leads to introducing a more general class of immersed tropical curve with non rational slopes. They will be introduced further in this text as harmonic tropical curves. Proposition 1.6. Let S ∈ M g,n and R be a collection of residues of dimension 2. There exists a constant M R independent of S, such that
where Area is the Euclidean area in R 2 .
Let S ∈ M g,n and R be a collection of residues of dimension m. Fixing a basis γ 1 , ..., γ 2g+n−1 of H 1 (S, Z), one can define the period matrix P R,S ∈ M (2g+n−1)×m (R) by
A change of basis of H 1 (S, Z) is given by a matrix A ∈ Sl 2g+n−1 (Z). The period matrix relative to the new basis is given by A · P R,S .
Theorem 1.8. Let S ∈ M g,n and R be a collection of residues of dimension 1. The level set S ∈ M g,n P R,S = P R,S is a smooth analytic subvariety of M g,n of real codimension 2g.
Proof see remark 3.2 and theorem 2.6 in [GK10] .
A twisted Hodge bundle
One of the main ingredient of the results to follow is the study of sequences of imaginary normalized differentials on Riemann surfaces. In the present case, we want to study the convergence of a family {S t , ω t } t∈N , where ω t is an imaginary normalized differential on a Riemann surface S t , such that S t converges to maximally degenerated stable curve of the compact moduli space M g,n . One has to specify what we mean by convergence, and in which space.
Recall that the classical Hodge bundle Λ g,n → M g,n is the rank g vector bundle whose fiber at a point (S; p 1 , ..., p n ) is the space of holomorphic sections of the dualizing sheaf over S, see [ELSV01] . Geometrically, the fiber of Λ g,n over a smooth curve (S; p 1 , ..., p n ) ∈ M g,n is the vector space of holomorphic differentials. Now for a singular curve (S; p 1 , ..., p n ) ∈ M g,n with simple node q 1 , ..., q k , the fiber of Λ g,n over S is the vector space of meromorphic differentials such that their pullback on the normalizationS have at most simple poles at the preimages of the nodes of S, and such that their residues at the 2 preimages of any of the q j 's are opposite to each other. Note that this vector space is also g-dimensional. The fact that Λ g,n is a vector bundle on M g,n can be found in [ACG11] , and references therein. Now, consider the following twisted version of the latter bundle.
Definition 1.9. One defines Λ m g,n → M g,n to be the vector bundle of rank
lying over a curve S will be called a generalized meromorphic differential on S.
The fibers of Λ m g,n are easily described in terms of the ones of the Hodge bundle: we simply allowed extra simple poles at the punctures. Then, a sequence S t , ω t t∈N is just a sequence of points in the total space of Λ m g,n .
We naturally define Definition 1.10. A sequence S t , ω t t∈N convergence if it converges pointwise in the total space of the bundle Λ m g,n Of course, it would be very practical to have a set of coordinates, at least locally, to determine such point wise convergence. Convergence on the base space will be described in term of Fenchel-Nielsen coordinates, see next subsection. We should only care about a coherent coordinate system on the fibers over the sequence {S t } t∈N . Assume for example that there is a simply connected open subset U ⊂ M g,n such that {S t } t>t 0 ⊂ U , for some large t 0 . In such case, H 1 (S, Z) can be trivialized on U . In the sequel, we will consider sequences converging to maximally degenerated stable curves. Irreducible components of such curves are Riemann spheres with 3 marked points standing for either nodes or marked points of the curve. There are exactly 3g − 3 nodes. Hence, the sequence {S t } t>t 0 specifies 3g − 3 vanishing cycles in H 1 (S, Z), cycles against which one can integrate the differentials ω t , for any time t > t 0 . Now, choose g of these cycles and (n − 1) small loops around all the punctures except one such that they are linearly independant in H 1 (S, Z). Denote them by γ 1 , ..., γ g+n−1 , then computing the periods along those cycles gives the map
This provides a system of coordinates on the fibers of the twisted Hodge bundle Λ m g,n above U . In particular, we have the following lemma Lemma 1.11. A sequence S t , ω t t>t 0 converges if and only if the sequence {S t } t>t 0 converges in M g,n and if the period vectors γ 1 ω t , ..., γ g+n−1 ω t converges in C g+n−1 .
A bit of hyperbolic geometry
In this subsection, one recalls some basic facts about geometry of hyperbolic surfaces, uniformization of punctured Riemann surfaces and Fenchel-Nielsen coordinates on moduli spaces of curves. One refers to [Bus92] for the proofs of the statements given here. Another reference is [ACG11] .
Definition 1.12. A pair-of-pants Y ("pop" for short) is a Riemannian surface such that * Y is homeomorphic to CP 1 \ E 1 ∪ E 2 ∪ E 3 where each of the E i 's is either a point or an open disc, the E i 's being pairwise disjoint, * the boundary components of Y are geodesics, * Y is a complete metric space of constant curvature -1.
Recall that the upper half-space H := z ∈ C Im(z) > 0 equipped with the Riemannian metric
where z = x + iy, is a complete metric space with constant curvature -1. Theorem 1.13. For any α, β, γ > 0, there exists an hyperbolic right-angled hexagon H ⊂ H with consecutive side lengths a, α, b, β, c, γ. The lengths a, b, c are determined by α, β, γ, and H is unique up to isometry. Definition 1.14. A generalized hyperbolic right-angled hexagon H ⊂ H is the limit for the Hausdorff distance on compact sets of a sequence of hyperbolic right-angled hexagons {H t } t>>1 of respective lengths α t , β t , γ t converging in R ≥0 .
From now on, a boundary components of a "pop" Y will be meant to be a boundary geodesic as well as a puncture of Y . Theorem 1.15. For any "pop" Y , there exists a unique orientation reversing isometry σ fixing the boundary components. The quotient Y /σ is isometric to a generalized hyperbolic right-angled hexagon H ⊂ H. Definition 1.16. For any "pop" Y , we define RY to be the fixed locus of the isometry σ of the previous theorem. Now let us recall what are Fenchel-Nielsen coordinates on the moduli space M g,n . These coordinates allow to describe any Riemann surface as a gluing of "pop", up to the choice of some combinatorial data we introduce right now. Definition 1.17. A cubic graph G is a graph with only 3-valent and 1-valent vertices. The edges adjacent to a 1-valent vertex are called leaves. A ribbon structure R on G is a the data for every vertex of G of a cyclical ordering of its adjacent leaves-edges.
Notations. We denote by V (G) the set of vertices of G. The leaves of G form the set L(G), and the non-leaf edges form the set E(G). The union of L(G) and E(G) is denoted LE(C).
In the present paper, S 1 denotes the multiplicative group of complex numbers of modulus 1. Definition 1.18. A twist distribution on a cubic graph G is the data of a pair (R, Θ) of a ribbon structure R on G and a function Θ : E(G) → S 1 , up to the following equivalence Consider a cubic graph G, together with a function l : E(G) → R >0 and a twist distribution (R, Θ)/ ∼. Denote by g the genus of G and by n its number of leaves. A quick Euler characteristic computation shows that G has (3g − 3 + n) edges and (2g − 2 + n) 3-valent vertices. Assume the latter quantity is strictly positive. From this data, one can construct a Riemann surface of genus g with n punctures as follows: for each v ∈ V (G), consider a "pop" Y v together with a bijection between the set of boundary components of Y v and the set of leaf-edge e ∈ LE(G) adjacent to v such that * punctures of Y v are in bijection with leaves adjacent to v, * boundary geodesics are in bijection with edges adjacent to v and their length is given by the map l.
The ribbon structure on G is equivalent to a cyclical order on the boundary components of every Y v , via these bijections. According to this cyclical ordering, let us fix the following framing on each boundary geodesic of Y v : first orient each geodesic such that the normal vector field points inward Y v . Define the origin of each boundary geodesic γ to be its intersection point with the unique connected component of RY v connecting γ to the previous boundary component of Y v . Equipped with this framing, each boundary geodesic is a group, and there is a unique orientation preserving isomorphism between each geodesic and S 1 . For 2 nearby vertices v 1 , v 2 ∈ V (G) connected by an edge e ∈ E(G), glue the corresponding geodesics in Y v 1 and Y v 1 by the isometry
One checks easily that the construction does not depend on the representative (R, Θ) of the twist distribution. The result is a complete Riemannian surface S(G, l, Θ) of genus g with n punctures and constant curvature -1. This surface is locally modelled on H with holomorphic transition functions, hence it is a Riemann surface.
Notations. The reader should always keep in mind that such construction requires the choice of a ribbon structure, mod out by the appropriate equivalence relation. The only datum of a twist function Θ is insufficient for the latter construction. However, for the sake of simplicity, we choose to refer only to Θ in our notations.
Definition 1.19. Define FN G : C * 3g−3+n → M g,n to be the map that associates to any couple of functions l, Θ the Riemann surface S(G, l, θ). Theorem 1.20. Let G be a cubic graph of genus g, with n leaves and equipped with a fixed ribbon structure. Assume G has at least one vertex, guaranteeing 2g − 2 + n > 0.
The 2 maps l and Θ are known as Fenchel-Nielsen coordinates for the curve S, relatively to G.
Remark. The latter map turns out to be an intermediate covering to the universal covering of M g,n by the Teichmüller space T g,n R 6g−6+2n . As one knows that the topology of M g,n is not trivial, the latter covering is far from being injective.
We end up this section by recalling some classical facts around the collar theorem.
Definition 1.21. Let Y be a "pop". For any boundary geodesic γ of Y , the half-collar associated to γ is the tubular neighbourhood
where w l(γ) := arcsinh 1/ sinh 1 2 l(γ) . For any puncture p of Y , the cusp K p associated to p is the neighbourhood of p in Y isometric to the space ]−∞, log(2)] × R/Z of coordinates (ρ, t) with the metric dρ 2 + e 2ρ dt 2 .
Proposition 1.22. Let {Y t } t∈R be a sequence of "pop" and γ t a boundary geodesic of Y t such that lim t→∞ l(γ t ) = 0. Denote by p ∈ Y ∞ the puncture obtained by shrinking γ t . Then, the sequence of half-collars K Definition 1.25. For any Riemann surface S ∈ M g,n , and any geodesic γ ⊂ S, the collar associated to γ is the tubular neighbourhood
Asymptotic equivalence of conformal invariants on holomorphic annuli
Riemann mapping theorem asserts that any simply connected open subset U C is biholomorphic to the open unit disc. If one remove from U a simply connected open subset V such that V ⊂ U, the result is a holomorphic annulus. Unlike holomorphic discs, such annuli have non trivial moduli. For example, the annuli A r,R = z ∈ C r < |z| < R are determined up to biholomorphism by the single conformal invariant log R r , see e.g. [Rud87] . This conformal invariant is related to so-called extremal lengths on complex domains, see e.g. [Ahl73] . It turns out that any holomorphic annulus is biholomorphic to A r,R for some 0 < r < R. Hence, they have a single modulus. Another model can be chosen as In the sequel, we will need to compare such conformal model of holomorphic annuli with another model coming from hyperbolic geometry. Recall that the collar K l is the holomorphic annulus presented as the tubular neighbourhood of width w(l) = arcsinh
of a geodesic of length l in a complete hyperbolic surface.
Proof According to [Bus92] , K l is isometric to ]−w(l), w(l)[×R/Z equipped with the Riemannian metric dρ 2 + l 2 cosh(ρ) 2 dy 2 . In order to present it as an annuli A m(l) , let us look for a change of variable x → ρ(x) for which the latter Riemannian metric becomes conformally equivalent to the euclidean metric on the (x, y)-space. It amounts to solve the differential equation
The solution is given by
.
It remains to compute the asymptotic of m(l) when l tends to 0. One has
. In order to determine the asymptotic of ρm ω m on A m , one needs reasonable convergence assumptions on the sequence {ω m } m∈R >0 . Let us introduce a third model for holomorphic annuli. Let
for 0 ≤ λ < 1. For λ > 0, C λ is a holomorphic annulus of modulus − log(λ). For λ = 0, C λ is the union of the z-unit disc and the w-unit disc in C 2 .
Definition 1.28. Let {ω m } m∈R >0 be a sequence of holomorphic differentials on the A m 's. The sequence {ω m } m∈R >0 converges when m tends to ∞ if it converges in the C λ -model when λ tends to 0, that is, the limit is a meromorphic differential on each of the irreducible components of C 0 , having opposite residues on the z-component and the w-component.
Remark. This convergence can be expressed in terms of point-wise convergence in total space of the relative dualizing sheaf of the morphism (z, w) → zw from the bi-disc of bi-radius (1, 1) to the unit disc. Now for any admissible sequence of paths {ρ m } m∈R >0 , there exist 2 sequences of locally injective paths {ρ 1,m } m∈R >0 and {ρ 2,m } m∈R >0 , contained in the boundaries of A m {Re(z) = 0} and {Re(z) = m} respectively, and such that
By convergence of {ω m } m∈R >0 and the admissibility of {ρ m } m∈R >0 , the integrals along ρ 1,m and ρ 2,m converge. As a consequence
Putting everything together, one gets Proposition 1.30. Let {l t } t∈I be a sequence of positive numbers such that
for some positive number l. For any converging sequence {ω t } t∈I of holomorphic differentials on the K l(t) 's, and any admissible sequence of paths {ρ t } t∈I , one has 1 log(t) ρt ω t ∼ t→∞ lΛ where
Suppose first that Λ = 0 and remove the finite number of t's for which Λ t := 0. Applying lemma 1.29 to the normalized family {(1/Λ t )ω t } t∈I , and the equivalence given in lemma 1.26, one gets 1
The result obviously holds when Λ = 0.
Phase-tropical curves
In this section, one reviews (phase-) tropical curves and tropical 1-form on them. As abstract objects, the definition of tropical curves follows the classical framework. There are several ways to broach these objects, and those known to the author can be found in [Mik05] , [Mik] and [Vir11] . However, the point of view adopted here on phase-tropical curves is a bit different. The definitions are designed such that phase-tropical curves arise naturally as limiting object of families of Riemann surfaces described in the FenchelNielsen fashion. The reader could be surprised to see that Riemann surfaces and phase-tropical curves are encoded here by the very same combinatorial data. Nevertheless, they should be considered as different objects in spirit, as suggested by definitions 2.1 and 2.4. Another point is that one restrict our attention to 3-valent tropical curves. There are several reason for that : first, it is a necessary restriction in order to fit perfectly to the hyperbolic framework given previously. Secondly, considering general tropical curves would obscure vainly both statements and proofs. Finally, all the results in the present paper can be generalized to every tropical curve by simple density arguments, as 3-valent tropical curves are dense in their respective moduli space, see [Mik05] . For the sake of clarity, one will omit the term "simple" while referring to tropical curves. However, the reader should be aware that the objects under consideration here are not fairly general, but generic.
Remark. A tropical curve can also be presented as a couple C := (G, l), where G is a cubic graph and l : LE(C) → R >0 ∪ {+∞} is a function satisfying l(e) = +∞ if and only if e ∈ L(C). We will refer to l as the length function.
In the sequel, we will replace the word "tropical" by the symbol T whenever it is not confusing.
Definition 1.32. Let C be a tropical curve. A tropical morphism π : C → R m is a continuous map such that * for any e ∈ LE(C), the restriction map π |e is affine linear. * For any e ∈ LE(C), π(e) is contained in a line of rational slope. * For any v ∈ V (C), denote by e 1 , e 2 and e 3 the 3 unitary tangent vectors of the 3 leaves-edges adjacent to v. Then
The latter condition is referred to as the balancing condition. Tropical morphisms are tacitly considered up to isometry of the source.
Remark. Tropical curves in affine spaces can be naturally equipped with positive integer weights, respecting to which they satisfy a balancing condition, see [Mik05] . Now let us recall what are regularity and superabundancy of T-morphisms. One refers to [Mik05] for more details. We have seen that any T-curve can be presented as a couple (G, l) of a cubic graph and a length function on it. As a consequence, the space of tropical curves supported on a fixed cubic graph G is diffeomorphic to R >0 3g−3+n , where g and n are respectively the genus and the number of leaves of G. Indeed 3g − 3 + n is nothing but the cardinality of E(G). Fixing an arbitrary orientation on
that associates to any leaf-edge of G the slope of its image by π.
Definition 1.34. Let C and C be two T-curves supported on the same cubic graph G. One says that two T-morphisms π : C → R m and π : C → R m have the same combinatorial type if they induce the same map LE(G) → S m−1 ∪ {0} for a fixed orientation on LE(G).
The space of deformation of T-morphisms within a fixed combinatorial type is subject to a finite number of constraints. Therefore, its dimension can be bounded by below by the "expected dimension". Here, we are more interested in the space of T-curves supporting a T-morphism of a fixed combinatorial type rather than the space of deformation itself. Proposition 1.35. Let G be a cubic graph of genus g and π : (G, l) → R m be a T-morphism. The space of T-curves admitting a T-morphism combinatorially equivalent to π is an open convex polyhedral domain of codimension at most mg in the space of all T-curves supported on G.
Proof See [Mik05] .
m is regular if the space of T-curves admitting a T-morphism combinatorially equivalent to π has codimension exactly mg in the space of all T-curves supported on G. Otherwise, π is superabundant.
1-forms
Tropical 1-forms on compact tropical curves have been introduced in [MZ08] . Here, we are about to define exact 1-forms on T-curves. In order to do so, let us introduce some necessary definitions. Such 1-forms will be modelled on the following local construction: let C be a T-curve and e ∈ LE(C). A 1-form ω on e is a classical constant 1-form a · dx where a ∈ R and x : e → R is an isometric coordinate. For any other isometric coordinate y : e → R, one has ω = ±a dy depending whether x • y −1 preserves orientation or not. Hence, a 1-form ω on e is equivalent to the data of an orientation e on e and a real number ω e . If − e denotes the opposite orientation on e, then ω − e = −ω e . Definition 1.37. Let C be a T-curve. A 1-form ω on C is the data of a 1-form on every e ∈ LE(C) such that for any v ∈ V (C), and e 1 , e 2 , e 3 its 3 adjacent elements in LE(C) oriented toward v, one has w e 1 + w e 2 + w e 3 = 0.
The set of 1-forms on C is denoted by Ω(C). For any e ∈ L(C) and its orientation e toward its adjacent vertex, the number w e is called the residue of ω at e. An element ω ∈ Ω(C) is holomorphic if all its residues are zero. The set of holomorphic 1-form on C is denoted by HΩ(C). Definition 1.38. Let C be an T-curve. A path c in C is an injective map c : 1, m → LE(C), for some m ∈ N, such that each c(j) is oriented and such that the terminal vertex of c(j) is the initial vertex of c(j + 1) for all 1 ≤ j < m. A loop λ in C is an injective map λ : Z/mZ → E(C), for some m ∈ N, such that each c(j) is oriented and such that the terminal vertex of c(j) is the initial vertex of c(j + 1) for all j ∈ Z/mZ. The leaves-edges of a path, or a loop ρ in C are oriented by definition. Hence, one can integrate any 1-form ω on C along ρ, and one has the formula
For a path from a leaf to another, or a loop ρ, one defines the 1-form ω ρ dual to ρ by
for any loop ρ in C. The set of exact 1-forms on C is denoted by Ω exact (C).
Remark. The terminology is justified by the fact that exact 1-forms are exactly those obtained as gradient of tropical functions. This is a part of the tropical Abel-Jacobi theorem, see [MZ08] .
Before ending this subsection, we introduce some useful results on exact 1-forms. Proposition 1.40. Let C be a T-curve of genus g with n leaves such that n ≥ 1. Then, one has the following 1) For any 1-form ω, the sum of all its residues is zero.
2) Ω(C) is a real vector space of dimension g + n − 1.
3) HΩ(C) is a real vector space of dimension g.
5) Ω exact (C) is a real vector space of dimension n − 1 and each element of Ω exact (C) is determined by its residues.
Proof Under our assumptions on g and n, C can be considered as the dual graph of an hyperbolic pair-of-pants decomposition of a Riemann surface of genus g with n marked points. As we have already said, C has exactly 2g − 2 + n 3-valent vertices. Cut C at g points in such a way that the result is a metric tree C cut . Hence C cut has still 2g − 2 + n 3-valent vertices, n leaves of infinite length and 2g leaves of finite length. Any 1-form on C cut can be constructed as follows : pick one of the n infinite leaves, and prescribe a residue on it, and travel along the tree C cut . Each time a 3-valent vertex is encountered, one has R-many ways to locally define a 1-form, hence the space of 1-forms on C cut is naturally isomorphic to R (2g−2+n)+1 . In order to get a 1-form on C, one has to pick a 1-form on C cut that has opposite residues at every of the g pairs of finite leaves. These are g linearly independent conditions on the space of 1-forms on C cut , as long as n > 0. Indeed, consider a labelling l 1 , ...l 2g+n of the leaves of C cut such that l 1 , ...l n correspond to the infinite leaves and l n+2i−1 , l n+2i correspond to the 2 finite leaves glued together in C (for 1 ≤ i ≤ g). Let ω 2 , ..., ω g+n be the 1-forms dual to the paths from l 1 to l i for 2 ≤ i ≤ n, and from l 2i−n−1 to l 2i−n for n + 1 ≤ i ≤ g + n, see definition 1.38. It forms a generating family for the space of 1-forms on C cut inducing a 1-form on C. By dimension reasoning, it is then a basis and 2) is proven. The sum of the residues for any element of the basis ω 2 , ..., ω g+n is zero, hence it holds for any 1-form on C and 1) is proven. It follows that HΩ(C) is a g-dimensional vector space generated by ω n+1 , ..., ω g+n , which is 3). The map H 1 (C, R) × Ω(C) → R defined by (γ, ω) → γ ω is a perfect pairing when restricted to HΩ(C). It implies both that a holomorphic 1-form with all periods equal to zero is necessarily zero and that for any ω ∈ Ω(C), there is a unique ω 0 ∈ HΩ(C) having exactly the same periods. In other words, Ω(C) = Ω exact (C) ⊕ HΩ(C). Finally, the difference between two elements of Ω exact (C) having the same residues is an element of Ω exact (C) ∩ HΩ(C), hence it is zero, and 5) is proven. 
up to the choice of an initial point p 0 ∈ C.
Phase-tropical curves and morphisms
Here, we present phase-tropical curves as topological surfaces together with a fibration over a tropical curve. This point of view is slightly different from [Mik] , but the objects under consideration are easily seen to be equivalent. As in [Mik05] , consider the diffeomorphism
This corresponds to a change of the holomorphic structure of (C * ) 2 , see section 6 in [Mik05] . Note that
A.
Denote L := (z, w) ∈ (C * ) 2 z + w + 1 = 0 . The sequence of topological surfaces {H t (L)} t>1 converges in Hausdorff distance to a topological surface L, when t goes to ∞, see for instance [Mik05] . Topologically, L is a sphere minus 3 points. It is obtained as the gluing of 3 holomorphic annuli to the coamoeba of L, as pictured in figure 1. It implies that L comes naturally 
is a commutative diagram. * For any pair of adjacent vertices v 1 , v 2 ∈ V (C), the transition function
Phase-tropical curves are tacitly considered up to the following equivalence relation :
is commutative.
Remark. The preimage of A V over an edge e is a holomorphic annulus of modulus l(e). As transition functions are just rotations on such annuli, they preserve the fibers of the maps ϕ v 1 • A and ϕ v 2 • A where v 1 and v 2 are the two vertices adjacent to e. Hence, the fibration A V : V → C is well-defined. Note also that the collection of π v 's provides an atlas on the tropical curve C. Indeed, if each tripod T v is oriented outwards, each transition function is the only orientation reversing isometry on every edge.
Notations. For the sake of clarity, one will omit the term "simple" while referring to phase-tropical curves. One will also denote phase-tropical curves
Recall that a toric morphism A : 
Clearly, the phase-tropical morphism φ induces a tropical morphism π φ :
A phase-tropical morphism φ is regular if its underlying tropical morphism π φ is.
Remark. Phase-tropical curves originally appeared in [Mik05] as immersed objects in (C * ) 2 , obtained by degeneration of families of algebraic curves. One recipe to produces such degeneration is to consider non-archimedean complexified amoebas, see section 6.2 in [Mik05] . Their abstract counterpart and associated morphisms appeared later in [Mik] . V (v), for any v ∈ V (C). This is done in the exact same fashion as the Fenchel-Nielsen construction of Riemann surfaces presented above. Once again, such framing induces a unique isomorphism with S 1 for each boundary geodesic. Now, for any e ∈ E(C) and v 1 , v 2 its adjacent vertices, the holomorphic annulus A , and a framing on its 3 boundary geodesics (blue).
descends to a self-inverse orientation reversing isometry
from one geodesic to another. Hence, the choice of the ribbon structure R on C induces a function Θ : E(C) → S 1 by collecting the e iθ 's. For any other choice of a ribbon structure R and associated function Θ , one easily checks that (R, Θ) and (R , Θ ) define the same twist distribution on C.
Remark. The building block L for phase-tropical curves has a unique real structure. The three special points of CoA(L) correspond to the three connected components of RL. Similarly to Riemann surfaces, the twist on an edge measures how much the local real structures on the two nearby building blocks fail to glue into a real structure on their union. Proposition 1.45. A phase-tropical curve A V : V → C is uniquely determined by C and its associated twist distribution Θ, as constructed above.
Proof For any A V : V → C, the fibration A V above T v , v ∈ V (V ), is locally modelled on the map A : L → Λ. The phase-tropical curve V is then determined only by C and its transition functions. The latter are easily recovered from Θ.
Notations. According to the latter proposition, a phase-tropical curve will also be denoted by a couple (C, θ) of a tropical curve C and a twist distribution Θ on it. Equivalently, we will denote it as a triple (G, l, Θ) of a cubic graph G together with a length function l and a twist distribution θ on it.
Remark. Riemann surfaces and phase-tropical curves can be presented by the same system of Fenchel-Nielsen coordinates (G, l, Θ).
Convergence of imaginary normalized differentials
The purpose of this section is to study the limit of imaginary normalized differentials on punctured Riemann surfaces while moving to maximally degenerate stable curves in the Deligne-Mumford compactification M g,n of the moduli space M g,n .
First, we define what does it mean for a sequence of Riemann surfaces to converge toward a tropical curve. We then show that the sequence of i.n.d.'s of fixed residues on such sequence of Riemann surfaces does converge and that the limit is totally determined by the tropical picture. Secondly, we refine the latter definition of convergence by defining convergence toward phase-tropical curves. With such notion of convergence, we can strengthen the previous result, namely one can determine the limiting period matrix of the sequence of i.n.d.'s. Note that the theorem 1 concerns questions about convergence of linear systems on family of Riemann surfaces as addressed e.g. in section 5 of [GK10] . We believe that the techniques presented here can be developed further and applied to some others fundamental problems related to convergence of linear systems.
Convergence of differentials
Definition 2.1. Let C be a T-curve of genus g with n leaves such that 2g − 2 + n > 0 and n ≥ 2. One says that a sequence {S t } t∈N ⊂ M g,n converges to C if for a fixed ribbon structure on C * there exists a length function l t and a twist function Θ t such that S t S(C, l t , Θ t ) for any t, * l t (e) ∼ t→∞ 4π l(e) log(t)
for any e ∈ E(C).
Remark. If one forgets the metric, a simple T-curve C can be thought of as the dual graph of a maximally degenerate stable curve where any element v ∈ V (C) is dual to a sphere with 3 special points that are either nodes (dual to elements e ∈ E(C)) or marked points (dual to elements e ∈ L(C)).
In the latter definition, every geodesic dual to an edge e ∈ E(C) in S t gets contracted to a node in the limit. Set theoretically, {S t } t∈N is a sequence of points in M g,n converging to the maximally degenerate stable curve S C in M g,n corresponding to C. The asymptotic of the lengths of these geodesics is a partial information on the tangent direction with which {S t } t∈N approaches S C .
A collection of residues R := (r 1 , ..., r n ) and a sequence {S t } t∈N ⊂ M g,n give rise to the sequence {(S t , ω R,St )} t∈N ⊂ M g,n in the total space of the twisted Hodge bundle Λ m g,n , see definition 1.3. As we already explain, a T-curve C gives a point S C ∈ M g,n simply by considering the stable curve dual to the underlying cubic graph of C. Now for any ω ∈ Ω(C), let us associate a generalized meromorphic differential on S C as follows : each irreducible component of the normalizationS C of S C corresponds to a vertex v ∈ V (C), denote it C v . It is a sphere with 3 punctures corresponding to the 3 elements e 1 , e 2 , e 3 ∈ LE(C) adjacent to v. If one orients them toward v and consider the unique meromorphic differential on C v having residue ω e j at the j-th puncture, it defines a generalized meromorphic differential on S C . According to this construction, a pair (C, ω) of a T-curve and an element ω ∈ Ω(C) gives a point in the total space Λ m g,n over the curve S C . Definition 2.2. For a T-curve C and a 1-form ω ∈ Ω(C), one denote by C, ω ∈ Λ m g,n the image of the pair (C, ω) by the above construction.
The main result of this subsection is the following Theorem 1. Let {S t } t∈N ⊂ M g,n be a sequence converging to an T-curve C and R := (r 1 , ..., r n ) be a collection of residues. Let {ω R,St } t∈N be the associated sequence of imaginary normalized differentials, see definition 1.3, and ω R,C the associated 1-form on C, see definition 1.41. Then, the sequence {(S t , ω R,St )} t∈N ⊂ Λ m g,n converges to C, ω R,C .
Before proving theorem 1, let us introduce a technical definition : to a loop ρ T in a cubic graph G, we will associate a piecewise geodesic loop in any curve S S(G, l, Θ). Recall that a loop is a map ρ T : Z/mZ → E(G). It can also be presented as a map V : Z/mZ → V (G) where V (j) is the vertex between ρ T (j) and ρ T (j + 1). Denote by Y V (j) the "pop" in the decomposition of S corresponding to the vertex V (j), by γ j the geodesic in the decomposition of S corresponding to the edge ρ T (j) and orient it such that the associated normal vector field points toward Y V (j−1) . Now construct the piecewise geodesic loopρ in S as follows :ρ ∩ Y V (j) is the oriented connected component of RY V (j) going from γ(j) to γ(j + 1), and ρ ∩ γ j is the positive arc of
Definition 2.3. For any loop ρ T in a cubic graph G and any curve S S(G, l, Θ), define byρ ⊂ S the loop in S associated to ρ T , as constructed above.
Proof of theorem 1 Recall that from definition 2.1, S t is presented as S(C, l t , Θ t ). Suppose first that for any geodesic γ t of the "pop" decomposition of S t , the sequence γt ω R,St t∈N converges. According to lemma 1.11, it is equivalent to the convergence of the sequence {(S t , ω R,St )} t∈N in the total space of the bundle Λ by ψ jk t gives rise to a convergent sequence, according to definition 1.28. Indeed, the limit is given on each connected component of the normalization of S C by a unique meromorphic differential. This differential admits a unique representation as f (z)dz once a coordinate z is chosen.
It implies first that ω R,St converges toward an holomorphic differential on the complement of the collars, which stay compact in the limit, thanks to proposition 1.22. So, the integral on each complement converges to a finite quantity. Hence one has
Now, applying proposition 1.30 for each of the collars involved in the latter formula, one gets
where a jk is the length of the edge e jk of C and Λ jk = lim Considering the real part on both sides in (2) gives in turn that
By definition of the Λ jk , one can construct a 1-form on C taking the value Λ jk along e jk and having residue r l at the l-th leaf of C. The equation (3) states exactly that this 1-form belongs to Ω exact (C). According to proposition 1.40, this 1-form is exactly ω R,C and the theorem is proved in this case. Suppose now that there is a bound for all the periods γt ω R,St that is uniform in t. For any subsequence {t k } t∈I such that all these periods converge, one can reduce to the previous case and deduce that ω R,St k converges to ω R,C . As any converging subsequence converges to the same limit, the original sequence does converge. Suppose finally that lim t→∞ M t = +∞ where M t is defined as max γt ω R,St .
Consider the sequence of imaginary normalized differentialω t := 1 Mt ω R,St . Considering a subsequence if necessary, assume that the periods γtω t converge. Applying the same argument as in the first case, one construct a limit elementω T ∈ Ω exact (C). The way we rescaled ω R,St to getω t implies that * there is an e in C such that |ω T e | = 1, * ω T has no residues.
In other word,ω
T is a non zero exact 1-form which is holomorphic. This is in contradiction with 1.40 and the theorem is proved.
Convergence of periods
Definition 2.4. Let (C, Θ) be a phase-tropical curve of genus g and n leaves with 2g − 2 + n ≥ 1 and n ≥ 2. One says that a sequence {S t } t∈N ⊂ M g,n converges to (C, Θ) as t goes to infinity if :
• the sequence of twist distribution {Θ t } t∈N converges to Θ.
Theorem 2. Let {S t } t∈N ⊂ M g,n be a sequence converging to a phasetropical curve (C, Θ) and R := (r 1 , ..., r n ) be a collection of residues. Let {ω R,St } t∈N be the associated sequence of imaginary normalized differentials, see definition 1.3, and ω R,C the associated 1-form on C, see definition 1.41. For any loop ρ T ⊂ C, andρ t the associated loop in S t , see definition 2.3, one has lim
where the branch of log is chosen such that log :
Remark. The branch of the logarithm is chosen coherently with the way we defined the loopρ t ⊂ S t associated to ρ T ⊂ C.
In order to prove this statement, let us briefly study imaginary normalized differentials ω on S ∈ M 0,3 . More precisely, we are interested in paths ρ in S for which Im(ω) |ρ ≡ 0.
With the help of the uniformizing metric g on S, one can consider the vector field Im(ω) ∨ dual to Im(ω) defined by Im(ω) = g · , Im(ω) ∨ ). Similarly, denote by Re(ω)
∨ the vector field dual to Re(ω) with respect to g. The vector field Im(ω)
∨ is obtained by rotating Re(ω) ∨ by π/2. As a consequence, a path ρ in S is such that Im(ω) |ρ ≡ 0 if and only if the tangent vector field of ρ is parallel to Re(ω) ∨ at any point, i.e ρ is a flow line of Re(ω) ∨ . Let us choose the model S CP 1 \ {−1, 1, ∞}. Up to multiplication of ω by a constant and an automorphism of S (exchanging the punctures), one can assume that
with λ −1 , λ 1 > 0. Consider the real oriented blow-up S Bl of S at −1, 1 and ∞, and denote by γ −1 , γ 1 and γ ∞ the 3 corresponding boundary components of S Bl . The vector field Re(ω) ∨ does not extend to the boundary of S Bl as its modulus tends to infinity, nevertheless its asymptotic direction is welldefined.
Lemma 2.5. Let ω be an imaginary normalized differential on S as in (4). Then, one has * the 3 connected components of RS are parallel to Re(ω) ∨ , * Re(ω) ∨ is asymptotically orthogonal to γ −1 , γ 1 and γ ∞ . It is oriented inward S Bl at γ −1 and γ 1 and outward S Bl at γ ∞ . * For any point p in γ −1 or γ 1 out of RS Bl , the flow line of Re(ω) ∨ starting at p ends in γ ∞ . * [−1, 1] is the unique flow line in S Bl connecting γ −1 to γ 1 .
Proof The first point is an easy consequence of the fact that ω is defined over R. For the second point, consider a complex coordinate z centred at one of the 3 punctures of S and consider the circular integral
where h is an holomorphic function near the origin. The integrand converges uniformly to a purely imaginary function as r goes to 0. It is equivalent to say that the vector field Re(ω) ∨ becomes everywhere orthogonal to the tangent vector field of the circle of radius r as r goes to 0. As Im(ω) ∨ is obtained by rotating Re(ω) ∨ by π/2, it gets asymptotically parallel to the tangent vector field of the circle of radius r as r goes to 0. If λ > 0, the latter integral is a positive multiple of i. It means then that these vector fields point in the same direction. If λ < 0, they point in opposite direction. For the third point, notice that Re(ω) ∨ has a unique zero at the point ζ := ∨ and can be extended until it reaches the boundary of S Bl . According to the different orientation of the field at the boundary components, it has to end up in γ ∞ . The last point is a consequence of the previous points.
The different points of the latter lemma are described in figure 3. Lemma 2.6. Let {Y t } t∈N be a sequence of "pop" converging to S ∈ M 0,3 and let {ω t } t∈N be a sequence of imaginary normalized differential on Y t converging to an imaginary normalized differential on S. For any connected component ρ t ⊂ Y t of RY t , one has lim t→∞ ρt Im(ω t ) = 0.
Proof Assume first that there is finitely many times t for which one of the residues is possibly zero. Discarding those occurrences, one reduces to the case (4). According to the proof of the previous lemma, one can choose 3 sequences of positive numbers r t,−1 , r t,1 and r t,∞ such that up to multiplication of ω t by a constant independent of t, one has * Y t B 0 (r t,∞ ) \ (B −1 (r t,−1 ) ∪ B 1 (r t,1 )), * if one denotes by γ t,−1 (resp. γ t,1 , resp. γ t,∞ ) the boundary of B 0 (r t,∞ ) (resp. B −1 (r t,−1 ), resp. B 1 (r t,1 )), there exists N 1 > 0 such that for t > N , one has γ t,−1 Im(ω t ), γ t,1 Im(ω t ) > 0. * There exists N 2 > N 1 such that for t > N 2 , Re(ω t ) ∨ is everywhere transversal to the tangent vector fields of γ t,−1 , γ t,1 and γ t,∞ . * There exists N 3 > N 2 such that for t > N 3 , ω t has a single zero on Y t .
The same treatment as in the proof of the previous lemma implies that * for t > N 3 , there is a unique flow line of Re(ω t ) in Y t joining γ t,−1 and γ t,1 , converging in Hausdorff distance to ] − 1 + r t,−1 , 1 − r t,1 [⊂ Y t , * for t > N 3 , one can construct 2 sequences of flow line of Re(ω t ) in Y t going from γ t,−1 (resp. γ t,1 ) to γ t,∞ converging in Hausdorff distance to ] − r t,∞ , −1 − r t,−1 [ (resp. ]1 + r t,1 , r t,∞ [).
If for example ρ t :=] − 1 + r t,−1 , 1 − r t,1 [ andρ t is the sequence of flow lines converging to ρ t , then ρ t is homotopic to ρ t,1 •ρ t • ρ t,−1 where ρ t,−1 is an arc in γ t,−1 and ρ t,1 is an arc in γ t,1 . Asρ t converges to ρ t , the integrals of Im(ω t ) over ρ t,−1 and ρ t,1 tend to 0 as t goes to ∞. Hence Im(ω t ) = 0 asρ t is a flow line of Re(ω t ) for any t. The same argument apply for any choice of the sequence ρ t and the lemma is proved in this case. If one of the residues is zero for infinitely many times t, it implies it converges to zero. At the limit, the phase-portrait of the 1-form under consideration is a radial foliation on a cylinder. Adapting the above lemma, one shows that there is always a flow line converging to any connected component of RS, giving the result. Details are left to the reader. When two residues are zero for infinitely many times, then ω t is zero and the result follows.
Proof of theorem 2 For any loop ρ T ⊂ C, the associated loopρ t ⊂ S t is piecewise geodesic, see 2.3. According to the definition,ρ t is made out of connected components of RY t for some "pop" Y t of the decomposition of S t and arcs in some of the geodesics γ t of the same decomposition. By the previous lemma, parts ofρ t contained in the different RY t 's do not contribute in the limit of the integral of Im(ω t ) alongρ t . Let e be an edge of ρ T , and γ t the corresponding geodesic in S t . By definition,ρ t ∩ γ t is an arc of length · log Θ t (e) · l t (e) of γ t . If one shows that lim t→∞ ρt∩γt Im(ω t ) = log Θ(e) · ω R,C e , then the proposition is proved. For t big enough, and ε > 0 small enough, consider the tubular neighbourhood U ε of width ε around γ t . Let c t,1 and c t,2 be the flow lines of Re(ω t ) starting at the end points ofρ t ∩ γ t and ending on ∂U ε . Denote byρ t,ε the arc on ∂U ε between the end points of c t,1 and c t,2 such thatρ t ∩ γ t is homotopic to c where α ε,Θ(e) := z ∈ C |z| = ε, θ ≤ Arg(z) ≤ θ + log Θ(e) for some argument θ.
Approximation of harmonic tropical curves
In [PR04] , the authors exhibited a natural tropical curve living inside the amoeba of any planar curve. Let us briefly recall how it is defined. For any algebraic curve C ⊂ (C * ) 2 given by a polynomial equation f (z, w) = 0, consider the associated Ronkin function
It is a convex function , that is affine linear on any connected component of R 2 \ A(C). Let us denote by A f this set of connected components and by S α the affine linear function defining N f on the component α ∈ A f . Define then
It is a piecewise linear convex function. The spine S C of C is defined as the corner locus of S f . Note that S C does not depend on the choice of f . In [Kri] , the author showed that a pair (S, R) of a Riemann surface S and a collection of residues R of dimension 2 define a Ronkin function
with the same convexity and linearity properties as in the algebraic case. The very same procedure as above allows to construct the harmonic spine S S,R inside the harmonic amoeba A R (S) ⊂ R 2 . As in the algebraic case, this is a piecewise linear graph in the plane, but it has no longer rational slopes in general. Similarly to theorem 1 in [PR04] , harmonic amoebas deformation retract on their harmonic spine. In the algebraic case, spines are naturally equipped with an integer affine structure, providing a metric and a collection of weights satisfying a balancing condition. All this data can be recovered from the spine, considered just as a point set. For harmonic spines, this is no longer the case. Loosing integrality, there is no canonical choice for metric and weights. Rather than defining harmonic counterparts for tropical weights, we will look at them as parametrized objects by introducing harmonic morphisms on tropical curves. Then, we will show how any harmonic morphism can be approximated by a sequence of harmonic amoeba maps.
Harmonic tropical curves
Definition 3.1. Let C be a tropical curve. A harmonic morphism π : C → R m is a continuous map such that * for any e ∈ LE(C), the restriction map π |e is affine linear. * For any v ∈ V (C), denote by e 1 , e 2 and e 3 the 3 unitary tangent vectors of the 3 leaves-edges adjacent to v. Then π( e 1 ) + π( e 2 ) + π( e 3 ) = 0.
The latter condition is referred as the balancing condition. Harmonic morphisms are tacitly considered up to isometry of the source. Remark. Harmonic tropical curves in affine spaces should reasonably be equipped with an extra structure in order to satisfy a balancing condition. There is no natural definition for weights here, as leaves-edges have no longer rational slopes. One suggests that for any vertex of a harmonic tropical curve, each of its adjacent leaves-edges should be equipped with an out-warding vector such that all of them add up to zero. They should stand for sum of images of unitary tangent vectors of possible parametrizations.
In the case of a tropical curve, this extra data would correspond to the classical weights.
Proposition 3.3. Let C be a T-curve and R a collection of residues of dimension m on C. Then, the map π R : C → R m is a harmonic morphism. Moreover, for any vertex v ∈ V (C) and any of its adjacent leaf-edge e oriented outward, the corresponding unitary tangent vector is sent to the vector ω R,C e . Reciprocally, for any harmonic morphism π : C → R m , there exists a unique collection of residues R of dimension m on C such that π = π R .
Proof As every coordinates of ω R,C is a constant 1-form on any leaf-edge of C, it is clear that π R is affine linear on every leaf-edge. By definition, an oriented segment of length l included in e ∈ LE(C) is sent to the vector l · (ω R,C ) e . Hence the image of a unitary tangent vector is as predicted. The balancing condition of 3.1 follows from the definition 1.37. The first part of the statement is proven. Reciprocally, it is now clear that the map π is given by integration of an m-tuple of local 1-forms on any e ∈ LE(C). The balancing condition of 3.1 is clearly equivalent to the fact that these m-tuples of local 1-forms give rise to m-tuple of 1-forms on C, see 1.37. Exactness follows from the fact that this m-tuple is given by differentiating the m-tuple of coordinate functions of π. Uniqueness is clear.
Remark. As for harmonic amoeba maps, the space of deformation of harmonic morphisms on a fixed tropical curve C in R m is a real vector space of dimension m(n − 1), where n is the number of leaves of the curve. Indeed, this deformation space can be naturally identified with the space of collection of residues of dimension m on C.
Definition 3.4. An element ω ∈ Ω exact (C) for a T-curve C is integer if ω e ∈ Z for any element e ∈ LE(C). A collection of residues R of dimension m is integer on C if the m coordinates of ω R,C are integer elements of Ω exact (C).
Degeneration of harmonic amoebas
This subsection is devoted to the proof of the following. Remark. In addition to the remark following theorem 1, the latter theorem justifies the terminology of harmonic tropical curves as limits of harmonic amoebas.
Let us rigorously define what we mean by convergence in the latter theorem.
Recall that for a T-curve C, and v ∈ V (V ), we defined the tripod T v ⊂ C to be the union of v with its three adjacent open leaves-edges. Define now T On the other side, for a sequence {S t } t∈N ⊂ M g,n converging to C, denote by Y v,t the "pop" of S t dual to v ∈ V (C).
Definition 3.5. For the purpose of theorem 3, we say that the sequence of maps 1/ log(t) A R converges to π R if for any v ∈ V (C), the image of the map 1/ log(t) A R Yv,t converges in Hausdorff distance to the image of (π R )
Proof Assume first that m ≥ 2. Then, one can reduce to the case m = 2. Indeed, if for any 1 ≤ i < j ≤ m and any projection
(1/ log(t))ρ ij • A R converges to ρ ij • π R , then (1/ log(t))A R converges to π R . Assume m = 2. According to proposition 1.6, there exists a constant M R independent of t such that
It implies that
for each v ∈ V (C). For each e ∈ E(C) (resp. L(C)), denote by K e,t the collar (resp. cusp) dual to e in the decomposition of S t . According to lemma 1.30 and theorem 1, the projections on the x-and y-axis of 1 log(t)
A R (K e,t ) for any e ∈ E(C) are segments of respective asymptotic length l(e) ω
(1) R,C e and l(e) ω (2) R,C e . Using (5) and the convexity of the connected component of the complement of A R (S t ) (see 1.5), one deduces that 1 log(t)
A R (K e,t ) converges to a segment of slope ω R,C e and length l(e) ω R,C e , for any e ∈ E(C). If e is an edge adjacent to v ∈ V (C), the half collar K 1/2 e,t sitting in Y v,t is mapped to the corresponding half of the latter segment. Similarly, one gets that the image of a cusp K e,t converges to a half line of slope ω R,C e , whenever the latter is not zero. Otherwise, A R is bounded on K e,t , uniformly in v and t, and 1 log(t)
A R (K e,t ) converges to a point. Now, the convergence of ω R,St to ω R,C given by theorem 1 ensures that A R is bounded on Y 
Approximation of phase-tropical curves
The study of phase-tropical curves is motivated by the fact that they arise as limit of classical algebraic curves in the plane, see [Mik05] . This approximability was used for the computation of planar Gromov-Witten invariants. In particular, the approximating sequences of algebraic curves are constructed using point constraints. In [Mik] , a more general version of this approximability is given. Namely, it is shown that regular phase-tropical morphisms in any affine space are always approximable by sequences of algebraic maps. Using different frameworks, this result is also proven in [NS06] and [Tyo12] . In this last section, we state and prove this approximability theorem in a framework close to the one of [Mik] . The techniques used here are quite similar to those used in [Mik] . The only difference is the way regularity steps in the proof. In [Mik] , regularity allows to find principal divisor on appropriate sequences of Riemann surfaces, giving the desired sequence of maps up to Abel-Jacobi theorem. Approximation of phase-tropical morphisms includes approximation of the underlying tropical morphism. This has been undertaken in the previous section. In the present framework, one needs to construct sequences of harmonic amoeba maps that have well-defined harmonic conjugate and lift to actual holomorphic maps. Technically, one has to look for harmonic maps coming from i.n.d.'s with integer periods. That's exactly where regularity takes place here, see proposition 4.5.
Let us now state the theorem.
Theorem 4 (Mikhalkin). Let φ : V → C * m be a regular phase-tropical morphism on a phase-tropical curve V = (G, l, Θ). Denote by g the genus of G and by n its number of leaves. Then, there exists a sequence {S t } t∈N,t>>1 ⊂ M g,n together with algebraic maps ι t : S t → (C * ) m such that the sequence of maps
converges to the phase-tropical morphism φ.
Moreover, the sequence of twist distributions {Θ t } t∈N,t>>1 of S t can be chosen to be constant and equal to Θ.
Remark. In certain cases, it is of primary importance that the latter theorem holds for sequences of Riemann surfaces with constant twist distributions. The construction of real algebraic curves with prescribed topology related to Hilbert's sixteenth problem is a fundamental instance.
Remark. As every phase-tropical immersion to (C * ) 2 is regular, theorem 4 takes care of this case.
Similarly to theorem 3, one needs to specify the notion of convergence used in the latter theorem. Recall the phase-tropical curve V can be equivalently presented as a topological surface together with a fibration A V : V → C, where C = (G, l).
Definition 4.1. For the purpose of theorem 4, we say that the sequence of maps H t • ι t converges to φ if for any v ∈ V (C), the image of the map
Yv,t converges in Hausdorff distance to the image of φ
When integrality is guaranteed, one has the following.
Proposition 4.2. Let φ : V → C * m be a phase-tropical morphism on a phase-tropical curve V = (C, Θ). Let R be the collection of residues giving the underlying tropical morphism π φ : C → R m . Let {S t } t∈N,t>>1 be a sequence of Riemann surface converging to V . Assume moreover that P R,St is a constant family of integer period matrix, then the sequence of maps H t •ι R,St converges to φ, for an appropriate choice of initial points z 0,t ∈ S t .
Proof From theorem 3, one knows that the sequence of maps A•H t •ι R,St converges to π φ , up to an appropriate choice of initial points. By definition, it means that A H t (ι R,St (Y v,t )) converges in Hausdorff distance to π φ (T 1/2 v ), for any v ∈ V (C). One can distinguish 3 cases : either π φ T 1/2 v is an embedding, or it contracts exactly one leaf-edge, or it is constant. Let us treat the first case. The two other cases can be treated similarly and are left to the reader. Up to the action of Sl 2 (Z) on the coordinates of ω R,St , one can assume that (ω R,St ) e = (1, 0), (0, 1) and (−1, −1) for the 3 inward edges adjacent to v. The sequence {Y v,t } t converges to a sphere minus three points., isomorphic to CP 1 \ {−1, 1, ∞} in a unique way such that the order of the poles of ω R,St at the limit are (1, 0) at −1, (0, 1) at 1 and (−1, −1) at ∞. Up to a toric translation in (C * ) 2 , one can assume that the pair (Y v,t , ω R,St ) converges to CP 1 \{−1, 1, ∞} , (
) . This pair of i.n.d.'s gives the embedding of
converges in Hausdorff distance to CoA(L) ⊂ T Then, one easily checks that
v ) . Up to now, we have shown that the pieces
v ) , up to toric translation. It is clear that one can choose the sequence of initial points z 0,t ∈ S t such that
. Now, one only needs to check that the pieces H t (ι R,St (Y v,t )) glue together the same way as the
v ) has a unique real structure. In S t (resp. V ), the Y v,t 's resp. A V −1 π φ (T 1/2 v ) 's are glued together according to the twists distributions with respect to their real structure. As the sequence {Θ t } t converges to Θ, the result follows.
The two following results tell that the convergence towards a phasetropical curve ensures integrality at the limit. Proof For any vertex v ∈ ρ T , there is a distinguished point among the 3 special points of (A V ) −1 (v), namely the intersection point of the 2 geodesics corresponding to the 2 edges in ρ T adjacent to v. Let us look at the position of the image by Arg • φ of this distinguished point in R/2πZ m while going around ρ T . Going from a vertex v to the next one via an edge e, the distinguished point is translated in the argument torus by
Θ(e) ω R,C e . After a full cycle along ρ T , the distinguished point has to end up at its initial place. Summing these displacements in the universal cover R m of the argument torus, it is equivalent to say that e∈ρ T 1 i log Θ(e) ω R,C e ∈ 2πZ m , which is equivalent to the statement.
Proposition 4.4. Let φ : V → C * m be a phase-tropical morphism on a phase-tropical curve V = (C, Θ). Let R be the collection of residues giving the underlying tropical morphism π φ : C → R m . For any family {S t } t∈N ⊂ M g,n converging to V , the family of period matrices {P R,St } t∈N of S t with respect to R converges to an integer period matrix P R,C .
Proof According to theorem 1, the period vectors tends to the vector ω R,C e , where γ t is the geodesic of the decomposition of S t corresponding to e ∈ E(C). As π φ is a tropical morphism, the collection of residues R is integer on C. Hence, the latter period vectors tend to be integers. Now let us consider a basis ρ for 1 ≤ k ≤ g and 1 ≤ j ≤ m. As the γ t and theρ (k) t generate H 1 (S t , Z) for any t, the proposition is proved.
For the rest of this section, φ : V → C * m is a regular phase-tropical morphism on a phase-tropical curve V = (C, Θ). Let R be the collection of residues giving the underlying tropical morphism π φ : C → R m . The genus and number of leaves of C will be denoted g and n respectively. In order to prove theorem 4, one needs to prove integrality not only at the limit but also after a finite time t. Now let G be the cubic graph supporting C. If g and n satisfy 2g−2+n > 0, recall one can define the map FN G : C * 3g−3+n → M g,n (l, Θ) → S(G, l, Θ) , Now consider the following partial compactification of (C * ) 3g−3+n at the origin : consider the length factor (R >0 ) 3g−3+n of its polar coordinate system, and embed it in the real oriented blowup of R 3g−3+n at the origin. The latter ambiant space is diffeomorphic to x ∈ R 3g−3+n |x| ≥ 1 and (R >0 ) 3g−3+n
is presented there as x ∈ (R >0 ) 3g−3+n |x| > 1 .
Consider its partial compactification
x ∈ (R >0 ) 3g−3+n |x| ≥ 1 and denote by (C * )
3g−3+n 0 the product space of (S 1 ) 3g−3+n with the latter partial compactification, and define also the following subset is a smooth analytic subset of real codimension 2mg near F 0 .
Proof From theorem 2, one remark that the limiting period matrix of a family S t converging to a phase-tropical curve V = (C , O) depends only on the pair of exact 1-forms ω R,C on C and O. These objects are kept fixed within the class [V ] . It follows that Π R extends to (C * )
3g−3+n 0
. The limiting periods are expressed analytically in terms of (l, O) as the terms ω R,C e depend linearly on the length function of C . It follows that the extension of Π R is analytic. For any simply connected domain U ⊂ (C * ) 3g−3+n , one can trivialize H 1 (S, Z) H for any S ∈ FN G (U). Now fix a basis ρ 1 , ..., ρ 2g+n−1 of H such that ρ 1 , ..., ρ n−1 are given by small loops around n − 1 of n punctures, and consider the period matrix P R,S ∈ M (2g+n−1)×m (R) of any curve S ∈ U with respect to the latter basis of H. This gives a map to R 2(2g+n−1) , but the m(n − 1) coordinates corresponding to ρ 1 , ..., ρ n−1 are constant as they just compute the residues at the punctures. According to theorem 1.8, the remaining coordinate functions define m smooth analytic subvarieties of codimension 2g. In order to show that each connected component of their intersection is smooth and of codimension 2mg near F 0 , one only needs to show that its intersection with F 0 is smooth of codimension 2mg. We claim that this intersection is described on the set of classes 
for any loop ρ ⊂ C .
Recall that C has to be supported on G, as C does. As a consequence, their edges are in natural bijection. The bunch of equation (6) is equivalent to saying that the m exact 1-forms ω R,C on C and ω R,C on C are equal in the following sense : for any e ∈ E(C ) = E(C), (ω R,C ) e = (ω R,C ) e . These are necessary conditions, as these values are indeed limits of corresponding periods by theorem 1. For the bunch of equations (7), the left-hand side can be seen as a limit period vector in R m for a well chosen basis ρ 1 , ..., ρ 2g+n−1 of H, see theorem 2. The equations (7) are equivalent to the fact that the associated periods are in the lattice 2iπZ m , which is necessary by lemma 4.3. In order to see that those conditions are also sufficient, one can extract out of them a subset of 2mg linearly independent conditions, by picking g independant loops in C . Clearly the conditions (6) are independent of the conditions (7), and both have the same rank. The fact that the conditions of (6) are mg dimensional follows from the regularity assumption.
Proof of theorem 4 There are only two types of graphs for which the condition 2g − 2 + n > 0 is not satisfied : a segment and a loop. The second one cannot be described by a cubic graph. Nevertheless, the theorem obviously holds in both cases. Let's assume that 2g − 2 + n > 0. Thanks to the previous proposition, one can pick a sequence of points {z t } t∈N,t>>1 ⊂ Π −1 R Π R ([V ]) converging to the point [V ] ∈ F 0 and such that : if z t := (l t , Θ t ), then l t ∼ 1/ log(t) · l where V := (l, Θ). According to definition 2.1, the sequence S t := FN G (z t ) converges to V . The sequence {S t } t∈N,t>>1 has been constructed such that the period matrix P R,St is constant and integer, thanks to lemma 4.3. Applying proposition 4.2, one deduces that H t • ι R (S t ) converges to φ. To see that one can pick the sequence {Θ t } t∈N,t>>1 to be constant, remark that the same arguments as in the previous proposition imply that Π −1 R Π R ([V ]) ∩ {O = Θ} is analytic, smooth and of codimension mg in the length factor of (C * )
3g−3+n 0 .
