Abstract-In this paper, we propose an inexact Augmented Lagrangian Method (ALM) for the optimization of convex and nonsmooth objective functions subject to linear equality constraints and box constraints where errors are due to fixed point data. To prevent data overflow we also introduce a projection operation in the multiplier update. We analyze theoretically the proposed algorithm and provide convergence rate results and bounds on the accuracy of the optimal solution. Since iterative methods are often needed to solve the primal subproblem in ALM, we also propose an early stopping criterion that is simple to implement on embedded platforms, can be used for problems that are not strongly convex, and guarantees the precision of the primal update. To the best of our knowledge, this is the first fixed point ALM that can handle non-smooth problems, data overflow, and can efficiently and systematically utilize iterative solvers in the primal update. Extensive simulation studies on a variety of problems are presented that illustrate the proposed method.
I. INTRODUCTION
Embedded computers, such as FPGAs (Field-Programmable Gate Arrays) or ASICs (Application-Specific Integrated Circuits), are typically low-cost, contain simple circuits, and allow for fast sampling and updates. For this reason, they have long been used for the control of systems with fast dynamics and power limitations, in applications as diverse as automotive, aerospace, medical, and robotics. While the focus has primarily been on low-level control, e.g., PID, more recently, embedded computers have been suggested to obtain real-time solutions to more complex optimization problems [1, 2, 3] . Nevertheless, these solutions have typically been problem specific (e.g., quadratic problems) and relied on rather simple optimization algorithms (e.g., gradient projection methods), impeding widespread use of embedded computers for optimization.
The main challenge in implementing advanced optimization algorithms on resource-limited embedded devices is the difficulty in providing complexity certifications that guarantee performance. Specifically, embedded computers typically employ fixed-point data for computation, which requires fewer bits than floating-point data, is more economical in terms of memory resources, and allows for simpler circuits to perform bitwise arithmetics. Though this accelerates computation, implementing algorithms using fixed-point data is challenging. Data precision and dynamic range need to be predetermined for a specific class of problems (problems of the same form but
The authors are with the Department of Mechanical Engineering and Material Science, Duke University, Durham, NC, 27708, USA e-mail: yz227@duke.edu; michael.zavlanos@duke.edu. using different data) in order to control the solution accuracy and avoid overflow. Moreover, the number of iterations needed to achieve a user-specific accuracy must also be predetermined to satisfy time constraints in real-time applications.
In this paper, we propose an Augmented Lagrangian Method (ALM) to solve problems of the form min f (x) s.t. Ax = b, x ∈ X
on embedded platforms under fixed point arithmetic, where x ∈ R n , A ∈ R p×n and b ∈ R p . Several algorithms have been demonstrated to efficiently solve problem (1) using exact arithmetics, e.g., the interior point method [4] and the active set method [5] . However, these methods often require the solution of systems of linear equations that are sensitive to conditioning and arithmetic errors [6] . Instead, first order methods only require gradient calculation that involves simple operations, e.g., addition and multiplication, and, therefore, they are preferred for optimization using finite data precision. Recent work on error analysis of inexact first order methods is presented in [7, 8] . Specifically, in [7] , a first order inexact oracle is proposed to capture inexact evaluation of the subgradients and analyze error propagation for a gradient and fast gradient method. Then, [8] extends this inexact oracle to the dual method and also provides error analysis and iteration complexity for both data precision errors and errors due to suboptimal solution of the primal subproblem. However, this analysis only assumes inequality constraints and strong convexity of the objective functions.
The dual method can be viewed as a subgradient method to maximize the dual function. As such, it suffers the same slow convergence rate O(1/ √ K), due to non-differentiability of the dual function. This limitation can be alleviated using the ALM. The ALM smooths the non-differentiable dual function rendering its gradient Lipschitz continuous [9] . Thus, the ALM is equivalent to a gradient ascent method and enjoys at least O(1/K) convergence rate. The ALM on fixed point platforms suffers from similar sources of inexactness as the dual method discussed above. Specifically, [10, 11] consider errors due to the suboptimal solution of the primal subproblems and show asymptotic convergence of the ALM when these errors are summable or bounded by the feasibility of the current iterate. On the other hand, [12] controls these errors so that the returned solution is of a user-specified accuracy. However, in [10, 11, 12 ] the solution of the primal subproblems and the variable updates assume exact arithmetics and extension to fixed point data is not straightforward. An alternative approach is proposed in [13, 14] that extend the inexact oracle idea presented in [7] to control the accuracy of the solution; but these methods also assume exact arithmetics. Perhaps the most relevant work to the method proposed here is [2] . Specifically, [2] analyzes the behavior of the Alternating Direction Method of Multipliers (ADMM), a variant of the ALM, on fixed point platforms and for a special class of problems where the primal subproblem can be solved in closed form. It is shown in [2] that the iterates remain stable within a neighborhood of the exact ADMM iterates. However, for problems with general convex objective functions, usually no closed form solution for the primal subproblem exists. Moreover, [2] does not provide any systematic bounds for the multiplier iterates and, therefore, trial and error is needed to prevent data overflow.
Compared to existing literature on the inexact ALM, our contribution can be summarized as follows:
• We propose a new inexact ALM that incorporates errors in both the primal and dual updates and also contains a projection operation in the dual update so that the multiplier iterates are uniformly bounded. This makes it possible to design the range of fixed point data to theoretically guarantee no data overflow. To the best of our knowledge,this is the first work to provide such guaranetees for general convex and non-smooth problems.
• We show that our proposed algorithm has O(1/K) convergence rate and provide bounds on the achievable primal and dual optimality and feasibility.
• We propose a way to systematically select the data precision and the iteration number to satisfy a userspecified solution accuracy.
• We present a stopping criterion that allows us to terminate early the primal iteration in the ALM (in the case that a closed form primal update is not possible) while guaranteeing the precision of the primal update. This stopping condition is simple to check on embedded platforms and can be used for problems that are not necessarily strongly convex. The rest of this paper is organized as follow. In Section II, we formulate the problem and introduce necessary notations and lemmas needed to prove the main results. In Section III, we characterize the convergence rate of the algorithm and present bounds on the primal optimality and feasiblity of the solution. In Section IV, we design the fixed point implementation given a user specified accuracy, and we develop the proposed stopping criterion for the solution of the primal problem. In Section V, we present simulations on various problem instances that verify the theoretical analysis in the previous sections. In Section VI, we conclude the paper.
II. PRELIMINARIES
We make the following assumption on problem (1).
Assumption II.1. The function f (x) is convex and is not necessarily differentiable. The set X is a convex and compact set. Moreover, X is a simple set in the sense that projection onto X is easy to implement, for example, X is a box. We also assume that problem (1) is feasible.
Algorithm 1 Augmented Lagrangian Method
Require: Initialize λ 0 ∈ R p , k=0 1: while Ax k = b do 2:
The Lagrangian function of problem (1) is defined as L(x; λ) = f (x) + Ax − b, λ and the dual function is defined as Φ(λ) min x∈X L(x; λ). Then the dual problem associated with problem (1) can be defined as
Suppose x is an optimal solution of the primal problem (1) and λ is an optimal solution of the dual problem (2) . Then, we make the following assumption:
Assumption II.2. Strong duality holds for the problem (1). That is, f (x ) = Φ(λ ).
Assumption II.2 implies that (x , λ ) is a saddle point of the Lagrangian function L(x; λ), [15] . That is, ∀x ∈ X , λ ∈ R p ,
The dual method can be viewed as a subgradient method to solve the dual problem (2). Therefore, it suffers the same slow convergence rate that is due to non-differentiability of the objective function Φ(λ) in the dual problem (2), e.g., when the primal problem (1) is not strongly convex. This limitation can be alleviated using the ALM which restores differentiability of Φ(λ) by maximizing the Moreau envelope of Φ(λ). Since the Moreau envelope is an exact smoother of the function Φ(λ), the ALM can find the optimal multipliers λ and therefore the optimal primal solution x , [9] . The Augmented Lagrangian function of the primal problem (1) is defined by
Moreover, we define the augmented dual function Φ ρ (λ) = min x∈X L ρ (x; λ). Note that Φ ρ (λ) is always differentiable with respect to λ and its gradient is ∇Φ ρ (λ) = Ax λ −b, where [9] . The ALM can be viewed as a gradient ascent method on the multiplier λ with step size 1 LΦ = ρ. We present the ALM in Algorithm 1. Discussion on the convergence of Algorithm 1 can be found in [9, 15] and the references therein.
A. Augmented Lagrangian with fixed-point arithmetic
In practice, Algorithm 1 cannot be implemented exactly on a fixed point platform. Instead, the ALM needs to be modified to include fixed-point arithmetic errors. We present this modified ALM in Algorithm 2. In Algorithm 2, x k = arg min x∈X L ρ (x; λ k ). The effect of the fixed point arithmetic is incorporated in the error terms k in and k out . The expressions of these error terms are problem specific. Moreover, K out is the number of iterations in the ALM and L is the step size Algorithm 2 Augmented Lagrangian Method under inexactness Require: Initialize λ 0 ∈ R p , k=0
k ← k + 1 5: end while used in the dual update and is defined in Lemma III.4. Finally, D is a convex and compact set containing at least one optimal multiplier λ and Π D denotes the projection onto the set D. The set D is predetermined before running the algorithm. We make the following assumption on D:
Assumption II.3. The set D is a box that contains 0, 2λ and λ + 1, where 1 is a vector of appropriate dimension and its entries are all 1.
The above choice of D is for technical reasons, which are discussed in Section III. Note that the set D depends on λ , which are not known in advance. While bounds on λ for inequality constrained problems have been proposed in the literature [16, 17, 18, 19] , such bounds are difficult to obtain for equality constrained problems as the one considered here. Developing such bounds theoretically is beyond the scope of this paper. In practice, we can approximate these bounds using sampling and then apply an appropriate scaling factor. Our contribution is to develop a new projected ALM method that employs such bounds to control data overflow on fixed point platforms.
III. CONVERGENCE ANALYSIS
In this section, we show convergence of Algorithm 2 to a neighborhood of the optimal dual and primal objective value. First, we make some necessary assumptions on the boundedness of errors appearing in the algorithm.
Assumption III.1. At every iteration of Algorithm 2, the errors are uniformly bounded, i.e.,
This assumption is satisfied by selecting appropriate parameters in the fixed-point implementation, which we discuss in Section IV. Due to the compactness of X in Assumption II.1 and the projection operation in Algorithm 2, we have that for ∀x 1 , x 2 ∈ X and ∀λ 1 , λ 2 ∈ D δ ,
where
Since D is compact and k out is bounded according to Assumption III.1, D δ is also compact. D δ is only introduced for the analysis. In practice, we only need to compute the size of D to implement Algorithm 2. The following lemma will also be used in the subsequent proof.
Moreover, we make the following assumption on the projection operation for the fixed point platforms:
Assumption III.3. Given a set S = {s ∈ R n : l ≤ s ≤ u} and a vectors ∈ R n that can be represented using fxied point data, we assume Π S [s] can be computed exactly.
Assumption III.3 implies that the bounds l and u can be represented exactly using fixed point data. To see this, let [v] i denote the ith entry of the vector
Sinces can be represented exactly using fixed point data, we only require that l and u can be represented exactly using fixed point data to satisfy Assumption III.3.
A. Inexact Oracle
Consider the concave function Φ ρ (λ) with L Φ -Lipschitz continuous gradient. For any λ 1 and λ 2 ∈ R p , we have
Recall the expression of ∇Φ ρ (λ) below (4). Since step 2 of Algorithm 2 can only be solved approximately, the gradient ∇Φ ρ (λ) can only be evaluated inexactly. Therefore, (7) can not be satisfied exactly in this case. Instead, an inexact oracle can be used [7] that employs the approximate gradient of Φ ρ (λ) to satisfy (7) within an error level. Specifically, with Φ δ,L (λ) and s δ,L (λ) approximating Φ ρ (λ) and ∇Φ ρ (λ), the inequalities (7) are now satisfied within an error δ and a new Lipschitz constant L. We formally present the inexact oracle that we use in this paper below, which is a modification of the oracle proposed in [14] .
where L = 2L Φ = 2 ρ and δ = 2B in + 2B out B λ . Proof. First we prove the left inequality in (8) . Specifically, we have that (9) where the first inequality is due to the concavity of L ρ (x; λ) with respect to λ, and the second inequality is due to the definition of Φ ρ (λ). We also have that
which is due to the definition of s δ,L (λ k ) and the CauchySchwartz inequality. Substituting the above inequality into (9) , and recalling the definition of Φ δ,L (λ k ), B λ and B out , we get the left inequality in (8) .
Next, we prove the right inequality in (8) . Recall that Φ ρ (λ) is a concave function with L Φ -Lipschitz continuous gradient. Therefore,
We also have that
The inequality in (11) is due to the definition ofx k in step 2 in Algorithm 2. Additionally, we have that
where the inequality is due to the Cauchy-Schwartz inequality. Using the relation −ab ≥ −
where C L can be any positive number. Here we choose
Substituting this inequality into (12), we get a lower bound on
Combining (10), (11) and this lower bound, we have that
Furthermore, we have that
Substituting the above inequality into (14) , and recalling the definition of Φ δ,L (λ k ), δ, B λ and B out , we obtain the right inequality in (8) .
Compared to the inexact oracle in [13] , the error term δ in the above oracle is O(
. This improves both the iteration complexity of the algorithm and the length of the fixed point data needed to achieve a user specified accuracy. Compared to [14] , our error term is tighter. Meanwhile, the above oracle also includes the effect of k out introduced in the multiplier udpate step.
B. Dual Optimality
Next we prove the dual optimality of Algorithm 2.
Theorem III.5. Let assumptions II.1, II.2 and III.1 hold.
Proof. According to Assumption II.3, we have that the optimal multiplier λ ∈ D. Expand λ k − λ 2 by adding and subtracting λ k+1 to get
Move λ k+1 − λ 2 to the left hand side to get
. From the property of the projection onto a convex set, [15] , we have λ k+1 − λ , λ k+1 −λ k+1 ≤ 0. Adding 2 λ k+1 − λ , λ k+1 −λ k+1 to the right hand side of (15) and rearranging terms, we get
From the definition ofλ k+1 , we have thatλ
Therefore, adding and subtracting λ k in the term λ k+1 −λ ,λ k+1 −λ k in the right hand side of the inequality above and rearranging terms, we obtain
Using the second inequality in (8) in Lemma III.4, we can bound term 1 in (16) as
Using the first inequality in (8) in Lemma III.4, we can bound term 2 in (16) as
Combining inequalities (17) and (18) with (16), we get
and rearranging terms, we obtain
Summing this inequality for
Dividing both sides of this inequality by K we furhter have
which completes the proof.
C. Primal Feasibility and Optimality
Define the Lyapunov/Merit function
Also define the residual function r(x) = Ax − b. We have the following intermediate result:
Lemma III.6. Let assumptions II.1,II.2 and III.1 hold. For all k ≥ 1, and for all λ ∈ D δ , we have that
, where x is the optimal solution to problem (1) . The equality is because
and rearranging terms, we get
Adding λ, r(x k ) to both sides of (22), we get
In what follows, we show that the right hand side of (23) is upper bounded by φ k (λ) − φ k+1 (λ) + E. First, we focus on the term λ − λ k , r(x k ) . For all λ ∈ D, we have that
where the inequality follows from Lemma III.2. Rearranging terms in (24) and multiplying both sides by
. Applying Assumption III.1 and the Cauchy-Schwartz inequality, we obtain
To 
Next we apply the second inequality in Lemma III. 4 
where the last inequality follows from the definition of λ δk and Assumption III.1. Since λ is the global maximizer of the function
, where the last inequality holds due to the optimality of x k . Combining these two inequalities we obtain that
Substituting this inequality into (26), we have that
Combining (19) , (27) and (25), we get
Combining (28) with (23), we have that
From Lemma III.4, we have that L = 2L Φ = 2 ρ , and
2 < 0 can be neglected. Recalling the definition of φ k (λ), δ and E, we obtain (21), which completes the proof.
Next, we apply Lemma III.6 to prove the primal optimality and feasibility of Algorithm 2. Then, we have that (a) primal optimality:
(b) primal feasibility:
Proof. Summing inequality (21) in Lemma III.6 for k = 1, 2, . . . , K, we have that
where the second inequality follows from φ k (λ) ≥ 0. Dividing both sides of (32) by K and using the fact that
Combining above two inequalities, we obtain
To prove the second inequality (30), let λ = 0 in (33). Then,
To prove the first inequality in (30), according to the inequality (3) and Assumption II.2, we have that
Adding λ , r(x K ) to both sides of (34) and rearranging terms, we have that
Combining inequalities (34) and (35), we obtain
Let λ = 2λ in (33) which belongs in D by Assumption II.3. Then, combining the inequalities in (33) and (36), we get (33) , which also belongs in D by Assumption II.3. Rearranging terms, we obtain
Letting x =x K in the second inequality in (3), we have that
Combining this with (37), we get r(
r(x K ) ) + E, which completes the proof.
The bounds on primal optimality and feasibility provided in Theorem III.7 depend on λ . Therefore, in order to select the number of iterations and data precision to satisfy the primal optimality and feasibilty requirements, it is essential to estimate in advance a bound on λ over a set of problem data. The methods proposed in [15, 16, 20 , 21] establish such bounds on λ for fixed problem parameters resorting to different constraint qualification conditions. On the other hand, [18, 19] provide uniform bounds on λ assuming b ∈ B in the constraints in problem (1) . The methods in [18, 19] apply to very specific problems, for example, MPC problems with LTI dynamics. In more general cases, the objective in problem (1) can also be parametrized by p ∈ P as can be the constraint matrix A ∈ A. In these cases, the methods in [18, 19 ] cannot be applied. An alternative approach is to use interval analysis methods [22] to estimate a uniform bound on λ . These methods rely on the solution of systems of equations determined by the parameter sets. If these equations are under-determined, interval analysis will fail to provide optimal multiplier bounds. Moreover, modeling the parameter sets as intervals ignores correlation between parameters and may give impractical bounds [23] .
IV. FIXED-POINT IMPLEMENTATION
Due to the projection operation in the multiplier update in Algorithm 2, λ k is always bounded. Since now both x k and λ k lie in compact sets, it is straightforward to design the word length of the fixed point data to avoid overflow and, therefore, we skip the details here. In this section, we discuss how to decide the precision of data and the number of iterations to achieve a user specified accuracy according to Theorem III.7. For this, it is necessary that the primal subproblem in Algorithm 2 is solved to an accuracy level using an iterative solver. Although convergence and error analysis results exist for these solvers under inexactness, the iteration complexity given by these results is usually conservative in practice. Therefore, in this section, we also present a stopping criterion for early termination with guarantees on the solution accuracy. The proposed stopping criterion can be used for box constrained convex optimization problems that are not necessarily strongly convex, and is simple to check on embedded devices.
We begin by providing a brief introduction to fixed point data representation and arithmetic. Consider a real number c ∈ R and its fixed point representation f i(c) of fractional length f l and word length wl , then the precision of f i(c) is |c−f i(c)| ≤ 2 −(f l+1) . For the fixed point arithmetics between two scalars, suppose the operands are of the same data type, no overflow happens and the results are always rounded to the nearest fixed point number. Then, addition and subtraction operations have no errors, while multiplication induces an error 2 −(f l+1) . It is simple to generalize these results to the case when the operands are vectors and matrices.
A. Bounds on K out , K in , B in and B out
In this section we provide bounds on the iteration complexity K out as well as bounds on the data precisions B in and B out in (5) so that an −solution to problem (1) can be achieved. That is, |f (x K ) − f (x )| ≤ and r(x K ) ≤ . Observe first that the inequalities (30) and (31) introduce a tradeoff between the iteration complexity K out and the steady error E. If we desire fewer iterations K out , then E has to be smaller, which requires more accurate fixed point data. We introduce a weighting parameter α to represent this tradeoff.
Specifically, bounding the terms related to the iteration number K in (30) and (31) by (1 − α) , we obtain
On the other hand, bounding the steady error E in (30) and (31) by α , introducing another weighting parameter γ so that B in = γB out as in [8] , and recalling the expression of E in (21),
Solving this inequality, we get the following bound for B out
The parameter U 1 denotes the maximum admissible error k out in line 3 in Algorithm 2. The magnitude of k out is related to the data precision and provides the first condition to choose f l.
From (39), we also obtain that B in ∈ (0, γU 1 ). To satisfy this bound, we need to solve the subproblem in line 2 of Algorithm 2 so that
for ∀k. In general, iterative methods are needed to solve this problem. When L(x; λ k ) is differentiable with Lipschitz continuous gradient, we can apply the results in [7, 8] to solve this problem using fixed point data. When L(x; λ k ) is composed of smooth and nonsmooth terms then the results in [24] can be applied. Here, we show how to determine K in and data precision when using the gradient projection (GP) method in [18] to solve these subproblems. We focus on the quadratic problem, although a similar analysis can be performed for more general cases.
Example IV.1. Consider the quadratic problem
In this case, the Augmented Lagrangian function
To apply the GP method to solve the subproblem in line 2 of Algorithm 2 on a fixed point platform, we compute the gradient of
. Then, the GP update takes the form
where L p is the Lipschitz constant of the gradient. Combining the inexact oracle proposed in Section 2.3b in [7] and the complexity certification result in Theorem 5 in [8] , it is straightforward to obtain the following convergence result
where T is the iteration number,
This gives rise to the bounds
where U 2 = βBin 2Bx . Since g is decided by the data precision, U 2 provides the second condition to choose f l.
B. Stopping Criterion for the Primal Iteration
The estimate of K in in (41) can be very conservative in practice. In what follows, we present a stopping criterion that can be used to terminate the primal iteration much sooner than the estimated K in , while ensuring that the solution of the subproblem has required accuracy. It can be applied to problems with nonsmooth objective functions that satisfy a quadratic growth condition and it also requires simple box constraints. In what follows, we first characterize a class of functions the satisfy the quadratic growth condition. Then, we develop the proposed stopping criterion.
Lemma IV.2. Consider a convex and nonsmooth function f (x), with support X ⊂ R n and set of minimizers X . Assume f (x) satisfies the quadratic growth condition,
where dist(x, X ) is the distance from x to the set X . and σ > 0 is a scalar. Then, we have that for any x ∈ X and any s ∈ N X (x),
where N X (x) is the normal cone at x with respect to X .
Proof. According to (42), we have
where the second inequality follows from the convexity of the function f (x). From the definition of the normal cone, we have that s, x − x ≤ 0, that is, s, x − x ≥ 0. Adding s, x − x ≥ 0 to the right hand side of the second inequality, we obtain
where the last inequality follows from the Cauchy-Schwartz inequality. Since x can be any minimizer in the set X , we can pick x such that x − x = dist(x, X ). Then, from (44) we have that
We also have that f (x)−f ≤ ∂f (x)+s x−x from (45). Let x in this inequality be such that x − x = dist(x, X ). Then combing this inequality with (45), we have that f (x) − f ≤ 2 σ ∂f (x) + s 2 , which completes the proof.
Compared to Lemma 2.3 in [13] , we only require f (x) to satisfy the condition (42), which is weaker than strong convexity. The next lemma characterizes a class of functions that satisfies this condition. These functions appear in many applications involving under-determined least squares problems or MPC.
Lemma IV.3. Consider a convex function H(x) = i h i (A i x − b i ) with support X , where h i (y) is σ i −strongly convex with respect to y for any i. Then we have
is the smallest nonzero singular value of the matrix A T i A i . Proof. Given x ∈ X , for any x ∈ X , from the strong convexity of the function h i , we have that
Adding up the above inequalities for all i, we have
For any x ∈ X , denote x = x + d. We decompose the space into two mutually orthogonal subspaces, V and U, where V is the intersection of the kernel spaces of all matrices A i and U is the union of the row space of all matrices A i . Then, all feasible directions d can be written as
Thus, from (47) we have that H(x) > H(x ), i.e., x / ∈ X . Therefore, X = {x ∈ X : x = x +v}. For any x ∈ X and x = x +v+u, dist(x, X ) = u . From spectrum analysis of the matrix A T i A i , we have that
2 (x, X ), which completes the proof.
In what follows, we develop the proposed stopping criterion. Assume that the set X is a simple box constraint X = {x : l ≤ x ≤ u}. For simplicity, we only present the case where L ρ (x t ; λ k ) is differentiable. The analysis of for the nondifferentiable case is analogous and thus is omitted. Specifically, suppose that at the t th iteration of the primal subproblem, the function L ρ (x; λ k ) satisfies the quadratic growth condition with parameter σ, and the current iterate is x t . Then, from Lemma IV.2, we obtain that
In what follows, we work with the optimal s t that minimizes ∇L ρ (x t ; λ k )+s t over the set s t ∈ N X (x t ) which is easy to find when X = {x : l ≤ x ≤ u}. In this case, the condition we need to satisfy becomes
Specifically, for the box constraint set X , the the normal cone N X (x t ) takes the form
where I(x t ) and A(x t ) are the index sets of the inactive and active constraints. From the above definition of N X (x t ), we observe that the optimal s t to minimize ∇L ρ (x t ; λ k ) + s t can be selected at each entry independently. Specifically, at the entry i where [x t ] i achieves the lower bound and
At the other entries, we have conditions that
Denote the index set of all the entries of x t satisfying the above conditions as I s . Then, it is simple to see that
Is , and the condition (48) now becomes
On an embedded platform, ∇L ρ (x t ; λ k ) cannot be exactly evaluated. Instead, only the inexact value∇L ρ (x t ; λ k ) = ∇L ρ (x t ; λ k ) + g is available. Thus, the set I s is found using the value∇L ρ (
Is , to obtain (49), we require that
V. NUMERICAL SIMULATIONS
In this section, we present simulation results for two problem examples to verify the convergence and error analysis results in Section III and the design of the fixed point implementation in Section IV. The simulations are conducted using the Fixed Point Designer in Matlab R2015a on a Macbook Pro with 2.6GHz Intel Core i5 and 8GB, 1600MHz memory.
A. Nonlinear MPC
We consider a trajectory planning problem similar to the one proposed in [25] . Specifically, consider a vehicle travelling from location A to a destination D; see Figure 1 is the heading angle with respect to the horizontal direction. The vehicle is subject to the nonlinear dynamicṡ
where y is the observation vector, and w 1 , w 2 are the control inputs. The goal in [25] is to find optimal perturbations δx(t) and δw(t) on the nominal trajectories x n (t) and w n (t), respectively, to minmize the input energy and the tracking error with respect to an artificial reference output trajectory r(t). This can be done by formulating the MPC problem min δx(t),δw(t)
is the tracking error and u(t) = w n (t) + δw(t) are the inputs. The matrices Q and R capture the costs. The matrices A(t) and B(t) are the Jacobian matrices obtained by linearizing the nonlinear dynamics (51). The constraints F δy(t) ≤ b are obstacle avoidance constriants. The matrix F is determined by the dashed lines AB and AC in Figure 1 (a) and can change over time. Introducing slack variables, the inequalities in (52) can be transformed into equalities and the problem obtains the form of problem (1) . Moreover, the objective function has the same form as the function H(x) in Lemma IV.3. Thus, the stopping condition (50) can be applied.
Note that the method in [2] can not be directly used to solve the problem considered here. Since the dynamics here are time varying, to apply the algorithm in [2] , a new KKT matrix needs to be inverted or, equivalently, a linear system of equations needs to be solved at every iteration. Matrix inversion on fixed point platforms has been considered in [26, 27] , and the solution of linear systems of equations on fixed point platforms is presented in [23] . However, no theoretical error analysis results are provided in these works, which are necessary to guarantee a desired solution accuracy. To the contrary, the method proposed here involves only simple operations and, therefore, does not have the same limitations as [2] . In our numerical experiments, we choose the horizon to be N = 5. In this case, problem (52) has a 36 dimensional decision vector and 28 equality constraints. A set of 50 problem instances are randomly generated. Figure 1(b) . The travel time between the starting and end positions is 1s. Given these randomly generated data, nominal state and input trajectories are generated as in [25] that satisfy random obstacle constraints; see Figure 1 (b).
We present simulation results for three levels of accuracies = 1, 0.1 and 0.01. The uniform bound on λ is chosen by computing the optimal multiplier of every problem instance using the Matlab quadprog function, selecting the one with the largest norm, and scaling this norm by a factor 1.2. Using the uniform bound on λ , the word length wl, the fractional length f l and the iteration numbers K in and K out are selected accoriding to (38), (39), and (41). Nevertheless, we terminate the primal subproblem solver using the stopping condition (50) instead of the iteration number K in .
The optimality and feasibility obtained for the worst-case scenario in the dataset are shown in Table I . Figure 2 shows the theoretical bound K out compared to the actual number of iterations needed to achieve certain levels of feasibility r(x K ). The solid line in Figure 2 is the uniform bound predicted for the dataset and the dashed lines are the actual number of iterations needed in 50 problem instances in the dataset. The predicted number is one order of magnitude higher than the actual number in the worst case scenario. To show the benefit of using the stopping condition (50), we present the number of the primal iterations determined by this condition in Figure 3 . It can be seen that the primal iteration terminates much sooner compared to the complexity K in predicted by (41). Meanwhile, the solution accuracy is still guaranteed, as shown in Table I . Figure 4 shows the primal optimality and feasibility for different choices of f l. Observe that the solutions at the predicted number of iterations (the dashed lines in Figure 4 ) are one order of magnitude more accurate than the required accuracies. Letting the algorithm run for 10 7 iterations, we observe that the steady errors achieved are more accurate than the predicted steady error (the term E in Theorem III.7). This implies that our design of the data precision is conservative, which is expected for a general purpose algorithm (compare with [2] which is problem specific).
B. Distributed utility maximization
Consider an undirected graph G = (N , E), where N = {1, 2, . . . , N } is the set of nodes and E is the set of edges, so that (i, j) ∈ E if the nodes i and j are connected in the graph G. Denote the set of neighbors of node i as N i . The set N consists of two subsets {S, D}, where S and D are the sets of source and the destination nodes, respectively. The node i ∈ S generates data at a rate s i , where s min ≤ s i ≤ s max . The data flows from node i to node j through edge (i, j) ∈ E at a rate t ij , where 0 ≤ t ij ≤ c ij . All generated data finally flows into the destination nodes, which are modeled as sinks and can absorb the incoming data at any rates. The nodes collaboratively solve the following network utility maximization (NUM) problem
log(s i ) s.t. where the constraint j∈Ni t ij − j∈Ni t ji = s i expresses the flow conservation law at the node i. The logarithm objective function measures the utility of the data generation rate.
To solve problem (53) distributedly, distributed ALM schemes [28, 29, 30, 31, 32, 33] have been proposed that converge much faster than the dual decomposition method although at the cost of solving nontrivial subproblems locally at each iteration. Here we employ the consensus-ADMM method in [29] 
where the variables p t i and g t i are updated at every iteration of the consensus-ADMM to finally achieve consensus t (i) ij = t (j) ij on all edges. Problem (54) has the form of problem (1) and we can apply Algorithm 2 to solve it using fixed point data. Since the objective function in (54) is not quadratic, the results in [2] cannot be applied.
For our numerical simulations, we randomly generate problem (53) on a network of 10 nodes and apply Algorithm 2 to solve the subproblem (54). The capacity c ij is determined by the communication specifications, e.g., link lengths, bandwidth, transmit power, etc; see [28] . The limits on the local data generation rate are [0. 5, 1] . In what follows we present results for the node that solves the largest subproblems that are of dimension 9. The parameters p t i and g t i in (54) are obtained by running 30 iterations of consensus-ADMM on problem (53) with double floating point data. This creates 30 instances of subproblem (54) which we solve using Algorithm 2. The bounds on λ for each problem instance were obtained by solving each problem using the Matlab function f mincon. Table II shows the achieved optimality and feasibility for the worst-case scenario and for three solution accuracies, = 1, 0.1 and 0.01. We observe that the theoretical bounds are one order of magnitude looser compared to the actual performance. Note that this simulation serves only the purpose of showing the ability of Algorithm 2 to solve non-quadratic convex optimization problems, as the subproblems (54). Such problems can not be solved using existing algorithms with fixed point arithmetic, e.g., [2] . A systematic solution of (53) using distributed ALM methods with fixed point data is an open problem and is left for future research.
VI. CONCLUSION
In this paper we proposed an Augmented Lagrangian Method to solve convex and non-smooth optimization problems using fixed point arithmetic. To avoid data overflow, we introduced a projection operation in the multiplier update. Moreover, we proposed a novel stopping criterion to terminate early the primal subproblem iteration, while ensuring a desired accuracy of the solution. We presented convergence rate results as well as bounds on the optimality and feasibility gaps. Finally, we showed how to design a fixed point implementation of the proposed algorithm that has desired accuracy guarantees. To the best of our knowledge, this is the first fixed point ALM that can handle non-smooth problems, data overflow, and can efficiently and systematically utilize iterative solvers in the primal update.
