Abstract-This paper introduces a new approach for training the adaptive network based fuzzy inference system (ANFIS). In this study, we apply one of the swarm intelligent branches, named artificial bee colony algorithm (ABC) for training. We use ABC for training the antecedent parameters and the conclusion parameters. The proposed method is applied to identification of the nonlinear system. The simulation results show that in comparison with genetic algorithm (GA), backpropagation (BP) and hybrid learning (HL) that is a combination of least-squares and backpropagation. The results show ABC optimizes ANFIS parameters are better than GA, BL and HL.
INTRODUCTION
Adaptive network fuzzy inference system (ANFIS) is a very efficient modeling method by combining the attributes of both of fuzzy inference system and neural network.
The updating and training of ANFIS parameters that consist of the antecedent and conclusion parameters is one of the main problems. The training ANFIS, in the antecedent parameters is more difficult than the conclusion parameters. So, various methods have been proposed to optimize the fuzzy membership functions in recent years. These methods can be divided into two types including derivative based and derivative free methods [1] . Derivative free methods are the heuristic algorithms in general.
Shoorehdeli et al [1] [2] [3] [4] [5] [6] proposed different hybrid methods for ANFIS. The hybrid methods composed particle swarm optimization (PSO) with gradient descent (GD) [2] [3] , recursive least square (RLS) [4] and extended Kalman filter (EKL) [1] for training. They used PSO with some changes for training antecedent parameters and used the other methods for training the conclusion parameters. In different studies, they used forgetting factor recursive least square (FFRLS) for training the conclusion parameters and Lyapunov stability theory to study the stability of proposed algorithm [5] . In addition to these, they used PSO the training of all parameters of ANFIS structure [6] .
Chatterjee et all [7] described the development of a TakagiSugeno type neuro-fuzzy system for dynamic modeling of robot manipulators and the type neuro-fuzzy has been trained by PSO.
Lin et al [8] proposed a novel hybrid learning algorithm that is based on the fuzzy entropy clustering, the modified PSO and the recursive singular value decomposition. Turki et al [9] proposed the optimization of parameters of neuro-fuzzy system using the PSO. They optimized by adapting the antecedent and conclusion parameters using PSO.
Zangereh et all [10] proposed a new type of training ANFIS is applying different types of the differential evolution branches. Cus et al [11] proposed an approach that used ANFIS to represent the manufacturer objective function and an art colony optimization algorithm to obtain the optimal objective value. Gunesekaran et al [12] integrated ANFIS with artificial immune algorithm and predicted the future index value of National Stock Exchange of India.
In this paper, we propose training ANFIS by using artificial bee colony algorithm. The proposed method is applied to identification of the nonlinear system and the results are compared with different methods. This paper is organized into six sections. In the next section, the basic of ANFIS are introduced. In section 3, the artificial bee colony algorithm is explained. In section 4, the training ANFIS using ABC is explained. In section 5, the simulation results are given. In section 6, the concluding is given.
II. ADAPTIVE NETWORK FUZZY INFERENCE SYSTEM (ANFIS)
Adaptive Network Fuzzy Inference System (ANFIS) method was presented by Jang [13] . ANFIS is a learning method that combining attributes of both of fuzzy inference system and neural network. ANFIS's network structure organizes two parts. The first part consists of antecedent part and the second part consists of conclusion part. Antecedent part and conclusion part are connected to each other by the fuzzy rules in network form. The updating and training of ANFIS depends on these parts.
The ANFIS structure consists of five layers as shown in Fig. 1 . The figure shows an example of an ANFIS structure that has two inputs and one output. The ANFIS's layer structure is described follow: Fig. 1 . The ANFIS structure that has two inputs and one output.
A. Layer 1
This layer is called fuzzification layer. It generates membership functions (MFs) for each of the inputs. In this study, the membership functions that used are a triangular MF as in (1). {a i , b i , c i } is the parameter set that changes the shapes of the membership function. The parameters in this layer are called the antecedent parameters.
B. Layer 2
This layer is called rule layer. The rule layer represents the firing strength for each rule being generated in fuzzification layer.
C. Layer 3
This layer is called normalization layer. Normalize layer calculates the normalized firing strength for each of the inputs. This normalization is the ratio of the firing strength of the i th rule to the total of all firing strengths as given (4).
D. Layer 4
This layer is called defuzzification layer. The output of each node in this layer is simply the product of the normalized firing strength and a first order polynomial. The output this layer calculates as given (5). (5) is the output of the normalization layer and , , is parameter set. The parameters in this layer are called the conclusion parameters.
E. Layer 5
This layer is called sum layer. This layer computes the overall as the summation of incoming signals.
III. ARTIFICAL BEE COLONY ALGORITHM Artificial Bee Colony (ABC) is an algorithm introduced by Karaboga [14] [15] [16] motivated by the intelligent behavior of honey bees. The algorithm is using the usual control parameters like colony size and the maximum number of cycles. In the ABC algorithm, the colony of artificial bees is formed of three bee groups: employed, onlookers and scouts.
In the ABC algorithm, the first half of the colony consists of employed bees and the second half consists of onlooker bees. There is only one employed bee for each food source. So, number of worker bees is equal to number of nectar source. The basic steps of algorithm are as follows:
• Send the scouts onto the initial food sources REPEAT
• Send the employed bees onto the food sources and determine their nectar amounts
• Calculate the probability value of the sources with which they are preferred by the onlooker bees
• Send the onlooker bees onto the food sources and determine their nectar amounts
• Stop the exploitation process of the sources exhausted by the bees
• Send the scouts into the search area for discovering new food sources, randomly
• Memorize the best food source found so far UNTIL (requirements are met)
In the initialization phase of the algorithm, the food sources are produced randomly within the boundaries of each parameter as given (7). 0,1
In equation 7, 1 … , 1 … . SN is the number of food sources and PN is the number of optimization parameters.
In each iteration of the algorithm, each employed bee determines a new neighboring food source of its currently associated food source as given (8) and computes the nectar amount of this new food source.
(8)
In equation 8, uniformly distributed real random number between [1, 1] . k is the index of the solution chosen randomly from the colony and determines as given (9).
(9)
An onlooker bee chooses a food source with the probability (10) and produces a new source in selected food source site as given (8) . As for employed bee, the better source is decided to be exploited. After all onlookers are send onto the sources, the sources are checked and their nectar amounts are determined. If a source can't be improved and the number of cycles is greater than a predetermined limit, the source is considered to be exhausted. Then, the employed bee associated with the exhausted source and sends the scouts into the search area for discovering new food sources randomly by (8) .
IV. TRAINING ANFIS USING ABC
In this section, the training and updating of ANFIS parameters using ABC is explained. The ANFIS has two type parameters: the antecedent parameters and the conclusion parameters.
The antecedent parameters belong to the membership functions. As shown equation (1-2) , the membership functions have three type parameters as {a i , b i , c i }. The total number of antecedent parameters is equal to the total number of parameters of all membership functions. The ANFIS structure given in Fig. 1 has four membership functions. Considering that each membership function has 3 parameters, the structure has 12 antecedent parameters is shown.
The conclusion parameters use the defuzzification layer of the ANFIS. As shown equation (5), the conclusion parameters consist of data set of , , parameters. In Fig. 1 , The ANFIS consists of four rules and the each rule has 3 conclusion parameters. So there are 12 conclusion parameters in the ANFIS. Here, ABC algorithm is used for training the antecedent parameters and the conclusion parameters. In Fig.  1 , The ANFIS consists of a total of 24 parameters. To train the ANFIS, ABC algorithms optimize these parameters.
V. SIMULATION RESULTS
This section presents the simulation results of ANFIS training using backpropagation (BP), hybrid learning (HL), genetic algorithm (GA) and ABC algorithm. The HL is a combination of least-squares estimation (LSE) with BP. The fuzzy logic and optimization toolboxes of Matlab are used to obtain error values of GA, BP and HL. Each algorithm is run 30 times. At every start, they start to run with different initial populations. In this study, we use two different types of training data set: a single-input and single-output training data set, two-input and single-output training data set.
The ABC control parameters used in the applications: The number of colony size is 20. The number of food sources equals the half of the colony size. A food source which could not be improved through 100 trials is abandoned by its employed bee. The number of cycles for foraging is 2000. At the same time, it is a stopping criteria.
A. Example 1
In this application, a single-input and single-output training data set is used defined by (11) . Defining range of x is [-1, 1], the system produces 51 groups of input and output data. The results are given in TABLE I. Training algorithms are applied triangular membership functions. The error values of the application are given as RMSE a (root-mean-squared error). The RMSE a is obtained the average of the RMSE obtained; when it is run 30 times, The RMSE a of ABC is 0.049 for three rules, as given in TABLE I. The best RMSE a is 0.13 in other training algorithms. In addition to, the standard deviations (SD) of the applications are shown TABLE I. The antecedent and conclusion parameters are given in TABLE II and TABLE III. These parameters are obtained with ABC using three membership functions. 
B. Example 2
In this application, two-input and single-output training data set is used defined by (12) . Defining range of x and y is [-10, 10] . The system produces 100 groups of input and output data.
sin ,
The results of the application are given in TABLE IV. Training algorithms are applied triangular membership functions. The RMSEa of ABC is 0.042 for three rules, as given in TABLE IV. The best RMSEa is 0.046 in other training algorithms. In addition to, the standard deviations of the applications are shown TABLE IV. The antecedent and conclusion parameters are given in TABLE V and TABLE VI. These parameters are obtained with ABC using three membership functions for each input.
In Fig. 2 , RMSE-Epochs graphics are given for Example 1 and 2. This graphic shows obtained error by using ABC for the training ANFIS structure. Training output-ANFIS output graphic is shown for Example 1 and 2 in Fig. 3 and Fig. 4 . Three membership functions are used to obtain Figure 3 and 4. Finally, The ANFIS structure obtained, when used three and nine rules, is given in Fig. 5 . 
VI. CONCLUSIONS
In this paper, we proposed using ABC for training the parameters of ANFIS structure. We used ABC for updating the antecedent and the conclusion parameters. The proposed method was applied to identification of the nonlinear system. The simulations results showed ABC optimizes ANFIS parameters better than GA, BP and HL.
We observed a specific threshold remains of BP and HL. These algorithms fitted to local minimum for training the antecedent parameters. The problem was solved using ABC. So, more effective results were obtained.
ABC algorithm is one of the most popular and effective optimization algorithms. In the literature, it's pointed out that ABC algorithm is applied to solve many difficult problems and successful. The training of ANFIS is one of the difficult problems. The results show that ABC algorithm is successful for training ANFIS, one of the difficult problems.
