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Die gro-skalige Zirkulation des Su¨datlantiks und die damit verbundenen Wa¨rme- und Salz-
transporte werden mit einem Inversmodell untersucht. Das Modell beruht auf herko¨mmliche
Annahmen fu¨r die Erhaltung von Masse, Wa¨rme und Salzgehalt. Es wird ein 3-dimensionales
stationa¨res Geschwindigkeitsfeld abgeleitet, das geostrophisch balanciert ist. Mit diesem Ge-
schwindigkeitsfeld wird die stationa¨re Advektions-Diusions-Gleichung fu¨r Temperatur und
Salzgehalt gelo¨st und die dazu geho¨rende Dichte berechnet. Ein Optimierungsansatz wird
verwendet, um Referenzgeschwindigkeiten so anzupassen, da die modellierten Temperatu-
ren und Salzgehalte nahe an Medaten und die Geschwindigkeiten in geostrophischer Balan-
ce zum modellierten Dichtefeld sind. Um eine variable ra¨umliche Auflo¨sung zu ermo¨glichen,
wird die Methode der niten Elemente verwendet. Das Modellgitter ist unstrukturiert und
als Elemente werden Tetraeder eingesetzt.
Es werden klimatologische hydrographische Daten, Satelliten-Altimetermessungen der abso-
luten Auslenkung der Meeresoberfla¨che (SSH) und Winddaten in das Modell assimiliert. Die
Vorteile der Methode der niten Elemente erlauben eine einfache Darstellung der Modell-
parameter auf den Tetraedern. Die diskreten Gleichungen ko¨nnen relativ leicht adjungiert
werden. Das unstrukturierte Gitter gibt die komplexe Geometrie der Bodentopographie sehr
gut wieder.
Die Modello¨sungen zeigen, da die Referenzgeschwindigkeiten die Struktur der SSH-Daten
wiederspiegeln. Die oberfla¨chennahe Zirkulation entspricht im Wesentlichen der aus der Li-
teratur bekannten. Der Volumentransport durch die Drake-Passage wird mit 130 Sv vor-
gegeben. An den oenen Ra¨ndern (Drake Passage, 30S, 20E) zeigen Massen-, Wa¨rme-
und Salztransporte U¨bereinstimmungen mit Werten aus der Literatur. Dies gilt auch fu¨r die
Transporte an Oberfla¨chen-, Zwischen-, Tiefen- und Bodenwasser. Es werden im Su¨datlantik
9.6 Sv Bodenwasser gebildet. Der Wa¨rmetransport nach Norden u¨ber 30S betra¨gt 0.88 PW
und steht im Zusammenhang mit einem Transport von 26 Sv Nordatlantischen Tiefenwasser





The large scale flow eld of the South Atlantic and its associated heat and fresh water bud-
get are studied with an inverse model. The model relies on traditional assumptions of mass,
heat and salt conservation. A 3-dimensional velocity eld which is in steady state and obeys
geostrophy is derived. Using this flow eld, the steady state advective-diusive equations for
temperature and salinity are solved and the corresponding density is calculated. An opti-
mization approach is used that adjusts reference velocities such that modeled temperature
and salinity are close to observations and that velocities are in geostrophic balance with the
modeled density eld. In order to allow for a variable spatial resolution, the nite element
method is used. Its mesh is totally unstructured and the 3-dimensional elements are tetra-
hedra.
Climatological hydrographic data, observations of sea surface height (SSH) from satellite
altimetry and wind data are assimilated in the model. The advantages of the nite element
method make it possible to use an easy representation of the model parameters on the tetra-
hedra. It is not dicult to nd the adjoint form of the discrete equations. The unstructured
mesh agrees well with the complex geometry of bottom topography.
The model results show, that the reference velocities return the structure of the SSH data.
In general the upper-level circulation corresponds to the circulation known from the litera-
ture. The volume transport through Drake Passage is constrained to be 130 Sv. At the open
boundaries (Drake Passage, 30S, 20E) the mass, heat and salt transports are in agreement
with the literature. This is also true for the transports of surface, intermediate, deep and
bottom water. 9.6 Sv of bottom water is formed in the South Atlantic. The heat transport
to the north at 30S is 0.88 PW and is a result of the transport of 26 Sv of North Atlantic
Deep Water to the south, which is balanced by about the same transport of intermediate






Die Zirkulation des Su¨datlantiks setzt sich aus Stro¨mungen unterschiedlichster La¨ngenskalen
zusammen. Die Palette reicht von klein-skaligen Wirbeln, gebildet im Ausstrom des Agul-
has, bis zur gro-skaligen Rezirkulation des Nordatlantischen Tiefenwassers (Reid, 1989 [62];
Peterson und Stramma, 1991 [60]). Neben der Topographie des Bodens mit zum Teil sehr
steilen Kontinentalabha¨ngen liegt die Ursache vor allem in den drei oenen Ra¨ndern. Durch
diese ist der Su¨datlantik mit dem Nordatlantik, dem Su¨dpazik und dem Indischen Ozean
verbunden. Die bedeutensten Einstro¨me von Wassermassen erfolgen aus dem Nordatlantik
und mit dem Antarktischen Zirkumpolarstrom durch die Drake Passage.
Die Abbildungen (1.1) und (1.2) zeigen die gro-skaligen geostrophischen Stro¨mungen und
Fronten in der oberen Schicht des Su¨datlantiks bis 60S. Im westlichen Teil stro¨mt der
Antarktische Zirkumpolarstrom (ACC) durch die relativ enge Drake Passage ein und dreht
nordwa¨rts in das Su¨dantillenmeer ein, wo der Malwinen- bzw. Falkland-Strom gebildet wird.
Dieser trit dann weiter no¨rdlich bei circa 40S auf den Brasilstrom, der als Teil des subtro-
pischen Wirbels entlang der Ku¨ste Su¨damerikas nach Su¨den stro¨mt. In dieser sogenannten
\Confluence Region" (Gordon, 1989 [32]) herrscht eine groe ra¨umliche und zeitliche Varia-
bilita¨t (Peterson und Stramma, 1991 [60]). Am o¨stlichen Rand fliet der ACC im Bereich
zwischen 40S und 60S in den Indischen Ozean. Zwischen der Su¨dspitze Afrikas und dem
ACC stro¨mt der Agulhas ein. Ein Teil davon dreht nach Osten und stro¨mt wieder aus,
wa¨hrend der Rest um Su¨dafrika herum fliet und den Benguela Strom bildet. Im zentra-
len su¨datlantischen Ozean ndet man no¨rdlich des ACC’s den Su¨datlantik Strom, der als
su¨dlicher Teil des antizyklonischen subtropischen Wirbels nach Westen stro¨mt. Su¨dlich des
ACC’s tritt im Weddellmeer der zyklonische Weddellwirbel auf, der bis zum Boden reicht.
Er fliet entlang der antarktischen Ku¨ste in Richtung Westen. Entlang der antarktischen
Halbinsel dreht er dann nach Norden und stro¨mt su¨dlich des ACC’s nach Westen. Im Be-
reich von 20E dreht er dann schlielich wieder nach Su¨den ein. Das Zirkulationsmuster, das
sich insgesamt daraus ergibt, zeigt die typischen westlichen Randstro¨me von der Antarktis
bis zum A¨quator.
In Bild (1.2) ist der gesamte geostrophische Transport dargestellt. Die Integration wurde von
der Ku¨ste der Antarktis aus gestartet. Entlang der Ku¨ste Su¨damerikas betra¨gt der Trans-
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port u¨berall 130 Sv (1 Sv = 106m3s−1) und entlang der su¨dafrikanischen Ku¨ste 132 Sv. Der
Nettotransport vom Nordatlantik aus ist 2 Sv gro (Reid, 1989 [62]). Whitworth (1983) [88]
gibt fu¨r den Transport des ACC’s durch die Drake Passage eine quantitative Abscha¨tzung
von 120-140 Sv ab. In diesem Bereich liegt auch der Wert von 129 Sv, den Rintoul (1991)
[64] angibt. Der Transport in den Indischen Ozean zwischen Su¨dafrika und der Antarktis
betra¨gt bei ihm 130 Sv.
Mit der Tiefe wandert der subtropische Wirbel nach Su¨den und beschra¨nkt sich in groen
Tiefen auf das Brasilianische Becken westlich des mittelatlantischen Ru¨ckens. Unterhalb von
3000m ndet man im argentinischen Becken wie im Weddellmeer einen zyklonischen Wirbel
(Reid, 1989 [62]).
Abbildung 1.1: Darstellung der gro-skaligen geostrophischen Stro¨mungen und Fronten in
der oberen Schicht des Su¨datlantiks. Die fein gepunkteten Fla¨chen sind flacher als 3000 m.
Die Darstellung stammt im Wesentlichen von Peterson und Stramma (1991) [60] und wurde
aus Wefer et al. (1996) [87] entnommen.
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Abbildung 1.2: Geostrophische Transporte in Sv (106 m3s−1). Die schattierten Bereiche
stellen Tiefen flacher als -3500 m dar. Es wurde von der Antarktis aus in Richtung Norden
integriert. Entlang der Ku¨ste Su¨damerikas ergeben sich 130 Sv und entlang Su¨dafrikas 132
Sv, so da 2 Sv aus dem Nordatlantik einstro¨men (aus Reid, 1989 [62]).
1.2 Modellansa¨tze
Aufgrund der groen Gebiete, mit denen der Su¨datlantik an seine benachbarten Ozeane
grenzt und u¨ber die Transporte in und aus dem Su¨datlantik stattnden, stellt die numeri-
sche Modellierung des Su¨datlantiks eine gewisse Herausforderung dar. Aus dem Pazik gibt
es durch die Drake Passage den starken Einstrom des ACC’s, der im Osten wieder in den
Indischen Ozean ausstro¨mt (siehe vorheriger Abschnitt), und im Norden ist der oene Rand
zum Nordatlantik hin mehrere tausend Kilometer lang.
Bei numerischen Untersuchungen kann man nun zwei prinzipielle Ansa¨tze verfolgen. Beim
ersten Ansatz wird ein globales Ozeanmodell entwickelt und der Su¨datlantik als Subsystem
betrachtet. Transporte zwischen den verschiedenen Ozeanen werden dabei durch die Modell-
dynamik festgelegt. Die su¨datlantische Zirkulation ha¨ngt dann natu¨rlich von der globalen
Modellzirkulation ab. Eine Schwa¨che von globalen Modellen liegt darin, da sie die wich-
tigen Wassermassen, die im Su¨datlantik auftreten (Antarktisches Zwischenwasser AAIW,
Antarktisches Bodenwasser AABW, Nordatlantisches Tiefenwasser NADW), nur mit Ein-
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schra¨nkungen bilden (Barnier et al., 1996 [4]). Ein Grund dafu¨r ist, da numerische Modelle
physikalische Prozesse nur begrenzt auflo¨sen ko¨nnen. Die Modellergebnisse ha¨ngen dann von
der Parametrisierung der nicht aufgelo¨sten Prozesse ab. Wobei hier die ra¨umliche Auflo¨sung
des Modells eine Rolle spielt, die bei einem globalen Modell einen groen Bedarf an Rech-
nerresourcen erfordert. Ein weiterer Grund liegt in der Beru¨cksichtigung der komplexen
Wechselwirkungen zwischen Atmospha¨re, Ozean und Meereis in den Modellen. Ein globa-
ler Modellansatz zur Untersuchung der Zirkulation des Su¨datlantiks wurde beispielsweise
von England und Garcon (1994) [16] durchgefu¨hrt. Sie verwendeten das GFDL-Modell des
Geophysical Fluid Dynamics Laboratory, das auf den primitiven Gleichungen beruht. Eine
Beschreibung des Modells ndet man bei Bryan (1969) [11], Cox (1984) [13] und Pacanowski
et al. (1991) [58].
Bei dem zweiten Modellansatz bleibt das Modellgebiet auf den Su¨datlantik beschra¨nkt. Dies
spart im Vergleich zu globalen Modellen Computerresourcen und ermo¨glicht eine feinere
ra¨umliche Auflo¨sung und somit auch eine bessere Auflo¨sung der physikalischen Prozesse im
Modell. Dafu¨r mu aber das Problem der oenen Ra¨nder in Kauf genommen werden. Die
modellierte Zirkulation ha¨ngt dann sehr davon ab, welche Bedingungen auf den Ra¨ndern
vorgegeben werden. Das Setzen der Randbedingungen verlangt ein Vorwissen u¨ber Tempe-
ratur und Salzgehalt, Volumen- und Massentransporte, Wa¨rmeflu¨ssen und Su¨wasserflu¨ssen.
Dieses wird zumeist aus hydrographischen Daten gewonnen. Barnier et al. (1996) [4] haben
zum Beispiel diesen Modellansatz verfolgt. Sie verwendeten ein -Koordinaten Modell, das
auf dem semi-spektralen Modell fu¨r die primitiven Gleichungen (SPEM) von Haidvogel et
al. (1991) [34] beruht.
In dieser Arbeit bleibt das Modellgebiet ebenfalls auf den Su¨datlantik beschra¨nkt, auf dem
ein Inversmodell mit der Methode der niten Elemente angewendet wird.
1.3 Inversmodellierung
Nach nun mehr hundert Jahren systematischer ozeanographischer Forschung und Beobach-
tung ist es weiterhin schwierig, die globale Zirkulation des Ozeans zu beschreiben. Gro-
skalige Transporte von Wassermassen ko¨nnen aus hydrographischen Daten (Temperatur
und Salzgehalt) mit Hilfe der geostrophischen Gleichungen (thermischer Wind) abgeleitet
werden. Dies gilt ebenso fu¨r die ra¨umliche Verteilung der verschiedenen Wassermassen. Au-
erdem ko¨nnen Ru¨ckschlu¨sse auf Bildungs- und Vermischungsraten gezogen werden.
Die hydrographischen Datensa¨tze liegen allerdings nur in einer inhomogenen ra¨umlichen und
zeitlichen Verteilung vor. Vor allem aber liefert die Geostrophie nur die vertikale Scherung
des Geschwindigkeitsfeldes. Um absolute Geschwindigkeiten zu erhalten, wird ha¨ug die An-
nahme gemacht, da die Geschwindigkeit in einer bestimmten Tiefe { dem Referenzniveau
{ verschwindet (level of no motion). Der Fehler, den man dabei macht, ist in der Na¨he der
Oberfla¨che relativ klein, da die Geschwindigkeiten dort wesentlich gro¨er sind als im tiefen
Ozean, wo sie in der Gro¨enordnung von 0:01 ms−1 liegen. Eine kleine Verschiebung des Re-
ferenzniveaus kann dann schon Fehler in der gleichen Gro¨enordnung erzeugen. Auerdem
mu an Stellen, an denen der Ozean flacher als das Referenzniveau ist, beispielsweise die
Tiefe des Meeresbodens als Referenz verwendet werden.
Eine andere Mo¨glichkeit, um absolute Geschwindigkeiten zu erhalten, ist die Bestimmung
von Referenzgeschwindigkeiten an der Meeresoberfla¨che. Die Geschwindigkeiten in der
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Tiefe ko¨nnen dann durch Integration von der Oberfla¨che nach unten berechnet werden.
Zur Bestimmung der Referenzgeschwindigkeiten ko¨nnen Messungen von Satelliten-Radar-
Altimetern verwendet werden. Damit geht neben den hydrographischen Daten ein zweiter
unabha¨ngiger Datensatz in die Modellberechnungen ein. An qualitativ guten hydrographi-
schen Datensa¨tzen stehen unter anderem der \Hydrographic Atlas of the Southern Ocean"
(Olbers et al., 1992 [57]) oder die Messungen von WOCE (World Ocean Circulation Expe-
riment) zur Verfu¨gung. An Daten aus der Satellitenaltimetrie ko¨nnen die im Rahmen der
TOPEX/POSEIDON-Mission gemessenen absoluten Ho¨hen der Meeresoberfla¨che genutzt
werden.
Die Beru¨cksichtigung der Daten in numerischen Modellen geschieht mittels Datenassimila-
tion. Damit ist gemeint, da sich die zu berechnenden Modellzusta¨nde auer an den Mo-
dellgleichungen auch an Daten orientieren sollen, die in die Modelle eingegeben werden.
Der Begri Assimilation bezieht sich dabei aber eigentlich nur auf prognostische Model-
le. Bei Modellen, die diagnostisch rechnen, erfolgt na¨mlich viel mehr eine Anpassung der
Modellparameter an die Daten. Solch ein Modell bezeichnet man dann als Inversmodell.
Die Parameter werden mit Optimierungsverfahren durch Zwangsbedingungen an die Daten
angepat. Dabei wird eine sogenannte Kostenfunktion unter Beru¨cksichtigung der Zwangs-
bedingungen (den Modellgleichungen) minimiert. In der Kostenfunktion stecken dann die
Daten. Grundlagen dazu ndet man unter anderem bei Thacker (1988) [79], Olbers (1989)
[55] und Wunsch (1996) [93]. Einfache Anwendungen der Methode wurden zum Beispiel von
Schro¨ter (1989) [71] erstellt. Schro¨ter et al. (1993) [72] und Vogeler und Schro¨ter (1995)
[82] wendeten die Methode auf kleineren Ozeangebieten in wirbelauflo¨senden Modellen an.
Schlitzer (1993 und 1995) [66, 67] entwickelte ein Boxmodell, das zuna¨chst auf den Atlan-
tik beschra¨nkt blieb, aber spa¨ter global erweitert wurde. Neben hydrographischen Daten
werden in diesem Modell auch FCKW-Daten verwendet. Nechaev und Yaremchuk (1995)
[54] entwickelten ein adjungiertes Modell zur Analyse von hydrographischen Schnitten. Ein
globales Modell zur Untersuchung der barotropen Zirkulation des Ozeans, bei dem auch
TOPEX-Daten verwendet wurden, stellte Sei (1996) [75] vor. Ein weiteres Boxmodell zur
Untersuchung der Zirkulation im Su¨dlichen Ozean wurde von Sloyan (1997) [78] pra¨sentiert.
Die Inversmodellierung hat ihre Vorteile unter anderem darin, da unabha¨ngige und synop-
tische Datenverteilungen verwendet werden ko¨nnen, verschiedene (transiente) Tracer mit-
einander kombiniert werden ko¨nnen und unterschiedliche Arten von Informationen in das
Modell einflieen ko¨nnen. Von Nachteil ist, da das ‘Vorwa¨rts’-Modell adjungiert werden
mu. Ein weiterer Punkt sind die Rechnerresourcen, die fu¨r das Adjungieren und den Mini-
mierungsalgorithmus beno¨tigt werden.
1.4 Finite Elemente
Bei den im vorhergehenden Abschnitt erwa¨hnten Modellen handelt es sich um Boxmodelle
oder die Modellgleichungen werden mit der Methode der niten Dierenzen (FDM) dis-
kretisiert. In dieser Arbeit wird nun die Methode der niten Elemente (FEM) verwendet.
Diese Methode wurde urspru¨nglich in den fu¨nfziger und sechziger Jahren zur Lo¨sung von
Problemen der Elastomechanik entwickelt. Da sich aber viele physikalische Prozesse in der
Form von (partiellen) Dierentialgleichungen beschreiben lassen, wurde die FEM zur Be-
handlung vieler anderer partieller Dierentialgleichungen erweitert. Theoretische Grundla-
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gen der FEM werden bei Zienkiewicz (1984) [96], Johnson (1990) [44] und Schwarz (1991)
[74] ausfu¨hrlich beschrieben. Die Anwendung in Tiden-Modellen wird seit den fru¨hen sieb-
ziger Jahren erfolgereich durchgefu¨hrt. Beispiele dafu¨r sind die Arbeiten von Connor und
Wang (1973) [12], Walters und Werner (1989) [84] und Le Provost und Vincent (1991) [47].
In (globalen) Zirkulationsmodellen des Ozeans wird die FEM bisher nur wenig verwendet.
Eine erste Arbeit mit einem quasigeostrophischen Modell fu¨hrte Fix (1975) [20] durch. Die
Vorteile der niten Elemente gegenu¨ber den niten Dierenzen { auf die hier noch nicht
na¨her eingegangen werden soll { zeigten Haidvogel et al. (1980) [35] in einer Arbeit, bei der
beide Methoden miteinander verglichen wurden. Fu¨r Stro¨mungsprobleme und besonders fu¨r
Konvektions- bzw. Advektions-Diusions-Probleme wurde die FEM erst in den achtziger
Jahren wirklich popula¨r. Die Gru¨nde liegen darin, da erst in dieser Zeit verschiedene Up-
wind Methoden fu¨r die FEM entwickelt wurden. Eine der grundlegensten Arbeiten dabei
stammt von Brooks und Hughes (1982) [10]. In ju¨ngerer Zeit wendeten Iskandarani et al.
(1993) [43] ein spektrales nite Elemente Modell auf die Flachwassergleichungen an. Haid-
vogel et al. (1994) [36] pra¨sentierten ein a¨hnliches Modell zur Beschreibung der globalen
Zirkulation. Zhu et al. (1994) [95] assimilierten Daten in ein zweidimensionales nite Ele-
mente Modell fu¨r die Flachwassergleichungen. Behrens (1996, 1998) [6, 7] entwickelte ein
adaptives Semi-Lagrange-Finite-Elemente-Modell zur Lo¨sung der Flachwassergleichungen,
das auch parallelisiert wurde. Eine weitere aktuelle Arbeit auf diesem Gebiet stammt von
Le Roux et al. (1998) [48].
Insgesamt ist die Anwendung der Methode der niten Elemente in der Ozeanographie und
besonders in der Inversmodellierung noch eher wenig verbreitet, so da ein Inversmodell mit
niten Elementen sicherlich einen innovativen Schritt darstellt.
1.5 Ziel der Arbeit
Mit dieser Arbeit wird ein intern konsistentes (thermischer Wind) Inversmodell vorgestellt,
das einen neuen Modellansatz verfolgt. Mit dem Modell soll die Bildung und Ausbreitung
von Bodenwasser im Su¨datlantik beziehungsweise im Weddellmeer untersucht werden. Wei-
ter sollen quantitative Aussagen u¨ber den Austausch (Stotransport) zwischen dem Atlantik,
dem Pazischen und dem Indischen Ozean getroen werden. Dabei ist der Wa¨rmetransport
in und aus dem Su¨datlantik u¨ber die oenen Ra¨nder des Modellgebiets von besonderem
Interesse.
Es wird ein stationa¨res Advektions-Diusions-Modell auf der Basis der Methode der niten
Elemente entwickelt, bei dem die adjungierte Methode angewendet wird. Als Grundelemente
des Modellgitters sollen Tetraeder verwendet werden. Diese Elemente eignen sich besonders
gut fu¨r die Darstellung dreidimensionaler komplizierter Geometrien, wie sie durch die Bo-
dentopographie der Ozeane vorgegeben ist. Das Modell soll die Eigenschaft haben, da das
Gitter lokal beliebig verfeinert werden kann, ohne da A¨nderungen am Modellcode notwendig
wa¨ren. Deshalb wird ein unstrukturiertes Gitter1 verwendetet, was eine variable Auflo¨sung
erlaubt. Dabei ko¨nnen beliebige Gitterpunkte zwangsweise vorgegeben werden, womit loka-
le Strukturen besonders gut aufgelo¨st werden ko¨nnen. Die niten Elemente spielen damit
1Unstrukturiert bedeutet in dieser Arbeit vor allem, da jeder Gitterpunkt nicht unbedingt einen Nach-
barpunkt in einer anderen Tiefe oder an der Meeresoberfla¨chemit denselben horizontalen Koordinaten haben
mu.
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einen ihrer deutlichen Vorteile gegenu¨ber den niten Dierenzen aus (siehe Abs. 3.1). Ein
weiterer Vorteil, der in dieser Arbeit genutzt wird, ist das relativ einfache Adjungieren der
Modellgleichungen (siehe Abs. 3.10).
Das Modellgebiet erstreckt sich von der Antarktis bis 30S und bleibt auf den Su¨datlantik
beschra¨nkt. Die horizontale Auflo¨sung soll dabei im Bereich von 2 liegen.
Das Modell soll die geostrophisch balancierten Stro¨mungen beschreiben und massen-
und wa¨rme-erhaltend sein. Die invers bestimmten Kontrollvariablen sind die horizontalen
Referenzgeschwindigkeiten an der Meeresoberfla¨che sowie Quellen und Senken (Wa¨rme- und
Su¨wasserflu¨sse) der Advektions-Diusions-Gleichung. In das Modell werden unter anderen
klimatologische hydrographische Daten (ohne Jahresgang) und Daten fu¨r die absolute Aus-
lenkung der Meeresoberfla¨che (SSH-Daten) aus Satelliten-Altimetermessungen assimiliert,
die allerdings nicht synoptisch sind.
Die Modellergebnisse zeigen erste Anwendungen, bei denen das Modell stark nach den SSH-
Daten gewichtet wird. Sie werden mit Ergebnissen anderer Modelle und Ergebnissen aus
Messungen, die in der Literatur vorliegen, verglichen.
1.6 Aufbau der Arbeit
Nach der Einleitung in diesem Kapitel wird im zweiten Kapitel die Strategie des adjun-
gierten Modells und die Initialisierung der Modellparameter beschrieben. Auerdem werden
die verwendeten Datensa¨tze (Hydrographie, Satellitenaltimetrie, Windschubspannung, Net-
towa¨rmeflu¨sse und Su¨wasserflu¨sse) vorgestellt. Im dritten Kapitel wird die Methode der
niten Elemente ausfu¨hrlich dargestellt. Es werden Vor- und Nachteile der Methode, die
Diskretisierung der Gleichungen, Verfahren zur Stabilisierung, Aufstellen und Lo¨sen des
linearen Gleichungssystems, die Gittergenerierung, die Berechnung partieller Ableitungen
auf den Gitterpunkten und das Adjungieren der Modellgleichungen behandelt. Auf dieser
Grundlage wird dann im vierten Kapitel ein Modell fu¨r den Su¨datlantik aufgesetzt. Da-
bei werden das dafu¨r generierte Gitter und die Initialisierung des Modells vorgestellt. Die
Lo¨sungen dieses Modells werden im Kapitel 5 beschrieben und mit Ergebnissen aus Mes-
sungen und anderer Modelle verglichen. Im letzten Kapitel werden die Ergebnisse, die mit
dem Modell erzielt wurden, zusammengefat. Weiter wird ein Ausblick auf weitere mo¨gliche
Entwicklungen und Anwendungen des Modells gegeben.
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Kapitel 2
Das Inversmodell { Strategie
und Initialisierung
In diesem Kapitel wird die Modellstrategie vorgestellt und gezeigt, wie das Modell initialisiert
wird. Die dazu verwendeten hydrographischen Daten und Satelliten-Altimeter-Messungen
werden ebenfalls pra¨sentiert.
Die Parameter des Modells sind Temperatur T , Salzgehalt S, Dichte , Geschwindigkei-
ten u = (uh; w) = (u; v; w) und Quellen und Senken der Advektions-Diusions-Gleichung
bezu¨glich Temperatur und Salzgehalt F T und F S . Mit Hilfe der Zustandsgleichung wird
aus einer Temperatur- und Salzgehaltsverteilung die Dichte  berechnet. Aus dieser werden
ein horizontales Geschwindigkeitsfeld uh und daraus durch Massenerhaltung die Vertikal-
geschwindigkeiten w bestimmt. Die Geschwindigkeiten (u; v; w) werden in die Advektions-
Diusions-Gleichung eingesetzt, aus der neue Werte fu¨r Temperatur und Salzgehalt berech-
net werden. Dafu¨r wird die Methode der niten Elemente { die im Kapitel 3 vorgestellt
wird { verwendet. In das Modell werden mit der adjungierten Methode Daten assimiliert.
Das Modell wird durch eine Kostenfunktion J , die die Qualita¨t der Modello¨sung beschreibt,
an gemessene Daten angepat. Dazu werden die Parameter in unabha¨ngige und abha¨ngige
aufgeteilt. Die unabha¨ngigen Parameter sind die Kontrollvariablen, nach denen die Kosten-
funktion variiert wird. Gesucht wird dann derjenige Satz an Parametern, mit denen der
Wert der Kostenfunktion minimal wird. Dieser Satz stellt eine bestimmte Geschwindigkeits-
Verteilung (Zirkulation) mit entsprechendem Temperatur- und Salzgehaltsfeld dar.
Zu Beginn wird uh aus hydrographischen Daten initialisiert (siehe Abs. 2.4.2). Weitere Da-
tensa¨tze (Abs. 2.4.1) liegen fu¨r Windschubspannung, Wa¨rme- und Su¨wasserflu¨sse an der
Oberfla¨che, die Bodentopographie und die Auslenkung der Meeresoberfla¨che aus Satelliten-
Altimeterdaten vor.
2.1 Die Modellgleichungen
Die Dichte  wird aus Temperatur T und Salzgehalt S mittels der UNESCO-Formel fu¨r die
Zustandsgleichung (1981, siehe z.B. Gill, 1982 [31])
E = − R (T; S; p) = 0 (2.1)
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berechnet; p = 0:1 z ist der Druck in bar.


















relativ zu den variierten Oberfla¨chengeschwindigkeiten bestimmt:














Dabei sind g die Erdbeschleunigung und f der Coriolisparameter. Am Boden sollen die
Geschwindigkeiten oder nur deren Normalkomponenten verschwinden (u = 0 oder u n = 0).
In der Ekman-Schicht (0  z  −he) soll uh(z) = uh(−he) | also uh(−he) = uref(0) |
gelten.
Die Vertikalgeschwindigkeiten w werden aus der Kontinuita¨tsgleichung









berechnet. Dabei wird @w=@z vom Boden aus mit der Randbedingung w(−H) = uhrH bis
zur Tiefe −he der Ekman-Schicht integriert:










dz0 −w(−H) = w(z) +r 
zZ
−H
uhdz0 = 0: (2.5)
Temperatur und Salzgehalt werden aus der stationa¨ren Advektions-Diusions-Gleichung
ET = u  rT −KT − F T = 0; ES = u  rS −KS − F S = 0 (2.6)
berechnet. An den oenen Ra¨ndern und an der Meeresoberfla¨che werden inhomoge-
ne Dirichlet-Bedingungen (T = Tdat; S = Sdat) und am Boden homogene Neumann-
Bedingungen bezu¨glich Temperatur und Salzgehalt (@T=@n = @S=@n = 0) verwendet. Die
Quellen F T und F S werden zugelassen, um subskalige Prozesse zu parametrisieren, die auf-
grund der Modelleigenschaften (z.B. der lokalen Gitterweite) nicht aufgelo¨st werden.
Die unabha¨ngigen Parameter (Kontrollvariablen) des Modells sind die horizontalen Referenz-
Geschwindigkeiten uref und vref und die Quellen und Senken der Advektions-Diusions-
Gleichung (2.6) F T und F S:
p = [: : : ; uref;j; : : : ; vref;j; : : : ; F Tj ; : : : ; F
S
j ; : : :]
T : (2.7)
Die u¨brigen horizontalen Geschwindigkeiten und die Temperatur T , der Salzgehalt S, die
Dichte  sowie die vertikalen Geschwindigkeiten w bilden den Satz an abha¨ngigen Modell-
parametern
q = [: : : ; ui; : : : ; vi; : : : ; Ti; : : : ; Si; : : : ; i; : : : ; wi; : : :]T : (2.8)
Die unabha¨ngigen Parameter p werden initialisiert und im adjungierten Modellschritt vari-
iert. Die abha¨ngigen Parameter q werden aus den Modellgleichungen bestimmt.
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2.2 Die Kostenfunktion
Aus den gesamten unabha¨ngigen und abha¨ngigen Parametern p und q kann die Gu¨te des
augenblicklichen Modellzustands am Wert der Kostenfunktion J abgelesen werden. Die Ter-
me der Kostenfunktion ‘bestrafen’ ungewollte Eigenschaften der momentanen Modello¨sung,
oder anders ausgedru¨ckt, messen sie, wie weit die Modello¨sung von einem gewu¨nschten Zu-
stand entfernt ist. Ziel ist es, den Wert der Kostenfunktion zu minimieren, um somit das
Modell in Richtung des gewu¨nschten Zustands zu treiben. Die Lo¨sung des Modells ha¨ngt
also sehr von der Charakteristik der Kostenfunktion ab.
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= Juv + JF + Jw + JT + JS :
Mit den ersten beiden Termen (2.9,2.10 { zusammengefat zu Juv) wird der Gradient der
Oberfla¨chenauslenkung (SSH)  beru¨cksichtigt. Dabei wird die Beziehung p(0) = g0 zwi-
schen Druck an der Oberfla¨che z = 0 und SSH ausgenutzt. Setzt man diese in die geostro-
phischen Gleichungen (siehe Gl. 2.22) ein, erha¨lt man










dat sind Satelliten-Altimeter-Messungen der SSH (siehe Abschnitt 2.4.1). Abweichungen
zwischen dem SSH-Gradienten der Modello¨sung und den Satellitendaten sollen gering wer-
den.
Mit den zu JF zusammengefaten Termen (2.11) und (2.12) sollen die Quellen und Senken
F T und F S den Werten von F Tdat und F
S





gleich null. An der Oberfla¨che werden sie entsprechend den Daten gesetzt, die fu¨r Wa¨rme-
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und Su¨wasserflu¨sse an der Oberfla¨che vorliegen (Abschnitt 2.4.1).
Term Jw (2.13) pat die Vertikalgeschwindigkeiten wi(z = −he) an der unteren Grenze der
Ekman-Schicht an die Rotation des Windfelds  an.
Die beiden letzten Terme JT und JS (2.14 und 2.15) dienen dazu, da die Werte von Tem-
peratur T und Salzgehalt S in der Na¨he der Daten Tdat und Sdat liegen.
MitWij werden die Elemente der Wichtungsmatrizen bezeichnet, die mit den entsprechenden
Varianzen 2kk und Kovarianzen 
2
kk′ belegt werden. Die Matrizen bleiben hier aber diago-
nal, so da also keine Kovarianzen beru¨cksichtigt werden. Bei der Pra¨sentation der Daten
im Abschnitt 2.4.1 werden Angaben zu den Varianzen und Fehler der Daten gemacht. Der
Faktor 1/2 wird nur gesetzt, damit er sich mit dem Faktor 2 ku¨rzt, der beim Dierenzieren
der quadratischen Kostenfunktion J anfa¨llt.
2.3 Das adjungierte Modell
Ein wesentlicher Punkt dieses Modells besteht darin, da neue Modellzusta¨nde mit neuen
Modellparametern pneu und qneu berechnet werden, fu¨r die die Kostenfunktion J einen
kleineren Wert annimmt als fu¨r den momentanen Zustand mit den Parametern p und q.
Letztendlich soll der Wert der Kostenfunktion minimal werden. Fu¨r dem momentanen Mo-
dellzustand mu also eine Richtung innerhalb des von den unabha¨ngigen Parametern p
aufgespannten Phasenraums gesucht werden, in der der Wert der Kostenfunktion abnimmt.
Dazu wird der Gradient der Kostenfunktion rJ in einen Minimierungsalgorithmus gegeben.
In dieser Arbeit wird ein quasi-Newton Algorithmus (mit variabler Speicheranforderung) von
Gilbert und Lemarechal (1989) [29] verwendet. Bei der Minimierung der Kostenfunktion
handelt es sich um ein Problem mit Zwangsbedingungen. Die Zwangsbedingungen sind die
Modellgleichungen (2.1 - 2.6). Das heit, da beim Minimierungsproze nur Modellzusta¨nde
in Frage kommen, die die Modellgleichungen erfu¨llen. Zur Lo¨sung von Minimierungsproble-
men mit Zwangsbedingungen bietet sich die Methode der Lagrangeschen Multiplikatoren an
(Le Dimet und Talagrand, 1986 [46], Thacker, 1988 [79], Schro¨ter, 1989 [71]). Dabei wird
ausgenutzt, da die sogenannte Lagrange-Funktion L im Minimum der Kostenfunktion J
einen stationa¨ren Punkt hat. Die Lagrange-Funktion L ist eine Funktion der Modellpara-
meter p und q und den unbekannten Lagrangeschen Multiplikatoren  = [: : : ; j; : : :]T und
gegeben durch
L(p;q; ) = J +
neqX
j=1
jEj mit Ej = 0; (2.17)
wobei mit Ej die Modellgleichungen (2.1 - 2.6) bezeichnet werden. neq ist die Gesamtzahl
der Modellgleichungen. Wie schon erwa¨hnt wurde, hat die Lagrange-Funktion L im Mini-
mum der Kostenfunktion J einen stationa¨ren Punkt. Das bedeutet, da der Gradient der
Lagrange-Funktion dort verschwindet (rL = 0). Daraus folgt, da an diesem Punkt alle




= Ej = 0 (2.18)

























Die beiden unteren Gleichungen (2.19 und 2.20), bei denen L nach den unabha¨ngigen und
abha¨ngigen Parametern p und q dierenziert wird, werden als adjungierte Gleichungen be-
zeichnet. Das Minimum der Kostenfunktion mu also die drei obigen Gleichungen | die
adjungierten Gleichungen und die Modellgleichungen | erfu¨llen.
Im Modell wird das Minimum von J mit Hilfe eines iterativen Prozesses bestimmt. Dabei
werden zuna¨chst die Lagrangeschen Multiplikatoren j aus den Gleichungen (2.19) berech-
net. Diese ergeben ein neq-dimensionales lineares Gleichungssystem






Zur Lo¨sung dieses Gleichungssystems wird in dieser Arbeit das (iterative) GMRES-Verfahren
verwendet, das im Abschnitt 3.7 na¨her betrachtet wird. Die so berechneten Lagrangeschen
Multiplikatoren j werden dann in den Gleichungen (2.20) eingesetzt, womit man die parti-
ellen Ableitungen @L=@pi erha¨lt, die dann in den Minimierungsalgorithmus von Gilbert und
Lemarechal (1989) [29] gegeben werden.
Der gesamte Algorithmus des Modells besteht also aus den folgenden Schritten:
1. Initialisieren der unabha¨ngigen Parameter p:
(a) Berechnung einer Anfangsverteilung der Dichte dat aus hydrographischen Daten
Tdat und Sdat mittels der Zustandsgleichung (2.1),
(b) Initialisieren des horizontalen Geschwindigkeitsfeldes und damit der Referenzge-
schwindigkeiten uref und vref aus der Dichte dat (siehe Abs. 2.4.2),
(c) Initialisieren der Quellen F T und F S ! weiter mit Punkt 2(c).
2. Berechnung der abha¨ngigen Parameter q aus den Modellgleichungen Ei. Dieser Schritt
wird auch als Vorwa¨rtsmodell bezeichnet:
(a) Berechnung der Dichte  aus der Zustandsgleichung (2.1),
(b) Berechnung der horizontalen Geschwindigkeiten u und v aus den thermischen
Windgleichungen (2.2),
(c) Berechnung der vertikalen Geschwindigkeiten w aus der Kontinuita¨tsgleichung
(2.5),
(d) Berechnung neuer Werte fu¨r Temperatur T und Salzgehalt S mit der Advektions-
Diusions-Gleichung (2.6).
3. Berechnung des Wertes der Kostenfunktion J .
4. Berechnung des Gradienten der Kostenfunktion rJ durch lo¨sen der adjungierten Glei-
chungen (2.19) und (2.20).
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5. Anwendung des Minimierungs-Algorithmus auf rJ , um neue unabha¨ngige Parameter
pneu zu erhalten.
6. Zuru¨ck zu Punkt 2 bis sich der Wert der Kostenfunktion J nur noch weniger als um
ein gewisses " a¨ndert, oder der Gradient rJ hinreichend klein ist.
2.4 Initialisierung
Wie der Modellalgorithmus zeigt, mu das Modell zuna¨chst initialisiert werden. Dazu werden
aus einem Ausgangsfeld von Temperatur und Salzgehalt die Dichte und daraus ein horizon-
tales Geschwindigkeitsfeld berechnet. Auerdem werden Winddaten, Daten fu¨r die Wa¨rme-
und Su¨wasserflu¨sse sowie Topographiedaten beno¨tigt. Im folgenden Abschnitt werden die




Als Topographiedaten werden ETOPO5-Daten (1988) [52] verwendet. Sie liegen in einer
Auflo¨sung von 50  50 vor. Abbildung (2.1) zeigt die Daten fu¨r den Su¨datlantik.
Hydrographische Daten
Zur Initialisierung des Modells wird eine Anfangsverteilung von Temperatur T und Salzge-
halt S beno¨tigt. Dafu¨r werden klimatologische Daten aus dem \Hydrographic Atlas of the
Southern Ocean" von Olbers et al. (1992) [57] verwendet. Die Daten und deren Varianzen
2T und 
2
S liegen im Modellgebiet mit einer Auflo¨sung von 1
  1 auf 38 Tiefenniveaus
vor und werden auf das Modellgitter interpoliert. Die Abbildungen (2.2) und (2.3) zeigen
Temperatur und Salzgehalt an der Oberfla¨che fu¨r den Su¨datlantik.
Die TOPEX/POSEIDON-Daten
Mit den Messungen der TOPEX/POSEIDON-Mission steht erstmals ein Datensatz fu¨r die
Oberfla¨chenauslenkung  (SSH) zur Verfu¨gung, dessen Genauigkeit auch Aussagen u¨ber die
mittlere Zirkulation des Ozeans zula¨t (Fu et al., 1994 [25], King et al., 1994 [45]). Mit
dieser Mission wurde das erste kontinuierliche Beobachtungssystem zur Messung der abso-
luten Auslenkung der Meeresoberfla¨che in seinen Orbit gebracht. Bei der Verwendung von
GEOSAT-Daten wurde bisher fast nur mit SSH-Anomalien gearbeitet, da die absoluten
Werte zu groe Ungenauigkeiten haben. Anwendung fanden sie beispielsweise bei der Assi-
milation in mesoskaligen Modellen (u.a. Willebrand et al., 1990 [91], Schro¨ter et al., 1993
[72], Vogeler und Schro¨ter, 1995 [82]). Die TOPEX-Daten ko¨nnen deshalb wesentlich zum
besseren Versta¨ndnis der Prozesse der allgemeinen Zirkulation des Ozeans beitragen (siehe
z.B. Sei, 1996 [75]).
Die TOPEX/POSEIDON-Mission ist ein franzo¨sisch-amerikanisches Projekt. Der Satellit
wurde 1992 gestartet. Die verbesserte Genauigkeit der Medaten wird vor allem durch eine
genauere Bestimmung der Umlaufbahn, einer besseren Korrektur der Atmospha¨reneinflu¨sse
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und der Ausnutzung besserer Geoid- und Gezeitenmodelle erreicht. Die Inklination betra¨gt
66. Eine genauere Beschreibung der Mission ndet man unter anderem bei Fu et al. (1994)
[25].
In dem hier vorgestellten stationa¨rem Modell wird das ja¨hrliche Mittel der SSH-Daten ver-
wendet. Sie stammen von King et al. (1994) [45]. Fu et al. (1994) [25] geben fu¨r die Daten
einen Fehler von 4:7− 5:1 cm an. Su¨dlich von 66S, wo keine TOPEX/POSEIDON-Daten
vorliegen, wird als Ersatz die dynamische Topographie relativ zu 3000 db aus dem \Hy-
drographic Atlas of the Southern Ocean" von Olbers et al. (1992) [57] verwendet. Im Bild
(2.4) sind die SSH-Daten fu¨r den Bereich des Su¨datlantiks dargestellt. Es zeigt im zentra-
len Su¨datlantik ein zonales Muster, da dem Verlauf des Antarktischen Zirkumpolarstroms
(ACC) entspricht. Im Weddellmeer ist der Weddellwirbel zu erkennen. Der Wirbel schliet
sich aber schon bei 20W und hat eine breite westliche Flanke, die sich bis circa 50W er-
streckt. Im Norden bei 30S impliziert das Muster den Einstrom des Brasilstroms o¨stlich
der su¨damerikanischen Ku¨ste. Vor der Ku¨ste Argentiniens zeigen die Daten keine Feinstruk-
turen.
Daten fu¨r die Windschubspannung
Fu¨r die Windschubspannung  werden die Daten von Hellerman und Rosenstein (1983) [40]
verwendet. Sie liegen in einer Auflo¨sung von 22 monatlich vor. Fu¨r das stationa¨re Modell
wird hier das ja¨hrliche Mittel berechnet. Das Feld der Windschubspannung wird in Bild (2.5)
gezeigt, wobei nur alle 4 ein Wert dargestellt wurde. Hellerman und Rosenstein geben fu¨r
den Bereich des Atlantiks su¨dlich von 40S einen Fehler von 2:5  10−2 kg/ms2 an. Zwischen
30S und 40S wird er im Bereich von 1:0− 2:5  10−2 kg/ms2 angegeben. Abbildung (2.6)
zeigt die Rotation der Windfeldes.
Fludaten
An Daten fu¨r Wa¨rme- und Su¨wasserflu¨sse an der Meeresoberfla¨che stehen Nettowa¨rmeflu¨sse
und E-P-Daten aus Reanalyseprojekten vom ECMWF von Bernard Barnier vom Laboratoire
des Ecoulements Geophysiques et Industriels zur Verfu¨gung (Abb. 2.7,2.8). Die Erstellung
dieser Daten wird bei Garnier et al. (1998) [27] beschrieben. Sie gehen als F Tdat und F
S
dat in
die Terme (2.11) und (2.12) in die Kostenfunktion J ein.







































































































































































Abbildung 2.4: TOPEX/POSEIDON-Daten fu¨r die Oberfla¨chenauslenkung  (SSH) in m.


































Abbildung 2.5: Windschubspannung in kgm−1s−2 von Hellerman und Rosenstein (1983).
















































































Abbildung 2.7: Nettowa¨rmeflu¨sse F Tdat in Wm







































Abbildung 2.8: Su¨wasserflu¨sse (E-P-Daten) F Sdat in 10
−8 ms−1 an der Meeresoberfla¨che.
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2.4.2 Initialisierung des horizontalen Geschwindigkeitsfeldes
Aus den hydrographischen Daten fu¨r Temperatur und Salzgehalt kann mit der Zustandsglei-
chung (2.1) die Dichte  bestimmt werden. Aus diesem Dichtefeld wird mit den geostrophi-
schen Gleichungen eine Anfangsverteilung fu¨r die geostrophischen Geschwindigkeiten (u; v)
berechnet, die die Balance zwischen Corioliskraft und Druckgradient erfu¨llen. Die geostro-
phischen Gleichungen lauten

































die schon als Modellgleichung (2.2) im Abschnitt 2.1 eingefu¨hrt wurde. Werden diese beiden
Gleichungen u¨ber die Vertikale integriert, folgt daraus fu¨r die geostrophischen Geschwindig-















Als Referenzniveau fu¨r die Geschwindigkeitsprole dieser beiden Gleichungen wird hier eine
Tiefe von zref = −3000m gewa¨hlt. Das heit, da uh(zref ) = 0 ist. Fu¨r Prole, die in
Bereichen liegen, wo das Modellgebiet flacher als 3000m ist, wird die Tiefe des Modellgebiets
an jener Stelle als Referenztiefe verwendet. Die Geschwindigkeit im Referenzniveau wird also
willku¨rlich auf null gesetzt. Die geostrophischen Geschwindigkeiten geben nur die vertikale
Scherung (@u=@z; @v=@z) der horizontalen Geschwindigkeiten an. Die vertikale Integration
der Gleichungen (2.25) erfolgt nur bis zur Tiefe −he der Ekman-Schicht. Fu¨r z > −he
wird uh(z) = uh(−he) gesetzt. Auf die Geschwindigkeiten in der Ekman-Schicht werden
auerdem Ekman-Geschwindigkeiten






























jhej  jf j
addiert. Dabei sind jhej die Dicke der Ekman-Schicht, jf j der Betrag des Coriolisparame-





Bereits in der U¨bersicht des Einleitungskapitels wurde gesagt, da die Methode der niten
Elemente (FEM) (Zienkiewicz, 1984 [96], Johnson, 1990 [44] und Schwarz, 1991 [74]) in den
fu¨nfziger und sechziger Jahren zuna¨chst fu¨r die Lo¨sung von Problemen der Elastomecha-
nik entwickelt wurde und da sie fu¨r Stro¨mungsprobleme und vor allem fu¨r Advektions-
Diusions-Probleme erst in den achtziger Jahren popula¨r wurde. Die Gru¨nde dafu¨r liegen
darin, da erst in dieser Zeit verschiedene Methoden zur Stabilisierung der FEM bei solchen
Problemen entwickelt wurden.
Ihre groen Sta¨rken hat die FEM in folgenden Punkten:
Mit ihr ko¨nnen Probleme auf komplizierten Geometrien behandelt werden, was besonders
bei Verwendung von niten Dierenzen schwierig ist. So ko¨nnen bei der FEM auch un-
strukturierte Gitter benutzt werden. Dadurch ko¨nnen Gitterverfeinerungen lokal ausgefu¨hrt
werden, ohne da die Zahl der Gitterpunkte deutlich erho¨ht werden mu. Diese Entwicklung
ist bei niten Dierenzen und niten Volumina noch nicht so weit fortgeschritten. Als Git-
terelemente fu¨r 3D-Probleme werden bei der FEM u.a. Tetraeder, Prismen, Parallelepipede
und krummlinige Elemente verwendet. Die Gitter in dieser Arbeit werden aus Tetraedern
aufgebaut (Abb. 3.1).
Bei der FEM wird von einem Variationsprinzip ausgegangen, wobei eine Integration aus-
gefu¨hrt wird. Die Ableitungen, die dann bei solch einem Ansatz eine Rolle spielen, sind im
allgemeinen von nur halb so hoher Ordnung, wie die der dazu entsprechenden Dierential-
gleichung. Das bedeutet zum Beispiel, da die zweiten Ableitungen, die in einem Modell mit
niten Dierenzen vorkommen, in der Variationsformulierung des entsprechenden Modells
mit niten Elementen gar nicht auftreten. Dadurch ko¨nnen die Elemente und ihre U¨ber-
gangsbedingungen relativ einfach gehalten werden.
Finite Dierenzen, bei denen von der partiellen Dierentialgleichung selbst ausgegangen
wird, betrachten das Modellgebiet quasi nur stichprobenweise an den Gitterpunkten. Da-
gegen wird bei der FEM durch die Linearkombination der Basisfunktionen der umgebende
Raum eines Punktes mit beru¨cksichtigt. Die (lokalen) Basisfunktionen sind Polynome nied-
rigen Grades. Sie sind jeweils auf einem Element so deniert, da sie an einem Gitterpunkt
des Elements gleich eins sind und an den anderen Punkten verschwinden (siehe Abschnitt
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3.3). Bei der FEM sind daher die Felder kontinuierlich auf dem gesamten Modellgebiet ge-
geben, wa¨hrend sie bei niten Dierenzen nur an den Gitterpunkten bekannt sind.
Ein weiterer Punkt { der gerade fu¨r die Inversmodellierung bedeutsam ist { ist, da die
diskreten Gleichungen, die sich aus der Variationsformulierung der FEM ergeben, relativ
einfach adjungiert werden ko¨nnen.
Ein potentieller Nachteil der FEM ist, da das aufzustellende Gleichungssystem umso mehr
Lo¨sungsaufwand erfordert, je komplizierter das Gitter wird. Fu¨r manche Aufgabenstellun-
gen ko¨nnen komplizierte Gitter aber zwingend sein, wobei dann andere Verfahren nur schwer
anwendbar sind. Auerdem wird zur Verwaltung des Gleichungssystem einiger Speicherplatz
beno¨tigt, was bei neueren Computern aber weniger problematisch sein sollte. An dieser Stel-
le soll noch erwa¨hnt werden, da bei der FEM zwischen h- und p-Modellen unterschieden
wird. Je nachdem, ob eine verbesserte Auflo¨sung durch Gitterverfeinerung (h) oder durch die
Wahl ho¨hergradiger Basisfunktionen (p) erreicht wird. Modelle, bei denen beides Anwendung
ndet, bezeichnet man als hp-Modelle (Schwab, 1996 [73]). Die Lo¨sung einer gegebene Die-
rentialgleichung mit der FEM setzt sich aus folgenden grundsa¨tzlichen Schritten zusammen
(Johnson, 1990 [44]):
 Herleitung der Variationsformulierung fu¨r die gegebene Dierentialgleichung,
 Diskretisierung der Variationsformulierung,
 Lo¨sung der diskreten Gleichungen (Lo¨sung eines linearen Gleichungssystems)
 Implementierung der Methode auf einem Computer.
Der letzte Punkt beinhaltet u.a. die Generierung eines Gitters und die Aufstellung und
Lo¨sung eines linearen Gleichungssystems.
In diesem Kapitel werden nun die Variationsformulierung der (stationa¨ren) Advektions-
Diusions-Gleichung hergeleitet, Stabilisierungsverfahren vorgestellt und die Aufstellung
und Speicherung des genannten linearen Gleichungssystems und dessen Lo¨sungsverfahren
beschrieben. Auerdem wird der verwendete Gittergenerator kurz beschrieben und das Ad-
jungieren der diskreten Gleichungen und die Berechnung partieller Ableitungen auf den
Tetraedergittern dargestellt.
3.2 Die Advektions-Diusions-Gleichung
Advektions-Diusions Probleme treten in vielen Bereichen der Physik auf { besonders bei der
Dynamik von Fluiden und bei Transportproblemen. Fu¨r einen beliebigen Tracer C = C(x; t)
ist die Advektions-Diusions-Gleichung durch
@C
@t
+r (u(x)  C −KrC) = f(x) (3.1)
gegeben. In dieser linearen Gleichung sind t die Zeit, u = (u; v; w) ein Geschwindigkeitsfeld,
K ein Diusionskoezient und f ein Quellterm; x = (x; y; z)  Ω  R3.
Mit Lc als charakteristische La¨nge und Uc als charakteristische Geschwindigkeit kann auf























+r0 (Pe  u0  C −r0C) = f 0 mit Pe = UcLc
K
: (3.3)
Die Peclet-Zahl Pe ist dabei ein Ma fu¨r die Wichtigkeit der verschiedenen Terme der
Gleichung (3.1). Bei kleinen Peclet-Zahlen dominiert der diusive Teil, wa¨hrend bei groen
Werten die Advektion sta¨rkeren Einflu hat. Wenn Pe 1 ist, bedeutet das aber nicht, da
Diusion dann unwichtig ist. Sie kann dann auf kleinskaligeren Bereichen (als die durch Lc
gegebenen) wichtig werden, wo lokal Pe  1 ist.
Fu¨r inkompressible Stro¨mungen (r  u = 0) und stationa¨re Zusta¨nde vereinfacht sich Glei-
chung (3.1) zu
urC −KC = f(x) in Ω  R3: (3.4)
3.3 Die Standard-Galerkin-Methode
Die Standard-Galerkin-Methode (SGM) (Johnson, 1990 [44], Vreugdenhil, 1993 [83]) ist die
grundlegende Technik der FEM bei der Behandlung von nicht-symmetrischen Problemen
wie der Advektions-Diusion-Gleichung und basiert auf deren Variationsformulierung. Da-
bei wird das Skalarprodukt der entsprechenden partiellen Dierentialgleichung mit einer
sogenannten Testfunktion gebildet. Um Ableitungen ho¨herer Ordnungen zu entfernen, wird
zusa¨tzlich noch partiell integriert. Die SGM soll nun auf die stationa¨re Advektions-Diusion-
Gleichung (3.4) angewendet werden. Als Bedingungen auf dem Rand Γ = Γ1 + Γ2 von Ω
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seien




= q; x  Γ2 (Neumann-Bedingungen)
(3.5)
gegeben. Gleichung (3.4) wird nun mit einer beliebigen Testfunktion  multipliziert und
u¨ber das Gebiet Ω integriert:Z
Ω




Partielle Integration durch Anwendung der 1. Greenschen Formel fu¨hrt zuZ
Ω










In diese Gleichung werden die Randbedingungen (3.5) eingesetzt. Auerdem wird angenom-
men, da die Testfunktionen  die homogenen Randbedingungen
(x) = 0 x  Γ1 (3.8)
erfu¨llen. Die Variationsformulierung lautet dann:
Finde C(x)  H10(Ω), so daZ
Ω







fu¨r alle (x)  H10 (Ω). Dabei bezeichnet H10(Ω) den (Sobolev-)Raum der Funktionen, deren
erste ra¨umliche Ableitungen quadrat-integrabel sind. H10 (Ω) ist also ein Hilbert-Raum.
Bei der SGM wird die Variationsformulierung (3.9) durch endlich dimensionale Unterra¨ume
von H10(Ω) approximiert. Die diskrete Formulierung lautet dann:
Finde Ch  Vh  H10(Ω) mit
Vh = f  H10 (Ω) j hj  P1( );   Thg; (3.10)
so da Z
Ω







ist. Th ist die Unterteilung von Ω in Teilgebiete (nite Elemente)  . P1 ist die Menge aller
linearen Funktionen, die auf den Elementen deniert sind. Lineare Funktionen zur Approxi-
mation sind ausreichend, da in der Variationsformulierung nur erste Ableitungen auftreten.




Cj  ’j(x) +Cb; (3.12)






Abbildung 3.2: Lokale Basisfunktion ’i(x; y) des Elements  und globale Basisfunktion
i(x; y) am Gitterpunkt i am Beispiel eines zweidimensionalen Dreiecks-Gitter.
wobei die Cb  H10 (Ω) die inhomogenen Dirichlet-Randbedingungen aus Gleichung (3.5)
erfu¨llen. n ist die Anzahl der Punkte des Gitters, das durch die Elemente geknu¨pft wird.
Die ’i bilden eine endliche Basis ’ = f’1; ’2; : : : ; ’ng, die Vh aufspannt. Sie werden daher
als Basisfunktionen bezeichnet und sollen die Randbedingungen (3.8) erfu¨llen. Damit kann




h;i  ’i (3.13)
dargestellt werden.
Stu¨ckweise lineare Basisfunktionen auf den Elementen  ko¨nnen wie folgt deniert werden:
’i(x) = aix+ biy + ciz + di
’i(xj) = ij (3.14)
mit x   . Mit dem Index i; j = 1; : : : ; 4 werden die vier Eckpunkte des Tetraeders 
bezeichnet. Die globalen h werden durch die lokalen Basisfunktionen ’i substituiert. In der
Abbildung (3.2) wird die Bedeutung der lokalen und globalen Basisfunktionen am Beispiel
eines zweidimensionalen Gitters illustriert, bei dem Dreiecke als Elemente verwendet werden.
Setzt man in Gleichung (3.11) die Beziehung (3.12) ein und substituiert man die h in
(3.11) durch die lokalen Basisfunktionen ’i, erha¨lt man ein System von n gewo¨hnlichen

















[(u  rCb)’i +KrCb  r’i] dΩ und i = 1; 2; : : : ; n:
Weil in dieser Gleichung keine Ableitungen der Geschwindigkeiten u = (u; v; w) auftreten,
ko¨nnen diese diskontinuierlich durch stu¨ckweise konstante Basisfunktionen m approximiert
werden (Thomasset, 1981 [80]), die im Element m gleich eins sind und sonst verschwinden:
m(x) = 1 fu¨r x  m; m(x) = 0 sonst. (3.16)
Die Geschwindigkeiten sind also konstant auf den Elementen (Tetraedern). Der Zusammen-
hang zwischen stu¨ckweise linearer und stu¨ckweise konstanter Approximation der Geschwin-
digkeiten lautet




(u1 + u2 + u3 + u4) : (3.17)
Hierbei soll xs der Schwerpunkt des Tetraeders m sein. Die linearen Basisfunktionen ’i
haben im Schwerpunkt gerade den Wert 1=4. Die Indizes 1; : : : ; 4 beziehen sich auf die vier
Eckpunkte des Tetraeders m. Die auf den Elementen konstanten Geschwindigkeiten sind
also die Mittelung der Geschwindigkeiten in den Eckpunkten.
Die Gleichung (3.15) kann schlielich in Form eines linearen Gleichungssystem geschrieben
werden:
S  c = f : (3.18)
Dabei werden S als Steigkeitsmatrix und f als Gewichtsvektor bezeichnet.
c = (C1; : : : ; Cj; : : : ; Cn)T (3.19)
ist der gesuchte Lo¨sungsvektor. Die Eintra¨ge der i-ten Zeile der Steigkeitsmatrix S sind die
Integrale aus der Summe der linken Seite der Gleichung (3.15):





[(u  r’1)’i +Kr’1  r’i] dΩ;
: : : ;
Z
Ω
[(u  r’j)’i +Kr’j  r’i] dΩ; (3.20)
: : : ;
Z
Ω
[(u  r’n)’i +Kr’n  r’i] dΩ
!
:
Die Elemente fi des Gewichtsvektors f sind gleich der rechten Seite der Gleichung (3.15):
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Das Variationsproblem (3.9) ist somit diskretisiert. Es mu nun das lineare Gleichungssystem
(3.18) gelo¨st werden.
3.4 Die Streamline Upwind Petrov-Galerkin-Methode
Die Standard Galerkin Methode (SGM) fu¨r das Advektions-Diusionsproblem hat a¨hnliche
Eigenschaften und Probleme wie die Methode der niten Dierenzen. So treten im Falle
von advektions-dominierten Stro¨mungen { groe lokale Peclet-Zahlen { bei beiden Metho-
den Oszillationen (Wiggles) in den Lo¨sungen auf. Das Modell wird numerisch instabil. Es
ist daher naheliegend, da ebenso wie fu¨r die nite Dierenzen Methode auch fu¨r die FEM
Upwind-Techniken entwickelt werden. Die ga¨ngigste Technik ist die sogenannte Streamline
Upwind Petrov-Galerkin-Methode (SUPG), die zuerst von Brooks und Hughes (1982) [10]
hergeleitet wurde.
Um die SUPG na¨her zu erla¨utern, wird von Gleichung (3.6) der SGM ausgegangen. Aller-
dings werden nun andere Testfunktionen ~ verwendet:Z
Ω
[urC −KC] ~ dΩ =
Z
Ω
f ~ dΩ: (3.22)
Die neuen Testfunktionen ~ werden aus den Testfunktionen  der SGM und einer Funktion
 , in der die ‘Upwind’-Korrekturen stecken, gebildet:
~ = +  : (3.23)
Die Funktionen  werden kontinuierlich gewa¨hlt. Die ~ du¨rfen aber hinsichtlich der Funk-
tionen  diskontinuierlich u¨ber die Ra¨nder der Elemente sein. Aus Gleichung (3.22) wird
damit Z
Ω
[urC −KC] dΩ +
Z
Ω







Bei den Termen, die  enthalten, kann wie bei der SGM partiell integriert werden. Daraus
folgt dann Z
Ω

















oder in diskreter FormZ
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Summiert wird u¨ber alle Integrale u¨ber die Elemente  (Hughes et al., 1986 [42]).
Die Approximation durch Gleichung (3.26) besteht aus einem in sich konsistentem Standard-
Galerkin Teil und einer Summe u¨ber die Residuen der Dierentialgleichung (3.6) per Element
multipliziert mit einer Funktion  . Sie ist somit in so fern konsistent, da die Terme bis
zur ersten Ordnung einer Taylor-Entwicklung exakt wiedergegeben werden. Die Residuen
approximieren null, da die diskrete Lo¨sung ch c approximiert.
Die Frage ist nun, wie die Funktionen  zu wa¨hlen sind. Eine mo¨gliche Methode wurde von
Brooks und Hughes (1982) [10] vorgestellt. Diese soll hier aber nicht weiter vertieft werden.
Ihre Ergebnisse sollen aber na¨her betrachtet werden. Brooks und Hughes gingen zuna¨chst
vom eindimensionalen Problem aus. Bei der Erweiterung auf mehr Dimensionen tritt aber
typischerweise eine Cross-Wind Diusion auf. Daher ist es erforderlich, da in mehreren
Dimensionen die SUPG so angewendet wird, da ‘Upwinding’ nur in Richtung des lokalen




2 k u k u  rh =  u  rh: (3.27)
Dabei ist h die lokale Gitterweite im Element  (siehe Bild 3.3) in Richtung der Geschwin-
digkeit u, die ja auf dem Element konstant ist. (Peh) ist eine dimensionslose Gro¨e, die
von der lokalen Peclet-Zahl
Peh =
k u k h
2 K
(3.28)
abha¨ngt, fu¨r deren Wahl mehrere Mo¨glichkeiten vorgestellt wurden (Hughes et al., 1986 [42],
Franca et al., 1992 [23]):













Wird  h aus (3.27) in Gleichung (3.26) eingesetzt und beru¨cksichtigt, da die Ch stu¨ckweise
linear auf den Elementen  sind (Ch = 0), folgtZ
Ω


















Hughes et al. (1989) [41] haben eine modizierte Version der SUPG vorgeschlagen, die
als Galerkin/least-squares-Methode (GLS) bezeichnet wird. Dabei wird der Term rh der
Funktion  h (Gl. 3.27) durch das Residuum der Advektions-Diusions-Gleichung (3.4) an-
gewendet auf die Testfunktion  ersetzt. Die Funktion  h lautet dann
 h = (urh −Kh)  = (urh)  : (3.30)
Fu¨r  soll
 = O(h= k u k); fu¨r groe Peh und  = O(h2=K); fu¨r kleine Peh







Abbildung 3.3: Die lokale Gitterweite h im Tetraeder  in Richtung des lokalen Geschwin-
digkeitsvektors u ist der Abstand zwischen den beiden Schnittpunkten der Tetraederfla¨chen
mit der Geraden, die parallel zum Geschwindigkeitsvektor liegt und durch dem Schwerpunkt
des Tetraeders geht.
angenommen werden. Eine mo¨gliche Funktion mit diesen Eigenschaften fu¨r stationa¨re Pro-
bleme schlugen Hughes et al. (1989) [41] vor:
 =
h





Der Wurzelterm stellt eine Funktion dar, die mit wachsender Peh gegen eins geht, und zwar
umso schneller je kleiner m ist.
Vorteilhaft an der SUPG (bzw. GLS) Methode ist das nahezu optimale ‘Upwinding’ in
Richtung des lokalen Geschwindigkeitsvektors und die relativ einfache Implementierung.
Von Nachteil ist, da die Massenmatrix M (siehe Abschnitt 3.6.4), die allerdings erst bei
zeitabha¨ngigen Problemen in den diskreten Gleichungen auftritt, nicht mehr symmetrisch
ist und da die Wahl der Funktion  zusa¨tzliche Freiheitsgrade einfu¨hrt (Vreugdenhil, 1993
[83]).
Bei der Implementierung besteht der eigentliche Aufwand darin, den lokalen Gitterabstand
h (Abb. 3.3) im jeweiligen Tetraeder  zu bestimmen. Dazu werden die Schnittpunkte
der Tetraederfla¨chen mit der Geraden bestimmt, die aus dem Schwerpunkt des Tetraeders
und dem Geschwindigkeitsvektor gebildet wird. Die Entfernung der beiden Schnittpunkte
ist dann gerade gleich h .
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3.5 Bubble-Funktionen
Eine neuere Mo¨glichkeit zur Stabilisierung der Standard-Galerkin-Methode (SGM) bietet ein
Verfahren, bei dem die SGM mit sogenannten Bubble-Funktionen kombiniert wird (Brezzi
et al., 1992 [9]). Dabei stabilisieren die Bubble-Funktionen den Advektions-Operator, ohne
da auf ‘Upwinding’ oder andere numerische Verfahren zuru¨ckgegrien werden mu. Wie
gezeigt werden wird, ist diese Methode bei Advektions-Diusions-Modellen a¨quivalent zur
SUPG-Methode, die im vorherigen Abschnitt vorgestellt wurde.
Fu¨r die stationa¨re Advektions-Diusions-Gleichung (3.4) mit den Randbedingungen C = 0
auf @Ω lautet die Variationsformulierung (siehe Abs. 3.3)
(urC; )+ (KrC;r) = (f; ); C;   H10(Ω); (a; b) =
Z
Ω
a  b dΩ: (3.31)
Die Standard-Galerkin-Methode liefert dann die diskreten Gleichungen
(urCh; h) + (KrC;rh) = (f; h); mit Ch; h  Vh  H10 (Ω) (3.32)
aus (3.10). Sei nun Vh ein Unterraum von H10(Ω) mit
Vh = V bh = f  H10 (Ω) j hj  P1( )  B( );   Thg; (3.33)
wobei Th weiterhin die Partition von Ω in die niten Elemente  ist. P1( ) ist wieder der
Raum der linearen Funktionen, die auf den Elementen  deniert sind. B( ) ist der Raum
der beispielsweise quadratischen Bubble-Funktionen ’b  B( ). Diese sollen die folgenden
Eigenschaften haben:
’b(x) > 0 fu¨r alle x  ;
’b(x) = 0 fu¨r alle x  @;
’b(xs) = 1 im Schwerpunkt xs von ; (3.34)Z

’b dΩ = A1h2 = A3
Z

1 dΩ und k r’b k0;= (r’b;r’b)1=2 = A2 :
Die Konstanten A1 , A2 und A3 sind unabha¨ngig von der lokalen Gitterweite h . Die
Bubble-Funktionen bilden also eine Art Blase (daher der Name Bubble-Funktionen) u¨ber
das Element  . Setzt man in Gleichung (3.32) h = ’b(x) fu¨r x   und sonst h = 0 ein,
erha¨lt man die sogenannte Bubble-Gleichung
(urCh; ’b) + (KrCh;r’b) = (f; ’b) : (3.35)
Die gesuchte Lo¨sung Ch kann in einen linearen Teil C1  V1 und einen Anteil der Bubble-
Funktionen aufgeteilt werden:




b; V1 = f  H10 (Ω) j hj  P1( );   Thg: (3.36)
Cb wird als Bubble-Koezient bezeichnet. Einsetzen in die Bubble-Gleichung, ergibt dann
(urC1; ’b) + Cb (ur’b; ’b) + (KrC1;r’b) + Cb (Kr’b;r’b) = (f; ’b) : (3.37)
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Der zweite und der dritte Term verschwinden, was durch partielle Integration gezeigt werden
kann. Dabei wird beru¨cksichtigt, da u auf dem Element  stu¨ckweise konstant und somit
ru = 0 ist (Brezzi et al., 1992 [9]). Wird dann der erste Term auf die rechte Seite gebracht,
























Dabei wurde beru¨cksichtigt, da u und rC1 stu¨ckweise konstant auf den Elementen  sind,
was hier auch fu¨r f angenommen werden soll. Setzt man dieses Ergebnis in Gleichung (3.32)




Cb (ur’b; h) + (KrC1;rh) = (f; h): (3.39)
Brezzi et al. (1992) [9] haben gezeigt, da man fu¨r den zweiten Term schreiben kann:
Cb (ur’b; h) =
1

















=  (urC1 − f;urh) : (3.40)
Dabei wurden die Eigenschaften der Bubble-Funktionen (Gl. 3.34) ausgenutzt.  hat dem-
nach die gleiche Gro¨enordnung O(h2=K) wie bei der SUPG-Methode. Gleichung (3.39)
lautet dann schlielich
(urC1; h) + (KrC1;rh) +
X
Th
(urC1;  u  rh)
= (f; h) +
X
Th
(f;  u  rh) : (3.41)
Dies ist identisch mit Gleichung (3.29), da V1 aus Gleichung (3.36) gleich Vh aus Gleichung
(3.10) ist (C1 und Ch sind linear auf dem Element). Wobei hier das Integral u¨ber den
Rand Γ2 nicht auftritt, weil auf dem Rand C = 0 angenommen wurde. Die Methode der
Bubble-Funktionen ist also fu¨r die stationa¨re Advektions-Diusions-Gleichung a¨quivalent
zur SUPG-Methode.
3.6 Das lineare Gleichungssystem
In diesem Abschnitt soll die Aufstellung des linearen Gleichungssystems (3.18) aus Abschnitt
3.3 beschrieben werden. Dort wurden auch die linearen Basisfunktionen (Gl. 3.14)
’i(x; y; z) = aix+ biy + ciz + di (3.42)
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eingefu¨hrt. Sie sind auf dem Element (Tetraeder) m mit den Eckpunkten j = 1; 2; 3; 4 so
deniert, da ’i = 1 fu¨r i = j und ’i = 0 fu¨r i 6= j gilt. Die Koezienten ai; bi; ci und
di ko¨nnen durch die Koordinaten xj der Eckpunkte j dargestellt werden. Die Basisfunktion
’1(x; y; z) zum Eckpunkt j = 1 des Tetraeders m lautet dann
’1(x; y; z) =
(x− x3) + (y − y3) + γ(z − z3)
6  VTetra (3.43)
mit
 = (y4 − y3)(z2 − z3) + (y3 − y2)(z4 − z3)
 = (x2 − x3)(z4 − z3) + (x4 − x3)(z3 − z2)
γ = (x2 − x3)(y3 − y4) + (x4 − x3)(y2 − y3):






x1 − x2 y1 − y2 z1 − z2
x1 − x3 y1 − y3 z1 − z3
x1 − x4 y1 − y4 z1 − z4
 : (3.44)
Mit den Basisfunktionen auf den Tetraedern des generierten Gitters kann nun das lineare
Gleichungssystem S  c = f aufgestellt werden.
3.6.1 Die Steigkeitsmatrix
Ausgehend von der Gleichung (3.15) bzw. (3.20) der Standard-Galerkin-Methode werden die




[(u  r’i)’j +Kr’i  r’j ] dΩ (3.45)
berechnet. Dabei sollen die Randbedingungen zuna¨chst unberu¨cksichtigt bleiben. Da die
Geschwindigkeiten Konstanten auf den Elementen sein sollen (Abs. 3.3, Gl. 3.16,3.17), ist
hier u = (u(1) + u(2) + u(3) + u(4))=4 gerade die Geschwindigkeit im Schwerpunkt des
Tetraeders. Das Integral (3.45) verschwindet (Sij = 0), wenn die Gitterpunkte i und j nicht
gemeinsam in einem Element liegen. Es wird berechnet als die Summe der Integrale u¨ber










wobei mit i; j = 1; 2; 3; 4 die 4 Eckpunkte numeriert sind. Die 44-Matrizen ES werden
als Elementsteigkeitsmatrizen bezeichnet. Die ’i und ’j sind dabei die jeweils auf dem
Element lokal denierten Basisfunktionen aus Gleichung (3.43).
Die Integrale der Elementsteigkeitsmatrizen ko¨nnen numerisch berechnet werden. Fu¨r eine





!k g(~xk) V Tetra: (3.47)
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Die Punkte ~xk sind die Stu¨tzstellen im Element und !k die zugeho¨rigen Gewichte; n ist die
Anzahl der Stu¨tzstellen. Stu¨tzstellen und Gewichte fu¨r Tetraeder ndet man beispielsweise
bei Zienkiewicz (1984) [96] oder Hammer et al. (1956) [37]. Fu¨r Polynome ersten Grades
ist der Schwerpunkt xs des Tetraeders mit dem Gewicht !s = 1 die einzige Stu¨tzstelle.
Fu¨r die linearen Basisfunktionen gilt daher ’i(xs) = 0:25. Damit kann die Berechnung






(uai + vbi +wci) +K(aiaj + bibj + cicj)

V Tetra: (3.48)
Die so berechnete Steigkeitsmatrix S ist nur schwach besetzt, so da sie in einem platzspa-
renden Format gespeichert werden kann. Sie ist aufgrund des Advektionsterms unsymme-
trisch.
3.6.2 Der Gewichtsvektor
Die Aufstellung des Gewichtsvektors f geschieht analog zur Aufstellung der Steigkeitsma-













wobei Ef als Elementgewichtsvektor bezeichnet wird. Auch hier werden die Randbedingun-
gen zuna¨chst nicht beru¨cksichtigt. Mit ’i(xs) = 1=4 ko¨nnen die Elementgewichtsvektoren







f V Tetra: (3.50)
3.6.3 Beru¨cksichtigung der Randbedingungen
Bis zu diesem Punkt wurden in der Steigkeitsmatrix S und dem Gewichtsvektor f noch
nicht die Terme der Randbedingungen der Gleichung (3.15) beru¨cksichtigt. Durch die Rand-
bedingungen werden S und f modiziert. Eine u¨bersichtliche Darstellung dazu ndet man
bei Behrens (1996) [6]. Fu¨r die verschiedenen Arten von Randbedingungen ergeben sich
folgende Modizierungen:
 Homogene Dirichlet-Bedingungen: In der Steigkeitsmatrix werden die Zeilen und
Spalten gleich null gesetzt, deren Index zu einem Randpunkt geho¨rt. Das entsprechende
Diagonalelement wird aber gleich eins gesetzt. Der zugeho¨rige Wert im Gewichtsvektor
wird ebenfalls auf null gesetzt. Falls S symmetrisch war, bleibt die Symmetrie auch
erhalten.
 Inhomogene Dirichlet-Bedingungen: In diesem Fall werden nur die Zeilen, die einem
Randpunkt entsprechen, gleich null und das Diagonalelement gleich eins gesetzt. Der
Eintrag im Gewichtsvektor wird gleich dem Randwert gesetzt. Falls S symmetrisch
war, wird sie nun leicht unsymmetrisch.
Dirichlet-Randbedingungen sind in Gleichung (3.15) durch den Term Qb dargestellt.
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 Homogene Neumann-Bedingungen: Weder die Steigkeitsmatrix noch der Gewichts-
vektor werden vera¨ndert, da das Integral u¨ber das Randstu¨ck Γ2 in Gleichung (3.15)
verschwindet (q = 0).
 Inhomogene Neumann-Bedingungen: Die Steigkeitsmatrix wird in diesem Fall nicht
vera¨ndert, aber in den Gewichtsvektor geht nun das IntegralZ
Γ2
q’i dΓ (3.51)
aus Gleichung (3.15) ein. Der Beitrag dieses Integrals mu zu dem entsprechenden
Element des Gewichtsvektors f addiert werden. Es wird ebenfalls numerisch berechnet,
wobei das Integrationsgebiet ein Dreieck  (die Randfla¨che eines Tetraeders der am
Rand des Modellgebiets liegt) mit der Fla¨che A ist. Fu¨r beliebige Polynome g(x)





!k g(~xk) A: (3.52)
Fu¨r lineare Polynome g ist n = 1 und ! = 1, wobei der Schwerpunkt des Dreiecks  die
einzige Stu¨tzstelle ist. Bei quadratischen Polynomen werden die drei seitenhalbierenden
Punkte des Dreiecks beno¨tigt. Die Gewichte betragen hier !k = 1=3 (Zienkiewicz, 1984
[96], Johnson, 1990 [44]).
3.6.4 Die Massenmatrix
Die Massenmatrix M ist symmetrisch und positiv denit und wird durch













’i  ’j dΩ = 120 
0BB@
2 1 1 1
1 2 1 1
1 1 2 1
1 1 1 2
1CCA  V Tetra (3.54)
gilt. Beispielrechnungen fu¨r ein- und zweidimensionale Gitterelemente ndet man bei
Schwarz (1991) [74].
3.6.5 Speicherung der Matrizen
Die Matrizen, die bei der FEM auftreten (z.B. Steigkeits- oder Massenmatrix), sind nur
spa¨rlich besetzt. Die Anzahl der Matrixeintra¨ge pro Zeile, die nicht Null sind, ist klein. Denn
in der i-ten Zeile treten nur Eintra¨ge in den Spalten i und j auf, wobei mit j die Nachbarn des
Gitterpunktes i gemeint sind. Fu¨r genu¨gend groe Matrizen lohnt es sich daher, spezielle
sparsame Speicherformate zu verwenden. Hier wird ein kompaktes spaltenweises Format
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benutzt, weil dieses vom Lo¨sungsverfahren fu¨r das lineare Gleichungssystem (siehe na¨chster
Abschnitt) akzeptiert wird. Seien n die Zahl der Gitterpunkte und nza die Zahl der nicht
verschwindenden Matrixeintra¨ge, dann werden fu¨r dieses Speicherformat zwei Arrays der
La¨nge nza und ein Array der La¨nge n+ 1 beno¨tigt:
1. Werte-Array S (1 : : : nza) fu¨r die Matrixeintra¨ge,
2. Zeilen-Array si (1 : : : nza) fu¨r die Zeilenpositionen der Eintra¨ge und
3. Spalten-Array sj (1 : : : n+ 1).
Die Zeilenindizes und Werte der Matrixeintra¨ge ungleich Null der ersten Spalte werden in
aufsteigender Reihenfolge in den Arrays si und S gespeichert. Dann geschieht das Gleiche
fu¨r die zweite Zeile etc.. Der erste Eintrag im Spalten-Array ist 1 (sj(1) = 1). Der k-te
Eintrag ist gleich sj(k − 1) plus der Anzahl der nicht verschwindenden Matrixeintra¨ge der
k-ten Zeile, so da sj(n+1) = nza+1 ist. Als Beispiel soll die folgende 55 Matrix dienen:0BBBBB@
s11 0 0 s14 0
0 s22 s23 0 s25
0 s32 s33 s34 0
s41 0 s43 s44 0
0 s52 0 0 s55
1CCCCCA :
Die drei Arrays haben dann die Eintra¨ge:
S = (s11 s41 s22 s32 s52 s23 s33 s43 s14 s34 s44 s25 s55)
si = (1 4 2 3 5 2 3 4 1 3 4 2 5)
sj = (1 3 6 9 12 14):
Bei symmetrischen Matrizen kann noch mehr Platz gespart werden. Es genu¨gt dann, nur
die untere oder obere Diagonalmatrix mit der Diagonalen zu speichern.
Will man mehrere Matrizen speichern reicht es aus, einmal si und sj und die jeweiligen
Werte-Arrays aufzustellen. Um die Matrizen spa¨ter ohne weiteren Rechenaufwand transpo-
nieren zu ko¨nnen, wird ein weiteres Array st der La¨nge nza zusammen mit den si und sj
aufgestellt. In diesem wird festgehalten, an welchen Positionen k des Werte-Arrays S sich
die Eintra¨ge der transponierten Matrix ST benden.
3.7 Lo¨sungsverfahren fu¨r das lineare Gleichungssystem
Zur Lo¨sung des linearen Gleichungssystems (3.18) wird ein GMRES-Verfahren (Generali-
zed Minimal RESidual, Saad und Schultz, 1986 [65], Barett et al., 1994 [3]) verwendet, das
fu¨r unsymmetrische Systeme geeignet ist. GMRES berechnet eine Folge von orthogonalen
Vektoren und kombiniert diese durch eine Least-Squares-Lo¨sung. Dies erfordert relativ viel
Speicherplatz, da alle Vektoren gespeichert werden mu¨ssen. Um den beno¨tigten Speicher-
platz und die erforderlichen Iterationen nicht zu gro werden zu lassen, wird die Zahl der
Vektoren, die gespeichert werden ko¨nnen, begrenzt. Auf Grund dessen werden ‘Restart’-
Versionen des GMRES-Verfahrens verwendet. Tieferen Einblick in die Theorie des Verfah-
rens ndet man bei Saad und Schultz (1986) [65]. Der Algorithmus der GMRES-Methode
mit Pra¨konditionierer P (siehe unten) lautet:
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1. Wa¨hle \initial guess" c0.
2. Berechne Pr0 = f − Sc0 und v1 = r0=kr0k
3. Iteriere: for j = 1; 2; : : : ; m
berechne ! aus P! = Svi
for i = 1; 2; : : : ; j
hi;j = (!;vi)
! = ! − hi;jvi
hj+1;j = k!k und vj+1 = !=hj+1;j
4. Formuliere die approximierte Lo¨sung:
cm = c0 + y1v1 + y2v2 + : : :+ ymvm, wobei ym ke1 −Hyk minimiert.  = kr0k,
e1 ist die erste Spalte der m  m Einheitsmatrix. Die Eintra¨ge des oberen m  m
triangularen Teils der Matrix H (obere Hessenberg-Matrix) sind die hi;j, die u¨brigen
Eintra¨ge verschwinden.
5. Restart: Berechne rm = f − Scm; ist cm genau genug, dann stop, sonst setze r0 = rm
und v1 = rm=krmk und setze mit 2. fort.
Mit Hilfe von Pra¨konditionierung (siehe z.B. Barett et al., 1994 [3]) soll die Konvergenzrate
einer iterativen Methode (hier: GMRES) verbessert werden. Die Konvergenzrate ha¨ngt von
den spektralen Eigenschaften der Matrix S ab. Mit der Pra¨konditionierungsmatrix P soll
das zu lo¨sende lineare Gleichungssystem so transformiert werden, da das transformierte Sy-
stem zwar die gleiche Lo¨sung aber bessere spektrale Eigenschaften als das Ursprungssystem
hat, was heit, da weniger Iterationsschritte bis zur Konvergenz notwendig sind. Wenn die
Matrix des linearen Systems die Einheitsmatrix E ist, konvergiert jedes Iterationsverfahren
in einem Schritt. Die Pra¨konditionierungsmatrix P soll also leicht zu invertieren sein, und
es soll P−1S  E gelten. Je nachdem ob S von rechts oder von links mit P−1 multipliziert
wird, spricht man von rechter oder linker Pra¨konditionierung, und als beidseitige Pra¨kondi-
tionierung wird der Fall bezeichnet, wenn P multiplikativ in P = P1P2 aufgespaltet wird:
P−1 S c = P−1 f (linke Pra¨konditionierung)
S P−1 (P c) = f (rechte Pra¨konditionierung)
P−11 S P
−1
2 (P2 c) = P
−1
1 f (beidseitige Pra¨konditionierung):
Bei der einfachsten Pra¨konditionierung ist P eine Diagonalmatrix, wobei die Diagonalele-
mente gleich der Diagonalelemente der Matrix S sind. Dieses Verfahren wird als Jacobi-
Pra¨konditionierung bezeichnet. In dieser Arbeit wird eine ILU-Faktorisierung (Incomplete
LU-Factorization, Barett et al., 1994 [3]) als Pra¨konditionierer verwendet. Die Pra¨konditio-
nierungsmatrix ist hier in der Form P = LU gegeben und approximiert die Matrix S
P = LU = S + R: (3.55)
Dabei ist L eine untere und U eine obere triangulare Matrix. R ist eine Restmatrix. Wenn
sie mit der Nullmatrix identisch ist, liegt eine vollsta¨ndige Zerlegung (Faktorisierung) von
S in L und U vor. Verschwindet R nicht so ist die Faktorisierung unvollsta¨ndig. Je besser
die Approximation ist, desto weniger Iterationen braucht das Lo¨sungsverfahren bis es kon-
vergiert. Umso aufwendiger wird dann aber die Berechnung von L und U und umso mehr
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Abbildung 3.4: Beispiel fu¨r die Struktur einer Steigkeitsmatrix. Die nicht-verschwindenden
Eintra¨ge wurden schwarz gedruckt. Die Dimension der dargestellten Matrix betra¨gt 13431.
Speicherplatz wird beno¨tigt. Die Reduzierung der Konvergenzrate durch Pra¨konditionierung
mu also durch einen gro¨eren Speicherbedarf erkauft werden.
Abschlieend soll noch bemerkt werden, da der zusa¨tzliche Speicherbedarf begrenzt werden
kann, indem man bei der Aufstellung der Matrix des zu lo¨senden Gleichungssystems darauf
achtet, da die nicht verschwindenden Eintra¨ge mo¨glichst nahe an der Hauptdiagonalen lie-
gen. Es werden dann bei der Berechnung von L und U weniger Fu¨llelemente (siehe Barett et
al., 1994 [3]) und damit weniger Speicherplatz beno¨tigt. Dazu mu¨te aber die Durchnumerie-
rung der Gitterpunkte optimiert werden, was bei einem dreidimensionalen unstrukturierten
Tetraedergitter recht schwierig sein wird. Das eine optimierte Numerierung der Gitterpunkte
gerade bei unstrukturierten Gittern sinnvoll sein kann, zeigt Bild (3.4). Dort ist die Struktur
der Steigkeitsmatrix S dargestellt, die zu dem Gitter geho¨rt, das in Kapitel 4 verwendet
wird. Wie man sieht, streuen die nicht-verschwindenden Eintra¨ge sehr weit um die Haupt-
diagonale. Im oberen, linken Viertel der Matrix bilden die Punkte mit niedrigen Nummern
zwei Ba¨nder an Nebendiagonalen. Dies ha¨ngt damit zusammen, da die oberen Schichten
des betreenden Gitters relativ strukturiert sind. Die unstrukturierten Eigenschaften des
Gitters treten vor allem in den unteren Schichten bei den Punkten mit hohen Nummern
auf. Die entsprechenden Eintra¨ge in der Steigkeitsmatrix streuen stark und liegen teilwei-
se sehr weit von der Hauptdiagonalen entfernt. Daraus folgt eine sehr groe Bandbreite.
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Damit zeigt sich, da deutlich Speicherkapazita¨t gespart werden kann, wenn es mit einer
verbesserten Durchnumerierung der Gitterpunkte gela¨nge, die nicht-verschwindenden Ein-
tra¨ge der Matrix dichter an der Hauptdiagonalen zu plazieren und somit die Bandbreite zu
verkleinern.
3.8 Gittergenerierung
Zur Generierung der Gitter wird der IBG-Gittergenerator (Intersection-Based Grid Gene-
rator) von I. Schmelzer vom Weierstra-Institut fu¨r Angewandte Analysis und Stochastik
(WIAS) verwendet. Er arbeitet mit einer kombinierten Octree-/Delauny-Methode. Eine de-
talierte Darstellung des IBG-Generators ndet man bei Schmelzer (1993 und 1995) [69, 70].
Sein Algorithmus besteht aus den folgenden Schritten:
1. Octree-Methode mit anisotroper anwendungsbezogener Verfeinerung,
2. Randanpassungs-Prozedur; Berechnung der Schnittpunkte des Randes mit dem (Oc-
tree-)Gitter aus 1.,
3. Delauny-Methode; Berechnung des Delauny-Gitters fu¨r den Satz an Gitterpunkten aus
2.,
4. Korrektur des Randes; suchen und korrigieren von Unterschieden zwischen dem in 3.
berechneten Gitter und der Geometriebeschreibung.
Der Anwender mu die Arbeitsweise des Generators bei der Aufstellung des Ausgangs-
satzes an Datenpunkten, aus denen das Gitter generiert werden soll, beru¨cksichtigen und
ein entsprechendes Interface schreiben. Dabei wird zuna¨chst ein regula¨res rechtwinkliges
Tensorprodukt-Gitter (Coarse Grid) aus drei eindimensionalen Gittern der drei Raumrich-
tungen kreiert. So erha¨lt man einen Kasten mit einem Rohgitter, der das zu betrachtende
Ozeangebiet (Modellgebiet) entha¨lt. Im zweiten Schritt werden dann die Topographiedaten
des Ozeans in Form einer charakteristischen Funktion f(x; y; z) = z−e(x; y) deniert, wobei
e(x; y) angibt, wie tief der Ozean unter der Position (x; y) ist. Mit dieser Funktion wird der
Kasten in zwei Teile zerlegt: In das Modellgebiet, in welches im weiteren Verlauf das Gitter
generiert wird, und einem Rest, der nicht weiter von Interesse ist. Das generierte Modell-
gitter besteht dann letztlich aus n Gitterpunkten und m Tetraedern (Elementen). Dabei ist
m > n, was klar wird, wenn man bedenkt, da ein Quader in 6 Tetraeder zerfa¨llt. Betrachten
wir nun die einzelnen Punkte des Algorithmus etwas genauer.
3.8.1 Die Octree-Methode
Zur isotropen oder anisotropen Verfeinerung des Rohgitters wird eine Variante der sogenann-
ten (Quadtree-/)Octree-Methode verwendet. Wa¨hrend bei der Standard-Octree-Methode die
Verfeinerungskriterien auf die Elemente angewendet werden, werden sie hier auf deren Kan-
ten angewendet. Dieses bringt den Vorteil, da im resultierendem Gitter die Gesamtzahl der
Gitterpunkte kleiner bleibt als bei der Standardmethode.
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3.8.2 Anpassen des Randes
Im zweiten Schritt wird der Rand des zu triangulierenden Gebiets (die charakteristische
Funktion) in das Octree-Gitter eingebettet. Um nun die Randgitterpunkte zu erhalten, wer-
den zuna¨chst die Schnittpunkte und -fla¨chen der Octree-Elemente (Quader) mit den Ra¨ndern
berechnet. Mit einem gefundenen Schnittpunkt kann wie folgt weiterverfahren werden:
 Der na¨chstgelegene regula¨re Gitterpunkt wird zum Schnittpunkt hin verschoben.
 Der Schnittpunkt wird als neuer Gitterpunkt eingefu¨gt.
 Es wird weitergehend verfeinert.
 Der Schnittpunkt wird ignoriert.
Dabei sollte aber die Zahl der zuzufu¨genden Gitterpunkte minimal bleiben. Andererseits sind
Gitterpunkte zu vermeiden, an denen relativ viele Kanten zusammentreen (Vermeidung von
‘Spinnen’-Punkten).
3.8.3 Die Delauny-Methode
Zur Berechnung von Delauny-Gittern sind verschiedene Algorithmen bekannt, die auf den
Watson-Algorithmus basieren (siehe z.B. Filipiak, 1996 [19]). Eine positive Eigenschaft der
Delauny-Methode ist, da sich innerhalb der einen Tetraeder umschreibenden Kugel keine
weiteren Gitterpunkte benden.
Hier wird eine modizierte Version des Watson-Algorithmus angewendet. Das Delauny-
Gitter wird aus dem (dem Rand angepaten) Octree-Gitter generiert. Davon ausgehend
werden neue Punkte iterativ in das Delauny-Gitter eingefu¨gt. Jeder Tetraeder des Delauny-
Gitters hat ein Volumen gro¨er als ein gewisses ".
3.8.4 Korrektur des Randes
Ein Problem der Delauny-Methode ist, da das resultierende Gitter nicht zwangsla¨ug mit
der Randbeschreibung u¨bereinstimmt. Es ist mo¨glich, da einzelne Tetraeder den Rand
schneiden. Fu¨r die Korrektur solcher Gitterfehler, gibt es verschiedene Verfahren, von denen
aber keines ideal ist. Am geeignesten erscheint es noch, den Ausgangssatz an Gitterpunkten
fu¨r das Octree-Gitter mit anschlieender Anpassung an den Rand so aufzustellen, da im
Delauny-Gitter mo¨glichst wenig Gitterfehler auftreten.
3.9 Berechnung partieller Ableitungen
Bei der Berechnung der geostrophischen Geschwindigkeiten (u; v) im Abschnitt 2.4.2 { wie
auch bei der Bestimmung anderer Modellparameter { treten partielle Ableitungen auf, wobei
deren Werte an den Gitterpunkten (den Eckpunkten der Tetraeder) beno¨tigt werden. In
diesem Abschnitt werden nun zwei Methoden vorgestellt, mit deren Operatoren partielle
Ableitungen auf dreidimensionalen unstrukturierten Gittern bestimmt werden ko¨nnen. Sie
sollen im Folgendem als Normalen-Verfahren und als Massenmatrix-Verfahren bezeichnet
werden.
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Das Normalen-Verfahren
Das Normalen-Verfahren basiert auf einer Methode von Akima (1984) [1] fu¨r zweidimensio-
nale Gitter, die u.a. auch von Behrens (1996) [6] angewandt wurde. Das fu¨r dreidimensionale
Gitter erweiterte Verfahren lautet:
Sei f eine beliebige Funktion mit dem Wert fi = f(xi; yi; zi) am Punkt i. Gesucht sind nun
die partiellen Ableitungen von fi in Richtung der drei Raumrichtungen. Zuna¨chst werden













1CCA mit i 6= j (3.56)
berechnet, wobei i; j = 1; 2; 3; 4 die Eckpunkte des Tetraeders m sind. Aus diesen wird das
4D-Vektorprodukt (4D-Kreuzprodukt)
si = drijrikril mit i 6= j 6= k 6= l (i; j; k; l = 1; 2; 3; 4) (3.57)
gebildet, das fu¨r beliebige Vierervektoren a;b; c wie folgt deniert wird:
s = dabc =

ex ey ez ef
ax ay az af
bx by bz bf
cx cy cz cf
 (3.58)
(ex; ey; ez; ef sind Einheitsvektoren). Es gilt dann s ? a;b; c und dabc = −dbac.
Die vierte Komponente der si soll nicht negativ sein (sf;i  0). Fu¨r jeden Eckpunkt i eines
Elementes m gibt es einen Vektor si. Durch Mittelung der vier si des Tetraeders m wird











Der 4D-Normalenvektor ~ni am Gitterpunkt i ergibt sich aus dem gewichteten Mittelwert










Mit den Gewichtsfaktoren !m;i wird beru¨cksichtigt, da die Tetraeder unterschiedliche O¨-
nungswinkel haben. Akima (1984) [1] hat gezeigt, da bei zweidimensionalen Dreiecksgittern,
die partiellen Ableitungen genauer werden, wenn die Normalenvektoren mit den O¨nungs-
winkeln des Dreiecke gewichtet werden. Der Gewichtsfaktor !m;i am Eckpunkt i des Tetra-




(sini + sini + sin γi)
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mit den Winkeln i =6< (~rij;~rik), i =6< (~rij;~ril), γi =6< (~rik;~ril) deniert (~rij = xi − xj).
Aus dem 4D-Normalenvektor ~ni (Gl. 3.60) kann nun der Gradient von f am Punkt i mit
den Koordinaten xi berechnet werden. Es gilt dann
@f
@x
(xi) = − ~nx;i~nf;i
@f
@y
(xi) = − ~ny;i~nf;i (3.61)
@f
@z
(xi) = − ~nz;i~nf;i :




f = Gnx  f ;
@
@y
f = Gny  f ;
@
@z
f = Gnz  f : (3.62)
Es mu¨ssen also bei der Initialisierung des Modells nur einmal die Matrizen Gnx, Gny und
Gnz aufgestellt werden, die die gleiche Struktur wie die Steigkeitsmatrix haben und somit
genauso spa¨rlich besetzt sind.
Das Massenmatrix-Verfahren
Beim Massenmatrix-Verfahren werden die partiellen Ableitungen u¨ber die Massenmatrix M
bzw. die Basisfunktionen ’i bestimmt. Fu¨r eine beliebige Funktion f mit den Werten fi an
den Gitterpunkten i wird beispielsweise fu¨r die partielle Ableitung nach x die Beziehung















= fi (ai; ’j) (3.63)
benutzt. Dabei wird die Gleichung (3.14) fu¨r die Basisfunktionen beru¨cksichtigt. Der Koe-
zient i entspricht gerade dem Wert der Ableitung @fi=@x an der Stelle i. Die Beziehungen
fu¨r die partiellen Ableitungen nach x und y sehen analog aus. Der Gradient rf kann dem-
nach mit den Gleichungen
@
@x
f = M−1  ~Gmx  f = Gmx  f ;
@
@y




f = M−1  ~Gmz  f = Gmz  f (3.64)
bestimmt werden, wobei M−1 die Inverse der Massenmatrix M (Gl. 3.53) ist. Die Matrizen
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Wie bei dem Normalen-Verfahren mu¨ssen also zu Beginn drei Matrizen initialisiert werden.
Zusa¨tzlich mu noch die Massenmatrix aufgestellt und invertiert werden. Die invertierte
Massenmatrix M−1 ist im allgemeinen nicht mehr spa¨rlich besetzt, was dann auch fu¨r die
Matrizen Gmx , Gmy und Gmz gilt. Die Operatoren Gmx;y;z haben also einen deutlich gro¨eren
Speicherbedarf als die entsprechenden Operatoren Gnx;y;z aus dem Normalen-Verfahren.
Im weiteren Verlauf werden dort, wo die Operatoren beider Verfahren alternativ zueinander
anwendbar sind, die oberen Indizes m und n an den Matrizen Gm;nx;y;z weggelassen.
3.10 Die adjungierten Gleichungen
Zu Beginn dieses Kapitels wurde gesagt, da bei Verwendung der FEM relativ einfach ad-
jungiert (invertiert) werden kann. Die soll an der Advektions-Diusions-Gleichung (2.6) und
der Kontinuita¨tsgleichung (2.4) vorgefu¨hrt werden. Dazu mu¨ssen die beiden Gleichungen
nach den unabha¨ngigen und abha¨ngigen Parametern (Gl. 2.7 und 2.8) partiell dierenziert
werden. Adjungiert werden im Folgendem die diskreten Formen der Modellgleichungen.
Beginnen wir mit der Advektions-Diusions-Gleichung (2.6) fu¨r Temperatur T und Salzge-
halt S. Ihre diskrete Form fu¨hrt auf das Gleichungssystem (siehe Gl. 3.18):
ET;S = S  c− f = 0; (3.66)
wobei die Eintra¨ge des Vektors c die Temperaturen oder Salzgehalte sind (ci = Ti bzw.
ci = Si) und in f die zugeho¨renden Quellen und Senken stehen (fi = F Ti bzw. fi = F
S
i ).






(sj  c− fj) = Sji = STij ; (3.67)
wobei sj der j-te Zeilenvektor der Steigkeitsmatrix S ist. Es ergibt sich also gerade die
Transponierte der Steigkeitsmatrix S.






(sj  c − fj) : (3.68)
Dabei mu beru¨cksichtigt werden, da die Geschwindigkeiten auf den Elementen konstant
und Mittelungen der Geschwindigkeitswerte auf den vier Eckpunkten (i; k;m; n) der Ele-
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Dabei kennen wir die hier transponierten Matrizen ~Gmx
T bereits aus Abschnitt 3.9. Die
Berechnung der partiellen Ableitungen von Gleichung (3.66) nach den Geschwindigkeiten vi
und wi erfolgt analog.
Die Kontinuita¨tsgleichung wird in der Form (2.5) adjungiert. In Operatorform geschrieben,
lautet sie:
Ew = w +
zZ
H
(Gx  u + Gy  v) dz0 = 0: (3.71)
Daraus ergibt sich fu¨r die partielle Ableitung der j-ten Gleichung Ewj nach den Geschwin-




 6= 0 fu¨r i = j























Insgesamt zeigen die Ausfu¨hrungen in diesem Abschnitt, da aus den mit der FEM diskre-
tisierten Modellgleichungen die adjungierten Gleichungen recht einfach aufgestellt werden
ko¨nnen. In ihnen treten im wesentlichen nur Transponierte der Steigkeitsmatrix bzw. De-
rivate der Steigkeitsmatrix auf. Das Invertieren ist also mit einem recht gut vertretbaren
Zeit- und Arbeitsaufwand ‘von Hand’ mo¨glich. Damit fa¨llt es leichter, auf automatische Pro-
gramme zum Adjungieren (sog. Model Adjoiner) wie beispielsweise dem TAMC (Giering,
1997 [28]) oder IMAS (Rhodin et al., 1996 [63]) zu verzichten. Zumal solche automatisch
erzeugten adjungierten Codes oft nur schwer lesbar sind. Auerdem steht der TAMC (bis-
her) nur fu¨r Fortran-77-Programmierung zur Verfu¨gung, und der IMAS eignet sich nur fu¨r
Modelle mit wenigen Parametern, weil er sonst zu langsam ist. Automatische Adjungierer
haben allerdings den Vorteil, da nur neu compiliert werden mu, wenn sich der Satz an
Modellparametern a¨ndert. Da dann aber in solch einem Fall bei Verwendung von niten
Elementen, die Steigkeitsmatrix (und deren Transponierte) bereits vorhanden sind, sollte
auch dann der Aufwand fu¨r manuelles Adjungieren im Rahmen bleiben.
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Kapitel 4
Anwendung des Modells
Das bisher entwickelte Modell wird nun auf den Su¨datlantik angewendet. In diesem Kapi-
tel wird das zu diesem Zweck generierte Modellgitter und die Initialisierung des Modells
pra¨sentiert.
4.1 Das Modellgitter
Das Modellgebiet umfat den Su¨datlantik und erstreckt sich von 70W bis 20E und von
30S bis 74S. Das Modellgitter ist aus 65623 Tetraedern aufgebaut und beinhaltet 13431
Gitterpunkte. Die horizontale Auflo¨sung betra¨gt  2, was bei der Gittergenerierung durch
eine isotrope Verfeinerung erreicht wird. Die vertikale Auflo¨sung betra¨gt  750m. Es werden
aber Tiefenniveaus in 50m, 100m, 200m und 400m vorgegeben. Die Auflo¨sung in Richtung
der Normalen zum Boden wird mittels anisotroper Verfeinerung auf  500m eingestellt. Die
Meeresoberfla¨che besteht aus 1543 Punkten (Bild 4.1). Zu den oenen Ra¨ndern geho¨ren
insgesamt 977 Punkte. Die Bilder (4.2) und (4.3) zeigen die oenen Ra¨nder auf den La¨ngen-
graden 20E und 70W. Der Meeresboden wird aus 3215 Punkten bzw. 6187 Dreiecken
gebildet. Die Triangulierung des Bodens wird in den Abbildungen (4.4) und (4.5) darge-
stellt. Die Steigkeitsmatrix S (Abs. 3.6.1) hat 182103 nicht-verschwindene Eintra¨ge. Die
Gesamtzahl der Kontrollvariablen (unabha¨ngige Modellparameter p, Gl. 2.7) betra¨gt 29948.
4.2 Parametrisierung einer Bodenrandschicht
Will man in das Modellgitter eine Bodenrandschicht einbauen, so sto¨t man auf das Problem,
da dann die Anzahl der Gitterpunkte stark zunimmt. So vergro¨ert sich beispielsweise die
Zahl der Punkte auf u¨ber 26000, wenn man die Auflo¨sung in Richtung der Normalen zum
Boden von  500m auf  250m halbiert. Die Anzahl der Tetraeder steigt in den Bereich von
130000 Elementen und der Boden wird aus circa 16000 Dreiecken trianguliert. Der Grund
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Abbildung 4.1: Triangulierung der Meeresoberfla¨che.
4.2. PARAMETRISIERUNG EINER BODENRANDSCHICHT 57
Abbildung 4.2: Oener Rand bei 20E zwischen dem Su¨datlantik und dem Indischen Ozean.









Abbildung 4.3: Oener Rand bei 70W durch die Drake-Passage.
Abbildung 4.4: Na¨chste Seite: Blick auf die Bodentopographie von Osten nach Westen.
Abbildung 4.5: U¨berna¨chste Seite: Bodentopographie (gru¨n) und oene Ra¨nder (blau).
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liegt darin, da der Gittergenerator bei der Generierung des unstrukturierten Gitters kei-
ne ha¨ngenden Knoten zulassen darf. Das fu¨hrt dazu, da das Gitter u¨ber der eingefu¨gten
Randschicht { gegenu¨ber einem Gitter ohne Randschicht { deutlich verfeinert werden mu.
Diese Verfeinerung nimmt natu¨rlich mit der Entfernung zum Boden ab. Die Zahl der Punkte
wird in dem Gitter mit Randschicht dann aber wesentlich gro¨er.
Eine erho¨hte Anzahl n an Gitterpunkten kann vor allem deswegen problematisch werden,
weil die Steigkeitsmatrix S die Dimension (n n) hat und daher relativ viel Speicherplatz
beno¨tigt, obwohl sie nur spa¨rlich besetzt ist. Auerdem steigt natu¨rlich auch die CPU-Zeit,
die zum Lo¨sen der linearen Gleichungssysteme gebraucht wird, deutlich an.
Daher wird nun eine Bodenrandschicht in folgender Weise parametrisiert: In Gleichung
(3.17) wurde der Zusammenhang zwischen stu¨ckweise konstanten und stu¨ckweise linearen
Geschwindigkeiten auf den Elementen dargestellt. Betrachten wir zuna¨chst die linearen Ge-
schwindigkeiten auf einen Tetraeder, dessen Eckpunkte 1, 2 und 3 auf den Boden liegen
(siehe Abb. 3.1). Der Tetraeder steht also mit der Seitenfla¨che, die von diesen drei Punkten
gebildet wird, auf dem Boden. Fu¨r die horizontalen Geschwindigkeiten u1;2;3 und v1;2;3 soll
dann














































gelten, wobei H die Tiefe des Meeresbodens und D die Dicke der Bodenrandschicht sein
sollen. Die Geschwindigkeiten u1;2;3 und v1;2;3 werden also nahe am Boden gedreht und fallen
exponentiell ab (siehe dazu Pedlosky, 1987 [59]). u4 und v4 sind die Geschwindigkeiten, die
zum vierten Eckpunkt des Tetraeders geho¨ren. Daraus folgt, da u, v und auch w am Boden
gleich null sind. Wenn die Dicke D der Bodenrandschicht hinreichend klein ist gegen die
Ho¨he des Tetraeders in Richtung der Normalen zum Boden, gilt fu¨r die auf dem Element




(u1 + u2 + u3 + u4) ’ 14u4 und vm =
1
4
(v1 + v2 + v3 + v4) ’ 14v4: (4.2)
In den Fa¨llen, wo nur ein oder zwei Eckpunkte des Tetraeders auf dem Boden liegen, erfolgt
die Berechnung der entsprechenden Geschwindigkeiten u und v analog zu Gleichung (4.1).
Wenn alle vier Eckpunkte zum Boden geho¨ren, sind u1;2;3;4 und v1;2;3;4 gleich null. Die Dicke
der Bodenrandschicht wird hier auf D = 20m gesetzt.
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4.3 Das initialisierte Modell
Zuna¨chst mu das Modell initialisiert werden. Wie im Abschnitt 2.4.2 beschrieben wurde,
wird dazu als erstes ein Dichtefeld  aus den Daten fu¨r Temperatur und Salzgehalt (sie-
he Abs. 2.4.1) berechnet, mit dem das horizontale Geschwindigkeitsfeld (u; v) initialisiert
wird. Die Abbildungen (4.6) und (4.7) zeigen die initialisierten Geschwindigkeiten fu¨r das
Modellgebiet in einer Tiefe von 100m. Die Hauptstro¨mungen des Su¨datlantiks werden dabei
von den thermischen Windgleichungen (2.24) reproduziert. Man erkennt den Antarktischen
Zirkumpolarstrom (ACC), der im Westen durch die Drake-Passage in das Modellgebiet ein-
fliet und im Osten zwischen 40S und 60S wieder austritt. Entlang der Ku¨ste Su¨dafrikas
fliet der su¨dliche Teil des Benguelastroms Richtung Norden. In dem Teilausschnitt (4.7)
ndet man im Weddellmeer eine relativ schmale no¨rdliche Stro¨mung o¨stlich der antarkti-
schen Halbinsel. Das Auftreten des schwa¨cheren Wirbels weiter nordo¨stlich liegt wohl in der
darunter liegenden Bodentopographie und den hydrographischen Daten selbst begru¨ndet.
Die Bilder (4.8 - 4.11) zeigen die Prole der beiden Geschwindigkeitskomponenten u und v
an vier verschiedenen Positionen des Modellgebiets. Die beiden ersten liegen im nordwestli-
chen Teil, das dritte Prol im Su¨dosten und das vierte im Nordosten.
Aus dem initialisierten Geschwindigkeitsfeld (u; v) werden mit der Kontinuita¨tsgleichung
(2.5) vertikale Geschwindigkeiten w berechnet. Abbildung (4.12) zeigt w in 100m Tiefe. Im
Wesentlichen liegen die Werte im Bereich von 10−5ms−1 und darunter. Gro¨ere Geschwin-
digkeitsbetra¨ge treten nur lokal auf. So etwa o¨stlich von Su¨damerika, in der Gegend von
45W/62S und am oenen Rand bei Su¨dafrika. Das Gebiet mit dem sta¨rksten Aufquellen
ndet man zwischen der Su¨dspitze Su¨damerikas und den Falkland Inseln.
In der stationa¨ren Advektions-Diusions-Gleichung (2.6)
u  rT −KT − F T = 0; u  rS −KS − F S = 0
ist der Diusionskoezient K bezu¨glich der vertikalen Diusion wesentlich kleiner als fu¨r
die horizontale. Die Advektions-Diusions-Gleichung lautet dann
u  rT −KhhT −Kv @
2
@z2
T = F T ; u  rS −KhhS −Kv @
2
@z2
S = F S: (4.3)
Die beiden Koezienten werden auf Kh = 5  104m2s−1 und Kv = 5  10−2m2s−1 gesetzt.
Die Quellen und Senken F T und F S { die zugelassen werden, um subskalige Prozesse zu
parametrisieren, die vom Modell aufgrund der lokalen Gitterweite und der Verwendung kon-
stanter Diusionskoezienten nicht aufgelo¨st werden { werden folgendermaen initialisiert.
In Gleichung (4.3) werden das initialisierte Geschwindigkeitsfeld uint und die hydrographi-
schen Daten eingesetzt. Daraus folgt dann

























Abbildung 4.6: Initialisiertes horizontales Geschwindigkeitsfeld (u; v) in 100m Tiefe. (Bei














Abbildung 4.7: Ausschnitt der Abbildung (4.6) su¨dlich von 60S.
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Abbildung 4.8: Prol der horizontalen Geschwindigkeit bei 46W und 38S.





















Abbildung 4.9: Prol der horizontalen Geschwindigkeit bei 42W und 36S.
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Abbildung 4.10: Prol der horizontalen Geschwindigkeit bei 4W und 60S.





















Abbildung 4.11: Prol der horizontalen Geschwindigkeit bei 8E und 36S.





































Abbildung 4.12: Vertikalgeschwindigkeiten w in 10−5ms−1 in 100m Tiefe.
Randbedingungen
Im Abschnitt 1.2 wurde bereits auf das Problem der oenen Ra¨nder hingewiesen, wenn das
Modellgebiet nicht global ist, sondern auf das zu untersuchende Teilgebiet beschra¨nkt bleibt.
Auf den oenen Ra¨nder mu¨ssen Vorinformationen u¨ber Hydrographie und Transporte vor-
gegeben werden.
Die Randbedingungen fu¨r Temperatur und Salzgehalt am Boden lauten in diesem Modell
@T=@n = @S=@n = 0. An den oenen Ra¨ndern und der Meeresoberfla¨che werden Dirichlet-
Bedingungen T = Tdat und S = Sdat gesetzt. In den Bereichen zwischen 0E und Su¨dafrika
entlang des no¨rdlichen Randes bei 30S und zwischen 40S und 60S entlang des o¨stlichen
Randes bei 20E werden allerdings Neumann-Bedingungen @T=@n = @S=@n = q gewa¨hlt
(hier mit q = 0), weil dies Gebiete mit starken Ausstrom sind (siehe Abb. 1.1). Im Osten
verla¨t der antarktische Zirkumpolarstrom das Modellgebiet und westlich der Spitze Su¨dafri-
kas stro¨mt der Agulhas Richtung Norden und geht in den Benguela-Strom u¨ber.
Der Volumentransport u¨ber die oenen Ra¨nder wird ebenfalls vorgegeben. In den Modellen
von Matano und Philander (1993) [50] und Barnier et al. (1996) [4] wurden die Ra¨nder im
Norden und Su¨den als geschlossen betrachtet. Durch die Drake Passage gaben Matano und
Philander einen Transport von 120 Sv und Barnier et al. von 150 Sv vor. In diesem Modell
wird durch die Drake Passage bei 70W ein Volumentransport von 130 Sv vorgegeben. Dies
entspricht dem Wert von Reid (1989) [62] und liegt im angegebenen Bereich von Whitworth
(1983) [88] (siehe Abs. 1.1). Bei 20E wird ein Nettotransport von ebenfalls 130 Sv aus den
Su¨datlantik in den Indischen Ozean vorgegeben. An den beiden Ra¨nder im Norden bei 30S
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und im Su¨den bei 74S wird der Nettotransport auf 0 Sv gesetzt.
Massenerhaltung
Um zu u¨berpru¨fen, ob das Modell tatsa¨chlich massenerhaltend ist, wurde die Advektions-
Diusions-Gleichung (4.3) fu¨r einen Tracer C1 mit den Randbedingungen C1 = 1:0 { u¨berall
dort, wo Dirichlet-Bedingungen gelten { gelo¨st. Die Quellen auf der rechten Seite der Glei-
chung wurden gleich null gesetzt (FC1 = 0). Das Abbruchkriterium des GMRES-Verfahren
(Abs. 3.7) wurde dabei auf 10−11 fu¨r die Genauigkeit der Lo¨sung gesetzt. Fu¨r die Lo¨sung
im gesamten Modellgebiet mu dann C1(x; y; z) = 1:0 "(x; y; z) mit einem sehr kleinen "
gelten. Hier liegt " in der Gro¨enordnung von 10−10 − 10−9 (Abb. 4.13 und 4.14). Nur in
einem sehr kleinen Bereich bei 40W und 60S in einer Tiefe von circa -1100m liegt es bei
10−8. Dieser Test besta¨tigt somit die Massenerhaltung des Modells. Weitere Betrachtungen
haben ergeben, da " in der gleichen Gro¨enordnung wa¨hrend aller Iterationsschritte der
Optimierungsla¨ufe bleibt.
Setzt man nun in die linke Seite der Gleichung (4.3) C1(x; y; z) = 1:0 ein, so sollte die rechte
Seite wegen der Massenerhaltung gleich null sein. Die Abweichungen "u von Null stellen
somit den Fehler des Modells in der Divergenz der Geschwindigkeit dar:
u  rC1 −KhhC1 −Kv @
2
@z2
C1 = "u = −C1r  u = −r  u: (4.5)
In Abbildung (4.15) ist der Betrag von "u fu¨r jeden Gitterpunkt dargestellt. Wie sich zeigt,
ist bei 99:72% aller Gitterpunkte j"uj < 10−10 und bei fast 95% j"uj < 10−11 . Nur bei
vier Punkten ist j"uj  10−9. Dies gilt auch, wenn die Diusionskonstanten Kh und Kv um
ein bis zwei Gro¨enordnungen verringert werden. Die Massenerhaltung des Modells ist also
gewa¨hrleistet.
Separation der Modellgleichungen
Im Abschnitt 2.3 wurden die adjungierten Gleichungen (2.19,2.20) und der iterative Al-
gorithmus des Inversmodells vorgestellt. Dabei wurde gezeigt, da zur Bestimmung der
Lagrangeschen Multiplikatoren j ein neq-dimensionales lineares Gleichungssystem (2.21)
gelo¨st werden mu, wobei neq die Gesamtzahl der Modellgleichungen ist. Weil nun aber die
Dichte i bei der i-ten Iteration aus den Werten der Temperatur T i−1 und des Salzgehalts
Si−1 der vorherigen Iteration i− 1 berechnet wird, separieren die sechs Modellgleichungen
(2.1-2.6) und das Gleichungssystem (2.21) zerfa¨llt entsprechend in sechs Systeme, die nach-
einander mit dem GMRES-Verfahren (Abschnitt 3.7) gelo¨st werden ko¨nnen. Da von den
Modellgleichungen nur die Advektions-Diusions-Gleichung (2.6) und die Kontinuita¨tsglei-
chung (2.4) von den unabha¨ngigen Parametern (den Kontrollvariablen) p (2.7) abha¨ngen,
genu¨gt es, wenn nur die dazugeho¨rigen Lagrangeschen Multiplikatoren j berechnet werden.
Das spart Speicherbedarf und CPU-Zeit.
Weil nun aber auerdem die partiellen Ableitungen der Zustandsgleichung E (2.1) nach
den unabha¨ngigen Parametern verschwinden (@Ej =@pi = 0), ha¨ngt der Gradient der Ko-
stenfunktion rJ nicht von dieser Modellgleichung ab. Denn auch die Lagrangeschen Multi-
plikatoren j sind aufgrund der angesprochenen Separation der Modellgleichungen von





















































Abbildung 4.14: "  10−10 der Modello¨sung des Tracers C1 in 3250m Tiefe.
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Abbildung 4.15: Betrag j"uj = jruj in s−1 fu¨r jeden Gitterpunkt.
der Zustandsgleichung unabha¨ngig. Das bedeutet, da beim Minimierungsalgorithmus
die Zustandsgleichung (2.1) gar nicht als Zwangsbedingung auftritt. Nun wird aber die
Advektions-Diusions-Gleichung (2.6) wa¨hrend der i-ten Iteration als letzte Modellgleichung
gelo¨st. Temperatur und Salzgehalt aus dieser Lo¨sung gehen dann bei der na¨chsten Iteration
in die Zustandsgleichung (2.1) ein, die als erste Modellgleichung in der i + 1-ten Iteration
gelo¨st wird. Dies kann dazu fu¨hren, da in die Zustandsgleichung Temperaturen und Salz-
gehalte aus der vorhergehenden Iteration eingehen, die zu unrealistischen Werten fu¨r die
Dichte  im Ozean fu¨hren.
72 KAPITEL 4. ANWENDUNG DES MODELLS
Kapitel 5
Ergebnisse des Modells
In diesem Abschnitt werden nun die Ergebnisse des adjungierten Modells pra¨sentiert. Als
erstes wird die Entwicklung der Kostenfunktion J betrachtet. Dabei wird auch angegeben,
wie stark die einzelnen Terme der Kostenfunktion minimiert worden sind. In den beiden fol-
genden Abschnitten werden die gro-skalige Zirkulation der Modello¨sung und die Transporte
u¨ber die oenen Ra¨nder diskutiert. Im Abschnitt 5.4 werden die vertikalen Geschwindigkei-
ten betrachtet. Danach werden die Verteilung von Temperatur und Salzgehalt und schlielich
die Quellen und Senken der Advektions-Diusions-Gleichung behandelt.
5.1 Minimierung der Kostenfunktion
Aus dem vorangegangenem Kapitel wissen wir, da die Modellgleichungen (2.1 - 2.6) sepa-
rieren und der Gradient der Kostenfunktion rJ nicht von der Zustandsgleichung (2.1) { also
nicht von der Dichte  { abha¨ngt. Die mo¨glichen Folgen dieser Modelleigenschaft wurden
im Abschnitt 4.3 beschrieben. Sie ko¨nnen aber durch die Wichtung der einzelnen Terme
in der Kostenfunktion J (Gl. 2.9 - 2.15) beeinflut werden. Es hat sich gezeigt, da es in
diesem Zusammenhang von Vorteil ist, den Term Juv stark gegenu¨ber den u¨brigen Termen
zu wichten.
Das Beispiel in den Abbildungen (5.1) und (5.2) und der mittleren Spalte der Tabelle 5.1
zeigt, da dann alle Terme der Kostenfunktion bis auf eine Ausnahme wa¨hrend der Optimie-
rung deutlich kleiner werden. Der Term Juv (Gl. 2.9,2.10) wird um drei Gro¨enordnungen
reduziert, Jw (Gl. 2.13) und JT (Gl. 2.14) um zwei und JS (Gl. 2.15) wird um u¨ber 70% klei-
ner. Die Ausnahme bildet der Term JF (Gl. 2.11,2.12), der ungefa¨hr verdreifacht wird. Das
bedeutet aber, da die Quellen und Senken F T und F S der Advektions-Diusions-Gleichung
(4.3) gro¨er werden, obwohl sie mo¨glichst klein sein sollen. Dies ist eine Eigenschaft, zu dem
das Modell neigt und das vermieden werden sollte.
Nun soll aber ein Modellexperiment betrachtet werden, bei dem letzteres nicht zutrit. Die
Bilder (5.3) und (5.4) und die rechte Spalte der Tabelle 5.1 zeigen die Entwicklung der zu-
geho¨rigen Kostenfunktion. Der Term Juv wurde wesentlich gro¨er als die anderen Terme
und JF um zwei Ordnungen gro¨er als Jw, JT und JS gewichtet. Ab i = 65 wurde der
Term JF mit null gewichtet und die Minimierung fortgesetzt. Dies ist die Ursache fu¨r den
Sprung in der Kostenfunktion an dieser Stelle. Wie man sieht werden alle Terme von J
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Terme Bilder (5.1) und (5.2) Bilder (5.3) und (5.4)
von J
r = Wert vor der MinimierungWert nach der Minimierung r =
Wert vor der Minimierung
Wert nach der Minimierung
J 4  10−3 3  10−4






Tabelle 5.1: Minimierung der Kostenfunktion J , ihrer einzelnen Terme und ihres Gradienten
rJ . r ist der Quotient aus dem Wert des entsprechenden Terms von J vor der Minimierung
und dem Wert nach der Minimierung. Die mittlere Spalte bezieht sich auf die Kostenfunktion
aus den Abbildungen (5.1) und (5.2) und die rechte Spalte auf die Kostenfunktion aus den
Abbildungen (5.3) und (5.4).
deutlich reduziert. Dies geschieht in den ersten Iterationen sehr schnell. Die Ver¨anderun-
gen im weiteren Verlauf der Minimierung sind vergleichsweise nur noch gering. Mit dem
Neustart der Minimierung bei i = 65 sollte verhindert werden, da der Term JF wieder
ansteigt, um so eine weitere Verringerung der u¨brigen Terme zu erreichen. Die Werte der
Quellen F T und F S wurden festgehalten und die Minimierung der anderen Terme fortge-
setzt. Es ergaben sich aber nur noch kleine Vera¨nderungen in den Nachkommastellen der bis
dahin erreichten Gro¨enordnungen der verschiedenen Terme von J . Die Kostenfunktion J
wurde insgesamt auf 0.03% ihres Startwertes minimiert. Dies gilt ebenso fu¨r den Term Juv,
was nicht u¨berrascht, da er ja aufgrund der Wichtung der fu¨hrende Term in der Kosten-
funktion ist. Das weist aber schon darauf hin, da die Referenzgeschwindigkeiten uref und
vref sehr gut dem Gradienten der SSH angepat werden. Die Anpassung erfolgt genauer als
10−6 ms−1. Mit dieser Wichtung in den ersten Modellanwendungen erha¨lt das Modeller-
gebnis eine oberfla¨chennahe Zirkulation, die im wesentlichen von den SSH-Daten (aus den
Satelliten-Altimetermessungen) gepra¨gt wird. Das darunter liegende Geschwindigkeitsfeld
und die Modelltemperaturen und -salzgehalte zeigen dann unter anderem, wie gut die kli-
matologischen hydrographischen Daten damit zusammenpassen. Der Term JF ist auf 1.20%
seines Ausgangswertes gefallen (siehe Abs. 5.6). Auch die vertikalen Geschwindigkeiten w
konnten besser der Rotation des Windfeldes angepat werden (siehe Abschnitt 5.4), denn
der Wert des entsprechenden Terms Jw ist auf 1.23% seines Wertes vor der Minimierung
gefallen. Die Terme JT und JS bezu¨glich der Anpassung von Temperatur und Salzgehalt
an die hydrographischen Daten sind auf 7.05% bzw. 18.42% ihrer urspru¨nglichen Werte ver-
ringert worden (siehe Abs. 5.5). Der Gradient der Kostenfunktion rJ hat auf 0.22% seines
Ausgangswertes abgenommen (siehe Bild 5.3).
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Abbildung 5.1: Entwicklung der Kostenfunktion J (|) und des Gradienten rJ (- - -).
















Abbildung 5.2: Entwicklung der einzelnen Terme der Kostenfunktion J :
Juv (−  −), JF (|), Jw (- - -), JT (−  −) und JS (  ).
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Abbildung 5.3: Entwicklung der Kostenfunktion J (|) und des Gradienten rJ (- - -).
















Abbildung 5.4: Entwicklung der einzelnen Terme der Kostenfunktion J :
Juv (−  −), JF (|), Jw (- - -), JT (−  −) und JS (  ).
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5.2 Die inversmodellierte Zirkulation
Betrachten wir nun die Zirkulation, die dieses Modellexperiment liefert. Die Bilder (5.5)
bis (5.14) zeigen das horizontale Geschwindigkeitsfeld (u; v) in verschiedenen Tiefen. Dabei
werden in Abbildung (5.5) die horizontalen Referenzgeschwindigkeiten dargestellt. Bereits
im vorherigen Abschnitt wurde darauf hingewiesen, da sie sehr nah an den Gradienten
der Auslenkung der Meeresoberfla¨che (SSH) angepat wurden. Der Vergleich mit den SSH-
Daten (siehe Abs. 2.4.1) aus Bild (2.4) zeigt, da die Referenzgeschwindigkeiten senkrecht
zum SSH-Gradienten stehen und parallel zu den Ho¨henlinien der SSH liegen.
Die oberfla¨chennahen Geschwindigkeiten (Abb. 5.5,5.6,5.7) ko¨nnen nun mit den Zirkulati-
onsmustern von Reid (1989 [62], Abb. 1.2) und Peterson und Stramma (1991 [60], Abb. 1.1)
verglichen werden. Die groen Stromsysteme des Su¨datlantiks, die die beiden Arbeiten zei-
gen, ndet man auch in der Modello¨sung wieder. Der Antarktische Zirkumpolarstrom (ACC)
stro¨mt mit dem Volumentransport von 130 Sv, der auf dem oenen Rand bei 70W vorgege-
ben wurde (Abs. 4.3), durch die Drake Passage in den Su¨datlantik ein. Im Su¨dantillenmeer
(Scotia Sea) bildet er den Falkland- bzw. Malwinen-Strom. Dieser westliche Randstrom fliet
entlang der su¨damerikanischen Ku¨ste und westlich der Falklandinseln nach Norden. Im Ge-
biet bei 48S trit er auf den aus Norden kommenden Brasilstrom. Er reicht damit nicht
so weit nach Norden, wie bei Reid (1989) [62] und Peterson und Stramma (1991) [60], wo
er sich bis 40S ausbreitet. Der Brasilstrom ist auch nicht so deutlich ausgepra¨gt. Zwischen
44W und Su¨damerika stro¨mt er in das Modellgebiet ein. Im Gebiet su¨dlich von 34S und
no¨rdlich von 40S, wo auch der Rio de la Plata in den Su¨datlantik fliet, ist aber nur eine
o¨stliche Stro¨mung den Kontinentalschelf hinunter zu erkennen. Der Vergleich mit den SSH-
Daten (Bild 2.4) zeigt den mo¨glichen Grund dafu¨r, da der Brasilstrom trotz der relativ
guten Gitterauflo¨sung in diesem Bereich (siehe Abb. 4.1) nur schlecht wiedergegeben wird.
Die Stro¨mung den Kontinentalschelf hinunter folgt den Ho¨helinien des SSH-Feldes und dies
spiegelt den Brasilstrom nicht wieder.
Aus dem Su¨dantillenmeer heraus stro¨mt der ACC zuna¨chst nach Nordosten und schwenkt
dann in Richtung Osten ein. Im Osten verla¨t er den Su¨datlantik im Bereich zwischen 55S
und 40S. Dieses Verhalten stimmt gut mit den Beschreibungen von Reid (1989) [62] und Pe-
terson und Stramma (1991) [60] u¨berein. Der subtropische Wirbel tritt am no¨rdlichen Rand
zwischen 38W und 44W in das Modellgebiet ein, la¨uft dann als Su¨datlantik-Strom nach
Osten und verla¨t es dann wieder o¨stlich von 4E u¨ber 30S. Der ACC und der Su¨datlantik-
Strom bilden auf ihrem Weg eine breite nach Osten gerichtete Stro¨mung. Die ho¨chsten
Geschwindigkeiten erreicht der ACC in der Drake Passage mit 11-13 cms−1. Sonst liegt
sie bei 10 cms−1 und mehr. Geschwindigkeitsmaxima ndet man noch o¨stlich des Green-
wich -Meridians und o¨stlich der Falklandinseln bei 50S, wo 12 cms−1 erreicht werden. Das
Auftreten dieses Maximums wurde zum Beispiel von Peterson und Whitworth (1989) [61]
beschrieben. Die Geschwindigkeiten in der Drake Passage sind im Vergleich zur Literatur
zu klein. Allerdings sind die verwendeten klimatologischen Daten auch gegla¨ttet. So geben
unter anderem Whitworth et al. (1982) [89] Werte von 40-50 cms−1 und Whitworth (1983)
[88] u¨ber 20 cms−1 an. Bei Peterson und Stramma (1991) [60] werden fu¨r die vertikal gemit-
telten geostrophischen Geschwindigkeiten oberhalb von 2500m Tiefe relativ dazu bis u¨ber
15 cms−1 angefu¨hrt.
Aus den Bildern (1.1) und (1.2) ist ein Ein- und Ru¨ckstrom des Agulhas su¨dlich von Afrika

















Abbildung 5.5: Referenzgeschwindigkeiten (uref ; vref) an der Meeresoberfla¨che.







Abbildung 5.6: Nordo¨stlicher Ausschnitt der Abbildung (5.5). Am o¨stlichen Rand ist der
Ein- und Ausstrom des Agulhas.
zu erwarten, der auch noch westlich von 20E zu erkennen sein sollte. Der Teilausschnitt von
Bild (5.5) in Abbildung (5.6) zeigt diesen Bereich der Modellzirkulation. Auf dem La¨ngen-
grad 20E ist nur ein schwacher Ein- und Ausstrom zu sehen. Weiter ist auch der Benguela-
Strom an der Westku¨ste Su¨dafrikas nur schwach ausgebildet. Es werden Geschwindigkeiten
von nur 3-4 cms−1 erreicht. Dieser Eekt kann damit zusammen ha¨ngen, da das Modellge-
biet im Osten bei 20E begrenzt ist. Beispielsweise tritt in dem regionalen Su¨datlantikmodell
von Barnier et al. (1996) [4], das auch nur bis 20E reicht, aber immerhin eine horizontale
Auflo¨sung von 1.375 hat, gar kein Einstrom des Agulhas auf.
Im Weddellmeer ist su¨dlich des ACC’s der Weddellwirbel zu erkennen. Zwischen dem
Greenwich-Meridian und dem o¨stlichen Rand des Modellgebiets stro¨mt er nach Su¨den. Dies
stimmt mit dem Weddellwirbel aus Bild (1.2) von Reid (1989) [62] u¨berein. Er fliet dann
zuna¨chst an der antarktischen Ku¨ste entlang. Der Ru¨ckstrom des Weddellwirbels nach Nor-
den ist dann aber zweigeteilt. Die erste nordwa¨rts gerichtete Stro¨mung ndet man schon bei
20W. Der restliche Teil des Weddellwirbels fliet weiter nach Westen bevor auch er nach
Norden eindreht. Allerdings lehnt er sich dabei nicht so dicht an die Antarktische Halbinsel
an, wie man das nach Reid (1989) [62] erwarten wu¨rde. Ein zweigeteilter Weddellwirbel tritt
zum Beispiel auch im BRIOS-Modell von Beckmann et al. (1999) [5] auf. Dort ndet man
einen Wirbelkern o¨stlich des Greenwich-Meridian und einen zweiten westlich davon. Auf der
Grundlage von hydrographischen Beobachtungen wurde ein Weddellwirbel mit zwei Zellen
von Bagriantsev et al. (1989) [2] vorgeschlagen. Der Weddellwirbel aus dem hier pra¨sentier-
ten Modellexperiment besteht aber nicht wirklich aus zwei Wirbeln. Vielmehr hat man hier
(den zu erwartenden) Einstrom ins Weddellmeer im Osten und zwei deutlich unterscheid-
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bare Stromba¨nder nach Norden. Verursacht wird dies durch zwei Aspekte. Zunachst sind
da die SSH-Daten. Betrachtet man die Isobathen fu¨r -1.0m, -1.25m und -1.5m in Abbil-
dung (2.4), so zeigt sich, da die Struktur des Weddellwirbels des Modells hier begru¨ndet
liegt. Die -1.25m-Kontourlinie verla¨uft bei 20W in Richtung Norden. Genau dort, wo auch
das erste Stromband aus dem Weddellmeer nach Norden stro¨mt { also ungefa¨hr 20 weiter
westlich als bei Beckmann et al. (1999) [5]. Ganz a¨hnlich verha¨lt es sich mit der zweiten
nordwa¨rts gerichteten Stro¨mung und der -1m-Isobathe. Der zweite Punkt, der hier eine Rol-
le spielt ist die Bodentopographie. Der Su¨dantillenru¨cken erstreckt sich bis ca. 25W und
60S. Nach Su¨den zum Becken des Weddellmeeres hin fa¨llt die Topographie sehr steil ab.
Das Modellgitter hat in diesem Bereich senkrechte Wa¨nde (Bilder 4.4,4.5). Su¨dgeorgien, die
Su¨dsandwich Inseln und die Su¨dorkney Inseln reichen allerdings nicht bis zur Oberfla¨che.
Dreht die Stro¨mung des Weddellwirbels nun im Westteil des Weddellmeeres nach Norden,
so kann ein Teil o¨stlich der Antarktischen Halbinsel u¨ber den Su¨dantillenru¨cken flieen.
Aufgrund der steilen Wa¨nde und den Informationen aus den SSH-Daten in diesem Bereich
gibt es aber keine su¨dwa¨rtige Stro¨mung mehr, die eine zweite Wirbelzelle schlieen wu¨rde.
Also wa¨hlt ein Teil des Wirbels den Weg nach Norden o¨stlich der Antarktischen Halbinsel
und der andere Teil den Weg bei 20W, wo es keine topographischen Hindernisse gibt. Die
Geschwindigkeiten im Weddellwirbel erreichen Betra¨ge von 6-8 cms−1. Am gro¨ten ist die
Geschwindigkeit bei ungefa¨hr 46W, 62S mit nahezu 10cms−1. Dies sind typische Werte
verglichen mit Mewerten, wie man sie auch bei Fahrbach et al. (1994a,b) [17, 18] ndet.
Direkt an der Ku¨ste der antarktischen Halbinsel werden nur bis zu 2 cms−1 erreicht.
Der Weddellwirbel beha¨lt mit zunehmender Tiefe die oben beschriebene Struktur (siehe
Bilder 5.7 - 5.13). Er lehnt sich an den Kontinentalhang an und bildet den erwarteten
westlichen Randstrom. Bis zu einer Tiefe von ungefa¨hr 2500m kann er noch den Su¨dantil-
lenru¨cken bei ca. 60S und 46W u¨berstro¨men. In gro¨eren Tiefen existiert nur noch die
zweite nordwa¨rtige Stro¨mung bei 20W. Der Einstrom in das Weddellmeer bleibt auf das
Gebiet o¨stlich des Nullgrad-Meridians begrenzt. Im Bereich bis etwa 2500m Tiefe werden in
beiden nach Norden gerichteten Stro¨mungen 6-8 cms−1 und u¨ber den Su¨dantillenru¨cken 10
cms−1 erreicht. Beim Einstrom in Osten treten bis zu 6 cms−1 auf. Direkt auf dem Rand
des Modellgebiets bei 18-20E gibt es ho¨here Werte, was aber durch Randeekte versucht
werden kann. Schlielich steht hier bei der Berechnung der Gradienten keine volle Umgebung
zur Verfu¨gung. Aufgrund der nordwa¨rtigen Stro¨mung bei 20W stimmt die Zirkulation im
Weddellmeer nur bedingt mit den entsprechenden Abbildungen bei Reid (1989) [62] u¨berein.
Den Einstrom ins Weddellmeer ndet man dort ebenfalls im Bereich bei 20E. Auerdem
sieht das Stro¨mungsbild entlang des antarktischen Kontinents recht a¨hnlich aus. Es gibt
aber keine Stro¨mung zwischen der Spitze der Antarktischen Halbinsel und den Su¨dorkney-
Insel u¨ber den Su¨dantillenru¨cken hinweg. Das dies im Modell passiert, mag sicherlich daran
liegen, da die Inseln auf dem Su¨dantillenru¨cken im Modellgitter nicht die Meeresoberfla¨che
erreichen. Eine a¨hnliche U¨berstro¨mung ndet man u¨brigens auch in dem Modell von Eng-
land und Garcon (1994) [16] in 2250m Tiefe. Der nach Osten flieende Teil des Wirbels
im Bereich von 60S ist dagegen wieder besser u¨bereinstimmend mit Reid (1989) [62]. In
gro¨eren Tiefen als 2500m liegt die Zelle des Weddellwirbels dann weiter o¨stlich als es bei
Reid der Fall ist. Die Struktur des Weddellwirbels, die an der Oberfla¨che an die SSH-Daten
angepat wurde, setzt sich also bis in die Tiefe fort.
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Der ACC beha¨lt auf den ersten 2000 Metern (Abb. 5.8 - 5.10) weitestgehend seine zona-
le Drift von der Oberfla¨che. Er stro¨mt mit bis zu 11 cms−1 durch die Drake Passage. Im
Su¨dantillenmeer dreht er dann scharf nach Norden. Dieses Eindrehen erscheint sta¨rker als
in den Abbildungen bei Reid (1989) [62]. Es wird aber auch von dem Ausstrom aus dem
Weddellmeer in das Su¨dantillen Meer induziert. Der ACC schwenkt dann wieder nach Osten
und stro¨mt dann im Wesentlichen zonal zwischen 44S und 55S wie bei Reid weiter und
verla¨t schlielich den Su¨datlantik. Die Geschwindigkeit betra¨gt dabei 4-5 cms−1 und stei-
gert sich nach U¨berschreiten des mittelatlantischen Ru¨ckens nochmal auf ca. 7 cms−1.
Ein Ein- und Ru¨ckstrom des Agulhas su¨dlich von Afrika, wie er bei Reid (1989) [62] um
20E zu sehen ist, wird hier nicht wiedergegeben. Dieses Signal war aber auch schon an
der Oberfla¨che nur schwach ausgepra¨gt. Das kann aber an der Begrenzung des Modells bei
20E liegen, denn bei Barnier et al. (1996) [4] ist diese Stro¨mung des Agulhas auch nicht
zu erkennen. Bei England und Garcon (1994) [16] tritt sie bei 20E und o¨stlich davon auf.
In deren Arbeit ist westlich von Su¨dafrika eine nordwestlich verlaufende Stro¨mung zu se-
hen, die zumindest bis 900 m Tiefe im Geschwindigkeitsbereich um 3-4 cms−1 liegt. Dieses
Stro¨mungsmuster ndet man auch hier, wo es allerdings auch noch in 4000 m Tiefe zu nden
ist. Die Geschwindigkeiten liegen ebenfalls bei 3-4 cms−1 und nehmen in der Tiefe dann auf
um die 2 cms−1 ab. Direkt an der su¨dafrikanischen Ku¨ste treten zwei, drei su¨dwa¨rts gerich-
tet Geschwindigkeitspfeile auf, die aber durch Randeekte versucht worden sein ko¨nnen und
daher nicht weiter betrachtet werden.
Im Nordwesten wird vom Modell der westliche Randstrom (Brasilstrom) entlang der su¨da-
merikanischen Ku¨ste in Richtung Su¨den wiedergegeben (Bilder 5.8 - 5.13), der sowohl bei
Reid (1989) [62] als auch in den Modellergebnissen von England und Garcon (1994) [16]
und Barnier et al. (1996) [4] gezeigt wird. Dabei werden Geschwindigkeiten bis zu 10 cms−1
erreicht. Das liegt in der Gro¨enordnung, die auch in den beiden eben genannten Model-
len anzunden ist. Su¨dlich von 40S dreht er dann nach Osten und driftet parallel zum
ACC. Zwischen 40S und 50S trit er auf die aus Su¨den kommenden nordwa¨rts gerichte-
ten Stro¨mungen. Die feinen Strukturen, wie sie Reid (1989) [62] zeigt, werden vom Modell
allerdings nicht wiedergegeben. Das war aber auch nicht unbedingt zu erwarten, weil dafu¨r
die Auflo¨sung des Gitters noch zu grob ist und weil schon die oberfla¨chennahe Zirkulation
aus den SSH-Daten diese Feinheiten nicht wiedergegeben hat. Im Bereich zwischen 30S und
40S und 30W und 44W ist bis 2500m Tiefe eine Rezirkulationzelle zu erkennen. Diese
ndet man beispielsweise bei Reid (1989) [62] in 2000m Tiefe, bei Barnier et al. (1996) [4]
noch in 2750m und bei England und Garcon (1994) [16] etwas kleiner in 280m und etwas
ausgedehnter in 2250m Tiefe. Die Geschwindigkeiten im nordo¨stlichen Bogen dieses Wirbels
liegen wie bei den beiden zitierten Modellen in der Gro¨enordnung von wenigen Zentimetern
pro Sekunde.
Einen Ausstrom nach Norden u¨ber 30S hinaus, gibt es zwischen 10W und dem Greenwich-
Meridian. Die Geschwindigkeiten liegen in diesem Gebiet bei 4 cms−1. Bei Reid (1989) [62]
ndet man eine a¨hnliche nach Norden laufende Stro¨mung u¨ber den Breitengrad 30S. Sie
liegt aber weiter westlich bei circa 20W und kehrt dann weiter im Osten wieder zuru¨ck.
Letzteres ist im Modellergebnis nicht zu nden.
Die Abbildung (5.14) zeigt die Zirkulation in einer Tiefe von 4675m, wo das Argentinische
Becken, das Kap Becken und das Weddellmeer voneinander getrennt sind. Im Weddellwirbel
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liegen hier die Geschwindigkeiten im Bereich von 2-5 cms−1. Es gibt aber ein Maximum mit
7 cms−1. Der nach Westen stro¨mende Teil des Wirbels erreicht keine Geschwindigkeiten u¨ber
3 cms−1 und ist im Gegensatz zum Bild (5.13) in circa 4000m Tiefe nur noch ansatzwei-
se zu erkennen. Im Rahmen der obigen Diskussion des Weddellwirbels in Oberfla¨chenna¨he
und im Innern des Ozeans ist er aber den Darstellungen bei Reid (1989) [62] a¨hnlich. Ein
Vergleich mit dem Modellergebnis in 4375m Tiefe von Barnier et al. (1996) [4] zeigt, da
die Geschwindigkeitsbetra¨ge dort geringer sind und da dort die ostwa¨rtige Stro¨mung nur
schwach und die su¨dwa¨rts gerichte eigentlich gar nicht auftritt.
Reid (1989) [62] zeigt im Argentinischen Becken in 4500m Tiefe einen zyklonalen Wir-
bel. Nach Whitworth et al. (1991) [90] soll die Weststro¨mung dieses Wirbels als westlicher
Randstrom Bodenwasser nach Norden transportieren, das vor allem im Weddellmeer gebil-
det wird (Foster et al., 1987 [21], Fahrbach et al., 1994 [17]). Von Weddellmeer aus soll es
um den Bogen des Su¨dantillenru¨ckens und zum Teil durch das Su¨dantillenmeer stro¨men.
Von dem Wirbel im Argentinischen Becken wird es dann nach Norden transportiert. Dieses
Zirkulationsmuster wird in der Modello¨sung so nicht wiedergegeben. Die Stro¨mung zwi-
schen dem Weddellmeer und dem Argentinischen Becken ist nicht eindeutig (Bild 5.13). Die
Geschwindigkeiten liegen bei ein bis maximal zwei Zentimetern pro Sekunde und es gibt
Geschwindigkeitspfeile, die nach Su¨den zeigen. Bei diesem Bild ist eine Umstro¨mung des
Su¨dantillenru¨ckens nicht eindeutig zu entdecken. Im Argentinischen Becken lehnt sich zwar
eine Weststro¨mung an den su¨dlichen Beckenrand an, aber das Stro¨mungsmuster in diesem
Becken wird von dem starken Einstrom im Norden dominiert. Dieser Einstrom sind setzt
sich aus den oberen Schichten bis in die Tiefe durch. Das aber in das Argentinische Becken
Information aus Su¨den hereinkommen, zeigt sich daran, da der Strom aus Norden es nicht
schat, den su¨dlichen Beckenrand zu erreichen. Er dreht stattdessen schon vorher nach Osten
ein, wovon ein Teil dann weiter o¨stlich in die Weststro¨mung am Su¨drand des Beckens ein-
geht. Dieses Muster zeigt eine eingeschra¨nkte U¨bereinstimmung mit den Modellergebnissen
von Barnier et al. (1996) [4]. Dort sieht die Zirkulation im Argentinischen Becken in 4375m
Tiefe so aus, da es eine Weststro¨mung im Norden des Beckens gibt. Diese sieht a¨hnlich,
wie die in den Bildern (5.13) und (5.14) gezeigten, aus. Auch der westliche Randstrom am
Su¨drand des Beckens ist in der Arbeit nur schwach ausgepra¨gt.
Auch im Kap Becken gibt es A¨hnlichkeiten zwischen der Modello¨sung (Abb. 5.13, 5.14) und
den Ergebnissen von Barnier et al. (1996) [4]. Die zyklonale Stro¨mung, wie sie bei Reid (1989)
[62] pra¨sentiert wird, ist allerdings nicht zu sehen. Im Su¨dteil des Beckens wird wie bei Reid
ein Weststro¨mung gebildet, die dann am Beckenrand im Westen nach Norden schwenkt.
Eine su¨dwa¨rts gerichtete Stro¨mung an der Ku¨ste Su¨dafrikas entlang zeigen aber nur wenige
Geschwindigkeitsvektoren. Andererseits erreichen sie aber Betra¨ge bis zu 4 cms−1. Im U¨bri-
gen wird das Becken von einer Nord- bzw. Nordweststro¨mung durchzogen, die es bei Reid
(1989) [62] nicht gibt.

















Abbildung 5.7: Horizontales Geschwindigkeitsfeld (u; v) in 100m Tiefe.

















Abbildung 5.8: Horizontales Geschwindigkeitsfeld (u; v) in 400m Tiefe.




















Abbildung 5.9: Horizontales Geschwindigkeitsfeld (u; v) in 1112m Tiefe.




















Abbildung 5.10: Horizontales Geschwindigkeitsfeld (u; v) in 1825m Tiefe.






















Abbildung 5.11: Horizontales Geschwindigkeitsfeld (u; v) in 2537m Tiefe.

























Abbildung 5.12: Horizontales Geschwindigkeitsfeld (u; v) in 3250m Tiefe.


























Abbildung 5.13: Horizontales Geschwindigkeitsfeld (u; v) in 3962m Tiefe.

























Abbildung 5.14: Horizontales Geschwindigkeitsfeld (u; v) in 4675m Tiefe.
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5.3 Transporte
Die Transporte u¨ber die oenen Ra¨nder des Modellgebiets stellen sich folgendermaen ein:
Der Volumentransport wurde so vorgegeben (siehe Abschnitt 4.3), da im Westen durch die
Drake Passage 130 Sv einstro¨men und im Osten den Su¨datlantik wieder verlassen. Der Netto-
Volumentransport u¨ber 30S und 74S ist jeweils gleich null gesetzt worden. Die Aufteilung in
die Transporte einzelner Wassermassen ist in Tabelle 5.2 aufgelistet. Die Klassizierung der
Wassermassen ist identisch mit der Einteilung von Rintoul (1991) [64]. Diese Klassizierung
in Oberfla¨chenwasser, Antarktischen Zwischenwasser (AAIW), Tiefenwasser { bestehend aus
Nordatlantischen Tiefenwasser (NADW) und Zirkumpolaren Tiefenwasser (CDW) { und
Bodenwasser, wozu das Antarktische Bodenwasser (AABW), das Weddellmeer-Tiefenwasser
(WSDW) und das Weddellmeer-Bodenwasser (WSBW) geho¨ren, richtet sich nach der po-
tentiellen Dichte : Wasser mit 0 < 26:80 ist Oberfla¨chenwasser, Zwischenwasser liegt im
Bereich von 0 > 26:80 und 1 < 32:36, Tiefenwasser im Bereich von 1 > 32:36 und
3 < 41:66 und zum Bodenwasser geho¨rt Wasser mit 3 > 41:66. Die Abbildungen (5.15)
und (5.16) zeigen die Verteilung der verschiedenen Wassermassen entlang der oenen Ra¨nder
bei 20E und 30S. Man sieht, da die Verteilung im Modellergebnis gut mit der Verteilung
aus den hydrographischen Daten (Abschnitt 2.4.1) u¨bereinstimmt. Weitere Bilder, die die
Wassermassen-Verteilung im Modell zeigen, werden spa¨ter im Abschnitt 5.5 pra¨sentiert.
Die Modelltransporte zeigen qualitative U¨bereinstimmungen zu den Transporten in Rin-
touls Arbeit (Tabellen 5.3 und 5.4). Dies gilt auch im Vergleich zu den Transporten aus
den wirbelauflo¨senden Modellen von Semtner und Chervin (1988, 1992) [77, 76] (Tabelle
5.5) und dem FRAM-Modell von Webb et al. (1991) [86, 85] (Tabelle 5.6). In diesen beiden
Modellen werden allerdings durch die Drake Passage bei 68W und u¨ber den Schnitt bei
20E jeweils rund 209 Sv beziehungsweise 185 Sv transportiert. Weiter ist anzumerken, da
Tabelle 5.3 die Transporte des Standardfalls bei Rintoul (1991) [64] und Tabelle 5.4 des
\Warm Water Path"-Falls zeigt. Im letzten Fall gibt es einen signikanten Einstrom von
warmen Oberfla¨chenwasser aus dem Indischen Ozean in den Su¨datlantik, womit Nordat-
lantisches Tiefenwasser kompensiert und somit Zwischenwasser gebildet werden soll. Dieser
Eekt wird auch von Gordon et al. (1992) [33] vorgeschlagen.
Die Transporte aus den hier pra¨sentierten Modellergebnissen zeigen (Tabelle 5.2), da durch
die Drake Passage bei 70W weder Oberfla¨chen- noch Bodenwasser aber 90 Sv Zwischenwas-
ser und 40 Sv Tiefenwasser transportiert wird. Dies steht in ganz guter U¨bereinstimmung
mit Rintouls Standardfall (Tabelle 5.3) und vom Verha¨ltnis her auch mit den beiden wir-
belauflo¨senden Modellen (Tabellen 5.5, 5.6). U¨ber dem Modellrand im Osten werden im
Wesentlichen kein Oberfla¨chewasser, 94.7 Sv Zwischenwasser, 25.6 Sv Tiefenwasser und 9.6
Sv Bodenwasser in den Indischen Ozean hinein transportiert. Im Vergleich zu Rintouls Stan-
dardfall ist der Zwischenwasser-Transport um die Menge gro¨er, um die der Tiefenwasser-
Transport kleiner ist. Der Wert von 9.6 Sv bezu¨glich des Bodenwassers liegt zwischen Rin-
touls Werten des Standardfalls und des \Warm Water Path"-Falls. U¨ber 30S ndet im
Gegensatz zu Rintouls Werten nur ein signikanter Transport von Zwischenwasser nach
Norden und von Tiefenwasser nach Su¨den statt. Die berechneten Transporte u¨ber den su¨dli-
chen Rand des Modellgebiets sind sehr klein. Zusammengefat kann man feststellen, da
das Modell 9.6 Sv Bodenwasser produziert. Dies stimmt sehr gut mit Rintouls Standardfall
u¨berein, wo 9 Sv u¨ber 68S nach Norden stro¨men und dann spa¨ter den Su¨datlantik
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Abbildung 5.15: Wassermassen im Su¨datlantik entlang 20E.
Dargestellt sind 1 = 32:36 (| Daten; −  − Modell), 3 = 41:66 (- - - Daten;    Modell)
und 0 = 26:80 (durchgezogene Linie oberhalb von -50 m am rechten oberen Bildrand).
















Abbildung 5.16: Wassermassen im Su¨datlantik entlang 30S. Dargestellt sind
1 = 32:36 (| Daten; −  − Modell) und 0 = 26:80 (durchgezogene Linie oberhalb von -50
m).
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Wassermassen pot. Dichte  30S 74S 70W 20E
Oberfla¨chenwasser 0 < 26:80 −1:0 0:0 0:0 0:1
Zwischenwasser 0 > 26:80 und 1 < 32:36 27:0 −0:26 90:0 94:7
Tiefenwasser 1 > 32:36 und 3 < 41:66 −26:0 0:50 40:0 25:6
Bodenwasser 3 > 41:66 0:0 −0:24 0:0 9:6
Gesamt 0:0 0:0 130:0 130:0
Tabelle 5.2: Volumentransporte in Sv der Hauptwassermassen u¨ber die oenen Ra¨nder des
Modellgebiets. Negative Vorzeichen stehen fu¨r Transporte nach Su¨den bzw. nach Westen.
Die Klassizierung der Wassermassen folgt analog zu Rintoul (1991) [64] der potentiellen
Dichte . Das Zwischenwasser besteht aus dem Antarktischen Zwischenwasser (AAIW).
Zum Tiefenwasser geho¨ren das Nordatlantische Tiefenwasser (NADW) und das Zirkumpo-
lare Tiefenwasser (CDW) und zum Bodenwasser das Antarktische Bodenwasser (AABW),
das Weddellmeer-Tiefenwasser (WSDW) und das Weddellmeer-Bodenwasser (WSBW).
Wassermassen pot. Dichte  32S 68W 20E
Oberfla¨chenwasser 0 < 26:80 8 3 6
Zwischenwasser 0 > 26:80 und 1 < 32:36 5 83 70
Tiefenwasser 1 > 32:36 und 3 < 41:66 −17 43 49
Bodenwasser 3 > 41:66 4 0 5
Gesamt 0 129 130
Tabelle 5.3: Volumentransporte in Sv der Hauptwassermassen bei Rintoul (1991) [64] (Stan-
dardfall). Negative Vorzeichen stehen fu¨r Transporte nach Su¨den bzw. nach Westen.
Wassermassen pot. Dichte  32S 68W 20E
Oberfla¨chenwasser 0 < 26:80 11 0 −13
Zwischenwasser 0 > 26:80 und 1 < 32:36 8 50 54
Tiefenwasser 1 > 32:36 und 3 < 41:66 −22 73 73
Bodenwasser 3 > 41:66 3 6 16
Gesamt 0 129 130
Tabelle 5.4: Volumentransporte in Sv der Hauptwassermassen bei Rintoul (1991) [64]
(\Warm Water Path"). Negative Vorzeichen stehen fu¨r Transporte nach Su¨den bzw. nach
Westen.
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Wassermassen pot. Dichte  32S 68W 20E
Oberfla¨chenwasser 0 < 26:80 12:0 1 −5
Zwischenwasser 0 > 26:80 und 1 < 32:36 4:7 135 139
Tiefenwasser 1 > 32:36 und 3 < 41:66 −18:0 73 75
Bodenwasser 3 > 41:66 1:3 0 −1
Gesamt 0:0 209 208
Tabelle 5.5: Volumentransporte in Sv der Hauptwassermassen bei Semtner und Chervin
(1988, 1992) [77, 76]. Negative Vorzeichen stehen fu¨r Transporte nach Su¨den bzw. nach
Westen.
Wassermassen pot. Dichte  32S 68W 20E
Oberfla¨chenwasser 0 < 26:80 11:0 0 −11:6
Zwischenwasser 0 > 26:80 und 1 < 32:36 8:0 124 129:0
Tiefenwasser 1 > 32:36 und 3 < 41:66 −22:0 58 69:0
Bodenwasser 3 > 41:66 3:2 2 −1:4
Gesamt 0:2 184 185
Tabelle 5.6: Volumentransporte in Sv der Hauptwassermassen beim FRAM-Modell von Webb
et al. (1991) [86, 85] . Negative Vorzeichen stehen fu¨r Transporte nach Su¨den bzw. nach
Westen.
Transporte 30S 74S 70W 20E
Volumentransport in Sv 0 0 130 130
Massentransport in Mts−1 −0:35 0:004 134 134
Wa¨rmetransport in PW 0:88 0:0033 1:3 1:6
Salztransport in kts−1 −7:9 0:44 4600 4600
Tabelle 5.7: Transporte u¨ber die oenen Ra¨nder des Modellgebiets. Negative Vorzeichen
stehen fu¨r Transporte nach Su¨den bzw. nach Westen.
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verlassen. Das gesamte Bodenwasser (AABW, WSDW und WSBW) des Modells, das vor-
nehmlich im Weddellmeer auftritt und gebildet wird, wird nach Osten in den su¨dlichen Teil
des Indischen Ozeans transportiert. Das kein Transport nach Norden u¨ber 30S stattndet,
u¨berrascht nicht weiter. Denn die modellierte Zirkulation in der Tiefe und am Boden zeigt
ja { wie im Abschnitt 5.2 dargestellt wurde { keine Stro¨mung (Bild 5.14), die analog der
Beschreibung von Reid (1989) [62] und Whitworth et al. (1991) [90] aus dem Weddellmeer
nach Norden in das Argentinische Becken und dort weiter als westlicher Randstrom u¨ber
30S stro¨mt. Auerdem ndet man auch in den (klimatologischen) hydrographischen Daten
kein Bodenwasser mehr bei 30S (siehe Bild 5.16). Ein Nettotransport von Oberfla¨chenwas-
ser u¨ber die oenen Ra¨nder tritt nur sehr spa¨rlich auf. Dies geschieht aber nicht unerwartet,
da sich Oberfla¨chenwasser nur in den oberen 50 Metern no¨rdlich von ungefa¨hr 46S n-
det (Bilder 5.15,5.16). Der Eintrag von 1 Sv in den Su¨datlantik u¨ber 30S ha¨ngt mit der
oberfla¨chennahen Zirkulation und damit mit den Referenzgeschwindigkeiten (Abb. 5.5) zu-
sammen. Er erfolgt mit dem Einstrom des Brasilstroms in das Modellgebiet. Der Transport
von Nordatlantischen Tiefenwasser (NADW) in den Su¨datlantik hinein hat mit 26 Sv eine
zufriedenstellende Gro¨e. Der Transport an Antarktischen Zwischenwasser (AAIW) nach
Norden ist aber recht gro. Ebenso ist auch der Zwischenwasser-Transport in den su¨dlichen
Indischen Ozean um circa 25 Sv gro¨er als in Rintouls Arbeit. Andererseits ist dort aber der
Transport an Tiefenwasser um ungefa¨hr 25 Sv niedriger als bei Rintoul. Im Zusammenhang
gesehen, deutet dies darauf hin, da die modellierten Salzgehalte eher etwas zu niedrig sind.
Diese Vermutung wird spa¨ter im Abschnitt 5.5 im Prinzip besta¨tigt. Da das AAIW durch
ein Minimum im Salzgehalt charakterisiert wird, scheint es so zu sein, da ein Teil des ei-
gentlichen Tiefenwassers nicht salzig genug ist, und somit dem AAIW zugeschlagen wird.
Beru¨cksichtigt man aber die U¨bereinstimmungen in der Wassermassen-Verteilung zwischen
Modell und Daten entlang 20E in Bild (5.15), so kann dieser Aspekt nicht die Hauptursache
fu¨r den groen Transport an Zwischenwasser und dem niedrigen Transport an Tiefenwas-
ser u¨ber diesen Rand sein. Der wesentliche Grund ist in der Modellzirkulation u¨ber diesen
Schnitt zu suchen (siehe Abschnitt 5.2). Sie ergibt die dargestellten Transporte.
In Tabelle 5.7 werden die Massen-, Wa¨rme- und Salztransporte u¨ber die oenen Ra¨nder
des Modellgebiets aufgelistet. Der Massentransport betra¨gt im Westen bei 70W 1:34  1011
kgs−1 in den Su¨datlantik hinein. Die gleich Menge stro¨mt bei 20E aus den Su¨datlantik in
den Indischen Ozean. U¨ber dem oenen Rand im Su¨den gibt es einen Eintrag von 4  106
kgs−1 und im Norden bei 30S von 3:5  108 kgs−1. Die Gesamtsumme der Massentransporte
weicht also um 3:54  108 kgs−1 von null ab. Das sind gerade 0.26% vom Transport durch
die Drake Passage.
Der Wa¨rmetransport nach Norden u¨ber 30S betra¨gt 8:8  1014 W = 0.88 PW. Dieser Wert
liegt innerhalb des Wertebereichs, der in der Literatur fu¨r 32S zu nden ist. Beispielswei-
se betra¨gt der Transport bei Rintoul (1991) [64] 0.24 PW, bei Schlitzer (1995) [67] 0.53
PW, im FRAM-Modell von Webb et al. (1991) [86, 85] 0.56 PW, bei Semtner und Chervin
(1988, 1992) [77, 76] 0.60 PW, bei Hastenrath (1982) [39] 0.69 PW, bei Fu (1981) [24] 0.88
PW und bei Hastenrath (1980) [38] 1.15 PW. Zum Vergleich mit den 26 Sv Nordatlan-
tischen Tiefenwasser (NADW), die in das Modell transportiert werden, sind die 0.69 PW
von Hastenrath (1982) [39] mit einem Transport von 27 Sv NADW in den Su¨datlantik hin-
ein verbunden. Dieser Wa¨rmetransport steht in Zusammenhang damit, da der su¨dwa¨rtige
Strom von NADW durch einen nach Norden aus der Drake Passage kommenden Flu von
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Zwischenwasser (AAIW) kompensiert werden mu (Rintoul, 1991 [64]). Nach dem Vorschlag
von Gordon et al. (1992) [33] wird das relativ salzige NADW auerdem durch einen Zustrom
von warmen Oberfla¨chenwasser ausgeglichen, da mit dem Agulhas aus dem Indischen Ozean
kommt (Rintoul’s \Warm Water Path"-Fall). Dieser Weg ist in den Modellergebnissen aber
nicht zu nden. Durch die Drake Passage bei 70W betra¨gt der Wa¨rmetransport 1.3 PW.
Diesen Wert gibt auch Rintoul (1991) [64] bei 68W an. Webb et al. (1991) [86, 85] und
Semtner und Chervin (1988, 1992) [77, 76] liefern dagegen Werte von 1.95 PW und 2.45 PW.
Im Osten bei 20E kommt das Modell auf 1.6 PW, was ho¨her ist als die 1.12 PW aus der
eben zitierten Arbeit von Rintoul. Dies ha¨ngt mit dem gro¨eren Transport von Zwischen-
wasser, das wa¨rmer ist als das Tiefenwasser, u¨ber diesen Schnitt zusammen (siehe Tabelle
5.2). Fu¨r das FRAM-Modell (Webb et al., 1991 [86, 85]) werden dort 1.15 PW angeben. Bei
Semtner und Chervin (1988, 1992) [77, 76] liegt der Wert bei 1.72 PW. U¨ber den Su¨drand
des Modells werden 3:3  1012 W transportiert.
Die Salztransporte belaufen sich auf 4:6  109 kgs−1 durch die Drake Passage in den Su¨dat-
lantik hinein und 4:4  105 kgs−1 durch den Su¨drand bei 74S. Der letzte Wert liegt in dem
Bereich von 1:0  105 kgs−1 bis 7:3  105 kgs−1, den Yaremchuk et al. (1998) [94] fu¨r den
Transport u¨ber den Schnitt von der Antarktischen Halbinsel nach Kap Norwegia (WOCE-
Schnitt SR4) angeben. Durch den Rand im Norden bei 30S gelangen 7:9  106 kgs−1 in
den Su¨datlantik hinein. Bennett (1978) [8] gibt einen Salztransport von −3:4  106 kgs−1
bis 2:2  106 kgs−1 u¨ber 24S und von −7:0  106 kgs−1 bis 0:6  106 kgs−1 u¨ber 43S an,
wobei das negative Vorzeichen einen Transport nach Su¨den { also in den Su¨datlantik hinein
{ bedeutet. U¨ber den Modellrand im Osten in den Indischen Ozean hinein ist der Transport
genauso gro wie durch die Drake Passage.
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5.4 Vertikalgeschwindigkeiten
Die Vertikalgeschwindigkeiten w werden { wie im Abschnitt 2.1 beschrieben { aus der Kon-
tinuita¨tsgleichung (2.4) berechnet, in der die geostrophisch balancierten horizontalen Ge-
schwindigkeiten u und v eingehen. Die vertikalen Geschwindigkeiten an der unteren Grenze
der Ekman-Schicht w(−he) wurden mittels des Terms (2.13) der Kostenfunktion J der Rota-
tion des Windfeldes angepat. Die Abbildung (5.4) und die Tabelle 5.1 zeigen, da der Term
wa¨hrend der Optimierung um zwei Gro¨enordnungen kleiner geworden ist. In Bild (5.17) ist
die Verteilung von w in der Tiefe he = 50m dargestellt. Die vertikalen Geschwindigkeiten
liegen in weiten Gebieten des Su¨datlantiks in der Gro¨enordnung von 10−5 ms−1 bzw. 10−6
ms−1. Dies sind deutlich ho¨here Werte als die 1:4  10−7 ms−1, die Munk (1966) [51] als
typischen Wert (fu¨r den Pazik) angibt. Zu dem treten aber auch noch Werte von ungefa¨hr
20  10−5 ms−1 auf. Dies ist im Weddellmeer, in der Drake Passage und vor Mu¨ndung des
Rio de la Plata der Fall. Bis auf das Weddellmeer sind dies Gebiete, wo auch die Rotati-
on des Windfeldes (siehe Abs. 2.4.1) ihre Extrema hat. Allerdings sind die Modellwerte zu
gro. Im Innern und in der Tiefe liegen die Vertikalgeschwindigkeiten im wesentlichen im
Bereich von 10−6 ms−1 bis 5  10−5 ms−1, wie beispielsweise die Abbildung (5.18) in -2537m
zeigt. Sie liegen damit etwa eine halbe bis eine Gro¨enordnung u¨ber den Werten aus anderen
Modellen. So sind sie bei Olbers und Wenzel (1989) [56] um die 2  10−6 ms−1 gro. Bei
Schlitzer (1995) [67] liegen sie zwischen 10−6 ms−1 und 10−5 ms−1.
Wie man gesehen hat, treten die hohen Werte von 10−5 ms−1 fu¨r w schon in der Tiefe auf.
Es mag sein, da dabei eine fehlende Bodenrandschicht im Modell eine Rolle spielt. Die
Auflo¨sung des Gitters mit weniger als 500 Metern in Richtung der Normalen zum Boden
(siehe Abschnitt 4.1) ist relativ gro. Bei einem horizontalen Gitterabstand in Bodenna¨he
in der Gro¨e von 100-200 km, einem vertikalen Abstand von beispielsweise 300 m und einer
Variation in den horizontalen Geschwindigkeiten u und v von unter 1 cms−1 ko¨nnen schon
Werte fu¨r w im Bereich von 10−5 ms−1 erreicht werden. Wenn man sich an die horizontalen
Geschwindigkeiten aus Bild (5.14) in 4675m Tiefe erinnert, treten solche Variationen durch-
aus auf. U¨ber die auftretenden Probleme, wenn man die vertikale Auflo¨sung des Gitters am
Boden verbessern beziehungsweise eine Bodenrandschicht einbauen mo¨chte, wurde bereits
im Absatz 4.2 kurz gesprochen. Weiterfu¨hrende Aspekte in diesem Zusammenhang werden
noch im na¨chsten Kapitel diskutiert.
Die Extrema (vor Su¨damerika, in der Drake Passage und im Weddellmeer) treten gerade
dort auf, wo groe Gradienten in der Topographie und somit steile Wa¨nde im Modellgit-
ter zu nden sind. Dies trit auf die Ra¨nder des su¨damerikanischen Kontinentalschelfs und
des Su¨dantillenru¨ckens nach Su¨den zum Weddellmeer hin zu. Eine Verbesserung bezu¨glich
der steilen Wa¨nde ko¨nnte eventuell durch eine feinere Auflo¨sung des Gitters im Bereich der
groen Gradienten in der Topographie erreicht werden.






































































Abbildung 5.18: Vertikalgeschwindigkeit w in 10−5ms−1 in 2537m Tiefe.
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5.5 Temperatur und Salzgehalt
Hydrographische Beobachtungen zeigen, da im Su¨dlichen Ozean beziehungsweise im Su¨dat-
lantik zwei fu¨r die thermohaline Zirkulation des Weltozeans bedeutende Wassermassen ge-
bildet werden. Die erste ist das antarktische Zwischenwasser (AAIW), das sich durch ein
Minimum im Salzgehalt um 34.4 psu auszeichnet. Es sinkt zwischen 50S und 60S von der
Meeresoberfla¨che in 900-1000m Tiefe und stro¨mt dann a¨quatorwa¨rts nach Norden (Dietrich
et al., 1975; England, 1992) [14, 15]. U¨ber dem AAIW bendet sich die Warmwasserspha¨re
mit Temperaturen von u¨ber 10C. Als zweites ist das Antarktische Bodenwasser (AABW)
zu nennen. So wird im allgemeinen Wasser bezeichnet, das ka¨lter als 2C ist und einen Salz-
gehalt von etwa 34.7 psu vorweist (Fahrbach et al., 1994) [17]. Es tritt in der Tiefe auf und
entsteht aus Zirkumpolaren Tiefenwasser (CDW), das im gesamten Bereich des Antarkti-
schen Zirkumpolarstroms (ACC) vorkommt (Mantyla und Reid, 1983) [49]. Die Temperatur
des CDW’s liegt zwischen 0C und 2.5C und der Salzgehalt um 34.65 psu. Von Norden
her trit das CDW im Su¨datlantik auf das salzigere Nordatlantische Tiefenwasser (NADW).
Das NADW wird im Nordatlantik gebildet und breitet sich nach Su¨den bis in den ACC
hinein aus. Das AABW wird von Su¨den her aus Weddellmeer-Tiefenwasser (WSDW) ge-
bildet. Mit dem Weddellwirbel gelangt CDW ins o¨stliche Weddellmeer. Dort wird es durch
Winterwasser (WW - Temperatur beim Gefrierpunkt, niedriger Salzgehalt) modiziert. Im
Weddellmeer wird beim Anfrieren von Meerwasser am Meer- oder Schelfeis Salz ausgeschie-
den. Dadurch nimmt der Salzgehalt des Schelfwassers (WSW) zu. Es vermischt sich mit dem
sogenannten Warmen-Tiefenwasser (WDW) und dem modizierten CDW. Wird ein Wert
von circa 34.62 psu u¨berschritten, sinkt es unterhalb des WDW’s nach unten und bildet das
sehr kalte Weddellmeer-Bodenwasser (WSBW). Das WSBW stro¨mt mit dem Weddellwirbel
nach Osten und wird durch CDW modiziert (Gill, 1973; Foster und Middleton, 1980;Man-
tyla und Reid, 1983; Foster et al., 1987; Toggweiler und Samuels, 1995) [30, 22, 49, 21, 81].
Dieses a¨ltere WSBW wird als Weddellmeer-Tiefenwasser (WSDW) bezeichnet. Weil es eine
geringere Dichte hat als das WSBW, kann es aus dem Weddellmeer stro¨men und zur Bildung
des AABWs beitragen. 70% des AABWs im Su¨dlichen Ozean sollen mit der Wassermassen-
Bildung im Weddellmeer zusammenha¨ngen (Fahrbach et al., 1994) [17].
Kommen wir nun zur Verteilung von Temperatur und Salzgehalt in der Modello¨sung. Aus
der Abbildung (5.4) und der Tabelle 5.1 ist zu sehen, da auch die beiden Terme JT (Gl.
2.14) und JS (Gl. 2.15) der Kostenfunktion J wa¨hrend der Minimierung deutlich kleiner ge-
worden sind. Betrachten wir zuna¨chst die Temperatur T (Bild 5.19), den Salzgehalt S (Bild
5.21) und die Dichte  = − 1000 (Bild 5.23) auf einer horizontalen Fla¨che in 1825m Tiefe.
Die Bilder (5.20) und (5.22) zeigen die Dierenzen T beziehungsweise S zwischen den
Modellwerten T und S und den hydrographischen Daten Tdat und Sdat aus Abschnitt 2.4.1.
In Abbildung (5.24) werden die Dierenzen in der Dichte  =  − dat = − dat darge-
stellt. Die Temperatur hat ihre typische Verteilung. Nach Norden hin wird es wa¨rmer. Das
Temperaturmaximum liegt mit u¨ber 3C im Nordwesten des Modellgebiets vor der su¨dameri-
kanischen Ku¨ste. Die Abweichungen T halten sich im no¨rdlichen Bereich des Modellgebiets
in Grenzen. Die gro¨ten Dierenzen ndet man mit -0.5C im Bereich zwischen 20W und
dem Nullmeridian und 50S und 60S. In der no¨rdlichen Ha¨lfte ist T am kleinsten. Oen-
sichtlich ist T u¨berall negativ, was bedeutet, da die Modelltemperaturen niedriger sind
als die Temperaturdaten. Die Verteilung des Salzgehaltes zeigt dagegen mehr Struktur. Das























































Abbildung 5.20: T = T − Tdat in C in 1825m Tiefe.

























































Abbildung 5.22: S = S − Sdat in psu in 1825m Tiefe.























































Abbildung 5.24:  =  − dat in kgm−3 in 1825m Tiefe.
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Maximum bendet sich ungefa¨hr auf 44S. Die gro¨ten Abweichungen S treten mit -0.08
psu an gleicher Stelle wie die sta¨rksten Temperaturabweichungen und im Weddellmeer auf.
Dagegen ist S im Norden deutlich kleiner. Wie bei den Temperaturen sind auch hier die
Modellsalzgehalte niedriger als die Daten. Die Verteilung der Dichte  entspricht dem Zir-
kulationsmuster der geostrophisch balancierten horizontalen Geschwindigkeiten (Abb. 5.10).
Kennzeichnend ist zuna¨chst das zonale Band des Antarktischen Zirkumpolarstroms (ACC)
um 50S herum. Der Weddellwirbel zeigt in dieser Tiefe in der Dichte eine Doppelstruktur.
Diese ndet man aber nicht in den horizontalen Geschwindigkeiten (Bild 5.10), weil sie von
den Referenzgeschwindigkeiten an der Meeresoberfla¨che abha¨ngen (siehe Abschnitt 5.2). Die
Dierenzen  zwischen der Dichteverteilung im Modell und der Dichteverteilung aus den
hydrographischen Daten sind u¨berwiegend gering. Im Wesentlichen liegen sie im Bereich
von 0:01 kgm−3. Nur am o¨stlichen Modellrand, im su¨dlichen Weddellmeer und bei den
Falklandinseln treten gro¨ere Werte auf.
Um einen Eindruck von der Tiefenverteilung der Modelltemperaturen und Modellsalzgehalte
und damit von der Verteilung von Wassermassen zu bekommen, werden nun einige meridio-
nale und zonale Schnitte fu¨r T und S und fu¨r die Dierenzen T und S betrachtet. Die
Abbildungen (5.27 - 5.30) zeigen Schnitte entlang des Nullmeridians und die Bilder (5.31 -
5.34) entlang 30W. Die zonalen Schnitte (Abb. 5.37 - 5.40) gehen entlang 50S und durch
das Weddellmeer entlang 68S (Abb. 5.27 - 5.30). Die Verteilung der Wassermassen entlang
dieser Schnitte zeigen die Abbildungen (5.25, 5.26, 5.35 und 5.36). Die Verteilung entlang
30S und 20E wurde bereits in den Bilder (5.16) und (5.15) pra¨sentiert. Die Klassizierung
in Oberfla¨chen-, Zwischen- (AAIW), Tiefen- (CDW und NADW) und Bodenwasser (AABW,
WSDW und WSBW) erfolgt genauso wie im Abschnitt 5.3 nach der potentiellen Dichte wie
bei Rintoul (1991) [64].
Die Schnitte zeigen zuna¨chst, da das Oberfla¨chenwasser in den oberen 50 Metern no¨rdlich
von circa 46S vom Modell sehr gut wiedergegeben wird. Die 26.80-Isopykne { die die Grenze
zwischen Oberfla¨chen- und Zwischenwasser makiert { von Modell und Daten liegen in allen
Abbildungen u¨bereinander. Die Temperaturen sind hier im Bereich von 10C und wa¨rmer
und der Salzgehalt ist weitestgehend gro¨er als 34.6 psu.
Auch fu¨r die Verteilung des Antarktische Zwischenwassers (AAIW) zeigen die Bilder gu-
te U¨bereinstimmungen in der potentiellen Dichte zwischen Modell und Daten. Das AAIW
ndet man im Norden des Modellgebiets bis zu einer Tiefe von 1500m - 1800m. Im Su¨den
tritt es nirgends tiefer als 800m auf. Es wird charakterisiert durch ein Minimum im Salz-
gehalt. Dieses Minimum liegt bei 34.2 psu. Die Temperaturen erreichen 0C bis 5C { im
Norden in den oberen Schichten auch ho¨here Werte. Die Abweichungen T und S von den
hydrographischen Daten sind in diesen Tiefen nur gering. Dies mag sicherlich auch damit
zusammenha¨ngen, da das Modellgitter in der Vertikalen bis 1100m Tiefe mit weniger als
400 Metern relativ fein aufgelo¨st ist.
Wa¨hrend die Abgrenzung von Modell und Daten zwischen Tiefen- und Ziwschenwasser
(32.36-Isopykne) recht gut u¨bereinstimmt, gibt es beim Verlauf der 41.66-Isopykne { Grenze
zwischen Tiefen- und Bodenwasser { gro¨ere Abweichungen. No¨rdlich von ungefa¨hr 55S liegt
die Isopykne aus den Daten um u¨ber 500 Metern tiefer als die Isopykne aus den Modellergeb-
nissen. Su¨dlich davon im Weddellmeer ist es dagegen umgekehrt, wobei die Tiefendierenzen
im Wesentlichen kleiner als 500m sind. Das Nordatlantische Tiefenwasser (NADW) reicht
nicht ganz so weit nach Su¨den, wie es in den Daten zu sehen ist. Verfolgt man die 34.7 psu-
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Isohaline erkennt man, da sich das NADW entlang von 30W bis 46S und bis 1800m Tiefe
erstreckt. Entlang des Greenwich-Meridians ist es bis 50S zu nden, bleibt dort aber un-
terhalb von 2000m. Das NADW reicht im Modell also nicht ganz so weit nach Su¨den und in
obere Schichten, wie es die hydrographischen Daten zeigen. Die Temperaturen des NADW’s
liegen im Bereich um 1C - 2C. Die Modelltemperaturen des Zirkumpolaren Tiefenwassers
(CDW), auf welches das NADW trit, liegen mit 0C bis 2C im korrekten Bereich. Der
Salzgehalt ist teilweise mit Werten von etwas mehr als 34.5 psu um bis zu 0.1 psu niedriger
als die Daten. Zu kleine Salzgehalte treten besonders in den oberen 2000 Metern des Wed-
dellmeers auf. Die Dierenzen S sind dort am gro¨ten.
Unterhalb des NADW’s liegt das Antarktische Bodenwasser (AABW). Die Temperatur des
AABW’s ist niedriger als 1C. Der Salzgehalt liegt etwas unter 34.7 psu. Er ist damit um
weniger als 0.05 psu zu niedrig. No¨rdlich von 50S ist Bodenwasser aber nur westlich des
Nullmeridians zu nden. Bei 30S tritt kein Bodenwasser mehr auf (siehe Bild 5.16). Es er-
streckt sich im Modell nur bis 35S. Im Weddellmeer liegen unterhalb von ungefa¨hr 1500m
das Weddellmeer-Tiefenwasser (WSDW), das zur Bildung des AABW’s beitra¨gt, und das
Weddellmeer-Bodenwasser (WSBW). Der Salzgehalt ist hier mit circa 34.6 psu ebefalls um
0.05 psu niedriger als in den Daten. Die Temperaturen des WSDW’s sind kleiner als 0C
und die des WSBW’s kleiner als -1C. Die Abweichungen T von den Daten sind im tie-
fen Weddellmeer besonders gro. Die Modelltemperaturen des Weddellmeer-Bodenwassers
(WSBW) sind sehr klein, wobei darauf hingewiesen sei, da das WSBW als ka¨ltestes Bo-
denwasser gilt, das in gro¨eren Mengen vorkommt (Worthington, 1981) [92].
Insgesamt ko¨nnen die wichtigen Wassermassen, die im Su¨datlantik vorkommen, in den Mo-
dellergebnissen identiziert werden. Die Verteilung von Oberfla¨chen- und Zwischenwasser
stimmt gut mit der Verteilung aus den Daten u¨berein. Die Abgrenzung zwischen Tiefen-
und Bodenwasser zeigt nicht so gute U¨bereintimmungen. Das AABW erreicht nicht 30S.
Dies ist aber auch nicht zu erwarten. Die Modellzirkulation am Boden ermo¨glicht zwar
einen Transport von Bodenwasser aus dem Weddellmeer in das Argentinische Becken. Dort
bildet sich aber kein westlicher Randstrom aus, der Bodenwasser nach Norden u¨ber 30S
hinaus transportieren ko¨nnte (siehe Abschnitt 5.2 und Abb. (5.13 und 5.14)). Die Abwei-
chungen T und S sind grundsa¨tzlich negativ. Einzige wesentliche Ausnahme ist eine
Blase im Antarktischen Zwischenwasser (AAIW). Das heit, da die Modellwerte kleiner
sind als die Datenwerte. Dies beeinflut die Tiefenverteilung der verschiedenen Wassermas-
sen. Die Grenze zwischen Tiefenwasser und Bodenwasser verla¨uft daher etwas anders als es
die hydrographischen Daten implizieren. In den oberen 2000 Metern und im Bereich no¨rd-
lich von ungefa¨hr 50S bleiben die Abweichungen der Modellwerte von den (gegla¨tteten)
hydrographischen Daten in Grenzen und sind teilweise relativ klein. Im Weddellmeer sind
die Abweichungen { besonders bei den Temperaturen in der Tiefe { doch recht gro. Es
fa¨llt auch hier wieder auf, da die betragsma¨ig gro¨ten T -Werte dort auftreten, wo das
Modellgitter sehr steile Wa¨nde hat. Dies ist derselbe Bereich, in dem auch Probleme bei den
Vertikalgeschwindigkeiten in Erscheinung traten (Abschnitt 5.4). Auerdem zeigt sich, da
im oberen Teil des Modells, wo das Gitter feiner in der Vertikalen aufgelo¨st ist, die Abwei-
chungen klein sind. Im mittleren und tieferen Teil, wo die vertikale Auflo¨sung nur halb so
gut ist, treten auch die gro¨eren Abweichungen auf. Um weitere Ru¨ckschlu¨sse bezu¨glich der
Ursachen fu¨r die groen Abweichungen im Weddellmeer ziehen zu ko¨nnen, betrachten wir
als na¨chstes die Quellen und Senken des Modells.
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Abbildung 5.25: Wassermassen im Su¨datlantik entlang des Greenwich-Meridians.
Dargestellt sind 1 = 32:36 (| Daten; −  − Modell), 3 = 41:66 (- - - Daten;    Modell)
und 0 = 26:80 (durchgezogene Linie oberhalb von -50 m am rechten oberen Bildrand).

















Abbildung 5.26: Wassermassen im Su¨datlantik entlang 30W.
Dargestellt sind 1 = 32:36 (| Daten; −  − Modell), 3 = 41:66 (- - - Daten;    Modell)
und 0 = 26:80 (durchgezogene Linie oberhalb von -50 m am rechten oberen Bildrand).
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Abbildung 5.27: Temperatur T in C entlang des Greenwich-Meridians.






















Abbildung 5.28: T = T − Tdat in C entlang des Greenwich-Meridians.
5.5. TEMPERATUR UND SALZGEHALT 107



















Abbildung 5.29: Salzgehalt S in psu entlang des Greenwich-Meridians.





















Abbildung 5.30: S = S − Sdat in psu entlang des Greeenwich-Meridians.
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Abbildung 5.31: Temperatur T in C entlang 30W.
























Abbildung 5.32: T = T − Tdat in C entlang 30W.
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Abbildung 5.33: Salzgehalt S in psu entlang 30W.




















Abbildung 5.34: S = S − Sdat in psu entlang 30W.
110 KAPITEL 5. ERGEBNISSE DES MODELLS

















Abbildung 5.35: Wassermassen im Su¨datlantik entlang 50S.
Dargestellt sind 1 = 32:36 (| Daten; −  − Modell), 3 = 41:66 (- - - Daten;    Modell)
und 0 = 26:80 (durchgezogene Linie oben links oberhalb von -50 m).

















Abbildung 5.36: Wassermassen im Su¨datlantik entlang 68s. Dargestellt sind
1 = 32:36 (| Daten; −  − Modell) und 3 = 41:66 (- - - Daten;    Modell).
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Abbildung 5.37: Temperatur T in C entlang 50S.



























Abbildung 5.38: T = T − Tdat in C entlang 50S.
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Abbildung 5.39: Salzgehalt S in psu entlang 50S.





















Abbildung 5.40: S = S − Sdat in psu entlang 50S.
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Abbildung 5.41: Temperatur T in C entlang 68S.


















Abbildung 5.42: T = T − Tdat in C entlang 68S.
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Abbildung 5.43: Salzgehalt S in psu entlang 68S.

















Abbildung 5.44: S = S − Sdat in psu entlang 68S.
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5.6 Quellen und Senken
Betrachten wir nun die Quellen und Senken (Wa¨rme- und Su¨wasserflu¨sse) F T und F S die
in der Advektions-Diusions-Gleichung (4.3) zugelassen wurden. In der Kostenfunktion J
werden sie durch den Term JF (Gl. 2.11,2.12) repra¨sentiert. Die Entwicklung dieses Terms
im Verlauf des Minimierungsprozesses in Abbildung (5.4) und Tabelle 5.1 zeigt, da auch
JF um zwei Gro¨enordnungen kleiner geworden ist. Die Bilder (5.45) und (5.47) zeigen die
Wa¨rmequellen F T in 2537m Tiefe und am Boden. Fu¨r die gleiche Tiefe werden in den Bil-
dern (5.46) und (5.48) die Su¨wasserquellen F S dargestellt. Als erstes kann man feststellen,
da die Muster der Isolinien der Wa¨rmequellen und der Su¨wasserquellen groe U¨berein-
stimmungen zeigen. Das heit, da die beiden Quellen ihre Extrema in den selben Gebieten
haben. Es ist aber nicht so, da sich die Quellen auf einen lokalen Bereich des Modellge-
biets beschra¨nken und sonst u¨berall nahezu verschwinden. Vielmehr sieht die Verteilung
besonders am Boden unregelma¨ig aus. Dort treten ha¨uge Vorzeichenwechsel auf, wobei
die positiven Werte Quellen und die negativen Senken darstellen. Im Innern des Modellge-
biets ist es oensichtlich aber so, da F T und F S no¨rdlich von ungefa¨hr 50S u¨berwiegend
positiv und su¨dlich davon u¨berwiegend negativ sind. Eine ganz a¨hnliche Aufteilung zeigen
u¨brigens auch die E-P-Daten aus der Abbildung (2.8) in Abschnitt 2.4.1. Im Bild (5.49)
werden die Quellen F T und F S gegeneinander aufgetragen. Diese Darstellung besta¨tigt, da
der u¨berwiegende Anteil der beiden Quellen am jeweiligen Gitterpunkt gleiche Vorzeichen
hat. Auerdem erkennt man, da die Wa¨rmequellen F T im Wesentlichen dort gro (bzw.
klein) sind, wo auch die Quellen F S gro (bzw. klein) sind.
Die eben angesprochene Nord-Su¨d-Aufteilung steht aber im Zusammenhang mit der
Temperatur- und Salzgehaltsverteilung in der Modello¨sung (siehe vorheriger Abschnitt 5.5).
Dort haben wir in den Bildern (5.28,5.30,5.32 und 5.34) gesehen, da die Dierenzen T
und S zwischen den Modellwerten und den hydrographischen Daten betragsma¨ig eben-
falls no¨rdlich von etwa 50S klein sind, wa¨hrend sie nach Su¨den hin deutlich gro¨er sind.
Im su¨dlich Teil { vor allem im Weddellmeer { sind besonders die Temperaturen sichtlich
kleiner als die Daten. Die Ursache dafu¨r ist wohl in den negativen Werten von F T und F S
in diesem Bereich begru¨ndet.
Von der Gro¨enordnung her erreichen die Wa¨rmequellen F T (Bild 5.45) Werte von 5 10−7
Ks−1 { in Ausnahmefa¨llen sogar das Doppelte { und die Su¨wasserquellen F S (Bild 5.46)
Werte von 5  10−8 psu s−1. Worin ko¨nnen nun die Gru¨nde dafu¨r liegen, da diese Gro¨en-
ordnungen erreicht werden? Aus Abschnitt 4.3 (Abb. 4.15) wissen wir, da an u¨ber 99% der
Gitterpunkte die Verletzung der Divergenzfreiheit des Geschwindigkeitsfeldes u kleiner als
10−10 s−1 ist. Bei Anomalien in Temperatur und Salzgehalt von 1 K beziehungsweise 0:1
psu wird dadurch eine Quellsta¨rke von gerade 10−10 Ks−1 beziehungsweise 10−11 psu s−1
erzeugt. Zu den auftretenden groen Werten der Quellen ko¨nnen demnach die Fehler in der
Divergenzfreiheit des Geschwindigkeitsfeldes nur unwesentlich beitragen. Ein anderer Punkt
scheint dabei eine wesentlich bedeutendere Rolle zu spielen. Die Quellen stellen ja im Prinzip
nichts anderes dar wie eine zusa¨tzliche ku¨nstliche Diusion, mit deren Hilfe subskalige physi-
kalische Prozesse parametrisiert werden sollen, die aufgrund der Gitterweite nicht aufgelo¨st
werden. Eine gewisse Parametrisierung der subskaligen Prozesse erfolgt aber auch durch
die Diusionskoezienten Kh und Kv in der Advektions-Diusions-Gleichung (4.3), die mit
Kh = 5104m2s−1 undKv = 510−2m2s−1 in der Gro¨enordnung der turbulenten Diusions-
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koezienten liegen. Kh und Kv sind aber im gesamten Modellgebiet konstant. Konstante
Diusionskoezienten sind natu¨rlich eine grobe Parametrisierung. Mit den oben angespro-
chenen Anomalien in Temperatur und Salzgehalt, einer horizontalen Gitterauflo¨sung von
100-200 km beziehungsweise von  500 Metern in der Vertikalen und den gegebenen Ko-
ezienten Kh und Kv liegt der Diusionsterm der Advektions-Diusions-Gleichung (4.3)
in der Gro¨enordnung von 10−6 Ks−1 beziehungsweise 10−7 psu s−1. Die Quellen F T und
F S sind demnach etwas kleiner. Sie ko¨nnen also als eine Art Korrektur der groben Parame-
trisierung mittels konstanter Diusionskoezienten aufgefat werden. Wenn man dabei in
Betracht zieht, da die Quellen im Norden des Modellgebiets u¨berwiegend positiv und im
Su¨den u¨berwiegend negativ sind, deutet das darauf hin, da der konstante Wert fu¨r Kh im
Norden zu klein und im Su¨den zu gro fu¨r eine ausreichende Parametrisierung ist. Dabei
ist es ja auch so, da eine horizontale Gitterweite von 2 entlang 30S noch 192 km entlang
70S aber nur noch knappe 76 km sind. Speziell auf die Methode der niten Elemente bezo-
gen, kommt auerdem hinzu, da die Tetraeder des unstrukturierten Gitters alle verschieden
groe Volumen aufgrund der lokal variablen Gitterauflo¨sung haben. Die global konstanten
Diusionskoezienten Kh und Kv sind dann fu¨r kleinere Tetraeder sehr gro und ko¨nnen
nur mit Einschra¨nkungen ausreichende Parametrisierungen liefern. Die Quellen und Senken
F T und F S wirken also den Ma¨ngeln entgegen, die durch die grobe Parametrisierung mit
im gesamten Modellgebiet konstanten Kh und Kv hervorgerufen werden.
Zum Abschlu wird in den Bildern (5.50) und (5.51) folgendes gegeneinander aufgetragen:



















Diese beiden Terme stellen den diusiven Anteil und den Quellterm der Advektions-
Diusions-Gleichung in der Variationsformulierung der Standard-Galerkin-Methode dar (sie-
he Abschnitt 3.3). Dabei sind mit ~FCj die auf den Elementen gemittelten Quellen F T bzw.
F S gemeint. Beide Terme werden mit dem Volumen
R
1 dΩ normiert. Die Korrelation ist
aber sehr gering. Sie liegt im Bereich von 0.01, was an den vielen Punkten liegt, die um das
Zentrum der Punktwolke streuen. Es zeigt sich auch hier wie schon in den Bildern (5.45)
bis (5.49), da ein Teil der Quellen im Laufe der Minimierung relativ klein wird, wa¨hrend
der andere Teil (der oensichtlich besser korrelierte) bei gro¨eren Werten stehen bleibt. Eine
klare Wechselbeziehung zwischen den beiden dargestellten Termen gibt es demnach nicht.

































































Abbildung 5.46: Quellen F S in 10−7 psu s−1 in 2537m Tiefe.




















































































Abbildung 5.48: Quellen F S in 10−7 psu s−1 am Boden.
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Abbildung 5.49: Korrelation zwischen den Quellen F S in 10−7 psu s−1 und F T in 10−6
Ks−1.
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Abbildung 5.50: Korrelation zwischen den Quelltermen und dem diusiven Anteil der
Advektions-Diusions-Gleichung bezu¨glich der Temperaturen T (siehe Text).


























Abbildung 5.51: Korrelation zwischen den Quelltermen und dem diusiven Anteil der
Advektions-Diusions-Gleichung bezu¨glich der Salzgehalt S (siehe Text).
Kapitel 6
Fazit und Ausblick
6.1 Zusammenfassung und Schlufolgerungen
Mit einem stationa¨ren Advektions-Diusions-Modell wurden die gro-skalige Zirkulation und
die Verteilung von Wassermassen im Su¨datlantik untersucht. Dafu¨r wurde ein Inversmodell
entwickelt, in dem die Methode der niten Elemente angewendet wird. Die Modellergebnisse
wurden mit den Ergebnissen anderer Modelle und mit Ergebnissen auf der Grundlage von
Messungen verglichen, die aus der Literatur bekannt sind.
In Kapitel 2 wurden die Modellparameter, die Modellgleichungen { Zustandgleichung, ther-
mische Windrelation, Kontinuita¨tsgleichung und Advektions-Diusions-Gleichung { und
die Modellstrategie pra¨sentiert. Die Kontrollvariablen sind horizontale Referenzgeschwin-
digkeiten an der Meeresoberfla¨che und Quellen und Senken der Advektions-Diusions-
Gleichung. In das Modell werden (klimatologische) hydrographische Daten, Satelliten-
Altimetermessungen (SSH-Daten), Winddaten und Wa¨rme- und Su¨wasserflu-Daten as-
similiert. Das Modell wurde stark zu den SSH-Daten hin gewichtet.
Im Kapitel 5 wurden die Modellergebnisse pra¨sentiert und mit Aussagen aus der Literatur
verglichen. Sie zeigen, da die Referenzgeschwindigkeiten die Struktur der SSH-Daten wie-
derspiegeln (Abschnitt 5.2). Die oberfla¨chennahe Zirkulation wird durch die breite zonale
Stro¨mung des Antarktischen Zirkumpolarstroms ACC gepra¨gt. Der Einstrom des Brasil-
stroms im Norden und der Falkland-Strom werden ebenfalls wiedergegeben. In dem Be-
reich, wo diesen beiden Stro¨mungen aufeinander treen, liefern die SSH-Daten nur eine
Oststro¨mung vom su¨damerikanischen Kontinentalschelf weg. Der Weddellwirbel zeichnet
sich durch eine Doppelstruktur aus. Es gibt zwei Nordstro¨mungen, wobei die erste bei 20W
zu nden ist. Es existieren aber keine zwei klar voneinander getrennten Wirbelzellen. Bei
Su¨dafrika ist der Agulhas beziehungsweise Benguelastrom zu erkennen. Der Ru¨ckstrom des
Agulhas wird nur schwach wiedergegeben. Das Zirkulationsmuster in den oberfla¨chennahen
Schichten setzt sich teilweise in der Tiefe fort. So beha¨lt der Weddellwirbel seine Doppel-
struktur und der Einstrom im Norden o¨stlich der su¨damerikanischen Ku¨ste bleibt beste-
hen. Letzterer verhindert, da Bodenwasser bis nach 30S transportiert werden kann. Die
Stro¨mung in Bodenna¨he aus dem Weddellmeer in das Argentinische Becken bildet zwar am
Su¨drand des Beckens einen westlichen Randstrom, dieser erreicht aber nicht den no¨rdli-
chen Modellrand bei 30S. Das Bodenwasser aus dem Weddellmeer wird so nach Norden
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nur bis in das Argentinische Becken bis 35S transportiert. Damit tritt es im Modell aber
weiter no¨rdlich auf als in den hydrographischen Daten. Die Volumentransporte u¨ber die
Modellra¨nder wurden vorgegeben (130 Sv durch die Drake Passage). Sie sollen aber bei wei-
terer Modellanwendung durch einen entsprechenden Term in der Kostenfunktion reguliert
werden. Die Massen-, Wa¨rme- und Salztransporte (Abschnitt 5.3) u¨ber die oenen Ra¨nder
des Modells liegen im Bereich der Werte, die aus der Literatur bekannt sind. Der Wa¨rme-
transport u¨ber 30S nach Norden betra¨gt 0.88 PW. Er kommt durch den Eintrag von 26
Sv Nordatlantischen Tiefenwasser (NADW) und dem Ausstrom von 27 Sv Antarktischen
Zwischenwasser (AAIW) zustande. Im Weddellmeer und im Su¨datlantik werden 9.6 Sv Bo-
denwasser gebildet. Sie werden u¨ber 20E in den su¨dlichen Indischen Ozean transportiert.
Die Verteilung der Wassermassen { klassiziert wie bei Rintoul (1991) [64] nach der potenti-
ellen Dichte { zeigen wesentliche U¨bereinstimmungen mit der Verteilung auf der Grundlage
der hydrographischen Daten. Die Vertikalgeschwindigkeiten sind mit der Gro¨enordnung
von 10−5 ms−1 relativ gro (Abschnitt 5.4). Die Abweichungen der Modelltemperaturen
und Modellsalzgehalte von den hydrographischen Daten (Abschnitt 5.5) halten sich im Nor-
den des Modellgebiets in Grenzen. Im Weddellmeer sind die Abweichungen besonders in der
Tiefe bei den Temperaturen recht gro. Damit zeigt sich, da die verwendeten nicht synop-
tischen Datensa¨tze aus Satelliten-Altimetrie und Hydrographie nicht gut zusammenpassen.
Die Quellen bezu¨glich Wa¨rme und Salzgehalt sind in etwa eine halbe Gro¨enordnung niedri-
ger als der Diusionsterm der Advektions-Diusions-Gleichung (Abschnitt 5.6). Auerdem
sind sie im Norden u¨berwiegend positiv und im Su¨den u¨berwiegend negativ. Die Wahl kon-
stanter horizontaler und vertikaler Diusionskoezienten Kh und Kv stellt nur eine grobe
Parametrisierung subskaliger Prozesse dar. Es wu¨rde sich anbieten, sie ortsabha¨ngig zu ma-
chen (siehe z.B. Olbers und Wenzel, 1989 [56]) und u¨ber einen entsprechenden Term in der
Kostenfunktion J zu steuern. Die Gro¨e von Kh ko¨nnte beispielsweise vom Breitengrad, von
der Gitterweite des lokalen Elements oder vom Tetraedervolumen abha¨ngigen. Kh und Kv
ko¨nnten dann konstant auf den Elementen sein. Den vertikalen Diusionskoezienten Kv
ko¨nnte man nach Gargett (1984) [26] umgekehrt proportional zur Brunt-Va¨isa¨la¨ Frequenz
N setzen (Kv  N−1).
Weil ihre Anwendung in der Behandlung von Problemstellungen in der Ozeanographie (noch)
relativ selten ist, wurde die Methode der niten Elemente ausfu¨hrlich in Kapitel 3 vorgestellt.
Ihr gewichtigster Vorteil fu¨r diese Arbeit ist, da sie die Verwendung von unstrukturierten
Gittern ermo¨glicht, wie beispielsweise das aus Abschnitt 4.1. Mit Tetraedern als Gitterele-
mente kann der komplizierten Geometrie, die durch die Bodentopographie gegeben ist, gut
gefolgt werden, was in den Bildern (4.4) und (4.5) zu sehen war. Wegen der Variationsformu-
lierung (Standard-Galerkin-Methode) des Advektions-Diusions-Problems treten ho¨chstens
erste Ableitungen auf. Deshalb ko¨nnen die Basisfunktionen einfach gehalten werden, so da
Temperatur und Salzgehalt stu¨ckweise linear und die Geschwindigkeiten stu¨ckweise kon-
stant auf den Elementen sind. Alle Parameter des Modells sind im gesamten Modellgebiet
kontinuierlich gegeben. Im Abschnitt 3.10 wurde gezeigt, da die diskreten Gleichungen, die
aus der Variationsformulierung hervorgehen, einfach adjungiert werden ko¨nnen. Im wesent-
lichen handelt es sich dabei nur um das Transponieren der Steigkeitsmatrix S. Nachteilig
ist aber die vom Modell geforderte Speicherkapazita¨t. Wie im Abschnitt 3.7 beschrieben
wurde, liegt das vor allem in der Numerierung der Gitterpunkte. Sie fu¨hrt zu einer Struk-
tur der Steigkeitsmatrix, in der die nicht-verschwindenen Eintra¨ge zum Teil sehr weit von
6.2. ANMERKUNGEN ZUM GITTER 123
der Hauptdiagonalen entfernt liegen (groe Bandbreite). Dieser Umstand erfordert bei der
notwendigen Pra¨konditionierung des iterativen Lo¨sers (GMRES) einen groen Anteil an der
insgesamt beno¨tigten Speicherkapazita¨t.
Im Abschnitt 4.3 wurde die Massenerhaltung des Modells u¨berpru¨ft. Dabei wurde gezeigt,
da die Divergenz des Geschwindigkeitsfeldes r u bis auf ein sehr kleines "u verschwindet.
An mehr als 99:7% der Gitterpunkte ist j"uj < 10−10 s−1 und liegt somit im Rahmen der
numerischen Genauigkeit, die fu¨r das iterative Lo¨sungsverfahren GMRES gesetzt wurde.
Das Geschwindigkeitsfeld ist also quellenfrei. Somit ist das Modell massenerhaltend.
Die Entwicklung der Kostenfunktion J der pra¨sentierten Modellergebnisse zeigt (Abschnitt
5.1), da alle Terme der Kostenfunktion im Verlauf des Minimierungsprozesses um eine bis
mehrere Gro¨enordnungen reduziert wurden. Grundsa¨tzlich ist es bei der Minimierung des
Modells von Nachteil, da die Modellgleichungen separieren (siehe Abschnitt 4.3) und da-
mit keine Projektion der Zustandsgleichung (2.1) auf den Gradienten der Kostenfunktion
rJ besteht. Das heit, da die Ableitungen der Zustandgleichung nach den unabha¨ngi-
gen Parametern (den Kontrollvariablen, Gl. 2.7) verschwinden und auch die Lagrangeschen
Multiplikatoren j, die in den Gradienten von J eingehen, unabha¨ngig von der Zustandsglei-
chung sind. Die nachteiligen Eigenschaften, die das Inversmodell dadurch bekommt, wurden
in den Abschnitten 4.3 und 5.1 beschrieben. Es erscheint also sinnvoll, in der weiteren Mo-
dellentwicklung fu¨r eine Projektion der Zustandsgleichung auf die Kostenfunktion zu sorgen.
6.2 Anmerkungen zum Gitter
An dieser Stelle sollen nochmal ein paar Anmerkungen zum Gitter gemacht werden. Denn
von der Charakteristik des generierten Gitters werden die Eigenschaften des Modells deut-
lich beeinflut.
Zuna¨chst haben wir im Bild (3.4) im Abschnitt 3.7 gesehen, wie gro die Bandbreite der
Steigkeitsmatrix aufgrund der gegebenen Numerierung der Gitterpunkte ist. Wie schon
mehrfach erwa¨hnt, beno¨tigt das GMRES-Verfahren deshalb eine gute Pra¨konditionierung
und damit einen groen Speicherbedarf, um nach mo¨glichst wenig Iterationen zu konver-
gieren. Eine Optimierung der Datenstruktur eines 3-dimensionalen unstrukturierten Gitters
ist aber sicherlich nicht einfach. Ein vertikal strukturiertes Gitter1 wird eine bessere Daten-
struktur haben und somit eine gu¨nstigere (Speicherkapazita¨t sparende) Struktur der Steig-
keitsmatrix ergeben. Allerdings ist dann aber die Mo¨glichkeit der lokalen Gitterverfeinerung
eingeschra¨nkt.
Ein anderes Problem, das bereits in den Abschnitten 4.1 und 4.2 angesprochen wurde, be-
trit die vertikale Auflo¨sung am Boden. Bei dem Gitter aus Abschnitt 4.1 ist die Auflo¨sung
in Richtung der Normalen zum Boden maximal 500 Meter gro. Will man diesen Wert auf
250m verringern, vergro¨ert sich die Anzahl der Gitterpunkte von 13431 auf 26425 und die
Zahl der Tetraeder von 65623 auf 129722. Eine Halbierung der Auflo¨sung normal zum Boden
fu¨hrt also ungefa¨hr zu einer Verdoppelung der Anzahl der Gitterpunkte und der Elemente.
Die Anzahl der Dreiecke, die die Bodentopographie bilden erho¨ht sich von 6187 auf 16029.
Zum Vergleich mit der Abbildung (4.3) zeigt das Bild (6.1) das Gitter mit der kleineren
1Damit ist gemeint, da die Gitterpunkte in Ebenen (z.B. horizontalen Fla¨chen oder σ-Fla¨chen) in ver-
schiedenen Tiefen liegen und da jeder Gitterpunkt in allen Ebenen einen Partnerpunkt hat, der u¨ber
beziehungsweise unter ihm liegt.









Abbildung 6.1: Zum Vergleich mit Abbildung (4.3): Oener Rand bei 70W zwischen Su¨dat-
lantik und Drake-Passage eines Gitters mit feinerer Auflo¨sung normal zum Boden.
6.3. AUSBLICK AUF WEITERE ANWENDUNGEN 125
Auflo¨sung am Boden entlang des oenen Randes bei 70W durch die Drake Passage. Wobei
bei diesem Beispiel die flachen Kontinentalschelfe nicht mitgeneriert wurden. Die Verdop-
pelung der Zahl der Gitterpunkte ist aber so nicht akzeptabel, weil dies unverha¨ltnisma¨ig
viel Speicherbedarf und CPU-Zeit erfordert. Eine andere Mo¨glichkeit besta¨nde im Einbau
einer expliziten Bodenrandschicht, wie sie von Nechaev (1998) [53] vorgeschlagen wurde.
Dabei soll das Gitter am Boden mit der gleichen vertikalen Auflo¨sung wie im Innern des
Modellgebiets aber u¨berall um zum Beispiel 50 Meter flacher generiert werden, als es die
Bodentopographie vorgibt. Jeder Gitterpunkt, der dann zum Boden geho¨rt, bekommt einen
Nachbarpunkt der 50 Meter weiter unter ihm positioniert wird. Diese zusa¨tzlichen Punkte
bilden dann den eigentlichen Boden. Somit wu¨rde das Modell eine 50 Meter dicke Boden-
randschicht bekommen. Am Beispiel des Gitters aus Abschnitt 4.1 wu¨rde durch diese Technik
die Anzahl der Gitterpunkte nur um wenige tausend Punkte und die Anzahl der Tetraeder
um scha¨tzungsweise 18000 steigen. Die Punkte, die an das 50 Meter flachere Gitter ange-
baut werden mu¨ten, wa¨ren bekannt. Man erha¨lt dadurch dann eine Menge an Prismen,
die jeweils in drei Tetraeder aufgespalten werden mu¨ssen. In der korrekten Aufspaltung in
Tetraeder liegt dabei der gro¨te Arbeitsaufwand.
6.3 Ausblick auf weitere Anwendungen
Aspekte zur mo¨glichen weiteren Entwicklung des Modells wurden schon in diesem Kapitel
erwa¨hnt. So sollen die Transporte u¨ber die Ra¨nder durch einen Term in der Kostenfunktion
geregelt werden. Die Diusionskoezienten sollen ra¨umlich variabel gehalten werden, um
eine bessere Parametrisierung subskaliger Prozesse zu erreichen und um damit die Quel-
len in der Advektions-Diusions-Gleichung klein zu halten. Die Mo¨glichkeiten des Einbaus
einer Bodenrandschicht bei mo¨glichst geringer Anzahl von Gitterpunkten wurde im vorher-
gehenden Abschnitt besprochen. Die Gesamtzahl an Gitterpunkten so klein wie mo¨glich zu
bekommen, wird vor allem auch dann wichtig, wenn das Modellgebiet auf den gesamten At-
lantik, zirkumpolar oder gar global erweitert werden soll. Um genu¨gend Rechnerresourcen
zu bekommen, ko¨nnte es dann notwendig werden, das Modell auf Parallelmaschinen rechnen
zu lassen.
Ein anderer Punkt ist, da die SSH-Daten aus Satelliten-Altimetermessungen, die gerade im
su¨dlichen Su¨datlantik zur Verfu¨gung stehen, nur eingeschra¨nkt brauchbar sind. Auerdem
passen sie { wie man in dieser Arbeit gesehen hat { nicht gut mit klimatologischer Hy-
drographie (ohne Jahresgang) zusammen. Die Verwendung synoptischer Datensa¨tze ko¨nnte
hier Verbesserungen bringen. Auerdem wu¨rden qualitativ bessere SSH-Daten sicherlich
Referenzgeschwindigkeiten erzeugen, die das Bild der dargestellten Zirkulation realistischer
gestalten wu¨rden.
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mit  +  = 1. M ist die Massenmatrix, die bereits aus Abschnitt 3.6.4 Gleichung (3.53)
bekannt ist. Im einfachsten Fall ist  = 0 und  = 1. Der Fall  = 0:5 und  = 0:5 wird als
Crank-Nicolson Methode bezeichnet. Na¨heres dazu ndet man bei Johnson (1990) [44].
Bei der weiteren Anwendung des Modells besteht die U¨berlegung, transiente Tracer wie zum
Beispiel CFCs oder Tritium zu verwendenden. Damit wu¨rden zusa¨tzliche Informationen
bei der Bestimmung der ozeanischen Zirkulation einflieen. Die Tracer-Daten, die fu¨r die
Assimilation zur Verfu¨gung stehen (siehe z.B. Schlosser und Roether, 1999) [68], raten es
allerdings an, die La¨nge der oenen Ra¨nder zu minimieren. Das heit, da das Modell dafu¨r
zumindest auf den gesamten Atlantik erweitert werden sollte.
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