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The Extrusion Deposition Additive Manufacturing (EDAM) process is an additive manufacturing
technique that shows great potential for producing tooling and molds for traditional composite
manufacturing methods. However, additive manufacturing processes are still optimized based on
empirically calibrated process conditions and require costly trial and error approaches. During the
EDAM process with composites, the temperature history of the printing material drives the
evolution of internal stresses in a printed component, which could result in a failure of the print or
excessive deformation. Therefore, a set of simulation tools was developed in this work to model
the solidification behavior of a fiber reinforced semi-crystalline material. To be able to predict
final part deformations and residual stress states in printed parts, physical phenomena like heat
transfer, polymer crystallization, anisotropic thermoviscoelasticity and anisotropic material
shrinkage were considered in EDAM printing process simulations. Appropriate models were
chosen to describe these material phenomena and the material behavior was implemented via a
user subroutine suite in Abaqus© 2017. Furthermore, experimental procedures were developed to
characterize the material behavior required to accurately model the different phenomena. The
simulation tools were successfully validated through measurements of residual deformations of
printed geometries. Since the simulations are physics based, no calibration of the material input
properties had to be carried out. As a result, these physics based process simulations can be readily
adapted to predict deformations and residual stresses for large scale EDAM parts. Finally, the
significance of the different physical phenomena was discussed and the importance of utilizing a
thermoviscoelastic instead of a thermoelastic material description was highlighted based on the
limitations of the latter approach to predict realistic final stress and deformations states.
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1. PROBLEM STATEMENT AND OBJECTIVES

Extrusion Deposition Additive Manufacturing (EDAM) is an extrusion based 3D printing
technique which enables rapid manufacturing of complex parts without the need for tools or molds.
Feedstock material in pellet form is molten and then deposited onto a printing bed. With the
optional use of support material, complex geometries can be generated layer by layer.
Due to the process based, continuous addition of hot and molten material, a thermal gradient is
imposed on the part since already deposited material starts to cool down. Based on the geometry
of the printed part and the defined machine path, the thermal history for various sections of the
part can be significantly different. Consequently, the part shrinks in an inhomogeneous way, which
induces residual stresses and causes the part to deform and warp. As a result, the final part
performance might be affected notably. This is especially true if the printed parts are large and
long layer times are present, which promote large thermal gradients. In order to evaluate the
consequence of these effects on the usability of the printed part, it is desirable to predict the final
part shape and the residual stress state in a part after it was printed. This is the main objective of
this dissertation.
The quantitative levels of residual stresses and deformations depend on both printing parameters
like print speed and print path as well as the material behavior upon solidification. For a fiberreinforced semi-crystalline polymer like carbon fiber reinforced polyphenylene sulfide (PPS),
which is a promising material to print high temperature parts and tooling, multiple physical
phenomena are occurring simultaneously during solidification. The cool down process is governed
by an anisotropic heat transfer analysis where both convective and radiative heat losses are relevant.
As the material cools, it transforms from a viscous fluid in the molten state to a viscoelastic solid
and stresses are expected to partly relax during this transition. For short layer times, sagging caused
by gravity can be significant when there is not enough time for the material to sufficiently cool
and build up stiffness to resist deformation. In the case of a semi-crystalline polymer like PPS, the
material partly crystallizes, which changes both its thermal and mechanical properties and adds
additional shrinkage. Furthermore, as hot material is placed onto partly cooled material, local remelting might occur, which might have an effect on the residual stress state and the deformations
of the part.
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Therefore, in order to model the residual stresses and deformations in a correct way, the different
phenomena described above have to be considered, modeled, coupled and their interactions have
to be understood and evaluated. The following objectives for this dissertation can be formulated
based on the discussions in the previous paragraph:
1) Model the solidification process of a semi-crystalline polymer by considering the thermal
cooling history of the material, the thermoviscoelastic behavior, crystallization kinetics and
the melting behavior as well as gravity effects.
2) Characterize both the printing process and the material properties experimentally in order
to get the right model input data.
3) Evaluate the significance of modeling the material with its full physical complexity.
Identify potential reasonable assumptions to simplify the modeling process.
4) Validate the simulation results for the final deformations experimentally.

To address these objectives, this thesis is structured as follows. After a detailed introduction to the
EDAM process in the next chapter, the different physical phenomena heat transfer, polymer
crystallization kinetics and melting behavior, thermoviscoelasticity as well as material shrinkage
are discussed in the subsequent chapters. For each of these physics, important fundamentals are
presented, experimental material characterization efforts are described and the modeling
approaches as well as the implementations to the process simulations are explained. Next, an
overview of the developed process simulation tools in Abaqus© is given and example simulations
are presented. Finally, the simulation tools are validated and the significance of the modeled
physics is investigated with the objective of finding reasonable simplifications.
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2. INTRODUCTION

This chapter introduces the EDAM process in detail. After a general description of the process,
the significant technical advancements of this 3D printing manufacturing method are presented
that occurred over the last five years. Part of the technical advancements is the Composite Additive
Manufacturing Research Instrument (CAMRI), which was developed at Purdue University as a
validation and characterization tool. Its technical specifications and special control features for a
precise printing process are described. Next, consequences of utilizing fiber-reinforced materials
are highlighted and discussed, which partly enabled the technical progress. Subsequently, the
performance of printed parts in the EDAM process is reviewed. For that, an extensive summary of
mechanical test data for printed, fiber-reinforced parts is presented and current mechanical
limitations of the EDAM process are discussed. As a direct consequence, the application of tooling
is introduced and benefits of printing tooling for traditional composite materials are highlighted.
Ultimately, in order to be able to simulate and predict process induced residual stresses and
deformations, all physical aspects of the EDAM process need to be understood. Consequently, a
detailed process description is given with focus on the physical phenomena occurring during this
printing method. Finally, past work in the literature focusing on modeling the EDAM process is
reviewed focusing on the solidification behavior of the deposited material and the related
development of residual stresses and deformations.

2.1

The Extrusion Deposition Additive Manufacturing (EDAM) Process

The EDAM process is an additive manufacturing method in which molten, polymeric material is
deposited though a nozzle on a printing bed. This process is illustrated in Figure 2.1a). Pelletized
feed stock material is melted in an extruder and exits the nozzle at atmospheric pressure to form
circular to elliptical extruded material beads. This nozzle is then moved relative to the printing bed
to allow a controlled deposition of the material. Machine code is used to control the space-time
history of deposition and in this way, a part is built layer by layer. For complex geometries with
overhangs, support material can be utilized. It is deposited with either a different material or a
different printing pattern during the regular EDAM process and carries part overhangs to prevent
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sagging. The thermal image in Figure 2.1b) shows how a part is generated by the cooling deposited
material.
The described process is very similar to the more familiar Fused Filament Fabrication (FFF)
method, which is also termed Fused Deposition Modeling© (FDM). However, in contrast to
EDAM, the FFF process uses a liquefier to melt the feed stock material, which has to be in filament
form. In the context of this thesis, the words “printed”, “printing” and “printing process” are used
to refer to the EDAM method.

"Newly d
eposited
,
hot bead

Printing

bed

Cooling
a)

material
b)

Figure 2.1: a) Illustration of the EDAM process, b) Thermal image of the printing process
depicting the continuous addition of hot, molten material to build a part.
As an additive manufacturing method, the EDAM process offers some unique advantages over
traditional subtractive methods. Since the process path of every new layer can be individually
adapted to the desired part geometry, the material waste is minimal. Furthermore, layers can be
printed with partial infill, which allows to further save material and reduce the weight of the printed
parts. Like other additive manufacturing methods, EDAM can be utilized to produce intricate parts
with undercuts and complex curvatures that could not be manufactured with traditional subtractive
methods. An advantage specific to EDAM is its simple scalability. The extruded material per hour
can be increased quite easily and much more material can be deposited by increasing the diameter
of the nozzle. However, as a consequence of a larger bead diameter, the surface roughness
increases, which might require an additional machining step to smoothen final part surfaces. In
contrast to traditional polymer processing methods like injection or compression molding, EDAM
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does not require an expensive tool to produce parts. This makes this manufacturing technology
especially attractive for prototyping or low series part productions. Lastly, it is straight forward to
utilize reinforced materials with the EDAM process. The reinforcements can simply be precompounded with the feed stock material and then used in the printing process. In this way, the
mechanical performance of printed parts can be improved easily.
After discussion of the general functionality and the advantages of the EDAM process, Figure 2.2
illustrates its process steps in more detail for a printed autoclave tool of a NACA air inlet duct [1].

Geometry

Optional: Coatings etc.

Slicing

Printing

Optional: Finishing

Printed Part

Figure 2.2: Process steps of the EDAM process [1]
The process begins with the digital (CAD) geometry of a part that is intended to be printed. In the
case of an acceptable surface roughness after printing based on the bead diameter and the part
requirements, just one digital geometry is needed. Then, the two last optional steps in Figure 2.2
are omitted. However, if a finishing step is necessary to achieve a flat surface after printing, two
CAD geometries are required. A first, slightly over-dimensioned geometry is used for the printing
process and the extra deposited material is then partly machined away during the subsequent
machining step, where a second geometry with the actual desired shape is utilized.
In the next step, the printing geometry needs to be sliced. This process describes the separation of
the continuous geometry into a discrete amount of layers with specific printing path definitions.
Three different sets of parameters are taken into account during the slicing process. First, printing
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parameters like the number of outer perimeters, the number of fully densified vs. sparsely filled
layers, the infill percentage and angle of the sparsely filled layers as well as the geometry of the
bead cross section have to be defined. In Figure 2.2, the perimeters of the sliced part are illustrated
in blue, the infill of fully filled layers in green and the infill of sparsely filled layers is displayed
in orange. Next, process parameters like the extrusion temperature, the printing bed temperature
or the printing speed need to be specified. Finally, manufacturability constraints have to be
accounted for. Examples here are the maximal layer overhang without support material or the
maximal bridging distance for printed, fully filled layers that are deposited on sparsely filled layers.
Once the geometry is sliced, the resulting machine path information and the process parameters
have to be exported as machine code for the control of the EDAM printer.
Then this machine code can be used to control the printing process and the part is generated
through the layer wise deposition of molten material as described above. For the displayed
autoclave tool in Figure 2.2, a subsequent finishing step is required to obtain a flat and smooth
tooling surface and to depict the curvature of the top surface correctly. With the aid of the printed
geometry and the final geometry, CAM (Computer Aided Manufacturing) software can be used to
generate machine code for the machining step and the printed part can be machined in a CNC
(Computer Numerical Control) mill as depicted in the figure. As an optional last step, coatings can
be applied for appearance or durability reasons.

2.2

Technical Advancements

The name Extrusion Deposition Additive Manufacturing is a process description that has been
established in the past five years. Bevor that time, FFF printers were state of the art that all need
feedstock material in filament form for printing and usually print with extrudate diameters of 0.1
- 0.3 mm. Among a large hobbyist community that used FFF printers mostly for private,
uncommercial purposes, some companies had already developed more professional systems.
Stratasys©, the original inventor of this extrusion based layer by layer additive manufacturing
technology, had marketed professional FDM© production systems like the Fortus 900mc™ and was
extending the build material portfolio to engineering thermoplastics like ULTEM already [2]. The
system features a heated maximum building volume of about 900 x 600 x 900 mm and it was
developed for manufacturing large plastic prototypes and parts [3].
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In 2013, the Oak Ridge National Laboratory (ORNL) pursued the development of the Big Area
Additive Manufacturing (BAAM) system, which was the first large scale EDAM printer. A single
screw extruder was mounted to a three axis gantry to form an extrusion deposition head movable
in space. Instead of using material in filament form, both neat and fiber-reinforced polymers in
pellet form could be molten and deposited within the build volume covered by the gantry [4].
ORNL demonstrated the potential of this scaled up printing technology at the International
Manufacturing Technology Show (IMTS) in Chicago in 2014. In collaboration with Local Motors,
Inc.© and Cincinnati Incorporated©, an electric car was live printed and assembled in less than 48
hours during the conference [5]. In 2016, ORNL and Cincinnati Incorporated© signed a license
agreement for allowing Cincinnati Incorporated© to commercialize the developed technology [6].
Today, the BAAM system is commercially available [7]. It is able to process highly filled fiberreinforced thermoplastics with material output rates of up to 45 kg/hr. and its building volume is
6 x 2.5 x 1.8 m, so large components can be printed with the system [8]. A mechanical tamper
around the nozzle compacts the extruded material and enables a better layer adhesion [9]. Figure
2.3 illustrates the dimensions of the BAAM printer and its components.
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Figure 2.3: Illustration of the BAAM system. A pellet-fed single screw extruder with 4 heating
zones (2) is mounted to a gantry system (3), which is enclosed in a printing chamber (1) and can
be controlled at a control station (4) [8]. The image was reproduced with kind permission from
the Society for the Advancement of Material and Process Engineering.
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Another manufacturer that developed a large scale EDAM system is Thermwood Corporation©.
The company designed the Large Scale Additive Manufacturing (LSAM) system, which also
features a single screw extruder on a gantry system. In contrast to the BAAM system, the LSAM
printer has also a second gantry with a CNC router, so a part can first be printed near net shape
and then machined to size without the need to move and reposition the printed part. Furthermore,
one part can be printed and another one machined at the same time. With the LSAM system,
Thermwood Corporation© aims at even higher material output rates than the BAAM system. With
a 70 mm extrusion screw, the LSAM system can reach extrusion rates of up to 500 lb/hr. (227
kg/hr.). The maximum available printing build volume can reach the dimensions of 30.5 x 3 x 1.5
m. In contrast to the BAAM system, the LSAM printer operates with a compression wheel that
compacts the extruded material and allows for a better layer adhesion and precise bead dimensions.
It automatically follows the print path tangentially during the printing process [10]. Figure 2.4
depicts the LSAM system [11].

Figure 2.4: The LSAM system in the 20 ft. (6m) configuration [11]. The image was reproduced
with kind permission from Thermwood Corporation©.
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In addition to the development of extrusion based printer and the related significant advancements
in size, technical progress has also been achieved in terms of the material systems that can be
printed with the FFF method. While the BAAM and LSAM system aim at processing
discontinuous fiber-reinforced thermoplastics in pellet form, printers have been developed that are
able to print continuous fiber systems. With the focus on improving stiffness and strength of
printed parts, the company MarkForged© developed the first continuous carbon fiber printer
MARK ONE™ that is based on the FFF technology. Today, the company has extended their
portfolio and offers both an industrial and a desktop series of different continuous fiber printers
[12].

2.3

The Composite Additive Manufacturing Research Instrument (CAMRI)

At Purdue University, an EDAM printer was developed as well, the Composite Additive
Manufacturing Research Instrument (CAMRI). It is illustrated in Figure 2.5 [13].

Figure 2.5: The Composite Additive Manufacturing Research Instrument [13]
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Unlike the large EDAM systems presented in the last section, the CAMRI is a custom designed
mid-scale EDAM printer that was designed and built by Purdue University’s additive
manufacturing team in a group effort. In contrast to the previously presented large scale printers,
the CAMRI is a mid-scale EDAM printer that targets material output rates of around 2 – 5 kg/hr.
Also, the general design is different. The utilized one inch 24:1 single screw extruder is not moved
in space on a gantry system, but it rests stationary on a frame. Long discontinuous fiber (LDF)
reinforced material in pellet form is starve fed with a volumetric feeder and the material is melted
and conveyed with the single screw extruder. After a right angle turn, the material is deposited on
a heated printing bed, which is mounted to a 3-axes moving table. Through the controlled
movement of the table in space, parts can be printed. A melt pump was implemented that allows
the precise control of the material output which is required for reliable prints. In addition, an air
cooled mechanical tamper mechanism was added as well. Similar to the tamper in the BAAM
system, it compacts the extruded material right after deposition and improves the adhesion between
the deposited layers. In Table 2-1, the detailed specifications of the CAMRI system are listed.
Table 2-1: Specifications of the CAMRI system
Component/Feature
Extruder
Extruder screw
3D moving table
Gear pump
Material feeder
Material tamper
Material Output
Build volume
Maximum temperature extruder
Maximum temperature printing bed
Maximum table movement speed

Description
Randcastle© single screw 1” 24:1 extruder
MD Plastics© Posi-MeltTM screw for reduced
fiber attrition
Custom configuration, Velmex© linear guides
with ball screws powered by brushless servo
motors
PSI© Extrusion Gear Pump, heavy duty
construction, model 12/12
IPM Systems volumetric feeder, model FD89
Custom built design, regular vibrating
frequency 25 Hz
2 – 5 kg/hr.
0.5 x 0.5 x 0.5 m
425°C
250°C
12 m/min

The whole control system was custom developed by Eduardo Barocio (ebarocio@purdue.edu) in
the program LabView©. It comprises some unique control features. The material feeder is linked
to the RPM of the extruder to automatically feed the correct amount of material. The same is true
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for the gear pump. A closed control loop controls the RPM of the extruder and ensures that the
inlet pressure at the pump is always within the correct operation range of the pump. In addition, a
Dynamic Extrusion Control feature was developed and implemented. When the moving table runs
into a corner of a part during the printing process, it has to deaccelerate, change the printing
direction and accelerate again to the nominal printing speed. Consequently, the average speed is
below the regular printing speed during this reorientation. Since the material output is adjusted to
this regular speed, too much material is extruded for the distance covered in this case and material
accumulations evolve. The Dynamic Extrusion Control allows to look ahead in the machine code
before its execution. A program computes the average table speed based on the future code and
informs the control of the extruder to slow the RPM down if there is a change of printing direction.
Both the machine dynamics of the extruder and the response lag of viscous material effects can be
accounted for in this process. In this way, the Dynamic Extrusion Control allows to adapt the
material output to the average table movement speed, which avoids the accumulations mentioned
above. Finally, a graphical user interface was generated that allows the combined control of the
described features. Furthermore, sensor data from thermocouples can be monitored and recorded.
In contrast to the large scale EDAM systems, the CAMRI was not developed as a production
machine, but as a scientific instrument. Therefore, the setup with a stationary extruder was chosen.
It requires a disproportionately large printer for the resulting build volume, but it also enables a
simple addition of e.g. temperature sensors and monitoring equipment like HD cameras or a
thermal camera. All of these sensors would have to be moved with an extruder on a gantry system,
which means a more complicated implementation.
The CAMRI system was designed to print high temperature thermoplastics like polyphenylene
sulfide (PPS), polyethylenimine (PEI) or even Polyether ether ketone (PEEK) with discontinuous
fiber contents of up to 50wt.%. It was built to provide a platform for studying the EDAM process
and its physical phenomena. In addition, it is used to characterize thermal conditions during the
printing process and it also serves as a validation tool for process simulations.

2.4

Utilization of Fiber-Reinforced Materials

In the development of large scale EDAM systems, the utilization of fiber-reinforced materials
played a significant role. This topic is discussed in detail by the paper of Love et al. [14]. It is
shown that the addition of short carbon fibers to acrylonitrile butadiene styrene (ABS) can enhance
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both the stiffness and strength of printed parts significantly. However, the performance is strongly
direction dependent. While in the direction of the printed beads the strength and stiffness could be
increased significantly, the out of plane strength in the stacking direction was just about 50% of
that of the unreinforced material, indicating a worse bond between the extruded beads. More
importantly for the development of large scale EDAM printers, the authors found that the added
carbon fibers reduced the coefficient of thermal expansion parallel to the printing direction by
more than an order of magnitude. Furthermore, the thermal conductivity of the printed material in
this direction was more than twice the value of the neat ABS. For the extension of the printing
technology to the large scale, these changes have profound effects. First, based on the increased
thermal conductivity, thermal gradients inside of the deposited material during a printing process
are reduced. Since thermal gradients promote part distortions, a reduction aids an accurate print of
larger parts. In the same way, the significantly lower CTE in the printing direction reduces the
accumulated strain, which minimizes part distortions as well. Finally, the increased stiffness due
to the fibers enhances the part in the printing direction and lowers deformations that are caused by
internal stresses that evolve. Figure 2.6 illustrates the consequence of these material property
changes. While there is significant warpage for the white bar printed from neat ABS, the
deformation of the black bar produced with 13wt.% carbon fiber reinforced ABS is negligible [14].

Figure 2.6: Comparison of the warpage of a 13wt.% carbon fiber/ABS bar (black) with a bar
printed from neat ABS (white) [14]. The image was reproduced with kind permission from
Cambridge University Press.
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As already mentioned above, the mechanical performance of parts printed with carbon fiber
reinforced materials like ABS is very dependent on the direction. The main reason for this
increased part anisotropy is the shear alignment of the short fibers during the printing process.
Figure 2.7 depicts a typical microstructure of a printed bead from a material with fiber
reinforcements. Also, the characteristic local orientations are illustrated that are utilized in this
work for the description of the material properties. When looking at a cross section of the bead,
most fibers appear as circles indicating a strong fiber alignment parallel to the bead direction. At
the same time, when one observes a plane cut parallel to the bead direction, a majority of fibers lie
in this plane.

direction
Printing direction

3

Transverse in-plane

Material

,: !

I
Figure 2.7: Illustration of the microstructure of a printed bead from fiber reinforced material and
the resulting local material direction for the definition of the anisotropic material properties.
As for traditional continuous fiber materials, the orientation of fibers determines the mechanical
behavior, which explains the strong increase of both stiffness and strength in the printing direction
compared to the unreinforced material as observed by Love et al. [14]. However, the fibers hinder
the bond formation between deposited beads in the transverse directions, which explains a reduced
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strength in these directions. Not only the mechanical properties of the printed, fiber reinforced part
are anisotropic, but the overall part behavior, including thermal properties, the flow behavior
during the extrusion and deposition process as well as the shrinkage characteristics during the
cooling process of the material. This explains the changes in thermal conductivity and CTE parallel
to the printing direction compared to the neat material as discussed above, caused by the carbon
fibers. At the same time, the shrinkage behavior and thermal conductivities in the directions
transverse to the bead direction are dominated by the utilized polymer.
While the addition of carbon fibers was beneficial for an easier scalability of the EDAM process,
it complicates the correct description and characterization of printed parts. In general, printed parts
show an anisotropic part behavior even for unreinforced materials due to the resulting
mesostructure of the part, which is governed by the layer patterns during the printing process. The
added fibers increase the degree of anisotropy since they cause the printed bead itself to be
anisotropic, compared to the anisotropic architecture of isotropic beads for an unreinforced
material. Favaloro et al. [15] investigated and discussed the anisotropy of a printed bead for
different microstructural assumptions. This increased degree of anisotropy has to be accounted for
in an accurate description of the printed material as it defines both the correct characterization
procedures and the modeling of the fiber reinforced, deposited material.

2.5

Mechanical Performance of Printed Parts

This section gives a detailed summary of the mechanical performance of printed parts that were
produced with the EDAM method and the FFF technology respectively. Hereby, the focus is on
tensile properties of parts that were printed with fiber-reinforced polymers. While the results are
shown and discussed based on graphs in this section, a summary of the data in table form can be
found in the Appendix A in the tables Table A-1 - Table A-3. The illustrated data and the
underlying discussion in this section was already presented in a reduced form at a conference [55]
and it is also part of a submitted paper [56].
A large majority of the published work in the field of EDAM or FFF with fiber reinforced materials
describes the creation or investigation of a fiber reinforced material and the subsequent comparison
of printability and mechanical performance of the printed parts in contrast to their unreinforced
counterparts. Here, most papers utilize short fibers as reinforcing phase [14], [16]–[31]. In addition,
fibrils [32], [33], nanofibers [34]–[36] and even continuous fibers [37]–[46] were considered. A
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majority of the work employs thermoplastic polymers like Nylon, polylactic acid (PLA), ABS,
PPS and PEI as matrix materials, however, a few papers [23], [27], [31] also extended the classical
FFF process to modified fiber reinforced epoxy resin systems.
Additionally to the utilized material system, the processing conditions and the printing parameters
are important factors as well that determine the final mechanical performance of a printed part.
For the interpretation of the data presented in this section, this needs to be considered since the
data may not follow simple volume fraction trends. Example parameters are the extrusion
temperature of the molten material, the bead size or the passed time between the depositions of
adjacent beads during a print. This importance of processing conditions and printing parameters is
illustrated and discussed by Ning et al. [30]. However, a detailed discussion of process conditions
and printing parameters would go beyond the scope of this section. Instead, the presented
information is supposed to give a general overview of the performance in order to discuss current
limitations of the FFF and EDAM technology with reinforced material. Furthermore, this overview
helps to define useful application areas for this technology and as a result, the main application
area of tooling is introduced and discussed in the next section.
A summary of mechanical tensile properties for discontinuous fiber reinforced material systems
loaded parallel to the printing direction is illustrated in Figure 2.8. The tensile moduli were plotted
over the tensile strength for various different material systems. For clarification, the loading case
is depicted in the upper left corner. As discussed in the last section, the fibers align mostly parallel
to the printing direction, so they are drawn horizontally parallel to the beads.
When studying Figure 2.8, two main regions of different mechanical performance can be observed.
The first one includes material systems with a tensile modulus below 5 GPa and tensile strengths
between 25 and about 40 MPa. These material systems possess the lowest mechanical
performances that were found for this load case. All of the samples that were tested in this region
were printed on desktop FFF printers. Material systems include short carbon fiber (CF) reinforced
ABS and nanofiber reinforced ABS. A second region is spanned by material systems with a tensile
modulus between 5 and 15 GPa and a tensile strength in the range of about 50 – 70 MPa. Much of
this data comes from samples that were printed on a larger scale EDAM system. Again, mostly
CF/ABS was investigated, but other CF reinforced thermoplastics like PEI or PLA fall in the same
region as well. In addition to these two regions, a few outliers are present as well. The largest
tensile modulus of 26.4 GPa was observed for a 50wt.% CF reinforced PPS printed with the
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CAMRI system at Purdue University [16]. The greatest tensile strength was found for a PEI
material with 4.7wt.% of carbon nanotubes [35]. However, most of the summarized data falls in
the two different regions that were discussed.
When comparing the overall mechanical performance of the printed material systems to the one of
aircraft-grade aluminum, it is clear that the printed fiber reinforced material systems have clearly
inferior mechanical tensile properties compared to aluminum [47]. This can be concluded despite
of the fact that most fibers are aligned parallel to the loading direction and high fiber contents of
up to 50wt.% were investigated. However, the fiber lengths are short. The extrusion process during
EDAM can induce significant fiber attrition which reduces the fiber aspect ratios and thus the load
carrying ability of the fibers. Additionally, usually included voids and printing defects cannot be
avoided during most prints. It is expected that these discontinuities act as stress concentrators that
cause a premature failure of the printed samples.
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Figure 2.8: Summary of tensile data for printed, discontinuous fiber composites loaded parallel
to the printing direction. Data marked with a star (*) was obtained graphically.
When analyzing mechanical data of printed specimens, one also has to be aware that it is quite
challenging to determine the correct cross section of the samples for the computation of the
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strengths and the moduli. Since the material is extruded with circular to elliptical cross sections,
voids usually form between the deposited beads. Furthermore, if the cross sections are measured
with a caliper at the most outer points of the beads and rectangular cross sections are assumed for
simplification, the cross sections are overestimated. Consequently, based on the overvalued load
carrying areas, both the tensile moduli and strengths are underestimated. Hence it can be assumed
that for most data presented in Figure 2.8, the actual mechanical properties are greater. However,
these discrepancies are not expected to exceed 10 – 20 % of the values currently shown, so the
conclusion drawn with respect to a comparison to aircraft aluminum is not altered.
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Figure 2.9: Summary of mechanical properties for printed, discontinuous fiber composites
loaded transverse to the printing direction. Data denoted with a star (*) was extracted
graphically.
Figure 2.9 provides a summary of mechanical tensile properties collected for discontinuous fiber
systems loaded transverse to the printing direction. As it can be seen in the sketch in the upper left
corner, now the load is not aligned with the beads and the oriented fibers, but the bonds between
the beads are loaded. As a consequence, the resulting overall mechanical performance is
significantly lowered compared to the data parallel to the printing direction. When studying the
data in Figure 2.9, the two epoxy material systems achieve with about 45 MPa a much higher
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strength than most of the fiber reinforced thermoplastic materials, which are in the range of only
5 – 15 MPa. Only a CF reinforced PLA reported by Ferreira et al. [29] achieved a similar strength
of 35.4 MPa. It is expected that the reason for the higher strengths of the epoxy systems is
originated in the wetting process during printing. Due to the lower viscosity of the epoxy compared
to the thermoplastic matrices, deposited material wets previously laid down material more easily,
resulting in a larger contact area and thus a stronger bond.
For a majority of the more commonly used thermoplastic materials, with tensile moduli ranging
between 1 and 3 GPa and tensile strengths below 15 MPa, the mechanical properties are very
limited and even inferior to the properties of the neat materials. As already mentioned in section
2.4, while the fibers reinforce the material parallel to the printing direction due to their preferred
orientation, they obstruct an effective bond formation between the beads in the transverse
directions and thus they limit the mechanical properties significantly in these directions. A very
similar mechanical performance can be found for very different material systems in Figure 2.9. A
20wt.% reinforced ABS material achieves about the same tensile properties than a high
performance PPS material with 50wt.% of carbon fibers. This leads to the conclusion that the
material system itself is not the most important factor that drives the transverse mechanical
performance. Instead, the quality of the bond is determined by process conditions, which especially
include the extruded material temperature at deposition and the layer time for this case. The longer
the material is held at elevated temperatures that promote the healing process between adjacent
beads, the stronger is the bond that can form [48], [49]. This underlines the importance of the
process conditions and the printing parameters during the EDAM process as stated above,
especially for the transverse properties. The main conclusion that can be drawn from the results in
Figure 2.9 is that to date the transverse properties of printed composite parts are a key limiting
factor that restricts the use of these parts in structural applications.
Finally, tensile mechanical properties for continuous fiber systems loaded parallel to the printing
direction are summarized in Figure 2.10. As the sketch in the upper left corner indicates, for all
samples the continuous fibers were oriented parallel to this direction reinforcing the samples in the
loading direction. In terms of sample preparation, a few papers investigated samples printed with
a printer from MarkForced© [39], [41], [45], while the majority of the work developed their own
printing heads to process thermoplastic polymers with continuous fibers [37], [40], [43], [44], [46].
Depending on the different processed material systems and the developed printing heads, very
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different mechanical performances could be found. The tensile properties range from a tensile
strength of 31 MPa with a modulus of 1.8 GPa for a printed Nylon material with 4vol.% of Kevlar
fibers [41] all the way up to the strength of 464 MPa and the modulus of 35.7 GPa for a 18vol.%
CF reinforced Nylon [39]. As a general trend, carbon fiber reinforced material systems achieved
the greatest mechanical properties.
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Figure 2.10: Collection of mechanical properties for printed composite parts with continuous
fiber reinforcements, loaded parallel to the printing direction. Data denoted with a star (*) was
obtained graphically. For values marked with two stars (**), the volume fraction was confirmed
with the authors.
To obtain a good mechanical performance, the fiber content in the material systems is of paramount
importance. However, also the quality of the wetting of the fibers in the deposition head is a
fundamental parameter. For instance, Li et al. [40] utilized a developed printing head to print PLA
with a high fiber volume of 34vol.% of carbon fibers. While they were able to reach an acceptable
stiffness of about 24 GPa, their achieved strength of 91 MPa was very low, compared to other
material systems with significantly lower fiber contents. From studying the paper, a poor wetting
of the fibers in the deposition head could be identified as the reason for this low strength value.
Similarly, poor wetting can be named as the reason for the low modulus measured by Yang et al.
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[46], which promoted an early fiber pullout. On the other hand, van der Klift et al. [39]
demonstrated that printed continuous fiber reinforced parts can exceed the strength of aircraft
grade aluminum [47]. The authors used the MARK ONE™ printer by MarkForged© and printed
Nylon reinforced with 18vol.% of carbon fibers.
While several tested materials systems show a promising performance, the maximum fiber content
that can be processed is still a limiting factor. As it can be seen from Figure 2.10, the majority of
published data is for material systems with fiber volume fractions of 10% or less. Furthermore, as
already indicated, a good wetting of the fibers is a challenge. Process improvements in continuous
fiber printing must target these two areas.
In conclusion, the summarized data sets of tensile mechanical properties for printed composite
parts produced with the EDAM or the FFF process demonstrate that these parts are generally still
inferior to aluminum [47]. The implemented fibrous reinforcements increase the degree of
anisotropy significantly. While the material systems have an increased mechanical performance in
the printing direction compared to the neat polymers, the tensile properties in the transverse
directions are on the same level or even lower than for the unreinforced polymers. As a result, the
utilization of printed parts in structural applications is still limited.

2.6

The Application of Tooling

A very prominent initial application for the EDAM process with fiber reinforced materials is to
print tooling and molds for traditional composite manufacturing processes. While it is straight
forward to prints tools for low temperature applications like hand layup or Vacuum Assisted Resin
Transfer Molding (VARTM), also high temperature applications like autoclave curing or
compression molding can be targeted. In addition, the EDAM process can be utilized to print
auxiliary equipment like trimming fixtures for composite manufacturing processes.
Based on the discussion in the last Section 2.5, tools are interesting because they do not require a
high strength. In high pressure processes like autoclave curing or compression molding, certain
loads are present, but they are mostly compressive, which is a more favorable load case for the
printed composite molds than tension. Furthermore, compared to loads supported by traditional
continuous fiber composites in structural applications, the loads in these manufacturing processes
are generally still small.
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Several papers and case studies already exist that investigate and discuss the use of tools and molds
manufactured with the EDAM method. Hassen et al. [8] printed a VARTM tool with the BAAM
system by Cincinnati Inc.© using 20wt.% reinforced ABS, machined it to size and coated the
surface with a traditional tooling gel coat. After completion of the tool, it was used in ten VARTM
processes and then the tool surface was investigated with a 3D laser scanner. The deviations after
the ten manufacturing cycles were found to be on the order of ± 0.03 mm, so the tool possessed a
sufficient durability [8]. Similar studies exist for tools used in other manufacturing processes.
Sudbury et al. [50] printed hand lay-up tools with the BAAM system and deemed these tools
suitable for low production runs of hand laid fiberglass parts. Kunc et al. [51] utilized the BAAM
printer to print autoclave tools from 50wt.% CF reinforced PPS and 25wt.% CF filled
Polyphenylsulfone (PPSU). After a two hour autoclave cycle with 176.6°C (350°F) and an applied
pressure of 6.2 bar (90 psi), the tool surfaces were scanned and compared against a baseline
measurement taken before the curing processes in the autoclave. Deviations of 0.1 mm and less
were found in the part layup area, which were below the maximum allowed tolerance value
indicating a sufficient thermal stability of the printed tools [51].

b)

Figure 2.11: a) Printed autoclave tool for a NACA air inlet duct with cured laminated inlet duct
part, b) Two sided compression molding tool with a molded Purdue P part.
Efforts at Purdue University target the application of tooling as well. Utilizing the CAMRI system,
50wt.% CF reinforced PPS is used to print tooling and molds for high temperature applications
like autoclave cure and compression molding. Two of the printed tools as well as the manufactured
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composite parts produced with these tools are illustrated in Figure 2.11. The NACA air inlet duct
in part a) of the figure was laid up on the printed tool with woven carbon fiber thermoset prepreg
material and cured for two hours in the autoclave at 180°C and a pressure of 5.5 bar (80psi).
In attempts to explore the load-carrying capability of the printing material in a high temperature
environment, the two sided compression molding tool in Figure 2.11b) was printed. Platelets of
about 10 x 10 mm were cut from the same woven CF prepreg, placed and heated inside of the
closed mold in an oven at 180°C and then compression molded in a press with a pressure of about
24 bar (350 psi). In this way, the Purdue P depicted in Figure 2.11b) was successfully molded with
the printed tool.

Figure 2.12 Two sided pin bracket compression molding tool with molded pin bracket part.
After implementation of the mechanical tamper to the CAMRI system for bead compaction during
the printing process, more intricate shapes could be printed and machined due to a reduced void
content in solid sections of the printed part. As a consequence, more complex tools like the two
sided pin bracket compression molding tool depicted in Figure 2.12 were manufactured. The pin
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bracket in the figure was molded at 150°C and a pressure of approx. 17 bar (250 psi) using platelets
cut from unidirectional prepreg material.
A key area of interest is the durability of these printed tools. How many parts can be produced
with a printed tool, especially when it is subjected to greater compression molding pressures? How
does the performance change over time? Is there significant accumulating creep that deforms the
tools over time and limits their use? While Barocio et al. [1] measured the deformed shape of the
NACA duct autoclave tool with a 3D laser scanner and found acceptable deviations within ±
200 μm after an autoclave cycle, the investigation of the long term performance is still ongoing.
This is especially interesting for compression molding tools due to the greater subjected pressures.
To date, about ten pin brackets have been molded with the tool in Figure 2.12 and no visible
deterioration of the tool or a reduced quality of the molded parts could be observed. Therefore, it
can be assumed that depending on the maximum pressure, printed composite compression molding
tools are suitable for prototyping or low series production, which implies that the same conclusion
can be drawn for autoclave tools exposed to lower pressures.
Additively manufactured tools and molds possess some significant advantages over traditional
tools for composite materials, which makes the EDAM technology very interesting for the
composite industry. One of the main benefits is the rapid availability of printed molds. With a
minimal amount of waste, the tools can be printed near net shape without the need for a tooling
master and then they are machined to get the correct size and obtain smooth tooling surfaces. For
the NACA duct tool in Figure 2.11a), the whole manufacturing process including printing,
machining and coating took less than a day. The papers mentioned above [8], [51] discuss similar
time savings in tool production time. If one considers that the lead time for traditional metal or
composite tools can be weeks to months, a production time of hours to days means a major
improvement and has the potential for significant cost savings [52]. This is especially beneficial
for prototyping or the development phase of a tool where design iterations need to be available in
a timely manner. Printed tools are lighter than their metal counterparts and they can be printed
sparsely filled to further save material and weight. Another advantage of printed tools is the
potential tailorability of their coefficients of thermal expansion. As previously discussed in section
2.4, a majority of short fibers shear-align parallel to the printing direction during the printing
process. Since the CTE of carbon fibers parallel to their longitudinal axis is very low, the CTE of
the printed CF reinforced material in the bead direction is significantly reduced compared to the
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two transverse directions. This means that the in-plane expansion behavior of printed molds can
be designed according to specific needs by controlling the print trajectory for each of the deposited
layers. For instance, if the tolerance of a composite part in a certain direction is crucial, the
corresponding tool can be printed with beads mostly aligned in this direction to minimize the tool
expansion during the curing process and thus the deviation from the designed shape.

Physical Phenomena in the EDAM Process

2.7

In order to simulate and model the EDAM process and predict resulting internal stresses and
deformations for printed parts, the involved physical phenomena have to be thoroughly studied
and understood. Since this understanding is essential, a detailed description and discussion of the
physics occurring in the EDAM process is provided in this section. This discussion was already
presented elsewhere [53], [54].

Solidification behavior:

Flow and fiber orientation:

■ Viscous suspension flow
Cool down
• Flow and fiber orientation
• Viscoelastic behavior
mutually dependent
■ Gravity effects
• Crystallization kinetics
■ Shrinkage
Bond formation:
• Residual stresses and
■ Fibers affect surface
deformations
tensions and necking
■ Effect of crystallization
■

Material Flow

Nozzle

Relative Movement

Deposited Material
Printing Bed
Figure 2.13: Illustration of the EDAM process and its occurring physical phenomena
In Figure 2.13, a sketch of the EDAM deposition process is depicted. Three main areas of physical
effects can be identified. First, the flow characteristics and fiber orientation in the material
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determine the material behavior in the molten state in the nozzle during the extrusion process and
right after leaving the nozzle during the 90 degree deposition turn onto the printing bed. Next,
while the material is in this molten state, a bond to adjacent beads can form defining the mechanical
properties in the transverse directions. Finally, the material solidifies and internal stresses build up
as it deforms during this process. In the next paragraphs, each of these stages during the EDAM
process is described in detail accounting for the special material characteristics of the targeted fiber
reinforced thermoplastic material systems.
In the molten state, the highly fiber filled polymeric material systems of interest behave as a
viscous fiber suspension fluid. This means that the flow behavior and the fiber orientation in the
molten material are strongly coupled. On the one hand, the fibers get oriented in the flow field of
the material mostly due to shear alignment and the converging zones in the nozzle of the printer.
On the other hand, the fiber orientation strongly affects the viscosities of the anisotropic flow field.
The extensional viscosity is by orders of magnitudes greater parallel to the fiber direction than in
the transverse directions [55]. Consequently, as the viscosities describe the resistances of a material
against a deformation in the molten state, the fibers affect the flow field as well. When the material
leaves the nozzle, there is an abrupt pressure drop on the surfaces of the extruded material bead,
which causes die swell effects with related fiber orientation changes. Furthermore, the 90 degree
deposition turn is also expected to have an important effect. The turning radii on top and the bottom
of the bead are different, so dissimilar shearing rates are applied to the molten material during the
turn which are likely to affect the resulting fiber orientation as well. It needs to be pointed out that
it is important to accurately model or measure the final fiber orientation state as it is a crucial
parameter for the overall properties of the printed composite part. Therefore, the discussed effects
and the characteristic of the material as viscous fiber filled fluid should be accounted for in flow
simulations of the EDAM process.
When the hot and molten material comes in contact with previously deposited material on the
printing bead, local heat exchange causes the already laid down and partly cooled material to be
reheated and remolten. In this time period when material of both beads is molten, a bond can form
between them. Sun et al. [49] divide the bond formation process in three phases. First, during
contact, the molten material wets and reheats previously laid down material. Then, based on the
surface tension of the material and the viscosity transverse to the printing direction, the beads
coalesce and form a neck in between them. Finally, when the resulting interface is at exposed
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temperatures for a sufficient time, interdiffusion of polymer chains can occur through this interface
and a randomization of the polymer chains takes place to form a bond. This process was defined
for unreinforced polymers [49]. However, fiber reinforcements are expected to have a significant
influence on the formed bond as indicated by the limited transverse tensile properties presented in
section 2.5. This influence needs to be characterized and accounted for in a process simulation that
models the bond formation. Fibers increase the viscosity transverse to the beads [55] and are
expected to impede the wetting and neck formation process. Furthermore, they are assumed to
have a strong influence on the surface tension as well. During the final interdiffusion process of
polymer chains, the fibers are obstacles for the diffusion and randomization and thus they can
hinder an effective fusion of two deposited beads. A crucial parameter for a good bond is the time
the material is exposed to elevated temperatures [56]. The greater this time is, the higher is the
probability for a strong bond. This observation is based on the fact that the polymer viscosity is
strongly dependent on temperature. Only at elevated temperatures after extrusion, the viscosity is
low enough to effectively wet adjacent beads. Additionally, the molecular mobility is also linked
to temperature. At lower temperatures, the mobility of the polymer chains decreases, which slows
the diffusion and randomization process. Finally, for semi-crystalline polymers, yet another effect
needs to be considered for the bond formation process. As soon as a semi-crystalline polymer starts
to crystallize at the interface between two beads, the viscosity increases by several orders of
magnitude and any further bond formation is abruptly stopped.
Lastly, the deposited material comes to a rest and starts to cool down, which initializes the
temperature driven solidification process. The simulation of this solidification process is the main
focus of this work in order to obtain resulting residual stresses and deformations. The transient
heat transfer is governed by convective and radiative heat losses on external surfaces of the printed
structure. In addition, thermal contacts form between adjacent beads as well as between the
material and the heated printing bed. In conjunction with the anisotropic conductive properties of
the fiber reinforced material, they drive the distribution of the continuously added heat in the part
and influence the cooling process. In the case of short layer times that do not allow previously
deposited material to cool down sufficiently to build up stiffness, the material can sag under its
own weight. If these gravity effects become extensive, an ongoing print cannot be concluded
successfully. During the cooling process, the deposited material transitions from a viscous fluid to
a viscoelastic solid. Simultaneously, the time and temperature dependent relaxation moduli evolve
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defining the thermoviscoelastic constitutive relationship of the composite material. In the case of
a semi-crystalline polymer, the transition from the fluid to the solid phase with the related evolution
of material stiffness is governed by the crystallization process. As a consequence of the
temperature dependent CTE of the material, it shrinks as it is cooling down. Since the material
stiffness is developing at the same time and the deposited material is constrained by formed bonds
between the beads, internal stresses start to build up. Due to the viscoelastic nature of the polymeric
material, a part of these stresses relax out or are released through deformations. For a semicrystalline polymer, the crystallization process also imposes crystallization strains on the material,
which induce additional stresses and part deformations. The added fibers do not only affect the
thermal and mechanical properties of the material, but they also restrict both the thermomechanical
and the crystallization shrinkage parallel to the bead direction, while the transverse directions are
not significantly influenced. Consequently, based on the fiber reinforcement on the microstructure
level and also the layer deposition patterns of the beads on the hierarchy of the mesostructure, the
overall behavior of these simultaneously occurring physical phenomena is anisotropic.
The presented discussion of the physical phenomena occurring in the EDAM process emphasizes
the complexity of this 3D printing technique. The modeling of the process is complicated by the
fact that the material is anisotropic and that most of the physical phenomena are coupled and affect
each other. Therefore, for the development of a trackable modeling strategy, appropriate
simplifying assumptions have to be made and suitable models have to be utilized to describe the
phenomena. Nevertheless, the physical phenomena and their interactions need to be fully
understood and characterized.

2.8

Past Work on Modeling the EDAM Process

After introducing the physical phenomena of the EDAM process in the last section, this chapter
summarizes published work on modeling the EDAM method or parts of it. Since the focus of this
thesis is the simulation and prediction of process induced residual stresses and resulting part
deformations of printed parts, this review section concentrates on the solidification behavior and
the simultaneous development of stresses and deformations. For a summary of past modeling work
in the other two areas flow and fiber orientation as well as bond formation, the reader is referred
to two summary publications that were written on this topic [53], [54]. These publications also
include the literature review presented in this section.
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The combined material behavior after deposition is governed by the imposed thermal history of
the material which is defined by the transient cooling process. Due to its importance, many papers
focus on describing and modeling the heat transfer process. Work that is targeting the whole
solidification process including the evolution of residual stresses and deformations is still rare.
Since the EDAM or FFF process with fiber reinforced polymers is a relatively novel application,
a majority of the published work focuses on unreinforced polymers. Nevertheless, accounting for
the anisotropy of the fiber filled materials, developed methods and strategies in these papers can
potentially be extended to anisotropic materials.
2.8.1

Thermal Modeling

Yardimci and Güceri [57] were one of the first to describe the characteristics of the FFF process
and the importance of modeling the heat transfer process. The authors developed a 1D
methodology modeling deposited material beads as one-dimensional grids. The heat losses with
the environment as well as interactions with neighboring beads were modeled by including sink
terms in the governing enthalpy equation. On open ends of the deposited beads, convection
boundary conditions were considered. The printing process was then portrayed with multiple
evolving grid blocks, based on the print trajectory. For spatial and temporal discretization purposes,
the finite volume method was employed. This developed formulation was utilized to predict a
temperature dependent bonding potential between adjacent beads for different convective heat
transfer coefficients. While this first publication focused on single or multiple filaments, a more
detailed 2D deposition model is described in a later work [58] to model the temperature distribution
in a cross section through a printed part. A 2D quasi steady state advection conduction equation
was utilized in the reference frame of the moving extruder nozzle. Again, the heat transfer to the
environment and the previous layer was described with heat sink terms. A three layer cross section
was discretized with the finite volume method. Utilizing a non-dimensionalized form of the 2D
equations, the effects of different Peclet and Biot numbers on the resulting temperature
distributions in the cross section were modeled and discussed. Furthermore, effects of two different
materials with different conductivities were investigated for two dissimilar stacking sequences
where both materials were present [58].
Several authors developed analytical heat transfer models for the FFF process in order to model
the temperature history for bond strength predictions. A 2D heat transfer model was developed by
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Thomas and Rodriguez [48]. A cross section of a single bead wall was modeled consisting of four
rectangular beads. Convection boundary conditions were considered on the outer boundaries of
the wall, while thermal resistances between the beads were neglected. The resulting governing
equation was solved for the temperature averaged over the width of the beads. Bellehumeur et al.
[56] utilized a 1D lumped capacity heat transfer model originally reported by Li et al. [59] for their
bond formation simulations. The model assumed a thermally thin bead, so a constant temperature
throughout the cross section. A single bead was modeled as a one dimensional brick with an
elliptical cross section. The printing direction was the direction of interest, where the reference
coordinate system was chosen to be moved with the extrusion deposition head. Sun et al. [49]
compared both the 2D model from Thomas and Rodriguez [48] and the 1D model from Li et al.
[59] with experimental data. According to their results, the 1D model provided at better prediction
right after the extrusion of the material at elevated temperatures, while the 2D model resulted in a
better estimate at lower temperatures.
Compton et al. [60] showed that a 1D finite difference heat transfer model can be sufficient to
predict the temperature evolution of a simple printed part like a wall in the EDAM process. The
authors developed the heat transfer model by proposing infinitely long beads with finite
dimensions in the transverse direction. Due to an assumed constant temperature through the
thickness of the wall, conduction was only allowed in the vertical direction. On free surfaces, both
radiative and convective heat losses were considered. New layers were assumed to be deposited
instantaneously. Based on a comparison to the thermal history measured with a thermal camera,
the transient vertical temperature history of a printed wall could be accurately predicted with this
model as illustrated in Figure 2.14. The authors further utilized it to define a critical maximum
layer time that was not to be exceeded if cracking or excessive warping of the part was to be
avoided.
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Figure 2.14: Comparison of the temperature history of a printed wall to the 1D model predictions
[60]. The image was reproduced with kind permission from Elsevier.
Costa et al. [61] developed an interesting approach to model the transient heat transfer of simple
3D parts in Matlab©. An analytical methodology was derived that assumed deposited beads as
circular filaments of constant cross section and length. The temperature was assumed to be
constant across the bead cross section. While both thermal contacts with other beads as well as the
printing bed and convective heat losses were modeled, conduction within the material was
completely neglected. In a second publication [62], the implementation of this approach was
explained in detail and heat transfer results were illustrated for a few simple 3D parts. The
simulation of a 3D geometry was enabled through a spatial and a temporal discretization of the
filaments and the deposition process respectively and a subsequent application of the analytical
solution to each of the bead elements.
The papers and publications that were presented thus far derived different methodologies to
describe and model the heat transfer process during the EDAM or FFF process. Without going into
too much detail, more of these publications exist. For example, Costa and coauthors [63] analyzed
different parameters of the heat transfer problem like the effects of convection or thermal contacts
regarding their significance for the analysis. Pooladvand and Furlong [64] developed a 3D heat
transfer model in cylindrical coordinates and modeled the temperature history of a printed cylinder.
However ultimately, the material solidification process with the ongoing development of internal
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stresses and the simultaneous deformation of the printed part is of interest. For simulation of these
phenomena, the heat transfer models presented are of limited value due to their reduced complexity
and restricted applicability to real 3D parts.
2.8.2

Residual Stresses and Deformations

While the number of papers on the heat transfer process of the EDAM and FFF method are quite
numerous, only a limited amount of publications exists that consider evolving internal stresses and
part deformations. A couple of papers [65], [66] were found that impose rigorous assumptions for
the printing process and derive a thermoelastic analytic solution to predict the warp deformations
of printed thin plates. These assumptions include an instantaneous deposition of printed layers as
a whole imposing a certain strain on the structure, no stress accumulations during cool down
between the melt temperature and the glass transition temperature and a rapid cooling process of
the material below the glass transition temperature. The authors were able to predict qualitatively
correct deformation states of the considered thin plates. Nevertheless, this methodology cannot
easily be extended to more complicated geometries.
For capturing the full complexity of a realistic printed part process in terms of both the heat transfer
and the subsequent mechanical analysis, numerical Finite Element Analysis (FEA) tools are
required. To the best knowledge of the author, Zhang and Chou were the first to develop a 3D FEA
analysis to model the FFF process [67]. They utilized the element activation/deactivation function
in ANSYS© to depict the printing process through a stepwise activation of an initially inactive
mesh according to a predefined printing path. Elements were activated at the extrusion temperature
with an initial zero stress state and then subjected to environmental convection heat losses and
related thermomechanical shrinkage. Figure 2.15 illustrates an activated element and the resulting
temperature distribution. Furthermore, once activated, both thermal and mechanical interactions
with the already activated elements were considered.
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Figure 2.15: Temperature distribution of a newly activated element during the simulated printing
process [67]. The image was reproduced with kind permission from the American Society of
Mechanical Engineers (ASME).
After activation of the whole mesh, the simulated part was cooled to room temperature and a
displacement constraint was removed to model the part removal process off the printing bed. The
authors used this coupled thermal and mechanical FFF simulation to investigate the effects of
different printing paths (activation orders) on the resulting residual stresses and the part
deformations of a simple 3D plate geometry. In a later publication [68], the same authors employed
their methodology to conduct a design of experiments to investigate the importance of different
printing parameters on the final residual stress state and plate deformation. The effect of different
layer heights, printing speeds and bead widths plus their interactions were analyzed with an
Analysis of Variance (ANOVA) procedure. For the buildup of the residual stresses, the printing
speed and the layer height could be identified as the most significant parameters. In printing
experiments, plates with different bead widths and layer heights were printed. As the predicted
residual stresses, the measured maximum distortions grew with increasing bead width and layer
height, so a correlation could be found. However, a quantitative comparison of the plate
deformations was not yet provided [68].
Hebert et al. [69] utilized MSC© software to model the FFF printing process for a neat ABS
material. Considering a temperature dependent Young’s modulus and CTE as well as a constant
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specific heat and conductivity, both a thermal and mechanical simulation were conducted to
simulate the final warped shape of the part. The authors found that the choice of selected tool path
had a significant influence on the maximum predicted deformation of the printed parts.
In a recent case study, it was demonstrated by Kutub and Lietaer [70] that the Digimat-AM©
software can be utilized to help design a printed tool. The authors simulated the FFF tool path
informed printing deposition process and solved the coupled thermomechanical problem to get
internal stresses and the tool deformations. The material properties and included heterogeneities
were modeled with micromechanics homogenization based on the local tool path. The comparison
of the predicted part warpage with the scanned shape of a printed tool yielded a similar deformation
in distribution and magnitude.
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Figure 2.16: Resulting final distortion (left) and residual stresses induced by the modeled
printing process of the car chassis (right) [71]. The image was reproduced with kind permission
from the Society for the Advancement of Material and Process Engineering.
The most mature paper on modeling the EDAM process for a full sized part was published by
Talagani et al. [71]. The authors developed a FEA methodology to model the printing process of
a car chassis made from a short fiber reinforced ABS material. The geometry was represented by
a voxel mesh, which was build based on the machine code for the printing process. The deposition
process was simulated by a stepwise activation of these elements. The preferential orientation of
the short fibers was accounted for by defining local material orientations based on the orientations
of the machine code data and applying local orthotropic material properties. These material
properties were determined using homogenization informed by reverse engineered constituent
properties. The thermal and mechanical analyses were strongly coupled by utilizing a temperature
field measured during the real print to inform the mechanical analysis. Furthermore, the thermal
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portion of the analysis was validated by comparing the predicted results to measured temperatures
for a printed wall. The combined simulation tool set was then used to compute residual stresses
and the deformation of the car chassis as illustrated in Figure 2.16 [71]. In addition, linear fracture
mechanics were implemented to simulate interlaminar crack growth between the printed layers.
The simulation was able to identify critical areas where failures had been observed during real
prints. However, the paper presents no validation of the predicted results [71].
2.8.3

Current Modeling Limitations

The literature review presented in this section illustrates that the number of publications about the
simulation of the EDAM or FFF process is still limited. A majority of papers solely investigate the
heat transfer process of this printing method and utilize simplified reduced order models to predict
temperature histories of the deposited material. However, for the realistic prediction of residual
stresses and part distortions, these simplified models are not useful. Instead, full 3D FEA models
need to be employed. Several publications exist that simulate the FFF method considering the
thermomechanical material behavior to predict stresses and deformations. Nevertheless, important
physical phenomena are still neglected in the modeling process. While the presented publications
all consider constant elastic or temperature dependent elastic material properties for the
mechanical analyses, no publications could be found that model the actual viscoelastic nature of
the polymeric materials accounting for the transition of the material from the fluid to the solid state.
As a consequence, no stress relaxation during the cooling process of the material was modeled yet.
Furthermore, the present publications concentrate their efforts on amorphous materials like ABS.
However, especially for high temperature applications, the semi-crystalline polymer PPS can be
an attractive candidate since it is more affordable than its amorphous counterpart PEI [16]. For
such a material, the evolution of crystallinity has to be modeled as the mechanical properties are
highly dependent on it. No publications have been found that considered modeling a semicrystalline polymer during the printing process. Finally, the validation of simulation results is of
central importance and a lot of work still has to be done here. Nevertheless, to obtain both
qualitatively and quantitatively correct results, the full set of relevant physics needs to be described
and modeled in the simulations. This is the objective of the present work.
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2.9

Available Simulation Tools

The development of appropriate simulation tools to model the EDAM or FFF process has just
begun. Due to the increasing interest in polymer additive manufacturing, software companies
recognized the growing need for process simulation capabilities in order to make the printing
process more predictive and reduce the amount of empirical iterations.
The case studies by Hebert et al. [69] and Kutub and Lietaer [70] were realized using DigimatAM©. This tool was released in the latest release 2017.1 of Digimat in April 2017. Digimat-AM©
allows to model additive manufacturing of neat or reinforced polymers with the FFF process or
the Selective Laser Sintering (SLS) method. The warpage of printed parts and internal stresses can
be modeled. Furthermore, the tool can be used as a design aid by imposing warpage compensation
methods to minimize the process gap between the as-designed and the as-printed shape [72].
According to the user’s manual [73], the simulation approach of Digimat-AM© is based on the
inherent strain approach, where inherent strain values represent the warpage behavior of the
material. These strain values are determined in a preprocessing step in Digimat. Here, the program
simulates a fully coupled thermomechanical analysis for a few layers for two different printing
patterns (fully aligned and one alternate pattern, e.g. 0/90). During this simulation, it accounts for
specified processing conditions and material definitions. From this simulation, the inherent strain
values are determined and then applied to a mechanical deposition simulation. Once known, the
strain values can be utilized for other printing simulations as long as the utilized material or the
processing conditions do not change. Alternatively, inherent strains can be imported or determined
from calibration with an actual print. Consequently, an AM analysis in Digimat© consists of two
main steps: a micro-level preprocessing simulation to get the inherent strains and a subsequent
mechanical layer-by-layer deposition FEA simulation on the macro level. During this second
analysis, material is added to the part layer by layer and the inherent strains are imposed as the
material is deposited. Therefore, no physical thermal analysis is conducted in the second analysis.
As a consequence of this methodology, computation times are fairly short, but the shrinkage
behavior is not really informed by the part geometry, which has a strong influence on the way a
part cools during printing. Currently, for the purpose of the micro-mechanics analysis, Digimat
AM© supports temperature dependent elastic material properties as well as a temperature
dependent shrinking behavior [73].
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The software that was utilized by Talagani et al. [71] to predict the printing process of the car
chassis was Genoa 3DP Simulation©, which is available from AlphaStar© [74]. This tool enables
to first build a voxel mesh based on the machine code, then the model can be informed with
anisotropic material properties based on the orientation of the print trajectory and finally the
deposition process can be modeled considering the coupled thermomechanical material behavior.
Additionally, potential problem areas for failure can be identified by utilizing linear fracture
mechanics to predict possible delaminations between the layers [75]. Unfortunately, more specific
information on this software and the utilized material physics as well as simulation methods could
not be found.
The software primarily used in this dissertation for AM simulations is Abaqus©. In Abaqus 2017©,
a new progressive element activation functionality was made available that allows to model the
deposition process during EDAM. A user subroutine suite developed by Favaloro et al. [76] allows
to activate elements based on the machine path of the physical printing process. Local material
orientations based on this machine code are defined at the same time to assign local anisotropic
properties. This tool set can then be combined with other subroutines in Abaqus© to implement
custom material characteristics like polymer crystallization kinetics or the thermoviscoelastic
material behavior. More specific information on the Abaqus© AM capabilities can be found in
Chapter 7.1.
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3. HEAT TRANSFER ANALYSIS

The heat transfer analysis in the EDAM process is of paramount importance. All subsequent
physical phenomena are governed by the way the deposited material cools down in the printing
process. Therefore, to accurately model the material solidification and the related stress buildup,
the heat transfer problem should be captured and modeled as precisely as possible. This includes
a careful characterization of the utilized printing material to obtain temperature dependent thermal
properties as well as the determination of the thermal environmental conditions of the utilized
EDAM printer.
This chapter describes these efforts. After a general description of the thermal conditions in the
EDAM process and the related mathematical descriptions, the thermal experimental
characterization of the utilized 50wt.% CF reinforced PPS is described and the resulting thermal
material properties are reported. The material of interest in this thesis is Celstran© PPS-CF50-01
provided by Celanese©. Next, the utilized UMATHT user subroutine in Abaqus is briefly described
that was employed to implement and model the thermal material behavior during the thermal
process simulations. Finally, this chapter presents the calibration experiments that were conducted
to characterize the radiative and convective conditions of the CAMRI printer.

3.1

Thermal Description of the EDAM Process

The EDAM process is based on the continuous addition of hot, molten material to build a part.
Meanwhile, already deposited material starts to cool down. Figure 3.1 depicts the EDAM method
from a thermal point of view. When the extruded material comes in contact with already deposited
material, thermal contacts form between the beads. The thermal resistances between the beads
depend on the quality of the bond that develops. Furthermore, a thermal contact also evolves
between the printing bed and the first deposited layer. The resulting thermal resistance determines
how effective the printing bed can be utilized to control thermal gradients throughout the printed
part. On external surfaces of the deposited beads, convective and radiative heat losses are present
and they define the cooling history of the deposited material. These losses are very dependent on
the utilized printer configuration and the printed geometry.
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Figure 3.1: Illustration of the thermal problem during the EDAM process
In order to model the fiber reinforced anisotropic material, orthotropic thermal properties can be
assumed for simplification. In this way, the higher conductivity can be described for the printing
direction in which most of the carbon fibers align. Furthermore, different conductivities can also
be implemented for the two directions transverse to the bead. A compaction device like a tamper,
which is included in the CAMRI system, is assumed to change the fiber orientation in the stacking
direction, yielding a different conductivity compared to the transverse direction in plane. The
governing heat conduction for an orthotropic medium in a rectangular coordinate system is [77]

(3.1)

Here,
and

is temperature, is time,

,

and

are the local spatial coordinates,

is the density

the specific heat capacity. This equation is based on conservation of energy, the first law of

thermodynamics. It states that the rate of heat entering a control volume
surface plus the rate of energy generation in

through the bounding

equals the rate of energy storage in . Since polymer

crystallization is an exothermic process which releases heat, the thermal analysis is strongly
coupled to the crystallization kinetics analysis. Therefore, for a semi-crystalline polymer, the heat
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generation term
fraction

is present. It can be formulated based on the instantaneous crystalline volume

and the heat of fusion

as [78]
(3.2)

The higher the crystallization rate, the more of the total heat released during the crystallization of
a perfect crystal (

) of the material is added to the analysis in a given time interval.

is also

called the latent heat of crystallization.
As stated above, to describe heat losses to the environment, both radiation and convection need to
be considered. An appropriate boundary condition formulation for an external surface is [77]

|

|

(3.3)

is the effective material conductivity parallel to the surface normal

Here,

convection film coefficient, the emissivity of the material,

,

is the

the Stefan Bolzman constant,

the environment temperature with respect to convection and

the average temperature of

boundaries surrounding the surface. Internal contacts between extruded beads as well as between
a deposited bead and the printing bed can be modeled as well. For an interface , one can write [77]

,

where

(3.4)

,

is the contact conductance of the interface. In combination with the temperatures of the

touching surfaces

and

, it defines the heat transfer across the boundary.

,

and

,

are

the effective conductivities normal to the surfaces 1 and 2 that form the contact. For a perfect
contact (
other:

|

→ ∞ ), the surface temperatures of the touching objects become equal to each
|.

In order to accurately but also effectively simulate the EDAM process, appropriate assumptions
have to be made to model the heat transfer analysis. Care should be taken to characterize
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temperature dependent material properties and to determine the heat transfer conditions of the
particular printer that is utilized. However, also the part geometry is an important parameter. In
reality, the convection conditions are varying locally for a printed part, based on the orientation of
the external surfaces, their size and how much they are exposed to the surrounding air (free
exposure vs. enclosure by other printed material). This is especially true when the part is moved
on the printing bed as it is the case for the CAMRI printer. As a consequence, both the convective
heat transfer coefficient

as well as the ambient temperature

are described best by locally

varying, part dependent distributions. In the same way, the external part surfaces have different
view factors to the heated printing bed and cooler surfaces of the other surrounding environment,
so the ambient temperature

for the radiation problem varies as a spatial function as well.

Thermal contacts between the beads depend on how well the newly deposited material can wet the
previously laid down material and also on the quality of the resulting bond between the two beads.
As discussed in Chapter 2.7, this quality is highly dependent on the time the material stays at
elevated temperatures which promote an effective wetting and diffusion process. Since this time
period is in turn dependent on the layer times, which are defined based on the printed geometry
and the generated printing trajectory, the thermal contacts that form between the deposited beads
are also a function of the part geometry.
However, it is not feasible to characterize the thermal conditions for every new part that is printed.
Based on the required effort to do so, the ability to simulate the printing process would lose a lot
of its appeal over the traditional empirical and time consuming exploration of the EDAM method
and related optimal printing parameters and part performances.
In conclusion, it is essential to find a good compromise between accuracy and characterization
effort. For the work in this dissertation, the following assumptions were made for the cooling
process of the fiber reinforced material:


As illustrated by Equation 3.1, the thermal anisotropy of the material caused by the
reinforcing fibers can be described as orthotropic. In this way, three different conductivities
can be considered to attribute for different fiber alignments in the direction along the bead
as well as in both transverse directions. The resulting three conductivities
are characterized as temperature dependent properties.

,

and
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The specific heat

is implemented and characterized as a temperature dependent

material property.


The density as assumed to be constant for the heat transfer analysis. Considering the fact
that deposited semi-crystalline material shrinks both due to thermomechanical and
crystallization shrinkage during the cooling process, which causes an increase in density,
this is quite a rigorous assumption. However, the utilized simulation software Abaqus
currently offers only a sequentially coupled relation between the thermal and the
mechanical analysis of the EDAM printing simulation, which does not allow to account for
the effects of the mechanical analysis on the thermal simulation. Furthermore, based on an
overall shrinkage of only a few percent for the CF/PPS material, the total density change
is not excessive, compare with the shrinkage results in Chapter 6.2.



The heat generation term

to account for the exothermic crystallization process is

neglected for the work presented in this thesis. As discussed by Chapman et al. [78] or
Lawrence et al. [79], this assumption is based on the fact the heat generation term is often
small compared to the heat capacity of the cooling material. However, in a subsequent
work, this strong coupling was added by Barocio et al. [13] to predict the boding process
between adjacent deposited beads and the investigation of its significance is ongoing.


To describe the convective heat losses during the printing process, one value for both the
convection film coefficient

as well as for the ambient temperature of the surrounding air

is assumed in the simulations. For simplicity, geometry dependent spatial distributions
are not considered. The values are determined with the aid of a calibration experiment
described in Section 3.4.


Similarly, one emissivity value

and one ambient temperature

are utilized for the

description of the radiative losses. The radiative conditions are also characterized with a
calibration experiment, which is presented in the same Section 3.4.


In the simulations, thermal contacts both between deposited beads as well as the material
and the printing bed are assumed to be perfect contacts for simplicity. To model the printing
bed, its temperature is applied to the bottom nodes of the printed part during the printing
simulation. Furthermore, when elements are activated during an EDAM process simulation,
they are considered as a seamless addition to the printed material that was already deposited,

42
so no thermal resistances are modeled. More information on the AM process simulation
details in Abaqus can be obtained from Chapter 7.1.

3.2

Experimental Material Characterization

The thermal material properties of the utilized 50wt.% CF reinforced PPS material Celstran© PPSCF50-01 supplied by Celanese©, which is the material of interest for this dissertation, were
determined by the Thermophysical Properties Research Laboratory, Inc.© in West Lafayette, IN.
The density as well as temperature dependent conductivities and heat capacity were measured. The
required material samples were printed, machined to size and supplied to the lab. With an
annealing step before the machining step, it was ensured that the samples possessed the maximum
possible crystallinity to measure the properties of the crystalline material and avoid material
transitions during the experiments. For these transitions, assumptions for the thermal material
behavior were made. The detailed results of this thermal material characterization can be found in
Appendix A in Table A-4 - Table A-6.
3.2.1

Material Density

The bulk density of the material

was calculated from the samples’ geometry and mass. Three

printed samples with a diameter of a half inch were precisely measured and weighted. The densities
were then determined as the simple ratio of mass to volume at room temperature. An average
material density of 1.267 g/cm3 was found. In the EDAM process simulations, a material density
of 1.27 g/cm3 was utilized based on this result.
3.2.2

Specific Heat Capacity

The specific heat capacity was measured based on the ASTM standard ASTM E1269 with a
standard Perkin-Elmer Differential Scanning Calorimeter (DSC). A sapphire was utilized as the
reference material. The sample dimensions were adjusted to a required diameter of 0.23 inch and
a thickness of 0.06 inch. In the DSC, the sample as well as the sapphire were then subjected to the
same heat flux as a blank and the differential heating powers required to heat the sample and the
sapphire standard at the same rate were recorded. Based on the known masses of the sample and
the sapphire, the differential power and the known specific heat of the sapphire, the specific heat
capacity of the material sample was determined.
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Figure 3.2 illustrates this resulting specific heat capacity plotted over the temperature in Kelvin.
The data was taken for a temperature range from room temperature at 23°C (296.15 K) up to a
temperature of 250°C (523.15 K) for the solid, crystallized material. A linear function was fitted
to the data and a very good correlation can be observed with an R2-value of above 0.99.

(3.5)
The data was fitted with temperature values in Kelvin since the temperatures in the process
simulations is described in this unit, based on requirements of the utilized crystallization kinetics
model, see Chapter 4 for more details. The resulting function illustrated in the figure was used to
describe the specific heat capacity in the process simulations.
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Figure 3.2: Measured specific heat capacity of the 50wt.% CF reinforced PPS
In order to describe the specific heat above 250°C (523.15 K), the data was linearly extrapolated
based on the linear fit provided in Figure 3.2. It needs to be pointed out though that measured
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specific heat in the DSC changes during the melting process of the reinforced PPS above 250°C.
As the semi-crystalline polymer melts, heat is absorbed, so the melting process is endothermic in
opposite to the exothermic crystallization process. This means that in the DSC experiment more
heat needs to be put into the material sample during melting to keep a constant heating rate, which
increases the resulting measured specific heat capacity based on an endothermic peak in the heat
flow data. This increase can be accounted for in two different ways when the material is modeled.
As a first solution, the varying specific heat capacity can be implemented as a temperature
dependent function accounting for the endothermic peak extending the data in Figure 3.2 to
melting range temperatures. This ties the effect of the phase transition between molten and solid
to a certain temperature range. However, especially during cooling of the material, the
crystallization phase transition is dependent on the cooling rate, so the phase transition and the
corresponding disruptive peak in the specific heat capacity data can occur in different temperature
ranges. Therefore, it is a better approach to describe the effect of the phase transition with the aid
of the extra heat term

as proposed in equation 3.1. It can be utilized as a heat sink term during

the melting process of the crystallized material or as a heat generation term during the
crystallization process when the material cools from the melt. In this way, the effect of the phase
change can be separated from the heat capacity of the material and tied to the degree of
crystallization or the degree of melting, which are the parameters that actually describe this
transition, accounting for temperature as well as for other parameters like cooling rate as well.
This second approach has been utilized in the extension of this work by Barocio et al [13]. Since
the heat generation term was neglected for the present work, a linear temperature dependence is
assumed despite the melting/crystallization behavior. However, as stated in the assumptions above,
the induced error is not assumed to be significant for predicting the final mechanical performance
of a printed part.
3.2.3

Thermal Conductivities

The thermal conductivities

,

1,2,3 were determined utilizing the laser flash diffusivity

method according to the ASTM standard ASTM E1461. This method determines the thermal
diffusivities

,

1,2,3 of the material and the thermal conductivities can then be computed

utilizing the material density and the temperature dependent specific heat capacity

[80]:
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(3.6)

In the laser flash method, one side of a thin, disk-shaped material sample is subjected to a short
laser burst and the resulting temperature change of the rear surface is recorded and analyzed. Based
on the time dependent temperature increase on this rear surface, the thermal diffusivity can be
computed [80]. As indicated by the process description, the diffusivity of the through the thickness
direction of the material sample is measured. Therefore, in order to measure the three thermal
diffusivities for the orthotropic description of the printed material, three circular thin disks where
prepared, one for each of the directions (printing direction plus two transverse directions) where
the thickness direction coincided with the direction of interest. The required sample dimensions
were of the disks were 0.5 inch in diameter and 0.1 inch in thickness.
Subsequently, the temperature dependent thermal diffusivities for each one of the three samples
were determined from room temperature until 250°C (523.15 K) and the thermal conductivities
were computed based on equation 3.6. The temperature dependent results are plotted in Figure 3.3.
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Figure 3.3: Temperature dependent thermal conductivities for the 50wt.% CF reinforced PPS
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As expected, the thermal conductivity in the printing direction (1-direction) is by far the greatest
due to the alignment of the carbon fibers in this direction. Interestingly, it shows the strongest
temperature dependence and varies from about 2 W/mK at room temperature to about 2.8 W/mK
at 250°C (523.15 K). The conductivity in-plane transverse direction

exhibits a modest

temperature dependence and increases from about 0.7 W/mK to 0.94 W/mK in the same
temperature range. Finally, the thermal conductivity in the stacking direction

shows no

dependence on temperature. To represent the material behavior in the EDAM process simulations,
linear functions were fitted to the data for the 1- and 2-direction:

,

,

1, 2

(3.7)

Due to the temperature independence of the conductivity data in the transverse stacking direction,
the average conductivity of the measurements was determined and assumed as a constant value in
the simulations. The resulting equations, based on temperature values in Kelvin, are shown in
Figure 3.3 as well.
As for the specific heat capacity of the material, the question arises how the thermal conductivities
change as the material starts to melt and transitions to the molten state. Unfortunately, publications
on the conductivities of fiber reinforced semi-crystalline polymers up to the molten state are rare.
One paper was found that characterized the thermal conductivity for a CF reinforced PEEK
material through the melting range in the direction transverse to the fibers [81]. The authors found
no significant discontinuity of the results upon melting. Based on this indicative result and also for
simplification, the fitted linear functions were extrapolated to describe the conductivities of the CF
reinforced PPS in the molten regime. For the conductivity in the stacking direction, a constant
value was assumed for the whole printing process.

3.3

Implementation in Abaqus

To describe the thermal orthotropic constitutive material behavior defined by Equation 3.1 in
Abaqus, a simple UMATHT user subroutine was employed. The pseudo code of the subroutine is
illustrated in Table 3-1.
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Table 3-1: UMATHT pseudocode, thermal part
Let

,

,

,

,

,

,

,

1,2 be thermal material input properties.

Compute the temperature at the end of the increment:
Compute the conductivities and the specific heat capacity for the increment:
,

,

,

1,2

Compute the incremental change in internal energy

(Equation 3.8)

Update the internal thermal energy
Compute the heat flux vector

(heat fluxes ,

1,2,3) according to Fourier’s law

(Equation 3.9)
Compute the variation of the heat flux vector with respect to the spatial gradients of
temperature

/

/

(Equation 3.10)

Compute the variations of the heat flux vector with respect to temperature

/

(Equation 3.11)
After importing the material properties, the temperature at the end of the increment

is

computed. Next, based on the linear definitions for thermal conductivities in the 1- and 2-direction
as well as for the specific heat capacity (Equations 3.7 & 3.5), the incremental values of these
properties are determined using

. Subsequently, the change in internal energy is computed
0) [82]:

neglecting volumetric changes of the material (

(3.8)

Then the internal energy is updated according to

. In the next step the heat fluxes are

computed based on Fourier’s law for heat conduction [77]
∙
Here,

is the heat flux vector,

gradients

/

the conductivity matrix and

(3.9)
the vector of spatial temperature

. For orthotropic heat transfer, Equation 3.8 reduces to the three
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equations

/

,

1,2,3. In addition, the subroutine requires the specification of the

variation to the heat flux vector with respect to the spatial gradients of temperature
/

/

and the variation of heat flux with respect to temperature

/

. For the present

orthotropic case, considering the assumed functional forms of the conductivities (Equation 3.7),
the resulting relations are
,

1,2,3

(3.10)

and

,

,

1,2 ;

0

(3.11)

For more information on the general structure of the UMATHT user subroutine and its definitions,
the reader is referred to the Abaqus documentation [83].

3.4

Calibration Experiments

As previously discussed in Section 3.1, complex spatial distributions of convective and radiative
thermal conditions exist during the EDAM process which are infeasible to capture and characterize.
Nevertheless, the overall average conditions need to be determined, which is described in this
section.
3.4.1

Radiative Conditions

The experimental setup for determining the radiation conditions is illustrated in Figure 3.4. A
typical tool geometry printed with the 50wt.% reinforced PPS material was equipped with three
thermocouples at different positions along the height of the tool. To reproduce the usual printing
conditions, the tool was positioned on a printing plate on the printing bed of the CAMRI system.
Based on the fact that contact cement is used to hold the part to the printing plate during regular
prints, the tool was glued with this material to the printing plate. Since the cement has a
significantly different emissivity than the aluminum printing plate, it was important to be
considered with respect to the experiment in order to reproduce similar reflective conditions.
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Printed tool geometry

Thermocouples

View thermal camera
Contact cement
Printing bed

Printing plate

Figure 3.4: Experimental setup for the radiation calibration experiment
Subsequently, the printing bed was heated to its maximum temperature of 250°C and the tool was
left on the printing bed until a constant temperature gradient had established along its height. The
resulting temperature profile of the front wall was recorded with a calibrated FLIR© A655sc
thermal camera, which was mounted stationary on the frame of the CAMRI printer at a predefined
position. Simultaneously, the temperatures at the three different locations in Figure 3.4 were
measured with the thermocouples. With a resulting maximum top surface temperature of the
printing plate of 200°C, the measured thermocouple temperatures were approximately 180°, 110°
and 60° from the bottom to the top of the tool wall. These temperatures values were compared
with the temperature data obtained with the thermal camera. Since the thermocouples were
affecting the local radiation conditions around their tips on the tool surface, the temperatures
recorded with the thermal camera had to be extracted about 5 mm to the left of the thermocouple
tips. However, they were read out at the same height than the thermocouples, so resulting
temperature differences were assumed to be negligible.
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Utilizing this methodology, the settings for the emissivity and the average ambient temperature
for radiation

were modified in the camera setup to best match the temperature readings of the

thermocouples with the temperature measurements of the thermal camera. In this way, the average
ambient conditions of the CAMRI printer as well as the material emissivity were estimated. It has
to be pointed out that the thermal camera actually measured the radiosity, so the combined emitted
and reflected radiation from the tool surface. For simplification, the reflective contribution was
assumed to be negligible as it is very involved to separate the emitted and the reflected parts. With
this approximation, a value of

0.97 was found for the emissivity of the material in

combination with an ambient temperature of

165° . These values were utilized in the

thermal EDAM process simulations. The higher ambient temperature can be explained by the hot
surrounding surfaces of printing plate and the printing bed as well as the hot extruder above the
printed part.
Finally, the effect of a changing printing bed position in the printing volume of the CAMRI printer
needed to be evaluated. During the print, the printing bed moves within this volume as material is
deposited, while the thermal camera remains stationary. This means that the camera field of view
as well as local reflective conditions change. To investigate the significance of these changes, the
printing bed was moved to different positions within the printing volume and the deviations in the
readings of the thermal camera were investigated. Independent of the position of the printing bed,
the temperature recordings of the thermal camera never differed more than 3°C from the readings
of the thermocouples for the radiative parameters reported above, which was deemed acceptable.
3.4.2

Convection Conditions

After the temperature dependent material properties were known and the radiative thermal
conditions were characterized, the only remaining unknowns were the convection film coefficient
and the ambient temperature for convection

. Following a similar approach to that of

Talagani et al. [71], the heat convection properties can be determined using FEA analysis. As
proposed by the authors, a calibration wall can be printed and the thermal history can be recorded
during the printing process and the subsequent cooling phase. Then, the print of the wall can be
simulated with a thermal EDAM process simulation of this geometry and the convection
conditions in the FEA analysis can be calibrated to optimally match the experimentally recorded
data in order to replicate the cooling history.
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With the CARMI printer, a wall of 250 mm width, 65 mm height and a thickness of 9.4 mm was
printed and the thermal history of the print was recorded with the FLIR© A655sc thermal camera.
Utilizing the machine code of this geometry, a voxel mesh was generated with a mesh generation
script, see Figure 3.5. This mesh generation script is described in more detail in Chapter 7.1.3.

Figure 3.5: Generated mesh of the wall for the convection calibration simulation
Each of the 1.3 mm thick and 4.7 mm wide beads was represented with 2 elements though the
thickness and 4 elements trough the width, resulting in a total element number of about 172,000.
With these bead dimensions, the wall was 50 layers tall and had 2 layers through the thickness.
Utilizing the AM simulation subroutines enabling to model the printing process in Abaqus, the
transient thermal history during the printing process could then be simulated. More information on
these subroutines and the modeling process can be found in Chapter 7.1. For describing the CF
reinforced PPS material in the process simulations, the UMATHT was used which was introduced
in Section 3.3.
Figure 3.6 illustrates both the measured and the modeled temperature profiles 20 seconds after
completion of the printing process. For a better comparison, the same color legend was chosen for
both the modeled and the experimental data, which show a good overall correlation. For a more
detailed evaluation, the full thermal histories during the printing process and a subsequent cooling
time of 5 minutes were extracted from both the experimental data as well as from the FEA analysis
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for certain layers along the two lines marked in Figure 3.6. These thermal histories were compared
and based on the results, the convective film coefficient

was iteratively changed in subsequent

FEA analyses to find an optimal agreement between the experimental and the modeled temperature
data. For simplification, the ambient temperature for convection

was held constant at room

temperature (25°C = 298.15 K) during these iterations.

Figure 3.6: Comparison of the measured and modeled temperature profiles 20 seconds after the
conclusion of the printing process, a) Experiment, b) FEA analysis. The data for comparison was
extracted along the lines shown.
The thermal histories for both experimental and FEA data from 6 layers at different wall heights
are depicted in Figure 3.7. This comparison is shown for a convection film coefficient of

9

W/mK, which resulted in the best correlation of the FEA data with the extracted experimental data.
As it can be seen, this correlation is not perfect. The FEA analysis tends to underestimate the
temperature at higher temperatures after extrusion during the deposition process, while the
predicted temperatures are slightly overpredicted during the cooling process at lower temperatures
of the material.
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Figure 3.7: Comparison of the thermal histories from the experimental data and the modeled data
for different layers along the height of the wall. A convection film coefficient of
9 W/mK
was utilized for the FEA analysis.
In order to explain the deviations between the different data sets, several aspects have to be
considered. First, as discussed in Section 3.1, the convection conditions are not constant in the real
printing process, but for simplicity they were modeled to be constant in the FEA analysis.
Furthermore, as also mentioned in the assumptions in the same section, the heat of crystallization
was not considered in the FEA analyses, which can be an explanation for the fact that the FEA
results in Figure 3.7 underestimate the measured temperatures at after deposition at larger
temperatures. However, the experimental data and its extraction are also factors that need to be
considered when discussing the differences between the data. As in can be seen Figure 3.6, the
temperature profile of the printed wall is not as smooth and regular as the one from the FEA
analysis. This can be explained by the surface roughness of the printed wall. Furthermore, some
printing defects were present on the surface that changed the local temperature readings as well.
Since the wall was modeled with a flat surface (Figure 3.5), the FEA analysis does not account for
these irregularities. Furthermore, based on a limited maximum resolution of the thermal camera,
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the midpoints of the layers could just be localized with a certain accuracy during the extraction of
the experimental data from the thermal video taken during the printing process. Therefore, the
locations of data extraction from the experiment and the FEA analyses might differ slightly from
each other, which could be an explanation for the deviations in Figure 3.7 as well.
Nevertheless, the majority of temperature deviations between FEA and experimental data is within
10°C and the general trend of the cooling process is captured well by the FEA analysis. This is
also clear when comparing the two wall temperature profiles illustrated in Figure 3.6. Based on
the evaluation of the FEA data from the analyses with the different convection film coefficients, it
can be concluded that in general, temperature histories of layers closer to the printing bead are
better represented in the FEA simulation by lower convection film coefficients, while the same is
true with greater values of

for layers closer to the top of the wall. Consequently, the convection

film coefficient is increasing along the height direction. This is a logical observation when one
considers that during the printing process, part areas further away from the bed are more exposed
to the moving air and turbulences caused by the part movement on the moving table and the vent
of the printer. Based on these findings, the convection film coefficient

should be varied in

relation to the height of the printed part in order to optimally describe the convection heat losses
in the simulations. In accordance with the results from the FEA analyses and the assumption of a
constant ambient temperature for convection

25°C (298.15 K), different film coefficients

are suggested in Table 3-2 for parts of different heights with straight outer walls.
Table 3-2: Suggested convection film coefficients for the CAMRI printer, values marked with a
star (*) and their corresponding height ranges are estimated.
Part Height in mm
< 50
50 – 100
100 – 150
150 – 250
> 250

Film Coefficient
8
9
10*
11*
12*

in W/mK

The presented convection calibration experiment concluded the characterization of the thermal
conditions of the CAMRI printer for the modeling process in the EDAM process simulations.
Based on the gathered information, the material physics of the deposited material could be modeled,
which is presented in the subsequent chapters.
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4. CRSTALLIZATION KINETICS AND MELTING BEHAVIOR

The present chapter describes and discusses the polymer crystallization kinetics and re-melting
process for highly filled semi-crystalline high temperature thermoplastics in an EDAM process
simulation. In particular, the 50wt.% CF reinforced PPS material Celstran© PPS-CF50-01 provided
by Celanese© is characterized and modeled. Nevertheless, developed procedures and modeling
techniques can be applied to other semi-crystalline polymers as well.

4.1

Fundamentals

At first, a general introduction to polymer crystallization is provided and common models are
explained to describe this phase transition. Furthermore, available polymer melting models are
reviewed that can be utilized to depict the re-melting process when hot and molten material is
deposited onto previously laid down material.
4.1.1

Crystallization Kinetics

Semi-crystalline polymers partly crystallize when they are cooled from the melt. Polymer
crystallization is an exothermic process in which polymer chains locally fold in dense
arrangements, called crystals, which causes a shrinkage of the material. This phase change is
governed by the phenomena nucleation and growth. The nucleation process describes how primary
nuclei form below the melting temperature

of the material. These nuclei are potential starting

points for crystal growth and can be imagined as randomly occurring denser arrangements of
polymer chains of minimal size. Below

, the free volume energy of the crystal phase is lower

than the one of the liquid, which is why it is energetically more favorable for the material to be in
crystal form. However, an interface has to form between the new crystalline phase and the polymer
melt, which requires interfacial energy [84], [85]. The resulting change in Gibbs free energy Δ
can be described as [84]
Δ
Here,

is the volume of the forming new material phase,

liquid state,

(4.1)
is the free volume energy of the

is the free volume energy of the solid (crystal) state,

the interfacial surface
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between the crystal and the polymer melt and

the interfacial energy. Equation 4.1 depicts the

competing energy mechanisms discussed above. Also, they are illustrated graphically in Figure
4.1. Below

, the first term is negative, while the second part is always positive. Assuming a

spherical primary nuclei, the first term in Equation 4.1 scales with
increases proportional to

, while the surface area term

. Consequently, for small radii the surface energy needed to form a

new surface exceeds the gain in volume energy and the nucleus is unstable. However, at a
sufficiently large nucleus size

∗

, the overall change of Gibbs free energy becomes negative for a

further increase in size, depicted by the maximum of the curve of for Δ . This means that a nucleus
which exceeds
energy barrier Δ

∗

becomes stable and forms a starting point for crystal growth. The corresponding
∗

is called nucleation barrier or free energy barrier and has to be overcome by

stochastic fluctuations in the material [84], [85].

b.G *

r
b.G

Figure 4.1: Evolution of interfacial surface energy, free volume energy and resulting change in
Gibbs free energy with increasing nucleus size. The image was redrawn based on [84].
This nucleation barrier is dependent on the amount of undercooling Δ

. The more the

material cools and the temperature drops below the melting temperature, the greater the difference
Δ

becomes due to the continuous reduction of

in comparison to

. As a

consequence, the volume energy term in Equation 4.1 decreases faster causing a reduction of the
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free energy barrier and the corresponding critical nucleus size

∗

. Therefore, the degree of

undercooling Δ is the driving force of nucleation [84].
Two common types of nucleation exist: homogeneous nucleation and heterogeneous nucleation.
Homogeneous nucleation describes the birth of a nuclei in an undercooled pure polymer melt,
while heterogeneous nucleation defines the onset of a crystal on a surface of a material impurity
or an external particle or fiber. Since the free energy barrier Δ

∗

is larger for homogeneous

nucleation and a polymer melt usually contains certain impurities, heterogeneous nucleation is the
more common type. Homogeneous nucleation is only significant in highly undercooled polymer
melts with a large free energy difference Δ

[84], [85]. In the EDAM printing process with fiber

reinforced materials, both homogeneous and heterogeneous nucleation are expected to be relevant.
On the one hand, surfaces of short fibers act as nucleation sites causing an accelerated
crystallization process through an enhanced heterogeneous nucleation [86], on the other hand,
based on the process parameters high cooling rates can be present in the EDAM process that cause
large degrees of undercooling.
After stable nuclei have formed, crystals start to grow from these birth locations. This crystal
growth is the second kinetic process that governs the overall polymer crystallization mechanism.
It is a diffusion based process which is strongly temperature dependent. Based on the structure and
length of the polymer chains, the cooling conditions and the nucleation type, various crystal
morphologies can evolve. These include three dimensional and two dimensional spherulitic
structures, but also one dimensional rod-like shapes can be found. While the crystals grow, they
fill a certain volume of the material until they impinge each other or the growth is stopped by the
cooling process. These events define the end of the primary crystallization process. Under
favorable process conditions, a secondary crystallization is possible, which describes a filling of
remaining spaces with different crystal morphologies or a thickening process of existing crystal
lamellae [85].
Figure 4.2 depicts two different crystal structures for a carbon fiber reinforced PPS, which is a
very similar material compared to the one investigated for this work. Desio and Rebenfeld [87]
analyzed the crystal morphologies with a polarizing microscope. The result underlines the points
that were discussed above. For fiber reinforced semi-crystalline polymers, both homogeneous and
heterogeneous nucleation can be relevant which both can cause different crystal structures. In the
present case, spherulitic crystal structures grew in the bulk material induced by homogeneous
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nucleation. In addition, the fiber surface acted as a nucleation site to promote heterogeneous
nucleation which promoted the growth of rod-like, one-dimensional crystals. Consequently, two
competing nucleation and growth mechanisms contributed to the overall crystallization
mechanism for the investigated material.

Rods

Spherulites
Figure 4.2: Illustration of different crystal morphologies observed for a CF reinforced PPS
material [87]. The image was reproduced with kind permission of John Wiley and Sons.
A qualitative overview of the overall crystallization phase transition rate in dependence on the
nucleation and growth rate is provided in Figure 4.3. As previously discussed, the crystallization
process is dictated by nucleation and growth. At temperatures close to the melting temperature
the amount of undercooling is low, so a high free energy barrier Δ

∗

,

prevents the initiation of the

crystallization process since no stable growth nuclei can form. Once this energy barrier can be
overcome more easily at lower temperatures, the crystallization reaction starts rapidly since the
diffusion controlled growth process is promoted by high temperatures when the polymer chains
possess a large amount of thermal energy favoring a local rearrangement. After reaching a
maximum peak in a certain temperature range, the overall crystallization rate is decreasing again.
Based on a reduced molecular mobility at lower temperatures, the growth rate starts to limit the
crystallization process and it is finally terminated once there is not enough thermal energy left for
the crystal growth to continue. In addition, also the nucleation rate decreases at lower temperatures
since the formation of a stable nucleus requires a certain atomic mobility as well. In dependence
of the cooling history of the material, different structures of crystal arrangements can form. If the
polymer melt is held at fairly high temperatures for a longer time, the resulting nucleation rate is
low and the growth rate is high. As a consequence, just a few stable nuclei form, but after they are
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established, the crystals grow fast and fill the volume of the polymer melt rapidly. The result is a
coarse microstructure with a few, large polymer crystals. The opposite scenario happens at lower
temperatures. In these conditions, the nucleation rate is high and the growth rate is low. Therefore,
many stable nuclei form in a relatively short time, but they grow slowly and each crystal is not
able to fill a large volume before it impinges with other crystal boundaries. So the crystallized
polymer structure is finer and consists of many small crystals [84].

Overall
crystallization
~
rate

Growth rate

Nucleation rate
~

Figure 4.3: Qualitative dependence of the overall crystallization rate on the nucleation and
growth rate. The image was redrawn based on [84].
In order to capture the polymer crystallization process in an EDAM process simulation, it needs
to be described with an appropriate model definition. Therefore, after discussing the general
principles of polymer crystallization, different modeling approaches are reviewed now that aim at
describing the overall crystallization kinetics. Unless marked otherwise, the following model
descriptions and derivations in this section are taken from the book of Piorkowska and Rutledge
[85].
In 1939, Melvin Avrami published a pioneering work to describe the kinetics of phase change for
a general phase change reaction in a material [88]. The resulting Avrami model is based on the
extended volume approach. At a certain time , the extended volume equals the sum of all crystal
volumes growing from the nucleation sites that have formed until this time . This definition does
not account for the impingement of the growing crystals and further also includes phantom
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domains of nucleation sites that are in already crystallized regions. However, only an incremental
in the unconverted, amorphous region 1

evolution of the extended volume fraction

is

assumed to cause an increase of the real incremental crystal volume fraction
1

---

(4.2)

With a simple transformation and integration, the Avrami equation can be derived
1
To investigate different functional forms of

exp

(4.3)

, a few introductory remarks are necessary.

Considering a spherulite growth rate , the radius of a growing spherulite crystal can be described
as
,

(4.4)

With this equation, the volume of a single, unimpinged spherulite crystal can be expressed at a
time , assuming a spherical shape:
,

4

,

/3

(4.5)

Similarly, a surface area could be described for two dimensional crystal growth. Now different
nucleation scenarios can be considered. An instantaneous nucleation assumes that a certain
nucleation density

is present in the melt from the beginning of the process. Alternatively, a

spontaneous nucleation is represented by a nucleation rate

which describes the amount of

nuclei forming in the polymer melt per unit time. With these considerations, the extended volume
can now be formulated as
0,

(4.6a)
,

(4.6b)
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for cases of instantaneous and spontaneous nucleation respectively. For isothermal crystallization,
the spherulite growth rate is assumed to be constant, so

,

. Considering the

example of three dimensional crystal growth in Equation 4.5, the extended volume definitions for
instantaneous and spontaneous growth become
0,

4

/3

where the spontaneous nucleation rate was assumed to be constant
generalized by expressing the extended volume as
constant and

(4.7)

/3

,

, where

. These results can be
is the crystallization rate

the Avrami exponent, which both depend on the form of nucleation and the

dimensionality of the growing crystals. Additional, it can be considered that in semi-crystalline
polymers, usually not the whole volume undergoes the phase transition, so an equilibrium volume
fraction crystallinity

can be utilized to confine the maximum crystal volume fraction. The

resulting form of the Avrami equation is [89]
X

1

exp

(4.8)

While the Avrami theory was originally derived for isothermal conditions [88], it can be applied
to non-isothermal conditions as well by considering a time dependent growth rate

and nucleation

rate . In non-isothermal conditions, the time dependence implies a temperature dependence.
One of the most popular non-isothermal crystallization kinetics models is the Ozawa model, which
considers a constant cooling rate [90] and is an Avrami-type model. Assuming a temperature
dependence for both the growth and nucleation rate,

can be found. For the three dimensional

case, one obtains
4

,

(4.9)
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This equation can be derived from Equation 4.6b via integration by parts. To express the resulting
crystal volume fraction, Equation 4.3 still holds. The more common form of the Ozawa model is
1
where

exp

/

(4.10)

is the temperature dependent crystallization rate constant,

the Ozawa exponent and

the constant cooling rate. Based on the assumed constant cooling rate, the temperature is defined
as

Δ /Δ

.

Another widely utilized non-isothermal crystallization kinetics model is the Nakamura model [91],
which is also an Avrami-type model. It assumes that the ratio of the spontaneous nucleation to the
spherulite growth rate remains constant during cooling:

/

. Therefore, it is called an

isokinetic model. For isothermal conditions and the three dimensional case, the definition for
assuming spontaneous nucleation becomes
(4.11)
If one considers

for non-isothermal conditions, Equation 4.11 can be modified to

describe the non-isothermal case

/3

By combining

(4.12)

/3, the more general Nakamura equation can be formulated:

-

The crystal volume fraction or crystallinity

(4.13)

can then be computed using Equation 4.3.

A non-isothermal crystallization kinetics model developed for describing the crystallization phase
transition for a fiber reinforced high temperature thermoplastic polymer is the Velisaris and Seferis
model [89]. This model is a dual kinetics model, so it is able to describe two competing nucleation
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and growth processes that occur simultaneously. The volume crystallinity or crystal volume
fraction is expressed as [89]
(4.14)
In Equation 4.14,

and

describe a crystallization process each, while

and

1). As in Equation 4.8,

the relative importance of these mechanisms (

represent
expresses

the equilibrium volume fraction crystallinity or maximum crystal volume fraction achievable for
the material. Now each of the crystallization processes can be defined as [89]
1

exp

∙

,

1,2

(4.15)

Equation 4.15 introduces the non-isothermal nature by assuming that the integral expresses an
infinite number of isothermal Avrami segments between and

. In the equation, the terms

represent the crystallization rate constants of the two processes and

the corresponding

Avrami exponents. In order to describe the crystallization rate constants, the authors [89] assumed
that the overall crystallization rate has the same functional form as the rate of nucleation

∗

defined

by Wunderlich [92]:

∗

In Equation 4.16, the

∙ exp

51.6

,

1,2

,

(4.16)

term describes the free energy of forming a nucleus of critical size in

dependence on the amount of undercooling

,

, where

,

is the equilibrium melting

temperature of the corresponding mechanism. This term governs the onset of crystallization for
each mechanism when the polymer melt is cooling down from

,

. The second

term

represents the free energy of the short distance diffusion across the phase boundary of a forming
nucleus. As discussed above, crystal nucleation requires a certain atomic mobility to allow this
diffusion process to take place, so the second term terminates the crystallization process as the
material approaches lower temperatures near the glass transition temperature
,

,

and

,

. The constants

1, 2 are fitting parameters that can be used to adapt the model to experimental
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data. For more information on these parameters, the reader should refer to Wunderlich [92]. Now,
Equation 4.16 can be substituted in Equation 4.15 to complete the model definition [89]

1

∙

51.6

,
,

1,2

(4.17)

The presented Avrami-type models in this section contain a number of simplifications. The volume
shrinkage of the polymer upon crystallization is not considered. Furthermore, the models assume
that all crystals are conform to a spherical or circular crystal shape (the Velisaris and Seferis model
can account for two different shapes), while it can be expected that a distribution of shapes actually
forms during the crystallization process. Complex mechanisms like branching of the crystal
structure or a crystal perfection after completion of the primary crystallization process can take
place and are not considered [92]. In addition, the flow of the material and time dependent
temperature gradients are known to affect the crystallization process. Therefore, for precise
predictions of the crystallization behavior and resulting crystal morphologies, more complex
models have to be utilized, aided by numerical molecular simulations [85].
However, in order to describe the crystallization phase transition during an EDAM process
simulation, only the general, cooling rate dependent kinetics process needs to be captured. The
relative degree of crystallinity is required to describe how the mechanical properties of the material
transition from a viscous fluid to a viscoelastic solid. It is not the objective to predict exact crystal
morphologies in dependence of temperature gradients or other complex process induced
parameters. Therefore, the introduced Avrami-type models are assumed to be sufficient for
application in the process simulations.
4.1.2

Melting Behavior

When a semi-crystalline polymer melts, the developed crystal structures are destroyed and in
contrast to the exothermic polymer crystallization, the endothermic melting process consumes the
heat of fusion, equal to the amount of latent heat of crystallization that was released during the
initial crystallization process. While these energies are the same, the process itself is not a simple
reversed crystallization process since the kinetics and the relevant temperature ranges can be
different.
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According to Greco and Maffezzoli [93], the melting process usually occurs over a wide
temperature range, which can be ascribed to regions with crystals of different lamellae thicknesses.
The dependence of the crystal melting temperature on the lamellae thickness is given by the
Thomson-Gibbs equation [94], where thicker lamellae need a higher temperature to be molten.
Since the crystallization process determines the crystal morphology and also the thickness
distribution of the lamellae, it prescribes the melting temperature range. Due to the strong
temperature dependence, the melting process depends mainly on the thermodynamic equilibrium
and in contrast to polymer crystallization, it is therefore generally not significantly affected by
kinetics. However, kinetic effects are relevant when annealing of the polymer occurs and thicker
crystals form at the onset of melting due to the higher chain mobility in amorphous regions [93].
While a large amount of different crystallization kinetics models can be found in the literature,
existing formulations to describe the melting process are rare. Greco and Maffezzoli [93] propose
a kinetics approach to describe the degree of melting

:

1

(4.18)

Here, the degree of melting represents the volume fraction of the molten polymer,
the kinetic order and

the kinetic constant.

is defined by an Arrhenius-type expression [93]
exp

where

is the temperature,

melting process and

describes

the universal gas constant,

(4.19)

the activation energy for the crystal

a pre-exponential factor.

Based on the assumption that the melting process of polymer crystals with a distribution of
different laminae thicknesses can be described with a statistical distribution of melting
temperatures independent of melting kinetics (heating rates), the same authors [93] also present
two statistical modeling approaches. The superior of the two statistical melting models is
illustrated here as well. This model describes a sigmoidal growth curve based on the Richards
function [93]
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1
The degree of melting

1 exp

(4.20)

is defined as a relative parameter between 0 and 1, where a value of 0

represents a fully solidified material and

1 describes the material in its molten state. The

melting temperature distribution can be modeled with the temperature derivative of Equation 4.20
[93]:
exp

In these equations,
the DSC experiment,

∙ 1

1 exp

(4.21)

is the peak temperature of the endothermic peak in the heat flow signal of
is a shape factor and

is an intensity factor [93]. Equation 4.21 is an

empirical mathematical model that was chosen to optimally depict a certain shape for

/

observed from experimental data. Except for the underlying assumption of a melting temperature
range based on a lamellae thickness distribution, the parameters of the model have no direct
physical meaning.

4.2

Experimental Material Characterization

This section describes the experimental characterization of the 50wt.% CF reinforced PPS material
Celstran© PPS-CF50-01 provided by Celanese©. Both the crystallization kinetics and the melting
behavior were determined utilizing Differential Scanning Calorimetry (DSC) experiments. Based
on the experimental results, appropriate models introduced in the last section were selected and
the model parameter were ascertained by fitting the selected models to the experimental data.
4.2.1

Crystallization Kinetics

In order to characterize the crystallization kinetics behavior of the reinforced PPS material, both
isothermal and non-isothermal DSC experiments were conducted. This subsection presents these
experiments and also explains how the model parameter for the selected models were obtained.
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4.2.1.1 Isothermal Experiments
Many non-isothermal crystallization kinetics models like the Velisaris and Seferis model [89] or
the Nakamura model [91] require that the Avrami coefficients are determined in isothermal
experiments. Therefore, these isothermal experiments are the starting point of the crystallization
kinetics characterization.
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Figure 4.4: Experimental output for the isothermal crystallization experiment with CF reinforced
PPS at 246 °C.
Isothermal DSC experiments were carried out in the crystallization range of the material between
246°C and 258°C with a DSC Q2000 from TA Instruments with active liquid nitrogen cooling
accessory. In the experiments, the material samples with a weight of about 5 mg were heated to
330°C and kept at this temperature for 8 minutes to fully melt the material and destroy the
crystalline structure. Then, the temperature was ramped down to the specified isothermal
crystallization temperature and the crystallization reaction was allowed to take place. The specific
heat flow from and to the sample was recorded during the experiment. To correct for the machine
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dynamics during the rapid cooling temperature ramp, baseline experiments were run with empty
pans. The resulting heat flow signal from these empty pan experiments were attributed to the
machine dynamics and consequently, these heat flow signals were subtracted from the heat flow
results of the material samples to correct for these dynamics.
Figure 4.4 illustrates an example output for the isothermal experiment at 248°C, corrected with the
corresponding baseline. During the heating ramp to 330°C, the endothermic melting peak can be
observed. At the onset of the rapid cool down ramp, a large change in the heat flow signal is present.
Shortly after this signal stabilizes at 248°C, the crystallization reaction starts, which can be
observed by the exothermic peak that forms. The analysis of this peak allows to study the
crystallization kinetics and the evolving crystallinity.
In dependence on the varying isothermal testing temperatures, the resulting crystallization peaks
have different shapes and they occur at different times, compare with Figure 4.5. The lower the
chosen isothermal test temperature, the sharper is the shape of the peak and the closer it moves to
the temperature ramp with the related large variation in the heat flow signal. This behavior can be
explained with the nucleation rate. The higher the degree of undercooling is at lower isothermal
test temperatures, the lower is the nucleation barrier and more stable nuclei can form. Therefore,
the crystallization process starts more rapidly, which means that more latent heat is released in a
shorter amount of time, so a sharper peak develops. The lowest test temperature is defined by the
maximum cooling rate of the DSC instrument. If the crystallization reaction starts during the
cooling ramp before the heat flow signal stabilizes after reaching the isothermal test temperature,
the heat released due to crystallization is overlaid with the rapid decrease of the heat flow signal
due to the temperature ramp. Therefore, the crystallization peak cannot be clearly identified, which
is a requirement for analyzing the kinetics.
Towards higher temperatures, the crystallization reaction starts more slowly based on a lower
nucleation rate and the initiation happens after the material is at the isothermal test temperature for
a larger amount of time. Consequently, the exothermic peak is shallower and stretches over a
longer time period. The maximum isothermal test temperature is defined by the significance of the
crystallization peak and thus the overall crystallization process. At some point, the crystallization
occurs so slowly that the resulting peak cannot easily get separated from the continuous heat flow
signal anymore, which is a necessity for determining the crystallinity and the underlying kinetics.
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Based on these limitations, the isothermal test temperature range was defined between 246°C and
258°C for the investigated 50wt.% CF reinforced PPS material.
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Figure 4.5: Resulting different shapes of the exothermic crystallization peaks recorded during the
isothermal DSC experiments.
Now the evolution of crystallinity had to be computed. For the computations, a Matlab© script was
utilized which can be found in the Appendix B in Table B-1. After having identified the time range
of the crystallization peaks in the DSC analysis software TA Universal Analysis©, the
corresponding data was exported from the software and saved in Excel© files. These files were
then read in with the Matlab© script. In order to compute the evolution of crystallinity, the heat
flow signal was normalized with respect to the weight of the sample to obtain the specific heat
flow data. Next, baselines were defined for the crystallization peaks, compare with Figure 4.5.
These baselines were defined as an approximation for the continuation of the heat flow signal
without the crystallization peak. Consequently, the area above the curves could be attributed to the
released amount of latent heat due to crystallization. The baselines were subtracted from the heat
flow curve and the resulting data

was integrated over the length of the crystallization peaks using
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the midpoint rule to get the cumulative evolution of crystallinity for each of the different isothermal
tests:

(4.22)

2

The starting and end points for these integrations were the corresponding start and end points of
the crystallization peaks, assuming at that

0. As indicated in Equation 4.22, the

integrated data was normalized with the latent heat of crystallization for a perfect crystal
compute the degree of crystallinity. Consequently, the crystal fraction at a certain time

to
was

equal to the heat released up to that time from the beginning of the crystallization process,
normalized with respect to the latent heat of crystallization of a perfect crystal for which 100% of
the material crystallizes. A value for

of 38 J/g was assumed based on Kenny and Maffezzoli

[86] and the fact that 50% of the material weight were carbon fibers, which do not undergo a
crystallization phase transition as the PPS matrix material. Therefore, computed crystallinities
were the crystal fractions of the matrix material only, not of the overall composite material. A
discussion of the implications of choosing a certain value for

is provided at the end of the next

subsection 4.2.1.2.
The crystal fractions were weight fraction values since the specific heat released was utilized for
the computations. Usually, these weight fraction values are converted to volume fraction
crystallinities using the densities of the amorphous and crystalline phase of the polymer. The
reason for this computation step is that the crystallization kinetics models in the last subsection
were derived based on crystal volume fractions. However, the densities of the utilized specialty
PPS material used for compounding to get the composite material were not known. Therefore,
assuming that the kinetics for the evolution of volume fraction crystallinity are not significantly
different from the kinetics of the computed mass fraction crystallinity, the mass fraction data was
utilized for determining the Avrami coefficients.
The resulting computed values for the degree of crystallinity were not of primary interest since
they represent transformed crystal fractions for the isothermal experiments at the different
temperatures. The EDAM printing process however is a highly non-isothermal process. During a
non-isothermal experiment, the material is exposed to varying temperature conditions, so the
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nucleation rate and the growth rate vary, resulting in a different degree of crystallinity.
Nevertheless, the isothermal crystallization data was required for generating an Avrami plot to find
the Avrami exponents. This is a common way of analyzing isothermal crystallization kinetics data
[85]. The Avrami equation in Equation 4.8 can be rewritten to get
log
In a diagram of log

log 1

log 1

log

log

vs. log , the Avrami exponents

/

(4.23)
can be read out as the

slope of the resulting graphs. In order to generate the data, the relative crystallinity /
computed for each isothermal temperature by dividing the crystallinity vector
maximum value

was
by its

. Then the double logarithm of the relative crystallinity was computed

according to Equation 4.23. The time signals were zeroed with respect to the onset of the
crystallization peaks and their logarithm was calculated as well. The resulting Avrami plot for the
seven different temperatures is illustrated in Figure 4.6.
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Figure 4.6: Avrami plot for the characterized CF reinforced PPS material.
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From studying the figure, it is clear that the data does not show one single slope as initially
expected. In fact, two different slopes can be identified for all of the isothermal temperatures. This
indicates that two dominant crystallization mechanisms are governing the overall crystallization
behavior, each represented by a corresponding Avrami exponent. Therefore, based on these
isothermal results, the non-isothermal dual kinetics model by Velisaris and Seferis [89] capable of
describing two crystallization mechanisms was selected for modeling the non-isothermal
crystallization behavior of the CF reinforced PPS material.
In order to determine the Avrami exponents, linear functions were fitted to the different portions
of the data for each temperature. These fits are depicted in Figure 4.6 as well. The slopes of these
linear functions were then read out as the Avrami exponents, which are summarized in Table 4-1.
Based on the results, different conclusions can be drawn. For the exponent of the first
mechanism

, little variation was found among the different isothermal tests. The average value

of 2.93 suggests an Avrami exponent of

3, which would correspond to a two dimensional

crystal growth with spontaneous nucleation or a three dimensional growth with instantaneous
nucleation, according to the Avrami theory presented in Section 4.1.1.
Table 4-1: Summary of the extracted Avrami exponents
Temperature Avrami exponent
246°C
2.87
248°C
2.91
250°C
2.95
252°C
3.29
254°C
2.72
256°C
2.92
258°C
2.87
Average
2.93
Selected value
3
For the second exponent

Avrami exponent
1.52
1.47
1.48
1.87
1.85
1.90
2.49
1.80
2

however, a certain variation is present in the data shown in Table 4-1.

The Avrami exponents increase from a value of about 1.5 at the lower temperatures to a value of
about 2.5 for 258°C. This variation implies that for the second crystallization mechanism, the
resulting crystal morphology is strongly dependent on the isothermal crystallization temperature
and the corresponding different nucleation and growth rates. In order to select a single value for
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the non-isothermal material description with the Velisaris and Seferis model,

2 was chosen

based on the average value of the exponent.
Finally, some concluding remarks are made regarding the procedure of determining Avrami
exponents from isothermal experimental data for a non-isothermal model as required by the
Velisaris and Seferis model [89]. As discussed in Section 4.1.1, the value of the Avrami exponents
depends on the form of nucleation and the dimension of the growing crystals. Consequently, by
assuming that the Avrami exponents are constant in a transition from isothermal to non-isothermal
conditions, the underlying assumptions are made that the form of nucleation as well as the general
shapes of the resulting crystals do not change. However, as the varying exponents of the second
crystallization mechanism indicate, a temperature change can affect the resulting crystal
morphology. Here, a limitation of the utilized Avrami-type model by Velisaris and Seferis [89] is
shown. As already discussed in Section 4.1.1, more complex models are required to capture the
detailed crystallization kinetics behavior and resulting crystal morphologies. However, this would
exceed the scope of capturing the general crystallization phase transition in order to describe a
change in material properties in the EDAM process simulations. Therefore, based on the dual
kinetics behavior observed in the isothermal data and also the fact that the Velisaris and Seferis
model possesses many parameters to adapt to a complex crystallization behavior, it was deemed
sufficient for describing the non-isothermal crystallization kinetics in the process simulations.
4.2.1.2 Non-Isothermal Experiments
In order to be able to characterize the non-isothermal crystallization kinetics of the 50wt.% CF
reinforced PPS material, non-isothermal DSC experiments were conducted with the same DSC
Q2000 from TA Instruments© that was utilized for the isothermal experiments. Especially for the
non-isothermal experiments, the liquid nitrogen cooling accessory was essential. From printing
experiments with the CARMI printer, it was known that typical cooling rates during the EDAM
process were on the order of a few degrees Celsius per second, which corresponds to the high end
of the spectrum attainable with the actively cooled DSC Q2000. Therefore, the focus was put on
investigating high cooling rates. The range of cooling rates was defined to be between 30 –
130°C/min, where increments of 10°C/min were chosen. In fact, 130°C/min corresponded to the
maximum achievable cooling rate with the instrument, which was realized with the Ramp
command of the DSC. Furthermore, in order to reach cooling rates this high, the PID controlling
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parameter of the instrument were tuned and optimized for this purpose. The resulting parameters
can be found in the Appendix A in Table A-7.
During the experiments, samples with a weight between 5 and 6 mg were heated to 330°C and
kept isothermally at this temperature for 10 minutes to destroy any crystalline structures. Then, the
temperature was reduced with a constant cooling ramp according to the pre-specified cooling rate.
Figure 4.7 illustrates an example output for the cooling rate of 60°C/min, showing both the
temperature signal and the measured heat flow recorded in the experiment. During the cooling
ramp, the exothermic crystallization peak forms indicating the crystallization phase
transformation.
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Figure 4.7: Experimental output for the non-isothermal crystallization experiment with CF
reinforced PPS with a cooling rate of 60°C/min
Similarly to the analysis procedure of the isothermal experiments, the experimental data was
exported from the DSC analysis software TA Universal Analysis© and stored in Excel© files. This
data was imported with a Matlab© script to compute the evolution of crystallinity for the non-
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isothermal experiments. This Matlab script can be found in the Appendix B in Table B-2. By
observation of the data, the onset temperatures of crystallization were determined for the different
cooling rates as the starting points of the crystallization peaks. The temperatures at the end of the
crystallization were defined accordingly based on the endpoints of the peaks and in this way, the
crystallization range was specified. The remaining procedure to compute the evolving
crystallinities was the same as for the isothermal experiments. The heat flow signal was normalized
with respect to the sample weight and a baseline was defined and subtracted from the heat flow
signal for the crystallization range. Utilizing Equation 4.22, the evolution of crystallinity was
computed with the same latent heat of

38 J/g for a perfect crystal as employed for the

isothermal experiments.
The resulting mass fraction crystallinities

for the different cooling rates are illustrated in Figure

4.8. In dependence on the cooling rate, different final degrees of crystallinity were obtained. With
increasing cooling rate, the maximum obtained mass fraction crystallinity is generally decreasing.
This observation can be explained by the fact that the complete crystallization reaction takes a
certain amount of time to take place. At higher cooling rates, the material does not stay long enough
in temperature ranges that favor large nucleation and growth rates. Consequently, the full amount
of crystallinity cannot form before the temperature drops below a value that restricts the
continuation of the diffusion based crystal growth process. While the general trend of the data is
consistent to a decrease of crystallinity with an increase in cooling rate, a certain experimental
variation was observed as well. For example, the final crystallinity for the experiment with the
cooling rate of 40°C/min was lower than the evolved maximum crystal weight faction for the
cooling rate of 70°C/min. A main cause for these fluctuations was assumed to be the fiber to matrix
ratio in the specimens. While a constant PPS matrix weight fraction of 50% was assumed for all
cooling rates and

was defined acccordingly, the ratios might have been different based on the

selected material probes and the fact that the required samples sizes of 5 – 6 mg were fairly small.
Another important conclusion that can be drawn from the data in Figure 4.8 is that the onset
temperature of crystallization decreases with increasing cooling rate. This observation has two
main reasons. First, there is always a small thermal lag between the measured temperature of the
sensor and the actual temperature of the sample due to thermal resistances between the test pan
and the sensor and also between the test pan and the material. In higher cooling rate conditions,
this thermal lag can become relevant causing the material sample to still be at higher temperatures
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than the ones actually recorded with the DSC instrument. Consequently, the onset temperatures of
crystallization are underestimated. However, there is also a physical reason for the decrease of the
crystallization onset temperatures. If higher cooling rates are present, the material reaches the
range of crystallization temperatures faster where nucleation and growth rates are high. However,
the crystallization process is not instantaneous, it takes a certain while until enough stable growth
nuclei have formed and the growth process can start. The time between the point where the material
reaches the crystallization temperature range and the onset of the crystallization phase transition
is called induction time [85]. This induction time increases for higher cooling rates because the
material has cooled to lower temperatures during the time it takes for the crystallization process to
start. Therefore, the crystallization onset temperatures decrease for increasing cooling rates.
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Figure 4.8: Resulting degrees of crystallinity for the different cooling rates. The crystallinity
mass fractions are shown as a function of temperature.
In order to characterize the non-isothermal crystallization behavior over the full range of cooling
rates that are relevant for the EDAM printing process, the non-isothermal experiments with the
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DSC instrument were not sufficient. Although the PID controller of the test machine had been
tuned to provide higher cooling rates, the maximum rate of 130°C/min was not enough to cover
the full range of cooling conditions in the EDAM process, where cooling rates of 10°C/second
(600°C/min) and more had been observed in the experiments shortly after deposition of the
material. To be able to determine final crystallinities of the material for larger cooling rates,
quenching experiments were conducted. For these experiments, three thermocouple tips were
surrounded with a 2 - 3 mm thick cover of the CF reinforced PPS material, which was molten with
a heat gun and formed around the tips. These small material samples were then further enclosed
with a thin layer of aluminum foil. After the three samples were prepared, they were molten at
340°C in an oven for 10 minutes to destroy any crystalline structure. Subsequently, the samples
were quenched in three different ways to apply different cooling rates to that material. One of the
samples was quenched from the molten state in cold water at room temperature, the second one
was cooled in hot water with a temperature of about 70°C and the last material sample was held
and cooled in front of a fan to induce forced convection cooling conditions with the surrounding
air. During the cooling processes, the temperatures were measured with the thermocouple enclosed
in the middle of the material sample with a data acquisition rate of 10 Hz. Based on the recorded
temperature data, the average cooling rates in the relevant non-isothermal crystallization
temperature range between 270°C and 130°C were determined utilizing the slopes of linear fits
generated from the recorded temperature information. Here, the material samples were assumed
to be thermally thin based on their low thermal mass and thickness. Therefore, a temperature
gradient inside of the material was neglected and it was assumed to cool with the same rate than
the tip of the thermocouple enclosed in the middle of the material specimens.
In order to estimate the degree of crystallinity that developed in the quenched samples during the
rapid cooling processes, cold crystallization experiments were conducted using the DSC Q2000
instrument. The material specimens were heated with a controlled heating rate of 20°C/min and
the cold crystallization reaction as well as the subsequent endothermic melting peak were recorded.
Figure 4.9 illustrates an example output for the temperature and the heat flow signal for the cold
crystallization DSC experiment of one material probe from the specimen quenched in hot water.
As the material is reheated and the thermal energy of the polymer chains increases above the glass
transition temperature

of the material, a cold crystallization reaction takes place where crystals

form in the material in areas that were frozen in the amorphous phase upon cooling. Later, when
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the material transitions through the melting temperature range, all of the crystallinity that evolved
during both cold crystallization and the initial quenching experiment is destroyed.
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Figure 4.9: Example experimental output for the cold crystallization experiment for a material
sample quenched in hot water.
Therefore, by subtracting the released heat during cold crystallization
that was consumed during the melting process

from the heat of melting

, the initial amount of crystallinity that evolved

during the cooling ramp could be estimated:

(4.24)

As for the previous experiments, a value of

38 J/g was utilized for the latent heat of

crystallization for a perfect crystal. The heat of cold crystallization

and the heat of melting

were determined from the experimental data with the DSC analysis software TA Universal
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Analysis© as illustrated in Figure 4.9. For the shown example, the resulting initial crystallinity
developed during the cooling process from the melt could be estimated with Equation 4.24 to be
19.37 /
11.85 /
38 /

0.198

(4.25)

According to this result, about 20% of the matrix phase crystallized during the quenching
experiment. From each of the three differently cooled samples in the quenching experiments, two
material probes were investigated in cold crystallization experiments with the DSC instrument.
The resulting initial crystallinities as well as the determined average cooling rates during the
quenching experiments can be found in Table 4-2. As expected, the developed crystallinity in the
quenched samples decreases with increasing cooling rate. The faster the material transitions
through the range of temperatures where crystallization is possible favored by high nucleation and
growth rates, the lower is the total amount of crystallized material that can develop. Nevertheless,
even for a very high cooling rate of 10,500°C/min (175°C/second), about 10% of the matrix
material crystallized. This means that despite the material is cooled from 340°C to 20°C in just
about 1.8 seconds, there is still enough time for some crystals to form. It is assumed that a reason
for this rapid crystallization behavior is the presence of the fiber reinforcements in the material.
The fiber surfaces act as nucleation sites for heterogeneous nucleation, which means that
nucleation sites are readily available for a certain amount of crystal growth, even at these high
cooling rates.
Table 4-2: Summary of the results of the cold crystallization experiments. CW = Cold Water,
HW = Hot Water, Fan = Fan cooling. For the sample CW No.1 marked with an asterisk (*), no
clear peaks could be identified and it was therefore disregarded.
Sample
CW No.1*
CW No. 2
HW No. 1
HW No. 2
Fan No. 1
Fan No. 2

/ in
°C/min
10500
10500
4500
4500
600
600

in J/g
9.55
11.85
13.81
7.76
8.21

in J/g
13.31
19.37
19.96
16.6
18.31

Utilized
Average

in J/g
3.76
7.52
6.15
8.84
10.10

0.099
0.198
0.162
0.233
0.266

0.100
0.180
0.250

80
Even though the presented methodology of quenching material with a subsequent cold
crystallization analysis allows to estimate the resulting degrees of crystallinity for very high
cooling rates, the underlying crystallization kinetics cannot be analyzed when the material is
rapidly quenched from the melt. However, in order to fit the Velisaris and Seferis model for these
high cooling rates, an evolution of crystallinity with respect to time or temperature (which are
related by the constant cooling rate) is required. Therefore, based on the kinetics curve of the
highest recorded cooling rate of 130°C/min and the average degrees of crystallinity in Table 4-2,
artificial experimental data was generated to be used for fitting the model parameters. More
specifically, the relative crystallization curve

/

was determined for the cooling rate of

130°C/min to generate a curve from zero to one. Then this resulting curve was multiplied by the
maximum crystallinity values obtained from the quenching experiments and fitted to predefined
crystallization temperature ranges to generate the crystallization curves for these high rates.
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Figure 4.10: Generated crystallization kinetics curves for the cooling rates from the quenching
experiments
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These curves are depicted in Figure 4.10. To define the temperature ranges, the onset temperatures
of crystallization also had be estimated in dependence on the high cooling rates. Extrapolating the
trend of reducing onset temperatures with increasing cooling rate from Figure 4.8, the onset
temperature for the data of the cooling rate of 600°C/min was set to be 210°C, while a temperature
of 200°C was chosen for the very high rates of 4500°C/min and 10500°C/min based on the
assumption that there is a minimal crystallization onset temperature. In addition to the onset
temperatures, the end temperatures of the crystallization reaction had also to be estimated to obtain
the time and temperature range for the crystallization process. To achieve similar temperature
spans as for the non-isothermal DSC experiments, an end temperature of 140°C was selected for
the rate of 600°C/min, while 130°C was chosen for the two higher cooling rates.
With the crystallization curves from the non-isothermal DSC experiments and the artificially
generated curves based on the results from the quenching experiments, the required crystallization
data was available in combination with the appropriate time and temperature information to fit the
parameters of the chosen Velisaris and Seferis model. As for the isothermal material
characterization, some concluding remarks are presented now in order to review certain
assumptions made for the non-isothermal data characterization process.
Based on the analysis of the specific heat flow data from the DSC experiments, crystallinity weight
fractions

were computed from studying the data. However, as an Avrami-type model, the

Velisaris and Seferis model was actually developed to describe crystal volume fractions

.

Nevertheless, in absence of any information on the densities of the amorphous and the crystallized
PPS matrix material, it was assumed that the kinetics for the phase transition of the material can
be described with sufficient accuracy utilizing the weight fraction degree of crystallinity

as well.

In addition, one has to keep in mind that the crystallization kinetics behavior for the high cooling
rates was constructed based on the computed crystallinities from the cold crystallization
experiments and an assumed similar kinetics behavior as for the much lower cooling rate of
130°C/min. The actual kinetics behavior however might be very different due to the much larger
rates. In order to characterize these kinetics at larger rates, Hyper Differential Scanning
Calorimetry (HDSC) would have to be utilized which is capable of applying cooling rates of
several hundred degrees Celsius per minute [95]. Since such an instrument was not available, the
discussed assumptions had to be made to generate the data. Therefore, when fitting the nonisothermal model to this data, it can be expected that the predicted crystallinity values by the model
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are close to the correct, computed ones, but that the kinetics predictions describing the evolution
of crystallinity are not necessarily representing to the actual material behavior for these large rates.
Finally, the implications of choosing a specific value for the latent heat of crystallization for a
perfect crystal

have to be discussed. As the heat released during the crystallization process in

the DSC analysis is compared to this value to determine the degrees of crystallinity, it significantly
influences the computed absolute amounts of crystallinity. However, as summarized by Spruiell
and Janke [96], the reported values for

in the literature vary widely and range from 50 to about

150 J/g for the neat PPS polymer. This large range can be explained by the difficulty to determine
this value, based on the challenge to estimate the latent heat of crystallization for a perfect crystal,
which never exists due to the fact that not the whole volume of the polymer crystallizes. For the
CF reinforced material analyzed in this thesis with 50 wt.% of fibers, the corresponding range
would be between 25 and 75 J/g. If a value of

75 J/g had been chosen for this work, resulting

absolute crystallinities from the non-isothermal DSC experiments in Figure 4.8 would drop from
the order of 0.8 to values around 0.4. This means that potentially, there is a large uncertainty
regarding the absolute crystallinities due to the fact that the DSC analysis is an indirect method to
determine the crystallinities, relying on the comparison to

. Nevertheless it needs to be stretched

that the main purpose of investigating the crystallization kinetics behavior for this work is not the
determination of absolute crystallinities for the utilized material, but the prediction of the change
in mechanical material properties due to the crystallization process during the simulation of the
EDAM method. Therefore, the relative change in crystallinity and the kinetics behavior of the
process are important to capture the material transition from the molten to the solid state, whereas
the obtained absolute values of crystallinities are of secondary significance. If a more precise
determination of absolute degrees of crystallinities is required, a measurement technique like XRay Diffraction should be employed that measures the crystallinities directly [96].
4.2.1.3 Generation of the Model Data
After determination of the cooling rate dependent non-isothermal crystallinity curves and the
Avrami exponents from the isothermal experiments, all of the information required to find
appropriate model parameters for the Velisaris and Seferis model was available. As previously
mentioned, this model was used to represent the crystallization kinetics behavior of the CF
reinforced PPS material in the process simulations.
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In comparison to the original model presented in Section 4.1.1, a slightly modified version of the
Velisaris and Seferis model [89] was utilized:
, ,

,

,

With
,

1

∙

,

,

(4.26)

,

1,2

The constant value of 51.6 in the denominator of the
4.17 was replaced by another fitting parameter

,

term of the original model in Equation

. In initial fitting attempts, it could be found

that this modification allowed the model to adapt more easily to the more shallow approach of the
crystallization curve to the maximum crystallinities at the end of the crystallization process,
compare with the shapes of the graphs in Figure 4.8. As a consequence, with
,

,

,

,

,

and

,

,

1,2 , a total number of 11 fitting parameters had to be

determined based on the experimental data. In Equations 4.26, the variable
consisting of these 11 fitting parameters highlighting the dependence of
,

,

describes a vector

on . It was defined as
,

,

(4.27)

The other parameters were known and their values are listed in Table 4-3. While the Avrami
exponents had been estimated in the isothermal experiments, the glass transition temperature was
defined based on experimental investigations for the same material system by DeNardo [16]. The
equilibrium crystallinity

was approximated with the maximum measured crystallinity in the

non-isothermal DSC experiments.
Table 4-3: Known parameter for the fitting process of the crystallization kinetics model [16]
Parameter
Avrami exponent
Avrami exponent
Glass transition temperature

Value
3
2
373.15 K (100°C)
1
0.84

84
In order to represent the material crystallization behavior in the process simulations, the goal was
to find a single set of parameters for

which was able to represent all possible cooling conditions

and cooling rates in the EDAM process. In their paper, Velisaris and Seferis [89] discuss that the
weight factors of the two different crystallization mechanisms

and

likely vary with

temperature and cooling rate and therefore, the relative importance of these mechanisms is
dependent on the cooling conditions. Consequently, they suggested to keep the weight factors
variable for the fitting process [89]. Nevertheless, for simplification the attempt was made to find
one single set of

and

to represent the experimental data for all cooling rates. Otherwise,

certain functional forms in dependence on temperature and the cooling rates would have had to be
introduced for the weight factors and implemented to the model, which would have further
complicated the formulation and also increased the number of fitting parameters.
Before starting the fitting process, the time and temperature dependent data from the nonisothermal DSC experiments as well as the generated data for the quenched samples was extended
to higher temperatures up to the equilibrium melting temperature of 330°C utilized in the
experiments. This temperature was considered as the starting point of the cooling process and the
related crystallization history, corresponding to

0. By setting the degree of crystallinity to zero

manually for temperatures above the crystallization onset temperature for each cooling rate, the
whole crystallization history was available as input for the fitting process. In this way, although
not explicitly described by the Velisaris and Seferis model, the induction time of the material could
be accounted for indirectly by optimizing the model parameters to describe the full crystallization
history including values of zero above the crystallization onset temperatures.
When trying to find one unique set of fitting parameters for a general model description of the
material, several difficulties had to be overcome:


The cooling rates varied considerably, spanning almost three orders of magnitude from
30°C/min to 10500°/min. For these different cooling rates, the crystallization process
happens in very different time ranges, which needed to be accurately taken into account by
the model with only one unique set of parameters for
crystallinity.

to describe the evolution of
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Results that Velisaris and Seferis found for a CF reinforced PPEK material indicated that
the values for the fitting parameters

,

and

,

1, 2 can be of very different orders

of magnitude. While numbers on the order of 10
the CF/PEEK material for

were obtained in a best fit result for

, the authors reported resulting values for

on the order of

10 [89]. Since it was unknown how the present CF reinforced PPS material with the
different Avrami coefficients, the much larger range of cooling rates and the different
overall crystallization kinetics characteristics would behave compared to that, a range of
multiple orders of magnitudes had to be considered for these fitting parameters.


With 11 unknown parameters to be determined, the fitting process was quite involved,
especially when taking into account that six of the parameters (

,

and

,

1, 2)

could vary by several orders of magnitude as previously discussed.
As a consequence of these challenges, local optimization schemes utilized initially in Matlab© for
finding the fitting parameters were not found to be successful. These algorithms frequently ran
into local optima and concluded the search for optimal parameters prematurely, yielding results
that did not provide an acceptable model description of the experimental data. Therefore, a global
optimizing scheme was developed in Matlab© and utilized to determine the model parameters. The
corresponding scripts can be found in the Appendix B in Table B-5. A genetic optimization
algorithm was employed to minimize the overall cumulative quadratic error
descriptions

and the experimental data

between the model

for all cooling rates in dependence on the vector

describing the 11 variable parameters:
̂

,

argmin

, ,

With

(4.28)
,

,

According to Equation 4.28, the cumulative quadratic error
of the quadratic deviations between the experimental values
all of the data points ,

1, … ,

,

,

was computed as the summation
and the model predictions

for each of the different cooling rates

for

1, … , . The model
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predictions of crystallinity

were implemented based on Equation 4.26. A factor

,

was

utilized to weight the importance of the experimental data of certain cooling rates. Since much
experimental data was available from the DSC experiments in a relatively narrow range of cooling
rates, the overall error

would have been mainly governed by a model deviation to experimental

data for these rates without a weight factor definition, while the limited amount of data from the
larger cooling rates would have been of lesser influence. So in the process of minimizing

, the

algorithm would have mainly optimized for these lower rates. To put a higher emphasis on the
data from the high cooling rates 600°C/min, 4500°C/min and 10500°C/min, a weight factor of
,

of 3 was introduced for these rates. Based on the same reasoning, a similar amount of data

points

was defined for each of the different cooling rates to allow each rate to contribute to

in a similar way.
For the optimization process, except for
in exponential form in Equation 4.26 (e.g.

, the fitting parameters in the vector

were expressed

10 ) and the optimal values for the exponents

were obtained to describe the vector of optimal parameters ̂ . This simplified the definition of the
initial populations for the genetic algorithm as well as the description of bounds for the parameters.
Appropriate optimization options for the genetic algorithm like the maximum number of
generations, the population size or selection function were chosen and the optimizations were run.
A summary of the selected options is provided in Appendix A in Table A-8.
Even with the chosen global optimization scheme, a single optimal solution ̂ could not be found,
which is a surprising result given the global nature of the utilized genetic algorithm. However, due
to the fact that bounds had been defined for certain parameters, the mutation options for the genetic
algorithm were limited. In order to ensure that the bounds are satisfied, the only mutation option
applicable in Matlab© was “Adaptive Feasible”, which defines a mutation of certain individuals
based on randomly generated directions that satisfy the bounds [97]. During the evolution of the
different generations, it was observed that the effect of mutation was constantly decreasing, so the
solutions eventually focused on a certain parameter space. As a consequence, no traditional global
optimal solution was found. To circumvent this limitation, several global optimization runs were
started using parallel computing in Matlab©. The different solutions were compared and the
solution was selected that offered the best representation of the experimental data. The final
parameter that represent this solution for the investigated CF reinforced PPS material is provided
in Table 4-4.
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Table 4-4: Obtained best fit parameters for the Velisaris and Seferis model for the investigated
CF reinforced PPS material.
Parameter

(
(
(
, (
,

)
(

Mechanism 1 (
0.765
3
1.160e11
1.190e04
3.270e07
577.51
218.70

Mechanism 2
0.235
2
4.733e13
1.045e03
2.387e08
599.74
1.07

)

Figure 4.11 illustrates the comparison of the model predictions, utilizing the model parameter from
Table 4-4, with the experimental crystallization curves for several different cooling rates. Both the
contributions from each of the two crystallization kinetics mechanisms considered by the Velisaris
and Seferis model as well as the overall combined model prediction for the crystallinity

is

plotted over the time ranges for the different cooling conditions. These times are linked to the
decreasing temperature through the constant cooling rate. The staring points of the graphs at

0

correspond to the equilibrium temperature of 330°C. When comparing the model predictions to
the experimental data, it is clear the predictions are not perfect. The crystallization curves can
generally not be exactly reproduced by the model. Nevertheless, the predicted and the experimental
maximum crystallinities are within about 10% for all cooling rates. Furthermore, the onset
crystallization temperatures, corresponding to the starting points of the crystallization processes in
Figure 4.11, are predicted with a good accuracy. This means that the fitted non-isothermal model
is able to predict the crystallization temperature ranges with a sufficient precision for a large range
of cooling rates. For the objective of modeling the material transition from the molten state after
deposition to the solid state upon cooling, this is an important feature. Since the material possess
a negligible material stiffness in the molten state before crystallization, thermomechanical
shrinkage of the material before this material transition does not contribute significantly to the
final stress state. In order to predict these final stress levels and the resulting deformations
accurately, the crystallization temperature range needs to be captured to correctly account for the
significant and insignificant portions of strain with respect to the evolving internal stresses. In
addition, since the final mechanical material properties of a printed part strongly depend on the
final degree of crystallinity, it is also important that the model as able to predict these final
crystallinity values with a reasonable accuracy, which is the case for the chosen parameters. As it
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is illustrated by the figure, the model has some deficits in predicting the exact kinetics of the
crystallization phase transition. However, due to the fact that this transition usually happens
relatively fast based on the high cooling rates in the EDAM process, the effect of these deviations
in the prediction of the evolution of crystallinity on the resulting mechanical performance of a
printed part in terms of stresses and deformation is believed to be limited. For these reasons, the
Velisaris and Seferis model with the obtained parameters in Table 4-4 is assumed to provide an
adequate description of the material crystallization process in the EDAM process simulations.
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Figure 4.11: Comparison of the model prediction for crystallinity with the experimental data for
various different cooling rates
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Finally, Figure 4.12 depicts the predicted maximum degrees of crystallinity for a large range of
cooling rates between 0.1°C/s and about 300°C/s. To compare these predictions to the
experimental data, the maximum amounts of crystallinity observed for the different cooling rates,
taken as the end points of the experimental data, were plotted in Figure 4.12 as well. By comparing
the prediction with the experimental data, a good correlation can be found, especially for the most
0). This

relevant cooling rates for the EDAM process above 60°C/min (log
means that the non-isothermal model with one set of optimized parameters

is generally able to

predict the resulting degree of crystallinity for the range of cooling rates that are relevant for the
EDAM process, which confirms the applicability of the Velisaris and Seferis model for the process
simulations.
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Figure 4.12: Comparison of the predicted maximum crystallinity with the experimentally
obtained values in dependence on cooling rate.
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4.2.2

Melting Behavior

In order to be able to evaluate the effect of re-melting of the 50wt.% CF reinforced PPS material
during deposition in the EDAM process, the melting material was characterized using DSC
experiments similar to the crystallization kinetics characterization experiments. Again, a DSC
2000 by TA Instruments© was utilized. Unmodified, as printed material was heated at different
heating rates in the range of 10°C/min – 110°C/min and the melting kinetics behavior was
investigated by analyzing the endothermic melting peak in the heat flow signal.
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Figure 4.13: Illustration of the endothermic melting peaks in the heat flow signal for different
heating rates
Figure 4.13 depicts two different melting peaks for the heating rates 30°C/min and 90°C/min. For
illustration, the onset temperatures of melting, the temperatures at the maximum of the
endothermic peak as well as the temperatures at the end of the melting process are plotted in the
figure for both rates. When comparing these temperatures, it can be observed that they are very
similar despite the very different heating rates. In fact, very similar temperatures were found for
all of the investigated cooling rates. Also, no exothermic peaks were observed in the heat signal
that indicate an annealing process which potentially influences the melting characteristics and
introduces a kinetics dependence. Based on these findings, it could be concluded that the melting
behavior of the investigated CF reinforced PPS material was not dependent on the heating
conditions and the statistical temperature dependent melting model proposed by Greco and
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Maffezzoli [93] was utilized to describe the melting process of the material. This model was
presented and explained in section 4.1.2, but for convenience, it is shown here again [93]:
,

1

1 exp

(4.29)

Since Equation 4.29 describes the relative degree of melting
generated accordingly for the fitting process. The vector

, experimental data had to be
represents the vector of fitting

parameters for the fitting process of the melting model:
(4.30)
Similarly to the analysis of the crystallization experiments, the onset and termination temperatures
of melting were found for the experimental data based on the definition of the endothermic melting
peaks and the corresponding heat flow signal was exported from the analysis software TA
Universal Analysis©, stored in Excel© files and read in into Matlab©. After normalizing the heat
flow with respect to the weights of the samples, baselines were defined for the endothermic peaks
as illustrated by the red lines in Figure 4.13. Then the heat flow signal was subtracted from the
baselines and the resulting values were integrated using midpoint approximation to get the
evolution of the degree of melting:

,

2

,

(4.31)

Since the statistical melting model in Equation 4.29 requires the relative degree of melting between
0 and 1, the evolution of this relative degree of melting
based on the total endothermic heat

,

However, the variation of these heats of fusion

,

was computed for every different rate

consumed by each individual melting process.
,

for the different heating rates was very low

as indicated by the values in Figure 4.13. The script for analyzing the melting behavior and
computing the relative degrees of melting is provided in the Appendix B in Table B-4.
With the availability of the experimental data, the parameters of the statistical melting model could
be determined. Compared to the non-isothermal crystallization kinetics model by Velisaris and
Seferis, the melting model has a significantly reduced complexity. The temperature

describing
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the maximum temperature of the endothermic peak was defined as the average maximum
temperature of the peaks from the experimental data. Consequently, with the shape parameter
and the intensity factor

, only two fitting parameters remained.

As for the fitting process of the crystallization kinetics model, an optimization problem was
proposed to minimize the cumulative error between the model predictions for
,

and the values

from the experiments in dependence of the vector :
̂

argmin

,

,

,

With

(4.32)
,

Again, the error

,

,

,

was defined as the sum of the quadratic deviations between the temperature

dependent experimental relative degrees of melting

,

and the model predictions

, utilizing

Equation 4.29. For this problem, a local optimization algorithm is sufficient. However, since the
global generic algorithm structure in Matlab© was established, it was also used for finding the
fitting parameters in this case. The employed scripts for the present optimization are documented
in the Appendix B in Table B-5. Due to the simpler problem, a global optimization solution was
readily found. The resulting values for the optimized parameters of the solution vector ̂ as well
as the utilized average maximum melting peak temperature are provided in Table 4-5.
Table 4-5: Optimized parameters for the melting model utilized for the implementation to the
process simulations
Parameter

Value
548.55
0.2701
1.7031

A comparison of the model prediction with the temperature dependent degrees of melting for the
different melting rates from the experiments is illustrated in Figure 4.14. Focusing on the
experimental curves, very little variation was found for the whole range of heating rates, which
indicates a rate independence of the melting behavior of the investigated CF/PPS material and
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confirms the choice of the statistical, temperature dependent melting model neglecting the melting
kinetics. The prediction of the relative degree of melting with this model, utilizing the best fit
parameters in Table 4-5, provides a good agreement with the experimental data. Based on these
findings, the statistical melting model was implemented in the EDAM process simulations to
represent the re-melting behavior of the material in the printing process.
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Figure 4.14: Comparison between the experimental results and the prediction by the fitted
melting model for the temperature dependent evolution of the degree of melting
4.3

Modeling

After describing the experimental techniques and methods utilized to characterize both the
crystallization kinetics and melting behavior of the 50wt.% CF reinforced PPS printing material,
the efforts to implement and model these material physics in EDAM process simulations are
presented and discussed now. For these simulations, the programs COMSOL© and Abaqus© have
been utilized.
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4.3.1

Crystallization Kinetics in COMSOL©

Initial simulation attempts to model the EDAM process simulation were made in the Multiphysics
program COMSOL©. A parametric 2D model was developed to model the coupled transient
cooling history and material crystallization behavior during the printing process for a square
packed cross section of a printed part. The work presented in this section was presented at the
conference of the Society for the Advancement of Material and Process Engineering (SAMPE) in
2016 [98]. While this model represents a simplified initial modeling approach for the EDAM
process and is not able to capture the full complexity of this printing method, it is still able to
provide a first insight in how parts crystallize during the printing process.
The cross section of printed beads were modeled as flattened circles, compare with Figure 4.15a).
Therefore, the domain of the 2D model was the
was neglected, implying that the thermal gradient

plane, whereas the printing direction
/

in this direction was negligible. If one

compares the modeled cross section geometry in Figure 4.15a) with the polished cross section of
a printed part with the CAMRI system Figure 4.15b), it is clear that the chosen model methodology
of depicting the geometry is in good agreement with actual printed cross sections. However, it
needs to be pointed out that this is only true for the case when no mechanical compaction device
like the tamper of the CAMRI system was used that removes the voids between the beads. As most
printers do not have such a device, the shown cross section is representative for most common FFF
printers.
Due to the parametric model setup, various n-by-m bead cross sections with beads of arbitrary size
could be generated and simulated easily with the model. During model generation, the whole part
cross section was generated in one step. However, in order to be able to depict the printing process,
a realistic printing simulation had to consider a stepwise expansion of the part domain. In order to
achieve this, a model procedure was developed that activates the beads step by step, based on a
defined layer time that specifies the time duration between the activations of the beads.
Consequently, the domain of the modeled part could be extended in the same way as a part would
be built in the actual printing process. By varying the layer times, different printing speeds could
be considered.
The transient heat transfer was modeled in COMSOL© with a domain for heat transfer in solids
based on Equation 3.1, which was introduced for each modeled bead. For simplification, a single
conductivity value was considered assuming transversely isotropic heat conduction conditions. For
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a realistic heat transfer analysis, the beads were activated with the material extrusion temperature
of the material. The boundary conditions are illustrated in Figure 4.15a). For the outer edges of the
bead cross sections, convection boundary conditions with a constant convection coefficient were
implemented. Since the coefficient was a variable parameter of the parametric model, both free
and forced convection could be modeled. Inner edges that were part of a closed curve were
assumed to be thermally insulated based on the fact that the beads extended in the thickness
direction and these inner boundaries were part of an enclosed space with minimal heat losses. To
model the heated printing bed, the constant bed temperature was applied to the bottom edges of
the cross section neglecting a thermal resistance between the part the printing bed. For this
simplified 2D model, radiation was neglected.
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Figure 4.15: a) Illustration of a modeled 2 by 2 bead cross section including imposed heat
transfer boundary conditions for the thermal analysis, b) Polished cross section of a part printed
with the CAMRI without utilizing the mechanical tamper.
The non-isothermal crystallization kinetics model of Velisaris and Seferis was implemented in
COMSOL© utilizing Distributed Ordinary Differential Equation (ODE) interfaces. A main reason
for choosing COMSOL© for initial modeling attempts was its ability to allow for an easy
implementation of custom models with its math interfaces. Both of the integrands in Equation 4.17
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were modeled with an ODE interface for every bead and the crystallinity was then computed as a
time dependent variable based on the transient solution of the integrands. The crystallization
kinetics were strongly coupled with heat transfer analysis by adding a heat source to the thermal
domain, utilizing the definition in Equation 3.2. The melting model was not yet implemented for
the initial investigations in COMSOL©.
In particular, the activation process was realized by introducing a new time dependent study for
each newly activated bead in COMSOL©, accounting for the evolving domain to represent the
printed part. Therefore, new variables for the integrands and the crystallinity as well as the
temperature were defined and solved for by each of these new analyses. From previously activated
beads, the last solution of the former set of variables was adopted as initial values for the new
parameters of the new study in domain areas that were activated before. The generation of these
studies and the corresponding parameters as well as the implementation of the appropriate
geometry dependent boundary conditions and the initial conditions was automated by the
parametric nature of the model.
Figure 4.16 illustrates an example result for a combined thermal and crystallization analysis of a
2 by 2 bead cross section. For simplification, a result of a cross section from a part of reduced
complexity is discussed. Due to the parametric nature of the model, more involved part cross
sections like a taller wall or thicker parts with more layers and beads through the thickness could
easily be investigated as well. In Figure 4.16, the temperature and crystallinity distribution is
shown for a time step during the transient printing simulation. The bead activation order for this
particular geometry was 1 to 4. For the time step that is depicted, the fourth bead is not activated
yet. Based on the previous discussion of the activation process, once the fourth bead is activated,
a new time dependent study will compute the time dependent evolution of the crystallinity value
and the temperature

, where the initial values for the crystallinity and temperature are taken

from the last solved time step of the previous study for beads 1 - 3 that already had been activated.
The new bead 4 is initialized with the extrusion temperature and zero crystallinity.
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Figure 4.16: a) Temperature distribution of a 2 by 2 bead cross section during the analysis, b)
Crystallinity distribution
In this particular example, the printing process was modeled for a CF reinforced PEEK material.
The material parameter for the crystallization analysis can be found in the paper by Velisaris and
Seferis [89]. For the analysis, free convection conditions were assumed. Therefore, based on
reduced convective heat losses, the heat transfer analysis was dominated by conduction for this
part, especially in the two beads that were modeled to be in direct contact with the printing bed. In
Figure 4.16b), the crystallization front can be observed as it is starting to advance through the third
bead from the bottom to the top during cool down. The first two beads are at maximum crystallinity
already. The crystallization results agree well with the findings by Velisaris and Seferis [89], who
found a constant maximum crystallinity value for the CF reinforced PEEK material of about 0.23
for a wide range of cooling rates. In this way, a correct implementation of the crystallization
kinetics model could be verified. It is interesting to notice that amorphous regions remain in the
first two beads near the printing bed. Here, the importance of considering a kinetic, cooling rate
dependent crystallization model becomes apparent: based on the imposed temperature to model
the printing bed, the material cools down too fast in order to crystallize. As a result, it is frozen in
the amorphous state. The modeled bed temperature of 150°C is too close to the glass transition
temperature

144°C of the CF/PEEK material to allow significant crystallization to happen.
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From working with the developed parametric model in COMSOL©, several first conclusions could
be drawn. As expected, the farther the printed beads are positioned away from the printing bed,
the more dominant are convection heat transfer losses for the thermal analysis. The first beads near
the printing bed cool down at the fastest rates, which can be explained by the vicinity to the printing
bed and the related effects of conduction. On the other hand, for cross sections of tall structures,
the bottom of the part will remain close to the bed temperature while regions far away from the
printing bed will eventually cool to room temperature. Another important conclusion is that it is
essential to utilize a cooling rate dependent crystallization kinetics model. In addition to the
amorphous regions at the bottom of the modeled cross sections, this statement is also supported
by the observation that based on the experimental results in the last section, the crystallization
behavior of the CF reinforced PPS material is more sensitive to cooling rate changes than the CF
reinforced PEEK material that was investigated by Velisaris and Seferis [89]. Finally, according
to the preliminary results produced with the COMSOL© model, a strong coupling between the
thermal analysis and the crystallization kinetics was not necessarily required. No significant
differences were observed when the exothermic heat released during the crystallization process
(Equation 3.2) was neglected, which supports the assumption made in Section 3.1 for the process
simulations in Abaqus©.
In addition to the initial investigations of the crystallization kinetics based on the Velisaris and
Seferis model [89], COMSOL© was also utilized for initial stress and deformation analyses of the
2D part cross sections. Solid Mechanics interfaces were used to implement a temperature
dependent elastic material behavior for modeling the shrinkage of part cross sections as well as
corresponding stresses that evolved based on thermomechanical shrinkage. While an overall
realistic mechanical shrinkage behavior was observed, several problems prevented the
investigation of larger cross sections. During the cooling and deformation of already activated
beads, the mesh of the inactivated cross sections was pulled along with the deforming mesh of the
active beads, introducing distortions to these inactivated elements. Furthermore, in contrast to the
temperature and crystallization kinetics analysis, the definition of initial conditions did not work
accordingly to transfer results from previous studies in the printing simulation. When the
deformation and stress state was imposed from a previous study to a new one upon activation of a
new bead, discontinuities in the deformation state were observed due to the updated definition of
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the part domain. Based on these problems, a more realistic mechanical material description was
not considered.
Overall, despite the easy implementation of the custom crystallization kinetics model, COMSOL©
was not found suitable to model the EDAM process for realistic 3D parts. The developed bead
activation methodology for the parametric 2D model allowed to realistically depict the EDAM
printing process, but it was computationally expensive due to the fact that a new time dependent
study had to be defined for every new bead. For larger cross sections, this lead to a significant
amount of variables. The consequence was that computation times of models for simple geometries
like a 10 by 2 bead wall already spanned several hours. An extension to a 3D model based on a
similar activation scheme of 3D domains was possible, but would have increased these
computational cost drastically. Furthermore, as discussed in the last paragraph, the implementation
of the mechanical material behavior caused problems that could not even be resolved by an
extensive correspondence with the COMSOL© support. For these reasons, COMSOL© was
discarded as modeling platform for the EDAM process and the new additive manufacturing
capabilities in Abaqus© 2017 were utilized. More information on these novel modeling capabilities
in Abaqus© can be found in Chapter 7.
4.3.2

Development of a UMATHT User Subroutine in Abaqus©

In order to implement the crystallization kinetics behavior of the Velisaris and Seferis model in
Abaqus©, the UMATHT subroutine introduced in Chapter 3.3 was extended to include the
description of the material crystallization kinetics. Also, the melting behavior described by the
statistical melting model was included in this subroutine. The discussed work in this section was
already presented at the Science in the Age of Experience conference by Dassault Systemes in
2017 [99]. For the implementations, incremental model descriptions were required, which are
defined below.
For the crystallization kinetics model in Equation 4.26, the integrals
different crystallization mechanisms

in the equations for the two

can be described as

,

,
,

1, 2

(4.32)
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Based on these differential expressions for the integrals, an incremental contribution can be
approximated for a certain time increment Δ utilizing the midpoint rule

Δ

Δ ,

,

,

In Equation 4.33, the incremental values of the integrals
mid interval temperature

and the mid interval time

increment. The mid interval time

1, 2

(4.33)

are formulated in dependence on the

, while Δ describes the length of the time

has to be corrected with the activation time of the material

in order to model the correct induction time. More details on this are provided below.
The integrals in Equation 4.26 can then be replaced by sums and the evolution of crystallinity is
defined by these sums of the contributions Δ up to the momentary time

1

exp

Δ

,

1

1

:

exp

Δ

,

(4.34)

For the statistical melting model by Greco and Maffezzoli, the development of an incremental
model version is straight forward. Considering Equation 4.21 and the midpoint approximation, one
can write
Δ

exp
∙ 1

where

1 exp

Δ

(4.35)

is again the midpoint temperature of the interval and Δ the temperature increment. For

large time increments, a sub-incrementation scheme was implemented for both the crystallization
kinetics and the melting model to improve the accuracy of the incremental model approximations.
Table 4-6 illustrates and explains the pseudo code for the modified UMATHT user subroutine in
Abaqus© to include the combined crystallization and re-melting behavior of the material. For a
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realistic material description, the crystallization kinetics model and the melting model need to be
connected to describe a re-melting step of already crystallized material and a subsequent recrystallization if the material cools down again. For this subroutine, the degree of crystallinity
was related to the degree of melting
the crystallinity

by assuming that for a fully molten material (

1),

equals to zero.

At the beginning of the subroutine, the input properties for the crystallization kinetics model as
well as for the melting model are read in. Furthermore, the activation time

is introduced as a

state variable. Similar to the definition of the COMSOL© model, Abaqus© utilizes an element
activation methodology to depict the material deposition in the EDAM process. The activation
time is the time that defines the point of activation for each location of the model, based on the
time and location history for the print of a part. In Abaqus©, this printing history is called an event
series and it is defined based on the machine code from the physical printing process. A user
subroutine SDVINI can be used to make the activation time

available in the model from the

event series as a state variable. More information on the EDAM modeling process in Abaqus© are
provided in Chapter 7.1.2.
At the end of the parameter head of the user subroutine, six more state variables are initialized.
The first variable is the crystallinity

which is defined to describe and track the degree of

crystallinity throughout the analysis. The maximum crystallinity

describes the maximum

obtained crystallinity for a certain material point and it is needed for a correct reduction of
crystallinity during re-melting. The next two initialized state variables

1 and

2

are relative weight factors of the crystallization mechanisms required to define the accurate
crystallinity value upon re-crystallization after a re-melting phase. Finally,

and

represent the

integral values for the two crystallization mechanisms. More information on these state variables
and their importance for the user subroutine are provided in the explanations below.
Table 4-6: UMATHT pseudocode, with crystallization kinetics and melting behavior
Let

,

,

,

,

,

,

,

,

,

and

material crystallization input properties.

Let

,

Let

be the activation time of the material for crystallization, obtained from the event

and

material melting input properties.

series data with a user subroutine SDVINI.

102
Let ,

1,

,

2,

and

be the current crystallinity, the maximum

obtained crystallinity, the relative importance of the first mechanism, the relative
importance of the second mechanism, the integral contribution for the first mechanism
and the integral contribution for the second mechanism, initialized as a state variables
at the beginning of the increment.
2

Compute the time at the beginning of material activation:
if

0

0 then

(Negative temperature increment: Crystallization)

Compute the incremental contributions Δ

and Δ

Compute the crystallinity

according to Equation 4.33
Δ ,

Update the sum representing the integrals:

Δ .

with Equation 4.34.
1

Compute the weight factors:

2
If

.

1
1

exp

/ ,

1

then
Update maximum crystallinity:

end if
0

else if

0

Compute ΔX

(Positive temperature increment: Melting)

according to Equation 4.35

Update the current crystallinity according to
Update the integrals

and
2∙ /

.

in order to track the right initial crystallization
log 1

value for re-crystallization:
log 1

ΔX
1∙ /

∙

,

∙

end if
Perform the heat transfer computations described in Table 3-1.
Store ,

,

1,

2,

and

as state variables.

The computations of the subroutine start with the determination of the appropriate start time for
the crystallization kinetics and melting analysis. To align the start point of the cooling history and
the related crystallization kinetics with the point of activation in the process simulation, the
activation time

is subtracted from the total time

2 at the beginning of the increment.

This ensures that the time dependent evolution of crystallinity starts at the point of material
activation, which corresponds to the material deposition in the actual printing process. The overall
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material behavior defined by this user subroutine is governed by the temperature
increment

. In the case of a negative temperature increment during cooling, the

crystallization kinetics model is active and depending on the current temperature, the degree of
crystallinity can increase. For a positive time increment however, the melting model describes the
material behavior and leads to a possible decrease in crystallinity. For both cases, the condition
0 means that the material must be activated to be considered for the physics modeling.
When the material is cooling during a negative temperature increment (crystallization), the
incremental contributions for the integrals Δ and Δ
∑

the values of the absolute integrals

Δ

are computed based on Equation 4.33. Then
,

;

1,2 are updated to take the new

incremental contributions Δ into account. Now, the momentary degree of crystallinity
determined with Equation 4.34. In the next computation step, the weight factors

can be
1 and

2 are computed to define the relative importance of each crystallization mechanism. The
sum of these weight factors equals to one:

1

2

1. These two parameters are

required to provide additional information for tracking the change of the integral expressions
during a melting increment as explained below. In order to compute the weight factors, Equation
4.33 can be substituted in Equation 4.34 and a simplification yields
1

exp

1

exp

(4.36)

For expressing the relative importance of the two mechanisms, the equations for the weight factors
defined in Table 4-6 can be readily derived from Equation 4.36. Finally, if the newly computed
, this maximum degree of crystallinity

crystallinity value exceeds the maximum crystallinity
is updated.

During a positive temperature increment, the melting model governs the material behavior. With
Equation 4.35, the incremental degree of melting Δ
developed crystallinity is reduced according to
maximum crystallinity

is computed. Then, the previously
Δ

. Here, the importance of the

becomes apparent. The implemented melting model describes the

relative degree of melting and is defined between 0 (fully solidified material) and 1 (material is
fully molten). In contrast to this, the crystallization kinetics model defines the absolute
crystallinity, which is bound by the equilibrium crystallinity

. Therefore, when the crystallinity

is reduced, it is important to multiply the incremental degree of melting Δ

by

in order
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to link the amount of melting to the actual accrued crystallinity. In the version that is explained
here, the UMATHT supports one re-melting process. Based on previous analyses and experience,
this is sufficient because at most one re-melting procedure takes place in the investigated process
simulations. If multiple re-melting and re-crystallization processes are to be described, the
maximum crystallinity

needs to be overwritten after conclusion of every re-melting phase

and a new maximum crystallinity has to be tracked during re-crystallization in order to account for
the destroyed crystals during the previous melting increment(s). This could be implemented
utilizing another state variable. Finally, updated values for the integral expressions
computed based on the new reduced crystallinity value

have to be

. To start at the right degree of

crystallinity after a melting increment for the subsequent re-crystallization, the integrals

have to

be updated as they define the crystallinity based on Equation 4.34. However, according to Equation
4.36, with

and

there are two unknowns, but only one equation is available. Therefore, more

information is needed and the extra information provided by

1 and

2 can be

utilized. During a crystallization increment, the weight factors track the overall contribution of
each of the crystallization mechanisms to the current degree of crystallinity . It is assumed that
the crystallinity is reduced accordingly during a subsequent melting increment. With the weight
factors from the last crystallization increment, Equation 4.36 can be written as
1

exp

1

1∙

exp
(4.37)

2∙

Consequently, by setting the parts in Equation 4.37 equal and solving for

and , the updated

values for the integrals can be determined to obtain the correct initial degree of crystallinity
the next crystallization increment. The resulting equations are
and

log 1

2∙ /

∙

log 1

1∙ /

for
∙

.

At the end of the UMATHT, the orthotropic heat transfer as described in Table 3-1 is included and
the updated variables are stored as state variables for the next time increment.
The developed UMATHT user subroutine was verified by comparing crystallization kinetics
results to the COMSOL© model for the cross section of a single bead. A bead cross section of the
same size was build both in Abaqus© and COMSOL© and the same heat transfer conditions were
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applied. To define the material, properties of the CF reinforced PPEK material characterized by
Velisaris and Seferis [89] were implemented. Figure 4.17 illustrates the resulting crystallinity
distributions for this single bead cross section at the same point in time during the analysis. As
expected, the predicted distributions are exactly the same. The color differences in Figure 4.17 can
be explained by differences in the color legends, which could not be matched precisely, and
minimal numerical deviations.
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Figure 4.17: Comparison of the crystallinity distributions for a single bead cross section at the
same time step during the analyses, a) Abaqus© result, b) COMSOL© result.

4.3.3

Local Bead Level Simulation in Abaqus©

In order to test the combined crystallization and melting behavior of a CF reinforced thermoplastic
material, a 3D local bead level analysis was built in Abaqus© and the developed UMATHT
subroutine was utilized. This model is depicted in Figure 4.18. The beads were represented by rod
shaped parts with a dimeter of about 3 mm, based on the printed diameter with the CAMRI system,
and a length of about 5 mm. The printed part was assembled with these rod like parts. The
simulation of the printing process for this model was realized by a stepwise activation of boundary
conditions and interactions for the separate domains of the model, utilizing different Steps in
Abaqus©. In this way, the different parts in Figure 4.18 were considered step by step for the
analysis and the active part domain was extended similar to a real deposition process. For the
thermal analysis, orthotropic heat transfer was implemented according to the definition in the
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UMATHT user subroutine. By the time the presented local analyses were run, all of the thermal
properties presented in Chapter 3.2 were not available yet for the CF/reinforced PPS material.
Consequently, estimations were made, which was sufficient for testing the combined
crystallization and melting material behavior implemented with the UMATHT. As a consequence
of the fiber orientation primarily parallel to the bead direction, the constant thermal conductivity
was assumed to be an order of magnitude higher in this direction compared to the two transverse
directions. As boundary conditions, free convection as well as radiation were considered for the
outer surfaces of the geometry in Figure 4.18. To model heat transfer between the separate parts,
thermal contacts were used with a very large conductance neglecting significant thermal
resistances between the different 3D domains as exemplarily highlighted in Figure 4.18.

·1
A

Figure 4.18: Local bead level model in Abaqus©
In a first analysis, the CF reinforced PEEK material characterized by Velisaris and Seferis was
modeled [89]. The melting behavior was estimated based on the findings for the CF/PPS material
in Section 4.2.2. In order to study the effects of the deposition process, a very low printing speed
of about 1mm/sec was simulated for this small geometry. This means that each of the Steps in the
Abaqus© model for the 5 mm long rod parts was 5 seconds long and every 5 seconds, another part
was added to the analysis by considering its appropriate boundary conditions and thermal contacts.
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Figure 4.19: Illustration of the a) temperature distribution and b) crystallinity distribution for a
time step of the transient 3D printing simulation for the CF/PEEK material.
Figure 4.19 depicts an example result from this first analysis with the CF/PEEK material. In part
a) of the figure, the temperature distribution is shown in Kelvin, while part b) illustrates the
crystallinity distribution. As it can be seen, not all domains are activated for the simulation yet
which means that the printing process of the geometry is not concluded. In fact, a time step is
shown where the curved segment on the top was just activated for the analysis. In dependence on
the cooling process, the crystallinity front is passing through the part in part b). Several different
regions can be identified, which are marked in the figure. The cooled bottom of the part is at the
maximum crystallinity of the CF/PEEK material of about 0.23 already, which means that this
material has undergone the transition from the molten state to a crystallized solid. The top parts
that were just activated are still at a high temperature and not crystallized yet, so they represent the
highly viscous, molten material after deposition. As the hot material of the activated curved section
comes in contact with the material underneath, it melts this material and crystallinity is destroyed
in the vicinity of the interface. Finally, as already observed in the 2D COMSOL© analyses, near
the bottom of the part where the temperature of the printing bed is imposed, the material cools too
fast to crystallize and remains frozen in the amorphous state.
To take a more detailed look at the cooling and crystallization history at the interface between the
two layers, an example result was extracted and plotted for the whole analysis for the node
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illustrated in Figure 4.20. Before the activation of the boundary conditions of the corresponding
3D domain, the temperature at the location of the node stays at the maximum extrusion temperature
of 603.15 K (330°C), defined by an initial condition. Upon activation, the temperature at the node
cools down due to the modeled convection and radiation losses and in the range of crystallization
temperatures, the material crystallizes to its maximum crystallinity of about 0.23. Then, after 65
seconds the domain above the node is activated, which results in a rapid temperature increase since
the thermal resistance between the layers was assumed to be minimal. At the same time, the
crystallinity is reduced to almost zero again which happens almost instantaneously since the
melting model is solely temperature dependent. Finally, the material cools again and the degree of
crystallinity resumes to its maximum value. This example illustrates that the communication
between the crystallization kinetics model and the melting model works as intended in the
UMATHT user subroutine yielding expected, realistic crystallization histories.
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Figure 4.20: Nodal output for temperature and crystallinity for the node shown on the left,
extracted for the whole analysis
In a second analysis, the 50wt.% CF reinforced PPS material was modeled that was characterized
in Chapter 4.2.1. As another major change, a more realistic printing speed similar to the actual
printing speeds with the CAMRI system was simulated. Instead of 1mm/sec, a speed of 25mm/sec
was chosen, which shortened the whole deposition process to a length of 3.4 seconds based on the
small size of the overall part. Due to this short deposition process, the material had not enough
time to crystallize before the next layer on top of the first one was activated, which explains why
no re-melting was observed. In addition, the part cooled very differently compared to the first
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analysis. While not many heat losses were present in the first few seconds during deposition, the
part cooling process happened after deposition from the outside inward, where the part was subject
to different cooling rates locally.
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Figure 4.21: Crystallinity distribution of a cooled part modeled with 50w.% CF/PPS material
after the printing process.
In Figure 4.21, the resulting distribution of the degree of crystallinity for the 50w.% CF/PPS
material is shown. It is clear that in comparison to the CF/PEEK material, the crystallization
kinetics behavior is more dependent on the cooling rate. Outer regions of the part, which cooled
faster than the inside, possess a lower crystallinity. Here, not enough time was available for the
complete crystallization process to take place. The inner areas were subjected to the lowest average
cooling rate, which explains why the maximum crystallinity values can be found here.
Based on the depicted crystallinity distribution, the part is expected to have a similar distribution
in mechanical properties. Furthermore, a different amount of crystallization shrinkage will be
applied to different regions in a mechanical simulation. It is apparent that the crystallization
behavior of the PPS material is very different from the PEEK matrix, which crystallizes to a
maximum value for a wide range of cooling rates. These conclusions indicate the importance of
modeling the crystallization kinetics behavior of semi-crystalline polymers during the EDAM
process in general, but also the need to specifically characterize the behavior of the specific
polymer that is utilized. Without a crystallinity analysis, crystallization influenced variations in
mechanical properties as well as the effect of crystallization shrinkage cannot be properly modeled,
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which is expected to result in a quantitatively incorrect stress and deformation state of a printed
part.
4.3.4

Global Part Level Simulation in Abaqus©

For simulations of full scale parts, the mesh densities shown in the last section for a single bead
cannot be reproduced. The total computational cost would be too high. Instead, a single bead needs
to be represented by a few elements through its width and height only. A methodology was
developed to define a voxel type mesh for a full scale part based on its machine code from the
physical printing process. This mesh can then be used with the new additive manufacturing
capabilities in Abaqus© 2017 to simulate the EDAM process via progressive element activation.
More information on the mesh generation and the AM capabilities are provided in Chapter 7.1.
The focus in this section is on how the crystallization kinetics results change for a global part level
analysis in contrast to the previously discussed local analysis. The printing process was modeled
for a NACA air inlet duct tool utilizing the 50wt.% CF reinforced PPS material. Since the general
physics based material behavior does not change, the same developed UMATHT user subroutine
could be used. Figure 4.22 illustrates a crystallinity distribution for a time step during the simulated
deposition process. As the elements are activated with their extrusion temperature, they start to
cool. However, based on a significant thermal mass, several layers stay in the viscous, molten state
for a certain while before the crystallization front passes through the part from the bottom to the
top. Overall, the part reaches the maximum crystallinity of 0.84 with the simulated cooling
conditions. More information on this specific simulation can be found in Chapter 7.3.
When the result in Figure 4.22 is compared with the local crystallinity distribution in Figure 4.21,
it is obvious that the detailed results cannot be reproduced for a global part type analysis. When a
single bead can just be modeled with a few elements per bead cross section, crystallinity gradients
are very coarse. Furthermore, the effect of local re-melting cannot be really captured. However,
based on process simulation results with realistic printing speeds, the material melting behavior is
not really significant in the majority of cases as the material does not crystallize fast enough and
is still in the molten state before the next layer is deposited. This leads to the conclusion that the
re-melting behavior is not an essential part for global type analyses. However, it is believed that
for local analyses focused on predicting the fracture toughness between the deposited layers, the
melting physics are an important aspect.
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Figure 4.22: Crystallinity distribution for a full size part made from CF/PPS during the EDAM
printing process simulation.
Although the amount of details from the local analysis cannot be achieved for global part type
analyses, the general crystallization behavior and crystallinity distributions can be captured. The
remainder of this work focuses on these part level simulations in order to predict residual stress
states and the final deformations of realistic printed parts. In the corresponding mechanical
analyses, the predictions of crystallinity play a vital role to track the material transition from the
molten to the solid state and thus the related change in mechanical properties, as well as the induced
crystallization shrinkage. Therefore, the accurate description and simulation of the crystallization
kinetics behavior is an important foundation for modeling the EDAM process with semi-crystalline
polymers.
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5. THERMOVISCOELASTIC MATERIAL BEHAVIOR

This chapter presents the thermoviscoelastic material characterization of the utilized 50wt.% CF
reinforced PPS material and the implementation of this material behavior in the EDAM process
simulations in Abaqus©. In a first section, fundamentals about the thermoviscoelastic material
behavior of thermoplastic polymers are discussed and modeling approaches are summarized from
the literature to describe this material behavior when modeling composite manufacturing processes.
Next, the derivation of the numerical anisotropic thermoviscoelastic approach utilized in this work
is presented and discussed with respect to the implementation in the process simulations. After
that, the material characterization is explained, including the analysis of the microstructure, the
stress relaxation experiments and the micromechanics analyses. Also, it is outlined how the
experimental data was made available for the process simulations. Subsequently, the development
of a UMAT user subroutine in Abaqus is described which was used to implement the user defined
thermoviscoelastic material behavior. Finally, the description of gravity effects in the process
simulation is investigated and conducted material sagging characterization approaches are
presented.

5.1

Fundamentals

In contrast to elastic materials like metals, polymers show a viscoelastic mechanical material
behavior. This means that they exhibit both the solid characteristics of elastic materials and store
elastic energy when loaded, but also dissipate a part of the energy and flow on the microscale
showing a behavior similar to fluids. The time becomes an essential parameter for the material
description. A detailed discussion of the reasons for this combined behavior based on the
morphology of polymers and related physics is beyond the scope of this text. For more background
information, the reader should consult appropriate books like the one by Brinson and Brinson [100].
With the intention of modeling the thermoviscoelastic behavior, the focus of this section is on the
mechanical behavior and appropriate modeling approaches.
In order to characterize a polymeric material, two basic experiments exist that can be utilized to
investigate the viscoelastic behavior of a material. These two tests are illustrated in Figure 5.1. In
a creep test as depicted in part a) of the figure, at a certain point in time

, a constant stress

is
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applied to the viscoelastic solid. The material responds with an instantaneous elastic strain
then the strain is further increasing and the material creeps until a maximum strain
Consequently, the strain value is time dependent. If the load

, but

is reached.

is removed at a time

, the

resulting strain history is represented by the dotted line. The total strain decreases by the elastic
instantaneous strain

immediately and after that, creep recovery takes place which describes the

time dependent reduction of the deformation [101].
In a relaxation test in Figure 5.1b), a constant strain

is applied to the material at a certain time

The material responds with an immediate stress

and subsequently the stress level decreases

progressively towards a final value
is removed at a time

.

. This process is called stress relaxation. If the applied strain

, the instantaneous stress

is subtracted and the result may be a

compressive stress as indicated in the figure. Similar to the behavior after the initial strain loading
at

, the absolute stress level reduces progressively afterwards [101].
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Figure 5.1: Mechanical behavior of a viscoelastic solid, a) creep test, b) relaxation test. The
figure was redrawn based on [101].
In the EDAM process, the extruded and deposited material cools down to room temperature and
during the process, it shrinks both due to thermomechanical and crystallization shrinkage. This
means that based on how the material cools, a strain history is applied to the material, which can
be imagined as a large number of incremental strains for every new small time period during an
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EDAM process simulation. Consequently, there exists a superposition of many of the load cases
in Figure 5.1b) with multiple incremental strains applied over the time period of the printing
process. This loading history does generally not include unloading steps as illustrated in the figure.
A conceptual model that can be utilized to describe the observed relaxation material behavior in
Figure 5.1b) is the Maxwell model. As illustrated in Figure 5.2a), it consists of a spring and a
dashpot in series, representing the elastic and the viscous behavior of the material.
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Figure 5.2: Illustration of a Maxwell model: a) Mechanical representation, b) Relaxation
0 . The figure was redrawn based on [100], [101].
response to an applied strain at
The stress relaxation response of the model to a strain applied at

0 is shown in part b) of the

figure. Based on the equilibrium of stress and the kinematic condition that the total strain is the
sum of the strain in the spring and the dashpot, the resulting stress output to a step input in strain
can be derived [100]:
exp

In Equation 5.1,

exp

/

is the relaxation modulus and

(5.1)

/ the relaxation time.

This relaxation time defines the time scale of the relaxation response of the material [100].
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In order to describe the relaxation behavior of a realistic polymer, a single Maxwell model is not
sufficient. Instead, to provide a better mathematical representation, multiple Maxwell models can
be considered in parallel and a superposition of the individual stresses in these elements with the
underlying assumption of linear viscoelastic material behavior yields the Generalized Maxwell
Model to describe the overall stress response [100]:

exp

This is again the result for an applied strain
multiple relaxation times

at

(5.2)

0. Now the material is assumed to have

, which enables to describe a broader time range for the material

relaxation behavior. The accuracy of the material description can be controlled by the number of
Maxwell elements

that are chosen. This model is also called a Prony series representation. The

stress response of both Equation 5.1 and 5.2 approaches zero for → ∞. If a material exhibits a
constant value

0 for an infinite relaxation time as illustrated in Figure 5.1b), Equation 5.2

can be modified and an equilibrium modulus

can be defined to account for the stress

[100]

exp
With the relaxation modulus

:

(5.3)
exp

As discussed above, the true strain loading history in the EDAM process depends on the cooling
history and does not correspond to a simple strain that is applied at

0. In order to describe the

resulting stress for an arbitrary strain history, the Boltzmann superposition principle can be utilized,
assuming linear viscoelastic material behavior, and an integral expression can be employed [100]:

(5.4)
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Since all strain events contribute to the stress state of a material based on this equation, the lower
limit of the integral is important, which represents the start point of the strain history. In Equation
5.4, this start point is assumed to be at

0. The relaxation modulus

can be expressed

according to Equation 5.3:

exp

---

(5.5)

Due to the fact that the printed material undergoes a cooling process from the extrusion
temperature all the way down to room temperature, the temperature influence on the resulting
viscoelastic material properties has to be characterized and considered to get the full
thermoviscoelastic material behavior required for the process simulations. The temperature
dependence can be investigated by performing multiple relaxation experiments for different
temperatures in the temperature range of interest. For a thermorheologically simple material, these
obtained relaxation curves can be shifted horizontally to form a relaxation master curve for most
materials. Vertical shifts as discussed by Brinson and Brinson [100] were not considered in this
work. The shifting process implies that the material tested at a higher temperature shows that same
behavior as if it was tested over a (significantly) longer period of time. Thermorheologically simple
means that a temperature change affects all relaxation times of the polymer in the same way [100].
Most amorphous polymers with only one major molecular transition around the glass transition
temperature

behave as thermorheologically simple [101], whereas semi-crystalline polymers

exhibit a thermoreologically complex behavior due to the second crystallization phase transition.
However, if fully crystallized material samples of a semi-crystalline material are characterized up
to the melting point, just the phase transition at

is present and therefore a thermorheologically

simple material behavior can potentially be assumed as well.
In particular, the shifting process for generation of the master curve is illustrated in Figure 5.3.
Example relaxation curves for two different temperatures are shown, where

was selected as the

reference temperature for the master curve. It is apparent that the curve for

can be shifted

horizontally to produce a continuous continuation of the curve for
During the shifting procedure, the logarithms of the shift factors

to form a master curve.
are recorded and utilized to
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define a temperature dependent relationship for

for the time-temperature-superposition (TTS)

description.

T

_ _ _ _ _ _ _ _ llcogt

Figure 5.3: Illustration of a horizontal shift for the Time-Temperature-Superposition (TTS)
With utilization of a shift factor

, the material behavior for different temperatures can be

described based on the resulting master relaxation curve defined for the reference temperature
The modulus at a temperature

can be expressed as
,

Here,

is the reduced time with

.

,
and

(5.6)

. To account for the time shift in Figure

5.3, the regular time is replaced by this reduced time , which is defined for transient temperature
conditions as [101]:
1

The temperature dependence is implemented by the shift factor

(5.7)

, which relates the real and the

reduced time. The shift factors for the different temperatures obtained by the shifting process of
the experimental data can be described with a William-Landel-Ferry (WLF) equation, which is
defined by Equation 5.8 and valid for temperature values above the glass transition temperature
[101]:
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log

The two constants

and

(5.8)

in Equation 5.8 can be modified to fit the equation to the

experimentally obtained values for log

and in this way, the combined time-temperature

behavior can be defined for the temperature and time ranges of interest. For temperatures below
the glass transition temperature, a definition based on an Arrhenius equation can be utilized [100]
log

where

is the activation energy and

1
2.303

1

(5.8)

the gas constant. This concludes the summary of basic

viscoelastic principles and modeling techniques.
In order to model the transient thermoviscoelastic behavior of thermoplastic composite materials
in composite manufacturing processes to obtain resulting residual stress states, different
approaches exist in the literature. A couple of these approaches are presented and discussed now.
Chapman et al. [78] utilized a thermoviscoelastic constitutive model to predict process induced
stresses in continuous thermoplastic composites. The authors characterized a CF reinforced PEEK
composite material by conducting stress relaxation experiments at different temperatures and
forming a master curve. The extracted shift factors

were described with both a WLF equation

and also an Arrhenius equation for different temperature ranges. The viscoelastic definition of the
modulus in the transverse direction of a lamina was the then established based on a viscous to
elastic transition temperature
dependent relaxation time

∗

. This transition temperature was defined based on a temperature
, which described the time duration for the transverse

modulus to drop to the value 1/ of its original value in a stress relaxation experiment. In
particular,

∗

was described as the temperature for which the elapsed time from the start of the

cooling process equaled the relaxation time for this specific temperature. Above this temperature,
all residual stresses were assumed to relax out instantaneously, while for temperatures below the
transition temperature

∗

, stresses were retained and evolving based on a viscoelastic, temperature

and crystallization dependent description for the transverse modulus. For the fiber direction,
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temperature independent elastic properties were proposed for temperatures below the melting
temperature [78]. The developed thermoviscoelastic approach can be summarized as [78]
Fiber Direction:
,

0

340°
1

,

340°
(5.9)

Transverse Direction:
,
,
The transverse modulus

∗

0
,

,

,

∗

,

was defined below the transition temperature

temperature dependent modulus of the amorphous phase
crystalline phase

, the degree of crystallinity

transverse fiber modulus

∗

as a function of the

, the constant modulus of the

, the fiber volume fraction

and the

.

Another modeling approach for the prediction of process induced residual stresses for a laminate
was proposed by Lawrence et al. [79]. The authors described the thermoviscoelastic matrix
properties with a Standard Linear Solid (SLS) viscoelastic constitutive model, which was extended
to account for the effects of crystallinity for the investigated semi-crystalline PEEK composite
material. The PEEK matrix of this composite material was assumed to behave like an isotropic
material. Its modulus was estimated based on the dynamic storage modulus of the matrix
defined with the dynamic mechanical storage and loss compliance

and

and

[79]:

(5.10)

These compliances were assumed to consist of an amorphous and a crystalline part and were
described as a function of the degree of crystallinity

[79]:

1
1

(5.11)
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The crystalline storage compliance

was defined to be constant based on the assumption that the

crystalline phases do not experience a stress relaxation. Consequently, the crystalline loss
compliance

was zero. A viscoelastic transition was implemented for the amorphous

compliances

and

. For the detailed equations, the work of Lawrence et al. should be

consulted [79].
A temperature dependence of the amorphous retardation time governing the viscoelastic transition
of the amorphous compliances was considered with both an Arrhenius and a WLF equation. Due
to recrystallization of amorphous material, this temperature dependence was not easy to
characterize above the glass transition temperature. A solution was found by extrapolation of the
time-temperature superposition data for the amorphous storage compliance assuming temperature
independent asymptotic values above a certain temperature. According to the authors, the resulting
SLS model was capable of describing experimental data for a wide variety of cooling histories. In
order to get the resulting mechanical properties of the composite material, micromechanics were
employed utilizing the viscoelastic material description for the PEEK matrix material [79].
While the presented model is powerful since it is able to account for the effect of crystallinity on
the viscoelastic properties, the required micromechanics step is a clear disadvantage for the
implementation in the EDAM process simulations. Since the viscoelastic matrix properties are
temperature and crystallization dependent, a new micromechanics analysis would have to be run
for every new time increment and considered location in the model. This is assumed to be very
expensive computationally. In comparison, the transition temperature

∗

as a function of cooling

rate as proposed by Chapman et al. [78] is a rather simplistic approach that defines an abrupt
change in material behavior. Furthermore, the related model is not suited to describe the
anisotropic properties of a printed bead, but was developed for a lamina [78]. In order to
circumvent these limitations, a different approach was utilized, which is described in the next
section.

5.2

Numerical Anisotropic Thermoviscoelastic Approach

In this section, the numerical anisotropic thermoviscoelastic model is derived that was utilized in
the EDAM process simulations for the present work. This derivation and the related discussion
was already presented in a paper published at the conference of the American Society for
Composite Materials in 2017 [102].
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During the printing process, two competing stress mechanisms take place at the same time. On the
one hand, stress levels are rising due to the imposed thermomechanical and crystallization
shrinkage strains and the simultaneous temperature and crystallization dependent increase of the
material stiffness, on the other hand, stress relaxation occurs based on the time and temperature
dependent viscoelastic material behavior. In order to capture these competing mechanisms, a
thermoviscoelastic approach is needed that is able to account for both stress build up and stress
relaxation at the same time. For implementation in the process simulations, a recursive numerical
scheme was adopted that is able to meet this requirement. It was initially proposed by Tylor et al.
[103]. Sunderland et al. [104] expanded this approach to describe anisotropic materials. In this
work, this form was utilized and the effect of crystallinity was included additionally to be able to
describe the transition of the printed material from a viscous fluid to the viscoelastic solid.
In general, the strain rates that result from the material shrinkage are low. Therefore, linear
viscoelasticity is adopted and with consideration of the superposition principle, the anisotropic
viscoelastic constitutive relationship can be formulated similar to Equation 5.4 as [104]

, ,

The components of the stiffness matrix
crystallinity . The parameter

----

,

,

1, 2, … 6

depend on the temperature , the time

(5.12)

and the

is the effective strain defined as the total strain component

minus the corresponding inelastic, thermal component in the stress free state [104]:
.
As discussed above, a fully crystallized material just has one phase transition and therefore it can
assumed to be rheologically simple to apply time-temperature superposition. However, the effect
of the crystallization phase transition cannot be neglected as it defines the transition from the
molten to the solid state. For this work, the consequence of crystallization on the magnitudes of
the stiffness matrix components

will be considered, while its effect on the relaxation behavior

of the material is neglected. It is very challenging to characterize a crystallization and temperature
dependent relaxation behavior of a material as a certain crystallization state cannot be preserved
in the non-isothermal relaxation experiments because the material continues to crystallize in the
crystallization temperature range. Despite the fact that an implementation of the relaxation
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behavior of the fully crystallized material independent of the crystallinity for all temperatures is
incorrect, the induced error is assumed to be small. Before the onset of crystallization, the
magnitude of the material stiffness is very low, so no relevant stresses evolve. Also, as observed
based on the crystallization behavior of the characterized 50wt.% CF/PPS with typical cooling
rates in the process simulations, the crystallization process happens rapidly and full crystallinity is
achieved in most regions for a majority of parts. Therefore, the time range during the crystallization
is short where the modeled relaxation behavior of the fully crystallized material deviates from the
true, crystallization dependent relaxation behavior and the induced error is not significant.
In order to introduce time-temperature superposition, a reduced time parameter
each stiffness component

is defined for

according to Equation 5.7 [104]

(5.12)

With these reduced times, the time and temperature dependent stiffness components
described with master curves at a reference temperature
shift factors

can be

. As discussed in the last subsection, the

can be expressed with a WLF or an Arrhenius equation. When the reduced time

definitions are substituted in the constitutive relation in Equation 5.11, one obtains [104]

, ,

The stiffness matrix components

,

1, 2, … , 6

(5.13)

can be expressed with Prony series type models fitted to

master curves for a reference temperature

[104]

,

In this equation,

,

exp

(5.14)

are the unrelaxed parts of the stiffness matrix components and

the relaxed contributions. The relaxation times

for each of the

describe

Maxwell elements govern
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the overall relaxation behavior. With inclusion of the definition of reduced times
crystallinity proportionality factor

and a

, the Prony series become

, ,

exp

∙

(5.15)
exp

∙

The crystallinity factor

exp

can be utilized to control the stiffness component magnitudes based

on the crystallinity. If this Prony series definition is included in Equation 5.13, the updated
constitutive relation can be achieved:

exp

exp

(5.16)
exp

∙

exp

In order to implement this relationship in the process simulations, it needs to be discretized. The
strain rate can be represented as incremental portions of strain that are applied over multiple of
time increments. If the strain rate for a time increment is assumed to be constant, one obtains

,

,

Δε ,
Δ

,

(5.17)

Based on this discretization, the time integrals can be replaced by sums. In addition to the strain
rate, the crystallinity proportionality factor
increment Δ
to obtain:

is assumed to be constant for each time

as well. With these considerations, Equation 5.16 can be reformulated
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Δε ,
Δε ,

exp

exp

Δ

exp

Δ

(5.18)
Δε ,

The summation in time is described with the index and the present time in Equation 5.16 is
replaced by

Δ

. The characteristic functions

are introduced in Equation 5.18. They

define the specific relaxation behavior during a time increment for every Maxwell model
every stiffness matrix component

Δ

of

. The characteristic functions are defined by [104]
1
Δ

exp

(5.19)

Now a recursive scheme can be developed based on Equation 5.18. Such an approach is desirable
since a step-forward formulation would require a considerable amount of storage space and
computing time. Equation 5.18 can be written out for a few consecutive time steps and with the
assumption that

0

0, the following set of definitions for the stresses

at the time

can be derived

,

,

1,2, … , 6

(5.20)

With
Δε ,
exp

(5.21)
(5.22)

Δ

Δε ,

no summation
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This set of equations was utilized for implementation in the process simulations. Each stress
component

consists of the relaxed part

and the sum of the unrelaxed parts

for

all Maxwell models. For each new time increment, the incremental contributions of the relaxed
stresses are simply added to the previously accrued relaxed stress parts in Equation 5.21. These
added incremental amounts of relaxed stresses depend on the current crystallinity

and

the incremental strains Δε , . The competing stress mechanisms discussed at the beginning of
this section are both described by the unrelaxed parts of the stress

. The first term in

Equation 5.22 represents the relaxation of previously generated stresses, based on the current
combined time-temperature behavior of the material which is defined by

. The second part

describes the amount of unrelaxed stresses that are generated during the time increment, where
Δ

accounts for the stress relaxation of the newly generated stresses that happens during

this increment. As for the relaxed stress contributions, the evolving unrelaxed stresses depend on
and the incremental strain magnitudes Δε , . Based on the

the momentary crystallinity

0 and

fact that the loading history starts that
are zero as well at

:

0,

0

0, the relaxed and unrelaxed parts

0. These initial conditions conclude the definition

of the recursive scheme.
Crucial for the implementation of this numerical thermoviscoelastic approach is the definition of
the characteristic functions

Δ

. It can be computed with Equation 5.12 and an appropriate

definition for the shift factors. If WLF relationships are assumed for

, the shift parameters can

be expressed based on Equation 5.8 as

10

(5.23)

According to Taylor et al. [103], a closed form solution for Equation 5.19 is generally not available
for time dependent temperature states. Therefore, the incremental temperatures are assumed to be
constant and its value is taken for the middle of the increment:
definition, the reduced times can be evaluated according to Equation 5.12:

/2. With this
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∙

∙ 10

(5.24)

10

Δ

When this result is implemented in Equation 5.19 to compute the values for

Δ

1
Δ

exp

1
Δ

exp

∙

, one obtains:

∙
(5.25)

1
Δ

1

exp

1

1

t

exp

With a general definition for the time increments as
Δ ,

1

1

, the result is:
exp

Δ

With

(5.26)
10

This concludes the derivation of the numerical thermoviscoelastic approach.
While the presented formulation is very powerful in the way that the full thermoviscoelastic
material behavior of an anisotropic solid can be described, one has to consider the vast amount of
variables it entails. If the printed material is described as orthotropic, nine independent stiffness
matrix components

have to be considered, which requires the definition of nine independent

master curves. For the time-temperature superposition, nine different reduced time variables are
needed assuming that the master curves for the stiffness components were generated with
significantly different temperature dependent shift factors. For a realistic Prony series description
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of a master curve for a stiffness matrix component over several decades in time, multiple Maxwell
elements (>10) are required. Consequently, for the computation of the stress components
throughout a process simulation, 9 ∙

unrelaxed stress components

have to be tracked during

the simulation, which requires a significant amount of storage space and computation time. More
importantly, the experimental efforts to characterize nine independent master curves are extensive.
Furthermore, several components like off axis stiffness components cannot really be characterized
in relaxation experiments. For these reasons, in order to keep the overall problem size on a feasible
level, certain assumptions have to be made to simplify the implementation and reduce the amount
of required characterization work. These assumptions should be informed by experimental results
or additional information generated my micromechanics. Therefore, after presentation of the full
model complexity in this section, the actual implementation of an adapted approach is discussed
in Chapter 5.4 after the material characterization was presented.

5.3

Material Characterization

Several steps are necessary to generate the data required for the thermoviscoelastic approach
introduced in the last section. First, the microstructure of the printed 50wt.% CF reinforced PPS is
investigated. For a micromechanics analysis, the fiber length distribution in the composite material
as well as the fiber orientation state have to be determined. Subsequently, relaxation experiments
utilized to characterize the thermoviscoelastic material behavior are presented and the generation
and model description of the resulting master curves are described. Next, a micromechanics
analysis is shown that was utilized to generate additional information that was not easily accessible
with experiments. Finally, the procedure of computing of the stiffness matrix components from
the experimental and micromechanics data for input in the process simulations is explained.
5.3.1

Characterization of the Microstructure

This subsection presents the microstructure of the printed 50wt.% CF reinforced PPS Celstran©
PPS-CF50-01 provided by Celanese©. The illustrated microstructure in Figure 5.4 was printed with
Purdue’s CAMRI printer utilizing the mechanical tamper to compact the material for elimination
of the inter-bead voids that otherwise form between the deposited material beads. The material
characterization presented in this chapter was conducted for the tampered material.
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Figure 5.4: Illustration of deposited material with the CAMRI system [13], a) Schematic
representation, b) Printed microstructure.
With the material tamper, a realistic representation of a printed stack of material is provided in
Figure 5.4a). The beads are flattened and their width is much larger than their thickness. The
printed beads form a solid structure without any entrapped air between the beads. When looking
at the actual printed microstructure illustrated in Figure 5.4b), one can observe that this
microstructure representation is indeed correct. For clarification, the edge of the printed material
was highlighted. No large diamond shaped voids can be found anymore as illustrated for the
microstructure printed without a tamper in Figure 4.15. Nevertheless, there are still voids inside of
the printed material. These voids are depicted by the black dots in the shown microstructure. The
origin of this air was investigated at by the additive manufacturing team at Purdue as it is not
desirable to have voids inside of the material that reduce its mechanical properties. The whole feed
section of the CAMRI printer was enclosed and a vacuum was pulled to avoid air entrapment
during the melting process of the material inside of the extruder. While the void content
measurements of the samples printed with vacuum indicated a reduced amount of entrapped air,
the overall results were inconclusive. This suggests that the air is either inside of in the material
pellets already or gas is given off during the melting process due to oxidation of the PPS or
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degassing of additives. The investigations are still ongoing and results will be published once a
clear conclusion was found.
Which focus on the fiber orientation, one more detailed image with a higher resolution is shown
in Figure 5.4. It is apparent that a majority of fibers are aligned mostly parallel to the printing
direction as they appear as circles or ellipses with very similar axes. However, even if not shown
in the present image, also a few fibers can be found that deviate from this trend and show
orientations in the transverse directions. Over the whole cross section, there are different regions
with varying amounts of these transversely oriented fibers and also different void contents, which
underlines the fact that a printed bead by itself is an anisotropic material. Especially for larger bead
diameters, varying regions of fiber alignment are expected as material is exposed to different shear
rates through the thickness of a bead during the extrusion and deposition process, resulting in a
different amount of fiber collimation. Favaloro et al. [15] discussed this aspect and the authors
suggested to describe a printed bead cross section with different orthotropic material definitions
for the different regions. For the material description in this thesis, this potential variability was
not considered and a single orthotropic material definition representing a printed bead was chosen
for simplicity. With respect to the discussion of the thermoviscoelastic approach in the last section,
considering more than one orthotropic material description would have increased the model
complexity and the required characterization efforts considerably, which would not have been
feasible. In order to still account for some of the discussed variability in fiber orientation, a
representative bead region was selected and a large number of fibers was measured to define the
fiber orientation state.
5.3.1.1 Fiber Length Distribution
In order to determine the fiber length distribution in the printed material, a material sample was
placed in an oven in an oxygen-rich atmosphere at 750°C for several hours to burn out the PPS
matrix. The remaining fibers were dispersed with acetone and 1000 fibers were measured manually
to determine a representative fiber length distribution. A histogram of this fiber length distribution
is illustrated in Figure 5.5.
When one considers that the fiber lengths in the pellet feed stock material are as long as the 12
mm long pellets based on the pultrusion manufacturing process of these pellets, it can be concluded
that a significant amount of fiber attrition is induced by the extrusion process. During the melting
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process in the extruder, the screw introduces a large amount of mechanical energy and the stiff
long fibers are broken multiple times. The resulting number average fiber length

was computed

as [105]
∑
∑

∑

With a typical carbon fiber diameter of 6

∑
1000

208.1

(5.27)

/

, the resulting average fiber aspect ratio

is about 35, which represents a short fiber reinforced material.
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Figure 5.5: Fiber length distribution of the printed 50wt.% CF reinforced PPS
Nevertheless, a few long fibers are preserved in the extrusion process with fiber lengths exceeding
1 mm. These fibers contribute in particular to the mechanical performance as they can carry
significantly more load based on their long aspect ratios. Therefore, the number average is not
really a representative measure of the fiber length. In order to account for the importance of the
few long fibers, the length-weighted average
average

[105]:

was also computed additionally to the number
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∑
∑

∑
∑

414.7

(5.27)

This length average is a more representative length description for assessing the mechanical
performance of the material. The resulting aspect ratio is

/

70.

However, with respect to the fiber start length of about 12 mm, it can be concluded that a
significant reduction of fiber length takes place in the extrusion process, which limits the resulting
mechanical properties. These fiber length results provide an explanation for the yet limited
mechanical performance of printed composite parts as illustrated in Chapter 2.5, even parallel to
the printing direction of these parts.
5.3.1.2 Fiber Orientation
In order to determine the fiber orientation in the printed material, the cross section of a printed,
tamped bead was polished and a cross section image was taken with a magnification of 50X. A
representative area corresponding to about 1500 fibers in the middle of the top part of a single bead
was selected and the orientation angles of all fibers in this area were measured using ImageJ.
The orientation of a fiber can be determined based on its two angles
orientation vector

and

describing the fiber

in the 3D space. The explanation of basic fiber orientation definitions and

related measurement techniques is not part of this work. For more information, the relevant
literature should be consulted, e.g. [106], [107]. For the present investigation, the angle
the alignment with the printing direction (1-direction), while
2 – 3 cross section plane. For

describes

defines the fiber orientation in the

0° a fiber is oriented parallel to the 1-direction. An angle of

equal to 0° or 180° indicates an alignment rather in the 2-direction in this plane, while

90°

means that the fiber is oriented more towards the 3-direction. The resulting components of the
orientation vector

of a fiber are:
cos
cos

sin

sin

sin

(5.28)
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Figure 5.6: Fiber orientation angle distributions for

in part a) and

in part b) of the figure.

The histograms for both fiber angle distributions are illustrated in Figure 5.6. Part a) depicts the
histogram for the angle . Interestingly, the majority of the fibers are not perfectly aligned in the
printing direction (1-direction), corresponding to

0°, but are positioned at angles between 20°

- 30°. At first, this seems to be a surprising result since the shear alignment of the fibers in the
extrusion process and the converging flow in the convergence zones of the die cause a fiber
alignment in the printing direction. However, the effect of the tamper has to be considered. When
the material is flattened by the mechanical compaction after deposition, it flows and expands
sideways. In this squeeze flow of the material, fibers that are not perfectly pointed in the 1-direction
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are slightly misaligned by the expansion of the material in the transverse in-plane direction (2direction), which explains the observed maximum around 25°.
As indicated the by the histogram for the angle

in Figure 5.6b), the fiber orientation in the 2 – 3

plane is primarily pointed towards the 2-direction, corresponding to angles around 0° and 180°.
This result is expected and can also explained by the tamper, which forces most fibers to adopt an
orientation in the 1 – 2 plane as it flattens the printed beads.
In order to quantify the fiber orientation for the micromechanics analyses, the second order
orientation tensor description initially proposed by Advani and Tucker [108] was utilized.
According to this approach, the fiber orientation along the 1-, 2- and 3-direction is expressed by
,

the value of the diagonal tensor components
tensor

, ,

1, 2, 3. The trace of

and

of the second order orientation

always equals to one:

1. As an example, if all fibers

are aligned in the 1-direction, then

1 and

0. For a random 3D fiber orientation,

the components are

1/3 . For more information on this fiber orientation

description, the reader is referred to [106], [108].
The second order orientation tensor can be computed for a discrete number of fiber samples using
the following equation [106]
∑

(5.29)

∑
In Equation 5.29,

is the length of the kth fiber and

is a weight function which is defined as

[106]
90°:
1
cos
(5.30)

90°:
1

where

is the diameter of the kth fiber. A weight fraction

is required to correct for the fact

that it is more likely for a fiber to intersect the sectioning plane when it is normal to the plane than
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for a fiber that is oriented parallel to it. In particular,

describes the projected height of the fiber

along the axis normal to the cutting plane [107].
From the presented fiber orientation measurements of the 1500 fibers, the length of each individual
fiber was not available. Therefore, the number average length

208.1 m was assumed

instead to represent the length of the average fiber. With the fiber orientation angle distributions
and the vector components according to Equation 5.28, all information was available to compute
the fiber orientation in the three different directions. The resulting diagonal components of the
second order orientation tensor

indicating the fiber orientations in the three different directions

are summarized in Table 5-1.
Table 5-1: Resulting fiber orientation tensor components for the three directions
Component Value
0.7623
0.1786
0.0591
These results confirm the trends shown by the histograms of fiber orientation angles in Figure 5.6.
Even though the maximum in the distribution of

is around 25°, the overall fiber orientation state

is still dominated by an orientation in the 1-direction, indicated by the large value for

. This

explains the previously discussed superior mechanical performance and the low CTE in this
direction. Due to the tamper, the fiber orientation in the stacking direction (3-direction) is minimal
and most fibers are oriented in the 1 – 2 plane. Also, this result suggests that an orthotropic material
behavior should be considered and a transversely isotropic material description as utilized for a
lamina is not appropriate.
5.3.2

Thermoviscoelastic Material Characterization

After investigation of the microstructure, the thermoviscoelastic material behavior was
characterized utilizing relaxation experiments. The resulting experimental curves were shifted
horizontally to form master curves and Prony series descriptions were fitted to these master curves.
A part of the results presented in this section was already presented in a paper at the conference of
the American Society for Composite Materials (ASC) in 2017 [102].
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As previously discussed, an orthotropic thermoviscoelastic material description requires nine
different master curves for each independent stiffness tensor component. In order to reduce the
required amount of characterization work, certain assumptions were made for the relaxation
behavior of the material based on the fiber orientation state determined in the last subsection. Since
most fibers align parallel to the printing direction (1-direction), they were expected to strongly
influence the relaxation behavior in this direction. In contrast to this, for the transverse and the
shear moduli, the matrix behavior was assumed to govern the relaxation behavior of the material.
Consequently, two different sets of samples were investigated to determine both the fiber and
matrix dominated relaxation characteristics. By testing samples for both the printing direction (1direction, fiber dominated) and the transverse in-plane direction (2-direction, matrix dominated),
the experimental effort could be reduced to a reasonable level. Following the argumentation above,
the characterized matrix relaxation behavior was adopted for the modulus in the stacking direction
(3-direction) and the shear moduli.
5.3.2.1 Relaxation Experiments
In order to prepare the samples for the relaxation experiments, flat plates were printed with a single
bead orientation for each layer utilizing the 50wt.% CF reinforced PPS material Celstran© PPSCF50-01. These plates were flattened with an end mill in a CNC machine and then slender beams
both parallel to the printing direction of the beads (1-direction) and transverse to it (2-direction)
were cut using a surface grinder. The resulting beams had a width of about 4 mm and a thickness
of around 1.5 mm. To ensure a maximum crystallinity of the samples and eliminate possible
microstructure changes during the cutting process, the samples were annealed at 200°C for 2 hours.
After preparation, two samples for each direction were tested in stress relaxation time-temperature
superposition (TTS) experiments utilizing a Q800 DMA (Dynamic Mechanical Analyzer) from
TA Instruments© in three point bending mode. The samples were investigated with the 50 mm
three point bending clamp provided by the manufacturer. Consequently, this length was the span
of the beams. Based on this long span of the beams in comparison to their cross sections, shear
effects could be neglected in the bending experiments. The temperature and time dependent
relaxation moduli were determined in 10°C increments for a temperature range from 30°C to
240°C, while the onset of melting prevented the characterization of the material behavior at higher
temperatures. During the experiment, the samples were equilibrated at the current test temperature
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for 5 minutes and preloaded with a static load of 0.1 N to ensure a proper contact with the support.
Then a strain of 0.05% was imposed on the sample. This strain was inside of the linear viscoelastic
range, as characterized by DeNardo [16], to guarantee a linear viscoelastic material behavior in
the experiments. After applying the load, the relaxation modulus was recorded for 30 minutes and
then the load was removed. Subsequently, the instrument approached the next testing temperature
and the test procedure was repeated. It was assumed that after 5 minutes of equilibration time at a
certain temperature, the previous loading history had no effect on the viscoelastic behavior of the
next test anymore. The whole TTS experiment for the described temperature range took around 15
hours. Figure 5.7 depicts an example result for the relaxation modulus of a 1-direction sample for
characterizing the fiber dominated relaxation behavior.
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Figure 5.7: Illustration of the time and temperature dependent relaxation modulus during the TTS
experiment for a 1-direction sample
It is interesting to see how the time and temperature dependent relaxation modulus changes with
increasing temperature. Near room temperature at 30°C, the magnitude of the instantaneous
modulus, corresponding to the peak of the relaxation curve, is with 24.65 GPa close to the modulus
of 26.4 GPa which was determined from tensile tests earlier [16]. The stress relaxation, which is
defined by the reduction of the modulus over time, is less than 2% after 30 minutes. This means
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that the material behavior is very similar to an elastic material, which is expected as the sample is
tested well below the glass transition temperature

of around 100°C [16]. When this temperature

is approached in the experiment, the viscoelastic material characteristics become more and more
pronounced. A drop in the instantaneous moduli can be observed and the stress relaxation after 30
minutes is on the order of 20%. In contrast to an amorphous polymer, this drop in modulus is not
spanning several orders of magnitude as the crystalline regions are still intact and provide thermal
stability, which is required for the application of high temperature tooling. When the temperature
is increased further, the instantaneous moduli continue to drop and the stress relaxation becomes
more and more pronounced. Although it is not directly apparent from Figure 5.7, the significance
of stress relaxation is increasing and it reaches a value of about 30% for 240°C.
5.3.2.2 Generation of the Master Curves
In order to investigate the data, it was exported from the TA analysis© software and read in to
Matlab©. For the horizontal TTS shifts, the software Rheology Advantage Data Analysis© from
TA Instruments© was utilized that allows to read in an experimental file from a TTS experiment
with a Q800 DMA and conduct the shifting process with a built in functionality. In this way, the
shift factors could be determined easily and subsequently, they were read in to Matlab© as well.
The script to read in the data and plot it is attached in Appendix B in Table B-6. The resulting
master curves for both tested samples for each direction are illustrated in Figure 5.8. Here, the
nomenclature of the tested samples was adopted. The master curves were formed at a reference
100° , so log

temperature of
at

, log

log

since

0 corresponds to

. For this particular case

1. Based on the results, the reduced time ranges from 10

(corresponding to room temperature data) to about 10

s

s (representing data at 240°C).

As expected, the modulus in the 1-direction is greater than for the 2-direction due to the fiber
alignment. However, all samples exhibit the expected transition around the glass transition
temperature and a related drop in the modulus is visible. Consequently, the general, normalized
shape of the curves is very similar. The moduli at low temperatures around room temperature for
the 1-direction samples differ from each other. For the second tested sample labeled number 3, a
reduced room temperature modulus of around 22.5 GPa was measured. However, the room
temperature moduli for both 1-direction samples are within 10% from each other, so this deviation
was attributed to variabilities in the printed microstructure.
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For the fitting process, the data from the 1-direction sample number 2 was chosen since its room
temperature modulus of 24.7 GPa showed a better correlation with the tensile results by DeNardo
[16]. To fit the time and temperature dependent material modulus for the transverse in-plane
direction (2-direction), the data from the sample labeled number 3 was selected. Although it is not
apparent from Figure 5.8, the relative reduction of the modulus
for

in the 2-direction is larger than

with increased reduced time or temperature. For the selected samples, the instantaneous

modulus for

, measured after 4 s in the DMA experiments, drops from 24.65 GPa at room

temperature to about 6.35 GPa at 240°C. Compared to this, the relative decrease from 5.86 GPa to
0.93 GPa is larger for

. Since the transverse behavior is more dependent on the polymer due to

the fiber orientation state, the reduction of modulus with increasing temperature is larger.
Furthermore, a higher stress relaxation of up to 35% after 30 min was observed for the transverse
samples at the higher temperatures. These findings underline the need to separate between the fiber
and matrix dominated relaxation behavior as proposed at the beginning of this section.
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In order to fit the Prony series models for the moduli in Equation 5.31 to the experimental data of
the selected samples, a procedure described by Brinson and Brinson [100] was utilized. It suggests
to preselect the relaxation times based on the observed range in reduced time from the experimental
results and to choose 1 – 2 Maxwell elements for each decade in time.

,

exp

-- ,

1, 2

(5.31)

Due to the large range of reduced time of the experimental data, one Maxwell model per decade
27 Maxwell elements for

was chosen. This resulted in a total number of
relaxation times
10

10 , 10 , … , 10 , 10

, 10 , … , 10 , 10

moduli

and

s and

28 elements for

with the
with

s. With these predefined relaxation times, the values of the unrelaxed

had to be determined in the fitting process. For this process, the local

optimization routine lsqcurvefit was utilized in Matlab©. The utilized scripts can be found in the
Appendix B in Table B-7. Furthermore, the resulting values for

and

are added in

Appendix A in Table A-9 as well. In order to allow for an easier implementation of the data to the
simulations, the results were extended to get an equal number of Maxwell elements for every
29 Maxwell elements were

master curve. Based on the experimental data,
10

defined with the relaxation times
for the original ranges of

and

, 10 , … , 10 , 10

, the corresponding values of relaxed moduli

s. To account
for the added

elements were set to zero. Figure 5.9 illustrates the resulting fitted master curves for the moduli
and

. As it can be seen from the figure, an excellent representation of the data can be achieved

due to the large number of Maxwell elements.
It has to be pointed out that the large drop in modulus upon the onset of the melting of the material
above 240°C is not captured by these master curve descriptions. Nevertheless, during the EDAM
process, deposited material is cooling down from the melt. Based on the onset temperatures of
crystallinity in Figure 4.8 for relevant cooling rates, no fully crystallized material exists above
240°C. In order to describe the molten state before the crystallization phase transition starts, the
proportionality factor

will be utilized for

0 to significantly reduce the moduli for this

material state. Therefore, the modulus data expressed by the master curves exceeding 240°C is not
utilized in this form in the process simulations. In the fitting process, the relaxed moduli

2.0
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GPa and

0.25 GPa were chosen to provide a realistic extrapolation of the data as shown in

Figure 5.9. Furthermore, with these defined relaxed moduli, a drop of the model to zero can be
avoided to allow for a controlled reduction of the modulus data with

.

x Shifted experimental data 1-direction
Fitted master curve 1-direction
o Shifted experimental data 2-direction
Fitted master curve 2-direction

25

-

20
(l_

('.)

£ 15
Cf)

::J
::J
"C

0

'.2: 10

5

o~
-15

_______l_~
-10

-5

~ ~ ~~
5

0

15

10

20

Log(t ) in s e c

Figure 5.9: Fitted master curves for and
for the selected material samples at
compared to the experimental data.

100° ,

As discussed above, for the generation of the master curves for the modulus in the stacking
direction (3-direction)

and the shear moduli

relaxation behavior was adopted as measured for
the curve for

,

and

, the same matrix controlled

. To get the master curves of these parameters,

was normalized and room temperature values for

and the shear moduli were

multiplied to this normalized master curve description. These room temperature values were
obtained utilizing micromechanics, which is presented in the next subsection.
To be able to relate the real time with the reduced times
the shift factors

,

, a definition must be found to describe

. The experimental shift factors obtained from the software Rheology

Advantage Data Analysis© for both master curves are plotted in Figure 5.10. It is very interesting
to notice that the shift factors for both
above the glass transition temperature

and

are very similar, especially for temperatures

100° . Therefore, a single William-Landel-Ferry

141
(WLF) equation as shown in the figure could be utilized to express the temperature dependent shift
factors for both master curves. The parameters for

and

were obtained with a simple fit

function in Matlab©. Since in the process simulations the temperature was expressed in Kelvin, the
illustrated data in the figure was plotted over Kelvin and the unknown shift parameter were
49.15 and

determined, yielding

406.2 .
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Figure 5.10: Illustration of the experimental shift factors from the master curve generations for
and
and a fitted WLF equation
It has to be pointed out that the WLF relationship is actually just valid for temperatures above the
glass transition temperature [100]. However, since the data of the shift factors still resulted in an
acceptable correlation for temperatures below

as depicted in Figure 5.10, a single WLF

definition was used for the whole temperature range. The observation that one definition was
sufficient to express the shift factors for both moduli resulted in
single definition for the reduced time

,

. This meant that a

was enough to describe the TTS in the simulations,

which simplified the implementation significantly. More details on this will be provided in chapter
5.4.
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5.3.3

Micromechanics

Based on the difficulty to characterize all of the relevant material properties for the adopted
orthotropic material description experimentally, micromechanics analyses were employed to
approximate the remaining material parameter. Digimat© was utilized as a homogenization tool
for this task.
A Representative Volume Element (RVE) was generated in Digimat© to represent the
microstructure of the material. Based on the high required fiber weight content of 50%, the
generation of this RVE was a challenge. This weight content of fibers could not be realized with
the target orientation state as determined from the fiber orientation measurements, compare with
the findings in Section 5.3.1.2. In multiple repeated attempts to generate an RVE, the program was
not able to place enough fibers in the defined RVE with a selected size of 150 x 100 x 50 m
(length x width x height). Here, the length corresponded to the 1-direction, the width of the RVE
to the 2-direction and the height to the 3-direction. In order to place as many fibers as possible, a
fiber orientation corresponding to

0.8,

0.15 and

0.05 was chosen as the target

orientation state. This marginally more aligned state allowed the program to place more fibers, but
it was still close to the measured fiber orientation. In addition, two fiber phases were defined that
were allowed to intersect each other to achieve a higher fiber content. Furthermore, starting with
a representative initial fiber length

of 300

m, an automatic size reduction scheme was

activated by Digimat© that allowed the program to subsequently reduce the fiber length of a certain
fiber in case it was not able to place it in the RVE. Here, up to 30 length reductions were permitted
for both fiber phases with a reduction factor of 1.1. With these settings, an RVE with a fiber weight
fraction of 44.3 % was achieved. For higher fiber fractions, no usable RVE could be generated
since the definition of the matrix phase failed. In addition to the matrix and the two fiber phases,
also a void microstructure was introduced. Modeling the voids as inclusions with a minimal
stiffness and density, a target void content of 12 % was introduced based on earlier void fraction
measurements. The voids were modeled as ellipsoids with a diameter of 30 m and a length of 50
m with a 3D random orientation state. These dimensions were estimated from the micrographs.
As for the fibers, a size reduction scheme was implemented with allowed 5 reductions and a factor
of 1.25. Figure 5.11a) illustrates the generated RVE that was utilized for the micromechanics
analyses. The intersecting fiber phases are illustrated in red and blue, the voids are shown in green
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and the matrix is transparent. The utilized mesh with 375,000 voxel elements is shown in part b)
of the figure.

b)

Figure 5.11: Generated Representative Volume Element for the micromechanics analyses, a)
RVE (fibers: red & blue, voids: green, matrix: transparent), b) Generated voxel mesh.
During the generation of the RVE, Digimat© was trying to achieve the defined target properties as
best as possible. However, based on the random inclusion placement procedure and the high fiber
weight fraction, not the exact desired values could be achieved. A summary of the resulting
characteristics of the inclusion phases is provided in Table 5-2. When studying the final properties
of the microstructural phases, it is apparent that certain differences between the target values and
the resulting parameter of the microstructure exist. While the orientation state of the first fiber
phase is very close to the target values, the final orientation of the second fiber phase overpredicts
the fiber alignment in the 1-direction. Also, it has to be pointed out that the average fiber length
208.1 m measured in the material could not be replicated with the approach of reducing
fiber lengths as explained above. In order to reach the fiber weight fraction of 44.3 %, Digimat©
utilized many short fibers during the fiber placement process to fill remaining gaps in the RVE
and increase the fiber content in this way. As a consequence, the resulting average fiber lengths of
both phases are shorter than the measured length in actual material.
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Table 5-2: Resulting microstructural properties of the generated RVE
Phase/Property
Fiber Phase 1

Volume fraction
Fiber Phase 2

Volume fraction
Void Phase
Size
Volume fraction

Target Values

Actual Values

0.8
0.15
0.05
208.1 m
0.165 (0.2215 wt.%)

0.8185
0.1514
0.0301
120 m
0.166

0.8
0.15
0.05
208.1 m
0.165 (0.2215 wt.%)

0.8898
0.0970
0.0132
92.2 m
0.165

50 m
0.12

50 m
0.126

For the homogenization analysis, the matrix was assumed to be a linear elastic material for the
property predictions at room temperature. The material data was taken from the compounding
grade PPS FORTRON© 0203 by Celanese© [109] which had very similar properties to the matrix
used in the 50wt.% CF reinforced composite material according to correspondence with the
company. The carbon fibers were considered to be transversely isotropic. In order to approximate
the fiber properties for the micromechanics analyses, the data reported by King et al. [110] for
AS4 fiber was utilized. The material properties can be found in the Appendix A in Table A-10.
Based on the fact that the precise properties of the microstructure could not be replicated with the
generated RVE in Digimat© and a part of the material input properties are based on estimations,
the micromechanics results are approximations. This has to be kept in mind when studying and
evaluating the data. The generated results for the engineering constants of the orthotropic material
description of the micromechanics analysis at room temperature can be found in Table 5-3. When
the predicted extension moduli

and

are compared with the experimental instantaneous

values in the relaxation experiments at 30°C, it is obvious that the micromechanics analysis
overestimates the moduli significantly. These resulting differences are too large to be explained
by the dissimilarities between the actual and the generated microstructure. It is interesting to notice
that although the fiber orientation in the 1-direction in the RVE is clearly overpredicted in
comparison to the actual measured fiber orientation in a printed bead, the predicted modulus

in

145
the transverse direction exceeds the measured one by a similar relative amount than observed
for

. This is unexpected since overall the fiber orientation in the 2-direction is significantly

reduced in the generated RVE, compared to the measured orientation state in the material. While
different actual fiber properties than the approximated ones can be a reason for the higher predicted
values, it is believed that the intersecting fiber phases have a significant effect. As previously
discussed, this setting was chosen to achieve fiber mass fractions similar to the ones in the actual
ones. Without the intersection option, total fiber weight fractions of around 30% could not be
exceeded, which was not believed to represent the actual material well enough. However, in the
RVE, the intersecting fibers form an interlocking network that is assumed to increase the resulting
extensional and shear moduli causing the elevated values in Table 5-3, compared to the
experimental results for

and

.

Table 5-3: Micromechanics results and utilized mechanical properties for the computation of the
stiffness matrix components. For the moduli, the utilized room temperature values are shown.
Parameter

Micromechanics Results at Room Temperature
36.94 GPa
9.360 GPa
6.926 GPa
0.2986
0.3465
0.4028
4.853 GPa
3.860 GPa
2.154 GPa

Utilized Values
24.7 GPa
5.86 GPa
4.50 GPa
From study
From study
From study
3.15 GPa
2.51 GPa
1.5 GPa

When investigating the ratios between the predicted and measured values for

and

are very similar: 24.7

0.63 . Since the

/36.94

0.67 and 5.86

/9.360

, the results

predicted micromechanics values for the moduli seem realistic relative to each other based on the
fiber orientation state in the material, an average reduction factor of 0.65 was utilized to determine
the extensional modulus

, which results in a value of about 4.5 GPa. Compared to the modulus

of the neat PPS polymer of 4.2 GPa [109], this seems like a credible value considering the minimal
amount of fibers oriented in the stacking direction.
If an interlocking network of fibers is present, the shearing behavior is of the material is especially
affected and a significant stiffening effect is assumed to be induced by the network. However, as
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for the extensional moduli, the values of the shear moduli relative to each other seem realistic. It
does make sense that

is the largest shear modulus since the majority of fibers are oriented in
25° as shown in Figure 5.6. On

the 1 – 2 plane at an off axis angle from the 1-direciton of
the other hand, the effect of the fibers on the shear modulus

in the cross section plane of a

printed bead is expected to be minimal as most fiber appear as near circles. In order to get realistic
values for the shear moduli

and

, the same reduction factor of 0.65 as for

as a first order approximation. For the modulus

was considered

, a value of 1.5 GPa was utilized, which was

equal to the shear modulus of the neat PPS utilized in the micromechanics analysis, considering
an extensional PPS modulus of

4.2 GPa and a Poisson’s ratio of 0.4:

/2 1

1.5 GPa. A multiplication of the micromechanics result with a reduction factor would have yielded
with 1.4 GPa a very similar value.
It has to be stretched that the presented reduction approach of the unknown moduli, based on the
difference between experimental and predicted moduli for

and

, is a first order

approximation. More efforts should be put into investigating the homogenization process of such
a highly filled thermoplastic material and also, additional experimental data should be obtained to
evaluate the approximations.
In order to compute the stiffness matrix components from the modulus data for implementation in
the process simulations, temperature dependent Poisson’s ratio information is required. For that, a
study was conducted with the RVE where temperature dependent elastic properties of the PPS
matrix material were assumed for simplification. According to the relative reduction of the
transverse modulus

in the observed master curve with increasing logarithmic time (compare

with Figure 5.9), the matrix modulus of the PPS material was reduced accordingly in the
micromechanics analyses and the resulting major Poisson’s ratios

,

and

were

determined to investigate the temperature dependence of these parameters. Based on the timetemperature superposition, a greater temperature corresponded to a larger logarithmic time.
Additionally, the Poisson’s ratio of the PPS material was increased with temperature to approach
the assumed definition of an incompressible fluid with

0.5 in the molten state. The properties

of the fiber phase were not changed during these analyses, so the room temperature data was
assumed to be constant. The utilized matrix properties and the resulting temperature dependent
Poisson’s ratios from the conducted study are presented in Table 5-4.
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Based on the micromechanics results, one can observe a different temperature dependence for the
different Poisson’s ratios. While the major Poisson’s ratio in the bead cross section plane

does
is

not seem to show a large temperature dependence and indicates no clear trend, the value for
clearly growing with increasing temperature or logarithmic time. The Poisson’s ratio

exhibits

a decreasing behavior towards higher values for log .
Table 5-4: Summary of the utilized input properties and the results from the micromechanics
study to estimate the temperature dependent Poisson’s ratios
log
-12
-5
0
5
10
15

Relaxation factor (from
master curve)
1.0
0.9434
0.6671
0.3651
0.2322
0.1208

Matrix Modulus
(GPa)
4.20
3.962
2.802
1.533
0.975
0.507

Matrix
Poisson’s ratio
0.40
0.41
0.42
0.43
0.44
0.45

0.299
0.301
0.300
0.292
0.283
0.266

0.347
0.352
0.367
0.397
0.427
0.484

0.403
0.418
0.427
0.425
0.426
0.412

To estimate the validity of the approximations from the micromechanics study with a thermoelastic
matrix description, the predicted temperature dependent ratios of the moduli were investigated and
compared to the measured ratio for

/

and the resulting ratios

/

and

/

, based on the

assumed fiber and matrix dominated relaxation behavior of the material. This comparison is
illustrated in Figure 5.12. According to the figure, an overall good correlation can be observed
between the micromechanics predictions and the utilized approximated ratios.
The measured ratio for

/

from the master curves has a similar value than the predicted one

with micromechanics and the temperature dependent behavior with increasing logarithmic time is
very similar. Based on the assumption made earlier that
master curve as

, the approximated ratio of

/

follows the same relative relaxation
is constant. The predicted ratio from

micromechanics does not follow the same trend exactly, but the temperature dependent changes
are low, supporting this assumption. Finally, the micromechanics data overpredicts the ratio

/

at higher temperatures in comparison to the approximated ratio utilizing the estimated relaxation
characteristics for the modulus for
as well.

, but overall the same behavior and similar ratios were found
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Figure 5.12: Comparison of the predicted modulus ratios from micromechanics with the
measured one for / and the corresponding approximated ratios. Data plotted over log for

Since the Poisson’s ratios are dependent on these modulus ratios, these findings are an indication
that the results from the micromechanics study can be utilized as an approximation to compute the
stiffness matrix components. For these computations, linearly varying Poisson’s ratios were
assumed based on log . The linear functions were obtained from the data in Table 5-4:
0.0012 log

5.3.4

0.2927

0.005 log

0.3849

0.0004 log

0.4175

(5.32)

Computation of Stiffness Matrix Components

In order to describe the material behavior in the process simulations, the viscoelastic equivalents
to stiffness matrix components are required according to the viscoelastic approach that was derived
in Chapter 5.2. Therefore, the modulus data that was determined by the relaxation experiments and
the micromechanics analyses needs to be utilized to generate master curve descriptions for the
stiffness matrix components. For these computations, the definitions of a linear elastic orthotropic
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material were used, derived from the inversion of the strain-stress relationship
compliance matrix

, the strain vector

and the stress vector

with the

. The inverted stress-strain

relationship can be written as [83]
0
0
0
0
0
0

0
0
0

0
0
0

0
0

0
0
0
0

0
0
0
0
0

(5.33)

0

with [83]
1

(5.34)

Γ
1

(5.35)

Γ
1

(5.36)

Γ
Γ

,

Γ

,

Γ

,

Γ

,

Γ

,

Γ

,

(5.37)
(5.38)
(5.39)
(5.40)
(5.41)
(5.42)

where
Γ

1

2
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Now, for the computation of the stiffness matrix components, all required information was known.
The moduli

and

were available as fitted Prony series models according to Equation 5.31

from the experimental master curves. As previously discussed, the master curves for
shear moduli

,

and

and the

were computed by normalizing the master curve for

and

multiplying this normalized curve with the utilized room temperature values for these moduli,
which are shown in Table 5-3. Based on the micromechanics study discussed in the last section,
the temperature dependent major Poisson’s ratios

,

and

were also known (see Equation

5.32), where the temperature dependence was accounted for by utilizing time-temperature
(where log

superposition and the logarithm of time at

log ). The minor Poisson’s

ratios could be computed employing the equations which enforce the symmetry of the compliance
tensor

[111]:
∙

,

∙

With these information, the stiffness factors

, ,

,

∙

(5.43)

1, 2, 3 were computed as functions of the

Poisson’s ratios, compare with Equations 5.34 – 5.39, for a reduced time range between 10
and 10
and

(or log

13 … 18 for

). The temperature dependent stiffness factors

,

for the extensional moduli are illustrated in Figure 5.13, plotted over log . As it can be

seen, the variation of these factors with reduced time or temperature is very limited. Similar results
were found for the other stiffness factors

, ,

1, 2, 3,

. Therefore, in order to simplify

the implementation of the stiffness information to the process simulations, average stiffness factors
,

, ,

1, 2, 3 were computed and utilized as constant proportional factors to compute the

stiffness matrix components
These average factors for

from the modulus information based on Equations 5.34 – 5.39.
,

and

are illustrated as dashed lines in Figure 5.13. The

maximum induced error by this procedure was within 3 percent over the whole range of reduced
time for most components.
With the average stiffness factors

,

, the master curves for the nine independent stiffness

matrix components could be readily computed for implementation in the process simulations. The
resulting curves for these components are depicted in Figure 5.14.
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Figure 5.13: Computed stiffness factors
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Figure 5.14: Resulting master curves for the stiffness matrix components at the reference
temperature
100°
The Matlab© script that was utilized for the computations of master curves for the stiffness matrix
components can be found in Appendix B in Table B-8. It contains the fitted master curve values
,

and

,

for description of the measured data for

and

as well as the room temperature
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moduli in Table 5-3, so all of the information are included to repeat the computation of the required
stiffness factors and the resulting master curves of the stiffness matrix components for the utilized
CF/PPS material. Therefore, these results are not added to this thesis in table form. Furthermore,
the script includes a section that writes the results to an Abaqus© input file. This functionality is
essential as the number of parameters defining the thermoviscoelastic user material in Abaqus is
29 unrelaxed stiffness components

significant. With

for the Maxwell elements of the

nine independent stiffness matrix components, the related 29 relaxation times
stiffness components
describing

, nine relaxed

, the parameters for defining the WLF relationship and the variables for

, a total of number of 305 user material parameters was needed for the

characterized 50wt.% CF reinforced PPS material.

5.4

Development of a UMAT User Subroutine in Abaqus©

The thermoviscoelastic material behavior was implemented in Abaqus© with a UMAT user
subroutine. Based on the experimental findings, the derived thermoviscoelastic approach could be
simplified. As previously mentioned, a single reduced time definition
due to the observation that the experimental shift factors

could be utilized

were very similar for both

Furthermore, a single set of predefined relaxation times

and

.

was employed to describe the

relaxation behavior for all master curves. Consequently, the Equations 5.20 – 5.22 can be
simplified:

,

,

1,2, … 6

With
Δε ,
exp
Δ

Δε ,
0,

no summation
0

(5.44)
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As a consequence of the single reduced time definition, only

definitions of

exist and the

computations in Equation 5.26 reduce to
1

Δ ,

1

Δ

exp

(5.45)

With
10
The user subroutine requires the definition of the Jacobian matrix
stress increments

/

, with

. The Jacobian is needed in Abaqus© for

and strain increments

convergence reasons. For more information, the Abaqus© user manual should be consulted [83].
In order to derive the Jacobian matrix for the utilized viscoelastic formulation, we have to express
the incremental stresses Δ

for a time increment Δ

:

Δ
Δε ,
exp

Δ

(5.46)

Δε ,

Δε ,
exp

1
Δ

Δε ,

Since the second term in the final expression in Equation 5.46 is not dependent on the current
strain increment Δ

, the components of the Jacobian

can be defined as
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,

Δ

Δ

Δ

(5.47)
,

1, 2, … , 6

For the definition of the stresses at the end of the increment in the UMAT user subroutine, the
expressions in Equation 5.44 can be further simplified utilizing the definition of the components
of the Jacobian and considering the orthotropic material behavior described by Equation 5.33. As
an example, the resulting expression is shown for the stress component
written out for

. If Equation 5.44 is

, one obtains
Δ

,

Δ

,

Δ

,

exp
Δ

Δ

,

exp

(5.48)
Δ

Δ

,

Δ

Δ

,

exp

This equation can be rearranged to get
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Δ

Δ

Δ

Δ

Δ

Δ

,

,

(5.49)

,

exp

Now, Equation 5.47 can be implemented and also, a single unrelaxed stress component
,

can be defined, combining the -Terms in Equation 5.49:
1,1 Δ
1,3 Δ

1,2 Δ

,

,

,

(5.50)

exp

,

Based on this reformulation, the amount of state variable needed to store the unrelaxed stress
components could be reduced to one state variable per stress component and per Maxwell element.
This was possible based on the utilization of a single definition for the relaxed time only. The
proportionality factor

was assumed to be described by a linear function:
/2

(5.51)

The implications of this assumption are discussed in the next section. In the equation,

and

are the slope and the intercept of the linear function, implemented as input properties of the user
material definition. The crystallinity at the end of the increment

and the crystallinity difference
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for the current increment

are state variables that need to be initialized from the previous

crystallinity computations.
The resulting structure of the developed UMAT user subroutine is illustrated as pseudo code in
Table 5-5. First, the number of Maxwell elements

is initialized. As it will be illustrated, this

number plays a very important role for the structure and the computations of the subroutine. Next,
material properties are initialized to define the time-temperature superposition and the dependence
of the stiffness on crystallinity. For the latter, the crystallinity
the incremental change of crystallinity

at the end of the increment and

are made available from the previous crystallinity

computations.
Based on the large number of input properties from the utilized thermoviscoelastic user material,
it is not feasible to initialize all relaxation times

and stiffness matrix components

and

with corresponding names at the beginning of the script. If a different material is modeled with the
UMAT that has a different number of Maxwell elements, all of these definitions would be wrong
since the order and number of the input properties in the user material input file change. In order
to be able to use different materials, an indexing scheme was developed that ensures the proper
usage of the material input properties in the computations of the subroutine. This scheme was
adapted to the utilized order of the Matlab© script used to write the material input file for the
Abaqus© simulations, which was mentioned in the last section. In addition to the number
Maxwell elements, a second number

of

needs to be defined locally in the subroutine. This

number defines the index of the first input property related to the viscoelastic material properties
and can be changed based on a different number of material input properties that are required for
modeling another material. For the proper functionality of the subroutine, it is essential that the
number

is correct. For the written subroutine in this form and the definition of the

described index scheme, the number of Maxwell elements for each stiffness matrix component
is assumed to be the same. So if for a different material the master curves have a different number
of elements, the data needs to be extended with Maxwell elements with a zero unrelaxed
stiffness

.

A similar indexing scheme was introduced for describing the state variables that are needed for
tracking the relaxed and unrelaxed stress components during an EDAM printing simulation. As
for the input properties, this scheme is build utilizing the number of Maxwell elements

and a
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second number

that defines the index of the last state variable in the analysis not used

for describing the relaxed and unrelaxed stress components.
Table 5-5: UMAT pseudocode for the implementation of the thermoviscoelastic material
behavior
Let

be the number of Maxwell elements for the master curves representing the stiffness

matrix components
Let

,

and

the parameters describing the WLF relationship for defining time-

temperature superposition
Let

and

Let

and

be two parameters to define the assumed linear relationship for
be the crystallinity at the end of the increment and the change in

crystallinity for the current increment, initialized as state variables and obtained from the
crystallinity computations
Let

be a locally defined parameter for a developed indexing scheme for correctly

addressing the input properties for the

relaxation times and the relaxed and unrelaxed

portions of the master curve definitions
Let

and

.

be a locally defined parameter for a developed indexing scheme for

correctly addressing required state variables for tracking the relaxed and unrelaxed stress
components.
/2.

Compute the temperature at the middle of the increment
Compute the WLF factor
In for loops over

according to Equation 5.45.

1: , compute the characteristic functions

Equation 5.45, considering Δ
Compute the crystallinity factor
Initialize the Jacobian

Δ ,

according to

. Store the computed values in the array

.

according to Equation 5.51.
to zero.

Compute the nine independent entries of the Jacobian, considering an orthotropic
material description, according to Equation 5.47. Add the contributions of the unrelaxed
components
If

by updating

,

in for loops over

1: .

0 (optional)
Initialize the state variables utilized to track the relaxed and unrelaxed stress

158
components to zero.
End
Compute the stress components
Equation 5.50 for
updating

(

) according to the notation presented in

. Add the contributions of the unrelaxed stresses
in for loops over

by

,

1: . Implement

as Δ ∙

, according to Equation 5.24.
Update the state variables expressing the relaxed stress components

,

according to

Equation 5.52
Update the state variables expressing the unrelaxed stress components
,

according to Equation 5.53 in for loops over

1: .

After the implementation of input properties, the necessary computations are conducted according
to the descriptions in Table 5-5. Based on the assumption that both the temperature and the
crystallinity are constant during an increment for the derived equations, the mid increment values
are utilized for the computations to employ the average values, assuming constant cooling and
crystallization rates during an increment. As an optional addition, the state variables describing the
relaxed and unrelaxed stress components are explicitly initialized to zero at the beginning of the
analysis (

0). This is not necessary since undefined state variables are automatically defined to

zero in the analysis. However, the code was added for clarification to express the initial conditions
for the recursive scheme

0,

The required strain increments Δε ,

0.

for the stress computations are automatically passed in to the

UMAT user subroutine by the solver, so the effective strains Δε ,
determined manually. After the definition of the stress components

do not have to be
based on the notation in

Equation 5.50, the state variables describing the relaxed and unrelaxed stress components have to
be updated. For the relaxed parts, the contributions of the current increment are simply added to
the previous value:

,

Δε ,

(5.52)
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The

unrelaxed stress components

,

for each of the different stresses have to be updated

according to

,

exp

,

(5.53)
Δ

Δε ,

The update of the state variables for describing the stress components during the analysis
concludes the user subroutine. No definition of the specific strain energy
dissipaction

and the creep dissipation

, the plastic

are included in this version of the UMAT yet.

However, they are not affecting the solution and are only used for energy output [83].
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Figure 5.15: Comparison of the experimental stress relaxation curves with the stress histories
generated in Abaqus© for the 50wt.% CF reinforced PPS material.
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After completion, the UMAT user subroutine was tested extensively with single element tests.
Specifically, the conduced relaxation tests for the characterization of the utilized 50 wt.% CF
reinforced PPS printing material were replicated in Abaqus© assuming a fully crystallized material
1) as tested in the DMA experiments. For different isothermal temperatures, the

(

same strain history (

0.05% at

0) was applied in the FEA models and the resulting stress

histories were extracted and compared to the experimentally recorded stresses.
Figure 5.15 illustrates the comparison of the stress relaxation curves for both the 1- and 2-direction.
As it can be seen in the figure, the simulated stress histories in the FEA analyses agree well with
the experimental results. Maximal errors are within 10%, which was deemed acceptable. These
results confirm the validity of assumptions that were made to model the viscoelastic material
behavior, including the utilization of a single reduced time definition
stiffness factors

5.5

and the usage of constant

to compute the master curves for the stiffness matrix components

.

Gravity Effects

In order to model sagging of the material for short layer times during the printing process, it needs
to be described in the molten state before the onset of crystallization. Since the material behavior
in the molten form is usually different from the characterized, solid material characteristics,
actually a new orthotropic material constitutive relationship would have to be defined and
implemented, describing the material based on its anisotropic viscosities. However, compared to
the stresses that evolve after the material crystallized, the stress contributions in the molten state
are negligible due to the significantly reduced stiffness of the material. Sagging mostly affects the
deformation during printing, which governs the final part shape and defines if the print of a part
can be concluded.
As a first approximation, the crystallinity factor

was utilized in this work to describe the

reduced stiffness before the onset of crystallization, assuming that the material still behaves like
the characterized viscoelastic solid, but with significantly reduced stiffness magnitudes. Since a
simple factor is used, the ratios between the different stiffness matrix components and the
Poisson’s ratio descriptions are still assumed to apply. This factor was defined with a linear
relationship in Equation 5.51 for the implementation of the UMAT user subroutine in the last
section. The increase of material stiffness during transition from the molten to the solid state is
assumed to happen as a linear function of the degree of crystallinity

. Before the onset of
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crystallinity, the factor

defines the material stiffness. This stiffness increases by several orders

of magnitude upon crystallization and finally

approaches a value of one when the maximum

crystallinity is achieved. Then, the material behavior is defined by the master curves that were
determined experimentally and with the aid of micromechanics. Since a linear relationship for
is employed, crystallinity values on the order of

already change the material stiffness

significantly, compared to the values in the fully molten state. This is intended as with the onset
of crystallinity and the development of minimal amounts of crystallized material, the sagging
process is assumed to be terminated.
To be able to model a realistic deformation of the molten material under its own weight during the
process simulations, the correct order of magnitude for

has to be determined. Two different

characterization approaches were conducted to find estimates for

. First, the material sagging

behavior described with the implemented reduced stiffness viscoelastic material characteristics
was compared to the time dependent deformation behavior of the material modeled as anisotropic
viscous fluid. The parameter

was approximated based on the deformation of the modeled fluid

after a typical amount of the time the material is molten before the onset of crystallization starts in
the process simulations. As a second approach, material samples were molten in an oven and the
deformation in the molten state was compared to FEA simulations to find

. These two

approaches are discussed in more detail in the next subsections.
5.5.1

Modeling as a Viscous Anisotropic Fluid

The CF reinforced PPS material was modeled as an incompressible, anisotropic viscous fluid based
on the constitutive relationship for viscous, collimated fiber suspensions developed by Pipes et al.
[112]. This modeling work was performed by Drew Sommer (sommerd@purdue.edu). The
detailed discussion and explanation of the modeling approaches for describing a fiber suspension
flow and the resulting constitutive model exceed the scope of this work. For more information, the
cited work by Pipes et al. [112] should be consulted.
First, the temperature dependent viscosities for the PPS compounding grade material FORTRON©
0203 [109] by Celanese© were characterized, a material which was very similar to the matrix
material of the utilized CF/PPS composite in this work. With parallel plate rheometry, the shear
viscosities of the material were extracted for a low angular speed of 0.168 rad/s. The temperature
dependent measured viscosities are reported in Table 5-6. For lower temperatures than 280°C, the
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viscosities could not be characterized due to the development of minimal amounts of crystallinity
in the material, which significantly increased the viscosity. A linear fit was generated based on the
data and used to describe the temperature dependent viscosity in the flow simulations.
Table 5-6: Measured temperature dependent viscosities of FORTRON© 0203 compounding
grade PPS and
Temperature in °C Complex Viscosity in
300
62
295
77
290
89
285
80
280
103
Linear fit
-1.7T + 575.2

∙

For the modeling process of the fiber suspension, a UMAT user subroutine was utilized to
implement the constitutive relationship. More information about this user subroutine can be found
in the papers by Favaloro, Sommer and Pipes [113], [114]. The fiber orientation state of the printed
material reported in Chapter 5.3.1.2 was imported to Abaqus©. The anisotropic viscosities of the
material were determined, employing the equations derived by Pipes et al. [112] and the fiber
orientation tensor averaging scheme developed by Advani and Tucker [108]. In one element tests,
the sagging behavior of the resulting material description was then analyzed. In Table 5-7, the
relevant input properties for these simulations are summarized.
Table 5-7: Input properties for the fiber suspension flow simulations.
Parameter
Value
Matrix Shear Viscosity in Pa ∙ s Linear Fit, see Table 5-6
50
Fiber Aspect Ratio /
Fiber Volume Fraction
0.43
Fiber Packing Array Factor
/√12 (Hexagonal)
In addition to the flow simulations, the sagging behavior of a single element was also modeled
utilizing the reduced stiffness viscoelastic approach for different values of the factor

and the

resulting deformation curves were compared. For both analyses, the material was assumed to cool
at a constant cooling rate from 300°C to 240°C in 20 seconds. Based on observations in process
simulations, this was a realistic average cooling behavior for the material before the onset of
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crystallization at temperatures below 240°C, for which material sagging due to gravity was
assumed to be negligible. In order to get the required viscosity information for the flow simulation
down to a temperature of 240°C, the fitted linear function in Table 5-6 was extrapolated. At the
end of the 20 seconds, the strain due to the material sagging was compared and in this way, the
stiffness reduction factor

was approximated by adapting the strain of the viscoelastic material

model to the one predicted by the flow simulation.
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Figure 5.16: Strain curves of the material under gravity load, modeled both as a viscous fluid and
with the reduced viscoelastic stiffness description.
Figure 5.16 illustrates the strain curves from both simulations. As it can be seen, the deformation
behavior is quite different. For the viscoelastic model, an instantaneous strain is present and
subsequently, the material creeps and the strain magnitude due to the constant applied gravity load
is gradually increasing. The behavior of the material modeled as a viscous fluid is very different.
The strain rate is much more constant and the graph is just gradually curved, based on the
increasing polymer viscosity with decreasing temperature. Since the material was defined as a
fluid, the deformation of the material with time would continuously increase and not approach an
asymptotic value as for the viscoelastic material description. Therefore, it is important to pick a
representative time for comparison of the strain magnitudes as described above, which corresponds
to the approximate time the deposited material on the bed is in the molten state.
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For the shown comparison, the strain magnitudes of both approaches are equal at about 17 seconds
and the values are still very similar at the end of the investigated time period, so the fitted reduced
stiffness viscoelastic material behavior generates a representative amount of strain or deformation
to replicate the sagging behavior of the fiber suspension description. For the present comparison,
a value for
component
5.5.2

of 2 ∙ 10

was utilized, which corresponds to an equivalent stiffness matrix

of about 1000 Pa for the molten material at a temperature of 300°C.

Sagging Experiments

In addition to modeling the material as a viscous fluid, the deformation due to gravity was
investigated in sagging experiments. For these experiments, beam samples of the printed 50wt.%
CF reinforced PPS material were manufactured where the longitudinal beam axis corresponded to
the 3-direction. Since the 3-direction (stacking direction) is the direction along which gravity acts,
this was the direction of interest to characterize the gravity induced sagging behavior of the
material. These samples were cut from thin plates which themselves were taken from a cross
section (2 – 3 plane) of a printed part. As a result, the 1-direction was aligned in the thickness
direction of the beam samples, while the 2-direction corresponded to the width direction. The
dimensions of the beam samples were about 16 mm length x 3 mm width x 1 mm thickness. For
the experiments, a 3 point bending fixture was manufactured with a distance of 6 mm between the
supports, compare with Figure 5.18.
Figure 5.17 depicts the experimental setup for the sagging experiments. The beam samples were
positioned on the bending fixture in a furnace. A microscope Leica S6D, which is usually used to
track the crack growth during fracture toughness characterization experiments, was positioned and
focused on the samples. Then the lid of the furnace was closed and the sample was fully molten at
350°C for 15 minutes to ensure the complete melting of the crystalline phases. After that, the lid
of the furnace was shortly opened, a picture was taken with the microscope and then the furnace
was closed again. In repetitions of this procedure, it could be observed that the tested samples
reached an equilibrium deformation state.
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Fixture

Figure 5.17: Illustration of the experimental setup for the beam sagging experiments.
A comparison between the undeformed shape before the experiments and the final deformed shape
for a beam sample during the experiment is illustrated in Figure 5.18. The observation of this
equilibrium deformation indicates that even the molten material still behaves like a viscoelastic
solid under gravity loading, assuming that possible oxidation effects that can cause crosslinking of
the PPS and increase its stiffness are not significant yet before the sample is fully molten. For two
more beams that were tested, a similar final deformation magnitude was found.
A half beam model was built in Abaqus© to simulate the sagging of the material. The exact
dimensions of the investigated beams were considered and the material orientations in the model
were defined according to the orientations in the real beam. The viscoelastic material properties of
the characterized 50wt.% CF reinforced PPS material were implemented and the time dependent
viscoelastic material behavior was simulated with the UMAT user subroutine described in Chapter
5.4.
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Figure 5.18: Comparison of the initial shape of the beam in part a) and the final deformed
equilibrium shape of the molten material in part b).
The material was modeled at 300° with zero crystallinity, which corresponds to the state of the
material at the point of extrusion in the EDAM printing process. In order to estimate the stiffness
of the material in the molten state, the parameter

was varied to match the overserved

equilibrium deformation state from the sagging experiments. As previously discussed,
governs the reduction of material stiffness before the crystallization reaction starts. The
deformation state after 40 seconds in the model was extracted and compared to the deformation of
the beam in the experiment. After this period of time in the simulation, the beam had approached
a deformation state close to the equilibrium state and additional viscoelastic shape changes were
small.
In Figure 5.19, the final deformed shapes of the sagged beam in the experiment and the modeled
beam in Abaqus© are shown true to scale for the resulting value of

utilized to match the

experimental deformation state. The ends of the beams descended about 0.8 mm. As it can be seen
from the figure, both shapes are very similar, which confirms the modeling approach. The
corresponding value for

was found to be 2 ∙ 10 , which results in a value for the stiffness

component

of about 10 Pa

of

0.84

0.1 MPa. Assuming a linear function for

1, the result for the slope of

is

and a value

1.1902. These parameters

were used in the process simulations to describe the molten material stiffness, even for the cases
when gravity was not considered.
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si.tnply supp orted

Figure 5.19: Illustration of the deformed beam shapes, a) FEA model, b) Experiment

5.5.3

Conclusions

Two different approaches were utilized to approximate the material stiffness of the molten material.
The printed material was modeled with a viscous fluid constitutive model and the time dependent
sagging behavior was determined in one element tests and compared to the deformation of the
material modeled with the reduced viscoelastic stiffness description after a relevant amount of time.
In addition, real material samples were molten and the sagged shapes were measured
experimentally. A FEA beam model in Abaqus© was then fitted by varying the parameter

to

match the measured deformed shapes.
The resulting material stiffness for

of about 0.1 MPa obtained from the fitted FEA analysis is

significantly higher than the stiffness level that was determined by comparison to the modeled
flow behavior, resulting in a

1000 Pa. These results differ by two orders of magnitude.

Since the actual deformed shape of the material in the molten state was measured in the sagging
experiments, it can be concluded that the molten material stiffness is higher than approximated by
the viscous fluid representation. The fact that the deformation in the experiments exhibits a final
equilibration state indicates that the molten material behavior still shows the characteristics of a
viscoelastic solid and not the behavior of a viscous fluid, which would continue to deform. The
elastic part of the material still dominates the viscous material characteristics under gravity
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loading. The fibers seem to provide significant stability for this loading type, even for the 3direction. This result justifies the proposed approach to simply reduce the material stiffness with
the reduction factor

and still utilize the definition of a viscoelastic solid for describing the

material behavior in its molten state.
However, even with the assumed reduced stiffness for

of about 1000 Pa from the comparison

to the fluid model, the resulting strain in the single element tests was just about 1.2 percent after a
time period of 20 seconds, which does not seem excessive. If a stiffness of 0.1 MPa is assumed,
the material practically does not sag under its own weight anymore, compare with Figure 5.16.
However, in printing experiments with the CAMRI printer, sagging could be frequently observed
for short layer times. Based on the results of the beam experiments, it can be concluded that
sagging during the printing process is mostly occurring when the newly deposited material is not
properly supported by previous layers. Consequently, it is predominantly an issue for parts with
slight overhangs and less problematic for geometries with straight, fully supported sections, even
for short layer times.
In order to accurately model the printing process with the CAMRI printer with consideration of
the sagging effect, the induced forces due to the mechanical tamper need to be accounted for. This
mechanical tamper is not modeled in the process simulations yet. Since it induces mechanical
energy in the form of vibrations and not all of this energy is perfectly dissipated, the deformation
behavior of the material is affected, especially when its stiffness is low in the molten state. The
resulting effect on the material sagging behavior is assumed to be significant. Therefore, future
efforts should focus on modeling and implementing the effect the tamper has on the material
deformation behavior. For the validation experiments described in Chapter 8, flat geometries with
sufficiently long layer times were chosen to be able to neglect gravity in the process simulations.
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6. MATERIAL SHRINKAGE

The accurate description of the material shrinkage in the EDAM process simulations is of
paramount importance. In the absence of any classical mechanical load during the process, the
material shrinkage during the cooling process of the deposited material drives the deformation of
a printed part and the related evolution of internal stresses. After a brief discussion of the
fundamental material shrinkage behavior and previously utilized modeling approaches, this
chapter describes the characterization and implementation of the material shrinkage behavior for
the investigated 50wt.% CF reinforced PPS material. The proposed experimental method and the
way of implementation can be easily adopted for other materials as well.

6.1

Fundamentals

The total shrinkage of a semi-crystalline thermoplastic polymer is composed of both the
thermomechanical shrinkage, governed by the coefficients of thermal expansion, and the
crystallization shrinkage that is imposed when the material crystallizes.
The thermomechanical shrinkage is temperature dependent as the coefficients of thermal
expansion change with temperature. Based on the free volume approach, the coefficients of
thermal expansion increase above the glass transition temperature

as the amount of free volume

in the polymer grows [100]. The crystallization shrinkage depends on the degree of crystallinity
that forms during the cooling process and the related densification of the matrix material. In the
case of a fiber reinforced material, the fiber orientation state affects the shrinkage in the different
directions and the overall behavior is anisotropic. For the printed CF/PPS material, the fiber
alignment in the printing direction (1-direction) causes both a decrease of the coefficient of thermal
expansion and also an inhibition of crystallization shrinkage in this direction. Consequently, a
larger amount of the material shrinkage takes place in the transverse directions without significant
fiber reinforcement.
Different approaches exist in the literature to capture and model the described material shrinkage
behavior. Chapman et al. [78] assumed that material shrinkage due to crystallization solely takes
place in the transverse directions of a composite lamina. The authors used different constant CTE
for the temperature ranges above and below the glass transition temperature to express
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thermomechanical strains and implemented an effective contraction coefficient for the
crystallization temperature range, assuming a linear application of the crystallization shrinkage in
that range. The amount of contraction due to crystallization had to be determined experimentally.
In his PhD thesis work, Nejhad [115] also considered that the total incremental strains

are

composed of both the thermal and the crystallization strains:
(6.1)
The incremental strains

can be determined utilizing the momentary coefficients of thermal

expansion
∙Δ

(6.2)

Nejhad utilized an approach proposed by Lawrence et al. [79] which determines the shrinkage
strains due to crystallization based on the density changes of the matrix material during the
crystallization process. The incremental isotropic shrinkage strain of the matrix
expressed as a function of the volumetric material shrinkage due to crystallization Δ

1

1
2

4
3

was
/ [79]:

(6.3)

This volumetric shrinkage was formulated as a function of the changing matrix densities during
the process simulation [79]:
Δ

Here,

and

(6.4)

are the densities of the matrix material as a function of crystallinity

at the previous and the current time increment. Nejhad [115] defined these densities at an arbitrary
temperature increment as crystallization dependent volume average of the densities of the
amorphous and the crystalline phase:
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1
where

and

(6.5)

are the matrix density of the crystalline and the amorphous phase respectively.

Based on the approach of Lawrence et al. [79], with knowledge of the isotropic shrinkage strain of
the matrix, the effective longitudinal and transverse crystallization shrinkage strains for a lamina
have to be computed for each time increment using micromechanics. For the EDAM printing
process simulations, this approach would mean an additional micromechanics step for each time
step and each discretized volume of material, which would add considerable computation time for
full part 3D models. Therefore, the crystallization strains of the 50wt.% CF/PPS material were
measured and implemented to the process simulations in a similar way than proposed by Chapman
et al. [78]. The experimental characterization of both the thermomechanical and the crystallization
shrinkage strains in the different material directions is presented in the next section.

6.2

Experimental Characterization

In order to determine the temperature dependent CTE of the printed composite material and the
crystallization strains during the cool down from the molten material state, Digital Image
Correlation (DIC) was utilized in combination with a microscope hot stage. A similar test setup
was already used by Kravchenko et al. [116] to measure the chemical shrinkage of an epoxy resin.
DIC is a contactless, optical strain and deformation measurement technique that enables to
measure the temperature dependent stress free thermomechanical and crystallization strains
required as inputs for the EDAM process simulations. By combining the DIC technique with
the hot stage, the expansion behavior during the whole cooling process from the melt could be
recorded and analyzed.
Figure 6.1 illustrates the test setup used for the strain measurements. Thin sample plates are heated
on a polyimide film inside the chamber of the hot stage as shown in part a) of the figure. When the
test material is molten, the polyimide film is necessary to prevent sticking of the material to the
aluminum and to guarantee a free deformation during the entire cooling process. A random speckle
pattern is applied to the samples as illustrated to allow the DIC system to track the deformation of
the sample areas during the experiments. In order to minimize heat losses and reduce the thermal
gradient inside of the chamber, thin glass plates are placed on top of the aluminum frame to add
another insulation layer. Furthermore, a heat gun can be additionally utilized to blow hot air at the
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glass window of the hot stage cover to further minimize the thermal gradient inside of the heated
chamber. This heat gun is not shown in Figure 6.1.

Figure 6.1: Experimental setup of the Hot Stage - DIC experiment, a) Sample in the chamber of
the Hot Stage, b) Top view onto closed Hot Stage, c) Experimental setup with lamp and DIC
camera.
At the beginning of an experiment with this test setup, a material sample plate was positioned and
aligned inside of the chamber as shown and the glass plates were added to provide an additional
heat barrier. Next, the lid of the chamber was closed and it was ensured that the area of interest (in
this case the full sample) was visible through the circular glass window of the heat stage cover,
compare with Figure 6.1b). A single DIC camera needed to be positioned above this glass window
and focused on the material sample, see Figure 6.1c). Based on the use of one camera only, the
analysis software assumed that all deformation took place in the focus plane, so no calibration of
the DIC system was required. As a consequence, a potential out-of-plane deformation of the
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samples could not be captured. Now the controller of the hot stage was utilized to change the
temperature of the sample inside of the closed chamber or to apply controlled heating or cooling
ramps. The temperature history was recorded with the computer program WinTemp©, provided by
the hot stage manufacturer INSTEC©. This program was also used for controlling the stage. At the
same time, the DIC camera took images at a pre-defined frequency to capture the temperature
dependent deformation of the material sample.
In order to validate this test setup, an aluminum plate made from Al 6061-T6 with known CTE
was prepared with a speckle pattern and the CTE of this material was measured. The plate was
heated in the hot stage with a controlled heating rate of 5°C/min to 120°C, held at this temperature
for 2 minutes and then cooled down with 5°C/min back to the starting temperature of 50°C. The
temperature history was recorded and the deformation state was captured every 5 seconds with the
DIC camera. The series of images was analyzed with the software Vic-2D© 6, provided by the
manufacturer of the DIC system Correlated Solutions©. Both for the heating and cooling ramp, the
CTE of the aluminum was computed as the ratio of the total change in strain over the temperature
increment

Δ /Δ . The resulting measured CTE was 24 m/m°C, which was very close to the

value of 23.6 m/m°C reported in the literature [117]. Therefore, the test setup could be used with
confidence to measure the shrinkage behavior of the utilized CF/PPS printing material.
For these experiments, sample plates were cut from parts printed with the CAMRI system. To be
able to analyze the shrinkage behavior in the three different directions of interest (printing direction,
transverse in-plane, stacking direction), two different sets of samples were prepared. Plates were
both cut parallel to the 2 – 3 plane (perpendicular to the printing direction) and the 1 – 2 plane
(perpendicular to the stacking direction). A total number of three samples for each specimen type
were investigated. The final square plates were about 1 mm thick and had side lengths of about 17
mm. The size of the plates was adjusted to the glass window in the hot stage cover, compare with
Figure 6.1b). The samples were placed in the hot stage on a polyimide film as explained above and
the temperature of the hot stage was ramped to the temperature of 330°C. At these temperatures,
the frame of the stage had to be water cooled. The samples were kept isothermally at this
temperature for about 10 minutes to ensure a complete melting of the crystalline phases. Then, the
samples were cooled down with a controlled ramp of 5°C/min and an image was recorded with the
DIC camera every 5 seconds. Simultaneously, the temperature history of the controller of the hot
stage was captured, assuming that this signal described the temperature history of the sample with
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sufficient accuracy, based on the small thermal mass of the chamber and the measures taken to
minimize the thermal gradient in the chamber as discussed above. Finally, the software Vic-2D©
6 was utilized to compute the strain histories for both directions of each sample plate from the
series of recorded images. For that, the average strains were computed for sufficiently large regions
of interest (ROI) in the center of the plates where the uncertainty values based on the applied
speckle patterns and the lighting had been minimal in the experiments.
The strain and temperature data was imported into a Matlab© script for illustrating the data and the
subsequent data analysis. This script can be found in Appendix B in Table B-9. The data required
to utilize this code has to be read in at its beginning. It was not implemented to keep the added
code at a reasonable length.
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Figure 6.2: Computed strain histories from the recorded DIC data.
Figure 6.2 illustrates the computed strain histories for each of the investigated directions. Before
plotting the data, it was smoothed in Matlab© to reduce the noise in the results. The strain histories
for the 2- and 3- direction were taken from the 2 – 3 sample plates, labeled S23, and the strain
histories for the 1-direction were computed from the data of the 1 – 2 samples, which are named
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S12 in the legend of the figure. Since the 1 – 2 samples warped up during the cooling process along
the 2-direction, the strain results for this direction could not be utilized from these samples as out
of plane deformations were neglected by the DIC system. The resulting shrinkage strain
magnitudes are as expected, based on the characterized fiber orientation state in Chapter 5.3.1.2.
In the stacking direction (3-direction), the measured shrinkage strains of the material are the largest
since almost no fibers are aligned in this direction. After the whole cooling process, the material
shrinks about 4.5 – 5 % in this direction. In the transverse in-plane direction (2-direction) the final
material shrinkage is a little less than half of this value, based on the much higher amount of fibers
pointing in the 2-direction, compared to the stacking direction. Finally, the total shrinkage in the
printing direction (1-direction) is almost zero due to the collimated fiber orientation in this
direction.
In Figure 6.2, the strain curves for e2 ( ) and e3 ( ) exhibit a drop in the signal for a temperature
range between 255°C and 225° and subsequently the slope of the curves increases. This
temperature range corresponds to the range where the material usually crystallizes, so it is assumed
that the larger differential of strain for these temperatures can be attributed to the crystallization
shrinkage that is additionally imposed on the material as it crystallizes from the molten state. To
confirm this, a DSC experiment was run with a material probe of the 50wt.% CF reinforced PPS
applying the same cooling rate of 5°C/min.
The evolution of relative crystallinity with temperature is plotted in Figure 6.3. As it can be seen,
the crystallization temperature range in the DSC experiment agrees well with the temperature
range of the sudden descents in the strain curves. Consequently, these descents can be attributed
to the crystallization shrinkage and the strain curves in this temperature range can be analyzed in
order to approximate the effective crystallization shrinkage strains for each direction. Due to the
low cooling rate of 5°C/min, it could be safely assumed that the CF/PPS material fully crystallized
during the experiments and the maximal crystallization strains were measured.
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Figure 6.3: Evolution of crystallinity for 50wt.% CF reinforced PPS at a cooling rate of 5°C/min.
6.3

Data Analysis

For implementation to the EDAM process simulations, the temperature dependent CTE and the
effective crystallization shrinkages needed to be determined from the measured strain curves. This
section presents and discusses the conduced data analysis to obtain these parameters. The steps of
this data analysis for the present material data are included in the Matlab© script provided in the
Appendix B in Table B-9. The code can easily be modified to investigate different experimental
data.
6.3.1

Crystallization Shrinkage Strains

As already discussed in the previous section, the crystallization shrinkage strains are additionally
imposed on the thermomechanical strains in the crystallization temperature range. Also, the
crystallization phase transition has a clear effect on the thermomechanical strains, which is
expressed by the different slopes of the strain curves in Figure 6.2 after the material passed through
the crystallization transition at temperatures below 200°C.
In order to estimate the effective crystallization shrinkage strains, the method illustrated in Figure
6.4 was employed. As illustrated in the figure for the shown example, the shrinkage strain curves
were approximated with quadratic fits between the end of the crystallization temperature range
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and the glass transition temperature

in the solid state and between 300°C and 200°C for the

molten material. Since the material was typically extruded with a temperature 300°C during the
printing process with the CAMRI printer, higher temperatures were not of interest. With the
resulting fitted curves, the evolution of the thermoelastic strains could be described with good
accuracy outside of the crystallization temperature range. To approximate the crystallization
strains, the fitted curves were extrapolated into the crystallization temperature range as depicted
in Figure 6.4. This implies the assumption that the extrapolated curves describe the material
behavior during cooling or heating of the material if no material crystallization or melting took
place. Then, the crystallization strain was read out as the difference between the curves at the point
of the strain curve with the largest slope. With the extrapolation of the fitted curves describing the
thermomechanical strain evolution in the molten and solid state, the crystallization shrinkage
strains could be isolated.
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Figure 6.4: Illustration of the utilized approach to estimate the effective crystallization strains
The crystallization shrinkage strains were computed for the 2- and 3- direction for all of the three
investigated samples with the method illustrated in Figure 6.4. The results as well as the average
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values are provided in Table 6-1. These average crystallization shrinkage strains were considered
in the process simulations.
For the 3-direction, the crystallization shrinkage is about three times as high compared to the 2direction, which can be explained by the inhibiting effect of the fibers being more aligned in the
2- direction than the 3-direction. For the analyzed strain along the fiber direction (1-direction), no
clear descents in the strain curves could be observed as for the transverse directions. Therefore, it
was assumed that the shrinkage due to crystallization in the 1-direction is negligible and

was

specified to be zero in the process simulations.
Table 6-1: Compute crystallization shrinkage strains for the 2- and 3-direction.
Sample
Crystallization shrinkage strain
S23 No.1
0.31 %
S23 No.2
0.29 %
S23 No.3
0.33 %
Average
0.31 %

Crystallization shrinkage strain
0.99 %
0.77 %
0.95 %
0.90 %

Since active cooling equipment for the chamber of the heated stage was not available, the cooling
rate of 5°C/min was utilized in the shrinkage strain characterization experiments as previously
described. In this way, stable and constant cooling conditions could be achieved just based on the
water cooling of the heat stage frame and other heat losses. However, during the EDAM process
simulations, much higher cooling rates of several degrees Celsius per second are present.
Therefore, the crystallization kinetics are different and it is likely that a different crystal
morphology forms that induces different crystallization shrinkage strains. However, linking the
crystallization strains to different cooling rates in the process simulations would complicate the
implementation and more importantly, the required experimental characterization effort would be
significantly increased. Consequently, for simplification it is assumed in this work that the
variation of crystallization shrinkage strain with a different crystal morphology is small and that
the average strains reported in Table 6-1 are representative for all cooling rates during the EDAM
process simulations.
6.3.2

Coefficients of Thermal Expansion

In addition to the crystallization shrinkage strains, the temperature dependent coefficients of
thermal expansion were determined from the measured strain curves in the 2- and 3-direction. In
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general, based on a very large noise to signal ratio, the strain curves for the 1-direction could not
be utilized and no reliable data could be extracted from the experimental data. Therefore, a classic
strain gage experiment was conducted in a temperature range between room temperature and
150°C. The CTE parallel to the printed beads in the 1-direction was determined. From this
experiment, a constant CTE of

2 m/(mK) was obtained for the whole temperature range

and it was applied in the process simulations as a constant parameter accordingly, assuming that
the fibers dominate the thermomechanical shrinkage behavior in this direction for all temperatures.
In order to determine the CTE in the transverse directions, the strain data was first normalized to
the material extrusion temperature of the CF/PPS of 300°C. In this way, the shrinkage strain history
started at this temperature with zero strain, which represents the case of material extrusion during
the printing processes with the CAMRI printer. Then the strain curves were approximated with
fitted functions as already illustrated in Figure 6.4 and the CTE were determined based on these
fitted functions to achieve smooth descriptions. The resulting fitted curves along with the original
strain curves for the 3-direction are illustrated in Figure 6.5.
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Figure 6.5: Illustration of the measured strain curves in the 3-direciton, together with the fitted
curves to approximate the strain data.
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For the approximation of the strain curves, three different regions were selected. Below the glass
transition temperature

, linear functions were chosen to represent the data, based on the shape of

the curves. The glass transition temperature was assumed to be

90°

for the strain

implementation because the change of the slope in the strain data in the range of the glass transition
temperature correlated best to this temperature. Above

, a linear function was not sufficient to

describe the data, so quadratic fits were employed. The same was true for representing the strain
behavior in the molten state. With the aid of the fitted functions, the temperature dependent CTE
could be determined. Since in the process simulations, the incremental CTE are required for each
time increment, the CTE for the 2- and 3-direction were computed as
Δ
Δ
where Δ

,

2, 3

(6.6)

was the incremental strain for a certain temperature , obtained from the fitted

functions in the different temperature ranges, and Δ the corresponding temperature increment.
Based on this computation, the polynomial order of the fitted functions to define the strains was
reduced by one to describe

, resulting in constant CTE below the glass transition temperature

and linear functions of temperature to express

above

and in the molten state.

In Figure 6.6 and Figure 6.7, the resulting temperature dependent CTE

and

are

plotted for the different temperature ranges for all investigated samples. For the implementation
to the process simulations, the average, temperature dependent CTE were chosen, which were
computed from the results of the three samples and are represented by the back lines in the figures.
These black lines describe a typical CTE history of the material during the cooling process. Above
the onset temperature of crystallization, the CTE get reduced with decreasing temperature based
on the linear functions shown. Once a significant amount of crystallinity has evolved, the
thermomechanical expansion behavior of the material changes, which results in a large increase of
the CTE. It has to be pronounced that this imposed discontinuity is dependent on the crystallization
kinetics of the material and does not always occur at the temperature illustrated in the figures.
When the material cools further, the CTE decrease linearly and at

, a second discontinuity occurs

based on the change of slope in the strain curve. Below the glass transition temperature, the CTE
are then assumed to be temperature independent and constant.
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The linear functions were obtained to describe the average CTE curves considering a temperature
in Kelvin. This was the temperature unit in the process simulations. Table 6-2 summarizes the
resulting definitions to describe the CTE for the different temperature ranges.
Table 6-2: Summarized values and definitions to describe the temperature dependent CTE of the
50wt.% CF/PPS in the EDAM process simulations
Definition
Range
Below
Solid above
Molten
6.4

in m/(mK)

in m/(mK)

2 ∙ 10
2 ∙ 10
2 ∙ 10

in m/(mK)

26.75 ∙ 10
3.184 ∙ 10
1.851 ∙ 10
2.359 ∙ 10
1.009 ∙ 10

43.00 ∙ 10
7.324 ∙ 10
2.01 ∙ 10
7.778 ∙ 10
3.49 ∙ 10

Implementation

For the implementation of the material shrinkage behavior to the process simulations, certain
assumptions had to be made. Form the measured strain curves, it was not clear how exactly the
crystallization strain was applied and when the transition between the molten state to the solid state
for the description of the temperature dependent CTE occurred. In this work, the assumption was
made that the crystallization shrinkage strains were applied proportional to the relative incremental
changes in crystallinity

/

. Furthermore, it was assumed that small amounts of crystallinity

were sufficient to change the thermomechanical material behavior from molten to solid. Therefore,
0.05, the thermomechanical behavior of

when the crystallinity exceeded a chosen value of

the material was assumed to follow the CTE definition for the solid state above

as defined in

Table 6-2. The resulting incremental definitions for the strains in the stress free state are:
Δ
Δ

Δ

Δ

2 ∙ 10 Δ
Δ

(6.7)
,

2, 3

where
Definition "Below ",
Definition "Solid above Tg ",
Definition "Molten",
with the definitions according to Table 6-2.

and
else

0.05

(6.8)
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Outside of the crystallization range, the incremental change in crystallinity

reduces to zero

and the total incremental strains are automatically described by the thermomechanical strains only.
To validate the assumptions made above for the implementation of the stress free shrinkage strains,
the relative crystallization data that was obtained from the independent DSC experiment was
utilized to reproduce the measured strain curves in Matlab©. This crystallization data was
illustrated in Figure 6.3 above. With the definitions in Equations 6.7 and 6.8, the accumulated
strain histories for

were computed. The resulting strain curves for

and

were then

compared to the experimental data measured with the DIC experiments.

2 x 10-3

0
-2

-

Reproduced curve
Measured Curve S23 No1
Measured Curve S23 No2
Measured Curve S23 No3

§ -4

n

Q)
....
"9 -6

N

Q)

£

C:

-8

C:

ro

~ -10

-12
-14

-16 ~ ------~------~------~------~------~
50

100

150

200

250

300

Temperature in °C

and the reproduced curve, utilizing the
Figure 6.8: Comparison of the measured curves for
crystallization data from the DSC experiment and the specified assumptions.
Figure 6.8 illustrates the comparison for

. It is clear that the computed strain curve is in good

agreement with the experimental data. A similarly good conformity was found for the strains in
the 3-direction

. This confirms both the approach to compute the CTE based on fitted
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functions as well as the assumptions that were proposed above in Equations 6.7 and 6.8 to define
the shrinkage behavior of the cooling material.
The characterized shrinkage behavior of the material was implemented in Abaqus© with a
UEXPAN user subroutine. The pseudo code of the sub routine can be found in Table 6-3.
Table 6-3: UEXPAN pseudo code for implementation of the material shrinkage behavior
Define the total crystallization shrinkage strains

according to Table 6-1.

, determined in the experimental characterization of

Define the equilibrium crystallinity

the material crystallization behavior in Chapter 4.2.1.2.
Let

be the change in crystallinity for the current increment, initialized as state

variable and obtained from the crystallinity computations.
1

Compute the temperature at the middle of the increment
Compute the CTE
6-2. Define

and

2 /2

based on Equation 6.8 and the definitions in Table

.

Compute the incremental crystallization shrinkage strains Δ
Compute the total stress free incremental strains

according to Equation 6.7
Δ

Δ
/

Compute the variation of the stress free strains with respect to temperature
/Δ .

. Estimate these components as

With the definition of the scheme developed in Equations 6.7 and 6.8, the computation and
implementation of the inelastic stress free strains was straight forward as described in the pseudo
code. The temperature dependent CTE
temperature

and

are computed based on the mid interval

. Then, utilizing the calculated crystallization shrinkage strains Δ

incremental strains

, the stress free

are determined. At the end of the subroutine, the variations of the strains

with respect to temperature

/

are approximated as

/Δ

to improve the

convergence behavior of the solution. In single element tests in Abaqus©, the user subroutine was
verified. Strain curves were generated for multiple different cooling rates and the resulting strains
were investigated. Furthermore, the computed temperature dependent CTE
analyzed to ensure the correct implementation of the equations.

and

were

185

7. PROCESS SIMULATIONS

The present chapter describes and discusses the EDAM process simulations that were conducted
in Abaqus©. First, the developed functionality to model the printing process is explained utilizing
the new capabilities implemented in Abaqus© 2017. The central algorithm is presented that
computes local material orientations based on the machine code of a print and also provides the
element activation times for the progressive element activation scheme to model the printing
process. Furthermore, the user subroutine structure is described that was utilized to implement the
required functionalities to enable the printing simulations. Next, the overall structure of the
sequentially coupled thermal and mechanical process simulations is explained and the required
process steps are outlined. In the following section, process simulations are illustrated for a NACA
air inlet duct tool. The thermal and crystallization results of the NACA duct tool simulation as well
as the outcomes of a mechanical analysis are illustrated. Subsequently, in accuracy investigations,
the effects of mesh size and the chosen increment size on the mechanical results are investigated
and discussed for this tool geometry. After this, the mechanical results of a second configuration
of the NACA duct tool with a different printing machine code are presented and the effect of the
printing pattern on the final part performance is highlighted. Finally, at the end of this chapter,
current modeling limitations are described and suggestions for future improvements are made.

7.1

Additive Manufacturing Simulation in Abaqus©

In Abaqus© 2017, new additive manufacturing capabilities were introduced. The new user
subroutine UEPActivationVol allows a progressive element activation of an initially inactive mesh
to replicate the successive addition of material to a printed part during an EDAM printing process.
Here, just the active elements are considered for the physics computations. Since all of the
elements are already implemented in the model from the beginning of the analysis, the system
matrix does not have to be rebuilt for each step when the active domain is altered. Incremental
solutions neglect inactive elements. This enables significant time savings compared to classical
welding analyses where the model is rebuilt in every new time step. The location and time history
from the machine code of the real print is made available in Abaqus with an event series.
Furthermore, additional information about the printing process can be added with the event series.
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An example is a flag that indicates if the extruder is on and material is deposited for a certain
printing segment or if a fast movement is occurring and no material is extruded.
An ORIENT user subroutine was combined with the UEPActivationVol subroutine to assign local
material orientations to the activated elements. In this way, the orthotropic material behavior can
be implemented for an accurate material modeling. Also, the activation time is required for the
crystallization kinetics computations to define the starting point of the crystallization history when
the material is deposited (an element is activated) at the material extrusion temperature. To make
the activation time available from the event series in the process simulation as a state variable, a
user subroutine SDVINI was used. More information on the utilized subroutines and their
interaction are provided in the Subsection 7.1.2. Before that, the central algorithm is discussed to
determine the activation times for the elements as well as the local element orientations from the
event series. The presented algorithm in this section and the structure of the subroutines was
developed by Anthony Favaloro (afavalor@purdue.edu). The described content was presented by
Favaloro et al. [76] at the Dassault Science in the Age of Experience conference in 2017.
7.1.1

Central Algorithm

The key elements for a realistic EDAM process simulation are the progressive element activation
based on the activation time

and the definition of correct material orientations in order to

implement the orthotropic material behavior. In order to make these information available from
the event series, an algorithm was written and implemented in an ORIENT user subroutine [76].
The pseudo code for this algorithm is depicted in Table 7-1.
Table 7-1: Pseudo code of the central algorithm for enabling the AM simulation functionality,
implemented to an ORIENT user subroutine.
Initialize the tuning parameter

and

.

Initialize arrays needed for the API getEventSeriesTimeIntervalLGLocationPath
Initialize arrays for the coordinates of the element centroid
the coordinates of the beginning

) and the end (

, the stacking direction

) of an event series segment and

the vectors for describing the local event series segment coordinate system

Initialize the orientation

as the identity matrix.

,

,

and
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Define hard coded parameters like the event series name, the width of the simulated
bead , the bead height

and the stacking direction

.

of the element, based on the nodal coordinates of the current

Compute the location
element

Compute the search radius according to Equation 7.1
Call the event series API getEventSeriesTimeIntervalLGLocationPath to obtain nearby
event series segments. Returned are the number of segments

as well as

information about the start- and endpoint locations, start- and end time in the event
series and the extrusion flags at the start and endpoint.
Define

as well as a loop counter

_

1.

Do while
If the extrusion flag at the beginning of the current segment
Read in the start point

and the end point

Compute the length of the segment
Compute

is on, then

from the API information.

according to Equation 7.2

according to Equation 7.3

Compute the local coordinate

of the element according to Equation 7.4

0 then

If

Read in the start time

and the end time

Compute the activation time
If

from the API information.

according to Equation 7.5

then

Compute

according to Equation 7.3

Compute the local coordinate

of the element according to Equation 7.4

/2 then

If

Compute

according to Equation 7.3

Compute the local coordinate
If 0

then

If

then

_
_

.

Define the components of
Else if

of the element according to Equation 7.4

as the local orientations

/2 and the extrusion flag at the end of

,

and

.

is on then
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Compute

according to Equation 7.3

Compute the local coordinate

of the element according to Equation 7.4
according to Equation 7.6

Compute new capping width
/2 then

If
Compute

according to Equation 7.3

Compute the local coordinate
If 0

of the element according to Equation 7.4

then

If

then

_

.

_

Define the components of

as the local orientations

,

and

.

End if
End if
End if
End if
End if
End if
1
End do
If

_

Store the activation time

_

and the components of

in the array ESData.

End if
After initializing necessary tuning parameter and arrays as described in the pseudo code, the
stacking direction

, the bead width

and the bead height

are defined. For the current version

of the algorithm, a rectangular bead cross section is chosen for simplification. However, any cross
section geometry can be implemented and used with the algorithm. Next, the location of the
element centroid

is computed with the knowledge of the coordinates of the element nodes,

provided by the ORIENT subroutine. This location is utilized to perform a search for event series
segments with the event series API getEventSeriesTimeIntervalLGLocationPath, which was
introduced in Abaqus© 2017. The API searches outward from the element centroid to find all
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segments that are contained within a sphere with a predefined radius or that intersect it. This radius
is previously computed with Equation 7.1:
1
Here,

is a tuning parameter and

(7.1)
and

are the maximum bead width and bead height

for a print. In the case of constant bead dimensions throughout a printing process, these parameters
are defined as
segments

and

. The search of the API returns the number of event series

that intersect the sphere as well as information about the start and end point of the

segments, the start and end time of the segments in the event series and the status of the extrusion
flag at the beginning and end of the segments. These information are stored in the arrays initialized
at the beginning of the code. In the next step, the correct activation time
maximum time

_

is defined as the

, which is set to a large time at the beginning of the code, and a loop counter

is defined. Then, a loop is performed over all of the segments that were found near the element
centroid. If the extrusion flag at the beginning of an increment is on, the information from the API
is read in to the arrays

and

the length of this segment

to define the start and end point of the event series segment and
is computed as
(7.2)

Now, the local 1-direction of the segment coordinate system is determined. The principal
directions of this coordinate system are defined as

(7.3)

where

is the permutation symbol expressing the cross product. This local coordinate system

with the origin in

is employed to determine the location of the element centroid with respect
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to the event series segment. With the orientations

,

and

, the coordinates of the element

centroid in this coordinate system can be computed as

(7.4)

In the pseudo code,

is determined. If it is negative, the element is positioned behind the

beginning of the event series segment and it can be disregarded. In the case of a non-negative value,
the times

and

at the beginning and the end of the event series segment are made available

from the API information. Then, the activation time

for the current element is computed

assuming a constant movement speed of the die relative to the printing bed during the segment:

--

(7.5)

Now, dimensional comparisons have to be made to check if the element centroid lies within the
bounds of the current segment. If the 1-direction coordinate of this centroid is smaller or equal to
the length of the segment, the local 2-direction

of the coordinate system is determined

according to Equation 7.3, and subsequently, the local
7.4.

is then compared to half of the bead width

If

coordinate is computed with Equation

/2 to check the bounds in the local 2-direction.

/2, the same procedure is repeated for the 3-direction. If then also 0

, the

computed activation time according to the current event series segment is compared to the value
stored for

_

and this value is overwritten if

. In this way it is ensured that in the

_

end, the smallest activation time is stored for every element. Also, the array

describing the

direction cosines of the orientation in the ORIENT subroutine is populated with the principal
directions of the local event series coordinate system

,

and

to implement the local

element orientations.
In the code, an element centroid is also considered if the local coordinate
than

is smaller

/2 . This additional case was implemented to improve the accuracy of the algorithm

to capture all of the required elements along the machine path. Figure 7.1 illustrates the addressed
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problem. A top view on a set of element centroids is provided. The event series segments are
illustrated as boxes, and a transition is shown where the printing direction changes from the red
segment to the blue segment. The printing path is illustrated by the arrows. Since the machine code
is in general provided as a series of linear interpolations and the bead was approximated with a
rectangular shape, an element is missed at the transition.

•
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Figure 7.1: Illustration of the activation bounding box with capping circle, top view. The image
was redrawn based on [76].
Therefore, in order to improve the accuracy to select elements along a path, a capping circle was
considered at the end of the bounding boxes as illustrated in green in the figure. This circle enables
are more continuous replication of the actual printing path. If
length of the bounding box

is smaller than the new, effective

/2, again the component in the

direction

is computed.

However, based on the capping circle, a new width description is required. The resulting capping
width

can be defined as
4

with

/2. Subsequently, the local coordinate

(7.6)
is compared to

and if

the element lies within the capping circle, the same steps are conducted as for the previous case.
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When

is larger than

/2, the centroid is too far ahead of the segment and it is not

considered. More advanced enhancements to improve the accuracy of this algorithm can be
implemented. An example would be a linearly varying width between the start and the end point
of a segment, dependent on a changing movement speed. However, for these improvements, more
information would have to be provided with the machine code than only the extrusion on/off flag.
At the end of the code, if the minimum obtained activation time activation time
than the maximum time
orientation array

_

is smaller

defined earlier, it is stored with the updated components of the

in the global array ESData that is utilized to transfer data between the

subroutines. The relevant structure of the utilized subroutines is presented in the next subsection.
The present code in the ORIENT was executed only for the first integration point, for which the
subroutine is called first. For all subsequent integration points of an element, the same orientation
state and activation time was defined from the information stored for the first integration point.
7.1.2 Subroutine Structure
During the process simulations, the information provided by the algorithm presented above is
required by multiple subroutines. The activation times of the elements are required for accurate
polymer crystallization computations. They are made available with a SDVINI user subroutine via
a user defined state variable. However for that the computed activation times need to be provided
to the SDVINI subroutine. These activation times need also to be known in the element activation
subroutine UEPActivationVol to enable it to progressively activate the elements during an
analysis. In order to avoid multiple calls of the algorithm in the different subroutines, an approach
was developed by Favaloro et al. [76] to store the information in a global array and then distribute
it to the different subroutines.
The resulting user subroutine structure is depicted in Figure 7.2. In a UEXTERNALDB, a global
array for storing the local orientation information and the activation times is pre-allocated. This
user subroutine executes before the analysis starts. Then, based on the fact that the subroutine
ORIENT is called first and it also contains information to compute the element centroids, the
central algorithm is executed for the first integration point of an element in this subroutine. The
resulting local orientations and the activation time are stored in the global array and can now be
utilized in the other subroutines without repetitive executions of the algorithm. During subsequent
calls of ORIENT for the other integration points, the stored information are applied. The activation
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subroutine UEPActivationVol reads in the activation times during the simulation and for a current
time increment all elements are activated which have activation times that fall within this
increment. Lastly, the subroutine SDVINI utilizes the activation times to store this information as
a state variable for the crystallization computations.

UEXTERNALDB
Element No. = E
Int. Pt.= 1
Execute central
algorithm to get the
activation time tAct-ri
and the local
orientations X[, X"f and

x~t

I

E ➔ [tAct- ri,X[,Xl]

--

UEPActivationVol
Element No. = E

l
ORIENT

SDVINI

Element No. = E
Int. Pt. = 2 ➔ N

Element No. = E
Int. Pt. = 1 ➔ N

I

Crystallization
Kinetics
Computation

Figure 7.2: User subroutine structure to enable the AM functionality in Abaqus. The image was
redrawn based on [76].

7.1.3

Simulation Preparations

In order to run a printing simulation, several information have to be provided to the input file for
the Abaqus© analysis. An inactive mesh has to be generated and aligned with the event series. The
node and element information has to be included with the input file. Here, it is important that the
maximum dimensions of the event series in each of the three directions are covered by the inactive
mesh. An example of the mesh activation process is illustrated in Figure 7.3. In part a) of the figure,
an inactive voxel mesh is shown that was manually created prior to the printing analysis. To ensure
that all relevant elements for the modeled geometry can be found and activated, the mesh has to
be aligned to the machine code. For instance, if the mesh was rotated by 90° around the stacking
direction in the figure, not enough elements would be available in the longitudinal direction of the
part in Figure 7.3b) and it could not be fully depicted during the simulation as just elements can
be activated that are present at the right location. The mesh information in the analysis input file
needs to contain all required element and node sets for the boundary conditions in the analysis.
The machine code has to be made available via an event series. In a comma separated text file, the
linearized segments of the machine code have to be provided and this file has to be included as an
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.inp-file to the analysis input file. For the basic functionality, lines with 5 columns have to be
implemented. While the first four columns contain the time and x, y, z information of the
corresponding end points of the respective segments, the fifth column is the extrusion flag, where
a value of 1 indicates material extrusion for the current segment and a number of 0 a fast movement
without material deposition. In additional columns, more information can be added for various
different purposes, e.g. a further enhancement of the element search algorithm or the application
of varying, location dependent thermal boundary conditions. In the input file, an event series is
defined, specifying the type as “FDM.PrintHeadMotion.Deposition” and allocating the comma
separated test file. Furthermore, progressive element activation is enabled.

Activation

b)

Figure 7.3: Illustration of the element activation process during the process simulations, a)
Inactive, manually generated mesh, b) activated mesh during the simulation.
The options for the element activation process are controlled via parameter tables. The different
parameter table types have to be initialized in the input file and the appropriate parameter table
definitions have to be made. With these tables, it is controlled how the event series data is read in.
Parameter like the stacking direction or the deposition type are defined. For the present simulations,
the type “OnOffConstantCrossSection” was selected that assumes a constant bead cross section
throughout a print and considers as additional information the extrusion flag only.
Material properties have to be included utilizing user materials. For the thermal analysis, a thermal
user material was defined to implement the thermal material properties of the CF/PPS material as
reported in Chapter 3.2. For implementation of the viscoelastic material properties, a mechanical
user material was considered, implementing the required large number of master curve material
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parameters utilizing the Matlab© script provided in the Appendix B in Table B-8. Finally, as for
all Abaqus© analyses, the appropriate steps need to be defined, as well as boundary conditions and
output requests.
In order to simplify the analysis preparation process, a Python script was written to automatically
generate the required inactive mesh and the input file for the analysis. For the mesh generation, a
similar algorithm as presented in Table 7-1 is utilized. Considering a block of voxel elements with
the maximum dimensions provided by the event series, the required elements are selected based
on the event series segments and in this way, just the elements are considered for the resulting
mesh that would be activated during the printing process simulation. This results in a faster analysis
execution and also in smaller result databases. Additionally, the Python script generates the input
file, defining the required element and node sets and implementing the specified boundary
conditions as well as output requests.

7.2

Process Simulation Structure

After discussing the AM functionality in Abaqus©, the present section gives an overview of the
overall developed process simulation structure and the steps required to perform an EDAM
printing simulation. This structure was already presented in a similar form at the SAMPE
conference in Seattle in 2017 [118]. Figure 7.4 illustrates the simulation process flow chart. The
first two steps in this flow chart are identical to the physical printing process. The part that is to be
simulated needs to be available as a CAD geometry. Any available CAD software like Catia© or
SolidWorks© can be utilized to generate this geometry. It is then implemented to a slicing software
like Simplify3D© and the machine code is generated, based on predefined printing parameters like
the bead dimensions, the infill percentage/angle or the amount of continuous outer perimeters per
layer. Subsequently, the machine commands are provided to the process simulation in the form of
the event series as described above. The current simulation structure is comprised of a sequentially
coupled thermal and mechanical analysis. First, the thermal history during the deposition process
of the material and additional cooling steps is computed during the thermal analysis. For this
analysis, the assumptions are made as described in Chapter 3.3 with respect to the utilized
boundary conditions and the modeled thermal material behavior. The transient thermal results are
then transferred to the combined crystallization kinetics and mechanical analysis. Since no strong
coupling between the thermal analysis and the crystallization kinetics of the material was
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considered in this work, the crystallization kinetics computations were moved to the mechanical
analysis where the degree of crystallinity is required. As final outcome, the mechanical analysis
provides the time history of evolving internal stresses and part deformations and by considering
additional cooling steps and a removal of the printed part from the printing bed after conclusion
of the material deposition process, the final deformed shape and the residual stress state can be
determined.
This resulting set of simulations is a powerful part design tool. The process simulations allow to
predict part deformations and residual stress states of printed parts, thus enabling an optimization
process during the part design phase. For instance, if a printed part geometry has to be printed with
minimal weight and warpage at the same time, the printing pattern can be altered in an iterative
process to optimize the machine code, which strongly affects the overall part performance due to
the anisotropic characteristics of printed parts. If a modification of the machine code alone is not
sufficient to reach a specific design goal, the geometry itself can be changed to optimize for the
process induced deformations.

P1·inting Parameters

,-----------i
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Geometry

Slicing

•
~~ULI

- - - - - - . . . . L - - - 1 1II ABAQUS

Crystallization &
Mechanical
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Heat Transfer

Mechanical &
Crystallization
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Figure 7.4: EDAM Process Simulation Flow Chart
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Figure 7.5 depicts how the user subroutines, which model the material behavior, exchange
information during the sequentially coupled thermal and mechanical analysis. These user
subroutines were introduced and described in the previous chapters, which provided detailed
explanations of how the behavior of the CF reinforced PPS composite material is modeled and
implemented in this work. For the heat transfer analysis, the orthotropic material behavior is
modeled with the UMATHT presented in Table 3-1 and the thermal history

is stored in the

result database. In the subsequent crystallization and mechanical analysis, the thermal history is
read in from this result file of the heat transfer analysis and provided to both the UEXPAN and the
UMAT user subroutine utilized to model the material behavior. The crystallization kinetics
computations, originally implemented to a UMATHT user subroutine as explained in Table 4-6,
are added to the UEXPAN subroutine since the time and temperature dependent history of the
degree of crystallinity

,

is required in this subroutine first during the simulation to compute

the crystallization shrinkage strains

. Consequently,

,

is computed in the UEXPAN and

stored as a state variable. Additionally, the resulting total inelastic strains in the stress-free
state

,

, comprised of the thermoelastic strains

and the crystallization strains

provided by the UEXPAN governing the effective strains

, are

utilized by the UMAT. These

effective strains are automatically computed by Abaqus© considering the constraints of the
deposited material. Finally, in the UMAT user subroutine, the crystallization, temperature and time
dependent stiffness of the material
of internal stresses

, ,

is determined and based on that, the evolution

is computed and the resulting part deformations are established.
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Figure 7.5: User subroutine structure to model the material behavior in the sequentially coupled
thermal and mechanical analysis.
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7.3

NACA Duct Tool Process Simulations

This section illustrates EDAM process simulations results for the example part of a NACA air inlet
duct tool as depicted in Figure 7.6. In part a) of the figure, the printed tool is shown together with
an air inlet duct that was laid up and cured on the tool in an autoclave curing cycle. Figure 7.6b)
highlights the digital geometry that was generated from the machine code with the mesh generation
script. It can be seen from the figure that the part is not fully filled, but a partial infill at an angle
of 45° was considered for the inner volume in order to save weight and material. The bead
dimensions for the mesh were chosen accordingly to the dimensions of the printed, tamped bead
of the CAMRI printer, resulting in

4.7 mm and

1.3 mm. This bead was chosen to be

represented by 2 elements through the thickness and 3 elements through the width, which led to a
total number of about 197,700 elements. As element types, DC3D8 and C3D8 solid elements were
chosen in Abaqus© for the thermal and the mechanical analysis respectively. While the capping
circle that was introduced to improve the central algorithm in the code in Table 7-1 helps
significantly to avoid gaps in the mesh and to capture all elements along the printing path, a few
elements were still missed when the mesh geometry was generated. Here, further advancements
with additional information in the event series should be targeted. Nevertheless, it is also important
to keep in mind that the generated machine code cannot perfectly fill the printing volume based on
the defined discrete bead dimensions and therefore, gaps occur naturally as well.
Autoclave
cured air
inlet duct
Digital
geometry

a)

5cm

b)

Figure 7.6: Illustration of the NACA duct tool: a) Coated tool with autoclave cured air inlet duct,
b) digital geometry considered in the process simulations
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In the initial heat transfer simulation, the thermal history during the print of the NACA duct was
determined. As inferred from the machine code, the EDAM deposition step was 743 seconds long.
After this deposition step, two additional steps were considered in the analysis. In a first cooling
step, a 10 minute long cooling process of the printed part on the printing bed was simulated, where
the applied bed temperature to the bottom nodes of the geometry was kept constant. Finally, the
second step considered an equally long cooling process of the part disconnected from the printing
bed where the part was allowed to cool to room temperature. As increment sizes, a 1 s increment
was chosen for the deposition step and 10 s increments were selected for the cooling steps. The
length of the increments influences the accuracy as it will be discussed in Chapter 7.3.3.2.
Table 7-2: Selected heat transfer parameters for thermal analysis of the NACA duct tool. The
defined values for radiation and convection were selected based on the parameter found in the
calibration experiments in Chapter 3.4.
Setting/Parameter
Ambient temperature (For convection for all
steps & Radiation for cooling off bed)
Ambient temperature radiation (Deposition &
Cooling on printing bed)
Printing bed temperature
Material Extrusion Temperature
Emissivity
Convection film coefficient

Value
25°C (298.15 K)
165°C (438.15 K)
180°C (453.15 K)
300°C (573.15 K)
0.97
8 W/(mK)

During the heat transfer analysis, both radiative and convective heat losses were considered on
free surfaces of all activated elements. Here, a new functionality in Abaqus© was utilized that
provides the set of free surfaces (named “RFS” for radiation and “FFS” for convection) of all
activated elements during the analysis. To model the printing bed, a constant temperature was
applied to the bottom nodes of the model during deposition and the subsequent cooling step on the
bed. For convection, a film coefficient of 8 W/(mK) was assumed. The summary of the selected
heat transfer parameters is provided in Table 7-2.
In the subsequent mechanical and crystallization analysis, the thermal results were read in from
the thermal result file to perform the crystallization kinetics and the mechanical computations.
During the deposition and the cooling step on the printing bed, the bottom nodes of the model were
constrained in the lateral degrees of freedom, replicating the contact cement that is used with the
CAMRI printer during a real printing process to hold the part to the printing bed. Consequently,
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internal stresses build up based on the inhibited material shrinkage. Sagging due to gravity was
not considered in the simulation as the printed part was only about 50 mm tall and had no
overhangs. After the cooling step on the printing bed, a spring back step was considered where the
part was “separated” from the printed bed by removing the constraint for the bottom nodes and
then it was allowed to deform freely. Lastly, in the final cooling step off the printing bed, the final
residual stress state and part deformation of the cooled tool were determined. In the next two
subsections, both the thermal and mechanical results of the EDAM process simulation of the
NACA duct tool will be illustrated and discussed.
7.3.1

Thermal Results

In Figure 7.7, the temperature distributions of the activated (deposited) material during various
stages of the EDAM printing simulation are illustrated.

53.75
1.13
8.52
5.90
3.29
0.67
8.06
5.44
2.83

c)
Figure 7.7: Temperature distribution of the NACA duct tool in Kelvin during the EDAM process
simulation, a) Print of the flange during deposition, b) Print of the top part during deposition, c)
Temperature at the end of the cooling step on the printing bed, d) Cooled part at the end of the
cooling step off the printing bed with the same temperature maximum as in part c).
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Part a) and b) of the figure show time steps in the first material deposition step. During the first
layers, the heat transfer analysis is dominated by conduction due to the imposed printing bed
temperature at the bottom nodes, so these layers cool relatively fast. At a later stage during the
deposition step, the convection and radiation heat losses become significant. The material cools
with a reduced cooling rate due to the increased distance from the printing bed. Furthermore, due
to the reduced layer times at elevated heights, more thermal mass is added to the part locally in a
shorter amount of time, which also reduces the effective cooling rate of the material. At the end of
the deposition step, the material cools for 10 minutes attached to the printing bed. During this time,
a stationary temperature distribution evolves where the heat losses due to radiation and convection
are balanced with the heat flux introduced based on the constant imposed bed temperature. This
stationary temperature distribution is shown in part c) of the figure. As expected, the flange of the
part stays at elevated temperatures near the applied printing bed temperature of 180°C (453.15 K),
while the printed top part already cools down further. While the printing bed initially acted as a
heat sink, it now keeps the flange at elevated temperatures. Finally, in the last step, the printing
bed temperature boundary condition is removed and convection and radiation losses are considered
for all free element surfaces. Consequently, the printed part cools down to room temperature. To
illustrate this cooling process, the temperature distribution of Figure 7.7d) was depicted with the
same maximum temperature as in part c) of the figure.
7.3.2

Crystallization/Mechanical Results

Figure 7.8 illustrates the evolution of the degree of crystallinity during the EDAM printing
simulation. As previously discussed, the crystallinity evolves as a function of the temperature
history of the material during the printing process. In the figure, the maximum crystallinity is
illustrated with a blue color, correlating a large crystallinity value to a lower material temperature.
The shown time steps in part a), c), and d) correspond to the same time steps as illustrated in Figure
7.7a), b) and c). The conduction dominated faster cooling rates of the first few layers in Figure
7.8a) cause a rapid crystallization process. However, the chosen bed temperature of 180°C is not
too cool to freeze the material in the amorphous state. On the contrary, the driving force for
nucleation is large, which explains the fast initial crystallization process. As more material is added
to the local areas of the top part of the tool in Figure 7.8b) and c) in a smaller amount of time based
on the reduced layer time, slower material cooling rates are present, which cause the crystallization
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front to be several layers delayed to the material deposition. This crystallization front passes
through the part from the bottom to the top and the material crystallizes when it is in the
crystallization temperature range that corresponds to the local cooling rates. With the modeled heat
transfer boundary conditions, the whole modeled NACA duct tool obtains the assumed maximum
crystallinity as illustrated in part d) of the figure. Here, the crystallization state of the geometry is
illustrated for the end of the cooling step on the printing bed.
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Figure 7.8: Distribution of the degree of crystallinity during the EDAM process simulation, a) –
c) Evolving crystallinity during the deposition process. d) Cooled state.
In Figure 7.9, the total deformation magnitude of the deposited material is illustrated in mm with
a deformation scale factor of 15 for the same time steps during the simulation as shown in Figure
7.7. The deformation of the first layers is low as the bottom nodes are modeled to be constrained
to the printing bed. It is interesting to notice the effect of the crystallization shrinkage in parts a)
and b) of the figure. If one compares the deformation distribution shown in Figure 7.9a), the
magnitude, although minimal, qualitatively follows the crystallinity distribution in Figure 7.8a).
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Of course, the imposed thermomechanical strains due to cooling process in Figure 7.7a) play an
important role as well. In Figure 7.9b), the effect of the crystallinity on the deformation state is
even more pronounced. The location of the crystallization front in Figure 7.8c) agrees well with
the rapid increase in deformation, illustrated as the transition from green to orange in Figure 7.9b).
In part c) of Figure 7.9, the deformation state is illustrated when the part is still constrained to the
printing bed at the end of the cooling step on the printing bed. Consequently, the overall
deformation of flange is low. The maximum deformation magnitude at the top of the modeled tool
is mostly caused by the shrinkage of the material in the stacking direction. This can be explained
by the experimental findings in Chapter 6, highlighting that both the CTE and the crystallization
shrinkage are the largest in this direction, based on the fiber orientation state.
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Figure 7.9: Deformation magnitude in mm (shown with scale factor of 15) during the EDAM
process simulation, a) and b) Evolving shrinkage deformation during the deposition process, c)
Deformation constrained to bed at the end of the On bed cooling step, d) Spring back shape in
the cooled state.
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Finally, Figure 7.9d) illustrates the final deformed state after removal from the printing bed. In the
simulation, the constraint that holds the part on the printing bed is removed in the spring back step
and the part deforms based on the developed internal stress state. Subsequently, in the final cooling
step off the printing bed, the modeled tool continues to deform as it cools to room temperature.
This resulting deformation state is shown in part d) of the figure. It is clear that the shrinkage of
the top part in the stacking direction still denominates the overall deformation magnitude, however,
the flange warped as well. Due to the complex distribution of the locally varying material
orientations in the modeled beads and the partial infill of the top part of the tool at an angle of 45°,
this warpage is not symmetric. Overall, creep deformation was found to be non-significant during
the process simulation, which can be explained by low stress magnitudes.

, S22
(Avg : 75%)

AB

.09
.69
.30
.90
.50
.11

.71
2

S,S22
(Av g: 75%)
.74
.67
.60
.54
.47
.40
.33
.26
9

a)

b)

S,S22
(Avg: 75%)
2.14
0.37
.61
.84
.08
.31
.54
.22

S, S22
(Avg: 75% )
8.02
4.85
1.68
8.51
5.33
2.16
8.99
5.82
2.65
.52

9

c)

d)

Figure 7.10: Stress distribution of the local, in-plane stress component
during the EDAM
process simulation in MPa (illustrated with a deformation scale factor of 15), a) and b) Stresses
during the deposition process, c) Constrained state to the print bed at the end on the on bed
cooling step, d) Final stress state in the unconstrained, cooled part.
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Finally, Figure 7.10 depicts the evolving stress distribution of the local transverse in-plane
component

throughout the printing process simulation. Again, the same time steps during the

simulation are illustrated as in Figure 7.7. The component

is particularly interesting as it

expresses the stress state in a transverse direction, which is one of the weak directions of printed
parts. Therefore, a large stress

can indicate a bond failure between beads, which governed the

strength values for the transverse direction summarized in Chapter 2.5. At this point, it is
pronounced that the stress results are shown in the local coordinate system. Based on the changing
local printing direction (1-direction) as shown for the modeled beads in Figure 7.6b), the transverse
in-plane direction (2-direction), which is the direction perpendicular to the arrows in the same
deposited layer, experiences the same local variation.
In Figure 7.10a), the overall stress magnitude is low as stresses relax out quickly and the
temperature dependent material stiffness is still low near the hot printing bed. When the deposition
process in more progressed in part b) of the figure, the stress level increases, but overall, the
magnitude is still limited. The maximum stresses can be found at the transition from the flange to
the top part of the modeled tool and the overall largest stresses are present in the flange, which is
at the coolest temperatures and has therefore shrunk the most while being constrained at the same
time. Figure 7.10c) presents the internal stress state for the component

at the end of the cooling

process on the printing bed, so the modeled geometry is still attached to the bed. In addition to the
stress maxima at the transition between the flange and the top part, shrinkage induced stress
concentrations are also present in the top layers of the tool. The last part d) of the figure illustrates
the final residual stress state in the cooled part. During the spring back step, the resulting part
deformation is caused by the internal stresses and consequently, a part of the stresses relaxes out
and redistributes. Therefore, the stress maxima at the described transition between the flange and
the top part vanish. However, the overall stress magnitude increases during the final cooling step
of the modeled tool to room temperature due to the additionally applied shrinkage. The stress
maxima are obtained in the middle of the layers deposited at the top of the part, compare with the
figure.
For the investigated part, the resulting deformation and stress magnitudes are noncritical. As
explained by the procedure in Figure 2.2, a tool is printed with an over dimensioned shape and
then machined to size to obtain a smooth tooling surface. The resulting deformations from the
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process simulations do not disturb this required machining process as the magnitudes are low.
Furthermore, the stresses inside of the material are not expected to be high enough for the material
to fail, which was supported by the fact that no part failures could be observed during multiple
physical prints of the modeled tool geometry.
However, this conclusion can also be very different. Talagani et al. [71] reported part failures in
the form of layer delaminations during the print of a car chassis with the BAAM system. Although
the fracture strength between deposited beads is not modeled in the present set of process
simulations and the material is assumed to be continuous between beads, the fracture is still driven
by the internal stresses that evolve in the process. Therefore, the modeled stresses are a failure
indicator. Since the developed process simulations are physics based and easily scalable, larger
parts can be simulated without much effort if the machine code can be provided in the form of an
event series and the thermal conditions of the different printer as well as the resulting
microstructure can be characterized.
7.3.3

Accuracy Investigations

After illustrating the general EDAM process simulation process and example results for a modeled
tool geometry, it is interesting to investigate the sensitivity of the presented results with respect to
mesh size and increment size as these parameters affect the accuracy of the solutions. Initial studies
were conducted and these investigations are described below.
7.3.3.1 Mesh Size Effect
In order to assess the effect of mesh size, the NACA duct tool was modeled with three different
mesh sizes. The meshes were generated automatically with the mesh generation script. In order to
achieve different element numbers and describe the geometry with a varying amount of detail, the
modeled bead cross sections were represented with a different number of elements. As for the
previously presented duct tool analysis, two cooling steps were considered after the deposition
step. In addition, the same boundary conditions as well as material parameters were utilized to
model the EDAM printing process with the 50wt.% CF reinforced PPS material. A time increment
size of 1 s was chosen for the deposition step and 10 second increments were defined for both
cooling steps. The selected parameter for the analyses are summarized in Table 7-3. The
intermediate mesh corresponds to the mesh which was considered for the results presented in the
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previous subsections. It can be seen from the table that the total element number exhibits a rapid
increase for minimally finer representations of the bead cross section. Between the coarse mesh
and the fine mesh, there is a difference of more than an order of magnitude for the total number of
elements, which has a major impact on the resulting computing time. However as illustrated in
Figure 7.11, the finer resulting voxel meshes allow a much improved representation of the curved
tool geometry.
Table 7-3: Summary of the mesh and analyses parameters for the mesh size study
Parameter
Coarse Mesh Intermediate Mesh Fine Mesh
Elements per bead in width direction
2
3
4
Elements per bead in height direction
1
2
3
Total elements
43,119
197,698
523,723
Time increment deposition
1s
1s
1s
Time increment cooling steps
10 s
10 s
10 s

Figure 7.11: Illustration of the different generated meshes for the NCAC duct tool, a) coarse, b)
intermediate, c) fine mesh.
According to the process simulation flow chart in Figure 7.4, both the thermal and mechanical
simulations were run for all three mesh sizes. Here, the Halstead cluster available at Purdue
University was utilized. All expensive mechanical jobs were run on 2 nodes of the cluster in
parallel with 2 10 core Intel Xeon E5-2660 V3 processors each. Consequently, a total number of
40 cores was employed for each analysis. Furthermore, 128 GB of RAM were available per node

208
during the job execution. The resulting computation times as well as the compared result
parameters are summarized in Table 7-4 and discussed below.

Magnitude
0.62
0.57
0.52
0.47
0.42
0.36
0.31
0.26
0.21
0.16
0.10
0.05
0.00

Figure 7.12: Final total deformation magnitudes for the different mesh sizes, a) coarse, b)
intermediate and c) fine mesh. The deformations are illustrated with and a scale factor of 15 and
the same color legend.
Figure 7.12 illustrates the resulting total deformation magnitudes of the cooled tool geometries at
the end of the EDAM process simulation. For a better comparison, all deformed meshes are shown
with the same color legend. While the overall deformation distributions look very similar,
differences in the final magnitudes could be observed. Especially for the coarse mesh, the final
deformation magnitude is with 0.54 mm significantly lower than the maximum value of 0.62 mm
observed for the fine mesh. This is an unexpected result since usually, the deformation results in
FEA analyses are not very sensitive to variations in the element number and the stiffness of
modeled parts is generally sufficiently represented by low element numbers already. However, the
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present NACA duct tool is a complex, anisotropic part where the effective stiffness distributions
are dependent on the mesh representation of the part. Additionally, different residual stress states
can be named as a reason for the overserved discrepancies. As the surface to volume ratio changes
with the element number for the voxel mesh, factors like a different thermal as well as
crystallization history and the resulting differences in the applied temperature dependent
shrinkages can play a role as well. Based on time constraints at the end of this work, a more detailed
investigation was not possible. Therefore, as part of the future work, more efforts should be
focused on the investigation of the mesh size effect on the resulting deformation state.
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Figure 7.13: Illustration of the
stress maxima near the layer transitions at the top part of the
modeled tools for the different mesh sizes in part a), b) and c) of the figure. The top views on
these stress concentrations are provided.
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To assess the effect of the mesh size on the residual stress state, stress concentrations of the stress
component

were investigated at the top of the modeled tool. Figure 7.13 provides a top view

on these stress maxima for the different mesh sizes. Here, the stress distributions are illustrated for
the same color legend as depicted in the figure to allow for a better comparison. It is obvious from
the figure that the finer mesh enables a more refined depiction of the stress maxima that exists near
the transition between the top layer and the subsequent layer below. Furthermore, the overall stress
level increases with improved mesh accuracy. To be able to compare the stress magnitudes, stress
values were extracted along paths crossing the stress maxima in the middle of the second layer
from the top. These paths are illustrated in Figure 7.13 by the arrows for the different mesh sizes
in the parts a) – c) of the figure. Here, the lengths of the arrows correspond to the lengths of the
paths and the starting points of the data extraction are the start points of the arrows, marked with
zeros in the figure.
In Figure 7.14, the obtained stress results are plotted. It can be seen from the figure that the
maximum stress magnitude increases with the element number and also, based on the different
mesh representations, the maximum moves closer to the start point of the path at the transition
between the layers. Cubic interpolations between the data points were utilized to approximate the
stress distribution along the paths. However, it is obvious that that even for the fine mesh, the
amount of data points is not sufficient to properly depict the stress maxima and achieve the
converged stress value. It is expected that the true local stress maxima is even higher than the value
of 26.2 MPa that was extracted for the fine mesh at the stress maximum. Here, a current limitation
of the EDAM process simulations becomes apparent. A much finer mesh representation would be
required to achieve an exact description for the illustrated stress maximum. However, if one
considers the computation time of more than 24 hours for the mechanical simulation of the fine
mesh (compare with Table 7-4), it is clear that the truly required element size would be almost
infeasible to analyze. Here, one has to be aware of the fact that the physical printing time of the
part is just about 12 minutes, so a simulation time of multiple days would be impractical.
Furthermore, it has to be pointed out the analyzed geometry is still relatively small. If larger parts
are to be simulated with the same representation of the bead cross section, the total element number
is increasing very quickly. Lastly, the reader needs to be aware of the fact the voxel mesh in general
represents an overall approximation of the printed part. For example, the local surface roughness
that results from the continuous deposition of round beads cannot be depicted as the beads were
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assumed to have a rectangular cross section and voxel elements were utilized for the mesh. If a
conformal mesh was to be modeled accounting for the true, round geometry of the deposited beads,
the resulting element number for a proper description would further increase significantly, making
a full physics simulation infeasible with the standard computational resources that are available as
of today.
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Figure 7.14: Extracted stresses for
along the paths illustrated in Figure 7.13. The graphs were
approximated with cubic interpolations between the data points.
Finally, the results of the mesh size analysis are summarized in Table 7-4. It is obvious that the
computation times increase significantly with growing element number. While the simulation of
the coarse mesh finished in below one hour, the analysis of the fine mesh took more than one day.
Table 7-4: Summary of the results from the mesh size study
Parameter
Coarse Mesh Intermediate Mesh Fine Mesh
Element number
43,119
197,698
523,723
Computation time mechanical analysis
48 min
11 h 11 min
29 h 15 min
Maximum deformation magnitude
0.54 mm
0.60 mm
0.62 mm
23.92 MPa
26.18 MPa
Maximum extracted stress
along path 20.87 MPa
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As previously discussed, the deformation magnitudes show quite some variation as well.
Especially, the final magnitude for the coarse mesh is significantly (more than 10%) lower than
the result for the fine mesh. The final deformation of the intermediate mesh however is within 4%
of this result. None of the investigated mesh sizes is able to accurately depict the stress maximum
in the investigated regions in Figure 7.13. However, while the peak values cannot be captured, the
overall shape of the stress distributions is very similar, especially for the intermediate and the fine
mesh. For all mesh sizes, regions of potential critical stresses can be identified.
Based on these results and the computation times, the intermediate mesh description was selected
for the presentation of the results in the previous subsections. It is a good compromise between
accuracy and computation time and therefore, a similar bead representation is generally
recommended for use in future simulations. A computation time of below 12 hours is still feasible
as analyses can be run over night. For larger parts, more computational resources (e.g. use of more
nodes) can be employed. By utilizing 2 elements through the thickness of a bead, resulting
temperature gradients in the thickness direction can be captured with an acceptable accuracy,
which is especially important for the first layers near the printing bed where large temperature
gradients are present. In this way, it is believed that a sufficiently precise subsequent mechanical
simulation is enabled.
7.3.3.2 Increment Size Effect
In addition to investigating the effect of the mesh size and thus the spatial discretization, it is also
useful to look at different time steps. In addition to the geometry, also the time history of the
printing process has to be discretized in order to define discrete time increments for the simulation
of the process. Consequently, the continuous addition of molten material during a printing process
can only be depicted with a certain amount of accuracy.
In order to assess the effect of different increment sizes, the same tool geometry was investigated
as illustrated in the previous sections. In addition to the 1 s and 10 s increment utilized for the
deposition step respectively the cooling steps as described before, larger time increments were
considered as well. The investigations were conducted for the intermediate size mesh and all the
other simulation parameters as the boundary conditions and the material input data were kept the
same as before. Table 7-5 summarizes the selected increment sizes for the increment size study.
These time increments were varied for the mechanical analysis only. The temperature results for
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the present investigation were taken from the thermal analysis with the fine increments of 1 s and
10 s. In the subsequent mechanical analysis, Abaqus© automatically picked the data for the defined
larger increments and utilized interpolation if needed. In comparison to the mechanical analysis,
the heat transfer simulation is not very expensive computationally. Therefore, an increment size
investigation for the thermal analysis was not of primary interest.
Table 7-5: Summary of the chosen increment sizes for the mechanical analyses in the increment
size study
Parameter
Large Increments Intermediate Increments Small Increments
Deposition step
10 s
5s
1s
Cooling step on bed
30 s
20 s
10 s
Cooling step off bed
30 s
20 s
10 s
As for the mesh size study, the computations were performed with the Halstead cluster at Purdue
University, utilizing two nodes with 40 cores total. The corresponding details of this cluster were
described in the last subsection.
To be able to evaluate the significance of the different increment sizes, the stress history of the
stress component

was extracted for the whole EDAM process simulation from the result files

of the different analyses. More specifically, the stress histories for a centroid of the same element
positioned in the region of the

stress maximum on top of the modeled tool were obtained. This

element is illustrated in Figure 7.15.
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Figure 7.15: Illustration of the selected element for stress extraction
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Figure 7.16: Illustration of the evolving stress histories for the investigated element, extracted
from the analyses with the different increment sizes.
Figure 7.16 depicts the extracted stress histories for the whole process simulation from the three
different analyses. The different events during the simulation process are illustrated in the figure.
After the activation, the stress level stays low before the material starts to crystallize. During the
crystallization process, there is a steep increase in stress due to the imposed additional
crystallization shrinkage. After that, the stress curves continue to increase progressively. In the
spring back step, a minimal stress relaxation occurs and afterwards, the final stress level is
achieved in the cooling step off the printing bed.
As indicated by the figure, the three extracted curves for the different analyses are almost identical.
This is a very interesting result, which illustrates that for the investigated time increment
differences, the stress results are not significantly affected by the different time discretizations of
the printing process. Here, it has to be pointed out that the thermal input for the mechanical
simulations had the same accuracy as the same thermal result file was utilized for all mechanical
analyses. While an automatic sub-incrementation of 0.1 s was used for the crystallization
computations in the UEXPAN user subroutine, a constant temperature was assumed for each time
increment in the UMAT subroutine for determining the viscoelastic mechanical behavior, so no
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sub-increments were utilized here. Therefore, this result indicates that the implemented recursive
viscoelastic approach in the UMAT is very robust and provides accurate results for the stress
history even for larger time increments. By investigating other stress components and comparing
the overall stress distributions for the modeled NACA duct tool, this conclusion could be
confirmed. In addition, also the final deformation magnitudes were extracted and for the
investigated time increment differences all results were within 1 % as illustrated in Table 7-6.
Table 7-6: Summary of the results for the time increment size study
Parameter
Element number
Computation time mechanical
analysis
Final extracted stress
Maximum deformation
magnitude

Large
Increments
197,698

Intermediate
Increments
197,698

Small
Increments
197,698

1 h 25 min

2 h 17 min

11 h 11 min

20.05 MPa

19.95 MPa

20.01 MPa

0.6012 mm

0.6042 mm

0.6000 mm

If one considers the different computation times of the analyses as listed in Table 7-6, these
findings are a very powerful outcome. For the large time increments, the resulting computation
time of the mechanical analysis is about on order of magnitude lower than the required time for
the analysis that was run with the small increments. This large reduction in computation time
results from the significantly reduced number of computations that need to be conducted if the
printing history is approximated with larger time steps. Nevertheless, the same mechanical results
are obtained for all analyses. In future investigations, even larger time increments should be
investigated.
7.3.3.3 Outcomes
The results from the mesh size analysis have shown that the total element number required to
accurately capture local stress maxima is very high and not necessarily feasible to analyze,
especially for larger parts. On the other hand, the increment size investigations have illustrated that
the outcomes of the mechanical analysis are insensitive to the time increment size, at least in the
range of the different time increments that were investigated. Therefore, to optimize both the
accuracy and the computation times, it can be concluded based on the preliminary investigations
in this section that the selected mesh description should be as detailed as possible. At the same
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time, larger time increments can be considered to limit the total computation time of the
mechanical analyses, provided sufficiently accurate thermal input data is utilized. In order to keep
the result files small for large element numbers, the output should be limited and results should
not be written for every time increment. However, to confirm these conclusions, more involved
investigations should be conducted considering more extreme variations of mesh and increment
size as well as different part geometries.
7.3.4

Comparison of Two Configurations

As previously discussed in Chapter 7.2, the developed set of simulations is a powerful new part
design tool that should be utilized to aid the design process of a 3D printed part. In this way,
physical print iterations can be avoided which saves time and money. In order to illustrate this
procedure, a different, fully filled configuration of the NACA duct tool was simulated. A cut
through the illustrated machine code of this fully filled configuration is provided in Figure 7.17b).
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Figure 7.17: Comparison of the final deformation in the stacking direction (3-direction) for a) the
partially filled NACA duct tool and b) a fully filled tool configuration. A top view on the
resulting simulated shapes is provided with a deformation scale factor of 15.
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In contrast to the partially filled configuration that was considered in the previous studies in this
chapter and that is illustrated in part a) of the figure, all layers consist of concentrically filled layers.
The infill at an angle of 45° for the partially filled part is shown in orange in the illustration of the
machine code in Figure 7.17a).
As before, both the heat transfer and the mechanical analysis were run for the fully filled tool
configuration and the results were extracted. A full discussion of all the details would exceed the
scope of this work. However, the investigation of the final modeled deformation state in the
stacking direction (3-direction) can be utilized to illustrate the differences for the two different
modeled tool configurations. While the deformation magnitudes are similar, the final deformation
state of the partially filled tool exhibits an asymmetrical warping of the tool flange as illustrated
in part a) of the figure. The direction of maximum curvature of this asymmetric deformation is
close to the direction the infill was printed with, which explains the resulting deformation state. In
comparison, the final deformation for the fully filled tool configuration is almost symmetric since
no preferential infill direction exists and all layers were printed with concentrically filled layers.
While this difference is not significant for the current part due to the small changes in magnitude,
this example still illustrates how the machine code affects the final deformation of a printed part.
At the same time, it is demonstrated how the developed simulations tools can be utilized to
investigate and evaluate different part configurations and the resulting deformation and stress
states.

7.4

Current Limitations

While the presented simulation tools in Abaqus© embody a significant improvement of the overall
simulation capabilities for modeling the EDAM printing process, limitations still exist and further
improvements need to be made. These aspects are described and deliberated in this section.
As previously discussed, the achievable element size is still a limiting factor. Based on the fact
that a bead cross section can be represented by a few elements only to obtain a feasible overall
element number for realistic parts, it is challenging to depict local stress maxima and obtain
accurate peak stress values. Nevertheless, in general, areas of high stress can be captured and
critical part areas can be identified. The results from the mesh and increment size investigations in
the last section suggest that a larger element number can be investigated by increasing the time
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increments at the same time, thus keeping the computational cost at a reasonable level. However,
more investigations are necessary to confirm this statement.
With the current mesh generation script that was utilized, parts are modeled with a voxel mesh.
Therefore, the outer surface areas can be overapproximated, especially for curved part sections.
This observation is dependent on the mesh size as the surface to volume ratio of the elements
changes. As a consequence, the heat transfer analysis can be affected as convective and radiative
heat losses on external surfaces are overestimated. Here, for each part, the utilized radiation and
convection parameters should be considered individually, based on the suggestions given for the
flat horizontal wall that was employed for the calibration experiments in Chapter 3.4.
As another major improvement, varying heat transfer conditions should be implemented for the
heat transfer analysis. At the current development state, the same specified convective film
coefficient and radiative boundary conditions are applied to the free surfaces of all activated
elements to model the heat losses. Here, the new functionality in Abaqus© is used that
automatically finds the set of free surfaces (named “RFS” for radiation and “FFS” for convection)
of activated elements. However, it is clear that the heat transfer conditions vary significantly for
different regions of a part, especially if this part is modeled with partial infill. The NACA tool duct
geometry that was analyzed in this chapter is such a part that is not fully filled. After deposition of
the part, the free surfaces of the partial infill are enclosed, so no significant heat losses are expected
to happen on these surface anymore. However, with constant boundary conditions, these
distinctions cannot be made. As a result, the rate at which the part cools is overestimated, which
can lead to an underprediction of the degree of crystallinity in the enclosed regions. Therefore, the
material stiffness in the affected part areas is underestimated and less shrinkage is imposed on the
material as well. Since for the investigations in this chapter, the maximum crystallinity was
obtained for all regions of the modeled NACA duct tool, the induced error is assumed to be
minimal for the presented simulations. Nevertheless, for other parts with faster cooling rates, the
resulting error can be significant. Therefore, the definition of varying heat transfer conditions for
different areas of a modeled part should be introduced. A possibility to implement this would be
to add information in the event series to specify if a segment is an outer perimeter or partial infill.
Then, this information could be read in and made available in the analysis as a user defined state
variable with the SDVINI user subroutine. The convection film coefficient and the radiation heat
transfer conditions could then be defined dependent on this state variable.
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Finally, in order to accurately model the effect of gravity and the resulting material deformation
under its own weight, the tamper needs to be included and modeled in the process simulations.
The applied oscillatory forces to the deposited material are assumed to have a significant effect on
the resulting sagging behavior. At the current stage, the beads are activated at their final, tamped
shape and no shape change is considered. While no major alterations of the results for the modeled
NACA duct tool in this chapter are expected, for tall parts with overhangs and short layer times,
the effect of material sagging governs the overall part deformation behavior and determines if a
print can be concluded successfully. To model the tamper, top surfaces of elements inside of a ring
around the current point of activation could be exposed to a predefined force history, dependent
on the printing speed. Alternatively, an average, resulting force could be considered.
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8. VALIDATION

In order to be able to assess the validity of the EDAM process simulation results and evaluate the
accuracy of the model descriptions for the implemented material physics as well as the
assumptions made to characterize and define the material properties of the 50wt.% CF reinforced
PPS material, validation experiments need to be conducted. This chapter presents and discusses
the validation efforts. The validation work was performed by comparing deformation states of
printed and simulated parts as these deformations are both governed by the material description
and the residual stress state that results from the printing process. Therefore, part deformations
represent an easy measure to assess the validity of the developed simulation tools.

8.1

Geometry Choice

The utilized geometries for the validation experiments have to be chosen with some consideration.
As discussed before, the voxel mesh representation employed in the process simulations does not
capture the surface roughness that results from the deposition of the round material beads. The
deformation magnitudes that were obtained in the process simulation example of the NACA duct
tool in the last chapter are fairly low and on the same order than the surface roughness.
Consequently, if a printed NACA duct tool was measured and compared to the predicted deformed
shape, the actual deformation of the tool would be hidden by the surface roughness and other
imperfections that can occur during printing. Therefore, it is unlikely that the actual deformed
shape could be identified. For this reason, in general the validation of the process simulation tools
with regular printed parts is challenging. Instead, special geometries have to be selected that
deform in a specific way, based on their anisotropic structure. Furthermore, this deformation has
to be clearly measurable and identifiable to be able to compare it to predictions from process
simulations.
For the studies in this work, both printed flat plates as well as printed circles were selected. For
the plates, an unsymmetrical layup of 0° and 90° layers was chosen. Here, in analogy to classic
continuous fiber composites, a certain direction means that all of the deposited beads are parallel
to this direction, except for the turns at the ends that need to occur to allow the continuous printing
process. Since a majority of fibers align parallel to the printed beads, the characteristics of classic
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fiber composites can be mimicked. Based on the mismatch in the material contraction between the
1-direction parallel to the beads and the 2-direction in the in-plane transverse direction, the printed
plates bend in an anticlastic way. Since the surface that was in touch with the printing bed during
the printing process is very smooth, it can be easily measured and the bent state can be compared
to the simulation result. In the case of printed rings, an internal stress state inside of the material
evolves, which can also be explained by the mismatch of the material shrinkage behavior in the
circumferential direction (1-direction) and the radial direction (2-direction). When the printed ring
is cut open, this stress state partially relaxes and the resulting spring-in deformation can be
measured and compared with a simulation result, providing an indication of how well the residual
stress state could be modeled in the simulations.

8.2

0/90 Plate with 2 layers

The first version of the 0/90 plate was considered with 2 layers only in the setup [0, 90]. In this
way, a minimal bending stiffness enabled a maximal bending deformation. A digital CAD
geometry with the dimensions of 125 x 125 x 2.6 mm was generated. The height of the plate was
adjusted to the height of two 1.3 mm layers printed with the CAMRI system. The machine code
was generated and the plate was printed with the CAMRI printer utilizing the characterized 50wt.%
CF reinforced PPS material. Here, the thermal conditions like the printing bed temperature were
recorded carefully to be able to reproduce them exactly in the process simulations. Also, the part
was taken off the printing bed after a specified time of 5 minutes and the same period was then
later modeled for the cooling step on the printing bed.
In order to be able to simulate the printing process, the event series was generated from the machine
code and the mesh generation script was utilized to create the mesh for the plate. Based on its small
size, a fine bead representation could be chosen with 3 elements through the thickness and 4 beads
through the width. Here, the standard dimensions of the printed bead with the CAMRI system of
4.7 mm width x 1.3 mm thickness were assumed. Both the thermal and mechanical simulation
were run to predict the warped shape of the plate. The utilized parameters for the simulations were
selected according to the printing conditions during the real print. They are summarized in Table
8-1. To define the heat transfer parameters, experimental investigations were conducted. With a
thermal camera and a thermocouple, the temperature at the top of the plate was measured after the
part rested for 5 minutes on the heated printing bed. In this way, the steady state temperature at the
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end of the cooling step on the bed was determined. The convection film coefficient in the process
simulation was then selected as specified in Table 8-1 to match this measured temperature, which
was about 160°C (433.15 K). For the cooling step off the printing bed, a lower coefficient was
chosen since for cooling, the plate was positioned upright and therefore, it was in a position closer
to a wall with lower convection film coefficients due to the boundary layer effect, compare with
the values found for the calibration wall in Table 3-2. For radiation, the same ambient temperature
of 25°C was assumed as for convection since just minimal portions of the exposed outer part
surface of the printed plate faced the hot printing bed.
Table 8-1: Summary of the selected simulation parameter for the plate validation analyses
Parameter
Value
General Simulation Parameter
Elements per bead in width direction
4
Elements per bead in height direction
3
Total elements
61,052
Length cooling step on bed
300 s (5 min)
Length cooling step off bed
600 s (10 min)
Time increment deposition
1s
Time increment cooling steps
10 s
Heat Transfer Parameter
Ambient temperature (For convection and radiation)
25°C (298.15 K)
Printing bed temperature
200°C (473.15 K)
Material Extrusion Temperature
300°C (573.15 K)
Emissivity
0.97
Convection film coefficient: Deposition/cooling on bed
30 W/(mK)
Convection film coefficient: Cooling off bed
10 W/(mK)
In Figure 8.1, both the deformed shape of the printed and modeled plate are depicted. It is clear
from this figure that the simulation was able to predict the correct shape qualitatively. To be able
to investigate and compare the deformation state quantitatively, the bottom face of the printed plate
was 3D-scanned with a FARO Edge ScanArm© HD utilizing a Line probe scanning head and a
point cloud of this geometry was generated. From the result file of the Abaqus© model, the
geometry of the deformed bottom surface was extracted for the end of the cooling process as a step
file. Then, the program Geomagic Warp© 2015 was utilized to align the measured point cloud with
the imported step file representing the deformed modeled plate surface. Here, the best fit alignment
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option of the program was utilized while it was ensured that the origin of the point cloud from the
printed part matched the origin of the warped surface from the FEA model.
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Figure 8.1: Illustration of the warped plate, a) top view and side view on a printed plate,
illustrating the anticlastic curvature of the plate, b) Modeled deformed shape, illustrating the
deformation in the stacking direction in mm with a deformation scale factor of 1.
Subsequently, a deviation analysis was conducted determining the minimum distance between the
point cloud and the imported FEA surface. Figure 8.2 depicts the result from this deviation analysis.
In the figure, a positive deviation value means that the imported surface is positioned above the
point cloud in the positive z-direction, which aligns with the stacking direction of the plate and
points into the plane in the figure. In the x-direction in Figure 8.2, the surface is below the points
in the middle and above the point cloud at the ends of the plate, which means that the simulation
overpredicted the warpage in this direction. Similarly, in the y-direction the modeled plate in the
FEA analysis also warped more downward than the printed plate, indicating an overestimation of
the deformation as well. To compare the quantitative differences, the deformations in the stacking
direction (3-direction) U3 were extracted from the FEA model along nodal paths crossing the plate
in the middle of the bottom surface in each direction as illustrated by the arrows in Figure 8.2. In
addition, coordinates were extracted both in the x- and y-direction from the point cloud data along
the two arrows as well. Since for the spring back step, a few nodes in the middle of the bottom
surface of the plate had been fixed in the FEA analysis, the deformation in the middle of the plate
was zero as shown in Figure 8.1b). Consequently, the obtained point cloud data was shifted along
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the z-direction accordingly to also achieve zero deformation in the stacking direction for this
central area of the plate. Now, the deformation from the FEA analysis could be directly compared
to the z-coordinates of the extracted points to assess the differences in the deformation state.
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Figure 8.2: Deviations in mm between the point cloud of the measured 2-layer plate geometry
and the deformed bottom surface extracted from the FEA model. In the bottom of the figure, the
profiles along the illustrated arrows are shown.
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Figure 8.3: Comparison of the experimental and the predicted curvatures along both directions
for the 2-layered plate with the layup [0, 90].
The resulting comparison of the curvatures for both directions is presented in Figure 8.3. As
illustrated and previously mentioned, the correct qualitative plate deformation is predicted by the
simulation. However, the magnitudes do not match. While in the y-direction, the overprediction
of the plate end deformation by the FEA analysis is with about 15 % still in a reasonable range, in
the x-direction, this deformation is overestimated by about 80 % in the process simulation,
compared to the measurement. Therefore, it can be concluded that the simulation was not able to
predict the right deformation state quantitatively. In order to investigate this discrepancy, different
thermal conditions were analyzed.
During the iterations to find the correct convection film coefficient for the thermal simulation as
described above, it could be noted that the final deformation state of the plate was very sensitive
to changes in the thermal history based on the low bending stiffness of the part. At the beginning
of the investigation, initially the suggested heat transfer parameter mentioned in Chapter 3.4 had
been selected for the first plate simulation before the actual surface temperature of the plate was
measured. With these parameters, a surface temperature of about 180°C was present on the top
surface of the plate in the simulation at the end of the cooling step on the printing bed. The resulting
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warpage predictions of the FEA analysis were significantly larger and the deviations between the
measured and the deformed curvatures were about 50 % greater than reported in Figure 8.3. The
corresponding difference in the plate top surface temperature of only about 20°C underlines the
large sensitivity of the plate deformation to thermal changes. Since the stiffness of the material is
temperature dependent, a lower top temperature of the plate means a larger resistance to
deformation and also less applied thermal shrinkage to the material at the top during the cooling
process to room temperature off the bed. Therefore, the resulting plate deformations are reduced.
However, even though the deviations could be reduced by modeling the correct top surface
temperature at the end of the cooling step on the bed, the deviations in deformation were still
significant as illustrated in Figure 8.3.
To explain this, another aspect has to be pointed out. From the process simulations and the
experimental observations, it could be concluded that most of the part deformation happened in
the final cooling process off the printing bed after the spring back step. In the process simulations,
a constant convection film coefficient was assumed for all external surfaces. However, during the
real cooling process of the plate, locally varying cooling conditions are present which depend on
how the plate is positioned. These locally changing heat transfer conditions are not captured by
the model. However, they are believed to considerably affect the final deformation state since the
overall warpage behavior of the plate is altered for uneven cooling conditions.
Finally, it has to be pointed out that a large bed temperature was chosen during the printing process
to ensure a proper contact between the printed plate and the printing bed. As a consequence, the
printed plate was well attached to the bed and a notable force had to be applied to the still soft
material during removal from the bed. Therefore, some permanent deformation may have been
applied to the plate affecting the final deformation state.
In order to investigate the repeatability of the printing experiment, several more 2-layered plates
were printed and the resulting curvatures were compared visually. Although the same machine
code and material was utilized, different resulting curvatures could be observed. This finding
supports the assumption that the deformation behavior is highly dependent on the cooling history
as discussed above. It is not believed that changes in the microstructure were significant enough
to explain the observed variation. Overall, it could therefore be concluded that the 0/90 plate with
only two layers was not a suitable validation geometry based on the large sensitivity to the thermal
conditions and the varying experimental results that were obtained.
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8.3

0/90 plate with 4 layers

To reduce the sensitivity of the part deformation to temperature, the same 0/90 plate was printed
with 4 layers with the layup [0, 0, 90, 90] utilizing the same CF/PPS material. This resulted in a
larger bending stiffness, which made the plate less susceptible to both variations in the temperature
history and applied loads during part removal from the printing bed.
For the printing process and the subsequent simulations, the same conditions and parameters were
utilized as for the plate with two layers. These parameters were summarized in Table 8-1. Despite
the larger thickness, the plate also cooled down to a temperature very close to the ambient
temperature in the simulation after the same cooling step off the printing bed. From the printed
plate, again the smooth bottom surface that was in contact with the printing bed was scanned with
the 3D laser scanner. The resulting point cloud was extracted and compared with the deformed
bottom surface of the plate in the FEA analysis in the final deformation state. As before for the 2layered plate, the point cloud was aligned with the FEA surface in the program Geomagic Wrap©
2015 and a deviation analysis was performed.
Figure 8.4 illustrates the computed deviations between the measured and the modeled shape of the
bottom surface of the plate. It can be observed that the overall deviations are very small, compared
to the differences found in Figure 8.2 for the plate with two layers. Consequently, the distribution
of the deviations looks much more irregular. Since the color trends in the x- and y-direction are
opposite compared to Figure 8.2, it can be concluded that the FEA simulations minimally
underprediced the curvatures along both directions. To assess the quantitative differences, data
was extracted as previously for the 2-layered plate from both the point cloud data and the FEA
model along the two arrows presented in Figure 8.4.
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Figure 8.4: Deviations in mm between the point cloud of the measured 4-layer plate geometry
and the deformed bottom surface extracted from the FEA model.
The resulting curvature data is summarized in Figure 8.5. It can be seen from the figure that in this
case, the FEA simulation is able to predict the experimentally obtained plate curvatures both
quantitatively and qualitatively. The result from the process simulation slightly underpredicts the
plate deformations, but maximum deviations of the FEA results with respect to the experimental
deformations at the ends of the plate are only on the order of about 7 %. For a better comparison,
quadratic functions were fitted to both the FEA and the experimental data in both directions, which
provided an excellent general representation of the data. Then, the second derivatives of these
functions were determined to compare the plate curvatures. It could be found that the FEA analysis
underprediced the curvature in the x-direction by 4.9 % and the curvature in the y-direction by
6.1 %. The computed curvatures for the quadratic functions are provided in Table 8-3.
With respect to the assumptions that had to be made in order to model the material physics and to
determine the material properties, this is a very good result. Since the dependence of the 4-layered
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plate on the thermal history was not as significant, it provided a more robust example for validating
the actual temperature dependent mechanical material behavior and the related evolution of
stresses and deformations.
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Figure 8.5: Comparison of the experimental and the predicted curvatures along both directions
for the 4-layer plate with the layup [0, 0, 90, 90].
8.4

Printed Rings

In order to support the validation result of the 4-layered 0/90 plate, another validation experiment
was conducted. As previously discussed, rings were printed with 50wt.% CF reinforced PPS to
investigate the residual stress state that resulted after the printing and subsequent cooling process.
The rings were designed with a diameter of 25 mm and a thickness of a single printed bead to
induce increased thermal gradients and larger residual stresses, based on a long layer time and
reduced thermal mass. The height was assumed to be 12 mm, which resulted in nine printed layers
with a thickness of 1.3 mm. During the printing process, contact cement had to be utilized to ensure
that the ring kept a perfectly circular shape during the cooling on the printing bed. Initially, sliding
of the printed parts on the bed surface had been observed causing elliptical ring shapes. After the
rings cooled to room temperature, two of them were clamped to flat plates and the outer perimeter
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was marked on the plates. Then, in the clamped condition, a quarter of each ring was cut away
with a water jet and subsequently, the constraints holding the part to the plate were removed and
the final spring-in of the rings was investigated.
This resulting spring-in of the rings is governed by the different amounts of applied material
shrinkage during the cooling process in the circumferential direction (1-direction) and the radial
direction (2-direction) based on the different CTE and the varying amounts of crystallization
shrinkage in these directions. As previously discussed, the CTE in the radial direction
larger than

is much

due to the resulting fiber orientation parallel to the printed beads in the

circumferential direction. A printed ring with the corresponding coordinate system is depicted in
Figure 8.6. When the rings undergo the cooling steps, the constrained thermal loading results in a
tensile circumferential stress

at the inner diameter

of the ring and a compressive stress

at

the outer diameter. These stresses can be determined based on the analytical solution for this
problem, which is reported elsewhere [119]. Consequently, when the rings are cut open, the inner
portions of the material contract during the stress re-equilibration and the outer areas expand.
Therefore, the rings close, which is defined as the spring-in deformation.

r

(rJ > 0,
➔

Ring closes

Figure 8.6: Illustration of a printed ring and the resulting stresses
For the process simulation, a conformal mesh was utilized as the voxel mesh resulted in a
significant overestimation of the outer surface areas. For the activation process in the simulations,
the mesh was aligned with the machine code to allow an accurate depiction of the printing process.
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A bead cross section was represented with a rectangular shape with 4 elements through the width
and 3 elements through the thickness.
The utilized parameter for the process simulation of the ring are summarized in Table 8-2. As for
the analyses presented previously, two cooling steps after the deposition step were considered,
where the ring was modeled to first cool 5 minutes on the printing bed with applied printing bed
temperature and subsequently, this boundary condition was removed and the ring cooled to room
temperature in the final cooling step off the printing bed. The heat transfer parameters were
selected according to the findings in Chapter 3.4, except for the convection film coefficient, a
lower value of 7 W/(mK) was selected based on the very low height of the printed rings.
Table 8-2: Summary of the selected simulation parameter for the ring validation analysis
Parameter
General Simulation Parameter
Elements per bead in width direction
Elements per bead in height direction
Total elements
Length cooling step on bed
Length cooling step off bed
Time increment deposition
Time increment cooling steps
Heat Transfer Parameter
Ambient temperature (For convection and radiation off the bed)
Ambient temperature (For radiation during deposition and on the bed)
Printing bed temperature
Material Extrusion Temperature
Emissivity
Convection film coefficient

Value
4
3
48,924
300 s (5 min)
600 s (10 min)
1s
10 s
25°C (298.15 K)
165°C (438.15 K)
170°C (443.15 K)
300°C (573.15 K)
0.97
7 W/(mK)

In the mechanical analysis, the cutting process had to be replicated once the rings were cooled to
room temperature in the cooling step. An attempt to remove the mesh accordingly with the
functionality MODEL CHANGE, type REMOVE failed because the progressively activated
elements did not support this option. To avoid a more involved mapping procedure of the stresses
and deformations to a new mesh depicting the cut geometry, the three quarter circle was considered
for the whole process simulation for simplification. As a result, the cut surfaces were assumed as
additional free surfaces during the cooling process. However, based on the minimal surface areas
of these cross section surfaces in comparison to the curved side surfaces of the modeled ring, the
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induced error was assumed to be negligible and insignificant for the resulting residual stress state
in the cooled material governing the spring-in behavior.
In the mechanical analysis, the bottom nodes of the ring mesh were constrained in all three lateral
degrees of freedom to model the contact cement during the deposition and the subsequent cooling
step on the printing bed. For the cooling step off the printing bed, the resulting deformation of a
closed ring in the self-constrained case had to mimicked for the open, modeled ring and the
boundary conditions had to be chosen accordingly. For the bottom nodes, the degree of freedom
in the stacking direction was constrained. Furthermore, symmetry boundary conditions were
applied to the nodes of both cross sections. Finally, to prevent a lateral movement of the cross
sections, the lateral degree of freedom was suppressed for the middle nodes of each cross section.
In this way, a radial contraction of these cross sections was still possible and no artificial stress
concentrations were induced. For the final cutting step, these constraints were removed and only
three nodes of one cross section were considered to make the ring statically determinate.

b)

L.

mm

Figure 8.7: Comparison of the obtained spring-in deformation, a) Measured from the printed
circle and b) As predicted from the process simulation.
In order to measure the spring-in deformation for the printed rings, they were carefully aligned
according to the markings that were left on the respective plates before the cutting process and the
deformation inwards from the cut was measured as illustrated in Figure 8.7. This deformation was
then compared with the predicted deformation from the process simulation. As it can be seen from
Figure 8.7, a very good correlation could be observed. For the present ring, the deformation was
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overpredicted in the process simulation by 6.9 %, which is a low deviation and can be attributed
to the standard experimental error. For the second printed ring, a spring-in deformation of 3.5 mm
was measured, which is even closer to the prediction of the printing process simulation. At this
point, it has to be pronounced that due to the small deformation magnitude compared to the overall
dimensions of the printed rings, an approximate uncertainty in the experimental deformation
measurements of about 10 % should be considered based on the fact that minimal alignment errors
could lead to relevant relative deviations in the measurement of the spring-in deformation. For
minimization of this measurement error, multiple markings for the alignment of the rings were
utilized and a great care was taken in in the positioning process. Despite this potential error source,
it can be concluded that the simulation result shows a good agreement with the measured
deformations of the printed rings, even if the maximal assumed measurement error is considered.
Therefore, the ring validation experiments provide another indication that the developed set of
EDAM process simulation tools with the considered material phenomena is able to predict the
correct material behavior both qualitatively and quantitatively.

8.5

Summary

Several simple anisotropic geometries were printed and resulting deformations were measured and
compared with the corresponding results from the process simulations. For the 2-layered 0/90 plate,
the correct quantitative warping deformations could not be predicted. However, this geometry
could be disregarded as a suitable validation geometry based on inconsistent experimental results.
A summary of the validation results for the 4-layered 0/90 plate and the printed rings is provided
in Table 8-3. For the plate, the curvatures from fitted quadratic functions were taken as a measure
to compare the resulting curvatures of the plate in the different directions. These functions
provided an excellent representation of the data. As illustrated by the table, a very good agreement
was observed between the FEA predictions and the measured results for the investigated
geometries. Despite the simplicity of the considered geometries, the resulting analyzed
deformations are still the result of the complex, temperature dependent material behavior during
the cooling process after deposition in the EDAM printing process. Therefore, the validation
results indicate that the important physical phenomena were characterized and modeled with a
sufficient accuracy to enable the qualitatively and quantitatively correct prediction of process
induced residual stresses and deformations of printed parts. This prediction is possible without any
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calibration of the material input properties or applied shrinkages. This was the major objective of
the present work. Nevertheless, in order to confirm these conclusions, more validation experiments
should be conducted in the future.
Table 8-3: Summary of the results from the validation experiments
Geometry/Considered
Deformation
4-layered 0/90 plate
Curvature along x-direction in
1/mm
Curvature along y-direction in
1/mm
Printed Ring No. 1
Spring-in deformation in mm
Printed Ring No. 2
Spring-in deformation in mm

Experimental
Result

FEA
Result

Comparison FEA vs.
Experiment (absolute)

1.44e-03

1.37e-03

- 4.9 %

-1.80e-03

-1.69e-03

- 6.1 %

3.2

3.42

+ 6.9 %

3.5

3.42

- 2.3 %
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9. SIGNIFICANCE ANALYSIS

In the last chapter of this work, the significance of characterizing and modeling the complete set
of material physics governing the material behavior during the EDAM printing process is
investigated and discussed. In order to be able to model the considered material phenomena like
polymer crystallization kinetics or the thermoviscoelastic material behavior, a large amount of
characterization work is necessary to determine all of the required input properties. This
characterization effort and the additional preparation of the data for the process simulations was a
significant part of the work presented in this thesis. Therefore, it is interesting to investigate the
significance of these phenomena that are involved to potentially identify reasonable simplifications
that reduce the amount of characterization work necessary to enable modeling a new material.
Even if such simplifications cannot be identified, an investigation is still necessary to justify
investing the required resources for the material characterization if the full material complexity is
considered.
In this chapter, the importance of modeling the complete set of involved material physics will be
investigated by comparing simulation and validation results that were found in the last two
chapters to simulation outcomes from analyses with a simplified material description requiring a
reduced amount of characterization work. Here, the focus will be on a comparison to temperature
dependent elastic properties as an elastic material description is currently the most common
definition for describing deposited thermoplastic materials in EDAM process simulations (e.g.
[67]–[69]).

9.J

Thermoelastic Material Description

In order to obtain a temperature dependent elastic orthotropic material definition for the considered
50wt.% CF reinforced PPS material, the storage modulus of a printed, tamped bead was measured
for the temperature range between room temperature and the melting temperature with a Q800
DMA (Dynamic Mechanical Analyzer) from TA Instruments© in double cantilever beam (DCB)
mode. The obtained temperature dependent storage modulus was assumed to describe the elastic
material behavior until the melting point and the related loss off stiffness. With this experiment,
the storage modulus in the printing direction was determined. In order to simplify the material
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characterization process, the same temperature dependent behavior was assumed for the transverse
and shear moduli as well. The obtained experimental curve was normalized with respect to the
maximum value at room temperature and this normalized curve was multiplied with the utilized
room temperature moduli reported in Table 5-3 to define the temperature dependence of the
orthotropic material. The utilized curve is depicted in Figure 9.1.
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Figure 9.1: Illustration of the normalized curve from the DMA experiment to describe the
material moduli.
The major Poisson’s ratios were taken to be constant, which is a common assumption for a
simplified material description. For the present thermoelastic material definition, the Poisson’s
ratios were determined as the average values from the temperature dependent data reported in
Table 5-4, yielding

0.2902,

0.3958 and

0.4184. The resulting temperature

dependent elastic material properties were implemented in Abaqus© as an elastic material of the
type ENGINEERING CONSTANTS, utilizing a tabular description to define the moduli at the
temperature points illustrated in Figure 9.1. Based on this input data, Abaqus© then employed
interpolation to determine required values for intermediate temperatures during the process
simulations.
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To allow for a better comparison to the full thermoviscoelastic material definition, the same
material shrinkage loadings were applied in the simulations, so the definition of the material
shrinkage behavior was not altered. Consequently, the evolution of crystallization was still
modeled in the UEXPAN user subroutine as illustrated in Figure 7.5 and only the
thermoviscoelastic material behavior described by the UMAT was replaced with the elastic
material definition. Nevertheless, the stiffness evolution during the process simulations was not
coupled to the evolution of the degree of crystallinity anymore, but bound to the temperature
dependent description of the normalized stiffness factor in Figure 9.1.

9.2

NACA Duct Tool

As the first geometry, the NACA duct tool discussed in Chapter 7.3 was modeled with the
thermoelastic material description to investigate the resulting differences in the mechanical
behavior of the part. This comparison was already illustrated and discussed in a paper presented at
the conference of the American Society for Composite Materials in 2017 [102].
For the simulation, the same boundary conditions and steps were utilized as described in Chapter
7.3. Only, the increment sizes of the steps were adapted according to the intermediate size
definition in Section 7.3.3.2 in order to reduce the computation time.
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(Avg: 75%)
90.57
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69.76
59.36
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38.54
28.14
17.73
7.33
-3.08
-13.49
-23.89
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a)

S, S22
(Avg: 75%)
28.02
24.85
21.68
18.51
15.33
12.16
8.99
5.82
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-0.52
-3.69
-6.86
-10.04

b)
Figure 9.2: Comparison of the final stress states for the local stress component
Thermoelastic result, b) Thermoviscoelastic result.

, a)
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Figure 9.2 illustrates the resulting final residual stress states for the local transverse in-plane stress
for both the temperature dependent elastic and viscoelastic material description. It is clear from
the figure that the stress distributions look very similar and the critical regions of stress are in the
same locations. However, as expected, the final stress magnitudes are much larger for the
thermoelastic material description as no stress relaxation and stiffness history effects were
considered during the process simulation. More details on this are provided below. The maximum
stress magnitude is about three times higher than for the full thermoviscoelastic material definition,
which is a significant difference. In order to assess these final values, a comparison to an
unreinforced compounding grade PPS material can be considered. Since no significant fiber
reinforcement is presented in the transverse in-plane direction (2-direction), the material strength
in this direction should be similar to the strength of the neat PPS material. If one considers the
tensile strength of 33 MPa reported for the material FORTRON© 0203 [109], which was utilized
to provide the matrix properties for the material homogenization work presented in Chapter 5.3.3,
it is apparent that the predicted maximum residual stress for

of 28 MPa from the viscoelastic

simulation represents a realistic value. The reported maximum stress of 90 MPa from the
thermoelastic simulation however clearly exceeds a reasonable value for the strength of the PPS
material in a direction without significant fiber reinforcement. Therefore, it can be concluded that
although the temperature dependent elastic material definition predicts the correct critical stress
regions of the part, the resulting stress magnitudes are wrong. The same conclusion was found
from investigating the other stress components.
In order to analyze the large difference in the resulting stress value, the stress history for

was

extracted for the whole process simulation with the elastic material description for the same
element that was already investigated in Figure 7.15 for the increment size study. This stress
history was then compared to the stress evolution in the thermoviscoelastic simulation for this
element, which was illustrated in Figure 7.16. The resulting comparison is depicted in Figure 9.3.
In general, the curves show similar characteristics with an increased stress build up during the
crystallization of the material, the minimal stress reduction in the spring back step and the
subsequent increased slope when the part leaves the hot environment of the print bed and cools to
room temperature detached from the printing bed. Nevertheless, two major differences can be
identified that explain the large difference of the final stress level obtained at the end of the process
simulation.
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The first difference is that in the elastic simulation, the evolution of stiffness is not coupled to the
computation of the degree of crystallinity anymore. Consequently, once the material is activated
in the elastic simulation, a certain amount of stress evolves immediately. The cooling rates after
activation are very high and therefore, the temperature already drops in the first increment after
activation below the temperature of about 289°C where the material starts to possess a significant
stiffness according to Figure 9.1. When the stiffness definition is coupled to the evolution of
crystallinity, no significant stresses arise before the onset of crystallization. Additionally, in the
case of the elastic material description, the material stiffness is already larger in the crystallization
temperature range, so the resulting internal stresses caused by the additional crystallization
shrinkage are greater.
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Figure 9.3: Comparison of the stress histories of the stress component
illustrated in Figure 7.15, extracted from both the elastic and viscoelastic simulation.
The second difference, which provides the major explanation for the overall different stress level,
is the missing viscoelastic characteristics of the material with the thermoelastic material definition.
For the computation of the stresses, utilizing temperature dependent elastic material properties
means that the total accrued strain up to a certain time or temperature is considered and multiplied
with the momentary material stiffness to obtain the current stresses. The history of the stiffness
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evolution is not taken into account for the computation of the stress level. If this was the case, the
momentary stresses would be a sum of incremental stresses which are computed from the
incremental strains and the corresponding incremental, temperature dependent material stiffness.
However, based on the fact that the time history of material stiffness is considered for this case, it
is a type of a viscoelastic material description with an infinite relaxation time and therefore, a
negligence of the material relaxation behavior. More details on these differences and its
implications are provided and discussed in Chapter 9.5.
In Figure 9.3, the difference in the stress magnitudes is about 14 MPa at the end of the
crystallization phase transition, which concluded at a time around 830 s in the process simulations
for the investigated element. After that, the stiffness description of the material is similar for both
material definitions, compare the thermoviscoelastic master curves in Figure 5.9 with the curve of
the normalized stiffness factor in Figure 9.1. However, in the thermoviscoelastic simulation, a
portion of the evolving incremental stresses continually relaxes and more importantly, in contrast
to the thermoelastic case, the current stress level is computed as the sum of the incremental stresses
only. Therefore, at the end of the process simulation, a significant difference in the final stress
level of about 55 MPa is obtained.
This comparison illustrates the need for a viscoelastic material description. In order to further
investigate the difference between thermoelastic and thermoviscoelastic material properties, a
temperature dependent elastic material behavior was also considered in process simulations for the
validated geometries of the 4-layered 0/90 plate as well as the printed ring and the resulting
changes in the mechanical response were investigated. The corresponding findings are discussed
in the next two subsections.

9.3

0/90 Plate

To investigate how the resulting warpage of the 4-layered 0/90 plate would change for a
thermoelastic material description, the printing process simulation was repeated with the
thermoelastic properties as discussed in Section 9.1. All of the other simulation parameter like
boundary conditions, step times and time increments were kept unchanged as reported in Table
8-1 for the initial thermoviscoelastic process simulation. Also, the data was extracted along the
same paths from the result file of the thermoelastic simulation as illustrated in Figure 8.4.

241
The resulting differences in the plate curvatures are depicted in Figure 9.4. As expected, a
significant increase of the curvatures can be identified for the thermoelastic analysis where the
final deformations in the stacking direction are much larger than for the measured plate and the
thermoviscoelastic simulation. In order to compare the curvatures, quadratic functions were fitted
to the extracted elastic deformation results and the curvatures of these functions were determined
and compared to the values which were previously computed for the experimental data and the
results from the thermoviscoelastic simulation.
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Figure 9.4: Comparison of the predicted plate curvatures from the thermoelastic FEA analysis
with the curvatures from the measured plate and the thermoviscoelastic simulation.
The comparison of the resulting curvatures is reported in Table 9-1. It is clear that a consideration
of thermoelastic properties in the process simulations leads to a significant overestimation of the
resulting absolute plate curvatures in the two different directions. Consequently, the deformations
of the 4-layered 0/90 plate cannot be predicted by the elastic simulation. Therefore, in addition to
the comparison of the resulting stress levels for the NACA duct tool, this is another result which
underlines the necessity for a temperature dependent viscoelastic material description to obtain
realistic simulation results in order to predict accurate final part deformations and residual stresses.
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Table 9-1: Comparison of the curvatures for the 4-layered 0/90 plate
Plate Curvatures
x-direction
Thermoviscoelastic
Thermoelastic
y-direction
Thermoviscoelastic
Thermoelastic

9.4

FEA Result
in 1/mm

Experimental Result
in 1/mm

Comparison FEA vs.
Experiment (absolute)

1.37e-03
1.95e-03

1.44e-03
1.44e-03

- 4.9 %
+ 35.4 %

-1.69e-03
-2.60e-03

-1.80e-03
-1.80e-03

- 6.4 %
+ 44.4 %

Printed Ring

The process simulation for the printed ring was also repeated with the thermoelastic properties.
Again, all of the other simulation parameter summarized in Table 8-2 for the initial
thermoviscoelastic simulation of the printed ring remained the same. To evaluate the resulting
change in the mechanical part behavior, the final spring-in of the simulated ring was compared to
the experimental and the thermoviscoelastic simulation results. Figure 9.5 compares the simulation
results for both the thermoviscoelastic and the thermoelastic material definition. It is clear that the
spring-in deformation for the thermoelastic material description is significantly larger due to the
higher internal stresses before the simulated cut of the ring geometry.

a)

L.

3.42 mm

Figure 9.5: Comparison of the predicted spring-in deformation for the simulated ring with a
deformation scale factor of 1, a) Thermoviscoelastic and b) Thermoelastic material description.
To assess the differences to the experimentally measured deformations for the two printed ring
geometries, all results are summarized in Table 9-2. It is obvious that the thermoelastic simulation
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results significantly overpredict the experimentally measured deformations. The relative
differences are greater than 100 % and thus larger than for the 4-layered 0/90 plate, which
underlines the large sensitivity of the spring-in deformation of the cut ring to the residual stress
state that develops in the ring after the cooling process. As for the previous cases of the NACA
duct tool and the 0/90 plate, it can be concluded that a thermoelastic material representation is not
able to quantitatively predict the mechanical part behavior after the printing process.
Table 9-2: Comparison of the spring-in deformations for the printed rings
Spring-in
deformations
Ring No. 1
Thermoviscoelastic
Thermoelastic
Ring No. 2
Thermoviscoelastic
Thermoelastic

9.5

FEA Result
in mm

Experimental Result
in mm

Comparison FEA vs.
Experiment (absolute)

3.42
8.62

3.2
3.2

+ 6.9 %
+ 169.4 %

3.42
8.62

3.5
3.5

- 2.3 %
+ 146.3 %

Assessment of Using Thermoelastic Material Properties

In order to clarify the true meaning of considering temperature dependent elastic properties and
further evaluate the appropriateness of utilizing this material description for EDAM process
simulations of thermoplastic polymers in general, some discussion is added in this subsection.
Here, for simplification, the focus will be on the 1D equations.
As per definition of linear, temperature dependent and non-isothermal elasticity, one can write
(9.1)
where the stress

is computed from the temperature dependent modulus

and the temperature

itself is a function of time. Here, this time is always the current time as elasticity does not
consider any history effects. Therefore, for the computation of a final stress value after the material
passed through a certain thermal history, the final stress
modulus

at the final time

:

is always defined based on the final
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(9.2)

Additionally, also the final strain
strains

is considered, which is the sum of all incremental effective

that were applied to the material during the thermal history. Therefore, since no history

information is utilized, the final stress

is computed as if the whole strain

occurred at the final

temperature with the corresponding material modulus. Forming the derivative of stress with
respect to time allows a more detailed investigation of the characteristics of the thermoelastic
material description.

(9.3)
Incremental version:
Δ

Δ

Δ

Δ

(9.4)

Δ

The time derivative of stress in Equation 9.3 consists of two parts. A simple incremental version
of this equation in Equation 9.4 allows an easier understanding of these two contributions. The
first part describes the change of stress based on the current change of strain and the corresponding
modulus for a certain increment. If just this first part existed, the final stress

would consist of

the sum of all incremental stress contributions only, which are computed based on the incremental
strain and the corresponding momentary modulus. In the light of a viscoelastic understanding of
the problem, it might be a common intuition to believe this to be true. However, as imposed by the
chain rule, a second term exists. This second term has the function of updating the stress
contributions from all previous applied strains

∑Δ in dependence on the incremental change

in modulus Δ . This means that if a certain strain increment Δ applied at a low modulus resulted
in a low incremental stress Δ , the contribution of this strain increment is updated based on the
change in the modulus throughout the thermal history and therefore, as the modulus increases, this
contribution of the strain increment to the stress value becomes more significant.
With respect to the application to the EDAM printing process simulation, this means that a
shrinkage strain applied to the material in the molten state without significant material stiffness

245
contributes to the final stress state at room temperature as if the strain was actually applied at room
temperature. This was already stated above and also illustrated by Equation 9.2. Consequently, a
thermoelastic material description does not provide a realistic material description and the much
increased stress values and part deformations that were discussed in the last section, compared to
the thermoviscoelastic results, can be explained accordingly.
In fact, if the final residual stresses of a part at room temperature and the corresponding
deformation are of primary interest as it is the case for the EDAM process simulations, there is no
difference between considering thermoelastic and constant elastic properties. In order to illustrate
this, another simulation of the NACA duct tool was run modeling constant elastic material
properties utilizing the moduli at room temperature. The stress history of

was extracted for the

whole printing simulation for the same element as depicted in Figure 7.15 and the results were
plotted with the thermoelastic stress history. The resulting graphs are illustrated and compared in
Figure 9.6.
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Figure 9.6: Comparison of the local
considering thermoelastic and constant elastic material properties.
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It is clear that while the stresses throughout the thermal history of the printing process simulation
are different based on the temperature dependent stiffness of the thermoelastic material description,
the final stress values are the same as the element approaches room temperature. This result
underlines the fact that a thermoelastic material definition is not suitable to model a thermoplastic
polymer material during an EDAM process simulation.
A more realistic material description can be developed if the second part of Equation 9.4 is
neglected and the stress contributions of the incremental strains are not updated anymore based on
the incremental changes in stiffness as discussed above. Then, the stress at a final time

is just

composed of the incremental stress contributions computed based on the incremental strains and
the temperature dependent material stiffness for the corresponding increments:

(9.5)

However, such a modification implies that the history of stiffness is considered, so as mentioned
before, the result is a specific type of viscoelastic material definition that does not account for
stress relaxation. In fact, the utilized first part of Equation 9.3 describes the behavior of a Maxwell
fluid with a very large viscosity, thus neglecting stress relaxation. For a simple 1D Maxwell
element, one can write the differential equation [100]

-

where

(9.6)

is the material modulus defining the stiffness of the spring in the model and

the

viscosity of the dashpot representing the viscous material behavior. For an infinite value of ,
which corresponds to an infinite relaxation time

/ [100] and thus a material description

without stress relaxation, the second term on the left side of Equation 9.6 becomes zero.
Consequently, the resulting expression is the same as Equation 9.3 if just the first term of this
equation is considered, which shows that such a modified, incremental elastic material definition
is actually a form of a viscoelastic material representation.
Based on these findings, it would be very interesting to compare the full thermoviscoelastic
material model developed in this work to such a reduced viscoelastic material description that does

247
not consider any stress relaxation, but correctly computes and adds incremental stresses based on
the in-situ material stiffness during an EDAM printing simulation. Such a reduced formulation
could be implemented with the same characterization work that is required for finding the
thermoelastic properties. The only two main differences to the full crystallization informed
thermoviscoelastic material description would be the missing stress relaxation and the fact that the
stiffness evolution of the material is not be related to the evolution of the degree of crystallinity.
At the end of this work, there was not enough time left to add an investigation of the impact of
these discrepancies. However, it is strongly suggested to conduct this investigation as part of the
future work in order to find reasonable simplifications of the EDAM modeling process.

9.6

Outcomes

The significance analysis presented in this chapter has clearly shown that thermoelastic material
properties are not appropriate to describe the material behavior of thermoplastic polymeric
materials in an EDAM process simulation. For the objective of determining the residual stresses
and the final deformation state of a printed part at room temperature, it could be illustrated that a
thermoelastic and constant elastic material description yield the same results, which can be
explained by the fact that a true elastic material definition does not consider any time or history
information and always utilizes the material stiffness of the current time of interest, even for a
temperature dependent formulation. As a consequence, the final stresses at room temperature are
significantly overpredicted, which explains the results illustrated above where thermoelastic
process simulations were not able to predict realistic stress levels or the actual deformations of
measured, printed parts. This underlines the need for a viscoelastic material description.
In order to account for the evolution of material stiffness, an incremental material formulation was
suggested that computes the stresses based on the incremental, temperature dependent strains and
stiffness, but neglects stress relaxation. As this reduced viscoelastic definition requires the same
amount of material characterization work as a thermoelastic description, it is recommended to
investigate the accuracy of this simplified viscoelastic-type material formulation as part of the
future work.
In addition to the thermoviscoelastic material behavior, modeling the crystallization kinetics
behavior of a semi-crystalline thermoplastic polymer also requires a significant amount of
characterization work and a simplification of this process would be desired as well. Therefore,
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although the consequence of neglecting the degree of crystallinity on the final mechanical
performance of a simulated part has not been investigated, a few remarks regarding its significance
are made as well. If the crystallization kinetics behavior of the semi-crystalline material is not
modeled, the transition of the material from the viscous fluid to the semi-crystalline solid cannot
be described accurately. Instead, a constant temperature or a temperature range has to be assumed
at which the material develops a significant material stiffness and the induced material shrinkage
results in relevant internal stresses. Furthermore, the degree of crystallinity is required to
accurately account for the crystallization shrinkage that is imposed upon the material during the
crystallization process, provided this shrinkage can be measured. Lastly, without modeling the
evolution of crystallinity, a potentially varying stiffness distribution in a part in dependence on a
variable degree of crystallinity cannot be captured and considered. The outcomes from neglecting
one of these modeling capabilities are very dependent on the utilized material or the printed part
geometry. Therefore, a generalized simplification cannot be identified.
However, a conclusion can be found with respect to modeling the melting behavior of
thermoplastic composites in the global part level process simulations. In none of the conduced
process simulations in this work, the melting behavior has shown to be significant. Based on the
low element number available to represent a deposited bead, it is not possible to accurately capture
the local re-melting in the contact areas between beads. For these reasons, it is believed that the
melting behavior does not need to be modeled in the process simulations. However, this conclusion
might change if modeling the fracture toughness between deposited beads is introduced in the
process simulations.
Finally, it has to be pointed out that a generalization regarding the significance or insignificance
of certain modeled physical phenomena in this work is not possible. The importance of the
different material physics is strongly dependent on the utilized material system, but also on the
part geometry that is printed and the required accuracy of the process simulations. For example,
the crystallization shrinkage measured for the investigated 50wt.% CF reinforced PPS material as
presented in Chapter 6 only contributed about 25 % to the overall material shrinkage strain for the
relevant temperature range from 300°C to room temperature in the transverse directions. The
measured strain results in Figure 6.2 indicate that the overall shrinkage strains could also be
approximated by an extrapolation of the CTE description above

up to the melting temperature
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at 300°C, which would simplify the experimental characterization. However, this result is specific
to the investigated material system only and cannot be generalized. As another example, the stress
relaxation behavior of a fiber reinforced composite material is very dependent on the utilized
polymer and the fiber content, so it cannot be readily concluded if the full thermoviscoelastic
material behavior needs to be modeled or if an incremental description is sufficient that just
considers the temperature dependent incremental stress contributions as it was discussed above.
Based on these conclusions, it is recommended that the full complexity of the governing material
physics is considered and modeled during the EDAM process simulation as presented in this work.
The reward for the invested characterization work is a complete process model, which, according
to preliminary validation results presented in the last chapter, is able to accurately predict the
residual stresses and deformations of printed parts both quantitatively and qualitatively. Since
physics based material models were utilized, a modification of the part scale is straight forward,
provided that realistic heat transfer parameters can be determined and the orthotropic material
characteristics are defined based on the printed microstructure. Therefore, the developed set of
simulation tools should be readily applicable to predict residual stresses and deformations for parts
printed with the large scale systems like the BAAM© printer by Cincinnati Inc.© or the LSAM©
system by Thermwood Corporation.

250

10. CONCLUSIONS

In the last chapter of this thesis, a summary of the presented work in the different chapters is
provided and subsequently, the main findings of this work are presented and discussed. Finally,
suggestions for future work are given.

10.1 Summary

In order to be able to simulate the physical solidification behavior of a fiber reinforced semicrystalline polymer during the Extrusion Deposition Additive Manufacturing (EDAM) process,
different physical phenomena of the material have to be characterized and modeled. Therefore, the
first part of this thesis focused on the proper description of these phenomena and the related
material characterization to describe the correct material behavior in EDAM process simulations.
After a detailed introduction to the EDAM printing method, the relevant physical phenomena
occurring during the process were explained in subsequent chapters, including heat transfer,
polymer crystallization kinetics, the thermoviscoelastic material behavior and the imposed
material shrinkage during cooling. In each of these chapters, important fundamentals were
presented for the corresponding physical phenomena, experimental material characterization
efforts were described and the modeling approaches as well as the implementations to the process
simulations were explained. In the present thesis, this work was performed for the utilized 50wt.%
CF reinforced PPS material Celstran© PPS-CF50-01 provided by Celanese©, but the presented
characterization and modeling approaches can be applied to other reinforced semi-crystalline
polymers as well.
In the second part of the thesis, the focus was on the EDAM process simulations. The new additive
manufacturing modeling capabilities in Abaqus© 2017 were presented and in specific, the
subroutine structure employed to model the continuous addition of material to a deposited part was
explained. Subsequently, simulation results were reported for a printed NACA duct autoclave tool
and the same geometry was utilized to investigate different mesh and time increment sizes for
discretizing both the part geometry and time history of the EDAM printing process. After that, the
validation efforts were described. For printed rings and an unsymmetrical plate, the measured
deformation states could be predicted both quantitatively and qualitatively by the developed set of
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process simulations. Finally, the last chapter discussed the significance of the modeled complete
set of material physics. The simulation results of the NCAC duct tool as well as the measured
results from the validation geometries were compared to simulation results considering
thermoelastic properties. It could be concluded that thermoelastic properties are not an appropriate
material description for the deposited thermoplastic material during an EDAM process simulation.
In the remaining part of this section, a more detailed summary of this thesis is presented after the
brief overview given in the previous paragraphs. Here, more specific information about the content
of the different chapters are provided to offer a complete overview of this work.
In Chapter 2, the EDAM process was introduced. After a general description of this layer-by-layer
material deposition method, recent technical advancements of the field were summarized. Here,
the focus was mainly to illustrate the evolution of the technology from small desktop size FFF
printers to the large scale systems like the BAAM and LSAM printers that were developed.
Additionally, the CAMRI printer was introduced which was developed at Purdue University as a
validation tool and research instrument. Next, the utilization of fiber reinforced printing materials
was discussed and both the resulting opportunities as well as the related modeling challenges were
deliberated. Subsequently, a detailed review of the mechanical performance of printed, fiber
reinforced parts revealed that these parts still possess limited mechanical properties, compared to
aircraft aluminum. Especially, in the directions of a part transverse to the printed beads, the
resulting mechanical performance is generally very low, which limits these parts from being used
in structural applications. However, based on reduced strength requirements and the vast time
savings the EDAM method can offer during the manufacturing process, tooling was presented as
a very promising target application for this additive manufacturing method. Finally, previous work
on modeling the solidification process of deposited material in the EDAM process was
summarized and recent developments of additive manufacturing simulation tools were presented.
The heat transfer problem of the EDAM process was discussed in Chapter 3. The continuous
addition of hot and molten material during the print of a part governs the way the part cools down
and solidifies. Therefore, it was important to accurately describe and model the heat transfer
process. After the definition of the heat transfer problem for the EDAM process, the chapter
described the characterization of the required, temperature dependent material properties for the
orthotropic description of the utilized CF reinforced PPS material. Both the temperature dependent
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orthotropic conductivities and the specific heat capacity were determined for this material. As it is
not feasible to define different heat transfer boundary conditions for every new part that is printed,
calibration experiments were used subsequently to find appropriate average descriptions for the
convective and radiate heat transfer losses during the print of a part with the CAMRI system.
In Chapter 4, the crystallization kinetics and re-melting behavior of a semi-crystalline polymer
were discussed. After an explanation of the crystallization process in semi-crystalline polymers
and an overview of both crystallization kinetics and melting models, the characterization efforts
were described to determine the crystallization and melting behavior of the CF/PPS material
investigated in this work. Here, Differential Scanning Calorimetry (DSC) was utilized in
combination with quenching experiments for larger cooling rates. Based on the results, a nonisothermal dual crystallization kinetics model and a temperature dependent melting model were
chosen to depict the material behavior in the process simulations. These models were implemented
using a UMATHT user subroutine in Abaqus© to simulate the overall combined crystallization and
re-melting behavior during the material deposition. In both local bead level and global part level
simulations in Abaqus©, it was shown that the crystallization behavior was governed by the utilized
material and the cooling conditions during the print, underlining its significance for realistic,
physics based process simulations of semi-crystalline thermoplastic materials.
The thermoviscoelastic material behavior of printed, fiber reinforced thermoplastic materials was
discussed in Chapter 5. After a brief introduction to the concepts of viscoelasticity and the timetemperature superposition to account for non-isothermal conditions, the linear anisotropic
thermoviscoelastic approach was derived that was utilized in the EDAM process simulations. The
resulting numerical, recursive modeling scheme enabled an efficient modeling of the simultaneous
stress generation and relaxation occurring during a printing process. Subsequently, the CF/PPS
material was characterized. Both the fiber length distribution as well as the fiber orientation state
in the printed beads were determined. The temperature dependent relaxation behavior was then
measured with Dynamic Mechanical Analysis (DMA) and the full orthotropic viscoelastic
properties were developed with the aid of micromechanics. With appropriate simplifications of the
derived numerical approach based on the characterized material behavior, a UMAT user
subroutine was written and subsequently verified to model the thermoviscoelastic material
behavior in Abaqus©. At the end, gravity effects were investigated. In sagging experiments of
printed beams, the molten material still exhibited viscoelastic material characteristics, which
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supported the proposed approach to model the molten state of the material with a significantly
reduced stiffness based on the material crystallinity. The conclusion could be drawn that material
sagging is predominantly a problem for geometries with overhangs and short layer times.
In Chapter 6, the anisotropic material shrinkage behavior of a fiber reinforced semi-crystalline
printing material was discussed during the printing process. In order to characterize both the
thermomechanical and the crystallization shrinkage for the utilized CF/PPS material, an
experiment was proposed where a microscope hot stage was combined with Digital Image
Correlation (DIC). Flat plates from the printed material were heated in the hot stage up to the
melting point and with the DIC system, the combined thermomechanical and crystallization
shrinkage strains could be measured during the subsequent cooling and solidification process back
to room temperature. From the resulting shrinkage strain data, both the crystallization shrinkage
and the temperature dependent CTE were determined. To be able to implement the correct
shrinkage behavior of the material to the process simulations, a UEXPAN user subroutine was
developed in Abaqus© and used to describe the thermomechanical and crystallization shrinkage as
a function of temperature and the degree of crystallinity respectively.
After the discussion of the physical phenomena and the related characterization and
implementation methods, the utilized process simulation capabilities in Abaqus© 2017 were
explained in Chapter 7. In particular, a central algorithm was discussed in detail. Based on the
machine code information from the physical printing process, it allows to define activation times
of elements during the analysis as well as local material orientations required for the
implementation of the anisotropic material characteristics of the printed, fiber reinforced material.
The information provided by this algorithm is then utilized by several other subroutines to
implement the required functionality for modeling the printing process, and the corresponding
subroutine structure was discussed subsequently. After that, the general structure of the process
simulations was presented illustrating the steps required to model the print of a part in the EDAM
process. Furthermore, the subroutine structure to implement the material physics was highlighted.
Following the explanation of the simulation capabilities, an example simulation for a NACA duct
tool was described and the simulation results were discussed. The same geometry was utilized for
a subsequent mesh and increment size study where the geometry and the time history of the
printing process were discretized with different amounts of accuracy for the mechanical part of the
process simulation. Based on the results, a mesh as fine as possible should be selected, while the
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increment sizes during the mechanical analysis did not have a major impact on the mechanical
results, provided an accurate thermal input from the thermal analysis was utilized. At the end of
the chapter, the capability of the developed set of simulations as a design tool was demonstrated
and current simulation limitations were discussed.
In Chapter 8, the process simulation tools were validated. While a printed 2-layered 0/90 plate
could be disregarded as a suitable validation geometry based on varying experimental deformation
results, the curvatures of a 4-layered 0/90 plate could be predicted with deviations of below 7 %.
Furthermore, rings were printed and cut open. The resulting spring-in deformation was measured
and compared with the result from a printing simulation of these rings. As for the 4-layered plate,
the maximum deviations between the simulated and the measured results were about 7 %, which
was well within the range of the experimental measurement error.
Finally, in the last Chapter 9, the significance of considering the complex set of material physics
in the process simulations was investigated and discussed. A simpler, thermoelastic material
description was defined and the process simulations for the NACA duct tool and the validation
geometries were repeated to investigate the change of the predicted results. For the NACA duct
tool, the resulting final stress levels were well above a realistic strength of the material, while the
predicted deformations from the thermomechanical analyses clearly deviated from the measured
ones for the validation geometries. In a more thorough investigation of the thermoelastic material
description in general, these large discrepancies could be explained. Finally, the significance of
the different material physics for the process simulations was discussed in general.

10.2 Main Results and Accomplishments

Based on the summary of the work, the following main results and accomplishments can be
presented:
1) By combining the relevant material physics, including heat transfer, polymer
crystallization kinetics, the thermoviscoelastic material behavior and the appropriate
material shrinkage behavior during the cooling process, a complete set of process
simulation tools has been developed to model the deformation state and residual stresses
of parts printed with the EDAM process. To the best knowledge of the author, this is the
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first complete set of simulation tools that includes all of the required physical phenomena
for modeling the EDAM process with semi-crystalline polymeric composite materials.
2) The developed simulations provide a useful tool for the part design process. Based on the
deformation and stress results of a process simulation, the effect of different printing
patterns and geometry variations can be evaluated and thus, a part can be optimized
utilizing simulation. In this way, costly physical print iterations can be avoided. It is
believed that this is an important capability to guarantee the competitiveness of the EDAM
printing method in the future.
3) As a consequence of considering the full set of material physics, an extensive material
characterization is required for modeling a specific material. In this thesis, experimental
procedures were established to characterize all required input properties for the process
simulations. Furthermore, in the Appendix B, the required scripts can be found for the data
analysis to simplify and accelerate the characterization process for new printing materials.
4) In validation experiments with a printed unsymmetrical plate and printed rings, the
experimentally measured final deformation states of these two geometries were
successfully predicted with the set of process simulations. These predictions had maximum
deviations of about 7 % from the experimental measurements, which is well within the
standard error that has to be considered based on inaccuracies in the material
characterization methods and due to modeling assumptions. Therefore, the results indicate
that the set of simulation tools is able to qualitatively and quantitatively predict the
deformations and residual stresses of printed parts. Further, no calibration of material input
properties was required and the utilized CF/PPS material was modeled as characterized.
Since the simulations are physics based, these can be readily extended to simulate the
EDAM process for the recently developed large scale EDAM machines like the BAAM©
printer or the LSAM© system. Nevertheless, to support this powerful conclusion, more
validation work is required.
5) Investigations of different mesh sizes have illustrated that a fine mesh size plays an
important role for predicting accurate deformation and stress results. However, resulting
computation times increase quickly, which limits the benefit of the simulation tools. It
could be shown that the developed UMAT subroutine for describing the thermoviscoelastic
material behavior is relatively insensitive to the time increment size, which is utilized to
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discretize the time history of a printing process. If accurate temperature results are
employed, increased increment sizes still resulted in accurate stress and deformation results.
Therefore, to optimize both the accuracy and computation time of an EDAM process
simulation, a fine mesh size with a medium to large time increment should be selected for
the mechanical analysis.
6) The significance work has shown that a thermoelastic mechanical material description is
not appropriate to describe a thermoplastic polymeric composite material during an EDAM
process simulation with the goal of predicting final deformations and residual stresses.
Instead, it can be concluded that a form of viscoelastic material definition is required that
considers the time history of the material stiffness evolution during the cooling process of
the deposited material.
7) Based on the discussion in Chapter 9.6 to identify possible insignificant material physics
for the modeling process, it is believed that a generalized simplification of the process is
not possible in order to reduce the amount of characterization work for a new printing
material. The significance of the different material physics like the polymer crystallization
or the material relaxation behavior is very dependent on the specific material that is
modeled. In addition, also the part geometry and the desired accuracy play an important
role in assessing the importance of the different phenomena and their couplings. As the
only exception, based on the conducted process simulations, it can be concluded that the
re-melting behavior of the material can be neglected during a part level process simulation.
However, for subsequent extensions of the simulation tools to include bond strength
predictions, the re-melting physics might play an important role to predict the strength of
a printed part.

10.3 Future Work

While a significant progress in modeling the EDAM process could be achieved based on the new
functionalities in Abaqus© 2017, improvements are still required. In addition, the work should be
extended to include performance simulations of the parts and also to incorporate strength
predictions. The following statements discuss the suggestions for the future work in more detail:
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1) In order to be able to realistically model the sagging behavior of printed parts with
overhangs for short layer times, the effect of the material tamper needs to be included in
the process simulations. As it introduces a periodic force to the deposited material, it is
expected to significantly influence the way the material deforms under gravity.
Additionally, the tamper acts as a heat sink, which can have a varying effect on the effective
heat losses. A possible way to model the tamper would be to consider all elements within
a ring around the current point of the activation during the deposition step to introduce an
appropriate force history or additional heat losses.
2) At the current stage, heat losses by convection and radiation are assumed to be uniform for
all free surfaces of activated elements. However, especially for parts with partial infill,
areas with very different heat transfer conditions arise during the print of a partially filled
section. Here, additional information about the position of a deposited segment of a part
should be added to the event series information to model location dependent heat transfer
conditions with state variables.
3) For the scope of this work, the strong coupling between the heat transfer analysis and the
crystallization kinetics reaction was assumed to be negligible. In future investigations, this
assumption should be verified. Barocio et al. [13] already extended the presented
crystallization kinetics implementation in this work adding the heat of fusion to account
for the strong coupling and the investigations are ongoing.
4) While discussing the applicability of thermoelastic material properties in Chapter 9.5, an
incremental elastic material description was proposed that computes the stresses as the sum
of all incremental stresses considering the incremental strains and material stiffness. As the
history of stiffness evolution is considered, this is a viscoelastic-type material definition,
but it does not account for stress relaxation. Therefore, it can be implemented with the
knowledge of thermoelastic properties. In order to assess the significance of stress
relaxation and a crystallization informed material stiffness description, this incremental
elastic definition should be compared to the full thermoviscoelastic model to find a
potentially adequate first order material model for initial simulations.
5) To be able to predict a failure of printed parts during the printing process, failure models
need to be included in the process simulations. This is an essential next step as highlighted
by the cracked parts illustrated by Talagani et al. [71]. A special focus needs to be put on
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bond failure predictions as the bonds between deposited beads were identified as the
weakest points of printed parts. Related work is ongoing at Purdue University and Barocio
et al. [13] already published preliminary results.
6) Finally, since the deformation and residual stresses are available after an EDAM process
simulation, this information should be utilized for subsequent performance simulations of
printed parts. As an example, for the modeled NACA duct tool presented in Chapter 7.3, it
would be interesting to transform the residual stresses to the as machined geometry and
model the part behavior during an autoclave process. Barocio et al. [1] already realized a
first study illustrating such a performance simulation. However, to be able to consider the
full set of material phenomena including thermoviscoelasticity, the required tools have to
be added to extract the necessary information at the end of a process simulation and map it
to a new, conformal mesh representing the machined part geometry. Efforts at Purdue
University are ongoing to develop and optimize this process.
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A. SUPPLEMENTAL INFORMATION

Table A-1: Summary of mechanical data for discontinuous fiber systems tested parallel to the
printing direction. Abbreviations: CF – carbon fiber, CF = flass fiber, SiC – silicon carbide, CNT
– carbon nanotube, VGCF – vapor grown carbon fiber, SWNT – single-walled carbon nanotube.
Source
Tekinalp et al.
[18]

Love et al. [14]
Ning et al. [20]

Hill et al. [21]
Duty et al. [22]
Kunc [24]
Compton &
Lewis [23]
DeNardo [16]
Gardner et al.
[35]
Shofner et al.
[34]
Shofner et al.
[36]
Perez et al. [25]
Mahajan et al.
[27]
Duty et al. [28]

Ferreira et al.
[29]

Tensile Modulus
(GPa)

Tensile Strength
(MPa)

ABS/CF 10wt.%

7.7

52

Graphical

ABS/CF 20wt.%
ABS/CF 30wt.%
ABS/CF 40wt.%
ABS/CF 13vol.%
ABS/CF 3wt.%
ABS/CF 5wt.%
ABS/CF 7.5wt.%
ABS/CF 10wt.%
ABS/CF 15wt.%
ABS/CF 20wt.%
ABS/CF 20wt.%
ABS/GF 20wt.%
ABS/GF 40wt.%
ABS/CF 13vol.%
Epoxy/SiC/CF
10wt.%
PPS/CF 50wt.%

11.5
13.8
13.7
8.91
2.1
2.45
2.5
2.15
2.25
8.4
11.9
5.7
10.8
8.15

60
62
67
70.69
40.8
42
41.5
33.8
35
66.8
65.7
54.3
51.2
53

Graphical
Graphical
Graphical
Number
Graphical
Graphical
Graphical
Graphical
Graphical
Number
Number
Number
Number
Graphical

24.5

66.2

Number

26.4

92.2

Number

PEI/CNT 4.7wt.%

3.0

125.3

Number

ABS/VGCF 10wt.%

0.8

37.4

Number

ABS/VGCF 5wt.%

1.27

27

Graphical

ABS/5wt.% SWNT
ABS/Jute fiber
5wt.%

1.74

32.5

Graphical

1.54

25.9

Number

Epoxy/CF 15wt.%

4.05

66.3

Number

10.87

47.7

Number

11.88
8.36

61.9
61.1

Number
Number

7.54

53.4

Number

Material

ABS/chopped CF
20wt.%
ABS/CF 15wt.%
PEI/CF 20wt.%
PLA/CF 15wt.%

Extraction
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Table A-2: Summary of mechanical data for discontinuous fiber systems tested transverse to the
printing direction. Abbreviations: CF – carbon fiber, GF – class fiber, SiC – silicon carbide
Source
Love et al. [14]
Hill et al. [21]
Duty et al. [22]
Kunc [24]
Compton &
Lewis [23]
DeNardo [16]
Mahajan et al.
[27]
Duty et al. [28]

Ferreira et al.
[29]

Material
ABS/CF 13vol.%
ABS/CF 20wt.%
ABS/CF 20wt.%
ABS/GF 20wt.%
ABS/CF 13vol.%
Epoxy/SiC/CF
10wt.%
PPS/CF 50wt.%
Epoxy/CF 15wt.%
ABS/chopped CF
20wt.%
ABS/CF 15wt.%
PEI/CF 20wt.%
PLA/CF 15wt.%

Tensile Modulus
(GPa)
1.52
2.6
2.1
2.5
2.2

Tensile Strength
(MPa)
7
12.8
10.3
15.3
13

8.06

43.9

Number

2.6

9.72

Number

2.84

46

Number

1.98

6.8

Number

1.83
1.1

5.8
4.3

Number
Number

3.92

35.4

Number

Extraction
Number
Number
Number
Number
Graphical
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Table A-3: Summary of mechanical data for continuous fiber systems tested parallel to the
printing direction. Abbreviations: CF – carbon fiber, GF – glass fiber, AF – aramid fiber. (*):
The volume fractions were determined in correspondence with the author. (**): The stiffness was
estimated based on data provided.
Material

Tensile Modulus
(GPa)

Tensile Strength
(MPa)

PLA/CF 6.6vol%

19.5

185.2

Number

5.11

57.1

Number

14

140

Graphical

35.7

464.4

23.8

91

Number**

Nylon/AF 4vol.%

1.77

31

Graphical

Nylon/AF 8vol.%
Nylon/AF
10vol.%
PLA/CF 10wt.%
PLA/AF 8.6vol.%
Nylon/CF
11vol.%
Nylon/AF 8vol.%
Nylon/GF 8vol.%
Nylon/AF
10vol.%
Nylon/GF
10vol.%
ABS/CF 10wt.%

6.92

60

Graphical

9

84

Graphical

20.6
9.34

256
203

Number
Number

8.46

198

Number

4.23
3.29

110
156

Number
Number

4.76

161

Number

4.91

212

Number

4.19

147

Number

Source
Matsuzaki et al.
[37]

PLA/Jute fiber
6.1vol%
Nylon/CF
6vol.%*
Nylon/CF
18vol.%*
PLA/CF 34vol.%

van der Klift et
al. [39]
Li et al. [40]
Melenka et al.
[41]

Tian et al. [42]
Bettini et al. [44]
Dickson et al.
[45]

Yang et al. [46]

Extraction

Number

Table A-4: Measured densities for the 50wt.% CF reinforced PPS material Celstran© PPS-CF5001 [120]
Thickness
D escription
SAMPLE A-1
SAMPLE A-2
SAMPLE A-3

D ensity

(cm)

D iameter
(cm)

Mass
(gm)

(gm/ cm3)

0.2311
0.2527
0.2536

1.2687
1.2699
1.2698

0.36897
0.40756
0.40654

1.262
1.272
1.265

262

Table A-5: Summary of measured thermal properties for the 50wt.% CF reinforced PPS material
Celstran© PPS-CF50-01 [120].

Te m p erature

D ens ity

Spe cific Heat

Diffusivity

(oc )

(OF )

(gm/cm3)

(W·scc/gm-K)

(cm2/scc)

(W/ cm-I<)

(BTU-in/ hr-~2-F)

SAMPLE A-1

23.0
50.0
100.0
150.0
200.0
250.0

73.4
122.0
212.0
302.0
392.0
482.0

1.2623
1.2623
1.2623
1.2623
1.2623
1.2623

0.9215
0.9746
1.1285
1.2726
1.4120
1.5401

0.01689
0.01602
0.01533
0.01502
0.01466
0.01465

0.01964
0.01971
0.02184
0.02413
0.02613
0.02848

13.6236
13.6665
15.1432
16.7314
18.1194
19.7495

SAI\IPLE A-2

23.0
50.0
100.0
150.0
200.0
250.0

73.4
122.0
212.0
302.0
392.0
482.0

1.2726
1.2726
1.2726
1.2726
1.2726
1.2726

0.9215
0.9746
1.1285
1.2726
1.4120
1.5401

0.00611
0.00582
0.00546
0.00530
0.00498
0.00482

0.00716
0.00721
0.00784
0.00858
0.00894
0.00944

4.9685
5.0054
5.4373
5.9519
6.2052
6.5507

SAMPLE A-3

23.0
50.0
100.0
150.0
200.0
250.0

73.4
122.0
212.0
302.0
392.0
482.0

1.2651
1.2651
1.2651
1.2651
1.2651
1.2651

0.9215
0.9746
1.1285
1.2726
1.4120
1.5401

0.00332
0.00319
0.00267
0.00219
0.00207
0.00194

0.00387
0.00393
0.00381
0.00352
0.00369
0.00378

2.6838
2.7273
2.6432
2.4449
2.5641
2.6210

Sample
Descript ion

Thermal Conductivity
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Table A-6: Specific heat capacity for the 50wt.% CF reinforced PPS material Celstran© PPSCF50-01 [120].
Sample
Descript ion

Sample A

Temperature
(OC)

Specific H eat

23.0
25.0
30.0
35.0
40.0
45.0
50.0
55.0
60.0
65.0
70.0
75.0
80.0
85.0
90.0
95.0
100.0
105.0
110.0
115.0
120.0
125.0
130.0
135.0
140.0
145.0
150.0
155.0
160.0
165.0
170.0
175.0
180.0
185.0
190.0
195.0
200.0
205.0
210.0
215.0
220.0
225.0
230.0
235.0
240.0
245.0
250.0

0.9215
0.9264
0.9364
0.9461
0.9555
0.9650
0.9746
0.9848
0.9954
1.0071
1.0199
1.0341
1.0502
1.0674
1.0868
1.1078
1.1285
1.1459
1.1593
1.1731
1.1881
1.2024
1.2168
1.2313
1.2452
1.2589
1.2726
1.2871
1.3007
1.3143
1.3288
1.3425
1.3564
1.3702
1.3832
1.3985
1.4120
1.4265
1.4393
1.4539
1.4675
1.4799
1.4923
1.5048
1.5182
1.5299
1.5401

(W•sec/gm•K)
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Table A-7: Tuned PID parameter for the DSC Q2000 by TA Instruments© to achieve high
cooling rates in the non-isothermal crystallization kinetics characterization experiments
Controller Parameter Value
P: Proportional
50
I: Integral
4.8
D: Derivative
I 1.8

I

Table A-8: Chosen options and settings for the global fitting process of the non-isothermal
crystallization kinetics data in Matlab using the genetic algorithm (ga)
Chosen Parameter
Creation function
Generations
Stall generation limit
Selection function
Population size

Value/Setting
@gacreationuniform
500
200
@selectionroulette
200
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Table A-9 Summary of the Prony series descriptions of the TTS mater curves for the moduli
and .
Number of Maxwell element
0 (Relaxed part; selected)
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29

1e-10
1e-09
1e-08
1e-07
1e-06
1e-05
1e-04
1e-03
1e-02
1e-01
1e+00
1e+01
1e+02
1e+03
1e+04
1e+05
1e+06
1e+07
1e+08
1e+09
1e+10
1e+11
1e+12
1e+13
1e+14
1e+15
1e+16
1e+17
1e+18

in MPa
2000.0
0
0
55.4
136.7
124.2
265.8
352.7
595.6
961.2
1463.4
1596.7
1742.9
1532.3
1542.3
1295.0
1108.8
792.8
718.0
618.9
595.0
583.9
685.0
768.9
733.4
738.9
692.6
646.3
922.6
1435.5

in MPa
250.0
9.7
42.2
42.4
75.8
71.2
114.7
172.2
272.2
338.9
483.6
444.8
476.1
355.3
371.9
274.6
254.6
168.3
163.3
143.2
132.6
127.8
144.9
144.6
125.6
120.2
110.4
153.2
281.8
0

Table A-10: Utilized transversely isotropic fiber properties for the homogenization in Digimat©,
data taken for AS4 fiber from King et al. [110].
Property
Longitudinal modulus
(GPa)
In-plane modulus
(GPa)
Transverse Poisson’s ratio
In-plane Poisson’s ratio
Transverse shear modulus
(GPa)

Value
235
14.0
0.20
0.25
28.0
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B. PROGRAM CODES

Table B-1: Matlab© code for analyzing the isothermal crystallization kinetics data and determine
the Avrami coefficients.
%
%
%
%
%
%
%
%
%
%

Script to compute the degree of crystallinity and the Avrami coefficients
for isothermal crystallization experiments.
Original script by Eduardo Barocio, Spring 2016
Modifications by Bastian Brenken, Summer 2016
Script assumes to get input for the relevant crystallization peaks only,
NOT the whole DSC experiment. Therefore, import data for the
crystallization peaks only and identify these peaks in the TA software.

close all
clear all
clc
Plot = 1; % Plot = 1 enables automated plotting of results, else it is
disabled
%% Get/Define Data for Import
files= [];% put list of Excel data file names according to T_const as column
vector
T_const = [];% put list isothermal test temperatures as column vector
L = length(T_const);
W_sample = zeros(length(T_const),1);
for k = 1:L
% Define index for specific Temp
index = sprintf('Temp%d',k);
% Read in the data from excel file
Data=xlsread(files(k,:), 1, 'A:E');
% Get sample size mg
W_sample(k,1)=Data(14,2);
% Get time and transform it into seconds
time.(index)=Data(70:end,1).*60;
% Get heat flow and normalize it with respect to the sample weight
HF.(index)=Data(70:end,3)./W_sample(k,1);
% Get temperature
Temp.(index)=Data(70:end,2);
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% Determine total heat of crystallization and DOC(t)
% Calculate derivative in heat flow
d_F_HF.(index)=diff(HF.(index)(1:length(HF.(index))-1),1);
% Heat Flow bottom line
HF_bottom.(index)=linspace(HF.(index)(1,1),HF.(index)(end,1),length(HF.(inde
x)))';
% Subtract the baseline from the heat flow curve in order to get the
% relevant data for integration
Y_HF=HF.(index)(:,1)-HF_bottom.(index)(:,1);
% Calculate total heat of crystallization
L_H_C.(index)=trapz(time.(index)(:,1),Y_HF(:,1));
%Latent heat of crystallization of a pure crystal
L_H_PC=38; %Pure crystall with 50% fibers
% Calculate the evolution of the crystallization
int_period=length(Y_HF);
dt_DOC=diff(time.(index));
% Initial degree of crystallinity
DOC_t.(index)(1,1)=0;
for i2=1:(int_period-1)
% Integrate
% DOC calculated with latent heat of crystallization of a pure crystal
DOC_t.(index)(i2+1,1)=DOC_t.(index)(i2,1)+((dt_DOC(i2,1)*((Y_HF(i2,1)+Y_HF(i
2+1,1))/2))/L_H_PC);
end
%%
%%***********************************************************************%%
% Plot integration areas of the heat flow curve and DOC vs. time
%%***********************************************************************%%
if Plot == 1
% Plot Heat Flow and Temperature vs. time and indicate crystallization
% area
figure(k);
plot(time.(index)(1,1),HF.(index)(1,1),'k*',...
%Onset of C.T
time.(index)(end,1),HF.(index)(end,1),'k*',...
%End of C
time.(index)(:,1),HF_bottom.(index)(:,1),'--r');
%bottom
integration line
hold on
[hAx,hLine1,hLine2] = plotyy(time.(index)(1:length(time.(index))-1,1),
HF.(index)(1:length(HF.(index))-1,1),...
time.(index)(1:length(time.(index))-1,1),
Temp.(index)(1:length(HF.(index))-1,1));
xlabel('Time (s)');
ylabel(hAx(1),'Heat Flow (W/g)');
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ylabel(hAx(2),'Temperature (deg C)');
title(sprintf('Isothermal Crystallization at %d degC',T_const(k,1)));
legend(sprintf('Onset of Crystallization t = %d
s',round(time.(index)(1,1))),...
sprintf('End of Crystallization t = %d
s',round(time.(index)(end,1))),...
sprintf('Latent Heat of Crystallization = %d J/g',L_H_C.(index)));
% Plot crusyallinity vs. time
figure(L+k)
plot(time.(index)(:,1),DOC_t.(index)(:,1),'b');
xlabel('Time (s)');
ylabel('Degree of Crystallinity');
title(sprintf('Isothermal Crystallization at %d degC',T_const(k,1)));

end
%% Generate Avrami plot data

% Get maximum crystallinities to use as equilibrium crystallinity
DOC_max.(index) = max(DOC_t.(index)(:,1));
% Get relative crystallinity
DOC_rel.(index) = DOC_t.(index)/DOC_max.(index)(1,1);
% Get relevant data range for Avrami plots
Lower_bound=(find(DOC_rel.(index)(:,1)>=1e-02,1));
% Zero the time count and take logarithm
time_zeroed.(index) = time.(index)(:,1)- time.(index)(1,1);
time_log.(index) = log(time_zeroed.(index)(Lower_bound:end));
% Compute
DOC_log_log.(index)=log(-log(1-DOC_rel.(index)(Lower_bound:end,1)));
end
%% Plot the Avrami plot
figure
plot(time_log.Temp1(:,1), DOC_log_log.Temp1(:,1),'k',...
time_log.Temp2(:,1), DOC_log_log.Temp2(:,1),'b',...
time_log.Temp3(:,1), DOC_log_log.Temp3(:,1),'m',...
time_log.Temp4(:,1), DOC_log_log.Temp4(:,1),'g',...
time_log.Temp5(:,1), DOC_log_log.Temp5(:,1),'c',...
time_log.Temp6(:,1), DOC_log_log.Temp6(:,1),'r',...
time_log.Temp7(:,1), DOC_log_log.Temp7(:,1),'y','linewidth',2);
xlabel('log(time)');
ylabel('log(-log(1-X/X_{inf}))');
legend(sprintf('%d deg C',T_const(1,1)),...
sprintf('%d deg C',T_const(2,1)),...
sprintf('%d deg C',T_const(3,1)),...
sprintf('%d deg C',T_const(4,1)),...
sprintf('%d deg C',T_const(5,1)),...
sprintf('%d deg C',T_const(6,1)),...
sprintf('%d deg C',T_const(7,1)));
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% Get the Avrami coefficients
% Compute the Avrami coefficients
avrami=zeros(length(T_const),5);
hold on;
plotprobs = {'k--','k-.','b--','b-.','m--','m-.','g--','g-.','c--','c-.','r-','r-.','y--','y-.'};
for n = 1:L
% Linear fits
index = sprintf('Temp%d',n);
% Select borders based on experimental data
border1=(find(DOC_log_log.(index)(:,1)>=-0.1,1));
border2=(find(DOC_log_log.(index)(:,1)>=1.8,1));
% Do linear fits to get Avrami coefficients
p1 =
polyfit(time_log.(index)(1:border1,1),DOC_log_log.(index)(1:border1,1),1);
p2 =
polyfit(time_log.(index)(border1:border2,1),DOC_log_log.(index)(border1:bord
er2,1),1);
avrami(n,1)=T_const(n);
avrami(n,2)=p1(1);
avrami(n,3)=p1(2);
avrami(n,4)=p2(1);
avrami(n,5)=p2(2);
grid;

end

% Plot linear fits
x1 = time_log.(index)(1:border1,1);
y1 = p1(1).*x1+p1(2);
plot(x1,y1,plotprobs{2*n-1},'linewidth',1.5);
x2 = time_log.(index)(border1:border2,1);
y2 = p2(1).*x2+p2(2);
plot(x2,y2,plotprobs{2*n},'linewidth',1.5);

270

Table B-2: Matlab© code for analyzing the non-isothermal crystallization kinetics data and for
generating the curves for the degree of crystallinity.
%
%
%
%
%
%
%
%
%

Script to compute the evolution of the degree of crystallinity
for non-isothermal crystallization experiments.
Original script by Eduardo Barocio, Spring 2016
Modifications by Bastian Brenken, Summer 2016
Script assumes to get input for the whole non-isothermal DSC experiments.
The crystallization peaks are determined by

clc
clear all
close all
% Control Switch
% Make Switch = 1 for enabling plots of individual cooling rates
% Make Switch = 0 for disabling plots of individual cooling rates
Switch=0;
% Define temperature rates according to rates in experiment, Example:
T_rate=[30; 40; 50; 60; 70; 80; 90; 100; 110; 120; 130];
%%
% Read Data from XLSX files
% Data files
files={};% put list of Excel data file names according to T_rate as column
vector
W_sample=zeros(length(T_rate),1);
L=length(T_rate);
for i=1:L
index=sprintf('Rate%d',i);
% Read data from excel file
Data=xlsread(files{i}, 1, 'A:E');
% Get sample size mg
W_sample(i,1)=Data(14,2);
% Transform data into seconds
time.(index)=Data(69:end,1).*60;
% normalize Heat flow
HF.(index)=Data(69:end,3)./W_sample(i,1);
% Temperature
Temp.(index)=Data(69:end,2);
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% Calculate Temperature rate
d_T=[0.001; diff(Temp.(index))];
d_t=[0.001; diff(time.(index))];
T_Rate=d_T./d_t;
% Calculate heat capacity dh/
Cp.(index)=[0; -diff(HF.(index))]./T_Rate(:,1);
Cp.(index)=HF.(index)./T_Rate(:,1);
% Calculate Enthalpy H=(dq/dt)*(dt)
Enthalpy.(index)(:,1)=HF.(index).*[diff(time.(index));.3];
int_ent=length(Enthalpy.(index)(:,1));
%%
% Manually enter temperatures for the onset and end of the crystallization
% peaks for the different experiments, read out from the TA analysis
software
if i == 1
H_CT=find(Temp.(index)(:,1)<=241.6,1);
T_Final=find(Temp.(index)(:,1)>=177.7,1,'last');
elseif i == 2
H_CT=find(Temp.(index)(:,1)<=237.8,1);
T_Final=find(Temp.(index)(:,1)>=184.5,1,'last');
elseif i == 3
H_CT=find(Temp.(index)(:,1)<=235.7,1);
T_Final=find(Temp.(index)(:,1)>=171.9,1,'last');
elseif i == 4
H_CT=find(Temp.(index)(:,1)<=235.7,1);
T_Final=find(Temp.(index)(:,1)>=168.9,1,'last');
elseif i == 5
H_CT=find(Temp.(index)(:,1)<=233.8,1);
T_Final=find(Temp.(index)(:,1)>=168.4,1,'last');
elseif i == 6
H_CT=find(Temp.(index)(:,1)<=231.6,1);
T_Final=find(Temp.(index)(:,1)>=163.4,1,'last');
elseif i == 7
H_CT=find(Temp.(index)(:,1)<=229.2,1);
T_Final=find(Temp.(index)(:,1)>=156.5,1,'last');
elseif i == 8
H_CT=find(Temp.(index)(:,1)<=231.6,1);
T_Final=find(Temp.(index)(:,1)>=157.4,1,'last');
elseif i == 9
H_CT=find(Temp.(index)(:,1)<=229.5,1);
T_Final=find(Temp.(index)(:,1)>=156.4,1,'last');
elseif i == 10
H_CT=find(Temp.(index)(:,1)<=227,1);
T_Final=find(Temp.(index)(:,1)>=155.3,1,'last');
elseif i == 11
H_CT=find(Temp.(index)(:,1)<=223.8,1);
T_Final=find(Temp.(index)(:,1)>=162.6,1,'last');
end
Crystal_O_Temp(i,1)=Temp.(index)(H_CT,1);
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% Create bottom line to integrate
time_bottom=time.(index)(H_CT:T_Final,1);
temp_bottom=Temp.(index)(H_CT:T_Final,1);
% Heat Flux bottom line
HF_bottom=linspace(HF.(index)(H_CT,1),HF.(index)(T_Final,1),(T_FinalH_CT+1))';
% Calculate heat of crystallization and Degree of crystallinity
% Integrate the curves
% Substract the baseline from the heat flow curve
Y_HF=HF.(index)(H_CT:T_Final,1)-HF_bottom(:,1);
t_integrate=time.(index)(H_CT:T_Final,1);
% time_crys.(index)=t_integrate;
% Calculate total heat of crystallization
L_H_C.(index)=trapz(t_integrate(:,1),Y_HF(:,1));
%Latent heat of crystallization of a pure crystal
L_H_PC=38; %Pure crystall with 50% fibers
% Calculate the evolution of the crystallization
int_period=length(Y_HF);
dt_DOC=diff(t_integrate);
% Initial degree of crystallinity
DOC_t.(index)(1,1)=0;
% Create array with crystallization temp
Temp_C.(index)=Temp.(index)(H_CT:T_Final,1);
for i2=1:(int_period-1)
% Integrate
% DOC calculated with latent heat of crystallization of a pure
crystal
DOC_t.(index)(i2+1,1)=DOC_t.(index)(i2,1)+((dt_DOC(i2,1)*((Y_HF(i2,1)+Y_HF(i
2+1,1))/2))/L_H_PC);
end
%%
%%***********************************************************************%%
% Plot integration area and heat flow curves
%%***********************************************************************%%

C.T

if Switch==1
% Plot the curve with the integration area and max temperatures
figure (i);
subplot(1,2,1)
plot(Temp.(index)(H_CT,1),HF.(index)(H_CT,1),'b*',...
%Onset of
Temp.(index)(T_Final,1),HF.(index)(T_Final,1),'r*',...
%End of C
temp_bottom(:,1),HF_bottom(:,1),'--r',...
%bottom
integration line
Temp.(index)(:,1), HF.(index)(:,1),'b');
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xlabel('Temperature (C)');
ylabel('Heat Flow (W/g)');
title(sprintf('Crystallization from Melt at %d C/min',T_rate(i,1)));
legend(sprintf('Onset of Crystallization T = %d
C',round(Temp.(index)(H_CT,1))),...
sprintf('End of Crystallization T = %d
C',round(Temp.(index)(T_Final,1))),...
sprintf('Latent Heat of Crystallizatio = %d J/g',L_H_C.(index)));

C.T

subplot(1,2,2)
plot(time.(index)(H_CT,1),HF.(index)(H_CT,1),'k*',...

%Onset of

time.(index)(T_Final,1),HF.(index)(T_Final,1),'k*',...
%End of C
time_bottom(:,1),HF_bottom(:,1),'--r',...
%bottom
integration line
time.(index)(:,1), HF.(index)(:,1),'b');
xlabel('Time (s)');
ylabel('Heat Flow (W/g)');
title(sprintf('Crystallization from Melt at %d C/min',T_rate(i,1)));
legend(sprintf('Onset of Crystallization = %d
s',round(time.(index)(H_CT,1))),...
sprintf('End of Crystallization = %d
s',round(time.(index)(T_Final,1))),...
sprintf('Crystallization time = %d
s',round(time.(index)(T_Final,1)-time.(index)(H_CT,1))));
%%***********************************************************************%%
% Plot degree of Crystallinity as a function of t and T
%%***********************************************************************%%
figure(L+i)
subplot(1,2,1)
plot(time.(index)(H_CT:T_Final,1),DOC_t.(index)(:,1),'b');
xlabel('Time (s)');
ylabel('Degree of Crystallinity');
title(sprintf('Crystallization from Melt at %d C/min',T_rate(i,1)));
subplot(1,2,2)
plot(Temp.(index)(H_CT:T_Final,1),DOC_t.(index)(:,1),'b');
xlabel('Temperature (C)');
ylabel('Degree of Crystallinity');
title(sprintf('Crystallization from Melt at %d C/min',T_rate(i,1)));
end
% Extract time and temperature for fitting the data
fit_time.(index) = time.(index)(H_CT:T_Final,1);
fit_temperature.(index) = Temp.(index)(H_CT:T_Final,1);
fit_DOC.(index) = DOC_t.(index)(:,1);
end
%% Plot things
% Adjust plots to crystallization input data
% Plots of heat flow vs time
figure(2*L+1);
plot(Temp.Rate1(:,1), HF.Rate1(:,1),'k',...
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Temp.Rate2(:,1), HF.Rate2(:,1),'b',...
Temp.Rate3(:,1), HF.Rate3(:,1),'m',...
Temp.Rate4(:,1), HF.Rate4(:,1),'g',...
Temp.Rate5(:,1), HF.Rate5(:,1),'c',...
Temp.Rate6(:,1), HF.Rate6(:,1),'r',...
Temp.Rate7(:,1), HF.Rate7(:,1),'--k',...
Temp.Rate8(:,1), HF.Rate8(:,1),'--b',...
Temp.Rate9(:,1), HF.Rate9(:,1),'--m',...
Temp.Rate10(:,1), HF.Rate10(:,1),'--g',...
Temp.Rate11(:,1), HF.Rate11(:,1),'.-k','linewidth',1);
xlabel('Temperature (C)');
ylabel('Heat Flow (W/g)');
legend(sprintf('%d C/min',T_rate(1,1)),...
sprintf('%d C/min',T_rate(2,1)),...
sprintf('%d C/min',T_rate(3,1)),...
sprintf('%d C/min',T_rate(4,1)),...
sprintf('%d C/min',T_rate(5,1)),...
sprintf('%d C/min',T_rate(6,1)),...
sprintf('%d C/min',T_rate(7,1)),...
sprintf('%d C/min',T_rate(8,1)),...
sprintf('%d C/min',T_rate(9,1)),...
sprintf('%d C/min',T_rate(10,1)),...
sprintf('%d C/min',T_rate(11,1)));
% Plots of Thermal Capacity vs time
figure(2*L+2);
plot(Temp.Rate1(:,1), Cp.Rate1(:,1),'k',...
Temp.Rate2(:,1), Cp.Rate2(:,1),'b',...
Temp.Rate3(:,1), Cp.Rate3(:,1),'m',...
Temp.Rate4(:,1), Cp.Rate4(:,1),'g',...
Temp.Rate5(:,1), Cp.Rate5(:,1),'c',...
Temp.Rate6(:,1), Cp.Rate6(:,1),'r',...
Temp.Rate7(:,1), Cp.Rate7(:,1),'--k',...
Temp.Rate8(:,1), Cp.Rate8(:,1),'--b',...
Temp.Rate9(:,1), Cp.Rate9(:,1),'--m',...
Temp.Rate10(:,1), Cp.Rate10(:,1),'.-k','linewidth',1);
xlabel('Temperature (C)');
ylabel('Thermal Capacity (J/gC)');
legend(sprintf('%d C/min',T_rate(1,1)),...
sprintf('%d C/min',T_rate(2,1)),...
sprintf('%d C/min',T_rate(3,1)),...
sprintf('%d C/min',T_rate(4,1)),...
sprintf('%d C/min',T_rate(5,1)),...
sprintf('%d C/min',T_rate(6,1)),...
sprintf('%d C/min',T_rate(7,1)),...
sprintf('%d C/min',T_rate(8,1)),...
sprintf('%d C/min',T_rate(9,1)),...
sprintf('%d C/min',T_rate(10,1)))
% Plot of degree of crystallinity vs temperature (relative crystallinity)
figure(2*L+3);
plot(Temp_C.Rate1(:,1), DOC_t.Rate1(:,1),'k',...
Temp_C.Rate2(:,1), DOC_t.Rate2(:,1),'b',...
Temp_C.Rate3(:,1), DOC_t.Rate3(:,1),'m',...
Temp_C.Rate4(:,1), DOC_t.Rate4(:,1),'g',...
Temp_C.Rate5(:,1), DOC_t.Rate5(:,1),'c',...
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Temp_C.Rate6(:,1), DOC_t.Rate6(:,1),'r',...
Temp_C.Rate7(:,1), DOC_t.Rate7(:,1),'--k',...
Temp_C.Rate8(:,1), DOC_t.Rate8(:,1),'--b',...
Temp_C.Rate9(:,1), DOC_t.Rate9(:,1),'--m',...
Temp_C.Rate10(:,1), DOC_t.Rate10(:,1),'--g',...
Temp_C.Rate11(:,1), DOC_t.Rate11(:,1),'--r','linewidth',2);
xlabel('Temperature in °C');
grid
ylabel('Degree of Crystallinity X');
legend(sprintf('%d C/min',T_rate(1,1)),...
sprintf('%d C/min',T_rate(2,1)),...
sprintf('%d C/min',T_rate(3,1)),...
sprintf('%d C/min',T_rate(4,1)),...
sprintf('%d C/min',T_rate(5,1)),...
sprintf('%d C/min',T_rate(6,1)),...
sprintf('%d C/min',T_rate(7,1)),...
sprintf('%d C/min',T_rate(8,1)),...
sprintf('%d C/min',T_rate(9,1)),...
sprintf('%d C/min',T_rate(10,1)),...
sprintf('%d C/min',T_rate(11,1)));
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Table B-3: Matlab© script and functions to conduct the fitting process of the Velisaris and Seferis
model [89] based on the non-isothermal experimental data.
% Script to fit an non-isothermal crystallization
% kinetics model to non-isothermal experimental crystallization kinetics
% curves
% Summer 2016, Bastian Brenken, Purdue University
% Iteration counter for optimization runs
length_iter = 12;
% Temperature cooling rates in C/min
T_rate = [30;40;50;60;70;80;90;100;110;120;130;600;4500;10500];
% Define data cell
data_comp = cell(1,length(T_rate)*3);
% Define maximum equilibrium crystallinity
DOC_max_comp = 0.84;
% Define target size of the vectors of experimental data
data_size = 100;
% Define first cooling rate considered for the optimization (if lower
% rates are intended to be left out)
start_rate = 1;
% Generate the input data for the optimization and bring it in the right
% format
for n=start_rate:length(T_rate)
index = sprintf('Rate%d',n);
if n<=11
vec1 = fit_time.(index)(:,1)-fit_time.(index)(1,1);
vec2 = fit_temperature.(index)(:,1)+273.15; % temp in K
vec3 = fit_DOC.(index)(:,1);
% Expand data to capture whole history from point of melting
% temperature
T_melt = 603.15;
temp_diff = T_melt - vec2(1);
temp_step = T_rate(n)/60/5;
time_step = 1/5;
expand_no = round(temp_diff/temp_step);
t_add = expand_no*time_step;
vec1 = vec1+t_add;
vec1 = [[0:time_step:t_add-time_step]';vec1];
vec2 = [[linspace(T_melt,vec2(1)+temp_step,expand_no)]';vec2];
vec3 = [zeros(expand_no,1);vec3];
cutdownparam.(index) = round(length(vec1)/data_size);
% Cut down the length of each input data vector
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vec1 = vec1(1:cutdownparam.(index):length(vec1));
vec2 = vec2(1:cutdownparam.(index):length(vec2));
vec3 = vec3(1:cutdownparam.(index):length(vec3));
%Define array for fitting function
data.(index)(:,1) = vec1;
data_comp{(n-start_rate)*3+1}=vec1;
data.(index)(:,2) = vec2;
data_comp{(n-start_rate)*3+2}= vec2;
data.(index)(:,3) = vec3;
data_comp{(n-start_rate)*3+3}= vec3;
% Definition of the curves from the quenching experiments, based on
% manually defined data (obtained by mutiplying a normalized
% crystallization kinetics curve (0 to 1) for the largest rate tested
% with the DSC to the degrees of crystallinity computed for the quenched
samples)
elseif n == 12
data_comp{(n-start_rate)*3+1}= time_600;
data.(index)(:,1) = time_600;
data_comp{(n-start_rate)*3+3}= DOC_600;
data.(index)(:,3) = DOC_600;
elseif n == 13
data_comp{(n-start_rate)*3+1}= time_4500;
data.(index)(:,1) = time_4500;
data_comp{(n-start_rate)*3+3}= DOC_4500;
data.(index)(:,3) = DOC_4500;
elseif n == 14
data_comp{(n-start_rate)*3+1}= time_10500;
data.(index)(:,1) = time_10500;
data_comp{(n-start_rate)*3+3}= DOC_10500;
data.(index)(:,3) = DOC_10500;
end
end
temp_sol = cell(length_iter,1);
temp_error = cell(length_iter,1);
temp_exitflag = cell(length_iter,1);

parfor m=1:length_iter %Utilize parallel computing in Matlab
% Define upper and lower bounds
lb = [0, 0, 0, 0, 0, 0, 0,0,0,2.69897,2.69897];
ub = [1, Inf, Inf, Inf, Inf, Inf, Inf,2.699,2.699,2.7782,2.7782];
% Define options for the genetic algorithm and the range for
% initializing the initial populations (PopInitRange)
options =
gaoptimset('Display','iter','CreationFcn',{@gacreationuniform},'PopInitRange
',[0 5 1 2 5 1 2 0 0 2.69897 2.69897;1 15 8 10 15 8 10 2.699 2.699 2.7804
2.7804],'UseParallel',true,...
'Generations',500,'StallGenLimit',200,
'SelectionFcn',{@selectionroulette},'PopulationSize',200);
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% Perform the genetic algorithm
[temp_sol{m},~, temp_exitflag{m},~] =
ga(@(p)errorfun_all_rates_global(p,data_comp,DOC_max_comp,T_rate,start_rate)
, 11 , [], [], [], [], lb, ub,[],options);
% Compute the overall deviation between the fitted function and the
% experimental data
temp_error{m} =
errorfun_all_rates_global(temp_sol{m},data_comp,DOC_max_comp,T_rate,start_ra
te);
end
% Save the data in an array
sol_array_new_data_extended = cell(length_iter,3);
for n = 1:length_iter
sol_array_new_data_extended{n,1}=temp_error{n,1};
sol_array_new_data_extended{n,2}=temp_sol{n,1};
sol_array_new_data_extended{n,3}=temp_exitflag{n,1};
end
%%***********************************************************************%%
% Function errorfun_all_rates_global defining the total error to
minimize in the optimization process
%%***********************************************************************%%
function [err] = errorfun_all_rates_global(param, data_comp, DOC_max_comp,
T_rate,start_rate)
error = zeros(length(T_rate),1);
% Utilize parallel computing to compute the overall deviation between the
% experimental data and the fitted function for all rates. This overall
% error is minimized
parfor n=start_rate:length(T_rate)
x1 = data_comp{(n-start_rate)*3+1};
yd = data_comp{(n-start_rate)*3+3};
N = length(x1);
rate = -T_rate(n);
% Call the function fun_non_iso_global in order to compute the
if n<=11
for i = 1:N
error(n) = error(n) + (yd(i) fun_non_iso_global(x1(i),param,DOC_max_comp,rate))^2;
end
% Introduce a weight factor (here: 3) to put more emphasis on limited
data
% from quenching experiments. This factor has to be adjusted to the
available data, if is
% is needed at all
else
for i = 1:N
error(n) = error(n) + 3*(yd(i) fun_non_iso_global(x1(i),param,DOC_max_comp,rate))^2;
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end

end

end
% Compute the sum of all errors to minimize it
err = sum(error);
end
%%***********************************************************************%%
% Function fun_non_iso_global to define the non-isothermal crystallinity
based on the Velisaris and Seferis model
%%***********************************************************************%%
function [y] = fun_non_iso_global(x1,param,DOC_max_comp,rate)
w1 = param(1);
C11 = param(2);
C12 = param(3);
C13 = param(4);
C21 = param(5);
C22 = param(6);
C23 = param(7);
T_add1 = param(8);
T_add2 = param(9);
Tm1 = param(10);
Tm2 = param(11);
% Glass transition temperature
Tg = 373.15; % Temp in K
%Melting temperature in DSC experiment
T_melt = 603.15;
% Avrami exponents from isothermal runs
n1 = 3;
n2 = 2;
% Integrand for first process
I1 = @(t) 10^C11*(T_melt+rate/60.*t).*exp(-10^C12./((T_melt+rate/60.*t)Tg+10^T_add1)-10^C13./((T_melt+rate/60.*t).*(10^Tm1(T_melt+rate/60.*t)).^2))*n1.*t.^(n1-1);
% Integrand for second process
I2 = @(t) 10^C21*(T_melt+rate/60.*t).*exp(-10^C22./((T_melt+rate/60.*t)Tg+10^T_add2)-10^C23./((T_melt+rate/60.*t).*(10^Tm2(T_melt+rate/60.*t)).^2))*n2.*t.^(n2-1);
% Computation of crystallinity
if x1 == 0
y=0;
else
y = DOC_max_comp*(w1*(1-exp(-1*integral(I1,0,x1)))+(1-w1)*(1-exp(1*integral(I2,0,x1))));
end
end
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Table B-4: Matlab© code for analyzing the melting data and for generating the curves for the
relative degree of melting for different heating rates.
% Script to extract and analyze experimental melting data to compute the
% curves for the relative degree of melting
% Bastian Brenken, Fall 2016, Purdue University
clc
clear all
close all
T_rate=[10; 30; 50; 70; 90; 110];
% Read in data
files={};% put list of Excel data file names as column vector
W_sample=zeros(length(T_rate),1);
peak_melting_temp = zeros(length(T_rate),1);
L=length(T_rate);
for i=1:L
index=sprintf('Rate%d',i);
% Read data from excel file
Data=xlsread(files{i}, 1, 'A:E');
% Get sample size mg
W_sample(i,1)=Data(14,2);
% Transform data into seconds
time.(index)=Data(78:end,1).*60;
% normalize Heat flow
HF.(index)=Data(78:end,3)./W_sample(i,1);
% Temperature
Temp.(index)= Data(78:end,2); %Temp in Kelvin;
% Calculate Temperature rate
d_T=[0.001; diff(Temp.(index))];
d_t=[0.001; diff(time.(index))];
T_Rate=d_T./d_t;
% Define peak border temperatures:
% Manually enter temperatures for the onset and end of the melting
% peaks for the different experiments, read out from the TA analysis
software
if i == 1
H_CT=find(Temp.(index)(:,1)>=245,1);
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T_Final=find(Temp.(index)(:,1)<=290.1,1,'last');
elseif i == 2
H_CT=find(Temp.(index)(:,1)>=243.6,1);
T_Final=find(Temp.(index)(:,1)<=287.4,1,'last');
elseif i == 3
H_CT=find(Temp.(index)(:,1)>=239.1,1);
T_Final=find(Temp.(index)(:,1)<=286.1,1,'last');
elseif i == 4
H_CT=find(Temp.(index)(:,1)>=238.1,1);
T_Final=find(Temp.(index)(:,1)<=289.8,1,'last');
elseif i == 5
H_CT=find(Temp.(index)(:,1)>=243.2,1);
T_Final=find(Temp.(index)(:,1)<=291.9,1,'last');
elseif i == 6
H_CT=find(Temp.(index)(:,1)>=236.6,1);
T_Final=find(Temp.(index)(:,1)<=292.6,1,'last');
end
%Melt onset temperature
Melt_O_Temp(i,1)=Temp.(index)(H_CT,1);
% Create bottom line to integrate
time_bottom=time.(index)(H_CT:T_Final,1);
temp_bottom=Temp.(index)(H_CT:T_Final,1);
% Heat Flux bottom line
HF_bottom=linspace(HF.(index)(H_CT,1),HF.(index)(T_Final,1),(T_FinalH_CT+1))';
% Substract the heat flow curve from the baseline (edothermic: down)
Y_HF=HF_bottom(:,1)-HF.(index)(H_CT:T_Final,1);
%Divide through rate to get dH/dT
Y_HF_T = Y_HF/T_rate(i)*60;
t_integrate=time.(index)(H_CT:T_Final,1);
% Calculate total heat of melting (endothermic: positive)
L_H_M.(index)=trapz(temp_bottom(:,1),Y_HF_T(:,1));
% Calculate the evolution of the crystallization
int_period=length(Y_HF_T);
dT_DOM=diff(temp_bottom);
% Initial degree of melting
DOM_T.(index)(1,1)=0;
%Get peak melting temperature
[~,Ind]=min(HF.(index)(H_CT:T_Final,1));
peak_melting_temp(i) = temp_bottom(Ind);
for i2=1:(int_period-1)
% Integrate
DOM_T.(index)(i2+1,1)=DOM_T.(index)(i2,1)+((dT_DOM(i2,1)*((Y_HF_T(i2,1)+Y_HF
_T(i2+1,1))/2))/L_H_M.(index));
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end
%%
%%***********************************************************************%%
% Plot integration area and heat flow curves
%%***********************************************************************%%

C.T

% Plot the curve with the integration area and max temperatures
figure (i);
subplot(1,2,1)
plot(Temp.(index)(H_CT,1),HF.(index)(H_CT,1),'b*',...
%Onset of

Temp.(index)(T_Final,1),HF.(index)(T_Final,1),'r*',...
%End of C
temp_bottom(:,1),HF_bottom(:,1),'--r',...
%bottom
integration line
Temp.(index)(:,1), HF.(index)(:,1),'b');
xlabel('Temperature (C)');
ylabel('Heat Flow (W/g)');
title(sprintf('Melting at %d C/min',T_rate(i,1)));
legend(sprintf('Onset of Melting T = %d
C',round(Temp.(index)(H_CT,1))),...
sprintf('End of Melting T = %d
C',round(Temp.(index)(T_Final,1))),...
sprintf('Latent Heat of Melting = %d J/g',L_H_M.(index)));
subplot(1,2,2)
plot(time.(index)(H_CT,1),HF.(index)(H_CT,1),'k*',...

%Onset of

C.T
time.(index)(T_Final,1),HF.(index)(T_Final,1),'k*',...
%End of C
time_bottom(:,1),HF_bottom(:,1),'--r',...
%bottom
integration line
time.(index)(:,1), HF.(index)(:,1),'b');
xlabel('Time (s)');
ylabel('Heat Flow (W/g)');
title(sprintf('Melting at %d C/min',T_rate(i,1)));
legend(sprintf('Onset of Melting = %d
s',round(time.(index)(H_CT,1))),...
sprintf('End of Melting = %d
s',round(time.(index)(T_Final,1))),...
sprintf('Crystallization time = %d
s',round(time.(index)(T_Final,1)-time.(index)(H_CT,1))));
%%***********************************************************************%%
% Plot degree of Crystallinity as a function of t and T
%%***********************************************************************%%
figure(L+i)
subplot(1,2,1)
plot(time.(index)(H_CT:T_Final,1),DOM_T.(index)(:,1),'b');
xlabel('Time (s)');
ylabel('Degree of Melting');
title(sprintf('Melting at %d C/min',T_rate(i,1)));
subplot(1,2,2)
plot(Temp.(index)(H_CT:T_Final,1),DOM_T.(index)(:,1),'b');
xlabel('Temperature (C)');
ylabel('Degree of Melting');
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title(sprintf('Melting at %d C/min',T_rate(i,1)));

end

% Extract time and temperature for fitting the data
fit_time_melting.(index) = time.(index)(H_CT:T_Final,1);
fit_temperature_melting.(index) = Temp.(index)(H_CT:T_Final,1);
fit_melting.(index) = DOM_T.(index)(:,1);

Table B-5: Matlab© script and functions to conduct the fitting process of the melting model by
Greco and Maffezzoli [93] based on the experimental data
% Script to fit a melting model to experimental curves of the degree of
% melting for different heating rates
% Fall 2016, Bastian Brenken, Purdue University
% Iteration counter for optimization runs
length_iter = 1;
% Define soluition data array
sol_array_melting_stat = cell(length_iter,3);
% Temperature cooling rates in C/min
T_rate = [10;30;50;70;90;110];
% Define data cell
data_comp = cell(1,length(T_rate)*3);
% Define target size of the vectors of experimental data
data_size = 100;
% Define first cooling rate considered for the optimization (if lower
% rates are intended to be left out)
start_rate = 1;
% Define Peak melting temperatures in K
peak_temps_K = peak_melting_temp+273.15;
%Compute average peak temperature
T_ave = sum(peak_temps_K)/length(peak_temps_K);
for n=start_rate:length(T_rate)
index = sprintf('Rate%d',n);
vec1 = fit_time_melting.(index)(:,1)-fit_time_melting.(index)(1,1);
vec2 = fit_temperature_melting.(index)(:,1)+273.15-(peak_temps_K(n)T_ave); % temp in K;
% shift temp data to average melting peak temp to still describe the
% original shape of the endothermic peak with respect to this
% temperature
vec3 = fit_DOC_melting.(index)(:,1);
cutdownparam.(index) = round(length(vec1)/data_size);
% Cut down the length of each input data vector
vec1 = vec1(1:cutdownparam.(index):length(vec1));
vec2 = vec2(1:cutdownparam.(index):length(vec2));
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vec3 = vec3(1:cutdownparam.(index):length(vec3));
%Define array for fitting function
data.(index)(:,1) = vec1;
data_comp{(n-start_rate)*3+1}=vec1;
data.(index)(:,2) = vec2;
data_comp{(n-start_rate)*3+2}= vec2;
data.(index)(:,3) = vec3;
data_comp{(n-start_rate)*3+3}= vec3;
end
%
temp_sol = cell(length_iter,1);
temp_error = cell(length_iter,1);
temp_exitflag = cell(length_iter,1);
for m=1:length_iter
% Define upper and lower bounds
lb = [0, 0];
ub = [50, 50];
options =
gaoptimset('Display','iter','CreationFcn',{@gacreationuniform},'PopInitRange
',[0 0;50 50],'UseParallel',true,...
'Generations',500,'StallGenLimit',200,
'SelectionFcn',{@selectionroulette},'PopulationSize',200);
[temp_sol{m},~, temp_exitflag{m},~] =
ga(@(p)errorfun_all_rates_global_melting_stat(p,data_comp,start_rate,T_ave),
2 , [], [], [], [], lb, ub,[],options);
temp_error{m} =
errorfun_all_rates_global_melting_stat(temp_sol{m},data_comp,start_rate,T_av
e);
end
sol_array_melting_stat{1} = temp_error{1};
sol_array_melting_stat{2} = temp_sol{1};
sol_array_melting_stat{3} = temp_exitflag{1};
%%***********************************************************************%%
% Function errorfun_all_rates_global_melting_stat
defining the total error to minimize in the optimization process
%%***********************************************************************%%
function [err] = errorfun_all_rates_global_melting_stat(param,
data_comp,start_rate,T_ave)
error = zeros(6,1);
parfor n=start_rate:6
x2 = data_comp{(n-start_rate)*3+2};
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yd = data_comp{(n-start_rate)*3+3};
N = length(x2);
for i = 1:N
error(n) = error(n) + (yd(i) –
fun_global_melting_stat(x2(i),param,T_ave))^2;
end
end
err = sum(error);
end
%%***********************************************************************%%
% Function fun_global_melting_stat to define the degree of melting based on
the statistical, temperature dependent melting model from Greco and
Maffezzoli
%%***********************************************************************%%
function [y] = fun_non_iso_global_melting_stat(x2,param,T_ave)
k_mb = param(1);
d = param(2);
Tc=T_ave;
y = (1+(d-1)*exp(-k_mb*(x2-Tc)))^(1/1-d);
end
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Table B-6: Matlab© script to read in TTS data from the DMA experiment and make it available
for the fitting process
%
%
%
%
%
%
%
%

Read in DMA data and make it accessible for analysis in Matlab
Also, this script determines the TTS master curve
Spring 2017, Bastian Brenken, Purdue University
This is an example script for the analysis of the E1 sample presented
in this thesis. Values/Names need to be adapted for other experimental
data

clc
clear all
close all
% Read in TTS data from excel file, generated from the TTS result text file
% from the DMA Q800 software from TA
fileName = 'TTS_output.xlsx';
Data = xlsread(fileName, 1, 'A:F');
dataStart = 53;
Data = Data(dataStart:end,:);
%% Make the data accessible in different structure arrays
start_idx = 2;
end_idx = 1;
Temp = 30;
Temp_incr = 10;
for k=1:length(Data)-1
if Data(k+1,2)>Data(k,2)+5
end_idx = k;
index=sprintf('Temp%d',Temp);
time.(index) = Data(start_idx:end_idx,4).*60;
log_time.(index) = log10(Data(start_idx:end_idx,4).*60);
modulus.(index) = Data(start_idx:end_idx,3);
log_mod.(index) = log10(Data(start_idx:end_idx,3));
displacement.(index) = Data(start_idx:end_idx,5);
force.(index) = Data(start_idx:end_idx,6);
start_idx = k+2;
Temp = Temp+Temp_incr;
elseif k == length(Data)-1
end_idx = k+1;
index=sprintf('Temp%d',Temp);
time.(index) = Data(start_idx:end_idx,4).*60;
log_time.(index) = log10(Data(start_idx:end_idx,4).*60);
modulus.(index) = Data(start_idx:end_idx,3);
log_mod.(index) = log10(Data(start_idx:end_idx,3));
displacement.(index) = Data(start_idx:end_idx,5);
force.(index) = Data(start_idx:end_idx,6);
end
end
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%% Plot data
close all
% Log time vs. real modulus
figure(2);
grid
plot(log_time.Temp30(:,1), modulus.Temp30(:,1),'k',...
log_time.Temp40(:,1), modulus.Temp40(:,1),'--k',...
log_time.Temp50(:,1), modulus.Temp50(:,1),'-.k',...
log_time.Temp60(:,1), modulus.Temp60(:,1),':k',...
log_time.Temp70(:,1), modulus.Temp70(:,1),'b',...
log_time.Temp80(:,1), modulus.Temp80(:,1),'--b',...
log_time.Temp90(:,1), modulus.Temp90(:,1),'-.b',...
log_time.Temp100(:,1), modulus.Temp100(:,1),':b',...
log_time.Temp110(:,1), modulus.Temp110(:,1),'r',...
log_time.Temp120(:,1), modulus.Temp120(:,1),'--r',...
log_time.Temp130(:,1), modulus.Temp130(:,1),'-.r',...
log_time.Temp140(:,1), modulus.Temp140(:,1),':r',...
log_time.Temp150(:,1), modulus.Temp150(:,1),'c',...
log_time.Temp160(:,1), modulus.Temp160(:,1),'--c',...
log_time.Temp170(:,1), modulus.Temp170(:,1),'-.c',...
log_time.Temp180(:,1), modulus.Temp180(:,1),':c',...
log_time.Temp190(:,1), modulus.Temp190(:,1),'g',...
log_time.Temp200(:,1), modulus.Temp200(:,1),'--g',...
log_time.Temp210(:,1), modulus.Temp210(:,1),'-.g',...
log_time.Temp220(:,1), modulus.Temp220(:,1),':g',...
log_time.Temp230(:,1), modulus.Temp230(:,1),'m',...
log_time.Temp240(:,1), modulus.Temp240(:,1),'--m',...
log_time.Temp250(:,1), modulus.Temp250(:,1),'-.m','linewidth',1);
xlabel('Log Time (s)');
ylabel('Modulus (MPa)');
title('Relaxation Modulus vs. Log Time')
legend('30C','40C','50C','60C','70C','80C','90C','100C','110C','120C','130C'
,'140C','150C','160C','170C','180C','190C','200C','210C','220C','230C','240C
','250C');
% Log time vs. log modulus
figure(3);
grid
plot(log_time.Temp30(:,1), log_mod.Temp30(:,1),'k',...
log_time.Temp40(:,1), log_mod.Temp40(:,1),'--k',...
log_time.Temp50(:,1), log_mod.Temp50(:,1),'-.k',...
log_time.Temp60(:,1), log_mod.Temp60(:,1),':k',...
log_time.Temp70(:,1), log_mod.Temp70(:,1),'b',...
log_time.Temp80(:,1), log_mod.Temp80(:,1),'--b',...
log_time.Temp90(:,1), log_mod.Temp90(:,1),'-.b',...
log_time.Temp100(:,1), log_mod.Temp100(:,1),':b',...
log_time.Temp110(:,1), log_mod.Temp110(:,1),'r',...
log_time.Temp120(:,1), log_mod.Temp120(:,1),'--r',...
log_time.Temp130(:,1), log_mod.Temp130(:,1),'-.r',...
log_time.Temp140(:,1), log_mod.Temp140(:,1),':r',...
log_time.Temp150(:,1), log_mod.Temp150(:,1),'c',...
log_time.Temp160(:,1), log_mod.Temp160(:,1),'--c',...
log_time.Temp170(:,1), log_mod.Temp170(:,1),'-.c',...
log_time.Temp180(:,1), log_mod.Temp180(:,1),':c',...
log_time.Temp190(:,1), log_mod.Temp190(:,1),'g',...
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log_time.Temp200(:,1),
log_time.Temp210(:,1),
log_time.Temp220(:,1),
log_time.Temp230(:,1),
log_time.Temp240(:,1),
log_time.Temp250(:,1),

log_mod.Temp200(:,1),'--g',...
log_mod.Temp210(:,1),'-.g',...
log_mod.Temp220(:,1),':g',...
log_mod.Temp230(:,1),'m',...
log_mod.Temp240(:,1),'--m',...
log_mod.Temp250(:,1),'-.m','linewidth',1);

xlabel('Log Time (s)');
ylabel('Log Modulus (MPa)');
title('Log Relaxation Modulus vs. Log Time')
legend('30C','40C','50C','60C','70C','80C','90C','100C','110C','120C','130C'
,'140C','150C','160C','170C','180C','190C','200C','210C','220C','230C','240C
','250C');
%% Time-Temperature shift
temp =
[30,40,50,60,70,80,90,100,110,120,130,140,150,160,170,180,190,200,210,220,23
0,240,250];
% Copy in shift factors from Rheology Advantage Data Analysis© from TA
Instruments©
shift_factors_TA = [8.379 7.044 6.249 5.464 4.528 3.17 1.587 0 -1.484 -2.657
-3.791 -4.709 -5.537 -6.322 -7.095 -7.892 -8.794 -9.746 -10.54 -11.22 -11.91
-12.61 -13.58]’;
shifted_data_TA = cell(length(shift_factors_TA),4);
% Generate shifted plot with TA shift factors
for k=1:23
index = sprintf('Temp%d',30+(k-1)*10);
shifted_data_TA{k,1} = temp(k);
shifted_data_TA{k,4} = shift_factors_TA(k);
shifted_data_TA{k,2} = log_time.(index)(:,1)-shift_factors_TA(k);
shifted_data_TA{k,3} = log_mod.(index)(:,1);
end
%% Combine data for fitting
% Artificially extend data at low temperatures (assume constant modulus)
% This needs to be changed/adapted to the actual experimental data
fit_time = 10.^(linspace(-10,-8.5,20))';
fit_mod = ones(20,1)*2.47e4;
for k=1:length(shifted_data_TA)
fit_time = [fit_time; 10.^(shifted_data_TA{k,2})];
fit_mod = [fit_mod; 10.^(shifted_data_TA{k,3})];
end
% Plot total shifted data
figure
hold on
grid
for g = 1:23
plot(log10(fit_time),fit_mod,'kx');
end
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Table B-7: Matlab© code and function to fit a Prony series model to the TTS master curves
% Code for fitting the master curves utilizing the local minimization
% function lsqcurvefit.
%
% Spring 2017, Bastian Brenken, Purdue University
% Define the bounds for the fitting parameters (relaxed and unrelaxed
% modulus components
P_Min = [2000,zeros(1,27)];
P_Max = ones(1,28)*Inf;
% Define first guess for the local optimization
P_Guess = ones(1,28)*2000;
% Define the fitting options
options = optimoptions('lsqcurvefit', 'MaxFunEvals',
100000,'MaxIter',40000,'Display','off','TolX',1e-12,'TolFun',1e9,'TolPCG',1e-9);
% Run the lsqcurvefit algorithm
[P,RESNORM,RESIDUAL,EXITFLAG,OUTPUT] =
lsqcurvefit(@fit_fun,P_Guess,fit_time,fit_mod,P_Min,P_Max,options);
%Plot the results
figure
grid
hold on
plot(log10(fit_time),fit_mod,'o')
x = logspace(-10,20,1000);
plot(log10(x),fit_fun(P,x),'LineWidth',2)
plot(log10(fit_time),RESIDUAL,'r.')
plot([-10 20],[0 0])
%%***********************************************************************%%
% Function fit_fun to define the the Prony series type model. In this
function, the range of relaxation times is defined based on the TTS data
%%***********************************************************************%%
function y = fit_fun(P,x ) % Parameters P, data x
% Define the relaxed modulus part as fixed
y = P(1);
count = 0;
% Define range of predefined relaxation times
for k = -8:1:18
count = count+1;
trel(count) = 10^(k);
end
% Compute the value of the prony series, summing the components in a
% for-loop
for k = 1:27
y = y + P(k+1).*exp(-x./trel(k));
end
end
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Table B-8: Matlab© script to compute the master curves for the stiffness matrix components for
an orthotropic material description. Additionally, a text file is written in the required format for
the Abaqus© input file.
%
%
%
%
%
%

Script to compute the stiffness tensor components based on the
experimental modulus data.
Also, a text file is written as part of an Abaqus input file for the
input of the viscoelastic material properties
Spring 2017, Bastian Brenken, Purdue University

%clear all
close all
clc
%-------------------------------------------------------------------------% Input parameters
%-------------------------------------------------------------------------% Fitted model for modulus E1
% (E_inf plus 29 elements with rel times from 10^-10 until 10^18)
E1_Prony = [2000.00 0.0 0.0 55.42
136.66 124.17 265.76 352.66 596.59
961.17 1463.36 1596.72 1742.90 1532.26 1542.25 1295.03 1108.78 792.81
718.04 618.94 594.97 583.92 685.03 768.91 733.38 738.94 692.65
646.33 922.59 1435.51];
E1_0 = 2.47e04; % MPa
% Fitted model for modulus E2
% (E_inf plus 29 elements with rel times from 10^-10 until 10^18)
E2_Prony = [250.00 9.71
42.21
42.37
75.80
71.18
114.70 172.15
272.23 338.88 483.58 444.75 476.15 355.25 371.95 274.61 254.63
168.35 163.32 143.21 132.60 127.78 144.95 144.62 125.64 120.18
110.37 153.22 281.83 0.0];
E2_0 = 5865; % MPa
E2_Prony_rel = E2_Prony/E2_0;
% Assumption for E3 (slightly higher than neat PPS modulus of 4.2 GPa,
% estimated based on the experimental results from the relaxation tests and
% ratios between the moduli from micromechanics)
E3_0 = 4500; % MPa
% Shear
G12_0 =
G13_0 =
G23_0 =

moduli from Micromechanics
3150; % MPa
2510; % MPa
1500; % MPa

% Define time
t = logspace(-13,18,3300);
% Define range for ralaxation times in prony series in log space
startTime = -10;
stepTime = 1;
endTime = 18;
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%--------------------------------------------------------------------------% Computation and plotting
%--------------------------------------------------------------------------% Define vectors for the computation
E1 = zeros(length(t),1);
E2 = zeros(length(t),1);
E3 = zeros(length(t),1);
G12 = zeros(length(t),1);
G13 = zeros(length(t),1);
G23 = zeros(length(t),1);
nu21 = zeros(length(t),1);
nu31 = zeros(length(t),1);
nu32 = zeros(length(t),1);
denom = zeros(length(t),1);
% Stiffness tensor factors
f11 = zeros(length(t),1);
f11_denom = zeros(length(t),1);
f22 = zeros(length(t),1);
f33 = zeros(length(t),1);
f12_E1 = zeros(length(t),1);
f12_E2 = zeros(length(t),1);
f13_E1 = zeros(length(t),1);
f13_E3 = zeros(length(t),1);
f23_E2 = zeros(length(t),1);
f23_E3 = zeros(length(t),1);
% Stiffness tensor components
C11 = zeros(length(t),1);
C22 = zeros(length(t),1);
C33 = zeros(length(t),1);
C44 = zeros(length(t),1);
C55 = zeros(length(t),1);
C66 = zeros(length(t),1);
C12_E1 = zeros(length(t),1);
C12_E2 = zeros(length(t),1);
C13_E1 = zeros(length(t),1);
C13_E3 = zeros(length(t),1);
C23_E2 = zeros(length(t),1);
C23_E3 = zeros(length(t),1);
for m = 1:length(t)
time = t(m);
% Assume linearly varying Poisson's ratio
time_log = log10(t(m));
% Compute major Possion's ratios based on linear relationships from
% micromechanics study
nu12 = -0.0012*time_log+0.2927;
nu13 = 0.005*time_log+0.3849;
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nu23 = 0.0004*time_log+0.4175;
%Compute the moduli for the different times
% E1
count1 = 0;
for k = startTime:stepTime:endTime
count1 = count1+1;
trel1(count1) = 10^(k);
end
E1_temp=E1_Prony(1);
for k = 1:length(E1_Prony)-1
E1_temp = E1_temp + E1_Prony(k+1)*exp(-time/trel1(k));
end
E1(m) = E1_temp;
%E2
count2 = 0;
for k = startTime:stepTime:endTime
count2 = count2+1;
trel2(count2) = 10^(k);
end
E2_temp=E2_Prony(1);
for k = 1:length(E2_Prony)-1
E2_temp = E2_temp + E2_Prony(k+1)*exp(-time/trel2(k));
end
E2(m) = E2_temp;
%E3
E3_rel=E2_Prony_rel(1);
for k = 1:length(E2_Prony)-1
E3_rel = E3_rel + E2_Prony_rel(k+1)*exp(-time/trel2(k));
end
E3(m) = E3_rel*E3_0;
%G12
G12(m) = E3_rel*G12_0;
G13(m) = E3_rel*G13_0;
G23(m) = E3_rel*G23_0;
C44(m) = G12(m);
C55(m) = G13(m);
C66(m) = G23(m);
% Compute stiffness tensor factors dependent on Poisson's ratios
denom(m) = (1-(E2(m)/E1(m))*nu12^2-(E3(m)/E2(m))*nu23^2(E3(m)/E1(m))*nu13^2-2*(E2(m)/E1(m))*nu12*(E3(m)/E2(m))*nu23*nu13);
%f11
f11(m) = (1-(E3(m)/E2(m))*nu23^2)/denom(m);
%f22
f22(m) = (1-(E3(m)/E1(m))*nu13^2)/denom(m);
%f33
f33(m) = (1-(E2(m)/E1(m))*nu12^2)/denom(m);
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%f12
f12_E1(m) = ((E2(m)/E1(m))*nu12+(E3(m)/E1(m))*nu13*nu23)/denom(m);
f12_E2(m) = (nu12+nu13*(E3(m)/E2(m))*nu23)/denom(m);
%f13
f13_E1(m) =
((E3(m)/E1(m))*nu13+(E2(m)/E1(m))*nu12*(E3(m)/E2(m))*nu23)/denom(m);
f13_E3(m) = (nu13+nu12*nu23)/denom(m);
%f23
f23_E2(m) = ((E3(m)/E2(m))*nu23+(E3(m)/E1(m))*nu13*nu12)/denom(m);
f23_E3(m) = (nu23+(E2(m)/E1(m))*nu12*nu13)/denom(m);
% Stiffness tensor components
%C11
C11(m)=E1(m)*f11(m);
%C22
C22(m)=E2(m)*f22(m);
%C33
C33(m)=E3(m)*f33(m);
%C12
C12_E1(m) = E1(m)*f12_E1(m);
C12_E2(m) = E2(m)*f12_E2(m);
%C13
C13_E1(m) = E1(m)*f13_E1(m);
C13_E3(m) = E3(m)*f13_E3(m);
%C23
C23_E2(m) = E2(m)*f23_E2(m);
C23_E3(m) = E3(m)*f23_E3(m);

end

nu21(m) = (E2(m)/E1(m))*nu12;
nu31(m) = (E3(m)/E1(m))*nu13;
nu32(m) = (E3(m)/E2(m))*nu23;
averg_f11 = sum(f11)/length(f11);
averg_f22 = sum(f22)/length(f22);
averg_f33 = sum(f33)/length(f33);
averg_f12_E2 = sum(f12_E2)/length(f12_E2);
averg_f13_E3 = sum(f13_E3)/length(f13_E3);
averg_f23_E3 = sum(f23_E3)/length(f23_E3);
%%
%----------------------------------------------------------------------% Plots
%----------------------------------------------------------------------figure
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hold on
grid
title('Moduli vs. log reduced time')
plot(log10(t),E1);
plot(log10(t),E2);
plot(log10(t),E3);
legend('E1','E2','E3');
figure
hold on
grid
title('Ratios of moduli vs. log reduced time')
plot(log10(t),E2./E1);
plot(log10(t),E3./E2);
plot(log10(t),E3./E1);
legend('E2/E1','E3/E2','E3/E1');
figure
hold on
grid
title('Computed Poissons ratios vs. log reduced time')
plot(log10(t),nu21);
plot(log10(t),nu31);
legend('nu21','nu31');
%%
figure
hold on
grid
%title(' Diagonal Stiffness tensor factors vs. log reduced time')
plot(log10(t),f11,'k', 'Linewidth',2);
plot([-13 18],[averg_f11 averg_f11],'--k', 'Linewidth',2);
plot(log10(t),f22,'r','Linewidth',2);
plot([-13 18],[averg_f22 averg_f22],'--r','Linewidth',2);
plot(log10(t),f33,'b','Linewidth',2);
plot([-13 18],[averg_f33 averg_f33],'--b','Linewidth',2);
legend('f_{11}','f_{11} - avg','f_{22}','f_{22} - avg','f_{33}','f_{33} avg');
set(gca,'fontsize',18)
xlabel('log(t), t in seconds')
ylabel('Stiffness factors')
%%
figure
hold on
grid
title('Off axis Stiffness tensor factors vs. log reduced time')
plot(log10(t),f12_E2,'k');
plot([-13 16],[averg_f12_E2 averg_f12_E2],'--k');
plot(log10(t),f13_E3,'r');
plot([-13 16],[averg_f13_E3 averg_f13_E3],'--r');
plot(log10(t),f23_E3,'b');
plot([-13 16],[averg_f23_E3 averg_f23_E3],'--b');
legend('f12','f12_avg','f13','f13_avg','f23','f23_avg');
figure
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hold on
grid
title('Errors of stiffness tensor factors with assumption of constant value
vs. log reduced time')
plot(log10(t),(f11-averg_f11)/averg_f11*100,'k');
plot(log10(t),(f22-averg_f22)/averg_f22*100,'r');
plot(log10(t),(f33-averg_f33)/averg_f33*100,'b');
legend('error_f11','error_f22','error_f33');
figure
hold on
grid
title('Errors of off axis stiffness tensor factors with assumption of
constant value vs. log reduced time')
plot(log10(t),(f12_E2-averg_f12_E2)/averg_f12_E2*100,'k');
plot(log10(t),(f13_E3-averg_f13_E3)/averg_f13_E3*100,'r');
plot(log10(t),(f23_E3-averg_f23_E3)/averg_f23_E3*100,'b');
legend('error_f12','error_f13','error_f23');
%% Plot the master curves of all resulting stiffness matrix components
figure
hold on
grid
%title('Comparison of real vs. estimated stiffness tensor components')
plot(log10(t),E1.*averg_f11,'k', 'Linewidth',2);
plot(log10(t),E2.*averg_f22,'r', 'Linewidth',2);
plot(log10(t),E3.*averg_f33,'b', 'Linewidth',2);
plot(log10(t),C44,'g', 'Linewidth',2);
plot(log10(t),C55,'c', 'Linewidth',2);
plot(log10(t),C66,'m', 'Linewidth',2);
plot(log10(t),E2.*averg_f12_E2,'--k', 'Linewidth',2);
plot(log10(t),E3.*averg_f13_E3,'--r', 'Linewidth',2);
plot(log10(t),E3.*averg_f23_E3,'--b', 'Linewidth',2);
legend('C_{11}','C_{22}','C_{33}','C_{44} = G_{12}','C_{55} =
G_{13}','C_{66} = G_{23}','C_{12}','C_{13}','C_{23}');
set(gca,'fontsize',18)
xlabel('log(t), t in seconds')
ylabel('Stiffness matrix components in MPa')
%%
figure
hold on
grid
%title('Comparison of real vs. estimated stiffness tensor components')
plot(log10(t),C11,'k', 'Linewidth',2);
plot(log10(t),E1.*averg_f11,'--k', 'Linewidth',2);
plot(log10(t),C22,'r', 'Linewidth',2);
plot(log10(t),E2.*averg_f22,'--r', 'Linewidth',2);
plot(log10(t),C33,'b', 'Linewidth',2);
plot(log10(t),E3.*averg_f33,'--b', 'Linewidth',2);
legend('C11','C11-approx', 'C22','C22-approx','C33','C33-approx');
set(gca,'fontsize',18)
xlabel('log(t), t in seconds')
ylabel('Stiffness matrix components in MPa')
%%
figure
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hold on
grid
title('Comparison of real vs. estimated stiffness tensor components')
plot(log10(t),C22,'k');
plot(log10(t),E2.*averg_f22,'--k');
legend('C22','C22-approx');
figure
hold on
grid
title('Comparison of real vs. estimated stiffness tensor components')
plot(log10(t),C23_E3,'k');
plot(log10(t),E3.*averg_f23_E3,'--k');
legend('C23','C23-approx');
figure
hold on
grid
title('Off-Diagonal Stiffness tensor components vs. log reduced time')
plot(log10(t),C12_E1,'b');
plot(log10(t),C12_E2,'--k');
plot(log10(t),C13_E1,'r');
plot(log10(t),C13_E3,'-.k');
plot(log10(t),C23_E2,'c');
plot(log10(t),C23_E3,':k');
legend('C12-E1','C12-E2','C13-E1','C13-E3','C23-E2','C23-E3');
figure
hold on
grid
title('Stiffness tensor components vs. log reduced time')
plot(log10(t),C11,'k');
plot(log10(t),C22,'b');
plot(log10(t),C33,'r');
plot(log10(t),C12_E1,'c');
plot(log10(t),C13_E1,'m');
plot(log10(t),C23_E2,'g');
legend('C11','C22','C33','C12','C13','C23');
%--------------------------------------------------------------------------% Determine Prony coefficients for Stiffness tensor components
%--------------------------------------------------------------------------% Define Prony series exponents for stiffness tensor components using
approximated stiffness tensor factors
% C11
C11_Prony = E1_Prony*averg_f11;
% C22
C22_Prony = E2_Prony*averg_f22;
% C33
C33_Prony = E2_Prony_rel*E3_0*averg_f33;
% C12
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C12_Prony = E2_Prony_rel*E2_0*averg_f12_E2;
% C13
C13_Prony = E2_Prony_rel*E3_0*averg_f13_E3;
% C23
C23_Prony = E2_Prony_rel*E3_0*averg_f23_E3;
% C44
C44_Prony = E2_Prony_rel*G12_0;
% C55
C55_Prony = E2_Prony_rel*G13_0;
% C66
C66_Prony = E2_Prony_rel*G23_0;
%% Write data to output file
% Include parameter from the WLF relationship
C1wlf = 49.15;
C2wlf = 406.2;
T0 = 373.15;
NMaxw = length(C11_Prony)-1;
% Include parameters to describe the assumed linear relationship for f(X)
fXslope = 1.1905;
fXintercept = 1e-04;
% Write array with relxation times
relTimes = zeros(1,length(NMaxw));
for k=1:NMaxw
relTimes(k) = 10^(startTime-1+k);
end
combined_output_data = [];
combined_output_data(1) = NMaxw;
combined_output_data(2) = C1wlf;
combined_output_data(3) = C2wlf;
combined_output_data(4) = T0;
combined_output_data(5) = fXslope;
combined_output_data(6) = fXintercept;
combined_output_data = [combined_output_data relTimes C11_Prony C22_Prony
C33_Prony C12_Prony C13_Prony C23_Prony C44_Prony C55_Prony C66_Prony];
fileID = fopen('matData_new_final.inp','w');
fprintf(fileID, '*User Material, type=Mechanical, constants=%d\n',
length(combined_output_data));
% Print data in lines of 8 entries
roundedLen = floor(length(combined_output_data)/8);
for k = 1:roundedLen
formatSpec = ' %e, %e, %e, %e, %e, %e, %e, %e\n';
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fprintf(fileID, formatSpec, combined_output_data((k-1)*8+1:k*8));
end
% Print rest of the data
restNo = (length(combined_output_data)/8-roundedLen)*8;
if restNo >0
for k=1:restNo
if k < restNo
fprintf(fileID, ' %e,', combined_output_data(roundedLen*8+k));
else
fprintf(fileID, ' %e', combined_output_data(roundedLen*8+k));
end
end
end
fclose(fileID);
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Table B-9: Matlab© script to analyze the shrinkage strain curves determined with the DIC/hot
stage experiment. The example code is provided to compute CTE definitions and the
crystallization shrinkage strain
%
%
%
%
%
%
%

Script to read in shrinkage strains observed in the DIC experiments,
smooth the data, compute the crystallization strains and CTE's in the
different directions and finally compare artificially generated curves
with the actual measured ones for validation of the proposed
implementation approach
Summer 2017, Bastian Brenken, Purdue University

clc
clear all
close all
% Read in data: to be added
% ----------------------------------------------------------------------% Section to read in data, either copied directly into the script or
imported from an Excel/text file.
% Smooth the data to reduce the noise in the experimental data
% Plot things (example)
% -------------------------------------------------------------------------%All Strain measurements combined (smoothed)
figure
plot(Temp_interpol_S23_No1,smooth(e3_S23_No1,15),'k','LineWidth', 2)
hold on
grid
plot(Temp_interpol_S23_No2,smooth(e3_S23_No2(1:length(Temp_interpol_S23_No2)
),15),'--k','LineWidth', 2)
plot(Temp_interpol_S23_No3,smooth(e3_S23_No3,15),'-.k','LineWidth', 2)
plot(Temp_interpol_S23_No1,smooth(e2_S23_No1,20),'b','LineWidth', 2)
plot(Temp_interpol_S23_No2,smooth(e2_S23_No2(1:length(Temp_interpol_S23_No2)
),20),'--b','LineWidth', 2)
plot(Temp_interpol_S23_No3,smooth(e2_S23_No3,20),'-.b','LineWidth', 2)
plot(Temp_interpol_S12_No1,smooth(e1_S12_No1,50),'r','LineWidth',2)
plot(Temp_interpol_S12_No2,smooth(e1_S12_No2,50),'--r','LineWidth', 2)
plot(Temp_interpol_S12_No4,smooth(e1_S12_No4,50),'-.r','LineWidth', 2)
xlabel('Temperature in °C')
ylabel('Strain')
%title('Measured shrinkages strains combined')
legend('e3-S23 No1', 'e3-S23 No2', 'e3-S23 No3', 'e2-S23 No1', 'e2-S23 No2',
'e2-S23 No3', 'e1-S12 No1', 'e1-S12 No2', 'e1-S12 No4')
set(gca,'fontsize',18)
axis([50 350 -0.05 0.005])
% Select regions (solid above and below Tg, molten) and generate fitting
functions to describe the data. Also, determine the crystallization
shrinkage strain based on the fits (example code for one sample & direction)
% ------------------------------------------------------------------------% Strains in 3-direction
% Sample S23 No1
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%Lower fit
fitData_e3_S23_No1 = smooth(e3_S23_No1,15);
% Find reasonable tamperature points to distinguish between the regions in
% the data
b_e3_1 = find(Temp_interpol_S23_No1<90,1);
a_e3_1 = find(Temp_interpol_S23_No1<225,1);
% Do fits
Sol_fit_e3_S23_No1 =
fit((Temp_interpol_S23_No1(a_e3_1:b_e3_1))',(fitData_e3_S23_No1(a_e3_1:b_e3_
1)),'poly2'); % Quadratic fit above Tg
Sol_fit2_e3_S23_No1 =
fit((Temp_interpol_S23_No1(b_e3_1:end))',(fitData_e3_S23_No1(b_e3_1:end)),'p
oly1'); % Linear fit below Tg
figure
plot(Temp_interpol_S23_No1,fitData_e3_S23_No1,'k','LineWidth', 2)
hold on
grid
plot(Temp_interpol_S23_No1(a_e3_1100:b_e3_1),Sol_fit_e3_S23_No1(Temp_interpol_S23_No1(a_e3_1100:b_e3_1)),'-.r','LineWidth', 2)
plot(Temp_interpol_S23_No1(b_e3_1:end),Sol_fit2_e3_S23_No1(Temp_interpol_S23
_No1(b_e3_1:end)),':r','LineWidth', 2)
% Upper fit (constrained fit to include specified point for better control
% of extrapolation in crystallization temperature range
c_e3_1 = find(Temp_interpol_S23_No1<300,1);
d_e3_1 = find(Temp_interpol_S23_No1<260,1);
%constrained point
x0 = 200;
y0 = -0.0170;
x = Temp_interpol_S23_No1(c_e3_1:d_e3_1)';
y = fitData_e3_S23_No1(c_e3_1:d_e3_1);
n=2;
V(:,n+1) = ones(length(x),1,class(x));
for j = n:-1:1
V(:,j) = x.*V(:,j+1);
end
A = [];
b = [];
Aeq = x0.^(n:-1:0);
beq = y0;
p_e3_S23_No1 = lsqlin(V, y, A, b, Aeq, beq);
clear V
Mol_fit_e3_S23_No1 = polyval(p_e3_S23_No1,
Temp_interpol_S23_No1(c_e3_1:d_e3_1+150)');
plot(Temp_interpol_S23_No1(c_e3_1:d_e3_1+150),Mol_fit_e3_S23_No1,'-r','LineWidth', 2)
%Find max slope during crystallization
[~,minChangeIdx_e3_1] = min(diff(fitData_e3_S23_No1(c_e3_1:end)));
line([Temp_interpol_S23_No1(c_e3_1+minChangeIdx_e3_1)
Temp_interpol_S23_No1(c_e3_1+minChangeIdx_e3_1)],[ -0.01 -0.03 ])
crystShr_e3_S23_No1 = polyval(p_e3_S23_No1,
Temp_interpol_S23_No1(c_e3_1+minChangeIdx_e3_1))Sol_fit_e3_S23_No1(Temp_interpol_S23_No1(c_e3_1+minChangeIdx_e3_1));
xlabel('Temperature in °C')
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ylabel('Strain')
set(gca,'fontsize',18)
legend('Strain Data e3 for sample S23-No1','Quadratic Fit above
T_g','Quadratic Fit for molten state');
% Compute the CTE based on the fitted functions as temperature dependent
ratios for the differential strains, divided by the corresponding
temperature increments
% ------------------------------------------------------------------------% Compute the CTE
CTE_e3_1_Mol =
diff(Mol_fit_e3_S23_No1)./diff(Temp_interpol_S23_No1(c_e3_1:d_e3_1+150)');
CTE_e3_1_Sol = diff(Sol_fit_e3_S23_No1(Temp_interpol_S23_No1(a_e3_1100:b_e3_1)))./diff(Temp_interpol_S23_No1(a_e3_1-100:b_e3_1)');
CTE_e3_1_Sol2 =
diff(Sol_fit2_e3_S23_No1(Temp_interpol_S23_No1(b_e3_1:end)))./diff(Temp_inte
rpol_S23_No1(b_e3_1:end)');
% Plot the results
figure
plot(Temp_interpol_S23_No1(a_e3_1-99:b_e3_1), CTE_e3_1_Sol*1e6, '--k');
hold on
grid
plot(Temp_interpol_S23_No1(b_e3_1:end-1), CTE_e3_1_Sol2*1e6, ':k',
'LineWidth',2);
plot(Temp_interpol_S23_No1(c_e3_1:d_e3_1+149), CTE_e3_1_Mol*1e6, '-.k',
'LineWidth',2);
xlabel('Temperature in °C')
ylabel('CTE \alpha_3 in 1e-6 in \mum/m°C')
set(gca,'fontsize',18)
% Reproduce strain curve for verification of the implementation by utilizing
independent DSC data from a non-isothermal experiment with the same cooling
rate as in the experiment
% ------------------------------------------------------------------------% Load crystallization curve data
load('sample_data_08-02-17.mat', 'X_5CperMin', 'Temp_5CperMin_Exp');
% Identify crystallization temperature range
temp_X_1Csteps = 196:1:252;
% Modify the data
X_1Csteps = interp1(Temp_5CperMin_Exp,X_5CperMin,temp_X_1Csteps);
X_1Csteps_rel = X_1Csteps/(max(X_1Csteps));
X_1Csteps_rel(end)=0; % overwrite NaN
% Plot crystallinity curve
figure
plot(temp_X_1Csteps,X_1Csteps_rel,'k','linewidth',2)
xlabel('Temperature in °C')
grid
ylabel('Relative crystallinity X_{rel}')
set(gca,'fontsize',18)
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legend('DSC experiment with 5°C/min cooling rate')

% 3-direction
% Fit descriptive functions to CTE's (based on the average CTE descriptions
% from all samples
CTE_e3_belowTg = (CTE_e3_1_Sol2(1)+CTE_e3_2_Sol2(1)+CTE_e3_3_Sol2(1))/3;
CTE_e3_aboveTg =
fit(Temp_interpol_S23_No1(Idx_T_e3_ave:b_e3_1)',Avg_CTE_e3_Sol,'poly1');
CTE_e3_Molten =
fit(Temp_interpol_S23_No1(c_e3_1:Idx_T_e3_ave)',Avg_CTE_e3_Mol,'poly1');
% Find the temperature to transition from one CTE definition to the other
% (molten to solid above Tg)
Idx_transX = find(X_1Csteps_rel<0.05,1);
Temp_halfX = temp_X_1Csteps(Idx_transX);
increm_strain_e3 = zeros(1,251);
accum_strain_e3 = zeros(1,251);
strain_val = 0;
temp = 300:-1:50;
% Compute the strain with a deltaT = -1, so just add the different negative
CTE at the different temperatures plus the crystallization strain
cryst_strain = -0.009;
for k = 300:-1:50
i = -k+301;
if k == 300
increm_strain_e3(i) = 0;
accum_strain_e3(i) = 0;
strain_val = 0;
elseif k > temp_X_1Csteps(end)
increm_strain_e3(i) = -1*CTE_e3_Molten(k);
strain_val = strain_val+increm_strain_e3(i);
accum_strain_e3(i) = strain_val;
elseif k >= Temp_halfX && k <= temp_X_1Csteps(end)
Idx = find(temp_X_1Csteps == k);
increm_strain_e3(i) = -1*CTE_e3_Molten(k);
strain_val = strain_val+increm_strain_e3(i);
accum_strain_e3(i) = strain_val+X_1Csteps_rel(Idx)*cryst_strain;
elseif k >= temp_X_1Csteps(1) && k < Temp_halfX
Idx = find(temp_X_1Csteps == k);
increm_strain_e3(i) = -1*CTE_e3_aboveTg(k);
strain_val = strain_val+increm_strain_e3(i);
accum_strain_e3(i) = strain_val+X_1Csteps_rel(Idx)*cryst_strain;
elseif k>90 && k < temp_X_1Csteps(1)
increm_strain_e3(i) = -1*CTE_e3_aboveTg(k);
strain_val = strain_val+increm_strain_e3(i);
accum_strain_e3(i) = strain_val+cryst_strain;
else
increm_strain_e3(i) = -1*CTE_e3_belowTg;
strain_val = strain_val+increm_strain_e3(i);
accum_strain_e3(i) = strain_val+cryst_strain;
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end
end
% Plot comparison of experimental curves and reproduced curve
figure
plot(temp,accum_strain_e3,'k','LineWidth', 3)
grid
hold on
plot(Temp_interpol_S23_No1(c_e3_1:end),e3_S23_No1_300C,'r','LineWidth', 2)
plot(Temp_interpol_S23_No2(c_e3_2:end),e3_S23_No2_300C,'b','LineWidth', 2)
plot(Temp_interpol_S23_No3(c_e3_3:end),e3_S23_No3_300C,'g','LineWidth', 2)
xlabel('Temperature in °C');
ylabel('Strain');
%title('Comparison of reproduced strain curve with actual measured ones for
3 direction')
legend('Reproduced curve', 'Measured Curve S23 No1', 'Measured Curve S23
No2', 'Measured Curve S23 No3')
set(gca,'fontsize',18)
% Obtain fitted functions for the CTE as a function of temperature in K for
the process simulations
% ------------------------------------------------------------------------% 3-direction
%Fit descriptive functions to CTE's (based on average CTE values for all
samples)
CTE_e3_belowTg_K = (CTE_e3_1_Sol2(1)+CTE_e3_2_Sol2(1)+CTE_e3_3_Sol2(1))/3;
CTE_e3_aboveTg_K =
fit(Temp_interpol_S23_No1(Idx_T_e3_ave:b_e3_1)'+273.15,Avg_CTE_e3_Sol,'poly1
');
CTE_e3_Molten_K =
fit(Temp_interpol_S23_No1(c_e3_1:Idx_T_e3_ave)'+273.15,Avg_CTE_e3_Mol,'poly1
');

304

REFERENCES

[1]

E. Barocio, B. Brenken, A. Favaloro, and R. B. Pipes, “Extrusion Deposition Additive
Manufacturing of Composite Molds for High-Temperature Applications,” in Proceedings
of the SAMPE (Society for the Advancement of Material and Process Engineering)
conference, 2017.

[2]

J. Hiermenz, “Stratasys Makes Four More Materials Compatible with Fortus 900mc 3D
Production

System,”

Stratasys,

Inc.,

2009.

[Online].

http://investors.stratasys.com/releasedetail.cfm?releaseid=599344.

[Accessed:

Available:
22-Sep-

2017].
[3]

Stratasys, “Fortus 900mc,” 2017. [Online]. Available: http://www.stratasys.com/3dprinters/fortus-900mc. [Accessed: 22-Sep-2017].

[4]

C. Duty, “Out of Bounds Additive Manufacturing,” Advanced Materials & Processes, ASM
International.

[Online].

Available:

http://web.ornl.gov/sci/manufacturing/docs/AM&P_March

2013_cvr_w-articles.pdf.

[Accessed: 22-Sep-2017].
[5]

L. J. Love, “Utility of big area additive manufacturing (BAAM) for the rapid manufacture
of customized electric vehicles,” Oak Ridge, TN, 2014.

[6]

B. Cabage, “ORNL, Cincinnati Incorporated sign additive manufacturing patent license
agreement,”

Oak

Ridge

National

Laboratory,

2016.

[Online].

Available:

https://www.ornl.gov/news/ornl-cincinnati-incorporated-sign-additive-manufacturingpatent-license-agreement. [Accessed: 22-Sep-2017].
[7]

Cincinnati Incorporated, “Big Area Additive Manufacturing,” 2017. [Online]. Available:
https://www.e-ci.com/baam/. [Accessed: 22-Sep-2017].

[8]

A. A. Hassen, R. Springfield, J. Lindahl, B. Post, L. Love, C. Duty, U. Vaidya, R. B. Pipes,
and V. Kunc, “The Durability of Large-Scale Additive Manufacturing Composite Molds,”
in CAMX (The Composite and Advanced Materials Expo) Conference Proceedings, 2016.

[9]

Cincinnati

Incorporated,

“BAAM-CI

Fact

Sheet,”

2016.

[Online].

Available:

http://wwwassets.e-ci.com/PDF/Products/baam-fact-sheet.pdf. [Accessed: 22-Sep-2017].

305
[10]

Thermowood Corporation, “LSAM - Large Scale Additive Manufacturing Specifications,”
2017. [Online]. Available: http://thermwood.com/lsam/lsam_specifications.htm. [Accessed:
22-Sep-2017].

[11] Thermwood Corporation, “Large Scale Additive Manufacturing,” 2017. [Online]. Available:
http://thermwood.com/lsam/lsam_main.htm. [Accessed: 22-Sep-2017].
[12]

Markforged,

“Composite

3D

Printing,”

2017.

[Online].

Available:

https://markforged.com/composites/. [Accessed: 24-Sep-2017].
[13] E. Barocio, B. Brenken, A. Favaloro, J. Ramirez, V. Kunc, and R. B. Pipes, “Fusion
Bonding Simulations of Semi-Crystalline Polymer Composites in the Extrusion Deposition
Additive Manufacturing Process,” in Proceedings of the ASC (American Society for
Composites) conference, 2017.
[14] L. J. Love, V. Kunc, O. Rios, C. E. Duty, A. M. Elliott, B. K. Post, R. J. Smith, and C. A.
Blue, “The importance of carbon fiber to polymer additive manufacturing,” J. Mater. Res.,
vol. 29, no. 17, pp. 1893–1898, 2014.
[15] A. Favaloro, B. Brenken, E. Barocio, N. DeNardo, and R. B. Pipes, “Microstructural
Modeling of Fiber Filled Polymers in Fused Filament Fabrication,” in Proceedings of the
SAMPE (Society for the Advancement of Material and Process Engineering) conference,
2016.
[16] N. M. DeNardo, “Additive Manufacturing of Carbon Fiber-Reinforced Thermoplastic
Composites,” Purdue University, 2016.
[17] A. Hassen, J. Lindahl, X. Chen, B. Post, L. Love, and V. Kunc, “Additive Mnufacturing of
Composite Tooling Using High Temperature Thermoplastic Materials,” in Proceedings of
the SAMPE (Society for the Advancement of Material and Process Engineering) conference,
2016.
[18] H. L. Tekinalp, V. Kunc, G. M. Velez-Garcia, C. E. Duty, L. J. Love, A. K. Naskar, C. A.
Blue, and S. Ozcan, “Highly oriented carbon fiber-polymer composites via additive
manufacturing,” Compos. Sci. Technol., vol. 105, pp. 144–150, 2014.
[19] W. Zhong, F. Li, Z. Zhang, L. Song, and Z. Li, “Short fiber reinforced composites for fused
deposition modeling,” Mater. Sci. Eng. A301, vol. 301, pp. 125–130, 2001.

306
[20] F. Ning, W. Cong, J. Qiu, J. Wei, and S. Wang, “Additive manufacturing of carbon fiber
reinforced thermoplastic composites using fused deposition modeling,” Compos. Part B
Eng., vol. 80, pp. 369–378, 2015.
[21]

C. Hill, K. Rowe, R. Bedsole, J. Earle, and V. Kunc, “Materials and Process Development
for Direct Digital Manufacturing of Vehicles,” in Proceedings of the SAMPE (Society for
the Advancement of Material and Process Engineering) conference, 2016.

[22] C. E. Duty, T. Drye, and A. Franc, “Material development for tooling applications using big
area additive manufacturing ( BAAM ),” ORNL Tech. Rep. ORNL/TM-2015/78, 2015.
[23] B. G. Compton and J. A. Lewis, “3D-printing of lightweight cellular composites,” Adv.
Mater., vol. 26, no. 34, pp. 5930–5935, 2014.
[24]

V. Kunc, “Advances and Challenges in Large Scale Polymer Additive Manufacturing,” 15th
SPE Automot. Compos. Conf. Novi, MI, 2015.

[25] A. R. T. Perez, D. A. Roberson, and R. B. Wicker, “Fracture surface analysis of 3D-printed
tensile specimens of novel ABS-based materials,” J. Fail. Anal. Prev., vol. 14, no. 3, pp.
343–353, 2014.
[26] O. S. Carneiro, A. F. Silva, and R. Gomes, “Fused deposition modeling with polypropylene,”
Mater. Des., vol. 83, pp. 768–776, 2015.
[27] C. Mahajan and D. Cormier, “3D Printing of Carbon Fiber Composites With Preferentially
Aligned Fibers,” Proc. 2015 Ind. Syst. Eng. Reserach Conf., pp. 2953–2963, 2015.
[28] C. E. Duty, V. Kunc, B. Compton, B. Post, D. Erdman, R. Smith, R. Lind, P. Lloyd, and L.
Love, “Structure and mechanical behavior of Big Area Additive Manufacturing (BAAM)
materials,” Rapid Prototyp. J., vol. 23, no. 1, pp. 181–189, 2017.
[29]

R. T. L. Ferreira, I. C. Amatte, T. A. Dutra, and D. Bürger, “Experimental characterization
and micrography of 3D printed PLA and PLA reinforced with short carbon fibers,” Compos.
Part B Eng., vol. 124, pp. 88–100, 2017.

[30] F. Ning, W. Cong, Y. Hu, and H. Wang, “Additive manufacturing of carbon fiber-reinforced
plastic composites using fused deposition modeling: Effects of process parameters on
tensile properties,” J. Compos. Mater., vol. 51, no. 4, pp. 451–462, 2017.

307
[31] J. P. Lewicki, J. N. Rodriguez, C. Zhu, M. A. Worsley, A. S. Wu, Y. Kanarska, J. D. Horn,
E. B. Duoss, J. M. Ortega, W. Elmer, R. Hensleigh, R. A. Fellini, and M. J. King, “3DPrinting of Meso-structurally Ordered Carbon Fiber/Polymer Composites with
Unprecedented Orthotropic Physical Properties,” Sci. Rep., vol. 7, no. December 2016, 2017.
[32]

R. W. Gray, D. G. Baird, and J. H. Bøhn, “Thermoplastic composites reinforced with long
fiber thermotropic liquid crystalline polymers for fused deposition modeling,” Polym.
Compos., vol. 19, no. 4, pp. 383–394, 1998.

[33]

R. W. Gray Iv, D. G. Baird, and J. H. Bøhn, “Effects of processing conditions on short
TLCP fiber reinforced FDM parts,” Rapid Prototyp. J., vol. 4, no. 4, pp. 14–25, 1998.

[34] M. L. Shofner, K. Lozano, F. J. Rodriguez-Macias, and E. V. Barrera, “NanofiberReinforced Polymers Prepared by Fused Deposition Modeling,” J. Appl. Polym. Sci., vol.
89, pp. 3081–3090, 2003.
[35] J. M. Gardner, G. Sauti, J.-W. Kim, R. J. Cano, R. A. Wincheski, and E. V. Barrera,
“Additive Manufacturing of Multifunctional Components Using High Density Carbon
Nanotube Yarn Filaments,” in Proceedings of the SAMPE (Society for the Advancement of
Material and Process Engineering) conference, 2016.
[36] M. L. Shofner, F. J. Rodríguez-Macías, R. Vaidyanathan, and E. V. Barrera, “Single wall
nanotube and vapor grown carbon fiber reinforced polymers processed by extrusion
freeform fabrication,” Compos. Part A Appl. Sci. Manuf., vol. 34, no. 12, pp. 1207–1217,
2003.
[37]

R. Matsuzaki, M. Ueda, M. Namiki, T.-K. Jeong, H. Asahara, K. Horiguchi, T. Nakamura,
A. Todoroki, and Y. Hirano, “Three-dimensional printing of continuous-fiber composites
by in-nozzle impregnation,” Sci. Rep., vol. 6, no. 1, 2016.

[38] Y. Koga, F. van der Klift, A. Todoroki, M. Ueda, Y. Hirano, and R. Matsuzaki, “The
Printing Process of 3D Printer for Continuous CFRTP,” in Proceedings of the SAMPE
(Society for the Advancement of Material and Process Engineering) conference, 2016.
[39]

F. Van Der Klift, Y. Koga, A. Todoroki, M. Ueda, Y. Hirano, and R. Matsuzaki, “3D
Printing of Continuous Carbon Fibre Reinforced Thermo-Plastic (CFRTP) Tensile Test
Specimens,” Open J. Compos. Mater., vol. 6, no. 1, pp. 18–27, 2016.

[40] N. Li, Y. Li, and S. Liu, “Rapid prototyping of continuous carbon fiber reinforced polylactic
acid composites by 3D printing,” J. Mater. Process. Technol., vol. 238, pp. 218–225, 2016.

308
[41] G. W. Melenka, B. K. O. Cheung, J. S. Schofield, M. R. Dawson, and J. P. Carey,
“Evaluation and prediction of the tensile properties of continuous fiber-reinforced 3D
printed structures,” Compos. Struct., vol. 153, pp. 866–875, 2016.
[42]

X. Tian, T. Liu, Q. Wang, A. Dilmurat, D. Li, and G. Ziegmann, “Recycling and
remanufacturing of 3D printed continuous carbon fiber reinforced PLA composites,” J.
Clean. Prod., vol. 142, pp. 1609–1618, 2017.

[43] X. Tian, T. Liu, C. Yang, Q. Wang, and D. Li, “Interface and performance of 3D printed
continuous carbon fiber reinforced PLA composites,” Compos. Part A Appl. Sci. Manuf.,
vol. 88, pp. 198–205, 2016.
[44]

P. Bettini, G. Alitta, G. Sala, and L. Di Landro, “Fused Deposition Technique for
Continuous Fiber Reinforced Thermoplastic,” J. Mater. Eng. Perform., vol. 26, no. 2, pp.
843–848, 2017.

[45]

A. N. Dickson, J. N. Barry, K. A. McDonnell, and D. P. Dowling, “Fabrication of
continuous carbon, glass and Kevlar fibre reinforced polymer composites using additive
manufacturing,” Addit. Manuf., vol. 16, pp. 146–152, 2017.

[46] C. Yang, X. Tian, T. Liu, Y. Cao, and D. Li, “3D printing for continuous fiber reinforced
thermoplastic composites: mechanism and performance,” Rapid Prototyp. J., vol. 23, no. 1,
pp. 209–215, 2017.
[47] E. A. Starke and J. T. Staley, “Application of Modern Aluminum Alloys to Aircraft,” Prog.
Aerosp. Sci., vol. 32, pp. 131–172, 1996.
[48] J. P. Thomas and J. F. Rodriguez, “Modeling the Fracture Strength Between FusedDeposition Extruded Roads,” Solid Free. Fabr. Proc., pp. 17–23, 2000.
[49] Q. Sun, G. M. Rizvi, C. T. Bellehumeur, and P. Gu, “Effect of processing conditions on the
bonding quality of FDM polymer filaments,” Rapid Prototyp. J., vol. 14, no. 2, pp. 72–80,
2008.
[50]

T. Z. Sudbury, R. Springfield, V. Kunc, and C. Duty, “An assessment of additive
manufactured molds for hand-laid fiber reinforced composites,” Int. J. Adv. Manuf. Technol.,
vol. 90, no. 5–8, pp. 1659–1664, 2017.

[51] V. Kunc, J. Lindahl, R. Dinwiddie, B. Post, L. Love, M. Matlack, R. L. Fahey, and A. A.
Hassen, “Investigation of In-Autoclave Additive Manufacturing Composite Tooling,” in
CAMX (The Composite and Advanced Materials Expo) Conference Proceedings, 2016.

309
[52] N. DeNardo, E. Barocio, B. Brenken, A. Favaloro, and R. B. Pipes, “Economics of
Composite Tooling Made Via Additive Manufacturing,” in Proceedings of the SAMPE
(Society for the Advancement of Material and Process Engineering) conference, 2016.
[53]

B. Brenken, A. Favaloro, E. Barocio, N. M. DeNardo, V. Kunc, and R. B. Pipes, “Fused
Deposition Modeling of Fiber-reinforced Thermoplastic Polymers: Past Progress and
Future Needs,” in Proceedings of the ASC (American Society for Composites) conference,
2016.

[54]

B. Brenken, E. Barocio, A. Favaloro, V. Kunc, and R. B. Pipes, “Fused Filament Fabrication
of Friber-Reinforced Polymers: A Review (submitted),” Addit. Manuf., 2017.

[55]

R. B. Pipes, J. W. S. Hearle, A. J. Beaussart, A. M. Sastry, and R. K. Okine, “A Constitutive
Relation for the Viscous Flow of an Oriented Fiber Assembly,” J. Compos. Mater., vol. 25,
pp. 1204–1217, 1991.

[56] C. Bellehumeur and L. Li, “Modeling of Bond Formation Between Polymer Filaments in
the Fused Deposition Modeling Process,” J. Manuf. Process., vol. 6, no. 2, pp. 170–178,
2004.
[57]

M. A. Yardimci and S. Güçeri, “Conceptual framework for the thermal process modelling
of fused deposition,” Rapid Prototyp. J., vol. 2, no. 2, pp. 26–31, 1996.

[58]

M. A. Yardimci, T. Hattori, S. I. Guceri, and S. C. Danforth, “Thermal Analysis of Fused
Deposition,” in Solid Freeform Fabrication Symposium Proceedings, 1997, pp. 689–698.

[59] L. Li, Q. Sun, C. T. Bellehumeur, and P. Gu, “Investigation of Bond Formation in FDM
Process,” in Solid Freeform Fabrication Symposium Proceedings, 2001.
[60] B. G. Compton, B. K. Post, C. E. Duty, L. Love, and V. Kunc, “Thermal analysis of additive
manufacturing of large-scale thermoplastic polymer composites,” Addit. Manuf., vol. 17,
pp. 77–86, 2017.
[61] S. F. Costa, F. M. Duarte, and J. A. Covas, “Towards modelling of Free Form Extrusion:
analytical solution of transient heat transfer,” Int. J. Mater. Form., vol. 1, no. SUPPL. 1, pp.
703–706, 2008.
[62] S. F. Costa, F. M. Duarte, and J. A. Covas, “Using MATLAB to Compute Heat Transfer in
Free Form Extrusion,” in Matlab - A ubiquitous tool for the practical engineer, Rijeka,
Croatia: InTech, 2011, pp. 453–474.

310
[63]

S. F. Costa, F. M. Duarte, and J. A. Covas, “Thermal conditions affecting heat transfer in
FDM/FFE: a contribution towards the numerical modelling of the process,” Virtual Phys.
Prototyp., vol. 10, no. 1, pp. 35–46, 2015.

[64] K. Pooladvand and C. Furlong, “Thermo-mechanical Investigation of Fused Deposition
Modeling by Computational and Experimental Methods,” in Mechanics of Composite and
Multi-functional Materials, vol. 7, The Society for Experimental Mechanics, 2017, pp. 45–
54.
[65] T. M. Wang, J. T. Xi, and Y. Jin, “A model research for prototype warp deformation in the
FDM process,” Int. J. Adv. Manuf. Technol., vol. 33, no. 11–12, pp. 1087–1096, 2007.
[66] L. Xinhua, L. Shengpeng, L. Zhou, Z. Xianhua, C. Xiaohu, and W. Zhongbin, “An
investigation on distortion of PLA thin-plate part in the FDM process,” Int. J. Adv. Manuf.
Technol., vol. 79, no. 5–8, pp. 1117–1126, 2015.
[67] Y. Zhang and Y. K. Chou, “3D FEA Simulations of Fused Deposition Modeling Process,”
in ASME International Conference on Manufacturing Science and Engineering, 2006.
[68]

Y. Zhang and K. Chou, “A parametric study of part distortions in fused deposition
modelling using three-dimensional finite element analysis,” Proc. Inst. Mech. Eng. Part B
J. Eng. Manuf., vol. 222, no. 8, pp. 959–968, 2008.

[69]

P. Hébert, S. Mathieu, L. Adam, D. Gianotta, and C. Basire, “Holistic Multiscale Simulation
Approach for Additive Layer Manufacturing of Plastics,” in SPE ACCE Conference
Proceedings, 2016.

[70]

B. Kutub and O. Lietaer, “Simulating Effects of Warpage,” simulating Real. - MSC Softw.
Mag., vol. 8, no. Summer, pp. 24–25, 2017.

[71]

M. R. Talagani, S. Dormohammadi, R. Dutton, C. Godines, H. Baid, and F. Abdi,
“Numerical Simulation of Big Area Additive Manufacturing (3D Printing) of a Full Size
Car,” SAMPE J., vol. 51, no. 4, pp. 27–36, 2015.

[72] e-Xstream,

“Digimat-AM,”

2017.

[Online].

Available:

http://www.e-

xstream.com/product/digimat-am. [Accessed: 29-Sep-2017].
[73]

e-Xstream, Digimat - User ’s Manual, no. Release 2017.1. 2017.

[74] AlphaStar,

“GENOA

3DP

SIMULATION,”

2017.

[Online].

http://alphastarcorp.com/genoa-3dp-simulation/. [Accessed: 28-Sep-2017].

Available:

311
[75]

AlphaStar, “Numerical Simulation of Big Area Additive Manufacturing (3D Printing) of a
Full

Size

Car,”

2015.

[Online].

Available:

http://alphastarcorp.com/wp-

content/uploads/2017/08/CaseStudy_AMSimulation.pdf. [Accessed: 28-Sep-2017].
[76]

A. Favaloro, B. Brenken, E. Barocio, and R. B. Pipes, “Simulation of Polymeric Composites
Additive Manufacturing in Abaqus,” in Proceedings of the Science in the Age of Experience
conference by Dassault Systemes, 2017.

[77] A. W. Hahn and M. Özisik, Heat Conduction. Hoboken, NJ: John Wiley & Sons, Inc., 2012.
[78]

T. J. Chapman, J. W. Gillespie, R. B. Pipes, J.-A. E. Månson, and J. C. Seferis, “Prediction
of Process-Induced Residual Stresses in Thermoplastic Composites,” J. Compos. Mater.,
vol. 24, no. 6, pp. 616–643, 1990.

[79] W. E. Lawrence, J.-A. E. Månson, J. C. Seferis, J. W. Gillespie, and R. B. Pipes, “Prediction
of residual stress in continuous fiber semicrystalline thermoplastic composites: a kineticviscoelastic approach,” in American Society for Composites (ASC) conference Proceedings,
1990, p. 401.
[80] Thermophysical Properties Research Laboratory Inc., “Laser Flash (ASTM E 1461-07),”
2012. [Online]. Available: http://www.tprl.com/Laser_Flash.html. [Accessed: 03-Oct2017].
[81]

N. Sombatsompop and A. K. Wood, “Measurement of thermal conductivity of polymers
using an improved Lee’s Disc apparatus,” Polym. Test., vol. 16, no. 3, pp. 203–223, 1997.

[82] N. W. Schoegl, Fundamentals of Equilibrium and Steady-State Thermodynamics. Pasadena,
CA: Elsevier Science B.V., 2000.
[83]

Dassault Systemes, “SIMULIA User Assistance 2017,” 2016.

[84]

L. Zhigilei, “Nucleation and Growth Kinetics,” in MSE 3050: Thermodynamics and
Kinetics of Materials, Virginia: Univeristy of Virginia, Department of Materials Science
and Engineering, 2016.

[85] E. Piorkowska and G. C. Rutledge, Handbook of Polymer Crystallization. Hoboken, NJ:
John Wiley & Sons, Inc., 2013.
[86]

J. M. Kenny and A. Maffezzoli, “Crystallization kinetics of poly(phenylene sulfide) (PPS)
and PPS/carbon fiber composites,” Polym. Eng. Sci., vol. 31, no. 8, pp. 607–614, 1991.

312
[87]

G. P. Desio and L. Rebenfeld, “Crystallization of fiber‐reinforced poly(phenylene sulfide)
composites. II. Modeling the crystallization kinetics,” J. Appl. Polym. Sci., vol. 45, no. 11,
pp. 2005–2020, 1992.

[88]

M. Avrami, “Kinetics of Phase Change. I General Theory,” J. Chem. Phys., vol. 7, no. 12,
pp. 1103–1112, 1939.

[89]

C. N. Velisaris and J. C. Seferis, “Crystallization kinetics of polyetheretherketone (peek)
matrices,” Polym. Eng. Sci., vol. 26, no. 22, pp. 1574–1581, 1986.

[90] T. Ozawa, “Kinetics of non-isothermal crystallization,” Polymer (Guildf)., vol. 12, no. 3,
pp. 150–158, 1971.
[91] K. Nakamura, T. Watanabe, K. Katayama, and T. Amano, “Some Aspects of Nonisothermal
Crystallization of Polymers. I. Relationship Between Crystallization Temperature,
Crystallinity, and Cooling Conditions,” J. Appl. Polym. Sci., vol. 16, pp. 1077–109148,
1972.
[92]

B. Wunderlich, Macromolecular Physics - Volume 2: Crystal Nucleation, Growth,
Annealing. New York: Academic Press, 1976.

[93] A. Greco and A. Maffezzoli, “Statistical and kinetic approaches for linear low-density
polyethylene melting modeling,” J. Appl. Polym. Sci., vol. 89, no. 2, pp. 289–295, 2003.
[94]

L. Lu, R. G. Alamo, and L. Mandelkern, “Lamellar Thickness Distribution in Linear
Polyethylene and Ethylene Copolymers,” Macromolecules, vol. 27, no. 22, pp. 6571–6576,
1994.

[95] M. Saunders, K. Podluii, S. Shergill, G. Buckton, and P. Royall, “The potential of high
speed DSC (Hyper-DSC) for the detection and quantification of small amounts of
amorphous content in predominantly crystalline samples,” Int. J. Pharm., vol. 274, no. 1–2,
pp. 35–40, 2004.
[96]

J. E. Spruiell and C. J. Janke, “A review of the measurement and development of
crystallinity and its relation to properties in neat PPS and its fiber reinforced composites,”
Oak Ridge, TN, 2004.

[97]

MathWorks, “Matlab 2015a - Documentation,” Natick, MA, 2015.

313
[98]

B. Brenken, A. Favaloro, E. Barocio, N. M. DeNardo, and R. B. Pipes, “Development of a
Model to Predict Temperature History and Crystallization Behavior of 3D Printed Parts
Made From Fiber-Reinforced Thermoplastic Polymers,” in Proceedings of the SAMPE
(Society for the Advancement of Material and Process Engineering) conference, 2016.

[99] B. Brenken, E. Barocio, A. Favaloro, and R. B. Pipes, “Simulation of Semi-Crystalline
Composites in the Extrusion Deposition Additive Manufacturing Process,” in Proceedings
of the Science in the Age of Experience conference by Dassault Systemes.
[100] H. F. Brinson and L. C. Brinson, Polymer Engineering Science and Viscoelasticity - An
Introduction, Second Edi. Springer, 2015.
[101] S. R. C. Marques and G. J. Creus, Computational Viscoelasticity. Springer, 2012.
[102] B. Brenken, A. Favaloro, E. Barocio, V. Kunc, and R. B. Pipes, “Thermoviscoelasticity in
Extrusion Deposition Additive Manufacturing Process Simulations,” in American Society
for Composites (ASC) conference Proceedings, 2017.
[103] R. L. Taylor, K. S. Pister, and G. L. Goudreau, “Thermomechanical Analysis of Viscoelastic
Solids,” Int. J. Numer. Methods Eng., vol. 2, pp. 45–59, 1970.
[104] P. Sunderland, W. Yu, and J. A. Månson, “A thermoviscoelastic analysis of process-induced
internal stresses in thermoplastic matrix composites,” Polym. Compos., vol. 22, no. 5, pp.
579–592, 2001.
[105] M. G. Carvalho, P. J. Ferreira, A. A. Martins, and M. M. Figueiredo, “A comparative study
of two automated techniques for measuring fiber length,” Tappi J., vol. 80, no. 2, pp. 137–
142, 1996.
[106] R. S. Bay and C. L. Tucker, “Stereological measurement and error estimates for three‐
dimensional fiber orientation,” Polym. Eng. Sci., vol. 32, no. 4, pp. 240–253, 1992.
[107] K. S. Lee, S. W. Lee, J. R. Youn, T. J. Kang, and K. Chung, “Confocal microscopy
measurement of the fiber orientation in short fiber reinforced plastics,” Fibers Polym., vol.
2, no. 1, pp. 41–50, 2001.
[108] S. G. Advani and C. L. Tucker, “The Use of Tensors to Describe and Predict Fiber
Orientation in Short Fiber Composites,” J. Rheol. (N. Y. N. Y)., vol. 31, no. 8, pp. 751–784,
1987.
[109] Celanese, “Datasheet - FORTRON 0203 PPS Unfilled,” Florence, KY, 2016.

314
[110] T. R. King, D. M. Blackketter, D. E. Walrath, and D. F. Adams, “Micromechanics
Prediction of the Shear Strength of Carbon Fiber/Epoxy Matrix Composites: The Influence
of the Matrix and Interface Strengths,” J. Compos. Mater., vol. 26, no. 4, pp. 558–573, 1992.
[111] efunda,

“Orthotropic

Definition,”

2017.

[Online].

Available:

http://www.efunda.com/formulae/solid_mechanics/mat_mechanics/hooke_orthotropic.cfm.
[Accessed: 26-Oct-2017].
[112] R. B. Pipes, D. W. Coffin, P. Simacek, S. F. Shuler, and R. K. Okine, “Rheological Behavior
of Collimated Fiber Thermoplastic Composite Materials,” in Flow and Rheology in Polymer
Composites Manufacturing, Elsevier Science B.V., 1994, pp. 85–125.
[113] A. J. Favaloro, D. E. Sommer, and R. B. Pipes, “Anisotropic Viscous Flow Simulation for
Fiber Orientation Analysis,” in Proceedings of the SAMPE (Society for the Advancement of
Material and Process Engineering) conference, 2017.
[114] A. J. Favaloro, D. E. Sommer, and R. B. Pipes, “Anisotropic Viscous Flow Simulation in
Abaqus,” in Proceedings of the Science in the Age of Experience conference by Dassault
Systemes, 2017.
[115] M. N. M. G. Nejhad, “Three-Dimensional thermal and residual stress analysis of in-situ
thermoplastic composite filament winding,” University of Delaware, 1993.
[116] O. G. Kravchenko, S. G. Kravchenko, A. Casares, and R. B. Pipes, “Digital image
correlation measurement of resin chemical and thermal shrinkage after gelation,” J. Mater.
Sci., vol. 50, no. 15, pp. 5244–5252, 2015.
[117] Matweb Material Property Data, “Aluminum 6061-T6,” 2017. [Online]. Available:
http://www.matweb.com/search/DataSheet.aspx?MatGUID=b8d536e0b9b54bd7b69e4124
d8f1d20a&ckck=1. [Accessed: 31-Oct-2017].
[118] B. Brenken, A. Favaloro, E. Barocio, and R. B. Pipes, “Simulation of Semi-Crystalline
Composite Tooling Made by Extrusion Deposition Additive Manufacturing,” in
Proceedings of the SAMPE (Society for the Advancement of Material and Process
Engineering) conference, 2017.
[119] A. K. Roy, “Response of thick laminated composite rings to thermal stresses,” Compos.
Struct., vol. 18, no. 2, pp. 125–138, 1991.
[120] R. Larsen, “Thermophysical Properties Research Laboratory Report No. 5533 - A Report
to Purdue University,” West Lafayette, IN, 2017.

