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l. Introduction 
In a recent paper J. RIDDER (see [7]) has given a Fubini type theorem 
for the abstract Riemann integral. Such theorems, however, are not very 
satisfactory since the existence of the Riemann integral does not always 
imply the existence of the repeated integrals in the sense of Riemann. 
It seems therefore natural to ask for conditions under which the repeated 
integrals will exist in the sense of Riemann and be equal. Conditions of 
this type were given by G. FICHTENHOLZ (see [2]) in his thesis (1910) and 
were later rediscovered by L. LICHTENSTEIN (see [5]). In fact G. FICHTEN-
HOLZ proved the following, not too well-known,_.beautiful theorem. 
Theorem (G. Fichtenholz). Let f= f(x, y) be a real function defined 
for all (x, y) E 0 =Ax B, where A and B are bounded intervals in p-
dimensional Euclidean space Ep and in q-dimensional Euclidean space Eq 
(p ;;d, q ;;..I) respectively. If f satisfies the following conditions: 
(i) f is bounded, i.e. there exists a con8tant M>O such that Jf(x,y)J<111 
for all (x,y) EO=AxB, 
(ii) for all y E B, fu(x) = f(x, y), x E A, is Riemann integrable over A, 
(iii) fm· all x E A, fx(Y) = f(x, y), y E B, i8 Riemann integrable over B, 
then the functions rp(x) =I f(x, y) dy (x E A) and 1p(y) =I f(x, y) dx (y E B) 
B A 
are Riemann integrable over A and B respectively and I rp(x) dx =I 1p(y) dy, 
A B 
i.e. the repeated integrals I (I f(x, y) dy) dx, I (J f(x, y) dx) dy exist in 
A B B A 
the sense of Riemann and are equal. 
The surprising part of this theorem is that nothing in x and y simultan-
eously is assumed about the function f except that it is bounded. 
The object of this paper is to present a generalization for the abstract 
*) Work on this paper was supported by National Science Foundation contract 
NSF-Gl4002. 
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Riemann integral. The validity of the theorem of Fichtenholz depends 
very much on a special property of the Riemann integral in Euclidean 
spaces, which in general the abstract Riemann integral does not possess. 
There exists, however, a sufficiently large subclass of Riemann integrable 
functions (in the abstract sense) for which the theorem continues to hold. 
In order to justify this type of generalization of the theorem ofFichtenholz, 
it will be shown first (in section 2) that the conditions of the theorem in 
the Euclidean case cannot be relaxed without destroying the validity of 
the theorem. 
Since several theorems on abstract Riemann integration (see [1], [6], 
[8], [12]) which are needed for our purposes are not easily available in 
the literature, we have included (see sections 3 to 6) a rather complete 
discussion of these theorems. Furthermore, since there exist so many 
definitions of the Riemann-Stieltjes integral in Euclidean space (see [4]), 
the last section contains a precise definition of the notion of Riemann--
Stieltjes integrability in Euclidean space to which the abstract theory 
in the preceding sections is indeed applicable. 
The author wishes to thank Professor A. C. ZAANEN for the many 
stimulating discussions he had with him during the preparation of this 
paper. 
2. Counterexamples 
In the introduction we have remarked that the conditions of the 
theorem of Fichtenholz in Euclidean space are essentially best possible. 
We shall illustrate this statement here by means of some examples. 
If one compares the theorem of Fichtenholz with FuBINI's theorem 
(see [13], Theorem 2, p. 94), then the first question which arises is whether 
the conditions (i), (ii) and (iii) of the theorem imply that f = f(x, y) is a 
Lebesgue measurable function of (x, y) on C. If so, then the only interesting 
part of the theorem would be that cp and 1p are integrable in the sense 
of Riemann, since in that case the equality of the repeated integrals 
would follow from Fubini's theorem, and the theorem would in effect 
not go beyond the theory of the Lebesgue integral. Surprisingly enough 
this is not the case. Using the axiom of choice W. SIERPINSKI (see [11]) 
constructed a two dimensional set Din the unit square U = {(x,y): (x,y) EE2 
and 0 < x, y < 1} with the property that Dis not two dimensionally Lebesgue 
measurable but intersects every line in at most two points. Hence, the 
characteristic function XD= XD(x, y), (x, y) E U, of D satisfies the con-
ditions of the theorem of Fichtenholz. Its repeated integrals do exist in 
the sense of Riemann and are equal to zero. The function, however, is 
not a two dimensionally Lebesgue measurable function. 
The above counterexample shows that f is not necessarily Lebesgue 
measurable and hence not necessarily Riemann integrable over C. Without 
using the axiom of choice a counterexample can be constructed to show 
that f is not necessarily Riemann integrable over C. For this purpose we 
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shall use a construction due to Pringsheim. Let D be the set of points 
in U consisting of all (x, y) such that x and y have both a finite dyadic 
expansion of the same length. Then it is easy to see that D is a dense 
subset of U and that each line parallel to one of the coordinate axes 
intersects D in a set which contains at most a finite number of points. 
We conclude in the same way as in the preceding example that the char-
acteristic function xn = xn(x, y), (x, y) E U, of D satisfies the conditions 
of the theorem of Fichtenholz. But xn is not Riemann integrable over U 
since it is everywhere discontinuous in U. 
The next question which arises is whether retaining condition (i), 
it is possible to replace Riemann integrability by Lebesgue integrability 
in (ii) and (iii) or perhaps in only one of them, and still prove the existence 
in some sense and the equality of the repeated integrals. The answer to 
this question is that granted the continuum hypothesis this is impossible. 
For under the assumption of the continuum hypothesis W. SrERPINSKI 
(see [10], prop. 0 49, p. 103) proved that there exists a subset D of U with 
the property that every line parallel to the X -axis intersects D in at most 
a finite number of points, and every line parallel to the Y-axis intersects 
D in a one-dimensional Lebesgue measurable set of measure one. Hence, 
the characteristic function xn=xn (x, y), (x, y) E U, of D has the following 
properties: (i) the function xn is bounded in U, (ii) for all O<;y<;1, 
xn(x, y) is integrable in the sense of Riemann over O<;x< 1, (iii) for all 
O<;x<; 1, xn(x, y) is integrable in the sense of Lebesgue over O<;y< 1. 
1 
From the properties of D it follows that 'lfJ(Y) ,;;_ f xn(x, y) dx = 0 for all 
0 
1 
O<;y<;1, and cp(x)=fxn(x,y)dy=1 for all O<;x<;l. Hence, 'lfJ and cp 
0 
are integrable in the sense of Riemann over 0 < y < 1 and 0 < x < 1 
respectively, but their integrals are different. It follows that the con-
clusion of the theorem of Fichtenholz does not hold in this case. It is 
known that on the basis of any appropriate axiom system for set theory 
the continuum hypothesis cannot be disproved (see [3]), and hence at 
present Fichtenholz's theorem cannot be generalized in the indicated 
direction. Observe also that xn = xn(x, y), (x, y) E U, is not a two dimen-
sionally Lebesgue measurable function. 
Finally one could ask whether condition (i) of the theorem ofFichtenholz 
is necessary. The answer to this question is in general yes as the following 
example shows: Let f=f(x, y)=(x2-y2)f(x2+y2)2 for all O<x, y<;1 and 
let f(O, y)=O for all O<;y<;1 and let f(x, 0)=0 for all O<;x<;l. Then f 
satisfies in an obvious way the conditions (ii) and (iii) of the theorem 
of Fichtenholz, but is unbounded, i.e. it does not satisfy condition (i). 
The conclusion of Fichtenholz's theorem fails, since the repeated integrals 
11 1 11 1 I (f f(x,y)dy)dx= f(1 +x2)-ldx=n/4 and I (f f(x,y)dx)dy=- f(1 +y2)-ldy= 
00 0 00 0 
= -n/4 are not equal. 
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3. Definition and some properties of the abstract Riemann integral 
In this section we shall give a brief discussion of the abstract Riemann 
integral. 
The terminology and notation used is similar to that of [13] and will 
be explained whenever necessary in order to make the paper self contained. 
Furthermore, we shall always denote the set of natural numbers by N, 
i.e. N = {1, 2, ... , n, ... }. 
Let X be a non-empty point set and let r be a semiring of subsets of X, 
i.e. r is a collection of subsets of X which satisfies the following con-
ditions: (a) the empty set 4> E r, (b) A E rand BE r implies An BE r, 
(c) A E r, BE rand B c A implies A -B= u Ck, where u ck is a finite 
union, all ck E rand all ck are disjoint. We assume that on r a measure 
f1 is defined, i.e. f1 is a positive set function defined on r satisfying the 
following conditions: (a) fl(c/>)=0, (b) A E r, BE rand A c B implies 
f1(A) <fl(B), i.e. f1 is monotone, (c) A E r, An E r (n EN) and disjoint, 
00 00 
A= U An implies fl(A) = _L fl(An), i.e. f1 is countably additive. 
n~l n~l 
It is easy to see that the collection of all A E r such that fl(A) < oo 
is also a semiring. Since in the theory of the abstract Riemann integral 
only the last semiring plays a role there is no loss of generality in assuming 
that fl, in addition to the conditions (a), (b) and (c), also satisfies the 
condition: (d) for all A E r, fl(A)<oo. 
Any finite union of sets of r will be called an s-set (with respect to F). 
Evidently the difference of two s-sets and the finite union or finite inter-
section of s-sets are also s-sets. Furthermore, any s-set can be written 
(in many ways) as an s-set with disjoint terms, and is then called a 
disjoint s-set. 
A collection of subsets of X is called a ring if it is a semiring and if 
it is closed with respect to the operation of taking finite unions. Observe 
that property (c) of a semiring implies that a ring is also closed with 
respect to the operation of taking differences. From the remarks we 
have made about s-sets it appears that the family of all s-sets (with 
respect to F) is a ring of subsets of X. In fact, it is the smallest ring which 
contains r, or in other words it is the ring generated by r. We shall 
denote this ring by F8 • We can extend f1 uniquely to F 8 preserving its 
properties. Indeed, if F E F8 , then F can be written as an s-set with 
disjoint terms; we define fl(F) to be the sum of the measures of those 
disjoint terms. It is easy to see that this definition of the measure of the 
sets of Fs is independent of the particular decomposition of F into dis-
joint parts of r, and that f1 is also a measure on F8 , i.e. satisfies conditions 
(a), (b) and (c) of 11; since f1 satisfies (d) on r it is evident that f1 satisfies 
(d) also on F8 • 
A subset D of X is called a set of 11-measure zero, or measure zero if 
no confusion can arise, if for every e > 0 there exists a countable family 
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co co 
{An : n EN} of elements of r such that D C U An and ! ,u(An) < s. 
n~l n~l 
It is evident that the empty set is a set of measure zero. Furthermore, 
every subset of a set of measure zero is a set of measure zero, and a 
countable union of sets of measure zero is a set of measure zero. The 
collection of all sets of measure zero will be denoted by F0 • 
Suppose that for every x E F, where F is some subset of X, T(x) is 
a property of x which may be true or false. We say that Tis true almost 
everywhere (abbreviated a.e.) in F if it holds for all x E F outside a subset 
of F of measure zero. 
Any real function f= f(x) defined for all x EX, and assuming only a 
finite number of different finite values, such that each value =1= 0 is assumed 
on a set of T 8 , . will be called a step function. Examples of step functions 
are, e.g., the characteristic functions of s-sets. 
Notation. Step functions will be denoted by s, t, ... , and the collection 
of all step functions defined on X will be denoted by S =S(X, r, ,u). 
n. 
A step function s may be expressed in the form s(x) =! CiXFi(x), 
i~l 
x EX, where the numbers Ci are finite, non-zero, and different for 
i= 1, 2, ... ,nand where the functions XFi are the characteristic functions 
of the disjoint non-empty sets FiE T 8 (i= 1, 2, ... , n). We shall call this 
the canonical representation of the step function s, since this is the only 
way in which s can be represented in this manner. 
It is well-known (see [13], p. 43 and 44) that the collection S of all 
step functions (with respect to r and .u) is a linear space, i.e. if s E S, 
t ES and a, b are real constants, then as+bt ES. Also, Sis a linear lattice 
with respect to the order relation that s<,t whenever s(x)<,t(x) for all 
x EX. Indeed, s;;;.O and a;;;.O implies as;;;.O, s;;;.t implies s+r;;;.t+r for 
all rES and if s, t ES, then max (s, t), where max (s, t)(x)=max (s(x), 
t(x)) (x EX), and min (s, t), where min (s, t)(x)=min (s(x), t(x)) (x EX), 
belong to S. Thus S is a Riesz space. Furthermore, observe that the 
product of two step functions is also a step function. 
Definition 3.1 (Integral of a step function). Let s ES and let 
n 
s(x) =! Ci XFi(x), x EX, be the canonical representation of s. Then the 
i~l n 
finite real number ! ci,u(Fi) is called the integral of s, and is denoted 
i~l 
by I(s). 
Observe that the integral of a step function which is the characteristic 
function of some s-set is the measure of that set. 
The integral of a step function has the following properties : 
(i) For all s ES, -oo<l(s)< +oo. 
(ii) For all s, t ES, I(s+t)=l(s)+l(t). 
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(iii) If s E S and a is a real constant, then I(as) =ai(s). 
(iv) If s r=S and s;>O, then I(s);>O. 
(v) If O<;sn r=S (n r=N) and sn(x)-), 0 for all x EX, then I(sn)-), 0. 
For a proof of this result see [13], Theorem 1, p. 44. 
Observe that (i), (ii), (iii) and (iv) imply that if s, t E S and s < t, then 
I(s) .;;;I(t), i.e. I is monotone. 
We shall suppliment this list of properties of the integral of a step 
function with two more properties stated in the following two theorems. 
Theorem 3 .1. Property (v) is equivalent to the following property: 
00 
O.;;;sr=S, O<;snr=S(nr=N), and s(x)<!sn(x) for all xr=X imply 
00 
I(s) <! I(sn). 
n~l 
Proof. Assume that (v) holds and that the step functions s > 0, Sn > 0 
00 
(n EN) satisfy the condition s(x) <! sn(x) for all x EX. This condition 
n~l n 
implies that for all x EX, sn'(x) t s(x), where sn' =min (! Si, s), n EN. 
i~l 
Let tn=B-sn' (n r=N); then tn-), 0 on X. We conclude from (v) 
n 
that I(tn)-), 0. Hence, we have that I(s) = limi(sn'). Since sn' < ! Si (n EN), 
n~oo i=l 
the desired result follows now from properties (ii) and (iv) of I. 
Conversely assume that the stated property holds. If sn + 0, then 
00 
S1=! (sn-Sn+I), where Sn-Sn+I>O for all n EN. Hence I(si)< 
oo n~l 
! I(sn- Sn+I) =I(si)- lim I(sn), and so lim I(sn) < 0. But property (iv) of 
n=l n---700 
I implies that lim I(sn):>O. We conclude that lim I(sn)=O, completing 
n-+oo n-+oo 
the proof of the theorem. 
More generally than (v) we have the following theorem. 
Theorem 3.2. Let O<;sn r=S (n EN) be a decreasing sequence of step 
functions. Then lim I(sn) = 0 if and only if lim sn(x) = 0 a.e. on X. 
n-+oo n-+oo 
Proof. If sn(x) t 0 a.e. on X, then a proof can be constructed by 
making some minor modifications in the proof of Theorem 1, p. 44 of [13]. 
Conversely, let lim I(sn) = 0. We shall prove that lim sn(x) = 0 a.e. 
n-+oo n-+oo 
on X. Since the sequence is decreasing, lim sn(x) = f(x) exists for all 
n-+oo 00 
X EX. Let Fk,n = {x : Sn(x) > k-1 }, n EN and k EN, and let Fk = n Fk,n· 
n~l 
Then the set {x : f(x) > 0} is the union of the sets Fk(k EN). If we can 
show that the sets Fk,n are sets of measure zero, then we are finished. To 
this end, observe that the sets Fk,n are s-sets and that p,(Fk,n) < ki(sn). 
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Hence, lim fl(Fk,n) = 0. Since Fk C Fk,n for all n EN it follows that Fk 
n-+oo 
is a set of measure zero, and this completes the proof of the theorem. 
We shall extend now the integral to a larger class of functions such 
that properties (i) to (v) are preserved. The method used is essentially 
due to Riemann. 
Definition 3.2 (Riemann integrability). A real function f defined 
on X is said to be Riemann integrable over X whenever there exists an 
increasing sequence of step functions {sn : n EN} and a decreasing sequence 
of step functions {tn : n EN} such that (i) Sn<f<Jn for all n EN, (ii) 
lim I(tn-sn)=O. In that case the Riemann integral of f is the common 
n-+oo 
limit of the lower approximations I(sn) and the upper approximations I(tn), 
and is denoted by I(f). 
From the definition it follows immediately that a Riemann integrable 
function is bounded and vanishes outside an s-set. 
In order to justify the definition of the Riemann integral of a Riemann 
integrable function we have to show that the value I(f) is independent 
of the sequences {sn : n EN}, {tn : n EN} which satisfy properties (i) 
and (ii) of Definition 3.2. To this end, assume that we have two pairs of 
sequences {sn : n EN}, {tn : n EN} and {sn' : n EN}, {tn' : n EN} of 
step functions satisfying the conditions of Definition 3.2. Then the 
sequences of step functions {sn": nEN}, {tn" :nEN}, wheresn" =max(sn,sn') 
and where tn" =min (tn, tn') satisfy also the conditions of Definition 3.2. It 
is now easily verified that lim I(sn) = lim I(sn') = lim I(sn") = lim I(tn") = 
n-+00 n-+oo n-+00 n-+oo 
= lim I(tn') = lim I(tn) =I (f). 
n-;..oo n--+oo 
Notation. The set of all real functions defined on X and Riemann 
integrable over X will be denoted by R=R(X, F, fl). 
From Definition 3.2 it follows immediately that every step function is 
Riemann integrable, i.e. S(X, F, fl) C R(X, F, fl), and that the integral 
of a step function is equal to its Riemann integral. 
Before we turn to the proof that this extension of I from S to R 
preserves properties (i) to (v) of I, we shall first prove some elementary 
properties of the Riemann integral. 
Theorem 3. 3 . A real function f defined on X is Riemann integrable 
over X if and only if for every 8 > 0 there exist two step functions s, t such 
that s<,f<,t and I(t-s) <8. 
Proof. Iff is Riemann integrable over X, then it is easy to see that 
the condition of the theorem is satisfied. 
To prove the converse, assume that the condition of the theorem is 
satisfied. By taking 8 equal to n-1 (n EN) successively, we obtain two 
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sequences of step functions {sn : n EN}, {tn : n EN} such that Sn < f <Jn 
(nEN) and lim I(tn-sn)=O. Let sn'=max(sl, ... ,sn) and let tn'= 
n~oo 
min (h, ... , tn) (n EN). Then the sequence {sn': n EN} is increasing and the 
sequence {tn' : n EN} is decreasing. Furthermore, for all n EN, sn' < f < tn' 
and lim I(tn'- sn') = 0. Hence, by Definition 3.2, f is Riemann integrable 
over X. 
Theorem 3.4. A real function f defined on X is Riemann integrable 
over X if and only if there exists an increasing sequence of step functions 
{sn : n EN} and a decreasing sequence of step functions {tn: n EN} such 
that (i) for all n EN, Sn<f<tn, (ii) f(x)= lim sn(x) =lim tn(x) a.e. on X. 
n~oo n~oo 
Proof. Apply Theorem 3.2 to Definition 3.2. 
Theorem 3. 5. (a) If f, g E R(X, r, /h) and a, b are real constants, 
then af+bg E R(X, r, !h) and I(af+bg)=ai(/)+bi(g). 
(b) If fER(X, F,fl) and /:>0, then I(/);>0. 
(c) If IE R(X, r, fl), then Ill E R(X, r, /h) and II(f)l <:,I(Ifl). 
(d) If f, g E R(X, r, fl), then max(/, g) E R(X, r, /h) and 
. min(/, g) E R(X, r, fl). 
(e) If /, g E R(X, r, fl), then fg E R(X, r, fl). 
Proof. We shall prove only (c) and (e) since (a) and (b) are direct 
consequences of Definition 3.2, and (d) follows easily from (c) by using (a) 
and the formulasmax(/,g) = (f+g+ lf-gl)/2 andmin(/,g) = (/+g-lf-g!)/2. 
To prove (c), let f E R and let f+ =max (/, 0) and j- =max (- f, 0). 
Then I= f+- j- and Ill= f+ + j-. If we can show that f E R implies that 
f+ E R and j- E R, then l/1 E R follows from (a). Observe that, according 
to Theorem 3.3, for every s>O there exist step functions s, t such that 
s<:,f<:,t and I(t-s) <s. But s<:,f<:,t implies s+<:,f+<:,t+. Furthermore, 
t+-s+<:,t-s, hence I(t+-s+)<s. Hence, it follows from Theorem 3.3 
that f+ER. Since j-=f+-f, j-ER follows now from (a). Thus l/1 ER. 
To show that II{f)l <:,I(I/1), observe that /<l/1 and -/<l/1 and apply 
(a) and (b). 
To prove (e), observe that it follows from (a) and the identity fg= 
= ((f + g)2- (/- g)2)j4 that it is sufficient to show that f E R implies /2 E R. 
Furthermore, in order to show that f E R implies /2 E R, it is sufficient to 
show that (/+axp)2 E R iff E R for some constant a and some FE F8 , f 
vanishing outside F. Hence, we may assume that /:>0 (use the fact 
that fER implies that f is bounded). Then, for every s> 0, there exist step 
functions s, t such that s<;.f<t and I(t-s)<:,s. Since />0 we may assume 
that s-;>0. Then s2<f2<t2 and I(t2-s2)<M·I(t-s)<:,M s, where M=sup 
(s(x) + t(x) : x EX). Since t can always be chosen such that 0 < t < 
2 sup (f(x) : x EX), the desired result follows from Theorem 3.3. 
This theorem shows that R=R(X, F, fl) is a Riesz space, closed with 
respect to the operation of taking (pointwise) products. Furthermore, it 
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shows that the extension preserves properties (i) to (iv) of I. We shall 
now prove that it also preserves property (v). 
Theorem 3. 6. If 0<:/n E R(X, r, /-l) (n EN) and In+ 0 on X, then 
I(/n) t 0. 
Proof. It follows from (b) of Theorem 3.5 that lim I(/n)=l exists as a 
n--..oo 
finite number and that l;;;.O. We shall prove that l=O. For this purpose, 
00 
observe that fn(x) .} 0 for all x EX implies that /I(x) = ~ (/n(x)- fn+I(x)) 
n~l 
for all x E X. Let 8 > 0 be given; since 0 <;/I E R, there exists a step 
function s;>O such that s<;/I and I(/I),;;;I(s)+8f2. Furthermore, since for 
every n EN, 0 <In- /n+l E R, there exist step functions tn(n EN) such 
00 
that fn-/n+I<:tn and I(tn)<:I(/n-/n+I)+8j2n+l. From /I=~ (/n-/n+l) 
oo n=l 
it follows immediately that s<; ~ tn. Hence, by Theorem 3.1 we have 
oo oo n=l 
that I(s)<;~I(tn), i.e. I(fl)<~I(fn-/n+I)+8=I(/I)-l+8. We conclude 
n~l n~l 
that l <; 8, i.e. l <; 0, and the latter inequality in combination with the 
inequality l > 0 shows that l = 0 which proves the theorem. · 
The next theorem is G. ARzELA.'s celebrated theorem (see [9]) on the 
passing to the limit under the integral sign. There exist in the literature 
many proofs of this theorem. The idea of the proof we shall give is due 
to F. RIESZ [9] and I. AMEMIYA. 
--
Theorem 3.7. Let {In: n EN} be a sequence of real functions defined 
on X and Riemann integrable over X such that lim fn(x) = f(x) exists as 
n--..oo 
a finite number for all x EX. Iff E R(X, r, f-l) and if there exists an element 
O<;gER(X,T,f-l) such that lfnl<g for all nEN, then limi(ifn-/1)=0. 
n--..oo 
Hence, in particular, lim I(fn) =I(lim fn) =I(f). 
n~oo n-i)ooo 
Proof. Observe that it is sufficient to prove this theorem for the 
case that the functions fn(n EN) are non-negative and /=0. 
Let gm,n=max (/m, ... , fn), m, n EN and m<;n. Then gm,n E R (m, n EN, 
m<;n) (Theorem 3.5 (d)), and for every mEN, gm,n is increasing inn, n>m. 
Furthermore, for all m, n EN, m<;n, we have gm,n<g E R, and hence, 
lim I(gm,n) exists as a finite number for every mEN. It follows that for 
n--..oo 
every 8 > 0 there exists an increasing sequence of natural numbers nm(m EN) 
such that m<nm(m EN) and I(gm,n-gm,nm)<8J2m for all n:>nm(m EN). 
Let hm = gm,nm (m EN). Then lim hm(x) = 0 for all x EX. Indeed, if x EX 
m--..oo 
and n>O is given, then there exists an index no=no('f], x) EN such that 
fn(x)<'fJ for all n:>no. Hence, gm,n(x)<'fJ for all m;>no (n;;;.m). It follows 
that hm(x) <n for all m;>no, which shows that lim hm(x) = 0 for all x EX. 
m-+oo 
Finally, let km =min (h1, ... , hm) (m EN). Then km E R, m EN, 
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(Theorem 3.5(d)), and the sequence {km :mEN} decreases everywhere to 
zero on X. Hence, by Theorem 3.6, lim I(km) = 0. Since, for all i = l, 2, ... , m, 
m-1 m-+oo 
hm-{~(max(hJ, ... ,hm)-ht)}<hi, we obtain that 
i-1 m-1 
hm<.km+ ~(max (hJ, ... ,hm)-hJ). Observing that fm<hm(mEN) and that 
i-1 m-1 
gJ,nm =max (hJ, ... ,hm), wehavenowthatO <.I(fm) <,I(km) + ~ I(gJ,nm -gJ,ni). 
i-1 
Since nm>nj(j=l,2, ... ,m-l), it follows that I(gJ,nm-gi,ni)<s/21. 
Hence, O<,I(fm)<I(km)+s. But limi(km)=O as shown above and so 
m-+oo 
0<, lim sup I(fm)<.s, i.e. lim I(fm)=O, which completes the proof of 
m-+oo m-+oo 
the theorem. 
As a corollary we have the following theorem due to G. FICHTENHOLZ 
(see [2]). 
Theorem 3. 8. Let {In : n E N} be a sequence of real functions which 
are Riemann integrable over X such that lim fn(x) exists as a finite number 
n-+oo 
for all x EX. If there exists a function O<,g E R(X, r, tJ) such that Ifni <,g 
for all n EN, then lim I(lfn- fml) = 0. In particular, lim I(/11 ) exists as a 
finite number. n,m-+OO n-+OO 
Proof. Assume that the theorem is false. Then there exists a number 
<X> 0 and increasing sequences of natural numbers {nk : k EN} and 
{mk: kEN} such that I(lfnk-fmki)><X for all kEN. Let gk=lfnk-fmkl 
(k EN). Then gk E R (k EN) and lim gk(x) = 0 for all x EX. Moreover, 
-+00 
for all kEN we have that O<,gk<2g. Hence, by Arzela,'s theorem, 
lim I(gk)=O, which contradicts I(gk)><X>O (kEN) and completes the 
k-+00 
proof of the theorem. 
4. Darboux' s definition of the Riemann integral 
We have observed that a Riemann integrable function vanishes outside 
an s-set. In this section we shall make the assumption that X itself is an 
s-set, i.e. X E r8' and that tJ(X) :/= 0. 
We begin with the following definition. 
Definition 4.1 (Partition of X). Any finite family of non-empty 
elements F1, ... , Fn of r such that Fin F1=cp, i:f=j, i, j=l, 2, ... ,nand 
n 
X= U Fi is called a partition of X and is denoted by n=n(F~, ... , Fn). 
i-1 
Notation. The set of all partitions of X will be denoted by P=P(X, r, tJ). 
Observe that since X is an s-set, the set P(X, r, tJ) is not empty. 
Definition 4.2 (Equal and finer partitions). Two partitions of X are 
called equal if they have the same elements. A partition n = n( F 1, ... , F n) 
of X is said to be finer than a partition n' =n'(Ft', ... , F~,) of X if for 
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every i, 1<.i<.n, there exists an index j, 1<.j<.n', such that FiCF/. If 
n is finer than n' we shall write n' <. n or n > n'. 
It is easy to see that this relation of being finer between the elements 
of P has the following properties: (i) for all n E P, n<.n (reflexive), (ii) 
n<.n' and n' <.n" implies n<.n" (transitive), (iii) n<.n' and n' <.n implies 
n=n' (antisymmetry). Thus, in other words, this relation orders P. 
If n=n (F1, ... , Fn) and n' =n'(F1', ... , F~,) are two partitions of X, 
then the partition the elements of which are the sets Fin F/, i = 1, 2, ... , n 
and j = 1, 2, ... , n', neglecting, if necessary, the empty set, is finer than 
n as well as n'. In fact it is the smallest partition of X with this property, 
and will therefore be denoted by max (n, n'). This shows that Pis directed 
upwards under the relation <. between its elements. 
Definition 4.2 (Upper and lower step function). Let f be a bounded 
real function and let n=n(F1, ... , Fn) be a partition of X. The step function 
which for all x E Fi is equal to sup (f(x) : x E Fi) (i= 1, 2, ... , n) and the 
step function which for all x E Fi is equal to inf (f(x) : x E Fi) (i= 1, 2, ... , n) 
are called the upper and lower step function off associated with n respectively, 
and will be denoted by Ut(n) and lt(n) respectively. 
We have now the following theorem. 
Theorem 4.1. (a) If n, n' E P(X, r, ft) and n' <.n, then for every 
bounded real function f defined on X we have I(lt(n')) <.I(lt(n)) and I(ut(n)) <. 
<.I(ut(n')). 
(b) If n, n' E P(X, r, ft), then for every bounded real function f defined 
on X we have I(lt(n)) <.I(ut(n')). 
Proof. (a) Follows immediately from the definition of Uf and lt. To 
prove (b), introduce the partition n" =max (n, n'), then n<.n" and n' <.n". 
Hence, by (a), we have I(lt(n)) <.I(lt(n")) <.I(ut(n")) <.I(ut(n')). 
Theorem 4.1 justifies the following definition. 
Definition 4.3 (Upper and lower Darboux integrals). For every 
bounded real function f defined on X, the number I*(f) =inf (I(ut(n)) : n E P) 
and I*(f)=sup (I(lt(n)) : n E P) are called the upper and lower Darboux 
integral of f with respect to r and fl· 
From (b) of Theorem 4.1 it follows immediately that 
- oo <I* (f)< I*(f) < oo for every bounded real function f defined on X. 
We are now in a position to characterize the notion of Riemann 
integrability as follows. 
Theorem 4.2 (G. Darboux). Let f be a bounded real function defined 
on X. Then f r=:R(X, r, ft) if and only if I*(f)=I*(f), and in this case 
I (f) =I*(f) =I*(f). 
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Proof. If f E R(X, r, fl), then for every s> 0 there exist two step 
functions s, t such that s<,f<,t and l(t-s)<s (Theorem 3.3). It is obvious 
that l*(f) <,l(t) and J*(f)>l(s). Hence O,;;,J*(f)-J*(f) <s, i.e. J*(f) =l*(f). 
Conversely, assume that l*(f)=l*(f), then for every s>O there exist 
partitions n, n' of X such that l(uf(n)) <,l*(f) +s/2 and J*(/) <,l(lt(n')) +s/2. 
Hence, l(uf(n)-lf(n'))<s. Consider now the partition n"=max (n', n), 
then lf(n")<f<uf(n"), and by (a) of Theorem 4.1 we have also that 
l(uf(n") -lt(n")) <e. Hence, by Theorem 3.3, IE R(X, r, fl). The proof 
of the remainder of the theorem is obvious. 
We conclude this section with a theorem listing some other character-
izations of the notion of the Riemann integral. In order to facilitate the 
discussion, however, some additional notation will be introduced. 
Not at ion . Let f be a bounded real function defined on X and let 
n=n(FI, ... , Fn) be a partition of X. The collection of all elements s of 
S(X, T, tt) which are constant on the elements of n and which satisfy the 
inequality lf(n)<,s<,uf(n) will be denoted by S(f, n). The Cartesian product 
of the sets S(f, n) (n E P) will be denoted by S(f). The elements of S(f, n) 
will be denoted by Sf(n) and the elements of S(f) by Sf. The collection of all 
n 
elements s of S(X, r, tt) of the form ! f(xi)xFi(x) (x EX) and Xt EFt 
i-1 
(i= 1, 2, ... , n) will be denoted by VS(f, n). The Cartesian product of the sets 
VS(f, n) (n E P) will be denoted by VS(f). The elements of VS(f, n) will be 
denoted by v(f, n) and the elements of VS(f) by v(f). 
From the definition of the Cartesian product of a family of sets it 
follows that if Sf E S(f), then Sf(n) E S(f, n) for all n E P. Similarly, if 
v(f) E VS(f), then v(f)(n) = v(f, n) E VS(f, n) for all n E P. Observe also 
that Uf(n) E S(f, n) and lf(n) E S(f, n) for all n E P. Thus notation wise 
Uf E S(f) and lf E S(f). 
We shall now explain why we denote the elements of VS(f, n) by v(f, n) 
instead of Vf(n) which would have been analogous to the notation intro-
duced for the elements of S(f, n). For this purpose, observethattheelements 
of VS(f, n) are in a sense independent of f. To be more precise, a typical 
element of VS(f, n) is essentially determined by the elements of n and a 
finite set ofpoints {xt:i=1,2, ... ,n} such that XtEFt(i=1,2, ... ,n). 
Hence, the symbolv(f, n) is functional in f, i.e. v(f, n) is uniquely determined 
once f is given, which is obviously not the case with the symbol Sf(n). 
n 
Furthermore, observe that v(f, n) is linear in f, i.e. iff=! atft, where 
n i-1 
at(i = 1, 2, ... , n) are constants, then v(f, n) =! atV(/t, n). This result 
i-1 
will be used later. 
If Sf E S(/) and v(f) E VS(f), then the ranges {sf(n) : n E P} and 
{v(f, n): n EP} are nets in U {S(f, n) : n E P} and U {VS(f, n): nEP} 
respectively, since P is directed. 
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Theorem 4.3. For every bounded real function f defined on X the 
following conditions are equivalent. 
(a) IE R(X, r, fl). 
(b) For every pair of elements Sf, s/ ES(f), the net I(sf(n)-s/(n)), 
n E P, converges to zero in the set of real numbers. 
(c) The net I(sf(n)-s/(n)), n EP and Sf, s/ ES(f), converges to zero in 
the set of real numbers uniformly in Sf, s/ E S(f). 
(d) For every pair of elements v(f), v'(f) E VS(f), the net 
I(v(f, n) -v'(f, n)), n E P, converges to zero in he set of real numbers. 
(e) The net I(v(f, n)-v'(f, n)), n E P and v(f), v'(f) E VS(f), converges 
to zero in the set of real numbers uniformly in v(f), v'(f) E VS(f). 
Proof. (a)=:- (b). fER implies that for every e> 0 there exists a 
partition n. of X such that I(uf(n) -lf(n)) <e for all n>n. (Theorem 4.2). 
Since for the given pair of elements Sf, s/ ES(f) we have jsf(n)-s/(n)j < 
<;uf(n)-lf(n) for all n E P, it follows that ji(sf(n)-s/(n))j <;e for all n>n •. 
(b)=:- (c). Follows immediately from the fact that, for every pair of 
elements Sf, s/ E S(f), isf(n)- s/ (n)j < Uf(n) -lf(n) for all n E P. 
(c)=:- (d) Obvious, since VS(f) C S(f). 
(d)=:- (e) Let e>O be given and let IX=tt(X). Then there exist elements 
v(f), v'(f) E VS(f) and elements Sf, s/ ES(f) such that ut(n)=v(f, n)+sf(n), 
lf(n)=v'(f, n) +s/(n) for all n E P, and jsf(n)j <;ej31X, js/(n)j <;ej31X for all 
n E P. Now,· (d) implies t};}at there exists a partition n. of X such that 
ji(v(f,n)-v'(f,n))j<e/3 for all n>n •. Hence, I(uf(n)-lf(n))<e for all 
n > n. and the result follows. 
(e)=:- (a). This follows immediately from the proof of the preceding 
implication. Indeed, this proof shows that (d), and hence (e), implies that 
for every e>O there exists a partition n. of X such that I(uf(n)-lf(n))<e 
for all n > n.. Hence, by Theorem 3.3, f E R. 
Theorem 4.4. If a bounded real function f defined on X satisfies one 
and hence all of the conditions of the preceding theorem, then I(f)=lim I (sf(n)) 
uniformly in Sf E S(f). . " 
Proof. Follows from (c) of the preceding theorem. 
Theorem 4.5. A bounded real function f defined on X is Riemann 
integrable over X if and only if there exists a constant A having the following 
property: For every e > 0 there exists a partition n. of X such that 
lA -I(v(f, n))j <e for all n>n. and for all v(f) E VS(f). 
Proof. Follows immediately from the equivalence of (a) and (e) of 
Theorem 4.3. 
Remarks 1. If for a real function f defined on X there exists a 
constant A which satisfies the condition of Theorem 4.5, then it is of 
course uniquely determined. In fact, in that case A =I(f). 
2. The condition given in Theorem 4.5 which characterizes Riemann 
integrability is often used as a definition of this notion (see [4]). 
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5. The abstract Riemann integral with respect to a signed measure 
In this section we shall present the abstract version of the theory of 
Riemann integration with respect to a function of finite variation. 
We shall assume as in section 3 that X is a non-empty point set and 
that r is a semiring of subsets of X. A real function v defined on r is 
called a signed measure if v satisfies the following conditions: (a) v(4>)=0, 
(b) v is countably additive, i.e. if A E r, An E T(n EN) disjoint and 
A= U An, then v(A) = .L v(An), (c) v is of finite variation over every 
n=l n n=l 
A E r, i.e. sup (i.L v(Fi)i :FiE r, FicA, i= I, 2, ... , n and disjoint) is 
i=l 
finite. Property (e) implies that -(X)< v(A) < +(X) for all A E r. 
It is well known that if Tis a a-ring or a-algebra of subsets of X, property 
(c) follows from property (a) and (b) and the property that - = < v(A) < = 
for all A E r (see [I4 ], Theorem 2, p. I75). This is not the case, however, 
if r is only a semiring as the following example shows. Let X be the 
interval {x : x E E1 and 0 < x,;;; I} and let r be the semiring of all left 
open intervals of X. If A E Twith end points a, b (O<;a<b<;I) we define 
v(A)=bcos(njb)-acos(nja), and we define v(4>)=0. It is well known, 
and easy to verify, that v is not of finite variation over X. But it is also 
easy to verify that v is countably additive. 
As in the case of a measure (see section 3), a signed measure can be 
uniquely extended to T8 (the smallest ring containing T) such that 
properties (a), (b) and (c) are preserved. Indeed, it is easy to see that if 
we define v(F) for an element FE rs to be the sum of the v-measures 
of the sets of a disjoint decomposition ofF into sets of r, then v so defined 
is independent of the way we write F as a disjoint s-set. Furthermore, 
it follows immediately that v satisfies properties (a) and (c), and (b) 
follows from the fact that (c) implies that the infinite series under (b) 
is absolutely convergent. 
Theorem 5.1. Let v be a set function defined on T 8 such that 
-=<v(A)< +=for all A E T 8 • Then v satisfies conditions (a) and (b) if 
and only if v satisfies the following two conditions, (i) v is finitely additive, 
i.e. A, B E rs, disjoint, implies v(A u B)= v(A) + v(B), (ii) if {An : n EN} 
is a decreasing sequence of elements of T 8 such that n An= 4>, then 
n=l 
lim v(An) = 0. 
m->-oo 
Proof. If v satisfies (a) and (b), then (i) follows easily from (b) if 
we take A1=A, A2=B and An=4> for all n;>3. Property (ii) follows 
00 
from the fact that A1= U (An-An+l)· 
n=l 
Conversely, assume that v satisfies (i) and (ii). Then v( 4> u 4>) = v( 4>) + v(4>), 
i.e. v(4>)=0, so (a) holds. To prove (b), let AET8 , AnET8 (nEN) 
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oo n 
disjoint and let A= U An. Observe that Bn =A- U Ak E T 8 for all n EN. 
n~l k~l oo 
The sequence {Bn : n EN}, of elements of Fs, is decreasing and n Bn= </>. 
n n=l 
Since v(A) =I v(Ak) + v(Bn), the desired result follows. 
k~l 
If v is a signed measure on Fs and F E T8 , the number v+(F) = 
=sup (v(D) :DC F and DE T 8 ) is called the positive variation of v over F, 
and v-(F) =sup (- v(D) : D C F and D E T 8 ) is called the negative variation 
of v over F. Since v(</>)=0, we have v+(F);;;,O, v-(F);;;,O and -1r(F)<, 
<,v(F)<,v+(F) for all FE T8 • The number jPj(F)=p+(F)+P-(F), FE T 8 , 
is called the total variation of v over F. From property (c) of v it follows 
immediately that j11j (F) is finite for all F E T 8 • 
In the theory of signed measures on rings we have in analogy to the 
Jordan decomposition theorem for functions of finite variation the 
following result. 
Theorem 5 . 2 (Jordan decomposition of a signed measure). If v is a 
signed measure on r, and hence on T 8 , then v+, v- and i 11j are finite measures 
on T8 , and v = v+- v- on T8 • Any signed measure on r is, therefore, the 
difference of two finite measures on r. 
Proof. For the case that r is a a-ring or a a-algebra of subsets of 
X a proof of this result can be found in [13], Theorem 3, p. 175. For a 
semiring the proof is as follows. As already remarked, v+(F) is finite for 
all FE T8 ; ·we shall now prove that v+ is a measure on r._ •. Let A, BE T8 
and let A n B= cp. IfF E Ts and F C A u B we ootain from the definition 
of v+ that v(F) = 11(A n F)+ v(B n F)< v+(A) + p+(B). Hence, p+(A u B)< 
< v+(A) + v+(B). To prove the converse inequality, let F, G E T 8 and let 
F C A, G C B. Then v+(A u B)> v(F u G)= v(F) + v(G). Since F and G 
are arbitrary, we obtain v+(A u B)< v+(A) + p+(B). The two inequalities 
combined show that v+ satisfies on T 8 condition (i) of Theorem 5.1. To 
complete the proof that v+ is a measure on T 8 we have to show accordmg 
to Theorem 5.1 that if {An : n EN} is a decreasing sequence of elements 
00 
of Fs such that n An= <f>, then lim v+(An) = 0. To this end, let F E T 8 
n= 1 n--+oo 
and Jet F C A1. Then F -F nAn CAl-An, hence v(F-F nAn)< 
< p+(A1 -An). We conclude that v+(An)- v(F nAn)< v+(A1)- v(Ji'). 
Observing that lim v(F nAn)= 0 and that lim v+(An) exists and is non-
n--+oo n--+oo 
negative, we obtain 0 < lim v+(An) < p+(A1)- v(F) for all F C A 1 and 
n~oo 
FE T 8 • Hence, by the definition of v+, we have lim v+(An) = 0. The proof 
n~oo 
that v- is a measure on Ts is similar. SinDe J vj = v+ + v-, it follows then 
also that Jvj is a measure on T 8 • Finally, we shall prove that for all 
A E T8 , v(A) = v+(A)- v-(A). For this purpose, let A E T8 , F E Ts and 
FCA. Then v(F)=v(A)-v(A-F)<v(A)+v-(A), so v(A);;;,v+(A)-v-(A). 
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Also v(F) = v(A)- v(A- F):> v(A)- v+(A), so v(A) < v+(A) -v-(A), which 
completes the proof of v(A) = v+(A)- v-(A) for all A E F8 , and hence also 
the proof of the theorem. 
Remark. If /-ll and /-l2 are two measures on Fs such that V=f-tt-f-t2, 
then f-lt:>v+ and p.2 ;;;;.v+. In other words, Jordan's decomposition for v 
is the most efficient way of decomposing v. 
n 
Lets= .LctXPi, FiEFs (i=l, 2, ... , n), be a step function given in 
i~l 
its canonical form. Then the signed integral J(s) of s with respect to 
n n 
v is defined to be J(s) = .L Ct v(Ft). If we define J +(s) =! Ct v+(Ft), 
n i~l n i~l 
J_(s)=!ctv-(Fi) and [J[(s)=!cz!v[(Fi), then we have J=J+-J- and 
i~l i~l 
[Jj =J ++J -· Since v+, v- and jvj are measures on r, J-r, J _ and [Jj are 
integrals on S=S(X, r, v). Hence, J has the following properties: 
(i) For all s ES, -=<J(s)< +=. 
(ii) For all s, t E S, J(s+t) =J(s) +J(t). 
(iii) For all s ES, J(as)=aJ(s), where a is a real constant. 
, (iv) If O<;sn ES (n EN) and sn(x)-\, 0 for all x EX, then lim J(sn)=,O. 
n->oo 
In addition, the following theorem holds. 
Theorem 5.3. For every s EB, s;;;;.O, we have JI(s)=sup (J(sxF) : 
:FEF8 )=sup(J(t) :O<;t.;.;s, tES) and J_(s)=sup(-J(sxF) :FEFs)= 
=sup (-J(t): O.;.;t.;_;s, t ES). 
n 
Proof. Let S=! CiXPi be the canonical decomposition of s and 
i=l n n 
let F E Fs. Then J(sxF) =! Ci (F n Fi) <! Ct v+(Ft) =J +(s). Let Gi C Ft, 
i=l i=l n 
Gt E Fs (i= l, 2, ... n). Then sup (J(sxF) :FE Fs) :>! Ct v(Gt) for all such 
i~l 
sets Gi (i= l, 2, ... , n). Hence, from the definition of v+ it follows that 
sup (J(sxF): FE Fs)>J+(s). We conclude that J+(s)=sup (J(sxF): 
: FE F8 ). It is evident that J +(s) <;sup (J(t) : O.;.;t.;.;s, t ES). To prove the 
converse inequality, observe that s, t ES and O.;.;t.;_;s implies O.;.;J(t)< 
.;.;J +(t) .;.;J +(s). The proof of the corresponding result for J_ is similar. 
vVe can use this theorem to prove the following important theorem 
which allows us to pass from J to J + and J -· 
Theorem 5.4. Let {sn: n EN} be a sequence of step functions such 
that [sn[<t for all n EN and some t ES, t;;;;.O. If limJ(snXA)=O for all 
n->oo 
A E r, then lim IJI (sn) = 0. In particular, lim J +(sn) = lim J .. (sn) = 0. 
n~oo n--+oo n---+oo 
Proof. We have onlytoshowthatlimJ+(sn)=O. For this purpose, 
n->oo 
let FE Fs and observe that t-sn:>O. Hence, it follows from Theorem 5.3 
that J((t-sn)XF) .;.;J +(t-sn), i.e. J +(sn) -J(snXF) .;.;J +(t) -J(txF). Similarly, 
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since t+sn:>O, we have -J+(sn)+J(snXF)<J+(t)-J(txF). Combining 
these two results we obtain !J+(sn)-J(snXF)! <,J+(t)-J(txF). Since 
limJ(snXF)=O it follows that limsupJJ+(sn)!<J+(t)-J(tXF) for all 
n---*oo n~oo 
F E F8 • Hence, by Theorem 5.3, lim sup !J +(sn)! = 0, i.e. lim !J +(sn)! = 0. 
n---;..oo n->oo 
One- might ask now if it is possible to extend J to a larger domain 
preserving its properties (i) to (iv). An easy way out would be to extend 
first J + and J _ to R(X, F, v+) and R(X, F, v-) respectively and then 
extend J to the space R(X, F, v+) n R(X, F, v-) by defining J =J +-J-.. 
It is more satisfactory, however, to have a direct extension procedure 
for J without having to refer to J + and J _ such that the same result is 
obtained. To obtain this goal we have, in view of Theorem 5.4, to modify 
Definition 3.2 as follows. 
Definition 5.1 (Riemann integrability with respect to a signed 
measure). A real function f defined on X is said to be Riemann integrable 
over X with respect to v whenever there exists an increasing sequence of step 
functions {sn : n EN} and a decreasing sequence of step functions {tn : n EN} 
such that (i) Sn<f<tn for all n EN, (i) lim J((tn-Sn)XA)=O for all A E r. 
n-->-oo 
In this case the Riemann integral of f is the common limit of the lower 
approximations J(sn) and the upper approximations J(tn), and is denoted 
by J(f). 
From this definition it follows immediately as in the case of Definition 
3.2 that a Riemann integrable function is bounded and vanishes outside 
an s-set. 
For a measure, Definition 3.2 and Definition 5.1 are obviously equivalent. 
Notation. The space of all functions f, defined on X and Riemann 
integrable with respect to v, will be denoted by R=R(X, r, v). 
We have now the following theorem, which proves at the same time 
the uniqueness of J(f). 
Theorem 5.5. Let f be a real function defined on X. Then f E R(X, r, v) 
if and only if f E R(X, r, v+) and f E R(X, r, v-), and in this case 
J(f) =J +(/) -J -(/). 
Proof. If I E R(X, r, y+) and I E R(X, r, y-), then it is easy to see 
that there exists an increasing sequence of step functions {sn : n EN} 
and a decreasing sequence of step functions {tn : n EN} such that 
(i) Sn <f <tn (n EN), (ii) lim J +(tn -sn) = 0 as well as lim J -(tn -sn) = 0. For 
n-->oo 
every A E r we have J((tn-Sn)XA)=J +((tn-Sn)XA) -J -((tn- Sn)XA). Hence, 
lim J((tn-Sn)xA)=O for all A E r, i.e. I ER(X, r, v). It follows that 
n-->-00 
J(f) =J +(/) -J -(/). 
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Conversely assume that f E R(X, r, Y). We shall prove that fER(X, r, y+) 
The proof that f E R(X, r, y-) is similar. From f E R(X, r, Y) it follows 
that there exists an increasing sequence of step functions {sn : n EN} and 
a decreasing sequence of step functions {tn : n EN} such that Bn <f<tn 
for all n EN and lim J( (tn- Sn)XA) = 0 for all A E r. Observing that 
n-+00 
Un=tn-Sn ES, Un:>O and Un<UI for all n EN; we obtain immediately 
from Theorem 5.4 that lim J+(un)= lim J+(tn-sn)=O; so by Definition 
3.2, t E R(X, r, y+). 
Remark. From this theorem it follows that f ER(X, r, Y) if and 
only iff E R(X, r, JyJ). This shows that R(X, r, Y) is also a Riesz space. 
Furthermore, by means of Theorem 3.4 we obtain the following char-
acterization of the notion of Riemann integrability with respect to a 
signed measure. A real function f defined on X is Riemann integrable 
over X with respect to Y if and only if there exists an increasing sequence 
of step functions {sn : n EN} and a decreasing sequence of step functions 
{tn :nEN} such that Bn<f<tn for all nEN and f(x)= limsn(X)= 
n-+oo 
= lim tn(x) on X except possibly on a set of JyJ-measure zero. 
n-+oo 
With Theorem 5.5 it is now easy to generalize Theorems 3.5 to 3.8 for 
the case of a signed Riemann integral; we shall leave it to the reader to 
verify this. 
(To be continued) 
