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∗
A.A. Vasil’eva
1 Introduction
In this paper, estimates for Kolmogorov, Gelfand and linear widths of functional
classes on sets with a tree-like structure are obtained. As examples we consider
weighted Sobolev classes on a John domain, as well as some function classes on a
metric and combinatorial tree.
Let Ω ⊂ Rd be a bounded domain (an open connected set), and let g, v : Ω→ R+
be measurable functions. For each measurable vector-valued function ψ : Ω → Rl,
ψ = (ψk)16k6l, and for each p ∈ [1, ∞], we put
‖ψ‖Lp(Ω) =
∥∥∥ max
16k6l
|ψk|
∥∥∥
p
=

∫
Ω
max
16k6l
|ψk(x)|
p dx


1/p
(appropriately modified if p = ∞). Let β = (β1, . . . , βd) ∈ Z
d
+ := (N ∪ {0})
d,
|β| = β1+. . .+βd. For any distribution f defined on Ω we write∇
rf =
(
∂rf/∂xβ
)
|β|=r
(here partial derivatives are taken in the sense of distributions), and denote by lr,d
the number of components of the vector-valued distribution ∇rf . We set
W rp,g(Ω) =
{
f : Ω→ R
∣∣ ∃ψ : Ω→ Rlr,d : ‖ψ‖Lp(Ω) 6 1, ∇rf = g · ψ}(
we denote the corresponding function ψ by
∇rf
g
)
,
‖f‖Lq,v(Ω)=‖f‖q,v=‖fv‖Lq(Ω), Lq,v(Ω) = {f : Ω→ R| ‖f‖q,v <∞} .
We call the set W rp,g(Ω) a weighted Sobolev class. Observe that W
r
p,1(Ω) =W
r
p (Ω).
For properties of weighted Sobolev spaces and their generalizations, see the books
[11,13,24,28,41,42] and the survey paper [22]. Sufficient conditions for boundedness
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and compactness of embeddings of weighted Sobolev spaces into weighted Lq-spaces
were obtained by Kudryavtsev, Necˇas, Kufner, Triebel, Gurka and Opic, Besov, Caso
and D’Ambrosio, and other authors (see, e.g., [3, 9, 19, 23, 24, 29, 41]). Note that, in
these papers, the definition of weighted Sobolev classes included conditions not only
on the derivatives of order r but also on derivatives of lesser order. For more details,
see [46].
Let X, Y be sets, f1, f2 : X × Y → R+. We write f1(x, y) .
y
f2(x, y) (or
f2(x, y) &
y
f1(x, y)) if, for any y ∈ Y , there exists c(y) > 0 such that f1(x, y) 6
c(y)f2(x, y) for each x ∈ X; f1(x, y) ≍
y
f2(x, y) if f1(x, y) .
y
f2(x, y) and f2(x, y) .
y
f1(x, y).
For x ∈ Rd and a > 0 we shall denote by Ba(x) the closed Euclidean ball of
radius a in Rd centered at the point x.
Let | · | be an arbitrary norm on Rd, and let E, E ′ ⊂ Rd, x ∈ Rd. We put
diam|·|E = sup{|y − z| : y, z ∈ E}, dist|·| (x, E) = inf{|x− y| : y ∈ E},
dist|·| (E
′, E) = inf{|x− y| : x ∈ E, y ∈ E ′}.
Denote by AC[t0, t1] the space of absolutely continuous functions on an interval
[t0, t1].
Definition 1. Let Ω ⊂ Rd be a bounded domain, and let a > 0. We say that
Ω ∈ FC(a) if there exists a point x∗ ∈ Ω such that, for any x ∈ Ω, there exists a
curve γx : [0, T (x)]→ Ω with the following properties:
1. γx ∈ AC[0, T (x)],
∣∣∣dγx(t)dt ∣∣∣ = 1 a.e.,
2. γx(0) = x, γx(T (x)) = x∗,
3. Bat(γx(t)) ⊂ Ω for any t ∈ [0, T (x)].
Definition 2. We say that Ω satisfies the John condition (and call Ω a John domain)
if Ω ∈ FC(a) for some a > 0.
Remark 1. If Ω ∈ FC(a) and a point x∗ is such as in Definition 1, then
diam|·|Ω .
d,a,|·|
dist|·| (x∗, ∂Ω). (1)
Let (X, ‖ · ‖X) be a normed space, let X
∗ be its dual, and let Ln(X), n ∈ Z+, be
the family of subspaces of X of dimension at most n. Denote by L(X, Y ) the space
of continuous linear operators from X into a normed space Y . Also, by rkA denote
the dimension of the image of an operator A ∈ L(X, Y ), and by ‖A‖X→Y , its norm.
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By the Kolmogorov n-width of a set M ⊂ X in the space X, we mean the
quantity
dn(M, X) = inf
L∈Ln(X)
sup
x∈M
inf
y∈L
‖x− y‖X,
by the linear n-width, the quantity
λn(M, X) = inf
A∈L(X,X), rkA6n
sup
x∈M
‖x− Ax‖X ,
and by the Gelfand n-width, the quantity
dn(M, X) = inf
x∗1, ..., x
∗
n∈X
∗
sup{‖x‖ : x ∈M, x∗j (x) = 0, 1 6 j 6 n} =
= inf
A∈L(X,Rn)
sup{‖x‖ : x ∈M ∩ kerA}.
In [31] the definition of strict s-numbers of a linear continuous operator was given.
In particular, Kolmogorov numbers of an operator A : X → Y coincide with
Kolmogorov widths dn(A(BX), Y ) (here BX is the unit ball in the space X); if the
operator is compact, then its approximation numbers coincide with linear widths
λn(A(BX), Y ) (see the paper of Heinrich [20]). If X and Y are both uniformly
convex and uniformly smooth and A : X → Y is a bounded linear map with trivial
kernel and range dense in Y , then Gelfand numbers of A are equal to dn(A(BX), Y )
(see the paper of Edmunds and Lang [12]).
In the 1960–1970s problems concerning the values of the widths of function
classes in Lq and of finite-dimensional balls B
n
p in l
n
q were intensively studied. Here
lnq (1 6 q 6∞) is the space R
n with the norm
‖(x1, . . . , xn)‖q ≡ ‖(x1, . . . , xn)‖lnq =
{
(|x1|
q + · · ·+ |xn|
q)1/q, if q <∞,
max{|x1|, . . . , |xn|}, if q =∞,
Bnp is the unit ball in l
n
p . For more details, see [32, 39, 40].
Besov in [4] proved the result on the coincidence of orders of widths
dn(W
r
p (Kσ), Lq(Kσ)) ≍
p,q,r,d,σ
dn(W
r
p ([0, 1]
d), Lq([0, 1]
d));
here
Kσ = {(x1, . . . , xd−1, xd) : |(x1, . . . , xd−1)|
1/σ < xd < 1},
σ > 1, r − [σ(d − 1) + 1]
(
1
p
− 1
q
)
+
> 0 and some conditions on the parameters
p, q, r, d hold (see Theorem D below). For r = 1, p = q and more general ridged
domains, estimates of approximation numbers were obtained by W.D. Evans and
D.J. Harris [15].
An upper estimate of Kolmogorov widths of Sobolev classes on a cube in a
weighted Lp-space was first obtained by Birman and Solomyak [5] (for q > max{p, 2},
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the orders of this bound are not sharp). In [14], El Kolli had found the orders of
the quantities dn(W
r
p,g(Ω), Lq,v(Ω)), where Ω is a bounded domain with smooth
boundary, p = q, and weight functions g and v were equal to a power of the
distance to the boundary of Ω; by using Banach space interpolation, Triebel [41]
extended the upper bounds to the widths dn(W
r
p,g(Ω), Lq,v(Ω)) for p 6 q. Estimates
for linear widths of weighted Sobolev classes on Rd with weights of the form wα(x) =
(1+‖x‖22)
α/2 were established by Mynbaev and Otelbaev in [28]. For intersections of
some weighted Sobolev classes on a cube with weights that are powers of the distance
from the boundary, order estimates of widths were obtained by Boykov [6,7]. In [43]
Triebel obtained estimates of approximation numbers for weighted Sobolev classes
with weights that have singularity at a point (case p = q); this result was generalized
in [49]. For general weights, the Kolmogorov’s and approximation numbers of an
embedding operator of Sobolev classes in Lp were estimated by Lizorkin, Otelbaev,
Aitenova and Kusainova [1, 2, 26, 30].
Let us formulate the main result of this paper.
Denote by H the set of all nondecreasing positive functions defined on (0, 1].
Introduce the notion of h-set in accordance with [8].
Definition 3. Let Γ ⊂ Rd be a nonempty compact set and h ∈ H. We say that Γ is
an h-set if there are a cˆ > 1 and a finite countably additive measure µ on Rd such
that supp µ = Γ and cˆ−1h(t) 6 µ(Bt(x)) 6 cˆh(t) for any x ∈ Γ and t ∈ (0, 1].
Observe that the measure µ is nonnegative.
Below we consider a function h ∈ H which has the following form in a neighborhood
of the zero:
h(t) = tθΛ(t), 0 6 θ < d, (2)
where Λ : (0, +∞)→ (0, +∞) is an absolutely continuous function such that
tΛ′(t)
Λ(t)
→
t→+0
0. (3)
Everywhere below, we use the notation log x = log2 x.
Let Ω ∈ FC(a) be a bounded domain and Γ ⊂ ∂Ω an h-set. Below we assume for
convenience that Ω ⊂
[
−1
2
, 1
2
]d
(the general case can be reduced to this special case
by a change of variables). Let 1 < p 6 ∞, 1 6 q < ∞, r ∈ N, δ := r + d
q
− d
p
> 0,
βg, βv ∈ R, g(x) = ϕg(dist|·|(x, Γ)), v(x) = ϕv(dist|·|(x, Γ)),
ϕg(t) = t
−βgΨg(t), ϕv(t) = t
−βvΨv(t), (4)
and the functions Ψg and Ψv are absolutely continuous,
tΨ′g(t)
Ψg(t)
→
t→+0
0,
tΨ′v(t)
Ψv(t)
→
t→+0
0, (5)
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and
−βvq + d− θ > 0. (6)
Moreover, assume that
a) βg + βv < δ − θ
(
1
q
−
1
p
)
+
or b) βg + βv = δ − θ
(
1
q
−
1
p
)
+
. (7)
We also assume that
Λ(t) = | log t|γτ(| log t|), Ψg(t) = | log t|
−αgρg(| log t|),
Ψv(t) = | log t|
−αvρv(| log t|) in case b),
(8)
the functions ρg, ρv and τ are absolutely continuous,
lim
y→+∞
yτ ′(y)
τ(y)
= lim
y→+∞
yρ′g(y)
ρg(y)
= lim
y→+∞
yρ′v(y)
ρv(y)
= 0, (9)
α := αg + αv > (1− γ)
(
1
q
−
1
p
)
+
; γ < 0 if θ = 0. (10)
It can readily be seen that, in this case, the functions Λ, Ψg and Ψv satisfy (3) and
(5), respectively.
Remark 2. If functions Ψg and Ψv (ρg and ρv) satisfy (5) ((9), respectively), then
their product and all powers of these functions satisfy a similar condition.
Set
β = βg + βv, ρ(y) = ρg(y)ρv(y), Ψ(y) = Ψg(y)Ψv(y),
Z = (r, d, p, q, g, v, h, a, cˆ), Z∗ = (Z, R), where cˆ is the constant used in Definition
3 and R = diamΩ.
Given 1 6 p 6∞, we write p′ = p
p−1
.
In estimating Kolmogorov, linear, and Gelfand widths we set, respectively, ϑl(M, X) =
dl(M, X) and qˆ = q, ϑl(M, X) = λl(M, X) and qˆ = min{q, p
′}, ϑl(M, X) =
dl(M, X) and qˆ = p′.
Denote ψΛ(y) =
1
Λ( 1y )
. Then ψΛ ∈ AC(0, ∞) and lim
y→∞
yψ′Λ(y)
ψΛ(y)
= 0.
Let γ∗ > 0, ψ∗ ∈ AC(0, ∞), lim
y→∞
yψ′∗(y)
ψ∗(y)
= 0. It will be proved below (see Lemma
2) that for sufficiently large x the function yγ∗ψ∗(y) is strictly increasing and the
equation
yγ∗ψ∗(y) = x
has the unique solution y(x). Moreover,
y(x) = x
1
γ∗ ϕ∗(x),
where ϕ∗ is an absolutely continuous function and lim
x→∞
xϕ′∗(x)
ϕ∗(x)
= 0. We denote the
function ϕ∗ by ϕγ∗,ψ∗.
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Theorem 1. There exists n0 = n0(Z) such that for any n > n0 the following
assertions hold.
1. Suppose that θ > 0 and the condition (7), a) holds.
• Let p > q or p < q, qˆ 6 2. We set
θ1 =
δ
d
−
(
1
q
−
1
p
)
+
, θ2 =
δ − β
θ
−
(
1
q
−
1
p
)
+
, (11)
σ1(n) = 1, σ2(n) = Ψ(n
−1/θϕ−1θ,ψΛ(n))ϕ
β−δ
θ,ψΛ
(n). (12)
Let θ1 6= θ2, j∗ ∈ {1, 2},
θj∗ = min{θ1, θ2}.
Then
ϑn(W
r
p,g(Ω), Lq,v(Ω)) ≍
Z∗
n−θj∗σj∗(n).
• Let p < q, qˆ > 2. Denote
θ1 =
δ
d
+min
{
1
p
−
1
q
,
1
2
−
1
qˆ
}
, θ2 =
qˆδ
2d
, (13)
θ3 =
δ − β
θ
+min
{
1
p
−
1
q
,
1
2
−
1
qˆ
}
, θ4 =
qˆ(δ − β)
2θ
, (14)
σ1(n) = σ2(n) = 1, σ3(n) = Ψ(n
−1/θϕ−1θ,ψΛ(n))ϕ
β−δ
θ,ψΛ
(n),
σ4(n) = σ3(n
qˆ/2).
(15)
Suppose that there exists j∗ ∈ {1, 2, 3, 4} such that
θj∗ < min
j 6=j∗
θj . (16)
Then
ϑn(W
r
p,g(Ω), Lq,v(Ω)) ≍
Z∗
n−θj∗σj∗(n).
2. Suppose that θ > 0 and the condition (7), b) holds. Then
ϑn(W
r
p,g(Ω), Lq,v(Ω)) ≍
Z∗
(logn)
−α+(1−γ)( 1q−
1
p)+ρ(log n)τ
−( 1q−
1
p)+(log n).
3. Suppose that θ = 0 and the condition (7), b) holds. Denote τ−1(x) = 1
τ(x)
.
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• Let p > q or p < q, qˆ 6 2. We set
θ1 =
δ
d
−
(
1
q
−
1
p
)
+
, θ2 =
α
1− γ
−
(
1
q
−
1
p
)
+
, (17)
σ1(n) = 1, σ2(n) = ρ
(
n
1
1−γϕ1−γ,τ−1(n)
)
ϕ−α1−γ,τ−1(n). (18)
Let θ1 6= θ2, j∗ ∈ {1, 2},
θj∗ = min{θ1, θ2}.
Then
ϑn(W
r
p,g(Ω), Lq,v(Ω)) ≍
Z∗
n−θj∗σj∗(n).
• Let p < q and qˆ > 2. Denote
θ1 =
δ
d
+min
{
1
p
−
1
q
,
1
2
−
1
qˆ
}
, θ2 =
qˆδ
2d
, (19)
θ3 =
α
1− γ
+min
{
1
p
−
1
q
,
1
2
−
1
qˆ
}
, θ4 =
qˆα
2(1− γ)
, (20)
σ1(n) = σ2(n) = 1, σ3(n) = ρ
(
n
1
1−γϕ1−γ,τ−1(n)
)
ϕ−α1−γ,τ−1(n),
σ4(n) = σ3(n
qˆ/2).
(21)
Suppose that there exists j∗ ∈ {1, 2, 3, 4} such that
θj∗ < min
j 6=j∗
θj . (22)
Then
ϑn(W
r
p,g(Ω), Lq,v(Ω)) ≍
Z∗
n−θj∗σj∗(n).
4. Suppose that θ = 0 and the condition (7), a) holds.
• If p > q or p < q, qˆ 6 2, then
ϑn(W
r
p,g(Ω), Lq,v(Ω)) ≍ n
− δ
d
+( 1q−
1
p)+.
• Let p < q, qˆ > 2, θ1 =
δ
d
+min
{
1
p
− 1
q
, 1
2
− 1
qˆ
}
, θ2 =
qˆδ
2d
, θ1 6= θ2. Then
ϑn(W
r
p,g(Ω), Lq,v(Ω)) ≍
Z∗
n−min{θ1, θ2}.
Notice that from the equivalence of norms on Rd and from the definition of
weights g and v it follows that it is sufficient to consider the norm |x| = |(x1, . . . , xd)| =
max16i6d |xi| for x ∈ R
d.
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2 Notation
In what follows A (intA, ∂A, cardA, respectively) be, respectively, the closure
(interior, boundary, cardinality) of A. If a set A is contained in some subspace
L ⊂ Rd of dimension (d − 1), then we denote by intd−1A the interior of A with
respect to the induced topology on the space L. For a convex set A we denote by
dimA the dimension of the affine span of the set A.
Let (Ω, Σ, µ) be a measure space. We say that sets A, B ⊂ Ω do not overlap
if A ∩ B is a Lebesgue nullset. Let E, E1, . . . , Em ⊂ Ω be measurable sets, m ∈
N ∪ {∞}. We say that {Ei}
m
i=1 is a partition of E if the sets Ei do not overlap
pairwise and the set (∪mi=1Ei)△ E is a Lebesgue nullset.
Denote by χE(·) the indicator function of a set E.
A set A ⊂ Rd is said to be a cube if there are sj < tj, 1 6 j 6 d, such that
tj − sj = t1 − s1 for any j = 1, . . . , d and
d∏
j=1
(sj , tj) ⊂ A ⊂
d∏
j=1
[sj, tj].
For every cube K and s ∈ Z+, denote by Ξs(K) the partition of K into 2
sd
non-overlapping cubes of the same size, Ξ(K) :=
⋃
s∈Z+
Ξs(K). Everywhere below,
we assume that these cubes are closed.
We recall some definitions from graph theory. Throughout, we assume that the
graphs have neither multiple edges nor loops.
Let G be a graph containing at most countable number of vertices. We shall
denote byV(G) and by E(G) the set of vertices and the set of edges of G, respectively.
Two vertices are called adjacent if there is an edge between them. We shall identify
pairs of adjacent vertices with edges that connect them. Let ξi ∈ V(G), 1 6 i 6 n.
The sequence (ξ1, . . . , ξn) is called a path, if the vertices ξi and ξi+1 are adjacent
for any i = 1, . . . , n − 1. If all the vertices ξi are distinct, then such a path is
called simple. A path (ξ1, . . . , ξn) is called a cycle, if n > 4, the path (ξ1, . . . , ξn−1)
is simple and ξ1 = ξn. We say that a graph is connected if any two vertices are
connected by a finite path. A connected graph is a tree if it has no cycles.
Let (T , ξ0) be a tree with a distinguished vertex (or a root) ξ0. We introduce
a partial order on V(T ) as follows: we say that ξ′ > ξ if there exists a simple
path (ξ0, ξ1, . . . , ξn, ξ
′) such that ξ = ξk for some k ∈ 0, n. In this case, we set
ρT (ξ, ξ
′) = ρT (ξ
′, ξ) = n + 1 − k. In addition, we denote ρT (ξ, ξ) = 0. If ξ
′ > ξ or
ξ′ = ξ, then we write ξ′ > ξ. This partial order on T induces a partial order on its
subtree.
For j ∈ Z+, ξ ∈ V(T ) we denote
Vj(ξ) := V
T
j (ξ) := {ξ
′ > ξ : ρT (ξ, ξ
′) = j}.
Given ξ ∈ V(T ), we denote by Tξ = (Tξ, ξ) a subtree of T with the set of vertices
{ξ′ ∈ V(T ) : ξ′ > ξ}. (23)
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Let G be a subgraph in T . Denote by Vmax(G) and Vmin(G) the sets of maximal
and minimal vertices in G, respectively. Given a function f : V(G)→ R, we set
‖f‖lp(G) =

 ∑
ξ∈V(G)
|f(ξ)|p


1/p
. (24)
Denote by lp(G) the space of functions f : V(G)→ R with finite norm ‖f‖lp(G).
Let W ⊂ V(T ). We say that G ⊂ T is a maximal subgraph on the set of vertices
W if V(G) = W and any two vertices ξ′, ξ′′ ∈ W adjacent in T are also adjacent
in G.
Let {Tj}j∈N be a family of subtrees in T such that V(Tj)∩V(Tj′) = ∅ for j 6= j
′
and ∪j∈NV(Tj) = V(T ). Then {Tj}j∈N is called a partition of the tree T . Let ξj
be the minimal vertex of Tj. We say that the tree Ts succeeds the tree Tj (or Tj
precedes the tree Ts) if ξj < ξs and
{ξ ∈ T : ξj 6 ξ < ξs} ⊂ V(Tj).
3 Preliminaries
Let ∆ be a cube with the side length 2−m, m ∈ Z. We denote m(∆) = m. In
particular, if ∆ ∈ Ξ
([
−1
2
, 1
2
]d)
, then ∆ ∈ Ξm(∆)
([
−1
2
, 1
2
]d)
.
We shall need Whitney’s covering theorem (see, e.g., [25, p. 562]).
Theorem A. Let Ω ⊂
[
−1
2
, 1
2
]d
be an open set. Then there exists a family of closed
pairwise non-overlapping cubes Θ(Ω) = {∆j}j∈N ⊂ Ξ
([
−1
2
, 1
2
]d)
with the following
properties:
1. Ω = ∪j∈N∆j;
2. dist (∆j , ∂Ω) ≍
d
2−m(∆j);
3. if dim(∆i ∩∆j) = d− 1, then
m(∆j)− 2 6 m(∆i) 6 m(∆j) + 2.
Let p > q, c1 > c2 > . . . > cν > 0, c = (c1, . . . , cν), cν+1 = 0,
Bνp (c) =
{
(x1, . . . , xν) ∈ R
ν :
(
x1
c1
, . . . ,
xν
cν
)
∈ Bνp
}
.
Pietsch [31] and Stesin [37] proved that for 0 6 n 6 ν
ϑn(B
ν
p (c), l
ν
q ) =


(
ν∑
j=n+1
c
pq
p−q
j
) 1
q
− 1
p
for p > q,
cn+1 for p = q.
(25)
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In particular,
ϑn(B
ν
p , l
ν
q ) = (ν − n)
1
q
− 1
p , n ∈ Z+, ν ∈ N, n 6 ν. (26)
For p < q, we shall use the following order estimates of widths ϑn(B
ν
p , l
ν
q ) (see
[18, 21]).
Theorem B. If 1 < p < q <∞, then
dn(B
ν
p , l
ν
q ) ≍
q,p
Φ(n, ν, p, q), (27)
λn(B
ν
p , l
ν
q ) ≍
q,p
Ψ(n, ν, p, q), (28)
dn(Bνp , l
ν
q ) ≍
q,p
Φ(n, ν, q′, p′), (29)
where
Φ(n, ν, p, q) =


min
{
1,
(
ν1/qn−1/2
)( 1p− 1q )/( 12− 1q )}, 2 6 p < q <∞,
max
{
ν
1
q
− 1
p , min
(
1, ν
1
qn−
1
2
)(
1− n
ν
)1/2}
, 1 < p < 2 < q <∞,
max
{
ν
1
q
− 1
p ,
(
1− n
ν
)( 1q− 1p)/(1− 2p)}, 1 < p < q 6 2,
Ψ(n, ν, p, q) =
{
Φ(n, ν, p, q), if q 6 p′,
Φ(n, ν, q′, p′), if p′ < q.
The following theorem is proved in [35]; see also [25, p. 566] and [27, p. 51].
Theorem C. Let 1 < p < q <∞, d ∈ N, r > 0, r
d
+ 1
q
− 1
p
= 0. Then the operator
Tf(x) =
∫
Rd
f(y)|x− y|r−d dy
is bounded from Lp(R
d) in Lq(R
d).
Theorem D. (see, e.g., [5, 10, 21, 38]). Let r ∈ N, 1 < p 6 ∞, 1 6 q < ∞,
δ := r +
d
q
−
d
p
> 0. Set
θp,q,r,d =
{
δ
d
−
(
1
q
− 1
p
)
+
, if p > q or p < q, qˆ 6 2,
min
{
δ
d
+min
{
1
2
− 1
qˆ
, 1
p
− 1
q
}
, qˆδ
2d
}
, if p < q, qˆ > 2.
(30)
In addition, we suppose that δ
d
+min
{
1
2
− 1
qˆ
, 1
p
− 1
q
}
6= qˆδ
2d
for p < q, qˆ > 2. Then
ϑn(W
r
p ([0, 1]
d), Lq([0, 1]
d)) ≍
r,d,p,q
n−θp,q,r,d .
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The following lemma is proved in [48].
Lemma 1. Let Φ : (0, +∞) → (0, +∞), ρ : (0, +∞) → (0, +∞) be absolutely
continuous functions and lim
t→+0
tΦ′(t)
Φ(t)
= 0, lim
y→+∞
yρ′(y)
ρ(y)
= 0. Then for any ε > 0
tε .
ε,Φ
Φ(ty)
Φ(y)
.
ε,Φ
t−ε, 0 < y 6 1, 0 < t 6 1,
t−ε .
ε,ρ
ρ(ty)
ρ(y)
.
ε,ρ
tε, 1 6 y <∞, 1 6 t <∞.
4 Widths of function classes on a set with
a tree-like structure: the general theorem
Let (Ω, Σ, mes) be a measure space, let Θˆ be at most countable partition of Ω into
measurable subsets, let A be a tree such that
∃c1 > 1 : cardV1(ξ) 6 c1, ξ ∈ V(A), (31)
and let Fˆ : V(A)→ Θˆ be a bijective mapping.
Throughout we consider at most countable partitions.
Let 1 6 p 6∞, 1 6 q 6∞. We suppose that, for any measurable subset E ⊂ Ω,
the following spaces are defined:
• the space Xp(E) with seminorm ‖ · ‖Xp(E),
• the space Yq(E) with norm ‖ · ‖Yq(E),
which all satisfy the following conditions:
1. Xp(Ω) ⊂ Yq(Ω);
2. Xp(E) = {f |E : f ∈ Xp(Ω)}, Yq(E) = {f |E : f ∈ Yq(Ω)};
3. if mesE = 0, then dim Yq(E) = 0;
4. if E ⊂ Ω, Ej ⊂ Ω (j ∈ N) are measurable sets, E = ⊔j∈NEj , then
‖f‖Xp(E) =
∥∥∥{‖f |Ej‖Xp(Ej)}j∈N
∥∥∥
lp
, f ∈ Xp(E), (32)
‖f‖Yq(E) =
∥∥∥{‖f |Ej‖Yq(Ej)}j∈N
∥∥∥
lq
, f ∈ Yq(E). (33)
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Denote by BXp(Ω) the unit ball of the space Xp(Ω).
Let P(Ω) ⊂ Xp(Ω) be a subspace of the finite dimension r0. For each measurable
subset E ⊂ Ω we write P(E) = {P |E : P ∈ P(Ω)}. Let G ⊂ Ω be a measurable
subset and let T be a partition of G. We set
ST (Ω) = {f : Ω→ R : f |E ∈ P(E), f |Ω\G = 0}. (34)
For any finite partition T = {Ej}
n
j=1 of the set E and for each function f ∈ Yq(Ω)
we put
‖f‖p,q,T =
(
n∑
j=1
‖f |Ej‖
σp,q
Yq(Ej)
) 1
σp,q
,
where σp,q = min{p, q}. Denote by Yp,q,T (E) the space Yq(E) with the norm ‖·‖p,q,T .
Notice that ‖ · ‖Yq(E) 6 ‖ · ‖p,q,T .
For any subtree A′ ⊂ A we set ΩA′ = ∪ξ∈V(A′)Fˆ (ξ).
Assumption 1. There is a function w∗ : V(A) → (0, ∞) with the following
property: for any subtree A′ ⊂ A rooted at ξˆ there exists a linear continuous operator
PΩA′ : Yq(ΩA′)→ P(ΩA′) such that for any function f ∈ Xp(ΩA′)
‖f − PΩA′f‖Yq(ΩA′ ) 6 w∗(ξˆ)‖f‖Xp(ΩA′ ). (35)
Assumption 2. There exist a function w˜∗ : V(A) → (0, ∞) and numbers δ∗ > 0,
c2 > 1 such that for each vertex ξ ∈ V(A) and for any n ∈ N, m ∈ Z+ there is a
partition Tm,n(G) of the set G = Fˆ (ξ) with the following properties:
1. cardTm,n(G) 6 c2 · 2
mn.
2. For any E ∈ Tm,n(G) there exists a linear continuous operator PE : Yq(Ω) →
P(E) such that for any function f ∈ Xp(E)
‖f − PEf‖Yq(E) 6 (2
mn)−δ∗w˜∗(ξ)‖f‖Xp(E). (36)
3. For any E ∈ Tm,n(G)
card {E ′ ∈ Tm±1,n(G) : mes(E ∩ E
′) > 0} 6 c2. (37)
Assumption 3. There exist k∗ ∈ N, λ∗ > 0,
µ∗ > λ∗, (38)
γ∗ > 0, absolutely continuous functions u∗ : (0, ∞) → (0, ∞) and ψ∗ : (0, ∞) →
(0, ∞), t0 ∈ N, a partition {At,i}t>t0, i∈Jˆt of the tree A such that limy→∞
yu′∗(y)
u∗(y)
= 0,
lim
y→∞
yψ′∗(y)
ψ∗(y)
= 0,
c−13 2
−λ∗k∗tu∗(2
k∗t) 6 w∗(ξ) 6 c3 · 2
−λ∗k∗tu∗(2
k∗t), ξ ∈ V(At,i), (39)
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c−13 2
−µ∗k∗tu∗(2
k∗t) 6 w˜∗(ξ) 6 c3 · 2
−µ∗k∗tu∗(2
k∗t), ξ ∈ V(At,i), (40)
νt :=
∑
i∈Jˆt
cardV(At,i) 6 c3 · 2
k∗γ∗tψ∗(2
k∗t) =: c3νt, t > t0. (41)
In addition, we assume that the following assertions hold.
1. If p > q, then
2−λ∗k∗t(card Jˆt)
1
q
− 1
p 6 c3 · 2
−µ∗k∗tν
1
q
− 1
p
t . (42)
2. Let t, t′ ∈ Z+. Then
2−λ∗k∗t
′
u∗(2
k∗t′) 6 c3 · 2
−λ∗k∗tu∗(2
k∗t), if t′ > t, (43)
2−µ∗k∗t
′
u∗(2
k∗t′)
(
2k∗γ∗t
′
ψ∗(2
k∗t′)
) 1
q
− 1
p 6
6 c3 · 2
−µ∗k∗tu∗(2
k∗t)
(
2k∗γ∗tψ∗(2
k∗t)
) 1
q
− 1
p , if t′ > t, p > q.
(44)
3. If the tree At′,i′ succeeds the tree At,i, then t
′ = t + 1.
Remark 3. If ξ ∈ V(At,i), ξ
′ ∈ V(At′,i′), ξ
′ > ξ, then t′ > t.
Let us make some notations.
• ξˆt,i is the minimal vertex of the tree At,i.
• Γt is the maximal subgraph in A on the set of vertices ∪i∈JˆtV(At,i), t > t0;
for 1 6 t < t0 we put Γt = ∅.
• Gt = ∪ξ∈V(Γt)Fˆ (ξ) = ∪i∈JˆtΩAt,i .
• Γ˜t is the maximal subgraph on the set of vertices ∪j>tV(Γj), t ∈ N.
• A˜t,i (i ∈ J t) is the set of connected components of the graph Γ˜t.
• U˜t,i = ∪ξ∈V(A˜t,i)Fˆ (ξ).
• U˜t = ∪i∈JtU˜t,i = ∪ξ∈V(Γ˜t)Fˆ (ξ).
We claim that if t > t0, then
Vmin(Γ˜t) = Vmin(Γt) = {ξˆt,i}i∈Jˆt . (45)
Indeed, let t = t0, i0 ∈ Jˆt0 . Then ξˆt0,i0 is the minimal vertex in the tree A (otherwise
there is a tree At′,i′ that precedes At0,i0 ; by Assumption 3, t
′ = t0−1, which leads to
a contradiction). Thus, Jˆt0 = {i0} and Vmin(Γ˜t0) = Vmin(A) = {ξˆt0,i0} = Vmin(Γt0).
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Let t > t0. Notice that Vmin(Γt) ⊂ {ξˆt,i}i∈Jˆt. We claim that Vmin(Γ˜t) ⊂ {ξˆt,i}i∈Jˆt.
In fact, let ξ ∈ Vmin(Γ˜t). Then ξ = ξˆt′,i′ for some t
′ > t, i′ ∈ Jˆt′ . Since t > t0,
ξˆt′,i′ > ξˆt0,i0. Let the tree At′′,i′′ precede the tree At′,i′. Then t
′′ < t. By Assumption
3, t′ = t′′+1. Therefore, t′ < t+1, i.e., t′ = t. Let us prove that Vmin(Γt) ⊃ {ξˆt,i}i∈Jˆt
and Vmin(Γ˜t) ⊃ {ξˆt,i}i∈Jˆt. Indeed, since ξˆt,i is the minimal vertex of At,i, we have
ξˆt,i ∈ V(Γ˜t). If ξ < ξˆt,i, then ξ ∈ V(At′,i′), t
′ < t (see Remark 3). Hence, ξˆt,i ∈
Vmin(Γ˜t) and ξˆt,i ∈ Vmin(Γt).
Thus, we may assume that
J t = Jˆt, t > t0. (46)
Lemma 2. There exists x0 ∈ (0, ∞) such that for any x > x0 the equation
yγ∗ψ∗(y) = x has the unique solution y(x). Moreover, y(x) = x
β∗ϕ∗(x), where
β∗ =
1
γ∗
and ϕ∗ is an absolutely continuous function such that limx→+∞
xϕ′∗(x)
ϕ∗(x)
= 0.
This lemma will be proved later.
Denote Z0 = (p, q, r0, w∗, w˜∗, δ∗, k∗, λ∗, µ∗, γ∗, ψ∗, u∗, c1, c2, c3).
Theorem 2. Suppose that Assumptions 1, 2 and 3 hold and δ∗ >
(
1
q
− 1
p
)
+
. Then
there exists n0 = n0(Z0) such that for any n > n0 the following estimates are true.
1. Let δ∗ 6= λ∗β∗.
• For p 6 q, we set
σ∗(n) =
{
1, if δ∗ < λ∗β∗,
u∗(n
β∗ϕ∗(n))ϕ
−λ∗
∗ (n), if δ∗ > λ∗β∗.
Then
ϑn(BXp(Ω), Yq(Ω)) .
Z0
n−min(δ∗, λ∗β∗)σ∗(n). (47)
• For p > q, we set
σ∗(n) =
{
1, if δ∗ < µ∗β∗,
u∗(n
β∗ϕ∗(n))ϕ
−µ∗
∗ (n), if δ∗ > µ∗β∗.
Then
ϑn(BXp(Ω), Yq(Ω)) .
Z0
n−min(δ∗, µ∗β∗)+
1
q
− 1
pσ∗(n). (48)
2. Let p < q, qˆ > 2. Set θ1 = δ∗ + min
{
1
2
− 1
qˆ
, 1
p
− 1
q
}
, θ2 =
δ∗qˆ
2
, θ3 = λ∗β∗ +
min
{
1
2
− 1
qˆ
, 1
p
− 1
q
}
, θ4 =
λ∗β∗qˆ
2
, σ1(n) = σ2(n) ≡ 1, σ3(n) = u∗(n
β∗ϕ∗(n))ϕ
−λ∗
∗ (n),
σ4(n) = σ3(n
qˆ
2 ). Suppose that there exists j∗ ∈ {1, 2, 3, 4} such that θj∗ <
minj 6=j∗ θj. Then
ϑn(BXp(Ω), Yq(Ω)) .
Z0
n−θj∗σj∗(n).
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Proof of Lemma 2. Since γ∗ > 0, by Lemma 1 we have y
γ∗ψ∗(y) →
y→∞
+∞. If
y > 0 is sufficiently large, then
(yγ∗ψ∗(y))
′ = γ∗y
γ∗−1ψ∗(y) + y
γ∗ψ′∗(y) > 0.
This implies the first part of Lemma.
Prove that the function ϕ∗(x) is absolutely continuous for large x. To this end
it is sufficient to prove that the function y(x) is locally Lipschitz. Choose z0 > 0
such that
∣∣∣ tψ′∗(t)ψ∗(t)
∣∣∣ < γ∗2 for any t > z0. For each z > z0 we take εz ∈ (0, z−z02 )
such that ψ∗(z) >
ψ∗(z)
2
> 0 for any z ∈ [z − εz, z + εz]. Estimate the quantity
(z + h)γ∗ψ∗(z + h)− z
γ∗ψ∗(z) from below for z − εz 6 z 6 z + h 6 z + εz. We have
(z + h)γ∗ψ∗(z + h)− z
γ∗ψ∗(z) =
z+h∫
z
(γ∗t
γ∗−1ψ∗(t) + t
γ∗ψ′∗(t)) dt =
=
z+h∫
z
tγ∗−1ψ∗(t)
(
γ∗ +
tψ′∗(t)
ψ∗(t)
)
dt >
γ∗
2
z+h∫
z
tγ∗−1ψ∗(t) dt &
γ∗,ψ∗, z
h.
Let us prove that xϕ
′
∗(x)
ϕ∗(x)
→
x→+∞
0. We denote y = y(x). From the identity
yγ∗ψ∗(y) = x we get
(γ∗y
γ∗−1ψ∗(y) + y
γ∗ψ′∗(y))y
′(x) = 1.
Further, ϕ∗(x) = x
−β∗y(x), which implies
ϕ′∗(x) = −β∗x
−β∗−1y(x) + x−β∗y′(x) = −β∗
ϕ∗(x)
x
+ x−β∗y′(x) =
= −β∗
ϕ∗(x)
x
+
x−β∗
γ∗yγ∗−1ψ∗(y) + yγ∗ψ′∗(y)
.
Hence,
xϕ′∗(x)
ϕ∗(x)
= −β∗ +
x1−β∗
ϕ∗(x)(γ∗yγ∗−1ψ∗(y) + yγ∗ψ′∗(y))
=
= −β∗ +
x
y(γ∗yγ∗−1ψ∗(y) + yγ∗ψ′∗(y))
= −β∗ +
yγ∗−1ψ∗(y)
γ∗yγ∗−1ψ∗(y) + yγ∗ψ′∗(y)
=
= −
1
γ∗
+
1
γ∗ +
y(x)ψ′∗(y(x))
ψ∗(y(x))
→
x→+∞
0.
This completes the proof.
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Lemma 3. Let γ∗ > 0, ψ∗(y) = | log y|
α∗ρ∗(| log y|), where ρ∗ : (0, ∞) → (0, ∞)
is an absolutely continuous function such that lim
y→∞
yρ′∗(y)
ρ∗(y)
= 0. Let ϕ∗ be such as in
Lemma 2. Then for sufficiently large x > 1
ϕ∗(x) ≍
γ∗,α∗,ρ∗
(log x)−
α∗
γ∗ [ρ∗(log x)]
− 1
γ∗ .
Proof. Set yˆ(x) = x
1
γ∗ (log x)−
α∗
γ∗ ρ
− 1
γ∗
∗ (log x). For sufficiently large x > 1 we have
log yˆ(x) ≍
γ∗,α∗,ρ∗
log x. Hence,
(yˆ(x))γ∗(log yˆ(x))α∗ρ∗(log yˆ(x)) ≍
γ∗,α∗,ρ∗
x.
Applying Lemma 1, we get for c > 1
(cyˆ(x))γ∗ψ∗(cyˆ(x)) &
γ∗,α∗,ρ∗
cγ∗/2(yˆ(x))γ∗ψ∗(yˆ(x)) ≍
γ∗,α∗,ρ∗
cγ∗/2x,
(c−1yˆ(x))γ∗ψ∗(c
−1yˆ(x)) .
γ∗,α∗,ρ∗
c−γ∗/2(yˆ(x))γ∗ψ∗(yˆ(x)) ≍
γ∗,α∗,ρ∗
c−γ∗/2x, if c−1yˆ(x) > 1.
Consequently, there exists c = c(γ∗, α∗, ρ∗) > 1 such that for sufficiently large x > 1
(cyˆ(x))γ∗ψ∗(cyˆ(x)) > x, (c
−1yˆ(x))γ∗ψ∗(c
−1yˆ(x)) < x.
Thus, if yγ∗ψ∗(y) = x, then by monotonicity we obtain y ∈ [c
−1yˆ(x), cyˆ(x)].
The following Lemma was proved in [44] (here we use the special case of finite
trees).
Lemma 4. Let (T , ξ∗) be a tree with finite number of vertices,
cardV1(ξ) 6 k, ξ ∈ V(T ), (49)
and let Φ : 2V(T ) → R+ satisfy the following conditions:
Φ(V1 ∪ V2) > Φ(V1) + Φ(V2), V1, V2 ⊂ V(T ), V1 ∩ V2 = ∅, (50)
Φ(V(T )) > 0. Then there exists a constant C(k) > 0 such that for any n ∈ N there
is a partition Sn of the tree T into at most C(k)n subtrees Tj satisfying the following
properties:
1. Φ(V(Tj)) 6
(k+2)Φ(V(T ))
n
for any j such that cardV(Tj) > 2;
2. if m 6 2n, then each element of Sn overlaps at most C(k) elements of Sm.
Lemma 5. Let T be a finite partition of the measurable subset G ⊂ Ω, and let
ν = dimST (Ω) (see (34)). Then there exists a linear isomorphism A : ST (Ω) → R
ν
such that ‖A‖Yp,q,T (G)→lνp .
p, r0
1, ‖A−1‖lνq→Yq(G) .
q, r0
1.
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Lemma 5 follows from John’s ellipsoid theorem (see, e.g., [33], Chapters 1 and
3). The proof is the same as in [45] (pages 499–501).
Proof of Theorem 2. We define n0 = n0(Z) so that the assertion of Lemma 2
holds for x > n0.
Step 1. Let n = 2N , N ∈ N, n > n0. We set t∗(n) = min{t ∈ N : νt > n}. Then
νt∗(n) ≍
Z0
n, 2k∗t∗(n) ≍
Z0
nβ∗ϕ∗(n). (51)
Indeed, νt∗(n) > n by definition. On the other hand, for any t ∈ N we have
νt
νt−1
=
2k∗γ∗ ψ∗(2
k∗t)
ψ∗(2k∗(t−1))
.
Z0
1 by Lemma 1. Since νt∗(n)−1 < n, this implies that νt∗(n) .
Z0
n.
Therefore, 2k∗t∗(n) = (cn)β∗ϕ∗(cn), c ≍
Z0
1. Apply Lemma 1 once again and obtain
the second relation in (51).
Let t0 6 t 6 t∗(n). Construct the partition T
1
m,n,t of the set Gt. We put tˆ(n) = t0
or tˆ(n) = t∗(n) for each N ∈ N and take some ε > 0 (the choice of t∗(n) and ε will
be made later). Let
nt :=
⌈
2N−γ∗k∗t−ε|t−tˆ(n)|(ψ∗(2
k∗t))−1
⌉
> 2N−γ∗k∗t−ε|t−tˆ(n)|(ψ∗(2
k∗t))−1, (52)
m∗t = min
{
m ∈ Z+ : 2
N−γ∗k∗t−ε|t−tˆ(n)|+m(ψ∗(2
k∗t))−1 > 1
}
. (53)
For ξ ∈ V(Γt), m > m
∗
t , we set T
1
m,n,t|Fˆ (ξ) = Tm−m∗t ,nt(Fˆ (ξ)) (see Assumption 2). If
m∗t = 0, then nt ≍ 2
N−γ∗k∗t−ε|t−tˆ(n)|(ψ∗(2
k∗t))−1. If m∗t > 0, then
nt = 1, 2
−m∗t ≍ 2N−γ∗k∗t−ε|t−tˆ(n)|(ψ∗(2
k∗t))−1. (54)
Hence,
2−m
∗
tnt ≍ 2
N−γ∗k∗t−ε|t−tˆ(n)|(ψ∗(2
k∗t))−1. (55)
By assertion 1 of Assumption 2 and (41),
cardT 1m,n,t .
Z0
νt · 2
m−m∗tnt
(41),(55)
.
Z0
. 2γ∗k∗tψ∗(2
k∗t)2m · 2N−γ∗k∗t−ε|t−tˆ(n)|(ψ∗(2
k∗t))−1 = 2mn · 2−ε|t−tˆ(n)|.
(56)
From assertion 2 of Assumption 2, (40) and the definition of Γt it follows that for
any E ∈ T 1m,n,t there exists a linear continuous operator PE : Yq(E) → P(E) such
that for any function f ∈ Xp(Ω)
‖f − PEf‖Yq(E) .
Z0
2−µ∗k∗tu∗(2
k∗t)(2m−m
∗
tnt)
−δ∗‖f‖Xp(E). (57)
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Set P 1m,n,tf |E = PEf , E ∈ T
1
m,n,t, P
1
m,n,tf |Ω\Gt = 0. Then
P 1m,n,t : Yq(Ω)→ ST 1m,n,t(Ω) (58)
is a linear continuous operator, and for any function f ∈ Xp(Ω)
‖f − P 1m,n,tf‖p,q,T 1m,n,t
(57)
.
Z0
2−µ∗k∗tu∗(2
k∗t)(2m−m
∗
tnt)
−δ∗‖f‖Xp(Gt), if p 6 q. (59)
By assertion 3 of Assumption 2, for any E ∈ T 1m,n,t
card {E ′ ∈ T 1m±1,n,t : mes(E ∩ E
′) > 0} .
Z0
1. (60)
Step 2. By Assumption 1 and (39), for any t > t0, i ∈ J t there exists a linear
continuous operator P˜t,i : Yq(U˜t,i)→ P(U˜t,i) such that for any function f ∈ Xp(Ω)
‖f − P˜t,if‖Yq(U˜t,i) .
Z0
2−λ∗k∗tu∗(2
k∗t)‖f‖Xp(U˜t,i). (61)
Let 1 6 t 6 t0. Then U˜t,i = U˜t0,i0. We set P˜t,i = P˜t0,i0. By (43), we obtain that (61)
holds as well.
Step 3. Let us prove the estimates (47) and (48).
We set T 1n |Gt = T
1
m∗t ,n,t
, t0 6 t 6 t∗(n), T
1
n |U˜t∗(n)+1,i = {U˜t∗(n)+1,i}, i ∈ J t∗(n)+1,
P 1nf |Gt = P
1
m∗t ,n,t
f , t0 6 t 6 t∗(n), P
1
nf |U˜t∗(n)+1,i = P˜t∗(n)+1,i, i ∈ J t∗(n)+1. Then
P 1n : Yq(Ω) → ST 1n(Ω) is a linear continuous operator. If t∗(n) < t0, then T
1
n = {Ω};
if t∗(n) > t0, then J t∗(n)+1 = Jˆt∗(n)+1 and
cardT 1n =
t∗(n)∑
t=t0
cardT 1m∗t ,n,t + card Jˆt∗(n)+1
(41),(54),(56)
.
Z0
∑
t06t6t∗(n), m∗t=0
n · 2−ε|t−tˆ(n)|+
+
∑
t06t6t∗(n),m∗t>0
νt + νt∗(n)+1
(41)
.
ε,Z0
n + νt∗(n)+1
(51)
.
Z0
n.
Let p 6 q. Then for f ∈ BXp(Ω), t∗(n) > t0 we get
‖f − P 1nf‖Yq(Ω) 6
6

t∗(n)∑
t=t0
∑
E∈T 1
m∗
t
,n,t
‖f − PEf‖
p
Yq(E)
+
∑
i∈Jˆt∗(n)+1
‖f − P˜t∗(n)+1,if‖
p
Yq(U˜t∗(n)+1,i)


1/p
(38),(57),(61)
.
Z0
.

t∗(n)∑
t=t0
∑
E∈T 1
m∗t ,n,t
2−λ∗k∗tpup∗(2
k∗t)n−δ∗pt ‖f‖
p
Xp(E)


1/p
+
18
+
 ∑
i∈Jˆt∗(n)+1
2−λ∗pk∗t∗(n)up∗(2
k∗t∗(n))‖f‖p
Xp(U˜t∗(n)+1,i)


1/p
(51),(52)
.
Z0
.

t∗(n)∑
t=t0
∑
E∈T 1
m∗t ,n,t
2−λ∗k∗tpup∗(2
k∗t)
(
2N−γ∗k∗t−ε|t−tˆ(n)|(ψ∗(2
k∗t))−1
)−δ∗p
‖f‖pXp(E)


1/p
+
+n−λ∗β∗u∗(n
β∗ϕ∗(n))ϕ
−λ∗
∗ (n) 6
6

t∗(n)∑
t=t0
2−λ∗k∗tpup∗(2
k∗t)
(
2N−γ∗k∗t−ε|t−tˆ(n)|(ψ∗(2
k∗t))−1
)−δ∗p


1/p
+
+n−λ∗β∗u∗(n
β∗ϕ∗(n))ϕ
−λ∗
∗ (n).
Let ε = |−λ∗+δ∗γ∗|
2δ∗
. If δ∗ < β∗λ∗, then −λ∗+ δ∗γ∗ < 0; in this case we set tˆ(n) = 1
and obtain the estimate
t∗(n)∑
t=t0
2−λ∗k∗tpup∗(2
k∗t)
(
2N−γ∗k∗t−ε|t−tˆ(n)|(ψ∗(2
k∗t))−1
)−δ∗p


1/p
.
Z0
n−δ∗ .
If δ∗ > β∗λ∗, then we take tˆ(n) = t∗(n) and get
t∗(n)∑
t=t0
2−λ∗k∗tpup∗(2
k∗t)
(
2N−γ∗k∗t−ε|t−tˆ(n)|(ψ∗(2
k∗t))−1
)−δ∗p


1/p
(41),(51)
.
Z0
. 2−λ∗k∗t∗(n)u∗(2
k∗t∗(n))
(51)
≍
Z0
n−λ∗β∗u∗(n
β∗ϕ∗(n))ϕ
−λ∗
∗ (n).
If 1 6 t∗(n) < t0, then for f ∈ BXp(Ω) we obtain
‖f − P 1nf‖Yq(Ω) = ‖f − P˜t0,i0f‖Yq(Ω)
(61)
.
Z0
2−λ∗k∗t0u∗(2
k∗t0)
(43)
.
Z0
. 2−λ∗k∗t∗(n)u∗(2
k∗t∗(n))
(51)
≍
Z0
n−λ∗β∗u∗(n
β∗ϕ∗(n))ϕ
−λ∗
∗ (n).
Let p > q. By the conditions of the theorem, δ∗ >
1
q
− 1
p
. Hence,
n
1−δ∗
pq
p−q
t
(52)
6
(
2N−γ∗k∗t−ε|t−tˆ(n)|(ψ∗(2
k∗t))−1
)1−δ∗ pqp−q
. (62)
Applying Ho¨lder’s inequality, we get for f ∈ BXp(Ω), t∗(n) > t0
‖f − P 1nf‖Yq(Ω) =
19
=
t∗(n)∑
t=t0
∑
E∈T 1
m∗t ,n,t
‖f − PEf‖
q
Yq(E)
+
∑
i∈Jˆt∗(n)+1
‖f − P˜t∗(n)+1,if‖
q
Yq(U˜t∗(n)+1,i)


1/q
(57),(61)
.
Z0
.

t∗(n)∑
t=t0
∑
E∈T 1
m∗
t
,n,t
2−µ∗k∗tquq∗(2
k∗t)n−δ∗qt ‖f‖
q
Xp(E)


1/q
+
+

 ∑
i∈Jˆt∗(n)+1
2−qλ∗k∗t∗(n)uq∗(2
k∗t∗(n))‖f‖q
Xp(U˜t∗(n)+1,i)


1/q
6
6

t∗(n)∑
t=t0
cardT 1m∗t ,n,t2
−µ∗k∗t
pq
p−qu
pq
p−q
∗ (2
k∗t)n
− δ∗pq
p−q
t


1
q
− 1
p
+
+
(
card Jˆt∗(n)+1 · 2
− pq
p−q
λ∗k∗t∗(n)u
pq
p−q
∗ (2
k∗t∗(n))
) 1
q
− 1
p
(41),(56),(62)
.
Z0
.

t∗(n)∑
t=t0
2γ∗k∗tψ∗(2
k∗t)[2−µ∗k∗tu∗(2
k∗t)]
pq
p−q
[
2N−γ∗k∗t−ε|t−tˆ(n)|ψ−1∗ (2
k∗t)
]1− pq
p−q
δ∗


1
q
− 1
p
+
+2−λ∗k∗t∗(n)u∗(2
k∗t∗(n))(card Jˆt∗(n)+1)
1
q
− 1
p
(42),(51)
.
Z0
.

t∗(n)∑
t=t0
ψ
pq
p−q
δ∗
∗ (2
k∗t) · 2−(µ∗−γ∗δ∗)k∗t
pq
p−q
[
2N−ε|t−tˆ(n)|
]1− pq
p−q
δ∗
u
pq
p−q
∗ (2
k∗t)


1
q
− 1
p
+
+n−µ∗β∗+
1
q
− 1
pu∗(n
β∗ϕ∗(n))ϕ
−µ∗
∗ (n).
The further arguments are the same as in the case p 6 q.
Let 1 6 t∗(n) < t0. Then
‖f − P 1nf‖Yq(Ω) .
Z0
2−λ∗k∗t0u∗(2
k∗t0) = 2−λ∗k∗t0u∗(2
k∗t0)
(
card Jˆt0
) 1
q
− 1
p
(42)
.
Z0
. 2−µ∗k∗t0u∗(2
k∗t0)
(
2γ∗k∗t0ψ∗(2
k∗t0)
) 1
q
− 1
p
(44)
.
Z0
. 2−µ∗k∗t∗(n)u∗(2
k∗t∗(n))
(
2γ∗k∗t∗(n)ψ∗(2
k∗t∗(n))
) 1
q
− 1
p
(51)
.
Z0
n−µ∗β∗+
1
q
− 1
pu∗(n
β∗ϕ∗(n))ϕ
−µ∗
∗ (n).
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Step 4. Let us estimate the widths ϑn for p < q, qˆ > 2. Denote
t∗∗(n) = min{t ∈ N : νt > n
qˆ/2}.
Then
νt∗∗(n) ≍
Z0
nqˆ/2, 2k∗t∗∗(n) ≍
Z0
nβ∗qˆ/2ϕ∗(n
qˆ/2) (63)
(it can be proved similarly as (51)). For sufficiently large n ∈ N we have t∗(n) + 1 6
t∗∗(n)− 1. If t∗(n) + 1 > t∗∗(n)− 1, then n ≍
Z0
nqˆ/2. In this case, the desired estimate
has been already obtained at the previous step.
Let t∗(n) + 1 6 t∗∗(n)− 1.
Step 4.1. Consider t > t∗(n). If t > t0, then J t = Jˆt by (46). Let P˜t,i be the
operator defined at the step 2. We set
Qtf(x) = P˜t,if(x) for x ∈ U˜t,i, i ∈ Jˆt, Qtf(x) = 0 for x ∈ Ω\U˜t. (64)
Notice that if t < t0, then Qtf = Qt+1f .
We claim that
(f −Qt∗(n)+1f)χU˜t∗(n)+1 =
t∗∗(n)−1∑
j=t∗(n)+1
(Qj+1f −Qjf)χU˜j+1+
+
t∗∗(n)−1∑
t=t∗(n)+1
(f −Qtf)χGt + (f −Qt∗∗(n)f)χU˜t∗∗(n) .
(65)
Indeed, let x ∈ Gt, t∗(n) + 1 6 t 6 t∗∗(n)− 1. Then t > t0 (otherwise Gt = ∅). We
have χU˜t∗(n)+1(x) = 1, χU˜t∗∗(n)(x) = 0, χU˜j+1(x) = 1 for j 6 t − 1, χU˜j+1(x) = 0 for
j > t. Therefore, the left-hand side of (65) equals to f(x)−Qt∗(n)+1f(x), as well as
the right-hand side equals to
t−1∑
j=t∗(n)+1
(Qj+1f(x)−Qjf(x)) + f(x)−Qtf(x) = f(x)−Qt∗(n)+1f(x).
Let x ∈ U˜t∗∗(n). Then χU˜t∗(n)+1(x) = 1, χU˜t∗∗(n)(x) = 1, χU˜j+1(x) = 1, t∗(n) + 1 6 j 6
t∗∗(n) − 1, χGt(x) = 0, t∗(n) + 1 6 t 6 t∗∗(n) − 1. Therefore, the left-hand side of
(65) equals to f(x)−Qt∗(n)+1f(x), and the right-hand side equals to
t∗∗(n)−1∑
j=t∗(n)+1
(Qj+1f(x)−Qjf(x)) + (f(x)−Qt∗∗(n)f(x)) = f(x)−Qt∗(n)+1f(x).
If x ∈ Ω\U˜t∗(n)+1, then both parts of (65) equal to zero.
Step 4.2. We set
mt = ⌈log νt⌉, (66)
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νt,i = cardV(At,i), i ∈ Jˆt,
Jm,t =
{
i ∈ Jˆt :
νt,i
νt
· 2m > 1
}
, 0 6 m 6 mt,
m(i) = min{m ∈ 0, mt : i ∈ Jm,t}, i ∈ Jˆt
(notice that Jmt,t = Jˆt). Then
νt,i
νt
· 2m(i) < 2.
We define the function Φt,i : 2
V(At,i) → R+ by Φt,i(W) = cardW, W ⊂ V(At,i).
By Lemma 4, for any i ∈ Jˆt, m(i) 6 m 6 mt there exists a partition R
i
m,t of the tree
At,i with the following properties:
1. cardRim,t .
Z0
⌈
νt,i
νt
· 2m
⌉
;
2. for any tree D ∈ Rim,t
cardV(D) .
Z0
νt · 2
−m. (67)
3. for any tree D ∈ Rim,t
card{D′ ∈ Rim±1,t : V(D) ∩V(D
′) 6= ∅} .
Z0
1.
Moreover, we may assume that cardRim(i),t = 1.
For 0 6 m 6 mt we set Gm,t = ∪i∈Jm,tΩAt,i ,
T 2m,t = {ΩD : D ∈ R
i
m,t, i ∈ Jm,t}. (68)
Then T 2m,t is a partition of Gm,t and
cardT 2m,t .
Z0
2m
∑
i∈Jm,t
νt,i
νt
; in particular, cardT 2mt,t
(66)
.
Z0
νt. (69)
By Assumption 1 and (39), for any E ∈ T 2m,t there exists a linear continuous
operator PE : Yq(E)→ P(E) such that ‖f−Qtf−PEf‖Yq(E) .
Z0
2−λ∗k∗tu∗(2
k∗t)‖f‖Xp(E)
for any function f ∈ Xp(Ω). Since cardR
i
m(i),t = 1, T
2
m(i),t|ΩAt,i = {ΩAt,i}. This
together with (61) and (64) implies that we can take PΩAt,if = 0. Therefore, for any
m ∈ {0, . . . , mt} there exists a linear continuous operator
P 2m,t : Yq(Ω)→ ST 2m,t(Ω) (70)
such that
P 2m(i),tf |ΩAt,i = 0, i ∈ Jˆt, f ∈ Xp(Ω), (71)
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‖f −Qtf − P
2
m,tf‖p,q,T 2m,t .
Z0
2−λ∗k∗tu∗(2
k∗t)‖f‖Xp(Gm,t). (72)
Finally, for any E ∈ T 2m,t
card {E ′ ∈ T 2m±1,t : mes(E ∩ E
′) > 0} .
Z0
1. (73)
If x ∈ ΩAt,i , then by the definition of Gm,t
mt−1∑
m=0
(P 2m+1,tf(x)−P
2
m,tf(x))χGm,t(x) =
mt−1∑
m=m(i)
(P 2m+1,tf(x)−P
2
m,tf(x))
(71)
= P 2mt,tf(x).
Hence,
(f −Qtf)χGt =
mt−1∑
m=0
(P 2m+1,tf − P
2
m,tf)χGm,t + (f −Qtf − P
2
mt,tf)χGt .
This together with (65) yields
(f −Qt∗(n)+1f)χU˜t∗(n)+1 =
t∗∗(n)−1∑
j=t∗(n)+1
(Qj+1f −Qjf)χU˜j+1+
+
t∗∗(n)−1∑
t=t∗(n)+1
mt−1∑
m=0
(P 2m+1,tf − P
2
m,tf)χGm,t+
+
t∗∗(n)−1∑
t=t∗(n)+1
(f −Qtf − P
2
mt,tf)χGt + (f −Qt∗∗(n)f)χU˜t∗∗(n) .
(74)
Step 4.3. Construct the partition T 2m,t of the set Gt for m > mt. Let D ∈ R
i
mt,t
for some i ∈ Jˆt. From (66) and (67) it follows that
cardV(D) .
Z0
1. (75)
For each ξ ∈ V(D) we define the partition Tm,t,ξ := Tm−mt,1(Fˆ (ξ)) and the operator
PE according to Assumption 2. Recall that Jmt,t = Jˆt. We set
T 2m,t = {E ∈ Tm,t,ξ : ξ ∈ V(D), D ∈ R
i
mt,t, i ∈ Jˆt},
P 2m,tf |E = PEf − (Qtf)|E, E ∈ T
2
m,t, P
2
m,tf |Ω\Gt = 0. Then
∪E∈T 2m,tE = Gt, P
2
m,t : Yq(Ω)→ ST 2m,t(Ω) is a linear continuous operator; (76)
by Assumption 2, (41), (68), (69) and (75),
cardT 2m,t .
Z0
νt · 2
m−mt . (77)
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Further,
‖f −Qtf − P
2
m,tf‖p,q,T 2m,t
(36),(38),(40)
.
Z0
2−λ∗k∗tu∗(2
k∗t) · 2−δ∗(m−mt)‖f‖Xp(Gt), (78)
and for any E ∈ T 2m,t
card {E ′ ∈ T 2m±1,t : mes(E ∩ E
′) > 0}
(37)
.
Z0
1. (79)
From (74) we get
(f −Qt∗(n)+1f)χU˜t∗(n)+1 =
t∗∗(n)−1∑
j=t∗(n)+1
(Qj+1f −Qjf)χU˜j+1+
+
t∗∗(n)−1∑
t=t∗(n)+1
mt−1∑
m=0
(P 2m+1,tf − P
2
m,tf)χGm,t+
+
t∗∗(n)−1∑
t=t∗(n)+1
∞∑
m=mt
(P 2m+1,tf − P
2
m,tf) + (f −Qt∗∗(n)f)χU˜t∗∗(n)
(80)
(by (78), the series converges in Yq(Ω)).
Step 5. Let us obtain estimates of ϑn. Define the partition Tn by Tn|Gt = T
1
m∗t ,n,t
,
t0 6 t 6 t∗(n), Tn|U˜t∗(n)+1,i = {U˜t∗(n)+1,i}. If t0 > t∗(n), then Tn = {Ω}. If t0 6 t∗(n),
then
cardTn
(41),(46),(51),(54),(56)
.
Z0
n+
∑
t06t6t∗(n), m∗t=0
n · 2−ε|t−tˆ(n)|+
+
∑
t06t6t∗(n), m∗t>0
νt
(41),(51)
.
ε,Z0
n.
(81)
Set Snf |Gt = P
1
m∗t ,n,t
f |Gt for t0 6 t 6 t∗(n), Snf |U˜t∗(n)+1 = Qt∗(n)+1f . This together
with (59), (80) yields that
Snf ∈ STn(Ω), (82)
f 7→ Snf is a linear continuous operator in Yq(Ω) and
f − Snf =
t∗(n)∑
t=t0
∑
m>m∗t
(P 1m+1,n,tf − P
1
m,n,tf)+
+
t∗∗(n)−1∑
t=t∗(n)+1
(Qt+1f −Qtf)χU˜t+1 +
t∗∗(n)−1∑
t=t∗(n)+1
mt−1∑
m=0
(P 2m+1,tf − P
2
m,tf)χGm,t+
+
t∗∗(n)−1∑
t=t∗(n)+1
∞∑
m=mt
(P 2m+1,tf − P
2
m,tf) + (f −Qt∗∗(n)f)χU˜t∗∗(n).
(83)
24
Denote by Tˆ 1m,n,t be the partition of Gt that consists of the sets E
′∩E ′′, E ′ ∈ T 1m,n,t,
E ′′ ∈ T 1m+1,n,t, mes(E
′ ∩ E ′′) > 0, t0 6 t 6 t∗(n), m > m
∗
t . Let Tˆ
2
m,t be the partition
of Gm,t that consists of the sets E
′ ∩E ′′, E ′ ∈ T 2m,t, E
′′ ∈ T 2m+1,t, mes(E
′ ∩E ′′) > 0,
t∗(n) + 1 6 t 6 t∗∗(n) − 1, m > 0 (Gm,t := Gt for m > mt; see (76)). Let Tˆ
3
t =
{U˜t+1,i}i∈Jt+1, t∗(n) + 1 6 t 6 t∗∗(n)− 1. Then
P 1m+1,n,tf − P
1
m,n,tf
(58)
∈ STˆ 1m,n,t(Ω), (P
2
m+1,tf − P
2
m,tf)χGm,t
(70),(76)
∈ STˆ 2m,t(Ω),
(84)
(Qt+1f −Qtf)χU˜t+1
(64)
∈ STˆ 3t (Ω), (85)
for any function f ∈ BXp(Ω)
‖P 1m+1,n,tf − P
1
m,n,tf‖p,q,Tˆ 1m,n,t
(38),(59),(60)
.
Z0
2−λ∗k∗tu∗(2
k∗t)(2m−m
∗
tnt)
−δ∗ , (86)
‖P 2m+1,tf − P
2
m,tf‖p,q,Tˆ 2m,t
(72),(73)
.
Z0
2−λ∗k∗tu∗(2
k∗t), m < mt, (87)
‖P 2m+1,tf − P
2
m,tf‖p,q,Tˆ 2m,t
(78),(79)
.
Z0
2−λ∗k∗tu∗(2
k∗t) · 2−δ∗(m−mt), m > mt, (88)
‖Qt+1f −Qtf‖p,q,Tˆ 3t
(61),(64)
.
Z0
2−λ∗k∗tu∗(2
k∗t), (89)
‖f −Qtf‖Yq(U˜t)
(61),(64)
.
Z0
2−λ∗k∗tu∗(2
k∗t), (90)
and there exists C = C(Z0) > 0 such that
s1m,n,t := dimSTˆ 1m,n,t(Ω)
(56),(60)
6 C · 2m−ε|t−tˆ(n)|n, t0 6 t 6 t∗(n), m > m
∗
t , (91)
s2m,t := dimSTˆ 2m,t(Ω)
(69),(73)
6 C · 2m, t∗(n) + 1 6 t 6 t∗∗(n)− 1, m 6 mt, (92)
s2m,t := dimSTˆ 2m,t(Ω)
(77),(79)
6 C · 2m−mtνt, t∗(n) + 1 6 t 6 t∗∗(n)− 1, m > mt,
(93)
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s3t := dimSTˆ 3t (Ω)
(41),(46)
6 C · 2γ∗k∗tψ∗(2
k∗t), t∗(n) + 1 6 t 6 t∗∗(n)− 1. (94)
By Lemma 5, there exist linear isomrphisms A1m,n,t : STˆ 1m,n,t(Ω) → R
s1m,n,t , A2m,t :
STˆ 2m,t(Ω)→ R
s2m,t , A3t : STˆ 3t (Ω)→ R
s3t such that
‖A1m,n,t‖
Y
p,q,Tˆ1m,n,t
(Gt)→l
s1m,n,t
p
.
Z0
1, ‖(A1m,n,t)
−1‖
l
s1m,n,t
q →Yq(Gt)
.
Z0
1, (95)
‖A2m,t‖
Y
p,q,Tˆ2m,t
(Gm,t)→l
s2m,t
p
.
Z0
1, ‖(A2m,t)
−1‖
l
s2m,t
q →Yq(Gm,t)
.
Z0
1, (96)
‖A3t‖
Y
p,q,Tˆ3
t
(U˜t+1)→l
s3t
p
.
Z0
1, ‖(A3t )
−1‖
l
s3t
q →Yq(U˜t+1)
.
Z0
1. (97)
Given k1m,n,t ∈ Z+, let E
1
m,n,t : R
s1m,n,t → Rs
1
m,n,t be the extremal mapping for γ1m,n,t :=
ϑk1m,n,t(B
s1m,n,t
p , l
s1m,n,t
q ) (t0 6 t 6 t∗(n), m > m
∗
t ); given k
2
m,t ∈ Z+, let E
2
m,t : R
s2m,t →
R
s2m,t be the extremal mapping for γ2m,t := ϑk2m,t(B
s2m,t
p , l
s2m,t
q ) (t∗(n) < t < t∗∗(n),
m ∈ Z+); given k
3
t ∈ Z+, let E
3
t : R
s3t → Rs
3
t be the extremal mapping for γ3t :=
ϑk3t (B
s3t
p , l
s3t
q ) (t∗(n) < t < t∗∗(n)). Suppose that
t∗(n)∑
t=t0
∑
m>m∗t
k1m,n,t +
t∗∗(n)−1∑
t=t∗(n)+1
∑
m∈Z+
k2m,t +
t∗∗(n)−1∑
t=t∗(n)+1
k3t 6 C1n, (98)
where C1 > 0 does not depend on n.
Denote
P∗f = Snf +
t∗(n)∑
t=t0
∑
m>m∗t
(A1m,n,t)
−1E1m,n,tA
1
m,n,t(P
1
m+1,n,tf − P
1
m,n,tf)+
+
t∗∗(n)−1∑
t=t∗(n)+1
∑
m∈Z+
(A2m,t)
−1E2m,tA
2
m,t[(P
2
m+1,tf − P
2
m,tf)χGm,t ]+
+
t∗∗(n)−1∑
t=t∗(n)+1
(A3t )
−1E3tA
3
t [(Qt+1f −Qtf)χU˜t+1].
The image of P∗ is contained in the subspace Z ⊂ Yq(Ω) of dimension kn
(81),(82),(98)
.
Z0,ε,C1
n. Observe that if the mappings E1m,n,t, E
2
m,t and E
3
t are linear, then P∗ is a linear
continuous operator in Yq(Ω).
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In order to estimate Kolmogorov and linear widths, it is sufficient to obtain an
upper bound of ‖f − P∗f‖Yq(Ω) for f ∈ BXp(Ω). In estimating Gelfand widths, we
obtain an upper bound of ‖f‖Yq(Ω) for f ∈ BXp(Ω) such that
Snf = 0, E
1
m,n,tA
1
m,n,t(P
1
m+1,n,tf − P
1
m,n,tf) = 0, t0 6 t 6 t∗(n), m > m
∗
t , (99)
E2m,tA
2
m,t[(P
2
m+1,tf − P
2
m,tf)χGm,t ] = 0, t∗(n) < t < t∗∗(n), m ∈ Z+, (100)
E3tA
3
t [(Qt+1f −Qtf)χU˜t+1] = 0, t∗(n) < t < t∗∗(n), (101)
and take into account (81), (82) and (98) (indeed, the subspace of functions satisfying
(99), (100) and (101) is closed in Yq(Ω) and its codimension equals to C2n .
Z0,ε,C1
n).
We set
s˜1m,n,t = ⌈C · 2
m−ε|t−tˆ(n)|n⌉, t0 6 t 6 t∗(n), m > m
∗
t , (102)
s˜2m,t = ⌈C · 2
m⌉, t∗(n) + 1 6 t 6 t∗∗(n)− 1, m 6 mt, (103)
s˜2m,t = ⌈C · 2
m−mtνt⌉, t∗(n) + 1 6 t 6 t∗∗(n)− 1, m > mt, (104)
s˜3t = ⌈C · 2
γ∗k∗tψ∗(2
k∗t)⌉, t∗(n) + 1 6 t 6 t∗∗(n)− 1. (105)
Let γ˜1m,n,t := ϑk1m,n,t(B
s˜1m,n,t
p , l
s˜1m,n,t
q ) (t0 6 t 6 t∗(n),m > m
∗
t ), γ˜
2
m,t := ϑk2m,t(B
s˜2m,t
p , l
s˜2m,t
q )
(t∗(n) < t < t∗∗(n), m ∈ Z+), γ˜
3
t := ϑk3t (B
s˜3t
p , l
s˜3t
q ) (t∗(n) < t < t∗∗(n)). Then
γ1m,n,t
(91),(102)
6 γ˜1m,n,t, t0 6 t 6 t∗(n), m > m
∗
t , (106)
γ2m,t
(92),(93),(103),(104)
6 γ˜2m,t, t∗(n) < t < t∗∗(n), m ∈ Z+, (107)
γ3t
(94),(105)
6 γ˜3t , t∗(n) < t < t∗∗(n). (108)
Let f ∈ Xp(Ω), ‖f‖Xp(Ω) 6 1. In estimating Gelfand widths, we suppose that (99),
(100) and (101) hold (in particular, P∗f = 0).
From the definition of P∗f , (83), (86), (87), (88), (89), (90), (95), (96), (97),
(106), (107) and (108) it follows that
‖f − P∗f‖Yq(Ω) .
Z0
2−λ∗k∗t∗∗(n)u∗(2
k∗t∗∗(n))+
27
+t∗(n)∑
t=t0
∑
m>m∗t
2−λ∗k∗tu∗(2
k∗t)(2m−m
∗
tnt)
−δ∗ γ˜1m,n,t +
t∗∗(n)−1∑
t=t∗(n)+1
mt−1∑
m=0
2−λ∗k∗tu∗(2
k∗t)γ˜2m,t+
+
t∗∗(n)−1∑
t=t∗(n)+1
∞∑
m=mt
2−λ∗k∗tu∗(2
k∗t) · 2−δ∗(m−mt)γ˜2m,t+
+
t∗∗(n)−1∑
t=t∗(n)+1
2−λ∗k∗tu∗(2
k∗t)γ˜3t
(55),(63)
.
Z0
n−
λ∗β∗qˆ
2 ϕ−λ∗∗ (n
qˆ
2 )u∗(n
β∗qˆ/2ϕ∗(n
qˆ/2))+
+
t∗(n)∑
t=t0
∑
m>m∗t
2−λ∗k∗tu∗(2
k∗t) · 2−mδ∗ · n−δ∗ · 2γ∗δ∗k∗t+εδ∗|t−tˆ(n)|ψδ∗∗ (2
k∗t)γ˜1m,n,t+
+
t∗∗(n)−1∑
t=t∗(n)+1
mt−1∑
m=0
2−λ∗k∗tu∗(2
k∗t)γ˜2m,t+
+
t∗∗(n)−1∑
t=t∗(n)+1
∞∑
m=mt
2−λ∗k∗tu∗(2
k∗t) · 2−δ∗(m−mt)γ˜2m,t +
t∗∗(n)−1∑
t=t∗(n)+1
2−λ∗k∗tu∗(2
k∗t)γ˜3t .
Similarly as in [48] it can be proved that there are k1m,n,t and k
2
m,t such that
t∗(n)∑
t=t0
∑
m>m∗t
k1m,n,t +
t∗∗(n)−1∑
t=t∗(n)+1
∞∑
m=mt
k2m,t .
Z0,ε
n,
t∗(n)∑
t=t0
∑
m>m∗t
2−λ∗k∗tu∗(2
k∗t) · 2−mδ∗ · n−δ∗ · 2γ∗δ∗k∗t+εδ∗|t−tˆ(n)|ψδ∗∗ (2
k∗t)γ˜1m,n,t+
+
t∗∗(n)−1∑
t=t∗(n)+1
∞∑
m=mt
2−λ∗k∗tu∗(2
k∗t) · 2−δ∗(m−mt)γ˜2m,t .
Z0,ε
n−θj∗σj∗(n).
At this step we choose tˆ(n) and an upper bound for ε.
Thus, it remains to obtain sequences k2m,t (t∗(n) < t < t∗∗(n), m < mt) and k
3
t
(t∗(n) < t < t∗∗(n)) such that
t∗∗(n)−1∑
t=t∗(n)+1
mt−1∑
m=0
k2m,t .
ε
n,
t∗∗(n)−1∑
t=t∗(n)+1
k3t .
ε
n, (109)
t∗∗(n)−1∑
t=t∗(n)+1
mt−1∑
m=0
2−λ∗k∗tu∗(2
k∗t)γ˜2m,t .
ε,Z0
n−θj∗σj∗(n), (110)
28
t∗∗(n)−1∑
t=t∗(n)+1
2−λ∗k∗tu∗(2
k∗t)γ˜3t .
ε,Z0
n−θj∗σj∗(n). (111)
Let t1n = t∗(n)+ 1 or t
1
n = t∗∗(n)− 1 (the choice will be made later). For m 6 mt
we set
k2m,t =
{ ⌈
n · 2−ε|t−t
1
n|−ε(mt−m)
⌉
, if
⌈
n · 2−ε|t−t
1
n|−ε(mt−m)
⌉
6 1
2
s˜2m,t,
s˜2m,t, otherwise,
k3t =
{ ⌈
n · 2−ε|t−t
1
n|
⌉
, if
⌈
n · 2−ε|t−t
1
n|
⌉
6 1
2
s˜3t ,
s˜3t , otherwise.
Then, for sufficiently small ε > 0, we have
⌈
n · 2−ε|t−t
1
n|−ε(mt−m)
⌉
≍ n·2−ε|t−t
1
n|−ε(mt−m),⌈
n · 2−ε|t−t
1
n|
⌉
≍ n · 2−ε|t−t
1
n|, which implies (109). Apply Theorem B. Set λpq =
min
{
1
p
− 1
q
1
2
− 1
qˆ
, 1
}
. Then for small ε > 0
t∗∗(n)−1∑
t=t∗(n)+1
mt−1∑
m=0
2−λ∗k∗tu∗(2
k∗t)γ˜2m,t
(103)
.
Z0
.
t∗∗(n)−1∑
t=t∗(n)+1
mt−1∑
m=0
2−λ∗k∗tu∗(2
k∗t) · 2
λpqm
qˆ · n−
λpq
2 · 2
λpqε
2
(|t−t1n|+mt−m) .
Z0
.
t∗∗(n)−1∑
t=t∗(n)+1
2−λ∗k∗tu∗(2
k∗t) · 2
λpqmt
qˆ · n−
λpq
2 · 2
λpqε
2
|t−t1n|
(41),(66)
.
Z0
.
t∗∗(n)−1∑
t=t∗(n)+1
2−λ∗k∗tu∗(2
k∗t) ·
(
2γ∗k∗tψ∗(2
k∗t)
)λpq
qˆ · n−
λpq
2 · 2
λpqε
2
|t−t1n| =: S,
t∗∗(n)−1∑
t=t∗(n)+1
2−λ∗k∗tu∗(2
k∗t)γ˜3t
(105)
.
Z0
.
t∗∗(n)−1∑
t=t∗(n)+1
2−λ∗k∗tu∗(2
k∗t) ·
(
2γ∗k∗tψ∗(2
k∗t)
)λpq
qˆ · n−
λpq
2 · 2
λpqε
2
|t−t1n| = S.
We set t1n = t∗(n)+1 if
γ∗λpq
qˆ
−λ∗ 6 0 (i.e., λ∗β∗ >
λpq
qˆ
), and we take t1n = t∗∗(n)−1 if
λpqγ∗
qˆ
−λ∗ > 0 (i.e., λ∗β∗ <
λpq
qˆ
). Apply Lemma 1. If λ∗β∗ >
λpq
qˆ
, then for sufficiently
small ε > 0
S .
Z0,ε
2−λ∗k∗t∗(n)u∗(2
k∗t∗(n))
(
2γ∗k∗t∗(n)ψ∗(2
k∗t∗(n))
)λpq
qˆ · n−
λpq
2
(41),(51)
.
Z0
29
. n−λ∗β∗−min{
1
p
− 1
q
, 1
2
− 1
qˆ}σ3(n);
if λ∗β∗ <
λpq
qˆ
, then for small ε > 0
S .
Z0,ε
2−λ∗k∗t∗∗(n)u∗(2
k∗t∗∗(n))
(
2γ∗k∗t∗∗(n)ψ∗(2
k∗t∗∗(n))
)λpq
qˆ · n−
λpq
2
(63)
.
Z0
n−
qˆλ∗β∗
2 σ4(n).
If λ∗β∗ =
λpq
qˆ
, then θ3 = θ4, and by the conditions of the theorem we have j∗ ∈ {1, 2}.
By (63) and Lemma 1, there exists c = c(Z0) > 0 such that t∗∗(n) 6 c(1 + log n).
Therefore, there is c˜ = c˜(Z0) > 0 such that for any ε > 0
S .
ε,Z0
n−λ∗β∗+
λpq
qˆ
−
λpq
2
+c˜ε = n−θ3+c˜ε
(it follows from (63) and Lemma 1). If ε is sufficiently small, we get S .
Z0
n−θj∗ . This
completes the proof of (110) and (111).
Remark 4. Suppose that Assumptions 1 and 3 hold, and instead of Assumption 2
the following condition holds: for any ξ ∈ V(A) the set F (ξ) is the atom of measure
mes. Denote Z0 = (p, q, r0, w∗, k∗, λ∗, µ∗, γ∗, ψ∗, u∗, c1, c2, c3). Then the assertion
of Theorem 2 holds with δ∗ = +∞; i.e.
ϑn(BXp(Ω), Yq(Ω)) .
Z0
n−λ∗β∗u∗(n
β∗ϕ∗(n))ϕ
−λ∗
∗ (n), p 6 q, (112)
ϑn(BXp(Ω), Yq(Ω)) .
Z0
n−µ∗β∗+
1
q
− 1
pu∗(n
β∗ϕ∗(n))ϕ
−µ∗
∗ (n), p > q; (113)
if p < q, qˆ > 2, θ3 = λ∗β∗+min
{
1
2
− 1
qˆ
, 1
p
− 1
q
}
, θ4 =
λ∗β∗qˆ
2
, σ3(n) = u∗(n
β∗ϕ∗(n))ϕ
−λ∗
∗ (n),
σ4(n) = σ3(n
qˆ
2 ) and θ3 6= θ4, θj∗ = min{θ3, θ4}, j∗ ∈ {3, 4}, then
ϑn(BXp(Ω), Yq(Ω)) .
Z0
n−θj∗σj∗(n).
The following result gives the lower estimate of n-widths.
Lemma 6. Let Ω be a measure space, let G1, . . . , Gm ⊂ Ω be pairwise non-overlapping
measurable subsets, let ψ1, . . . , ψm ∈ Xp(Ω), suppψj ⊂ Gj, ‖ψj‖Xp(Ω) = 1,
‖ψj‖Yq(Ω) >M, 1 6 j 6 m. (114)
Then
ϑn(BXp(Ω), Yq(Ω)) >Mϑn(B
m
p , l
m
q ).
If p > q and if, instead of (114), the inequalities
‖ψj‖Yq(Ω) >Mj , 1 6 j 6 m, (115)
30
hold with M1 >M2 > . . . >Mm > 0, then
ϑn(BXp(Ω), Yq(Ω)) >
(
m∑
j=n+1
M
pq
p−q
j
) 1
q
− 1
p
. (116)
The proof is the same as in [50]. In order to prove (116) we apply (25).
5 Weighted Sobolev classes on a John domain
Let Θ ⊂ Ξ
([
−1
2
, 1
2
]d)
be a family of pairwise non-overlapping cubes.
Definition 4. Let G be a graph, and let F : V(G)→ Θ be a one-to-one mapping. We
say that F is consistent with the structure of the graph G if the following condition
holds: for any adjacent vertices ξ′, ξ′′ ∈ V(G) the set Γξ′,ξ′′ := F (ξ
′) ∩ F (ξ′′) has
dimension d− 1.
Let (T , ξ∗) be a tree, and let F : V(T )→ Θ be a one-to-one mapping consistent
with the structure of the tree T . For any adjacent vertices ξ′, ξ′′, we set Γ˚ξ′,ξ′′ =
int d−1Γξ′,ξ′′, and for each subtree T
′ of T , we put
ΩT ′,F =
(
∪ξ∈V(T ′)intF (ξ)
)
∪
(
∪(ξ′,ξ′′)∈E(T ′)Γ˚ξ′,ξ′′
)
.
Let Ω ∈ FC(a). Suppose that conditions (2), (3), (4), (5), (6), (7), (8), (9), (10)
hold.
Let Θ(Ω) be a Whitney covering of Ω (see Theorem A). The following lemma is
proved in [44].
Lemma 7. Let a > 0, Ω ⊂
[
−1
2
, 1
2
]d
, Ω ∈ FC(a). Then there exist a tree T and
a one-to-one mapping F : V(T ) → Θ(Ω) consistent with the structure of T and a
number b∗ = b∗(a, d) > 0 such that ΩT ′,F ∈ FC(b∗) for any subtree T
′ of T .
Let {Dj,i}j>j∗, i∈I˜j be a partition of the tree T into non-empty subtrees. We say
that this partition is regular if j′ = j + 1 for any j, j′ > j∗, i ∈ I˜j , i
′ ∈ I˜j′ such that
Dj′,i′ succeeds the tree Dj,i.
In [46] the number s = s(a, d) ∈ N is defined and the regular partition {(Dj,i, ξˆj,i)}j>j∗, i∈I˜j
of the tree T is constructed. This partition satisfies the following conditions:
1. for any j > j∗, i ∈ I˜j
diamΩDj,i,F≍
a,d
2−sj ; (117)
2. for any x ∈ ΩDj,i,F
dist|·|(x, Γ) ≍
a,d
2−sj. (118)
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For j > j∗, t ∈ I˜j , l ∈ Z+, we define the set I˜
l
j,t by
I˜ lj,t = {i ∈ I˜j+l : ξˆj+l,i > ξˆj,t}. (119)
Let A be the tree with vertex set {ηj,i}j>j∗, i∈I˜j and edge set defined by
V
A
1 (ηj,i) = {ηj+1,s}s∈I˜1j,i. (120)
For ξ = ηj,i ∈ V(A) we write Ω[ξ] := Ωj,i := ΩDj,i,F . We set Θˆ = {Ω[ξ]}ξ∈V(A),
Fˆ (ξ) = Ω[ξ].
In [47] it is proved that
V
A
l (ηj,i) = {ηj+l,t : t ∈ I˜
l
j,i}, cardV
A
l (ηj,i) 6 K0
h(2−sj)
h(2−s(j+l))
, j, l ∈ Z+, (121)
where K0 = K0(Z). In particular, (31) holds with c1 = c1(Z) and
card I˜j .
Z
2sθj
Λ(2−sj)
. (122)
Denote by Pr−1(R
d) the space of polynomials on Rd of degree not exceeding r−1.
For a measurable set E ⊂ Rd we put
Pr−1(E) = {f |E : f ∈ Pr−1(R
d)}.
Theorem E. (see [46]). Suppose that the conditions (2), (3), (4), (5), (6), (7), (8),
(9), (10) hold. Then W rp,g(Ω) ⊂ Lq,v(Ω). Moreover, for any subtree D ⊂ Tξˆj0,i0
rooted
at ξˆj0,i0 there exists a linear continuous operator P : Lq,v(Ω) → Pr−1(Ω) such that
for any function f ∈ W rp,g(Ω)
‖f − Pf‖Lq,v(ΩD,F ) .
Z
2sj0(β−δ)Ψ(2−sj0)
∥∥∥∥∇rfg
∥∥∥∥
Lp(ΩD,F )
(123)
in the case (7), a),
‖f − Pf‖Lq,v(ΩD,F ) .
Z
2
−sθ( 1q−
1
p)+j0j
−α+( 1q−
1
p)+
0 ρ(j0)
∥∥∥∥∇rfg
∥∥∥∥
Lp(ΩD,F )
(124)
in the case (7), b).
In order to prove this theorem the following two-weighted Hardy-type inequality
on the tree was obtained.
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Theorem F. Let (A, ξ0) be a tree with vertex set {ηj,i}j>j∗, i∈I˜j such that (120)
and (121) hold, with h ∈ H satisfying (2), (3). Let m∗ ∈ N, κw > 0, κu ∈ R,
κ := κu + κw > −θ
(
1
q
− 1
p
)
+
. Let Ψg, Ψv be absolutely continuous functions, which
satisfy (5). In addition, suppose that if κ = −θ
(
1
q
− 1
p
)
+
, then (8), (9), (10) hold.
Let u, w : V(A)→ (0, ∞), u(ξ) = uj, w(ξ) = wj, ξ ∈ V
A
j−j∗(ξ0),
uj = 2
−κum∗jΨg(2
−m∗j), wj = 2
−κwm∗jΨv(2
−m∗j).
Let D ⊂ A with minimal vertex ξ∗ = ηj0,i0. Denote Ψ(t) = Ψg(t)Ψv(t). Then for any
function f : V(D)→ R+

 ∑
ξ∈V(D)
wq(ξ)
( ∑
ξ∗6ξ′6ξ
u(ξ′)f(ξ′)
)q
1
q
.
p,q,u,w,h,K0
C(j0)

 ∑
ξ∈V(D)
f p(ξ)


1
p
,
with C(j0) = 2
−κm∗j0Ψ(2−m∗j0) in the case κ > −θ
(
1
q
− 1
p
)
+
, and
C(j0) = 2
−m∗θ( 1q−
1
p)+j0j
−α+( 1q−
1
p)+
0 ρ(j0)
in the case κ = −θ
(
1
q
− 1
p
)
+
.
The following assertion (in fact, a more general result for weighted spaces) was
proved in [44]. For the non-weighted case, Besov [4] later put forward a more simple
proof.
Lemma 8. Let G ⊂ Rd, G ∈ FC(a), n ∈ N. Then there exists a family of partitions
{Tm,n(G)}m∈Z+ with the following properties:
1. cardTm,n(G) .
a,d
2mn;
2. for any E ∈ Tm,n(G) there exists a linear continuous operator PE : Lq(Ω) →
Pr(E) such that for any function f ∈ spanW
r
p (G)
‖f − PEf‖Lq(E) .
p,q,r,d,a
(2mn)−
r
d
− 1
q
+ 1
p (mesG)
r
d
+ 1
q
− 1
p‖∇rf‖Lp(E); (125)
3. for any m ∈ Z+, E ∈ Tm,n(G),
card {E ′ ∈ Tm+1,n(G) : mes (E ∩ E
′) > 0} .
a,d
1,
card {E ′ ∈ Tm−1,n(G) : mes (E ∩ E
′) > 0} .
a,d
1, if m > 1.
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Proof of Theorem 1. The upper estimate. We apply Theorem 2. As Xp(Ω) we
take the linear span of W rp,g(Ω), as Yq(Ω) we take Lq,v(Ω), and as P(Ω) we take the
space of polynomials Pr−1(Ω).
From Theorem E it follows that Assumption 1 holds with
w∗(ηj,i) = C(Z) · 2
sj(β−δ)Ψ(2−sj) (126)
in the case (7), a),
w∗(ηj,i) = C(Z) · 2
−sθ( 1q−
1
p)+jj
−α+( 1q−
1
p)+ρ(j) (127)
in the case (7), b).
By (4), (5), Lemma 1 and (118),
g(x) ≍
Z
2sβgjΨg(2
−sj), v(x) ≍
Z
2sβvjΨv(2
−sj), x ∈ Ωj,i. (128)
From (1), (117) and the condition Ωj,i ∈ FC(b∗) we get
mesΩj,i ≍
a,d
2−sdj . (129)
By Lemma 8, (128) and (129), Assumption 2 holds with δ∗ =
δ
d
and w˜∗(ηj,i) =
w∗(ηj,i) in the case (7), a), and
w˜∗(ηj,i) = C(Z) · 2
−sθ( 1q−
1
p)+jj−αρ(j) (130)
in the case (7), b). Here c2 = c2(Z).
Let us prove that Assumption 3 holds. Then we apply Theorem 2 and obtain
upper estimates of widths.
Case 1. Suppose that θ > 0 and the condition (7), a) holds. Set k∗ = s, At,i =
{ηt,i}. By (126), the relations (39) and (40) hold with λ∗ = µ∗ = δ − β, u∗(y) =
Ψ(y−1). The relation (41) holds with γ∗ = θ, ψ∗(y) = ψΛ(y) =
1
Λ( 1y )
(see (122)).
Then β∗ =
1
θ
. The function ϕ∗ = ϕθ,ψΛ is defined according to Lemma 2 (see the
notation on the page 5). Finally, (42), (43) and (44) hold. Here c3 = c3(Z). This
implies the desired estimates.
Case 2. Suppose that θ > 0 and the condition (7), b) holds. Set k∗ = s, At,i =
{ηt,i}. From (8) and (122) it follows that γ∗ = θ,
ψ∗(t) =
1
Λ
(
1
t
) = | log t|−γτ−1(| log t|).
Then β∗ =
1
θ
. By Lemma 3, there exists t∗(Z) > 1 such that
ϕ∗(t) ≍
Z
(log t)
γ
θ τ
1
θ (log t), t > t∗(Z). (131)
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Let p > q. From (127) it follows that λ∗ = µ∗ = θ
(
1
q
− 1
p
)
, λ∗β∗ =
1
q
− 1
p
< δ
d
.
Therefore, by assertion 1 of Theorem 2
ϑn(W
r
p,g(Ω), Lq,v(Ω))
(48)
.
Z
σ∗(n) = u∗(n
β∗ϕ∗(n))ϕ
−µ∗
∗ (n).
From (127) it follows that we can take u∗(t) = (log t)
−α+ 1
q
− 1
pρ(log t). Hence,
u∗(n
β∗ϕ∗(n)) ≍
Z
u∗(n) = (logn)
−α+ 1
q
− 1
pρ(log n),
ϕ−µ∗∗ (n)
(131)
≍
Z
(log n)−γ(
1
q
− 1
p)τ−
1
q
+ 1
p (log n).
Finally, (42), (43) and (44) hold. This implies the desired estimate.
Let p 6 q. Then λ∗ = 0, u∗(t) = (log t)
−αρ(log t); in particular, (43) holds. Apply
assertion 1 of Theorem 2. Since λ∗β∗ = 0 <
δ
d
,
ϑn(W
r
p,g(Ω), Lq,v(Ω))
(47)
.
Z
u∗(n
β∗ϕ∗(n))ϕ
−λ∗
∗ (n) .
Z
(log n)−αρ(log n).
Case 3. Suppose that θ = 0 and the condition (7), b) holds. Then
card I˜j
(8),(122)
.
Z
(sj)−γτ−1(sj). (132)
We set k∗ = 1 and define Γt by
V(Γt) = {ηj,i : j > j∗, 2
t 6 j < 2t+1, i ∈ I˜j}.
Then νt
(132)
.
Z
2(1−γ)tτ−1(2t) =: νt. Hence, (41) holds with γ∗ = 1−γ, ψ∗(x) = τ
−1(x);
therefore, β∗ =
1
1−γ
. Further, λ∗ = α −
(
1
q
− 1
p
)
+
, u∗(x) = ρ(x) by (127) and the
condition θ = 0.
Let p > q. From (130) it follows that (40) holds with µ∗ = α. From the definition
of I˜j , Jˆt and Γt, we have Jˆt = I˜2t . By (132), card Jˆt .
Z
2−γtτ−1(2t). Therefore, (42)
holds.
Let p 6 q. Then λ∗ = µ∗ = α, λ∗β∗ =
α
1−γ
.
Notice that (43) and (44) hold. It remains to apply Theorem 2.
Case 4. Suppose that θ = 0 and the condition (7), a) holds. Set g˜(x) = ϕg˜(dist|·|(x, Γ)),
ϕg˜(t) = t
−βg˜ | log t|−αg˜ , βg˜ + βv = δ. Then W
r
p,g(Ω) ⊂ W
r
p,g˜(Ω) and
∥∥∥∇rfg˜ ∥∥∥
Lp(Ω)
.
r,d,p,g,g˜∥∥∥∇rfg ∥∥∥
Lp(Ω)
. It remains to choose αg˜ so that the inequality
αg˜+αv
1−γ
> δ
d
holds (which
implies (10)), and to apply the result obtained in the case 3.
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The lower estimate. Recall that R = diamΩ (see page 5). Let ξ∗ be the minimal
vertex of T , and let l∗ be the length of the side of the cube F (ξ∗). From the formulas
(4.5), (4.6), (4.8) and (4.9) in [46] it follows that l∗ ≍
Z∗
1 and for any x ∈ F (ξ∗) the
order equalities g(x) ≍
Z∗
1 and v(x) ≍
Z∗
1 hold. Hence,
ϑn(W
r
p,g(Ω), Lq,v(Ω)) &
Z∗
ϑn(W
r
p ([0, 1]
d), Lq([0, 1]
d)). (133)
We apply Theorem D and obtain the desired estimate in the case 4.
In cases 1, 2, 3 we apply the construction given at the end of the paper [47]. For
t ∈ N, t > t0(Z∗), let the index sets Jt and the functions ψt,j ∈ W
r
p,g(Ω) (j ∈ Jt) be
as defined in [47]. These functions satisfy the following conditions:
∥∥∥∇rψt,jg ∥∥∥
Lp(Ω)
= 1,
‖ψt,j‖Lq,v(Ω) ≍
Z
2k∗∗t(β−δ)Ψ(2−k∗∗t), (134)
suppψt,j ⊂ ∆t,j , the cubes ∆t,j do not overlap pairwise for different (t, j), k∗∗ ∈ N,
k∗∗ ≍
Z
1,
card Jt ≍
Z
2k∗∗tθ
Λ(2−k∗∗t)
. (135)
Consider cases 1 and 2. Given ν ∈ N, we set
t∗ = t∗(ν) = ⌊k
−1
∗∗ log(ν
1/θϕθ,ψΛ(ν))⌋. (136)
From Lemma 1 it follows that card Jt∗
(135)
≍
Z
(ν1/θϕθ,ψΛ(ν))
θψΛ(ν
1/θϕθ,ψΛ(ν)) = ν.
We choose ν = ν(n) so that
2n 6 card Jt∗ .
Z
n. (137)
Then ν ≍
Z
n. From Lemma 6 it follows that
ϑn(W
r
p,g(Ω), Lq,v(Ω))
(134)
&
Z
(n1/θϕθ,ψΛ(n))
β−δΨ(n−
1
θϕ−1θ,ψΛ(n)) · ϑn(B
2n
p , l
2n
q ). (138)
For p < q, qˆ > 2 we also take t∗∗ = [k
−1
∗∗ log(ν
qˆ
2θϕθ,ψΛ(ν
qˆ/2))]. Then card Jt∗∗
(135)
≍
Z
ν qˆ/2. We choose ν = ν(n) so that
2nqˆ/2 6 card Jt∗∗ .
Z
nqˆ/2.
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We apply Lemma 6 together with Theorem B and get
ϑn(W
r
p,g(Ω), Lq,v(Ω))
(134)
&
Z
(nqˆ/2θϕθ,ψΛ(n
qˆ/2))β−δΨ(n−
qˆ
2θϕ−1θ,ψΛ(n
qˆ/2)). (139)
Consider case 1. From (133), (138), (139), (26) and Theorems B and D we obtain
the desired estimate.
Consider case 2. Let p 6 q. If p = q or p < q, qˆ 6 2, we have ϑn(B
2n
p , l
2n
q ) ≍
p,q
1.
Since β = δ, we get
ϑn(W
r
p,g(Ω), Lq,v(Ω))
(8),(138)
&
Z
& log−α(n1/θϕθ,ψΛ(n))ρ(log[n
1/θϕθ,ψΛ(n)]) ≍
Z
(log n)−αρ(log n)
(see Lemma 1). If p < q and qˆ > 2, we get
ϑn(W
r
p,g(Ω), Lq,v(Ω))
(8),(139)
&
Z
& log−α(n
qˆ
2θϕθ,ψΛ(n
qˆ/2))ρ(log[n
qˆ
2θϕθ,ψΛ(n
qˆ/2)]) ≍
Z
(log n)−αρ(log n).
Let p > q. Take t∗ such that (136) and (137) hold. Then, by Lemma 1, t∗ ≍
Z
log n.
Since card Jt∗ > n, Lemma 6 implies that
ϑn(W
r
p,g(Ω), Lq,v(Ω))
(116),(134)
&
Z
(
2t∗∑
t=t∗+1
∑
j∈Jt
(
2k∗∗t(β−δ)Ψ(2−k∗∗t)
) pq
p−q
) 1
q
− 1
p (135)
&
Z
&
(
2t∗∑
t=t∗+1
(
2k∗∗t(β−δ)Ψ(2−k∗∗t)2k∗∗tθ(
1
q
− 1
p)Λ
1
p
− 1
q (2k∗∗t)
) pq
p−q
) 1
q
− 1
p
(8)
≍
Z
≍
(
2t∗∑
t=t∗+1
(
t−αρ(t)tγ(
1
p
− 1
q )τ
1
p
− 1
q (t)
) pq
p−q
) 1
q
− 1
p
≍
Z
≍ t
(1−γ)( 1q−
1
p)−α
∗ ρ(t∗)τ
1
p
− 1
q (t∗) ≍
Z
(log n)(1−γ)(
1
q
− 1
p)−αρ(logn)τ
1
p
− 1
q (log n).
Consider case 3. Let p 6 q. Then
‖ψm,j‖Lq,v(Ω)
(8),(134)
≍
Z
m−αρ(m).
For 2t 6 m 6 2t+1 we get
‖ψm,j‖Lq,v(Ω) ≍
Z
2−tαρ(2t), (140)
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cardJm
(8),(135)
≍
Z
m−γτ−1(m) ≍
Z
2−γt(τ(2t))−1, (141)
2t+1∑
m=2t
card Jm ≍
Z
2(1−γ)t(τ(2t))−1. (142)
For ν ∈ N we set
t∗ =
[
log
(
ν
1
1−γϕ1−γ,τ−1(ν)
)]
. (143)
Then
2(1−γ)t∗(τ(2t∗))−1 ≍
Z
ν. (144)
We choose ν = ν(n) so that
2n 6
2t∗+1∑
m=2t∗
card Jm .
Z
n,
2t∗∑
m=2t∗−1
card Jm > n (145)
(then ν
(142),(144)
≍
Z
n). Apply Lemma 6. By (140) and (143), we get
ϑn(W
r
p,g(Ω), Lq,v(Ω)) &
Z
n−
α
1−γϕ−α1−γ,τ−1(n)ρ
(
n
1
1−γϕ1−γ,τ−1(n)
)
ϑn(B
2n
p , l
2n
q ). (146)
For p < q, qˆ > 2 we also consider t∗∗ =
[
log
(
ν
qˆ
2(1−γ)ϕ1−γ,τ−1(ν
qˆ
2 )
)]
. Then
2(1−γ)t∗∗(τ(2t∗∗))−1 ≍
Z
ν
qˆ
2 .
We choose ν = ν(n) so that
2n
qˆ
2 6
2t∗∗+1∑
m=2t∗∗
card Jm .
Z
n
qˆ
2 .
Then ν
(142)
≍
Z
n. By Lemma 6, Theorem B and (140),
ϑn(W
r
p,g(Ω), Lq,v(Ω)) &
Z
n
− qˆα
2(1−γ)ϕ−α1−γ,τ−1(n
qˆ
2 )ρ
(
n
qˆ
2(1−γ)ϕ1−γ,τ−1(n
qˆ
2 )
)
.
This together with (133), Theorem D and (146) implies the desired estimate.
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Let p > q. We take t∗ such that (143) and (145) hold. Then ν ≍
Z
n. Apply (116)
taking into account the second inequality in (145). We have
ϑn(W
r
p,g(Ω), Lq,v(Ω))
(140)
&
Z
(
2t∗+1∑
m=2t∗+1
∑
j∈Jm
(
2−t∗αρ(2t∗)
) pq
p−q
) 1
q
− 1
p
(141)
≍
Z
≍ 2−t∗αρ(2t∗)
(
2(1−γ)t∗τ−1(2t∗)
) 1
q
− 1
p
(143),(144)
≍
Z
≍ n−
α
1−γ
+ 1
q
− 1
pρ(n
1
1−γϕ1−γ,τ−1(n))ϕ
−α
1−γ,τ−1(n).
This completes the proof.
6 Estimates for widths of function classes on a metric
and combinatorial tree
First we give necessary notations.
Let (T , ξ∗) be a tree, let ∆ : E(T ) → 2
R be a mapping such that for any
λ ∈ E(T ) the set ∆(λ) = [aλ, bλ] is a non-degenerate segment. By a metric tree we
mean
T = (T , ∆) = {(t, λ) : t ∈ [aλ, bλ], λ ∈ E(T )};
here we suppose that if ξ′ ∈ V1(ξ), ξ
′′ ∈ V1(ξ
′), λ = (ξ, ξ′), λ′ = (ξ′, ξ′′),
then (bλ, λ) = (aλ′ , λ
′). The distance between points of T is defined as follows:
if (ξ0, ξ1, . . . , ξn) is a simple path in the tree T , n > 2, λi = (ξi−1, ξi), x = (t1, λ1),
y = (tn, λn), then we set
|y − x|T = |bλ1 − t1|+
n−1∑
i=2
|bλi − aλi |+ |tn − aλn |;
if x = (t′, λ), y = (t′′, λ), then we set |y − x|T = |t
′ − t′′|.
We say that λ < λ′ if λ = (ω, ξ), λ′ = (ω′, ξ′) and ξ 6 ω′; (t′, λ′) 6 (t′′, λ′′) if
either λ′ < λ′′ or λ′ = λ′′, t′ 6 t′′. If (t′, λ′) 6 (t′′, λ′′) and (t′, λ′) 6= (t′′, λ′′), then we
write (t′, λ′) < (t′′, λ′′). For a, x ∈ T, a 6 x, we set [a, x] = {y ∈ T : a 6 y 6 x}.
Let Aλ ⊂ ∆(λ), λ ∈ E(T ). We say that the subset A = {(t, λ) : λ ∈ E(T ), t ∈
Aλ} is measurable if Aλ is measurable for any λ ∈ E(T ). Its Lebesgue measure is
defined by
mesA =
∑
λ∈E(T )
mesAλ.
Let f : A → R. For λ ∈ E(T ) we define the function fλ : Aλ → R by fλ(t) =
f(t, λ). We say that the function f : A→ R is Lebesgue integrable if fλ is Lebesgue
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integrable for any λ ∈ E(T ) and
∑
λ∈E(T )
∫
Aλ
|fλ(t)| dt <∞, and write
∫
A
f(x) dx =
∑
λ∈E(T )
∫
Aλ
fλ(t) dt.
Let T = (T , ∆) be a metric tree, x0 ∈ T, and let g, v : T→ (0, ∞) be measurable
functions. The two-weighted Hardy-type operator Ig,v,x0 on the metric tree T is
defined by
Ig,v,x0f(x) = v(x)
∫
[x0, x]
g(t)f(t) dt.
The criterion of boundedness for such operator and order estimate of its norm (up
to some absolute constants) were obtained by Evans, Harris and Pick [17].
Let us formulate the main result of this section.
Let T = (T , ∆) be a metric tree, and let g, v : T → (0, ∞) be measurable
functions. We suppose that the following conditions hold.
1. Let a regular partition {(Tk,i, ξk,i)}k∈Z+, i∈Ik of the tree T and a function h ∈ H
be given, and let h be as defined by (2) in some neighborhood of zero. Let T˜k,i
be a tree with vertex set V(T˜k,i) = V(Tk,i) ∪ {ξk+1,i′ : ξk+1,i′ > ξk,i}.
2. There exists c∗ > 1 such that for any k, l ∈ Z+, i ∈ Ik
card {i′ ∈ Ik+l : ξk+l,i′ > ξk,i} 6 c∗
h(2−k)
h(2−k−l)
. (147)
3. For any k ∈ Z+, i ∈ Ik
‖g‖Lp′(Tk,i) 6 c∗ · 2
(
βg−
1
p′
)
k
Ψg(2
−k) =: c∗uk, (148)
‖v‖Lq(Tk,i) 6 c∗ · 2
(βv− 1q )kΨv(2
−k) =: c∗wk, (149)
where functions Ψg, Ψv satisfy (5) and Tk,i = (T˜k,i, ∆).
4. The relations (6) and (7) with d = 1 and δ = 1+ 1
q
− 1
p
hold; moreover, in the
case (7), b) the relations (8), (9), (10) hold.
Denote Z = (p, q, h, g, v, c∗).
Let x0 be the minimal point in T. We set
W 1p,g(T) = {Ig,1,x0f : ‖f‖Lp(T) 6 1}.
Theorem 3. We set d = 1, δ = 1− 1
p
+ 1
q
.
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1. Suppose that θ > 0 and the condition (7), a) holds. Let p > q or qˆ 6 2.
Define θ1, θ2, σ1 and σ2 by (11) and (12). Suppose that θ1 6= θ2, j∗ ∈ {1, 2},
θj∗ = min{θ1, θ2}. Then
ϑn(W
1
p,g(T), Lq,v(T)) .
Z
n−θj∗σj∗(n). (150)
Let p < q and qˆ > 2. Define θj and σj (j = 1, 3, 4) by (13), (14), (15).
Suppose that there exists j∗ ∈ {1, 3, 4} such that (16) holds. Then we have
(150).
2. Suppose that θ > 0 and the condition (7), b) holds. Then
ϑn(W
1
p,g(T), Lq,v(T)) .
Z
(logn)
−α+(1−γ)( 1q−
1
p)+ρ(logn)τ
−( 1q−
1
p)+(log n).
3. Suppose that θ = 0 and the condition (7), b) holds. Let p > q or qˆ 6 2, let
θ1, θ2, σ1 and σ2 be defined by (17) and (18), and let θ1 6= θ2, j∗ ∈ {1, 2},
θj∗ = min{θ1, θ2}. Then (150) holds. Let p < q and qˆ > 2, let θj and σj (j =
1, 3, 4) be defined by (19), (20), (21). Suppose that there exists j∗ ∈ {1, 3, 4}
such that (22) holds. Then we have (150).
4. Suppose that θ = 0 and (7), a) holds. Then ϑn(W
1
p,g(T), Lq,v(T)) .
Z
n−θp,q,1,1,
where θp,q,1,1 is defined by (30) for r = 1, d = 1.
Suppose, in addition, that the following conditions hold:
• card Il >
1
c∗h(2−l)
for any l ∈ Z+,
• for any k ∈ Z+, i ∈ Ik there exists a function ψk,i = Ig,1,x0fk,i such that
suppψk,i ⊂ Tk,i and ‖fk,i‖Lp(T) = 1, ‖ψk,i‖Lq,v(T) > c
−1
∗ ukwk.
Then similar lower estimates are true for ϑn(W
1
p,g(T), Lq,v(T)).
We need the following result.
Lemma 9. Let A = (A, ∆) be a metric tree. Suppose that there is kˆ ∈ N such that
cardV1(ξ) 6 kˆ for any ξ ∈ V(A). Let Φ be a function defined on the family of
measurable subsets of A, satisfying the following conditions:
Φ(A1 ⊔ A2) > Φ(A1) + Φ(A1), A1, A2 ⊂ A, (151)
Φ(A)→ 0 as mesA→ 0. (152)
Then for any n ∈ N, m ∈ Z+ there exists a partition Pm,n of the tree A into subtrees
with the following properties:
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1. cardPm,n .
kˆ
2mn,
2. Φ(E) .
kˆ
Φ(A)
2mn
for any E ∈ Pm,n,
3. card {E ′ ∈ Pm±1, n : mes(E ∩ E
′) > 0} .
kˆ
1 for any E ∈ Pm,n.
The partition P0,n was constructed by Solomyak [36]. In order to construct
partitions Pm,n, we repeat arguments in [44, Lemma 8].
As an example of a function Φ satisfying (151) and (152) we can take Φ(A) =∏l
j=1(µj(A))
αj , where µj are absolutely continuous measures, αj > 0,
l∑
j=1
αj = 1. It
follows from Ho¨lder’s inequality and Radon – Nikodym theorem (see [44]).
Proof of Theorem 3. Let D ⊂ T be the tree such that V(D) = ∪(j, i)∈JˆV(Tj,i)
for some Jˆ . By D˜ we denote a tree with vertex set
V(D˜) = V(D) ∪ {ξ′ ∈ VT1 (ξ) : ξ ∈ Vmax(D)}.
Denote D = (D˜, ∆). Let ξj0, i0 be the minimal vertex in D, and let x∗ be the minimal
point in D. We estimate the norm of ‖Ig,v,x∗‖Lp(D)→Lq(D).
Let ‖f‖Lp(D) = 1, f > 0. Denote fj,i = ‖f‖Lp(Tj,i). Then

∫
D
vq(x)

 x∫
x∗
g(t)f(t) dt


q
dx


1
q
=
=

 ∑
(j, i)∈Jˆ
∫
Tj,i
vq(x)

 ∑
ξj0, i06ξj′,i′6ξj,i
∫
[x∗, x]∩Tj′,i′
g(t)f(t) dt


q
dx


1
q
(148), (149)
.
Z
.

 ∑
(j, i)∈Jˆ
wqj

 ∑
ξj0, i06ξj′,i′6ξj,i
uj′fj′,i′


q

1
q
.
We apply Theorem F and get
‖Ig,v,x∗‖Lp(D)→Lq(D) .
Z
2j0(β−δ)Ψ(2−j0) (153)
in the case (7), a),
‖Ig,v,x∗‖Lp(D)→Lq(D) .
Z
2
−θ( 1q−
1
p)+j0j
−α+( 1q−
1
p)+
0 ρ(j0)
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in the case (7), b). Moreover, we have in the case (7), b)
‖g‖Lp′(Tj,i)‖v‖Lq(Tj,i) .
Z
2
−θ( 1q−
1
p)+jj−αρ(j). (154)
Let
Φ(A) =

∫
A
gp
′
(x) dx


1
p′(1− 1p+1q )

∫
A
vq(x) dx


1
q(1− 1p+1q )
.
Then (147), Lemma 9, (153) and (154) yield Assumptions 1, 2 and 3. Repeating
arguments of Theorem 1 and taking into account that for qˆ > 2 the inequality
qˆδ
2
> δ + 1
2
− 1
qˆ
holds, we obtain the desired estimates for widths.
Consider the two-weighted summation operator on a combinatorial tree A. Let
V(A) = {ηj,i : j ∈ Z+, i ∈ Ij}. Suppose that for some c∗ > 1, m∗ ∈ N
V
A
l (ηj,i) 6 c∗
h(2−m∗j)
h(2−m∗(j+l))
, j, l ∈ Z+,
where the function h has the form (2) in some neighborhood of zero. Let the functions
u, w : V(A)→ (0, ∞) be such as in Theorem F.
We set
Su,w : lp(A)→ lq(A), Su,wf(ξ) = w(ξ)
∑
ξ′6ξ
u(ξ′)f(ξ′),
where f ∈ lp(A) (see (24)); denote
Sp,u,w(A) = {Su,wf : ‖f‖lp(A) 6 1}.
Write Z = (p, q, u, w, h).
Applying Theorem F, Remark 4 and arguing as in Theorem 1 in obtaining lower
estimates, we get the following result.
Theorem 4. 1. Suppose that θ > 0 and κ > −θ
(
1
q
− 1
p
)
+
.
• Let p > q or p < q, qˆ 6 2. We set σ(n) = Ψ(n−1/θϕ−1θ,ψΛ(n))ϕ
−κ
θ,ψΛ
(n).
Then
ϑn(Sp,u,w(A), lq(A)) .
Z
n
−κ
θ
+( 1q−
1
p)+σ(n).
• Let p < q, qˆ > 2. We set θ1 =
κ
θ
+min
{
1
p
− 1
q
, 1
2
− 1
qˆ
}
, θ2 =
qˆκ
2θ
, σ1(n) =
Ψ(n−1/θϕ−1θ,ψΛ(n))ϕ
−κ
θ,ψΛ
(n), σ2(n) = σ1(n
qˆ/2). Let θj∗ = minj=1,2 θj, θ1 6=
θ2. Then
ϑn(Sp,u,w(A), lq(A)) .
Z
n−θj∗σj∗(n).
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2. Suppose that θ > 0 and κ = −θ
(
1
q
− 1
p
)
+
. Then
ϑn(Sp,u,w(A), lq(A)) .
Z
(log n)
−α+(1−γ)( 1q−
1
p)+ρ(log n)τ
−( 1q−
1
p)+(logn).
3. Suppose that θ = 0 and κ = 0.
• Let p > q or qˆ 6 2. We set σ(n) = ρ
(
n
1
1−γϕ1−γ,τ−1(n)
)
ϕ−α1−γ,τ−1(n). Then
ϑn(Sp,u,w(A), lq(A)) .
Z
n
− α
1−γ
+( 1q−
1
p)+σ(n).
• Let p < q, qˆ > 2. We set θ1 =
α
1−γ
+ min
{
1
p
− 1
q
, 1
2
− 1
qˆ
}
, θ2 =
qˆα
2(1−γ)
,
σ1(n) = ρ
(
n
1
1−γϕ1−γ,τ−1(n)
)
ϕ−α1−γ,τ−1(n), σ2(n) = σ1(n
qˆ/2). Let θj∗ =
minj=1,2 θj, θ1 6= θ2. Then
ϑn(Sp,u,w(A), lq(A)) .
Z∗
n−θj∗σj∗(n).
If there exists cˆ > 0 such that cardVAk (ξ0) >
cˆ
h(2−m∗k)
for any k ∈ Z+, then similar
lower estimates hold.
If θ = 0 and κ > 0, then the widths can be estimated from above by some
decreasing geometric progression.
In conclusion, the author expresses her sincere gratitude to A.R. Alimov for help
with translation.
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