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Abstract
A bijective coloring of a simple graph of order n is a map from the vertex set of the graph
onto f1; 2; : : : ; ng. Let f be a bijective coloring of G = (V; E) with jV j = n, and let  denote
an interference parameter in f0; 1; 2; : : : ; n− 1g. The interference number of f with respect to G
and  is the number of edges fu; vg 2 E for which minfjf(u)− f(v)j, n− jf(u)− f(v)jg6.
We address two interference number problems for the family G2(n) of all 2-regular graphs of
order n. For any given (n; ) with 066n− 1, the rst problem is to determine a G 2 G2(n)
and a bijective coloring of G whose interference number is as small as possible. Given (n; ),
the second problem is to determine a G 2 G2(n) whose minimum interference number over
all bijective colorings of G is as large as possible. Complete solutions are provided for both
problems. ? 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
Let Gd(n) be the set of all d-regular simple graphs with n vertices. We assume that
Gd(n) is not empty, so 06d<n and dn is even. A coloring of G=(V; E) in Gd(n) with
vertex set V and edge set Effu; vg : u; v 2 V; u 6= vg is a map f : V ! f1; 2; : : : ; ng.
A bijective coloring, in which every vertex has a dierent color, is an assignment.
We consider the problem of determining graphs in Gd(n) and their colorings that
minimize the number of edges fu; vg 2 E whose vertices interfere with each other.
Interference is based on a threshold-of-interference parameter  2 f0; 1; : : : ; n− 1g and
the circular measure of distance D between colors [3,6,13] dened by
D(i; j) = minfji − jj; n− ji − jjg:
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We say that colors i and j interfere with respect to  if D(i; j)6. The interference
number of G 2 Gd(n) for coloring f and threshold parameter  is the number of edges
whose vertex colors interfere. We denote it by (G;f):
(G;f) = jffu; vg 2 E: D(f(u); f(v))6gj:
The present paper focuses on two interference number minimization problems for as-
signments of regular graphs that were investigated in [3] for general colorings. Exact
solutions of the problems will be given here only for d62. Approximate solutions for
d>3, where exact solutions are elusive, will be presented elsewhere.
Our two interference number minimization problems for assignments can be stated
generally in terms of an admissible set Fn of n-vertex colorings and the quantities
min
G2Gd(n)
min
f2Fn
(G;f);
max
G2Gd(n)
min
f2Fn
(G;f):
Given n;  and d, the rst problem is to determine the minmin quantity along with
graphs in Gd(n) and their colorings f 2 Fn that achieve that quantity. The second is
to determine the maxmin quantity along with graphs and colorings that achieve it. The
dierence between the two depends on who gets to choose what. In the rst problem,
\you" get to choose both the graph and its coloring to minimize interference. In the
second problem, you select a minimizing coloring after an adversary chooses the graph
to make the minimum interference as large as possible. The two quantities bracket the
minimum interference numbers of all graphs in Gd(n) with respect to  and Fn.
Exact values or bounds on the minmin and maxmin quantities for all feasible (n; ; d)
were derived in [3] with Fn the set of all colorings of n-vertex graphs. Optimal solutions
there often used only bn=( + 1)c dierent colors, which is the maximum number of
mutually noninterfering colors from f1; 2; : : : ; ng at threshold . When Fn is restricted
to the set Sn of assignments, other considerations apply, and for this case we dene
the quantities as
m(n; ; d) = min
G2Gd(n)
min
f2Sn
(G;f);
M (n; ; d) = max
G2Gd(n)
min
f2Sn
(G;f):
Fig. 1 illustrates the dierence between unrestricted colorings and assignments for
6-vertex 2-regular graphs with  = 2. Here, and later, we use N to signify \no inter-
ference" and I to signify \interference".
Our present concern for assignments lies within a broader concern of the joint cri-
teria of interference and capacity usage in channel allocation problems. When capacity
is assessed by the number of dierent colors assigned to the nodes of G, it is clear
that bijective colorings maximize capacity. Fig. 1 shows that maximum capacity can
sometimes be achieved only by increasing interference. The unrestricted colorings of
[3] on the other hand give primacy to interference by minimizing interference with-
out regard to capacity. Together, [3] and the present work illustrate tradeos between
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Fig. 1. Minimum interference numbers for (n; ; d) = (6; 2; 2). N= no interference; I= interference.
capacity and interference. The interplay between these criteria deserves more detailed
examination but will not be pursued here.
Related coloring problems motivated by the channel assignment problem of Hale
[7] are discussed in [1,2,4,5,7{12]. Ref. [3] detailed the translation of the channel
assignment problem into the graph-theoretic present formulation. Nevertheless, we give
a brief recapitulation here for the reader’s benet.
In the graph abstraction, vertices are regions (cells) served by base stations in a
cellular system and edges are pairs of contiguous regions. Colors correspond to fre-
quency classes. For mathematical convenience we assume that every region has the
same number d of neighbors, which leads to considering degree-regular graphs. This
is approximately true in current systems with regular layouts. Interference occurs be-
tween two regions if they are neighbors and their frequencies lie within an interference
threshold. A frequency class is typically taken to be all the frequencies in a given
range with a xed residue modulo d.
To mitigate interference between active calls in dierent cells, the cells are divided
into \reuse groups". A given frequency may be used at most once within a reuse group.
There are typically as many frequency classes as reuse groups. A typical value of d
is 6, and , the interference parameter, is 1 or 2. For a more detailed description, see
[3] and its references.
2. Preliminaries and summary of results
We begin our analysis of m and M with a few general observations and then focus
on d 2 f1; 2g. The results apply to all feasible (n; ; d) as restricted in context or by
assumptions stated as we proceed. In all cases, 06d<n; dn is even and 066n− 1.
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Lemma 2.1. m(n; ; 0) = M (n; ; 0) = m(n; 0; d) = M (n; 0; d) = 0, and m(n; ; d) =
M (n; ; d)=dn=2 if >bn=2c. In addition; m(n; ; d)=0 if 16<n=2 and d<n−2.
Proof. If d=0; G has no edges; if =0, an assignment has no interference; if >bn=2c
then D(i; j)6 for all i and j, so all dn=2 edges in G 2 Gd(n) are interference edges.
The last part of the lemma is proved as Lemma 3.1(a) in [3] with assignment f(i)= i,
so that proof applies to the present setting.
We assume henceforth that d> 0 and 16< bn=2c. As in Lemma 2.1, our results
for d 2 f1; 2g are presented in terms of m and M . The graphs and their assign-
ments that achieve those quantities emerge within supporting lemmas and proofs, and
are sometimes noted in the discussion. The nal part of Lemma 2.1 and the fact that
G 2 G1(n) consists of n=2 vertex-disjoint edges dispatches d=1. An optimal assignment
uses color pairs fi; n=2 + ig; i = 1; : : : ; n=2, for the edges.
Lemma 2.2. m(n; ; 1) =M (n; ; 1) = 0 if <n=2.
The next lemma takes care of m for d= 2.
Lemma 2.3. m(n; ; 2)=0 if <n=2−1. When n is even and n>4; m(n; n=2−1; 2)=
n=2.
Proof. The nal part of Lemma 2.1 proves the m=0 part. Suppose n>4 and =n=2−1.
Each G 2 G2(n) has n edges; the color set has exactly n=2 pairs, the fi; n=2+ ig, whose
colors do not interfere; so m(n; n=2− 1; 2)>n=2. To see that m= n=2, choose G as the
n-cycle Cn and color its vertices consecutively 1; n=2 + 1; 2; n=2 + 2; : : : ; n=2; n.
We focus henceforth on M (n; ; 2) with 16< bn=2c, so n>4. For convenience,
M (n; ; 2) is shortened to M (n; ).
It is evident that every G 2 G2(n) is the sum of vertex-disjoint cycles in fC3; C4; : : : ;
Cng with each vertex in one cycle. In the maxmin context of M , the adversary gets
to choose the cyclic pattern for G before an interference-minimizing assignment is
determined. When n 2 f4; 5g and d= 2, the adversary has no choice because G2(4) =
fC4g and G2(5) = fC5g, so Lemma 2.3 gives the following.
Lemma 2.4. M (4; 1) = 2 and M (5; 1) = 0.
We assume henceforth that n>6. Fig. 1 shows that n = 6 is the smallest n for
d= 2 where the adversary can make a dierence between m and M . For larger n, the
adversary’s best choice follows the lead of Fig. 1, namely to construct G 2 G2(n) with
as many cycles as possible. This is reected by the frequent occurrence of n=3 in our
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main result, which covers all cases of (n; ) that remain. Because M (5; 1)=0, part (a)
fails for n= 5.
Theorem 2.5. Suppose n>6; 16< bn=2c and d= 2. Then
(a) M (n; ) = 0 if and only if < bn=3c;
(b) For even n;M (n; n=2− 1) = b2n=3c;
(c) For odd n;M (n; (n− 3)=2) = bn=3c;
(d) If n  0 (mod 3) and bn=3c6< bn=2c − 1, then M (n; ) = n=3;
(e) If n  1 (mod 3) and bn=3c6< bn=2c − 1; then M (n; ) = (n− 4)=3;
(f) If n  2 (mod 3) then
M (n; ) = (n− 5)=3 if bn=3c6< b2n=5c;
M (n; ) = (n− 2)=3 if b2n=5c6< bn=2c − 1:
The theorem is proved in the rest of the paper. Part (a) is proved by Lemma 4.2
and Theorem 8.1, part (b) by Lemma 3.1, (c) by Lemma 4.3, (d) by Lemma 4.5, (e)
by Lemma 5.2, and (f) by Lemma 6.2.
We also identify all G 2 G2(n) for n>6 and bn=3c6< bn=2c for which
minSn(G;f)=M (n; ). The set of such G for (n; ) is denoted by A(n; ). We write
G=
P
ajCj when G is composed of aj disjoint copies of Cj for j>3, with n=
P
jaj.
The graphs that appear in the adversary’s optimal sets are:
G0 = (n=3)C3 n  0 (mod 3);
G1 = ((n− 4)=3)C3 + C4 n  1 (mod 3);
G2 = ((n− 10)=3)C3 + 2C5 n  1 (mod 3);
G3 = ((n− 7)=3)C3 + C7 n  1 (mod 3);
G1 = ((n− 5)=3)C3 + C5 n  2 (mod 3);
G2 = ((n− 8)=3)C3 + 2C4 n  2 (mod 3):
The parts of the following theorem presume the restrictions on n and  stated in the
corresponding parts of Theorem 2.5.
Theorem 2.6. Suppose n>6; 16< bn=2c and d= 2. Then:
(b) A(n; n=2− 1) is fG0g if n  0 (mod 3); fG1; G2g if n  1 (mod 3); and fG1g if
n  2 (mod 3);
(c) A(n; (n − 3)=2) is fG0g if n  0 (mod 3); fG1g if n  1 (mod 3); and fG1; G2g
if n  2 (mod 3);
(d) A(n; ) = fG0g;
(e) A(n; ) is fG1g if bn=3c6< b2n=5c; fG1; G2g if b2n=5c6< b3n=7c; and
fG1; G2; G3g if b3n=7c6< bn=2c − 1;
(f) A(n; ) = fG1g.
Part (b) appears later as Corollary 3.2, (c) as Corollary 4.4, (d) as Lemma 4.5, (e)
as Corollary 7.2, and (f) as Lemma 7.3.
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3. Proof of theorem 2:5 (b)
Our proofs make frequent use of the set I(n) of interfering color pairs and the set
N(n) of noninterfering color pairs in the color set f1; 2; : : : ; ng:
I(n) = ffi; jg: 16i 6= j6n; D(i; j)6g
N(n) = ffi; jg: 16i 6= j6n; D(i; j)>g:
We often omit  and n when they are clear in context. We begin our proof of
Theorem 2.5 with part (b).
Lemma 3.1. M (n; n=2− 1) = b2n=3c for n>6.
Proof. Suppose  = n=2 − 1. Then N = ffi; n=2 + ig: i = 1; : : : ; n=2g. An assignment
f that minimizes (G;f) for a given G 2 G2(n) apportions as many pairs in N as
possible to adjacent vertices within the cycles that dene G. The number of N pairs
that can be used in one copy of Cj is bj=2c, and the ratios of possible N edges to
total edges in the Cj are 1=3 for j = 3; 2=5 for j = 5; 3=7 for j = 7; : : : ; and 1=2 for
each even j>4. The adversary can do no better than to use as many copies of C3 as
possible. Specic calculations follow.
Suppose n  0 (mod 3). Then G0 = (n=3)C3 allows only n=3 pairs from N to be
used for adjacent vertices in the 3-cycles. Every other G allows more than n=3. Hence
M (n; n=2− 1) = n− n=3 = b2n=3c, and this is uniquely achieved by G0.
Suppose n  1 (mod 3). The number of pairs from N that can be used in G1 =
((n − 4)=3)C3 + C4 is (n − 4)=3 + 2 = (n + 2)=3; the number that can be used in
G2 = ((n− 10)=3)C3 + 2C5 is also (n− 10)=3+ 4= (n+2)=3. It is easily checked that
all other G 2 G2(n) allow more. Hence M (n; n=2−1)=n−(n+2)=3=(2n−2)=3=b2n=3c,
and this is achieved by G1 and G2.
Suppose n  2 (mod 3). Then G1=((n−5)=3)C3+C5 allows (n−5)=3+2=(n+1)=3
pairs from N . All other G allow more, including G2 = ((n − 8)=3)C3 + 2C4, which
allows (n+ 4)=3. It follows that M (n; n=2− 1) = n− (n+ 1)=3 = (2n− 1)=3 = b2n=3c,
which is uniquely achieved by ((n− 5)=3)C3 + C5.
The following corollary records the adversary’s optimal graphs in G2(n) from the
preceding proof.
Corollary 3.2. For n>6; A(n; n=2 − 1) is fG0g if n  0 (mod 3); fG1; G2g if n 
1 (mod 3); and fG1g if n  2 (mod 3).
4. Two lemmas and implications
Two lemmas underlie the remaining proofs. We say that (n; ) has a Hamiltonian
N -cycle if Cn has an assignment with all edges in N(n).
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Lemma 4.1. (n; ) has a Hamiltonian N -cycle if < b(n− 1)=2c.
Proof. The following Cn color cycles have D(i; j)>b(n − 1)=2c for every pair of
adjacent colors:
n odd : 1;
n+ 1
2
; n;
n− 1
2
; n− 1; n− 3
2
; n− 2; : : : ; 2; n+ 3
2
; 1;
n even:
n=2 even : 1;
n
2
+ 2; 3;
n
2
+ 4; : : : ;
n
2
− 1; n; n
2
; n− 1; n
2
− 2; n− 3; : : : ; 2; n
2
+ 1; 1;
n=2 odd : 1;
n
2
+ 2; 3;
n
2
+ 4; : : : ;
n
2
; n;
n
2
− 1; n− 2; n
2
− 3; n− 4; : : : ; 2; n
2
+ 1; 1:
For the second lemma we say that every C3 has an I(n) edge if minfD(i; j); D(i; k);
D(j; k)g6 for every 3-set fi; j; kg in f1; 2; : : : ; ng.
Lemma 4.2. Every C3 has an I(n) edge if and only if >bn=3c.
Proof. If < bn=3c for n>6 then f1; bn=3c+1; 2bn=3c+1g has no I(n) edge. Suppose
>bn=3c and with no loss of generality let fi; j; kg= f1; 1 + a; 1 + a+ bg; 0<a<a
+ b<n. Then
minfD(i; j); D(i; k); D(j; k)g=minfa; n− a; a+ b; n− a− b; b; n− bg
=minfa; b; n− a− bg:
If a; b> bn=3c, i.e., a; b>bn=3c + 1, then n − a − b6n − 2 − 2bn=3c6bn=3c6, so
every C3 has an I(n) edge.
Lemma 4.2 implies that M (n; )> 0 if >bn=3c. This is part of Theorem 2.5(a).
We defer completion of (a) to Section 8. Our next lemma proves Theorem 2.5(c).
Lemma 4.3. M (n; (n− 3)=2) = bn=3c for n>7.
Proof. Suppose n is odd and  = (n − 3)=2< (n − 1)=2. The adjacency pairs in the
Hamiltonian N -cycle in the proof of Lemma 4.1 exhaust N(n): all other fi; jg are
in I(n). If G 2 G2(n) has K cycles, then minSn (G;f) = K . This is achieved by
cutting the Hamiltonian N -cycle into consecutive strands the lengths of the cycles in
G and adding an I edge between the rst and last vertices in each strand. Hence
M (n; (n− 3)=2) = maxK = bn=3c.
The graphs that maximize K are noted in the following corollary.
Corollary 4.4. For n>6; A(n; (n − 3)=2) is fG0g if n  0 (mod 3); fG1g if n 
1 (mod 3); and fG1; G2g if n  2 (mod 3).
Our next result covers Theorems 2:5(d) and 2:6(d).
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Lemma 4.5. If n  0 (mod 3) and bn=3c6< bn=2c − 1; then M (n; ) = n=3 and
A(n; ) = f(n=3)C3g.
Proof. Given the hypotheses of the lemma, Lemma 4.1 and the proof of Lemma 4.3
imply minSn (G;f)6K when G has K cycles. When G = (n=3)C3 with K = n=3,
Lemma 4.2 says that every C3 has an I edge, so M (n; )=n=3. Every other G 2 G2(n)
has fewer than n=3 cycles.
5. A lemma for C4
Parts (e) and (f) of Theorem 2.5 require considerations that go beyond Lemmas 4.1
and 4.2. We initiate these considerations with a lemma that focuses on graphs in G2(n)
that have a C4. A few general denitions precede the lemma.
Given (n; ), cycle Ck has an N -cycle, if there are k colors c1; c2; : : : ; ck in f1; 2; : : : ; ng
such that D(ci; ci+1)> for i=1; : : : ; k− 1, and D(ck ; c1)>. Lemma 4.1 asserts that
Cn has an N -cycle if < b(n− 1)=2c. Lemma 4.2 says that C3 has no N -cycle if and
only if >bn=3c.
A subset T of f1; 2; : : : ; ng has an N -path if the jT j colors in T can be sequenced
so that no two adjacent colors interfere with respect to .
Lemma 5.1. If bn=3c6< bn=2c−1; then C4 has an N -cycle; and the colors c1; c2; c3
and c4 for this N -cycle can be chosen so that f1; : : : ; ngnfc1; c2; c3; c4g has an N -path.
Proof. In each of the three Hamiltonian N -cycles in the proof of Lemma 4.1, the rst
two terms and the nal two terms that precede 1 form an N -cycle for C4 in the order
listed, e.g. 1, (n + 1)=2, 2, (n + 3)=2 for n odd. The other colors form an N -path in
the order listed.
Lemma 5.1 allows completion of the proof of Theorem 2.5(e) but not full determi-
nation of its A set.
Lemma 5.2. If n  1 (mod 3) and bn=3c6< bn=2c − 1; then M (n; ) = (n− 4)=3.
Proof. Given the lemma’s hypotheses and G1=((n−4)=3)C3+C4, Lemmas 5.1 and 4.2
show that minSn (G1; f)=(n−4)=3. In applying Lemma 4.2, we partition the N -path
through the n− 4 colors in the set not assigned to C4 into consecutive 3-term strands.
Because every G 2 Gn(n)nfG1g has no more than (n−4)=3 cycles, M (n; )=(n−4)=3.
Under Lemma 5.2’s hypotheses, n>10 and G1 2 A(n; ). Full determination of
A(n; ) for n>10 requires consideration of
G2 = ((n− 10)=3)C3 + 2C5 and G3 = ((n− 7)=3)C3 + C7;
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Fig. 2. Does C5 have an N -cycle?
each of which has (n− 4)=3 cycles. All other G in G2(n) have either fewer cycles or
use at least one C4, and in these cases Lemmas 4.1 and 5.1 show that minSn (G;f)6
(n−7)=3. We resolve the issue for G2 in the next section and that for G3 in Section 7.
6. A lemma for C5
The next lemma is used to prove Theorem 2.5(f) and will help determine A for (e)
and (f). The left diagram of Fig. 2 suggests a pattern for an N -cycle for C5.
Lemma 6.1. Suppose n>8. If b2n=5c6< bn=2c−1 then every C5 has an I(n) edge.
If bn=3c6< b2n=5c then C5 has an N -cycle; and colors c1; : : : ; c5 for this N -cycle
can be chosen so that f1; 2; : : : ; ng n fc1; : : : ; c5g has an N -path.
Proof. Suppose n>8 and bn=3c6< bn=2c. We determine the largest integer  for
which there are distinct colors c1; c2; c3, c4 and c5 such that D(ci; ci+1)> for i =
1; 2; 3; 4 and D(c5; c1)>. We x c1 = 1 and compute intervals that must contain the
other ci when the D> inequalities hold. The interval for ci is denoted by Ji.
Let  = n=2 −  and let p = n=2 + 1, which is a color only if n is even. We have
D(1; c2)> if and only if c2 is an integer in J2 = [1 + ; n+ 1− ] = [p− ; p+ ]:
see the middle diagram of Fig. 2. The dierent possibilities for c2 show that c3 with
D(c2; c3)> must be an integer other than 1 in J3 = [n+1− 2; : : : ; n; 1; 2; : : : ; 1+ 2],
which is pictured on the top of the middle diagram. Similarly, we get J4=[p−3; p+3]
(with possible overlap, which makes J4 = f1; 2; : : : ; ng) and J5 = [n + 1 − 4; 1 + 4],
as shown on the right diagram of Fig. 2.
It follows that the ci can be chosen to satisfy the D> inequalities, including
D(c5; 1)>, if and only if J2 \ J5 6= ;, in which case c5 can be chosen from the
integers whose distance from 1 is at least . We have J2 \ J5 6= ; if and only if
1 + 4>1 + , i.e., 62n=5. Hence b2n=5c is the largest  that allows an N -cycle
for C5.
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Fig. 3. Illustrations for Lemma 6.1.
We conclude that C5 has an N -cycle if and only if < b2n=5c. If b2n=5c6< bn=2c
− 1, then every C5 has an I(n) edge.
Suppose bn=3c6< b2n=5c. Fix  at b2n=5c. An explicit N -cycle for C5 is specied
by
c1 = 1; c2 = n+ 1− ; c3 = n+ 1− 2;
c4 = minf2n+ 1− 3; ng; c5 = minf2n+ 1− 4; dn=2eg:
This is illustrated by Fig. 3 with integers 1; 2; : : : ; dn=2e in the upper row, and dn=2e
+1; : : : ; n in the lower row. We match the rows by vertical pairs with an extra point at
the right end of the upper row when n is odd. The D distance between an upper and
lower point is at least  whenever the two are vertically matched or are in adjacent
vertical pairs.
Straightforward calculations show that D(ci; ci+1)> and D(c5; c1)> for the ci of
the preceding paragraph. The resulting N -cycles for C5 are shown by the dashed lines
in Fig 3. In each case, c1; c3 and c5 are in the upper row, c2 and c4 are in the lower
row, the horizontal order of the ci is c1<c2<c36c46c5, and c3 and c5 are adjacent
in the upper row only if they are the two rightmost points, which is true if and only
if n 2 f8; 9; 12g. In those three cases, c4 is the rightmost point in the lower row.
Fig. 3 shows for the ve n noted there that there is a left-to-right path through the
colors not in fc1; : : : ; c5g that begins with the leftmost point in the lower row and
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alternates between upper and lower points without skipping over a vertical pair. It
follows from the nal sentence of the preceding paragraph that these are N -paths. This
is true also for all n>8 as shown by explicit diagrams for smaller n and general
patterns like those shown for n 2 f16; 25g for larger n. The largest-n case like n= 16
in which c5 is the rightmost point in the upper row occurs at n = 42. For all n>43,
we have the pattern of n= 25 with peaks above c2 and c4, and troughs below c3 and
c5.
We now use Lemma 6.1 for Theorem 2.5(f).
Lemma 6.2. Suppose n  2 (mod 3) and bn=3c6< bn=2c − 1. Then
M (n; ) = (n− 5)=3 if bn=3c6< b2n=5c;
M (n; ) = (n− 2)=3 if b2n=5c6< bn=2c − 1:
Proof. Assume the lemma’s hypotheses. We recall that
G1 = ((n− 5)=3)C3 + C5;
G2 = ((n− 8)=3)C3 + 2C4:
These are the only graphs in G2(n) with (n − 2)=3 cycles, the maximum number
possible.
Suppose b2n=5c6< bn=2c−1. Lemmas 4.2 and 6.1 say that every cycle of G1 has
an I edge, so M (n; )>(n−2)=3. It follows from Lemma 4.1 that there are assignments
of G1 in which every cycle has exactly one I edge, so M (n; ) = (n− 2)=3.
Suppose bn=3c6< b2n=5c. The latter part of Lemma 6.1 in conjunction with
Lemma 4.2 shows that minSn (G
1; f) = (n − 5)=3. Lemmas 5.1 and 4.2 show that
minSn (G
2; f)6(n−5)=3 for all bn=3c6< bn=2c−1. Since no other graph in G2(n)
has more than (n− 5)=3 cycles, it follows from Lemma 4.1 that M (n; ) = (n− 5)=3.
Corollary 6.3. Suppose n  2 (mod 3). If b2n=5c6< bn=2c−1; then A(n; )=fG1g;
if bn=3c6< b2n=5c; then G1 2A(n; ).
We conclude this section by noting when G2, dened as ((n − 10)=3)C3 + 2C5, is
in A(n; ).
Corollary 6.4. If n  1 (mod 3) and bn=3c6< bn=2c − 1; then G2 is in A(n; ) if
and only if b2n=5c6< bn=2c − 1.
Proof. Lemma 6.1 and earlier lemmas show that minSn (G2; f)=(n−4)=3=M (n; )
if b2n=5c6< bn=2c − 1, and minSn (G2; f)6(n− 7)=3 if bn=3c6< b2n=5c.
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7. Loose ends for A
The only thing left to check for A(n; ) when n  1 (mod 3) is whether G3 =
((n− 7)=3)C3 + C7 must have an I edge in every cycle.
Lemma 7.1. Suppose n>10. If b3n=7c6< bn=2c − 1 then every C7 has an I(n)
edge. If bn=3c6< b3n=7c then C7 has an N -cycle; and colors c1; : : : ; c7 for this
N -cycle can be chosen so that f1; 2; : : : ; ng n fc1; : : : ; c7g has an N -path.
Proof. The proof is similar to the proof of Lemma 6.1. In the rst part, ,  and
p = n=2 + 1 are unchanged, and to have J2 \ J7 6= ; we require 1 + 6>1 + , i.e.,
63n=7. Thus C7 has an N -cycle if and only if < b3n=7c. Verication of an N -path
when < b3n=7c uses  = b3n=7c with c1 = 1, c2 = n + 1 − , c3 = n + 1 − 2,
c4 = 2n+ 1− 3 (excepting n= 11, where c4 = 10), along with
c5 = minf2n+ 1− 4; dn=2e − 1g;
c6 = minf3n+ 1− 5; ng;
c7 = minf3n+ 1− 6; dn=2eg:
On a two-row diagram as in Fig. 3, the ci for odd i are in the upper row and the ci for
even i are in the lower row. We have c1<c2<c3<    left to right until bunching
occurs for the last few ci at the right end. N -paths through f1; 2; : : : ; ng n fc1; : : : ; c7g
are constructed in the same way as before.
Corollary 7.2. Suppose n  1 (mod 3) and bn=3c6< bn=2c − 1. Then
A(n; ) = fG1g if bn=3c6< b2n=5c;
A(n; ) = fG1; G2g if b2n=5c6< b3n=7c;
A(n; ) = fG1; G2; G3g if b3n=7c6< bn=2c − 1:
Proof. See the nal paragraph of Section 5, Corollary 6.4, and Lemma 7.1.
The situation for n  2 (mod 3) is simpler.
Lemma 7.3. If n  2 (mod 3) and bn=3c6< bn=2c − 1; then A(n; ) = fG1g.
Proof. We list the graphs in G2(n) that have (n − 5)=3 or (n − 2)=3 cycles when
n  2 (mod 3) by the numbers of vertices in their cycles, in nondecreasing magnitudes:
(n− 2)=3cycles : G1 = 3    33335
G2 = 3    33344
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(n− 5)=3cycles : G3 = 3    3338
G4 = 3    3347
G5 = 3    3356
G6 = 3    3455
G7 = 3    3446
G8 = 3    34445
G9 = 3    44444:
Since Corollary 6.3 gives A(n; )=fG1g if b2n=5c6< bn=2c−1, assume henceforth
that bn=3c6< b2n=5c. Then, by Lemma 6.2, M (n; ) = (n− 5)=3 = minSn(G1; f).
In addition, Lemmas 5.1 and 6.1 yield
min
Sn
(G;f)6(n− 8)=3 for G 2 fG4; G5; : : : ; G9g;
so A(n; )fG1; G2; G3g. We show that min = (n− 8)=3 for both G2 and G3.
Suppose G=G3. When the rst four and last four terms in the Hamiltonian N -cycles
in the proof of Lemma 4.1 are taken in sequence with a slight rearrangement for n
odd, we get
n odd : 1; (n− 1)=2; n; (n+ 1)=2; 2; (n+ 5)=2; 3; (n+ 3)=2;
n even : 1; n=2 + 2; 3; n=2 + 4; 4; n=2 + 3; 2; n=2 + 1:
Since < b2n=5c, both cases are easily seen to provide an N -cycle for C8. Because the
n−8 intermediate points form an N -path, which is partitioned into successive three-term
strands to give C3’s with one I edge in each, we have minSn(G
3; f) = (n− 8)=3.
Suppose G = G2. We divide the eight-term sequences of the preceding paragraph
into two four-term sequences as follows:
n odd : 1; (n− 1)=2; n; (n+ 1)=2 and 2; (n+ 5)=2; 3; (n+ 3)=2;
n even : 1; n=2 + 2; 2; n=2 + 1 and 3; n=2 + 3; 4; n=2 + 4:
Both four-term sequences in each case yield N -cycles for C4 when < b2n=5c, so
minSn(G
2; f) = (n− 8)=3.
It follows that A(n; ) = fG1g when bn=3c6< b2n=5c.
8. When  is small
We complete the proof of Theorem 8.1 by showing that M (n; ) = 0 whenever
16< bn=3c. It suces to prove the following theorem.
Theorem 8.1. M (n; bn=3c − 1) = 0 for all n>6.
202 P. Fishburn, P.E. Wright /Discrete Applied Mathematics 102 (2000) 189{204
We write the (n; ) pairs for the theorem as (3k; k−1), (3k+1; k−1) and (3k+2; k−1)
for n  0; 1; 2 (mod 3) respectively, k>2. The following lemma is central to the proof.
Lemma 8.2. Suppose n=3k and G is a graph with 3t vertices; 16t6k; of the form
C3t or C3x+1+C3y+2 or C3x+1+C3y+1+C3z+1 or C3x+2+C3y+2+C3z+2. Let U denote
the union of any t of the sets f1; k+1; 2k+1g; f2; k+2; 2k+2g; : : : ; fk; 2k; 3kg. Then
there is a mapping g from U onto the vertices of G such that D(g(u); g(v))>k for
every edge fu; vg of G.
Proof. See Fig. 4.
Lemma 8.3. M (3k; k − 1) = 0 for all k>2.
Proof. The lemma is an easy consequence of Lemma 8.2 and the fact that every
sequence of three integers has a nonempty subsequence whose terms sum to a multiple
of 3. For any G 2 G2(n) with n= 3k>6, we partition the cycles of G into sequences
of one, two or three cycles each such that the number of vertices in each sequence is
a multiple of 3. Lemma 8.2 implies that there is an assignment in which every cycle
of G is an N -cycle when = k − 1.
Lemma 8.4. M (3k + 1; k − 1) = 0 for all k>2.
Proof. Given n= 3k + 1, add point 3k + 1 to the 3k points in Fig. 4. The new point
has an N edge to every point in fk; k +1; : : : ; 2k +1g, and the unit increase in n turns
the old I edges f1; 2k + 2g, f2; 2k + 3g; : : : fk − 1; 3kg into N edges. Assume that
G 2 G2(n).
Suppose G has a C3t+1. Delete one vertex of this cycle, replacing it by C3t , and
color C3t with the colors in the top t rows of the assignment on the upper left of
Fig. 4 as shown by the C3t case on the left of the gure. Then replace edge fk + 1;
2k +1g by edges fk +1; 3k +1g and f3k +1; 2k +1g to obtain an N -cycle for C3t+1.
Suppose G has no C3t+1. When we delete as many cycles as possible whose lengths
sum to a multiple of 3, we are left with exactly two cycles of the form C3x+2 and
C3y+2. We use the rst k − (x + y + 1) rows of the Fig. 4 assignment to color the
deleted cycles as N -cycles by Lemma 8.2, and use the last x + y + 1 rows to color
C3x+1 and C3y+2 after removing one vertex from C3x+2. We then replace edge fk; 2kg
in C3x+1 by fk; 3k +1g and f3k +1; 2kg to obtain an N -cycle for C3x+2 as well as for
C3y+2. See Fig. 5A.
Lemma 8.5. M (3k + 2; k − 1) = 0 for all k>2.
Proof. Given n = 3k + 2, add points 3k + 1 and 3k + 2 to those in Fig. 4. Point
3k + 1 has N edges to those in fk − 1; k; : : : ; 2k + 1g, point 3k + 2 has N edges to
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Fig. 4. Proof of Lemma 8.2.
those in fk; k + 1; : : : ; 2k + 2g, and the I edges f1; 2k + 2g, f1; 2k + 3g, f2; 2k + 3g,
f2; 2k + 4g; : : : ; fk − 1; 3kg in Fig. 4 become N edges. Assume that G 2 G2(n).
Suppose G has a C3t+2, so the lengths of the others sum to a multiple of 3.
Fig. 5B shows C3t+2 as an N -cycle that uses points 3k + 1 and 3k + 2. Delete the
points in this cycle and shift column 3 up one row. We then have an array whose N
edges include all those in the top middle diagram of Fig. 4 and apply Lemma 8.2 to
obtain N -cycles for the other Ci in G.
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Fig. 5. N cycles.
Suppose G has no C3t+2. It must then have two cycles of the form C3x+1 and
C3y+1. Fig. 5C shows these as N -cycles. The unused colors conform to the situation of
Fig. 4 and Lemma 8.2 and provide N -cycles for the other Ci in G.
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