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ABSTRACT
The importance of geo-spatial data in critical applications such as
emergency response, transportation, agriculture etc., has prompted
the adoption of recent GeoSPARQL standard in many RDF pro-
cessing engines. In addition to large repositories of geo-spatial
data –e.g., LinkedGeoData, OpenStreetMap, etc.– spatial data is
also routinely found in automatically constructed knowledge-
bases such as Yago andWikiData. While there have been research
efforts for efficient processing of spatial data in RDF/SPARQL,
very little effort has gone into building end-to-end systems that
can holistically handle complex SPARQL queries along with spa-
tial filters.
In this paper, we present Streak, a RDF data management
system that is designed to support a wide-range of queries with
spatial filters including complex joins, top-k , higher-order rela-
tionships over spatially enriched databases. Streak introduces
various novel features such as a careful identifier encoding strat-
egy for spatial and non-spatial entities, the use of a semantics-
aware Quad-tree index that allows for early-termination and a
clever use of adaptive query processing with zero plan-switch
cost. We show that Streak can scale to some of the largest
publicly available semantic data resources such as Yago3 and
LinkedGeoData which contain spatial entities and quantifiable
predicates useful for result ranking. For experimental evalua-
tions, we focus on top-k distance join queries and demonstrate
that Streak outperforms popular spatial join algorithms as well
as state of the art end-to-end systems like Virtuoso and Post-
greSQL.
1 INTRODUCTION
Motivated by its use in critical applications such as emergency
response, transportation, agriculture etc., geo-spatial data are
part of many large-scale semantic web resources. Efforts to stan-
dardise the representation of geo-spatial data and relationships
between spatial objects within RDF/SPARQL has resulted in
GeoSPARQL standard [9], adopted by many RDF data reposi-
tories such as LinkedGeoData [2], GeoKnow [20], etc. Even the
large-scale open-domain knowledge-bases such as Yago [13, 24],
WikiData [38], and DBPedia [19] contain significant amounts of
spatial data. To make effective use of this rich data, it is crucial
to efficiently evaluate queries combining topological and spatial
operators –e.g., overlap, distance, etc.– with traditional graph
pattern queries of SPARQL.
†now at Google, India.
Furthermore, modern knowledge bases contain not only sim-
ple (binary) relationships between entities, but also model higher-
order information such as uncertainty, context, strength of rela-
tionships, and more. Querying such knowledge bases results in
complex workloads involving user-defined ad-hoc ranking, with
top-k result cut-offs to help in reasoning under uncertainty and
to reduce the resulting overload. Thus the geo-spatial support is
not just limited to efficient implementation of spatial operators
that works well with SPARQL graph pattern queries, but also
should integrate with top-k early termination too.
We present Streak, an efficient SPARQL query processing
system that can model higher-order facts, support the modeling
of geo-spatial objects and queries over them, enable efficient com-
bined querying of graph pattern queries with spatial operators,
expressed in the form of a filter, along with top-k requirements
over arbitrary user-defined ranking functions, expressed in the
order by — limit clauses. In this paper, we focus our attention
on a recently proposed top-k spatial distance join (K-SDJ) [32],
although other spatial operators are also possible within Streak.
Following are a few applications of such distance join queries
within the context of RDF databases from the GeoCLEF 2006-
07 [25]:
(i) Find top wine producing regions around rivers in Europe
(ii) List car bombings near Madrid and rank them by estimated
casualties
(iii) Find places near a flooded place which have low rates of
house insurance.
Similarly, distance join queries over graph structured data can
also be formulated inmany diverse scenarios – e.g., in a job search
system one can ask for top jobs with highest wage which match
the skills and are near the location of a given candidate, which can
be expressed as a SPARQL query with a spatial distance filter
and top-k ranking on highest wage.
1.1 Challenge
A large-body of work exists in relational database research for
integrating geo-spatial and top-k early termination operators
within generic query processing framework. Therefore, a natural
question to ask is whether those methods can be applied in a
straightforward manner for RDF/SPARQL as well. Unfortunately,
as we delineate below, the answer to this question is in the neg-
ative, primarily due to the schema-less nature of RDF data and
the self-join heavy plans resulting from SPARQL queries.
Consider applying one of the popular techniques, which build
indexes over joining (spatial) tables during an offline/pre-processing
phase [30]. However, in RDF data, there is only one large triples
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table, resulting in a single large spatial index that needs to be
used during many self-joins making it extremely inefficient. On
the other hand, storing RDF in a property-table form is also im-
practical due to a large number of property-tables – e.g., in a
real-world dataset like BTC (Billion Triples Challenge) [8], there
are 484, 586 logical tables [26].
Next, the unsorted ordering (w.r.t. the scoring function) of
spatial attributes during top-k processing prevents the straight-
forward application of methods that encode spatial entities to
speed up spatial-joins [21]. This is because these approaches
assume sorted order of spatial attributes, and hence are able to
choose efficient merge joins as much as possible. Finally, state-
of-the-art query optimization techniques for top-k queries [14]
cannot be adopted as-is for spatial top-k since real-world spatial
data does not follow uniform distribution assumptions that are
used during query optimization.
1.2 Contributions
In this paper, we present the design of the Streak system, and
make following key contributions:
(1) We present a novel soft-schema aware, spatial index called
S-QuadTree. It not only partitions the 2-d space to speed spatial
operator evaluation, it compactly stores the inherent soft-schema
captured using characteristic sets. Experimental evaluations show
that the use of S-QuadTree results up to three orders of magni-
tude improvements over using state-of-the-art spatial indexes for
many benchmark queries.
(2) We introduce a new spatial join algorithm, that utilizes
the soft-schema stored in S-QuadTree to select optimal set of
nodes in S-QuadTree. The spatial objects enclosed/overlapping
the 2-d partitions of these nodes are used for pruning the search
space during spatial joins.
(3) We propose an adaptive query plan generation algorithm
called Adaptive Processing for Spatial filters (APS), that switches
with very low plan-switching overhead, to select between alter-
nate query plans, based on a novel spatial join cost model.
We implement these features within Quark-X [18], a top-k
SPARQL processing system based on RDF-3X [27, 28], result-
ing in a holistic system capable of efficiently handling spatial
joins. For experimental evaluation, we make use of two large real-
world datasets — (a) Yago [13, 24], and (b) LinkedGeoData [2].
Benchmark queries were focused on K-SDJ queries, and were a
combination of subset of queries from GeoCLEF [25] challenge
and queries we constructed using query features found impor-
tant in literature [1, 18, 21]. We compare the performance of
Streak with the system obtained by replacing our S-QuadTree
based spatial join by synchronous R-tree traversal spatial join
algorithm [6]; and test end-to-end system performance against
PostgreSQL [31] which has in-built spatial support and Virtu-
oso [37], a state-of-the-art RDF/SPARQL processing system. Our
experimental results show that Streak is able to outperform
these systems for most benchmark queries by 1 − 2 orders of
magnitude in both cold and warm cache settings.
1.3 Organization
The rest of the paper is organized as follows: Section 2 briefly
introduces the SPARQL query structure, and how spatial distance
joins can be expressed. It also outlines a running example query
that we use throughout the paper. Next, in Section 3 we describe
the key features of Streak framework including S-QuadTree,
node selection algorithm, and APS algorithm. We describe the
@prefix xsd: <http://www.w3.org/2001/XMLSchema#>.
#@ <id1>
:Mosel :grapeVariety :Albalonga.
#@ <id2>
:Mosel :soilType :porus_slate.
#@ <id3>
:Mosel :hasProduction "4500000000"^^xsd:double.
#@ <id4>
:Mosel :hasGeometry "POINT(28.6,77.2)".
#@ <id4>
:Moselle :pollutedBy :pesticide.
#@ <id5>
<id4> :includes ?pest.
#@ <id6>
?pest :concentration ?c.
#@ <id7>
:Moselle :hasMouth :Rhine.
#@ <id8>
:Moselle :source :Vosges_mountains.
#@ <id8>
:Moselle :hasGeometry "LINESTRING((28.3,77.5),(28.4,77.6))".
Figure 1: Example RDF knowledge graph: Describes pollu-
tion in wine growing regions of Europe.
datasets and queries used in our evaluation in Section 4. De-
tailed experimental results are given in Section 5 followed by
an overview of related work in Section 6 before concluding in
Section 7.
2 PRELIMINARIES
RDF consists of triples, where each triple represents relationship
between subject(s) and object(o), with name of the relationship
being predicate(p). SPARQL is the standard query language for
RDF [12] and we consider SPARQL queries having the following
structure:
SELECT [projection clause]
WHERE [graph pattern]
FILTER [spatial distance function]
ORDER BY [ranking function]
LIMIT [top -K results]
The SELECT clause retrieves results consisting of variables (de-
noted by “?" prefix) and their bindings (for details see Figure1).
Graph patterns in WHERE clause (also called triple patterns) are
expressed as: ⟨?s ?p ?o⟩, ⟨?r rdf:subject ?s. ?r rdf:predicate ?p. ?r
rdf:object ?o⟩, where ?r represents fact or reification identifier.
Keyword prefix rdf is part of the RDF vocabulary and helps de-
clare parts of an RDF statement identified through its identifier
?r.
Next, the FILTER clause restricts solutions to those that satisfy
the spatial predicates. In this paper, we focus only on the use of
DISTANCE predicate for distance joins. It should be noted that
the techniques discussed in this paper are equally applicable to all
spatial predicates defined in GeoSPARQL standard by the Open
Geospatial Consortium [4]. The ORDER BY clause helps establish
the order of results using a user-defined ranking function. The
LIMIT clause controls the number of results returned. Together,
ORDER BY and LIMIT form the top-k result retrieval with ad-hoc
user-defined ranking function.
2.1 Running Example
As a running example, we use a reified RDF listing of the knowl-
edge graph shown in Figure 1. It shows a snippet which contains
information about pollution in wine growing regions of Europe.
Figure 2 illustrates a typical top-k SPARQL query on this knowl-
edge graph. This query produces the details of the top-1 wine
producing region situated near a river, ranked using a function
combining its production and pollution levels.
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?wineRegion
?s
:soilType
:grapeVariety
?v
:hasProduction
?p
Spatial Join
?geoWineRegion
:hasGeometry
driver sub-query
Result: :Mosel, :Moselle, :porus slate, :Albalonga, :Vosges mountains, :Rhine
:hasGeometry
?geoRiver
:pollutedBy
:pesticide
?pestName
?river
driven sub-query
:source
?src
?m
:hasMouth
:includes
?conc
:concentration
SELECT ?wineRegion ?river ?s ?v ?src ?m
((f1(?p) * f2(?c)) as ?rank)
WHERE {
?wineRegion :grapeVariety ?v.
?wineRegion :soilType ?s.
?wineRegion :hasProduction ?p.
?wineRegion :hasGeometry ?geoWineRegion.
?reif rdf:subject ?river.
?reif rdf:predicate :pollutedBy.
?reif rdf:object :pesticide.
?reif :includes ?pestName.
?pest :concentration ?c.
?river :hasMouth ?m.
?river :source ?src.
?river :hasGeometry ?geoRiver.
FILTER(distance(?geoWineRegion,?geoRiver)<"10")
} ORDER BY DESC(?rank) LIMIT 1
Figure 2: Running Example Query: Finds the high-producing wine growing regions of a given soil type and grape variety
(driver sub-query) and rivers with high pollution levels and specified mouth and source (driven sub-query), which are no
more than 10kms apart (spatial join). The results are ranked based on product of amount of wine production and the river
pollution concentration (top-k).
3 STREAK
In this section, we describe in detail our Streak system for pro-
cessing top-k spatial join queries. Streak follows exhaustive
indexing approach introduced by RDF-3X [27], and extended
to support reified RDF stores [17, 18]. This results in indexes
over permutations of subject, predicate, object and reification id
assigned to each statement in the knowledge graph. Streak also
maintains an index containing block-level summary of various
numerical attributes useful for top-k processing of user-specified
scoring function [18]. We will not discuss the details of these
indexes and RDF string / URI encoding strategies, which have
been detailed elsewhere [17, 18, 21, 27, 28].
Streak introduces S-QuadTree, a novel RDF-specific exten-
sion of Quadtree [11] – a popular in-memory spatial index struc-
ture. S-QuadTree stores all the spatial entities in the knowledge
graph, and embeds the associated soft-schema information. Its
structure along with the associated spatial entity identifier en-
coding are explained in Section 3.1.
Next, in Section 3.2, we present the details of the spatial join
algorithm which leverages S-QuadTree in a careful manner to
balance the CPU and IO costs while processing the spatial fil-
ter specified in the query. We adopt the terminology from the
adaptive query processing literature [10] and term the left sub-
query of the spatial join (see Figure 2) as driver sub-query, and
the right sub-query as driven sub-query. As part of the spa-
tial adaptive query processing, explained in Section 3.3, Streak
chooses the driver and driven sub-query from the original query.
3.1 S-QuadTree Index for Spatial Entities
Underpinning Streak is the S-QuadTree index that is designed
with compactness and efficiency in mind, to drive a dynamic
query execution strategy that changes plans during run-time.
Streak combines Z-order locality preserving layout for identifier
encoding, quadtrees [11] for spatial partitioning and indexing,
and characteristics sets for capturing the soft-schema information
related to spatial objects in the corresponding partition. The
intuition behind combining all this information in a single index
is motivated by both the nature of locality within spatial data
and the schema-less, single table philosophy of the RDF. The
resulting index, called the S-QuadTree index, enables a more
deeply integrated query processing strategy that helps in early
pruning as well. We illustrate the structure of S-QuadTree for
our running example query in Figure 3.
We note that R-Trees are a popular choice for indexing spatial
data. However, with the design of our indexes and our adaptive
query processing strategy, we observed that Streak outperforms
R-Trees in this RDF setting (validated in the experimental sec-
tion).
3.1.1 Identifier assignment and encoding of spatial entities. In-
stead of the traditional identifier assignment (e.g., lexicographic [27]
or compressive [36]), we assign a unique identifier for each spatial
entity that inherently captures its spatial characteristics within
the hierarchical partitioning imposed by the quadtree. For both
points and polygons, the identifier value corresponds to the deep-
est node in the quadtree that fully contains the object. For some
polygons, the node that fully contains them could be the root
of the tree as well. In any case, we encode the identifier value
compactly in the following format: (S,Z, I, L) – cf. illustrative
encoding of the triangular object in Figure 3(A).
• S : is the most-significant bit (MSB) of the identifier. This
indicates whether the identifier corresponds to a spatial
or non-spatial entity. This allows spatial entities –or, more
precisely, fact permutations with leading spatial entities–
to be clustered together in storage.
• Z : is the Z-order of the deepest-level node that completely
encloses the spatial object. This ensures that in the ID
space, those spatial objects with the same Z-order prefix
are clustered together for efficient retrieval later.
• I : is the local identifier (incrementally assigned) of the ob-
ject that distinguishes from other objects within the same
node. In the case of skewed datasets, when the number of
spatial objects causes an overflow in the local identifier
bits, then, such identifiers are assigned to the parent node.
The algorithms specified in this paper work even in the
above case, without any loss of generality.
• L : is the level / height of the node within the quadtree. The
number of bits occupied by Z is 2L , and the rest of the bits
capture the local identifiers. We limit the maximum num-
ber of levels in the quadtree to 10 and therefore |L| is fixed
to 4. We found that there is little benefit in partitioning a
node to have more than a million (410) quadrants.
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Figure 3: Node encoding: The triangle is assigned the identifier based on (z-order = 2, local id = 1, level = 1). S-QuadTree: where
each node captures E-List, I-Range, Characteristic Sets for River (R) and Wine (W), Cardinalities for Spatial CS for river
C(R), and MBR (not shown)
Our representation not only ensures that the quadtree remains
lightweight, but also enables co-location of objects in space. By
design, we impose equivalent hierarchies for both quadtrees and
Z-curve encoding to capture the identifiers in the above form.
For example, the triangle in Figure 3(A) is completely enclosed
by node e (deepest node), therefore this polygon is assigned the
z-order 2.
3.1.2 Storing spatial entities in I-Range and E-list. After as-
signing identifiers, we start constructing S-QuadTree over all
spatial entities following the standard quadtree construction al-
gorithm [11]. During this process, we store the indexed identifiers
at each node of the S-QuadTree in two different ways so as to
help in aggressive pruning of results during query evaluation:
(1) I-Range stores the range (min andmax) of object identifiers
which completely lie within the node or any of its children. Note
that the range of these objects can be identified from the Z-order
of the node.
(2) E-List stores explicitly the identifiers of spatial objects
overlapping the node but not fully contained within the node.
These objects overlap more than one child node (necessarily)
and therefore are assigned the Z-order of the parent node. Stor-
ing them in E-list helps identify the exact child nodes in the
S-QuadTree with which these objects overlap, and thus helps
save processing time since prefix range comparisons are faster.
These lists are typically quite small as we observed during our
experiments.
Referring to the example in Figure 3, quadtree nodes o, p, q
and r do not completely enclose the triangle, therefore this object
(ID : 1553) is explicitly stored in them – making the indexed
object an E-list object in these nodes. On the other hand, the
same object lies completely inside node e , and hence this object
lies in the I-Range [1536, 1791] of e .
I-Range and E-list offer two complementary ways to prune
intermediate results during processing. The role of I-Range and
E-list, and the trade-offs for both during adaptive query execution
are clarified in subsequent sections.
3.1.3 Use of Characteristic Sets (CS) in S-QuadTree. RDF data
usually has a soft-schema, stemming from the fact that multiple
RDF statements are used to describe the properties of a subject,
and these statements often repeat for similar subjects. To illus-
trate this, consider the following query patterns for the query
given in Figure 2 — (?wineRegion :grapeVariety ?v), (?wineRegion
:soilType ?s), (?wineRegion :production ?p). These statements de-
scribe a wine producing region’s soil, variety of grapes grown
and soil type, through predicates :grapeVariety, :soilType and
:production. These three predicates are also strongly correlated
in the database since this pairing of predicates holds for only,
but many, wine producing regions. Other entities can likewise
be uniquely identified by the predicates connected to them. This
observation has been used earlier for improving the cardinal-
ity estimates of RDF queries [26], where they name the set of
predicates connected to an entity as its characteristic set.
In order to leverage the soft-schema for efficient spatial joins,
we store in each node of quadtree, three types of characteristic
sets of all objects enclosed by that node.
• Self: The CS that identifies a spatial object. For example,
for the object :Mosel, its CS is Vineyard.
• Incoming: The CS that are incoming towards the spatial
entity. With (:Hochmoselbrücke, :isLocatedIn, :Mosel), the in-
coming entity is :Hochmoselbrücke. And the CS that identifies
:Hochmoselbrücke is Bridge.
• Outgoing: The CS that are outgoing from the spatial entity.
For (:Mosel, :isIn, :Germany), the CS corresponding to :Germany
is Country.
Note that these characteristic sets are stored in Bloom fil-
ters [7] for space efficiency.
In Figure 3(B), nodes d and e intersects spatial objects described
by both characteristic setsW and R, and node f intersects spa-
tial objects described by characteristic setW only. Hence, when
performing spatial join between driver sub-query (described by
W) and driven sub-query (described by R), the spatial join algo-
rithm needs to visit only the children of the nodes d and e. Thus,
storing the CS of spatial objects within the nodes of the quadtree
helps perform focused traversal of the quadtree, and reducing
comparisons.
Next, for each characteristic set at each node, we find the
objects of CS that intersect with the node’s spatial extent and
maintain their aggregate cardinalities in nodes of S-QuadTree.
As we discuss later, these statistics help in cost-estimation of
spatial joins.
Finally in S-QuadTree, theminimumbounding rectangle (MBR)
of spatial objects associated with a node is stored at each node.
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This helps eliminate comparisons over regions of quadtree nodes
that are not occupied by spatial entities.
We remark here that by their nature quadtrees –and thus S-
QuadTree– are relatively easy to update since it affects only the
small number of nodes which overlap with the updated object,
without any need to balance the tree.
3.2 Spatial Join Algorithm in Streak
We now describe the spatial-join algorithm of Streak which
employs S-QuadTree for its efficient implementation. The join
algorithm follows the block-wise processing wherein bindings
for the driver sub-query are retrieved in blocks. For each block,
candidate blocks from the driven plan are found using sideways
information passing, with which the actual spatial-join is per-
formed. In this process, S-QuadTree plays a central role for prun-
ing candidate blocks (i.e., sideways information passing), leading
to significant reduction in the number of useless joins. In the
following, we describe the three phases of our join algorithm,
and use the example from Figure 3, with the driver sub-query as
Wine producing region and the driven sub-query as River.
3.2.1 Phase 1: Obtaining candidate nodes. In this stage block-
wise bindings retrieved from the driver sub-query are used to
filter out spatial regions, essentially S-QuadTree nodes, that do
not contain results of the spatial join. This is done by traversing
the S-QuadTree from its root to its leaf nodes by following only
nodes that satisfy both the bindings from the driver sub-query
as well as characteristic sets of the driven sub-query; we denote
this set of nodes byV . For example in Figure 3(B), at level 1, we
observe that nodes c and f do not satisfy the join as either W
or R is missing. However, nodes d and e participate in the join
betweenW and R, thus Streak traverses only these nodes.
We use Vl to denote the nodes in V in level l . Due to the
nature of the explicitly encoded objects associated with a node,
all the spatial objects that are results of the join are contained
in Vl for any level l , and in particular, in the leaf-nodes of V
(which we denote byVL).
3.2.2 Phase 2: Filtering driven sub-query. The I-Range and E-
list associated with a node in the S-QuadTree, say a, store the
spatial objects associated with a and can be used for filtering the
driven sub-query using sideways information processing. However,
there may be local density variations in different nodes of the
S-QuadTree. Therefore, it is important to carefully choose the
nodes inV to be used for filtering. Going forward, we first discuss
the process of filtering and associated CPU and IO costs. Then
we describe our algorithm to choose appropriate nodes inV that
can be used for efficient filtering.
Next we explain how I-Range and E-list help in filtering the
driven sub-query. I-Range and E-list helps skip entries which
are retrieved from index scans of driven sub-query. Recall from
Figure 3(A) that I-Range of a node is the set of identifiers which
completely lie within that node e.g. I-Range of node e is from
1536 to 1791. An RDF fact containing a spatial entity is skipped
if it does not lie within I-range or E-list. Thus I-Range and E-list
can be used for skipping irrelevant entries in the indexes. Note
that skipping entries using I-range is faster — to understand this
consider the case when the current block does not contain values
in between I-range, then a skip can be made to the next block
by skipping all irrelevant entries in between. However, skipping
using a large E-list can be expensive, as each RDF fact needs to be
potentially checked for skip. We observed that this causes high
CPU overhead, as it disrupts the high cache locality of sequential
scans [28]. Therefore, we associate a CPU cost with a that is
proportional to the cardinality of E-list (a).
Take for example, Figure 3 in which we assume thatV is the
set of all nodes containing bothW andR. We observe that the size
of E-list at child node k is greater than at node d . However, notice
that node d satisfies the join with estimated cardinality of C(R)
being 20 whereas, its children node k has estimated cardinality
of C(R) as 2. Therefore, with respect to fetching of blocks, it is
better to filter using the I-range and E-list of k compared to those
of d . We capture this by defining the IO cost of a node a as the
cardinality of the characteristic set stored at a and represent it as
|CS(a)|.
Observe that the spatial objects associated with a are also
associated with the parent of a – so it may not be prudent to
filter using both a and its parent. Furthermore, the IO cost of a
node decreases as the level increases whereas CPU cost increases.
Therefore, it is necessary to compute an optimal set of nodes for
filtering, sayV∗ ⊆ V such that (a) the nodes inV∗ collectively
cover all spatial objects associated with nodes inV , and (b) have
minimal IO and CPU footprints. We should mention that nodes
inV∗ may come from different levels, e.g., a few possibilities of
V∗ in Figure 3(B) are {b}, {d, e}, {d, o, p, q}, {e, k}. To compute
V∗, first we associate a cost (a) with every node a ∈ V based on
the above discussion.
cost (a) = αIO
IO cost︷ ︸︸ ︷
|CS(a)| +αCPU
filtering︷     ︸︸     ︷
|E-list (a)|
Next, for any node a, we define V∗(a) as the optimal set of
nodes fromV in the sub-tree rooted at a. For computing the cost
ofV∗, we also need to take into consideration the inherent (CPU)
cost of combining the large E-lists of nodes in V∗. Obviously,
this cost is 0 if there is none or only one E-list in consideration
and is proportional to the size of the combined list (we keep
the lists sorted) if there are two or more lists; we use αmerдe
as the proportionality constant and denote αmerдe |E-list (a)| by
ξ (a). Algorithm 1 explains how to compute the optimal set of
nodes by recursively computing the valuesV∗(a) for every node
a, starting from the leaf nodes, based on the following theorem.
The theorem uses two additional recursive functions σ ∗(a) and
ξ ∗(a). The former represents the cost of V∗(a) and the latter
represents∑j ∈V∗(a) ξ (j). In the following theorem, r denotes the
root of the S-QuadTree, γ (a) denotes the children of a that also
belong toV∗ and µ(a) stands for ∑j ∈γ (a) ξ ∗(j) if |γ (a)|> 1, and
is 0 otherwise.
Theorem 3.1. V∗ = V∗(r ) can be recursively computed using
recurrences 1 and 2. Furthermore, complexity of computing this is
linear in the number of nodes of the S-QuadTree.
For leaf node a,
V∗(a),σ ∗(a), ξ ∗(a) =
{{}, 0, 0 : a ̸∈ V
{a}, cost (a), ξ (a) : a ∈ V (1)
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For non-leaf node a,
V∗(a),
σ ∗(a),
ξ ∗(a)
=

{}, 0, 0 : if a ̸∈ V
{a}
cost (a)
ξ (a)
 if cost (a) < µ(a) +
∑
j ∈γ (a)
σ ∗(j)
⋃
j ∈γ (a)V∗(j)∑
j ∈γ (a) σ ∗(j) + µ(a)∑
j ∈γ (a) ξ ∗(j)
 otherwise
(2)
Proof. The cases for nodes not inV are obvious and included
for completeness. We will discuss the other cases with the help
of Figure 4. When a is a leaf-node inV , e.g., the left child of E,
the optimalV∗(a) must be {a} since it is the only option. σ ∗(a)
and ξ ∗(a) are accordingly assigned.
A
D1
D2
D3
D4
a
d1 d2 d3
d4
e
E
Figure 4: Selecting optimalV∗ in S-QuadTree
For the other cases, consider any internal node inV , e.g., a in
Figure 4, with four children. As the Figure shows, there are two
possibilities for choosingV∗(a). Either it contains a (second case
of recurrence 2), in which case it should not contain any other
node since every spatial object associated with any node in the
subtree of a is already associated with a. Otherwise, if a ̸∈ V∗(a)
(third case of recurrence 2), thenwe should select the best possible
sets in each of di . The latter are nothing but Di (note that some
of them could be empty) since we have to cover all spatial objects
associated with nodes inVL and, furthermore, any set of nodes
in di other than Di has a cost larger than that of Di . The cost of
selecting a in the first case would be simply cost (a). The cost in
the second case involves (i) the cost for selecting the Di s as well
as (ii) that of merging their E-lists. The cost for case (ii) is 0 if
there is at most one E-list and otherwise, is proportional to the
total number of objects in all those E-lists. µ(a) computes this
exact quantity; notice that µ(a) = 0 if all but one Di are empty
and one Di has only one node.
Since |γ (a)|≤ 4, µ(a) can be computed in constant time and
so can be σ ∗(a), ξ ∗(a), V∗(a) (assuming an efficient implemen-
tation of union operation for sets). Therefore,V∗ = V∗(r ) can
be computed in linear time in the number of nodes in the S-
QuadTree. □
Algorithm 1 gives pseudo-code of our dynamic programming
algorithm that essentially uses the recurrences in Theorem 3.1 to
computeV∗ in an efficient manner. These optimal sets of nodes
are selected for each block of values retrieved from the driver
sub-query to be subsequently used for filtering.
Algorithm 1 Computing optimal nodes for filtering
1: Input: candidate nodes V , parameters αIO , αCPU , αmerдe
2: Output: optimal set of nodes V∗
3: for each node a, starting from leaves, in a bottom-up fashion do
4: if a is a leaf node then
5: Compute V∗(a), σ ∗(a) and ξ ∗(a) using eq. 1
6: else
7: Compute V∗(a), σ ∗(a) and ξ ∗(a) using eq. 2
8: end if
9: end for
10: return V∗(r )
3.2.3 Phase 3: Performing the Spatial Join. Next in order to per-
form spatial join Streak retrieves spatial objects from the driven
sub-query. Naturally driven sub-query needs an optimal plan
for efficient execution. It determines the optimal plan adaptively
using a technique coined APS (explained next in Section 3.3). It
then performs join between spatial objects retrieved from the
driver and driven sub-queries using S-QuadTree starting atV∗ as
described below. At each level, objects retrieved from the driver
and driven sub-queries — coined driver object and driven object —
can overlap with the MBR of none, one or several nodes:
• Overlap with no MBR: If (i) driver object and driven
objects do not overlap with a commonMBR, and (ii) driven
object is not contained in the node overlapped by driver
object, then safely filter both driver and driven objects.
This is because driver and driven objects do not intersect
with each other and hence can be excluded from further
consideration.
• Overlap with one or more MBRs: If (i) driver object
and driven object overlaps with a common MBR, and (ii)
driven object is contained in the node overlapped by driver
object, then the algorithm recursively checks the children
of the node till the level where the diagonal length of the
node’s MBR is equal to the query distance.
In brief, the algorithms keeps finding whether the driver and
driven objects intersect or not till it reaches a level – where the
diagonal length of the node’s MBR is equal to the query distance.
3.2.4 Refinement Step. The spatial join gives pairs of candi-
date spatial objects, however recall that Streak approximated the
spatial objects by minimum bounding rectangles (MBRs), hence
the distances measured need to be validated. Moving forward
we pass these candidate spatial objects to refinement step which
is performed at the end of every block-wise query execution
cycle. During refinement step, Streak validates the distance join
constraint using object’s exact representation.
3.3 Adaptive Query Processing for Top-K
Spatial Joins
We begin by first discussing the data access choices available to
Streak. A naive way would be to retrieve all tuples from the dri-
ver and driven sub-queries and join them. This would naturally
will be inefficient for complex queries on large datasets. Another
alternative could be to join the driver and driven sub-queries in a
tuple-at-a-time manner. This would again be inefficient for com-
plex RDF queries containing many joins because of (1) increased
number of function calls required (2) pruning performed by each
join operator. The third alternative is to use popular block-wise
query execution of columnar stores, which amortizes access costs
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over a number of tuples. Streak adopts this alternative because
of its proven advantages in columnar stores.
The complete block-wise query execution pipeline of Streak
is shown in Figure 5. Streak begins by accessing driver sub-
query in block-wise manner, by retrieving block blk . It then joins
this block with the driven sub-query to find the complete score of
tuples based on the given ranking function. These scores are used
to compute the threshold θ , which is the score of kth result tuple,
and the algorithm stops afterk results have been foundwith score
above θ (for descending). Observe that the driven sub-query can
joined either block-wise (by retrieving block blk ′) or using full-
scans. These plans, termed as N-Plan and S-Plan respectively, are
adaptively chosen at run-time based on cost-estimates (described
later).
Block-wise query processing brings in two more advantages
during this phase. First, operating at block-wise granularity offers
a balance between low-overhead of selecting different plans for
different portions of input relations (blocks), according to ranking
functions, and reasonable accuracy of cost estimation. Second, the
block-wise bounds of numerical attributes and characteristic set
information stored in the nodes of the S-QuadTree enable us to
perform early termination and avoiding self-joins, respectively.
The primary function of our adaptive query plan generation
algorithm, called Adaptive Processing for Spatial filters or
APS (pronounced “apps”), is thus to identify and route blocks of
tuples through customized plans based on statistical properties,
relevant to the query execution strategies.
The traditional approach to query optimization involves choos-
ing an optimal plan based on statistics prior to query execution,
and using that selected plan at runtime. This, however, would end
up processing and producing (1) far more intermediate results
than is necessary (2) the entire input cardinality – which is ex-
pensive. Previous top-k query optimization work [14] attempted
to solve top-k plan generation problem based on a strong as-
sumption that each tuple in driver sub-query is equally likely to
join with tuples in driven sub-query. However, this does not fre-
quently hold in tightly coupled triple patterns found in SPARQL
queries. Instead, we argue that an adaptive query processing
strategy (AQP) can be a better strategy for these workloads, as
for each block retrieved it will help terminate early and determine
the plan based on the selectivity of the block.
3.3.1 Challenges. Between an optimal plan selection of top-
k spatial join queries with AQP and its corresponding efficient
execution, lies several challenges that need to be overcome.
(1) In the case of top-k queries, where spatial join essentially
comprises a self-join between two parts of a dataset, cost
estimation is difficult.
(2) Different regions of the data have distinct statistical char-
acteristics and a single plan for all regions performs poorly.
(3) Early out feature of top-k queries requires estimation of
input cardinalities of these index scans thus making it
even harder to choose an optimal plan, and in general,
poses many challenges in costing rank-join operators.
(4) Given the verbose nature of RDF, finding optimal join or-
der of SPARQL queries is challenging because the number
of possible query plans is in the order of factorial of num-
ber of index scans required. With many real-world queries
containing a hundred index scan, it is very costly to find
an optimal plan [33].
We will see in this section how the design of our indexes
naturally enable us to devise a more effective, adaptive execution
strategy for query processing.
3.3.2 Plan Selection: We address the above mentioned chal-
lenges in Streak, by first breaking down the plan selection prob-
lem into that of finding the least-cost for the driver plan and the
driven plan. We use heuristics and a cost-based optimization ap-
proach [34] to select the query plan for the driver sub-query. The
heuristic pushes numerical predicates deep in the query plan and
reduces the search space of join order permutations. This helps
in early-termination, and consequently helps reduce the query
execution time in majority of the cases for top-k queries. This
heuristic has also been used in earlier works SPARQL-RANK [23]
and Quark-X [18]. For the remaining driver sub-queries, a cost-
based join-order optimization is used.
Fetch block blk from Driver Plan (Wine)
UpperBound(blk)< θ
Output top-k
results
cost(S-Plan) < cost(N-Plan) Fetch block blk′ from N-Plan
No
Yes
No
Join Driver Plan & S-Plan
Join Driver Plan & N-Plan
Compute θ
Yes
UpperBound(blk′)< θ
No
Yes
Yes
(using S-Quadtree)
k results found &
k results found &
Figure 5: Query Processing Flow-Chart
The need for adaptively choosing customized plans for driven
sub-query can be well motivated using our running example,
which retrieves the top-most wine producing regions that are
located within d kms of a river. This involves a spatial join be-
tween regions containing vineyards (driver sub-query) and rivers
(driven sub-query). In our example, the wine growing regions are
the Gobi desert in China, which has no river flowing across it,
and Baden in Germany that has its vineyards directly overlook-
ing the Rhine river. An efficient implementation of top-k spatial
distance join operator should therefore perform spatial join with
Gobi desert (in driver sub-query) first, as the spatial join will help
in eliminating Gobi desert quickly. We call the driven plan gen-
erated using this heuristic of pushing spatial joins deep in query
execution, as S-Plan. This is shown in Figure 6(B), with driver
and driver sub-query shown in Figure 6(C) and (D), respectively.
This heuristic significantly reduces query execution time when
the spatial join operator is highly selective.
Secondly, the spatial-join operator should check for early-
termination first when blocks – from driver sub-query – con-
taining spatial regions like Baden are retrieved, as Baden is not
the top-most wine growing region. Hence pushing numerical
predicates deep in the driven sub-query’s plan will help in elimi-
nating such tuples. We call such a driven plan generated using
this heuristic as an N-Plan, as shown in Figure 6(A), with its
driver and driven plans shown in Figure 6(C) and (E) respectively.
For top-k spatial join workloads both scenarios are highly
common. Starting with either heuristic as seed, larger plans are
created by joining optimal solutions of smaller problems that are
adjacent in driven sub-query.
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A?wineRegion :hasProduction ?p
?wineRegion :grapeVariety ?v
?wineRegion :soilType ?s
Wine
Pesticide River River*Wine
B
?river :pollutedBy :pesticide
?river :hasMouth ?m
?river :source ?src
Wine
?pest :concentration ?c
?reif :includes ?pestName
Pesticide
River
APS C
D E
APSDriven
Plan
?river :pollutedBy :pesticide
?river :hasMouth ?m
?river :source ?src
River*
?reif :includes ?pestName
?pest :concentration ?c
Figure 6: Possible Plan Choices: (A) N-Plan, with rivers
filtered first by numerical predicate (pesticide concentra-
tion), (B) S-Plan, with a spatial join between vineyards and
rivers done first, (C) driver plan, (D) Plans supporting S-
Plan heuristics, and (E) Plans supporting N-Plan heuris-
tics
Streak then computes the cost of the two plans and routes the
tuples through least cost plan. Streak’s block-wise query execu-
tion enables it to switch among the two plans at runtime – with
zero cost of switching plans at materialization points — points
where next blocks are retrieved and executed in driver sub-query.
At these points Streak performs the spatial join between the
newly retrieved blocks from the driver and driven plan respec-
tively, which means that the work done by earlier blocks does
not go wasted. This helps Streak overcome the drawbacks of
earlier top-k adaptive query processing approaches that wasted
substantial amounts of work at materialization points [14] and
used limited AQP by switching only indexes at run-time [18]. In
contrast, Streak switches entire customized plans at runtime.
3.3.3 Cost Model. We now discuss Streak’s cost-model for
choosing amongst driven plans. The cost function of our spatial
join operator takes into account the cardinality of the spatial
join. Greater the cardinality of the spatial join, the greater we
expect the number of candidate results to be and thus higher the
query execution time. We calculate the cardinality of the join to
be a product of the (1) estimated cardinality of driven plan C(R′)
(discussed below) and (2) the number of tuples retrieved from the
driver plan (as discussed in sub-section 3.2).
Streak uses a simple cost model to estimate the cost and
cardinalities(C(R′)) of its customized driven plans: N-Plan and
S-Plan. Recall that the N-Plan pushes numerical predicates deep
in the query plan and uses block-wise evaluation to achieve early-
termination, while the S-Plan pushes spatial join evaluation deep
in the query plan and uses full-scans for evaluating the join.
For the rest of the section, we denote the time of execution of
driven plan R as T (R). Let R and Ri denote full and block-wise
executions of S-Plan and N-Plan, respectively. Ri corresponds to
R when either (a) all blocks are retrieved, or (b) early-termination
is achieved. Putting R and Ri together, we have the following
equation where x is the estimated number of blocks required to
be retrieved before early-terminating is achieved.
To estimate time cost,
T (R) =
{
x .T (Ri ) : x < R/Ri
T (R) : x ≥ R/Ri (3)
We estimate Ri ’s result cardinality as C(Ri ) = x .C(R)/nb,
where ’nb’ is the number of blocks of numerical predicate, and
C(R) can be found from spatial characteristic sets stored in the
nodes of the S-QuadTree. The intuition of the equation is as
follows: when number of blocks is 1, then C(Ri ) is C(R) i.e. it is
equivalent to all intermediate results without any early pruning.
We assume that all buckets contribute toC(R)’s results equally. So
when only a portion of them are selected, C(Ri ) is proportional
to the fraction of blocks that are selected for early termination,
which is characterized by x/nb. To estimate ‘x ’, we find all blocks
whose upper bound is greater than the threshold. C(R′) is equal
to C(Ri ) for N-Plan and C(R) for S-Plan.
We next route the tuples through the plan with the least cost,
and thus at runtime seamlessly keep alternating between the two
customized plans for each new block of tuples retrieved from
the driver sub-query. It may seem at first glance that the cost of
N-Plan will be lower than S-Plan as the cardinality of N-Plan is
always less than equal to the cardinality of S-Plan. However, we
found this to not be the case because repeated scans, owing to
block-wise query processing, increases the cost of N-Plan. We
later show experimentally in Section 5, that our proposed APS
algorithm does in fact help select the least cost customized plan,
and accelerates query processing times by one to two order(s) in
magnitude.
4 EVALUATION FRAMEWORK
Streak is implemented in C++, compiled with g++-4.8 with -
O3 optimization flag. All experiments were conducted on a Dell
R620 server with an Intel Xeon E5-2640 processor running at
2.5GHz, with 64GB main-memory, and a RAID-5 hard-disk with
an effective size of 3TB. For all the experiments, the OS can use
the remaining memory to buffer disk pages. In our experimental
evaluation, we report cold-cache timings after clearing all filesys-
tem caches and by repeatedly running the query processor with
the same query 5 times, and taking the average of the final 3
runs. For warm cache numbers, we repeat the same procedure
but without dropping caches.
We perform a direct comparison of Streak with other full-
fledged systems by ensuring the use of spatial indexes for the
workloads used in the paper. In Virtuoso, we employ a two di-
mensional R-tree implementation for indexing the spatial data
and on postgres we have built the “gist” (generalized search tree)
index for supporting spatial data. Postgres supports varied geom-
etry types like POINTS, POLYGONS and LINESTRINGS, while
Virtuoso only supports POINT geometries [21]. The number of
results returned by Postgres and Virtuoso is constrained by using
LIMIT ‘k’ in the query.
4.1 Datasets
We used two widely used, real-world datasets: YAGO3 Core [24]
and Linked Geo Data(LGD) [2] for evaluating the performance
of Streak in comparison with other frameworks. LGD contains
freely available collaboratively collected data from Open Street
Map project. YAGO3 contains facts extracted from Wikipedia,
GeoNames and WordNet. YAGO3 attaches annotations such as
confidence score, time, spatial location, provenance, etc. with the
fact identifier of each fact using Turtle format. Table 1 shows
the characteristics of the two datasets. We observe that YAGO3
and LGD datasets contain 85 million and 324 million quads re-
spectively. The size of the quad-tree used for storing YAGO3 and
LGD datasets, is 37 MB and 119 MB respectively, about 0.04% and
2% of size of raw data. This is despite the fact that 50 percent of
facts in LGD contain description about spatial objects, consisting
of rich suite of geometries such as POINTS, POLYGONS and
LINESTRINGS. To simulate situation where confidence score is
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Table 1: Dataset Characteristics
Dataset quads points lineStrings polygons
YAGO3 85, 928, 328 590, 000 0 0
LGD 30, 857, 332 4, 000, 000 2, 600, 000 264, 000
attached to each fact, we assign confidence values between 0 and
1.0 using exponential and uniform distributions to all facts in the
original datasets. We find that results with uniform distribution
follow a similar trend, so for sake of brevity we report the results
only for exponential distribution.
4.2 Benchmark Query Workloads
Numerous performance benchmarks have been created in the
recent years for processing RDF / SPARQL queries. However,
none of them cater to queries involving reification (or named
graphs), spatial and top-k evaluation. Therefore, we design a set
of benchmark queries containing query features that have been
found important in literature [1, 18, 21], namely — structural
features, which include:
• Shape: This feature captures the two ways in which
triples patterns in a SPARQL query can be combined namely,
star and complex. Queries that belong to the star class have
– for each of driver and driven sub-queries – several triple
patterns connected with a common subject variable. In-
deed in star class, queries in the query graphs – of each of
driver and driven sub-queries – are cliques. We classify the
remaining queries, which do not belong to the star class
as complex shaped queries.
Though this is a high level structural classification, we
found it to be sufficiently useful to test the robustness of
an RDF system. This is because although RDF engines can
be accelerated for star class queries with efficient merge
joins, the same is not necessarily true for complex class
queries.
• Type: This feature highlights the efficiency of RDF sys-
tems to handle spatial objects with different spatial extents
e.g. polygon, line string, point, etc.
• Triple pattern count(# TP): denotes to number of triple
patterns in a query. This feature tests how an RDF system
scales with increasing number of triple patterns.
• Quantifiable triple pattern count (# Quant TP): de-
notes number of triple patterns in a query whose objects
are arguments to the ranking function. This feature tests
how an RDF system scales with increasing complexity of –
more precisely, the number of attributes in – the ranking
function.
• Non-quantifiable triple pattern count(# Non Quant
TP): denotes the triple patterns in a query whose objects
are not arguments to the ranking function. This feature
tests the robustness of a top-k RDF system for processing
non-quantifiable query patterns along with quantifiable
query patterns.
• Count of joins(# Joins): This feature highlights the num-
ber of variableswhich are either (1) subject(S), (2) object(O),
or (3) fact identifiers(R) of multiple triple patterns in a
SPARQL query.
• Join type: The indexing schemes used by different RDF
engines can lead to difference in performance on different
join types. Therefore, our benchmark tests the systems
on different join types viz., Subject-Subject(SS), Reifica-
tion(aka Fact Identifier)-Subject(RS) andObject-Subject(OS).
• Join degree: This feature tests the RDF systems on degree
of joins – i.e., number of triple patterns with the same
variable. For exposition, a join degree of (2,2,2,2) signifies
a query with four joins, each with two triple patterns
connected to the join variable.
Additionally our benchmark contains important statistical
features, which includes:
• Result cardinalities: This feature tests the efficiency of
RDF systems based on the number of results generated by
a SPARQL query, without the LIMIT clause.
• Selectivities of queries: This feature highlights the per-
formance of RDF engines based on the number of results
pruned by a SPARQL query, without the LIMIT clause.
Selectivity is defined as the ratio of number of tuples ap-
pearing in the result to the total number of tuples in the
Cartesian product of facts satisfying the triple patterns in
the query.
Table 2 shows the chief features of the 8 benchmark queries
which we have created for both LGD and YAGO3 datasets. While
YAGO3 consists of only point objects, LGD consists of different
types of spatial objects and hence, the benchmark for LGD is
more diverse comprising spatial joins of different object types.
For both data sets, it is noteworthy that these queries provide a
comprehensive coverage of all key features. For simplicity, we
present results for linear ranking function, although our frame-
work is aimed at convex monotonic functions.
5 EXPERIMENTAL RESULTS
In this section, we present a comprehensive experimental evalu-
ation of Streak along the following dimensions: (A) the perfor-
mance of spatial filter processing. Within this, we study (i) the
impact of sideways information passing and (ii) the performance
of using the S-QuadTree based join over synchronous R-tree
traversal based join. (B) end-to-end holistic performance combin-
ing all features of Streak (C) the advantages of early-out top-k
processing in Streak. Unless stated otherwise the results we
present in this section correspond to a default setting of k = 100.
5.1 Performance of Spatial Join Processing in
Streak
5.1.1 Impact of Sideways Information Passing and Optimal
Node-Selection Algorithm. The node selection algorithm deter-
mines the optimal set of nodes of the S-QuadTree in order to de-
termine the I-Range and E-list objects, which subsequently helps
filter and narrow down the driven sub-query in sideways infor-
mation passing style. Note that we use S-QuadTree by keeping it
fully memory-resident (although it is serialized to disk). There-
fore we study the impact of node selection algorithm only under
warm-cache setting. Figure 7 shows the performance with and
without the use of sideways information passing (SIP), powered
by the node selection algorithm over S-QuadTree. Specifically,
these plots show the time, in milliseconds plotted along Y-axis in
log-scale, taken for completing all the benchmark queries over
YAGO3 and LGD datasets (X-axis).
Looking at individual queries in Fig. 7, we observe consider-
able improvement in query execution performance for all queries
over YAGO3 dataset as well as Q6 & Q8 of LGD when SIP and
node selection algorithms are enabled. This is due to the fact that
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Table 2: Benchmark Query Characteristics (Join Type: (1) SS: Subject-Subject, (2) RS: Reification-Subject, (3) OS: Object-
Subject).
Query
id
Shape Type # TP # Quant
TP
# Non
Quant
TP
# Joins Join
Type
Join
degree
Result
Card.
Selectivity
1 Complex Point Polygon 6 2 4 4 (SS, RS) (2,2,2,2) 2072177 1.5E-29
2 Complex Point Point 6 2 4 4 (SS, RS) (2,2,2,2) 131525 1.1E-29
3 Complex Point Point 7 2 5 6 (SS, RS) (3,3,2,2) 66477 5.1E-42
4 Complex Point Point 9 2 7 7 (SS, RS) (4,3,2,2) 613142 1.9E-47
5 Complex Point Polygon 9 2 7 7 (SS, RS) (4,3,2,2) 362179 2.1E-48
6 Complex Point LineString 6 2 4 4 (SS, RS) (2,2,2,2) 830000000a 8.57E-30
7 Complex LineString Point 6 2 4 4 (SS, RS) (2,2,2,2) 830000000a 3.2E-29
8 Complex Polygon LineString 7 2 5 5 (SS, RS) (3,2,2,2) 830000000a 2.4E-36
(a) LGD
aNote that, for long running queries (running for greater than 5 hours) we have high water marked the systems with result cardinality of 830000000 and stopped result
generation after these many were generated.
Query
id
Shape Type # TP # Quant
TP
# Non
Quant
TP
# Joins Join Type Join
degree
Result Card. Selectivity
1 Star Point Point 6 2 4 6 (SS) (3,3) 8836947 8.1E-28
2 Star Point Point 8 3 5 7 (SS) (4,3) 6247 3.2E-33
3 Star Point Point 7 2 5 7 (SS) (4,3) 557 2.9E-34
4 Star Point Point 8 3 5 8 (SS) (5,3) 5604 5.1E-36
5 Complex Point Point 8 2 6 6 (OS, RS) (2,2,2,2,2,2) 829557455 1.4E-41
6 Complex Point Point 7 2 5 6 (OS, SS, RS) (3,3,2) 172238 2.8E-33
7 Complex Point Point 6 2 4 6 (SS, RS) (3,2,2) 13401 7.9E-30
8 Complex Point Point 7 3 4 5 (OS, RS, SS) (2,2,2,2,2) 1135925 8.4E-38
(b) YAGO3
these queries are highly selective at the spatial join (with rank-
ing), making the use I-Range and E-list objects for filtering the
intermediate results from the driven plan highly effective. It can
reduce the query processing time by upto 3 orders of magnitude.
On the other hand, queries Q1 to Q5 in LGD have low selectivity
at the spatial join operator (with ranking), with very little impact
of SIP in skipping irrelevant entries from the driven plan.
5.2 Effectiveness of Adaptive Spatial Filter
Processing
The goal of adaptively processing the spatial join queries using
our APS algorithm is to select from either N-Plan or S-Plan al-
ternatives as each block is processed. Recall that N-Plan pushes
down the numerical predicate evaluation, while S-Plan pushes
down the spatial joins. The first observation we can make from
Fig 9 is that Streak adaptively prefers S-Plan for Q2, Q3, Q4, Q5
of LGD, and Q2, Q3, Q4, Q7 of YAGO3. Observe that the S-Plan
outperforms the other customized plan, N-Plan, by more than an
order of magnitude. This performance difference is due to the
fact that for these queries almost all blocks from the right plan
have to be fetched. S-Plan is further accelerated in Streak by ap-
propriately skipping irrelevant tuples in a sideways information
passing style. The spatial objects present in I-Range and E-list
of SQuad-tree’s nodes, help in appropriately skipping irrelevant
tuples.
Streak’s customized N-Plan helps it outperform the other
customized S-Plan for queries Q6, Q7, Q8 of LGD, and Q5, Q8
of YAGO3. The performance gains is because for these queries
only a small number of blocks from the right side plans have
to be fetched, and hence the overhead of retrieving and uncom-
pressing all blocks is greater in comparison to retrieving and
uncompressing just a few blocks.
We may also observe that the time taken by Streak’s AQP for
Q6 of YAGO3 is near the ballpark of S-Plan, and is greater than
N-Plan. This is because for Query Q6, both the S-Plan and the N-
Plan fetch the same number of tuples. Now, S-Plan does not have
the additional overhead of random accesses. Hence, the running
time of S-Plan is correctly estimated by Streak to be lower, and
thus it chooses it for query execution. But unfortunately because
of underlying framework’s (Quark-X) implementation, S-Plan
has to do many unsorted numerical predicate accesses, therefore
S-Plan is much slower than N-Plan. If an extra index containing
mapping from numerical identifier to its numerical value is added
then we expect S-Plan to outperform N-Plan.
5.2.1 Comparison of Spatial Join Algorithms. In the next set of
experiments, we compare the performance of spatial join process-
ing using S-QuadTree as opposed to using synchronous R-tree
traversal based spatial join algorithm. Towards this, we incorpo-
rated the state of the art implementation of synchronous R-tree
traversal join algorithm released by Sowell et al. [35] into the
Streak framework, and provided a run-time switch that can
choose synchronous R-tree in place of S-QuadTree.
Figure 8 plots the number of candidate results generated by the
two algorithms (along Y-axis in log-scale) for all the benchmark
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Figure 7: Effect of Sideways Information Passing
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Figure 8: S-QuadTree Vs. Sync. R-tree for Spatial Join
queries. From these results it is immediately apparent that S-
QuadTree generates smaller number of candidates, sometimes
2 orders of magnitude less –e.g., as in LGD Q6 and YAGO3 Q5–
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Figure 9: Performace AQP versus N-Plan and S-Plan
than sync. R-tree based method. This can be attributed to the
following advantages of S-QuadTree:
• The use of characteristic set information within the nodes of
the S-QuadTree helps to reduce the number intermediate results
significantly in comparison to standard spatial indexes such as
R-trees.
• Encoded identifiers are able to achieve a limited granular-
ity owing to the fixed size of identifiers. These identifiers when
decoded back suffer from a loss of precision, which in-turn af-
fects the filtering efficiency of spatial join algorithms such as
Synchronous R-tree traversal. However, Streak owing to its use
of I-Range and E-list objects is able to overcome this situation
and is thus able to filter efficiently.
• While both spatial join methods lack a well defined way of
filtering the results in the driven plan as it is, the use of sideways
information passing with S-QuadTree significantly reduces the
cardinality of intermediate results.
5.3 Comparison with Database Engines
We now turn our attention to the comparison of end-to-end sys-
tem performance of Streak with two state of the art publicly
available database engines. Specifically, we compare with (i) Post-
greSQL [31]: a relational database system that has an excellent
in-built support for spatial indexing via its generalized search tree
(GiST) framework; and (ii) Virtuoso [37]: a state of the art com-
mercial RDF processing engine that has a number of performance
optimizations such as vectorization as well as cache-conscious
processing specifically useful for RDF/SPARQL processing. Note
that our current implementation of Streak has neither the vec-
torized processing nor the cache-conscious features, although
these are part of our future work plans.
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Table 3: On-Disk Database Size for YAGO3 and LGD
Database Engines YAGO3 LGD
Size (GB) Size (GB)
Streak 14 6.4
PostgreSQL 54 22
Virtuoso 11 —NA—
Beforewe discuss the query processing performance, we briefly
present the effective size of databases created by the three engines
summarized in Table 3. As we already mentioned in Section 4,
Virtuoso could not be used for LGD dataset since it lacks sup-
port for varied geometry types such POINTS, POLYGONS and
LINESTRINGS. At 11 GB of database size, Virtuoso, which em-
ploys highly compressed encoding, is the most compact database
for YAGO3. While Streak also has a comparable database size
(14 GB), PostgreSQL on the other hand has a significantly larger
database size –almost 5× larger. Similar observations also hold
for LGD between Streak and PostgreSQL database sizes.
We summarize the comparative query processing performance
of the three engines in Figure 10. Due to lack of space, we only
show and discuss the warm-cache performance numbers of the
three database engines. Their performance in cold-cache setting
has similar behavior and is shown in Figure 11. The Y-axis in
these plots corresponds to the end-to-end wall-clock time in
milliseconds for each query, and is plotted in log-scale.
From these results, we can observe that Streak outperforms
both PostgreSQL and Virtuoso on all queries, by a significant
margin. For a number of queries –viz., Q6 − Q8 of LGD and
Q5,Q7,Q8 of YAGO3 – PostgreSQL could not complete within
its allotted time. Virtuoso failed to complete for Q5 of YAGO3 as
well. The poor performance of PostgreSQL can be attributed to
its preference to choose nested loop joins, due to its relatively
weak cost models for RDF. For Virtuoso, however, we cannot
comment on its poor performance as it is closed source and no
publishedwork describes its functionality and query optimization
techniques.
5.4 Comparison with varying k
Finally, we briefly present the performance evaluation when
k value is varied. Figure 12 plots the geometric mean of run-
time of all queries in the benchmark for k = {1, 10, 50, 100} in
warm-cache scenario for LGD. Results of cold-cache setting and
YAGO3 benchmark could not be presented due to lack of space,
but show similar behavior. One can observe that Streak outper-
forms PostgreSQL by a large margin for all values k . PostgreSQL
is unaffected by the variation in the value of k since it simply
performs the full evaluation followed by sort in all cases.
It is noteable to see the performance of our APS algorithm in
comparison to fixed plans namely,N-Plan and S-Plan. For k = 1, 10
theN-Plan outperforms the S-Plan; while fork = 50, 100 the S-Plan
outperforms the N-Plan. This is because of the need for scanning
fewer blocks for lower values of k , thus making N-Plan a cheap
option. While many blocks need to be scanned for larger values
of k , thus making S-Plan a better option. It is noteworthy that
Streak shows outstanding performance in comparison to both
S-Plan and N-Plan, owing to better plan selection and switching
at run-time.
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Figure 10: Performance of StreakVs. PostgreSQL andVir-
tuoso in Warm Cache
 1000
 10000
 100000
 1x106
1 2 3 4 5 6 7 8
Ti
m
e 
in
 m
illi
se
co
nd
s
Query Id
STREAK Postgres
LGD
 100
 1000
 10000
 100000
 1x106
1 2 3 4 5 6 7 8
Ti
m
e 
in
 m
illi
se
co
nd
s
Query Id
STREAK Postgres Virtuoso
YAGO3
Figure 11: Performance of StreakVs. PostgreSQL andVir-
tuoso in Cold Cache
12
 1000
 10000
 100000
 1x106
k=1 k=10 k=50 k=100G
.M
. o
f E
xe
cu
tio
n 
Ti
m
e 
in
 m
se
c.
Query Id
STREAK
N-Plan
S-Plan
Postgres
LGD on Warm Cache
Figure 12: Performance with Varying k
6 RELATEDWORK
In this section, we provide a full overview of techniques that
overlap with the core aspects of Streak. These primarily relate
to RDF spatial joins, top-k joins, spatial top-k joins and adaptive
query processing.
Spatial Joins
We now look at the work done specifically on spatial joins in
both relational and RDF settings.
Parliament [4] is a spatial RDF engine built on top of Jena [16].
Parliament supports GeoSPARQL features and uses R-tree as the
spatial index. Additional techniques to enhance spatial queries,
as adopted by Geo-store [39] and in RDF engine proposed by
Liagouris et al. [21] involve encoding spatial data by employing
Hilbert space-filling curves for preserving spatial locality.
Another framework, S-Store [40], extends state-of-the-art RDF
store gStore [43], by indexing data based on their structure. Subse-
quently, queries are accelerated by pruning based on both spatial
and semantic constraints in the query. Yet another spatiotempo-
ral storage framework is gst -Store [41], which is an extension of
gStore [43]. It processes spatial queries using its tree-style index
ST-tree, with a top-down search algorithm.
However, the above frameworks, while capable of handling
spatial filters in the query, are not directly amenable for either
top-k processing or adaptive querying. They miss out features to
early-prune intermediate results and to process unsorted orders
on spatial attributes (imposed by top-k query processing), which
are critical for optimizing the workloads seen here. Streak in
stark contrast provides efficient ways of supporting top-k spa-
tial joins using its customized S-QuadTree and query processing
algorithms. This helps Streak outperform state-of-the-art sys-
tems like Virtuoso by a large margin as shown experimentally in
sub-section 5.3.
Relational approaches such as Synchronous R-tree traver-
sal [6] and TOUCH [29] apply spatial-join algorithm on hier-
archical tree-like data structure. TOUCH is an in-memory based
technique, which uses R-tree traversal for evaluating spatial joins.
Streak differs from TOUCH in using identifier encoding and
semantic information embedded within the datasets for early-
pruning, and by utilizing statistics stored within the spatial index
to choose the query plan at runtime for improving performance.
Sync. R-tree traversal builds R-tree indexes over the datasets
participating in the spatial join. Starting from the root of the
trees, the two datasets are then synchronously traversed to check
for intersections, with the join happening at the leaf nodes. In-
ner node overlap and dead space are two shortcomings in this
technique, which are addressed with Streak’s S-QuadTree that
uses space-oriented partitioning. We compare Streak with sync.
R-tree traversal in Section 5.
Top-k Joins
Hash-based Rank Join (HRJN) [14] and Nested Loop Rank Join
(NRJN) [15] are two widely used top-k join algorithms in the
relational world. HRJN accesses objects from left (or right) side
of join and joins them with tuples seen so-far from right (or left)
side of join. All join results are fed to a priority queue, which
outputs the results to the users if they are above threshold, thus
producing results incrementally. Nested Loop Rank Join (NRJN)
algorithm is similar to HRJN, except that it follows a nested
loop join strategy instead of buffering join inputs. We do not
compare Streak with a general top-k join algorithms, HRJN and
NRJN, since such top-k operators for such spatial workloads have
been shown to perform poorly when compared to a block-based
algorithm [32] and instead compare with the state-of-the-art
spatial top-k algorithm.
Quark-X [18] is a recently proposed top-k query processing
engine, which uses summarized numerical indexes for retrieving
and ranking RDF facts. Quark-X showed experimentally that it
outperformed the other top-k query processing systems by a
large margin. However, Quark-X is suited only for 1-dimensional
data, as its techniques can not be applied for multi-dimensional
data (sorted order is a requisite for Quark-X). Hence, its approach
leads to many unnecessary comparison operations in the non-
sorted dimension. Streak in contrast reduces the number of
comparisons required drastically, by using its schema-aware S-
QuadTree.
Spatial Top-k Joins
Returning the top-k results on spatial queries, where the final
results are ranked by using a distance metric has been already
studied by Ljosa, et al. [22]. However, such ranking mechanism
often have to be restricted to specific, pre-defined aggregation
functions. In comparison, Streak attempts to solve a more chal-
lenging problem with the spatial constraint specified in the join
predicate.
To the best of our knowledge, the work closely related to
Streak is done by Qi et al., [32]. In this approach Qi et al., re-
trieve blocks of data ordered by object scores, from input datasets,
which are then spatially joined. Their approach: (1) requires data
to be sorted based on the ranking function, making it unsuitable
for arbitrary user-defined ranking function. Streak, in contrast,
does not impose any such limitation on the data. (2) only sup-
ports spatial joins and would require non-trivial modifications for
supporting complex patterns seen in SPARQL queries [27, 28, 42].
Streak in comparison evaluates complex queries efficiently. (3)
uses only block-wise retrieval for joining. Block-wise retrieval
is expected to be fast only if the results are found in first few
block accesses. However, such an approach suffers high over-
heads when blocks deep in the sorted collections need to be re-
trieved. Streak circumvents this drawback by adaptively switch-
ing between its customized plans at run-time (described in sub-
section 3.3). (4) incur additional index creation cost at runtime,
as they build spatial indexes at run-time. Streak, on the other
hand, builds its spatial index S-QuadTree during pre-processing
stage, thus incurring zero index creation overhead during query
processing.
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Adaptive Query Processing
Eddies [3] and Content Based Retrieval (CBR) [5] are two state-
of-the-art approaches which explored AQP for switching plans
during query execution. Both these approaches use random tu-
ples for profiling, relying on a machine-learning based solution
to model routing predictions. Our work directly contrasts ML-
based approaches by using statistics for each block of spatial data,
which helps in determining the selectivity of spatial join opera-
tor. By using fine-grained block-level statistics, we mitigate the
errors that are typically associated with a model-based approach,
especially when there are many joins involved. Additionally, un-
like CBR, which has high routing and learning overhead, our
spatial AQP algorithm incurs a very small routing overhead, ow-
ing to cost estimate calculations for only the customized plans.
We validated this argument and found the overhead of AQP to be
very small — just 5-10% of the overall overhead. Finally, routing
predictions of Eddy and CBR depend on the model used and the
size of the training datasets, while our statistics based approach
does not require modeling and is relatively unaffected by the
training dataset size.
7 CONCLUSION
This paper introduces Streak, an efficient top-k query processing
engine with spatial filters. The novel contributions of this work
are its soft-schema aware S-QuadTree spatial index, new spatial
join algorithm which prunes the search space using its optimal
node selection algorithm, and adaptive query plan generation
algorithm called APS which adaptively switches query plan at
runtime with very low overhead. We show experimentally that
Streak outperforms popular spatial join algorithms as well state-
of-the-art end-to-end engines like PostgreSQL and Virtuoso. As
part of future work, we plan to implement top-k RDF reasoner
with spatial filters.
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8 APPENDIX
8.1 LGD Queries
Query 1:
BASE <http ://yago -knowledge.org/resource/> .
PREFIX rdf: <http ://www.w3.org /1999/02/22 -rdf -syntax -ns#>
SELECT ?place ?nplace ?typePred1 ?typePred2
WHERE {
?r rdf:subject ?place.
?r rdf:predicate ?typePred1.
?r rdf:object <http :// geoknow.eu/uk_points#hotel >.
?r <hasConfidence > ?conf.
?place <http ://yago -knowledge.org/resource/hasGeometry > ?
long.
?r1 rdf:subject ?nplace.
?r1 rdf:predicate ?typePred2.
?r1 rdf:object <http :// geoknow.eu/uk_natural#park >.
?r1 <hasConfidence > ?conf1.
?nplace <http ://yago -knowledge.org/resource/hasGeometry > ?
nlong.
FILTER ((?long , ?nlong) < 50)
} ORDER BY ASC(?conf + ?conf1) LIMIT k
Query 2:
BASE <http ://yago -knowledge.org/resource/> .
PREFIX rdf: <http ://www.w3.org /1999/02/22 -rdf -syntax -ns#>
SELECT ?place ?nplace ?typePred1 ?typePred2
WHERE {
?r rdf:subject ?place.
?r rdf:predicate ?typePred1.
?r rdf:object <http :// geoknow.eu/uk_points#hotel >.
?r <hasConfidence > ?conf.
?place <http ://yago -knowledge.org/resource/hasGeometry > ?
long.
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?r1 rdf:subject ?nplace.
?r1 rdf:predicate ?typePred2.
?r1 rdf:object <http :// geoknow.eu/uk_points#police >.
?r1 <hasConfidence > ?conf1.
?nplace <http ://yago -knowledge.org/resource/hasGeometry > ?
nlong.
FILTER ((?long , ?nlong) < 50)
} ORDER BY ASC(?conf + ?conf1) LIMIT k
Query 3:
BASE <http ://yago -knowledge.org/resource/> .
PREFIX rdf: <http ://www.w3.org /1999/02/22 -rdf -syntax -ns#>
SELECT ?place ?nplace ?typePred1 ?typePred2 ?label1 ?name2
WHERE {
?r rdf:subject ?place.
?r rdf:predicate ?typePred1.
?r rdf:object <http :// geoknow.eu/uk_points#hotel >.
?r <hasConfidence > ?conf.
?place <http ://yago -knowledge.org/resource/hasGeometry > ?
long.
?place <http ://www.w3.org /2000/01/rdf -schema#label > ?label1
.
?r1 rdf:subject ?nplace.
?r1 rdf:predicate ?typePred2.
?r1 rdf:object <http :// geoknow.eu/uk_points#police >.
?r1 <hasConfidence > ?conf1.
?nplace <http ://yago -knowledge.org/resource/hasGeometry > ?
nlong.
?nplace <http :// geoknow.eu/uk_points#name > ?name2.
FILTER ((?long , ?nlong) < 50)
} ORDER BY ASC(?conf + ?conf1) LIMIT k
Query 4:
BASE <http ://yago -knowledge.org/resource/> .
PREFIX rdf: <http ://www.w3.org /1999/02/22 -rdf -syntax -ns#>
SELECT ?place ?nplace ?typePred1 ?typePred2 ?label1 ?name1 ?
name2
WHERE {
?r rdf:subject ?place.
?r rdf:predicate ?typePred1.
?r rdf:object <http :// geoknow.eu/uk_points#pub >.
?r <hasConfidence > ?conf.
?place <http ://yago -knowledge.org/resource/hasGeometry > ?
long.
?place <http ://www.w3.org /2000/01/rdf -schema#label > ?label1
.
?place <http :// geoknow.eu/uk_points#name > ?name1.
?r1 rdf:subject ?nplace.
?r1 rdf:predicate ?typePred2.
?r1 rdf:object <http :// geoknow.eu/uk_points#police >.
?r1 <hasConfidence > ?conf1.
?nplace <http ://yago -knowledge.org/resource/hasGeometry > ?
nlong.
?nplace <http :// geoknow.eu/uk_points#name > ?name2.
FILTER ((?long , ?nlong) < 50)
} ORDER BY ASC(?conf + ?conf1) LIMIT k
Query 5:
BASE <http ://yago -knowledge.org/resource/> .
PREFIX rdf: <http ://www.w3.org /1999/02/22 -rdf -syntax -ns#>
SELECT ?place ?nplace ?typePred1 ?typePred2 ?label1 ?name1 ?
name2 ?label2
WHERE {
?r rdf:subject ?place.
?r rdf:predicate ?typePred1.
?r rdf:object <http :// geoknow.eu/uk_natural#park >.
?r <hasConfidence > ?conf.
?place <http ://yago -knowledge.org/resource/hasGeometry > ?
long.
?place <http ://www.w3.org /2000/01/rdf -schema#label > ?label1
.
?r1 rdf:subject ?nplace.
?r1 rdf:predicate ?typePred2.
?r1 rdf:object <http :// geoknow.eu/uk_points#police >.
?r1 <hasConfidence > ?conf1.
?nplace <http ://yago -knowledge.org/resource/hasGeometry > ?
nlong.
?nplace <http :// geoknow.eu/uk_points#name > ?name2.
?nplace <http ://www.w3.org /2000/01/rdf -schema#label > ?
label2.
FILTER ((?long , ?nlong) < 50)
} ORDER BY ASC(?conf + ?conf1) LIMIT k
Query 6:
BASE <http ://yago -knowledge.org/resource/> .
PREFIX rdf: <http ://www.w3.org /1999/02/22 -rdf -syntax -ns#>
SELECT ?place ?nplace ?typePred1 ?typePred2
WHERE {
?r rdf:subject ?place.
?r rdf:predicate ?typePred1.
?r rdf:object <http :// geoknow.eu/uk_natural#park >.
?r <hasConfidence > ?conf.
?place <http ://yago -knowledge.org/resource/hasGeometry > ?
long.
?r1 rdf:subject ?nplace.
?r1 rdf:predicate ?typePred2.
?r1 rdf:object <http :// geoknow.eu/uk_roads#roads >.
?r1 <hasConfidence > ?conf1.
?nplace <http ://yago -knowledge.org/resource/hasGeometry > ?
nlong.
FILTER ((?long , ?nlong) < 50)
} ORDER BY ASC(?conf + ?conf1) LIMIT k
Query 7:
BASE <http ://yago -knowledge.org/resource/> .
PREFIX rdf: <http ://www.w3.org /1999/02/22 -rdf -syntax -ns#>
SELECT ?place ?nplace ?typePred1 ?typePred2
WHERE {
?r rdf:subject ?place.
?r rdf:predicate ?typePred1.
?r rdf:object <http :// geoknow.eu/uk_points#hotel >.
?r <hasConfidence > ?conf.
?place <http ://yago -knowledge.org/resource/hasGeometry > ?
long.
?r1 rdf:subject ?nplace.
?r1 rdf:predicate ?typePred2.
?r1 rdf:object <http :// geoknow.eu/uk_roads#roads >.
?r1 <hasConfidence > ?conf1.
?nplace <http ://yago -knowledge.org/resource/hasGeometry > ?
nlong.
FILTER ((?long , ?nlong) < 50)
} ORDER BY ASC ((++0+1*? conf /1) (++0+1*? conf1 /1)) LIMIT k
Query 8:
BASE <http ://yago -knowledge.org/resource/> .
PREFIX rdf: <http ://www.w3.org /1999/02/22 -rdf -syntax -ns#>
SELECT ?place ?nplace ?typePred1 ?typePred2 ?label2
WHERE {
?r rdf:subject ?place.
?r rdf:predicate ?typePred1.
?r rdf:object <http :// geoknow.eu/uk_natural#park >.
?r <hasConfidence > ?conf.
?place <http ://yago -knowledge.org/resource/hasGeometry > ?
long.
?r1 rdf:subject ?nplace.
?r1 rdf:predicate ?typePred2.
?r1 rdf:object <http :// geoknow.eu/uk_roads#roads >.
?r1 <hasConfidence > ?conf1.
?nplace <http ://yago -knowledge.org/resource/hasGeometry > ?
nlong.
?nplace <http ://www.w3.org /2000/01/rdf -schema#label > ?
label2.
FILTER ((?long , ?nlong) < 50)
} ORDER BY ASC(?conf + ?conf1) LIMIT k
8.2 YAGO Queries
Query 1:
BASE <http ://yago -knowledge.org/resource/> .
PREFIX rdf: <http ://www.w3.org /1999/02/22 -rdf -syntax -ns#>
SELECT ?place ?nplace ?loc1 ?loc2
WHERE {
?place <http ://yago -knowledge.org/resource/
hasPopulationDensity > ?popul.
?place <http ://yago -knowledge.org/resource/hasGeometry > ?
long.
?place <http ://yago -knowledge.org/resource/isLocatedIn > ?
loc1.
?nplace <http ://yago -knowledge.org/resource/isLocatedIn > ?
loc2.
?nplace <http ://yago -knowledge.org/resource/hasGeometry > ?
nlong.
?nplace <http ://yago -knowledge.org/resource/
hasNumberOfPeople > ?popul1.
FILTER ((?long , ?nlong) < 50)
} ORDER BY ASC(?popul + ?popul1) LIMIT k
Query 2:
15
BASE <http ://yago -knowledge.org/resource/> .
PREFIX rdf: <http ://www.w3.org /1999/02/22 -rdf -syntax -ns#>
SELECT ?place ?nplace ?loc1 ?loc2
WHERE {
?place <http ://yago -knowledge.org/resource/
hasPopulationDensity > ?popul.
?place <http ://yago -knowledge.org/resource/
hasEconomicGrowth > ?ecoGrowth.
?place <http ://yago -knowledge.org/resource/hasGeometry > ?
long.
?place <http ://yago -knowledge.org/resource/isLocatedIn > ?
loc1.
?nplace <http ://yago -knowledge.org/resource/isLocatedIn > ?
loc2.
?nplace <http ://yago -knowledge.org/resource/hasGeometry > ?
nlong.
?nplace <http ://yago -knowledge.org/resource/
hasNumberOfPeople > ?popul1.
FILTER ((?long , ?nlong) < 50)
} ORDER BY ASC(?popul + ?popul1 + ?ecoGrowth) LIMIT k
Query 3:
BASE <http ://yago -knowledge.org/resource/> .
PREFIX rdf: <http ://www.w3.org /1999/02/22 -rdf -syntax -ns#>
SELECT ?place ?nplace ?loc1 ?loc2 ?connection
WHERE {
?place <http ://yago -knowledge.org/resource/
hasEconomicGrowth > ?ecoGrowth.
?connection <http ://yago -knowledge.org/resource/
isConnectedTo > ?place.
?place <http ://yago -knowledge.org/resource/hasGeometry > ?
long.
?place <http ://yago -knowledge.org/resource/isLocatedIn > ?
loc1.
?nplace <http ://yago -knowledge.org/resource/isLocatedIn > ?
loc2.
?nplace <http ://yago -knowledge.org/resource/hasGeometry > ?
nlong.
?nplace <http ://yago -knowledge.org/resource/
hasNumberOfPeople > ?popul1.
FILTER ((?long , ?nlong) < 50)
} ORDER BY ASC(? popul1 + ?ecoGrowth) LIMIT k
Query 4:
BASE <http ://yago -knowledge.org/resource/> .
PREFIX rdf: <http ://www.w3.org /1999/02/22 -rdf -syntax -ns#>
SELECT ?place ?nplace ?loc1 ?loc2 ?birthPlace
WHERE {
?place <http ://yago -knowledge.org/resource/
hasPopulationDensity > ?popul.
?place <http ://yago -knowledge.org/resource/
hasEconomicGrowth > ?ecoGrowth.
?place <http ://yago -knowledge.org/resource/hasNeighbor > ?
birthPlace.
?place <http ://yago -knowledge.org/resource/hasGeometry > ?
long.
?place <http ://yago -knowledge.org/resource/isLocatedIn > ?
loc1.
?nplace <http ://yago -knowledge.org/resource/isLocatedIn > ?
loc2.
?nplace <http ://yago -knowledge.org/resource/hasGeometry > ?
nlong.
?nplace <http ://yago -knowledge.org/resource/
hasNumberOfPeople > ?popul1.
FILTER ((?long , ?nlong) < 50)
} ORDER BY ASC(?popul + ?popul1 + ?ecoGrowth) LIMIT k
Query 5:
BASE <http ://yago -knowledge.org/resource/> .
PREFIX rdf: <http ://www.w3.org /1999/02/22 -rdf -syntax -ns#>
SELECT ?d?location?nplace?a?b?person
WHERE {
?r rdf:subject ?b.
?r rdf:predicate <http ://yago -knowledge.org/resource/diedIn
>.
?r rdf:object ?a.
?r <http ://yago -knowledge.org/resource/hasConfidence > ?conf
.
?a <http ://yago -knowledge.org/resource/isLocatedIn > ?d.
?d <http ://yago -knowledge.org/resource/hasGeometry > ?long.
?r1 rdf:subject ?person.
?r1 rdf:predicate <http ://yago -knowledge.org/resource/
wasBornIn >.
?r1 rdf:object ?nplace.
?nplace <http ://yago -knowledge.org/resource/isLocatedIn > ?
location.
?r1 <http ://yago -knowledge.org/resource/hasConfidence > ?
popul1.
?location <http ://yago -knowledge.org/resource/hasGeometry >
?nlong.
FILTER ((?long , ?nlong) < 50)
} ORDER BY ASC(? popul1 + ?conf) LIMIT k
Query 6:
BASE <http ://yago -knowledge.org/resource/> .
PREFIX rdf: <http ://www.w3.org /1999/02/22 -rdf -syntax -ns#>
SELECT ?b?nplace?a?loc2
WHERE {
?r rdf:subject ?a.
?r rdf:predicate <http ://yago -knowledge.org/resource/
happenedIn >.
?r rdf:object ?b.
?r <http ://yago -knowledge.org/resource/hasConfidence > ?conf
.
?b <http ://yago -knowledge.org/resource/hasGeometry > ?long.
?b <http ://yago -knowledge.org/resource/hasInflation > ?d.
?nplace <http ://yago -knowledge.org/resource/isLocatedIn > ?
loc2.
?nplace <http ://yago -knowledge.org/resource/hasGeometry > ?
nlong.
?nplace <http ://yago -knowledge.org/resource/
hasNumberOfPeople > ?popul1.
FILTER ((?long , ?nlong) < 50)
} ORDER BY ASC(?d + ?popul1 + ?conf) LIMIT k
Query 7:
BASE <http ://yago -knowledge.org/resource/> .
PREFIX rdf: <http ://www.w3.org /1999/02/22 -rdf -syntax -ns#>
SELECT ?a?nplace?b?loc2
WHERE {
?nplace <http ://yago -knowledge.org/resource/isLocatedIn > ?
loc2.
?nplace <http ://yago -knowledge.org/resource/hasGeometry > ?
nlong.
?nplace <http ://yago -knowledge.org/resource/
hasEconomicGrowth > ?popul1.
?r rdf:subject ?a.
?r rdf:predicate <http ://yago -knowledge.org/resource/
isLocatedIn >.
?r rdf:object ?b.
?r <http ://yago -knowledge.org/resource/hasConfidence > ?conf
.
?a <http ://yago -knowledge.org/resource/hasGeometry > ?long.
FILTER ((?long , ?nlong) < 50)
} ORDER BY ASC(? popul1 + ?conf) LIMIT k
Query 8:
SELECT ?b?nplace?a?loc2
WHERE {
?r1 rdf:subject ?loc2.
?r1 rdf:predicate <http ://yago -knowledge.org/resource/
wasBornIn >.
?r1 rdf:object ?nplace.
?r1 <http ://yago -knowledge.org/resource/hasConfidence > ?
conf1.
?nplace <http ://yago -knowledge.org/resource/hasGeometry > ?
nlong.
?r rdf:subject ?a.
?r rdf:predicate <http ://yago -knowledge.org/resource/
isLocatedIn >.
?r rdf:object ?b.
?r <http ://yago -knowledge.org/resource/hasConfidence > ?conf
.
?b <http ://yago -knowledge.org/resource/hasGeometry > ?long.
?a <http ://yago -knowledge.org/resource/hasPopulationDensity
> ?d.
FILTER ((?long , ?nlong) < 50)
} ORDER BY ASC(?d + ?conf1 + ?conf) LIMIT k
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