The completion theorem of Atiyah and Segal AS] says that the complex K-theory group K(BG) of the classifying space of any compact Lie group G is isomorphic to R(G) b : the representation ring completed with respect to its augmentation ideal.
set of elements whose characters vanish on all components of G of prime power order in 0 (G). The cokernel of this map is determined in Section 4 (Theorem 4.7). In particular, we will see that R P (G) = R(G) whenever 0 (G) has prime power order.
Our results can be summarized by saying that the Grothendieck group of the monoid of vector bundles over BG is very well behaved, and is quite close to the representation ring of G. For a p-toral group G, this monoid itself is understood: it is isomorphic to the monoid of representations of G DZ] Nb]. In contrast, for more general groups, one can construct examples using the methods in JMO, Section 7] to show that the monoid`1 n=0 BG; BU(n)] can be extremely complicated. If G is cyclic of order not a prime power, or if G = SO(3), this monoid does inject into K (BG) (i.e., stably isomorphic vector bundles over BG are isomorphic), but bundles do not have unique decompositions as sums of indecomposable bundles. For larger groups G, one can nd uncountable families of pairwise nonisomorphic vector bundles over BG all of which are isomorphic after stabilizing (by arbitrary bundles). One can also construct a pair of stably isomorphic vector bundles such that one is indecomposable and the other decomposable. On the other hand, we do show (Proposition 2.17 below) that two vector bundles over BG are isomorphic if they are isomorphic after stabilizing by trivial bundles.
Although it is not stated there explicitly, Adams in his paper Ad2] was clearly motivated in part by this question of determining the subgroup generated by elements of K(BG) which can be represented by vector bundles over BG (i.e., the image of K (BG) in K(BG)). He considered there the subgroup FF(BG) K(BG) generated by the \formally nite dimensional" elements in K(BG); i.e., those elements x such that k (x) = 0 for k su ciently large (where k (?) denotes the k-th exterior power). Clearly, FF(BG) contains all elements represented by vector bundles over BG. Adams studied the composite of the inclusions G (R(G)) G (K (BG)) FF(BG); and showed in particular that FF(BG) = G (R(G)) (and hence that G (R(G)) = G (K (BG))) whenever G is nite or 0 (G) has prime power order. Hence, since G is always injective (Corollary 2.10 below), G : R(G) ? ! K (BG) is surjective in these cases. For an arbitrary compact Lie group G, our results in this paper, together with those of Adams, imply that G de nes an isomorphism G : K (BG) = ????! FF(BG):
In particular, the subgroup generated by formally nite dimensional elements of K(BG) coincides with the subgroup generated by vector bundles over BG.
For an arbitrary space X, K(X) is the group of connected components of the topological group map(X; Z BU). Since`1 n=0 BU(n) is a topological monoid and commutative up to homotopy, the space of maps from X into it (the \topologi-cal monoid of vector bundles" over X) is also a homotopy commutative topological monoid. Thus, we can take its topological group completion K(X) = B map X; 
BU(n)
(where B is the classifying space functor applied to the monoid). When X is a nite complex, this has the homotopy type of the mapping space map(X; Z BU). The group completion theorem (cf. MS]) implies that K (X) = 0 (K(X)) for any X.
The Atiyah-Segal completion theorem AS] also describes the higher homotopy groups ? map(X; Z BU) . Here, in Proposition 2.15, we show that when G is nite, the connected components of K(BG) have the same homotopy type as the components of map(BG; Z BU). In contrast, when dim(G) > 0, we will see (Proposition 2.16 ) that the components of K(BG) are quite di erent from those of map(BG; Z BU); and in particular that their odd dimensional homotopy groups are nonvanishing.
The above discussion has focused on the case of complex bundles, but most of the results also hold for real bundles. In particular, for any G, K O (BG) (de ned analogously) maps isomorphically onto the subgroup FFO(BG) KO(BG) generated by formally nite dimensional elements. And G : RO(G) ? ! K O (BG) is surjective whenever G is nite or 0 (G) has prime power order.
The main ingredients in our computation of K (BG) are the theorems of DwyerZabrodsky and Notbohm on p-toral groups (Theorem 1.1 below), a decomposition of BG at any prime p as a homotopy direct limit of classifying spaces of p-toral subgroups of G JMO, Theorem 2.1]; together with the vanishing of certain higher derived functors of inverse limits. The vanishing of these higher limits depends in turn (somewhat surprisingly) on the equivariant Bott periodicity theorem. Section 1 contains some introductory material and examples involving the functor
K (?). The main results about K (BG) and K O (BG), and about K(BG) and KO(BG),
are all shown in Section 2. In Section 3, we prove using Smith theory a vanishing theorem for higher inverse limits used in Section 2. And the representation groups R P (G) and RO P (G) are studied in Section 4. We would like to thank the Mittag-Le er Institute for its hospitality while much of this work was carried out. We would also like to thank Haynes Miller and Charles Thomas for their very helpful suggestions.
Notation: For any homomorphism : G ? ! U(n), we let V denote the corresponding G-representation on C n . Conversely, if V is any unitary representation of G, we let V : G ? ! U(n) (n = dim(V )) denote the corresponding homomorphism (of course, only well de ned up to conjugacy). Also, when convenient for simplicity of notation, we write d V = dim(V ).
It will be convenient to state some of the results simultaneously for real and complex vector bundles, or for orthogonal and unitary groups. In such situations, we set F = C or R, and write U(n; F) for U(n) or O(n), respectively. Also, KF(?) = K(?) or KO(?), K F(?) = K (?) or K O (?), and R F (?) = R(?) or RO(?).
1. An introduction to K (X) For any space X, we let Vect C n (X) = X; BU(n)] denote the set of isomorphism classes of n-dimensional complex bundles over X, and Vect C (X) =`1 n=0 Vect C n (X) the monoid of all bundles. Then K (X) = Gr(Vect C (X)), the Grothendieck group of Vect C (X). When X is a nite complex, then of course K (X) = K(X) by de nition. In general, K (?) is a functor from spaces to the category of -rings, and there is a natural homomorphism : K (?) ? ! K(?) . In this section, we give examples which point out how many of the nice properties of ordinary topological K-theory fail for K (X) when X is an in nite dimensional complex.
We start with a theorem of Dwyer-Zabrodsky and Notbohm, which implies a description of K (BP) for any p-toral group P. As noted in the introduction, this result is our starting point for determining K (BG) for arbitrary G; and it will also be useful for constructing some of the examples in this section.
For any group G, we let Rep Lemma 1.3. Set F = C or R. Fix a pair of G-complexes (X; A), together with a G-retraction r : X ? ! A. For n 1, let 2 S n be a base point, and consider the relative suspension n A (X) = (S n X) r A = (D n X) S n?1 r A: Let A n A (X) be the obvious subspace, and write r : n A (X) ? ! A to denote the retraction induced by r. Let Vect F G (A) denote the monoid of G-F-vector bundles over A, also regarded as a category in the obvious way. For any G-F-vector bundle #A, let Vect F G ? n A (X); #A] denote the set of isomorphism classes of G-F-vector bundles over n A (X) with given isomorphism jA = (a group via the suspension structure on n A (X)). Then
Proof. Fix any vector bundle # n A (X), and set = jA. Let (?) , even in cases where the subspace is a retract. Note also that for such P, K (S 2 BP) is not isomorphic to K (S 2 ) K (BP).
The Atiyah-Segal theorem not only describes K(BG) as the completion of the representation ring, but in fact for any nite G-complex X it says that K(EG G X) = K G (X) b (the completion with respect to the augmentation ideal of R(G)). This, together with our description of K (BG) as the inverse limit of representation rings of p-toral subgroups of G, makes it natural to ask whether for any nite G-complex X, K (EG G X) is isomorphic to the inverse limit over p-toral subgroups P G (for all primes p) of the groups K G (G=P X) = K P (X). In fact, this relation fails even in the simplest case where G 6 = 1 is a p-group (and so the inverse limit collapses).
For any such G, let X = S 2 with the trivial G-action, and set r = rk(R(G)). Then K (BG S 2 ) = Z r+1 (Ẑ p ) r?1 by Lemma 1.4 (where r = rk(R(G))); while by equivariant Bott periodicity At, Theorem 4.3 
Now de ne, for any space X, Vect C n (X) = map(X; BU(n)) (the \space" of complex n-dimensional bundles over X), and and its topological group completion KO(X) are de ned analogously.
Lemma 1.5. For any complex X, K (X) = 0 (K(X)) and K O (X) = 0 (KO(X)):
( map(X; BU(n)) (and similarly for maps to BO(n)). And since the components of map(X; BU) have commutative fundamental group (BU being a monoid), statement (2) follows by the second part of the group completion theorem (and the fact that trivial vector bundles are co nal in Vect(X)).
K (BG) for a compact Lie group G
We have already seen (Theorem 1.1) that K (BP) = R(P) for any p-toral group P. We are now ready to generalize this to a computation of K (BG) for an arbitrary compact Lie group G. This will be based on a homotopy decomposition at each prime p of BG as a direct limit of classifying spaces of p-toral subgroups of G; together with the vanishing of the relevant higher inverse limits. The arithmetic pullback square is then used to combine the p-adic calculations to get a global result. At the end of the section, a similar strategy is used to study the group completed mapping spaces K(BG).
Throughout this section, G will be a xed compact Lie group, T = T G G is a maximal torus of G, and W G = N(T)=T is the Weyl group. We also x Sylow p-subgroups N p (T)=T N(T)=T for each prime p jW G j. When G is nite (T = 1), we also write Syl p (G) = N p (T) for the Sylow p-subgroup.
These subgroups N p (T) are maximal p-toral subgroups of G, in the sense that any other p-toral subgroup of G is conjugate to a subgroup of N p (T) (cf. JMO, Lemma A.1]). The main idea in this section is to describe K (BG) and K(BG), by combining Theorem 1.1 (the description of Vect C n (BP) and Vect C (BP) for a p-toral group P), with the decomposition in JMO] of BG as a homotopy direct limit of classifying spaces of p-toral subgroups of G.
For any prime p, we de ne the category R p (G) to be the category whose objects are the orbits G=P such that (1) P G is p-toral, (2) N(P)=P is nite, and (3) there is no normal p-subgroup 1 6 = Q C N(P)=P. A morphisms in R p (G) is any G-map between objects. We have already given, in the introduction, one de nition of certain groups R P (G). The following de nition of these groups (and of the corresponding groups RO P (G) in the orthogonal case) will be easier to use in practice. The next proposition characterizes R P (G) and RO P (G) as inverse limits of representation rings of p-toral subgroups; thus showing that the above de nition of R P (G) is equivalent to the one given in the introduction. 
R F (P) (8p jW G j) and R F P (G) = lim ?
Proof. Since every p-toral subgroup of G is conjugate to a subgroup of N p (T), lim ?G=P2Op(G) R(P) is the group of elements v2 R(N p (T)) with the following property: for any p-toral subgroup P N p (T) and any g2G such that gPg ?1 N p (T), the restrictions of v to P and to gPg ?1 induce the same (virtual) representation of P. In particular, v lies in the inverse limit if its character is constant on G-conjugacy classes in N p (T), i.e., if v2 R(N p (T)) G-inv . Conversely, if v lies in the inverse limit, then consideration of the case where P is nite and cyclic shows that the character of v must be constant on G-conjugacy classes of elements of p-power order. And since such elements are dense in N p (T), we see that v2 R(N p (T)) G-inv .
The argument in the orthogonal case is identical. And the descriptions of R P (G) and RO P (G) as inverse limits now follow directly from their de nitions.
The When G is p-toral for any prime p, R P (G) = R(G), and Theorem 2.5 follows from Theorem 1.1. The general case will be reduced to this using the decomposition of BG shown in Theorem 2.1. The next two lemmas are needed to deal with the higher limits which come up during this reduction process.
In the following lemma, we want to take limits over all ( nite dimensional) Grepresentations of the homotopy groups of certain mapping spaces. The simplest way to make this precise is to restrict attention to any co nal sequence of Grepresentations, and take the limit over the representations in that sequence. This is clearly independent of the choices of basepoints and stabilizing maps (a priori de ned only up to homotopy). It is also independent of the choice of co nal sequence: since given any two co nal sequences fV i g and fW i g, the functor applied to each sequence can be applied to the functor mapped into the fV i W i g. Set Proof. The term nite category was used earlier to mean a category with nitely many isomorphism classes of objects and nite morphism sets. But we can of course assume here in the proof that C actually has only nitely many objects. . Since C is a nite category, all of the products are nite, and hence commute with direct limits over the directed category D. And since direct limits over D commute with taking homology, we now see that they commute with inverse limits over C.
Using Lemma 2.8, one can show that under certain conditions, homotopy direct limits and homotopy inverse limits commute for functors C D ? ! Top. An example of this is shown in the proof of Proposition 2.14 below, but the conditions for a general result seem too complicated to be worth stating here.
We are now ready to prove the main theorem. At the same time, we will prove the following result: In particular, this says that for any G, it su ces to invert representations when constructing the group completions of Vect C (BG) and Vect R (BG). This will be seen in Proposition 2.14 below to also hold on the space level: K(BG) is obtained from Vect lim ? (2), each obstruction in turn vanishes after adding a su ciently large Grepresentation to V 0 (and V 00 ). In addition, by Theorem 2.1(b), all of the higher limits vanish in degrees above some xed d(G; p) (which is independent of V 0 ); and so there are only nitely many obstructions to constructing f p .
After carrying out this procedure for each prime p jW G j, we can arrange, by stabilizing further, that the same G-representation is subtracted for each p. In other words, we end up with This proves that G is surjective. In terms of vector bundles, it says that v = G ( ] ? V G ]) (where ( #BG) is the pullback of the universal vector bundle over BU(m)). So Proposition 2.9(a) will follow once we have shown G to be injective.
To show that G is injective, and simultaneously prove Proposition 2.9(b), we will
show that for any n and any two maps f; g : BG ? When proving that G sends K O (BG) isomorphically to RO P (G), the only di erence is that one has to restrict attention to odd dimensional representations: since BO(n) ' BSO(n) BZ=2 for odd n (while BO(n) is not nilpotent for n even).
We now list some corollaries to Theorem 2.5. The rst one follows immediately from it together with the Atiyah-Segal completion theorem AS]. We want to compare
Corollary 2.10. Set F = C or R. For any compact Lie group G, consider the
where G sends a representation V to its associated vector bundle (V G #BG) (V G = EG G V ), G is the natural homomorphism, and G is the completion homomorphism. In both the unitary and orthogonal cases, G is always injective, and Ker( G ) R F (G) is the subgroup of elements whose characters vanish on all elements in components of prime power order in 0 (G). Also, G is surjective if G is nite or if 0 (G) has prime power order.
Proof. The diagrams commute by construction, G is an isomorphism by Theorem 2.5, and KF(BG) = R F (G) b by AS, Theorems 2.1 & 7.1]. The injectivity of G follows from the fact Seg, Proposition 3.10] that R(P) injects into R(P) b (and hence that RO(P) injects into RO(P) b ), for any P such that 0 (P) has prime power order (in particular, for any p-toral group P).
Since G is an isomorphism, Ker( G ) = Ker rs G : R F (G) ? ! R F P (G) , and this by de nition is the set of elements whose characters vanish on all elements which lie in any p-toral subgroup of G for any prime p. And by Proposition 4.6(a) below, for any prime p, any element in a connected component of p-power order in 0 (G) is contained in some p-toral subgroup of G. Alternatively, Ker( G ) = Ker( G ), and this was calculated (in the unitary case, at least) by Segal Seg, Proposition 3.10]. Adams, in Ad2] , showed that G (R(G)) = G (K (BG)) whenever G is nite or 0 (G) has prime power order; and the surjectivity of G in these cases then follows from the injectivity of G . Another proof of the surjectivity of G (or equivalently, of rs G ) in these and other cases is given in Corollary 4.8 below. In Proposition 4.9, G is shown to be surjective in the orthogonal case whenever G is nite or 0 (G) has prime power order.
In general, if dim(G) > 0 and 0 (G) does not have prime power order, then the maps G need not be surjective. The precise cokernel of G (in the unitary case) will be computed in Theorem 4.8.
The following is just a reinterpretation of the above results in geometric terms. 
In contrast,
this follows from Ja, proof of Theorem 2.2] (although not stated explicitly there).
We adopt the notation of Adams in Ad2], and let FF(X) K(X) (for any space X) denote the subgroup of \formally nite" elements; i.e., the subgroup generated by those elements x 2 K(X) such that n (x) = 0 for n su ciently large. Similarly, FFO(X) KO(X) will denote the subgroup of formally nite elements in the real K-theory of X.
Corollary 2.12. For any G,
Proof. For each prime p, let G p G be a subgroup of nite index such that 0 (G p ) is a Sylow p-subgroup of 0 (G). By Ad2, Theorem 1.11], FF(BG) is the set of those elements of K(BG) whose restriction to K(BG p ) (for any prime p) lies in the image of R(G p ). By Theorem 2.5 (and the de nition of R P (G)), G (K (BG)) is the set of elements of K(BG) whose restriction to K(BN p (T)) (for any prime p) lies in the image of R (N p (T) ). Thus, G (K (BG)) FF(BG); and the opposite inclusion follows immediately from the de nitions.
To prove the corresponding result in the orthogonal case, the rst step is to show that KO(BG) KO(BG) . So given any element x 2 FFO(BG), we must show that xjBP 2 Im(RO(P)) for any p-toral subgroup P G; and we know that xjBP 2 Im(R(P)) \ KO(BP). Also, any representation of a p-toral subgroup P whose restriction to all nite p-subgroups of P comes from real representations is itself a real representation. Thus, it remains only to show, for any nite p-group P, that the square
is a pullback square. And this follows since the only torsion in R(P)= RO(P) is ptorsion (and only when p = 2); and since the I-adic completions are the same in this case as the p-adic completions of the augmentation ideals (cf. AT, Proposition III.1.1]).
We now turn to the problem of describing the individual components of the group-like topological monoids K(BG) and KO(BG). This will be done by comparing them with the direct limits of the mapping spaces map(BG; BU(d V )) B V or map(BG; BO(d V )) B V , where V runs over all nite dimensional unitary or orthogonal G-representations. We will also have to consider the spaces of maps to localizations and completions of the BU(n) and BO(n), and so the following notation will be useful.
De nition 2.13. Set F = C or R. Fix a G-space X. For any n 0 and any V 2 Rep F n (G), set The relationship between these spaces, and K(BG) and KO(BG), is described in the next proposition.
Proposition 2.14. Set w = jW G j, and let F = C or R. 
of mapping spaces. Also, the top row in (5) induces an injection on 0 (?) (cf. JMO, Theorem 3.1]). Hence for any n-dimensional orthogonal G-representation V , (5) restricts to a homotopy pullback square involving the components of B V . Upon taking the homotopy direct limit over all (odd dimensional) representations, and using the exactness of direct limits and the 5-lemma, we see that the square in (1) 
is an equivalence of homology with any twisted coe cients. In particular, it induces a surjection on 1 (?), whose kernel is the commutator subgroup of 1 (Vect R (BG) 1 ) and is perfect. But the pullback square (1), together with (3) and (4) Proposition 2.14 will rst be applied to study the components of K(BG) and KO(BG) when G is nite, and afterwards to study K(BG) (the unitary case only) for arbitrary G. We now turn to the case dim(G) > 0, and consider only maps to BU(n). As will be seen, the components of K(BG) are in this case very di erent from the components of map(BG; BU). 
of Proposition 2.14.
Step 1 We rst consider the homotopy groups of Vect(BT ; Q) V , and in particular their limit over V 2 Rep(T). 
In other words,
Step 3 induced by multiplication by a generator of K ?2 (pt) = e K(S 2 ), is an isomorphism for all i > 0. In contrast, the proof of Proposition 2.16 shows that the corresponding map
is not an isomorphism when i > 0 is odd. To see this, note that this \periodicity" map commutes with the maps i (T) : 2i (Vect C BT; Q ) ? ! (T) and i+1 (T) in Step 1 of the proof of Proposition 2.16. But the image of i : Q R(T) ? ! (T) depends on i, and so the formula (4) in the proof shows that the periodicity map is not an isomorphism.
It is not hard to construct examples to show that the monoid Vect C (BG) is very far from having any general cancellation property. To nish this section, we note that in contrast, trivial summands of complex vector bundles over BG can always be cancelled. Let denote the trivial 1-dimensional representation of G. Recall that for any G-representation V , V G denotes the associated bundle over BG. Assume that f; g : BG ? ! BU(n) are such that f B ' g B , and x a homotopy F : BG I ? ! BU(n+1). We will construct a homotopy F : BG I ? ! BU(n) such that F B ' F: homotopic relative to the edges. By Theorem 1.1, for each prime p, fjBP ' gjBP for each p-toral subgroup P G. Hence 
Acyclicity of Mackey functors
The proof of the main theorem relies on the vanishing of certain higher inverse limits (shown in Theorem 3.5). In JM1] and JMO, Theorem 1.7], it was noted that higher limits of functors de ned on orbit categories can be interpreted as equivariant cohomology groups of certain spaces with group action. For this reason, we begin by considering results related to Smith theory and equivariant cohomology.
One source of di culties when working with actions of positive dimensional groups is that (in contrast to the case of nite p-groups) not all subgroups of a p-toral group are p-toral. Smith theory (among other things) implies that if a compact Lie group G acts on a nite dimensional F p -acyclic space X with nitely many orbit types, then for any p-toral subgroup P G, the xed point set X P is also F p -acyclic.
The main technical result needed in this section (Proposition 3.3) is that under the additional assumption that all isotropy subgroups of the G-action are p-toral, then X Q is F p -acyclic for any subgroup Q G which is contained in a p-toral subgroup of G. Simple examples of circle actions make it clear that this extra assumption about the isotropy subgroups is necessary.
For convenience, we de ne here a sub-p-toral subgroup of a group G to be a subgroup which is contained in a p-toral subgroup. If Q P G, and P is p-toral, then Q \ P 0 is a normal abelian subgroup of p-power index in Q. By the \singular subgroup" Q s of a sub-p-toral subgroup Q will be meant the (unique) minimal such subgroup. Thus, Q s C Q is characterized by the properties that Q : Q s ] is a power of p, and that Q s is the product of a torus with a nite abelian group of order prime to p. Note that Q s is a characteristic subgroup of Q (invariant under any automorphism).
Lemma 3.1. Fix a compact Lie group G and a prime p.
(a) Assume that G acts smoothly on a compact manifold M. Then for any sub-ptoral subgroup Q G, (M Q ) (M) (mod p).
(b) Let Q $ P G be such that Q is sub-p-toral and P is p-toral. Then In particular, (H=Q 0 ) 6 = 0, and hence dim(H=Q 0 ) = 0. By (1), this implies that Q s = S is a torus, and hence that Q is p-toral.
We are now ready to look at xed point sets of sub-p-toral subgroups. Step 1 We rst show that T contains a maximal element. Set k = max dim(Q) j Q2T : If T does not contain a maximal element, then there exists an in nite chain Q 1 $ Q 2 $ Q 3 $ : : : of k-dimensional sub-p-toral subgroups for which X Q i is not F p -acyclic. Let Q be the closure of the union of the Q i . Then dim(Q) > k, and we will get a contradiction upon showing that Q2T . Since X has only nitely many orbit types, X Q = X Q i for i su ciently large tD, Proposition IV.3.4], and hence X Q is not F p -acyclic. So it remains only to show that Q is sub-p-toral.
Choose p-toral subgroups P i Q i . Since the space S(G) of closed subgroups of G is compact, as noted above, we can assume (after restricting to a subsequence if necessary) that the P i converge to a closed subgroup P Q. Then 0 (P) is a p-group, since 0 (P i ) surjects onto it for i su ciently large. Also, by a theorem of Jordan (cf. tD, Proposition IV.6.4]), there exists some integer j such that each nite (hence each p-toral) subgroup of P contains a normal abelian subgroup of index < j. In particular, P contains a normal abelian subgroup of nite index, and hence has torus identity component. Thus, P is p-toral, and so Q is sub-p-toral.
Step 2 Now let Q 2 T be a maximal element. In other words, Q is sub-p-toral in G and X Q is not F p -acyclic, but X Q 0 is F p -acyclic for any sub-p-toral subgroup Q 0 % Q. Also, Q is not p-toral, since otherwise X Q would be F p -acyclic by Smith theory (cf. In order to translate this to a result about higher limits over orbit categories, we We claim that for any p-toral subgroup P G, 'jP is invertible in the localized P-equivariant stable homotopy ring for some prime ideal p Z and some Q P. Also, by Lemma 3.1(a), q(Q; pZ) = q(1; pZ) for all Q G. So A(P) (p) is a local ring with maximal ideal q(1; pZ), and (since p-(G=N)) G=N] is invertible in A(P) (p) .
Hence, for each p-toral subgroup P G, '^Id : S V^( G=P + ) ????! S V^( G=P + ) = (S V P G)= ( P G) is an isomorphism in Mor O st (G) (G=P; G=P) (p) . In particular, this applies to each orbit in ER p (G), and so the composite in (1) The homomorphisms rs G are shown to split as a direct sums of homomorphisms between nitely generated groups, one for each G=G 0 -orbit of irreducible G 0 -representations, and the cokernel of each summand is computed (Theorem 4.7). In particular, this yields necessary and su cient conditions for rs U G to be onto (Theorem 4.7 and Corollary 4.8). The orthogonal case seems to be much more complicated; but we do at least show that rs O G is onto whenever G is nite or 0 (G) has prime power order (Proposition 4.9), and then give some examples which show that rs O G can fail to be onto even when rs U G is onto. We rst show that standard induction techniques can be used to study R P (G) and rs U G . When doing this, it is useful to de ne the \character" of an element of R P (G). For any compact Lie group G, let G P denote the union of the connected components in G of prime power order in 0 (G). Then every element of G P is conjugate to an element of N p (T) for some prime p (see Proposition 4.6(a) below). Hence, for any v = ? v p 2 R P (G), the characters v p extend in a unique way to de ne a \character" v : G P ? ! C which is constant on G-conjugacy classes. We can thus identify R P (G) with the group of class functions 2 Cl(G P ) whose restriction to any p-toral subgroup, for any prime p, is a character.
As usual, a nite group ? is p-elementary if it is a product of a p-group and a cyclic group, and is elementary if it is p-elementary for some prime p.
Proposition 4.1. Let G be any compact Lie group, with identity component G 0 .
(a) For any subgroup H G of nite index, there is an induction homomorphism Ind G H : R P (H) ????! R P (G); with the property that for any v 2 R P (H) and any g 2 G P , for each i; and so for any g 2 K,
(a) For any given v 2 R P (H), let = v 2 Cl(H P ) be its character. If P G is any induction and restriction, and hence is a Green ring over F(G) in the sense of Dress Dr] . Also, the double coset formula (2) for characters says that H 7 ! R P (H) and H 7 ! Coker(rs U H ) are both Mackey functors over F(G) (again in the sense of Dress); and both are modules over R(?=G 0 ) satisfying Frobenius reciprocity. Since R(G=G 0 ) is generated by induction from the R(E=G 0 ) for E 2 E(G) Ser, x10.5, Theorem 19] , the \fundamental theorem" of Mackey functors and Green rings says that F(G) = lim ?E2E(G) (F(E)) for any such module over R(?=G 0 ). This is shown in Dr, Propositions 1.1' and 1.2], and a more direct proof is given in O2, Theorem 11.1].
For any torus T, T = Hom(T; S 1 ) will denote the group of irreducible characters of T. This will also be regarded as a lattice in L(T) = Hom(L(T); R), where L(T)
denotes the Lie algebra of T. The following de nitions establish some of the notation which will be used when dealing with irreducible characters and representations of groups with torus identity component. The next lemma gives a partial description of this function independantly of representations; and also lists some of its more technical properties which will be needed in later proofs. (mod e) (e) (G; n ) = (G; ) for all 2T , and all n 2 Z with (n; e) = 1. Proof. Note rst that for any H G of nite index, and any 2 T , (H; ) (G; ) G : H] (H; ):
(1) The rst relation holds since each G-representation with support in can be regarded as an H-representation; and the second since Ind G H (V ) has support in for any Hrepresentation V with support in . (e) For any n 2 Z and any G-representation V with support , n (V ) is a virtual representation with support n : since n V (gt) = V (g n t n ) = n V (g) (t) n for any g2G and t2T. Cf. Ad1, Lemma 3.61] for details. Also, V and n (V ) have the same (virtual) dimension, and hence (G; n ) (G; ). So by (d), (G; n ) = (G; ) if n is invertible mod e.
Whenever G 0 = T is a torus, R(G) splits as the direct sum, taken over all G=T-orbits ( ) T , of the subgroups R(G; ( )) of nite rank. In a similar fashion, rs U G splits as the direct sum over all ( ) T of homomorphisms rs G;( ) : R(G; ( )) ????! R P (G; ( )):
We are now ready to describe the cokernel of each of these summands for such G. The key case to consider is that when T = G 0 is central and is faithful. that no two elements in ?1 g are conjugate; and let S P S be the set of conjugacy classes of elements of prime power order. For each g 2 S P , let (g) be the largest divisor of (C G (g); ) which is prime to the order of g. Then R(G; ) = Z jSj ; R P (G; ) = Z jS P j ; and Coker(rs G; ) = M 16 =g2S P Z= (g):
Proof. Note rst that a character of G has support in if and only if it satis es the relation (gt) = (g) (t) for all g 2 G and t 2 T. In particular, since is injective, (g) = 0 for any g which is conjugate to gt for some 1 6 = t 2 T. Thus, Cl(G; ) is a complex vector space of dimension jSj; and by the Peter-Weyl theorem (and the independence of irreducible characters) R(G; ) is a free abelian group of rank jSj. Also, R P (G; ) is torsion free (it is detected by characters de ned on G P ), and Ker(rs G; ) is the set of elements of R(G; ) whose characters vanish on G P . So the image of rs G; is free of rank jS P j; and once we have shown that rs G; has nite cokernel it will follow that R P (G; ) is a free abelian group of the same rank.
The computation of the cokernel of rs G; will be carried out in two steps.
Step 1 Assume rst that ? is p-elementary for some prime p. Then we can write G = C n P, where C n is cyclic of order n prime to p, and where P is p-toral. In particular, R(G) = R(C n ) R(P) and R(G; ) = R(C n ) R(P; ). Let IR ( Here, IR P (C n ) is the product of the IR(Syl q (C n )) for qjn, and any v 2 IR(Syl q (C n ))
lifts to an element of IR(C n ) whose character vanishes on other Sylow subgroups.
Hence IR(C n ) surjects onto IR P (C n ), and so Coker(rs G; ) = Coker(rs C n augm.) = IR P (C n ) Coker R(P; ) augm.
????! Z :
The cokernel of this augmentation map is by de nition Z= (P; ), and so Coker(rs G; ) = IR P (C n )
? Z= (P; ) :
(1)
Step 2 Now assume that G is arbitrary. Let E(G) be the set of subgroups of G of nite index such that E=T is elementary, and (for each prime p j?j) let E p (G) be the set of those E 2 E(G) such that E=T is p-elementary. By Proposition 4.1, Coker(rs G; ) is the inverse limit of the groups Coker(rs E; ), taken over all E 2 E(G 
is multiplication by K:K 0 ], and hence an isomorphism. Thus, if K is cyclic of order prime to p, we can split
(i.e., taking the second sum over subgroups of prime power order). Here, f IR(K 0 ) IR(K 0 ) is the kernel of the map given by restriction to the subgroup of prime index, and is free with rank equal to the number of generators of K 0 .
For each n j?j prime to p, let Cyc n be the set of all cyclic subgroups K ? of order n if n is a prime power, and set Cyc n = ; otherwise. By Lemma 4.4(c), for any maximal p-toral subgroup P H, (P; ) is the largest power of p dividing (H; ). So with the help of (1) IR(K) with trivial xed point set; and in particular such terms contribute nothing to the limit in (3).
Formula (3) thus reduces to a sum, over conjugacy class representatives for all K 2 Cyc 0 n , of the groups
The rst factor here is free of rank equal to the number of ?-conjugacy classes of generators of K. The formula for Coker(rs G; ) now follows upon taking the product over all primes p j?j.
As an example, consider the group G = C n (S 1 C 2 Q(8)), where n is odd, Q(8) is a quaternion group of order 8, and the second product is taken while identifying the central elements of order 2 in S 1 and Q(8). By Lemma 4.5, if 2 T is a generator, then rs G;k is onto for k even, while Coker(rs G;k ) = Z=2 IR P (C n ) 6 = 0 if k is odd.
We now turn to the case of groups whose identity component is not a torus. Recall that a weight of a compact Lie group G is an irreducible representation (or irreducible character) of its maximal torus T. The set of weights of G can thus be identi ed with T = Hom(T; S 1 ) L(T) . If V is any representation of G, then by the \weights of V " is meant the set of characters of irreducible components of V jT.
Consider the partial ordering of the weights of G, where 1 2 if 1 is contained in the convex hull of the W G -orbit of 2 (cf. Ad1, De nition 6.23] The following statement will be needed in the proof of point (b): 8 2 T 9w 2 W G such that w( ) 2 C T and wN w ?1 N:
Here, N N denotes the subgroup of elements xing . To show (1), x 2 T , and choose any 2 interior(C ) N (N=T acts linearly on L(T) and leaves the dual Weyl chamber C invariant). Then + R is not contained in the wall of any dual Weyl chamber (since is not); and so there is a dual Weyl chamber C 1 such that + 2 interior(C 1 ) for small > 0. Let w 2 W G be any element such that w(C 1 ) = C (W G 0 permutes the Weyl chambers transitively). Then w 2 C , since 2 C 1 . And for any a 2 N , a( ) = and a( ) = by assumption, so a leaves C 1 invariant, and hence waw ?1 leaves C = w(C 1 ) invariant. This shows that wN w ?1 N, and nishes the proof of (1). In other words, R P (G) is the inverse limit of the representation rings R(H), taken over all H G of nite index such that H=G 0 has prime power order. Since each R(G p ) G-inv splits as a sum of nitely generated groups R(G p ; (V 0 )) G-inv , indexed by the G=G 0 -orbits (V 0 ) 2 Irr(G 0 ), we now see that R P (G) also splits as such a sum.
And hence rs U G also splits as a direct sum of homomorphisms rs G;( by Lemma 4.5; and this nishes the proof of formula (1). The necessary and su cient conditions for rs U G to be surjective now follow from Lemma 4.4(a).
Since the general condition for rs U G to be surjective is rather complicated, we now list some special cases which are simpler to formulate. We remark here that G being a semidirect product G 0 o? does not in itself imply that rs U G is onto. As an example, set G = C 3 ? SU(2) C 2 Q(8) ; where C 3 is cyclic of order 3, Q(8) is a quaternion group of order 8, and the product is taken by identifying the central subgroups of order 2 in SU(2) and Q(8). Then Theorem 4.7(a) applies to show that Coker(rs U G ) has exponent 2. But SU(2) C 2 Q(8) is also a semidirect product of SU(2) with C 2 C 2 : the splitting comes from the diagonal subgroup (C 2 ) 3 Q(8) C 2 Q(8) SU(2) C 2 Q(8):
So far, we have dealt only with the case of unitary representations. The corresponding problem for orthogonal representations seems to be much more complicated, and we deal here only with some simple cases.
As usual, we say that a G-representation V (over C ) has real type if it has the form V = C R V 0 for some RG-representation V 0 ; and that V has quaternion type if it is the restriction of an H G-representation. If V is irreducible and its character is real-valued, then V has real or quaternion type, but not both Ad1, Proposition 3.56] . By a real character will be meant the character of a virtual representation of real type (i.e., the di erence of two representations of real type).
For any G, any maximal torus T G, and any Weyl chamber C L(T), we let N(T; C) denote the subgroup of those elements in N(T) whose conjugation action sends C to C. The N(T; C) play a role in detecting real characters similar to the role of N(T; C) in detecting (complex) characters. (b) The proof of this point will be split into three cases. In all of them, rs U G is onto by Corollary 4.8(a,b). Hence, if we regard RO P (G) as a subgroup of R P (G), then any element of RO P (G) is represented by an element x 2 R(G) whose character is real valued, and whose restriction to any p-toral subgroup of G (for any prime p) has real type. We must show that x itself can be chosen to have real type.
following example provides a simple way of constructing groups G for which rs O G is not onto but rs U G is onto. Proof. Let W be any e ective irreducible representation of Q(4n), and set V = V 0 C W. Then V is an irreducible G-representation of quaternion type, but its restriction to any p-toral subgroup of G (for any prime p) has real type. In particular, V ] represents an element of RO P (G); but since rs O G and rs U G are injective (all elements of 0 (G) = D(2n) have prime power order), it does not lie in the image of rs O G .
For example, we can take G 0 = SO(2m) for any m 2, and let V 0 be the standard representation on C 2m . Then for any odd prime power n 3, G = G 0 C 2 Q(4n) has the property that rs U G sends R(G) isomorphically onto R P (G) (Corollary 4.8(b)), but rs O G : RO(G) ? ! RO P (G) fails to be onto.
