Cell-cell communication is often achieved by diffusible signaling molecules that bind membranebound receptors. A common class of such receptors are G-protein coupled receptors, where extracellular binding induces changes in the membrane affinity near the receptor for certain diffusible cytosolic proteins, effectively altering their chemical potential. We analyze the minimum-dissipation schedules for dynamically changing chemical potential to induce steady-state changes in protein copy-number distributions, and illustrate with analytic solutions for linear chemical reaction networks. Protocols that change chemical potential on biologically relevant timescales are experimentally accessible using optogenetic manipulations, and our framework provides non-trivial predictions about functional dynamical cell-cell interactions.
I. INTRODUCTION
Biochemical reaction networks play a central role in cellular response to external stimuli (such as cell-cell signaling), converting inter-cellular signals into a driven chemical response [1] . A prominent communication channel for chemical signals across the cell membrane are Gprotein coupled receptors (GPCRs). Diffusible agonist ligands bind to the extracellular face of a GPCR and allosterically induce a conformational change on its intracellular face. This conformational change alters the binding affinity between diffusible G-proteins and the receptor, eliciting a series of reactions ultimately leading to the cellular response [2] . In mammals, GPCRs mediate many physiological responses-to changes in concentrations of peptides, hormones, lipids, neurotransmitters, ions, odorants, tastants, and light. Since ∼1000 human genes code for GPCRs [3, 4] , we predict that an energetically efficient signaling process through a GPCR would provide a selective advantage, such that evolved signaling pathways could be expected to exhibit impressive efficiency.
The GPCR signaling process can be modeled as changes in the chemical potential of the G-protein at the cell membrane. For given desired equilibrium endpoints of chemical potential, any protocol (schedule of changing chemical potential) that proceeds quasi-statically (at negligible speed) requires the same input energy in the form of chemical potential work, an amount equal to the free energy change between the equilibrium ensembles at the two endpoint chemical potentials. For protocols that proceed at a finite velocity, different protocols differ in their energetic costs, and hence in the required number of signaling molecules the signaling cell must secrete.
Here we develop theory describing how a cell can achieve a given dynamic signaling outcome at minimal * dsivak@sfu.ca energetic cost. This maps neatly onto a problem in nonequilibrium statistical mechanics, that of finding a protocol that minimizes the excess work associated with finite-time changes in a control parameter [5] . Starting from a theoretical framework developed in [6] to approximate the thermodynamic cost (excess work) of rapid changes in an arbitrary control parameter, we extend the formalism to address changes in chemical potential, and derive protocols that minimize the required work.
We find that near equilibrium, the excess work is determined by the auto-covariance of the protein copy number. For the special case of linear-order chemical reactions, we derive analytic forms of the generalized friction tensor, and the required work for both designed and naive (constant-velocity) protocols. We illustrate these results in simple chemical reaction schemes: an open system exchanging molecules with a molecular reservoir, and a closed system with fixed total copy number.
II. THEORETICAL REVIEW
We first present a review of minimum-dissipation nonequilibrium control in the linear-response framework. Applying linear-response theory [6] gives a nearequilibrium expression for the average excess power (excess above the average power if the system were equilibrated throughout the driving protocol) exerted by an external agent changing control parameters λ that are coupled to the system in the canonical ensemble,
in terms of the generalized friction tensor
Here d t λ j denotes the time derivative, β ≡ k B T −1 is inverse temperature, f j ≡ −∂ λj U is the force conjugate arXiv:1810.02046v1 [q-bio.SC] 4 Oct 2018 to the jth control parameter, and δf j (t)δf (0) λ is the force covariance defined in terms of equilibrium fluctuations δf j (t) ≡ f j (t) − f j λ . · · · λ indicate an equilibrium average for fixed λ. Throughout, we adopt the Einstein summation convention of implied summation over repeated indices.
The generalized friction tensor ζ j is the Hadamard product β δf j δf λ • τ j of the conjugate force covariance (the force fluctuations) and the integral relaxation time
the characteristic time it takes for these fluctuations to die out. The generalized friction tensor reflects the increased energy cost associated with rapid driving through control parameter space. Integrating the excess power (1) over the control parameter protocol gives the mean excess work,
above and beyond the quasi-static work.
Under the linear-response approximation, the excess work is minimized for a 'designed' protocol with constant excess power [6] . For a single control parameter, this amounts to proceeding with a velocity d t λ des ∝ ζ(λ) −1/2 , which when normalized to complete the protocol in a fixed allotted time ∆t, gives
for initial and final chemical potentials λ i and λ f , respectively. Thus for a fixed protocol time, work is minimized by driving the system (changing the control parameter) slowly in regions of high friction, and quickly in areas of low friction. The ratio of excess works during the naive and designed protocols is [7] W naive ex
III. DRIVING CHEMICAL POTENTIAL
A system of n different chemical species at thermal and chemical equilibrium with a single heat reservoir and multiple particle reservoirs at temperature T and chemical potentials µ j , respectively, is described by the grand canonical ensemble (GCE) with free energy (grand potential )
for system energy U , entropy S, and copy number N j of the jth chemical species. In this study, the control parameters λ i are chemical potentials µ i , and hence the conjugate forces are the copy numbers,
This produces a friction tensor and excess work
The total work during a chemical-potential protocol is the equilibrium free energy change, plus an additional contribution from the excess work. This extra cost is proportional to the relaxation time τ and equilibrium copy-number covariance δN j δN µ , so reaction systems subject to large and long-persisting fluctuations in protein copy number require greater energy input to rapidly change their chemical potential.
IV. LINEAR MARKOV CHEMICAL REACTION NETWORKS
The dependence of the friction tensor ζ on control parameter µ, and thus the solution for the designed protocol, is a function of the topology and kinetics of the chemical reaction network. For linear-order chemical reactions, the autocovariance-and therefore the friction tensor-can be solved exactly [8, 9] , and for higher-order reactions it can be approximated using moment-closure techniques [10] . Here we model the stochastic behavior of chemical reaction systems assuming Markovian dynamics, where the future dynamics depends exclusively on the present state.
A linear-order chemical reaction system with multiple chemical species (and fixed chemical potential) satisfies [8] 
where
con is the matrix of conversion reaction rates, k s are the production rates from a constant source, and an overbar indicates a (in general out-ofequilibrium) ensemble average. For notational simplicity, in this section we suppress explicit dependence on µ.
Equation (9) has the general solution
, where D is the diagonal eigenvalue matrix, and V is the eigenvector matrix, whose rows are the corresponding eigenvectors of K. If K is not diagonalizable, then other standard methods of computing the matrix exponential can be employed [11, 12] .
For a linear Markov reaction network, the autocovariance obeys a similar time evolution equation as the mean [13] :
Assuming the system is initially at equilibrium, this has the solution
This produces a friction tensor
Strictly speaking, for the case of a zero eigenvalue, D jj = 0 for some j, so D −1 does not exist; however, simply computing V jm e −Dt mn
np before integrating avoids this problem.
A conversion network allows only conversion, degradation, and source reactions [9] . It is open when it has at least one degradation or source reaction. The equilibrium distribution (reached in the t → ∞ limit of (10)) of any species in an open linear conversion network is a Poisson distribution, with mean and covariance [9] 
where δ j is the Kronecker delta, equal to 1 if j = , and 0 otherwise. The friction tensor for an open system can therefore be fully determined from the equilibrium mean and reaction rates as
The relaxation time is
n δ jl , which is proportional to the mean copy number (16) . Hence an increase in mean copy number has the compound effect of increasing both the size and lifetime of fluctuations. Therefore, the designed chemical-potential protocol drives slowly in areas of large mean copy number and quickly in areas of low mean copy number.
For a linear closed conversion network (no sources or degradation), the equilibrium distribution is not Poisson [9] , but the mean, variance, and covariance can still be solved analytically using standard linear algebra techniques [8, 9] . The equilibrium covariance is
where N tot = j N j is the total number of chemical molecules. For chemical reaction systems with a strongly connected reaction graph (i.e., any species can be reached from any other via a set of allowed reactions), K has exactly one zero eigenvalue, and the equilibrium probability distribution across all species is multinomial [9] ,
j is the jth component of the eigenvector with zero eigenvalue. The multinomial mean copy number of species j is simply N j = N tot π j , producing covariance
Substituting the covariance (18) into the friction (14) gives
Unlike for the open system, the closed covariance (18) does not monotonically increase with mean copy number, but rather is largest when the two species have equal mean copy numbers and is smallest when one species dominates. If j = , then the covariance reduces to the variance, which is maximized at N j c = N tot /2 and minimized at In order to interpret the form of the closed-system relaxation time τ
which is always negative and reaches its maximum magnitude when
n , we recognize that the eigenvalues of K in a closed system have non-negative real components [9] . Furthermore, if the system satisfies detailed balance, then the eigenvalues of K are real [14, 15] . Thus τ j is non-negative. As we have seen, all off-diagonal components of the covariance are negative and all diagonal components are positive, therefore the same is true of the friction tensor, the product of covariance and relaxation time. Although the friction tensor can have negative specific entries, it is positive semidefinite since it is an auto-covariance matrix [6] .
The friction tensors (14) , (17) , and (20) imply analytic solutions for the designed protocol of any linear Markov chemical reaction. In the following sections we examine specific reaction networks to gain further insight into designed protocols.
V. CLOSED SYSTEM
As a simple tractable model, we examine a two-state chemical reaction with respective binding and unbinding rates k 1 and k −1 (Fig. 1) , nominally meant to represent G-proteins binding to the GPCR at the cell membrane. The chemical potential is the externally controlled signal, for example as modulated by the number of expressed agonist molecules, or experimentally controlled light power for a light-gated GPCR.
It is natural to model the membrane binding rate k 1 = k as depending on the dynamic encounter rate and not on the strength of the chemical potential, and the membrane unbinding rate k −1 as depending on how tightly the protein is bound, and hence on the chemical potential difference µ between unbound and bound states, as
µ = 0 produces equal binding and unbinding rates,
(This specific dependence of rates on chemical potential is consistent with [16, 17] for a splitting factor [18, 19] of 0, although our framework could be applied to any splitting factor.) For simplicity, here and in subsequent sections, energies are written in units of k B T (equivalent to setting β = 1). We additionally assume a fixed total number of molecules N tot = N UB +N B , with variable numbers of unbound (N UB ) and bound (N B ) molecules. The reactionrate matrix is
In §IV, we derived simple expressions for the autocovariance (12), equilibrium covariance (19) , and friction (20) . With one chemical potential, there is only the j = = 1 component, giving equilibrium variance
relaxation time
and friction
The variance is maximized at µ = 0. For e µ 1, the variance decays exponentially with µ as (δN B ) Figure 2 plots the dependence of friction coefficient on µ, for several binding rates k.
Physically, as µ increases, molecules are held more tightly to the membrane (unbinding rate decreases), and thus copy-number fluctuations relax more slowly. The relaxation time is sigmoidal in µ, with τ (µ → −∞) → 0 and τ (µ → ∞) → 1/k. The first limit corresponds to molecules bound very loosely to the membrane, such that the unbinding rate is much larger than the binding rate, with fluctuations decaying rapidly. The latter limit corresponds to tightly bound molecules such that the binding rate is much larger than unbinding, causing fluctuations to decay slowly and most molecules to be bound: the relaxation time is maximized when all molecules are bound. Ultimately, this asymmetry in relaxation time is caused by the asymmetric dependence of the forward and reverse reaction rates on chemical potential: k 1 is independent of µ and k −1 ∝ e −µ . The friction is minimized (and vanishes) when either all molecules are bound or all are unbound. The friction peaks at µ = ln 2, when 2/3 of all molecules are bound, N B c = 2 3 N tot ). Physically, the resistance increases when driving away from either all-bound or allunbound: as the mean copy number of the less common species increases, the resistance to changes in chemical potential increases. This can be rationalized because the variance is maximized at µ = 0, when each state (bound and unbound) contains on average half the total number of molecules, whereas the relaxation time is maximized when all the molecules are bound, thus shifting the maximal friction to occur past an even split in each state. At chemical potentials well below this maximum (for e µ 1), the friction increases as e 2µ , whereas for large chemical potentials (e The designed protocol drives slowly in control parameter regimes of high friction which, due to the exponential dependence of friction on chemical potential (25) , produces large variations in chemical potential velocity and potentially large energetic saving. This behaviour is illustrated in Fig. 2 .
With a single control parameter, the designed protocol is easily solved using (5):
The velocity of the designed protocol reaches a minimum when the friction is at a maximum, µ = ln 2. Appendix A
FIG. 2.
Generalized friction coefficient ζ (in units of seconds, since kBT is set to unity) as a function of chemical potential µ, for various binding rates k (different colors). The horizontal axis is shifted by ln 2 so that the friction of the closed system is maximized at 0. For simplicity, the total protein copy number Ntot is normalized to 1.
derives the equivalent designed mean-copy-number protocol, which increases as d t N B c des ∝ N UB c . Appendix B compares the initial and final designed protocol velocities, and demonstrates that for small changes in chemical potential, the designed protocol reduces to the naive.
The designed protocol produces an excess work
For significant changes in chemical potential, either increases (e 1 + 2e
For significant changes in chemical potential, the naive excess work (28) scales linearly with ∆µ ≡ µ f −µ i . This is in contrast to the excess work from the designed protocol (27) , which becomes independent of µ f in this limit. We quantify the thermodynamic benefit of designed driving by the ratio of the excess works incurred during the naive and designed protocols (6):
The ratio does not depend on the raw binding/unbinding rate k. For significant chemical potential changes, the excess-work ratio scales linearly with ∆µ. Appendix C shows that for small changes ∆µ in chemical potential, both the naive excess work and the excess-work ratio increase quadratically in ∆µ. The only parameters in (29) are the initial and final chemical potentials µ i and µ f . that the excess work ratio is non-monotonic in µ f , empirically peaking near the local maximum in the friction; however, after decreasing for a short distance, the ratio begins to increase linearly. This transition can occur for either positive or negative chemical potential distances, depending on which side of the maximum friction the protocol starts. Such a feature is not found for a protocol initially at the peak friction. The asymmetry in excess work ratio on different sides of the maximal friction is caused by the friction scaling as e 2µ for chemical potentials below the peak and as e −µ for chemical potentials above the peak (Fig. 2) , itself a result of the asymmetric chemical potential dependence of the forward and reverse reaction rates. Outside of this region, more significant chemical potential changes still produce greater benefits from the designed protocol (quadratic for small ∆µ and linear for large ∆µ).
VI. OPEN SYSTEM
When the unbinding rate is much larger than the binding rate (for e 
relaxation time (24)
and friction (25)
Both the copy-number variance (30) and relaxation time (31) increase exponentially with µ. The relaxation time only depends on the unbinding rate, the characteristic time for a membrane-bound molecule to unbind, and since the (Poissonian) copy-number variance equals the mean, larger µ decreases the unbinding rate, increasing copy-number mean and thus decreasing the relaxation time and variance.
Combining (5) with (32) leads to the designed protocol velocity,
When driving the system from low to high chemical potential, as time progresses the designed protocol slows as e −µ . Appendix A derives the designed protocol in terms of mean copy number, which amounts to driving at constant velocity d t N B o = ∆ N B o /∆t, equivalent to the naive mean-copy-number protocol. Appendix B shows that the initial velocity is exponentially faster than the final, and for small changes in chemical potential the designed protocol reduces to the naive.
The designed chemical-potential protocol produces a constant excess power, leading to total excess work (4)
For large increases in chemical potential (e ∆µ 1), the designed excess work increases exponentially in chemical potential distance, incurring large energetic costs; conversely, for large decreases in chemical potential, the excess work is independent of the chemical potential change ∆µ.
The excess power during the naive (constant-velocity) protocol (1) produces excess work (4)
For large ∆µ, the naive excess work increases exponentially in chemical potential, thus incurring huge energetic costs. When significantly reducing chemical potential (e 2∆µ 1), the excess work increases linearly with decreasing ∆µ, which is a significantly slower rate than for chemical potential increases, but still significantly faster than the designed protocol (34), for which the excess work becomes independent of chemical potential. The friction is smaller at lower chemical potentials; therefore, reducing chemical potential carries the system through regions of control parameter space with lower resistance, thereby slowing the increase in energetic cost associated with greater-magnitude changes of chemical potential. Increasing chemical potential carries the system towards parameter space with higher resistance, further exacerbating the energetic cost.
The excess work ratio is 
Despite the magnitude of the naive work increasing slowly for chemical potential reductions, the ratio is symmetric about ∆µ = 0. As the chemical potential change |∆µ| increases, so does the ratio of the excess works, and hence the energetic savings from using the designed protocol.
VII. DISCUSSION
Living things accrue a selective advantage if they can use less energy to achieve their required functions. In the task of dynamic cell-cell signaling, methods for achieving given changes in the target cell at minimum energy expenditure may point toward design principles for intercellular communication.
We have developed a theoretical framework to approximate the energetic cost of rapidly changing chemical potential, and we used it to design finite-time chemicalpotential protocols that (under linear response) reduce the excess work incurred in dynamically driven biochemical reaction networks. We analyzed the designed protocol for an arbitrary linear Markov chemical reaction network, and we applied it to an exactly solvable model system with only binding/unbinding reactions: a closed system with a fixed total number of proteins, which in the limit of small chemical potential can effectively be treated as an open system connected to a chemical bath. The designed protocol for such a linear chemical reaction system is simply determined by the collection of reaction rates. This approach can be generalized to non-linear chemical reactions by using moment-closure techniques to obtain approximate solutions.
We find that for a two-state closed system, the generalized friction-the resistance to changes in chemical potential-is minimized (at 0) when all proteins are either bound or unbound, and is maximized when 2/3 of all proteins are bound, when the binding rate equals twice the unbinding rate. This corresponds to a balance between the largest fluctuations (when the binding rate equals the unbinding rate) and the largest relaxation time (for small unbinding rate and tightly bound proteins). Under these conditions, the designed protocol changes the chemical potential slowest at intermediate mean copy number. For an open system, the friction increases monotonically with mean copy number. Therefore, a protocol that minimizes energetic cost (near equilibrium) changes the chemical potential slowly when mean copy number is high and quickly when mean copy number is low.
Similar analysis shows that when chemical potential exponentially enhances binding rather than exponentially suppressing unbinding (for a splitting factor [18, 19] of 1), friction is maximized when 1/3 of all proteins are bound, corresponding to a binding rate half of the unbinding rate. When the chemical potential enhances binding and suppresses unbinding equally (splitting factor of 1/2) friction is maximized when 1/2 of all proteins are bound, corresponding to equal binding and unbinding rates; however, no closed-form solutions for the designed protocols and excess works for intermediate splitting factors in (0, 1) are known.
Our analysis focused on chemical networks with known (and simple) topologies and reaction rates. It would be interesting to see how these results change for more complicated chemical networks. For example, a chemically bistable system (with two metastable copy-number states) would have significantly longer relaxation times at chemical potentials for which the system is bistable. Similar to recent results for a particle diffusing over a bistable potential [7] , we expect the friction to be peaked at such bistability-inducing chemical potentials, meaning that work-minimizing protocols slow down near the threshold chemical potential to allow chemical fluctuations time to kick the system into the desired metastable state.
In the absence of such detailed information, one could phenomenologically map out the generalized friction coefficient through monitoring copy-number fluctuations [20] at various fixed chemical potentials, then use the linear-response theory to infer the corresponding designed protocols, in analogy to recent work in singlemolecule contexts [21] .
The less energy used during operation, the fewer signaling proteins that must be produced and dynamically secreted. Such designed control analysis makes strong predictions about the dynamic interactions that communicate information and regulate behavior in an energetically efficient manner. To the extent that energetic efficiency is an important functional characteristic for such signaling pathways, experiments may uncover signatures of these design criteria in evolved molecular and cellular systems.
There are several known mechanisms by which a signaling cell can dynamically control a target cell's response to take advantage of designed protocols. The simplest method is by dynamically controlling the number of diffusible agonists secreted. Another method, used by β-adrenergic receptor kinases [22] and rhodopsin kinase [23] , is phosphorylation, which increases the affinity of the receptor for regulatory proteins called arrestins [24, 25] , in turn down-regulating the number of active receptors. Additionally, recycling of receptors and internalization via endocytosis can regulate the signal [26, 27] . All of these techniques are employed to adjust the number of active GPCRs and therefore allow for the control of the binding affinity and reaction rates of the G-protein between the bound and unbound states.
Recent experimental advances make possible the precise spatial and temporal control of binding affinity between different chemical species, and hence of protein spatial localization within a cell. In particular, optogenetic techniques allow for the use of light to adjust the binding affinity between a light-gated protein and its binding partner [28] . Changes in binding affinity are effectively changes in the chemical potential of one class of proteins in the vicinity of another, thus allowing for the dynamic experimental implementation of our proposed control strategies.
For the two-state closed system, the friction ( 
which produces a designed protocol for mean copy number:
i . This is equivalent to the naive mean-copy-number protocol.
