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Chapter 1. THE CROSS-BORDER SPILLOVER EFFECT OF PARTICULATE 
MATTER POLLUTION IN KOREA 
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ABSTRACT 
 
 
Due to its adverse health effects, particulate matter (PM) pollution has become a critical 
public policy issue in Northeast Asia. As concerns about PM pollution rise, so does interest in 
identifying its origins, such as transboundary pollutant sources. Employing daily average 
PM10 concentration level data from Beijing, Shanghai and Seoul during 2014-2016, we 
estimate the direction and extent of the spillover effect of PM10 density between China and 
Korea. Estimation outcomes suggest that PM10 density levels in Beijing and Shanghai are 
Granger causes for PM density in Seoul, but not the other way around. PM 10 density in 
Seoul is increased by 0.13 ppm and 0.133 ppm in response to one ppm increase in PM10 
density in Beijing and Shanghai on the previous day, respectively. This cross-border spillover 
effect from Beijing is reduced by 0.076 ppm from May to October, when the air flow makes 
it difficult for PM10 sources generated in Beijing to reach Seoul. 
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 1.1  Introduction 
Due to its adverse health effects, particulate matter (PM) has emerged in recent years 
as the most important target for air pollution regulation in Northeast Asia. In the 2018 
Environmental Performance Index (EPI) Report, the three economies in the region fared 
poorly in PM2.5 exceedance, a measure of acute exposure based on the proportion of the 
population that is exposed to ambient PM2.5 concentrations that exceed the critical 
thresholds set by the World Health Organization (WHO). According to this measure, the 
People’s Republic of China (hereafter, China) ranked 177th out of 180 countries, the 
Republic of Korea (hereafter, Korea) ranked 169th, and Japan ranked 108th(Yale Center for 
Environmental Law & Policy and The Center for International Earth Science Information 
Network at Columbia University’s Earth Institute, 2018) Especially in the winter and spring, 
when PM density frequently exceeds the WHO air quality standards, public concern about its 
origins rises to high levels in Northeast Asia. 
Due to its great mobility, PM is also regarded as a regional public good (or “public 
bad” in this case), which causes transboundary debates among neighboring countries. For 
example, a joint Korea-US air quality study in 2017 estimated that China’s contribution to 
PM density in Korea was as much as 34% (Korea’s National Institute of Environmental 
Research (NIER), 2017). In response, the Chinese press quoted Wang Gengchen, a researcher 
at the Chinese academy of social sciences, as saying that PM spillover occurs not only from 
China to Korea, but also from Korea and Japan to China (“Huanqiu, July 24, 2017”). China's 
Foreign Ministry spokesperson mentioned in a regular briefing (March 21, 2017) that 
scientific and professional research on the effects of China's air pollution on neighboring 
countries was limited, and added that the Chinese government was making enormous efforts 
to combat air pollution(“Chinese Foreign Ministry spokesman’s statement, March 21, 2017”).  
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Indeed, in spite of the increasing public concern about PM pollution, there are few 
studies on its origins, including the transboundary impact of neighboring countries’ PM 
concentrations. As Motsteller (2016) pointed out, assigning pollution origination is “an 
extraordinarily complex and evolving science that relies on sophisticated chemistry, complex 
remote sensing, statistics and modeling” (Mosteller, 2016). A recent scientific article in 
Nature echoed this difficulty in understanding the cause and effect of air pollution, as it is 
affected by numerous factors including local and regional sources, weather conditions and 
interactions among determinants(Kim et al., 2017). In the absence of reliable scientific and 
empirical evidence, transboundary claims have only increased international tensions instead 
of promoting collective efforts to improve air quality.  
The objective of this paper is to identify and measure the direction and magnitude of 
PM spillover between Korea and China, while controlling for meteorological factors and 
domestic economic activities such as thermal power generation and transportation. Also, this 
paper aims to expand research methodology in this field by employing an econometric 
approach over a multi-year period. This is expected to address the limitations of the past 
satellite-based observation and modeling studies, which covered limited time periods and 
sites. We use daily PM10 density1 from 2014-2016 in three of the largest cities in Korea and 
China: Seoul, Beijing, and Shanghai.  These three cities are chosen because they are the most 
populous and representative cities in both countries2. 
The rest of this paper is organized as follows: Section 2 discusses the major 
characteristics of PM and control measures employed to combat air pollution, including 
international cooperation. Section 3 briefly reviews existing literature. Section 4 covers the 
                                      
1 It is well known that the risk to health of PM2.5 is severer than PM10 due to its smaller size. This 
paper use PM10 concentration data since they are available and PM10 is highly correlated with 
PM2.5. 
2 Beijing and Seoul are the capital of China and Korea, respectively. The geographic coordinates of 
the three cities are as follows: Seoul (37.34N, 126.58E), Beijing (39.55N, 116.23E), and Shanghai 
(31.13N, 121.28E). 
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estimation strategy and data. Section 5 sets up the estimation model. Section 6 presents the 
empirical findings. Section 7 concludes.  
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1.2.  An Overview of PM Pollution 
1.2.1.  Major Characteristics of PM  
PM is a mixture of solid particles and liquid droplets found in the air with an 
aerodynamic diameter of 10μm (micron, or 10-6 meter) or less. PM10 refers to particles with 
diameters that are 10μm or less. PM2.5 refers to particles with diameters less than 2.5μm. In 
comparison, the human hair is about 50 - 70μm in diameter.  
PM has three major characteristics. First, it is lightweight and does not easily sink in 
the air. As a result, it stays for a long time and travels a long distance to cause damage to a 
wide area. This makes PM an international problem. Second, its minuscule size enables 
penetration into the respiratory tract and causes cardiovascular diseases. Third, the production 
process of PM is diverse and complicated. It is either directly generated from the combustion 
of fossil fuels or secondarily produced by physical and chemical reactions among gaseous 
substances (SOx, NOx, etc.) in the atmosphere. According to the fifth assessment report by 
the Intergovernmental Panel on Climate Change, it is very difficult to estimate and 
understand PM floating in the air (i.e., aerosols) because its properties largely depend on its 
origin and vary optically, physically and chemically (IPCC, 2014).  
In order to control PM, constituting particles such as nitrogen oxides, sulfur oxides, 
ammonia reaction, etc. as well as primary particles such as chimney smoke and scattered dust 
must be managed at the same time. Reduction of PM is not guaranteed even if the 
atmospheric environmental standard for each constituent pollutant is satisfied. This makes 
PM different from pipe-end type air pollution.     
  
8 
 
1.2.2.  Air Pollution Control Measure And Their Limitations  
Globally, in the early days of environmental regulation, air quality standards were set 
based on total suspended particles (TSPs). However, when it was found that particles that 
affect the human body are small in size, the target for environmental regulation shifted to 
PM10 and PM2.5. 
Korea provides a useful example in this regard. In the 1990s, TSPs, sulfur dioxide 
(SO2) and lead (Pb) were the main concerns of air pollution control in Korea. Continuous 
efforts to combat these pollutants led to their steady decline. These efforts included the 
prohibition of the sale of leaded gasoline, regulation on the sulfur content of diesel and heavy 
oil, and tightening of site emission control.  
In contrast, volatile organic compounds (VOCs) and PM (PM10, PM2.5) showed a 
relatively slow improvement despite the efforts. For instance, Korea's total air pollutant 
emissions in 2012 compared to 2001 decreased by 16.7%, 11.8% and 14.4% for carbon 
monoxide, nitrogen oxides, and sulfur oxides, respectively; whereas, PM and VOCs 
increased by 78.1% and 24.4%, respectively, over the same period(Korean Ministry of 
Environment, 2015).  
 Korea established its air quality standards for PM10 in 1995. For PM2.5, Korea set 
the standards only in 2015. In addition to setting the air quality standards, Korea has also 
made significant efforts to combat air pollution. For example, in 2005, the Korean 
government legislated a special act on the improvement of air quality in the capital region 
(Republic of Korea, 2006), with emphasis on the reduction of fugitive dust (by street wash-
out and control of industrial and construction site sources), change in transportation fuel 
(from diesel to compressed natural gas for buses and trucks), and change in residential 
heating source (from coal to liquefied natural gas). However, the effectiveness of this act is 
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sometimes questioned by the public, since they sometimes still experience severe high 
pollutant episodes. 
Other countries in Northeast Asia have also made significant efforts. China set up 
special funds in December 2013 to combat air pollution and implemented the Air Pollution 
Prevention and Control Action Plan (2013-2017), which set emission standards as a top 
priority during the 12th Five-Year Economic Plan (2011-2015). In addition, the 
Environmental Protection Law was amended for the first time in 25 years (enacted in 1989, 
amended in 2014, and enforced January 1, 2015). Similarly, the Prevention and Control of 
Air Pollution was strengthened (enacted in 1987, amended in 2015, and enforced January 1, 
2016). China also introduced air quality standards to regulate PM. 
Although many countries have set air quality standards to regulate PM, the standards 
are different across countries, as shown in Table 1. For example, for PM2.5 annual mean in 
μg/m3, Japan and Korea have more strict air quality standards, at 15, than China, at 35. In 
comparison, the U.S. and EU standard is 12 and 25, respectively. As PM travels over the 
border, however, strict control only in certain countries would limit its effectiveness(the 
International Council on Clean Transportation and DieselNet, 2018)  
Table 1.1. Comparison of the PM quality standards in several countries (unit: μg/m3) 
Item Standards
WHO 
Air Quality 
Guideline 
Northeast Asia  Others  
Korea Japan China EU US 
PM10 
Annual 20 50 - 70 40 - 
24 hour 50 100 100 150 50 150 
PM2.5 Annual 24 hour 
10 
25 
15 
35 
15 
35 
35 
75 
25 
N/A 
12 
35 
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Given the transboundary characteristics of air pollution, a proper policy response 
may be international environmental cooperation to improve regional air quality. In Northeast 
Asia, cooperative frameworks for improving air quality include the Acid Deposition 
Monitoring Network in East Asia (EANET), the Joint Research Project on Long-range 
Transboundary Air Pollutants in North-East Asia (LTP), the North-East Asian Sub-regional 
Programme for Environmental Cooperation (NEASPEC), and Tripartite Environment 
Minister Meeting (TEMM) among China, Japan, and Korea. However, regional cooperation 
has not progressed in Northeast Asia as much as it has in other regions such as the EU (Kim, 
2014). Shim(2017) analyzed the performance of these cooperative frameworks and concluded 
that none of the frameworks have developed a shared understanding of the cause and status of 
the problem(Shim, 2017). Drifte(2015) asserted that the biggest obstacle to cooperation in 
Northeast Asia lies in the fact that transboundary pollution in the region mostly originated 
from China and China confronts considerable domestic conflicts of priority setting in the 
political, economic and environmental spheres(Drifte, 2005). He also pointed out that China’s 
effort for the region largely depends on how much environmental aid it can extract from its 
regional partners. If the presence of a spillover is real, however, strengthening international 
cooperation based on scientific evidence would be a reasonable policy recommendation, at 
least in the normative sense. 
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1.3.  Literature Review 
The World Bank, along with the Institute for Health Metrics and Evaluation, reported 
that around five million people die prematurely every year due to air pollution, accounting for 
approximately one in every ten deaths annually (WorldBank and Institute for Health Metrics 
and Evaluation, 2016). According to an article published in the last March issue of Nature, 
South Korea, North Korea, Japan, and Mongolia have a collective yearly death rate of 30,900 
due to dust originating from China(Zhang et al., 2017).  
Among many air pollution sources, PM penetration is actively studied. Due to its 
minuscule size, not only does it cause cardiovascular and respiratory diseases, but it also 
damages the whole body metabolism (Goldberg, 2008). However, in contrast to the clear 
health risks associated with PM, assigning the origination of PM pollution in Northeast Asia  
is complicated because it is affected by numerous factors, including local and regional 
emissions, as well as meteorological and chemical interactions (Park and Kim, 2014). 
In recent decades, satellite-based or airborne observations covering broad areas have 
become increasingly available to better identify the temporal and spatial distribution of air 
pollution (Tao et al., 2012).3 Moreover, studies have shown that aerosol optical depth (AOD) 
from satellite observations and PM10/PM2.5 density from ground monitoring stations are 
highly correlated(Shi et al., 2018)(Chudnovsky et al., 2012)  
The PM 2.5 density data measured from the optical thickness (aerosol optical depth, 
AOD) extracted from the MODIS (Moderate Resolution Imaging Spectroradiometer) and 
MISR (Multi-angle Imaging Spectro Radiometer) satellite image data from 2001 to 2006 
showed that PM2.5 density was dense in regions of rapid economic growth and 
urbanization(van Donkelaar et al., 2010). In addition, AOD annual variation observed by 
                                      
3  In addition to ground and airborne monitoring, remote sensing and Chemical Transport 
Models(CTMs) have also been used for characterizing the spatiotemporal patterns and simulating the 
emergence, expansion, and dissipation of the air pollution(Cuchiara et al., 2014). 
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SeaWiFS (Sea-viewing Wide Field-of-view) satellite from 1998 to 2010 showed a large 
increase in Asian countries such as India and China where population density is high(Hsu et 
al., 2012). 
While these studies have looked at the single-country or continent-level spatial and 
temporal patterns of PM density, some studies have analyzed PM spillover effects. In 2016, a 
field study was conducted by the National Institute of Environmental Research (NIER) in 
Korea and the National Aeronautics and Space Administration (NASA) in the US (“KORUS-
AQ”, Korea-US Air Quality Study) to measure the transboundary effect of PM in Northeast 
Asia. Based on data observed by satellites, China’s PM contribution to Korea was estimated 
to be 34 percent at the specific cite (Seoul Olympic Park) during the specific period (from 
May 1 to June 10 in 2016). However, as acknowledged by the authors, this study has 
substantial drawbacks such as the limited observation period and observation sites and the 
presence of uncontrolled factors in estimating the cross-border effect of PM. In addition, 
satellite data on cloudy days were not easy to work with and have raised concerns about 
accuracy (Korea’s National Institute of Environmental Research (NIER), 2017). Scientists 
also pointed out that it is impossible to identify the nature and origin of PM route using only  
satellite images because there are no geosynchronous satellites over the skies of Asia 
monitoring 24 hours a day (Sumitomo Mitsui Advanced Finance for Ecology, 2013).  
Using city-level panel data on the daily air pollution index (API) for Chinese cities 
from 2009 to 2013, Chen and Ye measured the spillover effects of air pollution across cities. 
Their findings include: (i) there exist spatial spillover effects of air pollution in China: a 
city’s average API is expected to increase by 0.40-0.51 in response to one unit increase in the 
average API of its surrounding cities; (ii) an increase in gasoline price can improve urban air 
quality; (iii) strong winds can mitigate air pollution(Chen and Ye, 2015) . Their findings 
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suggest that pollution control policies must be coordinated among cities and provinces to 
effectively abate urban air pollution. 
Jia and Ku(2015) assessed the impact of cross-border air pollution from China to 
Korea by exploiting within-Korea variations in the incidence of Asian dust4 and temporal 
variations in China’s air quality index (AQI)(Jia and Ku, 2015). The paper concluded that one 
standard deviation increase in China’s pollution leads to around 280 extra deaths per year in 
Korea from respiratory and cardiovascular diseases, with additional effects on overall 
mortality for children aged below five. Altindag et al.(2017) leveraged birth weight and 
Asian dust alert to confirm the cost that China’s pollution has imposed on nearby nations 
(Altindag et al., 2017).  
                                      
4 Asian dust is a meteorological phenomenon in which yellow dust clouds passing over China are 
carried eastward to Korea by strong, stable westerly winds. 
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1.4.  Estimation Strategy and Data 
Although numerous media reports in Korea have claimed that fine dust generated in 
China blows over to Korea, few studies have empirically confirmed this claim. Scientific 
studies employing satellite technology have supported this hypothesis, but their research 
scope was limited to short time periods and/or geographically narrow areas. To address the 
limitations of satellite-based studies, we adopt an econometric approach and broaden the 
research period. This empirical exercise is carried out using daily data for 3 years, 2014-16.  
1.4.1.  Estimation Strategy 
An underlying model for investigating the effect of PM in China that spreads to 
Korea is given by equation (1).  
(1) ܲܯ௧ௌ = ܼ௧ߨ + ߝ௧ ,   where ܼ௧ = [ܺ௧௜௡		ܺ௧௘௫] and ߨ = [∝ 	ߚ]′ 
 
In equation (1), ܲܯ௧ௌ is the variable of interest, the density of PM in Seoul at time t. Z୲ is the 
explanatory variable set, consisting of ܺ௧௜௡ and ܺ௧௘௫ which represent internal factors in Korea 
and external factors from China, respectively. ∝	and β are corresponding coefficient vectors, 
and ε୲ is a standard disturbance term following a normal distribution.  
We refer to the literature in choosing meteorological variables. The internal 
explanatory vector ܺ௧௜௡ includes the following: (i) Korea's meteorological conditions such as 
average daily temperature (ݐ݁݉݌݁ݎ௧), diurnal temperature variation, or the gap between high 
and low temperature (ݐ݁݉݌݁ݎ_݃ܽ݌௧ ), average daily wind speed (ݓ݅݊݀_ݏ݌݀௧ ), a dummy 
representing summer effects (ݏݑ݉݉ݎ௧), and humidity (hݑ݉_ݐ) ; (ii) the amount of electricity 
generated by thermal power plants in Gyeonggi Province ( ݌݋ݓ݁ݎ_ݏݑ݌݌݈ݕ௧ ), the area 
surrounding the capital, Seoul; (iii) the use of transport gas and diesel in Seoul 
(݃ܽݏ௧, ݀݅݁ݏ݈݁௧); and (iv) their interaction terms.  
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Among them, diurnal temperature variation was included in ܺ௧௜௡ in order to account 
for the impact of temperature reversal on PM10. A temperature reversal is a phenomenon of 
atmospheric congestion in which heavy air is located at a lower elevation and mild air is 
located at a higher elevation, and the upward and downward movement of the air due to the 
weight difference does not take place. This phenomenon occurs when the temperature gap is 
large. Given such a temperature reversal, air pollutants such as PM10 generated on the 
ground are not diffused into the atmosphere, but continuously accumulated on the ground and, 
consequently, PM density increases.  
A seasonal factor was also included as a proxy for air flow. Although our main 
interest is to verify the influence of Beijing and Shanghai on Seoul, data on dominant air flow 
each day from Beijing and Shanghai to Seoul is not available. However, there is well-
documented seasonality in air flow. That is, in the winter and spring, westerly winds blow 
from Beijing to Baekryeong Island and then to Seoul; whereas, in the summer and fall, 
southwesterly winds from Shanghai to Jeju and then to Seoul. A seasonal dummy, summer, 
takes the value of 1 from May to October.  An interaction term between the season and PM 
density in Chinese cities was inserted to account for the effect of the air flow.  
Including ܺ௧௜௡ in the model, we can obtain a controlled relationship between ܲܯ௧ௌ , 
PM10 density in Seoul, and ܺ௧௘௫, external factors such as PM10 density in large cities in 
China.  ܺ௧௘௫ includes PM10 density in Beijing and Shanghai at time ݐ − 1, 	ܲܯ௧ିଵ஻௘௜௝௜௡௚ and 
ܲܯ௧ିଵௌ௛௔௡௚௛௔௜. Due to the distance between Seoul and the cities in China, we assume there is 
some time interval for pollutants in China to reach Seoul. After investigating correlations 
between PM density in Seoul and PM density in Chinese cities, we observe that PM density a 
day before in Chinese cities shows the highest correlation with PM density in Seoul. 
Descriptive statistics for variables used in the regression models are reported in Table 1.2.  
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Table 1.2. Descriptive Statistics 
Variables Description Average Standard deviation 
ܺ௧ିଵ௘௫  
ܲܯ௧ିଵௌ௛௔௡௚௛௔௜ PM10 in Shanghai at t-1 68.6 39.2 
ܲܯ௧ିଵ஻௘௜௝௜௡௚ PM10 in Beijing at t-1 102.5 74 
ܺ௧௜௡ 
ݐ݁݉݌݁ݎ௧ Daily average temper 13.5 10.5 
ݐ݁݉݌݁ݎ_݃ܽ݌௧ Daily temperature gap 9.2 10.5 
ℎݑ݉_ݐ Daily average humidity 60.6 14.7 
ݓ݅݊݀_ݏ݌݀௧ Daily average wind speed 2.5 0.8 
݌݋ݓ݁ݎ_ݏݑ݌݌݈ݕ௧ Power supply in Gyeonggi 1035.3 383.6 
݀݅݁ݏ݈݁௧ Use of transport diesel 3293.8 314.7 
݃ܽݏ௧ Use of transport gas 4173.1 328.6 
௧ܻ  ܲܯ௧ௌ௘௢௨௟ PM10 in Seoul at t 46.3 29.4 
 
1.4.2.  PM10 Density 
Many archived observations are not publicly available in China. In addition, nearly 
all of the data from within China originates from stations operated by provincial 
environmental agencies that have not yet been incorporated into China’s national network. 
Due to these restrictions, a third-party source, available at www.tianqihoubao.com, is used. It 
has provided information on the concentration levels of major pollutants (PM, SO2, NO2, CO, 
O3) in Chinese cities since 2012. Other data were obtained as follows: PM10 density in Seoul 
from the National Institute of Environmental Research of Korea; weather information from 
the National Weather Data Center of the Korea Meteorological Administration; the use of 
transport gas and diesel in Seoul from the Korea National Oil Corporation; and the amount of 
electricity generated by thermal power plants in Gyeonggi Province from the Korea Power 
Exchange.  
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1.5.  Model Search  
1.5.1.  Checking Stationarity   
Since PM10 density data are time series data, stationarity concerns can arise. 
According to the Dickey-Fuller test, the unit root was not found and the PM10 data in three 
cities to be used in the regression are all stationary. This is confirmed by three Dickey-Fuller 
statistics, -17.535, -17.622 and -18.324 for PM10 data series observed in Seoul, Beijing and 
Shanghai, respectively, which have p-values less than 0.01.  
1.5.2.  Checking Granger causality 
According to some Chinese experts, such as the one quoted by Huanqui (“Huanqiu, 
July 24.2017,” 2017), PM spillover may occur not only from China to Korea, but also from 
Korea to China. If PM10 in Seoul and PM10 in Chinese cities are mutually influential, 
estimation strategies used to capture the interdependencies among multiple time series should 
be employed. However, if the statistically significant direction of influence goes one way 
only, a univariate approach may be adopted.  
To address this question, a Granger causality test was carried out prior to the 
estimation to confirm the direction of influence. Considering the flow of air between Seoul 
and two Chinese cities, we assume that the PM density of the previous days in one region can 
affect the PM density of the next days in the other region. Define ܲܯ௧ௌ௘௢௨௟, ܲܯ௧஻௘௜௝௜௡௚ and 
ܲܯ௧ௌ௛௔௡௚௛௔௜ as the PM10 density in Seoul, Beijing and Shanghai, respectively. If the past 
values of a variable Y,  ܲܯ௧ି௦ௌ௘௢௨௟,	contribute to determine the current and future values of X 
(ܲܯ௧ା௙஻௘௜௝௜௡௚ and ܲܯ௧ା௙ௌ௛௔௡௚௛௔௜, where f=0,1,2,..), then Y is said to Granger-cause X(C. W. J. 
Granger, 1969). Conversely, if the past values of X improve the prediction of Y, then X is 
said to Granger-cause Y.  
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We first tested whether the PM10 density of Chinese cities (Beijing and Shanghai) 
would affect that of Seoul and then, tested the opposite. According to the test outcomes 
shown in Table 3, both Beijing’s PM10 and Shanghai’s PM10 Granger-caused Seoul's PM10 
concentration, but the reverse was not statistically significant. These were supported by large 
F-statistic values for the direction from Beijing and Shanghai to Seoul, 28.05 and 9.80, and a 
small F-statistic value for the opposite, 0.95 and 1.45, respectively (see Table 1.3). This 
implies that PM10 density in the two Chinese cities Granger-caused PM10 density in Seoul, 
but PM10 density in Seoul was statistically insignificant in determining PM10 density in the 
two Chinese cities. 
Table 1.3. Outcomes of Granger Causality Tests5 
 
Response 
 
Cause  
PM10 in Seoul 
PM10 in Chinese Cities 
PM10 in Beijing PM10 in Shanghai 
South Korea: PM10 in Seoul - 0.945 1.445 
China: 
PM10 in Beijing 28.045*** - - 
PM10 in Shanghai 9.804*** - - 
Note: *, **, and *** represent statistical significant levels of 0.1, 0.05, and 0.001, respectively. 
 
1.5.3.  Checking homoscedasticity and autoregressive errors  
We looked at the residuals to check whether they are spherical or not. While the 
Breusch-Pagan test confirmed a homoscedasticity assumption for the residuals, the Breusch-
Godfrey test found that the residuals are autocorrelated (see Appendix 1 for the test result and 
residual plots). Accordingly, a Cochrane-Orcutt estimation technique was applied. As a prior 
                                      
5 Considering that the study period is from 2014 to 2016, we employed Granger causality test 
between two cities in South Korea and China. However, causality test among more cities may be 
applied when studying after 2016, when active construction of major pollution sources (factories, etc.) 
began establishing in other regions such as the Shangdong Peninsula  
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procedure for the Cochrane-Orcutt approach, we examined various possible orders of the 
autoregressive structure for the residual ε୲ in equation (1). Then, AR(4) was selected since 
Akaike information criterion (henceforth, AIC) was the lowest with AR(4)6.  
Given the one-way causality and autoregressive errors, we finally choose a 
Cochrane-Orcutt approach with the 4th order autoregressive errors (henceforth, CO-AR4) 
and estimate the following transformed model shown in equation (2):  
(2)		 ෠ܲܯ௧ௌ = መܼ௧ߨ + ݒ௧ = ෠ܺ௧௜௡ߙ +	 ෠ܺ௧ିଵ௘௫ ߚ +	 ෡ܹ௧⊗ߜ + ݒ௧                                          
, where ෠ܲܯ௧ௌ = ܲܯ௧ௌ − ∑ ෠ܾ௛,ீ௅ௌସ௛ୀଵ ∙ ܲܯ௧ି௛ௌ , and  
            መܼ௧ = ܼ௧ − ∑ ෠ܾ௛,ீ௅ௌସ௛ୀଵ ∙ ܼ௧ି௛ௌ 	= 	 ൦
ܺ௧௜௡ − ∑ ෠ܾ௛,ீ௅ௌସ௛ୀଵ ∙ ܺ௧ି௛௜௡
ܺ௧ିଵ௘௫ − ∑ ෠ܾ௛,ீ௅ௌସ௛ୀଵ ∙ ܺ௧ିଵିٛ௘௫
				 ௧ܹ⊗ − ∑ ෠ܾ௛,ீ௅ௌସ௛ୀଵ ∙ ௧ܹି௛⊗
൪
்
 
In equation (2), ෠ܾ௛,ீ௅ௌ is the GLS corrected estimate for the h୲୦ order autoregressive error 
parameter described in Choi et al. (Choi et al., 2005).  When Z୲ and errors are uncorrelated, 
we get ߝ௧̂ = ∑ ෠ܾ௛,ீ௅ௌ ∙ ߝ௧̂ି௛ସ௛ୀଵ + ݒො௧. As usual, ෠ܾ௛,ீ௅ௌ is used to identify variables included in 
the model. For example, ෠ܺ௧ିଵ௘௫  are pre-determined values of ܲܯ௧ିଵ஻௘௜௝௜௡௚ and ܲܯ௧ିଵௌ௛௔௡௚௛௔௜, and 
ߚ ∙ ෠ܺ௧ିଵ௘௫  is as follows:  
෠ܺ௧ିଵ௘௫ ߚ  = ߚ஻ ∙ ( ܲܯ௧ିଵ஻௘௜௝௜௡௚ − ∑ ෠ܾ௛,ீ௅ௌସ௛ୀଵ ∙ ܲܯ௧ିଵିٛ஻௘௜௝௜௡௚) +	ߚௌ ∙ (ܲܯ௧ିଵௌ௛௔௡௚௛௔௜ −
∑ ෠ܾ௛,ீ௅ௌସ௛ୀଵ ∙ ܲܯ௧ିଵିٛௌ௛௔௡௚௛௔௜) 
In addition, the set of interaction terms between Chinese factors and weather variables, ෡ܹ௧⊗, 
is included in the model to capture the combined effects of the two.  
                                      
6 Note that the AIC value with AR(4) was 9916.116, the lowest among those from various AR 
specification. The AIC value with AR(4)  was the lowest for either the full or the reduced model. 
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1.6.  Estimation Outcomes  
The estimation outcomes of equation (2), the Cochrane-Orcutt AR 4 model 
(henceforth, CO-AR4) with the full set of explanatory variable set, are presented in Table 1.4. 
In addition, we include OLS regression results into Table 1.4 as a reference. A backward 
elimination method suggested by Draper is used to define the set of effective explanatory 
variables for the reduced model for CO-AR4 without causing a specification bias(Draper and 
Smith, 2014). Then, we perform a F-test to check whether the reduced model delivers 
unbiased but efficient estimates of α	and ߚ. The F-statistic, 0.427, and its associated p-value, 
0.7337, for comparing full and reduced models suggests that we can rely on reduced models. 
The estimation results of the reduced model for CO-AR4 are also listed in Table 1.4.  
According to the estimation outcomes of CO-AR4 presented in Table 1.4, PM 10 
density in Seoul is increased by 0.130 ppm and 0.132 ppm in response to one ppm increase in 
PM10 density in Beijing and Shanghai on the previous day, respectively. This is supported by 
the coefficient estimates for  ܲܯ௧ିଵ஻௘௜௝௜௡௚ and ܲܯ௧ିଵௌ௛௔௡௚௛௔௜, 0.130 and 0.132, that are non-zero 
and statistically significant. However, the PM spillover effect from Beijing is reduced by 
0.074 ppm in the summer when the wind flow makes it difficult for the PM10 generated in 
Beijing to reach Seoul. Meanwhile, the Shanghai effect was statistically identical regardless 
of season.  
Among Korea’s domestic weather factors, temperature, humidity and wind speed 
show statistical significance. PM density in Seoul increases by 0.548 ppm when the average 
daily temperature rises by 1 degree Celsius. Daily average humidity and daily average wind 
speed reduce PM10 density in Seoul by 0.163 ppm and 2.67ppm per 1 percent point humidity 
increase and 1 m/s wind speed increase, respectively. However, the season factor (summer) 
itself, is not significant in determining PM in Seoul.  
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Regarding internal factors other than the meteorological conditions, the amount of 
thermal power generation raises PM10 density in Seoul by 0.010ppm for every 1MWh 
increase of power supply. For transportation, the interaction term between diesel and wind 
speed is negative and statistically significant. This means that the diesel effect is reduced 
when the wind speed increases.  
As shown in the last column of Table 1.4, we also employ weighted least squares to 
equation (4) and define this as CO-WLS. The reason for adding the estimation model is as 
follows: after estimating the model using CO-AR4, we found some observations with Cook's 
Distance exceeding the threshold. The homoscedasticity assumption is still satisfied. 
However, we applied WLS, for a robustness check, to reduce the effects of these influencing 
observations. In the WLS model, weights are equally set to "1 / residual square".  
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Table 1.4. Estimation Outcomes for the PM10 in Seoul 
 FULL REDUCED 
OLS CO-AR4 CO-AR4 CO-WLS 
ܺ௧ିଵ௘௫
 
ܲܯ௧ିଵௌ௛௔௡௚௛௔௜  PM10 in Shanghai at t-1 0.115 (0.026) *** 0.133 (0.024) *** 0.132 (0.024) *** 0.098 (0.017) *** 
ܲܯ௧ିଵ஻௘௜௝௜௡௚ PM10 in Beijing at t-1 0.123 (0.013) *** 0.130 (0.014) *** 0.130 (0.014) *** 0.105 (0.010) *** 
 
ܺ௧௜௡ 
ݏݑ݉݉݁ݎ௧ Summer effect -13.076(5.009) ** -2.938(6.037)  -3.570 (5.982)  -5.918(4.160)  
ݐ݁݉݌݁ݎ௧ Daily average temper 0.576 (0.162) *** 0.509 (0.216) * 0.548 (0.211) * 0.611 (0.146) *** 
ℎݑ݉_ݐ Daily average humidity -0.077 (0.076)  -0.126(0.072) . -0.163 (0.058) ** -0.112(0.040) **
ݓ݅݊݀_ݏ݌݀௧ Daily average wind speed -3.229 (0.985) ** -2.595(0.901) ** -2.669 (0.872) ** -3.126(0.605) *** 
݌݋ݓ݁ݎ_ݏݑ݌݌݈ݕ௧ Power supply in Gyeonggi 0.011 (0.003) *** 0.010 (0.003) ** 0.0`0 (0.003) ** 0.011 (0.002) *** 
݀݅݁ݏ݈݁௧ Use of transport diesel 0.036 (0.015) * 0.019 (0.015)  0.011 (0.007) . 0.012 (0.005) * 
݀݅݁ݏ݈݁௧× ݓ݅݊݀_ݏ݌݀௧ 
Domestic 
interaction term1
-0.015 
(0.006) **
-0.009
(0.005)  
-0.006 
(0.002) * 
-0.006
(0.002) **
ݐ݁݉݌݁ݎ_݃ܽ݌௧ Daily temperature gap 0.849 (0.362) * 0.250 (0.3)      
݃ܽݏ௧ Use of transport gas -0.013 (0.014)  -0.009(0.13))      
݃ܽݏ௧× 	ݓ݅݊݀_ݏ݌݀௧ 
Domestic 
interaction term2
0.004 
(0.005)  
0.004 
(0.005)      
෡ܹ௧⊗ 
ܲܯ௧ିଵௌ௛௔௡௚௛௔௜× ݏݑ݉݉݁ݎ௧ Summer effect of 
PM10 in Chinese 
cities at t-1 
0.084 
(0.044) . 
-0.028
(0,046)  
-0.023 
(0.046)  
-0.020
(0.033)  
ܲܯ௧ିଵ஻௘௜௝௜௡௚× ݏݑ݉݉݁ݎ௧ 
-0.066 
(0.025) **
-0.076
(0.026) **
-0.074 
(0.025) ** 
-0.063
(0.018)
**
* 
Intercept  18.692(8.377) * 
12.267
(4.421) **
14.374 
(3.637) 
**
* 
14.676
(2.494)
**
* 
AIC 10240.0 9876.2 9871.5 9186.7 
Adjusted ܴଶ 0.238 0.157 0.158 0.228 
Note: Standard errors are shown in parentheses and *, **,  and *** represent statistical significant 
levels of 0.1, 0.05, and 0.001, respectively.  
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1.7.  Conclusion 
Cross-border PM spillover has become a sensitive issue in Northeast Asia. As public 
concerns about PM pollution rise, so does interest in identifying its origins. This paper 
empirically tests this cross-border PM spillover hypothesis. By including a number of 
domestic factor variables in the model, we can obtain a controlled relationship among PM 
densities in Seoul and two major cities in China, Beijing and Shanghai.  
For our empirical exercise, we used daily average PM10 concentration level data 
from 2014 to 2016 and a number of domestic explanatory variables such as meteorological 
conditions, thermal power generation, and transportation fuel consumption. As the first 
empirical exercise, we used time series data on PM10 density in Beijing, Shanghai and Seoul 
to estimate the direction and extent of the spillover effects. A series of Granger causality tests 
showed that PM10 concentration levels in Beijing and Shanghai were Granger causes for 
PM10 density in Seoul, but not the other way around.  
Then, we used a Cochrane-Orcutt AR(4) model to explore the relationship between 
PM10 density in Seoul and its possible determinants. In addition to external factors such as 
PM10 concentration levels in Beijing and Shanghai, we also looked at Korea's internal 
factors such as meteorological conditions, domestic economic activities and the amount of 
energy use. According to the Cochrane-Orcutt AR(4) estimation outcomes, PM 10 density in 
Seoul is increased by 0.130 ppm and 0.132 ppm in response to one ppm increase in PM10 
density in Beijing and Shanghai on the previous day, respectively. However, the PM spillover 
effect from Beijing is reduced by 0.074 ppm from May to October, when the wind flow 
makes it difficult for the PM10 generated in Beijing to reach Seoul.  
Among Korea’s domestic weather factors, temperature, humidity and wind speed 
show statistical significance. PM density in Seoul increases by 0.548 ppm when the average 
daily temperature rises by 1 degree Celsius. Daily average humidity and daily average wind 
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speed reduce PM density in Seoul by 0.163 ppm and 2.67ppm per 1%p increase and 1 m/s 
increase, respectively. As for internal factors other than the meteorological conditions, the 
amount of electricity generated by thermal power plants in Gyeonggi shows statistical 
significance. The amount of thermal power generation raises PM density in Seoul by 
0.010ppm for every 1MWh increase of power supply. According to the Cochrane-Orcutt 
AR(4) model, the impact of diesel consumption for transportation on PM density in Seoul is 
statistically negligible. However, we found some errors from the Cochrane-Orcutt AR(4) 
estimation outcomes with a large Cook’s value. To reduce the influence of these observations, 
we estimate the model with weighted least squares. Then, the PM spillover effect from two 
Chinese cities decreases and, instead, the impact of domestic diesel consumption for 
transportation becomes statistically significant. PM10 density in Seoul increases by 
0.012ppm in response to one ㎘ increase of transportation diesel consumption. Regardless of 
the model, the diesel effect is reduced by 0.006ppm on a windy day.  
To our knowledge, this is the first attempt to adopt an econometric approach to 
measure the PM10 spillover effect between Korea and China. Given the cross-border PM 
spillover effect, China’s reinforced air quality policies in recent years are expected to have a 
significant and positive impact not only on its own air quality but also air quality in Northeast 
Asia. At the same time, given the cross-border spillover effect and the remaining gap with the 
WHO air quality standards, more needs to be done by countries in the region, both 
individually and collectively, not only for the health of their citizens but also the citizens of 
neighboring countries.   
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Appendix B 
 
B. Studies detecting PM using various technologies 
  
Author(Year) Method Findings 
Zhang et al. 
 (2007)1  
monitoring data and epidemiological 
concentration–response (C–R) functions to 
evaluate the health effects of PM10 in Shanghai 
and Beijing 
losses of 1.03% and 6.55% of local gross domestic 
product (GDP) 
World Bank 
(20072) surface monitoring data. premature death is related to PM10 exposure 
Tao et al., 
(20123) 
Ma et al., 
( 20164) 
Satellite-based or airborne observations  
Aerosol Optical Depth (AOD) from satellite 
observations and PM10/PM2.5 density from ground 
stations are highly correlated 
Ma et al., 
( 20165) spatial patterns of annual PM2.5 density 
annual PM2.5 density of eastern China exceeded 
80g/m3, which was much higher than the WHO 
standard of 35g/m3 
Cuchiara et al., 
( 20146). 
remote sensing and Chemical Transport 
Models7(CTMs) 
Characterize the spatiotemporal patterns and simulate 
the emergence, expansion, and dissipation of the air 
pollution  
Hsu et al. 
( 20128) 
SeaWiFS(Sea-viewing Wide Field-of-view )9 
satellite 
from 1998 to 2010 showed a large increase in the 
Asian countries such as India and China where 
population density is high 
Koo et al. 
201610 
72 hour migration route from Seoul in 
February 24-25, 2014 
origins of air mass in Seoul appeared near 
the Shandong Peninsula, and moves 
clockwise by the stationary high pressure 
on the west coast of Korean peninsula11 
                                      
1 Zhang, M., Song, Y., Cai, X., 2007. A health-based assessment of particulate air pollution in urban areas of Beijing in 2000–2004. Sci. 
Total Environ. 376, 100–108. 
2 World Bank, 2007. Cost of Pollution in China: Economic Estimates of Physical Damage. 
3 Tao, M., Chen, L., Su, L., Tao, J., 2012. Satellite observation of regional haze pollution over the North China Plain. J. Geogr. Sci. Atmos. 
117, http://dx.doi.org/10.1029/2012jd017915, D12203 
4 Ma, Z., Hu, X., Sayer, A.M., Levy, R., Zhang, Q., Xue, Y., Tong, S., Bi, J., Huang, L., Liu, Y., 2016. Satellite–based spatiotemporal 
trends in PM2·5 density: China, 2004–2013. Environ. Health Perspect. 124 (2), 184–192. 
5 Ma, Z., Hu, X., Sayer, A.M., Levy, R., Zhang, Q., Xue, Y., Tong, S., Bi, J., Huang, L., Liu, Y., 2016. Satellite–based spatiotemporal 
trends in PM2·5 density: China, 2004–2013. Environ. Health Perspect. 124 (2), 184–192. 
6 G.C. Cuchiara, X. Li a , J. Carvalho b, B. Rappenglück, Intercomparison of planetary boundary layer parameterization and its impacts on 
surface ozone density in the WRF/Chem model for a case study in Houston/Texas, Atmospheric Environment 96 (2014) 175-185 
7 A chemical transport model (CTM) is a type of computer numerical model which typically simulates atmospheric chemistry and may give 
air pollution forecasting through focusing on the stocks and flows of one or more chemical species 
8 N.C. Hsu, R. Gautam, A.M. Sayer, C. Bettenhausen, C. Li, M.J. Jeong, S.C. Tsay, B.N. Holebn, Global and regional trends of aerosol 
optical depth over land and ocean using SeaWiFS measurements from 1997 to 2010, Atmos. Chem. Phys., 12 (17) (2012), pp. 8037-8053 
9 A satellite-borne sensor designed to collect global ocean biological data 
10 Koo YS, Kim JH, Choi DR, Lee JB, Park HJ, Analysis of Domestic and Foreign Contributions using DDM in CMAQ during Particulate 
Matter Episode Period of February 2014 in Seoul, Journal of Korean Society for Atmospheric Environment Vol. 32, No. 1, February 2016, 
pp. 82-99 
 
29 
 
 
BIBLIOGRAPHY 
 
Altindag, D.T. et al., 2017. Chinese Yellow Dust and Korean infant health. Soc. Sci. Med. 186, 78–86. 
https://doi.org/10.1016/j.socscimed.2017.05.031 
C. W. J. Granger, 1969. Investigating Causal Relations by Econometric Models and Cross-spectral 
Methods. Econometrica 37, 424–438. 
Chen, X., Ye, J., 2015. When the Wind Blows: Spatial Spillover Effects of Urban Air Pollution. 
Environ. Dev. Discuss. Pap. Ser. 15. 
Chinese Foreign Ministry spokesman’s statement, March 21. 2017, 2017. URL 
http://www.fmprc.gov.cn/web/wjdt_674879/fyrbt_674889/t1447426.shtml 
Choi, C.-Y. et al., 2005. Structural Spurious Regressions and A Hausman-type Cointegration Test. 
Rochester Cent. Econ. Res. Work. Pap. 
Chudnovsky, A.A. et al., 2012. Prediction of daily fine particulate matter concentrations using aerosol 
optical depth retrievals from the Geostationary Operational Environmental Satellite (GOES). J. 
Air Waste Manag. Assoc. 62, 1022–1031. https://doi.org/10.1080/10962247.2012.695321 
Cuchiara, G.C. et al., 2014. Intercomparison of planetary boundary layer parameterization and its 
impacts on surface ozone concentration in the WRF/Chem model for a case study in 
houston/texas. Atmos. Environ. 96, 175–185. https://doi.org/10.1016/j.atmosenv.2014.07.013 
Draper, N.R., Smith, H., 2014. Applied regression analysis, Third Edit. ed. John Wiley & Sons, Inc. 
Drifte, R., 2005. Transboundary pollution as an issue in Northeast Asian regional politics (No. 12), 
Working Paper. 
Goldberg, M., 2008. A Systematic Review of the Relation Between Long-term Exposure to Ambient 
Air Pollution and Chronic Diseases. Rev. Environ. Health 23, 243–298. 
https://doi.org/10.1515/REVEH.2008.23.4.243 
Hsu, N.C. et al., 2012. Global and regional trends of aerosol optical depth over land and ocean using 
SeaWiFS measurements from 1997 to 2010. Atmos. Chem. Phys. 12, 8037–8053. 
https://doi.org/10.5194/acp-12-8037-2012 
Huanqiu, July 24.2017, 2017. URL http://world.huanqiu.com/exclusive/2017-07/11023145.html 
IPCC, 2014. Climate Change 2014: Synthesis Report, Climate Change 2014: Synthesis Report. 
Contribution of Working Groups I, II and III to the Fifth Assessment Report of the 
Intergovernmental Panel on Climate Change. https://doi.org/10.1017/CBO9781107415324 
Jia, R., Ku, H., 2015. Is China’s Pollution the Culprit for the Choking of South Korea? Evidence from 
the Asian Dust, Working Paper. 
Kim, H.C. et al., 2017. Recent increase of surface particulate matter concentrations in the Seoul 
Metropolitan Area, Korea. Sci. Reports Nat. 7, 1–7. https://doi.org/10.1038/s41598-017-05092-8 
Kim, I., 2014. Messages from a middle power: Participation by the Republic of Korea in regional 
environmental cooperation on transboundary air pollution issues. Int. Environ. Agreements Polit. 
Law Econ. 14, 147–162. https://doi.org/10.1007/s10784-013-9214-5 
 30 
 
Korea’s National Institute of Environmental Research (NIER), 2017. The KORUS-AQ Rapid Science 
Synthesis Report. 
Korean Ministry of Environment, 2015. Climate Statistics. 
Mosteller, D., 2016. Air Pollution’s Hazy Future in South Korea. Data driven Yale. URL 
https://datadriven.yale.edu/air-quality-2/air-pollutions-hazy-future-in-south-korea-2/ 
Park, R.J., Kim, S.W., 2014. Air quality modeling in East Asia: present issues and future directions. 
Asia-Pacific J. Atmos. Sci. 50, 105–120. https://doi.org/10.1007/s13143-014-0030-9 
Republic of Korea, 2006. UN. National reporting guidelines for CSD-14/15 Thematic areas - 
Atmosphere/Air Pollution. 
Shi, Y. et al., 2018. Improving satellite aerosol optical Depth-PM2.5correlations using land use 
regression with microscale geographic predictors in a high-density urban context. Atmos. 
Environ. 190, 23–34. https://doi.org/10.1016/j.atmosenv.2018.07.021 
Shim, C., 2017. Policy Measures for Mitigating Fine Particle Pollution in Korea and Suggestions for 
Expediting International Dialogue in East Asia. JICA Res. Inst. Work. Pap. Ser. 
Sumitomo Mitsui Advanced Finance for Ecology, 2013. An ill wind blows: The current state and 
impact of cross-border PM 2.5. SAFE Corp. Environ. Mag. Featur. Artic. PM2.5 Part 1. 
Tao, M. et al., 2012. Satellite observation of regional haze pollution over the North China Plain. J. 
Geophys. Res. Atmos. 117, 1–16. https://doi.org/10.1029/2012JD017915 
the International Council on Clean Transportation and DieselNet, 2018. PM standard by country. 
URL https://www.transportpolicy.net/ 
van Donkelaar, A. et al., 2010. Global estimates of ambient fine particulate matter concentrations 
from satellite-based aerosol optical depth: Development and application. Environ. Health 
Perspect. 118, 847–855. https://doi.org/10.1289/ehp.0901623 
WorldBank and Institute for Health Metrics and Evaluation, 2016. The Cost of Air Pollution. 
https://doi.org/10.1787/9789264210448-en 
Yale Center for Environmental Law & Policy and The Center for International Earth Science 
Information Network at Columbia University’s Earth Institute, 2018. 2018 Environmental 
Performance Index. URL https://epi.envirocenter.yale.edu/epi-topline 
Zhang, Q. et al., 2017. Transboundary health impacts of transported global air pollution and 
international trade. Nature 543, 705–709. 
  
  
 31 
 
Chapter 2. FACTORS TO ENHAANCE COMPLIANCE WITH ETS IN KOREA 
BASED ON COMPANY LEVEL DATA 
  
 32 
 
ABSTRACT 
 
FACTORS TO ENHAANCE COMPLIANCE WITH ETS IN KOREA BASED ON 
COMPANY LEVEL DATA 
By 
Hyemin Park 
 
In the success of environmental regulation which is evolving into various forms, 
from command and control to market oriented, active participation of target entities is 
important. However, there are only limited insights into how such participation is encouraged. 
I purpose to provide how external conditions and internal perceptions determine the 
companies’ response as against to emission trading system(ETS) in Republic of Korea 
through exploring objective conditions that covered companies face such as allocation and 
emission, company characteristic such as company size, employment, sector, financials and 
companies’ perception data from the survey. To my knowledge, this is the first attempt to 
cover all companies in a country implementing country level ETS and to combine quota and 
emissions, internal perception and company characteristic. The result shows that fine design 
of allocation alone does not guarantee the success of ETS. Companies respond more actively 
and invest more on green technology when they perceive ETS as an opportunity. Credit 
shortage, on the other hand, lead companies act passively in technology investment. Main 
purpose of the ETS, cost-effective reduction and green investment, will be achieved through 
policy design of internal awareness and motivation, technology support, pricing management 
together with allocation.  
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2.1.  Introduction  
Environmental regulations are evolving into various forms, from command and 
control to market-oriented, coordination, or mix of these(Liu et al., 2013a, 2013b; Yang et 
al., 2016; Zhang et al., 2014; Liu et al., 2016). One of the most important factors in the 
success of market-based regulation is the active participation of participants. This is also the 
case for carbon price mechanism. The government expects companies to be able to 
participate actively in an emission trading system (ETS), promote technological upgrades 
and ultimately enhance their competitiveness in a low carbon society. Even when the 
regulations are imperfect and the supporting system is incomplete, (Kemfert et al., 2006) the 
participation in the policy play a key role in enhancing effectiveness of the 
regulation(Cornwell et al., 1997). EU ETS is a good example. In the EU ETS, despite the 
concern that initial carbon price was too low to induce companies to cut emissions, it 
attracted companies' low-carbon investment by signaling that the emitter would bear the 
social cost of carbon emissions (Sato et al., 2015) 
Despite its importance, we have only limited insights into how such participation is 
encouraged and what kind of factor determines them. Actions such as related investment, 
establishment of countermeasure strategies, leveraging external consultancy, in-house 
education take time to produce visible and quantitative results. Moreover, companies’ 
strategy and action is confidential part of the business. Most of the studies about the impact 
of the EU ETS on low-carbon innovation and investment are based on ad-hoc interviews, 
tend to be sector specific, and narrow in scope to qualify as general analysis of ETS impact 
on innovation (Marcantonini et al., 2017). 
Another reason for the lack of empirical evidence in the business participation in 
carbon price mechanism is that the mechanism has only been implemented recently. Even in 
the case of EU, which has launched the world's earliest ETS, historical data are not enough to 
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design future climate policies. However, an analysis on participation must be done in the 
early stage of an institution implementation for the establishment of the system and efficient 
operation(Dieperink et al., 2004).  
Cost-effective reduction of greenhouse gas (GHG) and promoting green investment 
are the two main goals of the ETS. However, the achievement of the second goal is not easy 
to verify (Hoffmann, 2007a). By its design, “cap and trade” scheme ensures the emissions are 
reduced up until cap but verifying the level of green innovation takes time and is difficult 
(Gagelmann and Frondel, 2005). R & D expenses can be estimated through disclosure of 
corporate financial statements, but an investment in GHG reduction technologies is not 
distinguishable within it.  
In this study, I purpose to provide initial empirical evidence for companies’ 
responsive activities to the launch of ETS in the Republic of Korea. Since the responsive 
activities as against to environmental regulations are multidimensional and affected by 
various determinants, I wanted to understand how external conditions and internal 
perceptions determine the companies’ response to the ETS. To this end, I explored objective 
conditions that covered companies face such as allocation and emission amount, company 
characteristic such as company size, employment, sector, financials and companies’ 
perception data from the survey of the company representative who is in charge of ETS 
within the company and the characteristic of that representative such as his/her division and 
hierarchical position. In order to overcome the limitation that there is no numerical data about 
the responsive activity of the covered company, I asked companies about the investment of 
low carbon technology to respond to the ETS and the degree of response as against to the 
ETS within the company. To my knowledge, this is the first attempt to target all covered 
companies in a country implementing country level ETS and also the first attempt to combine 
quota and emissions, internal perception and company characteristic.  
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The paper is structured as follows: firstly, I will give a brief introduction to the ETS 
in Republic of Korea; secondly, I will explain the analytical framework of this study and 
related literature to identify factors that may affect a company's responsive activity as against 
to the ETS; thirdly, I will introduce and explore the data, as a forth step, the empirical results 
will be analyzed; finally, a conclusion and some policy implications will be given. 
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2.2.  Overview of the ETS in Korea 
The government of the Republic of Korea introduced the ETS for 525 companies in 
January 2015. The sector selection considered the impact on the national GHG emissions, 
and the possibility of emission measurement and institutional execution. According to the Act 
on the allocation and trading of GHG emission permits, a business entity whose average total 
amount of GHG emissions during the preceding three years is not less than 125,000 tons of 
CO2 equivalents (CO2-eq) or a business entity with a unit of business that has produced 
25,000 tons of CO2 equivalents (CO2-eq) during the preceding three years are designated as 
ETS coverage among the sectors stated in National allocation plan. In the first phase(2015-
2017) 23 sectors were selected: power generation, mining, food and beverages, textiles, wood, 
paper, oil refining, petrochemicals, glass ceramics, cement, steel, nonferrous metals, 
machinery, semiconductors, displays, electrical appliances, automobiles, shipbuilding, water, 
waste, buildings, communications, aviation. For the covered substances, the six major GHGs 
were included: carbon dioxide (CO2), methane (CH4), nitrous oxide (N2O), hydrogen fluoride 
carbon (HFCS), perfluorocarbon (PFCS). 
The purpose for the first phase (2015-2017) is the soft-landing of the ETS, the second 
phase (2018-2020), the effective reduction of GHG, and the third phase (2021-2025), the 
active reduction of GHG. In line with the targets for each phase, 100% of the allocation made 
free of charge in the 1st phase to be gradually reduced to 97% in the second phase and 90% 
in the third phase. For the allocation method, a grandfathering is mostly applied in the 1st 
phase as it is relatively easy to accept in practice and widely used in the beginning stage of 
the ETS(Groenenberg and Blok, 2002). For some facilities of cement, oil refinery and 
aviation industry, however, a benchmark method, which allocates the permits based on past 
activity data so that facility efficiency is taken into account, was applied based on already 
developed efficiency index. 
 38 
 
2.3.  Literature related to Analytic Framework   
In this study, analyzing the data from the 1st phase of the Korea ETS, I examine how 
external conditions and internal perceptions influence the level of response and technology 
investment of covered companies, while controlling characteristics of company and survey 
respondent. As external conditions, allocated quota and emission amount of the covered 
companies is used to show whether a company's level of response and technology investment 
is bound to quota and emissions. For the companies’ internal perception as against to the ETS, 
survey data is used. To control the characteristic of a company and respondent, the size of the 
company, the number of the employees of the company, the hierarchical position and the 
division of survey respondents (a staff in charge of ETS within a covered company), sector 
(carbon intensive or not), the financials (asset, cost of sales to revenue ratio and current debt 
ratio) are included.  
The allocation and shortage(or surplus) would be the most important condition that 
covered companies face and the key policy instrument for the government. The government 
expects to reflect changes in the environment and energy policies through setting the total 
emission allowance per sectors and improve the compatibility with the national reduction 
targets. However, if the precisely set emissions allowance leads not to the reduction activities 
of the companies, then the ETS will not achieve its original purpose, cost-effective reduction 
and green investment. One of the questions of my study is to determine whether the 
allocation and emission amount actually affects companies' response, and what factors other 
than the allocation are associated with companies' GHG reduction activities, or response to 
the ETS. Zetterberg(2014) analyzed the allocation, reduction policy and the pricing policy of 
companies and concluded that the allocation method is important to companies’ GHG 
reduction strategy(Zetterberg, 2014). Hahn and Stavins (2011) argued that companies’ 
decisions on reduction are not related to the allocation of emissions rights(Hahn and Stavins, 
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2011). Some studies argue that allocation method can heavily influence the response of 
companies. Grandfathering – a feature of the EU ETS in 1st and 2nd phase and Korea ETS in 
the 1st phase – is identified as a major factor limiting low-carbon innovation(Marcantonini et 
al., 2017). Calel and Dechezleprêtre (2016) estimate the impact of the EU ETS on low-carbon 
patenting and conclude that the EU ETS caused a 36% increase, over 2005-2009, in the 
number of low-carbon patents granted to regulated companies(Calel and Dechezleprêtre, 
2016). Martin et al. (2012) interviewed 770 manufacturing companies in EU and found that 
low-carbon innovation is positively associated with their expectations on the stringency of 
their future allocation(Martin et al., 2012). 
The response of the companies should be analyzed together with the companies 
perception to accurately determine the factors affecting the companies’ response toward the 
environment policy. Skjærseth and Eikeland(2013) noted that assessing the relationship 
between the regulation and perception is extremely complex as there are many cases where 
companies act differently or oppositely to their perception. They put forward the example of 
Shall who used to capture 10% share of renewable energy market by 2005 terminated all new 
investments in renewable energy in 2009 while expressing their strong support of the ETS 
(Skjærseth and Eikeland, 2013) On the other hand, Rogge (2018) identified the strong trust 
with the government as determinants that encourage companies to believe in climate 
policy(Rogge and Dütschke, 2018). Hoffnann(2007) interviewed managers in the German 
power industry and concluded that companies do not recognize ETS-related-investment as a 
long term as they believe the government policy is still uncertain(Hoffmann, 2007b). Liu and 
Fan (2018) surveyed 105 cement companies in China and found that 84.6% of the samples 
would not like to pay for the emissions verification and think that this cost should be covered 
by the government(Liu and Fan, 2018). Research on Swedish company survey shows that 
firms understand the ETS as a compliance mechanism rather than a market-based policy 
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instrument(Sandoff et al., 2009). In the 2005 survey on EU ETS, less than half of the 
companies said they would consider the price of the emission allowance in their day-to-day 
management(Hahn and Stavins, 2011). By combining past studies, my study used survey 
answers which asked the level of satisfaction of overall current business status and trust 
toward government policy, whether they believe ETS as an opportunity or burden in different 
ways. 
To identify the controlled relationship of internal and external factor with companies’ 
response as against to the ETS, key characteristics of the company should be controlled. 
Hettige et al.(1996) pointed out that the response of a company to a particular policy might be 
different depending on the size of the company, the bigger the company, the better it 
complies with environmental regulations(Hettige et al., 1996). Hofer et al.(2012) indicated 
that a significant relationship exists between the company's characteristics, such as market 
leadership, size, profitability, etc., and their environmental behaviors. (Hofer et al., 2012). 
Montalvo(2008) asserted that financial factors are important determinants for implementation 
of environmental practices (Montalvo, 2008). He believed that companies cannot help be 
affected by financials as adapting the environmental regulations is related to unclear benefit 
but immediate cost. Using an event study, Jong et al. (2014) found that the impact of the EU-
ETS on the share prices of companies arose from their production carbon intensity(Jong et al., 
2014). To control the characteristic of a company and respondent, the size of the company, 
the number of the employees of the company, the position and the division of respondents(a 
staff in charge of ETS), sector (carbon intensive or not), the financials (asset, cost of sales to 
revenue ratio and current debt ratio) are included. 
Based on the previous literature mentioned above, the paper puts forward the following 
hypotheses:  
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H 1. Companies respond more actively to ETS when they get generous or stringent 
allocation, perceive ETS as an opportunity or a burden, trust government in general, and 
satisfied with their overall business. 
Table 2.1. Hypothesis 1 
Dependent variable 
(survey answer) 
Explanatory 
variables 
(Objective 
condition) 
Explanatory variables 
(perception revealed by survey 
answers) 
How did you respond to the 
emissions trading system?  
1. Response at the enterprise level in 
a holistic manner 
2. Response at the business unit level 
3. Response at the designated staff 
level 
4. Response at the CSR level  
5 No response 
average allocation 
average shortage 
(surplus) 
-Perceive ETS as an opportunity  
- Perceive ETS as a burden 
- Level of trust about the government 
policy 
- Level of satisfaction about the 
current business 
H 2. The companies are more satisfied with ETS when they get generous or stringent 
allocation, perceive ETS as an opportunity or a burden, trust government in general, and 
satisfied with their overall business. 
Table 2.2. Hypothesis 2 
Dependent variable 
(survey answer) 
Explanatory 
variables 
(Objective 
condition) 
Explanatory variables 
(perception revealed by survey 
answers) 
How satisfied are your company 
with the ETS? 
1. Very much 
2. Somewhat 
3. Not very 
4. Not at all 
average allocation 
average shortage 
(allocation- 
emission) 
-Perceive ETS as an opportunity  
- Perceive ETS as a burden 
- Level of trust about the government 
policy 
- Level of satisfaction about the 
current business 
Companies’ financials were obtained from NICE Information Service Co., and the 
Financial Supervisory Service's Data Analysis, Retrieval and Transfer System (DART) which 
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provides information on companies subject to external auditing including Korea Composite 
Stock Price Index (KOSPI) and Korea Securities Dealers Automated Quotation (KOSDAQ) 
listed companies.  
The survey data were collected through online questionnaire from representatives who 
are in charge of ETS in all covered companies during August 2018. The invitation included a 
cover letter explaining the objectives of the survey, together with the background of the 
conducting party, GIR. The respondents were requested to answer the questions on behalf of 
their companies and consult with related staff as necessary. As such, their answers are 
regarded representing their companies. Reminder calls were made to encourage respondents 
who had not yet answered after certain time. In addition, respondents who gave their cell 
phone number were paid a gift certificate by lottery. These efforts finally resulted in 48% of 
the sample (267 out of 553) responding. Table 1 below presents statistics of the results.  
Table 2.3. Sample Statistics 
Size 
Covered 
companies 
(population) 
Company 
composition 
Number of 
respondents Answering rate 
Respondent 
composition 
Large 164 29.7% 95 58% 35.6%
Medium 257 46.5% 113 44% 42.3%
Small 64 11.6% 26 41% 9.7%
Public 68 12.3% 33 49% 12.4%
Total 553 100.0% 267 48% 100.0%
Before using the survey results as an internal perception factor that affects the 
companies’ responsive activity, I conducted a factor analysis to see whether different 
questions could be grouped into certain latent variables. Before proceeding with the factor 
analysis, Kaiser-Meyer-Olkin (KMO) and Bartlett's Test for Sphericity were conducted to 
verify the adequacy of the sample or to determine if a sample requires factor analysis. The 
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about overall business that are not related to ETS (BUS). (Appendix 1. The result of factor 
analysis) 
I have classified the four factors as follows: the question of whether companies 
recognize ETS as an opportunity (OPP), the question of whether they perceive ETS as a 
burden to the business (BUR), the question of satisfaction with government policies such as 
government support policy and policy transparency related to ETS (GOV), and the question 
about overall business that are not related to ETS (BUS). (Appendix A. The questions and 
answer classified as the each factor) (Appendix B. The result of factor analysis) 
The dependent variable of hypothesis 1, a level of response as against to the ETS, is 
selected as a dependent variable as it asks general and comprehensive action that company 
can take. It is possible, however, that each respondent think the definition of ‘response’ 
differently. To identify the substance of response, I explored answers to the following 
questions and see how companies of different level of response answered in other survey 
questions: what kind of external expertise did you hire, if any, to respond to the ETS; what 
kind of expense occurred to cover the ETS; what is the specific activity carried out for the 
ETS. The appendix C shows how companies’ with different level of response answered 
differently to each questions. 
The results of the link analysis between survey answers and the dependent variable, a 
level of response, are summarized as follows: Those who respond to the ETS at company 
level answered that they used outside expertise in developing the company-wide strategies for 
the ETS. On the other hand, those who respond to the ETS by designated staff level answered 
that that they didn’t hired any external help and showed the lowest response rate in the 
category of strategy setting for the ETS. 
For the question asking where your company spend most for the ETS, all respondents 
said they spent the most on administrative costs to comply the ETS. Regarding the question 
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asking specific activities implemented to respond to the ETS, those who respond to the ETS 
at a company level showed the highest response rate in the technology investment to reduce 
GHG emissions. On the other hand, those who respond to the ETS at the staff level had the 
highest answering rate to the category ‘no special activity’. 
The dependent variable of hypothesis 3, whether there was a technology investment 
to reduce GHG, is selected to see whether stringent allocation or internal perception as 
against to policy lead to actual reduction activity. (Appendix D. The descriptive statistics of 
the dependent variable of hypothesis 1 and 2) 
The survey results, by nature, are based on answers from the respondents who 
participated a survey. Any study based on the survey cannot be free from the problem of self-
selection bias, albeit with varying degrees, as far as respondents are allowed to decide for 
themselves whether or not they want to participate in a survey. If this is the case, the result of 
empirical analysis may not represent the entire target population(Lavrakas, 2008), which is 
entire covered company in the 1st phase in my study. For example, a company who is passive 
or dissatisfied with the ETS may not have answered to the survey at all. In order to alleviate 
this problem and to increase the confidence of the results, I have compared the distribution of 
characteristic between respondents and non-respondents to see whether there is statistically 
significant difference between main characteristic of the companies who answered the survey 
and who didn’t. As a result, the distribution of the explanatory and control variables other 
than the survey answer of the respondents and the non-respondents show a similar 
distribution and there were no statistically significant relationship except for the sector, which 
showed no statistical significance in the estimation result. (Appendix E. Estimation result to 
see whether there is selection bias in the sample).  
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2.4.  Estimation Strategy 
Following equation investigates the effect of the external conditions and internal 
perception on the level of response and technology investment of companies.  
(1) ln ୔୰	(௒೔ୀ௞)୔୰	(௒೔ୀଵ) = ܼ௜ߨ ,   where ܼ௜ = [ ௜ܺ
௜௡		 ௜ܺ௘௫	 ௜ܺ௖௢௡௧] and ߨ = [∝ 	ߚ		ߛ]′,  
k=2,3,4,5 if dependent variable is level of response   
k=2 if dependent variable is yes to the survey question of whether there was a 
technology investment to reduce GHGs 
For hypothesis 1, the multinomial logistic regression is used as the dependent 
variable in question is nominal that it falls into any one of a set of categories that cannot be 
ordered in any meaningful way(Appendix G. Test for proportional odds assumption) and 
there are more than two categories. Thus, the equation predicts the probabilities of the 
different possible outcomes of a categorically distributed dependent variable, given a set of 
independent variables(Greene, 2012). For hypothesis 2, the estimation equation can be 
rewritten as ln ௣ଵି௣ , a logistic regression, as there is only two options, yes or no.   
In equation (1), ln ୔୰	(ଢ଼౟ୀ୩)୔୰	(ଢ଼౟ୀଵ) is the variable of interest, log-odds ratio as against to 
benchmark response, ‘respond at company level’ for hypothesis 1 and ‘No. There was no 
technology investment’ for hypothesis 2. Z୧ is the explanatory variable set, consisting of X୧୧୬, 
X୧ୣ ୶ and X୧ୡ୭୬୲ which represent internal perception, external condition, and characteristic of 
companies and respondents, respectively. ∝	,β and γ are corresponding coefficient vectors.  
The external condition vector X୧ୣ ୶  includes the following: (i) average allocation 
during the 1st phase (avg allocation), (ii) average shortage during the 1st phase, or the 
difference between emission and allocation divided by allocation is used if the value is 
greater than zero or else zero (avg shortage, min( ln ୣ୫୧ୱୱ୧୭୬ିୟ୪୪୭ୡୟ୲୧୭୬ୟ୪୪୭ୡୟ୲୧୭୬ , 0 )), (iii) average 
surplus during the 1st phase, or the difference between allocation and emission divided by 
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allocation is used if the value is greater than zero or else zero (avg surplus, 
max(ln ୣ୫୧ୱୱ୧୭୬ିୟ୪୪୭ୡୟ୲୧୭୬ୟ୪୪୭ୡୟ୲୧୭୬ , 0)). 
The internal perception vector gathered from the survey X୧୧୬ includes answers to the 
question of whether companies recognize ETS as an opportunity (OPP), the question of 
whether companies perceive ETS as a burden to the business (BUR), the question of whether 
companies are satisfied with government policies such as government support policy and 
policy transparency related to ETS (GOV), and the question about overall business situation 
(BUS) 
Including X୧ୡ୭୬୲  in the model, I can obtain a controlled relationship between 
companies’ level of response and technology investment with companies’ internal perception 
and external condition. Controlling factors include number of employees of the respondents’ 
company (num_hired), the division of respondents (div_planning, division_general affairs, 
division_compliance, division_environment, division_CSR), the position of respondents 
within the company (position_director, position_deputy director, position_assistent manger), 
companies financial status such as current debt ratio (debt_ratio, current debt/ current asset-
current debt), current asset (asset), Cost of Sales to Revenue Ratio (cost_ratio, cost/sales), the 
sector of the company is carbon intensive or not (carbon_intensive, 1 for steel, petrochemical, 
cement, refinery, semiconductor, display)   
In Hypothesis 1, the dependent variable is the answer to the survey question asking 
companies’ level of response to ETS, where k can be a value from 2 to 5. The benchmark 
response, which is the denominator of the odds ratio, refers to the ‘responded at company 
level in a holistic manner’. 2, 3, 4, and 5, which correspond to k, refer to ‘responded at unit 
level’, ‘responded by person in charge’, ‘responded at CSR level’ and no response, 
respectively.  
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In hypothesis 2, the dependent variable is answer to the survey question asking whether 
there was a technology investment to reduce GHGs in response to the ETS. In this case, K 
can be either 1 or 2, no or yes.  
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2.5. Estimation Results 
Table 2.4 shows how the objective condition, internal perception and company 
characteristic  influence companies’ level of response and technology investment with regard 
to ETS, in terms of log-odds ratio and marginal effect. The allocation, asset and number of 
employees of the respondent’s company are logarithmized to see the rightly skewed 
distribution.   
According to the result of testing hypothesis 1, average allocation and OPP factor 
significantly affected the companies’ level of response. For explanatory variables of shortage, 
surplus, BUR, GOV, BUS, the coefficients of responses 4 and 5 were statistically significant 
but the marginal effect was 0%.  
When the average allocation is increased by 10 times, the log odds ratio between the 
reference group (responded in enterprise level) and the second group (responded in unit level) 
decreases by 1.475, and the log odds ratio between the third group (responded in staff level) 
decreases by 1.53. The marginal effect of responding in enterprise level to the ETS, on the 
other hand, is 17%. I can conclude that companies with higher average allocation tend to 
respond in enterprise level. In the first phase of the Korea ETS, which allocated based on past 
emission amount (“Grandfathering”), large emitters got more quota, and those companies 
responded holistically to the ETS.  
Increase in OPP lead companies to respond at the enterprise level. In other words, when 
companies perceive ETS as an opportunity, companies are likely to respond more actively.  
This is because the coefficient for all answer groups for the OPP is negative, and the marginal 
effect is 7% for the ‘holistic response’ 
The result implies that companies do not judge the ETS by the quota they get alone, and 
if the operating government presents the vision with the ETS to the companies and 
communicates policy direction transparently, the covered company can act more proactively.  
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Table 2.4. Level of Response: Log-Odds Ratio and Marginal effect 
Note1: Standard errors are shown in parentheses and *, **,  and *** represent statistical significant levels of 0.1, 0.05, and 
0.001, respectively.  
Note2: The benchmark response for the dependent variable is ‘responded at company level in a holistic manner’. As for the 
categorical explanatory variables, the benchmark response of the enterprise size, respondent department, and respondent 
level are large company, other division, and director level, 
Note3: AIC is 459.0031 
Log-odds ratio Marginal Effect 
Variable Unit level Staff level CSR level No response holistically 
unit 
level 
staff 
level 
csr 
level 
no 
respon
se 
ܺ^݁ݔ 
log_avg_allocati
on 
-1.475** 
( 0.616) 
-1.530*** 
( 0.433) 
-103.918***
( 0.351) 
112.546***
( 0.000) 17% -3% -14% 0% 0% 
avg_shortage -3.280 ( 3.038) 
-0.922 
( 2.002) 
623.205***
( 0.000) 
-810.025***
( 0.000) 16% -26% 10% 0% 0% 
avg_surplus_adj 0.570 ( 2.283) 
-0.251 
( 1.861) 
5404.210***
( 0.018) 
-487.742***
( 0.000) 1% 8% -9% 0% 0% 
ܺ^݅݊ 
OPP -0.487** ( 0.210) 
-0.655*** 
( 0.172) 
-40.572***
( 0.603) 
-328.318***
( 0.000) 7% 0% -7% 0% 0% 
BUR -0.249 ( 0.144) 
-0.220 
( 0.120) 
-215.196***
( 0.067) 
-110.241***
( 0.000) 3% -1% -2% 0% 0% 
GOV 0.210 ( 0.143) 
-0.025 
( 0.112) 
-41.782***
( 0.469) 
-6.030*** 
( 0.000) 0% 2% -2% 0% 0% 
BUS 0.547 ( 0.432) 
0.135 
( 0.348) 
-
1352.253***
( 0.234) 
-960.015***
( 0.000) -3% 5% -2% 0% 0% 
ܺ^ܿ݋݊ݐ 
 
num_hired -0.283 ( 0.831) 
-1.674** 
( 0.669) 
-
1908.721***
( 0.188) 
-99.812*** 
( 0.000) 15% 10% -25% 0% 0% 
size_Large 425.180*** ( 2.237) 
-0.213 
( 1.366) 
-46.343***
( 0.067) 
2679.166***
( 0.000) -1% 13% -14% -1% 2% 
size_Medium 426.070*** ( 2.140) 
0.375 
( 1.425) 
1827.575***
( 0.000) 
3833.826***
( 0.000) -9% 17% -19% 5% 7% 
size_Small 423.780*** ( 2.054) 
-1.208 
( 1.572) 
-
1156.590***
( 0.000) 
2630.789***
( 0.000) 14% 8% -21% -1% 1% 
pos_deputy 1.798 ( 1.278) 
0.297 
( 0.741) 
1135.568***
( 0.000) 
-481.603***
( 0.000) -5% 11% 0% 5% -11%
pos_assis 1.892 ( 1.320) 
0.641 
( 0.772) 
-
1989.813***
( 0.000) 
-
2385.923***
( 0.000) 
-7% 11% 12% -1% -16%
div_plan 0.968 ( 1.191) 
0.221 
( 0.952) 
-
1030.930***
( 0.000) 
-
3233.416***
( 0.000) 
-3% 11% 5% -1% -12%
div_general 2063.561*** ( 0.676) 
2063.115***
( 0.676) 
1101.538***
( 0.000) 
-845.840***
( 0.000) -26% 13% 26% -1% -12%
div_compliance 
-
1177.870*** 
( 1.000) 
-
2381.970***
( 0.000) 
341.782***
( 0.000) 
36.552*** 
( 0.000) 59% -11% -49% 1% 1% 
div_env -0.115 ( 0.885) 
-0.316 
( 0.688) 
-18.915***
( 0.067) 
-568.765***
( 0.000) 4% 3% 3% 0% -9% 
div_csr -978.795*** ( 0.000) 
0.468 
( 1.747) 
581.555***
( 0.000) 
-
2735.014***
( 0.000) 
-2% -11% 22% 4% -12%
carbon_intensive
Y 
-0.559 
( 0.617) 
-0.410 
( 0.486) 
-37.189***
( 0.067) 
-110.258***
( 0.000) 6% -2% -1% 0% -2% 
log_asset -0.867 ( 0.829) 
0.596 
( 0.632) 
392.422***
( 0.769) 
-222.249***
( 0.000) -3% -13% 17% 0% 0% 
debt_ratio 0.007 ( 0.015) 
-0.006 
( 0.011) 
40.513*** 
(10.044) 
6.716*** 
( 0.000) 0% 0% 0% 0% 0% 
cost_ratio 0.499 ( 2.672) 
-0.395 
( 1.848) 
2853.391***
( 0.057) 
-
4374.017***
( 0.000) 
2% 8% -10% 0% 0% 
(Intercept) -407.352*** ( 6.222) 
13.158** 
( 6.618) 
38.792*** 
( 0.067) 
7400.186***
( 0.000)      
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If all the explanatory variables are the mean value, the probability of responding at 
staff level is the highest as 61%. 
Table 2.5. Probability of responding level,  
when all the explanatory variables are at the mean 
Company level Unit level Staff Level CSR Level No response 
25% 15% 61% 0% 0% 
Table 2.6 shows the result of the hypothesis 2, whether there was a technology 
investment in relation to the objective condition, internal perception and company 
characteristic. Most of explanatory and control variable are not statistically significant except 
for allocation, shortage, OPP and BUR. According to the estimation result, increase in both 
OPP and BUR lead companies to invest on GHG reduction technology. That is, when 
companies perceive ETS as an opportunity or burden, companies more likely to invest on 
GHG reduction technology. More allocation and shortage, however, lead companies act 
passively in technology investment. Given the study period was 1st phase of ETS with great 
uncertainty among participating companies, companies responded shortage with short-term 
solution such as buying credit rather than technology investment. The reasoning become 
more powerful to see the result of the survey questionnaires ‘Did your company purchase 
credit?’: 87% purchased credit among companies with shortage while 10% purchased credit 
among companies without shortage. On the other hand, 13% invested on reduction 
technology among companies with shortage while 28% invested on technology among 
companies without shortage.  
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Table 2.6. Technology Investment: Log-odds ratio and Marginal effect 
Variable Log-odds ratio marginal effect 
ܺ^݁ݔ 
log_avg_allocation -0.773** ( 0.369) -10% 
avg_shortage -11.260** ( 3.941) -147% 
avg_surplus_adj -3.087 (1.652) -40% 
ܺ^݅݊ 
OPP 0.402*** (0.118) 5% 
BUR -0.012 (0.095) 0% 
GOV 0.399 (0.295) 5% 
BUS 0.941 (0.562) 12% 
ܺ^ܿ݋݊ݐ 
log_num_hired -0.313 (1.439) -4% 
size_Large -0.389 (1.479) -5% 
size_Medium 0.434 (1.641) 6% 
size_Small -0.312 (0.646) -4% 
pos_deputy -0.471 (0.685) -6% 
pos_assis -1.121 ( 0.810) -17% 
div_plan -15.739 (1404.902) -37% 
div_general -17.534 (2626.582) -37% 
div_compliance -1.069** (0.539) -16% 
div_env -2.360 (1.549) -28% 
div_csr 0.534 (0.428) 7% 
carbon_intensiveY 0.593 (0.538) 8% 
log_asset -0.008 (0.015) 0% 
debt_ratio -1.658 (1.499) -22% 
cost_ratio 0.469** (0.144) 6% 
(Intercept) -10.598 (5.676)  
Note1: Standard errors are shown in parentheses and *, **,  and *** represent statistical significant levels of 0.1, 0.05, and 
0.001, respectively.  
Note2: The benchmark response for the dependent variable is ‘no investment’ 
Note3: AIC is 218.36 
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If all the explanatory variables are the mean value, the probability of ‘technology 
investment’ is 11%. 
Table 2.7. Probability of Technology Investment  
when all explanatory variables are at the mean level 
 N Y 
tech invest 90% 10% 
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2.6.  Conclusions and policy implications 
Although ETS has started as a regulation that companies meet certain condition need to 
comply, carbon price mechanism is growing as a new business opportunity for those accept 
timely and actively. For companies that are not active enough as against to climate change, 
ETS can be not only a government regulation but a huge risk as increasing number of 
financial institutions announces that they will integrate cost for climate change in financial 
valuation(Hoffmann, 2007c). However, companies, like participation in other environmental 
practices, cannot help but hesitate to take an holistic response because of a unclear benefit 
(van Hemel and Cramer, 2002) 
Tightening the cap and extending allowance auctioning in a predictable way are the 
most frequent recommendations to achieve the purpose of the ETS in the 
literature(Marcantonini et al., 2017). The results of my research, however, suggest that fine 
design of allocation alone is not enough. That is, the government should help covered 
companies to better understand the ETS and help them to develop their comparative 
advantage in the growing carbon price mechanism worldwide. According to the estimation 
result, companies respond to ETS more actively and invest on GHG reduction technology 
with OPP factor increase.  
Since the allocation made free of charge in the 1st phase, companies may not recognize 
ETS as a financial burden to take immediate or active action. Brewer (2005) compares 
different surveys and finds that, due to high perceived uncertainty about the scheme, firms’ 
activities were mainly centered on information gathering(Brewer, 2005). Schleich and Betz 
(2005) evaluate the regulatory details of the EU ETS and conclude that there are only 
moderate incentives under the pilot phase 2005-07 (Schleich et al., 2008). Given the 
scheduled auctioning in following phases and widening of ‘benchmark’ allocation method, 
however, companies should be prepared for ETS not only through market strategy but also 
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through reduction technology development to reduce the financial burden. The ETS, by 
design, make companies pay for their emissions. If the factor productivity such as the 
improvement of the energy efficiency by the investment for reduction is not raised, the 
increase of the cost cannot be avoided under the ETS.  
Delicate policy design should be in place for strengthening reduction burden to lead to 
reduce carbon intensity. So far, the sector characteristic and the past emission was the only 
consideration in the allocation in the Korea ETS. In order to achieve the main purpose of the 
ETS, cost-effective reduction and green investment, policy design for internal awareness and 
motivation should always be in place.  
Technology support for the company with high emissions but low financial soundness 
can be considered. The result of the empirical analysis show that companies experiencing 
shortage decided to purchase credit rather than technology development. The company, by 
nature, compares its marginal abatement cost with the market price of the emission rights, 
and chooses the size and timing of the purchase (or sale) and banking of emission rights or 
the reduction investment for their business. For companies that have difficulty accessing 
information on energy efficiency and carbon footprint of production processes, information 
sharing to help sound decision making would be needed.  
Continued pricing management is also needed to reduce emissions in line with the Paris 
agreement. Half of the emissions covered by the current carbon price mechanism are priced 
at less than $10/tCO2e. The result of the empirical analysis show that companies experiencing 
shortage decided to purchase credit rather than technology development. This may be 
because companies are uncertain about the sustainability and direction of ETS, but the low 
price would also have contributed. Trust in a country's energy and climate policy direction 
and rising path of carbon price predictions will enable companies to make low carbon 
investments. The government can take into account the flexibility of the policy, such as the 
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adjustment of carbon prices as a result of new technology development, as well as the 
publication of the price range for carbon price forecasting. All in all, providing adequate 
levels of pressure and support simultaneously is the key to ensure the flexibility of the system 
that the system originally aims and reduce the social cost of reduction.  
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Appendix A. The Question and Answer Classified as each factor 
 
 
Figure 2.2. The first Factor (OPP), whether companies recognize ETS as an opportunity 
 
 
Figure 2.3. The second factor (BUR), whether the ETS was a burden to the business 
Note: According to the Factor analysis (appendix A), Question 4 was showing the 
opposite tendency. 
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Figure 2.4. The second factor (BUR), whether the ETS was a burden to the business 
 
Note: According to the Factor analysis (appendix 1), Question 4 was showing the opposite tendency 
 
Figure 2.5. The third factor (GOV), the satisfaction of government support and policy 
transparency related to ETS 
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Figure 2.6. The fourth factor (BUS), the overall business situation 
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Appendix B. The Result of Factor Analysis 
 
 
Table 2.8. The Result of Factor Analysis 
Question# BUS GOV BUR OPP 
1 0.732 
2 0.664 
3 0.732 
4 -0.523 
5 0.836 
6 0.514 
7 0.571 
8 0.439 
9 0.774 
10 0.765 
11 0.709 
12 -0.494 
13 0.827 
14 0.745 
15 0.847 
16 0.894 
17 0.745 
18 0.874 
19 0.827 
20 0.829 
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Appendix C. How Companies’ With Different Level of Response Answered 
Differently to Questions Asking Kind of External Expertise Use, Expense 
Occurred and Specific Activity As Against to ETS 
 
 
Figure 2.7. External Expertise Use by Response Level 
 
 
 
Figure 2.8. Expense Occurred by Response Level 
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Figure 2.9. Activity by Response Level 
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Appendix D. The Descriptive Statistics of the Dependent Variable of Hypothesis 1 and 2 
 
 
Figure 2.10. The descriptive statistics of the dependent variable of Hypothesis 1, 
A level of response to the ETS 
 
Figure 2.11. The descriptive statistics of the dependent variable of Hypothesis 2, 
whether there was a technology investment to reduce GHG 
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Table 2.10. Selection Bias in <Position> 
 
Table 2.11. Selection Bias in <Division> 
 
Table 2.12. Selection Bias in <Sector> 
 
 
  
(Intercept) -18.57 1423.36 -0.013 0.99 
Pos_assis 20.62 1423.36 0.014 0.988 
Pos_deputy 20.57 1423.36 0.014 0.988 
Size_Director 37.13 2012.93 0.018 0.985 
(Intercept) -18.57 1423.36 -0.013 0.99 
div_compliance 37.13 4826.84 0.008 0.994 
div_csr 37.13 4025.86 0.009 0.993 
div_env 20.5 1423.36 0.014 0.989 
div_etc 20.93 1423.36 0.015 0.988 
div_general 20.51 1423.36 0.014 0.989 
Div_plan 37.13 1989.92 0.019 0.985 
(Intercept) 1.2769 0.1766 7.23 4.84E-13 *** 
Carbon_intensive 
Y 1.1339 0.4323 2.623 0.00871 
** 
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Appendix F. Summary Statistics and Multicoleaniarity test for Explanatory Variable 
Table 2.13. Summary Statistics 
 
Varibale Min. Q1 Median Mean Q3 Max Std 
ܺ^݁ݔ  
log_avg_ 
allocation 
4.4 4.7 5.1 5.3 5.6 7.9 0.7 
avg_shortage 0.1 0.9 1 1 1.1 1.8 0.2 
avg_shortage 0.1 0.9 1 1 1.1 1.8 0.2 
ܺ^݅݊  
OPP 3 6 7 7 8 11 1.9 
BUR -3 4 6 6.1 8 10 2.6 
GOV 4 7 8 8.1 9 15 2.2 
BUS 1 2 2.6 2.5 3 4 0.8 
ܺ^ܿ݋݊
ݐ  
log_num_hir
ed 
1.3 2.2 2.7 2.7 3.1 4.8 0.7 
avg_allocati
on 
23,812 49,864 139,862
1,475,73
9 
424,830 76,282,420 
6,833,69
6 
v_asset_kwo
n 
3,756,13
1,000 
65,921,5
21,000 
181,000,
000,000
1,311,84
9,000,00
0 
592,750,
000,000 
84,500,0
00,000,0
00 
6,239,39
5,000,00
0 
num_hired 19 155 450 2,105 1,390 68,876 6,192 
log_asset 9.6 10.8 11.3 11.3 11.8 13.9 0.8 
debt_ratio -66.1 -2.6 0.5 0.7 2 158 18 
cost_ratio 0.2 0.8 0.9 0.8 0.9 1.1 0.1 
Note: debt_ratio refere to the current debt divided by current asset-current debt/ Cost_ratio refers to 
the cost divdied by sales 
 
Table 2.14. Summary Statistics of Size 
Large Medium Small Other (public) 
97 88 26 3 
45% 41% 12% 1% 
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Table 2.15. Summary Statistics of Division 
Etc. Plan General Comliance Env 
30 21 7 2 151 
14% 10% 3% 1% 71% 
 
Table 2.16. Summary Statistics of Position 
Director Deputy Assist 
21 120 73 
10% 56% 34% 
 
Table 2.17. Summary Statistics of Carbon intensive 
N Y 
137 77 
64% 36% 0% 
 
Table 2.18. Multicollinearity 
N Vif 
Log avg allocation 1.596986
Avg shortage adj 1.364956
Avg surplus adj 1.5031
OPP 1.455712
BUR 1.6175551.394261
GOV 1.394261
BUS 1.276403
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Appendix G. Test for proportional odds assumption 
 
 
Table 2.19. Test for proportional odds assumption 
  N Y>=2 Y>=3 Y>=4 Y>=5 
Y>=5 vs 
Y>=4 
log_avg_all
ocation 
[4.38,4.71] 54 1.904 0.778 -3.258 -3.970 -0.712 
[4.71,5.15] 53 1.883 0.838 -2.813 -3.239 -0.425 
[5.15,5.65] 54 1.05 0.375 -3.258 -3.258 0.000 
[5.65,7.88] 53 -0.582 -0.930 -3.951 -Inf 
shortage & 
surplus 
[0.0695,0.860] 54 1.149 0.223 -3.258 -3.258 0.000 
[0.8603,0.969] 53 0.838 0.343 -2.813 -3.239 -0.425 
[0.9686,1.061] 54 1.05 0.298 -3.970 -Inf 
[1.0613,1.809] 53 0.582 0.189 -3.239 -3.951 -0.713 
log_asset 
[ 9.57,10.8] 54 1.609 0.452 -2.833 -3.258 -0.425 
[10.84,11.3] 53 2.058 1.124 -2.506 -2.813 -0.308 
[11.28,11.8] 54 0.956 0.223 -3.970 -Inf 
[11.78,13.9] 53 -0.421 -0.665 -Inf -Inf 
debt_ratio 
[-66.088, -2.625] 54 1.149 0.223 -3.258 -3.970 -0.712 
[ -2.625, 0.535] 53 0.93 0.343 -3.239 -3.239 0.000 
[ 0.535, 2.036] 54 0.693 0.148 -3.258 -3.258 0.000 
[ 2.036,158.000] 53 0.838 0.343 -3.239 -Inf 
cost_ratio 
[0.195,0.779] 54 0.865 0.298 -2.526 -2.833 -0.307 
[0.779,0.862] 53 0.582 0.038 -3.951 -3.951 0.000 
[0.862,0.917] 54 1.149 0.375 -3.258 -3.970 -0.712 
[0.917,1.142] 53 1.025 0.343 -3.951 -Inf 
OPP 
[3, 7] 78 2.169 1.278 -2.485 -2.918 -0.433 
[7] 43 1.194 0.728 -3.020 -3.738 -0.717 
[8] 44 0.56 -0.182 -Inf -Inf 
[9,11] 49 -0.288 -1.240 -Inf -Inf 
BUR 
[-3, 5] 62 0.742 0.000 -2.979 -4.111 -1.132 
[ 5, 7] 51 1.411 0.521 -Inf -Inf 
[ 7, 9] 56 1.099 0.288 -2.565 -2.872 -0.307 
[ 9,10] 45 0.405 0.314 -3.784 -3.784 0.000 
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GOV 
[ 4, 8] 74 0.734 0.272 -2.862 -3.164 -0.302 
8 51 1.411 1.073 -2.773 -3.199 -0.426 
9 37 1.135 0.054 -3.584 -Inf 
[10,15] 52 0.552 -0.310 -Inf -Inf 
BUS 
[1.00,2.12] 67 0.854 0.393 -2.148 -2.757 -0.608 
[2.12,2.67] 58 1.833 0.799 -4.043 -4.043 0.000 
[2.67,3.12] 41 0.245 -0.345 -Inf -Inf 
[3.12,4.00] 48 0.693 0.000 -Inf -Inf 
log_num_hi
red 
[1.28,2.23] 54 1.904 0.778 -2.526 -3.258 
[2.23,2.66] 54 Inf 1.609 0.865 -3.258 -3.258 
[2.66,3.17] 54 Inf 0.865 0.223 -3.258 -3.970 
[3.17,4.84] 52 Inf -0.310 -0.811 -Inf -Inf 
size 
_Other(public) 3 Inf 0.693 0.693 -Inf -Inf 
_Large 97 Inf 0.228 -0.145 -4.564 -4.564 
_Medium 88 Inf 1.846 0.609 -2.615 -3.344 
_Small 26 Inf 1.204 0.636 -3.219 -3.219 
pos 
_director 21 Inf 0.486 0.288 -2.996 -2.996 
_deputy 120 Inf 0.769 0.134 -2.944 -3.664 
_assis 73 Inf 1.270 0.474 -4.277 -4.277 
div 
_etc 30 Inf 1.386 0.693 -2.639 -2.639 
_plan 21 Inf 0.693 -0.095 -Inf -Inf 
_general 7 Inf Inf 1.792 -Inf -Inf 
_compliance 2 Inf -Inf -Inf -Inf -Inf 
_env 151 Inf 0.857 0.226 -3.185 -3.899 
_csr 3 Inf -0.693 -0.693 -Inf -Inf 
carbon_inte
nsive 
N 137 Inf 1.032 0.309 -3.273 -3.799 
Y 77 Inf 0.674 0.182 -3.205 -3.624 
Overall 214 Inf 0.897 0.263 -3.248 -3.733 
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ABSTRACT 
 
SUSTAINABLE MANAGEMENT OF CARBON SEQUESTRATION SERVICE IN 
AREAS WITH HIGH DEVELOPMENT PRESSURE: CONSIDERING LAND USE 
CHANGES AND CARBON COSTS 
 
In countries and regions where development projects are frequently implemented, 
there is a significant change in the value of carbon sequestration services according to land 
use changes. In this study, we analyzed the changes of the carbon sequestration services made 
by land use changes for 20 years (1989-2009) in Korea where local development projects 
have been active since the 1990s. As a result, it was analyzed that the total carbon stocks 
decreased by about 0.07 billion t C. However, there were significant changes in the carbon 
stocks in areas where development projects were frequently implemented. The economic 
value loss due to changes in carbon stocks over 20 years was even more noticeable when 
social costs (9.2 trillion won) were applied than market prices (4.7 trillion won). Therefore, in 
countries and regions where development is frequent, it is necessary to monitor the land-use 
change of ecosystems with high carbon stocks and to reconsider the value as a carbon pool 
when making land-use change policy decisions and internalize social costs at market prices. 
Especially at local level, it is necessary to promote carbon sequestration service management 
policy in accordance with local conditions considering the size and change types of carbon 
stocks 
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3.1.  Introduction  
The climate change regulating service that is provided by ecosystem through the carbon 
storage capacity is one of the most essential ecosystem services needed for human existence 
(Island Press, 2005). In particular, the forest ecosystem plays a critical role as a carbon pool, 
accounting for approximately 40% of the carbon stored in land biomass (DixonR.K., 
SolomonA.M., BrownS., HoughtonR.A., TrexierM.C., WisniewskiJ., 1994; Hernández-
GuzmánR., Ruiz-LunaA., GonzálezC., 2019). However, the “Anthropocene” (CrutzenP., 
2002) which represents all kinds of man-made global environmental change is giving serious 
negative impacts on the carbon storage capacity. Especially, the land use changes such as 
urbanization and deforestation give direct impacts on the carbon storage capacity of the 
ecosystem spatially (Island Press, 2005). Urbanization acts as a pressure to the ecosystem that 
plays a significant role in storing the carbon (Island Press, 2005; WuJ., ChenB., MaoJ., 
FengZ., 2018) and results in a decrease of the carbon storage capacity (WuJ., ChenB., MaoJ., 
FengZ., 2018; TianG. & QiaoZ., 2014) Diminution of natural ecosystem areas such as forest, 
agricultural land and wetland also leads to a decrease of the carbon storage capacity. In 
addition, the land use changes in forest areas give impacts on the carbon storage and also 
carbon fluxes from local to global scale (CaspersenJ.P., PacalaS.W., JenkinsJ.C., HurttG.C., 
MoorcroftP.R., BirdseyR.A., 2000) (AhmadA., LiuQ.I.J., NizamiS.M., MannanA., SaeedS., 
2018).  
On the other hand, when market and market prices exist like in the case of carbon, the 
market prices can be an economic factor that indirectly affects the carbon storage of the 
ecosystem. The policy decisions whether to preserve the forests or to develop the lands for 
alternate use are influenced by the market value of the carbon. But the market prices cannot 
reflect the environmental value of the natural capital such as carbon (ConveryF.J. & 
RedmondL., 2007). Globally, the carbon price mechanism has a short history and is still a 
growing market. Therefore, if the current carbon market price is applied, the carbon 
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sequestration service value can be underestimated. This is particularly true when the changes 
in the services due to the changes in the ecosystems that give long-term or permanent impacts 
are estimated. As a result, the social costs which take the environmental and social values of 
the carbon into account can be utilized in the policy making process (MichaelowaA., 
StronzikM., EckermannF., HuntA., 2003). In addition, the appropriate price of carbon could 
be introduced by setting a clear policy objective and the scope of the carbon prices and also 
by increasing the accuracy of emission data collection and verification. 
Thus, the land use change and carbon prices are the factors that either directly or 
indirectly affect the carbon sequestration service of the ecosystem. Developing countries with 
high development pressure have experiencing more land use changes than the developed 
countries or underdeveloped countries, and also they tend to make more economic growth-
oriented policy decisions. Consequently, the carbon storage capacity provided by the 
ecosystem varies greatly and the economic value of the carbon sequestration service may also 
vary depending on the market prices of the carbon. The Republic of Korea (hereinafter 
referred to as Korea) is the classic example. Korea is the only country that has successfully 
achieved in afforestation after the Second World War and the Korean War. However, there 
have been constant land use changes such as conversion of forests followed by the new town 
development and the implementation of the local government development projects after the 
1990’s, and also economic growth-oriented policy decisions were made frequently. 
There is a need to analyze how carbon storage capacity changes according to the land use 
change at the municipal/county level which is the basic units of the policy decision making 
bodies, in countries such as the Korea where development projects takes place frequently. 
Moreover, it is also important to analyze how the economic value of the carbon storage 
service alters when the usual market price and socials costs are applied. 
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In the precedent research, there have been many studies which individually analyzed the 
changes of the carbon stocks and the economic value according to the land use change. Since 
the land use change has been identified to be a dominant factor in the carbon storage in the 
forest ecosystem (CaspersenJ.P., PacalaS.W., JenkinsJ.C., HurttG.C., MoorcroftP.R., 
BirdseyR.A., 2000), Pan et al. (2011) estimated that the carbon stocks of 1.3±0.7 P g C year–1 
were lost due to the land use change in the tropical areas from 1990 to 2007 globally. Ahmad, 
Liu, Nizami, Mannan and Saeed (2018) estimated the loss of the carbon stocks to be 9 k M g 
C year–1 as a result of deforestation in the Pakistan Himalayan region. Hernández-Guzmán, 
Ruiz-Luna and González  (2019) found that the carbon stock reduced from 362.9 T g C in 
1986 to 336.2 T g C in 2017 due to the land use change in the western Mexico through 
satellite image analysis. For the economic value of the carbon sequestration service, Patton, et 
al. (2015) estimated the economic value of the four wetland ecosystems registered as the US 
National Wildlife Refuge, and Hansen (2009)estimated the economic value of the agricultural 
land and forest wetland restoration through social costs of the carbon sequestration service. 
On the other hand, few studies have been carried on simultaneously considering both changes 
in the carbon storage capacity and the economic value of the carbon sequestration services 
according to the land use changes simultaneously. 
In this paper we will try to observe the changes in the quantity of the carbon stocks 
according to the land use changes since the 1990s when local development projects were 
actively implemented after the enforcement of the local autonomy system in Korea. Next, we 
will analyze how the economic value of the carbon sequestration services varies locally when 
applying market prices and social costs. Through that, this study aims to clarify the 
management direction of the carbon storage capacity and carbon sequestration services of the 
national and local governments considering the changes of carbon storage capacity in 
countries with high development pressure like Korea. We would also like to propose a policy 
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direction, to consider the social costs of the carbon sequestration services in the process of 
establishing environmental policy decisions. 
3.2.  Materials and Methods 
3.2.1.  Study Area 
Korea is located in the monsoon climate zone in the mid-latitude region of East Asia. It 
has four distinct seasons and due to its abundant rainfall, it has well-developed vegetation 
including forests and agricultural land which are a major carbon storage (Figure 1). The most 
important carbon storage is forest. The forest area in Korea is occupying 64% of the land area 
and the mean stand volume density has sharply increased from 9.55m3 ha-1 in 1960 to 
145.99m3 ha-1 in 2015 (Korea Forest Service, 2016; Lee, et al., 2018). As a result, the forest 
carbon stocks have increased about 12 times from 36.4 T g C in 1954 to 440.4 T g C in 2012 
(Lee, et al., 2014). Accordingly, the price of the ecosystem service (public benefit value) 
provided by forests increased 7 times from 18 trillion KRW in 1987 to 126 trillion KRW in 
2014 (Public benefit value of forest in 2014) according to the replacement cost method18. 
Korea has experienced a rapid economic growth after the Korean War. After the Korean 
War in 1960’s, Korea was a poor aid-receiving nation but has become a donor country, by 
joining the OECD DAC (2010). The GNI per capita increased about 371 times from $80 in 
1960 to $29,745 in 2017 (Korean Statistical Information Service). However, since the 1990s, 
as a result of the implementation of the local autonomy system (1995), the land use changes 
have been accelerated due to implementation of regional development projects and urban 
sprawl. In particular, forest land and agricultural land faced dramatic changes. After having 
analyzed the land cover map of the Ministry of Environment (Environmental Spatial 
Information Service), it was found that between 1989 and 2009, the agricultural land 
                                      
18 The Korean Forest Service has evaluated the public value of the forests by using the replacement cost method, travel cost 
method, cost avoidance method, use value method, contingent value method and the hedonic price method. 
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3.2.2.  Cost of Carbon 
Carbon price is the costs that are charged to the carbon pollutants to reduce the carbon 
released into the atmosphere as a greenhouse gas. The international community, through the 
Paris Agreement, has agreed to limit the global warming to less than 2℃ in order to reduce 
the potential damage to the economic, social and ecological domain (large-scale natural 
disasters, migration and infrastructure destruction etc.) and also agreed on the required 
technological changes. However, there is no consensus on the carbon conversion prices. 
According to the International Energy Agency report, the carbon conversion prices are 
different depending on the region, climatic conditions, fossil fuel prices, power plant 
technology, capital costs, and tax regimes (International Energy Agency, 2016). Riahi et al. 
(2017) stated that the range of carbon prices is estimated at $15-360 in 2030 and $ 45-1,000 
in 2050 and that there is no meaningful carbon price convergence. 
In developed countries such as the United States and the United Kingdom, the social 
costs of carbon have already been estimated at the government level but the estimated value 
differs greatly from country to country, depending on the choice of the discount rate. Tol 
(2013)analyzed 75 studies on the social costs of carbon, and suggested the mean marginal 
cost of carbon as $196/t C and the mode as $49/t C, and pointed out that the difference in the 
cost estimate is very large. The Intergovernmental Working Group on Social Costs of Carbon 
of the United States has applied a 3% discount rate on the social costs of carbon in 2007 and 
estimated it to be $32/t CO2 in 2010, $52/t CO2 in 2030, and $71/t CO2 in 2050 (Interagency 
Working Group on Social Cost of Carbon, 2015). The European Commission estimated the 
social costs of carbon to be €19/t CO2 (median value), €9/t CO2 (minimum value) and €80/t 
CO2 (maximum value) (Bickel, et al., 2005). Commission Quinet of France, by applying a 4% 
discount rate, estimated the social costs of carbon to be €32/t CO2 in 2010, €100/t CO2 in 
2030 and €200/t CO2 in 2050 (Commission Quinet, 2008). 
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As of April 2018, the current carbon prices of the carbon price mechanism are broad 
ranging from a minimum of $1 to $139, and 46% (based on the greenhouse gas emissions 
coverage) is priced at less than $10 which is still below the carbon price range of $40 to $80 
per tonne which is required to be able to meet the Paris Agreement (World Bank, 2018). On 
the other hand, many countries have been imposing economic costs on carbon since the 
ratification of the Paris Agreement and the carbon prices are rising consequently. The 88 
States Parties (56% of the global GHG emissions) have been planning or considering to use 
the carbon pricing policies/systems and carbon market mechanisms as a means to implement 
and achieve the Nationally Determined Contributions (NDCs) (World Bank, 2018). 
According to World Bank, as of April 2018, a total of 51 carbon pricing mechanisms are 
being implemented or planned to be implemented in 45 countries and 25 states/local 
government units (World Bank, 2018) and it is estimated to account 20% (approximately 11 
billion tons) of the total greenhouse gas emissions when the projected coverage followed by 
implementation of a national scale ETS of China is being reflected. In addition, the carbon 
prices are expected to continue to rise as many countries are making efforts to align the 
carbon prices with social costs, by introducing a carbon price floor for the purpose of 
encouraging investments in energy efficiency and mitigation measures. In terms of the 
market size, the carbon pricing  mechanism increased by 56% from $52 billion in 2017 to 
$82 billion in 2018, largely due to an increase of the carbon prices. From 2017 to 2018, the 
EU ETS emissions quotes increased from $7 to $16, the French carbon taxes from $38 to $55, 
and the Swiss carbon taxes from $88 to $101 (World Bank, 2018). 
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3.2.3.  Methods 
The study was carried out with a method in four stages. First, the carbon stocks of each 
ecosystem were calculated for each ecosystem type. The ecosystem types were classified into 
7 major categories (urban land, agricultural land, forest land, grass land, wetland, barren land, 
freshwater and marine) and 20 subcategories (Table A1), by using the major and subcategory 
land cover map (Environmental Spatial Information Service). The quantity of the carbon 
stocks per ecosystem type was calculated by summing the carbon stored in the four carbon 
pools: ground and underground biomass, soil carbon, litter and dead wood excluding wood 
products according to the process based model (Figure 2). The carbon stocks of biomass 
above ground and underground in forests and urban forests (hereinafter referred to as ‘forest 
biomass’) were calculated by multiplying the amount of growing stock per unit area by forest 
type (Korea Forest Service, 2013); Table A2) and the carbon storage factor  (Korea Forest 
Service, 2015); Table A3). For the forest soil and litter storage pools, the estimates of the 
carbon stocks in forests reported by the Korea Forest Research Institute were utilized (Korea 
Forest Service, 2015). The carbon stocks in the dead wood pools in forests and the carbon 
stocks of other ecosystem types  have been listed by using the results of field studies and 
modeling studies conducted in Korea and elsewhere (Korea Forest Service, 2015; HongS., 
ZhangY.-S., KimY.-H., KimM.-S., ChoeE., HaS.-K., 2010; TomassoL. & LeightonM., 2014; 
Kim, et al., 2016; ChungM., KangH., ChoiS., 2015); Table A4). Verification was conducted 
by a simple regression model applying the growing stock accumulation statistics of 16 
metropolitan cities/provinces provided by the 2010 basic forest statistics of the Korea Forest 
Service (Korea Forest Service, 2011) and the forest carbon stocks which is derived from this 
study. 
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was obtained from the previous stage. By using these two input data, the carbon stock maps 
of 1989 and 2009 were produced and the differences of these two maps were analyzed in 
order to calculate the carbon stock changes made during 20 years. 
Third, in order to understand how the regional development project made difference in 
carbon storage capacity decrease, the changes in the carbon stocks of 162 cities/counties 
according to the land use change during the 20 years from 1989 to 2009 were analyzed. 
Carbon stocks of 1989 and 20 year carbon stock changes were mapped and the top 10 cities 
and counties were identified. Also, the first and second land use change types were analyzed 
to investigate the causes affecting the carbon stock changes per local government. 
Lastly, the changes in the value of the carbon sequestration services according to the land 
use change were derived by applying the market price and social costs, and the values of the 
carbon sequestration services of 162 cities/counties were also compared. As for the 
estimation of the monetary value of the carbon absorption and storage in the ecosystem, the 
carbon market prices or an estimate of the marginal value of social damage resulting from 
carbon emissions (referred to as “social costs” in this paper) was used (FerraroP.J., LawlorK., 
MullanK.L., PattanayakS.K., 2011). In this particular study, the average price of the ‘First 
period (2015-2017) Emission Trading Scheme’, which was traded in Korea in 2015-2017, 
was applied as for the market price ( Greenhouse Gas Inventory and Research Center, 2019). 
For the social costs, $32~51/t CO2 (discount rate of 2.5~3.0%) derived by the US Interagency 
Working Group on Social Cost of Carbon (Interagency Working Group on Social Cost of 
Carbon, 2015) was applied which was similar to the appropriate discount rate of 2.5~3.0% 
used in Korea and derived by the Korea Energy Economics Institute (2015) (LeeJ. & KimS.-
k., The optimal social discount rate and carbon social cost estimation, 2015). In addition, 
44/12 was multiplied in order to meet the biophysical quantification (1 t C) even though the 
carbon credits are traded on the basis of one tonne of CO2 in general. 
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3.3.  Results 
3.3.1.  Carbon Storage and Validation 
The Table 1 shows the biomass, litter layer and soil carbon stocks of the forest 
ecosystems among all ecosystem types. The total carbon stocks of the forest area, calculated 
by multiplying carbon stocks of each forest types and carbon pool with the area of each type 
of ecosystems, was 769 million t C. It was analyzed that it shows a slight difference from 769 
million t C of the carbon stocks derived from the basic forest statistics of the Korea Forest 
Service and 750 million t C derived from the forest type map. 
The reliability of the model was confirmed as the results of the analysis based on the 
land cover map were well-corresponded with the field based observation data. The mean 
deviation and absolute deviation of the standing timber biomass carbon stocks based on the 
growing stock accumulation statistics of the Korea Forest Service and the biomass carbon 
stocks obtained from this study were -0.7% and 8.0% respectively. The root mean square 
error of the two carbon stock values was 3.9 million tonnes (Table A5). As for the 
geographical distribution, there was a difference of more than 20% in the Jeju Special Self-
Governing Province and Jeollanam-do Province but the coefficient of determination appeared 
to be very high with 98.58% when fitting with the simple linear regression model using the 
two carbon stock values (Figure 3.2). 
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other types of land cover and it was the highest contributor of the decline in the carbon stocks. 
The changes of the agricultural land, grassland and wetland resulted in 1.1, 3.0 and 6.1 
million t C of the carbon stocks decreasing, respectively. On the contrary, 4.3, 5.9 and 5.4 
million t C of carbon stocks were increased in the urban areas, barren lands and waters 
respectively due to the changes of the land cover. 
Table 3.2. Change detection in the land cover map and change of the carbon stocks 
between 1989 and 2009 (Unit: ࢑࢓૛, 1 million t C) 
1989 
2009 
Urban 
land 
Agricultur
al land 
Forest 
land 
Grass- 
land 
Wet-
land
Barre
n land
Water
s Total 
Urban land 1,424.8 2,752.0 1,190.0 390.6 57.1 326.4 112.6 6,253.6
Agricultural 
land 330.6 15,663.9 6,476.5 1,470.0 245.2 428.9 126.2 24,741.3
Forest land 85.2 3,358.0 56,941.1 1,323.7 45.9 132.0 109.1 61,995.1
Grassland 57.1 538.6 1,176.5 369.8 29.2 57.9 40.1 2,269.2
Wetland 37.7 302.7 149.5 43.7 221.9 72.1 215.5 1,043.1
Barren land 106.0 605.2 586.3 94.6 68.4 148.3 157.8 1,766.6
Waters 66.1 567.7 417.4 82.7 208.9 131.4 1,353.9 2,828.0
Total 
(class total) 
2,107.
5 23,788.1 66,937.3 3,775.2 876.6
1,297.
1
2,115.
2 100,896.9
Changes in 
land cover 682.7 8,124.2 9,996.2 3,405.4 654.7
1,148.
8 761.4 ·
Increase 
between 
1989 and 
2009 
4,146.
1 953.2 -4,942.2 -1,506.0 166.5 469.5 712.8 ·
Changes in 
carbon 
stocks due to 
land use 
(million t C) 
4.3 -1.1 -74.5 -3.0 -6.1 5.9 5.4 -69.1
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3.3.3. The carbon stock and the changes in the carbon stocks according to the land 
cover change per city/country 
Table 3 and Figure 6 show the results of the analysis of the carbon stocks and the carbon 
stock changes in 162 cities/counties. The top three administrative districts with high carbon 
stocks are Hongcheon, Inje and Pyeongchang County. Andong City, Bonghwa County and 
Gyeongju City of the Gyeongbuk Province were also included in the top 10 areas. The top 10 
regions where the carbon stock changes were large due to the changes in the land cover were 
Seogwipo City and Jeju City of Jeju, Hwaseong City, Ulsan Metropolitan City, Cheongju 
City, Yongin City, Incheon Metropolitan City, Busan Metropolitan City, Changwon City and 
Gimcheon City. The changes in the land cover which had a large effect on the carbon stock 
changes were ‘forest land to agricultural land’, ‘forest land to urban land’ and ‘agricultural 
land to grassland’. Unlike other regions, Jeju City was the city where the change of ‘forest 
land to grassland’ contributed mainly to the changes in the carbon stocks. 
We examined whether the quantity of the carbon stocks correlate with the land cover 
change, per region. The coefficient of determination derived from the fitting of the 
logarithmic changes of the carbon stocks of 162 cities/counties in 1989 and the changes of 
the carbon stocks between 1989 and 2009 into a simple linear regression model was 
approximately 48% (Figure 3.7). From the Spearman rank correlation analysis, there was a 
positive correlation between the carbon stocks of 1989 and the carbon stock changes between 
1989 and 2009 with the correlation coefficient of 0.57 at the significance level of 0.01. 
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Table 3.3. Top 10 municipals/countries with high carbon stock changes and its main 
form of the land use 
Ranks 
Top 
municipals/counties 
with high carbon 
stocks 
(2009) 
Top 
municipals/counties 
with greater change 
in carbon stocks 
(1989-2009) 
Changes of land use  
1st 2nd 
1 Hongcheon County Seogwipo City Forests→ agricultural land 
Forest land→ 
urban land 
2 Inje County Jeju City Forests→ agricultural land 
Forest land→ 
grassland 
3 Pyeongchang County Hwaseong City 
Agricultural land→
urban land 
Forest land→ 
urban land 
4 Andong City Ulsan City Forest land→ agricultural land 
Agricultural land→
urban land 
5 Jeongseon County Cheongju City Forest land→ agricultural land 
Forest land→ 
urban land 
6 Samcheok City Yongin City Forest land→ urban land 
Agricultural land→
urban land 
7 Bonghwa County Incheon City Agricultural land→urban land 
Forest land→ 
urban land 
8 Sangju City Busan City Forests→ urban land 
Agricultural land→
urban land 
9 Gyeongju City Changwon City Forest land→ agricultural land 
Agricultural land→
urban land 
10 Yeongwol County Gimcheon City Forest land→ agricultural land 
Forest land→ 
urban land 
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3.3.4.  Evaluation of the economic value (market prices vs social costs) changes made 
between 1989 and 2009 
The carbon storage services (about 1 billion t C) were estimated to be worth 68.36 
trillion won as of 2010 when evaluated with the market prices (Avg. price of first period 
2015-2017) (Figure 8a). The social costs of the carbon were valued at a total of 133.283 
trillion won in 2010 which was 1.95 times of the market prices. Also, the loss of the 
economic value of the changes in the carbon stocks (69.1 million t C) due to the land cover 
changes was estimated to be 4.7trillion won when calculated with the market prices (Figure 
8b). When the social costs (White House, USA) were applied, the loss of the economic value 
caused by the changes in the carbon stocks due to the land cover changes during the same 
period was calculated to be 9.2 trillion won. 
In terms of the regions, the economic value of the carbon stocks in 2010 (for the 16 
regional metropolitan municipalities) was greater in Gyeongsangbuk-do followed by 
Gangwon-do, Jeollanam-do, Gyeonsangnam-do, Gyeonggi-do (Figure 9a). On the other hand, 
the loss of the economic value of the carbon sequestration services from 1989 to 2009 due to 
the land cover changes was greater in Gyeonggi-do, followed by Gyeongsangbuk-do, 
Jeollanam-do, Gyeongsangnam-do and Gangwon-do (Figure 9b). 
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3.4.  Discussion 
3.4.1. Changes in the carbon stocks according to the land use changes: similarities and 
differences between the country and regions (cities/counties) 
In general, changes in carbon stocks provided by ecosystems are occurs in the change of 
ecosystems (land) that store carbon to other types of ecosystems (land). However, the size of 
the change can vary depending on the spatial scale. Especially in developing countries, 
population continues to increase, but development is concentrated in specific regions. In other 
words, even if land use change occurs both in the country and in the region, there is a 
regional difference in development pressure. As a result, the amount of land use change and 
the type of change vary according to the area, and the carbon stock change due to the land use 
change varies greatly by region. This trend was also confirmed in this study. In Korea, where 
development pressure has been high for the past 20 years, there have been similarities and 
differences between countries and regions in changes in carbon stocks according to spatial 
scales. As a common point, it was found that there were   considerable changes in the carbon 
stocks when the land use change was greater, at both national and regional (cities/counties) 
level. At country level, forest land and agricultural lands were largely transformed into other 
land cover compared to other land cover types and it resulted in a large loss of the carbon 
stocks (Table 3.2). Cities and counties also experienced a larger loss of the carbon stocks due 
to the land cover changes in areas where the carbon stocks were high in 1989 (Figure 3.9). 
There were also differences between countries and regions. In the country, changes from 
forest land to agricultural land, urban, and grassland were largely influenced by changes in 
carbon stocks (Table 3.2). However, in the region, the amount of carbon stock changes 
(amounts) and change factors (types of land cover change) varied by region (Figure 3.4; 
Table 3.3). From amount sides, it can be observed that the carbon stocks has decreased much 
in the places where development projects are actively promoted (Seogwipo, Jeju, Hwaseong, 
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Ulsan, Cheongju, Yongin etc.). However, in the areas where the carbon stocks were large but 
the development projects were less promoted (Inje, Hongcheon, Jungsun, Andong, Bonghwa, 
etc.), the carbon stock changes were relatively small. The types of land cover change which 
are the cause of the carbon stock change also varied from 'forest land → agricultural land', 
'forest land → urban land', 'agricultural land → urban land', ‘forest land → grassland’. 
 
3.4.2.  Reduction of the value of the carbon storage services due to the land use change 
by regional areas 
In this study, the monetary value of carbon storage capacity provided by the ecosystem 
according to the land use change was larger when the social cost was applied than when the 
market price was applied (Figure 3.8). Given that the environmental and social value of the 
carbon is being reflected in the market prices globally, the value of the carbon sequestration 
services might decline further in the future due to the land use change from forest land to 
agricultural land and urban areas. In other words, with enforcement of policy decisions which 
lead the land cover changes, the amount that the country and local communities will have to 
pay as the opportunity costs for the carbon sequestration services may increase exponentially 
in the future. 
Thus, given the land use changes and current and future carbon prices, the decline in the 
value of the carbon sequestration services by regions can be shown in Figure 10. Cities in 
group II (Seogwipo City, Jeju City and Hwaseong City in this study) where the land use 
changes are greater due to high development pressure may belong to group I and experience a 
bigger loss of the value. In addition, areas in group IV (Cheolwon county, Inje county and 
Bonghwa county in this study) with small land use changes due to low development pressure 
such as, will become group III due to the rise of the carbon prices in the future and also 
experience an increase in the value loss due to the land use changes. 
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Although 189 countries which account for 96% of the world’s GHG emissions, have 
agreed to cut emissions by participating in the Paris Agreement, 85% of the world’s 
emissions have not be charged and 75% of the carbon prices is less than $10 per t CO2 
(Carbon Pricing Leadership Coalition, 2017). In addition, although the number of countries 
and regions implementing the carbon price mechanism is increasing globally, there is a wide 
distribution of the market prices per country and region and also an academic agreement on 
the proper price of carbon is currently absent. This is because carbons are influenced by 
external factors such as incompleteness of regulations and adoption of specific technology 
polices. However, many countries are raising the carbon prices through implementation of 
policies such as carbon price floor. In addition, the carbon prices are expected to climb 
steadily through reduction or abolishment of fossil fuel subsidies, and by corporate audits of 
climate-related fiscal crises driven by financial institutions. Therefore, national and regional 
governments are required to take policy countermeasures considering the land use changes 
and the loss of the value in the carbon sequestration services due to the raise of the carbon 
prices. 
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policy decisions that bring land use changes in forest land, agricultural lands, wetlands, and 
other natural ecosystems. 
The sustainable carbon storage capacity and carbon sequestration service management 
policies, which take into account the land use change and carbon price, can be implemented 
both jointly and separately by the national and local governments. Firstly, the joint 
management policy can be suggested as follows. First, there is a need for a continuous 
monitoring on the land use and land cover changes for the ecosystem types with high carbon 
stocks. Second, in terms of the land use changes, it is necessary to induce a shift to a use that 
may have less impact on the carbon stocks. For instance, when implementing national 
policies or regional development projects, it is necessary to develop policies which provide 
more economic benefits for the transition from forest land to agricultural land, grassland and 
wetland than to the urban land. Third, both state and local governments should consider the 
carbon storage capacity and the opportunity costs that the project sites have as a carbon pool 
when establishing development policies for forest land and agricultural land.  
The following are the carbon storage capacity and carbon sequestration service 
management policies that need to be differentiated according to the characteristics of the 
country and regions. Nationally, it is important to implement policies that focus on 
deforestation, urban expansion and agricultural land reclamation projects. In addition, when 
there is a land use change, the state should recognize the opportunity costs that the carbon 
pools such as forests and agricultural land will lose as social costs and internalize them into 
the market prices. Locally, it is necessary to enforce policies that are appropriate to the 
characteristics of each region, taking into consideration the size and pattern of the carbon 
stock changes. For example, in this study, Jeju Special Self-governing Province, in which the 
carbon stocks are greatly reduced due to the decrease in forests, needs a policy to designate 
remaining forests as protected areas. In addition, since the rank one land cover change is from 
 103 
 
forests to agricultural land, a policy to reduce agricultural land expansion is required. On the 
other hand, Jeju city needs measures to reduce the land cover changes from forests to 
grassland and, Seogwipo City to reduce land cover changes from forests to urban areas. 
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Appendix A. Types of ecosystem used in this study 
Table 3.4. Types of ecosystem used in this study 
Land cover map ([19]) Classification for the study National Institute of Ecology (2014) [47] 
Category Sub-category Category Sub-category Category Sub-category 
Arid zone  
in urban areas 
Residential area 
Urban land 
Arid zone  
in urban areas
Urban city 
/rural 
Arid zone  
in urban areas 
Industrial area 
Commercial area 
Transportation 
area 
Culture, sports &  
recreation area 
Culture, sports 
&  
recreation area
Public facilities 
area 
Public facilities 
area 
Public facilities 
area 
Urban forest1) Urban green 
Agricultural 
area 
Rice paddy  
Agricultural 
land 
Rice paddy 
Cultivation 
land 
Rice paddy 
Field 
Field Field 
Cultivation 
facilities 
Cultivation 
facilities 
Cultivation 
facilities 
Orchard 
Orchard Orchard 
Other  
plantation area 
Others Other  plantation area
Forest area 
Broadleaf forest  
Forest land 
Broadleaf 
forest 
Forest 
Broadleaf forest
Coniferous forest  Coniferous forest 
Coniferous 
forest 
Mixed forest  Mixed forest Mixed forest 
Grassland 
Natural grassland 
Grassland 
Natural 
grassland 
Grassland 
Natural 
grassland 
Artificial 
grassland 
Artificial 
grassland 
Artificial 
grassland 
Bareland Natural bareland Barren land Bareland · · 
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Artificial 
bareland 
Wetland 
Inland wetland 
Fresh water 
River  
Fresh water  
(wetland) 
River 
Lakes 
Lakes 
Inland wetland
Coastal wetland Inland wetland
Waters 
Marine water  
Marine 
Marine Marine  Marine 
Inland water  Coastal wetland Coastal Coastal 
 
Table 3.5. Amount of growing stock of above and belowground biomass per unit area 
Forest type Amount of growing stock per unit area (㎥/ha) 
Coniferous forest 130.33 
Broadleaf forest 125.26 
Mixed forest 133.18 
 
Table 3.6. Carbon storage coefficient per tree type 
Forest type Basic wood density 
Biomass expansion 
factor (BEF) Root-shoot ratio Carbon fraction 
Broadleaf 
forest 0.68 1.51 0.36 
0.5 (IPCC default 
value) Coniferous forest 0.46 1.43 0.27 
Mixed forest 0.57 1.47 0.32 
Amount of growing stock of above and belowground biomass (t C) = amount of growing stock × basic wood density × 
biomass expansion factor × (1 + root - shoot ratio) × carbon fraction (Source: [29]) 
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Table 3.7. Carbon stocks in carbon storage per ecosystem type and unit area  
(Unit: t C/ha) 
Classified item Above biomass
Belowground 
biomass 
Soil 
carbon 
Litter 
layer/dead 
tree 
Total 
Urban land 
Arid zone 
in urban areas 0 0 0 0 0 
Culture, sports & 
recreation area 0 0 0 0 0 
Public facilities 
area 0 0 0 0 0 
Urban 
forest 
Broadleaf 
forest 64.31 23.15 55.68 10.13 153.27 
Coniferous 
forest 42.87 11.57 38.75 13.45 106.64 
Mixed 
forest 53.59 17.36 47.22 11.79 129.96 
Agricultural 
land 
Rice paddy 0 0 69.9 0 69.9 
Field 0 0 62.2 0 62.2 
Cultivation 
facilities 0 0 45.9 0 45.9 
Orchard 0 0 51 13 64 
Others 0 0 45.9 0 45.9 
Forest land 
Broadleaf forest 64.31 23.15 55.68 10.13 153.27 
Coniferous forest 42.87 11.57 38.75 13.45 106.64 
Mixed forest 53.59 17.36 47.22 11.79 129.96 
Grassland 
Natural grassland 4.17 16.69 88.2 0 109.06 
Artificial 
grassland 1.15 4.58 11.5 0 17.23 
Barren land Barren land 0 0.33 0.33 0 0.66 
Fresh water 
River 0 0 0 0 0 
Lakes 0 0 0 0 0 
Inland wetland 35.24 9.18 88 0 132.42 
Marine 
Marine water 0 0 0 0 0 
Coastal wetland 1.3 1.3 240 0.7 243.3 
Source: [29-33] 
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Table 3.8. . Growing stock accumulation and biomass carbon stock & discrepancy per 
ecosystem type in 16 regional metropolitan municipalities (Unit: million t C) 
Regional metropolitan 
municipality Growing stock basis Ecosystem type basis Discrepancy (%)
Seoul Special City 1.1  1.2  10.1  
Busan Metropolitan 
City 2.6  2.3  -10.5  
Daegu Metropolitan 
City 3.3  3.2  -3.3  
Incheon Metropolitan 
City 2.6  2.5  -5.1  
Gwangju Metropolitan 
City 1.1  1.1  0.4  
Daejeon Metropolitan 
City 1.9  2.0  2.6  
Ulsan Metropolitan City 5.0  4.7  -6.3  
Gyeonggi-do Province 36.7  38.4  4.8  
Gangwon-do Province 109.4  96.9  -11.4  
Chungcheongbuk-do 
Province 32.7  35.0  7.1  
Chungcheongnam-do 
Province 25.5  27.2  6.9  
Jeollabuk-do Province 29.8  28.3  -5.2  
Jeollanam-do Province 33.8  42.0  24.2  
Gyeongsangbuk-do 
Province 88.6  90.8  2.5  
Gyeongsangnam-do 
Province 47.9  46.5  -3.1  
Jeju Special Self-
Governing Province 5.7  4.3  -24.6  
Average 26.7 26.7 -0.7 
Mean absolute deviation = 8.0%, RMSE (Root mean square error) = 3.9 
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Table 3.9. Carbon stocks and level of contribution per ecosystem type  
(Unit: million t C, %) 
Category  Carbon stock  Sub-category  Carbon stock 
Urban area 2.6 (0.3%) 
Arid zone 
in urban areas 0.0 (0.0%) 
Culture, sports & 
recreation area 0.0 (0.0%) 
Public facilities area 0.0 (0.0%) 
Urban forest 2.6 (0.3%) 
Agricultural area 
 163.8 (16.4%) 
Rice paddy 96.0 (9.6%) 
Field 55.4 (5.5%)  
Cultivation facilities 2.1 (0.2%) 
Orchard 8.6 (0.9%) 
others 1.7 (0.2%) 
Forest  779.4 (77.9%) 
Broadleaf forest 266.5 (26.6%) 
Coniferous forest 295.6 (29.5%) 
Mixed forest 217.3 (21.7%) 
Grassland 14.5 (1.4%) 
Natural grassland 5.8 (0.6%) 
Artificial grassland 8.7 (0.9%) 
Bareland 0.2 (0.0%) Bareland 0.2 (0.0%) 
Freshwater 9.4 (0.9%) 
River 0.0 (0.0%) 
Lakes 0.0 (0.0%) 
Inland wetland 9.4 (0.9%) 
Marine 31.1 (3.1%) 
Marine water 0.0 (0.0%) 
Coastal wetland 31.1 (3.1%) 
Total: 1,000.8 (100%) 
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Table 3.10. Market price of the carbon storage service and social costs 
  
Category Price (as of 2010) 
Price 
(average 
exchange 
rate of 
2010 
applied) 
Source 
Market 
price 
Korean 
emission 
trading 
market 
Korean Allowance 
Unit (2015) 
￦ 12,028/t 
CO2 
41,358 
KRW/t C 
Korea exchange 
(2015) [48] 
Korean Credit Unit 
(2015) 
￦ 10,889/t 
CO2 
37,442 
KRW/t C 
Korea exchange 
(2015) [48] 
Avg. price of first 
period (2015-2017) 
￦ 20,279/t 
CO2 
(2015-2017) 
68,303 
KRW/t C 
Ministry of 
Environment 
(2019) [40] 
Voluntary carbon market $ 6 /t C  6,809 KRW/t C 
Ecosystem 
Marketplace (2015) 
[49] 
Forest carbon emission trading 
market $ 5.5/t C  
6,241 
KRW/t C 
Ecosystem 
Marketplace(2011) 
[50] 
Social 
costs 
of 
carbon 
White House of USA 
$32/t CO2 
(3% discount 
rate) 
133,150 
KRW/t C 
US Interagency 
Working Group on 
Social Cost of 
Carbon (2015) [24]
European Parliament  
€19/t CO2 
(3% discount 
rate) 
105,636 
KRW/t C 
European 
Commission (2005) 
[25] 
UK Department for Environment, 
Food and Rural Affairs (Defra)  
          
 ₤80/t C  
(3.5% 
discount rate)
142,122 
KRW/t C 
UK Department for 
Environment, Food 
and Rural Affairs 
(2005) [51] 
Based on the Bank of Korea's economic statistics system (ECOS) [52], the GDP deflator figure for 2010 is set to 100 
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