Introduction
Data mining (DM) is a rapidly evolving art and science of discovering and exploiting new, useful, and profitable relationships in data that is awaking great interest in topics such as decision making, information management, medical diagnosis, performance prediction, and many other applications [1] . Classification is a well-recognized DM task and it has been studied extensively in the fields of statistics, pattern recognition, decision theory, machine learning literature, neural networks, etc. Classification operation usually uses supervised learning methods that induce a classification model from a database. The objective is to predict the class that an example belongs to.
Nearest neighbor (NN) search is one of the most popular learning and classification techniques introduced by Fix and Hodges [2] , which has been proved to be a simple and powerful recognition algorithm. Cover and Hart [3] showed that the decision rule performs well considering that no explicit knowledge of the data is available. A simple generalization of this method is called K-NN rule, in which a new pattern is classified into the class with the most members present among the K nearest neighbors (KNN), can be used to obtain good estimates of the Bayes error and its probability of error asymptotically approaches the Bayes error [4] . Differential evolution (DE) algorithm [5] is a simple evolutionary algorithm that creates new candidate solutions by combining the parent individual and several other individuals of the same population. A candidate replaces the parent only if it has better fitness. This is a rather greedy selection scheme that often outperforms traditional evolutionary algorithms (EAs). Unlike GA that uses binary coding to represent problem parameters, DE is a simple yet powerful population based, direct search algorithm with the generation-and-test feature for globally optimizing functions using real valued parameters. It has been successfully used in solving single-objective optimization problems. Among the DE's advantages are its simple structure, ease of use, speed and robustness. Due to these advantages, it has got many real-world applications, such as data mining [6] , [7] , pattern recognition, digital filter design, neural network training, etc. [8] .
KNN algorithm & Weighted KNN
In pattern recognition field, KNN is one of the most important non-parameter algorithms [9] and it is a supervised learning algorithm. The classification rules are generated by the training samples themselves without any additional data. The KNN classification algorithm predicts the test sample's category according to the K training samples which are the nearest neighbors to the test sample, and judge it to that category which has the largest category probability. The process of KNN algorithm to classify sample X is [10]:
1. Suppose there are j training categories 1 2 , ,..., j C C C and the sum of the training samples is N after feature reduction, they become m-dimension feature vector; 2. Make sample X to be the same feature vector of the form 
Choose k samples which are larger from N similarities of ( , ),( 1,2,..., )
, and treat them as a KNN collection of X . Then, calculate the probability of X belong to each category respectively with the following formula: ( , ) ( , ). ( , )
category attribute function, which satisfied 1, ( , ) 0,
5. Judge sample X to be the category which has the largest ( , )
The traditional KNN text classification has three limitations [11]: 1. High calculation complexity: To find out the k nearest neighbor samples, all the similarities between the training samples must be calculated. When the number of training samples is less, the KNN classifier is no longer optimal, but if the training set contains a huge number of samples, the KNN classifier needs more time to calculate the similarities. This problem can be solved in three ways: reducing the dimensions of the feature space; using smaller data sets; using improved algorithm which can accelerate to [12] ; 2. Dependency on the training set: The classifier is generated only with the training samples and it does not use any additional data. This makes the algorithm to depend on the training set excessively; it needs recalculation even if there is a small change on training set; 3. No weight difference between samples: All the training samples are treated equally; there is no difference between the samples with small number of data and huge number of data. So it doesn't match the actual phenomenon where the samples have uneven distribution commonly.
Conceptually, each feature x , called an instance, is represented as a vector of length | | F , the size of the record:
w x is the weight of the th j term. That weight may be set according to different criteria, such as: frequency, TFIDF or a score assigned to the feature for its capability to divide the examples into some set of classes. The simplest feature weighting function is to assign the same value to each term that occurs in the instance (let us say 1 for instance), and 0 to those that do not, which amount to a non-weighted features approach. In traditional KNN algorithm [13] , used distance as a basis to weight the contribution of each k neighbor in the class assignment process and define the confidence of having data d belonging to class c as : 
Differential evolution algorithm
DE algorithm is a novel evolutionary algorithm for faster optimization, which mutation operator is based on the distribution of solutions in the population. And DE has won the third place at the first International Contest on Evolutionary Computation on a real-valued function test suite [14] . DE is a simple yet powerful population based, direct search algorithm with the generation-and-test feature for globally optimizing functions using real valued parameters. Among the DE's advantages are its simple structure, ease of use, speed and robustness. Price & Storn [5] gave the working principle of DE with single scheme. Later on, they suggested ten different schemes of DE [14] . It has been successfully used in solving single-objective optimization problems. However, DE has been shown to have certain weaknesses, especially if the global optimum should be located using a limited number of function evaluations (NFEs). In addition, although DE is particularly simple to work with, having only a few control parameters, choice of these parameters is often critical for the performance of DE [15] .
The DE algorithm in pseudo-code is shown in following. Where n is the number of decision variables, NP is the size of the parent population P, F is the mutation weighting factor, CR is the probability of crossover operator, U i is the offspring, C i is the i-th member of the offspring population C, rndint (1, n) is a uniformly random integer number between 1 and n, and rndj [0, 1) is a uniformly random real number in [0, 1). Many variants of creation of a candidate are possible.
DE algorithm pseudo-code: Generate the initial population P Evaluate the fitness for each individual in P while The halting criterion is not satisfied do for i = 1 to NP do Select uniform randomly r1 ≠r2 ≠ r3 ≠ i j rand = rndint (1, n) L = 0 U i = Pi repeat 1 2 3 ( ) Once the initial population is generated now we are ready to apply genetic operators. With these neighbors, the distance between each sample in the testing set is calculated and the accuracy is stored as the fitness values of this chromosome.
Reproduction (selection) -The selection process selects chromosomes from the mating pool directed by the survival of the fittest concept of natural genetic systems. In the proportional selection strategy adopted in this article, a chromosome is assigned a number of copies, which is proportional to its fitness in the population, that go into the mating pool for further genetic operations. Roulette wheel selection is one common technique that implements the proportional selection strategy.
The genetic operator: crossover and mutation, we use the traditional method. We use the single point crossover and random mutation. After the genetic operators are applied, the local maximum fitness value is calculated and compared with global maximum. If the local maximum is greater than the global maximum then the global maximum is assigned with the local maximum, and the next iteration is continued with the new population. The cluster points will be repositioned corresponding to the chromosome having global maximum. Otherwise, the next iteration is continued with the same old population. This process is repeated for N number of iterations.
The algorithm process step is given as Figure. 1.
Experiment results
The performance of the approaches discussed in this paper has been tested with 11 different datasets, downloaded from UCI machine learning data repository. All experiments are performed on Intel Core(TM)2 Duo CPU 2.26GHz/4G RAM Laptop. Each datasets run 10 times with the k=3, generation size is 200, and has different value with population size. Table 1 shows the details about the datasets used in this paper. Table 2 depicts the performance accuracy of our proposed classifier compared with traditional KNN and genetic algorithm. From the results it is shown that our proposed method outperforms the traditional KNN and genetic algorithm method with higher accuracy.
We also test our algorithm with different k values and the experiment results in Table 3 , the parameters of the algorithm with the same above. Each datasets run 10 times and get the different accuracy (best, worst and mean). 
Conclusion
The KNN classification algorithm is one of the most popular neighborhood classifier in data classification. However, it has limitations such as: great calculation complexity, fully dependent on training set, and no weight difference between each class. To combat this, a novel method to improve the classification performance of KNN using differential evolution algorithm combine with weighted KNN algorithm is proposed in this paper. We use this new algorithm for data classification and the experiment results shown that our proposed algorithm outperforms the KNN and genetic algorithm with greater accuracy.
