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Abstract Color image segmentation is a crucial prelimi-
nary task in robotic vision systems. This paper presents a
novel automatic multilevel color thresholding algorithm to
address this task efficiently. The proposed algorithm con-
sists of a learning process and a multi-threshold searching
process. The learning process learns the color distribution of
an input video sequence in HSV color space, and the multi-
threshold searching process automatically determines the
optimal multiple thresholds to segment all colors-of-interest
in the video based on a novel class-variance criterion. For
the learning process, a simple and efficient color-distribution
learning algorithm operating with a color-pixel extraction
method is proposed to learn a color distribution model of
all colors-of-interest in the video images, which simplifies
the search for optimal thresholds for the colors-of-interest
through a conventional multilevel thresholding method. For
the multi-threshold searching process, a nonparametric mul-
tilevel color thresholding algorithm with an extended within-
class variance criterion is proposed to automatically find the
optimal upper bound and lower bound threshold values of
each color channel. Experimental results validate the perfor-
mance and computational efficiency of the proposed method
by comparing with three existing methods, both visually and
quantitatively.
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1 Introduction
Image analysis and pattern recognition are essential and
important components in numerous robotic vision systems.
To improve the quality of analysis and recognition results,
image segmentation plays a critical pre-processing role to
divide the input image into several homogeneous regions
according to statistical characteristics of image features such
as gray level, edge, texture and color, etc. Segmentation of
natural images is typically a challenging task as it may obtain
multiple segmentation results with various numbers of seg-
ments or model dimensions, which is called the inherently
ambiguous problem [1]. Various gray-level image segmen-
tation techniques have been proposed to address this prob-
lem; however, they usually cannot be applied directly on
color images (i.e., at least one color representation model
is required) [2]. Because color is an crucial feature in numer-
ous robotic vision applications, color image segmentation
has gained considerable attention and has become an active
research field in recent years.
According to [2], most color-image segmentation tech-
niques are developed by combining gray-level image seg-
mentation methods with various color representation mod-
els, such as RGB, YUV, and HSV (or HSI), etc. This study
used an HSV model because it is more intuitive to human
vision and can separate color information of an image from
its luminance information [2,3]. For gray-level image seg-
mentation, histogram thresholding is one of the most widely
used approaches because of its simplicity, robustness, and
accuracy [3]. Conventional image thresholding techniques
can be categorized into two types: parametric and nonpara-
metric approaches [4]. Parametric approaches require esti-
mation of the probability density function of the gray-level
distribution of each object, which is typically a nonlinear
optimization problem and may lead to an inefficient algo-
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rithm with high computational complexity. By contrast, non-
parametric approaches determine the optimal thresholds by
directly optimizing certain cost functions [5–8]. For example,
Otsu [5] proposed an exhaustive search method to determine
the optimal thresholds by maximizing a between-class vari-
ance criterion. However, this method requires a large amount
of time for multilevel thresholding because it evaluates all
possible solutions. To speed up the maximization process
of the Otsu’s method, Liao et al. [6] proposed a fast Otsu
method that uses a look-up table acceleration approach to
maximize a modified between-class variance instead of the
original one, efficiently reducing the computational com-
plexity of the exhaustive search process. Next, Huang et al.
[7] extended the fast Otsu method by combining it with a
two-stage process, termed as the two-stage multi-threshold
Otsu (TSMO) method. This method considerably reduces the
number of evaluation operations required in the exhaustive
search process; however, it may yield a locally optimal solu-
tion. Recently, Gao et al. [8] proposed an improved quantum-
behaved particle swarm algorithm to increase the conver-
gence rate of the Otsu’s method. These nonparametric image
thresholding approaches can be applied to each component of
RGB color space or the hue component of HSV color space
to obtain a coarse color segmentation result, which requires
an additional color-region merging process to produce the
final result [9,10].
Because image segmentation can be considered as a multi-
class classification problem, a number of researchers use data
clustering techniques, such as self-organizing map (SOM)
network or fuzzy c-means (FCM) algorithm, to address this
problem [11–14]. For instance, Wu et al. [11] proposed
an SOM-based automatic multilevel thresholding algorithm
for color segmentation and human hand localization. An
SOM transduction algorithm was proposed to learn a non-
stationary color distribution model in HSI color space to
overcome the dynamic lighting issue. The authors in [12]
proposed an automatic multilevel thresholding algorithm for
color image quantization. A growing time adaptive SOM
network was proposed to learn a 3-dimensional RGB his-
togram, and a peak-finding algorithm was then used to
automatically determine the optimal thresholds. In [13], the
authors proposed a coarse-to-fine image segmentation algo-
rithm based on FCM and image thresholding techniques.
This approach first uses an automatic histogram thresh-
olding technique to coarsely segment the image, and the
FCM technique is subsequently used in the fine segmenta-
tion process to assign unclassified pixels to the closest class.
Yu et al. [14] proposed an adaptive unsupervised scheme
for color image segmentation. This method uses the FCM
technique and ant colony optimization to adaptively detect
the cluster centroid distribution and centroid number, which
are critical initialization problems in image segmentation.
Although both neural-network-based and fuzzy-clustering-
based approaches are usually effective in color image seg-
mentation, they require a supervised training process or a
cluster-number decision process to obtain optimal segmen-
tation performance, thereby increasing the complexity and
restricting the applicability of image segmentation in prac-
tice.
Recently, the authors in [15] combined the current TSMO
method with data fusion techniques to achieve unsupervised
color segmentation. The advantage of this method is that it
can improve the information quality and obtain the optimal
segmentation result by combining several segmentations of
the same image together based on the Dempster–Shafer evi-
dence theory [16]. However, the calculations required for this
method are complex and require a long processing time in the
data fusion process, resulting in a computationally inefficient
solution to color image segmentation.
This study addressed color image segmentation used in
a real-time robotic vision system. This is a typical color
video segmentation problem, and current methods usu-
ally apply a conventional bi-level image thresholding tech-
nique to each color channel [17] or to the SI plane [18]
of video images. However, these methods may not work
when thresholding multiple color objects-of-interest in a
video sequence. A previous work [19] proposed a multi-
level color thresholding algorithm to segment multiple color-
homogeneous regions in a still color image. In this study,
the algorithm was extended to color video segmentation.
The proposed algorithm consists of a learning process and a
multi-threshold searching process. For the learning process,
an efficient color-distribution learning algorithm operating
with a color-pixel extraction method is proposed to learn a
color distribution model of all colors-of-interest in an input
video sequence. This helps to search the optimal thresh-
olds for all colors-of-interest using a conventional multi-
level thresholding method. For the multi-threshold search-
ing process, a nonparametric multilevel color thresholding
algorithm based on a novel class-variance criterion is pro-
posed to automatically find the optimal upper bound and
lower bound threshold values of the hue, saturation and
brightness components for each color object. The proposed
method was compared visually and quantitatively with three
current methods, and the experimental results verified the
performance and computational efficiency of the proposed
method.
The remainder of this paper is organized as follows. Sec-
tion 2 presents the problem addressed in this study; Sect. 3
introduces the processing steps of the proposed multilevel
color thresholding algorithm; Sect. 4 presents the proposed
multi-threshold searching algorithm based on a novel class-
variance criterion in detail; Sect. 5 presents the experimen-
tal results used to evaluate the performance of the proposed
multilevel color thresholding approach; and lastly, Sect. 6
provides a conclusion.
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2 Problem statement
Image segmentation is an essential task in various robot
vision applications. Figure 1 shows the system framework
of a conventional robot visual servo control system, in which
a robot manipulator attempts to grasp a color object and place
it into a target location (i.e., a box of the same color). This
type of system usually consists of several brick works includ-
ing image segmentation, object classification, pose estima-
tion, and visual servoing, etc. To obtain pose information
of an object-of-interest from video images, the first task is
to accurately extract all color objects from the background.
This purpose can be simply achieved using a multilevel color
thresholding method, which distinguishes pixels belonging
to the foreground and background based on the color distri-
bution of a specific object-of-interest.
Let Hin ∈ [0, 360], Sin ∈ [0, 1], and Vin ∈ [0, 1] denote
the input color values of each pixel in HSV color space. Sup-
pose that the color distribution in HSV space of each object-
of-interest is continuous with a bounded range for each color
channel. Then, for N object classes, N ≥ 1, it is possible
to find 3N optimal threshold pairs (hˆ(n)l , hˆ
(n)
u ), (sˆ
(n)
l , sˆ
(n)
u ),
and (vˆ(n)l , vˆ
(n)
u ), for n = 1 ∼ N , to threshold an input HSV
color image into N labels such that
L N (x, y) =
⎧
⎪⎪⎪⎨
⎪⎪⎪⎩
n, hˆ(n)l ≤ Hin(x, y) ≤ hˆ(n)u ,
sˆ
(n)
l ≤ Sin(x, y) ≤ sˆ(n)u ,
vˆ
(n)
l ≤ Vin(x, y) ≤ vˆ(n)u ,
0, Otherwise,
(1)
where L N (x, y) is the output-labeled image separating the
N -object and background pixels with minimal error. Expres-
sion (1) indicates that, if the hue, saturation, and brightness
values of an input color pixel are within the range of nth lower
bound to nth upper bound threshold values, the correspond-
ing output pixel would be assigned to the object class labeled
n; otherwise, it is assigned to a null class. Expression (1) is
an extension of the typical multilevel thresholding problem
in HSV color space (see Remark 1). However, [20] indicated
that multilevel thresholding is generally less reliable as it is
difficult to establish multiple thresholds effectively isolat-
ing each region-of-interest. Therefore, searching for optimal
multiple thresholds usually requires a supervised adjustment
(i.e., manual adjusting of the thresholds to optimize thresh-
olding) to improve the reliability of multilevel thresholding.
This problem highlights the importance of developing a reli-
able and unsupervised multi-threshold searching algorithm
to assist in the search for optimal thresholds.
A previous study [19] proposed a histogram-based multi-
threshold searching algorithm to manage this problem, but
it was restricted to a still color image. Actually, a robot
equipped with an on-board vision system collects informa-
tion of objects-of-interest via video signals rather than just
an image. In other words, the main challenge of multilevel
color thresholding in a robotic vision system is the manner
in which to determine the optimal threshold values of each
color channel for segmenting multiple color objects in a video
sequence. Therefore, this paper proposes a novel automatic
multi-threshold searching algorithm based on a novel perfor-
mance criterion to efficiently achieve this objective.
Remark 1 Let L denote the maximal value of the input pixel.
Given a multimodal image histogram containing N dominant
modes, typical multilevel thresholding techniques aim to find
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Fig. 2 Two types of the
multilevel thresholding
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and b the extended problem
addressed in this study
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Fig. 3 Flowchart of the proposed multilevel color thresholding algorithm
N − 1 thresholds 0 < t (1) < t (2) < · · · < t (N−1) < L to
separate these modes into N classes, as shown in Fig. 2a.
By contrast, the problem considered here is extended to
find 2N thresholds t (1)l < t
(1)
u < t
(2)
l < · · · < t (N )u to
achieve the same objective (Fig. 2b). This approach may
provide better thresholding results compared to the origi-
nal one, but increasing the complexity of the multi-threshold
searching process. Moreover, when we set t (1)l = 0, t (2)l =
t (1)u + 1, . . . , t (N )l = t (N−1)u + 1, and t (N )u = L , the problem
reverts to the typical one as t (n)u = t (n) for n = 1 ∼ N − 1,
and thus it can be considered as an extension of the typical
multilevel thresholding problem.
Remark 2 Nowadays, RGB-D cameras (i.e., Microsoft
Kinect) quickly become popular in the area of robotic vision
as they can provide color and depth information of a scene
simultaneously. A few research works already applied the
RGB-D camera to study planar segmentation of rigid objects
[21,22] or semantic segmentation of indoor scenes [23,24],
and the visual servo system shown in Fig. 1 also can use the
RGB-D camera to improve the robustness of object detection
by segmenting depth images. Although depth image segmen-
tation helps to understand geometrical shape of the object,
it is unable to detect color information of the object with-
out assistance of color image segmentation. Therefore, the
proposed color thresholding method can work with a depth
image segmentation method to realize a robust object detec-
tion algorithm when the system using a RGB-D camera as
the sensing device.
3 The proposed algorithm
Figure 3 shows the flowchart of the proposed multilevel color
thresholding algorithm, which consists of a learning process
and a multi-threshold searching process. The former aims to
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learn the color distribution of an input video sequence in HSV
color space, and the latter searches for the optimal multiple
thresholds to segment all color objects in the video based
on a novel performance criterion. The design of the learning
process is introduced in this section, and the proposed multi-
threshold searching algorithm is presented in the next section.
3.1 Color-pixel extraction
As shown in Fig. 3, the first step in the learning process is
to extract all color pixels from the input color image rep-
resented in HSV color space. To achieve this objective, a
published color-extraction algorithm [19] was used to distin-
guish the color and non-color regions of the image efficiently.
Because the hue value of pixels having low brightness or low
saturation is numerically unstable [2], the color extraction
algorithm first highlights all low-saturation or low-brightness
pixels of the image such that
α(x, y) = Vin(x, y)
Sin(x, y) + ε +
1
Sin(x, y)Vin(x, y) + ε , (2)
where ε is a small non-zero positive value to avoid divid-
ing by zero. In Expression (2), the first term highlights the
low-saturation pixels and the second term the low-brightness
pixels of the image. Because Expression (2) results into a
high-dynamic range image, a dynamic range compression
process is used to produce a ratio-map image, denoted by
R(x, y), with respect to α(x, y) such that
R(x, y) = 255
[
α(x, y)
1 + α(x, y)
]β
, (3)
where R(x, y) ∈ [0,255] is a gray-scale image highlighting
all non-color pixels in the original image, and β is a non-zero
positive parameter satisfying β ≥ 1 to control the contrast of
the ratio-map image. Finally, the color and non-color object
classes can be distinguished easily using a bi-level threshold-
ing method (i.e., the conventional Otsu’s bi-level threshold-
ing method [5,6]) to threshold the ratio-map image obtained
from (2) and (3).
Figure 4 shows an example of the color-pixel extraction
process. Figure 4a and b show the original image and its cor-
Fig. 4 Extraction of all color pixels in a color image: a original image and b its corresponding hue histogram; c color pixels of the original image
and d the corresponding hue histogram of the color pixels
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responding hue histogram, respectively. From Fig. 4b, one
can see that it is difficult to distinguish color and non-color
object classes in the image. Figure 4c shows color pixels
of the original image extracted by the color extraction algo-
rithm, and Fig. 4d illustrates the corresponding hue histogram
of the color pixels. A visual comparison of Fig. 4b with 4d
shows that Fig. 4d contains only hue information of the color
pixels, which benefits the following multi-threshold search-
ing process to determine the optimal color thresholds.
3.2 Estimating a color distribution model from the input
video images
Suppose that all colors-of-interest (which can belong to static
or moving objects) in the input video sequence are kept the
same during the color thresholding process. Then it is possi-
ble to estimate a color distribution model of the video from
the hue, saturation, and brightness histograms of the color
information extracted from the video images by the color
extraction algorithm. Let H(k)hist ∈ 1×361, S(k)hist ∈ 1×256,
and V(k)hist ∈ 1×256 denote the hue, saturation, and brightness
histograms, respectively, of the color information extracted
from the kth video image. A simple method to estimate the
color distribution model of the video is using the average of
the extracted color histograms (hue, saturation, and bright-
ness) in a subset of the input video images. That is, with
a positive constant M ≥ 1, the first M video images are
used as the training data to compute the average color his-
tograms, denoted by H¯hist ∈ 1×361, S¯hist ∈ 1×256, and
V¯ hist ∈ 1×256, such that
H¯hist(i) = 1M
M∑
k=1
H(k)hist(i),
S¯hist( j) = 1M
M∑
k=1
S(k)hist( j),
V¯ hist( j) = 1M
M∑
k=1
V(k)hist( j), (4)
where i and j are two integer variables ranging from 0 to
360 and from 0 to 255, respectively. Subsequently, the opti-
mal threshold pairs can be found according to the three his-
tograms H¯hist, S¯hist, and V¯ hist for thresholding colors-of-
interest in the video because they represent the expected prob-
ability of occurrence of each color-of-interest in the input
video images.
Note that, to stop the learning process, we first count the
number of input video images. When the value of the counter
is larger than the constant M , the computation of the average
color histograms is terminated and a stop flag is set. When the
multi-threshold searching process is finished, the program
switches to the segment stage and begins to threshold the
following video images in real time.
4 Search for multiple thresholds with a novel
within-class variance criterion
This section presents the proposed multi-threshold searching
algorithm and its acceleration design based on a novel per-
formance criterion. As shown in Fig. 2, the multi-threshold
searching process consists of three steps. First, a peak-point
detection algorithm is applied on the average hue histogram
H¯hist to find the position of peak points in the histogram.
Second, the proposed multi-threshold searching algorithm
is used to determine lower bound and upper bound thresh-
olds for each peak point in H¯hist. Finally, a threshold-pair
merging method [19] is used to find the optimal lower bound
and upper bound thresholds of the hue channel, which can
threshold all colors-of-interest in the video.
4.1 Peak-point detection in the average hue histogram
To detect the peak points of the average hue histogram, a low-
pass filtering operation is first performed on the average hue
histogram because the detection of peak points in a histogram
is very sensitive to noise (Fig. 5a). Let H¯ ∈ 1×361 denote
the smoothed average hue histogram. Then, the peak points
in the histogram H¯ can be detected such that
P = {i ∈ ℵ|H¯(i) − H¯(i − 2) > 0, H¯(i) − H¯(i − 1) > 0,
H¯(i) − H¯(i + 1) > 0, H¯(i) − H¯(i + 2) > 0,
1 ≤ i ≤ 360 }, with H¯(x)∣∣ x<0
x>360
= 0,
(5)
where P = {h(1)p , h(2)p , . . . , h(m)p } with h(1)p < h(2)p < · · · <
h(m)p is the peak-point set recording the position of each
peak point in the histogram, m is the number of detected
peak points, and i is an integer index ranging from 1 to 360.
Because an object class in the histogram usually has at least
one peak point, the value of m usually satisfies m ≥ N in
the case of N object classes. For example, Fig. 5b shows
the smoothed average hue histogram and the corresponding
peak-point detection result obtained by the proposed method.
The average hue histogram has four classes (N = 4), but the
proposed method detected six peak points (m = 6) in this
case. Note that, the detected peak-point set P can be used
as the initial positions in the next multi-threshold searching
operation to assist in determining the optimal lower bound
and upper bound thresholds for each object class.
Remark 3 Figure 5b shows a potential problem that a class
mode may contain multiple peak points, each of them having
its own lower bound and upper bound thresholds. In general,
123
Real-time automatic multilevel color video thresholding 239
50 100 150 200 250 300 350
0
500
1000
1500
2000
Peak Points Detected in the Average Hue Histogram
n i
Original Hue Histogram
Smoothed Average Hue Histogram
Detected Peak-Point Positions
Blue
Yellow
Green
Red
Red
(a) (b)
Fig. 5 Detection of peak points in the average hue histogram a without the low-pass filtering operation and b with the low-pass filtering operation.
In this case, the number of classes is N = 4, and the number of detected peak points is m = 6
the thresholding ranges bounded by these thresholds are adja-
cent to each other. For example, the two peak points of the
green-color class shown in Fig. 5b are detected at h(1)p = 112
and h(2)p = 115 using Expression (5). Then, the optimal lower
bound and upper bound thresholds of each peak point can be
found as (tˆ (1)l , tˆ
(1)
u ) = (67,113) and (tˆ (2)l , tˆ (2)u ) = (114,149)
using the proposed multi-threshold searching method. Obvi-
ously, the two thresholds tˆ (1)u and tˆ (2)l are adjacent to each
other and can be seen as two redundant thresholds since
they can be removed to form a new optimal threshold pair
(tˆ (1)l , tˆ
(2)
u ) = (67,149), producing the same thresholding
range for the green-color class. We thus term this process
as threshold-pair merging process, which removes all redun-
dant thresholds and maintains the same thresholding ranges.
Refer to [19] for more technical details of the threshold-pair
merging algorithm.
4.2 Evaluation of multilevel thresholding using an extended
within-class variance criterion
To search the optimal thresholds, it is crucial to define a
performance criterion to quantitatively evaluate the thresh-
olding result with respect to multiple threshold pairs. This
subsection presents a novel performance criterion to achieve
this objective. Consider the case of N = 2 (thresholding of
two classes) as shown in Fig. 6. In this case, the objective
was to find two threshold pairs (t (1)l , t
(1)
u ) and (t (2)l , t
(2)
u ) for
thresholding Class 1 and Class 2, respectively. The proposed
method is inspired from the Otsu’s method [5] but works with
a different class-variance criterion. Let Np denote the num-
ber of total pixels in the image, L the maximum gray-level
value of all pixels, and ni the number of pixels with gray
level i . Given the pixel-value probability pi = ni/Np for
i = 1 ∼ L . In the case of bi-level thresholding, Otsu defined
Fig. 6 Thresholding of two classes (N = 2) using two threshold pairs
(t (1)l , t (1)u ) and (t (2)l , t (2)u )
a within-class variance criterion with respect to a threshold
value t such that [5]
σ 2w(t) = ω1(t)σ 21 (t) + ω2(t)σ 22 (t), (6)
where ω1(t) = ∑ti=1 pi and ω2(t) =
∑L
i=t+1 pi are the
probabilities of class occurrence; σ 21 (t) =
∑t
i=1[i −μ1(t)]2
pi/ω1(t) and σ 22 (t) =
∑L
i=t+1 [i − μ2(t)]2 pi/ω2(t) are the
class variance, where μ1(t) = ∑ti=1 i pi/ω1(t) and μ2(t) =∑L
i=t+1 i pi/ω2(t) are the class mean levels. However, the
within-class variance Criterion (6) cannot be used in our case
because it considers only a single threshold value for bi-
level thresholding. To address this problem, Criterion (6) was
modified into a multi-threshold form such that
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σ¯ 2w(t
(1)
l , t
(1)
u , t
(2)
l , t
(2)
u ) = fc(t (1)l , t (1)u )
t (1)u∑
i=t (1)l
[i − μ¯1(t (1)l , t (1)u )]2 pi
+ fc(t (2)l , t (2)u )
t (2)u∑
i=t (2)l
[i − μ¯2(t (2)l , t (2)u )]2 pi ,
(7)
where μ¯1(t (1)l , t
(1)
u ) = ∑t
(1)
u
i=t (1)l
i pi/ω¯1(t (1)l , t
(1)
u ) and μ¯2(t (2)l ,
t (2)u ) = ∑t
(2)
u
i=t (2)l
i pi/ω¯2(t (2)l , t
(2)
u ) are the within-class mean
levels; ω¯1(t (1)l , t
(1)
u ) = ∑t
(1)
u
i=t (1)l
pi and ω¯2(t (2)l , t
(2)
u ) =
∑t (2)u
i=t (2)l
pi are the probabilities of within-class occurrence;
and fc(tl, tu) is a class-concentration factor defined as
fc(tl, tu) =
{
1, for Nnz(tl,tu)tu−tl+1 ≥ γ
0, otherwise,
where Nnz(tl, tu) denotes the number of non-zero bins from
tlth to tuth bins of the histogram, and γ ≤ 1 is a non-
negative parameter describing the desired concentration rate
of a class within the range of [tl, tu]. Note that, Criterion
(7) is regarded as the extended within-class variance crite-
rion because Expressions (6) and (7) are equivalent when
t (1)l = 1, t (1)u = t, t (2)l = t + 1, t (2)u = L , and γ = 0.
Consequently, the optimal thresholds {tˆ (1)l , tˆ (1)u , tˆ (2)l , tˆ (2)u }
are obtained by maximizing Criterion (7) such that
{tˆ (1)l , tˆ (1)u , tˆ (2)l , tˆ (2)u }
= arg max
1≤t (1)l <t (1)u <t (2)l < t (2)u ≤L
σ¯ 2w(t
(1)
l , t
(1)
u , t
(2)
l , t
(2)
u ), (8)
where the optimal thresholds {tˆ (1)l , tˆ (1)u , tˆ (2)l , tˆ (2)u } can be
found using a simple, but inefficient, exhaustive search
method.
In the case of N > 2 (multilevel thresholding), Criterion
(7) can be easily extended with respect to m threshold pairs
{(t (1)l , t (1)u ), . . . , (t (m)l , t (m)u )} satisfying t (1)l < t (1)u < · · · <
t (m)l < t
(m)
u such that
σ¯ 2w(t
(1)
l , t
(1)
u , . . . , t
(m)
l , t
(m)
u ) =
m∑
j=1
⎧
⎪⎨
⎪⎩
fc(t ( j)l , t ( j)u )
×
t ( j)u∑
i=t ( j)l
[i − μ¯ j (t ( j)l , t ( j)u )]2 pi
⎫
⎪⎬
⎪⎭
, (9)
where m ≥ N was explained previously, and μ¯ j (t ( j)l , t ( j)u ) is
the j th within-class mean level defined in (7). The optimal
threshold pairs {(tˆ (1)l , tˆ (1)u ), . . . , (tˆ (m)l , tˆ (m)u )} are determined
by maximizing Criterion (9) so that
{tˆ (1)l , tˆ (1)u , . . . , tˆ (m)l , tˆ (m)u }
= arg max
1≤t (1)l <t (1)u <···<t (m)l < t (m)u ≤L
σ¯ 2w(t
(1)
l , t
(1)
u , . . . , t
(m)
l , t
(m)
u ).
(10)
Expression (10) is a general multi-threshold searching
method, but the computational cost becomes expensive as the
number of thresholds increases. To reduce the computational
load and find an optimal solution, a vital observation is that
the position of each peak point is located within the range
between the corresponding lower bound and upper bound
thresholds. More specifically, let t (1)p < t (2)p < · · · < t (m)p
denote the position of m peak points in the histogram, then we
have the conditions t ( j)l < t
( j)
p < t
( j)
u for j = 1 ∼ m. Next,
let σ¯ 2w j (t
( j)
l , t
( j)
u ) = ∑t
( j)
u
i=t ( j)l
[i − μ¯ j (t ( j)l , t ( j)u )]2 pi denote
the within-class variance of j th class; Expression (9) can be
rewritten as
σ¯ 2w(t
(1)
l , t
(1)
u , . . . , t
(m)
l , t
(m)
u ) =
m∑
j=1
fc(t ( j)l , t ( j)u )σ¯ 2w j (t ( j)l , t ( j)u ).
(11)
These observations imply that σ¯ 2w(t
(1)
l , t
(1)
u , . . . , t
(m)
l , t
(m)
u )
is maximized by independently maximizing each term in
the sum. Therefore, the proposed multi-threshold searching
algorithm divides the optimization problem (10) into several
optimization sub-problems and resolves each sub-problem
successively such that
{tˆ ( j)l , tˆ ( j)u } = arg max
t ( j−1)u <t ( j)l <t
( j)
p <t
( j)
u <t
( j+1)
l
{
fc(t ( j)l , t ( j)u )
× σ¯ 2w j (t ( j)l , t ( j)u )
}
for j = 1 ∼ m, (12)
where t (0)u = 0 and t (m+1)l = L + 1. By doing so, the num-
ber of computations of the multi-threshold searching process
can be reduced dramatically as the dimension of each sub-
problem is reduced to two dimensions. Note that, the ini-
tial values of the lower bound and upper bound thresholds
are set according to the detected peak-point set P such that
(t ( j)l , t
( j)
u ) = (h( j)p − 1, h( j)p + 1), for j = 1 ∼ m, to guar-
antee that the optimum upper bound threshold for j th peak
point does not take a value which is greater than the lower
bound threshold for the ( j + 1)th peak point.
The proposed multi-threshold searching algorithm can
be applied for multilevel thresholding of gray and color
images (see Remark 4). For the multilevel color-thresholding
problem considered in this study, the proposed algorithm
can be applied directly to the hue histogram of the color
image without modification. Therefore, the proposed algo-
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rithm was applied to the average hue histogram (as mentioned
at the beginning of this section) to determine the optimal hue
thresholds for an input video sequence. Finally, the optimal
hue thresholds were merged using a threshold-pair merging
process (see Remark 3). This helps to increase the computa-
tional efficiency of the following color segmentation process
as the number of thresholding operations is minimized, and
produces the same thresholding result.
Remark 4 As mentioned in Remark 1 and Criterion (7), the
proposed algorithm can be applied to N -class multilevel
gray-image thresholding (N ≥ 2) when γ = 0, t (1)l =
0, t (n)l = t (n−1)u + 1, and t (N )u = L for n = 2 ∼ N . The
optimal thresholds {tˆ (1)u , . . . , tˆ (N−1)u } are subsequently deter-
mined by minimizing Criterion (9) with these conditions such
that
{tˆ (1)u , . . . , tˆ (N−1)u } = arg min
0<t (1)u <···<t (N−1)u <L
σ¯ 2w(0, t (1)u , t (1)u
+ 1, . . . , t (N−1)u , t (N−1)u +1 , L)
∣
∣
∣
γ=0,
(13)
which is equivalent to the traditional multilevel Otsu’s
method because maximizing the between-class variance is
equal to minimizing the within-class variance [5].
Remark 5 According to Expressions (10) and (12), both pro-
posed algorithms frequently evaluate the extended within-
class variance of the j th class fc(t ( j)l , t ( j)u )σ¯ 2w j (t ( j)l , t ( j)u )
during the multi-threshold searching process. An efficient
approach to reduce the computational cost is to pre-compute
an (L-1)-by-(L-1) two-dimensional lookup table (2D-LUT)
to record the value of fc(tl, tu)σ¯ 2w j (tl, tu) for all threshold
combinations satisfying tl < tu with tl ∈ [1, L − 1] and
tu ∈ [2, L]. Thus, the computation of within-class variance
evaluation is reduced to a 2D-LUT indexing operation only,
drastically speeding up the searching process of both pro-
posed algorithms.
4.3 Determination of the saturation and brightness
thresholds
To determine the saturation and brightness thresholds, the
cumulative distribution function (CDF) of the average satu-
ration and brightness histograms were used to find the lower
bound thresholds sˆl and vˆl, respectively. Figure 7 shows the
CDF of a histogram with level value i = 1 ∼ L . Given a
small nonzero positive parameter δ, a lower bound threshold
tl ∈ [1, L) is defined as the smallest integer satisfying the
following condition
tl∑
i=1
pi ≥ δ, (14)
Fig. 7 CDF of a histogram with level value i = 1 ∼ L
where pi is, again, the probability of level value i . Based on
this concept, the lower bound thresholds of saturation and
brightness, sˆl ∈ [0, 1) and vˆl ∈ [0, 1), are calculated by
evaluating a constrained L1-distance criterion related to the
CDF of the average saturation and brightness histograms,
respectively, such that
sˆl = 1L
⎧
⎪⎪⎨
⎪⎪⎩
arg min
tl≥1
∣
∣
∣
∣
∣
tl∑
i=1
p¯si/L − δ
∣
∣
∣
∣
∣ tl∑
i=1
p¯si/L−δ≥0
⎫
⎪⎪⎬
⎪⎪⎭
and vˆl = 1L
⎧
⎪⎪⎨
⎪⎪⎩
arg min
tl≥1
∣
∣
∣
∣
∣
tl∑
i=1
p¯vi/L − δ
∣
∣
∣
∣
∣ tl∑
i=1
p¯vi/L−δ≥0
⎫
⎪⎪⎬
⎪⎪⎭
, (15)
where |x |	(x) denotes the L1-distance of x subject to a
constraint set 	(x); p¯si/L and p¯vi/L denote the probability
of level value i/L of the average saturation and bright-
ness histograms, respectively. Finally, the lower bound and
upper bound thresholds of saturation and brightness chan-
nels for all object classes were set to (sˆ(n)l , sˆ(n)u ) = (sˆl, 1)
and (vˆ(n)l , vˆ
(n)
u ) = (vˆl, 1), respectively, with n = 1 ∼ N in
our design.
5 Experimental results
To evaluate the performance of the proposed algorithm, it
was compared with three current methods: the two-stage
multi-threshold Otsu (TSMO) method [7], the cooperative
quantum-behaved particle swarm optimization (CQPSO)
method [8], and the histogram-based multi-threshold search-
ing (HMTS) method [19]. Table 1 tabulates the parameter set-
tings of the proposed method and compared methods used in
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Table 1 Parameter settings of
the competing and proposed
methods
Method Symbol Values Description
TSMO method [7] Class 5 Class number
Group 32 Group number
CQPSO method [8] Num 2,000 Particle number
Dim 4 Dimension of each particle
Iter 500 Maximum iteration number
HMTS method [19] ε 0.00390625 Small non-zero positive value in (2)
β 1 Contrast control parameter in (3)
λ 0.3 Scale factor of threshold initialization
Proposed method ε 0.00390625 Small non-zero positive value in (2)
β 1 Contrast control parameter in (3)
γ 0.98 Desired concentration rate in (7)
δ 0.0002 Nonzero positive parameter in (15)
the experiments. The following experiments contained three
parts. First of all, we evaluated that Expression (12) produces
the same result as Expression (10) but requires less compu-
tational time to find the optimal solution. Second, the perfor-
mance between the proposed method and the TSMO, CQPSO
methods was compared using still color images. Finally, the
extension of the proposed method to color video segmenta-
tion was compared with the HMTS method. The real-time
performance of the proposed method was evaluated in the
final test.
5.1 Performance comparison between Expressions (12) and
(10)
As stated in Sect. 4.2, Expression (10) is a general form
for searching the optimal thresholds; however the computa-
tional cost becomes expensive as the number of thresholds
increases. By contrast, Expression (12) provides a compu-
tationally efficient solution to speed up the search process
because it reduces the search space dimension from 2m to 2.
To evaluate the performance of Expression (12), two test pat-
terns were used: one is two-class (Fig. 8a) and the other one is
three-class (Fig. 8b). Figure 8c and d show the gray-level his-
togram of Fig. 8a and b, respectively. Expressions (10) and
(12) were subsequently applied to both histograms to find
the optimal thresholds for each pattern. These two expres-
sions were implemented in C++ running on the same plat-
form to provide a fair comparison. Table 2 records the value
of the optimal thresholds and the corresponding processing
times obtained using Expressions (10) and (12), including
the cost of 2D-LUT building (see Remark 5). It is clear from
Table 2 that Expressions (10) and (12) obtained the same
optimal thresholds for both histograms; however, Expression
(10) required a long processing time: 850.6 ms for the two-
class histogram and 43 min for the three-class histogram. By
contrast, Expression (12) was computationally more efficient
because it required approximately 90 ms for the two-class
histogram and 92 ms for the three-class histogram, greatly
speeding up the multi-threshold searching process. These
experimental results validate the performance of Expression
(12); thus, it was used as the default multi-threshold searching
algorithm for the proposed method in the following experi-
ments.
5.2 Multilevel color thresholding for color image
segmentation
In the second part of the experiments, two test images,
as shown in Figs. 9a and 10a, were used to evaluate
the performance of the proposed method. The TSMO and
CQPSO methods were used for comparison with the pro-
posed method. The mean square error (MSE) metric was
used to quantify the performance of the proposed method.
The MSE metric was defined as
MSE(Tc, Tu) = 1U V
∑
1≤y≤U
∑
1≤x≤V
‖Tc(x, y) − Tu(x, y)‖2,
(16)
where U and V are the total row and column number of
the image, respectively, Tc is the color segmentation result
obtained from the color-pixel extraction algorithm presented
in Sect. 3.1, and Tu is the corresponding result using an
unsupervised multilevel thresholding method. Note that, the
color-pixel image obtained by the color-pixel extraction algo-
rithm was used as the ground truth in the experiments because
each compared method used its hue, saturation, and bright-
ness histograms to determine the optimal thresholds for
thresholding the detected color information. After the learn-
ing process, these optimal thresholds can be used to segment
the color content within the scene using a computationally
efficient color thresholding method instead of the compli-
cated color-pixel extraction algorithm to achieve real-time
performance (see Sect. 5.3).
123
Real-time automatic multilevel color video thresholding 243
Fig. 8 Test patterns used in the performance comparison between Expressions (12) and (10): a two-class test pattern, b three-class test pattern, c
gray-level histogram of (a), and d gray-level histogram of (b)
Table 2 Optimal thresholds obtained by Expressions (10) and (12) with
their processing times (in ms)
Method Figure n tˆ (n)l tˆ
(n)
u Processing time (ms)
Expression (10) Fig. 8c 1 78 116 850.6173
2 176 215
Fig. 8d 1 28 65 2,606,552.5241
2 101 141
3 179 215
Expression (12) Fig. 8c 1 78 116 90.2299
2 176 215
Fig. 8d 1 28 65 92.3880
2 101 141
3 179 215
Figure 9b shows the color segmentation result obtained
by extracting all color pixels in the input color image using
the color-pixel extraction algorithm. Figure 9c and d present
the multiple thresholds of the hue channel and the multilevel
thresholding result obtained from the TSMO method, respec-
tively, and Fig. 9e and f the corresponding results obtained
from the CQPSO method. These four figures show that the
TSMO and CQPSO methods cannot provide satisfactory
segmentation results because the multiple thresholds cannot
threshold the two color classes in the hue histogram effec-
tively. This is also shown in Table 3, which records the value
of multiple thresholds obtained by each competing method
and its corresponding MSE measures. Table 3 shows that the
MSE metric between Fig. 9b and d is 1,485.9000 and between
Fig. 9b and f is 2,469.2000. This implies a low similarity
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Fig. 9 Experimental results of multilevel color thresholding process: a
original image, b color-pixel image obtained by the color-pixel extrac-
tion algorithm; color thresholding c by the TSMO method and d its
thresholding result, e by the CQPSO method and f its thresholding
result, g by the proposed method and h its thresholding result
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Fig. 10 Experimental results of multilevel color thresholding process:
a original image, b color-pixel image obtained by the color-pixel extrac-
tion algorithm; color thresholding c by the TSMO method and d its
thresholding result, e by the CQPSO method and f its thresholding
result, g by the proposed method and h our thresholding result
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Table 3 Optimal thresholds
obtained by each method and
the MSE measures
Method Figure n hˆ(n)l hˆ
(n)
u sˆ
(n)
l sˆ
(n)
u vˆ
(n)
l vˆ
(n)
u MSE
TSMO method [7] Fig. 9d 1 95 106 0.3203 1.0 0.4297 1.0 1,485.9000
2 161 213
Fig. 10d 1 31 44 0.3984 1.0 0.4492 1.0 434.5369
2 95 105
CQPSO method [8] Fig. 9f 1 93 101 0.3203 1.0 0.4297 1.0 2,469.2000
2 110 163
Fig. 10f 1 55 94 0.3984 1.0 0.4492 1.0 2,960.6000
2 103 110
Proposed method Fig. 9h 1 75 128 0.3203 1.0 0.4297 1.0 63.3679
2 130 144
3 155 157
4 200 226
Fig. 10h 1 26 44 0.3984 1.0 0.4492 1.0 77.8700
2 75 142
Table 4 Optimal thresholds
obtained by each method and
the average MSE measures of
color video segmentation testing
Method n hˆ(n)l hˆ
(n)
u sˆ
(n)
l sˆ
(n)
u vˆ
(n)
l vˆ
(n)
u Average MSE
HMTS method [19] 1 1 57 0.2422 1.0 0.1250 1.0 482.0440
2 70 124
3 176 239
4 321 360
Proposed method 1 1 141 0.2656 1.0 0.1719 1.0 251.7890
2 189 234
3 333 360
between the results produced by the color-pixel extraction
algorithm and the compared methods. By contrast, Fig. 9g
illustrates the multiple thresholds of the hue channel obtained
from the proposed method. From Fig. 9g, the multiple thresh-
olds can effectively threshold the two color classes in the hue
histogram (including those that are not continuously distrib-
uted), producing a low MSE metric of 63.3679, as shown in
Table 3. Figure 9h shows the multilevel thresholding result
obtained from the proposed method. A visual comparison of
Fig. 9b and h observes that the proposed method produces a
similar color segmentation result to the color-pixel extraction
algorithm. These results explain why the proposed method
produces a better color thresholding result than the compared
methods. Similar results also can be observed for the case
shown in Fig. 10a–h. Therefore, these experiments verified
the performance of the proposed method. More experimental
results are available online [25].
5.3 Multilevel color thresholding for real-time color video
segmentation
In the final experiment, the proposed method was applied
to a video clip containing 2,050 video images (or frames)
to evaluate the performance of multilevel color thresholding
in real-time video segmentation applications. In this exper-
iment, the first 650 images of the video were used as the
training data to calculate the average color histograms (H¯hist,
S¯hist, and V hist) defined in (4). Next, the proposed and cur-
rent HMTS methods were applied to these histograms to find
the optimal threshold values for each color channel. Finally,
these two groups of threshold values were used to segment
the remaining video images (1,400 images) and compute
the average MSE measure between the color-thresholding
result and the color-pixel image obtained from the color-
pixel extraction algorithm. Table 4 tabulates the value of
multiple thresholds obtained by each method and the corre-
sponding average MSE measures. One can see from Table 4
that the proposed method provides more accurate thresh-
old values with a smaller average MSE measure than the
HMTS method. Figure 11 explains why the proposed method
outperforms the HMTS method. Figure 11a and b shows
one of the video images and its color pixels extracted by
the color-pixel extraction algorithm, respectively. The multi-
level color-thresholding results obtained from the competing
and proposed methods are shown in Fig. 11c and d, respec-
tively. Visually comparing Fig. 11c and d finds that the pro-
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Fig. 11 Experimental results of multilevel color thresholding for color video segmentation: a one of the video images, b color-pixel image obtained
from the color-pixel extraction algorithm, color thresholding result obtained from c the HMTS method and d the proposed method
Table 5 Average processing
time per frame (in milliseconds)
of the proposed method for color
video segmentation with a video
format of 640 × 480 RGB24
a Perform only once
Stage Process Processing time (ms) Total processing time (ms)
Learning stage RGB-to-HSV conversion 3.1670 47.1683
Color-pixel extraction 37.2165
Averaging color histograms 6.7848
Multi-threshold searchinga Building look-up table 275.9530 276.1974
Optimization and merging 0.2444
Segmentation stage RGB-to-HSV conversion 3.7427 5.9497
Multilevel color thresholding 2.2070
posed method produced a similar color segmentation result
to Fig. 11b, leading to a smaller MSE measure than that
of the HMTS method. Therefore, these experimental results
verified the color-thresholding performance of the proposed
method.
For the evaluation of real-time performance, the pro-
posed automatic multi-threshold searching algorithm was
implemented in C++ running on a Windows XP machine
with 3.3 GHz Intel Core 4 processor and 4 GB of mem-
ory. Table 5 records average processing time of each stage
required for the proposed method to process a standard
VGA (640 × 480 RGB24 format) video stream. As shown
in Table 5, the processing time of the proposed method
in the learning stage is 47.1683 ms per frame in average.
The processing time of the proposed multi-threshold search-
ing method is approximately 276.1974 ms; however, it per-
forms only once for an input video stream. After the learn-
ing stage, the proposed method switches to the segmentation
stage to perform a multilevel color-thresholding operation
on the incoming video images. In this stage, the average
processing time is reduced to 5.9497 ms per frame, including
RGB-to-HSV color space conversion and multilevel color
thresholding process. This achieves about 168 frames per
second in real-time color video segmentation applications.
The video clips from this experiment are available online
[25].
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6 Conclusions and future work
This paper presents a novel and efficient class-variance-
based multi-threshold searching algorithm to achieve auto-
matic multilevel color thresholding for segmentation of mul-
tiple colors-of-interest in color video images. The proposed
method comprises a color-distribution learning algorithm
combined with a color-pixel extraction algorithm to learn a
color distribution model (three average color histograms) of
the colors-of-interest in an input video sequence. This helps
to simplify the search of optimal threshold values for thresh-
olding the colors-of-interest in the video sequence using a
conventional multilevel thresholding method. To search the
optimal threshold values, a novel nonparametric multilevel
color-thresholding algorithm operating with a novel class-
variance criterion was developed. The proposed method auto-
matically and efficiently finds the optimal upper bound and
lower bound threshold values of hue, saturation and bright-
ness channels for a given color distribution model of the
colors-of-interest. The TSMO, CQPSO, and HMTS meth-
ods were compared visually and quantitatively with the pro-
posed method, and the experimental results verified the per-
formance of the proposed method.
It is worth noting that the proposed algorithm can be
applied to both color image and color video thresholding
applications. Moreover, the proposed algorithm can achieve
real-time performance. These advantages greatly increase the
practicality of the proposed method and make it suitable for
integrating with a real-time robotic vision system. The exten-
sion to color texture segmentation will be addressed in a
future study.
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