We introduce a new phylogenetic reconstruction algorithm which, unlike most previous rigorous inference techniques, does not rely on assumptions regarding the branch lengths or the depth of the tree. The algorithm returns a forest which is guaranteed to contain all edges that are: 1) sufficiently long and 2) sufficiently close to the leaves. How much of the true tree is recovered depends on the sequence length provided. The algorithm is distance-based and runs in polynomial time.
Introduction
Traditional approaches used in Evolutionary Biology for reconstructing phylogenies from molecular sequences [Fel04, SS03] are typically computationally intractable [GF82, DS86, Day87, CT06, Roc06] , statistically inconsistent [Fel78] , or they require impractical sequence lengths [Att99, LC06, SS99, SS02] . Over the past decade, much progress has been made in the design of efficient, fastconverging reconstruction techniques starting with the seminal work of Erdös et * Keywords: phylogenetic reconstruction, distorted metrics. E.M. is supported by an Alfred Sloan fellowship in Mathematics and by NSF grants DMS-0528488, and DMS-0548249 (CAREER) and by ONR grant N0014-07-1-05-06.
al. [ESSW99a] . The algorithm in [ESSW99a] , which is often dubbed the Short Quartet Method (SQM), is based on well-known distance-matrix techniques. However, unlike other popular distance methods such as Neighbor-Joining [SN87] , the key behind SQM's performance is that it discards long evolutionary distances which are known to be statistically unreliable. The algorithm works by, first, building subtrees of small diameter and, in a second stage, putting the pieces back together.
The Short Quartet Method is in fact guaranteed to return the correct topology from polynomial-length sequences in polynomial time. But this appealing theoretical performance comes at a price. The results of [ESSW99a] rely critically on biological assumptions which, although reasonable, are often not met in practice: a) [Dense Sampling of Species] The observed species are closely related. In particular, there are no exceptionally long branches in the phylogeny.
b) [Absence of Polytomies]
The phylogeny is bifurcating. In fact, Erdös et al. assume that speciation events are sufficiently far apart to be easily distinguished.
The point of a) is that it implies a natural bound on the depth of the tree which in turn ensures that enough information about the deep parts of the tree diffuses to the leaves. As for Assumption b), it guarantees that we can extract a clear signal from each branch of the phylogeny. In all fairness, it is clear-at least intuitively-that assumptions such as a) and b) are necessary to secure the type of results Erdös et al. were aiming for: the guaranteed reconstruction of the full phylogeny. Hence, to improve over SQM and obtain strong guarantees under more realistic conditions, one has to relax this last requirement. A first step in that direction was taken by Mossel [Mos07] who developed a framework that allows the reconstruction of a well-behaved forest when sequences are too short to guarantee a complete reconstruction. In other words, edges too deep are pruned from the final reconstruction. At a high level, Mossel's Distorted Metric Method (DMM) (implicit in [Mos07] ), works in a fashion similar to SQMexcept for a pre-processing phase that clusters together sufficiently related species. Although Assumption a) is not strictly required for DMM to work (Mossel actually assumes a)), it is not clear how to extend DMM when polytomies are present. Following up on [Mos07], Daskalakis et al. [DHJ + 06] give a variant of DMM that, unlike DMM and SQM, does not require any knowledge regarding bounds on branch lengths or tree depth-which makes their algorithm quite a bit more practical. The algorithm in [DHJ + 06] does not deal with polytomies. In particular, the presence of very short branches can affect significantly the depth of the reconstructed forest.
Another important, parallel improvement over SQM was obtained recently by Gronau et al. [GMS08] who did away with Assumption b) by contracting edges whose length is below a user-defined threshold. Gronau et al.'s elegant solution uses a Directional Oracle (DO) which closes in on the location of a leaf to be added and, in the process, contracts any region that does not provide a reliable directional signal. Although the DO algorithm does not rely explicitly on Assumption a), the guarantee given in [GMS08] requires a bound on the depth of the tree similar to [ESSW99a] . In particular, Gronau et al. leave open the question of giving a forest-building version of their algorithm. Moreover, the sequence length required in [GMS08] depends exponentially on the so-called ε-diameter of the tree-essentially, the maximum diameter of the contracted regions. It is natural to conjecture that an optimal result should not depend on the ε-diameter.
In this paper, we design a new forest-building algorithm which provides strong reconstruction guarantees without Assumptions a) and b). Moreover, our results do not rely on the ε-diameter of the tree and, similarly to the algorithm in [DHJ + 06], we give a variant which does not require the knowledge of branch bounds or tree depth. In a nutshell, we proceed by simplifying and combining ideas from [Mos07, DHJ + 06, GMS08]. We show that our algorithm is guaranteed to recover all edges that are sufficiently close to the leaves (for a given sequence length) and sufficiently long (longer than a user-defined threshold). In particular, we allow a trade-off between the resolution of short branches and the depth of the reconstructed forest. This represents an improvement of potential practical interest over previous work. Also, similarly to [Mos07] , we guarantee that our reconstructed forest is disjointalthough the presence of short edges leads us to allow deep intersections of short branches between the subtrees.
The rest of the paper is organized as follows. In Sections 1.1 and 1.2, we introduce some basic definitions and state our main result formally. In Section 2, we give a detailed description of the algorithm. Finally, the proof of our main Theorem can be found in Section 3.
For further related work on efficient reconstruction, see also [ESSW99b, ADFK97, FK99, HNW99, CGG02, MR06, DMR06].
Basic Definitions
Phylogenies. Formally, the object we seek to reconstruct is a weighted, multifurcating phylogenetic tree which we now define. Distorted Metric. To reconstruct phylogenies in T we assume that we are given a distorted metric as defined in [Mos07] .
that is, the distorted metricd is accurate on "short" distances.
Contraction and Pruning.
As discussed in [Mos07] , given a (τ, M )-distorted metric, the best we can hope for in general is to reconstruct a forest containing those edges of T that are "sufficiently close" to the leaves. We now formalize this notion.
Definition 3 (Chord Depth)
The chord depth of e is
That is, ∆ c (e) is the length of the shortest path between two leaves on which e lies. We define the chord depth of a tree T to be the maximum chord depth in T ∆ c (T ) = max {∆ c (e) : e ∈ E} .
Similarly, we define an extension λ M of λ.
Unlike [Mos07] however, we allow edge weights to be arbitrarily close to 0. It is clear that edges that are too short cannot be reconstructed and we instead seek to contract them, as in [GMS08] . Hence, we will need the following extension of the previous definition.
Path-Disjointness. Finally, before stating our main result, we need the following definition. Similarly to [Mos07] , we require that the trees of our reconstructed forest are "not intersecting". In fact, we can only guarantee approximate pathdisjointness as defined below. We first need a notion of depth for vertices.
Definition 6 (Vertex Depth)
That is, ∆ v (x) is the length of the shortest path between x and the set of leaves.
we have:
and, if further
More generally, a collection of subtrees
In the case τ = 0, we simply say that the subtrees are path-disjoint.
In other words, two trees are (τ, M )-path disjoint if they are "almost disjoint," that is, if they only share edges (if any) that are "deep" (endpoints have vertex depth at least M/2) and "short" (length at most τ ).
Main Result and Corollaries
Main Result. Our main result is the following. for all n large enough.
We give below a few interesting special cases of Theorem 1.
Tree Case. When M = Ω(∆ c (T )), we get a single component, that is, the full tree is reconstructed up to those edges that are contracted.
Corollary 1 (Tree Case) Let τ > 0 and M > 2∆ c (T ). Then, for anyα > 6, choosingβ so thatβM > ∆ c (T ) guarantees that the reconstructed forest is composed of only a tree.
In the case of "dense" phylogenies, we get that M = Ω(log n) suffices to reconstruct the full tree.
Definition 8 (Dense Phylogenies) We say that a collection of phylogenies
We denote by T g the set of phylogenies satisfying (1).
Corollary 2 (Dense Case)
In the case of dense phylogenies, M = Ω(log n) suffices to guarantee the reconstruction of the full tree, up to contracted edges.
Note that this is stronger than the result proved in [GMS08] which also depends on what the authors call the ε-diameter of the graph.
Absolute Variant. We recall Proposition 2.1 from [Mos07] .
Proposition 1 ([Mos07]) Suppose that the distortiond is obtained from the logdet distance using k samples. Then there is a constant
thend is a (τ, M )-distortion with probability 1 − o(1).
From this proposition, we obtain the following corollary which implies that knowledge of the depth of the tree is not required to return a correct partial reconstruction.
Corollary 3 (Absolute Variant) Given a number of samples k = Ω(log n) (large enough) and a chosen level of contraction ε, one can chooseα > 6,β < 1 2 , and M > 0 so that A is guaranteed to return a (contracted) subforest of T containing F ε,βM (T ) with probability 1 − o(1).
Complete Resolution. Finally we remark that, if we further assume that all branch lengths are bounded from below by a constant, then by choosing τ accordingly we recover the results of [Mos07] where a path-disjoint forest is returned. In particular, we also recover the results of [ESSW99a] by combining the above remark with Corollary 2 and Proposition 1.
Algorithm
In this section, we describe our reconstruction algorithm. The algorithm is similar to Mossel's Distorted Metric Method (implicit in [Mos07] ). However, there are several important differences:
1. Since we allow edge weights to be arbitrarily close to 0, our new algorithm also contracts edges that are too short to be correctly reconstructed.
2. Because of the previous point, it turns out that extending Mossel's "combinatorial" constructions to our case is tricky, and we rely to a greater extent on "metric" considerations. In fact, our new algorithm can be seen as a purely metric version of DMM.
3. We can only guarantee approximate disjointness of the reconstructed forest.
We now briefly describe the algorithm. The proof of its correctness appears in the next section. There are three main phases. The full algorithm is detailed in Figures 1, 2 , and 3. The input to the algorithm is a (τ, M )-distorted metricd on n leaves. In particular, we assume that the values τ and M are known to the algorithm. For more on this assumption, see Section 1.2. We denote the true tree by T = (V, E; L, d). The parameters α, α ′ , β, β ′ will be given in Section 3.5.
Pre-Processing: Leaf Clustering. As we mentioned before, given a (τ, M )-distortion we cannot hope to reconstruct edges that are too deep inside the tree. This results in the reconstruction of a forest. Therefore, the first phase of the algorithm is to determine the "support" of this forest. We proceed as follows. Consider the following graph on L.
Definition 9 (Clustering Graph) Let 0 < β < 1. The distorted clustering graph with parameter β, denoted H β = ( V β , E β ), is the following graph: the vertices V β are the leaves L of T ; two leaves u, v ∈ L are connected by an edge e ∈ E β if
Note that this is an undirected graph becaused is symmetric. Similarly, we define the clustering graph with parameter β, H β = (V β , E β ), where we use d insteadd in (2).
The first phase of the algorithm consists in building the graph H β fromd. We then compute the connected components of H β which we denote {ĥ
. In the next two phases, we build a tree on each of these components. • Pre-Processing: Leaf Clustering. Build the distorted clustering graph H β = ( V β , E β ) where V β = [n] and (u, v) ∈ E β ⇐⇒d(u, v) < βM ; compute the connected components {ĥ
-For all pairs of leaves u, v ∈v
• Output. Return the resulting forest F . β of H β . In this and the next phase, we seek to reconstruct a contracted tree onĥ (i) β . Denote by T (i) the true tree T "restricted" to the leaves inĥ (i) β (see Section 3.2 for a formal definition). First, we find all edges of T (i) that are "sufficiently long" and lie on "sufficiently short" paths. More precisely, we consider all pairs of leaves u, v connected by an edge inĥ
β , that is, leaves within distorted distance βM . For each such pair, say u, v, the mini reconstruction problem consists in finding all edges in P T (i) (u, v) that have length longer than λ e ≥ ατ . To do this using the distortiond, we first consider a ball B 
where a ∨ b is the maximum of a and b. As we show in Section 3.2, the point of using this ball is that we can then guarantee that each edge in P T (i) (u, v) is "witnessed" by a quartet (i.e., a 4-tuple of leaves) in B (i) β ′ (u, v) in the following sense: let (x 1 , x 2 ) be an edge in P T (i) (u, v) and let (x j , y j ), j = 1, 2, be an edge adjacent 
• Intersection Points. For all w ∈ B (i)
, estimate the point of intersection between u, v, w (distance from u), that is, 
x j →y j be the leaves reachable from y j using paths not including x j ; then we will show that L (i) 
, add w to the side of the partition it is connected to in K (by definition of K, each w as above is connected to exactly one side; see Proposition 7); The goal of the second phase in the main loop of our reconstruction algorithm is to extend the bipartitions previously built from B (i)
containing u and v. To perform this task, we use the following simple observation: suppose we want to deduce the bipartition corresponding to edge e; if we take the ball B (i) β ′ (u, v) to be much larger than βM (yet small enough that it remains within our radius of precision M ), we can make sure that a path from a leaf inĥ Proposition 2 (Leaf Clustering) Let 0 < ρ ′ < β < ρ < 1. If
Proof: This follows immediately from the definition ofd.
Similarly, ifd(u, v) < βM then
Mini Reconstruction: Finding Long Edges on Short Paths
Consider a componentĥ
) the tree T restricted to the leaves inv 
Proof:
We argue by contradiction. Let e be an edge in T (i) . Suppose that the chord depth of e in T (i) is > βM + τ . Consider the bipartition {ψ (1) , ψ (2) } defined by e in T (i) . Then it follows that for all u 1 ∈ ψ (1) and u 2 ∈ ψ (2) , we havê
β cannot be connected, a contradiction.
Let e ′ = (u ′ , v ′ ) be an edge in a tree T ′ with leaf set L ′ . We denote by L ′ u ′ →v ′ the leaves of T ′ that can be reached from v ′ without going through u ′ . Recall that for two leaves u ′ , v ′ of T ′ , we denote by P T ′ (u ′ , v ′ ) the set of vertices on the path between u ′ and v ′ in T ′ .
Proposition 4 (Witnesses in B
where L (i) is the set of leaves of T (i) .
Proof: By Proposition 3, there are leaves
Therefore,
from which we getd(u, y 0 ) < 2βM + 3τ < β ′ M . The same inequality holds for d(v, y 0 ).
Fix a pair of leaves u, v with (u, v) ∈ê
and
Note that Φ w is the distance between u and the intersection point of {u, v, w}.
be as in Figure 2 . We write w ∼ w ′ if w, w ′ ∈ C j for some j. Similarly, we write w w ′ (respectively w < w ′ ) if w ∈ C j and w ′ ∈ C j ′ with j ≤ j ′ (respectively j < j ′ ).
Proposition 5 (Intersection Points) Let u, v be as above. Assume further that α ′ > 3 and α > α ′ + 3. Then we have the following:
Proof: For Part 1, note that Φ x = Φ y implies
Therefore, x and y are necessarily placed in the same C j , that is, x ∼ y. See Figure 2 .
For Part 2, suppose by contradiction that x > y. Then we have necessarily
a contradiction. For Part 3, let
(breaking ties arbitrarily) and similarly
which implies for all x ′ ∈ X 0 and y ′ ∈ Y 0
Therefore, we have x < y. 
where the intersection on the left is applied separately to each set in the partition;
2. [Long Edges Are Present] Let e ∈ E (i) with e ∈ P T (i) (u, v) and λ
e ≥ ατ . Then there is a unique j such that 
Extending Bipartitions: Reconstructing the Components
Let u, v ∈ĥ β ; u, v) as input. Let e = (x, y) ∈ E (i) be the edge of T (i) corresponding to ψ j (u, v) (as guaranteed by Proposition 6) and denote its bipartition by
Proposition 7 (Leaves Outside Ball) Assume that 0 < β < β ′ < 1 and
Proof: Assume by contradiction that there is w ′ ∈ b (u) such thatd(w, w ′ ) < βM . The path between w and w ′ must go through e since w and w ′ are on different sides of the partition. Therefore, for one of the endpoints of e, say x, we have
and similarly ford(w, v), a contradiction since we assumed w / ∈ B (i)
Proposition 8 (Correct Extension)
The bipartitionψ j (u, v) returned by EXTEN-DER is correct, that is,ψ j (u, v) = b T (i) (e).
Proof: Let K, ψ We finally get the following. 
Path-Disjointness: Length and Depth of Shared Edges
Let T (i 1 ) , T (i 2 ) be the tree T restricted to componentsĥ 
[Length of Shared Edges]
If, further, P T (u 1 , v 1 ) ∩ P T (u 2 , v 2 ) = ∅ then max{λ e : e ∈ P T (u 1 , v 1 ) ∩ P T (u 2 , v 2 )} ≤ 2τ.
Proof: Let z ∈ P T (u 1 , v 1 ) ∩ P T (u 2 , v 2 ). For j = 1, 2, by Proposition 3, there are leaves x j , y j in L (i j ) such that z ∈ P T (i j ) (x j , y j ) and d(x j , y j ) < βM + τ . For Part 1, assume without loss of generality that d(x 2 , z) < A similar argument applies to w ∈ L (i 2 ) and w ∈ L − (L (i 1 ) ∪ L (i 2 ) ). For Part 2, let e = (x, y) ∈ P T (u 1 , v 1 ) ∩ P T (u 2 , v 2 ). Assume without loss of generality that the path from x to y partitions {x 1 , y 1 , x 2 , y 2 } as {{x 1 , x 2 }, {y 1 , y 2 }} in T . We have 2d(x, y) = d(x 1 , y 1 ) + d(x 2 , y 2 ) − d(x 1 , x 2 ) − d(y 1 , y 2 ) <d(x 1 , y 1 ) +d(x 2 , y 2 ) −d(x 1 , x 2 ) −d(y 1 , y 2 ) + 4τ
where the third line follows from the definition of the clustering graph H β .
Proof of Main Theorem
Proof of Theorem 1: Part 3 is clear. Part 1 follows from Proposition 10. Take α, α ′ > 0 and 0 < β, β ′ < 1 such that 6 < α ′ + 3 < α <α,
Part 2 then follows from Proposition 9 and Proposition 2.
