Several methods for reducing the variance in the context of Monte Carlo simulation are based on correlation induction. This includes antithetic variates, Latin hypercube sampling, and randomized version of quasi-Monte Carlo methods such as lattice rules and digital nets, where the resulting estimators are usually weighted averages of several dependent random variables that can be seen as function evaluations at a finite set of random points in the unit hypercube. In this paper, we consider a setting where these methods can be combined with the use of control variates and we provide conditions under which we can formally prove that the variance is minimized by choosing equal weights and equal control variate coefficients across the different points of evaluation, regardless of the function (integrand) that is evaluated.
Introduction
Suppose we want to compute
for some square-integrable function f , where U denotes a uniform random variable over [0, 1) s . The aim of most stochastic (Monte Carlo) simulations is to estimate such integrals, in which u can be interpreted as the sequence of independent "random numbers" that drive the simulation. Sometimes, f depends on a random and unbounded number of uniforms; in that case s can be taken as infinite.
The crude Monte Carlo method estimates µ by the average of f (u 0 ), . . . , f(u n−1 ), where the u i 's are independent and uniformly distributed over [0, 1) s . Here, we consider the use of a random point setP n = {u 0 , . . . , u n−1 } such that each u i is uniformly distributed over [0, 1) s but where the u i 's are not necessarily independent. We assume that these random variables u i are defined over a common probability space (Ω, F , P ). The transformations u i : Ω → [0, 1) s are designed to induce a dependence structure between the u i 's and we refer to them as general antithetic (GA) transformations. They are sometimes called correlation induction methods [3] . In many cases, P is the uniform distribution over [0, 1) s , so ω can be interpreted as a uniform random vector. Many well-known variance reduction techniques, including antithetic variates, rotation sampling, Latin hypercube sampling, randomly shifted lattice rules, and other types of randomized quasi-Monte Carlo point sets [3, 4, 12, 15, 17, 22] can be seen as special cases of GA transformations.
To improve the quality of our estimator of µ, we also want to use m measurable functions C l : [0, 1) s → R as control variables (CV), where we assume that E[C l (U)] = 0 for l = 1, . . . , m.
We are thus interested in approximating µ by estimators of the form
where X i = f (u i ) and C l,i = C l (u i ), for i = 0, . . . , n − 1, and
The goal is to choose the n − 1 + nm free coefficients α 1 , . . . , α n−1 , β 1,0 , . . . , β m,n−1 so as to minimize the variance ofμ ga+cv .
In this paper, we are interested in conditions onP n under which the optimal values of these coefficients satisfy α 0 = . . . = α n−1 = 1/n and β l,0 = . . . = β l,n−1 , for l = 1, . . . , m.
In other words, we want to know under what conditions onP n should each point u i inP n be given the same weight α i and the same CV coefficients in the construction ofμ ga+cv . Interestingly, our conditions will turn out to be independent of the function f , so our results will hold for any f , as long as it is square-integrable.
At first sight, one might be tempted to believe that equal weights always prevail: Why give more importance to some u i 's than to others if all are uniformly distributed? Here is a simple counterexample.
Example 1
Let s = 1, n = 3, and u i = u i = (U + i/4) mod 1 for i = 0, 1, 2, where U is uniformly distributed over [0, 1). Clearly, each u i is also uniformly distributed over [0, 1) . Suppose now that f (u) = u. Then the second moment ofμ ga = 2 i=0 α i f (u i ) can be written as
The gradient of this expression with respect to (α 1 , α 2 ) is zero when α 1 = 1/4 and α 2 = 3/8, so the variance is minimized by taking α 1 = 1/4 and α 0 = α 2 = 3/8. For a different f , or if f is a random function from a given class, the optimal weights may change. On the other hand if we take u i = (U + i/3) mod 1 with n = 3, as a consequence of our results, the optimal weights are α i = 1/3 for all i whatever be the (square-integrable) function f .
The estimatorμ ga+cv can be rewritten as a Monte Carlo (MC) estimator that uses n − 1 + nm control variates, as follows:
We denote by D the vector
T of control variates, and by X the plain MC estimator X 0 . From the theory of control variates, the vector of coefficients
T that minimizes the variance is obtained as a solution of the linear system
where Σ D,D is the (n − 1 + nm) × (n − 1 + nm) covariance matrix of the vector D, and Σ X,D is the covariance vector of X with each of the control variates in D, i.e.,
Our main result, stated in Proposition 1, gives sufficient conditions for (2) to hold. We then consider different settings forP n under which these conditions are satisfied. Informally speaking, these conditions are that there must be a set of permutations of [0, 1, . . . , n − 1] under which the joint distribution of any pair of points (u i , u j ) inP n is invariant and this set must be rich enough to sufficiently "shuffle" [0, 1, . . . , n − 1], as we explain in Section 2. This proposition covers results that can be found in [2, 12] , and allows us to prove that (2) holds for different types of GA transformations.
Note that property (2) does not imply that for any given l, the optimal coefficients β l,0 , . . . , β l,n−1 be equal to the optimal coefficient β l that would be used for n = 1, i.e., if CV was not combined with GA transformations. It is well known that these optimal coefficients generally differ, because GA changes the covariance structure (see, e.g., [13] ).
It is important to point out that in this paper, we assume that the weights have to be chosen before the random points inP n are observed. The case where the weights can be chosen after these points are observed is quite different and has been studied, e.g., in [25, 6] . For example, it is shown in [6] that if f is a twice continuously differentiable function over [0, 1] and the u i 's are n i.i.d. U(0, 1) random variables sorted by increasing order, then the variance of the estimator
Similar results in higher dimensions can be found in [25] . However, significant gains by these techniques that assign weights a posteriori are difficult to achieve in practice when the dimension exceeds a few units.
Our results assume that all X i and C l,i are available. They do not take into account the potential savings that can be made by not computing some of them if their weights or coefficients are zero, and the resulting efficiency tradeoff. For example, if n = 2, (2) is satisfied, and if it takes twice the amount of time for computing (X 0 , C 1,0 , . . . , C m,0 ) and (X 1 , C 1,1 , . . . , C m,1 ) than for computing (X 0 , C 1,0 , . . . , C m,0 ) alone, then using the GA scheme is more efficient than using independent replications only if it reduces the variance by a factor larger than 2 compared with the case n = 1. Several other articles and books concentrate on this efficiency issue (e.g., [3, 4, 9, 11] ), usually assuming equal weights a priori in the case of GA methods.
The remainder of this paper is organized as follows. In Section 2, we introduce some notation, state our basic result, and prove it. Section 3 considers settings where the u i 's form an abelian group of random variables and our main result applies. Many examples of setsP n obtained from different well-known GA techniques are included in these settings and some of them are discussed in Section 4. Section 5 deals with setsP n obtained by combining two of these GA techniques. The special case where conditional Monte Carlo is combined with GA transformations is examined in Section 6.
Families of Permutations Preserving Distribution of pairs
We first introduce some notation. 
We denote by Σ Our arguments will be based on the following string of ideas. We first note that for a given permutation π that preserves the joint distribution of pairs of points inP n , it is easy to prove that β π, * = β * . If such a permutation π exchanges two different indices i, j ∈ {0, . . . , n − 1}, this implies that α i = α j and β l,i = β l,j for these two specific indices. This can be used to prove (2) if we can identify a family of permutations preserving the joint distribution and such that any given index in [0, 1, . . . , n − 1] can be moved to any position by successively applying an appropriate sequence of permutations from that family. This is what we meant in the introduction by "sufficiently shuffling" the set [0, 1, . . . , n − 1]. More precisely, our first result is: 
Then the (unique) vector β * of optimal coefficients satisfies (2) .
Proof: Let Π be a set of permutations that satisfy (a) and (b). For any permutation π ∈ Π, the vector β * ,π of optimal coefficients is a solution to
Note that property (a) implies that Σ (5) is unique, non-zero, and equal to β * . This implies that for any i ∈ {0, . . . , n − 1}, we have
Applying (6) to the sequence of permutations π i 1 , . . . , π i k for which
we obtain that
. . , m. Since this can be done for each i, β * satisfies (2).
Abelian Groups of Dependent Random Variables
We now study a situation whereP n forms a abelian group of random variables with some special properties. This covers many practical settings. We introduce three sets of sufficient conditions onP n under which Proposition 1 can be used to prove the optimality of the uniform weights given in (2) . Condition 1 is the most general and will be used directly in Section 4 to prove that (2) holds whenP n is defined by certain types of randomized quasi-Monte Carlo methods. The other conditions are special cases, in the sense that they imply Condition 1, and they turn out to be convenient to verify in a number of practical settings.
Condition 1
The setP n is an abelian group of random variables uniformly distributed over [0, 1) s , and such that for any u i , u j , u k ∈P n , the joint distribution of (u i , u j ) is the same as that of (u i · u k , u j · u k ), where "·" denotes the group operator.
Condition 2
The setP n is an abelian group of random variables uniformly distributed over [0, 1) s , the probability measure P corresponds to the uniform distribution over Ω = [0, 1) s , and
) for all i, j, and ω ∈ Ω.
Condition 3
The random point setP n can be ordered so that the infinite sequence w 0 , w 1 , . . . defined by
for i ≥ 0 is pairwise strongly stationary, i.e., the joint distribution of w i and w i+j only depends on j, for i, j ≥ 0.
Lemma 2 Each of Condition 2 or Condition 3 implies Condition 1.
Proof. Suppose Condition 2 holds and let u i , u j , u k ∈P n . Then, both ω and u k (ω) are uniformly distributed over [0, 1) s , and therefore the joint distribution of (
Now suppose Condition 3 holds. The setP n = {u 0 , . . . , u n−1 } equipped with the operator "·" defined by u i · u j = u (i+j) mod n forms an abelian group. Moreover, for every i, j, k, the joint distribution of (u i ·u k , u j ·u k ) = (u (i+k) mod n , u (j+k) mod n ) is the same as that of (u i , u j ) because of the pairwise strong stationarity.
In [12] , the authors show that whenP n satisfies Condition 3, choosing uniform weights α i minimizes the variance whenP n is used to estimate µ. A similar result for the case wherẽ P n satisfies Condition 2 is discussed in [2] and proved in [1] . Our Condition 1 allows to treat cases not covered by those previous results. Also, we consider in Proposition 6 constructions P n resulting from the combination of two sets and directly prove that Proposition 1 holds for theseP n . Another novelty of this paper is that we look at the combination with control variates C 1 ,. . . ,C m .
To show that the assumptions of Proposition 1 are satisfied under Condition 1, we need certain properties of abelian groups, which we now recall. See, e.g., [7] for an account of group theory. The fundamental theorem of abelian groups says thatP n can be written as a direct sum
where for i = 1, . . . , r, Q i is a cyclic group of order n i with generator g i . By asking for the integer r to be as small possible, this decomposition is unique (up to an isomorphism). In this context, r is called the rank ofP n , and the integers n i are called the invariants and they satisfy n 1 > 1, and n k+1 divides n k for k = 1, . . . , r − 1. Define m l = n 0 . . . n l for l = 0, . . . , r, where n 0 = 1. We will show that the assumptions of Proposition 1 hold for the class of permutations Π = {π
Let us explain what these permutations π The proof is built on two preliminary results. Lemma 3 says that when an abelian group P n is initially ordered in a certain way and this order is permuted according to π 
Lemma 3
LetP n = {u 0 , . . . , u n−1 } be an abelian group and let r, n 1 , . . . , n r be its rank and invariants, respectively. Assume thatP n has been ordered so that
where g ν is defined by g 1 = g and g ν = g·g ν−1 , and where i l = i/m l−1 mod n l for l = 1, . . . , r. Then for any 1 ≤ l ≤ r, 0 ≤ d < n l , and 0 ≤ i < n, we have that
Proof: Let l ∈ {1 . . . , r}, d ∈ {0, . . . , n l − 1}, and i ∈ {0, . . . , n − 1}. By definition, we have that Proof. We suppose that the order of the elements inP n has been fixed as in Lemma 3. For
Using Lemma 3, we have that
and therefore u
By assumption, this means that ( Proof. It suffices to prove that the family Π of permutations introduced in (9) satisfy assumption (b) of Proposition 1.
For an arbitrary i ∈ {0, . . . , n − 1}, we define the following sequence of permutations. We first apply π
. More generally, the choice of permutations π
r dr is defined recursively as follows: using k 0 = i as an initial value, we successively define for l = 1, . . . , r,
This sequence of permutations satisfies
because m r = n, and this proves the result.
Application to GA Techniques
We now give several examples of randomized point sets that are frequently used as GA (or quasi-Monte Carlo) methods in simulation and that satisfy our conditions.
Example 2 Antithetic Variates.
In this case, ω ≡ u is uniformly distributed over [0, 1) s andP n = {u 0 , u 1 } = {u, 1−u}. It is easily seen that both Conditions 2 and 3 are satisfied. For Condition 2, we define u 0 · u 0 = u 1 · u 1 = u 0 , and u 0 · u 1 = u 1 · u 0 = u 1 .
Example 3 Randomly Shifted Lattice Rules.
A lattice rule (see, e.g., [5, 16, 23] ) estimates µ by averaging the values of f over the point set
s , where A randomly-shifted lattice rule replaces the deterministic point set P n byP n = {u 0 , . . . , u n−1 } ⊂ [0, 1) s , where u i = v i + u and u ≡ ω is uniformly distributed over [0, 1) s . ThisP n is an abelian group under the operation defined by u i · u j = u i + u j − u = v i + v j + u. In this case,
A lattice rule has rank 1 if one can take x 2 = e 2 , . . . , x s = e s in (11) , where e j is the jth unit vector in R s or, equivalently, if P n can be written as P n = {ix 1 mod 1, i = 0, . . . , n − 1} for some vector x 1 ∈ [0, 1) s . In this case, if we define w i as in (7), the joint distribution of (w i , w i+j ) is the same as that of (u, (j − i)x 1 + u) for all i and j, so Condition 3 holds. However, Condition 3 does not hold in general for rules of higher rank. As an example of this, consider a two-dimensional copy-rule with n = 4 and P n = {(0, 0), (0, 1/2), (1/2, 0), (1/2, 1/2)}. Here, there is no way of ordering the points so that (u 0 , u 1 ) has the same joint distribution as (u 1 , u 2 ).
Example 4 Rotation sampling.
Here, ω ≡ u is uniformly distributed over [0, 1) s andP n = {u 0 , u 1 , . . . , u n−1 } = {u, (x + u) mod 1, . . . , ((n − 1)x + u) mod 1}, where x = (1/n, . . . , 1/n); see [10] . This turns out to be a special case of a randomly shifted rank-1 lattice rule, with x 1 = x (see the previous example) and therefore Condition 2 holds. Glynn and Szechtman [12] , page 40, did verify Condition 3 for this example.
Example 5 Latin Hypercube Sampling.
This method uses the randomized point setP n = {(π [3, 19, 22] . We can interpret ω as the randomness needed to generate all the π j 's and y i 's. Here, all pairs (u i , u j ) for i = j have the same joint distribution and all pairs (u i , u i ) have the same joint distribution. Thus, Condition 3 holds for any ordering of the u i 's.
Example 6 Digitally Shifted Nets.
We consider a special case of a digital net in base b [8, 20, 24] where the underlying commutative ring is Z b and all the bijections are the identity (which is often the case in practice). Such a net corresponds to a deterministic point set P n = {v i = (v i,1 , . . . , v i,s ) , i = 0, . . . , n − 1}, where n = b k for some positive integer k, the coordinates v i,j are defined by 
(We assume that infinitely many coefficients v i,j,l differ from b − 1 for each (i, j), so the expansion is unique.) The set P n forms an abelian group under the operation "+" defined by
A digitally shifted net is a random point set defined asP n = P n + u where P n is a digital net and u is uniformly distributed over [0, 1) s . For u i = v i + u and u j = v j + u inP n , define u i · u j = v i + v j + u. Under this operation "·", it is easily seen thatP n is an abelian group of random variables satisfying Condition 1. Indeed, (u 
has the same distribution as (u i , u j ) = (v i +u, v j +u), because both u and u m +u are uniformly distributed.
Example 7 Linearly Scrambled Digital Nets.
This method is very similar to the previous one, except that the deterministic digital net P n is replaced by a random one, call itP n , in which the generating matrices have been randomly "scrambled" [18, 14] . Hence ω in this case is the randomness required to scramble these matrices and to generate u. To prove thatP n satisfies Condition 1, we use the same operator · as in the previous example, but the v i 's now come from the random digital netP n .
Example 8 Scrambled Digital Nets.
In this case, the point setP n is obtained by applying certain random permutations to each digit in the expansion of each coordinate of the points coming from a digital net in base b, P n , defined as in Example 6. We refer to [21] for the details. Here we only state the facts needed to prove that this case is covered by Condition 1: (i) each u i ∈P n is uniformly distributed over [0, 1) s ; (ii) if v i , v j ∈ P n , the joint distribution of (u i , u j ) is completely determined by the vector  (q 1 , . . . , q s ) , where q l is such that in dimension l, the first q l digits of v i and v j are the same, but they differ on the (q l + 1)th digit. Let ϕ denote the (random) transformation from P n toP n , so u i = ϕ(v i ) for each i, and define the operator "·" by u i · u j = ϕ(v i + v j ), where operation + is defined as in (12) . It can be verified thatP n is an abelian group under this operation. Moreover, Condition 1 holds because for any v m ∈ P n , the vector (q 1 , . . . , q s ) for (v i + v m , v j + v m ) is the same as that for (v i , v j ).
Our conditions may apply to cases where different GA methods are combined, as illustrated by the following example.
Example 9 Modified Latin Hypercube Sampling Combined with a Randomly Shifted Lattice Rule.
We consider a lattice rule with point set P n 1 = {v 0 , . . . , v n 1 −1 } and a Latin Hypercube sampling scheme with (random) point set
s , and the operation + corresponds to addition modulo 1. Let n = n 1 n 2 andP n = {u 0 , . . . , u n−1 } where u i is defined as u i = π(j)/n 2 + u + v l if i = n 2 l + j. In words, this point set corresponds to n 2 randomly shifted copies of P n 1 , using the n 2 points of Q n 2 for the shifts.
For i = n 2 l+j and i = n 2 l +j , 0 ≤ i, i < n, define u i ·u i = π((j +j ) mod n 2 )/n 2 +u+v l +v l . With this operation,P n is an abelian group that satisfies Condition 1, because for i = n 2 l +j , u i ·u i = π((j +j ) mod n 2 )/n 2 +u+v l +v l and u i ·u i = π((j +j ) mod n 2 )/n 2 +u+v l +v l have the same joint distribution as u i = π(j mod n 2 )/n 2 + u + v l and u i = π(j mod n 2 )/n 2 + u + v l .
For certain GA combinations, Condition 1 can be difficult or impossible to verify, but one may still be able to verify the conditions of Proposition 1 via a different path. In the next section we give a result that provides a different set of sufficient conditions for Proposition 1 that are convenient to verify for certain types of combined methods.
Combining GA techniques
The next proposition shows that for certain setsP n obtained by combining two smaller sets, Proposition 1 can be used with a different set of permutations than the one defined in (9) to prove that (2) holds. This bypasses Proposition 5 and the verification of Condition 1.
Proposition 6 Assume thatṼ
) has the same distribution as (w i , w j ) or (w j , w i ), theñ P n satisfies the conditions of Proposition 1.
Note that if we were asking for (v k (w i ), v k (w j )) to have the same joint distribution as (w i , w j ) for all k, then the resulting point setP n would satisfy Condition 1 and there would be nothing more to prove. Our condition is weaker because we allow this joint distribution to be equal to that of (w j , w i ) instead. This weaker condition would be easy to handle if no control variables were used, since Cov(f (u i ), f(u j )) = Cov(f (u j ), f(u i )). The problem here is that with control variables, we also need to verify that Cov(f (u i ), C k (u j )) = Cov(f (u j ), C k (u i )), and this is not necessarily true under our weaker condition.
where κ is such that w κ = w
for any 0 ≤ i < t. By assumption thatW t satisfies Condition 1, we know that (w r · w κ , w s · w κ ) has the same joint distribution as (w r , w s ). Combining this with the fact that (d 1 , l 1 ) ∈ A, we have that (v k (w r · w κ ), v k (w s · w κ )) has the same joint distribution as (w r , w s ), as required.
By assumption thatW t satisfies Condition 1, we know that (w 
Example 10 Antithetic Variates and Randomly Shifted QMC Point Set.
Let ω ≡ u,Ṽ 2 = {v 0 = u, v 1 = 1−u} andW n/2 be either a randomly shifted lattice rule, or a digitally shifted net (soW n/2 satisfies Condition 1). Then for any w i , w j ∈W n/2 , (v 0 (w i ), v 0 (w j )) obviously has the same joint distribution as (w i , w j ). Also, it is easy to see that (v 1 (w i ), v 1 (w j )) has the same joint distribution as (w j , w i ): this follows from the fact that the distribution of (w i , w j ) only depends on v j + v −1 i for either choice ofW n/2 , where v i ∈ W n/2 is such that w i = v i + u, as seen in Examples 3 and 6. SinceṼ 2 satisfies Condition 2, Proposition 6 applies and thusP n satisfies the conditions of Proposition 1.
Integrating GA with CMC
For each i, let F i be the Borel σ-field generated by u i , let G i be a sub-σ-field of F i , and define 
which uses the C i as control variates, and where α 0 + · · · + α n−1 = 1.
If the u i 's satisfy the assumptions of Proposition 1, we know that the variance ofμ n is minimized by taking α i = 1/n and β i = b * /n for all i, for some constant b * that remains to be determined. With these values, (13) 
and it is easily seen that
It is also known that for the case where n = 1, one has b * = 0 [12, Theorem 2], which means that the best strategy in this case is to use only Y i as an estimator and forget about the control variate C i . The idea is that Y i has smaller variance than X i and turns out to be independent of C i , so it becomes useless to introduce C i as a control variate. But for n > 1, the C j are not always independent of the Y i for j = i, so it might be worthwhile to have them as control variates. The next example illustrates this. 2 . Suppose we use antithetic variates (AV), so n = 2 and u 1 = 1 − u 0 . Denoting u 0 = (u 1 , u 2 ), using AV alone gives the estimator
while using AV with CMC yields For many of the schemes we have seen in Section 4, such as antithetic variates, randomly shifted lattice rules, and digitally shifted nets, for example, the randomness affects the points in a way that knowing a single u i reveals enough information to determine the entire point setP n . For instance, knowing u i is enough to determine the shift for a randomly-shifted lattice rule, and then to determine all other points u j . For antithetic variates, knowing u tells us 1 − u.
In such a situation, the σ-fields F i are all the same. Frequently, in this context, the G i will also be all identical. Proof. Under the assumption of the proposition, for any j,Ȳ n is G j -measurable and E[X n | G j ] =Ȳ n , so
Then, b * = 0.
Example 12
Let T be the length of the longest path between two given nodes (the origin and the destination) in an acyclic network with s arcs of random length. The aim is to estimate µ = P [T > c] for some constant c. Here, X = I[T > c] where I is the indicator function. Suppose we generate the vector V i = (V i,1 , . . . , V i,s ) of random arc lengths by using coordinate k of u i , u i,k , to generate V i,k by inversion, for each i and k, and then compute the corresponding values of T i and X i . We assume that each arc length distribution has a density, which ensures that the transformation from u i,k to V i,k is invertible.
A CMC estimator for this example can be defined as follows (see, e.g., [3, 16] ). Select a set of arcs L ⊂ {1, . . . , s} and let G i be the σ-field generated by {V i,k , k ∈ L}. That is,
] is a probability conditional on the lengths of all arcs not in L. If L is chosen so that each path from the origin to the destination contains exactly one arc from L, then this conditional probability is easy to compute [3] . Here, if all u j can be recovered from any single u i , then {V j,k , k ∈ L} can also be recovered from {V i,k , k ∈ L} from each i, j, and therefore the conditions of Proposition 7 are satisfied. This means that if the u i 's are obtained by AV, or randomly shifted lattice rules, or digitally shifted nets, for example, then b * = 0.
