We present one of the first attempt at implementing a massively parallel frequency-domain full-waveform inversion algorithm for imaging 3D acoustic media. The inverse method is based on a classic steepest-descent algorithm. The algorithm was designed so that one or several frequencies are inverted at a time. Wave propagation modeling, a key component of the inversion algorithm, is performed with a finite-difference frequency-domain method which requires 4 grid points per wavelength. Frequency-domain methods for wave propagation modeling requires to solve a huge sparse system of linear equations whose solutions are the computed wavefields and right-hand side (RHS) terms are the sources. We solve this system with a massively parallel direct solver in order to compute efficiently multiple-source solutions. The massively parallel direct solver leaves the multiple solutions distributed over the processors. We take advantage of this distributed storage to compute in parallel the gradient of the cost function in the inversion. The algorithm was validated with preliminary synthetic examples of limited dimensions.
INTRODUCTION
Quantitative seismic imaging of 3D crustal structures is one of the main challenge of geophysical exploration at different scales (subsurface, oil exploration, crustal and lithospheric investigations). Recent applications of 2D frequency-domain full-waveform inversion (FWI) have prompted renewed interest for this category of imaging methods. Indeed, the frequency domain formulation of FWI has been shown to be effective to build accurate velocity models for complex structures from global offset acquisition geometries (Pratt, 2004) . The frequency-domain approach of FWI has been shown to be efficient for several reasons (Pratt et al., 1998; Pratt and Worthington, 1990; Pratt et al., 1996) : first, only few discrete frequencies are necessary to develop a reliable image of the medium thanks to the wavenumber redundancy provided by multi-aperture geometries. Moreover, proceeding sequentially from the low to the high frequencies defines a multiresolution imaging strategy which helps to fulfill the assumptions underlying local optimization approaches. Two-dimensional modeling of the inverted frequencies can be performed efficiently in the frequency domain for multiple sources. Frequency-domain wave propagation modeling reduces to the resolution of a large sparse system of linear equations. If this system can be solved with a direct solver, solutions for multiple shots can be efficiently computed by forward and backward substitutions once the associated matrix was LU factored. This is crucial for imaging applications. This numerical feature associated with the fact that only few frequencies need to be inverted when considering wide-aperture geometries make the frequency-domain formulation much faster than the time-domain counterpart for 2D applications. The main drawback of the frequency-domain formulation is the high memory complexity of the forward problem resulting from the fill-in of the matrix during its factorization. Today, modern computers with either distributed or shared memory and sophisticated direct solvers (Amestoy et al., 2006) taking advantage of efficient reordering schemes allow to address realistic 2D problems. On the other hand, the memory and times complexities of the 3D problem may appear rather discouraging. The memory and the time complexities of the LU factorization are estimated to be O(n 4 ) and O(n 6 ) for a n 3 square computational grid (Ashcraft and Liu, 1998) . However, an optimal finite-difference stencil was recently proposed by Ben-Hadj-Ali et al. (2007) . This finite-difference stencil requires 4 grid point per minimum wavelength. Numerical tests and complexity analysis suggested that yet LU factorization can be computed for representative models and low frequencies on large PC clusters and that solutions can be rapidly obtained for a large number of sources once the factorization is completed. This encouraged us to implement a parallel frequencydomain full-waveform inversion algorithm based on a massively parallel direct solver for the forward problem (Amestoy et al., 2006 . In the following we briefly review the theory of frequency-domain fullwaveform modeling and inversion and address some parallel implementation issues. More details on this later aspect can be found in a companion paper submitted to this issue (Sourbier et al., 2007) . In the final part, we present preliminary synthetic examples.
METHODS
3D acoustic finite-difference frequency-domain modeling The finite-difference frequency-domain method that we used is briefly reviewed below. The 3D visco-acoustic wave equation in frequency domain is given by
where ρ (x, y, z) is density, κ (x, y, z) is the bulk modulus, ω is frequency, P (x, y, z, ω) is the pressure field and S (x, y, z, ω) is the source.
Since the relationship between the pressure wavefield and the source is linear, the acoustic wave equation (equation 1) can be recast in matrix form as
where the complex-value impedance matrix A depends on the frequency and the medium properties. The pressure p and the source s fields are stored as vectors of dimension nx × ny × nz where nx, ny and nz denote the dimensions of the regular finite-difference grid with a grid interval h. If a direct method is used to solve equation 2, solutions for multiple sources (i.e. multiple RHS terms) can be obtained efficiently by forward and backward substitutions once the matrix A has been factorized using the LU decomposition as shown below:
We used the massively parallel direct solver MUMPS (Amestoy et al., 2006 based on a multifrontal method (Duff and Reid, 1983) to solve the system 2. The MUMPS algorithm is subdivided in three main steps. First a sequential symbolic analysis step performs re-ordering of the matrix coefficients to minimize the fill-in of the matrix during the subsequent factorization and an estimation of the graph of the matrix. Second, the numerical factorization provides LU factors distributed over all the processors. Third, the resolution is performed in parallel for multiple sources (i.e. multiple RHS vectors) taking advantage the BLAS3 (Basic Linear Alegebra subprograms) library. The source vectors for the resolution phase are provided in sparse format on the host processor. After resolution, the multiple solutions are left distributed over processors and each processor stores a spatial sub-domain of all the solutions. We take advantage of this distributed in-core storage of the forward problem solutions to solve in parallel the inverse problem.
The system 2 is discretized with the so-called parsimonious mixedgrid finite-difference method (Jo et al., 1996; Hustedt et al., 2004) .
The parsimonious strategy provides a systematic recipe to discretize second-order wave equation, equation 1, from its first-order velocitystress representation (Virieux, 1984) . The paper of Hustedt et al. (2004) has clarified the relationship between the mixed-grid approach of Jo et al. (1996) and staggered-grid methods applied to the first-order hyperbolic velocity-stress formulation of the wave equation (Virieux, 1984 (Virieux, , 1986 Saenger et al., 2000) through a parsimonious strategy that was originally developed for the time-domain wave equation (Luo and Schuster, 1990) . In the parsimonious approach of Hustedt et al. (2004) , the wave equation is first written as a first-order hyperbolic system in pressure-particle velocity and discretized using second-order accurate staggered-grid stencils on different rotated coordinate systems. After discretization, particle velocity wavefields are eliminated from the system leading to a parsimonious staggered-grid wave equation on each rotated coordinate system. After elimination, only the pressure wavefield remains but the underlying staggered-grid structure still appears in the parsimonious formulation through the estimation of the buoyancy parameter at intermediate positions with respect to the pressure grid points. This discretization strategy is applied on different coordinate systems spanning different directions. The resulting stencils are combined linearly to derive isotropic stencils, the so-called mixed-grid approach. The mixed-grid discretization is complemented by a mass-term distribution (an anti-lumped mass) which allows to significantly improve the accuracy of the stencil (Marfurt, 1984) . The combined use of the mixed coordinate systems and the mass distribution allows to design both accurate and spatially-compact stencils. This latter point is critical if a direct method (LU factorization) is used to solve the system resulting from the discretization of the Helmholtz equation. Indeed, compact stencils allow to limit the bandwidth of the matrix and hence its filling during LU factorization.
Frequency-domain full-waveform inversion
The inverse problem is solved with a classic weighted least-squares gradient method (Tarantola, 1987) . The weighted least-squares cost function is given by
where ∆d is the misfit function (the difference between the observed data and the data computed in model m). The superscript † indicates the adjoint (transpose conjugate). W d is a weighting operator applied to the data which scales the relative contribution of each component of the vector ∆d in the inversion. Minimization of the cost function leads to the following solution for the model perturbation ∆m after scaling and smoothing of the gradient (see (Pratt et al., 1998; Ravaut et al., 2004; Operto et al., 2006) for more details).
where diag H a = diagRe{ J t W d J * } denotes the diagonal elements of the weighted approximate Hessian H a and J denotes the Jacobian matrix.
According to equation 5, one element of the sensitivity matrix is given by
where k(m, n) denotes a source-receiver pair of the acquisition system, m and n denote a shot and a receiver position respectively. δ n is an impulsional source located at the receiver position n.
The diagonal of the approximate Hessian provides a preconditioner of the gradient which properly scales the perturbation model (Shin et al., 2001) . The damping parameter ε is used to avoid numerical instability (i.e. division by zero). The matrix G m is a smoothing regularization operator. It is implemented in the form of a 3D Gaussian spatial filter whose correlation lengths are adapted to the inverted frequency component (Ravaut et al., 2004) . The Gaussian filter applied at a point of coordinates (x 0 , y 0 , z 0 ) is given by
where τ x , τ y , τ z are the correlation lengths. An amplitude gain with offset applied to each seismic trace is used for the operator W d .
where the scalar g controls the amplitude of the gain with respect to the source-receiver offset o sr .In our algorithm, the scaling of the gradient could be estimated once per frequency before the first iteration and kept constant over iterations or re-computed at each iteration. The term
is the radiation pattern of the diffraction by the model parameter m i . In the case of the P-wave velocity, this radiation pattern is that of an explosion. In other words, this matrix reduces to one scalar. In the case of density, the radiation pattern is that of a vertical force for a shot located at the vertices of the model parameter. The source term can be estimated in the FWI algorithm by solving a linear inverse problem (Pratt, 1999) .The inversion code can be applied to vertical geophone data or to hydrophone data generated by explosive sources. Indeed, vertical geophone data can be processed as pressure data thanks to the reciprocity principle (Operto et al., 2006) . The inversion is applied in cascade to several groups of discrete frequencies. All the frequencies of one group are inverted simultaneously. The final model obtained close to inversion of one group of frequencies is used as a starting model for the next group of frequencies. For each frequency group, several iterations can be computed.
PARALLEL IMPLEMENTATION
Two central components of the FWI algorithm is the computation of the gradient of the cost function and of the diagonal approximate Hessian. These two operators are basically computed by a weighted summation of the forward problem solutions (FPS), namely, the incident and the backpropagated residual wavefields computed in the starting model, equation 5. The weights in the summation accounts for the radiation pattern of the diffraction tomography reconstruction and for the data residuals. In order to compute in parallel the gradient and the diagonal Hessian, we take advantage of the distributed storage of the FPSs provided by MUMPS: each processor stores a spatial sub domain of all the FPSs. Therefore, each processor computes a sub domain of the gradient and diagonal Hessian according to the domain decomposition of the FPSs. At the end of the summation, the gradient and the diagonal Hessian are centralized on the host processor and the gradient is scaled by the diagonal Hessian. Note that, ideally, all the FPSs remain in core in the algorithm. No disk swapping is used in the current algorithm. If no enough memory is available to process in parallel all the FPSs, the computation of the multi-RHS resolution with MUMPS, of the gradient and of the Hessian computations is performed in a sequential loop over partitions of RHS terms. Each partition loads in core the maximum number of solutions fitting the available memory.
The parallel FWI algorithm is summarized in Figure 1 .
SYNTHETIC EXAMPLES
We verified the 3D FWI algorithm using two synthetic velocity models discretized on a 30x30x30 grid. They are discretized with 250 m cubic cells. The first model represent a homogeneous medium (4000 m/s) containing one spherical inclusion (3800 m/s) corresponding to a negative perturbation (see Figure 2) . The second one contains two spherical inclusions (3500 m/s and 4500 m/s) corresponding to a positive and negative perturbations (see Figure 2) . Starting model is the homogeneous background. The inverted frequencies are 1.75, 2.35, 3 and 3.75 Hz. Shots and receivers are uniformly distributed on top and bottom sides of the 3D model respectively. For the single-inclusion model, the 4 frequencies were inverted successively (left part of Figure  2 ). For the model with 2 inclusions, the 4 frequencies were inverted both successively and simultaneously (right part of Figure 2 ). In both cases, the inversion successfully imaged the inclusion with a resolution in accordance with the inverted frequencies and the apertures spanned by the acquisition system.
CONCLUSION
We implemented a massively parallel 3D frequency-domain full-waveform inversion algorithm and validated it on canonical synthetic examples. Future works will both concern improvement of the forward problem algorithms in order to be able to address larger problems and application of the inverse problem to more realistic problems. Concerning the forward problem, we will first investigate the out-of-core version of MUMPS. If use of a direct solver cause too severe memory limitations, investigation of an hybrid direct-iterative solver based on domain decomposition methods will be investigated to solve the forward problem (Saad, 2003) . Another investigation for the forward problem will be the use of unstructured mesh in a parsimonious finite-volume frequency-domain method to locally adapt the mesh size to the local propagated wavelength (?). Concerning the inverse problem, applications to the 3D SEG/EAGE Overthrust model for low frequencies (¡ 8 Hz) are scheduled in the near future.
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