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M ulti-Task Preference Learning w ith  G aussian
P rocesses
Adriana Birlutiu and Perry Groot and Tom Heskes *
Radboud University Nijmegen - Intelligent Systems 
Toernooiveld 1, 6525 ED Nijmegen - the Netherlands
A b stra c t. We present an EM-algorithm for the problem of learning user 
preferences with Gaussian processes in the context of multi-task learning.
We validate our approach on an audiological data set and show that pre­
dictive results for sound quality perception of normal hearing and hearing- 
impaired subjects, in the context of pairwise comparison experiments, can 
be improved using the hierarchical model.
1 In troduction
Learning user preferences appears in m any contexts. Consider, for example, the 
case in which the param eters of a medical device such as a hearing aid have to  be 
tuned  such as to  adap t them  optim ally  to  a user's preferences. Typically, pref­
erences are learned from the  user by repeatedly  asking questions, for example, 
doing listening experim ents in the case of hearing aid fitting. A m ajor obstacle, 
however, is th a t obtaining new observations is often a tim e consum ing process 
and a burden on the subject participating.
O ne approach to  this problem  is to  not consider the  param eter estim ation for 
one subject, bu t for m ultip le  subjects for sim ilar tasks such th a t different subjects 
can regularize each other by assum ing th a t model param eters are draw n from a 
common hyperprior [1, 2]. Using responses from other subjects effectively leads 
to  an inform ed prior such th a t less observations are needed to  obtain  a good 
indication of the  user’s preferences.
In  th is paper, we extend earlier work on m ulti-task  regression w ith G aus­
sian processes [3] to  the  case of m ulti-task  learning of users’ preferences. We 
dem onstrate the usefulness of our model on an audiological d a ta  set collected by 
A rehart et. al. [4]. We show th a t the process of learning users’ preferences can 
be significantly improved by using a hierarchical non-param etric  model based on 
G aussian processes.
The rest of th is paper is organized as follows. Section 2 describes the prob- 
abalistic choice model used for preference learning. Section 3 introduces the 
G aussian process framework we use for representing u tility  functions. Section 4 
introduces the  hierarchical extension of our Bayesian framework and describes 
the E xpectation  M axim ization algorithm  for learning a hierarchical prior. Sec­
tion  5 reports experim ental results w ith the  hierarchical model for learning user 
preferences in the context of listening experim ents. Section 6 presents our con­
clusions and directions for future work.
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2 P rob ab ilistic  C hoice M odels
Let X  =  { x 1, . . . ,  x N } be a set of N  distinct inputs w ith x i G R d, i.e., every 
inpu t is represented by some features. Let D j be a set of N j observed preference 
com parisons over instances in X , corresponding to  subject j ,
D j =  { (x i1, . . . ,  x iK , k) 11 <  i < N j , x i* G X , k  G { 1 , . . . ,  K }}
where k m eans th a t alternative x ik is preferred from the K  inputs presented to  
subject j .
A stan d ard  m odeling assum ption [5, 6] is th a t the su b jec t’s decision in such 
type of forced-choice com parisons follows a probabilistic model defined as follows
P  (k; x " ........ x -K ,j  =  e x p l | “ ? l , (1)
w ith Z  a norm alization constant
K
Z ( d j ) =  J 2  exp [U (x ik, d j )] . 
k=1
9 j  is a vector of param eters specific to  subject j ,  and U (x ik, 9 j  ) represents a 
u tility  function cap turing  the preference of subject j  for option k. E quation  (1) 
gives the probability  th a t subject j  prefers alternative k when given the  inputs: 
x i1, . . . ,  x iK . In this study, we restrict the  model to  pairwise-comparisons, i.e., 
K  =  2, which is also known in the lite ra tu re  as the  B radley-Terry model [7].
3 G aussian P rocesses
The probabilistic choice model used for learning preferences, defined above, can 
be reform ulated in term s of G aussian processes (GPs) [8]. The G P formalism 
allows for nonlinear u tility  functions and is nonparam etric.
We define a G P over the u tility  function for subject j ,  by assum ing th a t the 
u tility  values are draw n from a m ultivariate G aussian d istribution, i.e.,
{U j ( x 1) , . . . ,  Uj (x N )} -  N ( v u , K )  .
The covariance m atrix  K  can be specified by a sym m etric positive definite kernel 
function k by setting  K ij  =  K(xi , x j ). Exam ples for k are the linear kernel and 
the G aussian kernel defined as
d
KLinear(x, y) ^   ^x iyi , 
i=1
I  d '
KGauss(x, y )  =  e x p [ - 2 z Z ( Xi -  y i ) 2] ,
i= 1
where I  is a length-scale param eter.
A sim ilar approach using G Ps for learning preferences is introduced in [9].
4 M ulti-T ask G aussian P rocesses
4 .1  G e n e ra l  F o rm u la t io n
In m any scenarios, d a ta  used for learning preferences is available from a group 
of subjects. In order to  optim ize the  process of learning the u tility  function for 
a new  subject, we make use of the  d a ta  available from the o ther  subjects for 
which the preferences were already learned. To im plem ent th is idea, we consider 
the estim ation of M  related fu n c tio n s  Uj  , j  =  1 , . . .  , M  for M  different subjects, 
using a hierarchical Bayesian model, allowing individual models to  in teract and 
regularize each other.
Following [3], we assume th a t in the  m ulti-task  setting, the  prior P ( p u , K ) 
over the u tility  functions is the  same for each subject, and it is draw n from a 
norm al-inverse-W ishart d istribu tion
P  ( p u , K  ) =  N  ( p |0 ,1 K  ) IW  ( K  | t ,  k )  , (2)
n
w ith k  the  so-called base kernel. Possible choices for k  are the G aussian kernel 
KGauss or the  linear kernel KLinear defined above.
4 .2  A l te r n a t iv e  F o rm u la tio n
Inspired by the approach of [3], we derive an equivalent representation  for the 
m ulti-task  GPs. In th is representation, for each subject j  we have a vector of 
param eters a j  (w ith dim ension equal to  N , the  num ber of distinct inpu t points), 
which captures in a com pact form the inform ation collected from the d a ta  set 
related  to  subject j . An induc tive  u tility  fu n c tio n  U j , for subject j  can be defined 
for an unseen input x  as follows:
N
Uj (x) =  a j k ( x ,  x i ) =  U (x, a j ) , 
i=1
where x i G X  and k  is the base kerne l defined above.1 The dual representation 
is a consequence of the  represen ter theorem  [8].
I t follows from Equation (2) th a t the vectors of param eters a j  are sam pled 
from a hierarchical prior distribution . In order to  learn th is prior, we couple the 
inference tasks of all the  subjects. We set P ( a j ) =  N ( a j  |p a , C ) a Gaussian 
prior w ith the same p a and C  for every subject j ,  where p a and C  are sam pled 
once from a norm al-inverse-W ishart d istribu tion  (w ith scale m atrix  k - 1 )
P  (p « , C  ) =  N  (p a |0 , 1  C ) I W  (C  | t ,  K- 1 ) .
n
The posterior d istribu tion  over a j , th a t results from the hierarchical prior and 
all the  d a ta  available from subject j ,  is assum ed to  be close to  a Gaussian,
1 Note that we use this representation of the utility function in the probabilistic choice model 
defined in Equation (1).
N ( a j | a j , C aj ). There are several alternatives to  approxim ate the  posterior 
d istribu tion  to  a Gaussian: determ inistic m ethods for approxim ate inference 
(e.g., Laplace’s m ethod [10], E xpectation propagation  [11]) or m ethods based on 
sampling.
E M  a lg o r i th m
The hierarchical prior is obtained by maximizing the penalized loglikelihood of all 
da ta . This optim ization is perform ed by applying the E xpectation  M axim ization 
algorithm  [1, 3], which reduces in our case to  the  iteration, until convergence, of 
the following two steps.
E -s te p :  For each subject j ,  estim ate the  sta tistics (m ean a j  and covariance 
m atrix  C aj ) of the  posterior d istribu tion  over a j , given the current esti­
m ates, p a and C , of the  hierarchical prior.
M -s te p :  R e-estim ate the  param eters of the hierarchical prior:
1
Pa
C
n  +  M
M
E <
j=1
1
t  +  M
M M
j=1 j=1
j
5 E xperim en ts
We validate our approach of hierarchical preference learning on an audiological 
d a ta  set containing listening experim ents, described in [4]. The d a ta  set consists 
of 576 pairwise comparisons per subject for 14 norm al-hearing and 18 hearing- 
im paired subjects. Each listening experim ent is of the form ( x 1, x 2,k),  where 
k =  {1, 2} denotes w hether sound sample x 1 or x 2 was preferred by the subject, 
respectively.
We used th is d a ta  set in order to  test em pirically whether, in the context of 
learning preferences in the G P framework, the  preferences of a new  subject can 
be learned faster, by using the  d a ta  available from a group o f  subjects for which 
the preferences were already learned. We com pared the perform ances obtained 
using the hierarchical prior versus a flat prior which assumes no inform ation 
about su b jec t’s preferences. In a sim ulation, the  j t h  subject was left out, and 
the EM algorithm  described in the  previous section was used to  gather d a ta  from 
the rest of the subjects in a probability  d istribu tion  over a j , which was used as 
the sta rting  prior for the  left-out subject. The d a ta  set for the  left-out subject, 
was split into train ing  (used for learning preferences) and testing  (the accuracy 
of the  predictions on the test d a ta  was used as a m easure of how much we learned 
about su b jec t’s preferences). For each subject, we averaged the results using 10­
fold cross-validation. Furtherm ore, the results were averaged w ithin each group 
of subjects, i.e., norm al-hearing and hearing-im paired subjects.
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Fig. 1: Left: percentage of the num ber of tim es the prediction accuracy using 
the learned prior is b e tte r  th an  the prediction accuracy w ith a flat prior. Right: 
percentage of the num ber of predictions on which the two models (w ith the 
learned and w ith a flat prior) disagree. For the G aussian kernel we set I  =  1; 
the results are ra th e r insensitive to  the  specific choice for this param eter. Top 
and bo ttom  rows refer to  experim ents on the d a ta  set from norm al-hearing and 
hearing-im paired sub jects, respectively.
We m ade predictions for the outcomes of the experim ents from the test d a ta , 
using a model which resulted either by sta rtin g  w ith a flat prior which assumes 
no inform ation, or a model which uses the  hierarchical prior as the  sta rting  
prior for a ? . The plots on the right-hand side of Figure 1, give the percentage 
of predictions on which the two models (the one w ith the hierarchical and the 
one w ith the flat prior) disagree, w ith respect to  the  to ta l num ber of predictions 
made; the dashed line refers to  a G P  w ith a linear kernel, the  d o tted  line to  a 
G P  w ith a G aussian kernel. The plots on the left-hand side of Figure 1, show the 
percentage of correct predictions m ade using the  hierarchical prior, w ith respect 
to  the  num ber of predictions on which the two models disagree. Especially in
the beginning of the  learning process, w ith few experim ents, the  model w ith a 
prior learned from the com m unity of other subjects significantly outperform s the 
model w ith a flat prior.
6 C onclusions and Future W ork
We have in troduced a hierarchical modelling approach for learning related func­
tions of m ultiple subjects perform ing sim ilar tasks using G aussian processes. A 
hierarchical prior was used from which model param eters were sam pled in order 
to  enforce a sim ilar s truc tu re  for the u tility  functions of each individual subject.
We are interested in further im provements of the model. Particularly , we 
plan  to  investigate how to  select, in an active way, the m ost inform ative experi­
m ents in order to  learn users' preferences. Furtherm ore, it m ight be interesting 
to  autom atically  cluster, beforehand, the  subjects into groups w ith sim ilar be­
haviour; as in the  current s tudy  we m anually clustered the  d a ta  set into two sets 
of norm al-hearing and hearing-im paired subjects.
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