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The statement made by the writer that "the equation of the
line which most probably expresses the true relationship between x
and y is y = — x" has been challenged by eminent statisticians and
O~x
for that reason it has seemed desirable to publish a proof.1
The statement referred to the variables x and y, as two measures of
the same trait. (In the particular case under discussion the trait was
general mental ability.) The values x and y were subject to errors of
measurement, causing them to correlate less than 1.00 with each other.
It has been contended that the regression line, y = rxy-v- x, expresses
O~x
the true relationship between x and y, and it is with the special purpose
of correcting this view that the present article is written.
METHOD
It has seemed desirable to give the proof in two forms; first, a proof
by analogy which, while not rigorous, is nevertheless believed to be
vivid and suggestive, and second, a rigorous mathematical proof.
FIRST PROOF
A Hypothetical Case.—In order to bring out clearly the difference
between the two lines referred to above, namely, the line whose equa-
tion is y = rxy — x, which is called a regression line, and the line whose
ax
equation is y = — x, which is called in this article the relation line, let
O~x
us consider a hypothetical case of two variables. Take for example
the Fahrenheit and Centigrade thermometer scales. If both were
1
 This statement appeared in the article entitled The Reliability of the Binet
Scale and Pedagogical Scales. Journal of Educational Research, September, 1921,
p. 132. In that article the reliabilities of x and y were assumed to be equal.
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applied to the same thermometer portions of each scale would













That is, 0°C. measures the same temperature as 32°F., 5°C. measures
the same temperature as 41°F., etc.
Now let us suppose that each of the several temperatures is read
independently by two persons, one reading Centigrade and one
Fahrenheit. Let us suppose for the moment that in a certain experi-
ment the thermometer is read by both persons,
16 times while standing at 15°C,
32 times while standing at 10°C, and
16 times while standing at 50°C.
If the readings by both individuals are accurate in all cases and if
plotted, these would appear as shown in Plot A.
For the sake of introducing the factor of error, let us suppose,
instead, that the person reading the Fahrenheit scale stands so far
away from the thermometer that the numbers are indistinct so as to be
often misread. Let us suppose that half the readings at each tem-
perature are correct, that one-fourth are one graduation too high,
and one-fourth are one graduation too low. If the readings of tem-
perature thus made by the two persons were plotted these would
appear as shown in Plot B.
Now let us suppose both persons were to read the thermometer from
so far away, as to make similar errors, half of the readings of each
temperature being correct, one-fourth too high, and one-fourth too
low. This will give us the sort of correspondence between unreliable
readings of the same temperature by two different scales that is found
between the two unreliable measurements of mental ability by two
mental ability tests. Each of the numbers 4, 8, and 4 in the 15°C.
row of Plot B would in this case be split vertically into a fourth, a half,
and a fourth so that the 16 readings of actual temperature 15°C, by
the two persons, when plotted would appear as shown in Plot C.
Similarly the 32 readings of actual temperature 10°C, by the two
persons, when plotted would appear as shown in Plot D. Similarly
C -'
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the readings of actual temperature 5°C, by the two persons, when
plotted would appear as shown in Plot E.
When the pairs of readings of ah" 64 temperatures were plotted these
would constitute the summation of Plots C, D and E, as shown com-
bined in F and summated in G. At the top and right edges of the
plot are shown the totals of the columns and rows.
Plot G has been converted into Plot H by placing the numbers
representing the frequency of readings at the intersections of lines
instead of in the squares.
The Regression Line.—Now in Plot H, let us consider first the
four cases in which the temperature was read as 32°F. In these four
cases the readings on the Centigrade scale were 1 at 0°, 2 at 5°, and
1 at 10°, with a mean reading of 5°. Next take the array1 of 16 cases
in which the temperature was read at 41°F. In this array the readings
on the Centigrade scale were 2 at 0°, 6 at 5°, 6 at 10°, and 2 at 15°, the
mean of these being 7.5°. And so on. If we drew a straight line
through the means of all these arrays the line would be located as shown
at M. This is called a line of regression.
Since the mean of the Centigrade readings, which are associated
with Fahrenheit readings of 32°, is 5°C, it is said that 5°C. is the most
probable reading on the Centigrade scale which will be found associated
with a reading of 32° on the Fahrenheit scale. Or, in other words, if a
65th reading is made on the Fahrenheit scale, under the same condi-
tions2 and this is a reading of 32°, and it is desired to predict what will
be the reading of the same temperature made on the Centigrade scale
by the other individual, the best prediction is a reading of 5°C. It is
in this way that the regression line is used in prognosis. Similarly
since the mean of the Centigrade readings found associated with a
reading of 68°F. is 15°C, it is said that given a Fahrenheit reading of
68°, the most probable Centigrade reading which will be associated
with it under the same conditions is 15°C.
Why the Regression Line Does Not Show True Correspondence.—Why
is it, however, that the mean Centigrade reading found associated
with readings of 32°F. is 5°C. when the Centigrade value corresponding
to 32°F. is known to be 0°C? The answer is as follows: In the first
place all 4 of these readings of 32°F. are in error downwards by hypo-
1
 The distribution of values on one scale associated with a single value on the
other scale is called an array.
2
 The meaning of this expression will be brought out later.
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thesis since the actual temperature read in each case was 41°F., as
shown in Plots A and E.
Now 41°F. is the same as 5°C. so one would naturally expect the
average of readings of the 4 temperatures of 5°C. to be 5°C.
Similarly the mean of the array of Centigrade readings found
associated with readings of 41°F. is at 7.5°C. but this is not the same
temperature as 41°F. which is only 5°C. And, as before, the explana-
tion is that of these 16 readings of 41°F., 8 were correct readings of
actual temperatures of 41°F. and 8 were incorrect readings of 50°F.
The average of these 16 actual temperatures is 45.5°F. and this is the
same temperature as 7.5°C. As before, one would naturally expect
that the mean reading of actual temperatures averaging 7.5°C. would
be 7.5°C.
The mean of the array of Centigrade readings found associated
with readings of 50°F. is 10°C. and 10°C. = 50°F. This case differs
from the preceding in that 50°F. happens to be the mean of all the
Fahrenheit readings and consequently the mean of the 24 actual
temperatures read as 50°F. was exactly 50° which equals 10°C. so
naturally the mean Centigrade reading of these temperatures would be
expected to be 10°C.
Going up the scale we find the mean Centigrade reading found
associated with readings of 59°F. is 12.5°C. instead of 15°C. which
equals 59°F. and we find the mean Centigrade reading found associated
with readings of 68°F. is 15°C, whereas 68°F. corresponds to 20°C.
The chief point to be noted in this connection, however, is that if we
did not know in advance what number of degrees Centigrade denoted
the same temperature as 32°F. we could not find it by taking the mean
of the array of Centigrade readings found associated with readings of
32°F. for the obvious reason that the number of degrees Centigrade
denoting the 6ame temperature as 32°F. is 0° while the mean Centi-
grade reading found associated with readings of 32°F. is 5°C.
The same is true all the way up the scales with the single exception
of 50°F. in this particular case, because it is the mean of all the Fahren-
heit readings. The procedure which should be adopted to find the
Centigrade reading corresponding to any given Fahrenheit reading
will be described later.
The Meaning of Regression.—It will be seen that instead of the
means of the arrays of Centigrade readings found associated with each
of the Fahrenheit readings
32°, 41, 50°, 59°, and 68° being respectfully
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0°, 5°, 10°, 15°, and 20°C to correspond, they were in reality
5°, 7.50°, 10°, 12.5° and 15°C.
The mean value of Centigrade readings found associated with each
of'the Fahrenheit readings tend to be nearer to the mean (10°) of all
the Centigrade readings than are the Centigrade values to which these
Fahrenheit readings correspond.
I It is said that the means of these arrays of Centigrade readings
regress (fall back) toward the mean (10°) of all the Centigrade readings.
That is why the line is called a "regression line."
There are Two Regression Lines.—In the same way it may be seen
that the means of the arrays of the Fahrenheit readings corresponding
to the several Centigrade readings regress toward the mean (50°) of
these Fahrenheit readings so that if a line is drawn in a plot through
these means it will take the position shown at N in the Plot H. This
is the other regression line, there being two in every such case, one
through the mean of the vertical arrays and one through the mean of
the horizontal arrays.
A Generalization.—We may now make a very general statement
and say that whenever x and y values are plotted and do not correlate
perfectly, the mean of every array of y values associated with any
single value of a; is nearer to the mean of all the y values than is the
value of y which truly corresponds to that single value of x.
Effect of Shifting Distributions.—It should be noted that while the
true value of the temperatures read as 68°F. was in this particular
case 20°C, nevertheless if the 16, 32 and 16 temperatures had been at
50°, 59°, and 68°F. respectively the mean of the true values of the
temperature then read as 68°F. would have been 17.5°C. And if the
64 temperatures had been at 59°, 68° and 77°F. the mean of the true
values of temperatures then read as 68° would have been 15°C. This
means that if the regression line were used in the effort to determine the
true Centigrade value corresponding to 68°F., this would be found to
be 20°C, in one case, 17.5° C. in another, and 15° in another.
The value of one variable which will most probably be found asso-
ciated with a given value of the other variable varies therefore accord-
ing to the general position of the values investigated on the scales.
Use of the Regression Line in Mental Testing.—Now let us see the
significance of this statement as applied to mental measurement.
Suppose we have tested a group of Grade XII pupils with Forms
A and B of a Mental Ability Test, and wish to find the most probable
score a pupil will have made (or will make) in Form B who has made a
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Bcore of 100 in Form A. This is done by means of the regression line
which indicates the theoretical mean of the B scores found associated
with an A score of 100. Although the B score truly corresponding
to the A score of 100 might be also 100, the mean of the associated
B scores might be 110, showing that a pupil in this group making
a score of 100 in Form A would most probably have made a score of
110 in Form B. This is because 100, being a low score for such a
group, is most probably in error downwards. And it may be said also
in the case of any other Grade XII pupil who has taken Form A only,
but has made 100 points, that insofar as he is typical of the Grade XII
pupils of the group considered, he, too, will most probably make a
score of 110 in Form B. This merely amounts to saying that if a
typical Grade XII pupil makes a score of 100 points in this test, his
score is most probably in error by 10 points downward, and that this
error tends to be corrected in his second score.
On the other hand, if a group of Grade V pupils were tested with the
same two forms, A and B, then by means of the regression line in the
new plot it might be found that the mean of the B scores found asso-
ciated with A scores of 100, was only 90, showing that a Grade V child
who made a score of 100 in Form A will most probably have made a
score of 90 in Form B. This is because a score of 100, being for
a fifth grader a high score is most probably in error upwards. And of
any other Grade V pupil who has made a score of 100 in Form A it
may be said that if he is typical of the fifth graders who took both
forms, he too will most probably make a score of 90 in Form B. This
merely amounts to saying that if a Grade V pupil makes a score of 100
the probability is that his score is in error by 10 points upward, and
that in a second score this error tends to be corrected.
The regression line therefore shows the most probable true score in
a second test which a pupil would obtain who made a given score in
a first test, the score in the first test being in error. The regression
line therefore does not show the true correspondence between true
scores in both scales.
How May the True Correspondence be Found?—We come now to the
problem of finding the true line of relation between two variables
when we have before us only the plot such as Plot G showing the
incomplete correspondence between the two variables.
Let us go back to plot A and trace the evolution of the standard
deviations of the two variables. In plot A, o> (the standard devia-
tion of the 64 F. readings) = 9 \ / j and <rc (the standard deviation of
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the 64 C. readings) = 5\/J- Next we assumed that errors which
occurred in the Fahrenheit readings were distributed thus:
Errors —9, 0, + 9
Frequency . . . 16, 32, 16
Here, atP (the standard deviation of the errors of Fahrenheit readings)
= 9 V T 1 We assumed also that errors which occurred in Centigrade
readings were distributed thus:
Errors —5, 0, + 5
Frequency . . . 16 32 16
Here, aeF (the standard deviation of errors of Centigrade readings) =
5VT
• Variabilities of Observed Measures are Proportional to Variabilities
of TrHie Measures.—It will be seen that the magnitudes of the errors
made in the two scales (as measured by their standard deviations
OCP and a,c) have the same ratio (9:5) as the standard deviations of the
true temperatures themselves in the two scales. That is : a.F: <r,c'
ar: ffc This is for the obvious reason that an error of 9 degrees on the
Fahrenheit scale equals an error of 5 degrees on the Centigrade scale.
The effect of these errors is such therefore that the standard deviation
of the observed measures on the Fahrenheit scale is % of the standard
deviation of the observed measures on the Centigrade scale. Or, to
put it the other way round, the ratio of the standard deviations of the true
Fahrenheit and Centigrade measures is the same as the ratio of the standard
deviations of the observed Fahrenheit and Centigrade measures which is as
9:5.
The Correspondence between Means.—As has been shown, the mean
of the whole distribution of values of either variable does not tend to
be in error either upward or downward and therefore the mean of the
whole distribution of values of one variable probably truly corresponds
to the mean of the whole distribution of values of the other variable.
The Relation Line.—Going back to Plot H, then, if we wish to find
the true correspondence between Fahrenheit and Centigrade values,
we must draw a line through the point representing the mean (50) of
all the Fahrenheit readings and the mean (10) of all the Centigrade
readings, such that for every 9 units on the horizontal scale the line
rises 5 units on the vertical scale. This is the line R. The line R,
then, expresses the true relation between the Fahrenheit and Centigrade
scales and is called the Relation Line.
1
 There is no necessary connection between this and ap).
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A Further Generalization.—We may now make the general state-
ment that whenever two measures, x and y, of the same trait (such as
scores in two tests of the same ability) are not perfectly correlated,
and there is no evidence that one test is any more reliable than the
other, the line which most probably represents the true relationship
between the two measures is the line y = — x when the means of the
values of the variables have been taken as the zero points from which
to measure the variables. This is the line drawn through the point
representing the means of the two groups of measures and through the
point S representing + l<r in each distribution and through the point
T representing — \a in each distribution, as shown in Fig. 1. Stated
in other words, the true correspondence between such measures is
probably such that the mean of the measures of one variable equals
the mean of the measures of the other variable, and the standard
deviation of the observed values of one variable represents the same
increment of ability as the standard deviation of the observed values
of the other variable.
In this proof there is an underlying assumption throughout that the
two scales by which the variables are measured are so constructed that
the relationship is rectilinear, by which is meant that the units of one
scale bear a constant relation to the units of the other scale throughout,
so that the true line of relation is a straight line.
Cases in which the line of relation are not straight must be dealt
with as discussed on page 125 of the article referred to and also in the
Reliability of Spelling Scales, School and Society, October 28-November
18, 1916.
SECOND PROOF
Hypothesis.—Let us suppose we have two mental ability tests,
X and y.
Let X\, Xi, Xz, etc., represent the scores obtained in Test X by the
different individuals, and Yi, F2, F3, etc., represent the scores obtained
by the same individuals in Test Y. Thus, X without a subscript
represents any score obtained in Test X, and Y represents any score
obtained in Test Y.
Let X\ represent the mean of a very large number of scores of the
first individual in Test X and be considered, therefore, as the true score
of that individual in Test X. Let x2, x3, etc., represent similarly the
true scores of the other individuals in Test X
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Let Xi — xi = ei, X2 — x% = e8, etc. The value e, therefore, is
the amount by which the obtained score of any individual differs from
his true score as defined. Similarly, let Yt — yt = fu Y2 — yi = ft,
etc. Generally speaking then X — x — e and Y — y = f.
The variables e and/ may be considered as errors of measurement,1
and obviously they are totally uncorrelated with each other and with
x and y.
For the sake of simplicity let us assume that the values of X, x, Y,
and y, are measured from their respective means so that
S I = O,
and the same for x, Y, and y.
The quantities, e and / , will be sometimes positive and sometimes
negative and we may assume them to be distributed normally in each
case with the mean at zero, in which case the mean of the X values is
the same point on the X scale as the mean of the x values, and the
same for Y and y.
While we have spoken of Tests X and Y as both being mental
ability tests, it is not certain, of course, that the traits measured by
the two tests are absolutely identical. In other words, rxv, the corre-
lation between what we have called true scores in Test X and true
scores in Test Y, may be slightly less than +1.00. But, for the time
1
 There are, of course, influences affecting scores in a mental ability test, such
as varying degrees of effort, etc., which are theoretically distinguished from
mental ability itself but which nevertheless may be correlated, either positively
or negatively, with mental ability as defined. Thus it is conceivable that dull
pupils might try harder to score well in a mental ability test than bright pupils, so
that effort might correlate negatively with mental ability in a certain group. But
in so far as effort is correlated either one way or the other with mental ability, just
to that extent the test score measures effort (or the opposite of effort) as well as
mental ability and equality of effort will tend to make for equality of score in the
same way that equality of mental ability does, although, of course, to a lesser
extent. In other words, mental ability as measured is not mental ability as defined,
and when we speak of the reliability of a test, we mean the consistency of its scores—
the degree to which two scores of the same individual correspond. In that sense
all factors which contribute consistently to the score and thereby operate to make
the two scores of the same individual in the same test equal are to all practical
purposes part of the ability tested, and we may as well consider the effects of those
factors which cause two scores of the same individual in the same test to differ
as being to all practical purposes errors of measurement. This is not essential
to the proof, however.
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being, let us assume that rxv = +1.00 and later we will consider the
case in which rxv < +1.00.
Let us suppose it is desired to find the most probable relation
between true values of x and true values of y. In other words, let
us suppose it is desired to find the relation between two values, x and
y, when these measure the same amount of the trait.
It will now be shown1 that this relation is expressed by the equation
-4y
in which rXx is the reliability coefficient of variable X, and rYr is the
reliability coefficient of variable Y.
Proof.—Assuming that rzv = +1.00, let yi = mxi, 2/2 = mx?,
2/3 = mxz, etc. The constant, m, is the ratio, therefore, of the units
of the two scales; and the tangent of the angle of the line which repre-
sents the true correspondence between measures of the two scales is
therefore equal to m.
If y — mx (1)
then y* = m2x2 (2)
Sy2 = m2Sxs (3)




 = m2 (5)
m = p (6)
Of course, we do not know the value of ay and <rx because these are
standard deviations of true scores which we cannot obtain but it will be
shown now how to find the value of *- from the values of <rx, aY, rSx,
and rYr, which can be found.
By definition, X = x + e (7)
Squaring, X2 = x2 + 2ex + e2 (8)
Summating, SX2 = Sx2 + 2 Sex + Se2 (9)
SexNow by the formula for correlation, rex = ._ (10)
1
 It should be borne clearly in mind that it is not sought to prove that this equa-
tion is to be used to find the most probable value of Y that will be found associated
with a given value of X, nor that it is to be used to find the most probable true
measure, in terms of a Y scale, of the trait in an individual who has attained a
given measure, X, in another scale. This formula is not to be uBed for prediction
or for estimating true values in one scale from obtained values in another. For
these purposes the regression equation should be used.
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But by hypothesis,
Therefore,

















Equation 14 shows that the standard deviation of a distribution of
true scores is augmented by the introduction of errors to the extent of
the standard deviation of the distribution of errors.
Now by a formula1 devised by the writer,
in which rxx is the reliability coefficient of correlation between scores
in Test X, and e has the same meaning as used above.
Now by equation 16, rxxaix = <r2x — <r2,. (17)
By equation 15, <r2x = *2X — <?*<: (18)
Therefore, o*z = r^(r2x (19)
and ox = VrTxOx (20)
This equation constitutes a formula for finding the standard devia-
tion of true scores of a group of individuals from the standard deviation
of the obtained scores of those individuals, knowing the reliability
coefficient of correlation obtained from the same group of individuals.
Similarly av = y/ryyOy (21)
Therefore, a-v = JlSL— (22)
Now the equation of the line which represents the true correspon-
dence between scores in Tests X and Y, as shown in equation 6, is
-"x (23)
Ox
By Equation 22 this equation becomes y = \ l r r °Y x (24)
\rxx <rx
This then is the equation of the line which represents the true
correspondence between scores in Tests X and Y, assuming that true
scores in these two tests measure identical traits.
1
 Thin is the same formula as equation 1, page 140 of the article entitled, The
Reliability of the Binet Scale and Pedagogical Scales, Journal of Educational
Research, September, 1921.
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The Correspondence between Two Forms of a Test.—Now if we are
dealing with two "forms" of the same test, the presumption is that one
form is just as reliable as the other, in which case we may assume
that rXx — Try and hence •»/— = 1
yrXx
It is reasonable to assume also that the correlation between true
scores in the two forms is practically perfect, that is, the two forms may
be assumed to measure identical traits, so we may call rxv equal to
+1.00. In this case therefore, Equation 24 becomes simplified, so
that the equation1 of the line which most probably represents the true
correspondence between the scores of the two forms of a test is
y = °Y *. (25)
The way Equation 25 is used is as follows: Suppose it is desired to
find the correspondence between scores in Form A of the Otis Higher
Examination given as an initial test and Form B of the same examina-
tion given a week later, so that scores in Form B, so given, could be
transmuted into terms of Form A, so given, for comparative purposes.
Both forms would be given to the same group of individuals, Form A
first and Form B a week later. Let us suppose the mean of the Form
A scores is found to be 50 points and the mean of the Form B scores
to be 52 points. Let us suppose <rA, the standard deviation of the
scores in Form A, is found to be 11 points, and aB, 10 points. We
would then assume that 50 points in Form A, so given, corresponds
to 52 points in Form B, so given, and that measuring the scores from
their respective means, any score in Form B equals yr the correspond-
ing score in Form A.2
The Case in Which Tests Do Not Measure Identical Traits.—Now let
us consider the case in which rxv< +1.00, that is, the case in which the
1
 When we are considering the correspondence between scores, we are referring
of course to true scores. When we say, for example, that 50°F. corresponds to
10°C, we mean of course that a true temperature of 50°F. corresponds to a true
temperature of 10°C, not that some temperature erroneously read as 50°F.
corresponds to some temperature erroneously read to 10°C. Similarly, when we
speak of the correspondence between scores in Tests X and Y we refer to the corres-
pondence between true scores, x and y. For that reason the equation of
the line is given in a form expressing the correspondence between true scores, x
and y, in terms of obtained scores, X and Y.
2
 This method is suitable, of course, only in case it is assumed that the relation-
ship is rectilinear
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true score of an individual in Test X does not measure exactly the
same combination of traits as the true score of the individual in Test Y.
In what sense, then, may there be a true correspondence between
scores in Tests X and Y? It would seem that there can be a true
correspondence only with respect to the measurement of that trait or
group of traits which is measured by both tests.
Now the true score x of any individual in Test X, as defined above,
will differ slightly from the true score that he would obtain in Test X
if the effect of certain factors specific to Test X were cancelled so that
the score in Test X was affected only by factors which affected a score
in Test Y also.
Let this difference in score in Test X be represented by s.
Let a similar difference in score in Test Y be represented by I.
Let g represent the true score (average of a large number of scores)
of an individual in Test X when the effect, s, of factors specific to Test
X are cancelled; that is, when a, = 0. According to these definitions,
* = g + s (26)
Let y = h + t (27)
From Equation 26, x2 = g2 + 2gs + s2 (28)
and 2a;2 = 2gf2 + 22gs + 2s2 (29)
but r g . = ,XgS2 = 0 l (30)
whence 2g6 = 0 (31)
Therefore 2x* = 2#* •+• 2s2 (32)
and <r*» = a2B + a2. (33)
or a\ = a2* - a2. (34)
Similarly, a\ = <r\ - a\ (35)
Now, as in Equation 16, r»» = 1 — ~ (36)
Multiplying by <r»2, rxva2x = <r2x - l\ (37)
Now by Equations 34 and 37, <x\ = rxyx (38)
Similarly, a\ = rx/r\ (39)
Therefore, ^ = — (40)\
and * = * (41)
<rB
This equation shows that the ratio of the standard deviations of the
true scores in Tests X and Y (true scores being now denned as scores in
1
 Since s factors are specific to x by hypothesis, therefore r.h = 0. And by
hypothesis T,H = +1.00. Therefore r,. = 0.
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which the effect of all factors not common to both tests have been
neutralized) is equal to the ratio of the standard deviations of the true
scores as previously denned.
Now the true scores (g and h) in Tests X and Y (as measures of the
same trait) are of course perfectly correlated so that each value of h
is some constant times the corresponding value of g. Let us represent
this constant by m.
Then h = mg (42)
h* = m2g2 (43)
2ft2 = m*2g* (44)
m> = | £ (45)
and TO = - (46)
The value of m is by definition the tangent of the angle of the line of
true correspondence between scores in Tests X and Y as measures of
the same trait. The equation of the line is therefore
k = g
Substituting in this equation the value of — found in Equation 41,
Of,
the equation of the line becomes
h=^g (48)
Oz
Substituting in this equation the value of — found in Equation 22,
the equation of the line becomes
JHL*Lg (49)
We might as well do away with the ultrafine distinction, however,
between g and x and between h and y and let x and y represent the true
scores in Tests X and Y as measures of the same trait, thereby getting
back to familiar symbols. In that case Equation 49 becomes
y = FxL lrx (50)
\rXx ax
in which the values of all the variables are measured, of course, from
their respective means.
Application of the Formula.—Equation 50 would be used in the
following way: Suppose it is desired to find the true correspondence
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between scores in the Binet Scale and the Otis Higher Examination.
Call these Tests X and Y. Suppose these tests to have been admin-
istered to the same group of individuals. Suppose the standard
deviations (<rx and <rv) of scores in the two tests by this group are 15
and 18 respectively and suppose the reliability coefficients of correla-
tion (T-XX and rYr) obtained with this same group1 to be 0.90 and 0.80
respectively. The correspondence between scores will be expressed
by the following equation:
/on TO
Otis score (measured from mean) = -J— X — X Binet Score
\ yu iu
(measured from mean) (51)
If the reliabilities of the two tests are not known or for other reason
are considered as equal, Equation 50 becomes, of course, simply:
y = ^x (52)
Ox
Derivation of the Regression Equation.—Now suppose variable X
is a measure of age or some quantity not subject to errors of measure-
ment so that we may call rXx equal to +1.00. Then the correspon-
dence between X and Y (Equation 50) becomes:
y=VrTr^x (53)
Now it may be shown that if rxx = +1.00, y/rYy = ?xr. Equation
53 then becomes
y = rXY^x (54)
ox
This, of course, is the regular regression equation, showing that to
find the score corresponding to (or normal for) any age, we may use
the line of regression, that is, the line passing through the central
tendencies of the arrays of scores for the several ages.
A CORRECTION
In the May, 1922, number of this journal there appeared an article
by the writer entitled, A Method of Inferring a Change in a Coefficient
1
 If the reliability coefficient of correlation for either test has been determined
using a group of a different heterogeneity from the present group it will be necessary
to correct the coefficient for this difference in heterogeneity by a method explained
in an article by the writer entitled, A Method of Inferring the Change in a Coeffi-'
cient of Correlation Resulting from a Change in the Heterogeneity of the Group,.
Journal of Educational Psychology, May, 1922. (See correction below.)
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of Correlation Resulting from a Change in the Heterogeneity of the
Group. In this article the last equation (not numbered) is an error.
ThiB equation should read:
r'n = 1 - . ( 1 - rxy) °-^j
in which r'xy and <rV refer to one degree of heterogeneity of the group
and rxy and o-2* refer to the other degree of heterogeneity of the group.
The application of this method is as follows.
Suppose rxv, the correlation between Forms A and B of a test in
Grade VI, is 0.75.
Suppose r'xv, the correlation between Forms A and B of the same
test in a group combining Grades IV, V, VI, VII, and VIII, is sought.
Suppose az, the standard deviation of scores in Form A in Grade
VI, is 40 points.
Suppose <rx', the standard deviation of scores in Form A in the group
combining the five grades, is 50 points.
4fl2
Then r'xv = 1 - (1 - 0.75) ~t
r'xv = 0.84.
It may be remembered simply that the deviation of the coefficient
from unity varies inversely as the square of the variability of the group.
