Introduction
Engineering problems commonly require computational fluid dynamics (CFD) solutions with functional outputs of specified accuracy.
The computational resources available for these solutions are often limited and errors in solutions and outputs are often unknown. CFD solutions may be computed with an unnecessarily large number of grid points (and associated high cost) to ensure that the outputs are computed to within a required accuracy. A method to estimate the error present in a computed functional offers the possibility to avoid the use of overly refined grids to guarantee accuracy.
Unstructured grid technology promises easier initial grid generation for novel complex three-dimensional (3D) configurations compared with structured grid techniques.
The use of unstructured grid technology for CFD simulations allows more freedom in adapting the discretization of the meshes to improve the fidelity of the simulation.
Many previous efforts have attempted to tailor the discretizations of unstructured meshes to increase solution accuracy while reducing computational cost. 1 8
Most of these adaptive methods focus on modifying discretizations to reduce local equation errors. These local errors are not guaranteed to directly impact error in global output functions.
These methods, often referred to as feature-based adaptation, focus on resolving discontinuities or strong gradients in the flow field. Flow features (e.g., shocks) can be in the incorrect location due to errors elsewhere in the flow field. Also, resolving the flow in a location may have a minimal effect upon the output function (e.g., a downstream shock).
If the flow equations are linearized about the flow solution, the solution of a linear dual problem can yield a direct measure of the impact of local primal (flow equation) residual on a selected functional output. The combination of the primal and dual problems can also be applied to yield a correction to a specified functional on a given mesh. If a specified error tolerance in an output function is required, the cost of computing a CFD solution can be minimized by adapting the discretization of the problem to directly minimize uncertainties in the corrected output function of interest. Also, the entire adaptive simulation can be terminated when the predicted error is equal to a specified tolerance, preventing the waste of computational work on an overly large mesh.
There are many examples of these techniques in the finite element communities.°' 10 Pierce and Giles 11 applied these methods to finite-volume discretizations. Venditti and Darmofa112'13 have demonstrated these methods for compressible two-dimensional (2D) inviscid and viscous flow solutions. The present study is essentially a 3D extension of the methods of Venditti and Darmofa113 that adapts the mesh to reduce uncertainty in an error correction.
Miiller and Giles 14 have also presented results for a similar approach utilizing a different adaptation parameter that directly targets the error correction. 
Employing eq. (4) and assuming that the residual on the much finer mesh is zero yields an improved estimate for the functional of interest f_t:
To improve the prediction of the functional f_t, Q0
and A°can be interpolated to an embedded mesh. Interpolation is performed in two ways for this study: 
The uncertainty in the computed error correction is (i.e., low maximum dihedral angles, few high-degree nodes). The final set of flagged edges results in tetrahedra with one edge, three edges on one face, or all six edges flagged. A tetrahedron with all six edges flagged is illustrated in Fig. l(b) . The mesh is then h-refined by inserting new nodes on the midpoint of the flagged edges and reconnecting these nodes into new tetrahedra and boundary faces.
Face and Edge Swapping
The current post-adaptation grid-improvement scheme employs face and edge swapping. 27 The swapping algorithm minimizes a shape (cost) function (e.g., aspect ratio or dihedral angle).
This study sought to reduce only the cell aspect ratio AR Edges on boundary faces can also be swapped.
To simplify and speed up the edge swapping routine, the boundary face information is discarded and reconstructed at the end of the swapping process. Smart-Laplacian smoothing 2s is used on the interior nodes. The actual locations of the boundary nodes is not modified in this module; that modification is performed by the grid smoothing and projection module.
Grid Smoothing and Projection
The inserted boundary nodes may not be located on the surface geometry of the model to be simulated since they were inserted at the midpoints of existing Results Adaptation results are shown for a wing, wing-body, and high lift configurations.
The wing is simulated with incompressible and transonic flow conditions. The wing-body and high lift configurations are simulated with subsonic flow.
Initial Mesh Generator
The initial meshes for these error prediction and adaptation studies are generated with the FELISA mesher 4 connected to CAD geometxT/ by CAPRI through the GridEx 33 framework.
FELISA is a Delaunay mesh generator with an advancing-front method for inserting nodes. The GridEx framework is currently being developed at NASA Langley Research Center to link various grid generation and adaptation strategies to geometry through CAPRI. This framework is also utilized in a batch mode to perform uniform grid refinement studies. Fig. 3(a) .
The mesh has extremely coarse spacing, especially at the trailing edge and is intended to resolve the surface curvature of the leading edge and the wingtip and not any particular flow features. The spacing function for this mesh is specified manually and is intended to be representative of an automated curvature or maximum chord-height specification.
The CAD geometry is represented with the CAPRI native kernel FELISA with a part generated fl'om a surface IGES definition. The final grid (454 thousand nodes) after five cycles of grid adaptation to incompressible drag is shown in Fig. 3(b) . The adaptation process clustered grid points at the leading and trailing edges of the wing. Points are also clustered in the neighborhood of the stagnation stream line.
The tetrahedra shape measure AR (eq. 23) is minimized by the mesh improvement algorithm. The boundary node smoothing algorithm is intended to optimize the shape measures of the tetrahedral elements.
Therefore, the shape measures of the boundary faces depicted in this surface plot may not be optimal. with a scalar to uniformly reduce the element spacing. These grids were generated with the batch version of GridEx using the FELISA mesher and CAPRI for CAD geometry access. The initial coarse mesh shown in Fig. 3(a) is era- Number of Nodes 
