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We analyze the polar Kerr effect in an itinerant electron system on a square lattice in the pres-
ence of a composite charge order proposed for the pseudogap state in underdoped cuprates. This
composite charge order preserves discrete translational symmetries, and is “chiral-nematic” in the
sense that it breaks time-reversal symmetry, mirror symmetries in x and y directions, and C4 lattice
rotation symmetry. The Kerr angle θK in C4-symmetric system is proportional to the antisymmetric
component of the anomalous Hall conductivity σxy − σyx. We show that this result holds when C4
symmetry is broken. We show that in order for σxy and σyx to be non-zero the mirror symmetries in
x and y directions have to be broken, and that for σxy −σyx to be non-zero time-reversal symmetry
has to be broken. The chiral-nematic charge order satisfies all these conditions, such that a non-zero
signal in a polar Kerr effect experiment is symmetry allowed. We further show that to get a non-
zero θK in a one-band spin-fluctuation scenario, in the absence of disorder, one has to extend the
spin-mediated interaction to momenta away from (pi, pi) and has to include particle-hole asymmetry.
Alternatively, in the presence of disorder one can get a non-zero θK from impurity scattering: either
due to skew scattering (with non-Gaussian disorder) or due to particle-hole asymmetry in case of
Gaussian disorder. The impurity analysis in our case is similar to that in earlier works on Kerr effect
in px + ipy superconductor, however in our case the magnitude of θK is enhanced by the flattening
of the Fermi surface in the “hot” regions which mostly contribute to charge order.
I. INTRODUCTION
The analysis of the pseudogap phase in underdoped
cuprates remains a hot topic in research on correlated
electron systems. The two generic competing scenar-
ios associate the pseudogap with (i) precursor behavior
to either Mott physics, antiferromagnetism, or both1–6
and (ii) competition between superconductivity and com-
peting order, e.g., loop current order7 or more conven-
tional charge-density-wave (CDW) order with form fac-
tors of different symmetries8–10,12–14. Gross features of
the pseudogap, like re-distribution of the spectral weight
from low to higher energies, can be understood within
both scenarios, leaving a possibility that both contribute
to the physics of the pseudogap and the interplay be-
tween the two depends on the doping. More subtle
features, discovered over the past few years in inten-
sive experimental studies of underdoped cuprates, ap-
pear to support the competing order scenario in the sense
that the data show that the the pseudogap is likely a
phase (or even a set of phases) with broken symmetries.
The evidence for broken symmetries comes from different
sources. First, two sets of experiments indicate that time-
reversal symmetry may be broken. One is the observa-
tion of the polar Kerr effect in YBa2Cu3O6+x (YBCO)
15
and La1.875Ba0.125CuO4 (LBCO)
16 below some critical
temperature TK(x), which increases as x decreases. An-
other is the observation of intra-unit-cell magnetic or-
der in polarized neutron scattering measurements17,18.
The onset temperature of the intra-unit-cell order is not
the same as TK , but roughly follows the same doping
dependence. Second, recent optical experiments in the
terahertz regime have found19 a non-zero linear birefrin-
gence, which was interpreted as the result of the breaking
of C4 lattice rotational symmetry. The tilt of the pattern
of dichroism was additionally related to the breaking of
mirror symmetries. X-ray and neutron scattering data
on LBCO (Refs. [20, 21]), neutron scattering in YBCO
(Ref. [22]), STM data on Bi2Sr2CaCu2O8+δ (Refs. [23,
24]), and measurements of longitudinal thermo-electric
coefficient in YBCO (Ref. [25]) also indicate that lattice
rotational symmetry is broken from C4 down to C2 below
a certain temperature comparable to TK . Third, STM,
resonance X-ray, NMR, and other measurements found
evidence for charge order in the underdoped regime of
several families of the cuprates24,26–35. Measurements of
Hall and Seebeck coefficients36 were interpreted as feed-
back from the CDW order on the fermions. The charge
order sets in at incommensurate momenta Qx = (Q, 0)
and Qy = (0, Q) and has a predominantly d-wave form
factor24. The observed order is static, yet a short-range
one. Whether the latter is an intrinsic phenomenon, or
due to pinning of would-be long-range order by impuri-
ties remains to be seen37,38.
An incommensurate charge order with momentum
Qx/Qy breaks translational (phase) U(1) symmetry, but
can also break two discrete Z2 symmetries. One is C4
lattice rotational symmetry. It is broken down to C2 if
the order develops with momentum Qx or Qy, but not
both. Another is time-reversal symmetry. Its potential
breaking is associated with the fact that for Q extracted
from the data28, the CDW order ∆Qk = 〈c†k+Q/2ck−Q/2〉,
involves low-energy fermions at k + Q/2 and k − Q/2
with the center-of-mass momentum k not located at any
2special symmetry point in the Brillouin zone (k = ±k0
or ±k0 + (π, π) in Fig. 1), Accordingly, while |∆Qk | =
|∆Q−k|, the phases of the two U(1) order parameters
∆Qk = |∆Qk |eiφk and ∆Q−k = |∆Q−k|eiφ−k are in general
not identical. The CDW orders ∆Qk and ∆
Q
−k are re-
lated by time reversal operation14,39,40, hence if φk and
φ−k are different, time reversal transforms a state with
a given δφ = φk − φ−k into a different state with −δφ.
Note that this breaking of time-reversal symmetry is spe-
cific to CDW order with Qx or Qy. (i.e. Q along one of
the two symmetry axes). For CDW order with momenta
(Q,±Q) along a zone diagonal, k necessarily equals to
(π, 0) ≡ (−π, 0), hence ∆Qk and ∆Q−k are identical14.
At the mean-field level the continuous U(1) symme-
try and the two discrete Z2 symmetries get broken at
the same temperature T . Beyond mean-field, the two
Z2 symmetries get broken prior to the breaking of the
U(1) symmetry. In the intermediate regime the system
develops a nematic order by choosing Q = Qx or Qy
and breaks time-reversal symmetry by choosing the rel-
ative phase of, say, ∆Qxk and ∆
Qx
−k to be δφ or −δφ ,
however the common phase of ∆k and ∆−k remains un-
ordered. Such a state does not break U(1) phase sym-
metry and does not have a two-fermion CDW condensate
i.e., 〈c†k+Q/2ck−Q/2〉 = 0, but composite order parameters
consisting of four fermionic operators, develop non-zero
expectation values. The order parameter for the nematic
order is Ising variable Γ = 〈|∆Qx±k|2 − |∆Qy±k|2〉, and the
one for the time-reversal symmetry breaking is Ising vari-
able Υ = i〈∆Qk (∆Q−k)∗ − ∆Q−k(∆Qk )∗〉 ≡ −2|∆Qk |2 sin δφ,
where Q = Qx or Qy. The appearance of a non-zero Υ
also implies that mirror symmetries along x and y direc-
tions are broken because for, e.g. Q = Qx, mirror re-
flection along y-direction changes ∆k ↔ ∆−k and mirror
reflection along x-direction changes ∆±k → ∆∗±k. Un-
der both reflections, Υ changes to −Υ, just as it does
under time reversal. In real space, this composite order
implies that incommensurate charge and current mod-
ulations fluctuate at any given r and average to zero,
yet the anti-correlation between the two modulations re-
mains the same as in the absence of fluctuations.
It was argued in Refs. [14,41] that such a partly ordered
state already leads to pseudogap behavior and is a candi-
date for the pseudogap phase in the temperature/doping
range where CDW order does not yet develop. The goal
of the present communication is to analyze whether such
Z2 × Z2 order gives rise to a non-zero Kerr effect. We
show that it does. Once the Kerr signal develops in the
phase with a composite order, it remains non-zero also
in the parameter range when the system develops a true
CDW order simply because Z2×Z2 remains a part of the
order parameter manifold.
Polar Kerr effect measures the rotation angle θK of the
polarization plane of light upon normal reflection from
the surface. It has been used as a probe for time-reversal
symmetry breaking in p-wave superconductor Sr2RuO4
(Ref. [42]) and heavy fermion superconductor UPt3 (Ref.
[43]). Despite a number of theoretical attempts, the na-
ture of Kerr effect in cuprates remains controversial. It
is generally expected that the external applied magnetic
field should be able to train the sign of the Kerr angle.
Experiments on, e.g., Sr2RuO4 do show the switch of
the sign of θK under the change of the direction of the
applied field. However, in the cuprates no such train-
ing has been observed in fields up to 14 Tesla. Further-
more, there is no sign change of Kerr signal upon flip-
ping the sample. The absence of the training effect by
a field has inspired efforts to explain the Kerr effect in
cuprates by invoking a symmetry breaking different from
time-reversal, e.g. a gyrotropic order44–47. However, it
has been recently pointed out48,49 that in a system that
satisfies the Onsager relations and is in the linear re-
sponse regime (when the current is proportional to the
electric field) time-reversal symmetry breaking is a neces-
sary precondition for the observation of a non-zero Kerr
response. It is possible in principle that Kerr effect in
the cuprates may be caused by extrinsic time reversal
symmetry breaking such as non-equilibrium effects and
non-linear response48. However, why cuprates would be
especially susceptible to these effects remains to be elu-
cidated.
In this paper we investigate whether a Kerr signal
consistent with experiments can emerge from a chiral-
nematic charge order in the linear regime. We show that
a non-zero Kerr rotation is symmetry allowed. We also
show that in model calculations to get a non-zero θk
one has to either invoke particle-hole asymmetry or, if
particle-hole symmetry is approximately preserved, in-
clude non-Gaussian-type disorder (a skew scattering). In
this respect, the situation is similar to earlier studies
of the Kerr effect in a px + ipy superconductor (Refs.
[50–53]). However, in square lattice itinerant fermion
models the Kerr effect is enhanced because of the nearly
flat Fermi surface in the antinodal regions. We argue
that the Kerr signal from a chiral-nematic charge order
should not be susceptible to training with an external
magnetic field. This is because in real space the order
parameter Υ induces a magnetic field that oscillates in
space and averages to zero when integrated over the sys-
tem area. Such induced magnetic field does not couple
linearly to a uniform external training field. Our anal-
ysis does not explain the absence of the sign change of
the Kerr signal when the sample is flipped. In fact, for
any two-dimensional system, the Kerr signal should by
definition reverse sign upon flipping the sample. It is
possible that the resolution lies in the interlayer coupling
between the CuO2 planes
58 and that the discrepancy may
be resolved by studying the three-dimensional structure
of the time-reversal symmetry breaking order parame-
ter44–47,59. This 3D analysis is beyond the scope of the
present paper. We hope that our study in a single two-
dimensional layer will provide a basis for a future analysis
of the Kerr effect in three-dimensional systems59.
The outline of our paper is the following. In Sec. II we
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FIG. 1. The Fermi surface in the first Brillouin zone, showing
eight hot spots (labeled 1-8) and charge-density-wave (CDW)
pairings between them (denoted as “bonds” connecting hot
spots). The momentum Q is chosen along y direction: Q =
Qy = (0, Q). The CDW order parameter differs by a sign
when shifted by momentum (pi, pi). ∆A and ∆B are related
by mirror reflection and time reversal. The Fermi velocities at
hot spots 1,2,5,6 are almost along y direction, and at hot spots
3,4,7,8 they are almost along x direction. The momentum k0
is along x direction for Q = Qy, i.e., k0 = (k0, 0). The value
k0 is pi −Q/2.
briefly outline the microscopic model for the order pa-
rameters. In Sec. III we derive θK for our system with
the composite order Υ. We first show (Sec. III A) that
the symmetry requirements are satisfied by this compos-
ite order. We then detail the calculation of θK for the
case of impurity scattering (Sec. III B), and for the case
of spin fluctuations (Sec. III C) and discuss the effect of
the Fermi surface geometry (Sec. III D). In Sec. IV we
discuss how Kerr signal is affected by applying a uniform
magnetic field and flipping the sample. We present our
conclusions in Sec. V. In our analysis we do make use of
the fact that the Kerr angle θK is related to the anti-
symmetric part of the Hall conductivity σxy−σyx, which
is non-zero only then time-reversal symmetry is broken.
This result seems intuitive, yet to obtain it in the ab-
sence of C4 symmetry we need to invoke the details of
the design of the experiments which measure θK
16,60,61.
This discussion is presented in the Appendix along with
some technical details of the calculations.
II. STRUCTURE OF THE CHARGE ORDER
We follow earlier works12–14,41,62–66 and assume that
CDW order and chiral-nematic charge order which pre-
cedes it emerge due to magnetically mediated interaction
between fermions in “hot regions” around eight hot spots,
which are defined67 as intersections between the Fermi
surface and magnetic Brillouin zone boundary. We label
these hot spots by number 1-8 in Fig. 1. For hole-doped
cuprates, the Fermi surface is “flattened” in the near anti-
nodal regions, i.e., at hot spots the fermi velocities are
either nearly vertical (vF ∼ vy ≫ vx for hot spots 1,2,5,6)
or nearly horizontal (vF ∼ vx ≫ vy for hot spots 3,4,7,8).
Two of us recently analyzed14,41 the structure of CDW
order with Qx/Qy within a spin-fluctuation scenario, us-
ing spin-fermion model as input and using the Hubbard-
Stratonovich formalism to derive the Ginzburg-Landau
free energy for four U(1) order parameters ∆xA, ∆
x
B, ∆
y
A
and ∆yB, where ∆
x,y
A,B ≡ ∆Qx,y±k0 (∆
y
A and ∆
y
B are shown
in Fig. 1). We assume that each order parameter is a
constant within a small center-of-mass momentum range
around the corresponding hot spots. Each U(1) order
parameter is a complex field with amplitude and phase.
The order parameters at the center of mass momenta
±(k+(π, π)) have about the same amplitude as the ones
±k but the phase is shifted by π, i.e., ∆ik+(pi,pi) ≈ −∆ik.
The analysis of Ginzburg-Landau functional has
demonstrated that the most likely CDW state is the one
in which (i) both ∆A and ∆B develop with either Qx
or Qy but not both, breaking a Z2 lattice rotation sym-
metry (the stripe order), and (ii) for a given choice of
Q, say Qy, the minimization of free energy prefers a
phase difference ±δφ between ∆A and ∆B , where δφ
is a fixed number. By specifying the sign for ±δφ the
system breaks an additional Z2 symmetry, which in our
case is time-reversal. In the CDW-ordered phase. the
system also spontaneously breaks the U(1) translational
symmetry by choosing some value of the common phase
of ∆yA and ∆
y
B . In real space a non-zero 〈∆A〉 and
〈∆B〉 create an incommensurate charge modulation mea-
sured by 〈∆A〉 + 〈∆B〉 (predominantly bond order for
∆ik+(pi,pi) ≈ −∆ik) and incommensurate current modula-
tion measured by 〈∆A〉 − 〈∆B〉. Since |〈∆A〉| = |〈∆B〉|,
the two modulations are shifted in phase by ±π/2 (i.e.,
in real space, if one is cosQr, another is sinQr).
We use these results as input and consider a CDW or-
der ∆Qk ≡ 〈c†k+Q/2ck−Q/2〉 with Q = Qy, i.e., assume that
C4 symmetry is already broken down to C2. Without loss
of generality, we assume this CDW order has purely a d-
form factor, namely ∆Qk = −∆Qk+(pi,pi). The CDW order
parameter is peaked strongly at hot spots and we denote
the center-of-mass momenta of the relevant hot spot pairs
as ±k0 and ±k0 + (π, π) respectively (see Fig. 1). In Ta-
ble I, we list the relevant bilinear fermionic operators and
their expectation values. The CDW order parameters in-
troduce anomalous vertices ∆A(c
†
2c1 − c†4c3) + h.c. and
4TABLE I. The expectation values of the CDW operators be-
tween hot spots 1-8.
〈c†
1
c2〉 〈c
†
3
c4〉 〈c
†
5
c6〉 〈c
†
7
c8〉
∆A −∆A ∆B −∆B
〈c†
2
c1〉 〈c
†
4
c3〉 〈c
†
6
c5〉 〈c
†
8
c7〉
∆∗A −∆
∗
A ∆
∗
B −∆
∗
B
∆B(c
†
6c5 − c†8c7) + h.c. to the effective action. Through-
out this work, we assume that we are above the super-
conducting temperature Tsc, such that superconducting
order does not come into play.
The order parameter which describes the breaking of
Z2 time-reversal symmetry (mirror symmetries in x and
y directions) is Υ = −i〈∆∗A∆B − ∆∗B∆A〉. As we said
in the Introduction, Z2 symmetry associated with lat-
tice rotational C4 symmetry Z2 associated with time-
reversal/mirror symmetries get broken at a higher tem-
perature than the one when U(1) phase symmetry gets
broken and 〈∆A〉 and 〈∆B〉 individually become non-
zero. Below we consider the Kerr effect in the T range
where the two Z2 symmetries are broken but U(1) sym-
metry is still preserved. We will see that the breaking
of Z2 lattice rotational symmetry does not influence the
Kerr effect, while breaking of Z2 time-reversal/mirror
symmetry plays a crucial role.
III. THE CALCULATION OF KERR ANGLE
In the C4-symmetric system the Kerr angle is related
to the antisymmetric part of the Hall conductivity by68
θK =
λ
c
Im
[
σxy − σyx
n(n2 − 1)
]
, (1)
where λ is the wavelength, c the speed of light, and n
the refractive index. When C4 symmetry is broken, the
relation between optical conductivity and Kerr angle is
in general more complex (see Appendix A). We found,
however, that for the experimental setup used by Kapit-
ulnik group60,61, Eq. (1) still holds, i.e., θK is still directly
proportional to σxy − σyx.
The Hall conductivity is calculated via the Kubo for-
mula
σxy(ω) =
1
iωd
QRxy(q = 0, ω), (2)
where ω is the frequency of the incident light. The factor
d is the distance between neighboring CuO2 layers The
retarded current-current correlator is defined as
QRxy(q = 0, ω) ≡
∫ ∞
0
dteiωt〈[jˆx(q = 0, t), jˆy(q = 0, 0)]〉,
(3)
where jˆx ≡ ψ†vˆxψ and jˆy ≡ ψ†vˆyψ are the current op-
erators, and vˆx and vˆy are velocity operators in the mo-
mentum space.
TABLE II. The symmetry properties of the Hall conductivi-
ties under mirror reflections Mx and My and time reversal
T .
Mx My T
σxy(ω) −σxy(ω) −σxy(ω) σyx(ω)
σyx(ω) −σyx(ω) −σyx(ω) σxy(ω)
σxy(ω)− σyx(ω) ∝ θK σyx(ω)− σxy(ω)
TABLE III. The symmetry properties of the order parameters
∆A, ∆B and Υ under mirror reflectionsMx andMy and time
reversal T .
Mx My T
∆A ∆
∗
A ∆B ∆B
∆B ∆
∗
B ∆A ∆A
Υ = −i(∆A∆
∗
B −∆B∆
∗
A) −Υ −Υ −Υ
A. Symmetry requirements
Before we calculate the Kerr angle, we first look at the
symmetry properties of the Hall conductivities.
Under mirror reflection along x (y) direction, the cur-
rent jy(x) transforms into −jy(x). From Eqs. (2) and (3),
we find that σxy(ω) and σyx(ω) transforms to −σxy(ω)
and −σyx(ω). Time reversal is a bit more tricky. Gener-
ally under time reversal we have,
〈α|Oˆ|β〉 → 〈β|(Tˆ−1OˆTˆ )†|α〉, (4)
where Tˆ is an anti-unitary operator: Tˆ = UˆKˆ, where Kˆ is
complex conjugation operator and Uˆ reverses momentum
and flips spin. Using this relation, we find that under
time reversal,
σxy(ω)
→ 1
iωd
∫ ∞
0
dteiωt〈(Tˆ−1[jˆx(q = 0, t), jˆy(q = 0, 0)]Tˆ )†〉,
=
1
iωd
∫ ∞
0
dteiωt〈[jˆy(q = 0, 0), jˆx(q = 0,−t)]〉
= σyx(ω). (5)
We list these transformations in Table II.
From the last line of Table II, We find that under all
these symmetry operations (mirror reflections and time-
reversal) σxy(ω)−σyx(ω) transforms to σyx(ω)−σxy(ω).
This has been discussed before69,70. Hence, if any of the
three symmetries is intact, then σxy(ω) − σyx(ω) = 0.
Furthermore, since σxy−σyx is invariant under arbitrary
SO(2) spatial rotation, the choice of x and y above can
be arbitrary. Therefore a non-zero Kerr effect requires all
mirror symmetries and time-reversal symmetry to be bro-
ken. We emphasize that breaking of time-reversal sym-
metry alone is not sufficient for obtaining a non-zero Kerr
angle – all the mirror symmetries must be broken also.
5For the system we consider, lattice rotational symme-
try C4 is broken and all mirror symmetries are trivially
broken, except for those along two lattice directions. We
will only discuss mirror symmetries along these direc-
tions for our system and denote these two directions as
x and y hereafter. We do caution, however, for a generic
square lattice system, only breaking mirror symmetries
along lattice directions is not enough, as there may ex-
ist mirror planes other than lattice directions such as
x ± y46,59. Indeed, we checked that if CDW were to
develop along both x and y directions such that mirror
symmetries along x±y directions were intact, the Kerr ef-
fect contributed by CDW along x and y directions would
cancel out, as dictated by symmetry.
Under mirror reflection along y-direction, hot spots
(1, 2) ↔ (5, 6), and (3, 4) ↔ (7, 8) (see Fig. 1). From
Table I, we find that ∆A ↔ ∆B . Under mirror reflection
along x-direciton, hot spots (1, 2) → (2, 1) and (3, 4) →
(4, 3). Again from Table I, we find that ∆A,B → ∆∗A,B.
Under time reversal, all momenta are reversed, e.g. hot
spots (1,2) transform into (6,5). From Eq. (4) we find
that,
〈0|c†1c20|〉 → 〈0|(Tˆ−1c†1c2Tˆ )†|0〉
= 〈0|(c†6c5)†|0〉
= 〈0|c†5c6|0〉. (6)
Proceeding similarly for other hot spot pairs in Table
I, we see that ∆A ↔ ∆B under time reversal. We
see therefore that under all symmetry operations
above, our chiral-nematic charge order parameter
Υ = −i(∆A∆∗B − ∆B∆∗A) transforms into −Υ, thus
breaking all three symmetries. Therefore, a non-zero
Kerr angle is symmetry allowed. For clarity, we list
the symmetry properties of order parameters in Table III.
Symmetry analysis shows that θK must scale with Υ.
To obtain the proportionality coefficient we need to turn
to microscopic analysis. This is what we do next. We
first consider impurity scattering and then scattering by
spin fluctuations. In both cases, we initially assume that
a true CDW order exists, introduce the primary CDW
order parameters ∆A and ∆B and express θK in terms
of ∆∗A∆B−∆∗B∆A = iΥ. We then argue that the relation
between θK and Υ holds even when individually 〈∆A〉 =
〈∆B〉 = 0.
B. Kerr effect due to disorder
To simplify the calculations, we assume that at hot
spots 1,2,5,6 the Fermi surface is vertical and at hot spots
3,4,7,8 the Fermi surface is horizontal. In this approxi-
mation, only fermions at hot spots 3,4,7,8 couple to vˆx
vertex and only fermions at hot spots 1,2,5,6 couple to
vˆy vertex. At the end we will discuss the effect of such a
Fermi surface geometry on the Kerr signal.
(a)
 Γx
 Γy
(b)
FIG. 2. Panel (a): Diagrammatic representations of off-
diagonal current-current correlations Qxy and Qyx. The
shaded rectangular vertex represents impurity scattering,
whose details we discuss later. Panel (b): The velocity
vertices vˆx and vˆy convoluted with anomalous and normal
Green’s functions, which are labeled by Γx and Γy . For the
Fermi surface geometry we consider, (a, b)=(3,4) or (7,8) and
(c, d)=(2,1) or (6,5).
The diagrams for Qxy and Qyx are shown in Fig. 2(a).
We note that in order for Qxy−Qyx to be nonzero, both
∆A and ∆
∗
B have to be included in each diagram. Since
∆A and ∆
∗
B connect different pairs of hot spots, it fol-
lows that the Green functions on the left and right of the
diagrams correspond to different pairs of hot spots. The
shaded rectangular vertex must then transfer electrons
between pairs of hot spots. The simplest way to achieve
this is through impurity scattering50,51.
The filled triangles in Fig. 2(a) represent velocity ver-
tices vˆx and vˆy convoluted with Green’s functions. We la-
bel them as Γx(k, ωm,Ωm) and Γy(p, ωm,Ωm), as shown
6in Fig. 2(b). Because of the simplified Fermi surface ge-
ometry, we need to consider only (a, b)=(3,4) or (7,8)
and (c, d)=(2,1) or (6,5). In order to include both ∆A
and ∆B into the diagram in Fig. 2(a), Γx and Γy should
each include one normal Green’s function G(k, ωm) and
one “anomalous” Green’s function F (k,k + Q, ωm). The
anomalous Green’s function, denoted by double arrows in
Fig. 2(b), has the form
F (k−Q/2,k + Q/2, ωm)
= − ∆
Q
k
(iωm − ǫk−Q/2)(iωm − ǫk+Q/2)− |∆Qk |2
≈ − ∆
Q
k
(iωm − ǫk−Q/2)(iωm − ǫk+Q/2)
. (7)
where ∆Qk ≡ 〈c†k+Q/2ck−Q/2〉. In the last step we have
assumed that ∆Qk is much smaller than all other typical
energy scales. Using (7), we obtain for Γx shown in Fig.
2(b),
Γx(ka, ωm,Ωm)
=G(ka,Ωm − ωm/2)vˆxF (ka,kb,Ωm + ωm/2)
+ F (ka,kb,Ωm − ωm/2)vˆxG(kb,Ωm + ωm/2)
=
vx,a∆
kb−ka
(ka+kb)/2
i(Ωm − ωm/2)− ǫa
1
[i(Ωm + ωm/2)− ǫb]2
+
∆kb−ka(ka+kb)/2vx,b
[i(Ωm − ωm/2)− ǫa]2
1
i(Ωm + ωm/2)− ǫb
=
2(iΩm − ǫa) vF∆kb−ka(ka+kb)/2
[i(Ωm − ωm/2)− ǫa]2[i(Ωm + ωm/2)− ǫa]2 , (8)
where in the last line we have used the fact that in
the approximation we are using, the Fermi surfaces for
(a, b) =(3,4) or (7,8) are parallel, hence vx,a = vx,b = vF
and ǫa = ǫb. Similarly,
Γy(pc, ωm,Ωm)
=G(pc,Ωm − ωm/2)vˆyF (pc,pd,Ωm + ωm/2)
+ F (pc,pd,Ωm − ωm/2)vˆyG(pd,Ωm + ωm/2)
=
vy,c∆
pd−pc
(pc+pd)/2
i(Ωm − ωm/2)− ǫc
1
[i(Ωm + ωm/2) + ǫd]2
+
∆pd−pc(pc+pd)/2vy,d
[i(Ωm − ωm/2)− ǫc]2
1
i(Ωm + ωm/2)− ǫd
=
(iωm + 2ǫc) vF∆
pd−pc
(pc+pd)/2
[(Ωm − ωm/2)2 + ǫ2c ][(Ωm + ωm/2)2 + ǫ2c ]
, (9)
where in the last line we have used the fact that for
(c, d) =(2,1) or (6,5), Fermi surfaces are anti-parallel,
thus vy,c = −vy,d = vF and ǫc = ǫd.
The eight diagrams in Fig. 2(a) are related by symme-
try. First, it is trivial to identify that the diagrams in the
left column are related to the ones in the right column
by mirror reflection in x direction and that the diagrams
in the upper row are related to the ones in the lower row
by mirror reflection in y direction. Second, Qxy and Qyx
are related by time reversal. This point can be easily
seen diagrammatically: by reversing the momentum and
arrows Qxy transforms into Qyx. If time reversal sym-
metry or mirror symmetries are not broken, then these
diagrams will cancel out each other. Since our order pa-
rameter Υ is odd under all these transformations, all of
them will add up constructively. Using these arguments,
we need to only evaluate one diagram and add others
using symmetry.
Evaluating the first diagram in Fig. 2(a), we obtain
that in Matsubara frequencies
Qxy(ωm) = −4e2〈∆∗A∆B〉v2F
× 2T
∑
Ωm
V (ωm,Ωm)Γ˜x(ωm,Ωm)Γ˜y(ωm,Ωm), (10)
and
Qyx(ωm) = −4e2〈∆∗B∆A〉v2F
× 2T
∑
Ωm
V (ωm,Ωm)Γ˜x(ωm,Ωm)Γ˜y(ωm,Ωm), (11)
where the factor 4 counts the number of diagrams for
each correlator, the factor 2 comes from summing over
spin indices, V (ωm,Ωm) in Eq. (10) is impurity scattering
potential which does not depend on momentum, and
Γ˜x(ωm,Ωm) =
∫ Λ
−Λ
dkxdky
(2π)2
2(iΩm + vF kx)
[i(Ωm − ωm/2) + vF kx]2[i(Ωm + ωm/2) + vFkx]2
Γ˜y(ωm,Ωm) =
∫ Λ
−Λ
dpxdpy
(2π)2
iωm + 2vF py
[(Ωm − ωm/2)2 + v2F p2y][(Ωm + ωm/2)2 + v2F p2y]
. (12)
7In (12) we linearized the dispersion relation in the vicinity
of hot spots and used the fact that ∆−Qk0 =
(
∆Qk0
)∗
= ∆∗A
and ∆Qk0+(pi,pi) = −∆B.
We point out that Qxy is not affected by the d-form
factor of the CDW order parameter because the CDW or-
der parameters appear in bilinear form and both change
sign simultaneously under the shift by (π, π). We em-
phasize that this property is specific to the Fermi surface
geometry which we consider.
Using the fact that 〈∆∗A∆B − ∆A∆∗B〉 = iΥ, we find
that
Qxy(ωm)−Qyx(ωm)
=− 8ie2Υv2FT
∑
Ωm
V (ωm,Ωm)Γ˜x(ωm,Ωm)Γ˜y(ωm,Ωm).
(13)
We see from Eq. (13) that the Kerr angle is non-zero if
Γ˜x and Γ˜y are non-zero. This, however, is not always the
case. In particular, Γ˜x vanishes if the integration over kx
in (12) is over the whole momentum range, from −∞ to
∞. To see this, we calculate the residues of the integrand
at two poles in kx, at kx = i(Ωm ± ωm/2)/vF . Both are
double poles. Denoting the integrand as I and evaluating
the residues at i(Ωm ± ωm/2)/vF , we obtain
Res(I, i(Ωm + ωm/2)/vF )
=
d
dkx
{
2iΩm + 2vFkx
[i(Ωm − ωm/2) + vFkx]2
} ∣∣∣∣
kx=i(Ωm+
ωm
2
)/vF
=− 2vF i(Ωm + ωm/2)− vF kx
[i(Ωm − ωm/2) + vFkx]3
∣∣∣∣
kx=i(Ωm+
ωm
2
)/vF
=0, (14)
Res(I, i(Ωm − ωm/2)/vF )
=
d
dkx
{
2iΩm + 2vFkx
[i(Ωm − ωm/2) + vFkx]2
} ∣∣∣∣
kx=i(Ωm−
ωm
2
)/vF
=− 2vF i(Ωm − ωm/2)− vF kx
[i(Ωm + ωm/2) + vFkx]
3
∣∣∣∣
kx=i(Ωm−
ωm
2
)/vF
=0. (15)
As a result, Γ˜x = 0.
This vanishing of Γ˜x is, however, an artifact because
k is a deviation from a hot spot and the linearization of
the fermionic dispersion near a hot spot is only valid in
a finite window of k. To account for this, we introduce a
finite momentum cutoff Λ (same for kx and ky). Evalu-
ating Γx and Γy by integrating over kx and ky −Λ to Λ,
we obtain,
Γ˜x(ωm,Ωm)
=
2iΛ2Ωm
π2[(Ωm + ωm/2)2 + v2FΛ
2][(Ωm − ωm/2)2 + v2FΛ2]
(16)
and
Γ˜y(ωm,Ωm)
=
iΛ
4πvFΩm
[
1
|Ωm + ωm/2| −
1
|Ωm − ωm/2|
]
. (17)
Now Γ˜x is finite. We note, however, that Γ˜x is odd in run-
ning frequency Ωm while Γ˜y is even in Ωm. Then, when
we substitute Γ˜x(ωm,Ωm) and Γ˜y(ωm,Ωm) into Eq. (10)
for Qxy(ωm) and sum over the running frequency Ωm, we
find that Qxy(ωm) vanishes for any V (ωm,Ωm), which
is even in Ωm. In particular, Qxy(ωm) vanishes for a
Gaussian-type disorder scattering, for which V (ωm,Ωm)
does not depend on Ωm.
A similar problem emerges in the analysis of Kerr
effect in SrRuO4, (Refs.
50–53), which is believed by many
to be a p + ip superconductor (Refs.54–57) We follow
the same strategy as these authors used to obtain a
non-zero Qxy(ωm) and (i) consider skew scattering from
non-Gaussian disorder, for which V (ωm,Ωm) is odd in
Ωm, and (ii) include particle-hole asymmetry, which
gives rise to the appearance of an even in Ωm term Γ˜xΓ˜y.
1. Skew scattering
First we consider the case of skew scattering. The scat-
tering vertex is characterized by a third cumulant (skew-
ness) of impurity potentials,
〈Vimp(q1)Vimp(q2)Vimp(q3)〉
= κ3niu
3
0δ(q1 + q2 + q3). (18)
Here ni is the impurity concentration, and κ3 is the
dimensionless parameter characterizing the skewness,
which varies from 0 to 1 depending on the deviation of the
actual distribution function from the Gaussian. κ3 = 1
corresponds to the case when all impurities scatter with
with equal strength u0, and κ3 = 0 corresponds to the
case when each impurity scatters with equal probabil-
ity for attraction and repulsion. We replace the shaded
impurity scattering vertex with skew scattering vertex,
shown in Fig. 3.
FIG. 3. The skew scattering vertex.
Evaluating the diagrams in Fig. 3 we obtain for the
scattering potential,
8V (a)(ωm,Ωm) =κ3niu
3
0
∫
d2k
(2π)2
[G(Ωm + ωm/2, k) +G(Ωm − ωm/2, k)]
≈iπκ3niu30N(0)[sgn(Ωm + ωm/2) + sgn(Ωm − ωm/2)] (19)
where N(0) is the density of states averaged over the Fermi surface
N(0) =
∫
dθ
2π
N(0, θ). (20)
We note here that V (a) is odd in frequency Ωm. With Γ˜xΓ˜y also being odd in Ωm, now Γ˜xΓ˜yV
(a) is even in Ωm
and the result of summation over Ωm in Eq. (13) is non-zero. Plugging Eqs. (16,17,19) into Eq. (13) we find that
Q(a)xy (ωm)−Q(a)yx (ωm) =
−4e2
π2
ΥvFκ3niu
3
0N(0)Λ
3
× T
∑
Ωm
sgn(Ωm + ωm/2) + sgn(Ωm − ωm/2)
[(Ωm + ωm/2)2 + v2FΛ
2][(Ωm − ωm/2)2 + v2FΛ2]
[
1
|Ωm + ωm/2| −
1
|Ωm − ωm/2|
]
=
16e2
π2
ΥvFκ3niu
3
0N(0)Λ
3
× T
∑
Ωm>|ωm|/2
1
[(Ωm + ωm/2)2 + v2FΛ
2][(Ωm − ωm/2)2 + v2FΛ2]
ωm
Ω2m − ω2m/4
. (21)
In the range T ≪ ωm ≪ vFΛ, relevant to experiments,
we find that the frequency sum is infra-red divergent,
when replaced by the integral. The divergence is cut by
T and the result is
Q(a)xy (ωm)−Q(a)yx (ωm) =
8e2Υκ3niu
3
0N(0)
π3v3FΛ
× sgn(ωm) log |ωm|
T
. (22)
After analytical continuation ωm → −iω+ δ, we find the
retarded current-current correlator
Q(a),Rxy (ω)−Q(a),Ryx (ω) =
8e2Υκ3niu
3
0N(0)
π3v3FΛ
×
[
log
|ω|
T
− iπ
2
sgn(ω)
]
. (23)
Plugging this back into Eqs. (1,2), we find the skew-
scattering contribution to the Kerr angle to be
θ
(a)
K =
−16N(0)e2Υκ3niu30
π2n(n2 − 1)v3FΛd
1
ω2
log
|ω|
T
. (24)
Eq. (24) is the first main result of this paper: θK is pro-
portional to Υ and the prefactor depends on frequency as
(1/ω2) log |ω|/T . We caution that this result is valid in
the limit ω ≫ T , and cannot be directly extrapolated to
the DC limit ω → 0. Also, in deriving Eq. (24) we lin-
earized fermionic dispersion near the Fermi surface. This
formula is then valid only for ω smaller than the scale at
which the curvature of the Fermi surface becomes rele-
vant.
FIG. 4. The scattering vertex from a Gaussian-type impurity.
2. Gaussian-type disorder with particle-hole asymmetry
Next we consider the contribution to Qxy from
Gaussian-type disorder with
〈Vimp(q1)Vimp(q2)〉 = niu20δ2(q1 + q2). (25)
The impurity potential is shown in Fig. 4. For this
potential V (b) = niu
2
0. Like we said, for particle-hole
symmetric case Qxy for such V
(b) vanishes because V (b)
is independent on Ωm while Γ˜xΓ˜y is odd in Ω. In order
to obtain an non-zero result, particle-hole asymmetry in
Eq. (12) has to be included. The simplest way to intro-
duce particle-hole asymmetry is to change the integration
range over kx in Eq. (12) from −Λ to Λ to −Λ to Λ+δΛ.
A non-zero δΛ gives rise to a term in Γ˜x which is even in
Ωm. At the same time, Γ˜y given by Eq. (12) is even in
Ωm independent on whether or not we include particle-
hole asymmetry. Combining Ω-symmetric Γ˜yV
(b) with
Ω-symmetric piece in Γ˜x we obtain a non-zero contribu-
tion to Qxy.
To estimate the magnitude of this contribution we as-
sume that the particle-hole asymmetry is small, namely
9δΛ≪ Λ. Then
Γ˜x(ωm,Ωm)→ Γ˜x(ωm,Ωm) + δΓ˜x(ωm,Ωm), (26)
where,
δΓ˜x =
Λ
2π2
∫ Λ+δΛ
Λ
dkx
× 2iΩm + 2vFkF
[i(Ωm − ωm/2) + vF kx]2 [i(Ωm + ωm) + vF kx]2
≈ δΛ
π2v3FΛ
2
. (27)
In the last step we that Ωm, ωm, vF δΛ ≪ vFΛ. Since
δΓ˜x(ωm,Ωm) is already small, it is sufficient to use the
result for Γ˜y from particle-hole symmetric case
Γ˜y =
iΛ
4πvFΩm
[
1
|Ωm + ωm/2| −
1
|Ωm − ωm/2|
]
. (28)
From Eqs. (13,26,27,28) we obtain for the current-current
correlator
Q(b)xy (ωm)−Q(b)yx (ωm) =−
2e2Υniu
2
0δΛ
π3vFΛ
γ(ωm), (29)
where
γ(ωm) =T
∑
Ωm
1
Ωm
(
1
|Ωm + ωm/2| −
1
|Ωm − ωm/2|
)
=T
∑
Ω′m
1
|Ω′m|
ωm
(Ω′m)
2 − ω2m/4
. (30)
In the last step we have shifted the running frequency Ωm
to Ω′m = Ωm ± ωm/2. Evaluating the sum and cutting
the logarithmical divergence by T we obtain that in the
limit T ≪ ωm,
γ(ωm) = − 4
πωm
log
|ωm|
T
. (31)
In Appendix B, we present an alternative derivation of
Eq. (31).
Substituting Eq. (31) into Eq. (29) we obtain
Q(b)xy (ωm)−Q(b)yx (ωm) =
8e2Υniu
2
0δΛ
π4v2FΛωm
log
|ωm|
T
. (32)
After the analytical continuation ωm → −iω + δ we find
the retarded current-current correlator
Q(b),Rxy (ω)−Q(b),Ryx (ω) =
8ie2Υniu
2
0δΛ
π4v2FΛω
×
[
log
|ω|
T
− iπ
2
sgn(ω)
]
. (33)
Plugging this into Eqs. (1,2) we find the contribution to
the Kerr angle from particle-hole asymmetry to be
θ
(b)
K =
−8e2Υniu20δΛ
π2n(n2 − 1)v2FΛd
1
|ω|3 . (34)
Eq. (34) is the second main result of this paper. Once
again, we find that the Kerr angle is proportional to Υ
and the proportionality coefficient is a decreasing func-
tion of ω, this time 1/|ω|3. The ratio of the contribu-
tions from particle-hole asymmetry and skew scattering
is, roughly, ∼ vF δΛ/(κ3ω). Like before, this formula
valid only for ω smaller than the scale at which the cur-
vature of the Fermi surface becomes relevant.
C. Kerr effect due to spin-fluctuations
As we already said, in order to get a non-zero Kerr ef-
fect, we need a vertex (shaded rectangle in Fig. 2) which
connects hot fermions from pairs with center of mass mo-
mentum k0 and −k0, say fermions with momenta near
points 1 and 7 in in Fig. 1, otherwise the combination
∆∗A∆B − ∆∗B∆A would not emerge. We remind that
k0 = (π − Q/2, 0), where Q is the momentum of incom-
mensurate CDW order. Impurity scattering can accom-
plish this – but so can antiferromagnetic spin fluctua-
tions with momentum transfer near (π ± Q, π). In this
subsection we discuss the Kerr effect from exchange of
spin fluctuations in a clean (disorder free) system. The
analysis parallels the one for impurity scattering, and the
only change we need to make is to replace the impurity-
mediated interaction in Fig. 2 with the one mediated by
spin fluctuations, see Fig. 5.
FIG. 5. The scattering vertex from the antiferromagnetic spin
fluctuation. A Pauli matrix σi is associated to each vertex.
In the vicinity of the quantum-critical point of anti-
ferromagnetism the interaction mediated by spin fluctua-
tions depends strongly on both momentum and frequency
transfer. The propagator of spin fluctuation can be writ-
ten as67
χαβ,γδ(q, ωn) =
g¯ σiαβσ
i
γδ
(q −K)2 + γ|ωn|+ ξ−2 , (35)
where K = (π, π), g¯ describes the coupling between spin
fluctuations and fermions, σiαβ is the Pauli matrix, q
and ωn are respectively momentum and frequency trans-
fer, ξ is the magnetic correlation length, and γ|ωn| with
γ = 4g¯/(πv2F ) describes the Landau damping of a spin
fluctuation.
First, we show that Qxy vanishes if we assume particle-
hole symmetry, i.e., linearize fermionic dispersion near
hot spots and intergate over momentum deviation from
a hot spot in symmetric limits. As before, symmetry ar-
guments allow us to restrict with the evaluation of only
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the first diagram in Fig. 2. In this diagram, a spin fluc-
tuation propagator has to connect fermions at hot spot
pairs (1,2) and (7,8). Defining the fermionic momenta
with respect to the position of each hot spots, we find
that
χαβ,γδ(k− p,Ωm − Ω′m)
=
g¯ σiαβσ
i
γδ
(ky − py)2 + (kx − px −Q)2 + γ|Ωm − Ω′m|+ ξ−2
,
(36)
Following the same procedures that led us to Eq. (21),
we obtain for the current-current correlator
Q(c)xy (ωm)−Q(c)yx (ωm)
=− 4ie2Υv2FT 2
∑
m,m′
∫
d2kd2p
(2π)4
× 2(iΩm + vF kx)
[i(Ωm − ωm/2) + vF kx]2[i(Ωm + ωm/2) + vF kx]2
× iωm + 2vF py
[(Ω′m − ωm/2)2 + v2F p2y][(Ω′m + ωm/2)2 + vF p2y]
× 6g¯
(ky − py)2 + (kx − px − 2Q)2 + γ|Ωm − Ω′m|+ ξ−2
,
(37)
where the factor 6 in the last line comes from summa-
tion over spin indices: Tr(σiαβδβγσ
i
γδδδα) = 6. The key
observation here is that, because of the Fermi surface ge-
ometry and particle-hole symmetry, integration parame-
ters px and ky only appear in boson propagator (the last
line). Shifting the variables we obtain
Q(c)xy (ωm)−Q(c)yx (ωm) = −4ie2Υv2F
× T 2
∑
m,m′
χ¯(Ωm − Ω′m)Γ˜x(ωm,Ωm)Γ˜y(ωm,Ω′m),
(38)
where Γ˜x and Γ˜y are the same as in Eq. (12) and
χ¯(Ωm − Ω′m) =
3
2Λ2
∫
dXdY g¯
X2 + Y 2 + γ|Ωm − Ω′m|+ ξ−2
.
(39)
Like in the case of impurity scattering, Γ˜x is odd in Ωm
and Γ˜y is even in Ω
′
m. Since χ¯ is even in Ωm − Ω′m, the
integral vanishes.
In order to obtain non-zero Kerr signal we then need
to include particle-hole asymmetry in the fermion disper-
sion, like we did in the case of Gaussian-type disorder.
Once we make the limits of momentum integration asym-
metric, Γ˜x acquires an even component δΓ˜x, and the com-
bination δΓ˜xΓ˜yχ¯ is even in frequency and does not vanish
after the summations over Ωm and Ω
′
m in (38). Following
the same steps as in the impurity case we obtain for the
current-current correlator,
Q(c)xy (ωm)−Q(c)yx (ωm) =−
2e2ΥλδΛ
π3vFΛ
γ(ωm). (40)
The only difference between Eq. (40) and Eq. (29) is that
we have replaced the impurity potential niu
2
0 with
λ =
3T
4Λ2
Ω0∑
ωn
∫ Λ0 dXdY g¯
X2 + Y 2 + γ|ωn|+ ξ−2 , (41)
where Ω0 and Λ0 are the upper limits of frequency sum-
mation and momentum integration. For the Kerr angle
we then obtain
θ
(c)
K =
−8e2ΥλδΛ
π2n(n2 − 1)v2FΛd
1
|ω|3 , (42)
for ω ≫ T . Eq. (42) is the third main result of this work.
D. Effect of the Fermi Surface geometry
In the calculations of Qxy in the preceding Sections
we assumed, motivated by the actual Fermi surface ge-
ometry in the cuprates, that only one component of the
Fermi velocity, either vx or vy, is non-zero at any given
hot spot. Let’s now consider the opposite limit in which
at any hot spot |vx| = |vy|, i.e., for each hot fermion
the current vertex contains vx and vy components with
equal magnitudes. Under this condition, the local Fermi
surface geometry will be exactly the same for hot spots
pairs (5,6) and (7,8), and for (3,4) and (1,2). On the
other hand, due to the d-form factor, the CDW order
parameter changes sign between the regions (5,6) and
(7,8), and between the regions (3,4) and (1,2). Then, if
one considers interaction mediated by impurity scatter-
ing, which is independent on a momentum transfer, the
contribution to Qxy from hot regions (12,78) and (34,56)
will be canceled out by that from the regions (34,78) and
(12,56). It is easy to verify that all other contributions
to Qxy also cancel out. Then the Kerr angle θK vanishes
even though all the symmetry requirements are satisfied
by the order parameter of the system. This shows that
the Fermi surface geometry is very important for the Kerr
effect. It is straightforward to show that in the limit that
we considered (only one component of the Fermi velocity
is non-zero at any given hot spot) θK is at maximum.
Once Fermi surface geometry changes and both vx and
vy become non-zero at any given hot spot, θK drops and
eventually vanishes when at any hot spot |vx| = |vy|.
The spin-fluctuation contribution to θK does not com-
pletely vanish when at any spot |vx| = |vy| because the
interactions depends on momentum transfer. However,
it is still much reduced compared to the case when only
vx or vy is non-zero at any hot spot. In this sense, the
geometry of the Fermi surface in the cuprates, with near-
perfect nesting in hot regions, is the “best case” scenario
for the Kerr effect.
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IV. EFFECT OF APPLYING A UNIFORM
FIELD AND FLIPPING THE SAMPLE
Finally, we briefly discuss the effect of an applied mag-
netic field on the Kerr effect. The composite order Υ
produces charge density and current density modulations
which are spatially correlated14,41, although at any given
bond charge density and current density modulations,
taken separately, vanish due to unbroken U(1) phase
symmetry. The current density modulations produces
a magnetic field. However, this magnetic field is oscilla-
tory in space, H(r) ∝ cosQr, hence it does not couple
directly to a uniform magnetic field. As a result, the sign
of θK ∝ Υ does not necessary flip when one flips the sign
of the uniform magnetic field. In other words, the Kerr
effect in our case is not trained by an external magnetic
field.
On the other hand, for any two-dimensional system,
“flipping the sample” amounts to a mirror reflection with
respect to a vertical plane. The Kerr angle should nec-
essarily reverse the sign under such transformation (see
Table II). To explain the absence of such a sign change,
one likely has to analyze the three-dimensional structure
of the system59, since in three dimensions “flipping the
sample” also introduces z → −z. Such 3D analysis is,
however, beyond the scope of this paper.
V. CONCLUSIONS
In this work, we have studied the Kerr angle θK in a
state with preemptive charge order which breaks C4 lat-
tice rotational symmetry down to C2 and breaks Z2 time-
reversal symmetry, but preserves U(1) phase symmetry
which gets broke only for a true CDW-ordered state. We
called such state chiral-nematic. We argued that the Kerr
angle is related to the antisymmetric component of the
Hall conductivity σxy−σyx, even when the C4 lattice ro-
tation symmetry is broken. We derived the expression for
θK for a system with incommensurate CDW order, and
demonstrated that the result only depends on the chiral-
nematic charge order parameter Υ. Therefore, even if the
CDW order is not yet developed, a preemptive composite
charge order already gives rise to a non-zero θK . We have
shown that a non-zero θK ∝ Υ is allowed by the symme-
try of chiral-nematic order, however microscopic analysis
is needed to determine the prefactor and verify that it
is not equal to zero. We demonstarted that a non-zero
θk emerges due to either impurity scattering or scatter-
ing by spin fluctuations, and one additionally needs ei-
ther skew scattering from the impurities or particle-hole
asymmetry. Since the chiral-nematic order produces spa-
tially oscillatory magnetic fields, the Kerr signal in our
case cannot be trained by a uniform magnetic field.
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Appendix A: Relating Kerr angle with Hall
conductivities in lattice systems
In a rotationally-invariant system, the polar Kerr ef-
fect is associated with time-reversal symmetry breaking,
and the Kerr angle θK , measured in the experiments,
is related to the antisymmetric component of the Hall
conductivity σxy − σyx (Refs. [68,51]). In this Appendix
we derive the expression for the Kerr angle θK for a sys-
tem that is generally not rotationally invariant and prove
that it is still proportional to antisymmetric off-diagonal
component of the conductivity tensor σxy − σyx.
For a system that breaks both C4 symmetry and time-
reversal symmetry the conductivity tensor is given by
↔
σ=
(
σxx σxy
σyx σyy
)
, (A1)
The the diagonal conductivities σxx and σyy are not nec-
essarily the same and the Hall conductivities σxy and
σyx generally have both a symmetric and antisymmet-
ric components, i.e, σxy + σyx and σxy − σyx are both
non-zero.
1. Kerr angle in a C4 invariant system
For a lattice system which preserves C4 invariance,
σxx = σyy and σxy = −σyx. The “traditional” way71
to define the Kerr angle is the following. One shines a
linearly polarized light onto the surface. The incident lin-
early polarized light can be thought of as a superposition
of left- and right-circularly polarized lights. The two cir-
cularly polarized lights are eigenmodes for this rotational
invariant system and under reflection they are rotated
differently, with the angular difference ∆φ. When they
are combined back together, the resulting new linearly-
polarized light will be rotated by θK = ∆φ/2. The rela-
tive rotation ∆φ can expressed as
∆φ = Im
(
r˜−
r˜+
− 1
)
, (A2)
where r˜± are complex reflectivities for left- and right-
modes, respectively. From electrodynamics we have r˜± =
(n˜± − 1)/(n˜± + 1), where n˜± are the complex indices of
refraction. Using this relation, we express the Kerr angle
12
as
θK = ∆φ/2 =
1
2
Im
(
r˜−
r˜+
− 1
)
= Im
(
n˜− − n˜+
n˜+n˜− − 1
)
. (A3)
We also know from electrodynamics that the complex
indices of refraction satisfy n˜2± = ǫ˜±, where ǫ˜± is the
complex dielectric constant. The complex dielectric con-
stant can in turn be written as ǫ˜± = ǫ + i
4pi
ω σ±, where
ǫ is the conventional dielectric constant, ω is the light
frequency, and σ± ≡ σxx± iσxy are the eigenvalues of ↔σ .
We obtain,
n˜− − n˜+ ≈ 4π
ωn
σxy, (A4)
where we have assumed that n˜± ≈ n are close in value
and predominantly real. Plugging Eq. (A4) into Eq. (A3)
we obtain,
θK =
2λ
c
Im
[
σxy
n(n2 − 1)
]
, (A5)
where λ is the wavelength of the incident light, c is the
speed of light, and σxy = σxy(ω) = −σyx(ω) is the Hall
conductivity at the light frequency ω.
2. Kerr angle in a system with broken C4
symmetry
For a system with broken C4 symmetry the above anal-
ysis is inadequate. If we simply follow the same experi-
mental method, we find that the Kerr angle defined this
way will depend on both diagonal and off-diagonal ele-
ment of the conductivity tensor, which means both ro-
tational symmetry breaking and time-reversal symmetry
breaking contributes to the “Kerr angle”. What is even
worse, this “Kerr angle” depends on the polarization di-
rection of the incident light. This means this traditional
experiment mixes contributions from rotation symmetry
breaking and time-reversal symmetry breaking.
In the experiment carried out by Kapitulnik group60,61,
the Kerr angle is measured by a more sophisticated tech-
nique. Instead of directly shining the linearly-polarized
light unto the sample, they use a quarter-wave plate
to transform the incident light into circularly polarized
light. They shine left and right polarized light on the
surface and measure the relative phase shift between
them off reflection. Since in two dimensions left and
right circularly-polarized lights are connected by time-
reversal, this experiment by definition measures time-
reversal symmetry breaking and is immune to C4 lattice
symmetry breaking.
We briefly recapitulate their setup. Linearly-polarized
light with polarization (1, 1) passes through a phase mod-
ulator and is split equally into two perpendicular polar-
izations along the “fast” axis (1, 0) and “slow” axis (0, 1)
axes of the phase modulator. We label these two modes
as 1 and 2 and all the subsequent devices are carefully
aligned such that modes 1 and 2 do not get mixed. The
phase modulator introduces a spatial separation and rel-
ative phase shift φ1 between modes 1 and 2, which is
oscillating in time with frequency ωn,
φ1(t) = φn sin(ωnt). (A6)
The two modes exiting the phase modulator are in-
coherent, since the spatial separation between them is
larger than the coherent length of the laser beam. These
two modes are transmitted by a 10-m-long polarization-
maintaining (PM) optical fiber. Both modes then go
through a carefully aligned quarter-wave plate and be-
come circularly-polarized incident modes on the sample
surface. Off reflection, these two circular modes gener-
ally become distorted and go through the quarter-wave
plate again. At this point, the mode 1(2) that traveled
along the fast (slow) axis now will have to travel along
slow (fast) axis, in order to become coherent with each
other again. Due to reflection, mode 1 acquires a phase
shift ∆φ compared to mode 2, and we define it as twice
the Kerr angle
∆φ ≡ 2θK . (A7)
To experimentally determine the value of this an-
gle, they transmit these reflections back along the same
path to the phase modulator, and then to the detec-
tor. They tune the time it takes to travel back to
the phase modulator, such that after passing it again,
modes 1 and 2 receive an additional relative phase shift
of exactly the same amount. Upon exiting the phase
modulator, modes 1 and 2 have traveled exactly the
same length and become coherent. They have an over-
all phase difference of 2φn sin(ωnt) + 2θK . Labeling fast
and slow axes as (1, 0) and (0, 1), we find that polariza-
tion of the resulting light exiting the phase modulator
is (− exp[i(2φn sin(ωnt) + 2θK)], 1)eiωt. Next this light
passes a half-wave plate and a linear polarizer oriented
at 45◦, which projects the amplitude onto (1,1) direc-
tion, and then is picked up by the detector. The exiting
amplitude is then
E(t) = En(t)e
iωt
=
1√
2
{1− exp[i(2φn sin(ωnt) + 2θK)]}eiωt. (A8)
The detector will average out the fast oscillation eiωt with
light frequency ω ∼ 1014Hz. The intensity sensed by the
detector is varying at a much slower frequency ωn and
can be expressed as
I(t) =|En(t)|2
∝1− cos 2θK cos[2φn sin(ωnt)]
+ sin 2θK sin[2φn sin(ωnt)]. (A9)
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Expanding this in first and second order harmonics in ωn
using the Jacobi-Anger identity, we find that
θK =
1
2
arctan
[
J2(2φn)Iωn
J1(2φn)I2ωn
]
, (A10)
where J ’s are Bessel functions, and Iωn and I2ωn are first
and second Fourier components of I(t). This is Eq. (1) of
Ref. [61], and they used this equation to determine θK .
Next we derive the expression of the Kerr angle θK ≡
∆φ/2, measured this way, in terms of conductivities. For
the convenience of presentation, we introduce a new set
of coordinates in which the fast axis is along (1, 1) and
the slow axis is along (−1, 1).
Passing through the quarter-wave plate for the first
time, the linear modes E1 = (1, 1) and E2 = (−1, 1)
become circular, E˜1 = (1, i) and E˜2 = (−1, i). For a
C4 invariant system the conductivity tensor is antisym-
metric. In this case the left- and right-circularly lights
E˜1 = (1, i) and E˜2 = (−1, i) are eigenmodes of the sys-
tem. Off reflection, both of them stay circularly polarized
and merely receive a relative phase shift, which can be
expressed in terms of reflectivities, like in Eq. (A1).
Without rotation invariance, circular modes 1 and 2
are not eigenmodes of
↔
σ and do not simply get multiplied
by phase factors after reflection. For each of the modes,
the way to proceed is to decompose it into eigenmodes of
the conductivity tensor, study how they separately get
rotated, and then combine the two phase-shifted eigen-
modes back. The eigenmodes of the conductivity tensor
(A1) are
E˜± =
(
1
∆σ±iΣxy
σxy
)
, (A11)
where ∆σ ≡ (σxx−σyy)/2, and iΣxy ≡
√
σxyσyx +∆σ2.
The corresponding eigenvalues of the conductivity tensor
is found to be
σ± = (σxx + σyy)/2± iΣxy. (A12)
Let us consider how mode 1 (the fast mode) behave
after reflection. The wave function of mode 1 can be
written as
E˜1 = (1, i) = aE˜+ + bE˜−, (A13)
where
a =
σxy +Σxy + i∆σ
2Σxy
, b =
−σxy +Σxy − i∆σ
2Σxy
.
(A14)
When the two modes E˜± are reflected from the surface,
they acquire a relative factor,
E˜′1 = aE˜+ + be
i∆φ˜E˜−, (A15)
We assume that ∆φ˜ is small but not necessarily real.
Using standard procedures we find
i∆φ˜ ≈ r˜−
r˜+
− 1 =
(
n˜− − 1
n˜− + 1
n˜+ + 1
n˜+ − 1
)
− 1
≈2(n˜− − n˜+)
n2 − 1 ≈
ǫ˜− − ǫ˜+
n(n2 − 1)
=
8π
ω
Σxy
n(n2 − 1) , (A16)
where r˜± is reflectivity, n˜± =
√
ǫ˜± is the index of re-
fraction, and ǫ˜± = ǫ + i
4pi
ω σ± is the complex dielectric
constant, where ω is the frequency of the light. We have
assumed in the second line that n˜+ ≈ n˜− ≈ n. Sub-
sequently, the reflected mode 1 goes through the same
quarter-wave plate for the second time, and, as a result,
E˜± gets converted into
E± =
(
1
i∆σ∓Σxy
σxy
)
. (A17)
At this step, the polarization of mode 1 becomes
E′1 = aE+ + be
i∆φ˜E−. (A18)
Combining results from Eqs. (A14,A17,A18), we find
E′1 =
ei∆
φ˜
2
Σxy
[
Σxy cos∆
φ˜
2
+ i(σxy − i∆σ) sin∆ φ˜
2
,
(
∆σ + i
Σ2xy +∆σ
2
σxy
)
sin∆
φ˜
2
− Σxy cos∆ φ˜
2
]
.
(A19)
We recall that mode 1 traveled through the fast axis of
the phase modulator and PM cable, and only its compo-
nent along slow axis now can travel back to coherently in-
terfere with the counterpart of mode 2. Projecting mode
1 onto the slow axis (−1, 1), we find that
E′′1 =−
ei∆
φ˜
2
Σxy
[
Σxy cos∆
φ˜
2
− iσxy − σyx
2
sin∆
φ˜
2
]
× (−1, 1), (A20)
where we have used Σ2xy = −σxyσyx − ∆σ2. It is easy
to verify that for a special case with C4 symmetry, E
′′
1 =
(1,−1) as expected.
The same consideration applies equally to mode 2, and
its coherent part is
E′′2 =−
ei∆
φ˜
2
Σxy
[
Σxy cos∆
φ˜
2
+ i
σxy − σyx
2
sin∆
φ˜
2
]
× (1, 1). (A21)
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The relative phase shift between E′′2 and E
′′
1 is defined
as twice the Kerr angle. Using (A20) and (A21) and
assuming that ∆φ˜ and θK are small we obtain
1 + 2iθK ≈ exp (2iθK) = |E
′′
2 |
|E′′1 |
≈ 1 +
(
σxy − σyx
2Σxy
)
i∆φ˜.
(A22)
We are only interested in the real part of θK . Using the
result from Eq. (A16), we find that
θK =
λ
c
Im
[
σxy − σyx
n(n2 − 1)
]
, (A23)
where the Hall conductivities are taken at the light fre-
quency σxy = σxy(ω). We see that Σxy, which contains
the diagonal part of the conductivity tensor, gets can-
celed out. It is easy to verify that σxy(ω) − σyx(ω) is
invariant under rotations in the xy plane. Therefore, Eq.
(1) is independent on the polarization of the incident light
or the choice of coordinate system x and y.
Appendix B: Derivation of Eq. (31)
In this appendix we provide a more rigorous derivation
of Eq. (31). We start with Eq. (30),
γ(ωm) =T
∑
Ω′m
1
|Ω′m|
ωm
(Ω′m)
2 − ω2m/4
. (B1)
We convert the frequency summation into a contour in-
tegral
γ(ωm) = − 1
2πi
∮
C
dz
eβz+δ + 1
1
| − iz|
ωm
z2 + ω2m/4
, (B2)
where β = 1/T . We added δ → 0 to the argument of the
exponent to avoid unphysical divergencies (see below).
The integration contour C is shown in Fig. 6. We
can equivalently replace C with three contours: C1 and
C2 are around two poles at ±ωm/2, and C3 is around a
branch cut along the real axis. We show these contours
in Fig. 6.
Contour integrals over C1 and C2 yield, respectively,
γ1(ωm) =
−i
eiβωm/2+δ + 1
2
|ωm|
γ2(ωm) =
i
e−iβωm/2+δ + 1
2
|ωm| . (B3)
Using the fact that ωm = 2mπT , we find that these two
terms cancel out. The presence of δ is essential here
as without it both γ1 and γ2 would diverge. To obtain
γ(ωm) we then only need to integrate over the branch cut
 δ
C3
C
C1
C2
FIG. 6. The integration contour of Eq. (B2), in red dashed
line, and the integration contour of Eqs. (B3,B4), in black
solid lines.
along the contour C3. We find
γ(ωm) =
−1
2πi
∫ ∞
−∞
dz
eβz + 1
ωm
z2 + ω2m/4
×
[
1√
−(z + i0)2 −
1√
−(z − i0)2
]
=
1
π
∫ ∞
−∞
dz
eβz + 1
ωm
z2 + ω2m/4
× 1
z
=− 1
2π
∫ ∞
−∞
dz tanh(βz/2)
z
ωm
z2 + ω2m/4
, (B4)
where in the last step we have used f(z) ≡ 1/(eβz+1) =
[1 − tanh(βz/2)]/2. Evaluating this integral in the limit
βωm ≫ 1, we find,
γ(ωm) = − 4
πωm
log
|ωm|
T
. (B5)
This is Eq. (31) in the main text.
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