Let P be a polar space induced by a quasipolarity on a projective space G. In this article, we give sufficient conditions for an embedding (i.e. an incidence-preserving map which is injective on points and lines) of P into a projective space H to be extendable to an incidencepreserving map from G to H. As a consequence, we obtain conditions for such an embedding to be induced by a semilinear map between the overlying vector spaces.
Introduction
The classification of polar spaces, initiated by Veldkamp in [22] , developed and simplified in subsequent classical works (see in particular [21] , [7] , [1] , [3] and [8] ), has widely contributed to demonstrate the importance of embedding polar spaces into projective spaces. A relaxation of the original notion of embedding was proposed by Lefèvre-Percsy in [12] and led to the classification of weakly embedded finite polar spaces in [11] . The definition was simplified and the classification extended by Thas and Van Maldeghem in [17] . Generalisation to the infinite case was proposed by Steinbach in [15] , where the author gives sufficient conditions for a weak embedding to be induced by a semilinear map between the overlying vector spaces. The scope of this theorem was extended to polar spaces with a radical in [16] , a result which can be compared to the one presented in [18] . However, despite their name, weak embeddings demonstrate a rigid behaviour which is very similar to that of the proper embeddings of [4] (see for example [14] ). Thus, it is natural to consider the original question with a weaker notion of embedding. This has been done successfully in the finite case in [20] by using lax embeddings instead of the so-called weak ones. In the present article, we use a notion of embedding quite similar to these lax embeddings but also to the embeddings of [4] . The main result presented here can be seen as an extension of the work of Steinbach to this more general context.
We begin by recalling the basic notations that will be used throughout this article (for the definitions of semilinear maps and morphisms of projective spaces, we refer to [4] ; for those concerning polar spaces and quasipolarities, see [2] ). We will denote by P a subspace of a polar space induced by a quasipolarity π on a projective space G. In such a case, the lines are all determined by two of their points. Thus, the line through points a and b of a polar space P will be denoted by a * b, whereas a * b = ∅ if a and b are noncollinear and a * b = {a} if a = b (a presentation of polar spaces from this point of view may be found in [5] ); moreover, it will be convenient to write a b when the subset we are considering is a line of G. If a is an element of G, we will write a ⊥ instead of a π ∩ P ; this notation is coherent, as a ⊥ is the usual subspace {b ∈ P | a * b = ∅} if a ∈ P . Furthermore, if E is a subset of a polar space P , C(E) will designate the subspace of P spanned by E; if E is seen as a subset of the projective space G, the corresponding subspace will be denoted by E . The projective space naturally associated to a vector space V will be written P(V ). If q is a pseudoquadratic form, ψ will denote its associated hermitian form, and the induced polar spaces will be designated by P q and P ψ respectively. Finally, an injective map g : P → H (where P is a polar space and H a projective space) is an embedding if whenever a * b = ∅ we have c ∈ a * b ⇐⇒ g(c) ∈ g(a) g(b). In other words, it is an incidence-preserving map which is injective on points and lines. Note that the term lax embedding is usually used to describe such maps with the additional condition that g(P ) spans H (see for example [13] ).
In the next section, we present our main result and illustrate some of its different aspects. In the last two sections, we give an elementary proof of this result which makes a systematic use of the Desargues property and of its dual.
Main result and examples
Before stating our main result, we introduce the following definition.
2.1 Definition. Let P be a polar space induced by a quasipolarity on a projective space G. A ghost line of P is a subset of the form (a b) ∩ P where a, b ∈ P are two non-collinear points. A ghost plane of P is a subset of the form a, b * c ∩ P where a, b, c ∈ P are such that b, c are two collinear points and a / ∈ {b, c} ⊥ . Note that when the term plane is used alone, it designates a singular subspace spanned by three non-collinear points.
An embedding g : P → H is said to preserve the ghost line (a b) ∩ P if c ∈ (a b) ∩ P implies that g(c) ∈ g(a) g(b). By a slight abuse, we will say that g preserves a ghost plane δ if it preserves all the ghost lines of δ.
Remark.
Under some mild conditions, in particular nondegeneracy of the polar space, it is well-known that (a b) ∩ P = {a, b} ⊥⊥ for a, b ∈ P . It follows that the ghost lines of P are exactly its hyperbolic lines. However, if the radical of the polar space is non-empty, the equality does not hold anymore. As the polar spaces that we consider are not necessarily nondegenerate, we coined the term "ghost line" to describe such subsets.
Main Theorem.
Let P be a subspace of a polar space induced by a quasipolarity π on an irreducible projective space G, and g : P → H an embedding into an arguesian projective space. Suppose that P contains a plane, that there exists a line of P disjoint from rad(P ) and that g preserves a ghost plane. Suppose furthermore that c ∈ G \ P implies P ⊆ π(c) and that c ∈ G \ P, a ∈ P \ π(c) implies there exists b ∈ P with c ∈ a b.
Then there exists a unique morphism of projective spaces f :
The following vectorial form of this result shows that the hypotheses of the theorem are rather natural.
Theorem.
Let V and W be vector spaces, q a pseudoquadratic form on V , and P a polar space of the form P = P ψ , or P = P q with rad(P q ) = rad(P ψ ). Suppose that P contains a plane and that there exists a line of P disjoint from rad(P ).
Then every embedding g : P → P(W ) that preserves a ghost plane is induced by an injective semilinear map f : V → W . Furthermore, f is unique up to scalar multiplication.
Proof. This result follows almost directly from the previous one. Indeed, most of its hypotheses are immediate on the projective space level (recall that if P q is non-singular, it is a subspace of a polar space induced by a quasipolarity on P(V ), namely P ψ ). In particular, the hypothesis "c ∈ G \ P, a ∈ P \ π(c) implies there exists b ∈ P with c ∈ a b" follows from [21] , Lemma 8.1.6. Furthermore, the fundamental theorem of projective geometry (see for example [4] , Theorem 10.1.3) allows us to lift the injective morphism g : P(V ) → P(W ) (with empty kernel) to an injective semilinear map f : V → W , unique up to scalar multiplication.
Examples.
Although each hypothesis is used in the proof of the theorem, it is not certain a priori that they are all necessary. The first four examples illustrate the independence of the more restrictive of the hypotheses under the assumption that the conclusion is true (this remark is particularly pertinent in Example 4, where we have an embedding which is induced by a morphism of projective spaces -in the sense of [4] ; but this morphism is not injective). The last example shows that it is not reasonable to expect the extension of g to be an embedding as well.
The induced polar space P ψ is a 4×4 grid. This structure can be embedded in many ways into a projective space P(W ) (of rank at least 3) with W a vector space over a field of characteristic distinct from 3 (and of cardinality at least 4). This example motivates the presence of singular planes at the source. (For a similar example with a symplectic form on F 4 2 , see the "universal weak embedding" described in [19] , Section 1.) 2. Let α ∈ F 9 be such that α 2 = −1 and τ : F 9 → F 9 the automorphism given by
The induced polar space P ψ consists of 28 singular planes which all intersect in the line forming the radical. Setting W = V , it is easy to construct an embedding g : P ψ → P(W ) such that there exists a line of P(V ) that is not preserved by g (sending 27 of the singular planes onto themselves, the image of the last one can be chosen so that a collinearity relation of P(V ) is not preserved). This example illustrates the need in the hypotheses of a line disjoint from the radical.
3. On the vector space V = F 2n 2 (with n ≥ 3), define the symplectic form
. The polar space P ψ then satisfies all the hypotheses of the theorem. Consider now the map f :
induces an embedding g : P ψ → P(W ). The map g : P(V ) → P(W ) does not preserve all the lines of P(V ). Luckily, the hypothesis on preservation of ghost lines excludes this case.
, consider the pseudoquadratic form q given by φ(u, v) = n i=1 u 2i−1 v 2i + u 2n+1 v 2n+1 , = 1 and σ = id. Setting W = F 2n 2 , the projection f : V → W on the 2n first coordinates induces an embedding g : P q → P(W ). However, f induces a partial map on the projective spaces g : P(V ) \ P(ker(f )) → P(W ) which moreover is not injective. In this case, it is the hypothesis rad(P q ) = rad(P ψ ) that is not satisfied.
Then f induces an embedding g : P ψ → P(W ), but its extension g : P(V ) → P(W ) is not an embedding (see [4] , Example 7.2.10).
Ghost lines and ghost planes
It is clear that preservation of all ghost lines is a necessary condition for an embedding to be induced by a semilinear map. In this section, we show that it is sufficient to preserve one ghost plane to fulfill this condition.
Lemma.
Let P be a subspace of a polar space induced by a quasipolarity on an irreducible projective space G, and g : P → H an embedding into an arguesian projective space. Let l = (a b) ∩ P be a ghost line and p, q ∈ {a, b} ⊥ two collinear points. If g preserves the ghost plane δ = a, b * p ∩ P , then g preserves every ghost line in ∆ = a, b, p, q ∩ P .
Proof. We first remark that any ghost line of ∆ can be written as (a b ) ∩ P with a ∈ C(a, p, q) and b ∈ C(b, p, q).
Let l = (a b ) ∩ P be a ghost line with b ∈ b * q and c ∈ l ; there exists a point c ∈ l such that c ∈ c * q. We want to show that g(c ) ∈ g(a) g(b ). As g already preserves l, we can suppose that b = b , so c = c ; we can also choose a third point c on c * p and there exists r ∈ (c * c ) ∩ (p * q). Thus, we can find a point b ∈ (b * r) ∩ (b * p). Since G contains ∆, it must be arguesian. By remarking that the respective sides of the two triangles formed by the sets {b, b , b } and {c, c , c } intersect in the three collinear points q, p, r, we conclude that c ∈ a b . As g is an embedding, the same situation is reproduced in the image, namely the sets {g(b), g(b ), g(b )} and {g(c), g(c ), g(c )} form two triangles whose respective sides intersect in three collinear points. As every ghost line of δ is preserved, we have {g(a)} = (g(b) g(c)) ∩ (g(b ) g(c )). By hypothesis, H is arguesian so we can conclude that g(a), g(b ) and g(c ) are collinear.
The preceding argument can be repeated whenever the ghost line l intersects δ. Indeed, if l is not contained in δ, we can name a their intersection and b any another point of l . Moreover, the line q * b intersects δ in a point b.
We are then in the situation of the previous paragraph and can proceed as before.
Finally, consider the case where l = (a b ) ∩ P is a ghost line that does not intersect δ (i.e. the intersection of l and δ is in G \ P ), and let c be a third point on the ghost line l . To simplify the notations, we set a = (a * q) ∩ δ and b = (b * q) ∩ (a c ). By choosing a third point a on a * p, we can find r ∈ (a * a ) ∩ (p * q) and b ∈ (b * r) ∩ (b * p). Since G is arguesian, we observe that c ∈ a * b . Furthermore, by the preceding point, we have that {g(c )} = (g(a) g(b)) ∩ (g (a ) g(b ) ). Thus, we can conclude that g(c ) ∈ g(a ) g(b ) because H is arguesian.
Proposition.
Let P be a subspace of a polar space induced by a quasipolarity on an irreducible projective space G, and g : P → H an embedding into an arguesian projective space. Suppose that P contains a plane and that there exists a line of P disjoint from rad(P ). If g preserves a ghost plane, then g preserves every ghost line of P .
Proof. Denote by a, b * p ∩ P the ghost plane preserved by g. As P is a polar space, by renaming the points we can suppose that a ∈ p ⊥ \ b ⊥ . Since P contains a plane, there exists a point q ∈ {a, b, p} ⊥ distinct from p. By the lemma, every ghost line in ∆ = a, b, p, q ∩ P is preserved by g.
We first consider the case where the ghost line l = (a b ) ∩ P intersects ∆ in a point c . By renaming the points if necessary, we can assume that a , b , c are distinct, that a / ∈ ∆, and that c is in a singular plane C(c, p, q) distinct from C(a, p, q) (where c ∈ a b).
Suppose that a / ∈ p ⊥ and c / ∈ p * q. We observe that a is collinear with a point a distinct from p on a * p, and c is collinear with a point r distinct from a on a * a . Denote by q the point on p * q collinear with r. The subspace ∆ = a , c , q , r ∩ P intersects ∆ in a ghost plane (which is preserved by g), so that ∆ satisfies the hypothesis of the lemma. Since l is contained in ∆ , we can conclude that it is preserved by g.
If a /
∈ p ⊥ but c ∈ p * q, there exists a point c on c * c different from c that is non-collinear with a . So we can proceed as in the preceding paragraph and conclude that the ghost lines of the subspace ∆ = a , c , q , r ∩ P are preserved by g. We remark now that l intersects ∆ in a / ∈ r * q and c / ∈ r ⊥ . Thus, we are in the situation of the previous paragraph again, and we can conclude that l is preserved by g.
We can suppose now that a ∈ {p, q} ⊥ (indeed, if a ∈ p ⊥ \q ⊥ we can proceed as before by exchanging p and q). Let also q be a point on p * q such that c ∈ c * q . We can assume that p / ∈ rad(P ): indeed, if q / ∈ rad(P ) we only need to interchange p and q; otherwise, by using the line l of P not intersecting rad(P ), it is possible to find a point p ∈ {a, b} ⊥ \ rad(P ) such that every ghost line of a, b, q, p ∩ P is preserved by g (by Lemma 3.1); by replacing p by p and q by q , we are done. It is easy to check then that a * p does not intersect the radical. Thus, let d be a third point on a * p. By [7] , Proposition 3.1, there exists r ∈ P collinear with d but with neither a nor p. In fact, since c is collinear with p but not with a , we can choose r to be collinear with c . Denote by a the point of a * p collinear with r, and by r the point of p * q collinear with r. As ∆ = a , c , r, r ∩ P intersects ∆ in a ghost plane, its ghost lines are all preserved by g. Finally, l intersects ∆ and a is not collinear with r, so we can reason as above and conclude that l is indeed preserved by g.
In each of the preceding cases, we constructed a subspace of P of the form p 1 , p 2 , p 3 , p 4 ∩ P (where p 1 and p 2 are non-collinear, belong to {p 3 , p 4 } ⊥ , and p 3 = p 4 are collinear) containing the ghost line intersecting ∆. Thus, if l = (a * b ) ∩ P is any ghost line, there exists a subspace p 1 , p 2 , p 3 , p 4 ∩ P containing a whose ghost lines are all preserved by g. Naturally, l intersects this subspace, and we can proceed as before to conclude that it is preserved by g.
3.3 Remark. If P is given by a symplectic form, the embedding g is already defined on all the points of G, so in this case the preceding proposition is sufficient to prove the Theorem.
On the other hand, if P is given by an orthogonal form, each ghost line intersects P in exactly two points. Thus, all the ghost lines of P are automatically preserved in this case, and we do not need this section to prove the Theorem (however, similar arguments are used further on).
Proof of the Main Theorem
The extension f of g is defined in a standard way. In fact, its construction implies that the extension is unique.
Construction. Naturally, if c ∈ P , we define f (c) := g(c). If c ∈ G \ P , we define f (c) as follows.
By hypothesis, there exist a, b ∈ P such that c ∈ a b. As P is induced by a quasipolarity on G and c / ∈ P , the points a and b are non-collinear. Furthermore, there exists a point p ∈ {a, b} ⊥ , and since G is irreducible, there exists a third point a on a * p. Thus, we can find b ∈ b * p with c ∈ a b . Finally, by using that g is an embedding, we observe that g(a) g(b) and g(a ) g(b ) intersect in a unique point which we define as f (c).
The proof of the theorem is split into two propositions: Proposition 4.1, in which we show that f is well-defined, and Proposition 4.2 in which we verify that f preserves collinearity and is injective. Since the methods that are used are either standard or similar to those used in the preceding section, we do not insist on all the details.
Proposition.
Let P be a subspace of a polar space induced by a quasipolarity on an irreducible projective space G, and g : P → H an embedding into an arguesian projective space. Suppose that P contains a plane, that there exists a line of P disjoint from rad(P ) and that g preserves a ghost plane. Then the map f is well-defined (i.e. f (c) does not depend on the choices of the points a, a , b, b and p used in its construction).
Proof. The notations refer to those given in the construction of f (c). We first note that if a ∈ a * p and b ∈ b * p are such that c ∈ a b , then f (c) ∈ f (a ) f (b ). Indeed, consider an auxiliary point q ∈ {a, b, q} ⊥ distinct from p, and a , b third points on a * q and b * q respectively such that c ∈ a b . By using the triangles given by the vertices {a, a , a } and {b, b , b } and the fact that H is arguesian, it is easy to see that f (c), f (a ) = g(a ) and f (b ) = g(b ) are collinear. By reasoning a second time in a similar way, we can conclude that f (c), f (a ) = g(a ) and f (b ) = g(b ) are collinear.
This remark combined with the preservation of every ghost line contained in δ = a, b * p ∩ P (see Proposition 3.2) yields that if c ∈ a b with a , b ∈ δ, then f (c) ∈ g(a ) g(b ). Consider now the subspace ∆ = a, b, p, q ∩ P , where q is a point disjoint from p such that p * q = ∅. The same arguments as in the proof of Lemma 3.1 can be used to show that if a line is of the form a b with a , b ∈ ∆, then c ∈ a b implies f (c) ∈ g(a ) g(b ); in other words, the preservation of certain collinearity relations by g can be extended from a plane to a rank 4 subspace of G. By reasoning as in the proof of Proposition 3.2, we can see that the same is true for any a , b ∈ P with c ∈ a b . Thus, f is well-defined.
Moreover, the restriction of f to the line a b is injective.
Proof. Let a, b, c ∈ G be such that c ∈ a b. We consider three cases.
Case |(a b)∩P | ≥ 2. Denote by p, q two points in the intersection (a b)∩P . The definition of f (c) for c / ∈ P then yields that the restriction of f to a b = p q is injective, so we can write f (a) f (b) = f (p) f (q). Therefore, we can conclude that f (c) ∈ f (a) f (b) by Proposition 3.2 or 4.1 depending on whether c ∈ P or not.
Case |(a b) ∩ P | = 1. Suppose first that we have a ∈ P and b, c ∈ G \ P . We remark that there exists p ∈ a ⊥ \ b ⊥ . Indeed, suppose that a ⊥ ⊆ b ⊥ . We then have π(a) ⊆ π(b) (see for example [2] , Lemmas 2.5, 2.8 and Theorem 3.15), which implies that π(a) = π(b) because π(b) = G (recall that b / ∈ P ). As π is a homomorphism of projective spaces (see [4] , Proposition 11.3.5), there exists a point c ∈ (a b) ∩ rad(P ), and we have a = c. But then a b = a * c implies that b ∈ P , a contradiction.
Thus, let p ∈ a ⊥ \ b ⊥ and q ∈ P such that b ∈ p q. As b ∈ G \ P , we must have a ∈ π(b) (or else |(a b) ∩ P | ≥ 2), so q ∈ a ⊥ . Since P contains a plane, there exists a point s ∈ {a, p, q} ⊥ distinct from a. Let p and q be third points on p * s and q * s respectively, such that b ∈ p q . There exist r ∈ p * a with r = a such that c ∈ q r, and r ∈ p * a with r = a such that c ∈ q r . By considering the triangles {p, q, r} and {p , q , r } and using the Desargues property in H, we can conclude that f (b), f (a) = g(a) and f (c) are collinear.
The injectivity of f on the line a b follows from this construction, so that we can extend the above argument to the case where a / ∈ P by using an auxiliary point a ∈ (a b) ∩ P .
Case |(a b) ∩ P | = ∅. Let p ∈ P \ a ⊥ and q ∈ P with a ∈ p q. On a line of P through p, choose another point p / ∈ a ⊥ (as every line of P contains at least three points, such a point exists). Denote by s the point on p * p collinear with q; thus, there exists a point q ∈ q * s such that a ∈ p q . Let r denote the intersection of b p and c q, and r the intersection of b p and c q . By considering the triangles {p, q, r} and {p , q , r } and using the Desargues property in H (combined with on of the preceding cases, depending on whether r r intersects P in one or more points), we conclude that f (b), f (a) = g(a) and f (c) are collinear.
Finally, since f is injective on the lines c p and c q, we have that f is injective on a b.
