In asynchronous physical-layer network coding (APNC) systems, the symbols from multiple transmitters to a common receiver may be misaligned. Knowledge of the amount of symbol misalignment, hence its estimation, is important to PNC decoding. This paper addresses the problems of symbolmisalignment estimation and optimal PNC decoding given the misalignment estimate, assuming the APNC system uses the root-raised-cosine pulse to carry signals (RRC-APNC). Our contributions are as follows. First, we put forth an optimal symbol-misalignment estimator that makes use of double baudrate samples. Second, we devise optimal RRC-APNC decoders in the presence of non-exact symbol-misalignment estimates. In particular, we show how to whiten the colored noise in the double baud-rate samples to simplify the design of optimal decoders. Third, we investigate the decoding performance of various estimation-and-decoding schemes for RRC-APNC. Extensive simulations show that: 1) our double baud-rate estimator yields substantially more accurate symbol-misalignment estimates than the baud-rate estimator does; the mean square error gains are up to 8 dB and 2) an overall estimation-and-decoding scheme in which both estimation and decoding are based on double baudrate samples yields much better performance than other schemes. Compared with a scheme in which both estimation and decoding are based on baud-rate samples, the double baud-rate sampling scheme yields 4.5 dB gains on symbol error rate performance in an additive white Gaussian noise channel, and 2 dB gains on packet error rate performance in a Rayleigh fading channel.
I. INTRODUCTION
P HYSICAL-LAYER Network Coding (PNC) improves throughput in wireless networks by turning interference into useful network-coded messages [1] , [2] . A simple network in which PNC can be applied is the two-way relay network (TWRN), where two end nodes exchange information via a relay. When TWRN is operated with PNC, the information exchanges are divided into two phases: the uplink and the downlink, as illustrated in Fig. 1 . In the uplink phase, two end nodes transmit their messages to a relay simultaneously, and the relay tries to decode a network-coded message based on the overlapped signals received from the two end nodes. In the downlink phase, the relay broadcasts the network-coded message to both end nodes, and each end node extracts the other node's message using its pre-stored self-message and the received network-coded message. Compared with traditional relaying, PNC minimizes the time slots needed to exchange information in TWRN, and hence boosts the throughput [3] .
PNC with asynchrony is termed Asynchronous PNC (APNC) [4] . APNC does away with tight synchronization of the transmission times of the two end nodes. As a result, the transmitted signals from the two end nodes may arrive at the relay with a relative time offset (i.e., symbol misalignment). Recently, APNC that uses the root-raised-cosine (RRC) pulse has attracted much attention. Compared with APNC using the rectangular pulse [3] - [6] , APNC with the RRC pulse (RRC-APNC) is more spectrally efficient.
Research efforts on RRC-APNC have focused on two issues critical to its inner workings, namely, accurate symbolmisalignment estimation [7] - [9] and optimal PNC decoding under Inter-Symbol Interference (ISI) [10] , [11] . This paper makes advances on the solutions to these two problems, as elaborated below.
A. Symbol-Misalignment Estimation
Estimating the symbol misalignment is crucial in APNC because accurate estimate is required for good PNC decoding performance. Symbol misalignment estimators for RRC-APNC based on oversampling were proposed in [7] and [8] . These estimators are highly complex owing to the oversampling. In [8] , simulations showed that as much as 8-times oversampling is needed for accurate estimation. Our earlier work [9] presented a maximum likelihood (ML) Fig. 1 .
The uplink and downlink of PNC in a TWRN. In the uplink, nodes A and B transmit their messages s A and s B simultaneously, and the relay R maps the overlapped signals to a network-coded message f (s A , s B ). In the downlink, relay R broadcasts f (s A , s B ), and nodes A and B derive their counterpart's message from f (s A , s B ) and their own message, e.g., for node A, the target message s B 
estimator based on baud-rate sampling (i.e., no oversampling). This baud-rate estimator was shown to be able to achieve estimation accuracy comparable to that of the 8-times oversampling estimators in [7] and [8] .
An issue left open by [9] is that baud-rate sampling may not capture all the symbol misalignment information contained in the received signal when the RRC pulse is used. According to the Nyquist-Shannon sampling theorem, the Nyquist rate is the lower bound on the sampling rate that can guarantee no information loss when converting the continuous-time signal into the discrete-time signal (i.e., mathematically, the discretetime signal can be converted back to the continuous-time signal exactly) [12] . For the signals shaped by the raisedcosine (RC) pulse or the RRC pulse, the Nyquist rate is between the baud-rate and the double baud-rate (i.e., it is defined by a roll-off factor β within the range of 0 ≤ β ≤ 1). This observation suggests that (i) the baud-rate estimator in [9] may still be suboptimal and further improvement is possible with double baud-rate sampling for RRC-APNC; (ii) oversampling beyond the double-baud rate is not necessary because all signal information has already been captured with double baud-rate sampling.
With the above motivations, this paper puts forth an ML-optimal estimator that estimates symbol misalignment based on double baud-rate samples of the preamble. Simulation results show that this double baud-rate estimator substantially improves the symbol-misalignment estimation accuracy over the prior baud-rate estimator [9] . The meansquare-error (MSE) performance gains of the double baud-rate estimator over the baud-rate estimator are up to 8 dB under both AWGN and Rayleigh fading channels.
B. Optimal Decoders Under ISI
In APNC, following the symbol-misalignment estimator, a PNC decoder will then make use of the estimated symbol misalignment to perform PNC decoding. For a conventional point-to-point system using the RRC pulse, the optimal decoder is a symbol-by-symbol decoder since we could always sample at specific positions to eliminate the ISI [12] . However, for RRC-APNC, when the symbol boundaries of the two end nodes are not aligned, ISI is inevitable because there are no ISI-free sampling positions for both signals. Decoders designed for the ISI channel in RRC-APNC can be applied to harness useful information contained in the ISI. Two examples are the BCJR decoder in [10] and the MLSE decoder in [11] . In these papers, perfect knowledge of the symbol misalignment is assumed as prior information to the receiver, and hence the decoders are designed under an ideal setup, i.e., all the samples are collected at the exact symbol boundaries of one of the two end nodes. However, in practice, the symbol misalignment needs to be estimated and the exact symbol boundaries may not be known perfectly.
To fill this gap, our paper here investigates the design of optimal RRC-APNC decoders in the presence of nonexact symbol misalignment estimates. We construct a factor graph with a tree structure, from which a sum-product algorithm (SPA) can be devised to optimally decode the networkcoded messages. In particular, for the APNC decoder using double baud-rate samples, we prove and present a whitening transformation to whiten the colored noise. This whitening transformation involves only matrix decomposition and multiplication, hence is linear and computationally efficient.
C. Integration of Symbol-Misalignment Estimation and PNC Decoding
Prior work on APNC either focused on the issue of symbol-misalignment estimation or the issue of PNC decoding. The overall APNC system that takes into account the effect of symbol-misalignment estimation on PNC decoding was not studied. To fill this gap, this paper studies various integrated estimation-and-decoding solutions for RRC-APNC. Specifically, there are four possible solutions at the receiver: baud-rate estimation and baud-rate decoding (solution I); double baud-rate estimation and baud-rate decoding (solution II); baud-rate estimation and double baudrate decoding (solution III); double baud-rate estimation and double baud-rate decoding (solution IV). Our comprehensive simulations on these estimation-and-decoding solutions indicate that: (i) Practical RRC-APNC demands a large roll-off factor to enable feasible decoding when complexity 1 is taken into account. (ii) Under a large roll-off factor, double baud-rate decoding is indispensable for RRC-APNC. When β = 1, solution IV yields 4.5 dB symbol error rate (SER) gains over solution I in an AWGN channel, and 2.5 dB packet error rate (PER) gains over solution I in a flat Rayleigh fading channel. (iii) Under a large roll-off factor, solution IV yields considerable improvements on decoding performance over solution III. When β = 1, the SER performance gains are up to 2 dB in an AWGN channel, the PER performance gains are up to 1 dB in a flat Rayleigh fading channel.
The remainder of this paper is organized in the following manner. Section II presents the RRC-APNC system model. Section III details our double baud-rate symbol-misalignment estimators. Section IV devises the optimal RRC-APNC decoders in the presence of non-exact misalignment estimates. Numerical results are also presented in Section III and IV. Section V concludes this paper.
II. SYSTEM MODEL
We study the TWRN as shown in Fig. 1 , where PNC is applied to enable the information exchanges between two end Fig. 2 . System model for the uplink of a TWRN operated with PNC where the symbols of nodes A and B arrive at the relay R with a relative time offset (i.e., symbol misalignment). We assume nodes A and B use practical RRC pulse shapes. nodes A and B with the help of a relay R. In particular, time domain RRC pulses are adopted by both nodes A and B. In the PNC uplink, nodes A and B transmit the RRC pulseshaped signals to the relay R simultaneously, and there is a symbol misalignment between the signals of nodes A and B at relay R due to the imperfect synchronization of the arrival times of their symbols (i.e., the boundaries of the symbols from A and B are not aligned) [4] .
The flow diagram of our system is shown in Fig. 2 . We denote by 2 s A and s B the symbols to be transmitted at nodes A and B. After going through the RRC pulseshaping filter, the continuous-time baseband signals can be expressed as
where T is the symbol duration, and p (t) is an RRC pulse with a roll-off factor β : 0 ≤ β ≤ 1.
At relay R, the received overlapping baseband continuoustime signal is given by
where h A and h B are the channel gains; d A and d B are the delays of signals x A (t) and x B (t) from nodes A and B to the relay R; n R (t) is the zero-mean baseband complex additive white Gaussian noise (AWGN), the double-sided power spectral densities of each of its real or imaginary part is N 0 /2 for an aggregate of N 0 . The symbol misalignment is given by τ = d A − d B . In this paper, we assume slow-fading channel, and hence h A and h B are constant values within one packet.
The received signal r R (t) is first passed through an RRC matched filter to get rid of the out-of-band noise, giving (1) where * denotes the continuous-time convolution operation, p(t) is the raised-cosine (RC) pulse (which is the effective pulse shape when one convolves two RRC pulses), w R (t) is the low-pass-filtered Gaussian noise term.
Given the continuous-time outputs of the RRC matched filter, we investigate two sampling schemes in this paper to obtain the discrete-time signal model. 3 (i) Baud-rate sampling. We sample y R (t) at baud-rate on equal-space positions t = nT, n = 1, 2, . . .. The samples are given by 4
where t A and t B are the time offsets of symbol boundaries with respect to the sampling positions and the relative time
We sample y R (t) at double baud-rate on equal-space positions t = kT/2, k = 1, 2, . . .. The samples are given by
where t A and t B are as defined in the baud-rate sampling case; w d is colored noise, and each term w d [k] ∼ CN(0, σ 2 ). We emphasize that the sampling process is a critical step in the RRC-APNC system, since it determines the amount of information we could obtain from the original continuoustime signal. When sampling the signals shaped by RC or RRC pulse, e.g., the RC pulse-shaped signal y R (t), baud-rate sampling is of low processing complexity but loses information when β = 0; while double baud-rate sampling guarantees no information-loss for all β within the range 0 ≤ β ≤ 1.
As illustrated in Fig. 1 , the objective of relay R in the uplink is to optimally decode the network-coded message f (s A , s B ).
In general, the form of this network-coding function f depends on the modulation of s A and s B . For BPSK or QPSK modulation, the network-coding function can be symbol-by-symbol XOR over s A and s B ; for higher modulation, e.g., n ×n QAM, this network-coding function can be 5 
To ease exposition, this paper assumes that s A and s B are BPSK or QPSK modulated and the network-coded message is simply XORed message. In this context, to optimally decode this XORed message, i.e., s A⊕B , two issues need to be addressed.
(i) Estimate the symbol misalignment accurately. Estimating symbol misalignment is essentially estimating the unknown time offsets t A and t B in y b or y d . This problem can be addressed by the application of two carefully designed preambles. These two preambles are assigned to nodes A and B, respectively, and are transmitted along with the data in each packet. At the receiver, we sample the overlapped preambles embedded in y R (t) and make use of the samples to estimate t A and t B . The optimal estimator is detailed in Section III. (ii) Devise an optimal decoder to find the most likely s A⊕B .
Given the estimated symbol misalignment and the samples corresponding to the data part, we investigate the design of optimal RRC-APNC decoders in the presence of non-exact symbol misalignment estimates in Section IV. Specifically, we construct a factor graph with a tree structure, from which a sum-product algorithm can be devised to optimally decode the network-coded messages. To conserve space, this paper omits the derivations of the baud-rate estimator, baud-rate decoder and the message propagation procedures of the sum-product algorithm. The details can be found in our technical report [16] .
III. OPTIMAL SYMBOL-MISALIGNMENT ESTIMATOR
Estimating symbol misalignment is essentially a problem of estimating unknown parameters in the presence of random noise. An optimal estimator is the ML estimator [12] . This section presents carefully designed preambles for symbolmisalignment estimation and derives the ML-optimal estimator under double baud-rate sampling of the preambles.
A. Preamble Structure
The preambles assigned to nodes A and B have the same structure as shown in Fig. 3 . The preamble consists of a Q-point Zadoff-Chu (ZC) sequence along with a G-point cyclic prefix and a G-point cyclic suffix. ZC sequences are constant amplitude zero auto-correlation (CAZAC) sequences. They have a favorable auto-correlation property, that is, the auto-correlation of a ZC sequence with a cyclic-shifted version of itself is zero, i.e., any non-zero integer cyclic shift of the ZC sequence is orthogonal to the original ZC sequence [17] . We assign cyclic-shifted ZC sequences to nodes A and B. Specifically, the ZC sequence assigned to node A (denote by z A ) is a Q/2 -point cyclic shifted version of that assigned to node B (denoted by z B ). The cyclic prefix and cyclic suffix are to enable the computation of the cyclic cross-correlation in the presence of symbol misalignment.
These two preambles are transmitted along with the data in each packet from nodes A and B, respectively, and overlap at the relay with a symbol misalignment. In this paper, we only consider fractional symbol misalignment, namely, τ ∈ [−T /2, T /2). 6 As indicated in (1), the overlapping preambles are embedded in y R (t). Thus, we sample y R (t) at double baud-rate and utilize the samples corresponding to the preamble part to estimate the symbol misalignment.
B. Double Baud-Rate Estimator
As stated in the introduction, sampling y R (t) at double baud-rate guarantees no information loss. Thus, we take the double baud-rate samples in (3) as the inputs and devise a ML-optimal decoder in this section. Specifically, we explain how to utilize the double baud-rate samples to obtain more accurate estimation of the symbol misalignment τ .
For the baud-rate estimator [9] , [16] , we first cross-correlate the baud-rate samples in (2) with the local ZC sequences, and then make use of the cross-correlation results to perform ML estimation. For the double baud-rate estimator, we present our signal processing flow in Fig. 4 . As can be seen, besides the doubled sampling rate, this flow diagram is different from that of baud-rate estimator in the following manner:
(i) The RRC matched filter on the front-end is replaced with a Si nc(2t) filter. This substitution is to guarantee white noise in the double baud-rate samples. Specifically, the noise term w b in equation (2) is white while the noise term w d in equation (3) is colored. By this substitution, the noise term in the double baud-rate samples are now white so that the analyses afterwards could be simplified. (ii) The local ZC sequences z A and z B are twice interpolated using a RRC filter. Given the Si nc(2t) filter on the front-end, it should be noted that the noise power after filtering is doubled compared with that of w R (t) in (1). Further, after sampling, the noise variance in each sample is 2σ 2 . Thus, a digital RRC filter is needed to filter out the out-of-band noise. In Fig. 4 , the local ZC sequences are twice interpolated using a RRC filter. 7 This implies that the cross-correlation operation in Fig. 4 also embeds a process of digital matched filtering (i.e., the analog matched filtering on the front-end is moved to the digital domain in Fig. 4 ). (iii) A noise whitening process is added before we perform ML estimation. As will be shown later, the noise term after cross-correlation is colored. This means that a noise whitening process is needed to enable solvable metric for ML estimation.
In the following, we detail the signal processing flow in Fig. 4 step by step.
1) Sampling: The received signal r R (t) is first fed to a Si nc(2t) filter, giving
where w s R (t) is the low-pass-filtered Gaussian noise term and the power of w s
Next, we sample (4) at double baud-rate, and the samples are given bȳ
Meanwhile, we "double-interpolate" the local ZC sequences z A , z B using the RRC filter. The interpolated ZC sequences, denoted by z d A , z d B , are given by
2) Cross-Correlation: Then, we cross-correlate z d A * , z d B * withȳ d , respectively. Focusing on the the cross-correlation 7 A "continuous-time ZC sequence" is the result of modulating an original discrete-time ZC sequence using a certain continuous-time pulse, e.g., the RRC pulse in Fig. 4 . The "2× interpolation" means we sample the continuoustime ZC sequence at double baud-rate. between z d A * andȳ d , we have
where step (a) involves a number of steps, the details of which are given in Appendix A. We further prove in Appendix A that, the noise term w d A is colored overall, but its odd and even entries are white among themselves. If we directly perform ML estimation on (8) , the ML metric would be quiet complicated and there may be no analytical solution owing to the colored noise. Thus, we will first whiten the noise, and then construct the ML metric based on the whitened sequence.
3) Noise Whitening: To whiten the noise term w d A , it is important to study its covariance matrix ( w d A ), since noise whitening is a process that transform ( w d A ) to a scaled identity matrix. We show in Appendix A that, if we only consider a small range −
where the approximation comes from the infinite time continuation of the RRC pulse and the limited prefix/suffix length. Given (9) , the 2d × 2d covariance matrix of w d A can be written as (10) , as shown at the bottom of the next page.
Thus, if we could transform the matrix 0 to a scaled identity matrix, the noise is whitened naturally.
A possible transformation is to use Cholesky decomposition. Cholesky decomposition makes use of the fact that any realvalued symmetric positive-definite matrix can be factorized into the product of a lower triangular matrix and its transpose [18] . In the following, we show first why 0 can be Cholesky decomposed, then how the Cholesky decomposition can help whiten the noise.
First, it is obvious that 0 is real and symmetric since p(t) is an even function. Meanwhile, we prove in Appendix B that 0 is positive definite. Thus, 0 can be Cholesky decomposed and we have 0 = U T 0 U 0 , where U 0 is an invertible upper triangular matrix (its diagonal entries are nonzero).
Then, considering the small range −d < m ≤ d (Q d), we could rewrite (8) in vector form as
we left multiply (11) by
The transformed noiseẅ A in (12) is now white Gaussian noise (12) is exactly the whitened discretetime model corresponding to (11) . Similarly, we cross-correlate z d B * withȳ d and whiten the cross-correlation results. The corresponding whitened model can be written asc (12), respectively. 4) ML Estimation: Finally, based on the whitened model in (12) and (13), we could directly construct the metrics for ML estimation as follows:
The estimated symbol misalignment is given by
C. Numerical Results
This subsection evaluates the performance of our double baud-rate estimator benchmarked against a baud-rate estimator. Let τ b and τ d be the estimated symbol misalignments using baud-rate and double baud-rate estimators. Their respective square errors are
where τ is the real symbol misalignment. We are interested in the mean-square-error (MSE) and the probability density function (PDF) of the square error.
1) MSE Performance: First, we set h A = h B = 1 (i.e., AWGN channel), and evaluate the MSEs of τ d given a fixed ZC-sequence length Q = 31 and different roll-off factors β = 0, 0.75 or 1.
The simulation results are shown in Fig. 5 . 8 When β = 0 (the case of SINC pulse), the two curves that mark the MSEs of τ b and τ d coincide with each other. 9 This outcome is 8 In this paper, we assume that nodes A and B transmit symbols (bits) at the same power, and the single user transmitting energy per symbol (bit) is E s (E b ). For AWGN channel, the received powers from nodes A and B are the same. Thus, E s /N 0 (E b /N 0 ) is single user received energy per symbol (bit) to noise PSD ratio. For flat Rayleigh fading channel, we assume E[|h A | 2 ] = E[|h B | 2 ] = 1. That is, the average received-powers from nodes A and B are the same. Thus, E s /N 0 (E b /N 0 ) is single user average received-energy per symbol (bit) to noise PSD ratio. 9 In fact, from Fig. 5 , the MSE of τ b is slightly better than that of τ d when β = 0. The reason is that the whitening process is sensitive to the assumption Q j. If we further increase the length of ZC sequence, e.g. we set Q=63, d=4, these two curves would coincide exactly. expected since baud-rate is already the Nyquist rate for SINC pulse. However, with the increase of β, the performance of τ b degrades since the baud-rate is an undersampling rate when 0 < β ≤ 1; whereas for τ d , the performance improves with the increase of β. Overall, the performance of τ d is superior to that of τ b . The performance gain of τ d over τ b increases with the increase of β. When β = 1, the performance gap is about 8 dB. Fig. 6 presents the MSEs of τ b and τ d in a flat Rayleigh fading channel. After averaging over a large number of (h A , h B ) pairs, it can be seen that, (i) the conclusions drawn in the AWGN channel (see Fig. 5 ) still holds in the flat Rayleigh fading channel. Specifically, the gain of the double Fig. 7 . The PDF of ε d in the AWGN and flat Rayleigh fading channels. We set Q = 31, β = 0, E s /N 0 = 10, G = 10, d = 4, T = 1, τ is uniformly distributed in [−0.5, 0.5). In Fig. 7(a) , h A = h B = 1. In Fig. 7(b) , h A and h B are Rayleigh distributed.
baud-rate estimator over the baud-rate estimator is also about 8 dB when β = 1 under Rayleigh fading. (ii) compared with AWGN channel, the Rayleigh fading channel leads to a 6 dB degradation of the MSEs for both τ b and τ d . However, it is worth noting that MSE does not fully characterize the estimation performance, since it is only a first-order statistical characteristic of square error. Thus, we further analyze the PDF of the square error in the following.
2) PDF of Square Error: In the AWGN and flat Rayleigh fading channels, we generate the PDFs of ε d numerically and present them in Fig. 7(a) and Fig. 7(b) , respectively. In this simulation, we fix Q = 31, β = 0, 10 E s /N 0 = 10 dB. Given these two figures, we have the following two key observations:
• In the AWGN channel, ε d ∈ [0, 0.004); while in the flat Rayleigh fading channel, ε d ∈ [0, 1). This is intuitive since the estimation may be totally off when Rayleigh channel is under deep fading. • In both channels, ε d falls into the range [0, 0.001] with high probability, even though the MSEs differ greatly. Recall that in Fig. 6 , the MSE performance of our double baud-rate estimator suffers a 6 dB degradation in Rayleigh channel compared with that in an AWGN channel. However, the two observations above imply that, the large square error under deep fading in the Rayleigh fading channel may pull down the average performance (i.e., the MSE performance). The real performance of our double baud-rate estimator in a Rayleigh fading channel is comparable to that in AWGN channel. If we define good/acceptable estimation, say, to be ε d ≤ 0.001, the probability that a good estimation occurs in AWGN channel is about 94.69%, while that in Rayleigh channel is about 90.39%.
IV. OPTIMAL RRC-APNC DECODER
Given the estimated symbol misalignment in Section III, this section devises optimal RRC-APNC decoder assuming double baud-rate sampling on the data part. As stated in the system model, an optimal RRC-APNC decoder aims to find the most likely XORed message.
For a conventional point-to-point system with RRC pulse, the optimal decoder is simply a symbol-by-symbol decoder since we could always sample at specific positions to eliminate the ISI [12] . However, for RRC-APNC, when the symbol 10 Note that β = 0 is the worst case for our double baud-rate estimator.
boundaries of A and B are not aligned, ISI is inevitable because there are no ISI-free sampling positions for both signals from nodes A and B.
Under ISI, an ideal optimal PNC decoder should decode s A⊕B based on all the samples within the packet since the information about each s A⊕B [n] is spread across the whole packet given the long tails of the RRC pulse. This gives rise to a critical issue: the enormous state size of the decoder. Specifically, if the data length in a single packet is N, then each sample in (2) or (3) is related to 2N transmitted symbols from both nodes A and B, and each observation node 11 of an optimal decoder will have q 2N states (q is the modulation order). Given the state size grows exponentially with N, the ideal optimal PNC decoder is infeasible when complexity is taken into account. In this context, this paper takes the following two measures to enable feasible decoders:
(i) Sample at the symbol boundaries -As indicated in (2) or (3), the samples at the symbol boundaries of s A or s B (i.e. the samples at nT + t A or nT + t B , n = 1, 2, . . . , N) contain no information relevant to s A [n ], n = n or s B [n], n = n since RC pulse meets the Nyquist ISI-free criterion. In other words, we could eliminate the ISI from one user if we sample at the symbol boundaries of this user. (ii) Truncate states -Measure (i) can eliminate the ISI of one user only; the long-tailed ISI of the other user remains. Practically, given a fixed processing capacity of the receiver -e.g., the size of states that the receiver can handle is at most q L -the only choice is to make an approximation by truncating the states. Based on the two measures above, this paper constructs a factor graph, for which a sum-product algorithm (SPA) [19] , [20] can be used to decode the network-coded symbols. This factor graph has a tree structure, and hence iterative decoding is not necessary inside the PNC decoder. For a channel-coded system, however, we will have an additional factor graph corresponding to the channel code. These two factor graphs are combined into one for an overall system and turbo decoding is also possible [21] .
A. Discrete-Time Model
We have obtained the double baud-rate samples of y R (t) in (3). The estimated time offsets of signals from two end nodes have been given in Section III. Thus, we first follow the measure (i) above and derive the samples at the symbol boundaries of s A and s B .
Double baud-rate sampling is information-lossless when converting y R (t) to the discrete-time signal. Thus, the double baud-rate samples y d can be used to reconstruct the continuous-time signal y R (t). That is,
As indicated by the Nyquist-Shannon sampling theorem [12] , we have y R (t) = y R (t).
Next, given the estimated time offsets t A and t B , the samples at the symbol boundaries (i.e., nT + t A and nT + t B ) can be obtained by (the following computation can be interpreted as a "virtual resampling process" whereby the samples at the two boundaries are obtained from y R (t) in (14) through computation rather than actual resampling)
where w 1 Further, we can combine (15) and (16) and rewrite them in matrix form:
where the 2N × 2N coefficient matrix is given by equation (18) , as shown at the bottom of this page; the vectors y, x, w and the 2N × 2N channel matrix H are defined as , h B , h A , h B , . . . , . . . , h A , h B ).
Moreover, we specify the following observations from (17), (i) The coefficient matrix is related to the real time offsets t A and t B as well as the estimated time offsets t A and t B . Thus, is unknown to the receiver since t A and t B are unknown. (ii) The noise w is colored, and its 2N ×2N covariance matrix (w) = σ 2 . The matrix is given in equation (19) , as shown at the bottom of this page, where τ = t A − t B . Note that (w) is only related to the estimated time offsets t A and t B , and hence is known to the receiver. (iii) When the estimation is exact, i.e., t A = t A and t B = t B , we have = .
B. Equivalent Whitened Model
The discrete-time model in (17) is essentially a time-varying ISI channel model, where the coefficients in the matrix capture the severities of ISI: the more non-zero off-diagonal elements the has, the more severe is the ISI. On this basis, the conventional optimal decoders designed for ISI channel applies to (17) naturally.
However, we notice that the noise w is colored. For the optimal decoder designed for ISI channel, colored noise generally complicates the optimal metrics and the decoding structure. Let us take the maximum likelihood sequence estimator (MLSE) [22] for instance. MLSE is a well-known optimal decoder for ISI channel subject to simple implementation by a Viterbi algorithm operating on a trellis. Given an input sequence with white noise, the metric in each transition reduces to a minimum Euclidean distance metric, 19) and the decoding can be operated recursively since successive transitions are independent [22] , [23] . Colored noise, on the other hand, would destroy this simple algorithm.
To retain the simplicity, we whiten the noise w before the samples are fed into optimal decoders. Appendix B proves that the matrix in (19) is symmetric and positive definite. This suggests that the noise can be whitened using Cholesky decomposition as that in (12) .
First, we factorize : = U T U, where U is a full-ranked upper triangular matrix. Then, we left multiply (17) by U −T , giving,
The structure of (20) is explained and detailed below: (i) The transformed noisew is now white Gaussian noise with zero mean and covariance matrix (20) is the whitened discrete-time model corresponding to (17) .
(ii) In step (a), the matrix is broken into the sum of two parts:
and . Notice that if the estimation is exact (i.e. t A = t A and t B = t B ), we have = . In other words, is an error matrix caused by non-exact estimation.
(iii) Recall that the matrix captures the severities of ISI. Compare matrix U with , it is interesting to note that the whitening transformation not only whitens the noise but also reduces complexity since the matrix U is an upper triangular matrix.
In (20) , we further define an error vector = U −T H x. This error vector , caused by non-exact estimation, is unknown to the receiver since the error matrix is unknown. Thus, the receiver will ignore and assumē y ≈ U H x +w. (21) This approximation is valid only when the estimation is accurate enough, or else, the decoding performance will suffer. As will be shown later, the estimation accuracy of our double baud-rate estimator enables a small even with short preamble.
C. Optimal Decoder With Truncated States
An optimal PNC decoder aims to decode the most likely network-coded symbols in the presence of ISI. In general, two kinds of optimal decoders are possible given equation (21) [3]:
-The decoder that maximizes the joint a posteriori probability (APP) of the sequence s AB = [s A , s B ] T . Specifically, the decoder first constructs a trellis and runs MLSE [6] , [11] to find the most likely sequencesŝ A andŝ B . Then, given the decoded sequences, the decoder performs XOR operation to decode the network-coded sequence s A⊕B =ŝ A ⊕ŝ B .
-The decoder that maximizes the marginal APP of each pair {s A [n], s B [n]}, i.e., maximizing Pr{s A [n], s B [n] |ȳ}, n = 1, 2, . . . , N. Specifically, the decoder first constructs a trellis or factor graph, and run BCJR [10] or SPA to maximize 
For these two types of decoders, this paper prefers the second type for the following two reasons: (i) MLSE is optimal for decoding the individual sequences s A and s B , however may not be optimal for the overall PNC decoding problem. In other words, the decoded sequence s A⊕B may not be the optimal XORed sequence. (ii) Our paper studies the impact of misalignment-estimation error on a channel-coded PNC system. Thus, we prefer the second type of decoder since it provides soft information that can be fed to the channel decoder. Further, for the second type of decoders, we mention that BCJR algorithm and SPA are similar [19] ; BCJR is essentially a special application of SPA on trellis. Thus, this paper makes no distinctions between these two algorithms and focus on the SPA decoder.
The graphical interpretation of (21) is given in Fig. 8 , where the error vector is ignored, and the i -th entries in x andȳ form the variable node X i and observation node Y i , respectively. In particular, we truncate the state size in each observation node to q L (i.e., the measure (ii) in the beginning of this section to enable feasible decoder), and hence each observation node only connects L variable nodes. In other words, the decoder only considers the L − 1 off-diagonals adjacent to the main diagonal beside the main diagonal in matrix U, and the other off-diagonals are truncated. As a result, each variable node X i has q states and each observation node Y i has q L states.
The factor graph in Fig. 8 is cyclic. If we directly run SPA on this graph, iterative decoding is required and the resulting APP is not exact [19] . However, we could first convert it into an acyclic graph. A possible transformation is to cluster all the variable nodes that connect to the same observation node. Specifically, given Fig. 8 , we cluster
The transformed factor graph Fig. 9 . The equivalent acyclic factor graph corresponding to Fig. 8 
after clustering is given in Fig. 9 , and the following variations can be observed:
(i) The link between V i and Y i is now singly-connected, and each new variable node V i has q L states. (ii) Constraints among V i emerge. These constraints are introduced by the intersections of adjacent V i . For example, in Fig. 9 , 1, 1, 1, 1) of V 1 can only propagate message to states (1, 1, 1, 1) and (1, 1, 1, −1) of V 2 . In this context, we add check nodes C i upon adjacent two variable nodes V i and V i+1 to depict these intersection constraints. 12 The check function ψ i at check node C i is defined as
if the values of all the common symbols between V i and V i+1 are equal, 0, if at least one common symbol between V i and V i+1 differs in value.
When propagating messages, we multiple the message by this check function. As a result, the states of V i and V i+1 can interchange messages only when the values of all the common symbols between V i and V i+1 are equal. (iii) This graph has a tree structure. This implies that we could start the computation from the leaf nodes (for this graph, the two boundary nodes on the left and right). Each message needs to be computed once and only once, after which the exact APP can be obtained [3] , [19] . Given the transformed acyclic graph in Fig. 9 , we can then run standard SPA to maximize the APPs Pr{s A [n], s B [n] |ȳ}, n = 1, 2, . . . , N. The processing of SPA on Fig. 9 contains a forward (left-to-right) message passing and a backward (rightto-left) message passing, the details of which can be found in our technical report [16] .
After one forward message passing and one backward message passing, the APPs converge, giving Pr{s A [n], s B [n] |ȳ}. 12 Note that the check on the adjacent two variable nodes is enough to depict all the constraints. Adding more check node would only result in redundancy and unnecessary cycles, hence degrade the performance. For instance, there is intersection between V 1 and V 3 but we do not need to check these two variable nodes since the constrains are embedded in check nodes C 1 and C 2 already. For a non-channel-coded system, the most likely networkcoded symbol s A⊕B [n] can be directly decoded following (22) . For a channel-coded system, we could perform XOR-CD decoding or Jt-CNC decoding [3] , and turbo decoding is also possible under the framework [21] . However, comparing the performance of different decoders is beyond the scope of this paper. For simplicity, we perform XOR-CD decoding. That is, instead of decoding s A⊕B [n] directly, we calculate the soft information as
The soft information is then passed to the channel decoder, and we decode the network-coded symbols after several iterations inside the channel decoder.
D. Numerical Results
Given the symbol misalignment estimators presented in Section III and the optimal PNC decoders presented in Section IV, there are four possible estimation-and-decoding solutions for RRC-APNC as shown in Table. I.
Specifically, solution I corresponds to a baud-rate sampling system, where estimation and decoding are based on the baudrate samples. Solution IV corresponds to a double baudrate sampling system, where estimation and decoding are based on double baud-rate samples. Solution II and III are the simplification of solution IV, where we first sample the received signal at double baud-rate but drop half of the samples corresponding to the preamble part (solution III) or data part (solution II).
This subsection studies these four estimation-and-decoding solutions to evaluates the overall performance of RRC-APNC when incorporating symbol misalignment estimation. We assume the transmitted symbols s A and s B are BPSK modulated, 13 and both nodes A and B utilize the same (1024, 512) LDPC code [24] , [25] . The relative time offset τ (i.e., symbol misalignment) is uniformly distributed in [−T /2, T /2). 1) Truncation Issue: As indicated in Section IV, truncation in state size is inevitable in the design of practical RRC-APNC decoders. For each observation node in Fig. 8 , we truncate the state size from 2 2N to 2 L . The choice of L is a tradeoff between performance and complexity. That is, given a fixed roll-off factor of the RRC pulse β, the greater the L, the less the information loss, but the more complicated the decoder. Thus, the first thing we need to figure out is to find the proper L under various β.
Assuming exact symbol-misalignment estimation, we investigate the effect of truncation (i.e., various L) on the symbol error rate (SER) of double baud-rate decoder. 14 The simulation results are shown in Fig. 10 . Intuitively, a smaller β demands a greater L to guarantee the decoding performance. Thus, we start from β = 1 and increase L from 2 to 10. As can be seen, the SER improves with the increase of L when L ≤ 4, whereas when L > 4, no distinct improvement can be observed. This implies that L = 4 is a good choice when β = 1. Then, fixing β = 0.75, we increase L from 2 to 10. The SER improves continuously with the increase of L. Further, if we increase L beyond 10, the SER no longer improves. Thus, we could set L = 10 when β = 0.75. However, given L = 10 and BPSK modulation, the state size in each observation node is 1024. Such an enormous state size has already placed a heavy burden on the receiver, and hence further increasing L may not be wise. Thus, for practical RRC-APNC, a relative large roll-off factor β is preferred.
2) Estimation-and-Decoding: Based on the observations in Fig. 10 , we set β = 1 and L = 4 in this simulation and evaluate the performance of four estimation-and-decoding solutions for RRC-APNC in Table. I. The simulation results are shown in Fig. 11 .
The first observation from Fig. 11 is that, there is a gap between the SERs of solution I(II) (with baud-rate decoder) and solution III(IV) (with double baud-rate decoder). When Q = 31, a double baud-rate sampling system (i.e., solution IV, Q = 31) yields 4.5 dB SER gains over a baud-rate sampling system (i.e., solution I, Q = 31). Even with exact symbolmisalignment estimation (i.e., τ = τ ), the 4.5 dB gap between solutions I and IV retains (the two dark curves in Fig. 11 ). This implies that, double baud-rate decoding is indispensable for RRC-APNC, especially when a large roll-off factor is used.
Then, we study the impact of different estimators on the decoding performance assuming the double baud-rate decoder is used in both cases (i.e., solutions III and IV). Benchmarked against the exact misalignment-estimation case (solution III(IV), τ = τ ), solution III suffers a 2.8 dB SER loss when Q = 15, and a 2 dB loss when Q = 31; whereas for 14 We specify that the conclusions drawn in this simulation apply to the baud-rate decoder as well. Fig. 11 . The SERs of the four estimation-and-decoding solutions in Table. I. For estimators, we set β = 1, Q = 15, 31 or 127, G = Q/3 , d = 4; for decoders, we set L = 4. Besides, T = 1, h A = h B = 1, the relative time offset τ is uniformly distributed in [−0.5, 0.5). The dashed curves mark the SERs of solutions using baud-rate estimator (i.e., solutions I and III) while the solid curves mark the SERs of solutions using double baud-rate estimator (i.e., solutions II and IV). Table. I. For estimators, we set β = 1, Q = 15 or 31, G = Q/3 , d = 4; for decoders, we set L = 4. Besides, T = 1, the relative time offset τ is uniformly distributed in [−0.5, 0.5) and the channel gains h A and h B are Rayleigh distributed. The dashed curves mark the SERs of solutions using baud-rate estimator (i.e., solutions I and III) while the solid curves mark the SERs of solutions using double baud-rate estimator (i.e., solutions II and IV). solution IV, the SER loss is 0.8 dB and 0.4 dB when Q = 15 and 31, respectively. Further, when Q = 127, solution IV almost achieves the benchmark, while solution III still suffers a 0.5 dB loss.
Overall, solution IV yields considerable SER improvements over solition III under the same preamble length (e.g., 2 dB when Q = 15 and 1.6 dB when Q = 31). For the same SER performance, solution IV only requires a quarter of the overhead (i.e., preamble length) that solution III needs. Fig. 12 shows the decoding performances of various estimation and decoding solutions in a flat Rayleigh fading channel. As with Fig. 7 , SER performance does not fully characterize the decoding performance in a Rayleigh fading channel, because the large SER of packets under deep fading may pull down the overall average performance. Thus, we analyze the packet error rate (PER) instead.
As can be seen, a double baud-rate sampling system (i.e., solution IV) yields 2 dB PER gains over a baud-rate sampling system (i.e., solution I) when Q = 31. Solution IV yields 1 dB PER gains over solution III when Q = 15, and 0.5 dB PER gains over solution III when Q = 31.
Basically, in terms of PER performance, solution IV achieves the benchmark when Q = 31 in a flat Rayleigh fading channel.
V. CONCLUSION
This paper investigated the joint problem of symbol misalignment estimation and decoding in asynchronous physicallayer network coding systems using the root-raised-cosine pulse (RRC-APNC). For symbol-misalignment estimation, we put forth an optimal double baud-rate estimator that is substantially more accurate than prior schemes under both AWGN and Rayleigh fading channels. For example, the mean-squareerror (MSE) gains of the double baud-rate estimator over the baud-rate estimator can be up to 8 dB. For PNC decoding, we devised optimal APNC decoders under non-exact symbolmisalignment estimates. In particular, we proved and presented a whitening transformation to whiten the noise of the double baud-rate samples. We investigated the decoding performance of various estimation-and-decoding solutions for RRC-APNC.
Our results indicate that, in order to reduce decoder complexity while maintaining good performance, a large roll-off factor of the RRC pulse is preferable; and that with a large roll-off factor, double baud-rate decoding is indispensable. Overall, the scheme that makes use of double baud-rate samples in both symbol-misalignment estimation and PNC decoding has much better performance than other solutions for RRC-APNC.
APPENDIX A DERIVATIONS ON THE OUTCOME OF CROSS-CORRELATION

A. Cross-Correlation Results
Given the double baud-rate samplesȳ d and z d Thus, the auto-covariance function of w e is given by where in step (a), we set n = n − j and assume N j . Substituting (24) and (25) 
To prove w e is white noise, we need to demonstrate that
The proof is given below. Proof: According to Nyquist-Shannon sampling theorem, if the sampling rate is at or above the Nyquist rate, the continuous-time signal can be reconstructed from the discrete sampling points using the SINC function. Thus, if we sample the RRC pulse at double baud-rate, the original continuous RRC pulse could be reconstructed as
Since the convolution of two RRC pulses gives us an RC pulse, we have
Moreover, the RC pulse and SINC pulse satisfy the Nyquist ISI-free criterion, namely p( j T ) = δ( j T ), p s ( j T ) = δ( j T ), where j is an integer. Substituting this criterion into (35), we have
where (a) follows by setting k = 2 j − k. Eq.(36) concludes this proof.
Given (36), the auto-covariance function of w e in (34) is given by . Given these three equations, we conclude that w e and w o are white, while w d A is colored and its auto-covariance function is given by
APPENDIX B PROOF ON POSITIVE DEFINITE MATRIX
In this appendix, we prove that the matrix in (19) is positive definite. In particular, the matrix 0 in (10) is a special case of when τ = −T /2. Thus, 0 is also positive definite.
Proof: A matrix A is said to be positive definite if the scalar b T Ab is positive for every non-zero column vector b. Thus, we will prove that ∀
Then, we define a new function v(t) as In fact, v(t) is the received noise-free signal at the relay and the energy of v(t) is given by
where (a) follows since ∞ −∞ p 2 (t − i T )dt = 1. A key observation is that, if we take s A and s B as the even and odd entries of b, (38) is equivalent to (37). This implies that, given b = 0, b T b equals to the energy of v(t), i.e.,
[v(t)] > 0. Thus, is a positive definite matrix.
