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【極値統計学における離散化の影響】
地震や洪水などの自然災害に代表される、めったに起こらないが、一旦
起こると大変大きな影響を及ぼしたり、重要な意味を持つ現象は数多い。
このような現象を統計的に扱う場合、日常を表す平均値のような指標で
はなく、非日常を表わす最大値のような指標が重要になる。極値統計学
はいわば非日常を研究対象にする分野であり、数学的にもっとも簡単で
基本的な設定と関心事はX1; X2; : : :を共通の確率分布Fに従う実数値独
立確率変数列としたときの Xnまでの最大値Mn = maxfX1; : : : ; Xng の
n!1のときの挙動である。Mnが F の上端点 xF = supfx : F (x) < 1g
（無限と有限の両方がありうる）に収束するのは明らかであるから、定
数列 an > 0 と bn 2 ( 1;1) により正規化された (Mn   bn)=an を考
える。これが n ! 1 のとき非退化分布 G に分布収束するとき、極限
分布 Gを極値分布、F は Gの最大値吸引領域（以下、吸引領域とだけ
記す）に属するという。吸引領域は分布 F の裾（確率）
F (x) = 1  F (x)
の x! xF のときの漸近挙動で特徴付けされるが、吸引領域への属性と
分布 F の連続性の間には密接な関係があり、不連続性は吸引領域への属
性を損なうことがある（裾が軽いほど大きな影響を受けることが知られ
ている）。典型的な例は、指数分布と幾何分布である。このふたつの違
いは連続と離散であるが、前者は吸引領域に属し、後者は属さない。そ
して、現実のデータは常に丸められた＝離散化されたものであるから、
この種の統計解析を正確に行うためには、離散化の影響を考え、その対
策を講じなければならない。
【分布の離散化と連続化】
分布 F の離散化とは、nを整数とするとき、(n  1; n] の測度を fng に
集めて、離散分布（整数値分布）にする操作をいう。離散分布の連続化
とは、連続分布でその離散化した分布がもとの離散分布と一致するよう
な連続分布を対応させる操作をいう。離散化と違い、連続化は唯一には
決まらないことに注意する。
以下では 離散性に関連したふたつの結果を報告する。最初はポアソ
ン分布の連続化である。
【ポアソン分布の連続版】
[1]では、前述の指数分布と幾何分布の関係を一般化し、吸引領域の分布
の離散化にあたる分布の特徴付けをし、更に特定の場合として、次を示
した。
定理１ [1] 離散分布 F に対し、 F (n + 1)= F (n) が単調で
lim supn!1 F (n + 1)= F (n) < 1 かつ
lim
n!1
F (n + 2) F (n)
( F (n + 1))2
= 1
ならば、ハザード関数が単調な連続化が漸近的に唯一つ存在する。
この定理は、吸引領域に入らない代表例であるポアソン分布に対し
ても吸引領域に入る自然な連続版が存在することを言っているが、それ
がどのようなものであるかはわからない。そこでその構成と裾の挙動を
考える。
定理2 定理１のハザード関数が単調なパラメーターのポアソン分
布の連続化のひとつは次で与えられる。
F (x) = 1  1 ^
1X
k=0
e x+k+1
 (x + 2 + k)
:
ここで、 (x) = R10 tx 1e tdt である。
この分布の裾の漸近挙動は
F (x) 
r

2
e 
3
2 

e
x
x+32
となる ( は両辺の比が x!1 で１へ収束するの意)。
【２つ目の数字による分布の推定】
ある数値の２つ目の数字とは、2014 であれば 0、3:14::: ならば、1 のこ
とである。また、それぞれの数値での 2や 3を先頭、或は最初の数字と
呼ぶ。さて、標準正規分布表をみればわかるように、正規分布に従う乱
数のうち、大きいもの、たとえば 2以上或は 3以上のものの２つ目の数
字（分布表の範囲ならば小数点一桁目の数字になる）は 0 や 1 のよう
な小さいものほど多く、8 や 9 は少ない（このことは少し考えればすぐ
にわかる）。この傾向は数値が大きくなるに従って強くなり、やがて２
つ目の数字のほとんどは 0になる。このように極端に大きな（或は）小
さいランダムな数値には分布によって一定の傾向があるため、たとえば
データの２つ目の数字だけからでも分布の推定がある程度可能になる。
基礎となるのは、一般に重い裾といわれるべきオーダーの裾を持つ分布
に対する次の定理である。
定理3[2] F が指数  (< 0) の正則変動をする裾を持つと仮定する
（任意の  > 0に対し、limx!1 F (x)= F (x) =   が成り立つ）。X を
分布 F に従う確率変数とし、N を X 桁数、K を X の先頭の数とし、
Y = 10 N+1X  K とおく（X の先頭の数字を除き、それ以外を [0; 1)
に写したもの）。このとき、0  x  1 に対し、
lim
n!1P (Y  xjK = k;N = n);=
1  (1 + xk) 
1  (1 + 1k) 
k = 1; 2; : : : ; 9:
さて、定理３では極限分布が先頭の数字 k に依存して、９種類出て
くるが、これは十進法であるためで、二進法にすれば、最初の数字は１
に限られ、極限分布も一つに定まる。更に、パレート分布の場合は極限
を取る必要がない、すなわち数値の絶対的な大きさによらないことに注
意する。以下では、このことを利用して、パレート分布のパラメーター
推定を試みたい。
パレート分布に従う確率変数の数値を二進法で表した場合、２つ目
の数字 0 と 1 それぞれの確率は次で与えられる。
P (f0g) =
1 

2
3

1 

1
2
; P (f1g) =

2
3
   12
1 

1
2
 :
従って、
r() =
1 

2
3

1 

1
2

とおき、n個のデータのうちm個の２つ目の数字が 0であれば、r() =
m
n の解として、パレート分布のパラメーターの推定量 ^が得られる。
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