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Introduction
Au cours des dernières années, les systèmes de communication sans fil ont réalisé une véri-
table révolution. En raison de leur faible coût relatif, et à cause des exigences dues au milieu de
propagation (dans des endroits où l’emploi de câbles semble être difficile), la connexion radio a
été mise en place, et les systèmes de communication sans fil ont gagné une grande popularité.
Cependant, les réseaux sans fil classiques fonctionnent à ou près de leurs limites en raison de la
grande demande, ce qui a ouvert la porte à l’introduction des communications coopératives où
des relais viennent se placer entre l’émetteur et le récepteur pour les aider a améliorer la fiabilité
de la transmission.
Le recherches sur les réseaux de communications coopératives ont évolué au cours des dernières
années, en se focalisant sur la capacité des canaux coopératifs et l’allocation de ressources sur
ces canaux [23] [28] [96], ainsi que l’estimation du canal. Cette thèse se déroule sur l’estimation
d’un canal de communication coopérative avec relais placés en cascade, et nous nous focalisons
sur les relais "Amplify-and-Forward (A&F)".
Dans la plupart de ces systèmes, ainsi que dans notre étude, la transmission se fait à travers
un canal dit "radio-mobile". Cela signifie que l’on a une transmission radiofréquence de l’infor-
mation entre la station de base et le mobile en présence des différents obstacles, qui sont donc
le siège d’un phénomène de propagation multi-trajet (diffusions, diffractions, réflexions), et par
suite les conditions de propagation sont très variables.
C’est là qu’apparaît le problème de maintien d’une communication fiable, dont dérive les pro-
blèmes d’estimation du gain complexe (incluant module et phase du canal), de synchronisation
(estimation du délai de propagation et du déphasage), et d’égalisation. Les techniques de traite-
ment du signal jouent un rôle extrêmement important pour surmonter ces problèmes.
Avant d’aborder les solutions de ces problèmes, il est intéressant de modéliser ce canal et de
traiter ses caractéristiques statistiques telles que la distribution de son enveloppe complexe, sa
fontion d’autocorrélation et sa Densité Spectrale de Puissance, afin de les prendre en compte
ultérieurement.
Mais en raison des composantes multi-trajet, même dans le cas le plus simple entre une extrémité
fixe et une autre mobile sans intermédiaire de relais, le modèle initial (supposé le modèle exact
dans les études théoriques) du canal n’est pas très commode pour l’utiliser tel que dans les algo-
rithmes d’estimation et de poursuite de canal. Dans ce cas fixe-mobile par exemple, l’enveloppe
complexe du canal de transmission est largement modélisée dans la littérature avec un modèle
(initial) de canal de type Rayleigh à spectre de Jakes. Et pour le cas d’un canal multi-bond le
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problème est plus difficile car son expression analytique est plus compliquée.
Ainsi, pour approcher la dynamique du canal, on a traditionnellement recours à des simplifi-
cations à l’aide d’un modèle autorégressif d’ordre p avec le plus souvent p= 1 (AR(1)), et qu’on
nomme encore "processus de Gauss-Markov de premier ordre" (les gains en fonction du temps
représenteront une série de Markov de premier ordre).
Cette approche, combinée à d’autres choix de conception, a été largement utilisée dans la littéra-
ture. La méthode d’estimation résultante parait complètement efficace dans le cas de variations
(relativement) rapides du canal à l’échelle d’une période symbole. Mais cette méthode de litté-
rature, bien que largement utilisée, ne semble pas forcément la meilleure dans le cas pourtant le
plus usuel de faible fréquence Doppler normalisée où il y a une grande corrélation entre deux
symboles consécutifs.
Dans un travail initial [30], j’ai traité ce problème d’estimation de canal radio-mobile à éva-
nouissements lents, approché par un modèle AR(1), pour le cas d’un seul lien fixe-mobile en
mode de diffusion 2 dimensions (2D). J’ai cherché, tout comme le travail de Barbieri dans [12],
à choisir le coefficient du modèle AR(1) de façon plus adéquate que le choix de la littérature basé
sur le critère CM (Correlation Matching). J’ai utilisé le filtre de Kalman pour l’estimation. La
différence avec le travail de Barbieri est que nous avons travaillé dans le domaine fréquentiel, et
nous avons abouti à des expressions analytiques du choix que nous avons nommé MAV (Mini-
mization of Asymptotic Variance). L’étude s’est poursuivie dans cette thèse et a été élargie aux
transmissions multi-bond, et pour les deux modes de diffusion, le 2D et le 3D.
Dans le premier chapitre, nous donnons quelques généralités sur les communications coopé-
ratives. Dans sa suite, nous nous intéressons seulement au cas d’un réseau coopératif à relais
A&F mis en cascade.
Dans le deuxième chapitre, nous présentons le modèle du canal en donnant les caractéristiques
et les propriétés statistiques générales. Nous chechons aussi les bornes d’erreur minimales qui
peuvent être atteintes (bornes de Cramer Rao Bayesiennes) pour le cas d’un canal sans relais.
Dans ce chapitre, deux petites contributions qui peuvent être améliorées ont été faites : l’expres-
sion de la distribution du gain du canal total sous forme d’intégrale multiple, ce qui peut aider
dans un travail ultérieur à trouver les bornes de Cramer Rao Bayesiennes pour ce cas et donc de
donner un repère de qualification des différents algorithmes d’estimation utilisés. La deuxième
contribution est de donner l’allure de la Densité Spectrale de Puissance dans le cas d’un canal
multi-bond avec un grand nombre de bonds.
Dans le troisième chapitre, qui contient les contributions majeures de la thèse, nous propose-
rons et analyserons un algorithme d’estimation du gain du canal global multi-bond à l’aide d’un
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filtre de Kalman. Le gain est modélisé par un modèle Autorégressif du premier ordre AR(1). Une
étude sur l’origine des erreurs d’estimation sera faite. À la fin de ce chapitre, la robustesse de
notre choix par rapport au choix de la littérature sera testée pour des connaissances imparfaites
des fréquences Doppler et des rapports Signal-sur-Bruit.
Les importantes contributions de ce chapitre se manifestent par fournir premièrement une ex-
pression analytique approchée de l’erreur quadratique moyenne MSE pour les critères CM et
MAV , pour les cas fixe-mobile, mobile-mobile, et multi-bond, pour les deux modes de diffusion
2D et 3D. Deuxièment, on a contribué à touvé l’expression du coefficient du modèle AR(1) sous
le critère MAV pour un rapport Signal-sur-Bruit SNR et des fréquences Doppler donnés.
Des propositions de méthodes d’amélioration et des perspectives seront menées dans la conclu-
sion générale de la thèse.
Publications de l’auteur :
Ci-dessous la liste des publications acceptées et liées à ce travail de thèse :
– S. Ghandour-Haidar, L. Ros and J. M. Brossier,”On the use of first-order autoregressive
modeling for Rayleigh Flat Fading Channel Estimation with Kalman filter”, ELSEVIER
Signal Processing, vol. 92, pp. 601–606, Feb. 2012.
– S. Ghandour-Haidar, L. Ros and J. M. Brossier, “3-D Mobile-to-Mobile channel tracking
with first-order autoregressive model-based Kalman filter”, IEEE International Sympo-
sium on Signal Processing and Information Technology (ISSPIT), 15–17 Dec. 2013, Athens,
Greece.
– S. Ghandour-Haidar, L. Ros and J. M. Brossier, ”Improving the tuning of First-Order Au-
toregressive Model for the estimation of Amplify and Forward Relay channel”, IEEE 19th
International Conference on Telecommunications, Jounieh, Lebanon, Apr. 2012.
Ces 3 publications sont liées au chapitre 3 de la thèse. Les deux premières donnent les résultats
analytiques du canal 1 bond (fixe-mobile en 2D pour le premier, mobile-mobile en 3D pour le
deuxième). La troisième publication montre des résultats de simulation pour le canal deux-bonds
en 2D. Les résultats analytiques du canal multi-ond restent à publier.
D’autres travaux auxquels j’ai participé sur l’estimation auto-adaptative d’un canal mono-
bond ont été publiés dans :
– R. Gerzaguet, L. Ros, J.M. Brossier, S. Ghandour-Haidar and F. Belvèze, ”Self-Adaptive
Stochastic Rayleigh Flat Fading Channel Estimation”, 18th IEEE international conference
on Digital Signal Processing (DSP2013), Santorini, Greece, Jul. 2013.
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– L. Ros, J.M. Brossier et S. Ghandour-Haidar,”Sur l’utilisation des filtres du premier-ordre
pour l’estimation d’un canal radio-mobile de Rayleigh à évanouissement plat”, 23éme
colloque GRETSI, Bordeaux, France, Sep. 2011.
CHAPITRE 1
Généralités sur les communications
coopératives
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1.1 Les communications radio-mobile
Au cours du dernier siècle, on voit une véritable révolution dans les technologies de l’infor-
mation et de la communication, en particulier dans les systèmes de communication sans fil tels
que GSM (Global System for Mobile communication), UMTS (Universal Mobile Telecommuni-
cation System), WiMAX (Worldwide Interoperability for Microwave Access) et Bluetooth [81].
Ces derniers ont réalisé une grande popularité et importance dans notre vie quotidienne en rai-
son de leur faible coût relatif, et à cause des exigences dues au milieu de propagation (dans des
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endroits où l’emploi de câbles semble être difficile).
Et pendant les vingt dernières années, la tendance dans les technologies de communication sans
fil est passée des communications mobiles vocales (2G, GSM) 1 aux communications mobiles
d’aujourd’hui pour la voix et les données (3G, UMTS) 2.
Une réorientation vers les communications sans fil de la quatrième génération (4G, IMT-Advanced) 3
est en cours.
Ainsi, pour communiquer et échanger les données, les services comme l’Internet, la téléphonie
mobile, et l’accès multimédia sont disponibles à tout moment et depuis n’importe quel endroit.
Autre que les téléphones portables et les ordinateurs qu’on trouve aujourd’hui partout, on trouve
aussi les capteurs sans fil qui deviennent de plus en plus essentiels à la croissance de divers sec-
teurs tels que l’environnement, la finance, la surveillance, la santé et la fabrication.
Cependant, les réseaux sans fil classiques fonctionnent à ou près de leurs limites, ouvrant la
porte à de récentes recherches comme la radio cognitive, les réseaux de capteurs sans fil et la
communication coopérative, ainsi que certaines autres.
La connexion utilisée est une connexion "radio-mobile". Cela signifie que l’on a une transmis-
sion radiofréquence de l’information en présence des différents obstacles, qui sont donc le siège
d’un phénomène de propagation multi-trajet (diffusions, diffractions, réflexions), et par suite les
conditions de propagation sont très variables.
D’ailleurs, différents modèles sont appropriés pour décrire le canal de communication radio mo-
bile, en fonction de l’environnement de diffusion et si un seul ou les deux terminaux sont en
mobilité.
1.1.1 Modèles de diffusion 2D et 3D
Dans un système typique de communication mobile, les composantes multi-trajet arrivent
avec différents angles d’arrivée (AOA), différentes amplitudes et différents retards.
Divers chercheurs ont examiné la distribution des diffuseurs autour de la station mobile.
1. 2G correspond à la deuxième génération, son abréviation GSM désigne Global System for Mobile Commu-
nications
2. 3G correspond à la troisième génération, son abréviation UMTS désigne Universal Mobile Telecommunica-
tions System
3. IMT-Advanced désigne International Mobile Telecommunications Advanced
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Le modèle de diffusion largement utilisé, proposé par Clarke en 1968 [21], est un modèle
bidimensionnel (2D) en raison de l’hypothèse que les ondes arrivent seulement à partir de la di-
rection azimut.
En particulier, le modèle suppose une diffusion isotrope, ce qui signifie une distribution uni-
forme de l’angle d’arrivée des composantes multi-trajet arrivant à la station mobile.
Pour une réception radio-mobile entre véhicules et les communications en zones rurales, un mo-
dèle de diffusion à deux dimensions 2D s’est avéré être utile pour calculer les statistiques du
signal reçu [47] [74].
Dans ce cas, nous supposons que les fronts d’ondes se propageant seulement dans le plan hori-
zontal arrivent à l’antenne du récepteur (quittent l’antenne émettrice).
Cependant, il est maintenant admis que les ondes électromagnétiques diffusées ne voyagent
pas strictement en azimut mais en élévation aussi.
En général, le modèle de diffusion 3D est approprié si le signal émis/reçu arrive/quitte de/à n’im-
porte quelle direction avec une probabilité égale et le récepteur/émetteur a une réponse isotrope
[22].
Pour les communications personnelles (communications en zones urbaines), en particulier à l’in-
térieur des bâtiments, un modèle de diffusion à trois dimensions 3D peut être plus approprié [22]
[47] [74].
Dans ce modèle de diffusion 3D, les réseaux d’antennes émettrices et réceptrices sont souvent
situés à proximité et plus bas que les bâtiments environnants. Ainsi, les ondes diffusées par
diffraction à partir des bords des bâtiments peuvent se propager vers le bas à la rue et, par consé-
quent, pas nécessairement se déplacer horizontalement.
C’est la raison pour laquelle on adopte un modèle de diffusion 2D pour les environnements
ruraux et un modèle de diffusion 3D pour les environnements urbains [100].
Pour obtenir des modèles réalistes de canaux de propagation, on espère une estimation pré-
cise de la distribution des diffuseurs dans l’espace et donc la distribution des angles d’arrivées
des composantes multi-trajet. Ces informations sont très importantes dans de nombreuses appli-
cations.
Dans [5] la répartition des diffuseurs est modélisée avec une densité de probabilité Gaussienne.
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Dans [21] la distribution des angles d’arrivées des composantes multi-trajet est modélisée en uti-
lisant la distribution de Laplace.
Ces deux approches sont appliquées à la modélisation du canal en diffusion 2D.
Mammasis [51] a proposé un modèle 3D pour la distribution des angles d’arrivée des multi-trajet.
1.1.2 Communications Fixe-Mobile ou Mobile-Mobile
Les canaux de communications varient aussi selon la mobilité ; un canal de communication
radio peut être un canal fixe-mobile (F-to-M) ou bien un canal mobile-mobile (M-to-M).
Le premier cas est vu avec des communications cellulaires, où la station de base (BS) est fixé à
une altitude élevée, reçoit le signal à l’intérieur d’un faisceau de largeur étroite, et la station mo-
bile (MS) est entouré par des diffuseurs locaux. C’est ce qu’on appelle la macro-cellule typique
[10].
Cependant, les applications avec relais mobiles ainsi que les communications M-to-M ont ré-
cemment reçu beaucoup d’attention [19] [36] [43] [48] [57] [82] [93] [97] . Elles jouent un rôle
important dans de nombreuses nouvelles applications, comme les réseaux mobiles Ad-hoc (Mo-
bile Ad-hoc NETworks MANET), les systèmes radio mobile privés (Terrestrial Trunked Radio
TETRA) avec un fonctionnement en mode direct (DMO), les systèmes intelligents de transport
où les liens de communication doivent être extrêmement fiables, les réseaux cellulaires avec
relais, les communications mobiles machine-machine (communications inter-véhiculaires, com-
munications voiture-à-voiture C-to-C ou véhicule-à-véhicule V-to-V) et certaines autres.
Dans le cas des systèmes de communication M-to-M, et comme leur nom l’indique, toutes les
entités du réseau sont en mouvement. Ces entités peuvent être soit des utilisateurs et / ou des
véhicules mobiles.
Le récepteur et le transmetteur sont habituellement équipés par des antennes de basse élévation
et sont entourés par des diffuseurs locaux [93] [100].
Comme pour tout autre système de communication, le développement de systèmes de commu-
nication M-to-M nécessite la connaissance des caractéristiques du canal de propagation. Les
propriétés des canaux M-to-M sont différentes de celles des canaux cellulaires classiques F-to-M
entre une station de base et une station mobile.
D’une part, et contrairement aux systèmes cellulaires classiques, dans les systèmes M-to-M, à la
fois le transmetteur et le récepteur se déplacent avec leurs diffuseurs. Cela signifie que les condi-
tions de propagation sont très dynamiques et les fluctuations des canaux M-to-M sont beaucoup
plus rapides.
D’autre part, et selon l’application, les composantes dominantes du multi-trajet varient. Il peut
ou non y avoir la présence d’un lien direct.
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Dans les communications voiture-à-voiture, l’émetteur (Tx) et le récepteur (Rx) sont à la même
hauteur et dans des environnements similaires. Selon le trafic et les coins de la rue entourée de
bâtiments, le nombre de réfractions et réflexions devient de plus en plus important.
Par conséquent, les hypothèses relatives à la stationnarité des canaux M-to-M doivent être prises
avec prudence. Notons que les caractéristiques du canal M-to-M sont influencées par les proprié-
tés de l’environnement autour des extrémités (voitures, mobiles,..) communiquant [57].
1.2 Diversité et passage aux communications coopératives
Deux questions sont importantes avant d’entrer dans le détail des communications coopéra-
tives.
La première question qui se pose c’est “qu’est-ce que les communications coopératives ?”
Fondamentalement, le concept de coopération décrit l’idée qu’au moins un noeud aide le couple
émetteur-récepteur pour améliorer certaines caractéristiques de transmission : fiabilité, débit,
couverture...
Ce nœud supplémentaire est une sorte d’aide pour l’émetteur ou le récepteur : on parle respecti-
vement de la coopération de transmission et la coopération de réception.
De nombreuses techniques ont été proposées sous le titre de la coopération , alors qu’elles ne
désignent pas la même chose. Certaines distinctions doivent être faites pour différentier ces tech-
niques de coopération.
Dans les réseaux cellulaires, par exemple, les stations de base proches partagent les informa-
tions destinées aux utilisateurs par le biais d’un réseau de liaisons. Ensuite, toutes les stations
de base situées dans le voisinage d’un utilisateur donné lui transmettent ses données d’informa-
tions. Cette technique de coordination entre les stations de base est une sorte de communication
coopérative.
Cependant, quand on parle de communications coopératives dans cette thèse, on implique la pré-
sence d’une troisième entité, dite relais, qui va essayer d’aider l’émetteur dans la transmission
de son message vers son récepteur afin que ce dernier perçoive le message avec une meilleure
qualité.
L’intervention du relais est différente de l’intervention des stations de base et de leur coordina-
tions. Si on prend par exemple les communications radio-mobiles, normalement leur communi-
cation ne se fait pas directement entre deux terminaux :
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Dans un premier temps, le premier terminal (un téléphone mobile par exemple) transmet le mes-
sage à la station de base. Dans ce cas, le terminal fonctionne comme un émetteur, et la station
de base comme récepteur. Le relais, s’il existe, intervient alors entre le téléphone mobile et la
station de base.
Dans un deuxième temps, la station de base transmet le message au deuxième terminal (une ta-
blette par exemple). Dans ce cas, l’émetteur est la station de base et le récepteur est la tablette.
Le relais, s’il existe, intervient entre les deux.
Un autre exemple pris est la communication entre les véhicules. Alors qu’elle se fait directe-
ment entre les deux véhicules en absense du relais, le relais vient se placer pour fonctionner dans
ce cas comme une sorte de répéteur qui transmet au récepteur (un des véhicules) un signal basé
sur ce qu’il vient de recevoir de l’émetteur (le deuxième véhicule).
La deuxième question posée, c’est “pourquoi les communications coopératives ?”
Le nombre de véhicules sur les routes augmente de jour en jour en raison de la croissance de
population. Cette augmentation du nombre de véhicules peut, cependant, être utilisé de manière
constructive, en formant un réseau qui relie les informations d’un véhicule à l’autre.
En d’autres termes, par le déploiement de techniques de coopération dans les systèmes véhicule-
à-véhicule, nous pouvons profiter des avantages des deux systèmes, à savoir les systèmes coopé-
ratifs et les systèmes véhicule-à-véhicule.
Ainsi, on peut atteindre des débits de transmission plus élevés, et assurer une transmission plus
robuste.
De même pour le cas des utilisateurs de mobiles en réseau ad-hoc ainsi que les réseaux de cap-
teurs sans fil et les relais coopératifs.
Ceci étant dit, pour répondre scientifiquement à notre question, il est important de savoir l’im-
portance et les types de diversité.
Durant la propagation des ondes électromagnétiques, leur diffusion, réflexion, et diffraction gé-
nère des interférences complexes.
Comme ces intérférences passent par des maximum et des minimum, ces grandes variations dans
l’énergie nuisent à la réception radio-mobile et détériorent les performances en terme de proba-
bilité d’erreur : on parle de phénomène d’évanouissements, ou de "fading" en anglais.
En disposant de copies des signaux transmis (canaux multiples) variant en temps, fréquence
et / ou en espace ; sachant que ces variations sont indépendantes ou au moins non corrélées ; on
peut atténuer ces effets d’évanouissements.
On parle alors de techniques de diversité dont les avantages sont considérables.
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FIGURE 1.1 – Scénario typique de propagation radio-mobile [37]
Dans les diversités temporelles ou fréquentielles (Doppler ou trajets multiples), nous exploi-
tons la propriété naturelle des canaux radio-mobiles à varier en temps et en fréquence. Dans la
diversité spatiale, on place plusieurs antennes en créant des copies du signal transmis soit au
niveau du récepteur, soit au niveau de l’émetteur, soit les deux.
Les techniques de diversité spatiale et temporelle ou fréquentielle sont opposées en termes de
fiabilités et coût de placement.
D’une part, la diversité spatiale est plus fiable, mais elle est livrée avec un haut coût du maté-
riel. D’autre part, les diversités temporelles et fréquentielles sont moins fiables (exploitent des
phénomènes naturels qui peuvent ou non être présents dans un lien particulier), même si elles ne
nécessitent généralement pas de matériel supplémentaire.
Dans cette section, nous citons rapidement plusieurs formes de diversité, puis nous parlons des
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principale méthodes de combinaison. Nous finissons par le codage spatio-temporel, pour passer
à la communication coopérative.
1.2.1 Les techniques de diversité
Les techniques de diversité sont nombreuses. Pour chacune ses avantages et ses limitations.
1. Diversité temporelle
Dans cette technique de diversité, pour bénéficier des avantages de la diversté, le même
signal est transmis sur différents intervalles de temps (message répété). Pour assurer l’in-
dépendance des versions transmises, il faut que les intervalles de temps adjacents soient
espacés d’un durée plus longue que le temps de cohérence du canal de transmission.
Dans les milieux à évanouissements rapides (environnements selectifs en temps), la mobi-
lité est grande, et la diversité en temps devient efficace pour remédier à la grande mobilité.
Par contre, pour les milieux à évanouissements lents (applications sans fil fixes ou à faibles
vitesses), elle offre peu de protection, sauf si les retards d’entrelacement sont importants.
2. Diversité fréquentielle
Dans cette forme de diversité, le même signal est envoyé via différentes fréquences por-
teuses, distants d’une bande de fréquences supérieure à la bande de cohérence du canal,
pour assurer l’indépendance des différentes versions [71].
Comme plusieurs fréquences sont demandées, cette méthode n’est pas en général efficace
en terme de bande passante. Une façon naturelle pour exploiter la diversité en fréquence,
qui est parfois désignée par la diversité de trajets (path diversity), existe pendant l’envoi du
signal dans des canaux multi-trajets sélectifs en fréquence. Il faut alors que l’étalement du
temps de propagation (delay spread) soit une fraction significative de la période élémen-
taire du signal numérique (ordre de grandeur de l’inverse de la bande passante du signal
transmis).
Dans ce cas, le signal reçu peut être interprété comme une combinaison linéaire du signal
émis pondérée par des coefficients d’évanouissement plus ou moins indépendants.
Autrement dit, si le canal se comporte comme sélectif en fréquence, sa fonction de trans-
fert influence plusieurs parties du spectre du signal différemment. Par conséquent, la di-
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versité de trajets (diversité fréquentielle) est exploitée en résolvant les composantes du
canal multi-trajet à des retards différents en utilisant une structure de récepteur approprié,
comme par exemple le corrélateur RAKE pour les systèmes à accès multiple par répartition
en code (Code division multiple access CDMA) [71], qui est le récepteur optimal dans le
sens d’Erreur Quadratique Moyenne minimum (EQM) conçu pour ce type de canaux.
3. Diversité en polarisation
Une partie importante de l’énergie transmise à travers le canal radio est généralement trans-
posé à un état de polarisation orthogonal à celui de l’antenne d’émission.
Cela est dû à la réflexion et la diffusion multi-trajet que teste le signal transmis au cours de
sa propagation.
L’utilisation d’un schéma de diversité polarisée permet au récepteur de profiter des deux
états de co-polarisation (même états de polarisation pour le transmetteur et le récepteur)
et polarisation croisée (transmission dans un état de polarisation et réception dans l’autre
état) [39].
Le principal avantage de la diversité de polarisation est qu’elle améliore les performances
en terme d’erreur binaire (BER) des systèmes de communication sans fil sans avoir besoin
d’un grand espacement d’antennes qui est nécessaire dans une diversité spatiale.
L’inconvénient de cette technique est que nous devons transmettre 3 dB de plus parce
que nous devons alimenter les deux antennes de polarisation au niveau de l’émetteur par le
même signal transmis [39].
4. Diversité directionnelle
Le signal arrivé au niveau du récepteur se compose des signaux réfléchis, diffractés ou
dispersés, et ils viennent de différents angles d’incidence.
Tous les chemins, arrivant suivant différents angles, peuvent être considérés comme mu-
tuellement indépendants. Ainsi, si nous pouvons traiter le signal reçu en utilisant des an-
tennes directives, nous pouvons bénéficier de versions indépendantes obtenues du même
signal.
Autrement dit, lorsque nous utilisons une antenne directive, nous pouvons réduire l’éta-
lement Doppler pour chaque branche [71].
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5. Diversité spatiale – Diversité d’antennes
Récemment, la conception de systèmes sans fil utilisant plusieurs antennes du côté émet-
teur et / ou côté récepteur a gagné beaucoup d’intérêt. C’est une forme de diversité, aussi
parfois appelée la diversité d’antenne.
Cette technique est particulièrement intéressante car elle ne nécessite pas une largeur de
bande supplémentaire.
Pour bénéficier le plus des avantages de cette technique de diversité, l’espacement entre
les antennes doit être suffisamment large par rapport à la longueur d’onde de la porteuse.
Pour les séparations d’antennes suffisamment larges, les canaux peuvent être supposés in-
dépendants, de sorte que la diversité est obtenue même pour les canaux quasi-statiques où
la diversité de temps ne peut pas être exploitée.
La séparation nécessaire entre les antennes dépend de l’environnement de diffusion, ainsi
que la fréquence porteuse.
Pour une station mobile qui se trouve près du sol avec de nombreux diffuseurs autour, la
décorrélation par le canal se produit sur de courtes distances, et la séparation d’antennes
typique et suffisante est entre la moitié et le total de la longueur d’onde porteuse.
Pour les stations de base sur de hauts tours, une séparation d’antenne nécessaire est plus
grande, variant entre plusieurs et dizaines de longueurs d’ondes porteuses [39].
6. Diversité de transmission
La diversité spatiale, sous la forme d’antennes multiples du côté récepteur, a été utili-
sée avec succès dans la transmission en liaison montante des systèmes de communication
cellulaires (c’est à dire de la station mobile vers la station de base).
Cependant, pour une transmission en liaison descendante (c’est à dire de la station de
base vers station mobile), l’utilisation de plusieurs antennes réceptrices dans l’appareil de
téléphonie mobile est plus difficile à mettre en oeuvre en raison des limitations de la taille
et des frais des multiples convertisseurs des chemins RF [75].
Ceci nous pousse à utiliser plusieurs antennes émettrices aux niveau de la station de base
pour la liaison descendante.
Une autre raison pour l’utilisation de plusieurs antennes à la station de base est que la
station de base sert souvent de nombreuses stations mobiles ; il est donc plus économique
d’ajouter le matériel supplémentaire et la charge de traitement de signal sur une station de
1.2. Diversité et passage aux communications coopératives 15
base, plutôt que tous les téléphones mobiles.
Ainsi, dans la liaison montante, nous utilisons la diversité spatiale au niveau récépteur, et
dans la liaison descendante, nous utilisons la diversité spatiale au niveau transmission.
Par contre, l’émetteur est supposé savoir moins d’informations sur le canal que le récep-
teur et des problèmes de signalisation interviennent. Ainsi, et malgré ses clairs avantages,
la diversité de transmission a été traditionnellement considérée comme plus difficile à ex-
ploiter.
Dans la dernière décennie, cette méthode de diversité a attiré une grande attention et des
solutions pratiques ont été proposées pour remédier aux problèmes d’exploitation [39].
Il convient de souligner que l’efficacité de tout système de diversité repose sur la disponibilité de
versions indépendantes du signal transmis de telle sorte que la probabilité de deux ou plusieurs
versions du signal subissant un évanouissement profond est minimum [72].
1.2.2 Combinaison des techniques de diversité
Après que le récepteur ait reçu plusieurs répliques d’un même signal par l’intermédiaire des
techniques de diversité, il les traite pour obtenir une seule représentation du signal désiré.
Il existe différentes méthodes de combinaison, chacune d’elles peut être utilisée en association
avec plusieurs formes de diversité déjà citées.
Les techniques de combinaison des diversités varient selon le niveau de connaissance du canal
au récepteur.
Les plus communes sont la technique de sélection (selection combining SC) , la technique à gain
égal (equal gain combining EGC) et la technique à rapport maximal (maximal ratio combining
MRC) [72].
– La technique SC est conceptuellement la plus simple ; elle consiste à sélectionner à chaque
fois, parmi les chemins de diversité disponibles, celui ayant la plus grande valeur de rap-
port signal-sur-bruit (SNR) [39].
Comme elle ne nécessite qu’une mesure des puissances reçues de chaque branche (che-
min) et un interrupteur pour choisir entre les branches, elle est relativement facile à mettre
en œuvre.
Toutefois, le fait qu’elle ne tienne pas compte des informations obtenues à partir de toutes
les branches, mais seulement de celle sélectionnée, on déduit qu’elle n’est pas optimale.
– Dans la technique EGC, les signaux à la sortie des branches de diversité sont combinés
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de manière linéaire, avec mêmes coefficients de pondération, sans tenir compte des diffé-
rences entre les amplitudes des signaux.
On désigne par combinaison linéaire une combinaison qui se fait après co-phasage des
signaux (compensation de la rotation de phase de chaque réplique - parallèlisation) pour
éviter une annulation (cancelation) des signaux.
Comme toutes les branches interviennent, et sont combinées linéairement, la technique
EGC fonctionne mieux que la technique SC. Elle permet d’augmenter le rapport SNR.
Quand à la simplicité, cette méthode nécessite l’estimation de la phase de tous les signaux
reçus de canal, mais non pas les amplitudes. Elle est moins simple que la technique SG.
– Dans la technique de combinaison à rapport maximal (MRC), les signaux à la sortie des
branches de diversité sont combinés de manière linéaire et les coefficients de la combinai-
son linéaire sont sélectionnés afin de maximiser le SNR, prenant en compte à la fois, la
phase et l’amplitude (pondération avec les conjugués complexes des gains puis somma-
tion).
La méthode MRC s’avère plus performante que les deux autres (SC et EGC), car elle
permet l’utilisation des informations sur l’amplitude et la phase à la fois.
Cependant, la différence entre les techniques EGC et MRC n’est pas considérablement
grande en termes de rendement de puissance, et l’amélioration moyenne du rapport SNR
moyenne avec la méthode EGC est d’environ 1 dB moins que l’amélioration avec la tech-
nique MRC, mais reste beaucoup mieux que sans diversité [72].
Par conséquent, la méthode EGC peut être préférée quand les coûts de mise en œuvre sont
essentiels (Il y a une estimation d’amplitude en moins par rapport à la méthode MRC).
1.2.3 Passage aux communications coopératives
L’application de plusieurs antennes permet l’augmentation du débit et de la fiabilité en raison
des degrés de liberté supplémentaires offerts par la dimension spatiale du canal sans fil.
De plus, la capacité d’information des systèmes de communication sans fil peut être considéra-
blement augmentée par l’emploi de multiples antennes d’émission et de réception menant aux
communications MIMO (multi-entrées multi-sorties) et employées pratiquement avec un codage
spatio-temporel [39].
Avec leurs avantages significatifs, les techniques MIMO ont déjà été inclus dans diverses normes
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de l’industrie telles que les normes IEEE WLAN 802.11n et la 3me génération mobile.
Malheureusement, la mise en place de plusieurs antennes peut ne pas être pratique, voir des
fois impossible, dans la liaison montante d’un système cellulaire, en raison de la taille, des li-
mitations de puissance, et de la complexité matérielle des terminaux mobiles. Des restrictions
similaires s’appliquent également aux réseaux de capteurs sans fil qui ont gagnés une grande
attention et popularité les dernières années.
L’emploi de la diversité coopérative est une bonne façon pour surmonter ces limitations. La
diversité coopérative réalise les avantages de la diversité spatiale de manière distribuée.
L’idée de la diversité coopérative repose sur le fait que, dans un environnement sans fil, le signal
émis par le noeud de source est entendu par d’autres nœuds, qui peuvent être définis comme des
«partenaires» ou «relais».
La source et ses partenaires peuvent traiter et transmettre leurs informations en coopérant en-
semble, créant ainsi un "réseau d’antennes virtuel" et imitant la diversité de transmission.
FIGURE 1.2 – Communication Coopérative à base de relais [55]
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1.3 Classification des canaux à relais
Un canal à deux bonds consiste en un système à trois noeuds : une source, un relais et une
destination. Le relais est ici un noeud qui vise à aider la source à transmettre ses messages à la
destination de manière fiable.
La destination peut recevoir le message envoyé par la source de deux chemins différents : soit le
chemin direct de la source à la destination directement, ou le chemin passant par le relais.
Un tel système est appelé un “canal à deux bonds” puisque le message est acheminé par deux
voies le long du trajet - tout d’abord la voie source-relais, ensuite la voie relais-destination.
Une transmission coopérative consiste en deux étapes. La première étape est la phase d’écoute
au cours de laquelle le relais écoute le signal diffusé par la source. La seconde étape est la phase
de retransmission durant laquelle le relais transmet vers la destination un message, se basant sur
le signal perçu de la source. Ce message varie selon le type de relais.
Le canal à relais à deux bonds est la dérivation simple du canal à relais multi-bond [17] [42]
[70] où N relais séquentiel (consécutifs) sont impliqués dans le canal à relais qui est donc carac-
térisé par N+1 bonds.
Notons qu’il est possible qu’aucun message ne soit transmis par la voie directe. En effet, les
communications coopératives peuvent être utilisées pour atteindre les utilisateurs distants ou ca-
chés, comme une alternative d’une transmission directe à haute puissance de transmission (en
raison des atténuations des chemins, la puissance d’émission augmente avec la distance entre la
source et la destination).
Le classification des canaux à relais et des protocoles des systèmes de communications co-
opératives peut se faire selon plusieurs critères : ils sont classés comme relais regénératifs et
non-regénératifs, ou bien comme orthogonaux ou non-orthogonaux, ou bien comme opérant en
mode semi-duplex ou bien full-duplex.
1.3.1 Types de relais
Les relais non-regénératifs ont pour rôle de juste amplifier le signal reçu et le transmettre vers
la station de destination.
Les relais regénératifs toutefois vont intervenir dans le signal ; par exemple ils peuvent en premier
temps décoder le signal reçu, puis l’encoder à nouveau et le transmettre ensuite à la destination
finale [86].
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Dans la littérature, les transmissions coopératives à deux bonds ont été largement étudiées et
plusieurs types de relais de coopération ont été proposés, notamment les types Amplify-and-
Forward (A&F) et Decode-and-Forward (D&F). Ces types se différencient selon la façon avec
laquelle le relais traite les signaux qu’il vient de recevoir, avant de les transmettre vers les autres
terminaux (utilisateurs).
Dans cette partie, nous proposons un état de l’art sur quatres principaux types coopératifs que les
stations relais peuvent effectuer, couramment proposées dans la littérature [3] [14] [15] [16] [24]
[45] [60] [98] [101] : Amplify-and-Forward (A&F), Decode-and-Forward (D&F), Compress-
and-Forward (C&F) et Equalize-and-Forward (E&F).
1. Amplify-and-forward (A&F)
Dans la technique A&F, les relais tout simplement amplifient la puissance du signal perçu,
pour répondre à la contrainte de puissance moyenne d’émission, puis transmettent le signal
à la destination.
Le principal avantage du type A&F est la simplicité. Cependant, l’inconvénient est que le
relais augmente la puissance de l’information utile ainsi que la puissance du bruit et de
l’interférence [2].
2. Decode and Forward (D&F)
Un système de communication sans fil bénéficie généralement de la modulation numé-
rique. Dans les scénarios où le relais a assez de puissance informatique de calcul, et peut
décoder le signal, D&F est préférable. Le signal reçu est d’abord décodée puis re-codé.
Les avantages du type D&F sont l’annulation du bruit et des interférences perçus par le re-
lais avant de transmettre le message à la destination, contrairement au type A&F. De plus,
ce type peut bénéficier de l’emploi d’un code de correction d’erreur au relais.
Par contre, les types D&F souffrent aussi de quelques inconvénients. Ils sont plus com-
plexes que les types A&F et nécessitent une grande puissance de calcul pour que le relais
puisse décoder complètement le message d’origine.
Tout d’abord, le relais doit connaître le livre de code (codebook) de la source pour pouvoir
récupérer son signal reçu. Deuxièmement, il y a une propagation de l’erreur vers la des-
tination si le relais décode mal le signal. Troisièmement, avec le type D&F, il n’est plus
possible de bénéficier du rapport de vraisemblance pour tester la fiabilité de la transmis-
sion.
Les types C&F et E&F sont peu utilisés dans la littérature. Cependant, nous donnerons
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quelques détails sur la façon dont ils fonctionnent.
3. Compress-and-Forward (C&F)
Le principe du type C&F, tel que cité dans [3], est que le relais quantifie le signal reçu
de la source et code les échantillons dans un nouveau paquet qui est transmis à la destina-
tion.
4. Equalize-and-Forward (E&F)
Dans le cas de E&F, le relais utilise un filtre spécifique pour effectuer une égalisation
linéaire de l’erreur quadratique moyenne minimum, avant de retransmettre le signal. Dans
[45], ce filtre spécifique est choisi pour minimiser l’erreur quadratique moyenne entre le
signal émis de la source et le signal sortant du relais. Ainsi, le but de l’égaliseur au relais
est de limiter les interférences dues au premier chemin du chemin total.
1.3.2 Coopération Hybride et sélection de relais
Les performances de la communication coopérative peut être limitée par le désign des relais.
Les relais hybrides sont alors proposés ; ils essaient de mélanger les avantages de plusieurs types
de relais en évitant leurs inconvénients [2]. Ils consistent à sélectionner le fonctionnement le
mieux adapté entre plusieurs types de relais en basculant entre ces relais afin de maximiser le
taux d’information mutuelle à la destination.
Dans la plupart des articles, les types A&F et D&F sont considérés, et le relais hybride dans
ce cas sera le relais Amplify/Decode-and-Forward (AD&F).
Dans cette version hybride, le relais AD&F utilise sa connaissance des coefficients de canal pour
prendre une décision d’agir soit comme un relais A&F ou un relais D&F.
Plus précisément, si la capacité de canal source-relais est suffisante, et que chaque utilisateur
peut parfaitement décoder les informations de l’autre à l’aide d’un code de correction d’erreur,
le relais agit comme D&F.
Dans le cas contraire (outage), il serait contre-productif de transmettre de fausses informations
décodées, et donc le relais agit comme A&F en amplifiant et retransmettant le paquet.
La sélection de relais est une autre stratégie pour bénéficier de la communication coopérative
de façon intélligente [40] [52] [56] [62]. Elle est appliquée plutôt aux relais fixes, où les stations
mobiles de transmission peuvent choisir de faire ou non une coopération, se basant sur le rap-
port signal-sur-bruit (SNR) au niveau des relais et de la destination et la communication aura
lieu lorsque c’est absolument nécessaire [86]. La station d’émission peut aussi choisir avec quel
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relais va-t-elle communiquer.
1.3.3 Mode Semi-Duplex ou Full-Duplex
Les relais sont généralement choisis pour travailler en mode semi-duplex. Un appareil semi-
duplex peut soit transmettre ou recevoir à un moment donné ; il ne peut pas émettre et recevoir
en même temps et dans la même bande fréquentielle.
Par conséquent, les phases de transmission et de réception sont séparées en temps avec un relais
semi-duplex. Ainsi, pour une communication multi-bond à plusieurs relais [17] [42] [70], les
relais sont à l’écoute pendant l’émission, et l’intérférence est atténuée .
Sachant que l’efficacité de la coopération pourrait être augmentée par une efficace coordination
entre les relais.
Cependant, la principale motivation du mode semi-duplex est différente :
Un appareil en full-duplex nécessite une duplication des circuits radio-fréquences (RF) pour pou-
voir recevoir et émettre en même temps.
Ainsi, la complexité, le prix, la consommation d’énergie, et aussi la taille du relais vont augmen-
ter.
Les opérateurs ne sont pas donc prêts à adopter des relais full-duplex et préfèrent les relais semi-
duplex.
Il existe aussi un relais semi-duplex par bande. Il peut simultanément émettre sur une bande
fréquentielle le message émis par la source au temps (“t−1”) et écouter le message émis par sa
source au temps “t” sur une autre bande (pour ne pas percevoir d’interférence).
L’avantage de ce mode est la bonne exploitation des ressources : Pour envoyer “N” trames co-
opératives, avec un relais semi-duplex, on a besoin de “2N” time slots. Par contre, avec un relais
semi-duplex par bande, on a besoin de “N+1” time slots.
FIGURE 1.3 – Comparaison entre les modes semi-duplex et full-duplex [2]
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1.3.4 Protocole Orthogonal ou Non-orthogonal
On a vu dans la section 1.3.1 les plus célèbres types de coopération à base de relais. En outre,
tous ces types peuvent être dérivés en trois familles : orthogonaux, non-orthogonaux, et encasés
(slotted) selon les étapes d’écoute et de transfert qui se suivent. Il existe donc un nombre impor-
tant de protocoles de coopération avec chacune des avantages et des inconvénients.
Nous dressons rapidement la différence entre ces trois protocoles (voir [2]).
Un protocole est dit orthogonal lorsque l’étape d’écoute et l’étape de diffusion sont séparées,
soit dans le domaine temporel ou dans le domaine fréquentiel.
Nous expliquerons ceci dans le domaine temporel : Dans le premier intervalle de temps (première
phase), la source transmet son message, alors que la destination et les relais écoutent, puis lors
d’un second intervalle de temps (deuxième phase), la source reste silencieuse pendant que les
relais transmettent le message à la destination. Par conséquent, la source émet une fois chaque
deux intervalles de temps.
Cependant, pour les protocoles non-orthogonaux et les protocoles encasés, la source peut émettre
un message à chaque intervalle de temps, et la destination serait donc en mesure d’écouter les
messages de la source et des relais en même temps.
Pour expliquer la différence entre les protocoles orthogonaux, non-orthogonaux et encasés, on
procède à la communication à deux bonds avec “N” relais, et on étudie leur structure de trame. La
Figure 1.4 montre la différence. Dans le cas d’un unique relais, les protocoles non-orthogonaux
et encasés sont équivalents.
Notons qu’ici la source émet vers les “N” relais, qui à leurs tours transmettront à la destina-
FIGURE 1.4 – Comparaison entre les protocoles non- orthogonaux et encasés [2]
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tion, ce qui n’est pas le même cas qu’une communication multi-bond (voir Figure 2.1) car il n’y
a pas d’interaction entre les relais.
Notons aussi que le protocole orthogonal est différent du mode semi-duplex. Ceci paraît aussi
dans la Figure 1.4.
L’avantage du protocole orthogonal est sa simplicité. Par contre, les protocoles non-orthogonaux
offrent une efficacité spectrale meilleure que les protocoles orthogonaux [55].
1.4 Architectures des réseaux coopératifs
Les systèmes de communication coopérative avec des relais A&F sont le centre d’attention
de cette thèse.
Dans la configuration la plus simple, un système à relais A&F est constitué d’une station source
(mobile ou non), une station destination (mobile ou non), et un noeud relais (mobile ou non).
Toutefois, selon les gains que nous cherchons à atteindre à partir du système coopératif, plu-
sieurs relais peuvent être connectés en différentes configurations : le système multi-relais est soit
un multi-bond associé à un scénario dans lequel les noeuds relayant sont connectés en série entre
la source et la destination, soit un ensemble de liens à deux bonds en parallèle.
Comme mentionné dans la section précédente, les systèmes coopératifs sont livrés avec de nom-
breux avantages tels que l’augmentation des gains de multiplexage, de la qualité de service
(QoS), et la diminution du déploiement de l’infrastructure, réduisant ainsi les coûts opération-
nels.
L’augmentation du nombre de relais en série entraîne une augmentation de l’affaiblissement de
propagation. Une augmentation du nombre de relais parallèles, d’autre part, augmente le gain de
diversité [86].
Cependant, il n’y a pas un système parfait et chaque système apporte avec lui quelques inconvé-
nients aussi.
Dans les systèmes coopératifs multi-relais [17] [42] [70], qu’ils soient à deux bonds (Figure 1.5)
ou bien multi-bond (Figure 1.6), des algorithmes avancés et complexes pour le choix des relais
partenaires participant à la coopération sont des fois nécessaires.
De plus, l’intérférence, les délais, et les bits dédiés à la signalisation pour la synchronisation et
l’estimation augmentent dans de tels systèmes [86].
Il est donc impératif pour les concepteurs de systèmes coopératifs d’analyser prudemment les
lacunes de leurs systèmes et proposer les bonnes stratégies pour exploiter et bénéficier des avan-
tages de la communication coopérative. Le développement de tels systèmes de communication
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FIGURE 1.5 – Architecture d’un réseau à relais en parallèle [73]
FIGURE 1.6 – Architecture d’un réseau à relais en cascade [73]
coopérative est, néanmoins, pas possible sans une connaissance du canal coopératif.
Une grande partie de cette thèse est dédiée à la modélisation et l’analyse des canaux à éva-
nouissements lents dans les canaux à relais.
1.5 Applications des communications coopératives
Les communications M-to-M ont récemment acquis une grande part d’attention des cher-
cheurs, des organismes de normalisation et des entreprises industrielles, car elles rentrent dans
de nombreuses applications comme les réseaux cellulaires, Adhoc, réseaux de capteurs et plu-
sieurs autres.
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Certaines de ces applications sont ciblées pour réduire les accidents de la circulation ou pour
faciliter l’écoulement du trafic. Tandis que d’autres incluent l’accès Internet dans les véhicules,
la conduite automatique, ainsi que la régulation de vitesse et plusieurs autres [86].
Du côté normes, les communications à courte portée (Dedicated Short-Range Communications
DSRC) ont été développées pour soutenir les systèmes de communication voiture-à-voiture. Plu-
sieurs groupes de travail au sein de l’IEEE, comme IEEE 802.11p, IEEE 1609.2, .3, et .4, contri-
buent au développement de la communication M-to-M [86].
L’un des domaines inexploités où les technologies sans fil sont en train de faire un impact signi-
ficatif est la communication inter-véhicules (IVC) [86], composante essentielle des systèmes de
transport intelligents (Intelligent Transportation Systems ITSs). Ces systèmes impliquent l’appli-
cation, de manière intégrée, du traitement avancé de l’information, des technologies de commu-
nications, de capteurs et de contrôle, afin d’améliorer le fonctionnement du système de transport.
Ils comportent les communications véhicule-à-véhicule (V-to-V) et véhicule-à-route (V-to-R),
permettant au véhicule de communiquer avec d’autres véhicules et des capteurs / points d’accès
installés le long de la route.
La sécurité routière et la fluidité du trafic peuvent être améliorées si les conducteurs ont la capa-
cité de prédire les évènements survenants sur leur route et savoir si une collision s’est produite,
ou s’ils se rapprochent d’un embouteillage. L’information en temps réel transmis par la com-
munication IVC peut également aider les véhicules à des points critiques tels que les passages
aveugles et des entrées d’autoroutes [39].
La communication IVC entre dans une phase passionnante. Les entreprises auto-mobiles inves-
tissent d’énormes ressources dans la recherche afin de faciliter cette technologie. Les travaux
sont dirigés vers la sécurité, la qualité de service (QoS), ainsi que la modélisation et l’analyse de
la couche physique.
Du côté industriel, un certain nombre de projets existent en Europe, aux Etats-Unis, et en Asie.
Parmi les projets européens, on cite les projets “CAR 2 CAR Communication Consortium”, “Co-
operative Vehicle-Infrastructure Systems (CVIS)”, “SAFESPOT”, et “CALM” [86].
Aux États-Unis, on cite les projets “Driver Workload Metrics” , “Forward Collision Warning
Requirement”, et “Vehicle Safety Communications” [86].
En Asie, on cite l’association “Advanced Cruise-Assist Highway Systems Research Association
(AHSRA)”, qui est l’une des principales associations qui contribuent au développement des com-
munications voiture-à-voiture [86].
Plusieurs pays ont alloué une bande de fréquence dédiée aux communications voiture-à-voiture.
Par exemple, aux États-Unis, une largeur de 75 MHz dans la bande 5,9 GHz a été allouée par la
Commission Fédérale des Communications (FCC) pour les communications à courte portée.
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En conclusion, nous avons présenté dans ce chapitre quelques généralités sur les communica-
tions coopératives, contexte de cette thèse. Nous allons dans les chapitres suivants rentrer dans le
vif du sujet, en présentant d’abord le modèle mathématiques du canal de communication consi-
déré dans la thèse.
CHAPITRE 2
Modèle mathématique de la liaison de
transmission multi-bond
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2.1 Introduction au chapitre
La modélisation d’un canal de transmission radio-mobile n’est pas une étude récente. Elle a
commencé avec Clarke en 1968 [21] pour un canal fixe-mobile en mode de diffusion 2D dans un
milieu isotrope.
Le travail dans un milieu non isotrope a été étudié par l’auteur de [41].
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Pour le travail avec un canal mobile-mobile, le travail a commencé avec Akki dans [4] en 1986 et
[5] en 1991, où il a lui aussi travaillé, comme Clarke, en mode de diffusion 2D et dans un milieu
isotrope.
Son travail a été élargi par les auteurs de [66] qui ont proposé la simulation d’un canal mobile-
mobile et [87] qui ont travaillé pour les cas LOS (Ligh Of Sight) et NLOS (Non Light Of Sight).
Le travail avec une transmission MIMO en mode de diffusion 2D a été fait par les auteurs de
[10] et [68]. Et les propriétés statistiques d’un canal coopératif A&F ont été proposées par les
auteurs de [67].
D’autre part, pour le mode de diffusion 3D, cela a démarré en 1997, quand Clarke a démon-
tré le fait curieux que lorsque les diffusions du signal reçu proviennent de toutes les directions
avec une égale probabilité, et lorsque le récepteur a une réponse isotrope et se déplace à vitesse
linéaire constante, le spectre Doppler des fluctuations du signal est uniforme sur toute la bande
de fréquence centrée sur la fréquence porteuse et zéro à l’extérieur [22].
Le mode de diffusion 3D a attiré l’attention des chercheurs [51] [99]. Dans [99], Zajic a tra-
vaillé avec une transmission MIMO dans un mode de diffusion 3D. Elle avait un modèle en 2D
pour un canal multi-trajet Fixe-Mobile. Son but était de proposer un modèle de référence en 3D
pour un canal multi-trajet Mobile-Mobile.
Ainsi, et pour y arriver, elle a tout d’abord fait une extension du travail d’Aulin dans [8] et de
Parsons dans [64], en passant, pour une diffusion 2D, du canal Fixe-Mobile à un canal Mobile-
Mobile.
Elle s’est basée sur le fait que la diffusion locale se fait autour des deux antennes, l’émettrice et
la réceptrice, et non pas une seule.
Elle a donc proposé un modèle à deux cylindres (canal Mobile-Mobile) en le considérant comme
une extension du modèle à un cylindre (canal Fixe-Mobile).
Puis, à l’aide de ce modèle, elle a enfin proposé un nouveau modèle de référence pour les canaux
MIMO Mobile-Mobile en diffusion 3D : elle a ajouté les composantes d’élévation sur son mo-
dèle 2D.
Zajic a dérivé sous forme approchée la fonction de corrélation spatio-temporelle conjointe pour
un environnement de diffusion non-isotrope en 3D.
Elle a démontré que dans la plupart des cas, les fonctions de corrélation des systèmes MIMO
Fixe-Mobile en diffusions 2D et 3D, ainsi que les systèmes Mobile-Mobile en diffusion 2D sont
représentées comme des cas particuliers de la fonction de corrélation spatio-temporelle des sys-
tèmes MIMO Mobile-Mobile en diffusion 3D.
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Pour un environnement de diffusion non-isotrope en 3D, le modèle de référence prend un nombre
infini de diffuseurs, ce qui empêche une implémentation pratique. Zajic`, Patel et Mehrpouyan
proposent des modèles de simulation déterministes et statistiques, basés sur une somme de sinu-
soïdes (SoS) [99][66][54].
À la fin, il faut parler du travail de [61], qui a cherché la distribution d’un produit de deux
variables aléatoires complexes et Gaussiennes, mais qui peuvent ne pas être centrées en zéro, ni
avoir un distribution de phase uniforme. Ce travail recouvre alors le cas particulier de deux bonds
dans notre étude, travail aussi fait par [4] et [67]. Pourtant, la distribution du gain résultant de
plus que deux bonds n’a pas été fait jusqu’à présent.
Dans ce chapitre, on va parler des propriétés statistiques pour un canal multi-bond, dans les
deux modes de diffusions 2D et 3D, et que ça soit avec des liens fixe-mobile ou mobile-mobile.
Comme on a plusieurs relais avec des facteurs d’amplification différents et des liens différents,
nous allons simplifier l’expression du signal reçu en fonction d’un gain global, du signal émis
et d’un bruit total. Ceci pour simplifier l’étude de l’estimateur. On va décrire les caractéristiques
statistiques du canal en donnant les distributions du gain (module et phase), puis les fonctions
d’autocorrélation et la Densité Spectrale de Puissance qui nous seront impotantes pour évaluer la
dynamique du canal et pouvoir analyser ultérieurement l’erreur d’estimation dynamique qui ré-
sulte des variations du gain du canal. On finit par donner les bornes de Cramer Rao qui serviront
pour l’évaluation de notre algorithme d’estimation dans un chapitre ultérieur.
2.2 Description générale du canal
Le système de transmission est décrit dans la Figure 2.1. On traite le cas d’une transmission
multi-bond avec “N+1” bonds (liens), ou autrement dit, on dispose d’une source, de “N” relais,
et d’une destination.
Les relais sont notés Ri pour i = 1,2, ...,N. La vitesse de Ri est vi
Pour simplifier l’écriture, on varie l’indice i de 0 à N+1. Ainsi, on désigne par R0 la source S de
vitesse v0 = vS, et par RN+1 la destination D de vitesse vN+1 = vD.
Soit T l’intervalle de temps entre les symboles transmis (période symbole).
La fréquence fi = vic fp est la fréquence Doppler au relais numéro i, et fS =
vS
c fp et fD =
vD
c fp
sont les fréquences Doppler à la source et la destination respectivement.
La fréquence fp est la fréquence porteuse supposée la même sur tous les liens.
c est la célérité de la lumière.
On définit α(i)k le gain du lien "i" reliant Ri−1 et Ri à l’instant t = kT où k ∈ Z+ est l’indice
temporel.
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Pour un lien "i" (i = 1,2, ...,N + 1) donné et un indice temporel k ∈ Z+ donné, le gain α(i)k est
une variable aléatoire circulaire complexe Gaussienne et centrée, de variance
(
σ (i)α
)2
. On sous-
entend qu’on peut ainsi remplacer par R0 la source S, et par RN+1 la destination D. Le premier
bond est le lien entre la source S et le relais R1, le dernier bond est le lien entre le relais RN et la
destination D.
Sur les relais ainsi qu’au niveau de la destination, un bruit vient s’ajouter et on le note n(i)k s’il
s’ajoute à Ri, i = 1,2, ...,N, et n
(N+1)
k s’il s’ajoute à la destination D. C’est un bruit blanc additif
circulaire complexe Gaussien et centré, de variance
(
σ (i)n
)2
.
Les relais étant des relais Amplify-and-Forward (A&F), on note A(i) le facteur d’amplification
du relais Ri, fixe en fonction du temps, pour i = 1,2, ...,N. Pour l’homogénéité des notations, on
suppose qu’il existe A(N+1) = 1 au niveau de la destination.
On travaille à partir de l’équivalent complexe en bande de base des sigaux.
Le signal discret r(i−1)k désigne l’entrée du lien "i" (en d’autres mots, c’est la sortie du relais
FIGURE 2.1 – Diagramme d’un canal multi-bond à N relais A&F
Ri−1 après l’addition du bruit et l’amplification). Ensuite, r
(i−1)
k est alors affecté par le gain α
(i)
k
du lien "i", arrive à Ri où le bruit n
(i)
k s’ajoute, s’amplifie par le gain A
(i), pour devenir r(i)k , qui
sera transmis par le lien "i+1".
Pour simplifier l’écriture, l’indice temporel k est homis. On écrit donc r(i) au lieu de r(i)k , α
(i) au
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lieu de α(i)k et n
(i) au lieu de n(i)k . r
(i) est alors :
r(i) = A(i)[α(i)r(i−1)+n(i)]
Ce processus sera répété à chaque relais. On note sk les symboles émis de la source S, et yk
l’observation au niveau de la destination D. On simplifie l’écriture en s et y, et on aura :
y = α(N+1)
[
A(N)
(
α(N)...
[
A(i)
(
α(i)...[
A(2)
(
α(2)
[
A(1)
(
α(1)s+n(1)
)]
+n(2)
)]
+ ....
+n(i)
)]
+ ......n(N)
)]
+n(N+1)
Soit alors finalement, le modèle d’observation à partir duquel on va travailler dans la thèse pour
établir les algorithmes :
y = αs+n (2.1)
avec α =
N+1
∏
i=1
A(i)α(i) =
(
N
∏
i=1
A(i)
)(
N+1
∏
i=1
α(i)
)
Pour des liens indépendants, les gains α(i) le sont, et on aura une variance globale σ2α =E{|α|2} 1
du processus centré α , donnée par :
σ2α =
(
N
∏
i=1
[
A(i)
]2)(N+1
∏
i=1
[
σ (i)α
2
])
(2.2)
Soit n= n(N+1)+
N
∑
i=1
[
n(i)
(
N
∏
j=i
A( j)
)(
N+1
∏
j=i+1
α( j)
)]
la variable aléatoire modélisant le bruit glo-
bal. Ce bruit est de moyenne nulle (E(n) = 0).
La variance du bruit global σ2n = E{|n|2} est évaluée grâce à l’indépendance entre les bruits
n(i), l’indépendance entre les gains α( j), et l’indépendance entre n(i) et α( j). On a alors :
σ2n = σ
(N+1)
n
2
+
N
∑
i=1
[
σ (i)n
2
(
N
∏
j=i
[
A( j)
]2)( N+1
∏
j=i+1
[
σ ( j)α
2
])]
(2.3)
Les figures 2.2, 2.3, 2.4 et 2.5 affichent des réalisations du gain de canal pour différents scé-
narios.
Dans la figure 2.2, pour un canal direct à destination mobile, on voit comment le nombre d’oscil-
lations de α augmente dans un même intervalle de temps quand la fréquence Doppler augmente.
1. E désigne l’espérance
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Dans la figure 2.3, pour un canal Mobile-Mobile, on voit que le même comportement de α (en
terme de nombre d’oscillations par unité de temps) reste le même pour des valeurs f 2S T
2+ f 2DT
2
identiques (égales à 10−3) .
Pour chaque lien direct entre deux extrémités, on note une fréquence équivalente dont le
carré vaut la somme des carrés des fréquences de chacune des extrémités. Ainsi, pour un lien
entre source et destination, la fréquence équivalente vaut f 2eq = f
2
S + f
2
D. En ajoutant un relais, la
fréquence équivalente du premier lien vaut f 2S + f
2
1 , et celle du deuxième lien vaut f
2
1 + f
2
D ; en
total, la fréquence équivalente du canal multi-bond devient f 2eq = f
2
S +2 f
2
1 + f
2
D. Ainsi de suite,
on aura
f 2eq = f
2
S +2
N
∑
i=1
f 2i + f
2
D (2.4)
La notion de fréquence équivalente vient d’être défini par l’équation 2.4 et nous verrons dans les
chapitres à venir qu’elle joue un rôle fondamental dans l’évaluation des performances de l’es-
timation d’un canal multi-bond, ainsi que dans la modélisation approchée d’un tel canal. Nous
pouvons déjà faire quelques observations.
Dans la figure 2.4, le nombre de relais augmente, mais on garde la même valeur de fréquence
équivalente (voir équation (3.30)). On voit alors que le nombre d’oscillations reste le même.
Dans la figure 2.5, tous les noeuds ont la même vitesse, et tous les liens ont des gains de même
variance. En augmentant progressivement le nombre de relais, la variance totale diminue et la
fréquence totale équivalente augmente (nombre d’oscillations augmente).
2.3 Distribution du gain
Soit α = α(1)α(2).......α(N+1) le produit des gains des "N+1" liens, ou encore le gain global
du canal multi-bond (on suppose pour l’instant que les facteurs d’amplification A(i) = 1 ∀ i).
Le gain α(i) de chaque lien "i" est composé de deux parties indépendantes, une réelle et l’autre
imaginaire, qui sont toutes les deux Gaussiennes centrées, de variances σ2α(i)/2. L’enveloppe de
α(i) possède une distribution de Rayleigh. On note fα(i)(α
(i)) la distribuion du gain complexe
α(i), et on désire calculer fα(α) la distribution du gain complexe total.
Dans la suite, on précise les expressions de ces distibutions. Même si ces expressions ne sont
pas directement utilisées dans l’estimation du canal, elles peuvent nous donner une idée sur la
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FIGURE 2.2 – Réalisation de α (module) à différentes fréquences Doppler pour un canal Fixe-
Mobile
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distribution du gain total et de son module, plus particulièrement sur sa distribution autour de
zéro et son étendue (allure de la distribution). D’autre part, ces expressions seront utiles pour
calculer les Bornes de Cramer Rao de l’estimateur de α .
Pour calculer la distibution du gain complexe, on va évaluer la distribution du module total
ρ = ρ(1)ρ(2)... ρ(N+1) et de la phase totale θ = θ (1)+θ (2)+ ... +θ (N+1) [2pi]. 2
Rappelons que dans ce cas, comme A(i) = 1 ∀ i, la variance du gain global est le produit des
variances des gains locaux, c’est à dire σ2α =∏Ni=1σ2α(i) .
2.3.1 Distribution de la phase
Lorsque la distribution de la phase θ (i) est uniforme quelque-soit ”i”, alors la distribution de
la phase θ = θ (1)+ θ (2)+ ... + θ (N+1) [2pi] est encore uniforme. La démonstration est faite
dans l’annexe A.
L’analyse est illustrée dans la figure 2.6. Ainsi, à chaque fois qu’on ajoute une variable aléa-
2. [2pi] désigne modulo 2pi , c’est à dire θ sera compris entre −pi et +pi .
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toire de distribution uniforme, la distribution de la somme reste uniforme :
fθ (θ) =
1
2pi
si −pi < θ <+pi
où θ = θ (1)+θ (2)+ ... +θ (N+1) [2pi]
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FIGURE 2.6 – Distribution uniforme de la phase d’un canal à plusieurs bonds
2.3.2 Distribution du module
L’évaluation de la distribution de probabilité (DDP) du module ρ du gain global α se fait par
récursivité comme suit :
2.3.2.1 Un lien (Aucun relais)
On commence par le cas d’un lien seul sans aucun relais (N = 0). Le module du gain global
est alors ρ = ρ(1), sa DDP est donc une distribution de Rayleigh dont l’expression est [4] [21] :
fρ(ρ) =
2ρ
σ2α
exp
(
− ρ
2
σ2α
)
(2.5)
avec ρ ∈ [0,+∞) et σ2α = σ2α(1)
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2.3.2.2 Deux liens (Un seul relais)
Les deux liens étant indépendants, leurs modules le sont aussi. On a ainsi :
fρ(1)ρ(2)(ρ
(1),ρ(2)) = fρ(1)(ρ
(1)) fρ(2)(ρ
(2)) =
22ρ(1)ρ(2)
σ2α(1)σ
2
α(2)
exp
(
− [ρ
(1)]2
σ2α(1)
− [ρ
(2)]2
σ2α(2)
)
=
22ρ
σ2α
exp
(
− [ρ
(1)]2
σ2α(1)
− [ρ
(2)]2
σ2α(2)
)
avec ρ(1) et ρ(2) ∈ [0,+∞)
On cherche fρ(ρ) que l’on peut obtenir par marginalisation de fρρ(1)(ρ,ρ
(1)), puis en utilisant
un changement de variable pour passer de (ρ,ρ(1)) à (ρ(2) = ρρ(1) ,ρ
(1)) :
fρ(ρ) =
∫ +∞
0
fρρ(1)(ρ,ρ
(1))dρ(1) =
∫ +∞
0
fρ(2)ρ(1)
(
ρ
ρ(1)
,ρ(1)
)
|Jac| dρ(1)
où Jac =
∣∣∣∣∣∣
∂ρ(2)
∂ρ
∂ρ(2)
∂ρ(1)
∂ρ(1)
∂ρ
∂ρ(1)
∂ρ(1)
∣∣∣∣∣∣=
∣∣∣∣∣ 1ρ(1)
−ρ
(ρ(1))2
0 1
∣∣∣∣∣= 1ρ(1)
D’où la DDP du module du gain global [4] [47] :
fρ(ρ) =
∫ +∞
0
22ρ(1) ρρ(1)
σ2α(1)σ
2
α(2)
exp
− [ρ(1)]2σ2α(1) −
[
ρ
ρ(1)
]2
σ2α(2)
 dρ(1)
ρ(1)
=
22ρ
σ2α
∫ +∞
0
exp
−[ ρ(1)σα(1)
]2
−
[
ρ
σα
]2
[
ρ(1)
σ
α(1)
]2
 dρ(1)
ρ(1)
=
22ρ
σ2α
∫ +∞
0
exp
−u21
u20
−
[
ρ
σα
]2
u21
 du1u1 (2.6)
où on a fait un changement de variable u1 =
ρ(1)
σ
α(1)
et u0 = 1
Cette expression est donnée de façon plus simple en faisant un changement de variable :
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exp(v1) =
u21
[ ρσα ]
⇒ exp(v1)dv1 = 2u1du1[ ρσα ] ⇒ dv1 =
2du1
u1
. Ainsi :
fρ(ρ) =
22ρ
σ2α
∫ +∞
0
exp
−u21
u20
−
[
ρ
σα
]2
u21
 du1
u1
=
22ρ
σ2α
∫ +∞
0
exp
(
− ρ
σα
[
u21
ρ
σα
+
ρ
σα
u21
])
du1
u1
=
22ρ
σ2α
∫ +∞
−∞
exp
(
− ρ
σα
[exp(v1)+ exp(−v1)]
)
dv1
2
=
22ρ
σ2α
2
∫ +∞
0
exp
(
− ρ
σα
[exp(v1)+ exp(−v1)]
)
dv1
2
=
22ρ
σ2α
∫ +∞
0
exp
(
−2 ρ
σα
cosh(v1)
)
dv1
fρ(ρ) =
22ρ
σ2α
K0
(
2ρ
σα
)
(2.7)
où cosh(.) est la fonction cosinus hyperbolique, et K0(.) est la fonction de bessel modifiée, de
deuxième type, et d’ordre zéro.
2.3.2.3 "N+1" liens ("N" relais)
Le calcul est fait par récurrence : pour connaître la distribution du module ρ du gain glo-
bal α = α(1)α(2).......α(N+1), on a recours à la distribution du module η du gain semi-total
ζ = α(1)α(2).......α(N), qui désigne le produit des gains seulement jusqu’à l’indice "N" (jus-
qu’au Nieme lien).
De la même manière qu’on a calculé la distribution pour le cas de deux liens, on fait pour plu-
sieurs liens.
fρ(ρ) =
2N+1ρ
σ2α
∫ +∞
0
.
∫ +∞
0
.........
∫ +∞
0︸ ︷︷ ︸
N fois
exp
− N∑
i=1
[
u2i
u2i−1
]
−
 ρ2σ2α
u2N
 du1
u1
du2
u2
.....
duN
uN
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2.4 Autocorrélation temporelle
Comme déjà mentionné, il y a N relais (N+1 liens), ainsi que la source S et la destination D.
Vu l’indépendance des gains des liens, la fonction d’autocorrélation temporelle continue est :
Rαα(∆t) =
N+1
∏
i=1
Rα(i)α(i)(∆t)
Et la fonction d’autocorrélation discrète est :
Rαα [k] = Rαα(∆t = kT ) =
N+1
∏
i=1
Rα(i)α(i)[k]
α(i) étant le gain du lien "i" reliant le relais Ri−1 et le relais Ri, Rα(i)α(i) est la fonction d’autocor-
rélation de ce gain, bien connue. Elle a été calculée dans la littérature ([4] et [22]) pour les deux
cas de diffusion 2D et 3D. T est la période symboles, et fi est la fréquence Doppler au relais "i".
On explicite alors l’expression de la fonction d’autocorrélation en fonction des fréquences Dop-
pler de chaque lien :
– Diffusion 2D (voir [4] [21]) :
Rα(i)α(i)[k] = Rα(i)α(i)(∆t = kT ) = σ
2
α(i)J0(2pi fi−1kT )J0(2pi fikT )
Alors
Rαα [k] = Rαα(∆t = kT ) = σ2αJ0(2pi fSkT )
N
∏
i=1
[J0(2pi fikT )]2J0(2pi fDkT ) (2.8)
– Diffusion 3D (voir [22]) :
Rα(i)α(i)[k] = Rα(i)α(i)(∆t = kT ) = σ
2
α(i)sinc(2pi fi−1kT )sinc(2pi fikT )
Alors
Rαα [k] = Rαα(∆t = kT ) = σ2αsinc(2pi fSkT )
N
∏
i=1
[sinc(2pi fikT )]2sinc(2pi fDkT ) (2.9)
La fonction J0(.) est la fonction de Bessel de première espèce et d’ordre 0.
La fonction sinus cardinal étant définine comme sinc(x) = sin(x)x .
Notons que lorsqu’un des relais ou bien la source ou bien la destination sont fixes, leurs vitesses
ainsi que leurs fréquences Doppler sont nulles. Nos expressions restent valables car J0(0) = 1 et
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sinc(0) = 1.
Lorsqu’on a un lien mobile-mobile de gain α(i), tout se passe comme si on a deux liens mobile-
fixe (α(i)1 ) et fixe-mobile (α
(i)
2 ), reliés par un relai fixe, et de dain α
(i) = α(i)1 .α
(i)
2 .
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FIGURE 2.7 – Fonction d’autocorrélation d’un canal Fixe-Mobile à différentes fréquences Dop-
pler, en modes 2D et 3D
Dans les figures 2.7 et 2.8, en comparant les 2 modes de diffusions, on voit que les oscilla-
tions sont plus importantes en 2D, que ça soit pour un canal Fixe-Mobile ou bien Mobile-Mobile.
On voit aussi que le nombre de ces oscillations est plus grand à hautes fréquences (courbe rouges
par rapport à courbes bleues dans la figure 2.7).
La corrélation est plus haute à faible fréquence Doppler, (comparaison entre les courbes bleu
et verte sur la figure 2.7). Ceci est normal car le canal varie plus lentement à faible fréquence
Doppler.
Pour un lien Mobile-Mobile, en variant les vitesses des deux extrémités, mais en gardant leur
fréquence équivalente ( feqT =
√
( fST )2+( fDT )2) la même, la fonction d’autocorrélation est
presque la même pour les points les plus significatifs (par exemple les premiers 300 points pour
feqT = 10−3 dans la figure 2.8). On ne sera ainsi pas étonné de voir dans les chapitres suivants
que la fonction d’auto-corrélation pourra être approchée par une fonction dépendant directement
de cette fréquence équivalente (voir les équations (3.40) et (3.46)).
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FIGURE 2.8 – Fonction d’autocorrélation d’un canal Mobile-Mobile à différentes fréquences
Doppler, en modes 2D et 3D
Dans les figures 2.9 et 2.10, on voit les fonctions d’autocorrélation temporelles normalisées
en 2D et 3D pour les cas où la source S se déplace seulement, lorsque la source S et la destination
D se déplacent et lorsque la source, la destination et tous les relais bougent. On a supposé que
tous les éléments qui se déplacent ont une fréquence Doppler normalisée fST = fDT = fiT =
5e−4. La courbe noire représente alors aussi la fonction d’autocorrélation temporelle du gain
relatif au lien "i" lorsque Ri bouge et Ri−1 est fixe, et la courbe bleu clair représente la fonction
d’autocorrélation temporelle du gain relatif au lien "i" lorsque Ri et Ri−1 bougent. On voit qu’à
partir de 3 mobiles ou plus, les oscillations diminuent beaucoup et tendent vers zéro. Une fois
encore on voit que ces oscillations sont plus grandes en 2D.
2.5 Densité spectrale de Puissance
La Densité Spectrale de Puissance (DSP) de α , aussi appelée Spectre Doppler du gain du
canal (ou Spectre de Puissance Doppler), caractérise les propriétés dynamiques du processus α
supposé stationnaire au sens large (Wide Sense stationary WSS). Il est calculée par la transformée
de Fourrier de la fonction d’autocorrélation temporelle Rαα(∆t). C’est donc
Γα( f ) =
∫ +∞
−∞
Rαα(∆t)e− j2pi f∆td∆t
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Ou encore :
Γα( f ) =
N+1⊗
i=1
Γα(i)⊗
est l’opérateur produit de convolution
Γα(i) est le densité spectrale de puissance sur le lien "i" reliant Ri−1 à Ri. C’est la transformée de
Fourrier de la fonction d’autocorrélation Rα(i)α(i)(∆t).
Si Ri−1 et Ri sont fixes, Rα(i)α(i)(kT ) = σ
2
α(i) , ce qui donne :
Γα(i)( f ) = σ
2
α(i)δ ( f )
où δ ( f ) est la distribution de Dirac nulle sur toutes les fréquences en dehors de la fréquence zéro.
Notons que la distribution de Dirac représente l’élément neutre du produit de convolution. Sa-
chant qu’on a comme but de calculer la DSP pour un canal multi-bond, si l’on ajoute un lien
fixe-fixe, ce qui change dans le produit de convolution sera la variance du canal seulement.
2.5.1 DSP d’un seul lien avec un modèle de diffusion en 2D
La densité spectrale de puissance Γα(i) est donnée dans le cas de diffusion 2D dans la figure
2.11 (voir [4]) :
– Si Ri−1 est fixe et Ri bouge (ou bien l’inverse), on a Rα(i)α(i)(kT ) = σ
2
α(i)J0(2pi fikT ), ce qui
donne :
Γα(i)( f ) =

σ2
α(i)
pi fi
√
1−
(
f
fi
)2 = σ
2
α(i)
pi
√
f 2i − f 2
si | f |< fi
0 si | f |> fi
(2.10)
– Si Ri−1 et Ri bougent, on a Rα(i)α(i)(kT ) = σ
2
α(i)J0(2pi fi−1kT )J0(2pi fikT ), alors
Γα(i)( f ) =

σ2
α(i)
pi2
√
fi fi−1
K
(√
( fi+ fi−1)2− f 2
4 fi fi−1
)
si | f |< fi−1+ fi
0 si | f |> fi−1+ fi
avec K(.) est l’intégrale elliptique complète de première espèce [35].
En fait, on explicite l’expression de la DSP du lien "i", en mode de diffusion 2D, sous la forme
Γα(i)( f ) = σ
2
α(i)S2, fi−1( f )⊗ S2, fi( f ). Où S2, fi( f ) est le spectre élémentaire en cas de diffusion
2D, dit spectre de Jakes, valable pour un lien entre une extrémité fixe et une autre mobile à la
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fréquence fi, et calculé par la transformée de Fourrier de J0(2pi fi∆T ).
S2, fi( f ) =
{
1
pi
√
f 2i − f 2
si − fi < f < fi
0 sinon
(2.11)
On voit bien que l’on retombe sur la distribution de Dirac lorsque fi = 0.
2.5.2 DSP d’un seul lien avec un modèle de diffusion en 3D
La densité spectrale de puissance Γα(i) est donnée dans le cas de diffusion 3D dans la figure
2.12 :
– Si Ri−1 est fixe et Ri bouge (ou bien l’inverse), on a Rα(i)α(i)(kT ) = σ
2
α(i)sinc(2pi fikT ),
alors la densité spectrale de puissance a une forme rectangulaire [22] (on parle de spectre
plat. Voir spectre noir dans la figure 2.12) :
Γα(i)( f ) =
{
σ2
α(i)
2 fi
si − fi ≤ f ≤+ fi
0 sinon
(2.12)
– Si Ri−1 et Ri bougent à la même vitesse ( fi−1 = fi), on a Rα(i)α(i)(kT )=σ
2
α(i)[sinc(2pi fikT )]
2.
alors la densité spectrale de puissance a une forme triangulaire (spectre rouge dans la figure
2.12) :
Γα(i)( f ) =
σ2α(i)
4 f 2i

− f +2 fi si 0≤ f ≤ 2 fi
f +2 fi si −2 fi ≤ f ≤ 0
0 sinon
(2.13)
– Si Ri−1 et Ri bougent à vitesses différentes, on a Rα(i)α(i)(kT )=σ
2
α(i)sinc(2pi fi−1kT )sinc(2pi fikT ).
On suppose, sans perte de généralité, que fi > fi−1 alors la densité spectrale de puissance
a une forme trapézoïdale (spectres vert et bleu dans la figure 2.12) :
Γα(i)( f ) =
σ2α(i)
4 fi−1 fi

2 fi si fi−1− fi ≤ f ≤ fi− fi−1
− f + fi+ fi−1 si fi− fi−1 ≤ f ≤ fi+ fi−1
f + fi+ fi−1 si − fi− fi−1 ≤ f ≤ fi−1− fi
0 sinon
(2.14)
Ici encore, on peut expliciter l’expression de la DSP du lien "i", en mode de diffusion 3D, sous
la forme Γα(i)( f ) = σ
2
α(i)S3, fi−1( f )⊗ S3, fi( f ). Où S3, fi( f ) est le spectre élémentaire en cas de
diffusion 3D, dit spectre plat, valable pour un lien entre une extrémité fixe et une autre mobile à
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la fréquence fi, et calculé par la transformée de Fourrier de sinc(2pi fi∆T ).
S3, fi( f ) =
{
1
2 fi
si − fi ≤ f ≤ fi
0 sinon
(2.15)
On voit bien que l’on retombe sur la distribution de Dirac lorsque fi = 0.
La figure 2.11 montre la densité spectrale de puissance normalisée en 2D pour un lien Fixe-
Mobile (spectre de Jakes, figure à gauche). Cette densité est minimale à la fréquence nulle, et
maximale à la fréquence Doppler. Cette figure montre aussi la densité spectrale de puissance
pour un lien Mobile-Mobile (figure à droite). Cette densité est minimale à la fréquence Doppler
totale (somme des deux fréquences Doppler pour les deux extrémités mobiles).
La figure 2.12 montre la densité spectrale de puissance normalisée en 3D pour un lien Fixe-
Mobile (spectre plat, figure à gauche). Cette densité est constante sur toutes les fréquences in-
férieures à la fréquence Doppler. On voit aussi la densité spectrale de puissance pour un lien
Mobile-Mobile (figure à droite). Cette densité est minimale à la fréquence Doppler totale (somme
des deux fréquences Doppler pour les deux extrémités mobiles). Elle prend la forme triangulaire
si les deux extrémités bougent à même vitesse (spectre rouge), ou bien trapézoïdale si les deux
extrémités bougent à vitesses différentes (spectres bleu et vert).
On voit aussi qu’on a les mêmes points critiques pour les deux modes de diffusion.
2.5.3 Densité spectrale de puissance pour un canal multi-bond à "N" relais
L’expression de la densité spectrale de puissance dans le cas de plusieurs relais n’est pas
simple. Il faut noter quand même que dans le calcul de la densité spectrale de puissance, c’est le
nombre d’éléments mobiles parmi la source, les relais, et la destination qui compte.
On peut démontrer ceci d’après l’expression explicite de cette DSP, utilisant les spectres élé-
mentaires. Dans le mode de diffusion 2D, on aura :
Γα( f ) =
N+1⊗
i=1
Γα(i)( f ) = σ
2
α
N+1⊗
i=1
(
S2, fi−1( f )⊗S2, fi( f )
)
= σ2αS2, fS⊗
N⊗
i=1
S2, fi⊗
N⊗
i=1
S2, fi⊗S2, fD
On a le même raisonnement avec un mode de diffusion 3D.
Donc c’est le nombre de convolutions de ces spectres qui compte dans l’expression de cette
DSP. Si parmi les "N" relais, il y a "M" relais qui sont mobiles, il y a alors :
– 2M−1 convolutions si S et D sont fixes
– 2M convolutions si S est fixe et D est mobile (et vice versa)
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– 2M+1 convolutions si S et D sont mobiles
Dans le cas de diffusion 2D, on a vu que pour deux convolutions, la densité spectrale de puissance
commence à être compliquée. Ainsi, pour plus que deux convolutions, on n’a pas l’expression
de cette DSP.
Par contre, dans le cas de diffusion 3D, le calcul peut être fait, mais il est très long. Surtout
qu’à chaque fois qu’on ajoute une convolution, le nombre de spectres possibles augmente énor-
mément selon les valeurs des fréquences fi non nulles. Un exemple rapide le montre :
– Une convolution, S et D mobiles, aucun relais fixe. Il y a deux spectres possibles, selons si
fS et fD sont égales ou non.
– Deux convolutions, S fixe, R1 et D mobiles.
– Si f1 = fD, on aura la première allure
– Si f1 < fD et 2 f1 < fD , on aura la deuxième allure
– Si f1 < fD et 2 f1 ≥ fD , on aura la troisième allure
– Si f1 > fD, on aura la quatrième allure
– Pour trois convolutions, le nombre d’allures à tracer devient 18 ! ! !
Vu que l’expression de la DSP n’est pas si simple, il y a quand même intérêt à savoir le support
de cette DSP, ainsi que son allure lorsque le nombre de relais mobiles augmente beaucoup.
2.5.3.1 Support de la densité spectrale de puissance
Le calcul du support de la densité spectrale de puissance est utile dans plusieurs cas. On cite
le cas où l’on introduit cette densité spectrale de puissance dans une intégrale, comme l’on verra
dans le chapitre suivant. On verra comment la connaissance du support peut aider à limiter les
bornes de cette intégrale, et à simplifier le calcul de l’intégrale.
Mais avant de rentrer dans les indices, il vaut mieux commencer par un cas simple.
Soit la fonction g(x) = g1(x)⊗ g2(x) où les deux fonctions g1(x) et g2(x) ont comme supports
[−x1;+x1] et [−x2;+x2] respectivement. Alors le support de g(x) est [−x1− x2;+x1+ x2]
La démonstration est très rapide. En fait, la formule du produit de convolution donne que g(x) =
g1(x)⊗g2(x) =
∫+∞
−∞ g1(u)g2(x−u)du.
Cette intégrale est non nulle lorsque −x1 ≤ u ≤ +x1 et −x2 ≤ x− u ≤ +x2. Donc −x1− x2 ≤
u− x2 ≤ x≤ u+ x2≤+x1+ x2
Soit maintenant g(x) =
N+1⊗
i=1
gi(x) où gi(x) a comme support [−xi;+xi]. Alors on peut déduire
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rapidement que le support de g(x) est [−
N+1
∑
i=1
xi;+
N+1
∑
i=1
xi].
Appliquons ceci sur la densité spectrale de puissance dans le cas de "N" relais. Sachant que,
et comme vu dans les figures 2.11 et 2.12, la densité spectrale de puissance du gain du lien "i" a
comme support [− fi− fi−1; fi+ fi−1]. 3
Alors, le support de Γα( f ) =
N+1⊗
i=1
Γα(i) est [− fmax;+ fmax], avec
fmax =
N+1
∑
i=1
( fi+ fi−1) = fS+2
N
∑
i=1
fi+ fD (2.16)
2.5.3.2 Allure asymptotique de la Densité Spectrale de Puissance
L’allure de la DSP de α lorsque le nombre de bonds N devient très grand peut être direc-
tement déduit par analogie avec un résultat bien connu en probabilité et statistiques, à savoir le
théorème central limite [79].
Rappelons que densité spectrale de puissance (DSP) et fonction d’autocorrélation sont liées par
une relation de Transformée de Fourrier, tout comme densité de probabilité (DDP) et fonction
caractéristique.
Ainsi, la DSP de α(i), notée Γα(i)( f ) est similaire à PXi(x), la DDP d’une variable aléatoire Xi,
dont la fonction caractéristiqueΦXi(t) est égale à la fonction d’autocorrélation de α(i), Rα(i)α(i)(∆t).
En d’autres termes, soit Xi une variable aléatoire de fonction caractéristique ΦXi(t) et de den-
sité de probabilité PXi(xi)
ΦXi(t) = E[e
jXit ] =
∫
R
PXi(x)e
jxtdx
Or on sait que
Rα(i)α(i)(∆t) =
∫
R
Γα(i)( f )e
j2pi f∆td f
Ainsi :
Γα(i)( f ) = PXi(x) lorsque ΦXi(t) = Rα(i)α(i)(∆t) (2.17)
Il est bien connu que la densité de probabilité d’une somme de variables aléatoires indépendantes
3. Ceci est vrai même si Ri−1 est fixe, car dans ce cas, en annulant fi−1, on tombe bien sur le bon support [− fi; fi]
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est la convolution de leurs densités de probabilité [63] :
PX(x) =
(
P∑N+1i=1 Xi
)
(x) =
(
N+1⊗
i=1
PXi
)
(x)
D’après l’équation (2.17), si on remplace les DDP par des DSP, on aura :
PX(x) =
(
N+1⊗
i=1
Γα(i)
)
( f ) = Γα( f ) (2.18)
De même, la fonction caractéristique d’une somme de variables aléatoires indépendantes est le
produit de leurs fonctions caractéristiques [63] :
ΦX(t) =
(
Φ∑N+1i=1 Xi
)
(t) =
N+1
∏
i=1
ΦXi(t)
D’après l’équation (2.17), on aura :
ΦX(t) =
N+1
∏
i=1
Rα(i)α(i)(∆t) = Rαα(∆t) (2.19)
Ainsi, lorsque α est un produit d’un très grand nombre de gains indépendants, et de caracté-
ristiques similaires, on peut étudier son spectre à partir de la comparaison avec la DDP d’une
variable aléatoire X égale à la somme d’un très grand nombre de variables aléatoires indépen-
dantes et de même loi.
Sa fonction d’autocorrélation, notée Rαα , et qui est égale à un produit de plusieurs fonctions
d’autocorrélation élémentaires, est comparée à la fonction caractéristique de X , notée ΦX , égale
au produit de plusieurs fonctions caractéristiques élémentaires (voir l’équation (2.19)).
Sa DSP, notée Γα , et qui est égale à un produit de convolution de plusieurs DSP élémentaires, est
comparée à la DDP de X , notée PX , égale au produit de convolution de plusieurs DDP élémen-
taires (voir l’équation (2.18)).
D’après le théorème central limite, la somme d’un grand nombre de variables aléatoires indépen-
dantes et de même loi est une variable aléatoire Gaussienne, de densité de probabilité Normale
et de fonction caractéristique exp
(
jµt− σ2t22
)
On peut donc en conclure, pour des bonds de caractéristiques similaires, que lorsque le nombre
de bonds devient élevé, le spectre Doppler global prend une allure Gaussienne.
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2.6 Rapport Signal sur Bruit
Les symboles s émis de la source S ont une puissance notée ES. Le rapport signal-sur-bruit
SNR global est alors :
SNR = γ =
σ2α
σ2n
ES (2.20)
On définit aussi le rapport signal-sur-bruit en dB :
SNRdB = 10log10(SNR) (2.21)
Sachant que σ2α et σ2n sont donnés par les équations (2.2) et (2.3) respectivement.
Ceci étant donné d’une part, on peut d’autre part chercher la valeur du rapport SNR global en
fonction des SNR locaux pour chaque relais.
Au relais Ri, le SNR local est noté :
γi =
(
σ (i)α
)2
(
σ (i)n
)2 Ei−1
où Ei est la puissance débitée par le relais Ri et transmise dans le lien "i+1", pour i = 1,2....,N.
E0 = ES est l’énergie débitée par la source.
Ei−1 =
(
A(i−1)
)2((
σ (i−1)α
)2
Ei−2+
(
σ (i−1)n
)2)
=
(
A(i−1)
)2(
σ (i−1)n
)2
(
σ (i−1)α
)2
Ei−2(
σ (i−1)n
)2 +1
= (A(i−1))2(σ (i−1)n )2 (γi−1+1)
D’où
γi =
(
σ (i)α
)2
(
σ (i)n
)2 (A(i−1))2(σ (i−1)n )2 (γi−1+1)
Ou encore
Gi =
γi+1
1+ γi
=
(
A(i)
)2(
σ (i+1)α
)2 (σ (i)n )2(
σ (i+1)n
)2
Maintenant qu’on veut déduire l’expression du SNR global à partir des SNR locaux, on a :
50 Chapitre 2. Modèle mathématique de la liaison de transmission multi-bond
– Le numérateur de γ :
ESσ2α = ES
N
∏
i=1
(
A(i)
)2 N+1
∏
i=1
(
σ (i)α
)2
= ES
(
σ (1)α
)2 (σ (N+1)n )2(
σ (1)n
)2 N∏
i=1
Gi =
(
σ (N+1)n
)2
γ1
N
∏
i=1
Gi
avec
N
∏
i=1
Gi =
N
∏
i=1
(
A(i)
)2 N+1
∏
i=2
(
σ (i)α
)2 (σ (1)n )2(
σ (N+1)n
)2
– Le dénominateur de γ :
σ2n =
(
σ (N+1)n
)2
+
N
∑
i=1
(
σ (N+1)n
)2 N
∏
j=i
G j =
(
σ (N+1)n
)2(
1+
N
∑
i=1
N
∏
j=i
G j
)
avec
N
∏
j=i
G j =
N
∏
j=i
(
A( j)
)2 N+1
∏
j=i+1
(
σ ( j)α
)2 (σ (i)n )2(
σ (N+1)n
)2
On aura alors la relation entre les SNR :
γ =
γ1∏Ni=1 Gi
1+
N
∑
i=1
N
∏
j=i
G j
(2.22)
Gi =
γi+1
1+ γi
Lorsque les SNR locaux sont égaux (γi = γ1), on a alors Gi = G1 = γ11+γ1 ∀ i, et le SNR local est
donné par (calcul très simple) :
1
γ
=
N+1
∑
i=1
(1+ γ1)i−1
γ i1
2.7 Bornes de Cramer Rao Bayesiennes
Afin d’évaluer la performance d’un algorithme proposé pour l’estimation du gain α en terme
d’erreur quadratique moyenne , nous allons calculer la borne minimale de référence qui est la
borne de Cramer Rao Bayesienne.
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2.7.1 Différence entre les bornes Bayesiennes et les bornes classiques
Les problèmes d’estimation sont présents dans presque tous les domaines scientifiques et
en particulier dans celui des systèmes de communication numérique. Dans des problèmes de
synchronisation, il faut estimer des délais et des décalages de phase et de fréquence. En radio-
communication, il faut estimer le canal de propagation. Dans des systèmes de navigation, il faut
estimer la position d’un récepteur mobile, etc. Un point crucial dans les problèmes d’estimation
est l’obtention de bornes minimales de performance, qui nous servent comme référence pour sa-
voir si l’on a un "bon estimateur" ou non.
Il y a deux approches possibles pour caractériser les problèmes d’estimation :
– Estimation classique, non-Bayesienne : on suppose que les paramètres à estimer sont des
inconnus déterministes.
– Estimation Bayesienne : on suppose que les paramètres à estimer sont des variables aléa-
toires avec une densité de probabilité a priori. Dans cette catégorie on peut inclure l’es-
timation hybride [13], adaptée au mélange de paramètres aléatoires et déterministes. On
appelle bornes Bayesiennes, les bornes associées a un problème d’estimation Bayesiens.
(Pour plus de détails, voir chapitre 2 de [91]).
Ici on traite le problème d’estimation de αk qui est une variable aléatoire ayant une densité de
probabilité normale supposée connue. Donc il est intéressant dans ce cas de calculer les bornes
de Cramer Rao Bayesiennes.
2.7.2 Calcul des bornes de Cramer Rao Bayesiennes
Soit αˆk(yk) un estimateur du vecteur αk = [αk+1,αk+2, ....,αk+M]> basé sur l’observation
de y = [yk+1,yk+2, ....,yk+M]>
où > est l’opération transpose.
La matrice d’erreur quadratique E de l’estimateur αˆk(yk) est définie par [25] :
E
def
= Eα,y[(αˆk(yk)−αk)(αˆk(yk)−αk)†]
où † est l’opération conjuguée transpose.
Et on a
E ≥ J−1
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où X ≥ Y est interprété dans le sens que la matrice X−Y est une matrice semidéfinie positive.
J est la mtrice de Fisher. Avec dans notre cas :
[J ]q,`
def
= Eα,y[−∆α`αq ln p(yk,αk)]
= Eα,y[−∆α`αq ln p(yk |αk)]+Eα [−∆α`αq ln p(αk)]
avec : ∆α`αq(.) =
∂
∂αq
(
∂
∂α`
(.)
)
l’opérateur différentiel seconde
αq étant complexe, on définit la pseudo-dérivée par rapport aux complexes par :
∂
∂αq
=
1
2
[
∂
∂αℜq
− j ∂
∂αℑq
]
où αℜq et αℑq sont respectivement les parties réelle et imaginaire de αq.
Notons que la probabilité du vecteur d’observations sachant le vecteur de gains est la probabilité
du vecteur de bruit :
p(yk |αk) = p(nk)
où nk = [nk+1,nk+2, ....,nk+M]> = yk−αk
Ici, le travail pour un canal à un ou plusieurs relais devient compliqué, car dans ces cas, les
probabilités fα(αk) et fn(nk) ne sont pas sous forme exponentielle simple, et par suite on ne peut
pas déduire les probabilités des vecteurs p(αk) et p(nk) par le théorème de circularité.
Calcul dans le cas d’un lien direct
Pour un lien direct entre la source et la destination, α et n sont Gaussiens, et donc :
p(nk) = p(yk |αk) = 1| piRn |exp(−(yk−αk)
†R−1n (yk−αk))
=
1
(piσ2n )M
exp
(
− 1
σ2n
(yk−αk)†(yk−αk)
)
Et
p(α) =
1
| piRα |exp(−α
†
kR
−1
α αk)
oùRα est la matrice de covariance du vecteur des gains α donnée par :
[Rα]q,` = Rα(q− `)
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etRn la matrice de covariance du vecteur des bruits donnée par :Rn = σ2nIM (IM est la matrice
identité de dimensions MxM)
avec : ∆α`αq(.) =
∂
∂αq (
∂
∂α`
(.))
αq étant complexe, on définit la pseudo-dérivée par rapport aux complexes par :
∂
∂αq
=
1
2
[
∂
∂αℜq
− j ∂
∂αℑq
]
où αℜq et αℑq sont respectivement les parties réelle et imaginaire de αq.
La fonction αq est supposée dérivable (elle satisfait les conditions de Cauchy) et donc la pseudo-
dérivée coïncide avec la vraie dérivée.
Le calcul nous donne (voir annexe C)
Eα,y[−∆α`αq(ln p(y |α))] = +
1
σ2n
δq`
Et :
Eα[−∆α`αq(ln p(α))] = [R−1α ]q,`
Et donc :
[J ]q,` =
1
σ2n
δq`+[R−1α ]q,`
où δq` est le symbole de kronecker
D’où :
J =
[
1
σ2n
IM +R
−1
α
]
(2.23)
Pour chercher la borne, on peut :
– Soit prendre la trace de J , la borne sera dite une borne "bloc off-line".
– Soit prendre l’élément au milieu de la diagonale de J , la borne sera dite une borne "milieu
du bloc".
– Soit prendre l’élément [J ]M,M, la borne sera dite une borne "on-line".
Notons que la borne on-line concerne l’erreur quadratique minimale qui se fait sur l’estimation
de αk+M à partir de toutes les observations présente et précédentes [yk+1, ....,yk+M], alors que la
borne off-line représente l’erreur minimale en terme de moyenne quadratique, pour l’estimation
de tout le bloc α= [αk+1, .......,αk+M] à partir de toutes les observations y = [yk+1, ....,yk+M].
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2.7.3 Tracé des bornes par simulation et discussion
Sur MatLab on a fait des simulations pour voir l’évolution de la borne de Cramer Rao et
étudier l’effet de la fréquence Doppler, du rapport SNRdB, de la taille M du bloc, du mode de
diffusion entre 2D et 3D, ainsi que du type de borne entre "on-line" et "off-line".
Les remarques qu’on tire des figures 2.13, 2.14 et 2.15 sont les suivantes :
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FIGURE 2.13 – Bornes de Cramer Rao Bayesiennes "on-line" et "off-line" pour un scénario un
seul bond fixe-mobile en modes de diffusion 2D et 3D, en fonction de la taille du bloc pour
différents rapports SNRdB
1. La borne de Cramer Rao diminue progressivement quand la taille du bloc (M) augmente,
jusqu’à atteindre presque une limite. Ceci est vrai que ça soit une borne "on-line" ou "off-
line", que ça soit pour un mode de diffusion 2D ou 3D, et quelque-soient le rapport SNRdB
ou la fréquence Doppler (figures 2.13, 2.14 et 2.15).
Interprétation : En fait, le nombre d’observations considérés pour l’estimation du vecteur
α augmente avec la taille de ce vecteur (M) et par suite l’estimation sera meilleure (la
borne diminue).
Puis, à un certain moment, l’addition d’observations précédentes mais trop éloignées (fai-
blement corrélées) n’apporte pas une grande amélioration.
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FIGURE 2.14 – Bornes de Cramer Rao Bayesiennes "on-line" et "off-line" pour un scénario un
seul bond fixe-mobile en modes de diffusion 2D et 3D, en fonction de la taille du bloc pour
différentes fréquences Doppler
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FIGURE 2.15 – Comparaison entre les Bornes de Cramer Rao Bayesiennes "on-line" et "off-line"
et les modes de diffusion 2D et 3D pour un scénario un seul bond fixe-mobile
– Pour une même fréquence Doppler et même rapport SNRdB, la limite est atteinte un peu
plus vite si la borne est "on-line" pour les deux modes de diffusion. Par exemple, pour
fDT = 10−3 et SNRdB = 50 dB, (courbes vertes et violettes des figures 2.13 et 2.14
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respectivement), la limite de la borne "on-line" est atteinte pour M = 30, alors que ce
n’est pas le cas pour la limite de la borne "off-line".
– Pour une même fréquence Doppler, la limite est atteinte un peu plus vite si le rap-
port SNRdB diminue pour les deux types de bornes et les deux modes de diffusion.
Par exemple, sur la figure 2.13, pour fDT = 10−3, pour la borne "off-line", la limite est
atteinte pour M = 60 quand SNRdB = 0 dB (courbe continue rouge), alors que ce n’est
pas le cas pour SNRdB = 50 dB (courbe continue violette).
– Pour un même rapport SNRdB, la limite est atteinte plus vite si la fréquence Doppler
augmente, pour les deux types de bornes et les deux modes de diffusion. Par exemple,
sur la figure 2.14, pour SNRdB = 50 dB, pour la borne "on-line", la limite de est atteinte
pour M = 30 quand fDT = 10−3 (courbe discontinue verte), alors que ce n’est pas le
cas pour fDT = 10−4 (courbe discontinue bleue claire). On peut déduire qu’on a intétrêt
à utiliser les obserations précédentes encore plus si fDT est faible car les variations du
canal sont plus lentes dans ce cas, et donc la corrélation (ou bien la relation) entre les
observations précédentes est plus significative.
2. Les bornes "off-line" sont inférieures (meilleures) que les bornes "on-line" que ça soit en
mode de diffusion 2D ou 3D, et quelque-soit le rapport SNRdB ou la fréquence Doppler
(figures 2.13, 2.14 et 2.15).
Interprétation : Prenons par exemple M = 61, la borne "on-line" est l’erreur quadratique
minimale possible sur l’estimation de αM à partir de l’observation présente et 60 obser-
vations précédentes dont disons 20 n’ont plus d’intérêt car trop éloignés (faiblement cor-
rélées). Par contre, la borne "milieu du bloc" utilise 30 observations précédentes et 30
suivantes toutes intéressantes dans cet exemple, et donc cela permet une meilleure esti-
mation. C’est la meilleure borne. La borne "off-line" estime 61 éléments dont le premier
utilise 60 observations suivantes dont 40 sont utiles, le deuxième utilise 1 observation pré-
cédente et 59 suivantes, et donc 41 sont utiles, le troisième éléments utilise 42 observations
utiles, ainsi de suite. Donc la borne "off-line" est située entre la borne "on-line" et la borne
"milieu du bloc".
– La différence entre les bornes "on-line" et "off-line" augmente quand la taille du bloc
(M) augmente, ce qui est normal, jusqu’à ce que cette différence atteigne une limite
quand ces bornes atteignent eux-mêmes leurs limites.
– La différence entre les bornes "on-line" et "off-line" augmente légèrement quand le rap-
port SNRdB augmente (sur la figure 2.13 à gauche, la différence entre les deux courbes
violettes est supérieure que la différence entre les deux courbes rouges).
– La différence entre les bornes "on-line" et "off-line" augmente légèrement quand la
fréquence Doppler augmente (sur la figure 2.14 à gauche, la différence entre les deux
courbes vertes est supérieure que la différence entre les deux courbes bleues claires).
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3. Pour une même fréquence Doppler, les bornes diminuent quand le rapport SNRdB aug-
mente, quelque-soit le type de la borne et le mode de diffusion (voir la figure 2.13 et
comparer les courbes de même forme mais de couleurs différentes).
Interprétation : Lorsque le rapport signal sur bruit SNRdB augmente, σ2n diminue. Physi-
quement, quand le bruit est plus faible, l’estimation peut être améliorée, et donc la borne
de l’erreur peut diminuer. Mathématiquement, d’après la formule (2.23), on voit que J
varie linéairement en fonction de 1σ2n et par suite avec le SNRdB , et donc la borne BCRB
est à peu près inversement proportionnelle au SNRdB. Lorsque SNRdB augmente de 10 dB,
BCRB diminue de 10 dB.
4. Pour un même rapport SNRdB, les bornes diminuent quand la fréquence Doppler diminue
quelque-soit le type de borne et le mode de diffusion (figures 2.14 et 2.15).
Interprétation : On a déjà vu que la fonction d’autocorrélation est plus grande quand la fré-
quence Doppler est plus faible. Ainsi, l’inverse deRα et par suite la borne diminue quand
la fréquence Doppler diminue.
5. Il n’y a pas une grande différence entre les bornes en mode de diffusion 2D ou 3D (figure
2.15).
Une valeur M = 80 pour calculer les bornes est bonne car à cette valeur de M, la limite est
presque atteinte pour toutes les valeurs du SNRdB et de fDT .
2.8 Conclusion
Dans ce chapitre, nous nous sommes intéressés à donner les caractéristiques statistiques d’un
canal de transmission à “N” A&F sauts pour les modes de diffusion 2D et 3D dont nous avons
expliqué la différence.
Nous avons commencé par une description générale en donnant l’expression du gain de canal
total et du bruit total en fonction des gains, facteurs d’amplification et bruits élémentaires.
Puis nous avons donné l’expression de la distribution du gain pour le cas d’un seul lien, ce qui a
été donné dans la littérature. Une de nos contributions dans ce chapitre était de donner l’expres-
sion de la distribution du gain sous forme d’intégrale multiple.
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Nous avons ensuite donné les formes des fonctions d’autocorrélation du gain dans le cas d’un
seul bond ou même de plusieurs bonds. Nous avons donné des illustrations pour les environne-
ments 2D et 3D pour différents nombres de bonds et différentes fréquences Doppler. Nous avons
aussi introduit et illustré la notion de fréquence équivalente du canal global multi-bond qui jouera
un rôle important dans le problème d’estimation de canal.
De plus, nous avons donné les Densités Spectrales de Puissance (DSP) du gain total du ca-
nal pour un seul lien, dépendant de l’état de la source et de la destination (fixe-mobile ou bien
mobile-mobile) pour les deux modes de diffusion 2D et 3D. Une autre contribution était de don-
ner l’allure de cette DSP pour le cas d’un canal multi-bond, quand le nombre de bonds est élevé.
Nous avons trouvé que la densité Spectrale de puissance s’approche d’une Gaussienne.
Nous avons donné à la fin l’expression du rapport Signal-sur-Bruit Global en fonction des rap-
ports locaux, et terminé par le calcul des Bornes de Cramer Rao Bayesiennes (BCRB) pour le
cas d’un seul lien fixe-mobile. Ces bornes nous seront utiles parce qu’elles donnent un repère
pour qualifier la qualité de nos algorithmes d’estimation.
Dans le chapitre suivant, on va approcher le gain α par un gain α˜ à l’aide d’un modèle linéaire,
et l’objectif sera de faire une estimation en ligne αˆ à l’instant k à partir de toutes les estimaitons
précédentes αˆ0, αˆ1, ..., αˆk−1, dans un scénario de variation lente (fréquences Doppler <<< 1).
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3.1 Introduction au chapitre
L’estimation du canal fixe-mobile, mobile-mobile, et canal A& F est un problème qui occupe
les chercheurs [6] [7] [18] [38] [46] [49] [50] [78] [85] [102]. L’utilisation de bons filtres esti-
mateurs est nécessaire pour avoir une bonne estimation. Dans notre étude, nous utilisons le filtre
de Kalman, courament utilisé dans la litérature [6] [18] [38] [46] [50] [53] [102]. Mais la porte
est ouverte pour d’autres méthodes d’estimation comme l’estimateur MMSE (Minimum Mean
Square Error estimator) [65], l’estimateur des moindres carrés (Least Square LS estimator), l’es-
timation par filtre particulaire [59], et bien beaucoup d’autres [1] [7].
Avant de rentrer dans l’estimation, on a recours à un modèle de canal simplifié sur lequel on
pourra s’appuyer pour construire des algorithmes d’estimation. Le modèle le plus adopté dans
la littérature est le modèle Autoregréssif AR [9] [12] [54] [88] [92]. L’auteur de [92] a démontré
qu’un modèle autorégressif d’ordre 1 est suffisant pour modéliser l’essentiel de la dynamique
du canal de Rayleigh. Sa démonstration s’est basée sur le principe de l’information mutuelle
entre les symboles. L’auteur de [88] a proposé une autre méthode pour vérifier le choix du mo-
dèle AR(1). Par contre, dans la plupart des cas, les coefficients des modèles Autorégressifs sont
choisis en se basant sur la coïncidence des fonctions d’autocorrélations du vrai processus se pro-
pageant dans le canal, et du processus AR modélisé pour les simulations. Un tel critére sera noté
CM dans cette thèse, pour "Correlation Matching".
Nous proposons un autre choix de coefficient basé sur un autre critère, qu’on nomme critère
MAV (pour "Minimisation of Asymptotic Variance"). Ceci avait, de manière indépendante à notre
étude, été proposé et étudié principalement par simulation par l’auteur de [12]. Par contre, dans
cette thèse, nous aboutissons à des expressions analytiques approchées qui s’expriment simple-
ment en fonction des paramètres du canal, ainsi qu’aux valeurs d’Erreur Quadratique Moyenne
correspondantes.
Le chapitre sera divisé en six principales parties. Dans la première partie, on présente le mo-
dèle d’approximation du canal par un modèle AR(1). Ensuite on analyse le filtre de Kalman basé
sur cette approximation AR(1), et on analyse l’exression de l’Erreur Quadratique Moyenne jus-
qu’à obtenir les valeurs analytiques théoriques. Dans la quatrième partie, on valide nos résultats
par simulation. L’étude de la robustesse est faite dans les deux dernières parties. On finit par une
conclusion.
3.2. Modèle d’approximation du canal de transmission 61
3.2 Modèle d’approximation du canal de transmission
En vue d’utiliser un algorithme "on-line" séquentiel, on s’intéresse à une modélisation d’état
du problème.
Dans cette partie, on approche le canal de transmission avec un modèle autorégressif d’ordre p
(AR(p)) aussi appelé "Gauss-Markov Model". Et donc on suppose que αk ≈ α˜k avec :
α˜k =
p
∑
m=1
am.α˜k−m+ ek (3.1)
Où ek est le bruit du modèle (bruit d’état), supposé Gaussien complexe et centré, de variance σ2e
.
Les coefficients am pour m = 1,2, ..., p du modèle AR(p) ne sont pas déterminés encore. Ils véri-
fient les équations de Yule-Walker, traditionnellement calculées afin de minimiser la variance de
l’erreur du modèle σ2e (Voir annexe D) :
Rα˜α˜ [k] =
p
∑
m=1
amRα˜α˜ [k−m] k ≥ 1
Rα˜α˜ [0] =
p
∑
m=1
amRα˜α˜ [m]+σ2e
(3.2)
Par contre, les valeurs de Rα˜α˜ [k] ne sont pas connues. Il nous reste alors à choisir les coefficients
am.
Modèle Autorégressif d’ordre 1
Les auteurs de [92] ont vérifié que dans le cas d’un canal sans relais, où l’une des extrémités
est fixe et l’autre est mobile, en mode de diffusion 2D, le modèle AR(1) avec un bruit d’état
Gaussien centré est suffisant pour modéliser le canal. Dans le cas d’un canal en mode de diffu-
sion 3D et/ou multi-bond (présence de relais), ceci n’a pas été vérifié. Cela peut rester comme
perspective pour un futur travail.
Dans ce travail, on approchera α qui est le produit des α(i) (section 2.2 du deuxième chapitre)
par un modèle AR(1). Mais une justification plus argumentée pourrait mériter d’être faite dans
un futur travail 1.
1. Soit x = x1.x2 avec x1[n] = x1[n−1]+u1[n] et x2[n] = x2[n−1]+u2[n] deux processus AR(1).
Ainsi x[n] = x1[n]x2[n] = x1[n−1]x2[n−1]︸ ︷︷ ︸
x[n−1]
+u1[n]x2[n−1]+u2[n]x1[n−1]+u1[n]u2[n]︸ ︷︷ ︸
u[n]
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Pour l’instant, on peut prendre le cas d’un modèle AR(1) et le supposer suffisant ainsi qu’il
est plus simple. Comme on n’a qu’un seul coefficient a1, on peut simplifier l’écriture et le noter
tout simplement a. L’équation d’état sera alors (d’après l’équation (3.1)) :
α˜k = aα˜k−1+ ek (3.3)
Les équations du système (3.2) seront alors simplifiées en :
Rα˜α˜ [1] = aRα˜α˜ [0] (3.4)
Rα˜α˜ [0] = aRα˜α˜ [1]+σ2e ⇒ σ2e = Rα˜α˜ [0](1−a2) (3.5)
Dans les deux choix qui vont suivre, on va supposer que Rα˜α˜ [0] = Rαα [0] = σ2α , et donc :
σ2e = σ
2
α(1−a2) (3.6)
3.2.1 Choix standard de la littérature, le critère CM
Avant de se focaliser sur le cas AR(1), présentons brièvement le critère CM pour le cas géné-
ral AR(p) tel qu’il peut-être trouvé dans la littérature.
Cas d’un modèle AR(p)
Le choix standard de la littérature des coefficients am est soumis aux deux conditions suivantes :
1. La première condition est triviale et évidente. Les coefficients am pour m = 1,2, ..., p véri-
fient les équations de Yule-Walker (système (3.2)).
2. La deuxième condition est d’imposer que la fonction d’autocorrélation du processus AR(p)
soit :
Rα˜α˜ [k] = Rαα [k] pour k ∈ {−p, ...,0,1, ...p}
Autrement dit, la fonction d’autocorrélation discrète du processus AR(p) coincide avec la
fonction d’auto-corrélation du vrai processus Rαα(kT ) (calculé dans les équations (2.8) et
(2.9)) pour les 2p+1 échantillons d’indice k ∈ {−p, ...,0,1, ...p}.
On l’appelle le choix CM (Correlation Matching). Il est proposé dans plusieurs travaux
de la littérature comme [9], [37], [58], etc..
est approché dans ce travail par un processus AR(1). D’ailleurs, le bruit d’état u[n] n’est plus Gaussien et n’est pas
totalement indépendant de x[n].
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Mathématiquement, ceci se traduit parRα˜α˜a= v, où :
Rα˜α˜ =Rαα =

Rαα [0] Rαα [−1] ... ... Rαα [−(p−1)]
Rαα [1] Rαα [0] ... ... Rαα [−(p−2)]
... ... ... ... ...
Rαα [p−1] Rαα [p−2] ... ... Rαα [0]

a=
[
a1 a2 ... ... ap
]>
v =
[
Rα˜α˜ [1] Rα˜α˜ [2] ... ... Rα˜α˜ [p]
]>
=
[
Rαα [1] Rαα [2] ... ... Rαα [p]
]>
D’où la solution :
a=R−1ααv (3.7)
Et par suite
σ2e = Rαα [0]−
p
∑
k=1
akRαα [k] (3.8)
Dans les figures 3.1 et 3.2, on voit la fonction d’autocorrelation du canal dans les cas du vrai
canal, ainsi que le cas d’un modèle autorégressif d’ordres 1, 2 et 3, les coefficients vérifiant le
choix CM de la littérature.
Il parait clair, d’après ces figures, que pour de faibles valeurs de p, la modélisation AR(p) de la
littérature convient mieux pour des valeurs relativement grandes de fréquences Doppler 2.
En fait, à faibles fréquences Doppler, le canal varie lentement (Figure 3.1), on remarque que, avec
le choix CM, la fonction d’autocorrélation du processus AR(1) paraît constante (courbe rouge), et
les fonctions d’autocorrélation des processus AR(2) et AR(3) varient beaucoup plus que la vraie
fonction d’autocorrélation. Et donc le choix CM de la littérature est moins convainquant dans
le cas de faibles fréquences Doppler, contrairement à la situation de hautes fréquences Doppler,
(Figure 3.2), où le choix CM est plus convaincant.
Ceci est naturel, car pour ces faibles fréquences Doppler, les fonctions J0(.) et sinc(.) sont trop
serrées, et les valeurs normalisées de la fonction d’autocorrélation s’approchent de 1, surtout
avec un modèle AR(1).
Notons qu’en terme de complexité, il vaut mieux ne pas prendre des modèles autorégressifs
d’ordres élevés, pour cette raison d’inversion de matrice. Cela évitera aussi d’avoir trop de coef-
ficients à contrôler.
2. Dans ces figures, on a mis le cas d’un seul lien, fixe-mobile, en modes de diffusions 2D et 3D. Le même
résultat existe lorsqu’il y a plusieurs liens.
64 Chapitre 3. Algorithme basé sur un modèle Auto-Régressif et filtre de Kalman
Avec un modèle AR(1)
Dans ce cas, et selon le choix CM de la littérature,
Rα˜α˜ [0] = σ2α
et Rα˜α˜ [1] =

σ2αJ0(2pi fST )
N
∏
i=1
[J0(2pi fiT )]2J0(2pi fDT ) en mode de diffusion 2D
σ2αsinc(2pi fST )
N
∏
i=1
[sinc(2pi fiT )]2sinc(2pi fDT ) en mode de diffusion 3D
le coefficient a, noté aCM, sera alors (d’après l’équation (3.4) et les deux précédentes équations) :
aCM =

J0(2pi fST )
N
∏
i=1
[J0(2pi fiT )]2J0(2pi fDT ) en 2D
sinc(2pi fST )
N
∏
i=1
[sinc(2pi fiT )]2sinc(2pi fDT ) en 3D
(3.9)
La variance du bruit d’état est (d’après l’équation (3.5)) :
σ2eCM = σ
2
α(1−a2CM) (3.10)
3.2.2 Nouveau choix proposé, le critère MAV
Vu notre observation dans les figures 3.1 et 3.2, lorsqu’on est à basses fréquences, on ne va
pas considérer le critère CM pour calculer le coefficient du modèle AR(1) car on a besoin d’un
coefficient plus faible que celui donné par le critère CM et qui vaut quasiment 1. Notre choix sera
basé sur la Minimisation de la Variance Asymptotique de l’erreur quadratique moyenne (MAV).
Pour un modèle AR(1), le coefficient a cherché sera noté aMAV . En utilisant l’estimée en sortie du
filtre d’estimation (filre de Kalman dans cette thèse), et en variant manuellement la valeur de a,
aMAV correspond à la valeur avec laquelle on aboutit à l’erreur quadratique moyenne minimum.
Un des objectifs de notre travail à venir sera d’obtenir l’expression théorique de aMAV .
Par exemple, sur la Figure 3.3, on a un canal à source et destination mobiles, avec un seul
relais fixe, et on est dans le mode de diffusion 2D. On voit que la valeur de l’erreur quadratique
moyenne a un minimum qui correspond à un coefficient a différent de aCM. Ce coefficient là est
aMAV , dont on cherchera l’expression analytique dans la suite de ce chapitre.
Quand la fréquence Doppler est grande (c), la valeur de aMAV est proche de aCM, contrairement
3.2. Modèle d’approximation du canal de transmission 65
0 2000 4000 6000 8000 10000?1
?0.8
?0.6
?0.4
?0.2
0
0.2
0.4
0.6
0.8
1
Autocorrélations du vrai processus et des processus AR avec le critère CM pour un canal F?M à fDT = 0.001
indice temporel k
R ?
?
 
 
AR(1)
AR(2)
AR(3)
Vrai gain
0 2000 4000 6000 8000 10000?1
?0.8
?0.6
?0.4
?0.2
0
0.2
0.4
0.6
0.8
1
indice temporel k
R ?
?
 
 
AR(1)
AR(2)
AR(3)
Vrai gain
en 2D en 3D
FIGURE 3.1 – Fonctions d’autocorrélations du vrai gain et du gain approché par des modèles
AR(1), AR(2) et AR(3) dont les coefficients sont pris selon le critère de Correlation-Matching,
pour un canal Fixe-Mobile à basse fréquence Doppler
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FIGURE 3.2 – Fonctions d’autocorrélations du vrai gain et du gain approché par des modèles
AR(1), AR(2) et AR(3) dont les coefficients sont pris selon le critère de Correlation-Matching,
pour un canal Fixe-Mobile à haute fréquence Doppler
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FIGURE 3.3 – Variation de l’erreur quadratique moyenne en fonction de a manuellement pour
un canal Mobile-Fixe-Mobile en 2D
au cas de très basse fréquence Doppler (a). Ce résultat et cohérent avec l’analyse des Figures 3.1
et 3.2.
3.3 Filtre de Kalman
On considère un système dynamique causal, modélisé par les deux équations suivantes : une
équation d’état, qui détermine l’évolution des paramètres inconnus, et une équation d’observation
qui exprime le lien entre les observations et les états. Soit alors :
xk = fk(xk−1;ek)
yk = hk(xk;nk)
Le problème d’estimation optimale est celui de l’obtention récursive d’une estimée des états à
partir des observations. On peut considérer trois cas différents :
– Filtrage : on veut estimer l’état à l’instant k,xk, à partir des observations jusqu’à cet instant,
y1:k.
– Lissage : on veut estimer l’état à l’instant k, xk, à partir d’observations passées et futures,
y1:k+k′ , avec k′ > 0.
– Prédiction : on veut prédire l’état à l’instant k+ k′, avec k′ > 0, xk+k′ , à partir des observa-
tions jusqu’à l’instant k, y1:k.
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Dans notre étude, nous nous intéressons au problème d’estimtion "on-line" (filtrage). Nous allons
utiliser le filtre de Kalman, également appelé l’estimateur linéaire quadratique.
En fait, le filtre de Kalman est largement utilisé dans de multiples applications. Il donne une
solution optimale au sens de l’erreur quadratique moyenne (EQM) dans le cas où le système est
un vrai système linéaire Gaussien.
Autrement dit, c’est le filtre optimal utilisé pour estimer les états d’un véritable processus auto-
régressif avec bruit additif gaussien, d’une façon récursive : prédiction des états et correction à
partir de la dernière observation obtenue [91].
Ici, le système serait "linéaire Gaussien" si les équations d’état et d’observation étaient obtenues
avec un canal linéaire (de type processus autorégressifici), et en présence d’un bruit d’obser-
vation nk Gaussien. Les équations d’observation et d’évolution d’état sont linéaires vis à vis de
l’état, et les bruits du système et de mesure, sont des bruits blancs additifs et Gaussiens (AWGN),
d’où la nomination "linéaire Gaussien".
En appliquant le filtre de Kalman dans notre cas, nous arrivons à une solution d’estimation
sous-optimale. Nous ne prétendons pas alors qu’il est l’estimateur optimal pour deux raisons
à rappeler :
– La première raison est que dans cette étude, les vraies observations découlent du vrai pro-
cessus qui n’est pas exactement un processus autorégressif.
– La deuxième raison est que nk est blanc Gaussien seulement s’il n’y a aucun relais entre la
source et la destination.
Et donc la porte reste ouverte pour la recherche d’autres solutions améliorées.
Dans la suite de travail de ce chapitre, on cherche à faire l’estimation à l’aide d’un filtre de
Kalman vu que c’est la solution la plus simple. Elle a été proposée aussi par ([46], [53], [18]...).
3.3.1 Équations générales du filtre de Kalman
On va partir d’un cas général, avec les équations d’état et d’observation suivantes :
xk = Fkxk−1+Bkuk +ek
yk = Hkxk +nk
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avec ek ∼N(0,Qk) et nk ∼N(0,Rk).
– xk est le vecteur d’état à l’instant k
– Fk est la matrice qui relie l’état précédent xk−1 à l’état actuel xk
– uk est l’entrée de commande
– Bk est la matrice qui relie l’entrée de commande u à l’état x
– ek représente le vecteur du bruit d’état
– Qk est la matrice de covariance du bruit d’état
– yk représente l’observation à l’instant k
– Hk est la matrice qui relie l’état x à l’observation y
– nk représente le vecteur du bruit d’observation
– Rk est la matrice de covariance du bruit d’observation
Ce système est donc un système linéaire Gaussien. Les équations du filtre de Kalman sont
alors les suivantes [44] :
xk|k−1 = Fkxˆk−1+Bkuk
Pk|k−1 = FkPk−1F>k +Qk
Kk = Pk|k−1H>k [HkPk|k−1H
>
k +Rk]
−1
xˆk = xk|k−1+Kk[yk−Hkxk|k−1]
Pk = [I−KkHk]Pk|k−1
où les deux premières équations désignent l’étape de prédiction, la troisième équation calcule le
gain de Kalman, et les deux dernières équations sont les équations d’estimation (mise à jour de
la covariance et de l’état).
– Kk est le gain de Kalman à l’instant k
– Pk|k−1 est la matrice d’estimation a priori de la covariance de l’erreur.
– Pk est la matrice de covariance de l’erreur
– xk|k−1 est l’estimation à priori de l’état à l’instant k sans prise en compte de l’observation
à l’instant k
– xˆk est l’estimation de l’état à l’instant k après correction et prise en compte de l’observation
à l’instant k
– I est la matrice d’identité
Rappelons que pour notre étude, on n’a pas de commande (Bk = 0).
La linéarité provient de l’utilisation d’un modèle autorégressif du gain du canal α , qui est à esti-
mer (voir l’équation (3.1)).
Le bruit d’état étant donné par ek = [ek 0 .... 0] de matrice de covariance Qk nulle partout sauf
pour le premier élément Qk(1,1) = σ2e (σ2e donnée par l’équation (3.8)).
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Dans ce cas, l’observation est yk (scalaire) et le bruit d’observation est nk de variance Rk = σ2n
(voir l’équation (2.1), discrète en temps).
Nous obtenons alors une modélisation du problème avec une équation d’état et une équation
d’observation approchée suivantes :{
xk = Fk xk−1 + Γkek
yk ≈ Hk xk + nk
Où : 
xk = [α˜k α˜k−1 α˜k−2 .... α˜k−p+1 ]>
Γk = [1 0 0 .... 0 ]>
Hk = [sk 0 0 .... 0 ]
et
Fk =

a1 a2 ... ap
1 0 ... 0
0 1 ... 0
0 ... 1 0

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FIGURE 3.4 – Estimation d’un canal Fixe-Mobile à haute fréquence Doppler, avec le filtre de
Kalman, pour des modélisations AR(1), AR(2) et AR(3), avec le critère CM
Dans les Figures 3.4 et 3.5, on voit les estimations d’un canal Fixe-mobile par un filtre de
Kalman, en modélisant le canal par des modèles autorégressifs d’ordre 1, 2 et 3, pour haute et
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FIGURE 3.5 – Estimation d’un canal Fixe-Mobile à basse fréquence Doppler, avec le filtre de
Kalman, pour des modélisations AR(1), AR(2) et AR(3), avec le critère CM
basse fréquence Doppler normalisée respectivement.
On voit qu’à basse fréquence, l’estimation avec un modèle AR(3) est plus bruité mais plus cen-
trée autour du vrai gain, et donc l’erreur quadratique moyenne prend presque la même valeur
entre les trois modèles. Il n’y a pas donc une grande différence dans ces estimations, et on serait
tenté de dire que le modèle AR(1) est suffisant. En fait, [92] a justifié que le modèle AR(1) est
suffisant pour un canal de Rayleigh à spectre de Jakes. Dans la suite, on va alors continuer avec
le modèle AR(1).
On voit aussi dans la Figure 3.6 que le gain de Kalman converge rapidement dans le cas des
trois modèles, ce qui peut être intéressant pour l’analyse du comportement du filtre de Kalman
en régime asymptotique.
3.3.2 Filtre de Kalman avec un modèle AR(1)
Comme on a dit avant, on peut prendre le cas d’un modèle autorégressif d’ordre 1 car il
semble suffisant ainsi qu’il est plus simple. Le coefficient a1 est noté tout simplement a.
Dans ce cas, xk = α˜k, Fk = a etQk = σ2e = (1−a2)Rα˜α˜ (d’après l’équation (3.5)).
L’équation d’état est donnée par (3.3).
Le paramètre à estimer est αk. On suppose que l’estimation du vrai αk est la même que l’estima-
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tion de α˜k, et on note αˆk cet estimateur non biaisé.
Aussi,Hk = sk etRk = σ2n .
Pour l’analyse théorique, on suppose les symboles parfaitement connus (décidés, sk = 1, et donc
ES = 1 dans l’équation (2.20)). Ceci peut représenter par exemple la transmission via un canal
à trajets multiples, sélectif en fréquence, dans un système OFDM, pour chaque sous-porteuse
pilote.
L’équation d’observation (2.1)) sera approchée et simplifiée :
yk ≈ α˜k +nk (3.11)
Rappelons aussi l’équation d’état pour un modèle AR(1) :
α˜k = aα˜k−1+ ek
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Les équations du filtre de Kalman seront simplifiées [44] :
Kk = [a2Pk−1+σ2e ]/[a
2Pk−1+σ2e +σ
2
n ] (3.12)
Pk = (1−Kk)(a2Pk−1+σ2e ) (3.13)
αˆk = a αˆk−1+Kk(yk−a αˆk−1) (3.14)
Rappelons que Kk est le gain de Kalman à l’iteration k, Pk est la variance de l’erreur d’estimation.
3.3.3 Valeur asymptotique du Gain de Kalman
On considère le système linéaire des deux équations (3.3) et (3.11). Il est observable et contro-
lable, et donc un régime asymptotique est vite atteint ([20]). Nous calculons les valeurs asymp-
totiques du Gain de Kalman (K∞) et de la variance de l’erreur (P∞) basés sur (3.12) et (3.13),
sachant (3.6). Ce qui consiste à résoudre les équations dites de Riccati :
P∞ =
σ2n (a2−1)−σ2e +
√
∆
2a2
K∞ =
a2P∞+σ2e
a2P∞+σ2e +σ2n
avec ∆= (σ2n +σ2e −a2σ2n )2+4a2σ2nσ2e .
On suppose σ2e << σ2n , et nous travaillons dans un intervalle de SNRdB > 0 dB, ce qui veut
dire que
σ2e << σ
2
n < σ
2
α
Ainsi, sous cette hypothèse, nous pouvons approximer la valeur du gain de Kalman (voir annexe
E)
K∞ ≈ σeσn (3.15)
On a lancé le filtre de Kalman pour un canal Fixe-Mobile à la fréquence Doppler fDT = 10−3,
modélisé par un modèle AR(1), avec des valeurs différentes de a (donc de σ2e ) et de σ2n (donc de
SNRdB). On a σ2α = 1.
On a tiré ensuite la valeur du gain de Kalman après 1000 itérations (en supposant qu’à cet ins-
tant la convergence a été établie), et tracé la valeur du gain à ce moment (supposé donc K∞) en
fonction de σ2e = σ2α(1−a2)) sur la Figure 3.7 puis en fonction de σ2n sur la Figure 3.8.
Sur la Figure 3.7, les courbes correspondent aux valeurs tirées expérimentalement, et les ronds
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FIGURE 3.8 – Variation du gain de Kalman asymptotique en fonction de σn
correspondent à la valeur théorique selon l’équation (3.15). K∞ varie linéairement en fonction de
σe dans l’échelle logarithmique, ce qui valide notre équation. On voit que la formule de l’équa-
tion (3.15) est vérifiée expérimentalement dans la plupart des cas. Cependant :
Quand σ2e devient très faible, (σ2e < 10−7), les valeurs expérimentales et théoriques ne coïncident
74 Chapitre 3. Algorithme basé sur un modèle Auto-Régressif et filtre de Kalman
pas pour la simple raison que dans ce cas la valeur de a devient très grande, et donc on a besoin
de plus que 1000 itérations pour la convergence.
Quand σ2e devient grande (σ2e > 10−2), les valeurs expérimentales et théoriques ne coïncident pas
quand la valeur du SNRdB est relativement grande. Par exemple, quand σ2e = 10−2 et SNRdB >
13 dB, alors σ2n < 5.10−2 n’est pas très grande devant σ2e . Un autre exemple, quand σ2e = 10−1,
il faut que σ2n ≥ 1 (SNRdB ≤ 0 dB) pour que l’hypothèse σ2e << σ2n soit vérifiée, et que notre
formule approchée soit valable.
Dans la Figure 3.7, on voit que K∞ est fonction de 1σn . En fait la courbe est tracée pour σ
2
e = 10
−6,
et son équation obtenue graphiquement est log10(K∞) = −0.5log10(σ2n )− 3 = log10(σeσn ). Ainsi
l’équation (3.15) est bien validée.
3.4 Analyse de l’erreur quadratique moyenne
Dans un premier temps, on a calculé le gain asymptotique. Maintenant, avant de chercher
des solutions d’amélioration au filtre de Kalman basé sur un modèle AR(1) dont le paramètre
a été fixé par le critère CM , il parait opportun d’analyser théoriquement pour le modèle AR(1)
(le plus simple et le plus utilisé), les différentes composantes de cette erreur. On va chercher à
séparer l’erreur en deux parties : l’une provenant de la dynamique du modèle, et l’autre du bruit
d’observation.
On cherchera en particulier les expressions mathématiques de l’erreur en fonction des paramètres
d’intérêt (les fréquences normalisées fiT , SNRdB et du paramètre a du modèle AR(1)). On s’in-
téressera au cas des faibles SNRdB (entre 0 dB et 30 dB) et aux faibles fréquences Doppler (entre
10−4 et 10−2).
On analyse l’erreur dans le régime asymptotique, et on utilise la transformée de Z (Z) de l’équa-
tion (3.14) :
αˆ(z) = L(z)Y (z)
L(z) =
K∞z
z−a(1−K∞) (3.16)
ε(z) = [1−L(z)]α(z)−L(z)N(z)
L(z) est la foncion de transfert entre le vrai gain bruité (α) et le gain estimé (αˆ), ε(z) = Z(ε(k)),
et ε(k) = αk − αˆk. L’erreur est composée de deux parties, l’erreur dynamique reliée à αk, et
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l’erreur statique reliée à nk :
MSE = E{|ε(k)|2}= MSE1+MSE2 (3.17)
MSE1 =
∫ + fmax
− fmax
∣∣∣1−L(e j2pi f T )∣∣∣2Γα( f )d f (3.18)
MSE2 =
∫ 1
2T
−1
2T
∣∣∣L(e j2pi f T )∣∣∣2Γn( f )d f (3.19)
où Γα( f ) est la densité spectrale de puissance du gain total du canal, définie dans la section 2.5,
et Γn( f ) et la DSP du bruit nk.
– Anayse de MSE1
On peut voir, sur la Figure F.1, que 1−L(e j2pi f T ) est essentiellement un filtre passe haut
avec fréquence de coupure fc, et une autre fréquence très basse fV LF .
En fait, pour les basses fréquences normalisées, i.e. pour f T < fmaxT << 1, on peut sup-
poser que z−1 = e− j2pi f T ≈ 1− j2pi f T
En utilisant cette approximation dans l’équation (3.16), on aura∣∣∣1−L(e j2pi f T )∣∣∣2 ≈ ∣∣∣∣2pi fV LFT + j2pi f T2pi fcT + j2pi f T
∣∣∣∣2
où 2pi fV LFT =
1
a
−1 et 2pi fcT = 1−a(1−K∞)a(1−K∞)
Ces deux fréquences de coupures peuvent être approchées sachant l’hypothèse σ2e <<
σ2n < σ2α : (voir annexe F)
– 2pi fV LFT ≈ σ
2
e
2σ2α
– 2pi fcT ≈ σeσn
fV LF a un effet négligeable sur la valeur de MSE. Et donc, seulement l’asymptote médiane
rentre dans le calcul de MSE1, i.e.
∣∣1−L(e j2pi f T )∣∣2 ≈ ∣∣∣ 2pi f T2pi fcT ∣∣∣2 ≈ σ2nσ2e |2pi f T |2. D’où
MSE1 ≈ σ
2
n
(1−a2)σ2α
∫ + fmax
− fmax
(2pi f T )2Γα( f )d f
≈ σ
2
n
(1−a2)σ2α
Iα (3.20)
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où
Iα =
∫ + fmax
− fmax
(2pi f T )2Γα( f )d f (3.21)
et fmax est le support de Γα( f ) vu dans l’équation (2.16).
Ainsi, pour un modèle de canal stationnaire donné défini par sa fonction d’autocorrélation
temporelle, ou de manière équivalente par son spectre Doppler Γα( f ), on pourra calculer
la valeur de la constante Iα , et déduire la valeur de l’erreur quadratique moyenne dyna-
mique.
– Analyse de MSE2
nk est assimilé à un bruit blanc additif Gaussien, discret en temps, de période symboles
(pas) T . La densité spectrale du bruit d’observation est ainsi (Voir annexe G) :
Γn( f ) = σ2n T pour
−1
2T
< f <
1
2T
(3.22)
En utilisant les équations (3.16) et (3.22), on calcule MSE2 pour obtenir (voir annexe G) :
MSE2 =
K2∞σ2n
1−a2(1−K∞)2
D’après l’équation (3.6), l’expression approximative de K∞ dans l’équation (3.15), et sous
l’hypothèse σ2e << σ2n , on a :
MSE2 ≈ σ2n
σe
2σn
=
√
(1−a2)σnσα
2
(3.23)
– MSE minimal
Enfin, d’après les équations (3.17), (3.20) et (3.23), on écrit facilement MSE en fonction
du paramètre a :
MSE(a) =
Ω
1−a2 +β
√
1−a2 (3.24)
où  Ω =
σ2n
σ2α
Iα
β =
σnσα
2
(3.25)
Sur la Figure 3.9, on voit les différentes composantes de l’erreur calculées par intégrations
numériques de L(z), ainsi que nos formules approchées (équations (3.20), (3.23) et (3.24)),
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FIGURE 3.9 – Vérification de nos approximations des différentes composantes de l’erreur (MSE1,
MSE2 et le total MSE) par intégration numérique
pour le cas d’un canal Fixe-Mobile avec fDT = 10−3. On voit que nos formules approchées
sont bien adoptées pour 10−6 < σ
2
e
σ2α
< 10−3.
Quand la valeur de σ2e augmente plus que 10−3, la formule théorique de MSE2 reste bonne
(courbes pointillées et points), par contre, celle de MSE1 montre des erreurs (courbes en
tirets et triangles), elle est sous-estimée. Ceci est normal car 2pi fV LFT augmente avec σ2e ,
et dans ce cas, l’hypothèse 2pi fV LFT <<< 2pi fmaxT n’est plus bonne. Mais on voit quand
même que MSE2 est dominante pour σ2e relativement grande. Ainsi, dans ce cas, la formule
théorique de MSE reste adéquate.
Quand la valeur de σ2e diminue en dessous de 10−6, la formule théorique de MSE2 reste
bonne, par contre, celles de MSE1 et de MSE (courbe continue et ronds) sont sur-estimées
si SNRdB = 0 dB seulement. Ceci est dû au fait que 2pi fmaxT < 2pi fcT n’est plus respectée
car 2pi fcT diminue quand σ2e diminue et σ2n augmente.
En gros, la formule théorique de la somme MSE(a) (équation (3.24)) est vérifiée par le
calcul numérique, surtout sur l’intervalle qui donne la valeur minimale de MSE.
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3.5 Optimisation du paramètre du modèle AR(1) selon le
critère MAV
Dans cette section, nous proposons de trouver la valeur du coefficient AR(1) qui donne
la variance minimum de l’erreur d’estimation en régime asymptotique. Ce coefficient sera
noté aMAV et vérifie :
dMSE
da
= 0 et donc (1−a2MAV )
3
2 =
2Ω
β
.
Le coefficient aMAV choisi sous le critère MAV , et l’expression de l’erreur quadratique
moyenne y correspondante MSEMAV = MSE(aMAV ) seront donc donnés en fonction de Iα
(qui dépend de la densité spectrale de puissance Γα( f ), comme vu dans l’équation (3.21)) :
aMAV =
√
1−
[
2Ω
β
] 2
3
=
√√√√1− 3√16σ2n I2α
σ6α
(3.26)
MSEMAV = Ω
[
β
2Ω
] 2
3
+β
[
2Ω
β
] 1
3
= 3
(
Ωβ 2
4
)1/3
=
[
27
16
σ4n Iα
]1/3
(3.27)
3.5.1 Calcul de Iα en mode de diffusion 3D
On commence par calculer l’expression analytique de Iα pour un mode de diffusion 3D
puisque dans ce cas, l’expression de la DSP Γα( f ) est plus simple.
Rappelons que (équation (3.21))
Iα =
∫ + fmax
− fmax
(2pi f T )2Γα( f )d f
Iα est donc, au facteur (2piT )2 près, le moment d’ordre 2 d’une variable aléatoire X qui aurait
pour DDP PX(x) égale à la DSP Γα( f ) (voir la section 2.5.3.2 Allure asymptotique de la Densité
Spectrale de Puissance).
On a vu dans la section 2.5 que la DSP est un produit de convolution de plusieurs DSP élé-
mentaires sur chaque lien. Et on a vu ensuite que la DSP élémentaire de chaque lien est calculée
à partir d’un spectre élémentaire S3, fi( f ).
Donc on peut calculer Iα à travers le produit de convolution des S3, fi( f ). On commence dans le
cas d’aucune convolution (canal fixe-mobile), puis dans le cas d’une convolution (canal mobile-
mobile), et ensuite dans le cas général de plusieurs convolutions.
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3.5.1.1 Pour un canal fixe-mobile, en mode de diffusion 3D
D’après l’équation (3.21) et l’expression de Γα dans le cas d’un lien fixe-mobile (équation
(2.12)), on calcule la valeur de Iα (qu’on note IαSD) pour un canal direct entre la source fixe et la
destination bougeant à la fréquence fD :
IαSD =
∫ + fD
− fD
(2piT )2
σ2α
2 fD
f 2d f
= (2piT )2
σ2α
2 fD
[
f 3
3
] fD
− fD
=
σ2α(2pi fDT )2
3
(3.28)
=
σ2α((2pi fDT )2+(2pi fST )2)
3
3.5.1.2 Pour un canal mobile-mobile à mêmes vitesses, en mode de diffusion 3D
La source et la destination bougent à la même vitesse, fS = fD, et Γα est donnée par l’équa-
tion (2.13) :
Γα( f ) =
σ2α
4 f 2D

− f +2 fD si 0≤ f ≤ 2 fD
f +2 fD si −2 fD ≤ f ≤ 0
0 sinon
Ainsi, on peut calculer IαSD d’après l’équation (3.21)
IαSD =
∫ +2 fD
−2 fD
(2pi f T )2Γα( f )d f
= 2
∫ 2 fD
0
(2piT )2
σ2α
4 f 2D
(− f 3+2 fD f 2)d f
= (2piT )2
σ2α
2 f 2D
[
−(2 fD)
4
4
+
2 fD(2 fD)3
3
]2 fD
0
= (2piT )2
σ2α
2 f 2D
[
(2 fD)4
12
]
=
2σ2α(2pi fDT )2
3
=
σ2α((2pi fDT )2+(2pi fST )2)
3
3.5.1.3 Pour un canal mobile-mobile à vitesses différentes, en mode de diffusion 3D
La source et la destination bougent à différentes vitesses. Ainsi, fS et fD ne sont pas égales
et Γα est donnée par l’équation (2.14) :
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IαSD = (2piT )
2 σ2α
4 fS fD
(2I)
avec
I =
∫ fD− fS
0
(2 f 2 fS)d f +
∫ fD+ fS
fD− fS
( fD+ fS) f 2d f −
∫ fD+ fS
fD− fS
f 3d f
=
(2 fS− ( fD+ fS))( fD− fS)3
3
+
( fD+ fS)4
3
− ( fD+ fS)
4
4
+
( fD− fS)4
4
=
( fD+ fS)4
12
− ( fD− fS)
4
12
=
8 f 3D fS+8 fD f
3
S
12
Ainsi
IαSD =
σ2α((2pi fDT )2+(2pi fST )2)
3
3.5.1.4 Calcul de Iα pour un canal avec ”N” relais en mode de diffusion 3D
On a dit dans la section 2.5.2 que dans un mode de diffusion 3D,
Γα( f ) = σ2αS3, fS⊗
N⊗
i=1
S3, fi⊗
N⊗
i=1
S3, fi⊗S3, fD
de support [− fmax;+ fmax], avec fmax = ∑N+1i=1 ( fi+ fi−1) = fS+2∑Ni=1 fi+ fD
à qui correspond Iα =
∫+∞
−∞ (2pi f T )2Γα( f )d f =
∫+ fmax
− fmax (2pi f T )
2Γα( f )d f à calculer.
Normalisons Γα( f ) : Γnormα ( f ) =
Γα ( f )
σ2α
= S3, fS⊗
N⊗
i=1
S3, fi⊗
N⊗
i=1
S3, fi⊗S3, fD ,
et calculons Inormα =
Iα
σ2α
=
∫+ fmax
− fmax (2pi f T )
2Γnormα ( f )d f .
Posons Γnormα∗ ( f ) = S3, fS⊗
N⊗
i=1
S3, fi⊗
N−1⊗
i=1
S3, fi⊗S3, fD
de support rapidement déduit [− fmax∗;+ fmax∗] où fmax∗ = fS+2∑N−1i=1 fi+ fN + fD
à qui correspond Inormα∗ =
∫+∞
−∞ (2pi f T )2Γnormα∗ ( f )d f =
∫+ fmax∗
− fmax∗ (2pi f T )
2Γnormα∗ ( f )d f
Comme Γnormα ( f ) =
(
Γnormα∗ ⊗S3, fN
)
( f ), on peut exprimer l’expression de Inormα en fonction de
3.5. Optimisation du paramètre du modèle AR(1) selon le critère MAV 81
Inormα∗ .
Inormα =
∫ + fmax
− fmax
(2pi f T )2Γnormα ( f )d f
=
∫ + fmax
− fmax
(2pi f T )2
(
Γnormα∗ ⊗S3, fN
)
( f )d f
=
∫ + fmax
− fmax
∫ +∞
−∞
(2pi f T )2Γnormα∗ (τ)S3, fN ( f − τ)dτd f
=
∫ +∞
−∞
(2piT )2Γnormα∗ (τ)
(∫ + fmax
− fmax
f 2S3, fN ( f − τ)d f
)
dτ
=
∫ + fmax∗
− fmax∗
(2piT )2Γnormα∗ (τ)
(∫ + fmax
− fmax
f 2S3, fN ( f − τ)d f
)
dτ
Or d’après l’équation (2.15), S3, fN ( f − τ) =
{
1
2 fN
si − fN + τ ≤ f ≤ fN + τ
0 sinon
avec − fmax∗ < τ < fmax∗ , et fmax = fmax∗+ fN , donc − fmax <− fN + τ et fN + τ < fmax
D’où
Inormα = (2piT )
2
∫ + fmax∗
− fmax∗
Γnormα∗ (τ)
(∫ fN+τ
− fN+τ
f 2
2 fN
d f
)
dτ
=
(2piT )2
2 fN
∫ + fmax∗
− fmax∗
Γnormα∗ (τ)
(
( fN + τ)3− (− fN + τ)3
3
)
dτ
=
(2piT )2
2 fN
∫ + fmax∗
− fmax∗
Γnormα∗ (τ)
(
2
3
f 3N +2 fNτ
2
)
dτ
=
(2pi fNT )2
3
∫ + fmax∗
− fmax∗
Γnormα∗ (τ)dτ+ I
norm
α∗
=
(2pi fNT )2
3
.1+ Inormα∗
Ainsi, à chaque fois qu’on ajoute un spectre élémentaire S3, fi sur le produit de convolution dans
Γnormα ( f ), on additionne
(2pi fiT )2
3 sur la valeur de I
norm
α .
On en déduit que Inormα =
(2pi fST )2
3 +
N
∑
i=1
2
(2pi fiT )2
3
+
(2pi fDT )2
3
=
(2pi feqT )2
3
.
On redéduit alors la valeur de Iα = σ2α Inormα :
Iα = σ2α
(2pi feqT )2
3
(3.29)
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avec
f 2eq = f
2
S +2
N
∑
i=1
f 2i + f
2
D (3.30)
3.5.2 Calcul de Iα en mode de diffusion 2D
Le même raisonnement se fait pour les cas de diffusion 3D et 2D. Ici, on va passer du cas
fixe-mobile (aucune convolution) au cas général directement par récursivité.
3.5.2.1 Pour un canal fixe-mobile, en mode de diffusion 2D
Sans perte de généralité, on peut supposer que la source est fixe, et la destination est mobile.
La vitesse de la destination est vD, la fréquence Doppler correspondante est fD. Le gain du canal
étant α , sa densité spectrale de puissance est Γα( f ) = σ2αS2, fD d’après les équations (2.10) et
(2.11). On doit calculer Iα =
∫ + fmax
− fmax
(2pi f T )2Γα( f )d f . On le note IαD (car seule la destination
bouge) :
IαD =
∫ +∞
−∞
σ2α(2pi f T )
2S2, fD( f )d f
Le calcul est vite fait : Il faut faire un changement de variable f = fDcos(u), puis remplacer
cos2(u) = 1+cos(2u)2
Iα = IαD =
∫ +∞
−∞
σ2α(2pi f T )
2S2, fD( f )d f
= 2
∫ + fD
0
σ2α(2pi f T )2
pi
√
f 2D− f 2
d f
= 2
∫ 0
pi
σ2α(2pi fDcos(u)T )2
pi
√
f 2D(1− cos(u)2)
(− fDsin(u)du)
=
2σ2α(2pi fDT )2
pi
∫ pi
0
cos2(u)du
=
2σ2α(2pi fDT )2
pi
[
u+ sin(2u)
2
]pi
0
= σ2α(2pi fDT )
2 (3.31)
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3.5.2.2 Calcul de Iα pour un canal avec ”N” relais en mode de diffusion 2D
Dans un mode de diffusion 2D, on a dit dans la section 2.5.1 que
Γα( f ) = σ2αS2, fS⊗
N⊗
i=1
S2, fi⊗
N⊗
i=1
S2, fi⊗S2, fD
de support [− fmax;+ fmax], avec fmax = ∑N+1i=1 ( fi+ fi−1) = fS+2∑Ni=1 fi+ fD
à qui correspond Iα =
∫+∞
−∞ (2pi f T )2Γα( f )d f =
∫+ fmax
− fmax (2pi f T )
2Γα( f )d f à calculer.
Comme nous avons fait avec un mode de diffusion 3D, nous allons calculer la valeur norma-
lisée de Iα par récursivité.
Inormα =
Iα
σ2α
=
∫+∞
−∞ (2pi f T )2Γnormα ( f )d f
où Γnormα ( f ) =
Γα ( f )
σ2α
Posons Γnormα∗ ( f ) = S2, fS⊗
N⊗
i=1
S2, fi⊗
N−1⊗
i=1
S2, fi⊗S2, fD
de support rapidement déduit [− fmax∗;+ fmax∗] où fmax∗ = fS+2∑N−1i=1 fi+ fN + fD
à qui correspond Inormα∗ =
∫+∞
−∞ (2pi f T )2Γnormα∗ ( f )d f =
∫+ fmax∗
− fmax∗ (2pi f T )
2Γnormα∗ ( f )d f
Comme Γnormα ( f ) =
(
Γnormα∗ ⊗S2, fN
)
( f ), on peut exprimer l’expression de Inormα en fonction de
Inormα∗ (même raisonnement qu’avec une diffusion 3D) :
Inormα =
∫ + fmax
− fmax
(2pi f T )2Γnormα ( f )d f
=
∫ + fmax
− fmax
(2pi f T )2
(
Γnormα∗ ⊗S2, fN
)
( f )d f
=
∫ + fmax∗
− fmax∗
(2piT )2Γnormα∗ (τ)
(∫ + fmax
− fmax
f 2S2, fN ( f − τ)d f
)
dτ
Or d’après l’équation (2.11), S2, fN ( f − τ) =
{
1
pi
√
f 2N−( f−τ)2
si − fN + τ < f < fN + τ
0 sinon
avec − fmax∗ < τ < fmax∗ , et fmax = fmax∗+ fN , donc − fmax <− fN + τ et fN + τ < fmax
84 Chapitre 3. Algorithme basé sur un modèle Auto-Régressif et filtre de Kalman
D’où
Inormα = (2piT )
2
∫ + fmax∗
− fmax∗
Γnormα∗ (τ)
∫ fN+τ
− fN+τ
f 2
pi
√
f 2N− ( f − τ)2
d f
dτ
= (2piT )2
∫ + fmax∗
− fmax∗
Γnormα∗ (τ)
 1pi fN
∫ fN+τ
− fN+τ
f 2√
1−
(
f−τ
fN
)2 d f
dτ
On pose f = fNcos(u)+ τ
Inormα = (2piT )
2
∫ + fmax∗
− fmax∗
Γnormα∗ (τ)
(
1
pi fN
∫ 0
pi
( fNcos(u)+ τ)2√
1− cos2(u) (− fNsin(u))du
)
dτ
= (2piT )2
∫ + fmax∗
− fmax∗
Γnormα∗ (τ)
(
1
pi
∫ pi
0
(
f 2Ncos
2(u)+2 fNτcos(u)+ τ2
)
du
)
dτ
= (2piT )2
∫ + fmax∗
− fmax∗
Γnormα∗ (τ)
(
1
pi
∫ pi
0
(
f 2N
2
[
u+
sin(2u)
2
]pi
0
+2 fNτ [sin(u)]pi0 + τ
2 [u]pi0
))
dτ
= (2piT )2
∫ + fmax∗
− fmax∗
Γnormα∗ (τ)
(
f 2N
2
+ τ2
)
dτ
=
(2pi fNT )2
2
∫ + fmax∗
− fmax∗
Γnormα∗ (τ)dτ+ I
norm
α∗
=
(2pi fNT )2
2
.1+ Inormα∗
Ainsi, à chaque fois qu’on ajoute un spectre élémentaire S2, fi sur le produit de convolution dans
Γnormα ( f ), on additionne
(2pi fiT )2
2 sur la valeur de I
norm
α .
On en déduit que Inormα =
(2pi fST )2
2 +
N
∑
i=1
2
(2pi fiT )2
2
+
(2pi fDT )2
2
=
(2pi feqT )2
2
.
On redéduit alors la valeur de Iα = σ2α Inormα :
Iα = σ2α
(2pi feqT )2
2
(3.32)
avec f 2eq = f
2
S +2∑
N
i=1 f
2
i + f
2
D la même fréquence Doppler équivalente obtenue dans l’équation
(3.30).
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3.5.3 Résultats et expressions analytiques
On remplace l’expression de Iα donnée par (3.29) et (3.32) dans (3.26) et (3.27) :
– Dans un mode de diffusion 3D
aMAV =
√√√√1− 3√16
9
σ2n
σ2α
(2pi feqT )4 (3.33)
MSEMAV =
3
√
9
16
σ4nσ2α(2pi feqT )2 (3.34)
– Dans un mode de diffusion 2D
aMAV =
√√√√1− 3√4σ2n
σ2α
(2pi feqT )4 (3.35)
MSEMAV =
3
√
27
32
σ4nσ2α(2pi feqT )2 (3.36)
Les tables 3.1 et 3.2, comparent les valeurs de aMAV et aCM pour le cas d’un canal à deux
bonds, où la source et la destination sont mobiles, et le relais est fixe, en mode de diffusion 2D
[32]. On voit clairement, surtout pour des fréquences Doppler faibles, que le coefficient aCM est
supérieur à aMAV .
La table 3.3 montre les valeurs de aCM et aMAV pour le cas d’un canal mobile-mobile sans relais,
en mode de diffusion 3D. Pour une fréquence Doppler équivalente feq donnée, la valeur aCM dé-
pend des fréquences Doppler de la source et de la destination ( fS et fD) mais non pas du SNRdB.
Quant à la valeur de aMAV , elle change avec la valeur du rapport Signal sur Bruit (SNRdB), mais
reste la même si les vitesses de la source et de la destination changent en gardant la même valeur
de fréquence équivalente feq.
On voit bien, en comparant les deux dernières lignes de chaque colonne, que la valeur de aMAV
augmente lorsque SNRdB augmente (elle diminue avec σ2n dans l’équation 3.33). On voit aussi,
en comparant les trois colonnes pour chacune des deux dernières lignes, que la valeur de aMAV
augmente quand feqT augmente.
Le plus important, c’est que aMAV < aCM dans nos plages de fréquences Doppler équivalente et
SNRdB, tout comme dans les tables 3.1 et 3.2.
Ceci peut être vérifié puisque plus on diminue la valeur du coefficient du modèle AR(1), plus
on améliore la poursuite de la dynamique du gain (la courbe rouge dans la Figure 3.1 repré-
sentant la fonction d’autocorrélation basée sur un modèle AR(1) s’approche de la courbe noire
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aCM
aMAV
fST = 1e−4 fST = 1e−3 fST = 1e−2
fDT = 1e−4 0.99999980.9999000
0.9999900
0.9990000
0.9990131
0.9900000
fDT = 1e−3 0.99999000.9990000
0.9999802
0.9990000
0.9990034
0.9900000
fDT = 1e−2 0.99901310.9900000
0.9990034
0.9900000
0.9980275
0.9000000
TABLE 3.1 – Comparaison entre aCM et aMAV pour un scénario M-F-M à différentes valeurs de
fréquences Doppler (mode de diffusion 2D, SNRdB = 0 dB)
aCM
aMAV
fd1T = 1e−4 fd1T = 1e−3 fd1T = 1e−2
fd2T = 1e−4 0.99999980.9999900
0.9999900
0.9999000
0.9990131
0.9900000
fd2T = 1e−3 0.99999000.9999000
0.9999802
0.9990000
0.9990034
0.9900000
fd2T = 1e−2 0.99901310.9900000
0.9990034
0.9900000
0.9980275
0.9900000
TABLE 3.2 – Comparaison entre aCM et aMAV pour un scénario M-F-M à différentes valeurs de
fréquences Doppler (mode de diffusion 2D, SNRdB = 20 dB)
pointillée représentant la vraie fonction d’autocorrélation), et donc plus on minimise la variance
de l’erreur à la sortie du filtre de Kalman. Et c’est bien ça la base du choix du coefficient aMAV .
3.5.4 Interprétation des résultats
On remarque que pour les deux modes de diffusion, MSEMAV a la même forme, dans les
équations (3.34) et (3.36), proportionnelle à la puissance 2/3 de feq, mais avec un coefficient de
proportionnalité différent. Ceci est normal car dans les deux cas Iα avait la même forme, propor-
tionnelle à f 2eq (voir les équations (3.29) et (3.32)).
D’ailleurs, il n’est pas étonnant d’avoir la même forme de Iα pour les deux modes de diffu-
sion, avec de plus une expression qui ne dépend pas des fréquences Doppler élémentaires mais
de la fréquence Doppler équivalente.
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feqT = 0.0005 feqT = 0.001 feqT = 0.005
aCM scénario 1 0,999998355066833 0,999993420278139 0,999835515596909
aCM scénario 2 0,999998355066994 0,999993420280710 0,999835517204046
aCM scénario 3 0,999998355067016 0,999993420281050 0,999835517416166
aCM scénario 4 0,999998355066912 0,999993420279386 0,999835516376127
aMAV pour SNRdB = 5 dB 0,999810109358414 0,999521436486264 0,995900917333125
aMAV pour SNRdB = 20 dB 0,999939955205278 0,999848689693471 0,998705575182885
TABLE 3.3 – Valeurs numériques de aCM et aMAV pour différents scénarios mobile-mobile en
mode de diffusion 3D, mais ayant même fréquence Doppler équivalente. Pour le scénario 1,
fS = 0.3 feq. Pour scénario 2, fS = fD =
feq√
2
. Pour scénario 3, fS = 0.6 feq. Et pour scénario 4,
fS = 0.9 feq. Pour feq donnée, la valeur aCM dépend de fD et fS mais non pas du SNR. C’est
l’inverse pour aMAV .
En fait, comme on a dit dans la section 2.5.3.2, la DSP Γα( f ) = Γα(1)( f )⊗Γα(2)( f )⊗ .... est
regardée comme la DDP PX(x) = PX1(x)⊗PX2(x)⊗ .... d’une variable aléatoire X = X1+X2+ ...,
où les Xi sont des variables aléatoires indépendantes centrées.
Par ailleurs, on peut regarder Iα , à un facteur multiplicatif près, commeE(X2), le moment d’ordre
2 de la variable aléatoire X : Iα =
∫
R
(2pi f T )2Γα( f )d f = (2piT )2
∫
R
x2PX(x)dx= (2piT )2E(X2).
Or on sait que le moment d’ordre 2 (qui est aussi la variance) d’une somme de variables aléa-
toires indépendantes centrées est la somme des moments d’ordre 2 (des variances) des variables
aléatoires.
Donc E(X2) = E(X21 ) +E(X22 ) + ..., ou encore σ2X = σ2X1 + σ
2
X1 + .... . Il suffit de savoir cal-
culer les variances E(X2i ) = σ2Xi pour pouvoir déduire la variance E(X
2) = σ2X .
En comparant, on déduit directement que Iα = Iα(1)+Iα(2)+... où Iα(i) =
∫
R
Γα(i)( f )d f =(2piT )
2E(X2i ) :
Iα = (2piT )2E(X2)
= (2piT )2[E(X21 )+E(X22 )+ ...]
= Iα(1)+ Iα(2)+ ...
Il suffit de savoir calculer Iα(i) pour pouvoir déduire Iα . Pour un seul lien, on a trouvé que Iα(i)
est proportionnelle, à une constante près, à f 2i (voir les équations (3.28) et (3.31)). Ainsi, Iα sera
proportionnelle à la somme des f 2i qui est f
2
eq. C’est-ce qui est démontré par calcul.
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3.6 Résultats par simulation
La première figure est celle pour le cas le plus simple. Dans la figure 3.10, on a un canal
fixe-mobile en mode de diffusion 2D. Ces résultats ont été publiés dans [31]. En comparant les
courbes pointillées avec celles continues et larges, on voit dans cette figure que le filtre de Kal-
man fonctionne mieux avec le choix MAV que le choix CM pour différentes valeurs de fDT et
de SNRdB (toutes les couleurs). Plus on est à fréquence Doppler basse, et à rapport SNRdB petit,
plus l’amélioration avec le choix MAV est claire. Ceci est bien notre but et nous y sommes arrivés.
On remarque aussi que, pour un filtre de Kalman avec le choix MAV , les valeurs de MSE re-
tirées par simulation (courbes continues larges) coïncident avec celles théoriques (les croix). Ce
qui valide notre équation (3.36). Ces valeurs croient lorsque fdT et/ou SNRdB augmentent.
L’équation (3.42) qui passera dans la suite, est aussi validée par cette figure. On voit que MSE,
dans le choix CM, est presque constant en fonction de la fréquence Doppler, il diminue quand
SNRdB augmente (σ2n diminue).
Aussi on a tracé dans cette figure les bornes de Cramer Rao. On voit que le filtre de Kalman
avec le choix MAV est proche des bornes quand fdT et SNRdB sont faibles.
Dans les figures 3.11 et 3.12, on reste dans le cas d’un seul lien mais maintenant avec un
canal mobile-mobile et en mode de diffusion 3D. Notons que le cas d’un canal mobile-mobile
(marqué M-to-M dans les courbes) en mode de diffusion 2D est similaire, au cas d’un canal A&F
où le relais est fixe et les source et destination sont mobiles (à une constante SNRdB près). Ces
résultats ont été publiés dans [33].
Les mêmes remarques que le cas fixe-mobile en 2D sont observées.
On remarque aussi, dans la figure 3.12, que lorsque les valeurs de fS et fD changent telles que feq
reste la même, on a les mêmes valeurs de MSE dans les cas MAV et CM (courbes superposées),
pour bas et haut SNRdB.
Dans les figures 3.13, 3.14 et 3.15, ainsi que la figure 3.16, on traite le cas d’un canal à un
seul relais fixe et une source et destination mobiles. Ces figures ont été publiées dans [32]. On
observe les mêmes remarques qu’avant.
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MSE en fonction de fDT pour un scénario F?to?M en mode de diffusion 2D et pour différentes valeurs de SNRdB
fdT
M
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CM ? 0 dB
CM ? 5 dB
CM ? 10 dB
CM ? 15 dB
CM ? 20 dB
MAV ? 0 dB
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MAV ? 10 dB
MAV ? 15 dB
MAV ? 20 dB
MSEMAV ? 0 dB
MSEMAV ? 5 dB
MSEMAV ? 10 dB
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MSEMAV ? 20 dB
BCRB ? 0 dB
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BCRB ? 10 dB
BCRB ? 15 dB
BCRB ? 20 dB
FIGURE 3.10 – MSE en fonction de fDT = fdT avec les choix CM et MAV pour un canal Fixe-
Mobile en 2D où la source est fixe et la destination se déplac. Il n’existe aucun relais. Les
résultats sont donnés pour deux valeurs différentes de SNRdB.
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Scénario M?to?M en mode de diffusion 3D en fonction de fST = fDT = fdT, pour différentes valeurs de SNRdB
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MSEMAV ? 0 dB
MSEMAV ? 5 dB
MSEMAV ? 10 dB
MSEMAV ? 15 dB
MSEMAV ? 20 dB
FIGURE 3.11 – MSE en fonction de fST = fDT avec les choix CM et MAV pour un canal mobile-
mobile en 3D. Les résultats sont données pour deux valeurs différentes de SNRdB.
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Scénario M?to?M en mode de diffusion 3D en fonction de feqT où fS et fD sont différentes
 
 
MAV ? fS = 0.3 feq and fD = 0.954 feq
MAV ? fS = 0.6 feq and fD = 0.8 feq
MAV ? fS = fD = 0.707 feq
MAV ? fS = 0.9 feq and fD = 0.436 feq
CM ? fS = 0.3 feq and fD = 0.954 feq
CM ? fS = 0.6 feq and fD = 0.8 feq
CM ? fS = fD = 0.707 feq
CM ? fS = 0.9 feq and fD = 0.436 feq
SNRdB = 5 dB
SNRdB = 20 dB
FIGURE 3.12 – MSE en fonction de feqT avec les choix CM et MAV pour un canal mobile-mobile
en 3D où la source et la destination se déplacent à vitesses différentes. Les résultats sont données
pour deux valeurs différentes de SNRdB.
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MSE en fonction des fréquences Doppler fST=fDT=fdT
Le Relais est fixe
Mode de diffusion 2D
 
 MAV?SNRdB = 3 dB
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MAV?SNRdB = 13 dB
MAV?SNRdB = 18 dB
MAV?SNRdB = 23 dB
CM?SNRdB = 3 dB
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CM?SNRdB = 13 dB
CM?SNRdB = 18 dB
CM?SNRdB = 23 dB
FIGURE 3.13 – MSE en fonction de fST = fDT = fdT avec les choix CM et MAV pour un canal
A&F en 2D où la source et la destination se déplacent à même vitesse, et il existe un seul relais
fixe. Les résultats sont données pour deux valeurs différentes de SNRdB.
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(a) Source et Destination mobiles
     1 seul Relais fixe
     mode de diffusion 2D
     SNRdB = 0 dB
FIGURE 3.14 – MSE en fonction de fST et fDT
avec le choix MAV pour un canal A&F en 2D
où la source et la destination se déplacent à vi-
tesses différentes, et il existe un seul relais fixe.
Les résultats sont données pour SNRdB = 0 dB.
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(b) Source et Destination mobiles
     Un seul relais fixe
     Mode de diffusion 2D
     SNRdB = 20 dB
FIGURE 3.15 – MSE en fonction de fST et fDT
avec le choix MAV pour un canal A&F en 2D
où la source et la destination se déplacent à vi-
tesses différentes, et il existe un seul relais fixe.
Les résultats sont données pour SNRdB = 20 dB.
Dans les figures 3.17 et 3.18, on trace les courbes de MSE en changeant le nombre de bonds
et en variant les vitesses des sources, relais et destinations, de façon à garder la même fréquence
équivalente. On remarque (plus évident dans le cas MAV ), dans les deux modes de diffusion,
que la valeur de MSE ne dépend pas du nombre de bonds, mais de la fréquence équivalente. Les
valeurs théoriques MSEMAV sont validées.
3.7 Robustesse par rapport à la connaissance de feqT
Le choix du coefficient a du modèle AR(1) dépend de la fréquence Doppler équivalente feq.
Ceci est dans le cas du choix CM de la littérature, ainsi que dans le choix MAV pour lequel nous
venons d’apporter une contribution.
Ainsi, il est très utile de savoir la valeur exacte de cette fréquence. Rappelons que ce qui inter-
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FIGURE 3.16 – MSE en fonction de SNRdB avec les choix MAV et CM pour un canal A&F en
2D où la source et la destination se déplacent à mêmes vitesses, et il existe un seul relais fixe.
Les résultats sont données pour différentes valeurs de fréquences.
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FIGURE 3.17 – Valeur de MSE en fonction de feq pour différents nombre de bonds pour les cas
CM et MAV et différentes valeurs de SNRdB, en mode de diffusion 2D
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FIGURE 3.18 – Valeur de MSE en fonction de feq pour différents nombre de bonds pour les cas
CM et MAV et différentes valeurs de SNRdB, en mode de diffusion 3D
vient dans le coefficient a est la valeur de la fréquence Doppler équivalente, et non pas les valeurs
des fréquences Doppler de chacun de la source, relais et destination.
On a bien vu aussi que la valeur de l’erreur quadratique moyenne MSE est plus faible avec le
choix MAV . Ceci a été établi pour une connaissance parfaite de la valeur de fréquence Doppler
équivalente.
Par contre, de nouvelles questions se posent :
Si l’on ne connait pas parfaitement la fréquence Doppler équivalente, est-ce que l’erreur quadra-
tique moyenne reste plus faible avec le choix MAV ?
Comment est modifiée la valeur de l’erreur quadratique moyenne MSE en présence d’une mal-
connaissance de la fréquence Doppler équivalente ?
Pour répondre à ces deux questions, on va calculer la valeur de l’erreur quadratique moyenne
(MSE fCM et MSE
f
MAV ) obtenues avec les faux coefficients, a
f
CM et a
f
MAV . Ces deux coefficients
étant calculés avec la fausse valeur de feq selon les critères de "Correlation Matching" et "Mini-
mum Asymptotic Variance" respectivement.
Les fréquences Doppler de chaque noeud (source, relais et destination) ne sont pas bien connus.
On suppose
– f ∗S =CS fS la fausse fréquence Doppler sur la source,
– f ∗D =CD fD la fausse fréquence Doppler sur la destination,
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– f ∗i =Ci fi la fausse fréquence Doppler sur le relais i, pour i = 1,2, ......,N
où CS, CD, Ci sont de constantes réelles positives, différentes de 1 en présence d’erreur sur la
connaissance des fréquences correspondantes.
La fréquence Doppler équivalente estimée est donc
f ∗2eq = f
∗2
S +2
N
∑
i=1
f ∗2i + f
∗2
D =C
2
f f
2
eq
où feq est la fréquence Doppler équivalente exacte, calculée dans l’équation (3.30)
Les équations du filtre de Kalman restent inchangées, et donc MSE(a) garde la même expression
dans l’équation (3.24) :
MSE(a) =
Ω
1−a2 +β
√
1−a2
Nous sommes intéressés à une plage de C f ∈ [0.5;2], à une plage de SNRdB ∈ [0;20] dB et à une
plage de 2pi feqT ≤ 10−2
3.7.1 Robustesse dans un mode de diffusion 3D
– Sous le critère MAV , le coefficient AR(1) avec la fausse fréquence Doppler est appelé
a fMAV . On le calcule de l’équation (3.33) :
1− (a fMAV )2 = 3
√
16
9
σ2n
σ2α
(2pi f ∗eqT )4
= C4/3f (1−a2MAV ) (3.37)
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Sachant (3.24), (3.26) et (3.37), l’expression de MSE sous le critère MAV avec non connais-
sance de la fréquence Doppler équivalente est :
MSE fMAV =
Ω
1− (a fMAV )2
+β
√
1− (a fMAV )2
= C−4/3f Ω
[
β
2Ω
]2/3
+C2/3f β
[
2Ω
β
]1/3
= (C−4/3f +2C
2/3
f )
[
Ωβ 2
4
]1/3
= MSEMAV
(
1
3
C−4/3f +
2
3
C2/3f
)
où [
Ωβ 2
4
]1/3
=
[
σ4n Iα
16
]1/3
=
MSEMAV
3
(voir l’équation (3.27))
D’où
MSE fMAV
MSEMAV
=
1
3
C−4/3f +
2
3
C2/3f (3.38)
Ce rapport est minimum quand C f = 1, ceci correspondant au bon réglage du filtre de Kal-
man avec la bonne valeur de feq, et conduisant à la MSE minimum.
– Sous le critère CM, le coefficient AR(1) est appelé a fCM. Pour le calculer, on utilise le fait
que
sinc(x) =
+∞
∑
n=0
(−1)nx2n
(2n+1)!
= 1− x
2
6
+
x4
120
− .....
Dans le cas où xi << 1 ∀ i, on approche
∏sinc(xi)≈∏
(
1− x
2
i
6
)
≈ 1−∑ x
2
i
6
Et
1− [∏sinc(xi)]2 ≈ 1−[1−∑ x2i6
]2
≈∑ x
2
i
3
Dans notre plage de fréquences Doppler, on a xi = 2pi f ∗i T << 1, ainsi, et d’après l’équation
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(3.9) :
1− (a fCM)2 = 1− [sinc(2pi f ∗S T )
N
∏
i=1
[sinc(2pi f ∗DT )]
2sinc(2pi f ∗DT )]
2
≈ (2pi f
∗
S T )
2+2∑Ni=1(2pi f ∗DT )2+(2pi f ∗DT )2
3
=
C2f (2pi feqT )
2
3
(3.39)
De même, on a
1−a2CM ≈
(2pi feqT )2
3
(3.40)
En utilisant (3.24), (3.29) avec (3.39) et (3.40), les expressions de MSE sous le critère CM
dans les cas de feq inconnue et connue sont respectivement :
MSE fCM = σ
2
n
1
C2f
+C f
σασn(2pi feqT )√
12
≈ σ
2
n
C2f
(3.41)
et
MSECM = σ2n +
σασn(2pi feqT )√
12
≈ σ2n (3.42)
avec 1< σ
2
α
σ2n
< 100 pour 0 dB< SNRdB < 20 dB.
On fait l’approximation car dans notre plage de fréquences, de rapport SNRdB, et de C f ,
l’erreur statique (deuxième terme) est négligeable par rapport à l’erreur dynamique (pre-
mier terme).
En fait, comme 2pi feqT < 0.01,
σ2α
σ2n
< 100 et C f ≤ 2, alors σn
√
12
σα (2pi feqT ) ≥ 34.64>> 8≥C3f
D’où :
MSE fCM
MSECM
≈ 1
C2f
(3.43)
Ce rapport décroît lorsque C f augmente. Autrement dit, quand on utilise le filtre de Kalman
avec un modèle AR(1) sous le critère CM, MSE diminue lorsqu’on surestime la fréquence
Doppler équivalente (on diminue la valeur de a).
– Deux autres rapports sont importants :
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• Le premier obtenu à l’aide des équations (3.38), (3.43), et (3.34)
MSE fCM
MSE fMAV
≈ 3
C2/3f (1+2C
2
f )
MSECM
MSEMAV
(3.44)
≈ 3
C2/3f (1+2C
2
f )
3
√
16
9
σ2n
σ2α
1
(2pi feqT )2
• Le deuxième obtenu à l’aide des équations (3.43), et (3.34).
MSE fCM
MSEMAV
≈ 1
C2f
MSECM
MSEMAV
(3.45)
≈ 1
C2f
3
√
16
9
σ2n
σ2α
1
(2pi feqT )2
Ces rapports sont valides pour notre intervalle de C f . Si C f augmente encore plus, le
deuxième terme dans (3.41) ne sera plus négligeable et nous aurons d’autres expressions.
Notons que ces rapports croient quand SNRdB et/ou feq décroient. Quand SNRdB et feq
sont maximum (SNRdB = 20 dB donc
σ2n
σ2α
= 0.01 et 2pi feqT = 10−2), ces rapports sont
minimums.
• Le rapport dans (3.44) est le rapport des MSE entre le cas CM et MAV , quand on estime
mal la fréquence Doppler équivalente. Ce rapport est important pour voir si le filtre
de Kalman reste meilleur avec le choix MAV qu’avec le choix CM, surtout quand on
surestime feq.
Pour nos intervalles de SNRdB, feqT , et C f ,
MSE fCM
MSE fMAV
≥ 16.8
C2/3f (1+2C
2
f )
> 1, et donc le critère
MAV est plus favorisé que le critère CM.
• Le rapport dans (3.45) est plus grand que 1 car MSEMAV est la valeur minimum de MSE.
Ce rapport sert à calculer, pour SNRdB et feq donnés, la valeur de C f dont le filtre de Kal-
man a besoin pour atteindre le MSE minimum sous le critère CM.
Quand SNRdB = 20 dB et 2pi feqT = 10−2, pour C f = 3
√
4
3
σn
σα
1
2pi feqT
= 2.37 (pas dans
notre plage), et en utilisant le choix CM, on arrive à MSE minimum. Quand SNRdB et/ou
feq sont moins faibles, C f doit être encore plus grande pour arriver au MSE minimum.
3.7.2 Robustesse dans un mode de diffusion 2D
Dans un mode de diffusion 2D, on aboutit aux mêmes rapports.
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– Sous le critère MAV , et d’après l’équation (3.35),
1− (a fMAV )2 = 3
√
16
9
σ2n
σ2α
(2pi f ∗eqT )4 =C
4/3
f (1−a2MAV )
et donc l’équation (3.37) reste la même. Ainsi, et comme les équations (3.24), (3.26) et
(3.27) sont les mêmes pour les deux modes de diffusion, le rapport (3.38) reste le même
en mode de diffusion 2D.
– Sous le critère CM, avec un mode de diffusion 2D, on utilise le fait que
J0(x) =
+∞
∑
n=0
(−1)n
[
xn
2n(n)!
]2
= 1− x
2
4
+
x4
64
− x
6
128
+ .....
Dans le cas où xi << 1 ∀ i, on approche
∏J0(xi)≈∏
(
1− x
2
i
4
)
≈ 1−∑ x
2
i
4
Et
1− [∏J0(xi)]2 ≈ 1−[1−∑ x2i4
]2
≈∑ x
2
i
2
Comme on a xi = 2pi f ∗i T << 1, ainsi, et de la même manière qu’avec les équations (3.39)
et (3.40), on a :
1− (a fCM)2 = 1− [J0(2pi f ∗S T )
N
∏
i=1
[J0(2pi f ∗DT )]
2J0(2pi f ∗DT )]
2 ≈ C
2
f (2pi feqT )
2
2
Et
1−a2CM ≈
(2pi feqT )2
2
(3.46)
Les expressions de MSE sous le critère CM changent (le deuxième terme change), mais
leur approximations restent les mêmes :
MSE fCM = σ
2
n
1
C2f
+C f
σασn(2pi feqT )√
8
≈ σ
2
n
C2f
et
MSECM = σ2n +
σασn(2pi feqT )√
8
≈ σ2n
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avec 1< σ
2
α
σ2n
< 100 pour 0 dB< SNRdB < 20 dB.
Notons que pour les intervalles pris de SNRdB, feq et C f , σn
√
8
σα (2pi feqT ) ≥ 28.28>> 8≥C3f
Et donc le rapport dans (3.43) reste le même.
– Pour les deux derniers rapports :
• L’équation (3.44) devient
MSE fCM
MSE fMAV
≈ 2
C2/3f (1+2C
2
f )
MSECM
MSEMAV
≈ 2
C2/3f (1+2C
2
f )
3
√
32
27
σ2n
σ2α
1
(2pi feqT )2
Pour nos intervalles de SNRdB, feqT , et C f ,
MSE fCM
MSE fMAV
≥ 9.8
C2/3f (1+2C
2
f )
. Ce rapport peut deve-
nir≤ 1 pour C f ≥ 1,712. Donc le critècre MAV n’est pas toujours meilleur que le critère
CM si l’on surestime la fréquence équivalente.
• L’équation (3.45) devient
MSE fCM
MSEMAV
≈ 1
C2f
MSECM
MSEMAV
≈ 1
C2f
3
√
32
27
σ2n
σ2α
1
(2pi feqT )2
Quand SNRdB = 20 dB et 2pi feqT = 10−2, pour C f = 2.21 (pas dans notre plage), et en
utilisant le choix CM, on arrive à MSE minimum. Quand SNRdB et/ou feq sont moins
faibles, C f doit être encore plus grande pour arriver au MSE minimum.
Les figures 3.19 et 3.20 illustrent les résultats qu’on a obtenu pour les deux modes de diffusion.
On voit que l’utilisation du filtre de Kalman avec le choix MAV paraît plus robuste par rapport à
la mal-connaissance de la fréquence Doppler équivalente, dans le sens que l’erreur quadratique
moyenne sortante varie moins en changeant C f (courbe bleue), et reste proche de l’erreur mini-
male MSEMAV . Ceci est vrai pour les deux modes de diffusions.
Avec le choix CM, l’erreur augmente si l’on sous-estime la fréquence, mais elle diminue si l’on
sur-estime cette fréquence (courbe rouge). Par contre, avec le choix MAV , l’erreur augmente une
fois qu’on estime mal la fréquence (courbe bleue). Ceci est normal car l’erreur obtenue avec
le choix MAV en cas de connaissance de la fréquence est l’erreur minimale qu’on puisse obte-
nir avec n’importe quel coefficient a dans nos plages de SNRdB et feqT . Ceci est validé avec la
courbe en points verts qui montre que même lorsqu’on sur-estime la fréquence, et que l’erreur
avec le choix CM diminue, cette erreur reste plus grande que MSEMAV .
Finalement, la courbe en pointillés noirs montre que l’erreur avec le choix MAV est inférieure à
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celle avec le choix CM (donc meilleure) quand C f est inférieur à 2.
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FIGURE 3.19 – Robustesse par rapport à la
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FIGURE 3.20 – Robustesse par rapport à la
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lente en 2D
On a essayé aussi de faire une estimation du canal avec les fréquences Doppler mal-estimées.
Les résultats sont données dans la figure 3.21. En présence d’une fausse valeur du coefficient
aMAV , les valeurs de MSE ne sont pas loins de la valeur minimale MSEMAV , contrairement au cas
CM où la variation de aCM implique une grande variation de MSE. Le filtre de Kalman sous le
critère MAV est donc plus robuste.
3.8 Robustesse par rapport à la connaissance du SNRdB
Le choix du coefficient a du modèle AR(1) dépend de la variance du bruit d’observation σ2n
dans le cas du choix MAV mais pas dans le cas du choix CM.
Par contre, la valeur de l’erreur quadratique moyenne MSE, qui dépend de a, dépend aussi du
filtre de Kalman. Si ce filtre est mal réglé, i.e. si la valeur de la variance du bruit d’observation,
introduite dans les équations du filtre, est différente de la vraie variance de ce bruit, et même si
la valeur de a reste la même, la valeur de l’erreur d’estimation (MSE) va varier.
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FIGURE 3.21 – Variation de MSE en fonction de feqT pour les cas CM et MAV avec mal-
estimation de la fréquence équivalente. Le canal est mobile-mobile et le mode de diffusion est
3D.
Ainsi, si l’on estime mal la variance du bruit d’observation, la performance du filtre va varier
dans les deux cas, CM et MAV .
Rappelons que σ2n est la variance du bruit total où tous les bruits élémentaires sur les relais et la
destination apparaissent (voir l’équation (2.3)).
Soit
σ∗2n =C
2
nσ
2
n
la fausse valeur de la variance du bruit d’observation.
On s’intéresse à l’intervalle de valeurs de Cn ∈ [0.5;2]. Les mêmes questions se posent :
Si l’on ne connait pas parfaitement σ2n , est-ce que MSE reste plus faible avec le choix MAV ?
Comment varie MSE en fonction de σ∗2n ?
Pour répondre à ces deux questions, on va calculer la valeur de l’erreur quadratique moyenne
(MSEnCM et MSE
n
MAV ) obtenues en utilisant aCM et a
n
MAV (la dernière étant calculée avec σ
∗2
n ).
Quant au comportement du filtre de Kalman, en fait, l’équation (3.12) du filtre de Kalman est
la seule qui va changer, en remplacant σ2n par σ∗2n = C2nσ2n . Ainsi, la valeur de K∞ va changer
pour devenir K∗∞ ≈ σ
2
e
σ∗n
=
σ2e
Cnσn
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Pour l’effet sur MSE1, la fréquence de coupure du filtre passe haut sera 2pi f ∗c T ≈ σeCnσn , et son
module est approché par : |1−L(e j2pi f T )|2 ≈ C2nσ2nσ2e |2pi f T |
2. Ainsi
MSEn1 ≈ Ω
∗
1−a2 où Ω
∗ =C2nΩ=
C2nσ2n
σ2α
Iα
Pour l’effet sur MSE2, la valeur de Γn( f ) dans l’équation (3.22) n’est pas affectée par Cn car
Y (z) = α(z)+N(z) dans l’équation (3.16) où N(z) est le vrai bruit.
Ainsi l’équation (3.23) sera MSEn2 ≈ β ∗
√
1−a2 où β ∗ = βCn =
σασn
2Cn
La valeur de l’erreur quadratique moyenne est donc :
MSEn(a) =
C2nΩ
1−a2 +
β
Cn
√
1−a2 (3.47)
=
C2nσ2n
σ2α(1−a2)
Iα +
σασn
2Cn
√
1−a2
3.8.1 Robustesse dans un mode de diffusion 3D
– On utilise le filtre de Kalman avec le critère MAV . Le bruit est mal estimé, et le coefficient
AR(1) sera nommé anMAV . On le calcule de (3.33) et (3.26) :
1− (anMAV )2 = 3
√
16
9
σ∗2n
σ2α
(2pi feqT )4
= C2/3n (1−a2MAV )
= C2/3n
[
2Ω
β
]2/3
(3.48)
Sachant les équations (3.27), (3.47) et (3.48), on calcule MSE sous le critère MAV quand
le rapport SNRdB n’est pas connu. On l’appelle MSEnMAV :
MSEnMAV =
C2nΩ
1− (anMAV )2
+
β
Cn
√
1− (anMAV )2
=
[
Ωβ 2
4
]1/3(
C4/3n +2C
−2/3
n
)
= MSEMAV
(
1
3
C4/3n +
2
3
C−2/3n
)
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D’où :
MSEnMAV
MSEMAV
=
1
3
C4/3n +
2
3
C−2/3n (3.49)
Ce rapport est minimum quand Cn = 1 (L’erreur quadratique moyenne MSE est minimum
si on connaît exactement la valeur du rapport signal-sur-bruit SNRdB).
– Si on utilise le filtre de Kalman sous le critère CM, le coefficient AR(1) quand SNRdB n’est
pas connu reste le même que le cas de SNRdB connu, c’est aCM.
Ainsi, on utilise l’équation (3.47). En mode de diffusion 3D, on remplace 1− a2CM par
(2pi feqT )2
3 (vu dans l’équation (3.40)), et Iα par σ
2
α
(2pi feqT )2
3 (vu dans l’équation (3.29)). La
valeur de MSE sous le critère CM pour SNRdB inconnu sera :
MSEnCM =C
2
nσ
2
n +
σασn(2pi feqT )
2
√
3Cn
≈C2nσ2n
Alors que si le SNRdB est connu, l’expression de MSE sera MSECM ≈ σ2n (vu dans (3.42)).
D’où
MSEnCM
MSECM
≈C2n (3.50)
– Les deux derniers rapports sont :
•
MSEnCM
MSEnMAV
≈ 3
C−2/3n (1+2C−2n )
MSECM
MSEMAV
(3.51)
≈ 3
C−2/3n (1+2C−2n )
3
√
16
9
σ2n
σ2α
1
(2pi feqT )2
Pour nos intervalles de SNRdB, feqT , et Cn,
MSEnCM
MSEnMAV
≥ 16.8
C−2/3n (1+2C−2n )
> 1, et donc le cri-
tère MAV est plus favorisé que le critère CM même si le rapport SNRdB est sur-estimé
ou sous-estimé d’un rapport inférieur à 2.
•
MSEnCM
MSEMAV
≈ C2n
MSECM
MSEMAV
(3.52)
≈ C2n 3
√
16
9
σ2n
σ2α
1
(2pi feqT )2
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Quand SNRdB = 20 dB et 2pi feqT = 10−2, pour Cn = 3
√
3
4
σα
σn
2pi feqT = 0.42 (pas dans
notre plage), et en utilisant le choix CM, on arrive à MSE minimum. Quand SNRdB et/ou
feq sont moins faibles, Cn doit être encore plus petit pour arriver au MSE minimum.
D’où, et dans notre plage de Cn, le filtre de Kalman est plus performant sous le critère
MAV .
3.8.2 Robustesse dans un mode de diffusion 2D
Le raisonnement est pareil qu’avec le mode 3D, et les résultats sont cités rapidement :
– Le rapport de l’équation (3.49) reste le même.
– Le rapport de l’équation (3.50) reste encore le même.
– Les rapports (3.51) et (3.52) deviennent respectivement :
MSEnCM
MSEnMAV
≈ 3
C−2/3n (1+2C−2n )
3
√
32
27
σ2n
σ2α
1
(2pi feqT )2
et
MSEnCM
MSEMAV
≈C2n 3
√
32
27
σ2n
σ2α
1
(2pi feqT )2
Pour nos intervalles de SNRdB, feqT , et Cn, le filtre de Kalman sous le critère CM n’atteint
pas la valeur minimale de MSE. Par contre, pour feqT = 10−2 et SNRdB = 20dB, pour
Cn ≤ 0.58, le choix CM peut devenir mieux que le MAV
(
MSEnCM
MSEnMAV
= 9.8
C−2/3n (1+2C−2n )
≤ 1
)
.
Les figures 3.22 et 3.23 illustrent par simulation, les résultats des rapports qu’on a obtenu
pour les deux modes de diffusion.
On voit que l’utilisation du filtre de Kalman avec le choix MAV paraît plus robuste par rapport à
la mal-connaissance de la variance du bruit d’observation, dans le sens que l’erreur quadratique
moyenne sortante varie moins en changeant Cn (courbe bleue), et reste proche de l’erreur mini-
male MSEMAV . Ceci est vrai pour les deux modes de diffusions.
Avec le choix CM, l’erreur augmente si l’on sur-estime cette variance (sous-estime le SNRdB),
mais elle diminue si l’on sous-estime cette variance (courbe rouge). Par contre, avec le choix
MAV , l’erreur augmente une fois qu’on estime mal le rapport SNRdB (courbe bleue). Ceci est
normal car l’erreur obtenue avec le choix MAV en cas de connaissance du rapport SNRdB est
l’erreur minimale qu’on puisse obtenir avec n’importe quel coefficient a dans nos plages de
SNRdB et feqT . Ceci est validé avec la courbe en points verts qui montre que même lorsqu’on
sous-estime la variance du bruit, et que l’erreur avec le choix CM diminue, cette erreur reste plus
grande que MSEMAV .
Finalement, la courbe en pointillés noirs montre que l’erreur avec le choix MAV est inférieure à
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celle avec le choix CM (donc meilleure) quand Cn est supérieur à 0.5.
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On a vérifié aussi, comme le montre la Figure 3.24, que même lorsque le coefficient aMAV est
mal estimé du fait d’une mal connaissance de la valeur du SNRdB, il reste mieux que le choix CM.
Dans cette figure, le vrai SNRdB varie. Les courbes bleue, verte et rouge ont été faites avec des
coefficients aMAV calculées en croyant que SNRdB vaut 10, 15 et 20 dB. On voit que la variation
de MSE n’est pas si grande, et que le Filtre de Kalman avec choix MAV est plus performant que
le choix CM.
3.9 Conclusion
Dans ce chapitre, on a traité le problème d’estimation d’un canal multi-bond (à plusieurs
relais) en présence d’un bruit blanc additif Gaussien sur chaque relais. Le modèle autorégressif
d’ordre p (AR(p)) ainsi que le filtre de Kalman associé, ont été présentés.
On s’est concentré dans la suite à la conception du filtre de Kalman pour estimer le canal mo-
délisé par un modèle AR(1) seulement, et on a mené à une étude sur l’origine de la variance de
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FIGURE 3.24 – Variation de MSE en fonction de SNRdB pour les cas CM et MAV avec SNRdB
fixé à trois valeurs (10, 15 et 20 dB), pas nécessairement les vraies valeurs du canal. Le canal
est fixe-mobile et le mode de diffusion est 2D.
l’erreur d’estimation.
On a trouvé que cette erreur dépend du rapport SNRdB et d’une fréquence équivalente dont on a
trouvé l’expression en fonction des différentes fréquences Doppler.
Nous avons mis en évidence que le choix de la littérature convient bien pour les fréquences Dop-
pler normalisées élevées ( feqT ≥ 10−2), mais n’est pas optimal lorsque le canal a des variations
plus lentes : on a pu trouver une méthode d’amélioration qui diminue la variance de l’erreur
d’estimation surtout pour les cas de SNRdB et fréquences Doppler faibles.
On a à la fin étudié la robustesse de notre algorithme pour le cas de SNRdB et fréquences Doppler
mal connus, et on a vu que notre algorithme reste plus robuste que le choix de la littérature dans
la plupart des cas. Des simulations ont justifié nos calculs.
Tout ce travail a été fait pour les deux modes de diffusion, 2D et 3D.
L’étude ne s’arrête pas là. Le modèle étudié était simple, mais il est aussi fondamental, et est
à la base des diverses études plus complexes d’estimation de canal qui pourront être envisagées.
On peut continuer l’étude avec le modèle AR(2) puis AR(p).
Des méthodes d’estimation de fréquence Doppler ou directement du paramètre du modéle auto-
régressif (paramètre a) peuvent être proposées.
De plus, on peut chercher une méthode d’amélioration indépendante du SNRdB qui n’est pas
toujours bien estimé.
Cette étude peut être étendue aussi pour étudier le cas d’un canal réel qui n’aurait pas exactement
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les caractéristiques et statistiques supposées.
D’autres perspectives peuvent aussi être mises à table de discussion.

Conclusion et perspectives
Dans ce mémoire, nous nous sommes intéressés à l’estimation d’une cascade de canaux
radio-mobiles à évolution lente, pour un système coopératif avec relais Amplify-and-Forward
A&F. Nous avons étendu notre travail [30] qui a été fait initialement pour le cas d’un seul lien
fixe-mobile en mode de diffusion 2D. L’étude dans cette thèse a été faite pour deux modes de
diffusion, l’environnement 2D isotrope et celui 3D.
Nous avons commencé par le calcul du gain de canal total et du bruit total en fonction des
gains élémentaires de chaque lien, des facteurs d’amplification des relais, et des bruits locaux sur
chaque relais.
Nous avons donné, pour le cas d’un seul lien, la distribution du module du gain qui est une
distribution de Rayleigh, et de la phase du gain qui est une distribution uniforme. Pour le cas
de deux liens, les distributions sont encore données. Ensuite, une de nos contributions était de
proposer une expression sous forme d’intégrale multiple, de la distribution du module du gain de
canal multi-bond. Nous avons aussi calculé la distribution de la phase du gain qui reste uniforme.
Nous avons ensuite donné les formes des fonctions d’autocorrélation du gain dans le cas d’un
seul bond ou même de plusieurs bonds. Nous avons interprété à l’aide des figures 2.7 à 2.10, la
variation de cette fonction d’autocorrélation en augmentant le nombre de bonds, ou encore en
changeant les valeurs des fréquences Doppler, pour les deux modes de diffusion 2D et 3D. Nous
avons trouvé que cette fonction d’autocorrélation est plus serrée à hautes fréquences Doppler, et
quand les fréquences Doppler élémentaires ( fS, fi et fD) changent, mais la fréquence équivalente
f 2eq = f
2
S +2∑
N
i=1 f
2
i + f
2
D reste la même, la fonction d’autocorrélation du gain total reste presque
la même pour les points les plus significatifs.
Nous avons ensuite donné les Densités Spectrales de Puissance (DSP) du gain total du canal
pour un seul lien, dépendant de l’état de la source et de la destination (fixe-mobile ou bien
mobile-mobile) pour les deux modes de diffusion 2D et 3D. Une de nos contributions était de
donner l’allure de cette DSP pour le cas d’un canal multi-bond, quand le nombre de bonds est
élevé. Nous avons trouvé que la densité Spectrale de puissance s’approche d’une Gaussienne.
Nous avons calculé les Bornes de Cramer Rao Bayesiennes (BCRB) pour le cas d’un seul lien
fixe-mobile. Ces bornes sont utiles parce qu’elles donnent un repère pour qualifier la qualité de
nos algorithmes d’estimation.
Mais avant de s’intéresser à l’estimation, nous avons utilisé un modèle autoregressif du pre-
mier ordre AR(1) pour approcher le canal. Notre démarche a consisté à régler le coefficient du
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modèle AR(1), nommé a, le mieux possible en terme d’erreur quadratique moyenne de l’estima-
tion finale, plutôt qu’en terme de meilleure ressemblance de corrélation (critère de "Correlation
Matching", CM).
L’algorithme d’estimation est basé sur le Filtre de Kalman (KF), également appelé l’estima-
teur linéaire quadratique. Il est largement utilisé dans de multiples applications, et il donne une
solution optimale au sens de l’erreur quadratique moyenne (EQM) dans le cas où le modèle li-
néaire Gaussien est exact.
Une étude analytique ainsi que les simulations montrent clairement que le choix le plus uti-
lisé dans la littérature du coefficient du modèle AR(1) (le critère CM) n’est pas bien adapté pour
de faibles rapports signal-sur-bruit et de faibles fréquences Doppler. Un autre choix se révèle
meilleur.
Ainsi, en variant la valeur du coefficient du modèle AR(1) comme proposé dans [12] et [30], en
passant par la minimisation de la variance asymptotique de l’erreur d’estimation (critère MAV ),
on peut réaliser l’optimisation du modèle AR(1) et le calcul de ses performances.
Notre contribution importante s’est manifestée par fournir premièrement une expression analy-
tique approchée de l’erreur quadratique moyenne MSE pour les critères CM et MAV , et deuxiè-
mement celle du coefficient du modèle AR(1) sous le critère MAV pour un rapport Signal-sur-
Bruit SNR et des fréquences Doppler donnés.
Cela a passé par une étape de calcul intermédiaire, celle du gain asymptotique de Kalman.
Nous avons montré que ce gain asymtotique est approximé par σe/σn où σ2e et σ2n sont les
variances des bruits d’état et d’observation respectivement. Cette approximation nécessite une
première contrainte sur le bruit d’observation qui doit être largement supérieur au bruit d’état.
Une contrainte supplémentaire est mise sur les fréquences Doppler : la démarche n’a intérêt que
si la fréquence Doppler équivalente du canal feq est relativement faible.
Nous avons présenté une étude théorique de l’erreur quadratique moyenne MSE à la sortie du
filtre de Kalman en régime asymptotique. Nous avons analysé cette erreur en la séparant en deux
parties : l’erreur dynamique relative à la dynamique du gain, et celle statique reliée au bruit d’ob-
servation.
Nous avons démontré que l’erreur quadratique moyenne MSE de l’estimé à la sortie du filtre
de Kalman, pour un modèle AR(1), et sous le critère MAV , est proportionnelle à la puissance 2/3
du produit σ2n (2pi feqT ), où σ2n est la variance totale du bruit d’observation, et feq est la fréquence
Doppler équivalente du canal telle que f 2eq = f
2
S +2∑
N
i=1 f
2
i + f
2
D.
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Les différentes simulations faites valident le travail. Nous avons validé par exemple, dans la
Figure 3.11, que l’erreur quadratique moyenne MSE est inférieure avec le choix MAV que celle
avec le choix CM et elle est très proche des performances optimales (bornes de Cramer Rao).
Aussi nous avons vu que MSE dépend de la fréquence Doppler équivalente plutôt que des fré-
quences élémentaires.
Les algorithmes proposés devraient être capables de pallier dans une certaine mesure aux er-
reurs de prédiction des fréquences Doppler et des rapports Signal-sur-Bruit SNR. Nous avons
fait alors une étude sur la robustesse de notre choix et nous avons trouvé que la sensibilité de
l’algorithme pour des connaissances imparfaites de feq et σ2n est très faible. Et bien que le coef-
ficient du modèle AR(1) avec le choix CM ne nécessite pas la connaissance de σ2n , notre choix
MAV montre de meilleures performances.
Nous pouvons maintenant citer quelques perspectives à ce travail, certaines immédiates, d’autres
plus lointaines. Tout d’abord, nous avons utilisé seulement un modèle AR(1) du système, mais
la question sur la suffisance de ce choix pour le cas multi-bond n’est pas vérifiée jusqu’à mainte-
nant. On pourrait aussi utiliser un modèle AR(2), puis un modèle plus général, le modèle AR(p).
De même, il serait un plus d’étudier des modèles autre que le modèle autorégressif.
Ensuite, il serait intéressant d’étudier l’approximation avec d’autres distributions, comme par
exemple la distribution de Rice qui ont été traité dans la littérature pour le cas de deux liens (voir
[86]).
De plus, tout ce travail a été réalisé dans le cadre d’un filtre de Kalman. Il existe d’autres al-
gorithmes comme l’algorithme adaptatif basé sur la moyenne des moindres carrés (Least Mean
Square (LMS) algorithm), le filtre auto-optimisé et les boucles de poursuite utilisés dans [29],
[76], [77] et [84] pour le cas d’un seul lien fixe-mobile en mode de diffusion 2D. Aussi le filtre
particulaire a été utilisé par [59] pour le cas d’un canal coopératif pour deux bonds. Il serait bien
d’étendre toutes ces études vers le cas d’un canal multi-bond pour les deux modes de diffusion
2D et 3D.
On pourrait aussi chercher à mieux comparer notre algorithme avec les Bornes de Cramer Rao.
Ces bornes ont été données dans cette thèse pour le cas d’un seul lien car la distribution du gain
et du bruit existe analytiquement dans ce cas. On peut essayer alors de bénéficier des expressions
des distributions sous formes d’intégrales multiples pour le calcul des bornes pour le cas de deux
liens puis plusieurs, un travail dur et pas évident.
Pour poursuivre le travail, on peut proposer des algorithmes pour estimer les fréquences Doppler
et la fréquence équivalente, un travail qui a été fait dans la littérature pour des cas simples [11]
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[80] [83]. Aussi il faut proposer des algorithmes pour estimer le rapport Signal-sur-Bruit dans
notre cas multi-bond comme fait dans [27] [69] et [95], sachant que nous avons un canal multi-
bond et le bruit a une distribution non Gaussienne.
Enfin, certainement les portes restent ouvertes pour étudier le cas des évanouissements rapides,
et faire l’étude avec une modulation PSAM (Pilot Symbol Assisted Modulation)[26] [34] [89]
[90] [94].
ANNEXE A
Distribution de la phase d’un canal
multi-bond
On démontre dans cette partie que lorsque la distribution de la phase θ (i) est uniforme
quelque-soit ”i”, alors la distribution de la phase θ = θ (1)+ θ (2)+ ... + θ (N+1) [2pi] est en-
core uniforme.
Prenons un cas simple, soient
p1(t) =
{ 1
2pi
si t ∈ [−pi;+pi[
0 sinon
et p2(t) =
{ 1
2pi
si t ∈ [−pi;+pi[
0 sinon
et p3(t) = p1(t)⊗ p2(t) =

t
4pi2
+
1
2pi
si t ∈ [−2pi;0]
−t
4pi2
+
1
2pi
si t ∈ [0;+2pi]
La densité de probabilité d’une somme de variables aléatoires est le produit de convolution de
leurs densités de probabilité. Ainsi, on peut remplacer p1(t) par fθ (1)(θ
(1)) , p2(t) par fθ (2)(θ
(2)),
et p3(t) par fθ ′(θ ′ = θ (1)+θ (2)).
Si θ = θ ′[2pi] = θ (1)+θ (2)[2pi], alors
θ =

θ ′ si −pi < θ ′ <+pi
θ ′+2pi si θ ′ <−pi
θ ′−2pi si θ ′ >+pi
Ainsi
fθ (0< θ < pi) = fθ ′(θ ′ si 0< θ ′ < pi)+ fθ ′(θ ′+2pi si −2pi < θ ′ <−pi)
= p3(t si 0< t < pi)+ p3(t+2pi si −2pi < t <−pi)
=
( −t
4pi2
+
1
2pi
)
+
(
t−2pi
4pi2
+
1
2pi
)
=
1
2pi
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et
fθ (−pi < θ < 0) = fθ ′(θ ′ si −pi < θ ′ < 0)+ fθ ′(θ ′−2pi si pi < θ ′ < 2pi)
= p3(t si −pi < t < 0)+ p3(t−2pi si pi < t <−pi)
=
(
t
4pi2
+
1
2pi
)
+
(−(t+2pi)
4pi2
+
1
2pi
)
=
1
2pi
ANNEXE B
Calcul de la distribution du module du gain
d’un canal à "N" relais
On essaie de calculer l’expression du gain d’un canal à "N + 1" bonds. Pour faire ceci,
on a recours à la récursivié. Pour connaître la distribution du module ρ du gain global α =
α(1)α(2).......α(N+1), on a recours à la distribution du module η du gain semi-total ζ =α(1)α(2).......α(N),
qui désigne le produit des gains seulement jusqu’à l’indice "N" (jusqu’au Nieme lien).
On a alors :
– ρ =∏N+1i=1 ρ
(i) = ηρ(N+1) où η =∏Ni=1ρ(i)
– σ2α =∏
N+1
i=1 σ
2
α(i) = σ
2
ζσ
2
α(N+1) où σ
2
ζ =∏
N
i=1σ2α(i)
On va démontrer que pour "N+1" liens ("N" relais), la DDP du module du gain global est :
fρ(ρ) =
2N+1ρ
σ2α
∫ +∞
0
.
∫ +∞
0
.........
∫ +∞
0︸ ︷︷ ︸
N fois
exp
− N∑
i=1
[
u2i
u2i−1
]
−
 ρ2σ2α
u2N
 du1
u1
du2
u2
.....
duN
uN
(B.1)
avec u0 = 1.
Cette formule est validée pour :
– N = 0 (aucun relais) : L’expression dans (B.1) implique qu’il n’y a aucune intégrale, la
somme dans l’exponentielle n’existe pas, et le deuxième terme de l’exponentielle vaut
ρ2
σ2α
u20
= ρ
2
σ2α
. Ainsi,
fρ(ρ) =
2ρ
σ2α
exp
(
− ρ
2
σ2α
)
C’est la même expression dressée dans (2.5)
– N = 1 (un seul relais) : L’expression dans (B.1) implique qu’il y a une seule intégrale, la
somme dans l’exponentielle vaut u
2
1
u20
= u21, le deuxième terme de l’exponentielle vaut
ρ2
σ2α
u21
,
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et on a à la fin de l’intégrale le terme du1u1 . Ainsi,
fρ(ρ) =
22ρ
σ2α
∫ +∞
0
exp
−u21− ρ
2
σ2α
u21
 du1
u1
avec σ2α = σ2α(1)σ
2
α(2) . C’est la même expression obtenue dans (2.6).
– Supposons l’expression est vraie pour "N−1" relais ("N" liens), alors :
fη(η)=
2Nη
σ2ζ
∫ +∞
0
.
∫ +∞
0
.........
∫ +∞
0︸ ︷︷ ︸
N−1 fois
exp
−N−1∑
i=1
[
u2i
u2i−1
]
−
 η
2
σ2ζ
u2N−1

 du1u1 du2u2 .....duN−1uN−1
(B.2)
On veut démontrer que la formule dans (B.2) reste vraie pour "N + 1" liens ("N" relais),
et on a recours à la méthode de récurrence. Autrement dit, on veut aboutir à l’expression
(B.1).
L’évaluation de la DDP du module du gain global peut être faite par marginalisation et
changement de variable en passant de (ρ,η) à (ρN+1 = ρη ,η) :
fρ(ρ) =
∫ +∞
0
fρη(ρ,η)dη =
∫ +∞
0
fρ(N+1)η(ρ
(N+1),η)|Jac| dη
=
∫ +∞
0
fρ(N+1)η(
ρ
η
,η)
dη
η
où Jac =
∣∣∣∣∣∂ρ
(N+1)
∂ρ
∂ρ(N+1)
∂η
∂η
∂ρ
∂η
∂η
∣∣∣∣∣=
∣∣∣∣∣ 1η −ρη20 1
∣∣∣∣∣= 1η
Notons que les liens étant indépendants, on a fρ(N+1)η
(
ρ
η ,η
)
= fρ(N+1)
(
ρ
η
)
fη(η). Ainsi :
fρ(ρ) =
∫ +∞
0
fρ(N+1)
(
ρ
η
)
fη(η)
dη
η
(B.3)
Rappelons que
fρ(N+1)(ρ
(N+1)) =
2ρ(N+1)
σ2α(N+1)
exp
(
−(ρ
(N+1))2
σ2α(N+1)
)
Ainsi
fρ(N+1)
(
ρ
η
)
=
2ρη
σ2α(N+1)
exp
−
(
ρ
η
)2
σ2α(N+1)
 (B.4)
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Introduisons les expressions (B.2) et (B.4) dans (B.3).
fρ(ρ) =
∫ +∞
0
fρ(N+1)
(
ρ
η
)
fη(η)
dη
η
=
∫ +∞
0
2ρη
σ2α(N+1)
exp
−
(
ρ
η
)2
σ2α(N+1)
 .
2Nη
σ2ζ
∫ +∞
0
.
∫ +∞
0
.........
∫ +∞
0︸ ︷︷ ︸
N−1 fois
exp
−N−1∑
i=1
[
u2i
u2i−1
]
−
 η
2
σ2ζ
u2N−1

 du1u1 du2u2 .....duN−1uN−1 dηη
=
2N+1ρ
σ2α(N+1)σ
2
ζ
.
∫ +∞
0
.
∫ +∞
0
.........
∫ +∞
0︸ ︷︷ ︸
N fois
exp
−N−1∑
i=1
[
u2i
u2i−1
]
−
 η
2
σ2ζ
u2N−1
−

(
ρ
η
)2
σ2α(N+1)

 du1
u1
du2
u2
.....
duN−1
uN−1
dη
η
=
2N+1ρ
σ2α
.
∫ +∞
0
.
∫ +∞
0
.........
∫ +∞
0︸ ︷︷ ︸
N fois
exp
−N−1∑
i=1
[
u2i
u2i−1
]
−
[
u2N
u2N−1
]
−
 ρ2σ2α
u2N
 du1
u1
du2
u2
.....
duN−1
uN−1
duN
uN
C’est bien l’expression (B.1) que nous voulons démontrer. Ceci a été fait en remplaçant η
2
σ2ζ
par uN , ainsi :
– dηη =
duN
uN
–
(
ρ
η
)2
σ2
α(N+1)
=
ρ2
σ2
α(N+1)
η2 =
ρ2
σ2
α(N+1)
σ2ζ
η2
σ2ζ
=
ρ2
σ2α
u2N

ANNEXE C
Calcul des bornes de Cramer Rao
Bayesiennes pour un canal sans relais
On part du modèle de base qui est tout simplement :
yk = αk +nk
αk est une variable aléatoire complexe Gaussienne et circulaire, qu’on note αk ∼ CN(0,σ2α), et
nk est un bruit blanc Gaussien complexe circulaire centré et de variance σ2n .
On cherche à calculer les bornes de Cramer Rao minimales d’un estimateur utilisé pour esti-
mer un bloc de gains αk à partir d’un bloc d’observations yk.
Pour simplifier les notations, dans la suite de cette annexe, on ne va pas noter l’indice k sous les
vecteurs α, y et n
[J ]q,`
def
= Eα,y[∇αq ln p(y,α)∇>α` ln p(y,α)]
= Eα,y[−∆α`αq ln p(y,α)]
= Eα,y[−∆α`αq ln p(y |α)]+Eα [−∆α`αq ln p(α)]
p(y |α)= p(n=y−α)= 1| piRn |exp(−(y−α)
†R−1n (y−α))=
1
(piσ2n )M
exp(− 1
σ2n
(y−α)†(y−α))
Et
p(α) =
1
| piRα |exp(−α
†R−1α α)
Avec :
∆α`αq(.) = ∇αq(∇
>
α`(.)) l’opérateur différentiel seconde,
et ∇αq = [
∂
∂α1q
, ∂∂α2q
, ....., ∂∂αµq
]> où α lq est la composante numéro l de l’élément αq se trouvant à
la position q du vecteur α.
Les αq étant des scalaires, ∇αq sera formé d’un seul élément, on l’écrit sous la forme
∂
∂αq . Et
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comme αq est complexe, on définit la dérivée par rapport aux complexes par :
∂
∂αq =
1
2 [
∂
∂αℜq
− j ∂
∂αℑq
], où αℜq et αℑq sont respectivement les parties réelle et imaginaire de αq.
– Calcul du premier terme
Eα,y[−∆α`αq(ln p(y |α))] =−Eα,y[ ∂
2
∂αq∂α`
(Cte− 1σ2n (y−α)
†(y−α))]
= 1σ2n
Eα,y
[
∂
∂αq
∂
∂α`
(y−α)†(y−α)
]
– Première dérivée partielle :
∂
∂α`
[
(y−α)†(y−α)] = [ ∂∂α` (y†−α†)] .(y−α) + (y−α)†.[ ∂∂α` (y−α)]
= M1 + M2
– Calcul de M1
On a : ∂
∂αℜ`
(y†−α†) = [0, ...,0,−1,0, ...,0] (le −1 se trouvant à la position "`")
et : ∂
∂αℑ`
(y†−α†) = [0, ...,0,+ j,0, ...,0] (le + j se trouvant à la position "`")
Donc : ∂∂α` (y
†−α†) = 12
[
∂
∂αℜ`
(y†−α†)− j ∂
∂αℑ`
(y†−α†)
]
= [0, ...,0,0,0, ...,0]
D’où : M1 = 0
– Calcul de M2
On a : ∂
∂αℜ`
(y−α) = [0, ...,0,−1,0, ...,0]> (le −1 se trouvant à la position "`")
et : ∂
∂αℑ`
(y−α) = [0, ...,0,− j,0, ...,0]> (le − j se trouvant à la position "`")
Donc : ∂∂α` [(y−α)] =
1
2
[
∂
∂αℜ`
(y−α)− j ∂
∂αℑ`
(y−α)
]
= [0, ...,0,−1,0, ...,0]>
D’où : M2 =−(y∗` −α∗` ) où ∗ est l’opération conjuguée.
– Deuxième dérivée partielle
∂
∂αq
∂
∂α`
[(y−α)†(y−α)] =− ∂∂αq (y∗` −α∗` )
On a : ∂∂αℜq
(y∗` −α∗` ) =−δq`
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et : ∂
∂αℑq
(y∗` −α∗` ) =− jδq`
Donc : − ∂∂αq (y∗` −α∗` ) =−
1
2(−δq`+ j2δq`) =−δq`
où δq` est le symbole de kronecker vaut 1 si q = `, et nul sinon.
Et donc on aura au total :
Eα,y[−∆α`αq(ln p(y |α))] = +
1
σ2n
δq`
– Calcul du second terme
Eα[−∆α`αq(ln p(α))] =−Eα[ ∂
2
∂αq∂α`
(Cte−α†R−1α α)]
= Eα[ ∂
2
∂αq∂α`
(α†R−1α α)]
– Première dérivée partielle :
∂
∂α`
(α†R−1α α) =
[
∂
∂α`
α†
]
.(R−1α α) + α†R−1α .
[
∂
∂α`
α
]
= N1 + N2
– Calcul de N1
On a : ∂
∂αℜ`
α† = [0, ...,0,1,0, ...,0] (le 1 se trouvant à la position "`")
et : ∂
∂αℑ`
α† = [0, ...,0,− j,0, ...,0] (le − j se trouvant à la position "`")
Donc : ∂∂α`α
† = 12
[
∂
∂αℜ`
α†− j ∂
∂αℑ`
α†
]
= [0, ...,0,0,0, ...,0]
D’où : N1 = 0
– Calcul de N2
On a : ∂
∂αℜ`
α= [0, ...,0,1,0, ...,0]> (le 1 se trouvant à la position "`")
et : ∂
∂αℑ`
α= [0, ...,0,+ j,0, ...,0]> (le + j se trouvant à la position "`")
Donc : ∂∂α`α=
1
2 [0, ...,0,1− j2,0, ...,0]> = [0, ...,0,1,0, ...,0]>
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D’où : N2 = ∑Mb=1[R−1α ]b,`.α`
– Deuxième dérivée partielle
∂
∂αq
(
∂
∂α`
(α†R−1α α)
)
= ∂∂αq ∑
M
b=1[R
−1
α ]b,`.α`
On a : ∂∂αℜq ∑
M
b=1[R
−1
α ]b,`.α` = [R−1α ]q,`
et : ∂
∂αℑq
∑Mb=1[R−1α ]b,`.α` = j[R−1α ]q,`
Donc : ∂∂αq ∑
M
b=1[R
−1
α ]b,`.α` = 12(1− j2)[R−1α ]q,` = [R−1α ]q,`
Et donc on aura au total :
Eα[−∆α`αq(ln p(α))] = [R−1α ]q,`
Donc [J ]q,` = [R−1α ]q,`+ 1σ2n δq`
ANNEXE D
Calcul des coefficients du modèle AR(p) et
de σ 2e
Partant d’un modèle autorégressif d’ordre p,
α˜k =
p
∑
m=1
amα˜k−m+ ek
On cherche à calculer les coefficients am tels que la variance de ek soit minimale : On va dériver
les équations de Yule-Walker correspondantes, puis on va déduire la valeur de cette erreur mini-
male.
σ2e = E[eke∗k ] = E[(
p
∑
m=0
amα˜k−m)(
p
∑
j=0
a jα˜k− j)∗]
=
p
∑
m=0
p
∑
j=0
ama jE[α˜k−mα˜∗k− j]
=
p
∑
m=0
p
∑
j=0
ama jRα˜α˜ [k−m,k− j]
avec a0 = 1.
Si on a un processus stationnaire au sens large, alors :
– on a Rα˜α˜ [k−m,k− j] = Rα˜α˜ [(k− j)− (k−m)] = Rα˜α˜ [m− j]
– et Rα˜α˜ [ j−m] = Rα˜α˜ [m− j]
Et donc on aura :
σ2e =
p
∑
m=0
a2mRα˜α˜ [0]+2
p
∑
m 6= j
ama jRα˜α˜ [| j−m|]
Minimiser la variance s’exprime donc par le système des "p" équations suivantes :
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124 Annexe
∂
∂a1
(σ2e ) = 0 ⇒ 2a1Rα˜α˜ [0]+2 ∑
m6=1
amRα˜α˜[|1−m|] = 0
∂
∂a2
(σ2e ) = 0 ⇒ 2a2Rα˜α˜ [0]+2 ∑
m6=2
amRα˜α˜[|2−m|] = 0
.........
∂
∂al
(σ2e ) = 0 ⇒ 2alRα˜α˜ [0]+2 ∑
m 6=l
amRα˜α˜[|l−m|] = 0
.........
∂
∂ap (σ
2
e ) = 0 ⇒ 2apRα˜α˜ [0]+2 ∑
m 6=p
amRα˜α˜[|p−m|] = 0
Donc :
p
∑
m=0
amRα˜α˜[|l−m|] = 0, ∀1≤ l ≤ p, avec a0 =−1.
D’où :
p
∑
m=1
amRα˜α˜[|l−m|] =−a0Rα˜α˜ [l−0] = Rα˜α˜ [l]∀1≤ l ≤ p
Or : α˜k =
p
∑
m=1
amα˜k−m+ ek
Donc : Rα˜α˜ [m] = E(α˜kα˜∗k−m) =
p
∑
n=1
anE[α˜k−nα˜∗k−m]+E[ekα˜k−m]
Prenons m = 0, on aura
Rα˜α˜ [0] =
p
∑
n=1
anE[α˜k−nα˜∗k ]+E[ekα˜
∗
k ] =
p
∑
n=1
anRα˜α˜ [n]+σ2e
(On a utilisé le fait que ek est un bruit blanc, donc il n’est pas corrélé avec les échantillons ek−1,
ek−2,... et donc E[ekα˜∗k ] = E[ek
(
p
∑
m=1
amα˜∗k−m+ e
∗
k
)
] =
p
∑
m=1
amE[ekα˜∗k−m]+E[eke
∗
k ] = σ
2
e ).
D’où : Rα˜α˜ [0] =
p
∑
m=1
amRα˜α˜ [−m]+σ2e
On obtient finalement les équations de Yule-Walker :
p
∑
m=1
amRα˜α˜[|l−m|] =−a0Rα˜α˜ [l−0] = Rα˜α˜ [l]∀1≤ l ≤ p
Et on a la valeur de la variance de l’erreur :
σ2e = Rα˜α˜ [0]−
p
∑
n=1
anRα˜α˜ [n]
ANNEXE E
Calcul du gain de Kalman asymptotique
Supposons que le gain asymptotique existe. Dans ce cas, les deux premières équations du
filtre de Kalman sont données en régime asymptotique :{
K∞ = [a2P∞+σ2e ]/[a2P∞+σ2e +σ2n ]
P∞ = (1−K∞)(a2P∞+σ2e )
où Kk = K∞ et Pk = P∞ ∀ k en régime asymptotique. Donc
P∞ =
(
1− a
2P∞+σ2e
a2P∞+σ2e +σ2n
)
(a2P∞+σ2e )
=
(a2P∞+σ2e )σ2n
a2P∞+σ2e +σ2n
D’où :
a2P2∞+[σ
2
n +σ
2
e −a2σ2n ]P∞−σ2e σ2n = 0
On pose
∆ = (σ2n +σ
2
e −a2σ2n )2+4a2σ2nσ2e
= (σ2n (1−a2)+σ2e )2+4a2σ2nσ2e
=
(
σ2n
σ2e
σ2α
+σ2e
)2
+4
(
1− σ
2
e
σ2α
)
σ2nσ
2
e
=
(
1+
σ2n
σ2α
)2
σ4e +4σ
2
nσ
2
e −4
σ2n
σ2α
σ4e
=
(
1− σ
2
n
σ2α
)2
σ4e +4σ
2
nσ
2
e
≈ 4σ2nσ2e
Car on a dans notre hypothèse que σ2e << σ2n .
On aura ensuite :
P∞ =
σ2n (a2−1)−σ2e +
√
∆
2a2
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Et on peut approcher P∞ par :
a2P∞ =
σ2n (a2−1)−σ2e +
√
∆
2
=
√
∆
2
− σ
2
e
2
(
1+
σ2n
σ2α
)
≈ σeσn− σ
2
e
2
(
1+
σ2n
σ2α
)
≈ σeσn
Et par suite :
K∞ =
a2P∞+σ2e
a2P∞+σ2e +σ2n
≈ σeσn+σ
2
e
σeσn+σ2e +σ2n
≈ σeσn
σ2n
=
σe
σn
Vérification de l’hypothèse utilisée
Pour un modèle AR(1), en choisissant le critère CM, on a : (voir les équations (3.40) et (3.46))
En mode 2D : σ
2
e
σ2α
= 1−a2CM = 1−
[
J0(2pi fST )
N
∏
i=1
[J0(2pi fiT )]2J0(2pi fDT )
]2
≈ (2pi feqT )22
En mode 3D : σ
2
e
σ2α
= 1−a2CM = 1−
[
sinc(2pi fST )
N
∏
i=1
[sinc(2pi fiT )]2sinc(2pi fDT )
]2
≈ (2pi feqT )23
Or 2pi feqT ≤ 10−2 dans notre plage de fréquences
Et 0.01≤ σ2nσ2α ≤ 1 dans notre plage de SNRdB
Ainsi σ
2
e
σ2α
≤ 10−42 << 10−2 ≤ σ
2
n
σ2α
≤ 1
L’hypothèse σ2e << σ2n est donc vérifiée avec le critère CM. Et pour le choix MAV , on varie
le coefficient AR(1) autour de aCM, et donc on reste dans la même plage. L’hypothèse reste vraie.
ANNEXE F
Approximations de MSE1
Les approximations faites pour obtenir (3.20) sont :
1. Pour les basses fréquences normalisées, i.e., pour f << 1/T , l’équation de transfert du
filtre de Kalman, L(z), sera approchée dans le domaine des fréquences en utilisant
z−1 = e− j2pi f T ≈ 1− j2pi f T
Ainsi
L(z = e j2pi f T ) =
K∞z
z−a(1−K∞) =
K∞
1−a(1−K∞)z−1
≈ K∞
1−a(1−K∞)(1− j2pi f T ) =
A
2pi fcT + j2pi f T
où A = K∞a(1−K∞)
et 2pi fcT = 1−a(1−K∞)a(1−K∞)
Alors
1−L(e j2pi f T )≈ 2pi fcT −A+ j2pi f T
2pi fcT + j2pi f T
=
2pi fV LFT + j2pi f T
2pi fcT + j2pi f T
où 2pi fV LFT = 2pi fcT −A = 1−aa
Notons que pour un bon filtrage, la fréquence de coupure fc du filtre L(e j2pi f T ) doit être
plus grande que le support de Γα( f ), et donc il faut que fmax < fc.
Il faut encore que cette fréquence de coupure soit bien inférieure à la fréquence d’échan-
tillonage 1/T .
Ces deux conditions sont bien compatibles pour les faibles fréquances Doppler, on les ré-
sume par : fmaxT < fcT << 1.
Notons aussi que 1a =
[
1− σ2eσ2α
]− 12 ≈ 1+ 12 σ2eσ2α . Ainsi
2pi fV LFT =
1
a
−1≈ 1
2
σ2e
σ2α
=
1−a2
2
127
128 Annexe
D’après les équations (3.40) et (3.46), on a :
1−a2CM
2
≈ (2pi feqT )
2
3
en mode 3D
et
1−a2CM
2
≈ (2pi feqT )
2
2
en mode 2D
avec pour des basses fréquences Doppler :
(2pi feqT )2 =(2pi fST )2+2
N
∑
i=1
(2pi fiT )2+(2pi fDT )2<< 2pi fST +2
N
∑
i=1
2pi fiT +2pi fDT = 2pi fmaxT
Ainsi, pour un modèle AR(1) sous le critère CM, on a l’hypothèse
fV LFT << fmaxT < fcT << 1
Cette hypothèse reste vrai encore en changeant a.
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FIGURE F.1 – Filtre passe-haut équivalent au filtrage de la partie dynamique de l’observation
avec le filtre de Kalman pour différentes valeurs du coefficient a, pour SNRdB = 0 , 10 et 20 dB
2. La fonction 1−L(e j2pi f T ) sera asymptotiquement divisée en trois parties (on peut le vérifier
dans la Figure F.1) traçant
∣∣1−L(e j2pi f T )∣∣2 en fonction de f pour différentes valeurs du
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paramètre (coefficient) a (pas nécessairement aCM) et bien sûr indépendamment si le canal
est Fixe-Mobile ou Mobile-Mobile ou multi-bond (indépendance de Γα ) :
(a) Pour 0< f T < fV LFT , une partie constante approximativement égale à
2pi fV LF T
2pi fcT
(b) Pour fV LFT < f T < fcT , une partie linéaire approximativement égale à
2pi f T
2pi fcT
(c) Pour f T > fcT , une partie constante approximativement égale à 1, non considérée
dans l’intégrale de MSE1 (équation 3.19), car Γα( f ) = 0 pour | f |> fmax, et fmaxT <
fcT .
D’où
MSE1 ≈ 2(I1+ I2) où

I1 =
+ fV LF∫
0
[
2pi fV LF T
2pi fcT
]2
Γα( f )d f
I2 =
+ fmax∫
+ fV LF
[
2pi f T
2pi fcT
]2
Γα( f )d f
On pose
I′1 =
+ fV LF∫
0
[
2pi f T
2pi fcT
]2
Γα( f )d f
I′′1 =
+ fV LF∫
0
(2pi fV LF T )2−(2pi f T )2
(2pi fcT )2
Γα( f )d f
 alors I1 = I
′
1+ I
′′
1
Ainsi, MSE1 ≈ 2(I′′1 + I′1+ I2)
Pour deux raisons, on peut supposer que I′′1 << I2 :
– La première raison est que l’intervalle d’intégration est beaucoup plus grand dans I2 vu
que fV LF << fmax
– La deuxième raison est que la valeur à intégrée dans I′′1 est plus faible que celle dans I2.
En fait, le numérateur de I′′1 est f
2
V LF − f 2 < f 2V LF . Et le numérateur de I2 est f 2 > f 2V LF
(car f > fV LF dans l’intervalle de I2).
on a alors
MSE1 ≈ 2(I′1+ I2) = 2
+ fmax∫
0
[
2pi f T
2pi fcT
]2
Γα( f )d f
Ce qui veut dire qu’on suppose que la partie linéaire commence pour f = 0 (prolongements
sur la Figure F.1).
3. L’approximation de la fréquence de coupure 2pi fcT :
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2pi fcT =
1−a(1−K∞)
a(1−K∞)
=
1
a
1
1−K∞ −1
or a2 = 1− σ
2
e
σ2α
, et
σ2e
σ2α
<< 1⇒ 1
a
=
[
1− σ
2
e
σ2α
]−1/2
≈ 1+ σ
2
e
2σ2α
Et K∞ ≈ σeσn (équation (3.15))⇒
1
1−K∞ ≈
σn
σn−σe
D’où :
2pi fcT ≈
(
1+
σ2e
2σ2α
)(
σn
σn−σe
)
−1 = 2σ
2
ασn+σ2e σn−2σ2ασn+2σ2ασe
2σ2α(σn−σe)
≈ 2σ
2
ασe
2σ2ασn
=
σe
σn
ANNEXE G
Approximation de MSE2
Dans cette annexe, on calcule la valeur :
MSE2 =
∫ +∞
−∞
∣∣∣L(e j2pi f T )∣∣∣2Γn( f )d f
Pour le calcul de MSE2, on doit savoir la valeur de la densité spectrale de puissance du bruit
d’observation Γn( f ) ainsi que son support.
Or d’après la section 2.2 :
n = n(N+1)+
N
∑
i=1
[
n(i)
(
N
∏
j=i
A( j)
)(
N+1
∏
j=i+1
α( j)
)]
Ainsi, et comme les bruits n(i) et les gains α( j) sont indépendants entre eux et l’un de l’autre ∀ i
et ∀ j, alors :
Γn( f ) = Γn(N+1)( f )+
N
∑
i=1
[(
N
∏
j=i
A( j)
)
Γn(i)( f )⊗M(i)( f )
]
où
M(i)( f ) =
N+1⊗
j=i+1
Γα( j)( f )
Le support de M(i) est la somme des supports des Γα( j) pour j allant de i+1 à N+1 :
[− f (i)max;+ f (i)max] où f (i)max = fi+2∑Nj=i+1 f j + fD
Le bruit n(i) est un bruit blanc Gaussien,
Γn(i) = σ
(i)
n
2
T
sur le support
[
− 1
2T
;+
1
2T
]
Comme nous travaillons avec des fréquences Doppler telles que 2pi fiT < 10−2 alors f
(i)
max <<
1
2T
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Par suite, l’effet de M(i) dans le produit de convolution est négligeabe (M(i) est assimilée à une
distribution de Dirac), seule la variance de M(i) qui reste.
Ainsi, et d’après l’équation (2.3) :
Γn( f ) = σ
(N+1)
n
2
T +
N
∑
i=1
[(
N
∏
j=i
A( j)
)
σ (i)n
2
T
N+1
∏
j=i+1
[
σ ( j)α
2
]]
= σ2n T
et
MSE2 = σ2n T
∫ + 12T
− 12T
∣∣∣L(e j2pi f T )∣∣∣2 d f
Calculons alors le module du filtre L(z) donné par l’équation (3.16) :
∣∣∣L(e j2pi f T )∣∣∣2 = ∣∣∣∣ K∞e j2pi f Te j2pi f T −a(1−K∞)
∣∣∣∣2
=
K2∞
1+a2(1−K∞)2−2a(1−K∞)cos(2pi f T )
=
B
1+Acos(2pi f T )
où A =
−2a(1−K∞)
1+a2(1−K∞)2 et B =
K2∞
1+a2(1−K∞)2
Ainsi
MSE2 = σ2n T
∫ + 12T
− 12T
∣∣∣L(e j2pi f T )∣∣∣2 d f
= 2σ2n T
∫ + 12T
0
B
1+Acos(2pi f T )
d f
=
σ2n
pi
∫ +pi
0
B
1+Acos(x)
dx
Or d’après [35] (3.613) :
pi∫
0
1
1+Acos(x)dx =
pi√
1−A2 si |A|< 1
Vérifions dans notre cas : 1+a2(1−K∞)2−2a(1−K∞) = [1−a(1−K∞)]2 > 0,
ainsi 1+a2(1−K∞)2 > 2a(1−K∞) et |A|= 2a(1−K∞)1+a2(1−K∞)2 < 1
On calcule
√
1−A2 =
√√√√(1+a2(1−K∞)2)2− (−2a(1−K∞))2
(1+a2(1−K∞)2)2
= 1−a
2(1−K∞)2
1+a2(1−K∞)2
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D’où :
MSE2 =
Bσ2n√
1−A2 =
σ2n K2∞
1−a2(1−K∞)2
L’approximation peut se faire si on tient compte de l’hypothèse σ2e << σ2n < σα et sachant
l’approximation K∞ ≈ σeσn vue dans l’équation (3.15) et l’expression de σ2e vue dans l’équation
(3.6) :
K2∞
1−a2(1−K∞)2 ≈
σ2e
σ2n
1−
(
1− σ2eσ2α
)(
1− σeσn
)2
=
σ2e σ
2
α
σ2ασ2n − (σ2α −σ2e )(σn−σe)2
≈ σ
2
e σ
2
α
σ2ασ2n − (σ2α)(σn−σe)2
=
σ2e
2σnσe−σ2e
≈ σ
2
e
2σnσe
=
σe
2σn
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Estimation de canal à évanouissements plats dans les transmissions sans
fils à relais multibonds
Résumé — Cette thèse traite de l’estimation d’un canal de communication radio-mobile multi-
bond. La communication entre l’émetteur et le récepteur est ainsi faite par l’intermédiaire de
relais (de type « Amplify and-Forward ») en série. Les différents éléments (émetteurs, relais,
récepteurs) peuvent être fixes ou mobiles. Chaque lien de communication (chaque bond) est mo-
délisé par un canal de Rayleigh à évanouissements plats, avec un spectre Doppler issu de deux
environnements possibles de diffusion : en deux dimensions (2D, amenant le spectre en U de
Jakes), ou en trois dimensions (3D, amenant un spectre Doppler plat). L’objectif majeur de la
thèse est l’estimation dynamique du canal global issue de la cascade des différents liens. A cette
fin, la cascade de canaux est approchée par une modèle auto-régressif du premier ordre (AR(1)),
et l’estimation est réalisée à l’aide d’un algorithme standard, le filtre de Kalman. La méthode
couramment utilisée dans la littérature pour fixer le paramètre du modèle AR(1) est basée sur
un critère de « corrélation matching » (CM). Cependant, nous montrons que pour des canaux à
variations lentes, un autre critère basé sur la minimisation de la variance asymptotique (MAV ) de
la sortie du filtre de Kalman est plus approprié. Pour les deux critères, CM et MAV , cette thèse
donne une justification analytique en fournissant des formules approchées de la variance d’esti-
mation par le filtre de Kalman, ainsi que du réglage optimal du paramètre du modèle AR(1). Ces
formules analytiques sont données en fonctions des fréquences Doppler et du rapport signal sur
bruit, pour les environnements de diffusion 2D et 3D, quel que soit le nombre et le type de bonds
(fixe-mobile ou mobile-mobile). Les résultats de simulations montrent un gain considérable en
termes de l’erreur quadratique moyenne (MSE) de l’estimateur de canal bien réglé, en particulier
pour le scénario le plus courant de canal à évanouissements lents.
Mots clés : Système Coopératif multibonds, Relais Amplify-and-Forward, Estimation de ca-
nal, Filtre de Kalman, Modèle autorégressif, Mode de diffusion, Communication Mobile-Mobile,
évanouissement plat, Spectre de Jakes, canal de Rayleigh, fréquence Doppler, Auto-corrélation,
Bornes Bayésiennes de Cramér-Rao BCRB.
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Flat fading channel estimation for multihop relay wireless transmissions
Abstract — This thesis deals with the estimation of the multihop Amplify-and-Forward relay
communications. The various objects (transmitter, relays, receivers) can be fixed or mobile. Each
link is modeled by a flat fading Rayleigh channel, with a Doppler spectrum resulting from two-
dimensional (2D, leading to the U-shape Dopller spectrum) or three-dimensional (3D, leading
to a flat Doppler spectrum) scattering environments. The cascade of channel hops is approxi-
mated by a first-order autoregressive (AR(1)) model and is tracked by a standard estimation
algorithm, the Kalman Filter (KF). The common method used in the literature to tune the pa-
rameter of the AR(1) model is based on a Correlation Matching (CM) criterion. However, for
slow fading variations, another criterion based on the off-line Minimization of the Asymptotic
Variance (MAV ) of the KF is shown to be more appropriate. For both the CM and MAV criteria,
this thesis gives analytic justification by providing approximated closed-form expressions of the
estimation variance in output of the Kalman filter, and of the optimal AR(1) parameter. The ana-
lytical results are calculated for given Doppler frequencies and Signal-to-Noise Ratio for both
scattering environments, whatever the number and type of transmission hops (Fixed-to-Mobile
or Mobile-to-Mobile). The simulation results show a considerable gain in terms of the Mean
Square Error (MSE) of the well tuned Kalman-based channel estimator, especially for the most
common scenario of slow-fading channel.
Keywords : Multihop cooperative system, Amplify-and-Forward Relay, Channel estimation,
Kalman Filter, Autoregressive model, scattering environment, Mobile-to-Mobile communica-
tion, Flat fading, Jakes’ spectrum, Rayleigh channel, Doppler Frequency, Auto-correlation, Baye-
sian Cramér-Rao Bounds BCRB.
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