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A SINGULAR MOSER-TRUDINGER INEQUALITY FOR MEAN
VALUE ZERO FUNCTIONS IN DIMENSION TWO
XIAOBAO ZHU
Abstract. Let Ω ⊂ R2 be a smooth bounded domain with 0 ∈ ∂Ω. In this paper, we
prove that for any β ∈ (0, 1), the supremum
sup
u∈W 1,2(Ω),
´
Ω
udx=0,
´
Ω
|∇u|2dx≤1
ˆ
Ω
e2pi(1−β)u
2
|x|2β dx
is finite and can be attained. This partially generalizes a well-known work of Alice
Chang and Paul Yang [CY2] who have obtained the inequality when β = 0.
1. Introduction
Let Ω ⊂ R2 be a smooth bounded domain. The famous Moser-Trudinger inequality,
which was first proposed by Trudinger [Tr] and then sharpened by Moser [M], states that
sup
u∈W 1,20 (Ω),
´
Ω |∇u|
2dx≤1
ˆ
Ω
e4πu
2
dx < +∞,(1.1)
where 4π is the best constant. When Ω is a disc, Carleson and Chang [CC] proved that
the supremum in (1.1) can be attained. Struwe [St] showed that the result remains true
when Ω is close to a disc. Then Flucher [F] generalized the result to arbitrary domain in
R
2.
To study conformal deformation of metrics on S2, Chang and Yang [CY2] generalized
(1.1) to mean value zero functions. Precisely, they obtained
sup
u∈W 1,2(Ω),
´
Ω
udx=0,
´
Ω
|∇u|2dx≤1
ˆ
Ω
e2πu
2
dx < +∞,(1.2)
where 2π is the best constant. It was then proved by Yang [Y2] that the supremum in
(1.2) can be attained.
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Using a rearrangement argument, Adimurthi and Sandeep [AS] derived a singular
version of (1.1). Suppose 0 ∈ Ω, for any β ∈ (0, 1), there holds
sup
u∈W 1,20 (Ω),
´
Ω
|∇u|2dx≤1
ˆ
Ω
e4π(1−β)u
2
|x|2β dx < +∞,(1.3)
where 4π(1 − β) is the best constant. It was proved by Csato´ and Roy [CR] that the
supremum in (1.3) can be attained. Based on blow-up analysis, Yang and the author
[YZ] gave a different proof.
In this paper, motivated by Adimurthi and Sandeep’s inequality (1.3), we want to give
a singular version of Chang and Yang’s inequality (1.2). Precisely, we shall prove
Theorem 1.1. Let Ω ⊂ R2 be a smooth bounded domain with 0 ∈ ∂Ω. For any β ∈ (0, 1),
we have
sup
u∈W 1,2(Ω),
´
Ω udx=0,
´
Ω |∇u|
2dx≤1
ˆ
Ω
e2π(1−β)u
2
|x|2β dx < +∞(1.4)
and the supremum can be attained, where 2π(1− β) is the best constant.
Our proof is based on blow-up analysis. The method we shall use was first originated
in the celebrated article of Ding, Jost, Li and Wang [DJLW], then developed by Li [Li].
Now it becomes very useful and standard in the study of Moser-Trudinger inequalities,
we refer the readers to [Li2, LL, LLY, Y, Y2, Y3, Y4, Z] and references therein.
To end the introduction, we would like to outline the history of the study of Moser-
Trudinger inequalities. It is known to all that W 1,20 (Ω) →֒ Lp(Ω) for any p ≥ 1, but
W 1,20 (Ω) 6 →֒ L∞(Ω). The classical Moser-Trudinger inequality (1.1) fills in this gap.
Therefore, as a limiting case of Sobolev embedding, inequality (1.1) plays an important
role in analysis. Besides, inequality (1.1) is also non-substitutable in geometry especially
related with the famous prescribed Gaussian curvature problem. Now, we talk about it.
Let (Σ, g) be a smooth and compact Riemannian surface without boundary, Fontana [Fo]
generalized inequality (1.1), he proved
sup
u∈W 1,2(Σ,g),
´
Σ
udvg=0,
´
Σ
|∇gu|2dvg≤1
ˆ
Σ
e4πu
2
dvg <∞.(1.5)
Here, 4π in inequality (1.5) is sharp and is the same constant as in inequality (1.1).
However, when the metric g has conical singularities, with divisor D =
∑m
j=1 βjpj where
βj > −1 and pj ∈ Σ are different with each other, the constant in corresponding Moer-
Trudinger inequality is relevant with the divisor. Precisely, let (Σ, g) be a compact
2
Riemannian surface without boundary and g representing the divisor D, denote by b0 =
4πmin{min1≤j≤m(1 + βj), 1}, Troyanov [Tro] and Chen [Ch] proved that
sup
u∈W 1,2(Σ,g),
´
Σ
udvg=0,
´
Σ
|∇gu|2dvg≤1
ˆ
Σ
eb0u
2
dvg <∞,(1.6)
where b0 is sharp. This phenomenon was then observed by Adimurthi and Sandeep [AS]
for bounded domains which contain the origin. With the help of inequalities (1.5) and
(1.6), one can understand the prescribed Gaussian curvature problem on surfaces very
well, for this topic, we refer the reader to [B, M, M2, KW, CY, CY2, CD, ChL, Tro,
CL3, St, YZ2, Z] and references therein.
The rest of this paper is organized as follows: In section 2, we prove inequality (1.4).
In section 3, we prove the supremum in (1.4) can be attained. Throughout this paper,
we do not distinguish sequence and its subsequence.
2. Moser-Trudinger inequality
In this section, we prove inequality (1.4). Firstly, by constructing a Moser function
we show that 2π(1 − β) is the best possible constant. Secondly, following a variational
argument we show that the supremum of subcritical singular Moser-Trudinger functional´
Ω
|x|−2βe2π(1−β−ǫ)u2dx can be attained by some uǫ. Thirdly, using the method of blow-
up analysis we derive an upper bound for the supremum of the critical singular Moser-
Trudinger functional
´
Ω
|x|−2βe2π(1−β)u2dx.
2.1. 2π(1 − β) is the best possible constant. Without loss of generality, we assume
B+2δ(0) ⊂ Ω and ∂Ω is flat near 0. For 0 < l < δ, we define a Moser function
ul(x) :=
1√
π

√
log δ
l
x ∈ B+l (0),
log δ
|x|√
log δ
l
x ∈ B+δ (0) \B+l (0),
ϕCl x ∈ Ω \B+δ (0),
where ϕ is a cut-off function, which satisfies 0 ≤ ϕ ≤ 1, ϕ ≡ 1 in Ω \ B+2δ(0), ϕ ≡ 0 in
B+δ (0), and |∇ϕ| ≤ C/δ, Cl is a constant to be determined later. To ensure
´
Ω
uldx = 0,
we set
Cl =
−π
4
(δ2 − l2)√
log δ
l
´
Ω\B+
δ
(0)
ϕdx
= ol(1)(l → 0+).
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Calculating directly, one has
ˆ
Ω
|∇ul|2dx = 1 + C
2
l
π
ˆ
B+2δ(0)\B
+
δ (0)
|∇ϕ|2dx = 1 + ol(1)(l → 0+).
Then for any α > 2π(1− β),
ˆ
Ω
|x|−2βeα
(
ul
||∇ul||L2(Ω)
)2
dx ≥
ˆ
B+l (0)
|x|−2βeα
1
π log
δ
l
1+ol(1)dx
≥ π
2(1− β)δ
α
π(1+ol(1)) l
2(1−β)− α
π(1+ol(1))
→+∞ as l → 0 + .
For any 0 < α < 2π(1− β), we have
2β
1− α
2π
< 2,
then combining with (1.2), one obtains
sup
u∈W 1,2(Ω),
´
Ω udx=0,
´
Ω |∇u|
2dx≤1
ˆ
Ω
|x|−2βeαu2dx(2.1)
≤ sup
u∈W 1,2(Ω),
´
Ω udx=0,
´
Ω |∇u|
2dx≤1
(ˆ
Ω
e2πu
2
dx
) α
2π
(ˆ
Ω
|x|−
2β
1− α2π dx
)1− α
2π
<+∞.
Therefore, 2π(1− β) is the best possible constant in (1.4).
2.2. Subcritical singular Moser-Trudinger functionals can be attained.
Lemma 2.1. For any ǫ ∈ (0, 1 − β), there exists some uǫ ∈ W 1,2(Ω) with
´
Ω
uǫdx = 0
and
´
Ω
|∇uǫ|2dx = 1 such that
ˆ
Ω
e2π(1−β−ǫ)u
2
ǫ
|x|2β dx = supu∈W 1,2(Ω),´Ω udx=0,´Ω |∇u|2dx≤1
ˆ
Ω
e2π(1−β−ǫ)u
2
|x|2β dx.(2.2)
Proof. For any ǫ ∈ (0, 1− β), we take {uǫ,j}∞j=1 with
´
Ω
uǫ,jdx = 0 and
´
Ω
|∇uǫ,j|2dx ≤ 1
such that
lim
j→∞
ˆ
Ω
e2π(1−β−ǫ)u
2
ǫ,j
|x|2β dx = supu∈W 1,2(Ω),´Ω udx=0,´Ω |∇u|2dx≤1
ˆ
Ω
e2π(1−β−ǫ)u
2
|x|2β dx.(2.3)
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Since uǫ,j is bounded in W
1,2(Ω), there exists some uǫ ∈ W 1,2(Ω) such that up to a
subsequence, we have
uǫ,j ⇀ uǫ weakly in W
1,2(Ω),
uǫ,j → uǫ strongly in Lp(Ω) (∀p ≥ 1),
uǫ,j → uǫ almost everywhere in Ω,
(2.4)
as j →∞. Choosing q > 1 and s > 1 sufficiently close to 1 such that (1−β−ǫ)q+βqs = 1,
one has by Cauchy-Schwartz inequality that
ˆ
Ω
e2π(1−β−ǫ)qu
2
ǫ,j
|x|2βq dx ≤
(ˆ
Ω
e2πu
2
ǫ,jdx
)(1−β−ǫ)q(ˆ
Ω
1
|x| 2s dx
)βqs
.(2.5)
By (1.2) one knowsˆ
Ω
e2πu
2
ǫ,jdx ≤ sup
u∈W 1,2(Ω),
´
Ω
udx=0,
´
Ω
|∇u|2dx≤1
ˆ
Ω
e2πu
2
dx < +∞.(2.6)
Combining (2.5) and (2.6) we know |x|−2βe2π(1−β−ǫ)u2ǫ,j is bounded in Lq(Ω) for some
q > 1. Since
|x|−2β|e2π(1−β−ǫ)u2ǫ,j − e2π(1−β−ǫ)u2ǫ |
≤2π(1− β − ǫ)|x|−2β(e2π(1−β−ǫ)u2ǫ,j + e2π(1−β−ǫ)u2ǫ )|u2ǫ,j − u2ǫ |
and uǫ,j → uǫ strongly in Lp(Ω) (∀p ≥ 1) as j → ∞, we have by Lebesgue’s dominated
convergence theorem that
lim
j→∞
ˆ
Ω
|x|−2βe2π(1−β−ǫ)u2ǫ,jdx =
ˆ
Ω
|x|−2βe2π(1−β−ǫ)u2ǫdx.(2.7)
From (2.4) one has
´
Ω
uǫdx = 0 andˆ
Ω
|∇uǫ|2dx ≤ lim inf
j→∞
ˆ
Ω
|∇uǫ,j|2dx ≤ 1.
By (2.3) and (2.7) we know uǫ attains the supremum in (2.2), so
´
Ω
|∇uǫ|2dx 6= 0. Or
else, it follows from Poincare´ inequality that uǫ ≡ 0, which contradicts (2.2). In fact one
has
´
Ω
|∇uǫ|2dx = 1. Suppose not, then
´
Ω
|∇uǫ|2dx < 1 and
ˆ
Ω
|x|−2βe2π(1−β−ǫ)u2ǫdx <
ˆ
Ω
|x|−2βe
2π(1−β−ǫ)
(
uǫ√´
Ω |∇uǫ|
2dx
)2
dx,
which is a contradiction with uǫ attains the supremum. This ends the proof of the
lemma. 
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Lemma 2.2. It holds that
lim
ǫ→0
ˆ
Ω
e2π(1−β−ǫ)u
2
ǫ
|x|2β dx = supu∈W 1,2(Ω),´
Ω
udx=0,
´
Ω
|∇u|2dx≤1
ˆ
Ω
e2π(1−β)u
2
|x|2β dx.(2.8)
Proof. By Lemma 2.1, we know
´
Ω
|x|−2βe2π(1−β−ǫ)u2ǫdx is increasing when ǫ tends to 0.
So the limit on the right-hand side of (2.8) is meaningful. For any u ∈ W 1,2(Ω) with´
Ω
udx = 0 and
´
Ω
|∇u|2dx ≤ 1, one has
ˆ
Ω
e2π(1−β)u
2
|x|2β dx = limǫ→0
ˆ
Ω
e2π(1−β−ǫ)u
2
|x|2β dx
≤ lim
ǫ→0
sup
u∈W 1,2(Ω),
´
Ω
udx=0,
´
Ω
|∇u|2dx≤1
ˆ
Ω
e2π(1−β−ǫ)u
2
|x|2β dx
= lim
ǫ→0
ˆ
Ω
e2π(1−β−ǫ)u
2
ǫ
|x|2β dx.
Thus we have
sup
u∈W 1,2(Ω),
´
Ω udx=0,
´
Ω |∇u|
2dx≤1
ˆ
Ω
e2π(1−β)u
2
|x|2β dx ≤ limǫ→0
ˆ
Ω
e2π(1−β−ǫ)u
2
ǫ
|x|2β dx.(2.9)
On the other hand, uǫ ∈ W 1,2(Ω) satisfies
´
Ω
uǫdx = 0 and
´
Ω
|∇uǫ|2dx = 1, we have
lim
ǫ→0
ˆ
Ω
e2π(1−β−ǫ)u
2
ǫ
|x|2β dx ≤ supu∈W 1,2(Ω),´Ω udx=0,´Ω |∇u|2dx≤1
ˆ
Ω
e2π(1−β)u
2
|x|2β dx.(2.10)
Then by combining (2.9) and (2.10) we obtain (2.8). This finishes the proof. 
From Lemma 2.1 one knows, uǫ attains the supremum of the the subcritical singular
Moser-Trudinger functional
´
Ω
|x|−2βe2π(1−β−ǫ)u2dx on function space{
u ∈ W 1,2(Ω) :
ˆ
Ω
udx = 0,
ˆ
Ω
|∇u|2dx ≤ 1
}
,
so it satisfies the following Euler-Lagrange equation{
−∆uǫ = λ−1ǫ (fǫ − fǫ) in Ω,
∂uǫ
∂ν
= 0 on ∂Ω,
(2.11)
where ν is the unit outward normal vector of ∂Ω, fǫ = |x|−2βuǫe2π(1−β−ǫ)u2ǫ , fǫ is the mean
value of fǫ on Ω and λǫ =
´
Ω
uǫfǫdx.
Lemma 2.3. It holds that
lim inf
ǫ→0
λǫ > 0 and λ
−1
ǫ |fǫ| ≤ C.(2.12)
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Proof. It follows by the simple et ≤ 1 + tet (∀t ≥ 0) that
ˆ
Ω
e2π(1−β−ǫ)u
2
ǫ
|x|2β dx ≤
ˆ
Ω
1
|x|2β dx+ 2π(1− β − ǫ)λǫ.
This together with (2.2) tells us that
lim inf
ǫ→0
λǫ > 0.(2.13)
To see the second inequality in (2.12), we have
λ−1ǫ |fǫ| ≤
λ−1ǫ
|Ω|
ˆ
|uǫ|≤1
1
|x|2β |uǫ|e
2π(1−β−ǫ)u2ǫdx+
λ−1ǫ
|Ω|
ˆ
|uǫ|>1
1
|x|2β |uǫ|e
2π(1−β−ǫ)u2ǫdx
≤λ
−1
ǫ
|Ω|
ˆ
Ω
1
|x|2β e
2π(1−β)dx+
λ−1ǫ
|Ω|
ˆ
Ω
1
|x|2β u
2
ǫe
2π(1−β−ǫ)u2ǫdx
≤C + 1|Ω| ,
where in the last inequality we have used (2.13). This ends the proof. 
In view of Lemma 2.3, we have by applying elliptic estimates to (2.11) that
uǫ ∈ W 1,2(Ω) ∩ C1loc(Ω \ {0}) ∩ C0(Ω).(2.14)
2.3. Blow-up analysis. Since uǫ is bounded inW
1,2(Ω), there exists some u0 ∈ W 1,2(Ω)
such that up to a subsequence that
uǫ ⇀ u0 weakly in W
1,2(Ω),
uǫ → u0 strongly in Lp(Ω) (∀p ≥ 1),
uǫ → u0 almost everywhere in Ω,
(2.15)
as ǫ → 0. We denote cǫ = maxΩ |uǫ|. If cǫ is bounded, then for any u ∈ W 1,2(Ω) with´
Ω
udx = 0 and
´
Ω
|∇u|2dx ≤ 1, one has by the Lebesgue dominated convergence theorem
thatˆ
Ω
e2π(1−β)u
2
|x|2β dx = limǫ→0
ˆ
Ω
e2π(1−β−ǫ)u
2
|x|2β dx ≤ limǫ→0
ˆ
Ω
e2π(1−β−ǫ)u
2
ǫ
|x|2β dx = limǫ→0
ˆ
Ω
e2π(1−β)u
2
0
|x|2β dx.
Then u0 attains the supremum and we are done. Therefore, we assume cǫ → +∞ as
ǫ→ 0 in the sequel. We can assume cǫ = uǫ(xǫ)(or else, one can use −uǫ instead uǫ) for
some xǫ ∈ Ω and xǫ → x0 ∈ Ω as ǫ→ 0.
Lemma 2.4. We have u0 ≡ 0, x0 = 0, and |∇uǫ|2dx ⇀ δ0 as ǫ → 0 in the sense of
measure, where δ0 denotes the usual Dirac measure centered at the origin 0.
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Proof. It follows by (2.15) thatˆ
Ω
u0dx = lim
ǫ→0
ˆ
Ω
uǫdx = 0.
If u0 6≡ 0, then from Poincare´ inequality we know
´
Ω
|∇u0|2dx > 0. Thusˆ
Ω
|∇(uǫ − u0)|2dx = 1−
ˆ
Ω
|∇u0|2dx+ oǫ(1) < 1− 1
2
ˆ
Ω
|∇u0|2dx
for ǫ > 0 sufficiently small. For any q ∈ (1, 1/β), δ > 0, s > 1 and s′ = s/(s− 1), using
Cauchy’s inequality and Ho¨lder’s inequality one has
ˆ
Ω
e2π(1−β−ǫ)qu
2
ǫ
|x|2βq dx ≤
(ˆ
Ω
e2π(1−β−ǫ)q(1+δ)s(uǫ−u0)
2
|x|2βq dx
)1/s(ˆ
Ω
e2π(1−β−ǫ)q(1+
1
4δ
)s′u20
|x|2βq dx
)1/s′
.
By choosing q, 1 + δ and s sufficiently close to 1 such that
(1− β)q(1 + δ)s(1− 1
2
ˆ
Ω
|∇u0|2dx) + βq < 1,
we know |x|−2βe2π(1−β−ǫ)u2ǫ is bounded in Lq(Ω) for some q > 1. Since uǫ is bounded
in Lp(Ω) for any p ≥ 1, we have by Ho¨lder’s inequality that |x|−2βuǫe2π(1−β)u2ǫ = fǫ is
bounded in Lr(Ω) for some 1 < r < q. This together with Lemma 2.3 shows the right-
hand side of equation (2.11) is bounded in Lr(Ω). The standard elliptic estimates tell us
that uǫ is bounded in C
0(Ω). It contradicts cǫ → +∞ as ǫ→ 0. Hence u0 ≡ 0.
Since
´
Ω
|∇uǫ|2dx = 1, we have |∇uǫ|2dx ⇀ δx0 as ǫ → 0. Or else, one can choose a
sufficiently small r0 > 0 and a cut-off function η ∈ C10(B4r0(x0) ∩ Ω) with 0 ≤ η ≤ 1 in
B4r0(x0) ∩ Ω, η ≡ 1 in B2r0(x0) ∩ Ω and |∇η| ≤ C/r0 such that
lim sup
ǫ→0
ˆ
Ω
|∇(ηuǫ)|2dx = lim sup
ǫ→0
ˆ
B4r0 (x0)∩Ω
|∇(ηuǫ)|2dx < 1.(2.16)
The fact u0 ≡ 0 and (2.15) tells us that
lim
ǫ→0
ˆ
Ω
ηuǫdx =
ˆ
Ω
ηu0 = 0.(2.17)
Then by (2.1), (2.16) and (2.17) we have |x|−2βe2π(1−β−ǫ)(ηuǫ)2 is bounded in Ls(Ω), for
some s > 1. From (2.4) one knows uǫ is bounded in L
q(Ω) for any q ≥ 1. Then it follows
by Ho¨lder’s inequality that |x|−2βuǫe2π(1−β−ǫ)(ηuǫ)2 is bounded in Lp(Ω) for some p > 1.
Since η ≡ 1 in B2r0(x0)∩Ω, we have by using elliptic estimates to equation (2.11) that uǫ
is uniformly bounded in Br0(x0) ∩ Ω. It contradicts the assumption cǫ → +∞ as ǫ→ 0.
Then we have |∇uǫ|2dx ⇀ δx0 as ǫ→ 0 in the sense of measure.
Suppose x0 6= 0. Now λ−1ǫ |x|−2βuǫe2π(1−β−ǫ)u2ǫ is bounded in Lp1(B|x0|/2 ∩ Ω) for some
p1 > 1. When |x| ≥ |x0|/2, we have |x|−2β ≤ (|x0|/2)−2β so λ−1ǫ |x|−2βuǫe2π(1−β−ǫ)u2ǫ is
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bounded in Lp2(Ω \B|x0|/2) for some p2 > 1. Concluding we have λ−1ǫ |x|−2βuǫe2π(1−β−ǫ)u2ǫ
is bounded in Lp3(Ω) for some p3 = min{p1, p2} > 1. By the standard elliptic estimates,
cǫ is bounded. This contradicts cǫ → +∞ as ǫ→ 0. Then we have x0 = 0 and finish the
proof. 
We define
rǫ = λ
1/2
ǫ c
−1
ǫ e
−π(1−β−ǫ)c2ǫ .
Lemma 2.5. For any τ ∈ (0, 1− β), there holds
r2ǫe
2πτc2ǫ → 0 as ǫ→ 0.(2.18)
Proof. For any τ ∈ (0, 1− β), we have by the definition of rǫ that
r2ǫe
2πτc2ǫ = λǫc
−2
ǫ e
−2π(1−β−ǫ)c2ǫe2τc
2
ǫ
= c−2ǫ e
−2π(1−β−ǫ−τ)c2ǫ
ˆ
Ω
|x|−2βu2ǫe2π(1−β−ǫ)u
2
ǫdx
≤ c−2ǫ
ˆ
Ω
|x|−2βu2ǫe2πτu
2
ǫdx(2.19)
for sufficiently small ǫ > 0. Since |x|−2βe2πτu2ǫ is bounded in Lq(Ω) for some q > 1 and
uǫ → 0 strongly in Lp(Ω) for any p ≥ 1, (2.18) follows by (2.19) directly. 
Since Ω is smooth, we can assume without loss of generality that ∂Ω is flat near the
origin, i.e. there exists a δ > 0, such that B+δ (0) := {(x1, x2) ∈ R2+|(x1)2+(x2)2 < δ} ⊂ Ω
and ∂B+δ (0) ∩ ∂R2+ ⊂ ∂Ω, where R2+ = {(x1, x2) ∈ R2 : x2 ≥ 0}.
Before beginning blow-up analysis, we reflect uǫ to Bδ(0)\B+δ (0) first. Since ∂uǫ∂ν |∂Ω = 0,
we can define
u˜ǫ(x) :=
{
uǫ(x), x ∈ B+δ (0),
uǫ(x
1,−x2), x ∈ Bδ(0) \B+δ (0).
Denoting tǫ = r
1/(1−β)
ǫ and Ω2,ǫ = {x ∈ R2 : xǫ + tǫx ∈ Bδ(0)}, we define on Ω2,ǫ two
blow-up sequences as follows:
ψǫ(x) = c
−1
ǫ u˜ǫ(xǫ + tǫx), ϕǫ(x) = cǫ(u˜ǫ(xǫ + tǫx)− cǫ).(2.20)
Lemma 2.6. Let ψǫ and ϕǫ be defined as (2.20). We have ψǫ → 1 and ϕǫ → ϕ0 in
W 1,2loc (R
2) ∩ C1loc(R2 \ {0}) ∩ C0loc(R2) as ǫ→ 0, where
ϕ0(x) = − 1
2π(1− β) log
(
1 +
π
2(1− β) |x|
2(1−β)
)
.(2.21)
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Proof. First, we claim that there exists a constant C such that
t−1ǫ |xǫ| ≤ C.(2.22)
Suppose (2.22) does not hold, then one has
t−1ǫ |xǫ| → +∞ as ǫ→ 0.(2.23)
Let sǫ = t
1−β
ǫ |xǫ|β, then sǫ → 0 as ǫ→ 0 follows from Lemma 2.5. We define two blow-up
sequences on Ω1,ǫ = {x ∈ R2 : xǫ + sǫx ∈ Bδ(0)} as follows:
vǫ(x) = c
−1
ǫ u˜ǫ(xǫ + sǫx), wǫ(x) = cǫ(u˜ǫ(xǫ + sǫx)− cǫ).(2.24)
By equation (2.11) one obtains in Ω1,ǫ that
−∆vǫ = c−2ǫ |xǫ|2β|xǫ + sǫx|−2βvǫe2π(1−β−ǫ)c
2
ǫ (v
2
ǫ−1) − c−1ǫ s2ǫλ−1ǫ fǫ,
−∆wǫ = |xǫ|2β|xǫ + sǫx|−2βvǫe2π(1−β−ǫ)(vǫ+1)wǫ − cǫs2ǫλ−1ǫ fǫ.
Lemmas 2.3 and 2.5 tell us that c−1ǫ s
2
ǫλ
−1
ǫ fǫ = oǫ(1), cǫs
2
ǫλ
−1
ǫ fǫ = oǫ(1). Noticing that
vǫ ≤ 1 and locally |xǫ|2β|xǫ + sǫx|−2β = 1 + oǫ(1). Then we know by elliptic estimates
that vǫ → v0 in C1loc(R2) as ǫ→ 0, where v0 satisfies
−∆v0(x) = 0, x ∈ R2.
Since v0(x) ≤ limǫ→0 vǫ(x) ≤ 1 and v0(0) = limǫ→0 vǫ(0) = 1, the Liouville theorem tells
us that v0 ≡ 1. By elliptic estimates we also know wǫ → w0 in C1loc(R2), where w0 satisfies{
−∆w0 = e4π(1−β)w0 in R2
w0(0) = supR2 w0 = 0.
Recalling the definition of u˜ǫ one hasˆ
R2
e4π(1−β)w0(x)dx = lim
R→+∞
lim
ǫ→0
λ−1ǫ
ˆ
BRsǫ (xǫ)
|y|−2βu˜2ǫe2π(1−β−ǫ)u˜
2
ǫdy ≤ 2.(2.25)
Then by the classification theorem of Chen-Li ([CL], Theorem 1) we have
w0(x) = − 1
2π(1− β) log(1 +
π(1− β)
2
|x|2)
and then ˆ
R2
e4π(1−β)w0(x)dx =
2
1− β > 2.(2.26)
The contradiction between (2.25) and (2.26) shows the claim (2.22) holds.
By equation (2.11) and a direct calculation, we have in Ω2,ǫ that
−∆ψǫ = c−2ǫ |t−1ǫ xǫ + x|−2βψǫe2π(1−β−ǫ)c
2
ǫ (ψ
2
ǫ−1) − c−1ǫ t2ǫλ−1ǫ fǫ,
−∆ϕǫ = |t−1ǫ xǫ + x|−2βψǫe2π(1−β−ǫ)(ψǫ+1)ϕǫ − cǫt2ǫλ−1ǫ fǫ.
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In view of (2.22), there exists a x∗ such that t
−1
ǫ xǫ → x∗ as ǫ → 0. By Lemmas 2.3 and
2.5 one knows, c−1ǫ t
2
ǫλ
−1
ǫ fǫ = oǫ(1) and cǫt
2
ǫλ
−1
ǫ fǫ = oǫ(1). Noticing also that ψǫ ≤ 1 and
|t−1ǫ xǫ + x|−2β is bounded in Lploc(R2) for some p > 1, we have by elliptic estimates that
ψǫ → ψ0 in C1loc(R2 \ {−x∗}) ∩ C0loc(R2) as ǫ→ 0, where ψ0 satisfies
−∆ψ0(x) = 0, x ∈ R2.
Since ψ0(x) ≤ limǫ→0 ψǫ(x) ≤ 1 and ψ0(0) = limǫ→0 ψǫ(0) = 1, the Liouville theorem tells
us that ψ0 ≡ 1. By elliptic estimates we have that ϕǫ → ϕ0 in W 1,2loc (R2) ∩ C1loc(R2 \
{−x∗}) ∩ C0loc(R2) as ǫ→ 0, where ϕ0 satisfies
−∆ϕ0(x) = |x∗ + x|−2βe4π(1−β)ϕ0(x), x ∈ R2.
Still one has ˆ
R2
|x∗ + x|−2βe4π(1−β)ϕ0(x)dx
≤ lim
R→+∞
lim
ǫ→0
λ−1ǫ
ˆ
BRtǫ(xǫ−tǫx∗)
|y|−2βu˜2ǫe2π(1−β−ǫ)u˜
2
ǫdy
= lim
R→+∞
lim
ǫ→0
ˆ
BR(−x∗)
|t−1ǫ xǫ + x|−2βψ2ǫ (x)e2π(1−β−ǫ)(ψǫ(x)+1)ϕǫ(x)dx
=2.
By the classification theorem of Chen-Li ([CL2], Theorem 3.1) or Prajapat-Tarantello
([PT], Theorem 1.1), one has
ϕ0(x) = − 1
2π(1− β) log
(
1 +
π
2(1− β) |x∗ + x|
2(1−β)
)
.
Noticing ϕ0(0) = limǫ→0 ϕǫ(0) = 0, we have x∗ = 0 and then
ϕ0(x) = − 1
2π(1− β) log
(
1 +
π
2(1− β) |x|
2(1−β)
)
.
It follows that ˆ
R2
|x|−2βe4π(1−β)ϕ0(x)dx = 2.(2.27)
This completes the proof of Lemma 2.6. 
2.4. Upper bound estimate. Similar as Li [Li], we define uǫ,γ = min{γcǫ, uǫ}.
Lemma 2.7. For any γ ∈ (0, 1), there holds that
lim
ǫ→0
ˆ
Ω
|∇uǫ,γ|2dx = γ.
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Proof. In view of (2.11), integrating by parts we haveˆ
Ω
|∇uǫ,γ|2dx =
ˆ
Ω
∇uǫ,γ∇uǫdx = −
ˆ
Ω
uǫ,γ∆uǫdx
=λ−1ǫ
ˆ
Ω
|y|−2βuǫ,γuǫe2π(1−β−ǫ)u2ǫdy − λ−1ǫ fǫ
ˆ
Ω
uǫ,γdx
=λ−1ǫ
ˆ
Ω
|y|−2βuǫ,γuǫe2π(1−β−ǫ)u2ǫdy + oǫ(1)
≥λ−1ǫ
ˆ
B+Rtǫ(xǫ)
|y|−2βuǫ,γuǫe2π(1−β−ǫ)u2ǫdy + oǫ(1)
=λ−1ǫ
ˆ
B+R(0)
|xǫ + tǫx|−2βγ(1 + oǫ(1))ψ2ǫ (x)c2ǫe2π(1−β−ǫ)u
2
ǫ t2ǫdx+ oǫ(1)
=γ(1 + oǫ(1))
ˆ
B+R(0)
|x|−2βe4π(1−β)ϕ0(x)dx
=γ(1 + oǫ(1))(1 + oR(1)).
Letting ǫ→ 0 first and then R→ +∞ one obtains that
lim inf
ǫ→0
ˆ
Ω
|∇uǫ,γ|2dx ≥ γ.(2.28)
Noticing that |∇(uǫ − γcǫ)+|2 = ∇(uǫ − γcǫ)+∇uǫ and (uǫ − γcǫ)+ = (1 + oǫ(1))(1− γ)cǫ
on B+Rtǫ(xǫ), we have similarly as above that
lim inf
ǫ→0
ˆ
Ω
|∇(uǫ − γcǫ)+|2dx ≥ 1− γ.(2.29)
Since |∇uǫ|2 = |∇uǫ,γ|2 + |∇(uǫ − γcǫ)+|2,ˆ
Ω
|∇uǫ,γ|2dx+
ˆ
Ω
|∇(uǫ − γcǫ)+|2dx =
ˆ
Ω
|∇uǫ|2dx = 1.
This together with (2.28) and (2.29) completes the proof of the lemma. 
As an application of Lemma 2.7, one has
Corollary 2.8. There holds
lim
ǫ→0
ˆ
Ω
e2π(1−β−ǫ)u
2
ǫ
|x|2β dx ≤
ˆ
Ω
1
|x|2β dx+ lim supǫ→0
λǫ
c2ǫ
.
Proof. For any γ ∈ (0, 1), we have
ˆ
Ω
e2π(1−β−ǫ)u
2
ǫ
|x|2β dx =
ˆ
uǫ≤γcǫ
e2π(1−β−ǫ)u
2
ǫ
|x|2β dx+
ˆ
uǫ>γcǫ
e2π(1−β−ǫ)u
2
ǫ
|x|2β dx(2.30)
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≤
ˆ
Ω
e2π(1−β−ǫ)u
2
ǫ,γ
|x|2β dx+
λǫ
γ2c2ǫ
.
From Lemma 2.7 we know e
2π(1−β−ǫ)u2ǫ,γ
|x|2β
is bounded in Lq(Ω) for some q > 1. Noticing that
uǫ,γ converges to 0 almost everywhere in Ω. Therefore,
e
2π(1−β−ǫ)u2ǫ,γ
|x|2β
converges to 1
|x|2β
in
L1(Ω). We finish the proof by letting ǫ→ 0 first and then γ → 1 in (2.30). 
From this corollary we can obtain that
lim sup
ǫ→0
λǫ
cθǫ
= +∞, ∀θ ∈ (0, 2).(2.31)
In fact, if (2.31) does not hold, then one has λǫ/c
2
ǫ → 0 as ǫ→ 0. Let v ∈ W 1,2(Ω) with´
Ω
vdx = 0 and ||∇v||2 = 1. It follows by Corollary 2.8 thatˆ
Ω
|x|2βe2π(1−β)v2dx ≤ sup
u∈W 1,2(Ω),
´
Ω
udx=0,
´
Ω
|∇u|2dx≤1
ˆ
Ω
|x|−2βe2π(1−β)u2dx
= lim
ǫ→0
ˆ
Ω
|x|−2βe2π(1−β−ǫ)u2ǫdx
=
ˆ
Ω
|x|−2βdx.
This is impossible since v 6= 0. Thus (2.31) holds.
Lemma 2.9. For any q ∈ (1, 2), cǫuǫ is bounded in W 1,q(Ω) and converges weakly to the
Green function G which satisfies
−∆G = δ0 − 1|Ω| in Ω,
∂G
∂ν
= 0 on ∂Ω \ {0},´
Ω
Gdx = 0.
(2.32)
Furthermore, cǫuǫ → G in C1loc(Ω \ {0}) as ǫ→ 0.
Proof. For any φ ∈ C0(Ω), we have
lim
ǫ→0
cǫλ
−1
ǫ
ˆ
Ω
fǫφdx = φ(0).(2.33)
In fact, one knows from the proof of Lemma 2.6 that t−1ǫ xǫ → 0 as ǫ→ 0. So
B+(R−1)tǫ(0) ⊂ Ω ∩BRtǫ(xǫ) ⊂ B+(R+1)tǫ(0).
Then
cǫλ
−1
ǫ
ˆ
Ω
fǫφdx =cǫλ
−1
ǫ
ˆ
{x∈Ω:uǫ(x)<γcǫ}
fǫφdx+ cǫλ
−1
ǫ
ˆ
{x∈Ω:uǫ≥γcǫ}∩B
+
Rtǫ
(0)
fǫφdx(2.34)
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+ cǫλ
−1
ǫ
ˆ
{x∈Ω:uǫ≥γcǫ}\B
+
Rtǫ
(0)
fǫφdx
:=I1 + I2 + I3.
Now we estimate the integrals on the right hand side of (2.34). Since uǫ is bounded
in Lp(Ω) for any p ≥ 1 and |x|−2βe2π(1−β−ǫ)u2ǫ,γ is bounded in Lq(Ω) for some q > 1 by
Lemma 2.7, combining (2.31) we have
|I1| ≤ cǫλ−1ǫ ||φ||C0(Ω)
ˆ
Ω
|x|−2β|uǫ|e2π(1−β−ǫ)u2ǫ,γdx = oǫ(1).(2.35)
Since B+Rtǫ(0) ⊂ {x ∈ Ω : uǫ(x) ≥ γcǫ} for sufficiently small ǫ > 0, one has by (2.27) that
I2 =φ(0)(1 + oǫ(1))
ˆ
B+Rtǫ (0)
λ−1ǫ |x|−2βcǫuǫe2π(1−β−ǫ)u
2
ǫdx(2.36)
=φ(0)(1 + oǫ(1))
ˆ
B+R(0)
|y|−2βuǫ(tǫy)
cǫ
e2π(1−β−ǫ)(
uǫ(tǫy)
cǫ
+1)cǫ(uǫ(tǫy)−cǫ)dy.
Noticing that
uǫ(tǫy)
cǫ
= ψǫ(−t−1ǫ xǫ + y), cǫ(uǫ(tǫy)− cǫ) = ϕǫ(−t−1ǫ xǫ + y).
By Lemma 2.6 and diagonal arguments, we have
ψǫ(−t−1ǫ xǫ + y)→ ψ0(y) ≡ 1, ϕǫ(−t−1ǫ xǫ + y)→ ϕ0(y) as ǫ→ 0.
Inserting them in (2.36), one obtains
I2 =φ(0)(1 + oǫ(1))
ˆ
B+R(0)
|y|−2β(1 + oǫ(1))e4π(1−β−ǫ)(1+oǫ(1))ϕ0(y)dy(2.37)
=φ(0)(1 + oǫ(1))(1 + oR(1))
ˆ
R2+
|y|−2βe4π(1−β)ϕ0(y)dy
=φ(0)(1 + oǫ(1))(1 + oR(1)).
For I3, one has
|I3| ≤||φ||C0(Ω)
1
γ
ˆ
{x∈Ω: uǫ≥γcǫ}\B
+
Rtǫ
(0)
λ−1ǫ |x|−2βu2ǫe2π(1−β−ǫ)u
2
ǫdx(2.38)
≤C
(
1− (1 + oǫ(1))
ˆ
B+R (0)
|x|−2βe4π(1−β)ϕ0(x)dx
)
=oǫ(1) + oR(1).
Then we have (2.33) by inserting (2.35), (2.37) and (2.38) into (2.34).
14
By equation (2.11), cǫuǫ is a distributional solution to{
−∆(cǫuǫ) = cǫλ−1ǫ (fǫ − fǫ) in Ω,
∂(cǫuǫ)
∂ν
= 0 on ∂Ω.
(2.39)
From (2.33) we know cǫλ
−1
ǫ fǫ is bounded in L
1(Ω) and cǫλ
−1
ǫ fǫ → 1|Ω| as ǫ → 0. Similar
as Theorem A.2 in [Li]one can show ∇(cǫuǫ) is bounded in Lq(Ω) for any q ∈ (1, 2), then
by Poincare´ inequality we have cǫuǫ is bounded in W
1,q(Ω). Without loss of generality,
one can assume cǫuǫ ⇀ G weakly in W
1,q(Ω). Then for any smooth φ,ˆ
Ω
∇φ∇(cǫuǫ)dx =−
ˆ
Ω
φ∆(cǫuǫ)dx+
ˆ
∂Ω
φ
∂(cǫuǫ)
∂ν
ds
=cǫλ
−1
ǫ
ˆ
Ω
fǫφdx− cǫλ−1ǫ fǫ
ˆ
Ω
φdx
→φ(0)− 1|Ω|
ˆ
Ω
φdx
as ǫ→ 0. Hence we have ˆ
Ω
∇φ∇Gdx = φ(0)− 1|Ω|
ˆ
Ω
φdx.
Then (2.32) holds. By elliptic estimates we have cǫuǫ → G in C1loc(Ω \ {0}) as ǫ → 0.
This finishes the proof. 
It is well-known that locally the Green function G takes the form
G(x) = −1
π
log r + A0 + ψ(x),(2.40)
where A0 is a constant and ψ ∈ C1(Ω).
We use the capacity method which was first explored by Li [Li] to derive the upper
bound for λǫ/c
2
ǫ .
Lemma 2.10. It holds that
lim sup
ǫ→0
λǫ
c2ǫ
≤ π
2(1− β)e
1+2π(1−β)A0 .
Proof. First, we take a small δ > 0 such that B+δ (0) ⊂ Ω. We write B+r = B+r (0) for
simplicity and define a function space
Wa,b = {u ∈ W 1,2(B+δ \B+Rtǫ) : u|∂B+δ \∂R2+ = a, u|∂B+Rtǫ\∂R2+ = b,
∂u
∂ν
|∂B+
δ
\∂Bδ
= 0}.
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It is well-known that infu∈Wǫ(aǫ ,bǫ)
´
B+δ (0)\B
+
Rtǫ
(0)
|∇u|2dx is attained by the unique solution
of {
∆h = 0 in B+δ \B+Rtǫ ,
h ∈ Waǫ ,bǫ
and
h(x) =
aǫ(log |x| − log(Rtǫ)) + bǫ(log δ − log |x|)
log δ − log(Rtǫ) .
Calculating directly, ˆ
B+δ (0)\B
+
Rtǫ
(0)
|∇h|2dx = π(aǫ − bǫ)
2
log δ − log(Rtǫ) .(2.41)
We denote
aǫ = sup
∂B+
δ
\∂R2+
uǫ, bǫ = inf
∂B+Rtǫ\∂R
2
+
uǫ, ûǫ = max{aǫ,min{uǫ, bǫ}},
then ûǫ ∈ Waǫ,bǫ and |∇ûǫ| ≤ |∇uǫ| a.e. in B+δ \B+Rtǫ for small ǫ > 0. Henceˆ
B+
δ
\B+Rtǫ
|∇h|2dx ≤
ˆ
B+
δ
\B+Rtǫ
|∇ûǫ|2dx(2.42)
≤
ˆ
B+
δ
\B+
Rtǫ
|∇uǫ|2dx
=1−
ˆ
Ω\B+δ
|∇uǫ|2dx−
ˆ
B+Rtǫ
|∇uǫ|2dx.
Now we compute
´
Ω\B+δ
|∇uǫ|2dx and
´
B+Rtǫ
|∇uǫ|2dx. By Lemma 2.9 and (2.40), we
have ˆ
Ω\B+
δ
|∇uǫ|2dx = 1
c2ǫ
(ˆ
Ω\B+
δ
|∇G|2dx+ oǫ(1)
)
(2.43)
=
1
c2ǫ
(
−1
π
log δ + A0 + oδ(1) + oǫ(1)
)
.
Since ϕǫ → ϕ0 in W 1,2loc (R2) as ǫ→ 0, we haveˆ
B+Rtǫ
|∇uǫ|2dx = 1
c2ǫ
ˆ
B+R
|∇ϕǫ(−tǫxǫ + y)|2dy(2.44)
=
1
c2ǫ
(ˆ
B+R
|∇ϕ0(y)|2dy + oǫ(1)
)
=
1
c2ǫ
(
1
π
logR +
1
2π(1− β) log
π
2(1− β) −
1
2π(1− β) + o(1)
)
,
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where o(1) → 0 as ǫ → 0 first and then R → +∞. It follows by Lemma 2.9 and (2.21)
that
aǫ =
1
cǫ
(
−1
π
log δ + A0 + oδ(1)
)
,
bǫ =cǫ +
1
cǫ
(
− 1
2π(1− β) log
(
1 +
π
2(1− β)R
2(1−β)
)
+ oǫ(1)
)
.
Hence
π(aǫ − bǫ)2 = πc2ǫ −
1
1− β log
(
1 +
π
2(1− β)R
2(1−β)
)
+ 2 log δ − 2πA0 + o(1),(2.45)
where o(1)→ 0 as ǫ→ 0 first and then δ → 0. Recalling the definition of tǫ, we have
log δ − log(Rtǫ) = log δ − logR− 1
2(1− β) log
λǫ
c2ǫ
+
π(1− β − ǫ)c2ǫ
1− β .(2.46)
Combining (2.41)-(2.46) one obtains
πc2ǫ − 11−β log
(
1 + π
2(1−β)
R2(1−β)
)
+ 2 log δ − 2πA0 + o(1)
log δ − logR − 1
2(1−β)
log λǫ
c2ǫ
+ π(1−β−ǫ)
1−β
c2ǫ
≤1− 1
c2ǫ
(
−1
π
log δ + A0 +
1
π
logR +
1
2π(1− β) log
π
2(1− β) −
1
2π(1− β) + o(1)
)
.
It follows that
1 + o(1)
2(1− β) log
λǫ
c2ǫ
≤ 1
2(1− β) log
π
2(1− β) +
1
2(1− β) + πA0 + o(1),
which implies
lim sup
ǫ→0
λǫ
c2ǫ
≤ π
2(1− β)e
1+2π(1−β)A0 .
This ends the proof of the lemma. 
2.5. Completion of the proof (1.4). We have already proved at the beginning of
subsection 2.4 that: if uǫ is bounded, then its weak limit u0 attains the supremum in
(1.4) and we are done. On the other hand, by Corollary 2.8 and Lemma 2.10 one knows
that: if uǫ blows up, then
sup
u∈W 1,2(Ω),
´
Ω udx=0,||∇u||
2
2≤1
ˆ
Ω
e2π(1−β)u
2
|x|2β dx = limǫ→0
ˆ
Ω
e2π(1−β−ǫ)u
2
ǫ
|x|2β dx(2.47)
≤
ˆ
Ω
1
|x|2β dx+
π
2(1− β)e
1+2π(1−β)A0 .
This completes the proof of (1.4).
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3. Extremal function
In this section, we shall prove the existence of extremal function for
sup
u∈W 1,2(Ω),
´
Ω
udx=0,
´
Ω
|∇u|2dx≤1
ˆ
Ω
e2π(1−β)u
2
|x|2β dx.
If cǫ is bounded, we are done. We assume cǫ → +∞ as ǫ→ 0, then (2.47) shows
(3.1) sup
u∈W 1,2(Ω),
´
Ω
udx=0,
´
Ω
|∇u|2dx≤1
ˆ
Ω
e2π(1−β)u
2
|x|2β dx ≤
ˆ
Ω
1
|x|2β dx+
π
2(1− β)e
1+2π(1−β)A0 .
To prove the existence of extremal function, we construct a sequence of functions φǫ ∈
W 1,2(Ω) with
´
Ω
|∇φǫ|2dx = 1 such that
(3.2)
ˆ
Ω
e2π(1−β)(φǫ−φ¯ǫ)
2
|x|2β dx >
ˆ
Ω
1
|x|2β dx+
π
2(1− β)e
1+2π(1−β)A0 ,
provided ǫ > 0 is sufficiently small. The contradiction between (3.1) and (3.2) tells us
that cǫ must be bounded. Then we complete the proof of Theorem 1.1.
Define φǫ on Ω by
φǫ(x) =

c+ 1
c
(
− 1
2π(1−β)
log(1 + π
2(1−β)
( |x|
ǫ
)2(1−β)) + b
)
, x ∈ B+Rǫ(0)
1
c
(G− ηψ), x ∈ B+2Rǫ(0) \B+Rǫ(0)
1
c
G, x ∈ Ω \B+2Rǫ(0),
(3.3)
where G and ψ are functions given as in (2.40), R = (− log ǫ)1/(1−β), η ∈ C10 (B+2Rǫ(0))
is a cut-off function which satisfies that η ≡ 1 on B+Rǫ(0) and |∇η| ≤ 2Rǫ , b and c are
constants depending only on ǫ to be determined later. To ensure φǫ ∈ W 1,2(Ω), we set
c+
1
c
(
− 1
2π(1− β) log(1 +
π
2(1− β)R
2(1−β)) + b
)
=
1
c
(
−1
π
log(Rǫ) + A0
)
,
which gives
c2 = −1
π
log ǫ+ A0 − b+ 1
2π(1− β) log
π
2(1− β) +O(R
−2(1−β)).(3.4)
By a direct calculation, we haveˆ
B+
Rǫ
(0)
|∇φǫ|2dx = 1
2π(1− β)c2
(
log
π
2(1− β) − 1 + logR
2(1−β) +O(R−2(1−β))
)
.(3.5)
Using (2.32) and (2.40) one hasˆ
Ω\B+Rǫ(0)
|∇G|2dx = −1
π
log(Rǫ) + A0 +O(Rǫ log(Rǫ)),
ˆ
Ω\B+Rǫ(0)
∇G · ∇(ηψ)dx = O(Rǫ),
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ˆ
Ω\B+Rǫ(0)
|∇(ηψ)|2dx = O(Rǫ).
Hence ˆ
Ω\B+
Rǫ
(0)
|∇φǫ|2dx(3.6)
=
1
c2
(ˆ
Ω\B+Rǫ(0)
|∇G|2dx− 2
ˆ
Ω\B+Rǫ(0)
∇G · ∇(ηψ)dx+
ˆ
Ω\B+Rǫ(0)
|∇(ηψ)|2dx
)
=
1
c2
(
−1
π
log(Rǫ) + A0 +O(Rǫ log(Rǫ))
)
.
Combining (3.5) and (3.6) one obtains
ˆ
Ω
|∇φǫ|2dx = 1
c2
(
− log ǫ
π
+
log π
2(1−β)
2π(1− β) −
1
2π(1− β) + A0 +O(
1
R2(1−β)
) +O(Rǫ log(Rǫ))
)
.
To ensure
´
Ω
|∇φǫ|2dx = 1, we set
c2 = −1
π
log ǫ+
log π
2(1−β)
2π(1− β) −
1
2π(1− β) + A0 +O(R
−2(1−β)) +O(Rǫ log(Rǫ)).(3.7)
Inserting (3.7) into (3.4), we have
b =
1
2π(1− β) +O(R
−2(1−β)) +O(Rǫ log(Rǫ)).(3.8)
By a direct calculation, one obtains
φ¯ǫ =
1
|Ω|
ˆ
Ω
φǫdx =
1
c
(
O(R2ǫ2 log ǫ) +O(R2ǫ2 logR) +O(R2ǫ2 log(Rǫ))
)
.(3.9)
Now we estimate
´
Ω
e2π(1−β)(φǫ−φ¯ǫ)
2
|x|2β
dx. In view of (3.7), (3.8) and (3.9), one has on B+Rǫ(0)
that
2π(1− β)(φǫ − φ¯ǫ)2 ≥2π(1− β)c2 − 2 log
(
1 +
π
2(1− β)(
|x|
ǫ
)2(1−β)
)
+ 4π(1− β)b
+O(R2ǫ2 log ǫ) +O(R2ǫ2 logR) +O(R2ǫ2 log(Rǫ))
=− 2(1− β) log ǫ− 2 log
(
1 +
π
2(1− β)(
|x|
ǫ
)2(1−β)
)
+ 1 + 2π(1− β)A0 + log π
2(1− β)
+O(R−2(1−β)) +O(Rǫ log(Rǫ)) +O(R2ǫ2 log ǫ) +O(R2ǫ2 logR).
Therefore we obtainˆ
B+Rǫ(0)
e2π(1−β)(φǫ−φ¯ǫ)
2
|x|2β dx ≥
π
2(1− β)e
1+2π(1−β)A0 +O(R−2(1−β))(3.10)
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+O(Rǫ log(Rǫ)) +O(R2ǫ2 log ǫ) +O(R2ǫ2 logR).
Since ˆ
B+2Rǫ(0)
|x|−2βdx = O((Rǫ)2(1−β)) = O( 1
R2(1−β)
),
ˆ
B+2Rǫ(0)
|x|−2β(G− cφ¯ǫ)2dx = O((Rǫ)2(1−β) log2(Rǫ)) = O( 1
R2(1−β)
),
we have ˆ
Ω\B+2Rǫ(0)
e2π(1−β)(φǫ−φ¯ǫ)
2
|x|2β dx(3.11)
≥
ˆ
Ω\B+2Rǫ(0)
1 + 2π(1− β)(φǫ − φ¯ǫ)2
|x|2β dx
=
ˆ
Ω\B+2Rǫ(0)
|x|−2βdx+ 2π(1− β)
c2
ˆ
Ω\B+2Rǫ(0)
|x|−2β(G− cφ¯ǫ)2dx
=
ˆ
Ω
|x|−2βdx+ 2π(1− β)
c2
ˆ
Ω
|x|−2β(G− cφ¯ǫ)2dx+O( 1
R2(1−β)
)
=
ˆ
Ω
|x|−2βdx+ 2π(1− β)
c2
ˆ
Ω
|x|−2βG2dx(1 + oǫ(1)) +O( 1
R2(1−β)
).
Recalling R = (− log ǫ)1/(1−β), one has R−2(1−β) = o( 1
c2
), then (3.5) and (3.6) tell us that
ˆ
Ω
e2π(1−β)(φǫ−φ¯ǫ)
2
|x|2β dx
≥
ˆ
B+Rǫ(0)
e2π(1−β)(φǫ−φ¯ǫ)
2
|x|2β dx+
ˆ
Ω\B+2Rǫ(0)
e2π(1−β)(φǫ−φ¯ǫ)
2
|x|2β dx
=
ˆ
Ω
1
|x|2β dx+
π
2(1− β)e
1+2π(1−β)A0 +
2π(1− β)
c2
ˆ
Ω
|x|−2βG2dx+ o( 1
c2
)
>
ˆ
Ω
1
|x|2β dx+
π
2(1− β)e
1+2π(1−β)A0
when ǫ > 0 is sufficiently small.
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