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Abstract—Driver inattention assessment has become a very
active field in intelligent transportation systems. Based on active
sensor Kinect and computer vision tools, we have built an efficient
module for detecting driver distraction and recognizing the type
of distraction. Based on color and depth map data from the
Kinect, our system is composed of four sub-modules. We call
them eye behavior (detecting gaze and blinking), arm position (is
the right arm up, down, right of forward), head orientation, and
facial expressions. Each module produces relevant information
for assessing driver inattention. They are merged together later
on using two different classification strategies: AdaBoost classifier
and Hidden Markov Model. Evaluation is done using a driving
simulator and 8 drivers of different gender, age and nationality
for a total of more than 8 hours of recording. Qualitative and
quantitative results show strong and accurate detection and
recognition capacity (85% accuracy for the type of distraction
and 90% for distraction detection). Moreover, each module is
obtained independently and could be used for other types of
inference, such as fatigue detection, and could be implemented
for real cars systems.
I. INTRODUCTION
Alarming statistics about distracted driving can be found on
the official US government website about distracted driving
[1]. In 2010, 18% of injury crashes were distraction-related.
3331 people were killed in 2011 in a crash involving a
distracted driver, and distraction is responsible for 11%
of fatal crashes of drivers under the age of twenty. These
statistics are even more worrying as the number of possible
distractions within a car keeps increasing. The large number
of displays and new infotainment devices in cars has made
the problem more critical.
The National Highway Transportation Safety Administra-
tion (NHTSA) has defined distracted driving as “an activity
that could divert a person’s attention away from the primary
task of driving”. It is commonly classified into 3 categories,
namely
• Manual distraction: The driver takes his hands off the
wheel. This includes for example text messaging, eating,
using a navigation system, or adjusting radio.
• Visual distraction: The driver takes his eyes off the road,
for example reading or watching a video.
• Cognitive distraction: The driver’s mind is not fully
focused on driving. This can happen when the driver is
talking to other passengers, texting, or simply thinking.
The influence of distraction on drivers performance has
been widely studied [2], [3], [4], [5], [6], and interesting
facts have come to light: cell phones use represent 18% of
distracted fatal driver accident in North America. Indeed,
cell phone conversations induce a high level of cognitive
distraction, thus reducing the brain activity related to driving
by 37% (which might be worse than ingesting alcohol).
Handsfree cell phones have not been found particularly safer
that hand-held use. More importantly, text messaging requires
visual, manual, and cognitive attention at the same time,
making it the most dangerous distraction. It was found that
text messaging takes the driver’s eyes off the road for 4.6
seconds, which is sufficient to drive the length of a football
field completely blind. The crash risk when text messaging is
twenty-three times worse than driving with no distraction.
All these facts suggest that drivers should be aware of the
risk, but it is also the car manufacturer’s responsibility to
offer intelligent assistance tools to avoid driver distraction,
and to limit crash risks. This issue is still an open problem,
as the variety of actions, the differences between drivers and
outdoor conditions make this task extremely challenging.
Our approach aims at determining first if a driver is
distracted or not, and in the case he is, the system should be
able to recognize the type of distraction. Based on computer
vision techniques, we propose four different modules for
features extraction, focusing on arm position, face orientation,
facial expression and eye behavior. We propose two strategies
to combine the output information from each module: an
AdaBoost classifier with temporal smoothing, and a Hidden
Markov Model-based classifier.
This paper is organized as follows: Section II is an overview
of existing methods and commercial products. Section III
presents in detail each module for assessing driver distraction.
Section IV describes our fusion strategies for distraction recog-
nition, section V shows our main experimental results and
demonstrates the efficiency of our approach. Last section VI
is a concluding section, discussing our results and highlights
our future work.
II. LITERATURE REVIEW
In this section, we review the existing studies that have
been carried out in the field of driver inattention, and we
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2discuss their strengths and shortcomings. We only present
here approaches that were useful for our study, or having a
significant impact on the community. For a more extensive
survey, some literature reviews can be found in: [7], [8], [9].
First of all, an important distinction should be made between
driver inattention, driver fatigue and driver distraction. They
all alter driver performance, but they are not caused by
the same factors and can have various effects on the driver
behavior. Fatigue is related to drowsiness and is affecting the
driver because of physical, physiological or psychological
reasons. Distraction was defined earlier and is related to
an object, a person, an idea or an event that diverts the
driver. Fatigue and distraction are both considered as driver
inattention. A precise definition and relationship analysis
between those terms has been attempted by Regan et al.
[10]. Our work deals exclusively with driver distraction, and
most of existing methods apply either for driver fatigue or
driver inattention in general. As many techniques, features
and fusion strategies are similar for fatigue, inattention and
distraction, our review considers both fatigue and distraction
detection methods.
Three main categories of system have been used for deter-
mining driver inattention, and a few studies have used a hybrid
approach to combine them:
1) Physiological sensors: This approach detects physiolog-
ical features such as brain activity, heart rate or hand moist
[11], [12]. In particular, electroencephalograph (EEG) has been
found to be a valid, objective and accurate measure of driver
inattention using δ, θ, α, β and σ brain wave activity. However,
physiological sensors are intrusive and cannot be used inside a
car for commercial applications. They can be used as ground
truth for studies, but they do not represent a realistic solution
for driver inattention monitoring.
2) Driver performance: This approach uses external in-
formation and indicators of driver performance to infer the
level of inattention. This includes, for example lateral position,
steering wheel movements or pedal activity. For example,
Raynney et al. [13] suggested that distraction involved an
sensitive lack of vehicle control, such as drifting from a side
of the road, or unexpected speed changes. In 2007, Volvo
introduced the Driver Alert Control system [14], monitoring
the road continuously with a camera and alerting the driver
in case of dangerous behavior. These methods are correlated
with driver inattention [15], but they are also affected by
external factors such as driver experience, road type, weather
and outdoor light. Moreover, the measures rely on long term
statistics and the system is unable to predict immediate dangers
such as micro-sleep events.
3) Computer vision: The third approach, probably the most
popular, relies on visual driver features. When inattentive,
the driver’s face and body show characteristic behaviors.
Placing a camera in front of the driver and analysing his
face expressions and movements makes a lot of sense and is
considered as an efficient way for assessing driver inattention.
In particular, the so-called eyes-off-road glance duration and
head-off-road glance time are recognized as valid measures
for visual distraction and can be assessed using an embedded
camera [16]. For driver fatigue, PERCLOS (percentage of eye
closure) [17] is considered as the best correlated physiological
feature. Other behaviors such as yawning [18], [19], [20] or
nodding [21], [22] are also popular features, widely used in
the field. Existing systems usually rely on a hardware setup
that can be a simple color camera [23], [24], [22], an infrared
camera able to alternate between bright and dark pupil effect
(useful for eye detection and robust to illumination variations)
[21], [18], [19], [25] or a set of cameras to improve face
orientation estimation [20]. Recently, the Microsoft Kinect
sensor has received particular attention [26] as it provides
both color camera, depth map and comes with a powerful
face tracker. Image processing and computer vision tools are
then used for extracting indicators of inattention. The key
components are face, eyes and mouth detection. This is the
starting point for feature extraction such as yawning, nodding,
face motion, gaze estimation, or blink detection. Statistics
such as PERCLOS, gaze distribution, yawning or nodding
frequencies can be computed based on the features to infer
driver inattention. Last, a fusion module is designed in order
to merge the information and infer the level of inattention.
Most popular fusion techniques are fuzzy logic [21], [27],
[22], Bayesian networks [19] and dynamic Bayesian networks
[18], neural networks [26] or simple decision rules [23], [20].
Recently, commercial products, such as Eye Alert [28] have
been conceived to detect driver inattention using computer
vision and emit a warning in case of dangerous situation.
4) Hybrid systems: Last, a few approaches use a combi-
nation of the three aforementioned techniques. For example,
Daza et al. [29] used both driver (PERCLOS, nodding, etc.)
and driving (lane variation, steering wheel movements, etc.)
data to assess fatigue. Fletcher et al. [30] have successfully
merged driver gaze and road information to detect if a driver
was missing any road sign. Last Li et al. [26] have used both
computer vision, steering wheel signal and pulse oxymeter to
infer driver fatigue.
5) Proposed approach and contributions: Among state
of the art techniques, most of them focus on driver fatigue
detection, sometimes extended to driver inattention. To our
knowledge, no serious study has been done on distraction only,
trying to detect the type of action the driver is accomplishing.
Determining the type of driver distraction provides higher
level information than just the level of distraction. It could
be used for number of applications related to intelligent
transportation systems. For inter vehicles communication,
providing the action a driver is doing can be more explicit
and useful than statistics on how distracted that driver is.
Even for smart cars, detecting the type of distraction enables
statistics computation on the driver’s behaviour that could
further help the vehicle in keeping the driver safe.
Our system is based on a Kinect sensor. Originally
conceived for entertainment and video game applications,
it has quickly become a good tool for the computer vision
community. Indeed, not only it was the first low-cost depth
sensor for general public, but it also came with a very polished
SDK, giving developers a large range of possibilities. For
3example, the SDK provides a quite efficient skeletal tracking
algorithm and tools for gesture recognition. In our case,
the RGBD (RGB-depth) data is very helpful for driver
segmentation as well as face detection and tracking. To the
best of our knowledge, only Li et al. [26] have published
work making use of the Kinect for car safety applications.
As most of existing systems rely solely on driver’s face
behavior, we also use driver’s gesture to help us is our
inference task. Unlike traditional approaches, our sensor is
placed in such a way that driver’s upper body is visible. Thus,
we can extract driver arms position and motion. This feature
will be of major help for determining driver distraction.
III. FEATURE EXTRACTION
This section explains how to extract features from each
body and face components. We divide our task into four
independent modules, namely (1) arm position estimation, (2)
face orientation, (3) facial features - called animation units
(AUs) - such as mouth shape and eyebrow raising, and (4) gaze
estimation and eye closure. Each module uses either depth
data, color data, or both. They are fused later on via different
fusion schemes to determine the type of distraction. The next
sections describe in detail the realization of each module.
A. Arm position
Much effort have been deployed by Microsoft on providing
an efficient skeleton tracking to help developers in gesture
recognition, both for the entire and the half body (in seated
mode) [31]. However, the algorithm has been tested on our
recorded sequences, and has shown poor results, even in seated
mode. The main reasons for this is the shape of the seat of
our simulator, which is hard to differenciate from the body,
and the relatively small motion of the driver during a driving
session. Other methods and source code are available for arm
tracking or pose estimation, such as [32], [33], or [34], but
none of these approach was satisfying for us, either because
they required a large training set, or because we obtained poor
performance on our sequences.
For this reason, we decided to build our own arm detection
system within the framework of machine learning for arm
position recognition. Our features are based on the depth map
data and represent the orientation of the rims of the right
arm of the driver. Figure 1 shows the main steps of our method.
1) Background removal: First of all, a back-
ground/foreground segmentation is applied to isolate the
driver from the driving seat and background. Kinect depth
data already contains 3 bits of player data, representing the
location of each player, thus providing rough segmentation.
As a more accurate segmentation is required in our case,
we have used a background subtraction-based approach.
First, short video sequences of the seat without the driver
is recorded, and an average depth map of the seat only is
obtained. Then, this depth map is subtracted from the depth
map of driving sequences, and image thresholding is applied
to remove the seat and the background. We then combine
Kinect segmentation with our technique, and we clean the
irrelevent blobs by keeping the biggest one only.
2) Feature extraction: Based on the segmented depth map,
we now need to find features for discriminating arm position.
Most of the time, the Kinect records the driver with a frontal
view, and the right arm is therefore on the right side of the
body. Based on this assumption, we extract features based on
foreground contours. We first apply to the binary foreground
image the marching squares algorithm - the 2D version of the
marching cubes [35] - which provides us an ordered list of
contour pixels (in this list, each pixel is preceded and followed
by neighboring pixels in the image). Then, we only consider
the pixels of the right side of the body by removing from the
list the pixels on the left hand side. Those pixels represent
the rim of the right head, shoulder, arm and body of the driver.
We then cut this “half” contour list into twenty successive
segments, composed of the same number of pixels. Each
pixel of the list is associated with a 3D point (given image
coordinates and depth value), such that each segment of the
list corresponds to a 3D point cloud. We then extract for each
segment the main axis - a 3D vector - of the associated point
cloud by principal component analysis. Putting together all
the main axis, we obtain a 20× 3 feature vector.
Using only the right contour from the frontal view is not
enough, as arm and especially forearm might not always
be detected. To overcome this situation, we apply the
aforementioned technique to what we call the profile view:
each pixel of the depth map reprensents a point in 3D world
coordinates. Suppose that the ~X and ~Y coordinates are the
image pixel coordinates, and ~Z coordinate is the (depth)
value of the pixel. Thus, the depth map corresponding to the
frontal view is the projection of the 3D world points onto the
( ~X, ~Y ) plan. The profile view would then be the projection
on the (~Y , ~Z) plan. Figure 2 is an example of a segmented
depth map and associated profile view. From this profile
view, we apply contour detection and feature extraction just
as described above. We now have 120 features. On figure 2,
examples of features extracted for different poses are shown.
Using the profile view makes possible the detection of the
forearm even when the arm is in front of the body.
3) Arm position output: After feature extraction, the arm
position module outputs an estimation of the arm position
among four possible states: arm up, arm down, arm right,
and arm forward. In that regard, we use a machine learning
technique.
Among the 120 extracted features, some are discriminative,
some are useless, and some might even be contradictory.
Selecting or weighting the features is therefore necessary for
good classification. We decided to use an AdaBoost [36],
which is a very appropriate tool in this regard. Nevertheless,
AdaBoost only solves two-class problems, so we use a 1-
vs-all approach: we train four sub-classifiers, each of them
specialized for one class (i.e., using as positive examples some
samples for a specific class, and as negative examples, some
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Figure 1. Main blocks of the arm position module. The input is the raw depth data. After processing, we extract features and use an AdaBoost classifier to
output four scores representing the arm position.
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Figure 2. First row: an example of frontal and associated profile views. Second row: examples of arm positions and associated features. Red dots are
projections of point clouds’ local orientations from the frontal view and blue dots from the profile view. As can be seen, profile view features are particularly
useful in the case of up and down positions.
samples from any other class). The estimated position would
be the one with highest value among the four sub-classifiers.
The actual output of the module is not exactly the estimated
position, but the score of each sub-classifier. Indeed, this four-
values information is better-suited for the fusion stage.
B. Eyes behavior
Eye behavior is a very important feature for driver
distraction, including both eye gaze and eye blinking.
Therefore, this module aims to localize the iris of the driver
and deduce his gaze position, while detecting whether the
eye is open or closed. For this module, we only rely on the
Kinect color stream. Figure 3 shows a summary of the module.
1) Iris localization: Iris detection first relies on finding the
eye corners positions. This is done using the face tracking
algorithm provided by the Kinect SDK, further described in
Section III-C. We then use a robust iris detection method
based on cost function maximization and spatio-temporal
considerations. Given the eye corners locations, we isolate
the eye by creating a squared patch with the same width as
the eye corner distance. To make sure that our parameters
are scale-invariant, we resize this square to a 60 × 60 patch.
Our cost function is based on the response of three different
filters described below.
The first one is the circular Hough transform that has been
widely used in iris detection problems, for example in [37]
or [38]. We choose a low edge detection threshold to make
sure that the iris contour is detected in any situation, and we
use a varying radius from six to nine pixels. Thus, we make
sure that the iris will always be responsive to the filter.
The second filter was used in Zhang et al. [39], and relies
on the circular Gabor filter. It provides significant impulse
response to round objects, which is appropriate for iris detec-
tion. For that we convolve our eye template with the following
Gabor kernel:
G(x, y) = g(x, y)exp(2ipiF
√
x2 + y2) (1)
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Figure 3. Main steps of the eye behavior module
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Figure 4. Masks R1, R2 and R3 for separability measure. Dark areas
represent pixel value 1 and white areas represent pixel value 0
where F is the radial frequency, set to 0.0884 and g is the
Gaussian envelope, defined as:
g(x, y) =
1√
2piσ2
exp(−x
2 + y2
2σ2
) (2)
with σ the variance, set to 4.5 in our system.
The third filter is inspired by Kawaguchi et al. [38]. It
relies on the high intensity difference between the iris and
its immediate neighborhood. For this, we convolve the eye
template with the masks R1, R2, R3 represented in Figure
4. The radius of mask R1 is 6, and for masks R2 and R3 is
15. We obtain three transformed eye templates, called C1, C2,
and C3. We combine them to obtain our separability response
using the following formula:
S(x, y) =
C2(x, y)− C1(x, y)
C1(x, y)
+
C3(x, y)− C1(x, y)
C1(x, y)
(3)
Last, we normalize our three filter responses, sum them up,
and take the maximum value as our iris center estimate.
The detection is now quite accurate, but a few mistakes
can be avoided and corrected using spatio-temporal informa-
tion. We therefore use a simple spatio temporal consistency
checking to improve the detection performance. For each
template, we look at the predicted position of each four
filter (including the sum of the three filters) and the previous
estimated locations. We then apply simple rules based on
distances and eye position to remove irrelevent detections.
2) Gaze estimation: Now that the iris is detected, we
generate a feature set based on gaze estimation. Gaze can be
estimated from a 3D model of the face determining the 3D-
world orientation, and the iris location given the eyeballs’ sizes
and positions [40]. We could use such an approach, but we
need only a rough estimation of where the driver is looking,
and statistical measures of the eye gaze distributions. For that
reason, the features we extract are simply the relative position
of the iris to the eyes’ corners: from the face tracing, we extract
the eye corner positions, and we generate the 4 dimensional
feature vector as follows:
xl
yl
xr
yr
 =

Xl−C(l)l
C
(l)
l −C
(r)
l
Xr−C(l)r
C
(l)
r −C(r)r
 (4)
with Xl,Xr the left (right) iris position and C
j
i (i, j ∈
left, right) the j corner of the i eye.
3) Eye closure detection: We use an additional feature
which determines whether the driver’s irises are visible (eyes
open) or not (eyes closed). This will be helpful when taking
into account the amount of time the driver is not looking at
the road and the potential danger this represents. A simple
yet efficient approach for this is to construct a database of
open and closed eyes, and to apply template matching or
classification techniques [41], [42], [43]. We use a simple
classification approach. When pupil position is estimated,
we create a small iris template, centered at the iris location.
We normalize the grayscale to make it more illumination-
insensitive. We create a subset of around 2000 eyes templates,
and we manually label each of them as whether it corresponds
to an open eye with visible pupil, or a closed eye (or non-
visible pupil). Using this dataset, we train an SVM classifier
using an RBF kernel with σ = 13. Last, we use the SVM for
each session, and we add to the output of the module the
SVM score (not the output label) for each eye and each frame.
Figure 5 shows examples of pupil detection to qualitatively
illustrate the performance of our detector.
C. Head pose and facial expression
The Kinect SDK provides very useful features and
cutting-edge algorithms to help developers. The face tracking
6Figure 5. Examples of iris detection involving various poses, expressions, and image qualities.
algorithm [44] is one of them, and reveals itself to be
particularity useful for our work. It uses cooperative fusion
of the depth map and the color image to first estimate the
root of the head, and then provides a robust and accurate face
model. It relies on the active appearance model [45] extended
to 3D coordinates. The raw output of the face tracking is a
set of 100 vertices and 121 triangles forming a mesh of the
face. The face was tracked in most situations, but failed in
case of rapid and significant face rotations, or when occluded
by an object (typically when drinking). A few seconds were
also required most of the time to correctly initialize the face
model and fit it to the face. In the case where face tracking
was not providing any output, the eye behavior module was
deactivated as no eye location could be found.
Upper level information is also available from the face
tracking, making the output much more meaningful and useful
for our tasks. We use that high level information as the output
of two of our modules.
1) Face orientation: Based on 3D vertices coordinates,
face tracking can provide head orientation angles and head
center 3D position. For our work, we extract only the head
orientation, namely the pitch, roll, and yaw angles, which are
values between -180 and 180 degrees. The position depended
too much on the driver’s height and did not help in the
classification task.
2) Facial expression: Face tracking also provides six ani-
mation units (AUs) based on the definition of the Candide3
model [46]. AUs are expressed as coefficients and represent
how strongly distorted features of the face are. We extract
only mouth-related AUs: upper lip raiser (AU10), jaw lowerer
(AU26/27), lip stretcher (AU20), and lip corner depressor
(AU13/15). Other AUs are eyebrows-related and did not help
in the recognition task. More detailed information about AUs
provided by the face tracker can be found on the Microsoft
website [44]. The output of the module is a set of 6 AUs
extracted from the face model (if any).
Figure 6 shows sample images and associated face tracking
results. As can be seen, tracking is efficient in a number of
situations.
IV. FUSION
In this section, we explain how to merge the aforementioned
module outputs, and deduce the type of distractions taken by
the driver.
Detecting distraction can be assimilated to a gesture recog-
nition a gesture recognition problem. As gesture recognition is
getting more and more popular in the fields of entertainment
and security, in-vehicle applications also exists, for example
for automatic commands [47]. However, our goal is slightly
different and somehow more difficult in our case, as the
driver is not cooperative when taking the action. Plus, there
is no single way to accomplish an action which might be
unexpectedly interrupted because of road constraints. Even for
a human being, isolating and recognizing actions inside a car
is not always obvious.
A. Dataset
A set of video sequences was collected on our experimental
platform. Five distractive tasks were recorded and manually
labelled for training and evaluation. Features were extracted
based on the modules of Section III, on a frame by frame basis.
They were then concatenated such that a seventeen-features
vector was representing each frame. More about the conditions
of the experiments has been described in Section V.
B. Feature extraction and temporal smoothing
Classification can be achieved using each frame indepen-
dently, but a much better performance was obtained using
temporal considerations. For this, we applied a running median
filter, using a hundred-sample sliding window. This corre-
sponds to a window length of approximately six seconds,
which means that the beginning of an action was predicted
with a delay of three seconds. We also computed the run-
ning standard deviation within the hundred-samples window,
providing information about the temporal variation of each
feature. The standard deviation information has shown better
performance and stability compared to regular speed and
acceleration features (δ and δ2 features). As a result, we
obtained thirty-four features per sample. We can now train a
classifier with a portion of this dataset to obtain a distraction
recognition system.
C. AdaBoost classifier
Depending on the type of distraction we want to identify,
the extracted features are either strongly discriminative or
unsignificant. In that regard, AdaBoost can provide an appro-
priate solution. Briefly, AdaBoost (for Adaptive Boosting) is
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Figure 6. Examples of face tracking under different face poses (a),(b),(c) and facial expressions (d), (e), (f)
able to turn a set of T weak classifiers into a stronger one, by
linearly combining each of them in an optimal way.
H(x) = sign(
T∑
t=1
αtht(x)) (5)
At each iteration (T in total), a weak classifier ht is selected
from among a family of classifiers, namely, the one minimiz-
ing the weighted error rate. The weights and αt are updated
based on the minimum error rate. The weak classifiers we use
are decision trees, which, by definition, are trained to select
the most representative features maximizing the information
gain.
As distraction identification is a multi-class classification
problem, we used a 1-vs-all approach. Each class was trained
using a simple real AdaBoost, initialized with a decision tree
of depth four and 300 iterations. The temporal aspect of the
dataset can also help refining the frame-by-frame classifica-
tion; therefore, we used an additional temporal filtering: we
first classified each sample independently, and we replaced
each estimated S output by the mode (most frequent output)
over a hundred-samples sliding window centered at S. This
way, isolated misclassifications were removed.
D. Hidden Markov Model
Because of the temporal aspect of our dataset, stochastic
models can be applied. Similar to speech recognition tasks,
gesture recognition can be successfully achieved using Hidden
Markov models (HMMs) [48], conditional random fields [49],
or recursive types of classifiers, making the classification
time-dependent [50]. We chose to use HMMs, which provide
a high-level of flexibility for modeling the structure of an
observation sequence. HMMs allow recognition of the hidden
state sequence by the dependency of the observation sequence
on the hidden states and the topology of the state transitions. It
is now acknowledged that the use of HMM is fundamental in
temporal pattern recognition. We have developed our system
using the HMM Toolkit (HTK) [51]. The labels associated
with each samples were the five possible states of distraction
described in Section
We train a different Markov model for each class, and
used the Viterbi algorithm to decide which state each sample
belongs to. We tried several configurations, varying the number
of hidden states (from five to twenty) and the type of data (raw
or smoothed, with or without δ and δ2 features).
V. EXPERIMENTAL RESULTS
In this section, we demonstrate the efficiency of our system.
First, a description of the experimental setup and dataset acqui-
sition is described, then we evaluate the distraction detection
and recognition using AdaBoost and Hidden Markov models.
A. Experimental setup and data collection
The data collection was obtained using a driving simulator.
The simulator is equipped with monitors, steering wheel and
driving software City Car driving [52]. We used a Kinect
sensor to record color video, depth map and audio. Steering
wheel and pedal position as well as hear rate were also
recorded. Last the entire driving session was captured based
on a 1 fps screenshot of the monitors. In this paper, the only
sensor used is the Kinect, but the other sensors will be used
in a future work.
A total of 8 drivers were asked to participate in the study.
Drivers were either men of women, from different countries,
either wearing glasses or not with age varying from 24 to
40 years old. They were all experimented drivers, but using
their car at varying frequencies. Each driver was recorded
during four 15 minutes sessions. Two sessions were in the
early morning, when driver was awake and alert, and two
sessions in the late evening, at the end of a full business
day, when the driver was tired. Each session was either on
a highway with low traffic, or in the city with higher traffic.
During each session, the driver had to follow a well-defined
procedure involving several tasks putting him into distracted
situations and miming visual signs. During a driving session,
8about half of the time was normal driving, and the other half
was distracted driving.
More precisely, the drivers were asked to accomplish five
distracting tasks during each driving session, namely
• making a phone call
• drinking
• sending an SMS
• looking at an object inside the vehicle (either a map or
adjusting the radio)
• driving normally
As a result, we have obtained around eight hours of driving
sequences, that were manually labelled for analysis. The
dataset was evaluated using cross validation: The performance
on each driver was evaluated separately by taking the data
related to the driver as the testing set, and the other drivers as
the training set. A ground truth was manually labeled for each
session and was available each second. The performance of
the whole system was measured by the total average accuracy,
calculated according to the following formula:
Total AverageAccuracy =
Number of correct decisions
Total number of frames
(6)
B. Results
A first approach for classification is to use a time-
independent classifier, and add temporal refinement to increase
frame by-frame-accuracy. For practical reasons, we use an
AdaBoost classifier again using a 1-vs-all approach. Each class
is trained using a simple real AdaBoost initialized with a
decision tree of depth four and 300 iterations.
We evaluate the action recognition using AdaBoost and
HMM classifiers. For each driver, we evaluate the distraction
recognition capacity by training a classifier using all driver
sessions except the driver to be evaluated, and testing using
all sessions involving this driver. For AdaBoost, the best
accuracy was obtained using a Real AdaBoost algorithm with
initialization based on a decision tree of depth four and 300
iterations. For HMM, the optimal parameters were a ten-states
automaton with a single Gaussian mixture for modeling each
node, and using the smoothed data described in Section IV-B
rather than the original raw data. No significant improvement
was found when using δ and δ2 features.
Table I presents the overall accuracy of the AdaBoost and
HMM classifiers for each driver. We provide the accuracy
for the five classes and the accuracy for distraction detection
only: in this case, we have merged all the classes involving
distraction into a single class, and compared it with the
normal driving class. Average accuracies are quite close
between AdaBoost and HMM (85.05% and 84.78%), but
the results for each driver may vary. More specifically,
HMM is outperforms AdaBoost for most of the drivers,
but for a few drivers, HMM performs significantly worse
than AdaBoost. This may be due to instabilities related to
the high dimensionality of the features and the number of
states compared to the size of our training set. Increasing the
number of drivers might solve this issue. Also, one might
be surprised that HMM does not perform as superbly as it
does for the gesture recognition task. Again, this is because
the driver is not cooperative in this case, and there is no
single way to accomplish a distractive task. For example,
when drinking, a driver can put the container down between
each swallow, or just keep it in the hand. When phoning, the
driver can place the phone between his head and his shoulder,
or keep it in hand. Moreover, actions can be interrupted
suddenly, because the driver needs both hands on the wheel
to turn, or greater focus on the road to avoid accidents.
All these constraints make the actions less similar in time,
and significantly limits the HMM performance. Using a
bigger dataset might eventually improve the classification
results. As regards distraction-only accuracy (89.84% and
89.64%), results suggest that our system can successfully
detect whether a driver is actually distracted or not.
Another test we did was to train the AdaBoost classifier
with each module separately and evaluate their inference
capacity (See table II). We found that features related with arm
position were by far the most discriminative, probably because
normal driving position was easy to detect, and represented
almost 40% of a driving session. Other features were also
useful, but provided efficient recognition only for specific
actions. For example, we found that face orientation was very
discriminative for drinking and text messaging, face expression
helped a lot differentiating phone call and drinking and eyes
behaviour was efficient for text messaging and normal driving.
AdaBoost was an appropriate choice of classifier, as decision
trees as weak classifiers were doing feature selection for each
type of action.
The overall accuracy is a good indicator of system perfor-
mance, but it does not say how each class is correctly detected.
Table III provides a few classification metrics for each class,
based on the average of each driver performance. For each
class, extremelly high accuracy is due to an unbalanced testing
set. Indeed, a single action (except normal driving) represents
between 10% and 20% of the entire sequence. Therefore,
recall and precision measures are better indicators of the
classification capacity. From the table, it is clear that phone call
and normal driving were quite successfully detected. Drinking
was a little behind, mainly because the action was sometimes
very fast (the driver just swallowed for a few seconds and
put the drink down) and attenuated by temporal smoothing.
The worst performance was for object distraction, probably
because this action required neither huge visual nor cognitive
attention. In that regard, the action was pretty similar to normal
driving and therefore hard to detect, even for a human being.
In order to get more insight about those results, figure 7
displays the frame by frame classification for a given sequence.
Ground truth is the blue lines, and estimated class is the
red one. In this example, phone call and text message are
accurately detected, drinking comes with a few false positives
and object distraction is often considered as normal driving.
We have added a few frames to provide a better visualization
of why detection was successful or not. Correct detections
are represented with green frames and arrow, whereas false
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ACCURACIES OF ADABOOST AND HMM CLASSIFIERS FOR DISTRACTION RECOGNITION (5 CLASSES) AND DISTRACTION DETECTION (2 CLASSES)
AdaBoost HMM
Subject Distraction
recognition
Distraction
detection
Distraction
recognition
Distraction
detection
1 89.36 91.44 84.00 92.31
2 86.02 90.05 87.41 91.16
3 87.38 90.95 90.19 96.41
4 85.48 94.72 81.85 84.65
5 81.14 85.05 83.68 83.82
6 80.94 87.7 81.52 89.53
Average 85.05 89.84 84.78 89.64
Table II
ACCURACIES PER FEATURES
Subject Arm Orientation Expression Eyes All
1 76.49 55.9 54.31 65.7 89.36
2 70.04 56.35 55.45 61.72 86.02
3 85.99 66.8 56.48 38.6 87.38
4 69.80 63.63 55.09 59.95 85.48
5 74.55 66.6 56.30 59.06 81.14
6 81.01 77.87 64.25 63.85 80.94
detections are in red. The drinking false positives are often due
to strong arm movements (when changing gear during phone
call for example). We believe that a better temporal analysis
could remove that type of false positive detections. For object
distraction misclassification, the sample frames show that the
driver does not look extremely distracted, and it can be hard
to say if he is actually adjusting the radio or just having his
hand on the gear lever. Fortunately object distraction is the
less demanding distraction and therefore the less dangerous,
making the misclassification in that case less critical.
VI. CONCLUSION AND FUTURE WORK
We have successfully built an inattention detection and
recognition tool based on Kinect sensor, computer vision
and machine learning. Based on four modules extracting
data from arm position, face orientation, face expression and
eye behaviour, we have constructed two types of classifiers
to perform inattention action recognition. Based on data
collected with a driving simulator, we were able to evaluate
our work, and results show that our method is accurate and
might be used in a real car.
Compared to existing approaches aiming to detect
inattention or provide a level of inattention, our system
outputs higher level information, more suitable for context
aware human-machine interaction. Not only can it be used
for immediate driver safety, but also for long term statistics
about the driver habits, or for inter vehicles communications
systems. Moreover, the different modules we have constructed
are extremely flexible and could be used for other type of
statistics computation and inference.
Future work directions are as follows: first, we believe that
action recognition could be improved using more temporal
information. For example, drinking and phone call are some-
times mixed up and alternating in successive frames, whereas
it is very unlikely in practice that a driver is doing both at
the same time. Such mistakes could be avoided. Next, the
modules we have designed could allow fatigue detection using
PERCLOS, nodding and yawning frequencies for example.
Therefore, efforts will be put on fatigue detection in future
work. We also plan to use background and environment infor-
mation to assess the level of risk on the road. We might use a
Bayesian network and later on dynamic Bayesian network in
order to fuse multiple sources related to the driver (age, driving
experience, fatigue) and the environment (time of the day, road
type, outside traffic, vehicle speed) in addition to distraction
type to assess the level of danger the driver is exposed to.
Moreover, during the recorded sessions, we also have used
additional sensors such as microphone, heart rate monitor or
steering wheel signals. We will work on integrating those
signals to the system. Last, we also plan to record more driving
sessions, involving additional actions, per say interactions and
chatting with other passengers.
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