Frequency hopping (FH) signal has been widely used in military and civilian fields because of its superior anti-jamming performance. Meanwhile, its natural characteristics, i.e., hopped carrier frequency, brings a great challenge to the reconnaissance of FH emitters. To locate a high-speed moving FH emitter, the estimation of range difference (RD) and range rate difference (RRD) is a key process in passive localization. This paper proposes a joint RD and RRD estimation algorithm with the consideration of range migration (RM) during observation time. In this method, a new operation named frequency reversing transform is first presented to remove the random phase of the FH signal. Then, RD and RRD can be coherently estimated after RM correction via the scaled Fourier transform. This method accomplishes the RD and RRD estimation without knowing the hopped carrier frequencies of received FH signals, and it can be fast implemented by complex multiplications, fast Fourier transform (FFT) and inverse FFT operations without any searching process. Numerical experiments indicate that compared with several representative methods, the proposed estimation method achieves a better anti-noise performance with lower computational cost.
I. INTRODUCTION
Due to the better anti-jamming performance and inherent security features of frequency hopping (FH) signal, more and more emitters, such as supersonic aircrafts, have been equipped with FH radars [1] - [5] . At the meantime, how to accurately extract the Time difference of arrival (TDOA) and frequency difference of arrival (FDOA) from FH signal and realize the robust reconnaissance of FH emitters has been increasingly attractive in recent years [6] - [8] .
Since there is usually no preliminary information about the non-cooperative moving emitter in passive localization, estimating TDOA and FDOA from unknown FH signal is not an easy task [9] - [13] . Many efforts only focus on TDOA estimation [7] , [8] . In FH signal, FDOA randomly varies with carrier frequency of each pulse. In this case, only a single pulse from received signals can be used and the observation time cannot be enlarged as conventional time-continuous The associate editor coordinating the review of this manuscript and approving it for publication was Yue Zhang . and carrier-constant signals [14] . Therefore, only part of the signal energy is utilized and the estimation accuracy is limited [14] . In order to tackle this problem, a modified cross ambiguity function (MCAF) was proposed to achieve coherent TDOA and FDOA estimation [15] . This method can accumulate the cross ambiguity functions (CAFs) of all received pulses after normalizing the frequency, but it highly relies on the prior information about the carrier frequency of each pulse, which is usually less suitable for realistic applications.
Moreover, the above methods are under the assumption of zero range walk. In other words, they assume that the moving distances of the emitter during the observation time can be neglected. However, if we want to increase the processing gain of received signals by enlarging the observation time or to reconnoiter the high-speed moving targets, the moving distances of the target within the observation time cannot be ignored. Under the circumstances, this effect named the range migration (RM) needs to be removed completely during the estimation process, otherwise the received signal energy VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ will spread along the range direction, which greatly deteriorates the estimation accuracy [16] , [17] . For this problem, the maximum likelihood (ML)-based estimator might be the most straightforward technique [18] , but the high computational complexity caused by two-dimensional (2-D) searching process limits its practical application. To avoid the high-dimensional searching, a keystone transform-based method (KTM) was recently proposed to lower the computational cost [19] . However, these estimators can only be applied in traditional carrier-constant signals, and they would fail to achieve a good estimation performance for FH signal. This is because the random phase induced by the hopped carrier frequency influences the signal coherence in estimation process if it cannot be eliminated. After looking up a lot of literatures in this field, we find that little research has been published about TDOA and FDOA estimation of high-speed FH emitters with the consideration of RM on the condition that the estimation process does not need to know the hopped carrier frequencies of received FH signals.
Additionally, based on extensive emitter localization methods [10] , [12] , [13] , [20] , [21] , we find that the parameters used to locate the target are actually the range difference (RD) and the range rate difference (RRD) rather than the TDOA and FDOA. Hence, the estimated TDOA and FDOA of traditional methods need to be converted into RD and RRD through several mathematical operations before constructing the non-linear localization equations, i.e., RD= c·TDOA and RRD= f c ·FDOA/c, where c and f c denote the signal propagation speed and carrier frequency of the carrier-constant signal, respectively. In this case, the carrier frequencies of all the received pulses need to be exactly known, which is not realistic for non-cooperative FH emitters. Fortunately, we note that no matter how the FDOA varies with carrier frequencies, RRD always remains constant. If RRD can be directly estimated, there are the following advantages:
1) It can efficiently avoid the trouble of FDOA changing in FH signal. 2) All the received pulses can be coherently used regardless of hopped carrier frequency. 3) There is no need to know the hopped carrier frequency of each received pulse during the estimation process.
Motivated by the above facts, a joint RD and RRD estimation method for unknown FH signal with the consideration of RM during the observation time is proposed in this paper. By defining a novel operation named frequency reversing transform (FRT), this method first converts the random phase in received signals into the fixed phase. Then, after RM correction via scaled Fourier transform (SFT), RD and RRD can be easily estimated by using inverse fast Fourier transform (IFFT) operation. The contributions of this paper are listed as follows:
1) FRT operation can effectively remove the random phase of FH signal. 2) The estimation process requires no prior information about the carrier frequencies of FH signals.
3) Direct RRD estimation can skillfully avoid the problem of FDOA changing in FH signal. 4) The proposed method has a better anti-noise ability with lower computational cost. The results of numerical experiments can support the theoretical analysis and the above contributions.
The remainder of this paper is organized as follows. Section II formulates the signal model for passive FH emitter localization. Section III details the proposed estimation method. Section IV presents the discrete and fast implementation of the proposed method. Section V analyses the computational complexity. Numerical experiments are performed in Section VII and, finally, some concluding remarks are drawn out in Section VII. 
II. SIGNAL MODEL
Consider a typical three-dimensional (3-D) emitter localization scenario as illustrated in FIGURE 1, where two geographically separated receivers intercept the signal transmitted by a non-cooperative moving emitter. After using the partition technique [15] , [22] , whose principle are shown in FIGURE 2, the two-dimensional signal model used in this paper could be expressed as
where
and s(t) is the unknown complex envelope of x(t) with bandwidth B. f c,m is the transmitted carrier frequency of the m th pulse; f c denotes the average carrier frequency; f c is the frequency hopping bandwidth; α (m) is a random number, which implies the rules of frequency hopping. t = nT s (n = 1, 2, · · · , N ), is named as fast time. T s and N are the sampling interval and the number of samples within each pulse. t m = m · PRI (m = 0, 1, · · · , M − 1), is the slow time, i.e., the interpulse sampling time. M and PRI stand for the number of received pulses and the pulse repetition interval, respectively. To be specific, the batch architecture of the transmitted signal x (t, t m ) and the definitions of the above variables are clearly marked in FIGURE 2.
Due to the relative motion between the emitter and receivers, two intercepted signals from each receiver differ with the transmitted signal with a time varying delay, which can be expressed as
where b i and c are the amplitude and the signal propagation speed. n i (t) is the additive complex white Gaussian noise. R 1 (t m ) and R 2 (t m ) denote the relative moving distances between the emitter and two receivers. Without loss of generality, we choose r 1 (t, t m ) as the ref- (3), and two received signals after down conversion can be expressed as
where A is the normalized amplitude, and t has been replaced byt for easy derivation. In (4), the time varying range dif-
is of interest to us, because it contains information about the target's position and velocity. As shown in FIGURE 1, define the initial positions and velocities of target and two receivers respectively by
The initial distances between the target and two receivers can be expressed as
Within the observation time, the emitter and two receivers move to their new positions whose coordinates are
In this case, the new distances between the target and two receivers can be written as
Thereafter, taking the first-order expansion over
and
From (8), we find that r andṙ denote RD and RRD, which are important measurements used in emitter localization methods [10, 12, 13, 20, 21] . Inserting (8) back to (4) yield
As can be seen from (11), the signal envelop of r 2 (t, t m ) is affected by the time varying delay (r +ṙt m ) c. When the offsetṙt m exceeds the range resolution (i.e., r = c B), the RM effect would occur, which will cause ripples throughout the estimation processing. In addition, the phase of 
Obviously in (12) , due to the existence of the hopped carrier frequency, the phase of each pulse in (11) randomly changes, which does not benefit the parameter estimation. Hence, this paper will propose a method to simultaneously eliminate the above effects and achieve the joint estimation of RD r and RRDṙ of the FH signal.
III. PROPOSED ALGORITHM
In this section, the principle of the proposed estimation method will be characterized in detail.
A. RD AND RRD ESTIMATION
Performing the matched filtering operation on two received signals and then employing FFT along the fast time, we have
Note that the range frequency f in (13) 
Inspired by the ideal of time reversing transform [24] , this paper introduces a novel operation named FRT to eliminate the random phase term. A new signal
where the symbol ← above S m (f , t m ) represents the frequency-reversing operation.
, and the FRT is obtained as follows
As shown in (15), the random phase term has been eliminated via FRT operation but the RM effect still exists. If we directly perform the fast Fourier transform (FFT) on (15) along the t m axis, i.e.,
where FFT t m [ · ] represents the FFT operation along the t m axis. We find that the signal energy distributes along the inclined line f m + 2ṙf c = 0 rather than a beeline due to the linear coupling between f and t m in the second exponential term of (15) . Hence, it cannot be accumulated into a sole peak currently. f m denotes the frequency variable with respect to t m in the FFT operation, and δ ( · ) is the Dirac delta function. Fortunately, the SFT can be utilized to remove such coupling [25] . Performing the SFT on (15) with respect to t m yields
where SFT t m [ · ] represents the SFT operation along the t m axis. ξ is the zoom factor used to avoid the spectrum aliasing [26] and its selection criterion will be discussed in subsection III-B. Then, performing the IFFT on (17) along the f axis, we have
where p (t) = IFFT f |S (f )| 4 , and A 1 is the amplitude after IFFT operation. IFFT f [ · ] denotes the IFFT operation along the f axis. It is obvious from (18) that X (t, f m ) has a sole peak at the point 2r c, −2ṙ ξ c . Hence, the RD r and RRDṙ can be simultaneously obtained from the peak position, i.e.,
where t max and f m,max respectively represent the values of t and f m when X (t, f m ) takes the maximum. The processes of RM correction and random phase elimination in the proposed method can be qualitatively described by FIGURE 3. As we can see, due to the time varying delay, RM occurs within the observation time. Moreover, the phase randomly spreads into the slow time and range frequency domain, which is caused by the hopped carrier frequency. After the FRT operation, the random phase has been converted into the constant value, which improves the signal coherence. After that, by performing the SFT with respect to the slow time, RM is also effectively removed. Finally, the joint estimation is achieved via the IFFT operation, and the signal energy is coherently accumulated into a peak, whose position is the estimation result of RD and RRD. 
B. SELECTION CRITERION OF THE ZOOM FACTOR
As analyzed above, the estimation of RRD can be obtained via the peak position of (18), whose value is related to the zoom factor ξ . To guarantee that the RRD could be estimated without ambiguity effect, we need to limit that the maximum value of −2ṙ ξ c less than the scaled Doppler frequency, i.e.,
where PRF = 1 PRI is the pulse repetition frequency. Therefore, ξ should meet
When ξ satisfies the condition shown in (21), smaller zoom factors can be chosen to increase the estimation accuracy [26] .
C. EXAMPLE
In order to easily understand the above estimation process, a noise-free example is given in this part to show how the proposed method accomplishes the estimation of r andṙ. Consider an emitter localization scenario including two receivers and one high-speed moving target, whose parameters with respect to positions and velocities are listed in Table 1 . The motion parameters of the target are close to those of a supersonic aircraft (such as the warplanes). Without loss of generality, assume that the received signal used in the experiment is the FH pulse form with linear frequency modulation, whose parameters are set as: the average carrier frequency f c = 3GHz, the hopping frequency bandwidth f c = 100MHz, the bandwidth B = 100MHz, the sample frequency f s = 200MHz, the pulse duration T p = 5us, the pulse repetition frequency PRF= 1024Hz, and the number of received pulse M = 512. α (m) is uniformly distributed in [−0.5, 0.5], and thus the carrier frequency randomly varies from 2.95 GHz to 3.05 GHz for different bursts. Based on Table 1 , the real RD and RRD can be calculated as -29.4095 km and 339.1741 m/s by using (9) . In addition, according to the analysis in subsection III-B, the zoom factor ξ is set as 3/c. Simulation results of this example are given in two received signals is given in FIGURE 4(b). Both results indicate that serious RM occurs during the observation time.
The phase comparison is given in FIGURE 4(c). As we can see that the random phase induced by the hopped carrier frequency has been converted into the constant phase via the FRT operation, which benefits the parameter estimation. After directly performing the FFT on the FRT result, the signal energy distributes along an inclined line, as shown in FIGURE 4(d) . Based on two points marked in FIGURE 4(d) , the slope of this inclined line can be computed as −2.2600 × 10 −6 , which is approximately equal to the theoretical value −2ṙ c = −2.2612 × 10 −6 and can further prove the correctness of theoretical analysis below the (16) . Fig. 3(e) shows the signal distribution after performing the SFT on the FRT result along the slow time axis. Compared with FIGURE 4(d), the inclined line has been corrected into a beeline. Finally, performing the IFFT operation on SFT result along the range frequency axis, we find that the signal energy is well accumulated as one sharp peak in FIGURE 4(f), whose 2-D coordinates are corresponding to the estimation results of RD -29.4103 km and RRD 339.1740 m/s. By contrast, FIGURE 4(g) also gives the estimation result when the random phase is not eliminated. Compared with FIGURE 4(f), the signal energy is not well accumulated into a sole peak, and thus the joint estimation of RD and RRD cannot be achieved, which further demonstrates the effectiveness and necessity of the FRT operation.
IV. IMPLEMENTATION
SFT is the key technique for the proposed method, but the above section only describe the method in continues form. To make it easier to achieve in computer, this section discusses the discrete and fast implementation of SFT. Moreover, the estimation process of the proposed method is also summarized in the end. 
A. FAST IMPLEMENTATION OF SFT
Use the sampling scheme of Claasen and Mecklenbräuker (CM) [27] , and the discrete form of (15) is expressed as
where n f and n t m are the samplings of the range frequency f and the slow time t m with the sampling intervals f and t m .
Performing the scaled Fourier transform on (22) along n t m , we have D n f , n f m = n tm T n f , n t m W n fm n tm (23) where W = exp −j2π ξ n f f f m t m (24) n f m and f m are the sampling and the sampling interval of f m . Note that (23) is the discrete Fourier transform (DFT) operation for n t m , which has a high computational cost O(MN 2 ). From the standpoint of fast implementation, DFT is not suitable to realize the SFT in realistic applications. Fortunately, based on the digital signal processing theory [28] , (23) can be easily realized via the FFT-based chirp-z transform [28] . Substituting the Brustein equation defined as 
Let
and (26) is changed as
where the symbol ⊗ denotes the convolutional operation. (28) can be regarded as a convolution in the time domain. Hence, we can use the FFT-based method to solve it and the computational cost is reduced to O 3MN log 2 M . Based on the above analysis, the flowchart of computing (28) is shown in FIGURE 5. Overall, due to the utilization of the FFT-based chirpz transform, the SFT can be fast implemented with a low computational cost.
B. SUMMARY OF ALGORITHM FLOW
To intuitively show the estimation procedure, the flowchart of the proposed estimator is given in FIGURE 6 . The estimation procedures are detailed as follows.
Step 1: Perform the range FFT and matched filtering operations on two received signals.
Step 2: Use FRT to remove the random phase induced by the hopped carrier frequency.
Step 3: Perform the SFT on FRT result along the t m axis to correct the RM.
Step 4: Apply the IFFT on SFT result with respect to f .
Step 5: Estimate RD r and RRDṙ via the peak position of accumulation result.
V. COMPLEXITY ANALYSIS
Computational complexity is an important index to evaluate the performance of an estimator. For this purpose, this section discusses the computational complexity of the methods in detail. To be fair, we choose ML-based method [18] , MCAF [15] , FFT-based CAF [29] , and KTM [23] as references to be compared with the proposed method because they have the same application scenario in the passive localization. Denote the numbers of searching RD, RRD and fold factor by N r , Nṙ and N n . According to [18] , the ML-based method accomplishes the estimation via 1-D searching process. Hence, its computational complexity is about O 2MNṙ N log 2 N .
MCAF needs to compute CAF for each pulse, and thus the computational complexity of MCAF is in the order of O 2MN r N log 2 N .
In FFT-based CAF, for each N r , a MN-point FFT operation is required with the computational cost O 2MN log 2 MN . Thus, the total computational complexity is in the order of O 2N r MN log 2 MN . The computational complexities of the above five methods are listed in FIGURE 7. In the fourth column, the computational complexities are normalized by that of the proposed method when M = N = N r = Nṙ = N n = 1000. To visually view the superiority of the proposed method, FIGURE 7 shows the computational complexities of the above methods under the assumption that M = N = N r = Nṙ = N n . It can be seen that the proposed method has gain more than 10 2 times reduction in the computational cost compared with other four estimators. This is because the proposed estimator avoids the brute-force searching procedure and can be fast implemented by the FFT and IFFT operations, which is suitable for realistic applications.
VI. NUMERICAL EXPERIMENTS
In this section, several numerical experiments are conducted to investigate the effectiveness of the proposed method. 
A. ESTIMATION PERFORMANCE
This part compares the estimation performance of the proposed method with that of the above-mentioned methods in a relatively low signal-to-noise ratio (SNR) environment. The simulation conditions with respect to the parameters of the received signal, receiver location and target location are the same as those in subsection III-C. Two received signals are contaminated by the zero-mean white Gaussian noise and the input SNR is set to be −10 dB. The estimation performance among different methods is shown in FIG-URE 8. The simulation results and analysis are listed as follows.
1) FIGURE 8(a) shows the signal energy distribution after
matched filtering operation, which is blurry in the noise with SNR = −10dB. FIGURE 8(b) gives the estimation result of conventional FFT-based CAF. As we can see, this method cannot fulfill the parameter estimation, because there is no capacity to eliminate the RM and random phase effects. 2) In FIGURE 8(c) and (d), although the ML-based method and KTM can effectively remove the RM, significant sidelobe clutters appear in the integration result because the random phase induced by the hopped carrier frequency still exists, which disperse the signal energy and influences the signal coherence during the estimation processing. This signifies that they are not suitable for FH signal. 3) FIGURE 8(e) gives the estimation result of MCAF.
Even though it can accumulate the CAF of each pulse after normalizing the frequency, the uncorrected RM leads to no focused peak in estimation result, which directly deteriorates the estimation accuracy of RD and RRD. 4) FIGURE 8(f) shows the result of proposed method.
Owing to effectively removing the random phase and RM effects via FRT and SFT operations, the proposed method can successfully accumulate the signal energy into a sharp peak at RD-RDD plane without any sidelobe clutters in such a low SNR condition, which offers a better anti-noise performance. The 2-D coordinates of the peak are corresponding to the estimation results of the RD and RRD.
B. ANTI-NOISE PERFORMANCE
The simulated anti-noise performance of the above estimators is investigated in this part. The root mean square errors (RMSEs) are used to evaluate the anti-noise performance of RD and RRD. Complex white Gaussian noise with zero mean is added to two received signals with SNR varied between −20 dB and −5 dB. At each SNR, 1000 independent Monte Carlo runs are performed. Other simulation conditions about receiver location, target location and received signal are the same as used in subsection III-C. FIGURE 9(a) and (b) respectively give the RMSEs of RD and RRD estimation. Based on the comparison results, we have reached the following conclusions:
1) The estimation threshold SNR of the proposed method is higher than that of the other compared estimators, which means that it can produce more accurate estimation results under the low SNR conditions. This is because two effects (i.e., RM and random phase) in received signal can be effectively eliminated via FRT and SFT operations. 2) Due to lack of the ability to remove the RM and random phase, the traditional FFT-based CAF does not work. 3) Although the MLE and KTM can remove the RM, the random phase caused by the hopped carrier frequency still exists and disturbs the anti-noise performance, consequently. 4) Because there is no step to correct the RM in MCAF, it cannot achieve high anti-noise performance even though the frequency is normalized completely. Moreover, the premise of frequency and phase compensation in MCAF is that the hopped carrier frequencies of received FH signal are exactly known. Overall, based on the comparison results of computational complexity and anti-noise performance, we can conclude that the proposed method has a better estimation performance with much lower computational cost, compared with other existing methods. Moreover, it does not need to know the prior knowledge with respect to the hopped carrier frequencies of received FH signal.
VII. CONCLUSION
To realize the reconnaissance of FH emitter in passive localization, this paper proposed a joint RD and RRD estimation method based on FRT and SFT with the consideration of RM effect. This algorithm can efficiently remove the random phase via FRT operation without requiring the hopped carrier frequencies of received FH signal. Moreover, it can directly estimates the RRD rather than the FDOA, which skillfully avoids the problem of FDOA changing in FH signal. Additionally, it is a non-searching method, which can be easily realized by complex multiplications, FFT and IFFT operations. Simulation results demonstrate that the proposed method outperforms several representative methods with respect to complexity cost and estimation performance.
