Abstract-We experiment various simple classical algorithms on the expensive optimization testbed from Cec2015. CMA performs best, in particular its DCMA flavor using quasi-random numbers. Nelder-Mead also performs well. Portfolios performed well for the given budget (500 evaluations in dimension 10 and 1500 evaluations in dimension 30), but not the half budget, which is also taken into account in the competition, hence we did not include them in the final version.
I. INTRODUCTION
[1] proposed a testbed for expensive optimization. This means that the number of fitness evaluations is limited. In this case the budget is 500 in dimension 10 and 1500 in dimension 30. The testcase is also designed for difficult objective functions, with 2 unimodal and 13 multimodal functions including hybrid and composition functions.
[2] proposed the use of portfolio methods in noise-free optimization. Portfolio are generic tools for combining optimization algorithms, most widely used in combinatorial optimization, but also appearing in noisy continuous optimization [3] and noise-free continuous optimization [2] .
We also use quasi-random numbers in mutations, as proposed in [4] . Basically, it makes algorithms slightly better on average, with a different distribution, as detailed later.
The computation time in portfolio algorithms can be simply divided equally among solvers, or not [5] . [6] , [7] propose 50% for the best solver, 25% for the second best, and so on. One might also run all solvers during e.g. 25% of total time, and then keep 75% of the budget only for the best performing one. This is the approach we keep for all our portfolio experiments in this paper.
Surrogate models are classical for expensive optimization [8] ; population-based methods have also been widely used [9] , as well as derivative-free methods as expensive optimization is often due to heavy simulations without gradient [10] . Gaussian processes are also widely used as their internal cost becomes negligible in front of the cost of the objective function [11] , [12] . We consider mostly population-based optimization; the comparison with the results of other methods will be outputs of the session, comparing various methods on this same testbed.
II. ALGORITHMS

A. Individual algorithms
We use the following implementation in our comparison (N is the dimension):
• Covariance Matrix Adaptation (CMA) [13] , λ = 4 + 3 log(N ), μ = λ/2.
• anisotropic self-adaptive [14] , λ = 12, μ = 3, τ = 1/ √ 2N .
• Self-adaptive (SA) [14] ,
• Self-adaptive (SA) with covariance [15] 
• Differential evolution, DE [16] , population size 30, DE/Curr-to-best/1, Cr = .5, F 1 = F 2 = .8.
• Covariance matrix self-adaptation CMSA [17] , λ = 12, μ = 3, τ = 1/ √ 2N .
• (1 + 1)-ES [15] , step-size multiplied by 1.5 in case of success and one-fifth rule (i.e. division by 1.5 1/4 in case of failure).
• Nelder-Mead [18] .
• PSO [19] , [20] with population size 30, neighborhoud 10, ω = 1/(2 log(2)), φ p = .5 + log(2), φ g = .5 + log(2), initial velocity 1 and maximum velocity 1.5.
The initialization is uniform in the domain, for each algorithm.
B. Restart/portfolio
[2] reported excellent results for sophisticated methods, and indeed also good stable results with simple methods. We decided to focus on simple methods. In all our experiments, the portfolio equally divides the computation time among the algorithms during 25% of the budget, and then uses only the solver which provided the best search point during the remaining 75% of the budget. CMA/CMA/CMA for example refer to running 3 instances of CMA during 25% of the budget, and then the best performing one during the remaining 75%.
III. EXPERIMENTS
In the following sections, we first compare several classical algorithms, before tuning the best one and adding quasirandom numbers. A short discussion is that CMA and NM perform well, as well as their combinations into portfolios. The next sections are dedicated to testing variants of CMA, in particular including quasi-random numbers and different parametrization.
A. Preliminary experiments: comparing various algorithms
B. Tuning, and adding quasi-random numbers
BI refers to initial step-size 40, whereas the initial stepsize is 1 otherwise. QR refers to variants with quasi-random. MS refers to variants with step-size lower-bounded by 0.0001 instead of 0.01 for others. "+" refers to elitist strategies compared to the default "," strategy. Tables IV, V, VI, VII present the results for dimension 10 and 30 for the worst, median and average rank over the test cases. The best is usually better with quasi-random numbers, and the worst is worse. Means and medians are usually improved when using quasirandom numbers, though it is not always the case. In Section V, based on means and medians, we get a clear improvement with quasi-random numbers as all best methods use quasirandom mutations. BI usually provides an improvement, as well as the use of a "+" strategy.
IV. CEC 2015 CRITERIA
The CEC 2015 testbed uses an average between the mean and the best fitness, at the end of the budget of 1500 evaluations (in dimension 30) and 500 evaluations (in dimension 10) , and also at half budget. The best results we were able to obtain are reproduced in tables VIII and IX. The corresponding complexities are shown in tables X and XI.
V. OTHER RESULTS
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