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RESUMEN
Este artículo presenta los resultados obtenidos al 
representar las pérdidas en una transmisión de video 
digital por medio de modelos ARIMA y SARIMA, 
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uso del lenguaje de programación R para la estima-
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el más apropiado para representar la serie original 
y estimar valores futuros, encontrando que el mo-
delo SARIMA presenta un mejor ajuste y predice 
de mejor manera el comportamiento de la misma.
ABSTRACT
This paper presents the results obtained by repre-
senting losses in a digital video transmission using 
ARIMA and SARIMA models. The experiments 
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logy and using programming language R for the 
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models was conducted in order to determine what 
the most appropriate model was in order to represent 
the original series and estimate future values. The 
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ching and better prediction of the original data set.
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1.  INTRODUCCIÓN
En el auge que tienen actualmente las redes de 
datos, es de vital importancia el desarrollo de mo-
delos que permitan entender y representar de mejor 
manera su funcionamiento. Entre las diferentes op-
ciones que existen para modelar los distintos tipos 
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que representan de una mejor manera procesos 
estocásticos mediante herramientas probabilísticas 
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datos (paquetes, ráfagas y sesiones) [1]. Por esto 
las series de tiempo y los métodos para modelarlas 
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co, dadas sus ventajas para representar y predecir 
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ferencia temporal conocida.
En el curso del desarrollo de una plataforma de ser-
vicios streaming dentro de la red RITA de la Univer-
sidad Distrital [2] y más puntualmente en el proceso 
de implementación de un segmento de red para el 
acceso a un repositorio digital de video [3], surgió 
la necesidad de realizar un análisis de las principales 
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delar y caracterizar el desempeño del canal. Teniendo 
presente esta necesidad y sabiendo que para servicios 
de red basados en transmisiones multimedia en tiempo 
real los paquetes faltantes afectan directamente la 
experiencia de usuario, se propone la representación 
de las pérdidas en dicho canal mediante series de 
tiempo y su modelado por medio de procesos ARIMA 
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Para la obtención de dichos modelos se hará uso del 
lenguaje y entorno de programación “R” y se seguirá 
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De acuerdo a lo anterior, en las siguientes seccionesse 
hará una breve exposición de los conceptos funda-
mentales para el análisis de las series de tiempo y 
los procesos ARIMA. Posteriormente se utilizará la 
metodología mencionada para el ajuste de los mo-
delos expuestos a una muestra de las pérdidas en el 
canal y se realizarán predicciones de la serie con los 
parámetros obtenidos con el objetivo de comparar 
los resultados y determinar la idoneidad de cada uno 
de ellos para representar el comportamiento de la 
serie original. Por último, se elegirá el que presente 
mejores resultados como descripción formal de las 
pérdidas durante la transmisión. 
2.  FUNDAMENTOS
2.1  Series de tiempo
Las series de tiempo son secuencias de muestras 
de una variable tomadas típicamente en instantes 
sucesivos y espaciados uniformemente, que en el 
presente documento se utilizarán para la representa-
ción de las pérdidas en el canal, dada la dependencia 
temporal que presentan las ráfagas de datos en una 
transmisión de video. Estas series son herramientas 
estadísticas utilizadas para explicar (y en algunos 
casos predecir) el valor que toma en un momento 
de tiempo determinado la variable analizada.
2.2  Modelado de series de tiempo
Las series de tiempo por sí solas se reducen a una 
simple organización temporal de muestras que 
permiten la descripción de algunos parámetros 
básicos de un proceso estocástico. Lo que realmente 
representa un gran aporte en el estudio de este 
tipo de series son las metodologías y los modelos 
matemáticos que se han desarrollado en torno a la 
descripción y predicción de variables aleatorias, en 
especial los modelos autorregresivos, de medias 
móviles y todos los que han derivado de la com-
binación de estos dos. A continuación se hace una 
breve descripción de algunos de los estándares tra-
bajados a lo largo de la investigación. La notación 
utilizada es la siguiente:
6   : serie de tiempo que será analizada.
* * *
55
Modelado de pérdidas en una transmisión de video por medio de series de tiempo ARIMA y SARIMA 
Danilo Alfonso López Sarmiento / Carlos Andrés Martínez Alayón / Edward Johannes Uribe Sierra / Nicolás Carlos Eduardo Torres Vallejo
investigación
6    : función de blanco con promedio cero y 
varianza constante.
6        : grados de diferenciación normal y esta-
cional.
6               : polinomio de orden p del componente 
autorregresivo.
6               : polinomio de orden P del componente 
estacional autorregresivo.
6      : polinomio de orden q del componente de 
medias móviles.
6              : polinomio de orden Q del componente 
estacional de medias móviles.
6   : periodo de la función si presenta estacio-
nalidad.
6  : promedio de la función original sin diferenciar.
2.2.1  Modelo Autorregresivo (AR)p
Con este modelo, descrito en la ecuación (1), se 
expresa el valor actual de la serie como una función 
de los valores que tomó la misma en las p muestras 
anteriores ponderados por un factor y de una per-
turbación aleatoria presente.
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(1)
2.2.2  Modelo de medias móviles (MA)p
Considera que el valor de la serie estacionaria se 
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ocurridas en el pasado, ponderadas por un factor que 
	
2	
	
			
	)
presente de la serie. Su descripción matemática se 
plasma en ecuación (2).
 
 t q tY L u  
(2)
2.2.3  Modelo ARMA
Como se muestra en la ecuación (3), este modelo 
representa una serie de tiempo como una combi-
nación de los dos modelos anteriores:
   p t q tL Y L u  
(3)
2.2.4  Modelo ARIMA
Algunas series deben ser diferenciadas para elimi-
nar tendencias o varianzas cambiantes y así obtener 
series estacionarias. El modelo ARIMA hace refe-
rencia a un sistema ARMA que se ha aplicado a una 
serie diferenciada. Así, se tiene la representación 
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2.2.5  Modelo SARIMA
Es autorregresivo e integrado de promedio móvil 
estacional, se basa en ARIMA, con algunos de sus 
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integrar el comportamiento estacional de la serie. 
SARIMA tiene la siguiente notación:
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3. METODOLOGÍA
para la elección de los modelos descritos anterior-
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6 Identificación y selección del modelo (es-
tacionariedad, estacionalidad, componentes 
autorregresivos y de medias móviles).
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ajustan a los parámetros escogidos por medio 
de algoritmos computacionales.
6 Validación del modelo obtenido.
Dado que el análisis propuesto se enfoca en la pér-
dida de paquetes sin incluir índices adicionales de 
desempeño del canal como latencia, jitter u otros, 
se eligieron las series de tiempo univariadas para la 
representación de los datos teniendo en cuenta que 
permiten analizar el comportamiento de la variable 
en sí misma sin pretender explicar los factores 
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detalladamente los pasos que se siguieron en la 
obtención de los modelos ARIMA y SARIMA.
3.1  Organización de los datos
Para poder hacer una buena representación con series 
de tiempo se debe escoger un intervalo de tiempo 
que capture de alguna forma un comportamiento 
descriptivo para el patrón que se desea analizar. 
En econometría, por ejemplo, este problema de-
pende generalmente de la periodicidad con la que 
se obtengan los datos (índices mensuales, anuales, 
trimestrales, etc=K
		0		
transmitido porta encabezados que brindan infor-
mación de manera casi continua, por lo cual se debe 
escoger un intervalo que arroje datos globales. En 
general, intervalos de tiempo muy cortos arrojarán 
comportamientos más puntuales, mientras que perio-
dos muy largos harán énfasis en comportamientos 
más globales. Para el caso de estudio se analizaron 
las capturas obtenidas de una de las transmisiones 
de video generadas para el análisis de los parámetros 
de QoS del canal [3], y se tomaron las pérdidas por 
segundo durante 3,3 minutos (200 muestras), ya 
que al no tratarse de un canal congestionado no se 
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de inactividad. Esto ayudará además a obtener una 
descripción matemática aproximada de las pérdidas 
como una variable de medición de la calidad de la 
transmisión de video.
Una vez organizados los datos, se almacenan en 
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la serie obtenida al calcular el número promedio 
de muestras entre picos) y una referencia de inicio 
cualquiera, ya que no se sigue un índice diario, 
semanal, etc. (en este caso 0), y se procede a la 
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la evolución de la variable a lo largo del tiempo. 
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de la serie original. 
Figura 1. Pérdidas durante 200 segundos.
Fuente:elaboración propia.
Como se puede observar, a simple vista no es 
posible determinar la estacionariedad de la serie, 
ya que esta no presenta una tendencia clara ni una 
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a profundidad las características de la misma.
3.2  Análisis de estacionariedad y 
estacionalidad
Y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la función stl (serie, s.window=”periodic”) de R [7].
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Figura 2. Análisisde la serie original con la funciónstl() de R.
Fuente: elaboración propia.
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plasman los datos, la componente estacional, la 
tendencia y los residuos entre las dos primeras. De 
la componente estacional -que se obtiene basándose 
en el número de promedio de retardos entre valores 
similares- se puede corroborar que la serie presenta 
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embargo, como se puede observar en la tercera 
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móviles para un N igual a la frecuencia indicada en 
el objeto “ts”), no es posible establecer si la serie es 
estacionariao no, ya que no se obtiene una media 
constante a través del tiempo ni una tendencia cre-
ciente o decreciente. No obstante, adicionalmente 
al análisis de tendencia y de varianza, también es 
posible realizar diferenciaciones iteradas para ob-
servar cuál presenta una menor desviación estándar 
%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En la tabla 1 se presentan los valores de la varianza para 
diferentes grados de diferenciación de la serie original:
Tabla 1. Varianza para diferentes valores de D.
D 0 1 2 3
Varianza 11170 >|}O X}~O~ WXO>|
Fuente: elaboración propia.
Como se puede observar, la varianza comienza a au-
mentar luego de la segunda diferenciación. Como se 
	

	
?~G		*		)	*	"		

la serie original y eliminar información valiosa que 
se manifestaría en la función de autocorrelación, ya 
que en un caso de sobre diferenciación las autocorre-
laciones se hacen aún más complicadas de analizar, 
el modelo pierde parsimonia, se incrementa la va-
rianza y se pierden observaciones. Por lo anterior, se 
determina que la serie se debe diferenciar una vez.
La estacionalidad de la serie puede comprobarse 
observando sus funciones ACF (Función de Auto-
correlación) y PACF (Función de Autocorrelación 
=			
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
Figura 3. ACF y PACF de la serie.
Fuente: elaboración propia.
Como se puede observar, estas funciones arrojan 
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y demás múltiplos de la frecuencia, lo cual muestra 
el comportamiento periódico de la serie. Además, 
como se describe en la siguiente sección, a partir de 
	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parámetros de cada modelo.
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3.3  Determinación de los parámetros del 
modelo
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los periodos de estacionalidad (entre los retardos 
múltiplos de la frecuencia) la autocorrelación más 
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mientras que la autocorrelación parcial solo arrojó 
un valor considerable para el primer retardo. De las 
anteriores observaciones, se obtienen como candi-
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de forma relativamente lenta y la PACF presenta 
un corte abrupto en el primer retardo, lo cual podría 
indicar que la autocorrelación con el primer retardo 
se propaga a retardos superiores, por lo cual otro 
candidato a considerar es el AR(1). No obstante, 
no se espera que este modelo represente de buena 
forma el comportamiento de la serie, ya que por 
su simplicidad no captura la relación temporal del 
valor presente con valores anteriores.
Para la componente estacional de las pérdidas, 
se realiza el análisis de la serie transformada por 
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aesta diferenciación para incluir la estacionalidad 
en el modelo SARIMA, se tomará el valor 1 para 
D. Tanto la ACF como la PACF presentan valores
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2. Del análisis descrito se obtienen modelos can-
didatos con parámetros SAR(2) y SMA(2), que
adicionalmente (incluyendo el análisis hecho para
los modelos ARIMA dentro de los periodos de es-
tacionalidad) tienen componentes AR(3) y MA(3).
Con lo anterior se tienen los siguientes valores o
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Tabla 2. Rangos de valores para los diferentes 
parámetros de cada modelo.
ARIMA SARIMA
Min Max Min Max
p 0 WO 0 3
d 1 1 1 1
q 0 W< 0 3
P N/A N/A 0 2
D N/A N/A 1 1
Q N/A N/A 0 2
Fuente: elaboración propia.
De las posibles combinaciones obtenidas al variar 
los parámetros descritos en la Tabla 2 se obtendrían 
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de los cuales arrojarían resultados similares a 
otros teniendo en cuenta que solo varían algunos 
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las variables p y q para tomar los valores 0 a 3 y 
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modelos ARIMA a analizar.
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validación de los modelos
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las funciones Arima() y auto.arima() del paquete 
forecast de R, las cuales realizan las iteraciones 
	0	 
*	 	
  )	 		
de los parámetros p, d, q, P, D y Q para obtener los 
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más de arrojar los cálculos de la función AIC con 
la cual se puede validar la efectividad decada uno 
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de valores futuros conocidos se hizo por medio de 
la función forecast() del mismo paquete, que hace 
la predicción automática basado en el objeto Arima 
%	
3		)			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4. RESULTADOS
para la evaluación de los modelos obtenidos se 
tuvieron en cuenta los factores de ajuste, predic-
ción y complejidad. El ajuste se midió por medio 
			

	$$	;
sus siglas en inglés) [12], el cual mide la bondad 
de ajuste de un modelo determinado a un conjunto 
de datos conocidos. Este índice se utilizará como 
criterio para determinar el mejor ajuste para la serie 
tratada [13]. La predicción se medirá por medio del 
error medio cuadrático (o RMSE por sus siglas en 
inglés) entre los datos originales y los obtenidos 
por el modelo. Con esta medida se podrá comparar 
qué tan alejadas están las predicciones de los datos 
reales. Finalmente, se evaluó la complejidad de los 
	 	
	
	
	
 	
3			-
cientes resultantes y los recursos computacionales 
que requirieron.
4.1  Ajuste
	 
' 
  	 X{W 	 )

 	  0  %  	  <{ 	
ARIMA que se procesaron, el 22 % (11 modelos) 
presentóerrores de convergencia (no se pudieron 
*	
	  		
	 	*  0	  


“optim” usada para su cálculo realiza iteraciones 
que en ocasiones generan valores catalogados como 


=	
0			
				
X<<	
'		Z~
;<X	=K	
		
	
al generar cada modelo y este queda almacenado 
como una de las propiedades del mismo. En la tabla 
3 se condensan los principales resultados obtenidos 
para los diferentes modelos. 
Tabla 3. 		
			
		
Modelo AIC
 ARIMA(0,1,3) XO>{}}O~>|
 ARIMA(1,1,3) XO>}ZWZXOW
 ARIMA(3,1,0) XOO>XO>O}W
 ARIMA(3,1,3) XO>W>||WX{
;WOX}= Error
;}XWO= XO|~Z>>}WZ
;WOXWO= X|ZW{~O|<|
;XXW=;}XZ=;W<= XW}X~}O>~O
;WX}=;}XZ=;W<= XWXO|>{{|<
;XX}=;XXZ=;W<= Error
;WXX=;}XX=;W<= XW}}Z{Z<<X
;WXX=;XXZ=;W<= XW}Z~X>}|Z
;WXW=;}XZ=;W<= XW}W~ZW>{{
;WXW=;ZXZ=;W<= XWX}>~{}~~
Fuente: elaboración propia.
Los modelos con un menor AIC presentan una 
mejor bondad de ajuste, y por tanto una mejor 
representación de los datos. El modelo ARIMA 
que presentó el mejor ajuste por AIC fue el ARI-
MA(1,1,3), cuya descripción matemática se plasma 
	
	
;O=;*	
0			
	
siguen la notación descrita en el marco teórico):
    2 3X }>X>X X ;X }OW~> }}{~O }Z>|~ =t tL L Y L L L a     
  ;O=
El ajuste hecho por R para este modelo se muestra 
	

	
	<

la serie original (en negro).
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Figura 4. Ajuste del modelo ARIMA (1,1,3)
Fuente: elaboración propia.
Como se puede observar, el ajuste se hace sobre una 
				
;	X<O	=
teniendo en cuenta que la parte restante se utilizará 
para hacer la predicción.
Por otro lado, el modelo SARIMA con mejor AIC 
	 	 ;WXX=;}XX=;W<= 	  0	
descrito por la ecuación (7).
Z W W<;X }O>OZ }}<W} } Z|~> =;X =;X =; =tL L L L L Y 	 	     
W<;X }~|>X =;X }{{{| = tL L u 
(7)
Y>								


tono más claro junto a la serie original (en negro).
Figura 5. 			;WXX=;}XX=;W<=
Fuente: elaboración propia.

0		
	  			


similitudes, matemáticamente el modelo SARIMA 
presenta un mejor ajuste, ya que su AIC fue de 
XW}}Z{ 	
	 )	XO>}ZW*	

el modelo ARIMA. En general, todos los modelos 
SARIMA presentaron mejores índices AIC, con un 
)		XWX~ZZ	
		-
0			


		XO|>}W
4.2  Predicción
En la siguiente etapa se generó una predicción de 
un conjunto de datos y se comparó la capacidad de 
los modelos para estimar los datos reales. Como se 
mencionó anteriormente, se ajustaron los modelos 
*		X<O			
	&'
	
		
	|<K

*<		

	 	%	
error cuadrático medio que presentó su predicción 
frente a los valores reales de la serie original.
Tabla 4. RMSE para predicción con diferentes modelos.
Modelo RMSE
 ARIMA(0,1,3) XWX|W||X<Z
 ARIMA(1,1,3) XWZX{>>{Z~
 ARIMA(3,1,0) XW|}}}X|}>
 ARIMA(3,1,3) XWX~~O<~}>
;WOX}= Error
;}XWO= XW>~W~W<>~
;WXW<= XZ|XXX{}X|
;ZXZ=;XX}=;W<= O~~ZO~>WZ>
;WX}=;}XZ=;W<= {<>O<~}X><
;WXX=;}XX=;W<= ~|W}ZZO>WX
;WXX=;XXZ=;W<= {W{X{Z|{~X
;WXW=;}XZ=;W<= {{|O~}{~W>
;WXW=;ZXZ=;W<= X}}X><XWZW
Fuente: elaboración propia.
Como se puede observar, las predicciones reali-
zadas con modelos SARIMA presentaron errores 
medios cuadráticos menores a los que se obtuvieron 
con ARIMA de orden superior. 
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Lo anterior se traduce en mejores predicciones de 
los datos reales, ya que los valores estimados están 
en promedio más cerca de la serie original.
Y	
;~=	*			;WXW<=
que presentó el mejor RMSE (127,11) entre los 
ARIMA.
;~=
La predicción hecha por este modelo se muestra en 
O;			

	
	<Z	=
	%		
original (en color más claro).
Figura 6. 	
%			;WXW<=
Fuente: elaboración propia.
Aunque este modelo estimó de buena manera el 
comportamiento aleatorio de los valles de la función 

&!	
	
>}	
(luego de las cuales muestra una línea recta), no 
logró reproducir el comportamiento periódico de 
la serie original, que se traduce en los picos que se 
		

W<	
Por otro lado, el modelo SARIMA que realizó la 
		
		;ZXZ=;XX}=;W<=
;

K	O~~Z=0	0		
	
;{=
W< Z W<;X }>ZOZ =;X }}ZX }}}|| =;X =L L L L  	 
Z=;X =; = ;X }}>Z> }}>}~ =t tL Y L L u   
;{=
K
|		
	
	
&	&	<Z	%		
junto con la serie original en un tono más claro.
Figura 7. 	
%			;ZXZ=;XX}=;W<=
Fuente: elaboración propia.
Este modelo predijo de mejor manera los valores 
conocidos de la serie original (su RMSE fue casi la 
mitad del obtenido con el mejor modelo ARIMA), 
ya que al tener componentes estacionales puede 
capturar el comportamiento periódico de la misma 
y por tanto, reproducir los picos que se presentan 
debido a las ráfagas en la transmisión.
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4.3  Complejidad
		

	
?~G
	*

un factor a evaluar entre los modelos, ya que uno 
con demasiados parámetros no presenta facilidad 
en su tratamiento. Por el contrario, el hecho de ob-
tener mejores resultados con modelos más simples, 

 0	 	 &
   		
intrínsecas de la serie de tiempo que se analiza. El 
			
			
de orden superior requiere muchos más recursos 
computacionales que los SARIMA equivalentes. 
En una máquina con un procesador que opera a 
una frecuencia de 3.2GHz en cada uno de sus seis 

3			W|		
		-
	;WXW<=X
%<}	

	
	W{<	
0			
 
		
		;ZXZ=;XX}=
;W<=0		
		
		'

mejor predicción. Lo anterior demuestra la idonei-
dad de los modelos SARIMA frente a los modelos 
ARIMA de orden superior en la representación de 
la serie original.
5. CONCLUSIONES
los modelos ARIMA, aun cuando consten de 
parámetros autorregresivos y de medias móviles 
relacionados a retardos alejados, no capturan el 
comportamiento periódico de las series de tiempo 
con frecuencias relativamente grandes.
	

		   0	
se presenta en la transmisión de un video autoco-
rrelacionado y con ráfagas periódicas de datos, los 
modelos SARIMA permiten representar de manera 
óptima el comportamiento de las pérdidas y otras 
variables relacionadas.
Los modelos ARIMA de orden superior, aunque 
en teoría pueden capturar las características de 
una serie de tiempo de forma similar a los mo-
delos SARIMA de orden estacional equivalente, 
requieren mayores recursos para su cálculo y mayor 
complejidad en su tratamiento, lo cual les resta 
parsimonia y por tanto, viabilidad como modelos 
				

		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