An online nonnegative matrix factorization (NMF) algorithm based on recursive least squares (RLS) is described in a matrix form, and a simplified algorithm for a low-complexity calculation is developed for frame-by-frame online audio source separation system. First, the online NMF algorithm based on the RLS method is described as solving the NMF problem recursively. Next, a simplified algorithm is developed to approximate the RLS-based online NMF algorithm with low complexity. The proposed algorithm is evaluated in terms of audio source separation, and the results show that the performance of the proposed algorithms are superior to that of the conventional online NMF algorithm with significantly reduced complexity. key words: nonnegative matrix factorization (NMF), online nonnegatie matrix factorization (ONMF), recursive least squares (RLS), low complexity, audio source separation
Introduction
Nonnegative matrix factorization (NMF) [1] has been widely applied to audio signal processing systems [2] , [4] , [5] . To solve NMF problems, various update methods have been developed, and the methods have to stack all of the data and analyze the entire dataset at once, and it limits their applications to only batch processing systems.
The online applications of audio source separation, including home theater and streaming systems, should process input signals and generate output signals for each time frame. Therefore, the systems cannot utilize the batch process. Furthermore, the online algorithms for these systems should have low computational cost and a memory capacity that is as small as possible because the calculation resources are limited [8] .
Recently, online NMF algorithms have been proposed for various online applications [9] , [10] , [12] . However, the robust stochastic approximation method [9] requires a large memory and has heavy computational cost, and the incremental NMF (INMF) method and online NMF with ItakuraSaito divergence (ONMF-IS) method require relatively little memory, but both methods suffer from low performance.
In this paper, an online NMF algorithm based on recursive least squares (RLS-ONMF) is described and reformulated in a matrix form, and a simplified RLS-ONMF (SRLS- ONMF) algorithm, which has further reduced complexity, is developed. Each algorithm is based on the Euclidean distance measure because it is easy to find the closed-form solution, and the RLS-ONMF and proposed algorithms are derived from a recursive estimation of the closed-form solution.
Problem Description
The NMF optimization with Euclidean distance is defined with a frame number n as minimizing [1] , [13] 
for nonnegative matrices
F means the Frobenius matrix norm. The online NMF algorithm for the audio signal processing system estimates the frequency basis matrix W(n) and the current time basis vector h(n) ∈ R R×1 + from the current magnitude spectrum v(n) ∈ R K×1 + .
Frequency Basis Estimation with Recursive Solution
The partial derivative of the cost function is
The derivative must be zero at the optimal point, so
where
Using the expressions Φ(n − 1) = H(n − 1)H T (n − 1) and Z(n − 1) = V(n − 1)H T (n − 1), we can write
Φ −1 (n) is obtained from (6) and the matrix inversion lemma [14] as Copyright c 2017 The Institute of Electronics, Information and Communication Engineers
By applying (6)- (8) to (3) and considering the nonnegativity constraint, the update equation can be obtained as [14] W(n) = W(n − 1) + e(n)k(n)
where [ ] + represents a half-wave rectifier, which forces the negative values to zeros, e(n) is an error vector acquired by using
and k(n) is a gain vector calculated by using (9) . To avoid the ambiguity, the normalization process can be applied:
where w col,r (n) is the rth column vector of W(n) and 2 is the L2-norm of a vector.
The update equations are developed by applying the recursive solution of the least squares problem (1), which is similar to the methodology of the recursive least squares (RLS) adaptive filter [14] , to estimate the frequency basis matrix. Therefore, it can be regarded as a matrix version of recursive least squares. Note that the update equation of Φ −1 (n) (8) is similar to the RLS update equation of the inverse of the time-averaged correlation matrix when the forgetting factor λ set to 1.
While the conventional online NMF algorithms are based on multiplicative update rule, which is a modified gradient algorithm, the derived method is based on the closedform solution and its recursive update without any matrix inversion.
Time Basis Estimation with Closed-Form Solution
The optimal current time basis h(n) is acquired by using a derivative of the cost function,
because the past errors from first to (n − 1)-th frames are independent of h(n). The optimal h(n) makes the derivative (13) zero; therefore,
The computational complexity for the frequency basis estimation is O R 2 + KR , where O is the big O notation, indicating an asymptotic growth rate [16] , and the complexity of the time basis estimation is O R 3 + KR 2 , and it is larger than that for the frequency basis estimation because of the matrix inversion process in (14).
Simplified Time Basis Estimation Method
According to several NMF researches for music signal including Virtanen [2] , each basis is expected to represent a musical note or a chord. Therefore, each frequency basis consists of line spectrum with harmonics of f 0, as shown in Fig. 1 (a) . Therefore, w T col,r 1 (n)w col,r 2 (n) (r 1 r 2 ), which is the off-diagonal element at the r 1 -th row and r 2 -th column of matrix W T (n)W(n), is very small as shown in Fig. 1 (b) , because each basis has different f 0s so the line spectrums are mismatched with each other. Therefore, the off-diagonal elements of matrix W T (n)W(n) can be neglected. If we assume that the W T (n)W(n) matrix is diagonal, (14) can be simplified to
where D(n) is an R × R diagonal matrix defined as
and diag{a 1 , · · · , a R } denotes a diagonal matrix whose diagonal entries are a 1 , · · · , a R . If the normalization process (12) is applied in the frequency basis estimation process, then (15) can be further simplified to
because D(n) becomes the identity matrix. The simplified RLS-based online NMF (SRLS-ONMF) is summarized in Table 1 . The computational complexity of the simplified time basis estimation is reduced to O KR . The complexity of the simplified algorithm is very small compared to the RLS-ONMF algorithm, because there is no matrix inversion. For each instant time frame, n = 1, 2, · · · , 1) h(n) is updated by using (14) (or (17) in the simplified version), 2) k(n) and Φ −1 (n) are updated by using (9) and (8), respectively, 3) W(n) is updated by using (10), and normalized by using (12) .
If there are two frequency basis vectors which are an octave apart exactly, the corresponding element of W T (n)W(n) may not be sufficiently small to apply the diagonal matrix assumption, and it may cause the performance degradation. In spite of the performance penalty, the simplified algorithm is useful in resource-limited applications, and this will be shown in the simulation results.
Simulation Results

Unsupervised Audio Source Separation Test
The proposed algorithm was evaluated in terms of mono audio source separation using six mixtures, from the "underdetermined speech and music mixtures task"of the Signal Separation Evaluation Campaign 2011 (SiSEC 2011) [18] , which is also included in SiSEC 2016, with downmixing to a mono signal. Each mixture was composed of three sources in 16-bit format with a sampling frequency of 16000 Hz. The mixed signals were short-time-Fourier-transformed using a 1024-point Hamming window with 50% overlap.
The proposed algorithms was compared to the incremental NMF (INMF) method [12] , ONMF-IS [10] , and online robust stochastic approximation (OR-NMF) [9] . In this experiment, we chose the smoothing parameters as 0.8 for old data and 0.2 for new data of the INMF method, and the iteration number M = 16 of each time frame. The minibatch size parameter β was set to 1 and h(n) was determined using a warm restart with 10 iterations in the ONMF-IS method. The buffer length l and iteration threshold τ of the OR-NMF method were set to 100 and 10 −6 , respectively. The number of NMF basis vectors R was set to 12 for all the NMF methods.
The separation performance was evaluated with optimal clustering from decomposed NMF bases to sound sources to remove the effect of the clustering algorithm, by examining all of the possible clustering cases that can be acquired from the decomposed signals (12 decomposed signals existed in this experiment), and choosing a clustering case that has the best separation performance. The results of the algorithms were evaluated by using the signal-todistortion ratio (SDR) proposed by Vincent et al. [20] . According to [20] , the SDR indicates the overall quality of separated signal including the performances of removing interference and preventing artifacts. Table 2 shows the separation results of NMF algorithms, and Table 3 shows the calculation complexity. The RLS-ONMF shows the best performance, and the complexity of the RLS-ONMF and SRLS-ONMF methods are much lower than that of the conventional methods. The SRLS-ONMF have degraded performance compared with the RLS-ONMF method as the reference performance, but the degradation is not so significant, so the simplified algorithm is still useful for resource-limited applications including real-time applications because it greatly reduces the complexity. An online speech denoising simulation, which is similar to the experiment in [21] , was performed to evaluate the proposed algorithm in the online application. As in [21] , there were a speech source and a noise source. The noise basis vectors were learned from the noise training excerpts by each of the online NMF algorithms, and the mixture signal was separated into a speech signal, which corresponds to the speech bases, and a noise signal, which corresponds to the noise bases. The whole separation process of the experiment was performed online and found suitable to evaluate online algorithms. Each mixture signal was generated by mixing a clean speech file with a clean noise file. The clean speech files were acquired from the NOIZEUS dataset [22] by using concatenating sentences from the same speaker to form one long sentence. Each concatenated speech file was about 15-s long, and there were 6 speech files (3 male and 3 female speakers). The noise files collected from the Web had been recorded in various noise environments, and included the sounds of birds, casinos, cicadas, frogs, guns, jungles, motorcycles, oceans, and rain. Each noise file was at least 1-min long. The first 20 s of the signal was used as the training excerpts for noise basis vectors; the remaining signal was used to generate the mixture signal. Five SNR conditions were used for generating the mixture signal: −10 dB, −5 dB, 0 dB, 5 dB, and 10 dB. Each mixture file was about 15-s long with 16-kHz sampling frequency and 16-bit quantization.
The proposed algorithms were compared with the INMF, ONMF-IS, and OR-NMF methods, as in the experi- ment described in Sect. 6.1. The old-data smoothing parameters and the new-data smoothing parameters of the INMF method were 0.8 and 0.2, respectively. The mini-batch size β of the ONMF-IS method was set to 1, and the number of iterations was set to 10 with warm restart. The buffer length I and the iteration threshold τ of OR-NMF were set to 100 and 10 −6 , respectively. The number of noise basis vectors was set to 10, and the number of speech basis vectors was set to 20. The SDR measure was used as the performance index, as in the experiment described in Sect. 6.1. Figure 2 shows the average SDR performance results over all types of speech and noise, for each algorithm and SNR condition. The RLS-ONMF method shows the best performance. The performance of the SRLS-ONMF method is similar to that of the RLS-ONMF method, and is considerably better than that of the ONMF-IS, INMF, and OR-NMF methods, even though the method has lower complexity.
Conclusion
In this paper, an RLS-based online NMF algorithm was described in a matrix form, and a simplified algorithm was developed. The RLS-based online NMF algorithm estimates the time basis vector using the least-squares solution, and it updates the frequency basis matrix with an recursive algorithm of closed-form solution, instead of the gradient-based algorithm. To further reduce the complexity, a simplified RLS-ONMF algorithm was developed based on the observation that the off-diagonal elements of the W T (n)W(n) are usually very small in audio signals. The proposed algorithm was evaluated in terms of source separation performance, and the proposed algorithms better performances than that of the conventional online NMF methods with reduced complexities.
