Abstract. The purpose of this article is to show the great interest of the use of propagation (or pruning) techniques, inside classical interval Branch-and-Bound algorithms. Therefore, a propagation technique based on the construction of the calculus tree is entirely explained and some properties are presented without the need of any formalism (excepted interval analysis). This approach is then validated on a real example: the optimal design of an electrical rotating machine.
Introduction
Deterministic global optimization algorithms based on interval analysis gain actually a new interest, due to their intrinsic quality: the reliable enclosures of the global optimum and also of all the solutions, and due to the performance of the new computers generation. Consequently, the improvements of these methods to solve larger and larger optimization problems, become a real scientific and economic stake.
Constraint propagation techniques were firstly introduced in order to solve the discrete constraint satisfaction problems (discrete CSP): to find the domain in which a given set of constraints is satisfied. These techniques have been more recently extended to the continuous-constraint-satisfaction-problem (continuous CSP) by the use of interval arithmetic [4] [5] [6] ; then a new adapted formalism was introduced: the box-consistency [8] . A natural extension of these algorithms was to deal with the search of the global optimum of a constrained problem:
where X is an hypercube, also named a box, which is the interest domain where the global solution is sought, and f, g i , h j are real functions.
The main idea of these global optimization procedures is to consider the following supplementary constraint f (x) < f min (or f (x) ≤ f min for determining all the solutions) where f min is a current solution which is improved during the iterations of the algorithm [8, 19] .
In this work, the reverse way is privileged; starting from the standard interval Branch-and-Bound algorithms [7, 18] and inserting inside some propagation steps. Thus, all the formalism needed by the previous approach becomes unnecessary and the propagation techniques will be presented without any formalism (only interval analysis). By this way, one focuses solely on the interest of the propagation techniques inside interval Branch-and-Bound algorithms.
In the first section, interval analysis and the classical propagation methods are recalled in the linear case and the extension due to E. Hansen to the non-linear case [2] . Then the following section is dedicated to the study of properties deriving from a propagation technique which is based on a principle of construction and deduction of the calculus tree of the considered constraint. Some works have already been developed in interval-CSP [4, 5] , and new formalisms have been introduced in [8] . Some modelling language have been implemented in Prolog IV, Numerica [19] in connection with ILOG-solver. In this article, an implementation by overloading operators is completely explained and detailed in the third section. The fourth following section concerns the presentation of the interval Branch-and-Bound algorithm using propagation techniques. The complexity of this new algorithm is discussed there. Then, in the fifth and last section, numerical tests definitely show the great efficiency of such algorithms; a practical example is then considered: the optimal design of a rotating machine with magnetic effects.
Interval analysis and classical propagation techniques

Interval analysis
Interval analysis was introduced by Moore in 1966 [17] , to discard numerical errors made by floating point representations and computations. The main idea is to represent a real number by two floating point numbers enclosing it, and then, to perform the computations by replacing this real number by the interval made by the two floating point numbers. Thus, Moore defines operations between intervals.
Let us denote I the interval compact real set, and for
the lower bound of A, and reciprocally a U the upper bound. Interval operations are defined as follows:
Remark 1.1. Interval arithmetic does not keep all the properties of the classical arithmetic; for example, it is sub-distributive:
Furthermore, the subtraction (resp. the division) is not the reverse operation of the addition (resp. the multiplication).
Definition 1.2 (inclusion function
). An inclusion function denoted by F , is an interval function from I to I which encloses the range (also named the direct image) of a considered function f over a box. Therefore, one obtains:
Theorem 1.3. The extension into interval of an expression of the considered function f, which consists in -replacing each variable by its corresponding interval, replacing each classical operation by its corresponding interval operation and replacing each univariate classical function, such as sin, ln by its corresponding interval inclusion function -is an inclusion function.
This theorem is the fundamental result of the interval analysis [17] . Furthermore, efficient inclusion functions could be constructed, see [9] [10] [11] 18] (they could improved the performances of the global optimization algorithm). However, in order to simplify this article, they are not considered here.
Classical interval propagation techniques
Constraint propagation techniques based on interval analysis permit to reduce the bounds of an initial hypercube (interval vector) by using the implicit dependences between the variables formulated through the constraints.
In this paper, one considers the constraints written as follows:
where c is a real function which represents the studied constraint, [a, b] is a real fixed interval and X is a real interval compact vector. In order to consider equality constraint, one fixes a = b and, a is fixed to −∞ (numerically one uses the lower representable floating point value) for an inequality constraint.
Linear case:
If the considered constraint is linear: c(x) = n i=1 a i x i . The propagation becomes:
where k is in {1, · · · , n} and X i is the ith interval component of X.
Non-linear case, E. Hansen Method [2] : If the constraint c is non-linear, E. Hansen proposes to use a Taylor expansion at the first order to produce a linear equation with interval coefficients. A Taylor expansion at the first order can be written as follows:
where (x, y) ∈ X 2 and ξ ∈X (X represents the open set of the compact hypercube X: a component ofX has the following form ]x
An enclosure of c (ξ) can be computed with an automatic differentiable code extended to interval, [3, 7, 9] ; the computation of an enclosure of c over X can then be obtained; one notices it by C (X). Hence, one has: c (ξ) ∈ C (X), with C (X) ∈ I n . Consequently:
The propagation produces:
where C k (X) represents the kth interval component of the vector C (X) which is an enclosure of the gradient over the box X. When 0 ∈ C k (X) no propagation is done. This equation is satisfied for all y ∈ X; generally, one fixes y to the middle of the box X:
Remark 1.4. Hansen proposes in [2] other propagation techniques by solving the so-obtained linear system with interval coefficients by an interval Gauss-Seidel algorithm and also by using the order two of the Taylor expansions. These two procedures may improve the efficiency of propagation techniques, nevertheless it is not clear what their effects are in classical interval Branch-andBound algorithm, and consequently, it is not discussed in this article.
Constraint propagation technique based on calculus trees
This propagation technique is based on the construction of the calculus tree of the considered constraint. All the partial computations are stored in each node of the tree and then, one propagates the constraint through the tree, from the root to the leaves.
Constraint propagation algorithm
Algorithm 2.1 (constraint propagation algorithm).
1. Construction of the calculus tree of the considered constraint c over the box X:
• the leaves are the variables of the problem: x i and its corresponding interval X i , or some constant real parameters; • on each node, the performed operation is stored with the partial computation; for example:
• the root is the last computation. 2. Going down through the tree from the root to the leaves. At each node, one tries by deduction to reduce the partial result computed at the first step and then, the leaves (variables) could be pruned; for example:
A detailed implementation of this algorithm is presented in the following section; all the intermediate computations of step 2 are clearly explained. In order to fully understand how the Algorithm 2.1 works, let's consider the following example:
The propagation can be seen in Figure 1 .
The first step of the Algorithm 2.1 is represented on the left of the scheme Figure 1 , and the second step (the propagation phase) on the right. On each node of the construction phase, the partial results are computed and stored, as represented in the left part of Figure 1 . Then, the propagation phase (in the right part of Fig. 1 ) goes down through the tree from the root to the leaves; this procedure makes possible to improve the partial results until the variables (the leaves of the tree). These computations are denoted on the right of each node and each variable. Hence for the variables, an intersection with its initial interval is performed; the results is denoted below the variables. On this Example 2.2, this technique of propagation permits to prove in one step, that the unique solution which satisfies the constraint is x 1 = x 2 = x 3 = 1.
Properties
In this paragraph, some properties are explained in order to show some theoretic interests of Algorithm 2.1. For all these properties, let us denote by Z the box resulting from the propagation of the constraint c(x) ∈ [a, b] over a considered hypercube X using Algorithm 2.1 and by C the inclusion function of c, defined by using interval analysis [17] .
Proposition 2.3. If x belongs to Z then c(x) belongs to C(Z) and reciprocally, if x ∈ X and c(x) ∈ C(Z) then x belongs to Z.
Proof.
• It is obvious that x ∈ Z ⇒ c(x) ∈ C(Z), by definition of interval inclusion function, see Definition 1.2.
• The reciprocity is not so evident and is not true in the general case for inclusion functions. However, Z comes from a propagation of the constraint c(x) ∈ [a, b], and that implies then the following property. Algorithm 2.1 uses the calculus tree of an expression of the function c. Therefore by using this tree, the propagation can be expressed for each variable which occurs in the expression of c, as a function depending on the other variables and on the interval gives:
. It comes that x ∈ Z with the property of the inclusion functions constructed by interval analysis C , b] , X), this involves that x i ∈ Z i for every propagated variables x i and else Z i = X i , by definition (for a non-propagated variable x i ).
Proposition 2.4. C(Z) ⊆ C(X) and C(X) ∩ [a, b] ⊆ C(Z).
Proof.
• It is evident that C(Z) ⊆ C(X) because Z ⊆ X and by the definition of the interval inclusion functions [17] .
• By doing propagation, one can express Z i by:
where C 
Hence, one obtains:
by inclusion of the functions C and C
and when the propagation is done an intersection is performed with the second term (here X) and then C −1 (C(X), X) ⊆ X. Hence, one has the result: 
It is sufficient to propagate
From the definition of the propagation and from the above property 1, 
Detailed implementation of Algorithm 2.1
This method is based on the definition of a new "object" and on the fact that the operations and the classical univariate functions (such as sin or ln for example) can be overloaded. That implies the utilization of oriented object languages, such as Ada, Fortran 90 and 95, and C++.
Definition of the new object
. Object:
TYPE Node
Value 
Initialization of the leaves of the calculus tree
The initialization phase begins with the considered box X.
FOR i from 1 to n DO Creation of a new pointer on node: Remark 3.1. Consequently, mixed-constrained optimization problems could then be considered: real and integer variables, but also logical and categorical variables [13, 14] .
Definition of the overloaded operations
This phase will be automatically performed by overloading the classical operations: +, −, ×, ÷, and also classical real functions; as for example ln x, √ x, e x , sin x.
Binary operations
Let us denote by ♦ one of the classical binary operations: +, −, ×, ÷. The operations between an object Node and a constant value must also be overloaded just by creating the following new object Node, and by performing the appropriated operation:
Creation of the pointer over a constant k:
Classical real functions
Let us denote by u(x), one of the classical most commonly used functions, as for example: ln x, sin x, √ x, and U (x) the corresponding extension into interval of an expression of u(x), [17] . where the pointer on the constant n must be, a priori, declared using the above definition.
Propagation of the considered constraint
In this paper, only the general case, defined at the previous section, is consid- By overloading the operator "=" between one node and one interval, the calculus tree will be propagated from the root to the leaves. [2, 17, 18] . 
Algorithm 3.3 (propagation algorithm). Let us denote by u a univariate real function, by u −1 its inverse function and by U and U −1 their classical extension into interval functions
"v": X result number ←− X result number ∩ [a, b] ; the recursive procedure is stopped (for "i", a particular rounded intersection is defined). "c": the recursive procedure is stopped. END CASE Remark 3.4. All the intermediate results can be improved only by performing an intersection of the computed value with its previous value, which is calculated at the first step of Algorithm 2.1. If it considered, the recurrence can be stopped whether an intermediate result gives an empty interval.
Remark 3.4 permits to improve Algorithm 3.3. Nevertheless, it is not implemented by now in our version of Algorithm 3.3.
Remark 3.5.
This technique could also work with control structure as loops, for example. However, if a part of the computations are performed by a subroutine, attention must be paid in order to construct the correct corresponding calculus tree.
Interval Branch-and-Bound algorithm
The main idea is to insert some interval propagation techniques inside classical interval Branch-and-Bound algorithms [9, 18] . Because Algorithm 4.1 stops when the global optimum is enclosed with a given accuracy f , and because all the sub-boxes remaining in the list are small enough, at least, one global solution is found: f min and all the solutions are in the union of all the elements of the list L. For more detailed descriptions about this Algorithm 4.1, refer to [2, 7, 9, 18] . Attention must be paid at step 5, because the variables can be non-homogeneous, as in physic problems; in order to take into account this difficulty, see [1, 9, 15] , to have interesting ways to bisect the box. Proof. Consider one equality constraint:
At each step of the main loop, the box X is bisected in two parts V and W following a direction k. Thus, if a k = 0, the propagation of c must reduce V and W ; let's assume that b ∈ C(V ) (else V is discarded).
It is easy to understand that Algorithm 2.1 works like the general case (4) presented in the section 1:
where j is in {1, · · · , n}. However, for all j = k, V j is equal to X j , which has already been propagated (except for the first iteration). Hence,
], all the interval variables V j will be reduced (for all j = 1, · · · , n, j = k and a j = 0).
Then, this process works as if a variable was computed from the others; it is in fact the most efficient. Hence, an overestimation of the number of iterations of the main loop is reduced: the exponent decreases about 1.
This proof can easily be extended when q linear equality constraints are considered, if and only if these constraints are linearly independent. Furthermore, this theorem can also be extended to the case where c is non linear, but with at least one variable which can be deduced from the others:
That is the reason why formal modeling languages are introduced: Prolog IV and also Numerica [19] . (It is the most classical way to divide a box.) Therefore, the two sub-boxes V 1 , V 2 and the father box X differ from only one variable. But, a propagation technique has already been applied on the box X and then, it is easy to understand that only one iteration of propagation is enough in step 6(b) of Algorithm 4.1. That was tested and confirmed on the real example presented in the following section.
Of course, if other multi-section techniques are used in step 5 of Algorithm 4.1, that can involves some interests in the way to perform the propagation.
Remark 4.5 shows that on this kind of Branch-and-Bound Algorithms 4.1 when a bisection is used at step 5, it is not necessary to iterate the propagation techniques over the same box. Therefore, considering global optimization problems, the development of more efficient propagation algorithms does not seem to have any interest except in constraint satisfaction problems [4] [5] [6] . Other similar global optimization algorithms are directly based on the extension of the CSP-techniques [8, 19] . They also have a great interest; however, they need the understood of a formalism based on box consistency.
Application to the design of an electrical machine
This electrical machine has already been designed by deterministic global algorithm [15] ; nevertheless the propagation has been performed by hand-computations for only a few variables:
For the last few years, a lot of electromechanical actuators have been designed using Algorithm 4.1.
This real example is taken into account in this paper because it allows to show perfectly the great efficiency of (simple) propagation techniques inside classical interval Branch-and-Bound Algorithm 4.1.
Analytical model
The complete analytical model is detailed in [15, 16] . In this paper, only the associated optimization problem is presented. This is a problem of optimal dimensioning of rotating slotless machines with permanent magnets, [15] . The considered criterion to be minimized for this example, is the magnet volume (in fact, the most expensive component of the actuator). The global solution must satisfy some technical constraints, as a fixed torque (Γ em = 10 N.m). This comes from an analytical model which takes some assumptions to analytically solve the Maxwell partial differential equations, see [1, 15, 16] .
Numerical results
These numerical tests have been performed on a 800 MHz HP bi-processors server with 512 Mo of RAM; these tests have been done several times, in order to obtain comparable CPU-times for each method. These algorithms have been implemented with Fortran 90.
On this real example, one can note that all the propagation techniques permit to strongly decrease the CPU-time and the number of iterations of these kind of interval Branch-and-Bound Algorithms 4.1. The propagation technique based on the calculus tree and entirely detailed in this paper is the most efficient (on this example) and permits to obtain the solution in a record time: only 0.5 second for such an optimization problem! Compared to the hour and half necessary for the classical method, the gain is impressive. Consequently, these propagation techniques become unavoidable to solve such constrained optimization problems.
However, one can notice a difference between the global solutions obtained. In fact, the global solution given by the classical Algorithm 4.1 directly used without propagation, seems more efficient than those produced by performing some propagation steps. This is due to the fact that the constraints are satisfied with more accuracy when propagation techniques are used.
If the designer wants to introduce a tolerance on these constraints, it is possible, by modifying the equality constraints h j (x) = 0 by h j (x) ∈ [− j , j ] and the inequality constraints g j (x) ≤ 0 by g j (x) ∈] − ∞, j ] (where all the j > 0 are given by the user of Algorithm 4.1). In that case, the same solutions are obtained (denoted by "with an ε", ε = (3 × 10 −2 , 10 10 , 10 −2 , 10 −2 , 10 −3 , 2 × 10 −3 )); one can note that the CPU-time and the number of iterations become less efficient but remain still interesting: only 17 seconds compared to one hour and half! The Hansen method does not give an efficient result (around 30 mns). Nevertheless, Hansen propagation technique must be associated with a interval Gauss-Seidel algorithm to become really efficient, [2] ; this is not implemented in this work. Other comparisons of some propagation methods (without optimization) can be found in [4, 12] , and one application of such techniques can be found in [5] .
Remark 5.2. Considering this optimal design problem, the global solutions had not been found using classical optimization tools: Lagrangian augmented or SQP algorithms [16] . That revealed the great interest of this deterministic global optimization approach [15] . Furthermore, in order to solve more general design problems, some extensions of Algorithm 4.1 has already been implemented to deal with mixed-constrained optimization problems: such a method must deal with real, integer, logical and categorical variables [13, 14] .
Conclusion
In this article, a propagation method based on the construction of the calculus tree is entirely explained without the need of any formalism: including corresponding properties and a detailed implementation. Its introduction inside classical Branch-and-Bound algorithms shows a great interest through a real example: the optimal design of an electrical slotless rotating machine with permanent magnets. Thus, propagation techniques integrated inside interval Branch-and-Bound algorithm yield new perspectives for the generalization of the utilization of such deterministic global optimization methods.
