







































markets. The analysis  is performed utilising  the Cheung and Ng  (1996)  causality‐in‐mean/variance 
test where the effect of the oil price on cross‐market linkages is estimated as the percentage change 
of  the  magnitude  of  the  CCF  coefficient  after  adjustment  for  the  oil  price.  Daily  data  non‐
synchronisation  correction  and  the  application  of  the  rolling  window method  as  a  stability  test 
contribute to the reliability of the estimation outcomes. 
Recognising the significance of  oil prices for the development of the world economy, the research is 
focused  on  BRIC  and  mature  market  economies  providing  a  mix  of  countries  regarding  their 
economic profile (emerging/developed) and oil‐status (net oil imported/self‐sufficient/exporter).  
A complementary effect of oil prices on cross‐market  linkages was found for the pairs of countries 
with  similar  oil  status  and  economic  profile.  However,  the  outcome  for  mixed  pairs  does  not 
demonstrate a prominent  trend.  In general,  the effect of  the oil price on  cross‐market  linkages  is 
found  to be smaller  in contemporaneous  terms, while higher  lag dependencies are described by a 
higher percentage change in the magnitude of cross‐market dependencies. 
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a  result,  this  led  to  the  intensification of  integration process among  the equity markets of various 
countries. Authors such as, Bekaert and Harvey (2000); de Jong and de Roon (2005) argue that the 
integration process of equity markets  is an  important determinant  in the behaviour pattern of the 
expected  return of  international  indices,  and highlights  the  fact  that  a higher  level of  integration 
leads  to  a decrease  in  the  cost of  capital.  In  the  initial  stage,  as  suggested by  Levich  (1998)  and 
Canela, et al. (2006), capital flowed into the developing markets1, thus providing a redistribution of 
liquid assets from the developed markets to the emerging ones. Against this background the global 
economy  demonstrated  a  high  and  relatively  stable  period  of  growth  of  approximately  3‐4% 
annually2, which was mainly brought about by the rapid development of the emerging economies. 
This  was  despite  periods  of  high  turbulence  due  to  the  effect  of  the  Russian  debt  default  and 
collapse of Long‐Term Capital Management in 1998; the “dotcom” crash of 2000; and the aftermath 
of  the  September  11,  2001,  terrorist  attacks  ("International  Monetary  Fund.  World  Economic 
Outlook Globalization and Inequality, October 2007," p. 16). 
At the same time, the heterogeneity of developing economies, on account of their macroeconomic, 









(2003),  forecasts  projections  of  the  countries’  development.  The  work  discusses  the  intersections  of 















parity  exchange  rates). Moreover,  the  accumulated  reserves5  strengthen  the  credit  rating  of  the 
BRIC economies and, on  the whole, enable  them  to overcome  the unevenness of  the  investment 
climate and specific peculiarities of a particular country. Low market capitalisation to GDP ratios6 are 










as well as  for  the energy  resources. Goldman Sachs argues  that significant GDP growth cannot be 
achieved  in BRIC  countries without  large  increases  in energy usage because of  inefficient9 energy 
usage.  It  is  suggested  that  this  is a natural  state of affairs  since  the  industrialising countries need 
more  energy  resources10, whilst,  in  the  developed  countries,  energy  demand  in  relation  to GDP 
growth  tends  to decrease  (Hooker, 1996; Bernanke, et al., 1997). Overall energy demand  in BRIC 
countries has  increased markedly  since  the  year 2000 with China’s demand  growing  at  the  same 
speed as GDP growth (compared to one third in the previous two decades)  11. The data shows that 






models  opened  up  opportunities  to  investigate  the  second  order  dependencies  (variance  spillovers)  for  a 
discussion on multifactor univariate GARCH  family models  see Cheung and Ng  (1996),    for  the multivariate 
form Koutmos and Booth (1995), Theodossiou and Lee (1993). 










respectively, whilst  in Russia  and Brazil  it  has  increased  by  4%  and  1%  over  the  same  period.  In 
aggregate12 BRIC countries’ share in of global oil demand rose from 15.9% in 1995 to 18.6% in 2006. 
There  is  a  body  of  evidence  to  suggest  that  a  rapid  surge  in  demand  for  crude  oil,  without  a 
concurrent increase in supply, will lead to rising prices. Oil price, in its turn, has an oppressive effect 




initial publications on  the effect of oil prices on  the  stock markets  in  the developed countries are 
attributed  to Chen, et al.  (1986), Hamao  (1988), although  the most  frequently quoted authors are 
Jones  and  Kaul  (1996),  Huang,  et  al.  (1996),  Sadorsky  (1999).  Furthermore,  due  to  the  growing 
interest in oil as a commodity, the scope of the crude oil price effect has been expanded14. Studies of 




studies on market  linkages of  the BRIC countries are not so numerous.   Moreover, studies on  the 










monetary policy  (e.g. Dotsey and Reid, 1992b; Hoover and Perez, 1994),  inflation  (e.g. Clarida, et al., 2000; 
Hooker, 2002), consumer behaviour  (Bernanke, 1983; Pindyck, 1991; Kilian, 2008a), production  indices  (e.g. 
Kim and  Loungani, 1992; Backus and Crucini, 1998) and unemployment  (Leblanc, 2004). Moreover,  there  is 
reference  to  the potential  role of  the oil price  in  causing  recession, as  suggested by Hamilton  (1983), who 
found the oil price precedence of the recession periods  in the US, usually accompanied by tightening of the 
monetary policy (Bernanke, et al., 1997). 










among  the  BRIC markets.  Secondly,  despite  the  suggestion  by  Gebka  et  al.  (2007)  that mature 
markets’  effect  on  the  emerging markets  is  already  extensively  examined,  there  are  few  studies 
regarding the BRIC group.  
Research  objective  1:  To  examine  linkages  in mean  and  variance  for  BRIC  and mature market 
countries. 
For this purposes, the Cheung and Ng (1996) CCF GARCH causality test is applied. The benefit of this 
test  lies  in  its ability  to determine causality  in mean and variance. The  linkages are observed on a 
certain  lag  through  the  cross‐correlation  function  on  pair‐wise  bases,  which  gives  a  powerful 
instrument when  number  of  series  are  large  and  “long  lags  in  causation  pattern  are  expected” 
(Cheung  and  Ng,  1996,  p.  36).  As mentioned  above,  two  groups  of  countries will  be  examined, 
namely:  BRIC  (Brazil,  Russia,  India  and  China)  and  the  countries  with  mature  markets  (Japan, 
Germany, France, the UK and the US), while the oil price is represented by Brent Crude Oil. 
The examination of  the oil price effect on  stock market  linkages  is mainly neglected  in published 
literature on stock market  linkages and oil price effect apart from a few studies such as(Anatolyev, 





Estimations  are  first  performed without  the  oil  price  effect  and  subsequently with  the  oil  price 
adjustment using the CCF GARCH causality test. Comparing the two results will demonstrate the oil 
price  effect  on  traced  parameters  that  represents  the  existence  of  the  linkage  between  two 
participating  countries.  The  oil  price  effect  on  the  linkage  can  be  revealed  from  the  sign  of  the 
percentage change of the traced parameters in the oil adjusted and unadjusted cases.  
However, heterogeneity of  the  countries under  investigation,  in  terms of oil  status and economic 
profile,  may  affect  the  cross‐market  linkage  response  characteristics  of  the  countries  pairs. 
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The  traditionally  examination  of  the  relationship  between  the  oil  price  and  the  stock  market 
behaviour similar to Sadorsky (1999) and Maghyereh (2004) is also tested in order to investigate the 
response  to  the  oil  price  fluctuations  from  the  stock market  regarding  oil  status  and  countries’ 
profile. However, the CCF causality test is not applied for oil price and stock market indices, except in 
studies where this test is applied for analysing stock market indices (e.g. Hu, et al., 1997; Fujii, 2005) 
or  for  crude  oil  price  or  its  products  (Bhar  and Hamori,  2002; Hanabusa,  2009).  In  addition,  the 




the  non‐synchronism  problem.  Apart  from  the  fact  that  the  problem  is  frequently mentioned  in 
published  literature  (see,  for  instance, Eun and Shim, 1989; Furstenberg, et al., 1989), and various 
treatments and ways of avoidance of  the problem are  suggested  (e.g. King and Wadhwani, 1990; 
Gjerde and Sættem, 1995; Martens and Poon, 2001), the consequences of ignoring this problem is a 
lack  of  clarification.  Therefore,  the  consequences  of  ignoring  daily  data  non‐synchronism,  is  also 
investigated as a separate research objective. 
Research objective 5: To investigate the consequences of ignoring the non‐synchronism problem. 
The  continuing discussion of  the Furstenberg, et al.  (1989) on  the non‐synchronism problem and, 
especially, on the phenomena of the early and late market closing is important. This raises concern 
regarding  the substantial role of  the GMT  timeline  in setting up  the gap duration between closing 
values of international stock markets. The thesis examines the affect of exposure of market pairs to 
the non‐synchronism problem providing  gap duration  and  causality disparity between earlier  and 












The discussion on parameter (significance) stability of cross‐market  linkages  is another  issue raised 
in  the  current  research. For  this purpose  the  comparison  summary between  recursive and  rolling 
techniques is given on the fields of studies on integration and co‐integration, where the question of 
test  statistics  stability  is  sharper  compared  to  the  other  tests  and models.  The  rolling  window 
technique  is  chosen whilst  accepting  the  imperfections of  recursive  estimation mainly  associated 
with structural breaks inside the sample (Leybourne, et al., 1998; Awokuse, et al., 2009) and sample 




have  I(0)  characteristics  instead  of  expected  I(1).  This  fact may  violate  the  preliminary  condition 
(sample  should  be  integrated  at  order  1)  of  standard  (Engle  and  Granger,  1987;  Johansen  and 
Juselius, 1990) and more  complex  co‐integration  tests  that utilise  recursive  (Gregory and Hansen, 
1996) or rolling estimation (Pascual, 2003). The I(0) cases may be treated as anomalies and detection 




The  normally  overlooked  drawback  of  the  rolling  window  technique  is  the  fact  that  the  rolling 
window size determination does not merit sufficient substantiation on the part of researchers (e.g. 
poor ground was given for the choice of window size equal to 150 observation in study by the Smith, 
et al., 1993).  For  this purpose  in  this  thesis  the  rolling window  technique  is  applied  for different 
window sizes observing the hypothesis rejection frequency parameter (HRF) following the approach 
taken  by  Swanson  (1998).  Therefore,  the  existence  of  the  unit  root  anomalies  are  indicated  by 
percent  of  total  number  of  rolling  sub‐samples  where  the  hypothesis  of  non‐stationarity  was 
rejected confirming I(0) nature of the sub‐sample. 





stability of applied models with  further comparison with  the  results of  the  full sample estimation. 
Such a comparison may indicate potential instability and delusiveness of the full sample estimation 
and this issue is discussed as a part of the separate research objective. 
















Chapter  2  provides  the  review  on  cross‐market  linkages  literature  embracing  both  theoretical 
aspects for the analysis and summary of empirical findings.  
As  an  introductory  section  to  the  literature  review,  attention  focused  on most  frequently  used 







By  establishing  features  of  the mature  and  emerging markets  and  factors  that may  affect  stock 
market  linkages,  the  thesis  further  identifies  a  summary  of  cross‐market  linkages  of  the  BRIC 
countries with respect to the country’s specificity. The summary of the cross‐market linkage findings 
of the BRIC countries is given in the Section 2.3. 
Section 2.4  finalizes  the  chapter of  stock market  linkages by  identifying  the  rationale  for  the  first 
research  objective  and  highlighting  the  key  aspects  that  should  be  taken  into  account  in  the 









financial  markets  is  carried  out  through  the  unification16  of  strategies  and  methods  used  by 








Cappiello, et al.  (2006), among other  things, emphasize,  that: “portfolio diversification  is achieved 
using two main strategies:  investing  in different classes of assets thought to have  little or negative 
correlation  or  investing  in  similar  classes  of  assets  in  multiple  markets  through  international 
diversification”.  Thus,  correct  evaluation  of  interactions  between  markets  and  the  use  of  the 
information  for decision‐making, gain even more  importance. Goodhart  (1988, p. 85)  stated  that: 
“exchange practitioners will tend to look, perhaps especially in setting initial prices at the opening in 
the morning, at what assessments have already been made in stock exchanges abroad. This tendency 
will,  no  doubt,  be  most  marked  when  the  “news”  either  arrives  initially  in,  or  is  most  easily 
interpreted  by,  the  other  stock  exchange”.  Regarding  the  rising  importance  of  the  information 
transmitted  from  the other markets, Engle, et al.  (1990, p. 526)  suggested  investigating a  specific 




dynamics of other markets  is part of  the available  information, which can be used  in  the decision 
making process of market agents. At the same time, as suggested by Shawky, et al. (1997, p. 319), 
the idea that the existence of a time stable lead‐lag effect between two markets seems to contradict 
Koutmous’s et al.  (1995)  suggestion,  since,  investors will use  information provided on  the  leading 
market to forecast and invest in a lagging market. Which, in its turn, will suggest that investors could 
                                                           
16 Rational behaviour organised by  the  rule of portfolio diversification or other  rules as well as  the natural 






The  use  of  information  from  other  stock markets  for  devising  the market  strategy  and  decision 
making  is quite normal  for market agents, which,  in  its  turn,  is conducive  to  improved  interaction 




foremost,  this  information may be directly beneficial  for market players  themselves,  for example, 
when  searching  for  assets  with  negative  or  low  correlation  (Cappiello,  et  al.,  2006).  The  policy 
makers may benefit from understanding the consequences and specific characteristics of integrated 
and segmented national markets, as well as transitions between them (Masih and Masih, 1997a). 
There  is  a  growing  body  of  evidence  which  uses  the  existence  of  various  aforementioned 
interrelations as confirmation of further development of integration processes between the markets 
and  assets within  one market.  However,  the  behaviour  of market  agents  is  not  the  only  factor 
relating  to  the  integration  processes.  Authors  are  inclined  to  single  out  a  number  of  other 
prerequisites  which  promote  the  integration  of  financial  markets  and  which  are  frequently 
mentioned  in  related  literature  as  intrinsically  fundamental;  these  prerequisites may  include  the 
following:  liberalisation process18; decrease in cost of transaction (Hassan and Naka, 1996, p. 390); 
buy and sell decisions started to be  instantaneous  (Shawky, et al., 1997, p. 309);  improvements  in 
market  information  spread,  information availability and accessibility  (Friedman and Shachmurove, 
1997, p. 527).  
At the same time, the literature on market linkages has produced different kinds of definitions that 
contribute  to  the  ambiguity  and unnecessary  entanglement,  so much  so  that,  studying  the  same 
type  of  data  and  often  using  the  same  type  of model,  one might  get  the  impression  that  the 





18 See Bekaert, et al.  (2003)  for  the  investigation of  the effect of  the  liberalisation. The official date of  the 
liberalisation Bekaert, et al. (2003, p. 276) defined as “the date of formal regulatory change after which foreign 
investors officially have the opportunity to invest in domestic equity securities and domestic investors have the 






the  terms  and  definitions  are  more  restrictive  than  the  others.  Essentially,  all  the  previous 





If  a  lead‐lag  relationship  exists,  Bracker,  et  al.  (1999)  suggested  interpreting  it  as  a  presence  of 
integration between two markets. And it is true, since various forms of econometric models have a 




Thus,  a  process  of  integration  between markets  presupposes  a  thorough  study,  determining  and 
measurement of market integrations. The practical aspect of such interactions involves the defining 
of a group of market indicators (such as stock price, market index, etc.) over a certain period of time, 
with  their  subsequent  modelling  in  pair  wise  or  multivariate  form  and  a  possible  addition  of 
supplementary exogenous variables, which might have an effect on linkages between markets. 
Most  of  the  studies22  can  be  assigned  to  groups  regarding  the  investigation  of  conditional  first 
moment  return  spillovers  and  conditional  second moment  representing  volatility  spillovers.  Early 
studies  are mainly  applied  correlation  and  regression  analysis;  they  include  research  papers  by 
Grubel  (1968), Agmon  (1972), Grubel et al.  (1971), Lessard  (1973, 1974, 1976), Levy et al.  (1970), 
                                                            
19 According  to  the World Bank  the  contagion  can be distinguished  to  the  following definitions.  In a broad 
sense “Contagion is the cross‐country transmission of shocks or the general cross‐country spillover effects”. In 
the  restrictive  definition  “Contagion  is  the  transmission  of  shocks  to  other  countries  or  the  cross‐country 




20  Milunovich  (2006,  pp.  145,147)  provides  his  own  definitions  for  these  interactions:  “information 
transmission through lagged return” and “lagged information transmission in volatility”, thus emphasizing the 
precedence of information exchange between markets. 
21 Significance  testing of  the single parameter  in equation  (e.g.  t‐statistics, z‐statistics) could be  treated as a 
testing for the lead‐lag effect, since it assumes the hypothesis that estimated parameter is equal to zero. 
22 The discussion is restricted to models that are widely used in the literature of cross‐market linkages. Those 






investment  in the asset outside the domestic market  is  likely to provide greater opportunity of risk 
reduction. Granger et al.  (1970) and Hilliard  (1979)  suggested  that  linkages between markets are 
likely to be stronger during times of crisis.  
More  recent  studies  that  shaped  the  general  structure  of  the  interdependence  studies  usually 
involve  examination  of  the  dynamic  linkages  across  national markets  using VAR23  and  regression 






These  studies  of market  linkages  are  used  to  investigate24  short  run  dynamics  of  the  linkages. 
Meanwhile, the  introduction of co‐integration methods by Engle and Granger (1987) and Johansen 
and  Juselius  (1990)  opens  the  opportunity  for  investigation  of  the  long  run  relationship.  This  is 
applied  in a  studies by Kasa  (1992), Chung and  Liu  (1994), Kwan, et al.  (1995), Chaudhuri  (1997). 
Application of the co‐integration gave rise to further examination of the market co‐movements, both 
in  the short and  long run utilising VECM model, which  is applied  in  the studies by Arshnapalli and 
Doukas (1993), Masih and Masih (1997a, 1997b; 2001), Ratanapakorna and Sharma (2002). 
Volatility (variance) spillover models are mainly observed together with the mean spillover in GARCH 
family  models  (see  Bollerslev,  1986)25.  However,  volatility  modelling  may  be  performed  using 
                                                            
23 Vector Autoregression (VAR) proposed by Sims (1980). 
24  Investigation  of  the market  linkages  is  performed  through  the  framework  of  econometric modelling,  by 
applying  two or more market  indicators “one against  the other”  in  the econometric model.  Implementation 
may  be  performed  assuming  first  order  dependence  (dependences  in  mean)  represented  in  short  run 
dynamics  (e.g.  for VAR modelling Eun and Shim, 1989; e.g. block  recursive simultaneous equation Koch and 
Koch, 1991; e.g. in regression form Malliaris and Urrutia, 1992a) or long run dynamics (e.g. Kasa, 1992; Chung 
and  Liu,  1994),  as well  as  studies  that  examine  second  order  dependencies  (dependences  in  variance)  on 
model which  provides mixture  of  first  and  second  order  dependencies  (e.g.  Theodossiou  and  Lee,  1993). 
Discussion on first and second order dependencies can be found in Koutmos and Booth (1995). 
Detecting  of  the  market  linkages  both  in  first  and  second  order  dependencies  is  performed  by  finding 
significant  coefficient  estimate  in  the  outcome  of  the  equation,  where  one  of  the  indicator  (explanatory 
variable)  when  it  tries  to  determine  behaviour  of  the  other  indicator  (explained  variable).  Value  of  the 







 methods  of  mean  modelling,  when  standardized  errors  derived  from  return  are  applied  in 
correlation, regression or VAR models, a good example of such models is Cheung and Ng (1996) CCF 
GARCH test based on Granger causality in mean (Granger, 1969), where the same method of testing 
is  applied  for  the  first  and  second moment  of  dependencies.  The  ease  of  implementation  and 




 2.2. Findings  on  international  markets’  cross­market  linkages  and 
integration 
The  theory of portfolio  investment  initiated  the  research  in  the  field of markets  interdependence. 
Evans et al. (1968) demonstrated the possibility for investors to reduce risk in the portfolio by rising 
the  total  number  of  stocks.  The  opportunity  of  risk  reduction  is  performed  through  the 
diversification of the assets which are  less than perfectly positively correlated. The search for such 
assets was performed in the US market usually on an intra‐market level, with further investigation of 
cross‐market opportunities on  an  international basis. Authors  are  agreed  that  the  findings of  the 
studies  vary  according  to  the  model,  variable  specification,  data  frequency  and  sample  period 
(depends on model  and  sample period Chen,  et al., 2002, p. 1114; Melle, 2003, p. 4; Miyakoshi, 
2003, p. 392; Caples,  et al., 2006, p. 86; Rahman  and Khan, 2009, p. 2), but overall,  confirm  the 
existence of the linkages.  
The group of markets that were examined at the beginning were the markets of the US and also EU 
countries.  The  early  literature  of  stock  market  interdependence  mainly  confirmed  the 
interdependence of mature markets.  
Agmon  (1972) demonstrated  the  existence of  the dependence between US,  Japan  and  European 
markets using a regression model. He found that the US mainly led other markets within one period 
(lag  1).  Bertoneche  (1979),  by  applying  spectral  analysis  over  the  time  period  1969‐1976, 
demonstrated  the  existence  of  the  lead‐lag  relationships  on  the weekly  returns  of  six  European 
Union countries but relationships with the US are found to be  insignificant. The findings by Hilliard 





markets, documenting  the existence of  interdependence across  them with a crucial role of  the US 
stock market. Koch and Koch (1991), by utilising a dynamic simultaneous equations model, allowing 
contemporaneous  structure  of  dependencies,  confirmed  the  existence  of  the  innovation 
transmission from the US to other world markets, while other market effects on the US market were 
found to be low. Cheung and Mak (1992) investigated the causal relationship to 8 countries from the 
Asia‐pacific  region,  represented  by  the  stock market  indices  of  the US  and  Japan  for  the  period 
January 1977 to  June 1988. The  leading role of US was confirmed with the  Japanese stock market 
seeming  to play a  less  important  role compared  to  the US. Brocato  (1994) used  the VAR variance 
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 decomposition  technique  to observe 6 major countries’ stock markets over  the period 1980‐1987. 
The dominance of the US stock market was again confirmed, but was found to be declining during 
the given period. Some of  the  findings  for other major  countries  include: 1) Great Britain plays a 
smaller  role  in  the US market;  2) Germany  absorbed most of  the  linkage  strength  lost by US;  3) 
Japan,  Germany  and  Hong  Kong  have  absorbed  the  strength  lost  by  UK  for  the  period  under 
investigation;  4)  the  US‐Japan  connection  strengthened  over  the  period.  Shawky,  et  al.  (1997) 
analysed 10 major European countries and  the US  for  the period  from  January 1993  to December 
1995. The research confirmed the existence of  lead‐lag relationships among the stock markets, but 
found the relation  is unstable over time. The UK was  found to be the most  influential market  in a 
given sample; it caused26 the markets of Austria, Belgium Denmark, Norway and Spain. Surprisingly, 
the  US  caused  only  Belgium  and  the  Netherlands.  The  paper  points  out  that  international 
diversification  may  even  be  stronger  when  emerging  equity  markets  are  used  for  portfolio 











markets,  in  the  last 15  years, have experienced  rising  interest  from  the  investors and academics. 
There are specific characteristics which are usually ascribed to emerging markets:  
Firstly,  emerging  markets’  returns  are  historically  characterised  by  high  average  return,  large 
volatility (Bekaert and Harvey, 1995; Levich, 1998, p. 209) and substantial deviation from normality 




26  “Caused”  here  and  further  in  the  thesis  is  a  short  form  of  collocation  “Granger  Cause”  or  “caused  in  a 
Granger  sense” which  is  the  outcome  of  the  Granger  (1969)  non‐causality  hypothesis.  It  is  also  used  for 




 that  include  a mix  of  developed  and  emerging markets  consistently  outperform  strategies  that 
include developed market only (Harvey, 1994). Fourth, the predictability characteristics of emerging 
markets  are  greater  compared  to mature markets  and  local  factors  plays  a more  important  role 
compared  to  global  factors  (Bekaert  and  Harvey,  1995;  Carrieri  and  Majerbi,  2006;  Bhar  and 
Nikolova, 2009a). Fifth, the liberalisation process reduces the volatility of emerging markets (Bekaert 




Despite  the difference between mature and emerging markets  there are a number of  issues  that 
affect dependencies among markets.  
Firstly, the discussion on both mature and emerging markets  linkages can be also considered from 
the  intraregional  and  interregional  perspective.  Studies  mainly  confirm  that  intraregional 
dependencies  are  likely  to  be  stronger  in  magnitude  and  more  significant,  compared  to 
interregional.  The  possible  explanations  are  the  similarities  of  the  economies  and  industrial 
structure,  international  trade  as well  as  trading with  the  neighbours,  regional  proximity  to  other 
economies and  the  time  zone  factor.  Lessard  (1974) pointed out  the  crucial  role of  the  industrial 
structure in explaining international stock market correlation. Gultekin, et al. (1989) suggested that 
policy coordination,  trade and capital  flows are  the main  factors  that contributed  to  the  industrial 
and  economic  similarities  and  led  to  higher  interdependence  between  markets.  Roll  (1992) 
suggested  that  the  sectoral  compound  of  the  index  is  a  potential  source  of  cross‐market 
interdependence that induces markets to move synchronically. However, the studies by Furstenberg, 
et al.  (1989, p. 164) and Heston and Rouwenhorst  (1994) pointed out  that national  factors play a 
dominant  role  in  explaining  market  correlation  between  equity  markets,  while  the  role  of  the 
industrial  structure  is  substantially  less.  The  controversy may  be  explained  by  the  differences  in 
models and dataset. Bessler and Yang (2003, p. 276) analysed a set of the 8 developed markets and 
found  evidence  that  the  intraregional  dependencies  tend  to  be  stronger  than  interregional.  In 
contemporaneous  correlation  structure  the  study  confirmed  the passive  role of  the  Japan, which 
was found to be consistent with the study by Malliaris and Urrutia (1992a). 
Secondly, macroeconomic similarities and regional trade are another potential source of market co‐
movements,  especially  during  a  period  of  common  shocks.  That  source  of  the  co‐movements  is 
intensively  researched  as  a  part  of  the  contagion  studies.  Findings  by  Eichengreen,  et  al.  (1996) 
suggest  that  contagion  is  more  easily  spread  between  countries  which  are  closely  tied  with 
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and Rose  (1999), who demonstrated  that  the  spread of a  currency  crisis  is due  to  the  trade  links 
factor, while  the macroeconomic  similarities  do  not  help  in  explaining  cross‐country  contagions. 
Caramazza,  et al.  (2000)  found  that  countries which have  a  low  sensitivity  to  trade  and  financial 
linkages  do  not  express  additional  exchange  rate  vulnerability.  Hernández  and  Valdés  (2001) 








(2001,  p.  81)  and  Kordes  and  Pritsker  (2002,  p.  779)  emphasised  that  the  use  of  a  cross‐market 
feedback  trading  strategy may  provide  a  potential  channel  for  the  contagion.  The  first  possible 
implication of cross‐market  feedback  trading  to contagion  is  the  fact  that  investors may rebalance 
their portfolio across markets based on  the price  trend of one particular market, where  the new 
trend or shock originated, regardless of expectations of market fundamentals. The second driver for 
possible  contagion  is  the  case  when  investors  try  to  readjust  their  hedges  with  respect  to  the 
macroeconomic risks. Pritsker (2001, p. 81) stated that: “cross‐market hedging can transmit shocks 
between  two  countries whose macroeconomies  share  no macroeconomic  risk  factors  in  common 
provided, that both countries share risk factors with a third country”. The third driver is the “wealth” 
shock, which occurs when  investor may optimally choose to move their portfolios toward less risky 
assets as  their wealth declines. This channel of contagion  is given as a  less  strict  form of  liquidity 
shock, where the investor in wealth shock chooses to liquidate, instead of to be forced to liquidate in 
case of  liquidity  shock.  Feedback  trading  in one market may  also be  a potential originator of  co‐
                                                            





 movement with  other markets.  This means  that  investors  follow  a  positive  feedback  strategy28, 
which may provide excess volatility for the given market (Nofsinger and Sias, 1999; Pritsker, 2001).  
Fourth, the time zone factor is another issue that may facilitate markets’ co‐movements. The factor 
is difficult  to distinguish  from  the effect of regional proximity, since countries  located  in  the same 
region are likely to have overlaps of markets’ trading time. Similar trading time means that markets 




lead  to  an  underestimation  of  the  linkages  among  the markets29  (see,  for  instance,  Gjerde  and 
Sættem, 1995). 
The  application  of  the  non‐synchronism  correction  technique  allowed  the  distinguishing  of 




This section represents a summary of  the  findings on each of  the BRIC countries  found during  the 
research  for  this  thesis. Whilst  this  is  not  exhaustive,  it  represents  to  the  best  available  given 
limitations of time, access and language. 
It is important to note that empirical literature on stock market integration is abundant and results 
vary according  to models, variable  specification, participating countries and  sample period.  In  this 
regard, generalisation  is made complex. The second problem  is  that some studies which analyse a 
group of countries provide only general conclusions or overall  trends  rather  than  results  for each 
country. For these studies  information relevant to participating BRIC countries,  in terms of market 




28 Positive  feedback  trading  strategy assumes buying when  the price  rises, and  selling after price  started  to 








is  important  to  reveal  the  direction  of  the  integration,  in  other words, whether  the markets  are 
becoming more or less integrated in the observed periods.  
Another important point is whether the BRIC countries exhibit higher integration with the countries 
in  regional proximity. Studies which examine  this are usually performed  in an examination of  the 











later  gives  a  short  synopsis  which  provides  a  portrait  of  the  participating  country  in  terms  of 
“Intra/Inter  ‐regional  linkages”, dependencies  from the US  (“US  influence”), evidence of the cross‐
market  linkages among BRIC countries  (“BRIC  linkages”), evidence  that describes  the country as a 













 (2006),  Khalid  and  Rajaguru  (2007),  Aktan,  et  al.  (2009),  Rivas,  et  al.  (2008). However,  a  lack  of 
relationship is found in the studies that utilise co‐integrating techniques,(e.g. Tabak and Lima, 2002; 
Ozdemir, et al., 2009), and  for  the  study by Chen, et al.  (2002), where  it  is  confirmed during  the 
Asian crisis time only. 
Moreover,  some  evidence  is  found  regarding  the  position of Brazil  as  a  regional  leader, which  is 
emphasized  in  the  studies  by  Chaudhuri  (1997),  Nguyen  and  Bellalah  (2008),  Gebka  and  Serwa 
(2007),  Bhar  and Nikolova  (2009a)  by  confirming  the  existence  of  cross‐market  dependencies  of 
Brazil with Latin American countries.  
Nevertheless, as suggested by Gebka and Serwa (2007, p. 205), emerging markets are likely to have 











research, where  the  linkages  are  firstly observed,  in  a pre‐crisis,  crisis  (optionally)  and post  crisis 
period. At the same time, there is research where Russian linkages with other markets are analysed 
on an overall bases. 
Russian  sections of Table 2.3‐1  is devoted  to a  review of  the main  findings  in  literature  regarding 
Russian equity indices linkages. It is possible to summarise some conclusive remarks. First, the early 






 Second, the  integration  level during turbulent periods  is more pronounced30, compared to tranquil 
periods.  Thus, with  rare exceptions, most  authors  confirm  the  existence of  linkages,  emphasising 
their  increase  during  a  crisis  period  (excluding  Jochum,  et  al.,  1999).  In  addition,  the  authors 
provided evidence  that  the events occurring  in Russia during  the  time of  the crisis were  the main 
source of  shock  for  the other equity  indices around  the world  (Gelos and Sahay, 2000; Alper and 
Yilmaz, 2004; Khalid and Rajaguru, 2007; Saleem, 2009).  
Finally,  the analysis of  the post‐crisis period  is  likely  to confirm  the  tendency of  integration of  the 
Russian market with other equity markets and dynamics of global and regional indices. 
India 
India's  linkages  are  also observed  in  the  separate  sub‐samples  in order  to  investigate  changes  in 
magnitude of the cross‐market linkages in dynamics or to distinguish the effect of the Asian crisis on 
Indian  stock  market.  However,  there  is  the  possibility  of  grouping  according  to  the  type  of 
econometric  model,  with  a  split  of  the  linkages  according  emerging/developed  profile  of  the 
participating countries. Indian's stock market linkages with international stock markets are observed 
in India’s section of the Table 2.3‐1. 
Summarising  the  empirical  literature  on  India's  interactions with  other markets  it  is  possible  to 
conclude that, with rare exceptions, research studies analysing the post Asian crisis period found the 
evidence  of  stock market  co‐movements  of  the  returns mostly with mature markets  (Bhar  and 
Nikolova, 2009a), while volatility transmissions are mainly found between India and other emerging 





effect of emerging markets on mature markets, and at  least  two of  them  (Mukherjee and Mishra, 
2010; Singh, et al., 2010) found evidence of the existence of such spillovers. 













analysis  of  the  linkages  between  special  classes  of  shares31  and  second  group  examines  various 
forms  of  cross‐market  relationships  of  Greater  China32  stock markets.  Being  research  on  cross‐
market relationships, these groups of studies are omitted from the literature review, since the thesis 
is  focused  on  cross‐market  linkages  of  BRIC  countries,  observed  on  an  international  basis.  The 
summary of Chinese stock market  linkages with  international markets are shown  in China’s section 
of Table 2.3‐1 and it is split into studies on first and second order dependencies. 
The majority of  studies on  cross‐market  linkages  analysis  that  includes China  confirm  the  lack of 
interactions of China with other markets, which one can  call China holding a  solitary or detached 






et al.  (2006), while  the  same  study confirmed  the existence of  return and volatility  slipovers with 
neighbouring India. This could be also attributed to the stronger role of the regional factor, despite 
the  lesser  role  of world  factors, which may  partly  be  ascribed  to  lesser  interdependencies with 
developed markets. The studies by Beirne, et al.  (2010), Bhar and Nikolova  (2009a) confirmed  the 
significance of the regional factor variables in the equations. However, the trend of rising integration 


















Overall,  these  findings may  suggest  less  integration by  the Chinese  equity market  into  the world 
































































































rest  of  the  sample.  The  application  of  Granger  Causality  in  a  VECM  form 
demonstrated  the  existence  of  bi‐directional  causal  linkages  between  Brazil  to 














in  the  model  provides  strong  evidence  of  co‐integration  among  the  observed 
















US at 1%  level of significance  in  the years: 1991, 1994‐1999. Overall,  the author 
pointed that the results suggested a high degree of market integration and market 




























explained by  the US and  the participating European countries simultaneously.  In 
the first sub‐sample the US and European countries fail to explain the behaviour of 
the  Brazil  equity  market,  while  in  the  second  and  third  sub‐samples  Brazil  is 
















































Italy,  the United Kingdom,  Spain,  and Germany. The  authors  ascribe  this  to  the 













100‐weeks VAR  is used and  the spillover  index calculates  for every possible VAR 
ordering.  The  findings  indicate  that  both  the  return  and  volatility  spillovers 
fluctuate widely over time. Thus, return spillover is smoother, whereas a volatility 
slipover has  sharp  shifts usually observed  in  crisis  events.  The  article  raises  the 
question  of  the  importance  of  parameter  (significance)  stability when  analysing 














10%  level of  significance. However, Granger Causality  in pair wise  form  is  found 
from  the  US  to  Brazil  at  a  5%  level  of  significance,  but  not  the  opposite.  (US 
influence) 






























it  ignores  indices’  trading  time non‐synchronism. Nevertheless, all  indices except 
the Chinese have at  least one  lag to be significant  in explaining the behaviour of 






the  linkages  from  other  markets  to  Russia  are  found  to  be  significant;  the 





The US  at  lag  0  and  Argentina  at  lag  3  are  found  to  be  significant  in  explaining  the 
behaviour  of  the  Chinese  index  in  a  VAR  form.  Bi‐directional  causality  is  detected 
between  China  and  Russia  and  unidirectional  causality  from  China  to  Argentina.  IRF 














10%  level of  significance. However, Granger Causality  in pair wise  form  is  found 
from the US to Brazil at a 5% level of significance, but not the opposite direction. 
(US influence) 
    The null hypothesis of no co‐integration vector  is rejected at 10%  level of significance. 












VAR–EGARCH model  Examination of  the  equation  output  table  suggests  that  Brazil  has  strong mean 
dependencies with Mexico over the observed period, while Mexico is not affected 
by  Brazil  returns.  Volatility  spillover  from  Brazil  is  found  to  be  positive  and 
significant for all other markets, but the magnitudes are smaller compared to the 
other market’s volatility  spillovers. Overall  it  can be  see  that volatility  spillovers 
are greater compared to mean spillovers. The possible drawback of the model  is 
















at 5%  level. The application of Brazil's unconditional volatility  to  the conditional 
variance equation of the GARCH model for Turkey  is not so prominent, since the 
parameter  is  found  to be  small  and not  significant.  The  average magnitudes  of 
volatility  contagion  to  Turkey  from mature markets  is  greater  compared  to  the 
emerging ones (including Brazil and Russia). (Inter‐regional linkages) 
Results of  the  correlation  revealed  the existence of  the  respond on  the Turkish 




of  Russian  unconditional  volatility  in  the  conditional  variance  equation  of  the 
GARCH model for Turkey is not so prominent, since the parameter is found to be 
small and not significant. The same could be said of the Russian real return in the 
















causality‐in‐variance  for  the  markets  from  the  same  region,  while  higher  lag 
causality  varies by market pair. Regarding  the  interregional  linkages,  the  author 
suggested  that  despite  bidirectional  causality‐in‐mean,  the  causality‐in‐variance 
mainly runs from Latin American to Asian countries. This may partly be explained 
by  the difference  in  time gap, which  is smaller  from Latin American countries to 
Asian  countries  than  vice  versa.  The  listed  findings  are  also  ascribed  to  Brazil, 
which  is observed  in relation with Mexico and Thailand. The study  is remarkable 
due  to  the  controlling  for  the US market  effect  and  use  of  the  rolling window 
























the absence of  transmission  from US  to Brazil, but  the bi‐directional  spillover  is 
detected between Brazil and Mexico with Chile. The author explains the findings 
on Brazil by  suggesting  that  the Brazilian market  is  a more  closed  compared  to 
















The  findings  from  the  bi‐variate  form  suggest  that  conditional  covariance  has 
significant  impacts on Brazil  stock market  returns, while  the  local market  risk  is 
found to be significant and positive. Since the overall estimation is applied for such 
a  long  period,  the  authors  also  investigated  structural  changes  in  stock market 


















The  paper  examines  the  contemporaneous  effect  of  causality  in  variance.  The 
author found strong contemporaneous  impacts from US to foreign volatility and, 

































Brazil  is  found  to  be  affected  by  a  return  spillover  from  the  Latin  American 
countries  (Argentina, Chile and Mexico) only  in  the contemporaneous  term. The 
contemporaneous  return  and  lag  1  spillovers  is  found  in  the  direction of  Brazil 
from  the  Asian  region,  excluding  Malaysia,  and  from  the  Eastern  European 
countries, excluding the Czech Republic  (Gebka&Serwa, 2007, p. 212). Regarding 
the  return  spillover,  Brazil  had  an  effect  on  all  the  participating  countries, 
excluding  Malaysia.  Besides  this,  the  intraregional  return  cross‐correlation 








































US  has  a  significant  effect  on  the  Brazilian  equity  market.  The  existence  of 
asymmetric volatility is detected in the case of Brazil. The spillover from the world 
index  is  found  in  conditional  volatility  of  the  Brazilian  equity  market,  while 
regional  spillover  is  not  confirmed.  The  volatility  spillover  is  found  from  the 
Brazilian equity market to the regional  level. Brazil has a relatively stable  level of 




also  found  that  Russia  is  responding  equally  to  positive  and  negative  shocks. 
Russia has  relatively stable  level of conditional correlation with  the world  index. 
However,  the  regional  conditional  correlation  is  volatile.  (Intra/Inter‐regional 
linkages) 
The asymmetric volatility  is  found  to be high, both with  the  regional and global  indices. 
India also demonstrated a negative effect  in conditional volatility  in  its relationship to the 
Asia‐Pacific  index. Based on  the  level of  spillovers,  the authors  concluded  that  India has 
highest  level of  integration with the world and regional  indices among BRIC.  (Intra/Inter‐
regional linkages) 
The  regional  (Asia‐Pacific) and World  index  is not  influenced by  return spillovers  from 
the  Chinese  market.  China,  like  all  BRICs  is  affected  by  regional  and  global  shocks 
through  the  conditional  variance  equation.  Interestingly,  the  Chinese  equity market's 
relative  asymmetry  is  less  than  one, which may  cause  lower  conditional  volatility  in 
response to the negative innovation in the previous period. Also, low negative volatility 
spillover  is detected from the world market, while the existence of spillover from Asia‐
Pacific  region  is not  confirmed.  Finally  there  is no evidence of  a  spillover effect  from 
China to world or regional  index. The authors also emphasise that China demonstrates 
the  lowest  level  of  integration  among  BRICs. No  evidence  of  regional  integration  for 
China.  As  for  the  dynamic  conditional  correlation,  the  only  weak  stable  positive 
correlation  is  found with the regional  index, and volatile mainly negative correlation  is 
found with the world index, which gives good diversification opportunities for investors. 












Co‐integration    The main conclusion of  the work  is  that emerging markets are mainly driven by 
domestic factors rather than foreign market dynamics. As for Russia, no  long‐run 

















  The co‐integration  is found  in the first period between Moscow and US, Hungary 
in  bivariate  form  and  Moscow  with  Poland,  Czech  Republic,  and  Hungary  in 
















In  the  post  crisis  period  Russia,  at  a  different  lag,  is  found  to  affect  Thailand, 
Malaysia,  Philippines  and  Hong  Kong,  the  latter  is  not  apparant  pre‐crisis.  The 
author  suggests  that  this  fact  is  due  to  the  effect  of  the  US  reflected  by  the 
Russian market. In fact, the contemporaneous relation was ignored in the analysis, 
since  lag 0 was not considered  (instantaneous causality  in Granger, 1969). Thus, 














degree  of  integration  with  world  markets.  The  result  is  that  companies,  with 












GARCH model    The  authors  suggest  the  Russian  stock  market  behaviour  pattern  is  different 
compared to the others participating countries. The negative correlation with US 
and  Germany  has  a  tendency  to  disappear  after  1995.  The  paper  reveals  the 














the  Czech  republic  Hungary  and  Poland.  The  variance  of  Russian  stock market 
returns  lasting  for  approximately  5  days  in  each  of  the  participating  countries. 





































effect  in  a  given  sample, while  the  US  effect  found  to  be  not  significant.  The 
author concluded that in the Granger causality sense the Russian market is caused 
by spillover effects from the German equity market, pointing out that the Russian 































  Only  Gregory–Hansen  test  demonstrated  existence  of  bivariate  co‐integration 





























  Saleem  (2009) concluded that the Russian market  is partly  integrated with other 













  The  significant  linkages  are  found  between  Russia  and  Turkey.  However,  the 
Russian return  found to be significant  in explaining the behaviour of Turkish and 
Hungarian  returns.  The  application  of  pair  wise  Granger  Causality  found 
bidirectional  causality  between  Russia  and  Turkey,  and  unidirectional  causality 
















  First, separately  tested hypothesis of no spillover  in mean  from regional  to  local 
market and global markets are  rejected, which means  that Russia  is affected by 
regional and global shocks.  
Second,  separately  tested  hypothesis  of  no  spillover  in  variance  from  global 
markets and regional are also rejected, which refers to the significant effect from 
the  global  and  regional  shocks  to  the  volatility  of  Russian  equity market.  The 
separately  tested  hypothesis  of  GARCH‐in‐mean  from  volatility  of  global  and 
regional  shocks  is not  rejected, which may address  the  issue  that volatility does 






spillover  in mean  from  regional  to  local market  is  rejected, which means  that China  is 






















  Authors  found  a  weak  power  of  Russian  index  return  and  squared  return  to 
explain  the  dynamics  of  the  US market  before  and  after  the  beginning  of  the 
Global Financial Crisis.  In case of the UK the relationship  is  found both  in  lagged 
and lagged squared returns. The Granger Causality analysis unveils no causal links 
between the US and Russia pre‐crisis, while in the second time period bidirectional 
causality  is  found.  The  co‐integration  analysis  between  Russia  and  the  US 
demonstrate  that  both  periods  are  characterised  by  the  long  run  relationship, 




















     Results of the causality  in a VECM form  India  is found to be the most  integrated country 















    The author  found mixed evidence of return and volatility spillover  from  the US  to  Indian 
















    Co‐integration  is  found  in  bivariate  form  between  India  and  all  participating  mature 
markets.  The  study  confirms  existence  of  long  term  and  short  term  dynamics,  which 






























Univariate EGARCH      In the full sample analysis, return spillover is confirmed from the US and Japan to all three 
countries, while  volatility  spillover  effect  from  the US  to  India  is  confirmed only  at 10% 
significance  level. At the same time, post‐crisis, volatility spillover  is confirmed both from 
the US and Japan. The author concluded that after the crisis the effect of mature markets 


















Indian market. The error correction coefficient  is  found to be significant  in explaining the 
behaviour of the Indian market. (US influence) 
US‐China 
There  is  a  return  transmission  found  from  the  US  to  China,  with  a  negative  sign 
suggesting  that  China moves  in  the  opposite  direction.  The  co‐integration  relation  is 
significant and negative, with a value near unity only  in explaining China. This  implies 
that  disequilibrium  is  corrected  within  a  period  of  about  1  week.  However,  no 
information  transmission  between  two markets  is  found  in  conditional  volatility.  (US 
influence) 
India‐China 























July  1997  to  April 
2008, daily 
GARCH‐M(1,1)      Only  a  few  countries  affected  India  through  the  foreign  variance  in  the mean equation, 
however  the  reverse  is  found  to be  insignificant. The  foreign  volatility  transmission  in  a 
variance equation  is  found  from Hong Kong,  Indonesia, Korea, Singapore, Thailand, while 
India affected only Pakistan and Sri Lanka. However, the lagged transmission of return and 
volatility  are  found  less  frequently.  Thus,  most  of  the  information  transmission  is 












    Correlation with emerging markets doubled, while  for  the UK and US  rose  considerably. 
(Rising integration), (US influence) 


























































    The  following  intervals  are  where  strong  co‐integration  is  detected  using  rolling 
cointegration technique: 1991:Q2‐1992:Q1, 1992:II–1995:III, 1997:II–1998:II, and 1998:III–
2003:IV.  The  strong  time  varying  co‐integration  exists  among  the  countries  both  during 












    India  is represented by S&P NSE  (Nifty). The study concludes  that  in  the post‐Asian crisis 
period the Indian stock market was becoming more integrated, confirming the highest level 
of correlation with Asian countries. However, the integration with mature market is found 































    From  the  outcome  of  the  augmented  AR‐GARCH model  it  is  possible  to  conclude  that 
indices,  whose  trading  time  is  either  overlapped  or  preced  the  trading  time  of  Indian 
(BSE30)  have  strongly  significant  volatility  spillover.  Finally,  results  of  the  study  confirm 




open‐to‐open  returns of  the  SSE  index  are explained by  their own  lag.  The VAR with 





a  stronger effect, compared  to  the  lagged  returns.  Japan, Singapore and Malaysia are 
found  to  be  significant  in  explaining  the  Chinese market  in  the  AR‐GARCH model  in 
close‐to‐close return  in a conditional variance equation. However, China  is found to be 
significant  in explaining other  indices also only at  lag 0. The authors emphasised  that 
contemporaneous  information  transmissions  have  a  strong  effect  compared  to  the 
lagged  ones.  The  study  also  has  some  similarities with  the  study  by Wang  and  Firth 
(2004) in terms of applying the foreign market innovations into the conditional variance 



















to  December  21,  2009  demonstrated  positive  unstable  correlation  for  India.  No  co‐
integrations are found for India  in both periods. For India the correlation  is raised  in both 
crisis periods. Granger  causality  in pair wise  form  is  found  from US  to  India during  sub‐
prime crisis. (Intra‐regional linkages), (US influence), (Rising integration during the crises) 


















    The application of Engle‐Granger co‐integration test  found no evidence of co‐integration. 
In application of Johansen co‐integration no  long‐run relationship  is  found between  India 
and  other  countries  under  investigation.  However,  the  hypothesis  of  no  co‐integration 
(Gregory‐Hansen,  1996)  is  rejected,  in  favour  of  the  alternative  hypothesis  of  co‐


























      The  Shanghai  and  Shenzhen  stock  markets  demonstrated  the  existence  of  the  co‐
integrating vectors, while no co‐integration  is  found between China and  the US, Japan 
and Taiwan markets. However, being  insignificant, the co‐integration test statistics are 
greater in the case of the US‐SCGT than with the Japan‐SCGT, which the authors ascribe 















      Each  index regressed on asymmetric basis against  the other participating  indices, with 
and  without  inclusion  of  the  US  market.  The  outcome  of  the  regression  equation 
demonstrates that China is not found to be affected by Japan and Korea. Moreover, no 
significant  influence  is  found  from  the US  to  China.  Application  of  the  Johansen  and 


















      The  study  found  evidence  of  a  high  degree  of  interdependence  between markets.  A 
shock to any sector has a strong reflection on other sectors, due to the fact that 70% of 
forecast  variance  in  a  sector  can  be  referred  to  shocks  in  other  sectors.  The  study 
















      The  Johansen  co‐integration  test  cannot  reject  the  null  of  no  co‐integration  vectors 
among  the  developed  and  emerging  countries  of  Asia‐Pacific  region.  Further 
















      The authors pointed out  that bidirectional  spillovers are more  likely  to appear during 
high fluctuation periods, return volatility spillovers are found  less frequently compared 
to  stock  return  spillovers.  China  has  demonstrated  a  relatively  small  frequency  of 
rejections, which may refer to the  lesser  integration of the Chinese equity market  into 
the  regional  net  of  equity  markets  in  the  observed  time  period.  However,  China 
demonstrated  the  highest  value  of  cumulative  impulse  response  value  for  the  stock 
returns during  the  tranquil period  (18.84%), while  Japan  showed  the  smallest  (4.95%) 
ratios. During the high fluctuation period the return volatility of China demonstrated the 
smallest ratio (4.17%) impulses of innovations to other countries. This may suggest that 
China was exempted  from being either  an originator or  a  good  transmitter of  shocks 
during  the  Asian  crisis.  The  article  is  important  due  to  the  use  of  non‐causality 












































      The specific  feature of the study  is the application of the  innovation of other market’s 
dynamics as exogenous variables into the conditional variance equation with respect to 
the  trading  time non‐synchronism. The  findings  are  the  following:  first,  the overnight 
return of Greater China equity markets  could be explained by  the  innovation  from at 
least  one  of  the mature markets  day  time  returns.  Second,  the  return  spillovers  in 
contemporaneous  time  in  general  are unidirectional, usually  from mature markets  to 
Greater China markets mainly observed in the pre‐crisis period. Bi‐directional spillover is 
also  found mainly  in  the  post‐crisis  period.  The  one  lag  spillover  effect  from mature 
markets  is found only  for Taiwan, which confirms that contemporaneous effect should 
















      The augmented GARCH  (1,1) model  is used where  the mean equation consists of own 
lag  of  the market,  the  previous  day  lag  of  the US  and  China,  and  volatility  spillover 
represented  by  idiosyncratic  shock  from  the  US  and  China.  The  decomposition  of 
idiosyncratic  shock  allows  one  to  observe  global  (US),  regional  (China)  and  local 
(country’s  own  specificity)  effects  for  each  participating  ASEAN  country.  Asymmetric 
parameters of the effect are also allowed  in the additional model. Significant spillovers 
from both the US and China  (with the exception of Philippines) to participating ASEAN 
countries are  found. However,  the magnitude of  the Chinese spillovers  is  rather small 
compared  to  the  US.  The  result  is  also  confirmed  on  variance  ratios, where  for  the 
Chinese  volatility  spillover  on  average  accounts  0.2%‐2.6%  of  conditional  variance  of 
unexpected return, while US contributed 1.9%‐19.3%. Spillover from the US to China  is 
not confirmed. The split of the full sample into two sub‐periods due to China’s entrance 
into  the WTO organisation confirms  the  trend of  rising  integration of ASEAN  together 
with China and the US. No spillover from China is found in the first sub‐period, however 
the  second  sub‐period demonstrated a  similar  result with  the  full  sample output. The 
asymmetric effect based on joint hypothesis testing of positive and negative shocks has 
shown  no  return  spillover  effect  from  China  in  the  second  sub‐period, while  Chinese 
shocks were found to be significant at 5%  level for Philippines and Thailand. The study 























tool  for  decision making  in  the  theory  of  portfolio  diversification  and  its  transformation  into  an 
instrument of the measurement of a degree of market integration. This also shed light on the degree 
of integration between countries. The section demonstrated the necessity of such measurement, as 




prerequisites usually  identified as  reasons  for  the  integration, such as macroeconomic similarities, 




of  the BRIC  countries. However,  the  studies of cross‐market  linkages of BRIC countries  in a  single 
study  are not numerous;  the  studies by Bhar  and Nikolova  (2009a), Aktan,  et  al.  (2009)  are  rare 
examples. Because of this  it  is  likely that the examination of the cross‐market  interactions of BRIC 
countries together with mature markets might be important in understanding the ties and specificity 
of  “emerging  leaders” and  this  constitutes  first  research objective  (see Chapter 1, page 4) of  the 
thesis. 
















countries not only demonstrated  the existence of  the  studies  that allude  to  the non‐synchronism 
problem (Huang, et al., 2000; Bahng and Shin, 2003), but also participated in an active discussion on 
related  issues  (Wang and Firth, 2004; Singh, et al., 2010). This  fact demonstrates  the necessity of 
research  into  the  specificity  of  daily  data  non‐synchronism,  treatment  of  this  problem  and  the 
consequences of ignoring it. Therefore, this is discussed in Section 4.1. 
The third issue is the stability of the detected relationships, which is found in the summary of studies 
of  Section 2.3. This  could be  traced  to  the  testing of  the hypothesis of  co‐integration  (Lucey and 
Voronkova,  2008). Here  the  authors  are  concerned with  structural  breaks  inside  the  sample  and 
where the recursive estimation is applied. The authors also investigate the application of the rolling 
estimation, in order to discover how parameter (significance) evolves inside the sample (Anatolyev, 







The conclusion of Chapter 2 highlights  the  significant  role  that oil price  is expected  to play  in  the 
economic activity of  the BRIC countries34  . This particularly  relevant  to oil exporting countries  like 
Russia, but assuming a rising consumption of the crude oil by the BRIC group of oil  importers,  it  is 
possible  to  postulate  that  the  oil  price may  influence  the  stock markets  as  a  representative  of 






company  level,  industry  level  and market  level.  The market  level  interaction  with  the  oil  price 
summary  is  also decomposed with  respect  to  the oil  status  and economic profile of  the  country, 
which this stock market belongs to. Finally, this section also examines the oil price effect on the BRIC 
countries. 







 3.1. Theoretical  foundations  of  the  oil  price  effect  on  macroeconomic 
activity 
What makes  oil  different  from  other  commodities  is  its  fundamental  capacity  to  influence  the 
economy.  Kilian  (2008a)  pointed  out  that  a  sharp  rise  and  sustained  growth  in  oil  price  are  not 









the  oil  price  to  economic  activity.  The  first  is  a  supply‐side  shock  effect which  signals  a  possible 
energy  scarcity  in  the  future.  The  effect  causes  a  decline  in  productivity,  reduction  in  real wage 
growth with further increase in the unemployment rate. This effect also has strong consequences for 




simultaneously  increasing  the  interest  rate  and  inflation.  The  second  area  of  interest  is  a 
redistribution  effect  of  the  purchasing  power  from  the  oil‐importing  country  to  the  oil‐exporting 
country which  reduces  (increases) aggregate demand  for  the oil‐importer  (oil‐exporter)  (Fried and 
Schulze,  1975; Dohner,  1981; Horwich  and Weimer,  1984).  The  third  area  of  interest  is  the  real 
balance effect when the oil price increase causes an increase in money demand. Belated attempts to 
support  the  growing money  demand  will  force  the  interest  rate  to  increase,  which  will  have  a 
depressing  effect  on  economic  growth  (Pierce,  et  al.,  1974;  Mork,  1994).  Finally,  a  change  in 
monetary policy  (e.g.  increase  in  interest  rate) provided by  the  authorities  in  response  to  the oil 
price shock, can be a reason for a reduction in the GDP growth. 
Summary  of  the  oil  price  effect  on  macroeconomic  indicators  are  given  in  separate  sections 
representing results of the measurement of the effect as well as mechanism of its propagation. Thus, 
the  traditional  approach  in  the  oil  price  effect  investigations  assumes modelling  of  the  oil  price 
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increase  in oil price  is reflected  in a GDP decrease of 0.5%, and possibly more, for several quarters 
after that. The relationship also remained unchanged in the time period 1961‐1982 with respect to 
the  OPEC  embargo  in  1973  (Gisser  and  Goodwin,  1986).  Furthermore,  an  investigation  of  a 
comparable period by Hooker (1996) demonstrated that a 10% oil price  increase precedes a fall  in 
GDP of 0.6%. A further study by Rotemberg and Woodford (1996, p. 555) covering the period 1947‐
1980  showed  that a 10%  increase  in  the oil price  reduced  the output by 2.5% after 5‐7 quarters, 
which differs significantly from the previous findings. Hooker (1996) and Bernanke, et al. (1997) also 
point to the fact that output responded differently to oil shocks after 1984. For the most recent time 
period between 2003‐2005 Rogoff  (2006) found that, on average, an  increase  in oil price caused a 
fall of up to 1.5% in output. However, results may change due to different price levels (i.e.: 10% oil 
price  increase  from  30$,  50$  or  100$)  which,  together  with  oil  price  asymmetry  (Mork,  1989), 
unexpected  innovations attributed  to  the volatility  (Lee, et al., 1995) may  suggest  that non‐linear 
models  (Cuñado  and  Pérez  de  Gracia,  2003;  Jiménez‐Rodríguez  and  Sánchez,  2005)  are  more 
plausible. Nevertheless,  it appears  that  the authors generally accepted a decrease  in  the oil price 
effect  on  the US  economy,  compared  to  the  period  before  the  eighties  (Herrera  and  Pesavento, 
2007; Kilian, 2008b). 
Finally, a new branch of  the analysis  is  the  investigation of oil price dependence on world output. 
Barsky and Kilian (2001, 2004) suggest that both the supply and demand are affected by the global 









the  inverse effect on employment. These studies can be arranged  into  three groups regarding  the 
applied model and data applied. 
The  first group utilises production  function based models. Discussion of  the mechanism of  the oil 
price effect is usually organised through the input price shock in the production function framework 
(Rasche  and  Tatom,  1977a,  1977b;  Bruno  and  Sachs,  1982).  As  part  of  the  production  function 
framework,  the  concept of a  sectoral‐shift effect on aggregate unemployment  is examined  in  the 
study by  Lilien  (1982) where  it was  concluded  that  labor  relocation as a part of  the  sectoral‐shift 
effect is significantly contributing to aggregate unemployment. A further development in the multi‐
sector model  is performed by Hamilton  (1988), where  it  is suggested  that  the  relative price shock 




fluctuations have  a positive  effect on nominal wages  inflation  in  the  services,  transportation  and 
wholesale  trade  industries  and  on  employment  in  construction,  manufacturing,  mining  and 
transportation  industries. The anticipated energy price shift effect on employment  is found for the 
mining  industry  only.  This  could  be  explained  by  the  assumption  that  labour  and  energy  are 
substitutes in the mining sector (Ewing and Thompson, 2007).  
The  second group of  studies  is based on  the models  that utilise  the employment  statistics. Keane 
and  Prasad  (Keane  and  Prasad,  1996)  applied  employment  statistics,  obtained  from  the National 
Longitudinal  Survey  of  Young Men,  to  represent  various  sectors  in  the  US  economy  in  to  the 
regression model. The authors found that an oil price increase causes real wages to decline. Besides 
this,  the  short‐term  effect  of  positive  oil  price  shocks  induces  an  increase  in  aggregate 
unemployment.  However,  in  the  longer‐term  aggregate  employment  is  not  reduced  due  to  the 
positive shock of the oil price. Davis and Haltiwanger (2001) analysed job creation and destruction in 
different  sectors  of  the  US  economy  in  the  period  from  1972  to  1988,  confirming  that  job 
destruction shows much greater short‐term sensitivity compared to job creation. Overall, oil shocks 
induce unemployment growth to fluctuate by 20‐25%.  
The  third  group  of  studies  is  an  application  of  the  time  series  econometric models  and Granger 













A number of authors highlight  that  the  transmission of wealth  from oil  importers  to oil exporters 
makes a significant reduction in consumers’ income. Edelstein and Kilian (2009) pointed out that: 1) 
high  energy  prices  reduce  discretionary  incomes  after  the  payment  of  energy  bills;  2)  oil  price 








the  oil  price  shock.  The  studies  by  Balke,  et  al.  (1998)  and Huntington  (1998)  demonstrated  the 































that  higher  oil  prices  give  the  signal  that  processing  of  bio  ethanol  and  biodiesel  becomes 
economically  viable.  The  result  suggests  that  future  food  prices  are  likely  to  be  volatile,  since 
according to Regnier (2007), “oil prices are highly volatile compared with all products manufactured 
in  the  United  States”.  Thus,  all  the  substitutes  of  energy  commodities  are  also  subject  to  high 
volatility. 
Oil price effect on Inflation 
Despite  the  output  and  employment  effect,  the  oil  price  effect  has  a  strong  positive  effect  on 
inflation.  The measurement of  the oil  price  effect  on  inflation  is performed  by means of  various 
models. It is possible to distinguish two approaches – first, measurement through consumer price or 







 The earlier studies have mainly established the  inverse effect on economic activity  in oil  importing 
countries  (Rasche  and  Tatom,  1981; Darby,  1982; Hamilton,  1983;  Burbidge  and Harrison,  1984; 
Huntington,  1998),  which  leads  to  inflationary  concerns  through  the  supply‐side  shock  channel 
(Brown and Yücel, 2002, p. 195). For example, Hamilton (1983) utilized the VAR model and Granger 
Causality test  in order to examine the effect of the oil price effect on  inflation and other economic 
indicators  in  the US.  It  is  not  specified  “to  rise”  or  “to  decline”  since  the  decomposition  to  the 
negative  and  positive  shock  of  the  oil  price  (allows  response  to  rise/decline  in  oil  price)  is  not 
performed and regression equation in its structure has not allowed asymmetry of the oil price effect. 
Furthermore,  Burbidge  and  Harrison  (1984)  provided  an  investigation  of  the  oil  price  shock  on 
macroeconomic  variables,  including  inflation,  for developed  countries. The  authors  found  that oil 
prices drive consumer prices (CPI) in all countries, but statistics were less significant for oil exporting 
Canada. Using similar a methodology, but with correction for the asymmetric effect and the use of 
additional  oil  variables  (“Scaled  Oil  Price  Increases/Decrease”  proposed  by  Lee,  et  al.,  1995), 
Jime´nez‐Rodrı´guez and Sa´nchez (2005) found that an oil price shock increased the inflation rate in 
all  countries,  except Germany.  In  addition  it was  found  that  the GDP  growth  response of  the oil 
exporting countries (the UK and Norway) was affected differently by the oil price increase which may 
be explained by the different proportions of oil export revenue and oil  industry contribution to the 
GDP  in  those  countries.  Therefore,  regarding  the oil price  effect  the  activation of  the  channel of 
redistribution  effect of purchasing power  from oil‐importer  to oil‐exporter  countries with  a  large 
proportion of oil export revenue may express appreciation of the national currency, which may lead 
to a decrease in oil‐exporter’s inflation. Cologni and Manera (2008) applied the VAR model to the oil 
price  shock, GDP  and  inflation  for  the G7  countries  in  a quarterly  sample period  from  1980:1  to 
2003:4. They found that the oil price shock is affected all G7 countries, except the UK and Japan. The 
study  also  confirmed  the  role  of  interest  rates  in  transmitting  the  oil  price  shock.  The  impulse 
response analysis confirmed the existence of an instantaneous but temporary effect on the oil price 
innovation.  The  study  is  in  line  with  other  studies  that  find  the  oil  price  shock  effect  is  also 






Reserve. Despite  the methodological  shortcomings discussed  in  the  studies by Dotsey and Reid  (1992a, pp. 








structural‐break  characterisation  of  the  model  appears  to  be  robust  with  a  better  fit  of  the 
asymmetric  and  nonlinear  representation  of  the  oil  price.  However,  Hooker  fails  to  verify  the 
hypothesis  that such  lessening of  the oil price shock effect  is performed due  to  the decline  in  the 
energy intensity of the economy. Another probable reason is the change in monetary policy, which 
possibly  organised  a  regime  where  the  inflation  started  to  be  less  sensitive  to  oil  price  spikes. 
Applying Hooker’s (2002) assumptions, LeBlanc and Chinn (2004) found that the oil price shock has 
only a modest effect on inflation in the US, Japan and the EU, while Gregorio, et al. (2007) showed 
that  an  average  estimate  of  the  oil  price  shock  pass‐through  to  inflation  falls  in  the  developed 
countries  and,  to  a  lesser  extent,  in  the  emerging  countries.  In  addition  to  the  factors  of  the 
diminishing effect of the oil price shock on inflation, the authors suggest a reduction in the exchange 
rate pass‐through and the strong world demand for crude oil, while Chen (2009) highlights the effect 









Having  established  the  crucial  role  of  the  oil  price  on  economic  activity  of  countries,  it  is  now 
possible to examine the effect of the oil price on stock market indicators. 
Before  starting  such an examination  it  is  important  to emphasise  the  following: The  literature on 
interdependence demonstrates  the existence of a  specific nature of behaviour of mature markets 
and emerging markets. On  the other hand  the  literature on  the oil price effect also demonstrates 

















Exploration,  Integrated oil producers. The author  found no evidence against  the given hypothesis. 
Moreover, the market estimates represented by SE100 (Stock‐Exchange‐Financial times index) index 








 three  individual oil companies. Strongly significant  results of Granger causality were  found  for  the 
petroleum  industry and all  individual  stocks under  investigation. However,  the oil  futures did not 




futures might  justify  the  significance  of  the  influence  of  oil  futures  on  stock  indices  where  oil 
companies’ dominate.  
Since around the end of the 90s, authors started to concentrate on the response from stock market 
indicators  of  other  sectors  and  they  attempted  to make  comparisons.  The  oil &  gas  and  related 
industries  continued  to have a positive  response with  respect  to  the oil price  shocks, while other 
industries usually demonstrate a negative response to shocks conditioned on the energy intensity of 
the  industry and shocks on consumer behaviour. Faff and Brailsford  (1999) utilised  the  two‐factor 
CAPM in order to investigate sensitivity of the Australian sectoral index returns on oil price changes 
treated as a factor. The sample period spans from 1983 to 1996. The authors found that the oil price 
had a positive and significant effect on  the Oil & Gas  industry and Diversified  resource  industries, 






El‐Sharif,  et al.(2005) utilise  the data of Brent Crude oil  in  the  analysis of  its  impact on  the daily 
market portfolio excessive  returns  (return of  FTSE All  shares  subtracted  for 1‐month UK Treasury 
Bills). Also, additional  variables were  contributed  to  the  study e.g. daily excessive  returns  for  the 
London Oil & Gas  sectors  index,  the  daily  change  in  the US  $/UK  £  exchange  rate  and  the  daily 
change  in  the  difference  between  3‐  and  1‐  month  UK  Treasury  Bills.  The  data  were  daily 
observations in half‐year sub‐periods for the sample starting from January 1, 1989 to June 30, 2001. 
Two and four factor regression models with (White, 1980) heteroscedasticity correction were used 







 Recent  research  papers  provide  a more  thorough  analysis,  expanding  the  scope  of  the  analysed 
countries. Nandtha and Faff  (2008) examined  the effect of oil price changes on 35  industries  in a 
period  from April  1983  to  September  2005 using monthly data. A  regression model  is used with 
World market  returns and WTI oil price. The World market  index  is preliminarily exempt  from oil 
price shocks using a univariate regression model. The oil price is modelled as unanticipated change, 
which  is derived by the difference between real value at time (t) and expected value model  in one 
step ahead  forecast of AR(1) process. The study also  investigates  the asymmetric responses on oil 
price  innovations.  The  result on  the Mining  and Oil & Gas  industries  stays  in  line with  the other 
studies, confirming the positive response to oil price change, while all other participating industries 
demonstrated  a  negative  sign.  Agusman  and  Deriantino  (2008)  applied  OLS  regression  for  9 
industrial sectors of Indonesia together with WTI Crude oil price in a time period from January 1996 
to  June  2008,  observed  on  a  monthly  basis.  The  model  was  constructed  assuming  a 







responses  of  the  oil  extracting  related  companies  to  changes  in  the  oil  price.  The  system  of 
equations  is  solved  using  a  Seemingly  Unrelated  Regression method  with  oil    commodity  price 






WTI  oil  price  is  used  in  a  regression model  together with  other macroeconomic  factors  (Market 
returns, Exchange  rate, Term premium)  following  the studies by predecessors  (Faff and Brailsford, 
1999; Sadorsky, 2001). The changes  in oil price are  found  to be positive and significant  for Energy 
and Materials sectors  in contemporaneous time, while a significant and negative effect  is shown  in 
the Banking and Transportation sectors and at lag 1 for the Retail sector. Gogineni (2009) shows that 
since  the  main  customers  of  the  industry  (demand  side)  and  the  industries’  own  oil  price 




set of other economic  indicators  is estimated  in  the  time period  from  January 1998  to December 
2006.  The  positive  and  significant  oil  price  beta  is  found  not  only  for  the Oil & Gas  and  related 
industries,  but  also  for  Primary metals, Management  of  companies  and  enterprises.  A  negative 
relationship  is  found  for  the  Air  transportation,  Financial  sector  (Federal  reserve  banks,  credit 
intermediation,  and  related  activities;  Insurance  carriers  and  related  activities),  Accommodation, 
Food service and drink places. Özkan (n.a.) utilising a sample period from 2000 to 2008, observed on 




Transportation  industries.  Swaray  and  Hammad  (n.a.)  investigated  36  non‐integrated  oil‐related 
firms from the following sectors: Drilling and exploration, Equipment and services, Pipeline owners 
and operators, Refining and marketing. The GARCH(1,1), TGARCH(1,1) model was applied in order to 
investigate  the  oil  price  return  volatility  in  a  conditional  variance  equation  for  all  participating 
companies in the time period from January 1997 to January 1999, observed on a monthly basis. The 
highest  rate of volatility  is  found  for  the Refining and Marketing  sectors. Malik and Ewing  (2009) 
applied  a  bi‐variate  BEKK‐GARCH  (1,1)  model  for  WTI  oil  price  and  five  US  industrial  indices 
(Financial, Technology, Consumer services, Health care, Industrials)  obtained from Dow Jones in the 
time period  from  January 1,1992  to April 30, 2008 and observed on a monthly basis. The author 
reported the conditional variance equations where the oil price is allowed to be affected by volatility 
and squared  innovations of the corresponding  industrial sector. The  indirect significant effect of oil 
price  is  found  only  for  the  Technological  sector, which  is  explained  by  the  fact  that  unexpected 



















of  Capital  Asset  Pricing  Model  (CAPM).  The  development  of  CAPM  presupposes  a  search  for 
economic  indicators  which  could  assist  in  portfolio  optimisation  and  improve  on  the  results  of 
forecasts. Herewith,  it  is necessary to single out the study by Chen, et al.  (1986), where the factor 
loading  is  represented as a  list of economic  indicators which  represents economic  state variables, 
these are related to the economic factors that explain pricing of the asset on the stock market (see, 
for  instance,  Fama and MacBeth, 1973; Chen, et al., 1986, p. 394). The oil beta was  found  to be 
significant  in  the overall period and two out of  four sub‐periods.  Inclusion of  the oil price  into the 
model  induced  fall  in  the  significance  in  other  factors  (e.g.  industrial  production)  simultaneously 
rising the risk‐premium variable and term‐structure variable. By comparison with the model without 
oil price  inclusion, the authors concluded that oil price was not priced properly  in the period from 
1968  to 1977 when  the OPEC  cartel became  important. Hamao  (1988) applied  the  same method 
with  respect  to  the  Japanese  stock market,  with  the  focus  on  international  factors  due  to  the 
importance of  international trade to Japan. The author also concluded that the price of oil was not 
priced in a model in the sample period from 1975 to 1984. Kaneko and Li (1995), by applying the VAR 
model, confirmed  that  the oil price was  found  to be significant  in  its effect on  the  Japanese stock 
returns and innovations in the oil prices explain 8.2‐8.8% of the forecast error variance. 
Further analysis  is concentrated on a  lead‐lag  relationship, which  is  similar  to  the  investigation of 
market  linkages  discussed  in  the  previous  chapter,  since  it  utilises  similar  econometric models. 
Similar to the Chen, et al. (1986) comparison, Jones and Kaul (1996) estimated a regression model 
with stock market and cash flow variables, with and without oil price inclusion. The rationale of this 
procedure was  to determine whether  stock price overreacts  to new  information, which  inevitably 











1947:1‐1996:4 which  is  split  into  two  sub‐periods, by  treating  the year 1986 as a point of  regime 







variance  of  real  stock  returns  compared  to  the  negative  ones.  Both  return  and  return  volatility 
shocks of the oil price have a significant effect on economic activity, while economic activity has a 
small effect on oil prices, which can be  interpreted as the exogenous nature of the oil price. Ciner 
(2001)  applied  Granger  causality  based  on  the  VAR  and  Hiemstra  and  Jones  (1994)  non‐linear 
causality  test.  The  data  set  is  represented  by  the  S&P500  index,  crude  oil  and  heating  oil  from 
NYMEX in a time period which start from 1979 and 1983, respectively, and end in the year 1990. The 







existence of a  feedback effect and suggested  that oil price might be endogenous  to the economic 
activity represented by the stock market (Barsky and Kilian, 2001) and represented by the non‐linear 
specification which  is  in  line with Hamilton  (2003). Further, Ågren  (2006), by applying  the VAR(2)‐
BEKK model with parameter  restrictions, also assumed  that oil price  is an exogenous  factor  in  the 
model.  The sample period spans 1989 to 2005 utilising data on a weekly basis. Evidence was found 








with  the UK  Brent  Crude Oil  index.  The  sample  ran  from  1986  to  2005,  observed monthly.  The 
authors found that the  impact of the oil price on stock market returns were statistically significant 
within the same month and one month horizon  in the VAR model. All oil  importers had a negative 
response  to  the various proxies of  the oil price change. Chiou, et al.  (2008) applied  the  threshold 
autoregressive  model  (TAR)  suggested  by  Enders  and  Granger  (1998)  and  its  modification 
momentum‐threshold  autoregressive model  (M‐TAR).  The  data  was  represented  by  the  S&P500 
index WTI oil price in the sample period from 1992‐2000, observed daily. The authors confirmed the 
existence of unidirectional causality  in  the event of negative  shocks on  the error correction  term, 




stock markets,  while  the  US  10‐years  bonds  had  a  positive  effect.  The Miller  and  Ratti  (2009) 
multivariate co‐integration model, together with VECM on the OECD countries stock market  index, 
interest  rate  and  industrial  production was  observed  on monthly  bases  from  1971  to  2008.  The 
break points were allowed  in the estimation, and Camarero and Tamarit’s  (2002) rolling  likelihood 
ratio  technique based on  the Hansen and  Johansen  (1993) approach was applied  to detect  them. 
Three  structural  breaks  were  detected  during  the  estimation  phase.  The  authors  found  a  co‐
integrating coefficient with a positive  sign  for  two periods  (1971‐1980 and 1988‐1998), which  the 
author interpreted as evidence of a clear long‐run relationship between OECD stock markets and oil 
price. No statistically significant relationship was confirmed in the period 1980‐1988, while in the last 






Hamilton  (2003). The  crucial point  is  that a  rise  in  the oil price  should be decomposed due  to  its 
source. The authors distinguish the following sources of the oil price increase: supply‐side shock due 
to  the  shortfalls  in  oil  production,  demand  side  shock  due  to  rapid  development  of  the  world 
economy; precautionary demand  for crude oil due  to  the expectations  regarding  future oil  supply 
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 shortfalls. For  this purpose a  structural VAR model  is applied  for  the period  starting  from 1973.1‐
2006.12,  observed  monthly.  The  authors  concluded  that  the  joint  demand  and  supply  shock 
explained one  fifth of  the  long‐term variation  in  the US  real  stock  returns. The authors  stress  the 
finding  that  shocks  to  the production of  crude oil  are  less  important  compared  to  shocks of  the 
booming world economy that cause a rise  in the aggregate demand  for  industrial commodities, or 
shocks  to  the  precautionary  demand.  The  latter  has  a  significant  impact  due  to  the  political 



















of the study  is that the US stock market responds faster to the oil price  increase than to  industrial 
production. However,  the  long  term  effect  is  found  to be  stronger  for  industrial production.  The 





a  recession  state;  the  second  regime  is  a  “bull market” which  is  represented by higher  expected 
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 returns and  low variance. Both  regimes are detected  in  the observed  sample period. The authors 
found  evidence  that  recession  is  associated with  a  low mean/high  variance  regime. Overall,  the 
finding  is  that  the oil price  increase has  a  significant explanatory power  for both  the  volatility of 
stock  returns and  the probability of  transitions across  regimes. Chiou and  Lee  (2009) applied  the 
Autoregressive Conditional Jump Intensity (ARJI) model with structural changes on the S&P500 index 
and WTI oil price (spot and futures)  in a time period from 1992 to 2006, observed daily. The result 
confirmed  the  existence  of  a  negative  impact  of  the  oil  price  shock  on  stock  index  returns, 
emphasising  that  the  asymmetric  effect  is  found  to  be  statistically  significant  only  in  the  high‐
fluctuation  states.  Chen  (2010)  applied  the  time  varying  transition  probability Markov  switching 
model using S&P500 and world average crude oil price index. The time period is represented by the 
interval from 1957 to 2009, observed on monthly basis. The author concluded that a higher oil price 




greater  attention  to  the  oil  price  impact  on  the  dynamics  of  the  stock  markets  of  developing 
economies. Research studies which compare the effect of oil prices on oil importers with mature and 
emerging  stock markets are  fairly  few  in number. The majority of  such  studies are  conducted on 
large groups of  countries with no division  into oil  importers and oil exporters.  In view of  this, an 
attempt has been made  to  summarise  the  relevant  research articles dealing with  the  response of 
stock  markets  of  developed  and  emerging  economies  to  changes  in  oil  price,  taking  into 




Brent Crude Oil. The period under  investigation stretched  from  January 1, 1998  to April 31, 2004, 




energy‐intensive consumption. Moreover,  the author  found evidence  that  the oil price  shocks are 














10%  level  of  significance.  The  inclusion  of  the  world  market  index  as  an  additional  regressor 
intensifies  the  significance  of  oil  estimates, while  for  emerging markets  the  estimates  becomes 
insignificant.  Similar  to Maghyereh  (2004)  the  authors  also  found  delayed  responses  to  oil  price 
fluctuations. Both the developed and emerging economies respond in a similar way when the higher 
lags of oil prices are included, while the developed market demonstrated better predictability.  
Ramos and Veiga  (2009) examined  the exposure of  the oil and gas  industry of 34 countries  to oil 
prices  fluctuations.  The  sample  spans  the  period  from  1998:05  to  2009:06.  A multifactor  panel 






to  the  emerging  markets.  The  oil  price  volatility  was  significant  in  all  cases  for  the  developed 
countries, while  for  the emerging markets  it was  found  to be  insignificant. The authors  found  the 
existence  of  the  asymmetric  effect, when  a  positive  shock  had  a  greater  impact  compared  to  a 
negative one. A subsequent study by, Ramos and Veiga (2010) demonstrated additional evidence of 
























the  case  of  emerging markets;  the  results  of  the  parameter  significance  are mixed. Overall,  the 
authors  documented  this  effect  by  highlighting  the  difference  between  developed  and  emerging 
markets  in  response  to  the oil price  fluctuations which  the  authors  ascribe  to  the  two  groups of 
separate asset class behaviour. This finding is in line with the research work by Bekaert (1995) who 
stated  that emerging markets are  likely to be driven by countries’ specific  factors. Nevertheless,  it 
should be noted  that both groups  represent a mixture of countries with  the oil‐importing and oil‐
exporting status. A specific response from the Oil & Gas industries of the net‐oil‐exporting and net‐





This  section makes  a  summary of main  findings  regarding developed oil  exporting  countries.  The 
studies interrogated focus on Norway, the UK and Canada. 
Norway 
Gjerde  and  Sættem  (1999)  provided  an  empirical  analysis  of  dependencies  among  the 






 World  index,  the US Amex Oil  Index, and  the US NYSE Transportation  Index.  Johansen  (1988) and 
Johansen  and  Juselius  (1990)  used  co‐integration  to  examine  the  existence  of  a  long‐term 










For  the  lag  1  case Norway  and  the UK  are not  affected by  the oil price  in  the  conditional mean 
equation, while  in  the case of  lag 0 Norway  is positively affected by  changes  in  the oil price. The 
conditional  volatility  of  Norway  is  affected  by  oil  price  volatility  in  the  case  of  lag  1,  while  no 
evidence is found in the case of lag 0. The oil price had a significant symmetric effect only on the UK 
conditional stock price volatility. A joint test for volatility spillover was significant for both countries 
in  the model  with  a  lag  1  assumption  of  oil  price  effect  in mean  equation.  Finally,  the  author 
concluded that the market’s own shocks are found to be more prominent compared to the oil price 
shock. The author also ascribes  the  issue of  the  importance of  contemporaneous  structure when 
measuring  dependencies  among  time  series.  O’Neill,  et  al.  (2008)  confirmed  the  evidence  that 
higher oil prices positively affect the stock markets of Canada, while it was adversely affected in the 
UK.  The  sample  period  spans  from  2003  to  2006.  This  result  is  contradictory  since,  according  to 
estimates based on  the BP Energy  report data  (Source: BP. Energy  report 2008, data  file),  the oil 
production/consumption  ratio  is higher  in  the UK  (2003: 1.32; 2006: 0.92)  compared  to Australia 











 Norwegian  economy.  The  important  issue  of  the  study  is  the  division  of  the  oil  price  series  into 











However,  the  inclusion  of US  returns  into  the VAR model  changes  the  results  of  the  orthogonal 
impulse response function, where the UK responds clearly negative to the oil price changes. 
The UK 
In  addition  to  the  aforementioned Manning  (1991) who  found  the  positive  relationship  between 
stock prices of  the UK oil‐related companies  (see Section 3.2.1.),  the  findings of other authors are 
mixed. Jones and Kaul (1996) analysed a set of four countries,  including the UK and Canada,  in the 
post war period. The main conclusion was that an  increase  in the oil price has a detrimental effect 
on  the economy and,  thus, on  stock market behaviour.  It  is  important  to note  that  the  lagged oil 
price effect on stock market behaviour  is  reported only  in  the  form of a summation of  lags 1(0)‐4 
estimates derived from the estimated regression. This fact makes it difficult to observe lag 0, lag 1 oil 
price effect on stock market behaviour and distinguish between responses of net oil‐importers and 
net  oil‐exporters.  All  reported  summations  are  found  to  be  negative,  with  the  least  value 
represented by Canada (‐0.992), which  is followed by the US  (‐1.009), the UK (‐1.107) and Japan (‐
1.531). Thus, the summation of coefficients for the US is smaller in absolute terms compared to the 
UK, meaning  that a detrimental effect on  the US  (net oil‐importer)  is smaller compared  to  the UK 
(net oil‐exporter). In order to explain such a conclusion, one should take notice of the approximate 
date when  the UK acquired  the  status of a net oil‐exporter. According  to  the BP energy  report40 
(“BP. Energy report 2008”), the UK held net oil exporter status from approximately 1980 to 2005 and  












However,  the  findings  of  the UK  to  responses  to  the  oil  price  behaviour with  application  of  the 
recent periods are also  conflict with  the UK oil‐exporting  status. This  could be  traced  in  study of 
afore mentioned Ågren’s  (2006), where non‐rejection of  the  asymmetry hypothesis  for  the UK  is 
confirmed, which shows the absence of the prominent positive response of the UK’s market to the 
oil price fluctuations. Moreover, in study O’Neill, et al. (2008, p. 297) the UK response to the oil price 
is  found  to be negative  in a period starting  from March, 2003  to September, 2006, which may be 
address to the clear oil‐importing status of the country. From the study by Apegis and Miller (2009) 
on  the UK  and Canada  response  to  the oil price,  it  is possible  to  conclude  the  following:  the UK 
demonstrated behaviour which was consistent with the behaviour of oil‐importing countries, while 
for  the Canadian  stock market  there was no detected  causality  found  from  the oil‐supply,  global 
aggregate‐demand and precautionary demand shocks.  
Canada 
Sadorsky  (2001) examined  the effect of oil prices on  the Toronto Stock Exchange  (TSE) Oil & Gas 
industry  in  the  period  between  1983‐1999,  via monthly  observations.  The multifactor  regression 
model was  applied with  the WTI  crude  oil  1 month  futures  price,  TSE‐300  value weighted  stock 
market index and additionally, the Interest rate and Exchange rate variables. The inclusion of the oil 
price  into the single factor (CAPM) regression model  in order to explain the behaviour of the Oil & 


















Hammoudeh and Aleisa  (2004) used Bahrain, Kuwait, Oman, Qatar,  Saudi Arabia, and  the United 
Arab Emirates together with WTI spot and futures prices observed daily in the period from February 
15, 1994 to December 25, 2001. Lead‐lag relationships were observed using a VECM framework. The 
Saudi Arabian  stock market has causality  links with all other countries under  investigation, except 
Oman.  It  is also  found that a bidirectional  link exists between  the Saudi Arabian stock market and 








S&P  500  are  found  not  to  be  good  predictors  of  GCC market  dynamics  in  the  short‐run  when 
observed  at  a weekly  frequency. Moreover,  the oil price  effect on Bahrain  and  Saudi Arabia was 
found to be negative.  
Malik and Hammoudeh (2007)  investigated the equity markets of the US, Saudi Arabia, Kuwait and 






price  on  Bahrain,  Kuwait,  Oman,  Saudi  Arabia,  UAE  and  Qatar.  Monthly  data  from  the  Arab 
Monetary  Fund  in  the  period  starting  from  January,  1996  to  December,  2007  and weekly MSCI 
57 
 
 indices  in  the period starting  from  June, 2005  to October, 2008  is applied. The OPEC spot price  is 
used as a representative of the oil price dynamics. By conducting a Johansen (1991) co‐integration 
test and ADF, PP  test performed on  the  residuals,  the authors  found evidence of asymmetric  co‐
integration between these countries and the oil price. The authors pointed out that the coefficient 
was higher  (lower)  for  the negative  (positive)  returns of oil price, which points  to  the asymmetric 
nature of the oil price effect. 
Rault and Arouri (2009) applied the Seemingly Unrelated regression (SUR) method to examine long‐
run  relationship between  the oil price  and GCC  countries  in  the  sub‐samples:  7  June  2005  to  21 
October  2008,  and  from  January  1996  to  December  2007.  The  sub‐samples  are  observed  on  a 
weekly and monthly basis. The authors found evidence of co‐integration between the oil price and 
GCC  countries.  Furthermore,  for  the  same  data  set  and  periods, Arouri  and Rault  (2010)  applied 
seemingly unrelated regression for Granger Causality testing suggested by Konya (2006). It is shown 





was expected. The  result may be partly explained by  the use of quarterly data assuming  that  low 
frequency market fluctuations fail to capture high frequency market fluctuations41. The application 
of  the Granger  causality  test  revealed  that  the oil price  leads  stock market  returns, which  is also 
confirmed in the sub‐samples 1999:1 ‐ 2008:4 and 2004:1 ‐ 2008:4. 
The  summary  on  the  oil  price  effect  on  stock market  behaviour  documents  prominent  linkages 













 Driesprong,  et  al.  (2008) observed  the  lead‐lag  relationship of  eighteen  countries with  the world 
index and oil price  indicators,  including: Brent, WTI and Dubai, Arab Light and Brent/WTI  futures. 
The  data  is  a  series  observed monthly  for  the  period  from  the October,  1973  to  April,  2003.  In 








A  study by Nandha and Hammoudeh  (2007) analyses  fifteen Asia‐Pacific  region  countries and  the 




in oil price and  risk  factor beta  variables. The  findings of  the  study  suggest,  as expected,  that oil 
exporting and importing countries respond differently to a change in oil price. The positive change in 
the oil price has a positive effect on oil exporters but negatively affects oil importers and vice versa 
for a negative change  in  the oil price. The oil price  increase estimate  is  found  to be negative and 
insignificant for the stock markets of India and China. 
Hosseini, et al.  (n.a.)  investigated  the effect of oil price, money  supply,  industrial production and 





are high and negative, while  the  lag 3  is smaller and positive.  In  the case of Russia  the oil price  is 
found  to  be  positive  and  significant  at  lag  1  and,  negative  and  significant  at  lag  3.  The  result  is 
interpreted by the oil‐exporter status of Russia. In the case of India, oil price variables are found to 
be positive and significant at lag 1. The authors ascribe the existence of a positive relationship to the 




 The  first  and  probably  the most  comprehensive  study  of  the  BRIC  countries’ mean  and  variance 
dependencies on  the oil price  is a  study by Bhar and Nikolova  (2009b). The authors applied a bi‐











all BRIC  countries  and  the oil price.  The  coefficient  of BRIC  countries  standardized  innovations  is 
found to be higher compared to the oil price. The asymmetric response to volatility shocks is found 
to  be  significant  for  Brazil  and  China,  demonstrating  the  existence  of  symmetry  for  Brazil  and 
asymmetry for China.  
The  impact of  return  standardized  innovations of oil price  in  the  conditional  variance equation  is 










Finally,  the  Brazilian  time‐varying  conditional  correlation  is  relatively  stable  and  statistically 










stable  and  positive,  which  is  explained  by  the  relatively  closed  nature  of  the  Chinese  financial 
system. The overall conclusion of  the study  is  that  the effect of oil price and volatility  in  the BRIC 





stocks,  found  no  prominent  trend  in  the  relationship.  Gay  and  Nova  (2008)  examined  the  BRIC 
countries  in  relation  to macroeconomic  factors  including  the  oil  price. Monthly  data  was  used 
through the period from 1999:03 to 2006:06. The Box and Jenkins ARIMA model was used with the 
Moving  Average  parameter  at  lags  1,  3,  6  and  1242, with  the  oil  price  and  exchange  rate.  The 
resulting relationship between stock market returns and oil price was inconclusive. A strong positive 
and  significant  relationship  for MA(1)  was  found  for  India,  while  for  Russia  the  oil  price  is  not 
significant; for China the relationship is negative. Moreover, in the case of India the MA(1) model R2 
reached 0.31, while  in all other models  for each country the R2  is below 0.07. The authors ascribe 
this fact to the absence of the countries’ specific macroeconomic variables which may improve the 
specification  of  the  model.  However,  it  may  also  be  a  problem  of  data  frequency  and  model 
misspecification.  Chang,  et  al.  (2009)  applied  a  VARMA‐GARCH  model  suggested  by  Ling  and 
McAleer (2003), for the WTI oil price and 10 large oil and gas companies, including Brazil (Petrobras), 
two Russian companies (Lukoil, Surgutneftegas). The sample period ran from 14 November 1996 to 
20  February  2009  and  is  observed  on  a  daily  basis.  Like  Bhar  and Nikolova  (2009b),  the  authors 
concluded that each pair of the oil price and stock market returns are affected by their own ARCH 










The regression model  is combined with recursive estimation  in order to  investigate  the coefficient 
stability. The “all‐in‐one” regression which involves returns of US the S&P 500 index, Mexican Bolsa 
index, Exchange  rate and  the oil price,  found no evidence of a significant effect  from  the oil price 






Rautava  (2004)  applied  VAR,  co‐integration  and  VECM  to  investigate  the  oil  price  effect  on  the 
following set of parameters: GDP, fiscal revenues, real exchange rate and the oil price variable. Oil 
price is treated as an exogenous variable. The exchange rate and the oil price play a significant role 
in  the Russian  economy.  To be more  precise,  the  author  concluded:  “a  10%  permanent  increase 
(decrease) in international oil prices is associated with a 2.2% growth (decline) in the level of Russian 
GDP.  In  addition,  a  10%  real  appreciation  (depreciation)  of  the  Ruble  is  associated with  a  2.7% 
decrease  (increase)  in  the  level of GDP  in  the  long  run”  (Rautava, 2004, p. 326). Hayo  and Kutan 
(2005) applied  the GARCH(1,1) model  in order  to  investigate  the effect of  the US  stock and bond 
markets and the oil price on Russian equity market returns in the time period from September 1995 
to  November  2001.  All  explanatory  variables,  including  1998  crisis  dummies  and  energy  news 
dummies, are combined in the conditional mean equation of the model. The energy news dummies 
are  found  to be  insignificant, while  the daily percentage growth  rate of oil price was  found  to be 
significant  and positive but  lower  compared  to  the  influence  from  the  S&P  500  index. Anatolyev 
(2005)  examined  two  periods:  the  first,  from  January  1995  to  January  2005;  the  second,  from 
October 1999 to January 2005. A rolling regression was used for the analysis. Results demonstrate 
that  a  large  proportion  of  Russian  market  movements  are  explained  by  the  US  equity  market 
behaviour and the Crude Oil price. In the second period the author found a diminishing influence of 











sensitivity of  the Russian Oil & Gas  sector  to  fluctuations  in  the oil price.  Saleem  and Vaihekoski 
(2010) applied  the  international asset pricing model with a  set of global and  country  specific  risk 
factors to weekly data over the period 1999 to 2009. The oil price is used as an additional variable, 
since  it  is  expected  that  it  influences  the  Russian market,  as  it  is  one  of  the  worlds’ main  oil 
exporters. The multivariate GARCH‐M  framework of De Santis and Gérard  (1998)  is utilised  in  the 
form of a three‐factor model for excessive returns. The authors did not investigate the relationship 
between  the Russian  stock market  and  the oil price.  Their main  finding  are  that  the Russian  risk 








price  is  endogenous with  respect  to  global macroeconomic  conditions  (Barsky  and  Kilian,  2001, 
2004). Nevertheless,  the model  is  specified  to allow  the examination of  the bidirectional volatility 
spillover effect in a conditional variance equation. The authors found evidence that the Russian stock 
market  is determined by  its own past values and, to the  lesser extent, by the past values of the oil 
price return, which positively affect the dynamics of the Russian market. Regarding the cross‐market 
standardized  innovations,  the Russian market  is  found  to be affected by  innovations  from  the oil 





the  time period 1993‐2002, observed annually. Oil price  return  and oil price  shock  is used  in  the 








to  summarise  the  findings  of  the  following  research  papers.  Jiao,  et  al.  (2007)  confirmed  the 
existence  of  bi‐directional  causality  between  the  Chinese  national  economic  production  and  the 
safety stock. The variation of the Chinese market  is substantially smaller compared to the oil price. 
The  authors  found  evidence  that  the  oil  price  effect  on  the  stock market  is  rapid  and  high  in 
magnitude, while  the Chinese market effect  is small and slow. Cong, et al.  (2008) utilised monthly 
data from the time period 1996:1 to 2007:12 to analyse Chinese stock market sectoral indices and oil 





demonstrated a more statistically significant  impact. The study also demonstrates  that  there  is no 










This  chapter  has  presented  a  summary  of  findings  on  the  oil  price  effect  on  various  economic 






revenue  in a period of high oil prices,  then  the  later  is associated with  rising aggregate demand. 
These  industries  treated  the  oil  price  increase  as  an  indicator  of  the  development  of  the Global 
economy. Despite  the positive effect stated above,  there  is clear evidence of a negative effect on 





and  the  compound  structure of  stock market  indices  inevitably provides a mixture of  the  various 
trends of assets with different specificity of behaviour. The problem, together with technical aspects 
of  index  construction45,  should  be  treated  as  a  potential  source  of  hardly  avoidable  bias  rarely 
mentioned by other authors. 
Nevertheless, a considerable amount of literature has been published on the oil price effect on stock 
market  indices.  In  order  to  investigate  the  effect  on  specific  countries,  countries  analysed  in 
literature  have  been  arranged with  respect  to  their  oil  status  (oil‐importer,  oil‐exporter)  and  the 




44 Various  energy  commodities  are  connected because of  the  substitutability  effect. There  are  studies  that 




market  composite  index  (Roll,  1992).  Two parameters  are usually  included  in  the  formula:  the  adjustment 





developed  and  emerging market, which  is  seen  in  the  descriptive  characteristics  of  the  returns 
(Bekaert  and  Harvey,  1995;  Bekaert,  et  al.,  1998;  Levich,  1998,  p.  209),  low  correlation  with 
developed markets  (Bekaert  and  Harvey,  1995;  Bekaert,  et  al.,  2003),  a  greater  predictability  of 
characteristics  compared  to developed markets and  the  substantial  role of  the  local and  regional 
factors, compared to global factors (Bekaert and Harvey, 1995; Carrieri and Majerbi, 2006; Bhar and 




price  volatility  was  significant  in  all  cases  for  the  developed  countries,  while  for  the  emerging 
markets, it was found to be insignificant. Ramos and Veiga (2010) demonstrated that the effect of a 
change in the oil price in developed markets is likely to have a higher magnitude and the significance 
of oil  return  asymmetric parameter  estimates, whilst  estimates  for  emerging markets  are usually 








study  by  Jones,  et  al.  (2004,  p.  24),  which  pointed  out  that  asset  prices  are,  to  some  extent, 
synchronised with  oil  price  dynamics,  since  asset  prices  are  the  present  discounted  value  of  the 
future net earnings of  the oil  firm.   Therefore, as  suggested by Nandha and Faff  (2008), oil price 
impacts should be quickly reflected  in the dynamics of the stocks, and this should be true both for 
the short and  long  term behaviour of  the oil price. Positive effects of  the oil price on stocks of oil 
related companies and oil related  industries are  largely confirmed  in Section 3.2.1 (Manning, 1991; 








Sadorsky,  2001; Hammoudeh  and  Li,  2005; O’Neill,  et  al.,  2008;  Park  and  Ratti,  2008;  Bjørnland, 
2009). A  similar pattern  can be  found  in  the emerging market  response  to  the oil price  summary 
(Section  3.2.5)  where  studies  demonstrate  prominent  connections  between  behaviour  of  stock 
market  indices  and  the  oil  price  (Hammoudeh  and  Aleisa,  2004; Malik  and  Hammoudeh,  2007; 
Arouri and Fouquau, 2009; Rault and Arouri, 2009; Arouri and Rault, 2010). 
Finally,  as  for  the  difference  between  oil‐importing  and  oil  exporting  countries,  it  is  possible  to 
highlight the findings by Driesprong, et al. (2008). They confirmed that the reaction to the oil price 
from  energy  exporting  countries  is  positive.  However,  the  average  estimates  of  the  oil  price 
parameter  (treated as a response of the  index to the oil price fluctuation) for the group of energy 
exporting  countries  is  equal  to  0.0134,  compared  to  the  average  reaction  of  energy  importing 





Brazil.  As  is  highlighted  in  the  summary  of  the  developed  oil‐exporting  countries  regarding  UK 
behaviour, it is important to underline the following: Jones and Kaul (1996) who found a detrimental 
effect  from  the  oil  price  shocks  to  a  group  of  developed  countries,  including  the  UK,  with  the 
coefficient magnitude higher than the oil‐importing US; Ågren’s (2006) found that the UK responds 















Purushothaman  (2003),  indicates  the  importance  of  research  into  various  dimensions  of  their 
interactions with world  economic  indicators.  Evidence  of  the  rising  role  of  the BRIC  countries  as 
energy  consumers  necessitates  a  more  thorough  analysis  of  the  regularities  of  oil  price  shock 
spillovers,  both  in  conditional  first  and  second  moments.  A  summary  of  the  findings  has 
demonstrated the scarcity of existing research on the BRIC countries, especially for Brazil and India. 





the CAPM model with and without adjustment  for  the oil price and  found  that oil price  inclusion 
decreased  industrial  production  coefficients,  whilst  risk‐premium  and  term‐structure  variables 
increased  in magnitude and  significance. The application of oil as an exogenous variable  for BRIC 
countries  is  found  in  a  study  by  Hayo  and  Kutan  (2005),  where  the  oil  price  is  added  to  the 
conditional  mean  equation  of  multifactor  GARCH  (1,1)  model  and  found  to  be  significant  in 
explaining the RTS index. By applying rolling regression Anatolyev (2005)found the oil price and the 




All of  the  listed  studies mentioned above  investigated  the oil price effect  for one or  two pairs of 
indices. Therefore,  it  is clear  that  there  is a gap  in  the research  into  the oil price effect on a  large 
group of countries and this therefore constitutes the second research objective (see Chapter 1, page 
4). 
As discussed  in  the  literature,  there  is obvious  interest  in  how  the oil price  affects  stock market 
behaviour,  particularly  in  respect  to  countries with  different  oil  importer/exporter/self‐sufficient 
status or how economies with different profiles  (developed/emerging)  react  to  changes  in  the oil 
price. This classification is also applied in this thesis. The comparative results, as part of the second 
research  objective  are  further  sub‐divided  into  possible  combinations  of  pairs  regarding  the 




 the  oil  status  and  economic  profile  characteristics,  constitutes  the  third  research  objective  (see 
Chapter 1, page 5). 
In  addition  to  research  objectives  1‐3,  it  is  possible  to  examine  the  more  traditional  research 
question discussed  in a Section 3.2, where  the oil price effect and  stock market performance are 
examined  in  their  relationships with  each  other.  This  examination  is  performed  as  a  part  of  the 
fourth research objective (see Chapter 1, page 5). 
The  scheme of estimation used  in  this  thesis assumes  the use of  the CCF GARCH Cheung and Ng 
(1996) causality test in order to examine mean and variance causality between the oil price and the 
stock market. An attempt  is made  to distinguish  the difference  in  response  to  the oil price effect 
with respect to oil‐status and economy profile of participating countries. It is worth noting that the 
CCF GARCH method  is used by: Bhar and Hamori  (2002)  in order to  investigate crude oil price and 
trading volume relation; Hanabusa (2009), who examines relationships between the price of diesel 
fuel and the  industry activity  index  in Japan; Chen and Hamori  (2009), who applied the  IMF World 
energy price  index  in  relation  to  real  effective exchange  rate  as  a proxy  for China’s  international 
competitiveness. However,  as  far  as  is discernable  this  study  is  the  first  attempt  to  examine  the 
relationship between oil price and stock market behaviour. 
Having discussed  the  rationale  for  the  first group of  research objectives  it  is  important  to make a 
summary of the additional issues which are often integrated into research on the linkages between 






This  chapter  concentrates  on  the  issues, which may  affect  the  estimation  and  interpretation  of 
results. 
The  first  issue  is  the non‐synchronism problem, which  is well discussed  in  the  literature on  stock 
market  linkages.  The  studies  on  international  equity  indices  linkages  and  the  oil  price  effect  on 
indices are  likely to use data of weekly, monthly or quarterly  frequency when multivariate models 
are used. Difficulties arise, however, when an attempt  is made  to  implement daily data. Since  the 










Besides  this example,  the  summary of  the  literature on  stock market  linkages demonstrated  that 
some studies may possibly be exposed  to  the non‐synchronism problem.    In  the case of  India  the 




Studies of  the oil price effect on  stock markets are also not exempt  from  this problem. Potential 
underestimation of the effect may occur in oil price effect studies by Chang, et al. (2009, p. 8), where 
use of multivariate VARMA‐GARCH model is used without allowing for the same day effect from the 









 performance of  lag 0  compared  to  lag 1, at  least  for  the  returns  in a  conditional mean equation. 
Other studies of  the contemporaneous cross equity market dependencies, Wang and Firth  (2004); 
Singh, et al. (2010), are also of used in this thesis. 
The  problem  is  likely  to  appear  when  daily  data  is  used  together  with  multivariate  models. 
Therefore, Section 4.1 provides an insight into the problem and suggests a way of treating it. 
The  second  issue  regards  the  application of  the unit  root  test  as  a  routine procedure before  the 
application  of  the  recursive  co‐integration  test.  Various  studies  apply  the  co‐integration  test 
together with  the  recursive  co‐integration  test,  for  example,  through  the  Hansen  and  Johansen 
(1993, 1999) framework. It is possible to suggests that the application of the co‐integration test may 
already  contain  an  error  in  itself,  in  cases when preliminary  assumption  I(1)  for  the participating 
series  is not met.  In other words, when recursive estimation  is used together with a co‐integration 
test, all recursive sub‐samples should also be tested for the I(1) condition.  
Most  research  (for  instance  a  study  by  Yang,  et  al.,  2004)  in  this  area  usually  applies  various 
recursive or rolling co‐integration tests generating chains of recursive and rolling sub‐samples, which 
are not proved  to  be non‐stationary.    The problem may  have unpredictable  consequences when 
some recursive (rolling) sub‐samples meet I(0) condition instead of I(1). In this case, the application 
of the co‐integration test on a sub‐sample, which is proved to be stationary I(0), looks meaningless. 






there  is a rising  interest  in the parameter (significance) stability within the  literature. Panton, et al. 
(1976,  p.  415)  emphasised  the  crucial  role  of  stability  testing,  since  the  instability  of market  co‐
movements may  cause  limitations  in  investor’s  ability  to  understand  the  nature  of  the  process. 
However, Shawky, et al.  (1997, p. 319) questioned whether  if  the  lead‐lag  relationships are stable 
over time then an  investor may  increase the predictability price behaviour on a  lagged market, by 
looking  at  the  leading  market  stock  return  dynamics.  In  this  regard,  stability  of  the  lead‐lag 

















causality  testing.  The  day  closing  price  is  the  most  common  way  of  recording  stock  market 
indicators. However, day closing values of all indices are recorded at the certain calendar point (e.g. 
01/12/1998), where the trading time of indices has taken place. The exact Greenwich Mean Time51 
(GMT) stock market  indices closing time  is not commonly reported  in data sources. This creates an 
illusion that indices are fully synchronised, and the direct implication of the daily data into standard 








50 Granger  (1969)  has  suggested  the  possibility  of  ‘instantaneous  causality’  and  provided  an  approach  for 
testing it. The definition of Instantaneous Causality is also provided in the work: “If σ2(X |  ഥܷ,  ധܻ) < σ2 (X|  ഥܷ), we 
say  that  instantaneous  causality  Yt  =>  Xt  is  occurring.  In  other  words,  the  current  value  of  Xt  is  better 
"predicted" if the present value of Yt is included in the "prediction" than if it is not” (Granger, 1969, p. 429). 
51 The  following description of GMT  is given  in Encyclopaedia Britannica  (2006, p. 802)  :  “Greenwich Mean 
Time  (GMT)  Former  name  for mean  solar  time  of  the  longitude  (0°)  of  the  former  Royal  Observatory  at 
Greenwich, England, or Greenwich Meridian. GMT was used to avoid potentially confusing references to local 
time systems  (zones).  In accordance with tradition, 0000 GMT  (denotes the start of a solar day) occurred at 






 respect  to  the  non‐synchronism  (Koch  and  Koch,  1991;  Gebka  and  Serwa,  2007)  for  the model 
reformulation,  or  use  data with  lower  frequencies  (e.g.  Theodossiou  and  Lee,  1993; Masih  and 










multivariate  VAR  model  (Sims,  1980).  The  non‐synchronism  corrected  simultaneous  equations, 
proposed by Koch and Koch (1991), together with Gjerde and Sættems’ (1995) warnings, contribute 
to  the point of view  that  classic VAR  cannot be used,  since  the  lag matching  in  standard  form of 
VAR52  looks  problematic.  Gjerde  and  Sættem  (1995)  stated  the  following  (p.  166):  “The  VAR 
technique  treats  all  variables  in  a  system without  imposing  a  priori  restrictions  on  the  relations 
among  them”, and  further  they concluded  (p. 169): “In a bi‐variate  test approach,  the problem of 
non‐synchronous  data  due  to  different  time  zones  may  be  explicitly  incorporated  in  the  test 
formulation. However,  in  the VAR approach a pair‐wise matching  is  impossible, and  the empirical 
results must be interpreted on the basis of this fact”. Singh, et al. (2010) also confirmed the problem 
of  applying  the  so  called  “same  day  effect”  to  the  VAR  model,  which  forced  them  to  switch 
open/close data structure. 
Any “one day shifting in series” for the previous observation in order to correct the daily data non‐
synchronism  in  bi‐variate  (multivariate) VAR, VECM  and  standard  bi‐variate  (multivariate) GARCH 







This particular  issue  is discussed  in Engle and Granger  (1987), Sims, et al.  (1990), Toda and Phillips  (1993), 
Toda and Yamamoto  (1995).  In  the  first  technique  the assumption  is made  that  the  series are possibly  co‐
integrated. Thus, it assumes careful examination of the unit‐root, usually using the Johansen (1988) unit‐root 










Bailey  and  Stulz  (1990):  “daily  data  is  deemed  to 
contain “too much noise”; 
Smith,  et  al.  (1993,  p.  55):  “Daily  data  exist,  but 
contain a great deal of noise”. 
Sharma  (2007, p. 159):  “But generally daily data  is 
suffered by  ‘noise’ content. Noise plays a big role  in 
high frequency volatility persistence. At less frequent 


















setting”. However,  since daily data  is  in most  cases exposed  to  the problem of non‐synchronism, 
then the use of bi‐variate regression form  is more preferable since data non‐synchronism could be 
corrected in the equations. Moreover, the use of bi‐variate regression might be the only alternative 
to  a  Granger  Causality  test  based  on  daily  data  for  the  worldwide  spread  indices.  Finally, 
simultaneous equations with a block‐recursive  structure proposed by Koch and Koch  (1991)  is an 
obvious example of application of non‐synchronism correction. 





54 The application of  the model usually  involves analysis of  intraregional  linkages. The analysis by  In, et al. 





















The  problem  is  also mentioned  without  discussion  in  other  studies.  The  study  by Malliaris  and 






Peiró,  et  al.  (1993,  1995)  also  examined  the  effect  of  US  (t‐2)  on  Japan  (t)  in  correlation  and 
regression form. They found evidence that lag 1 of the US corresponds to the lag 0 of Japan. 












the day  (quantum). However,  some  changes  in  the  time  ruler  should affect  the placement of  the 
trading and closing value of  indices  inside  the quantum of  the GMT  time  ruler.  It  is expected  that 
some changes  in the GMT time ruler may also have a reverse effect, when an early closing market 
becomes a  later closing one and  the  later closing one becomes an early closing one. After  such a 
swap, exposure to the non‐synchronism problem for two markets is also swapped.  
Therefore,  during  the measurement  of  interdependence  between  two markets,  the  existence  of 
earlier/later market  closing bias may  be  anticipated,  associated with  the  traditionally  established 
GMT timeline and that part of the interactions where a later closing market is found to be dominant 
may be attributed to the aforementioned bias. This task constitutes the sixth research objective (see 




it  has  been  decided  to  devote  a  section  of  the  discussion  to  stationarity/non‐stationarity  issues, 
where  the  stability  issues are  sharper  compared  to other  fields. As a  result  it may be possible  to 
identify  the  most  optimal  parameter  stability  examination  technique  in  integration,  for  further 
examination  of  non‐stationarity  characteristics  of  the  dataset,  as  well  as  the  application  of 
techniques in other models used in this thesis. 
4.2.1. Methods of stability investigation. Case of Integration and Co­integration. 














 process with a break  can  ‘appear  to be’  I(0) when  the Dickey‐Fuller  test  is  routinely applied” and, 
further, emphasizing  the  fact  “that null hypothesis  can be  rejected very  frequently,  leading  to  the 
spurious conclusion of  trend  stationarity”. Besides  this  the authors  focussed on  the case, where a 
monotonic trend or drift is assumed to be absent and the application of the Dickey Fuller test “can 
produce many  rejections of  the null  (hypothesis), when  the break occurs  very early  in  the  series”. 
Further,  articles  by  Leybourne  and  Newbold  (2000),  Kim,  et  al.  (2003)  provide  a  deeper 
understanding of the subject and disclose more and more possible combinations of the existence of 
breaks and their effect on stationarity. 
Further approaches are  introduced  in order to avoid the typical problems of  the popular test. The 
following authors: Banerjee, et al. (1990), Zivot and Andrews (1990); Perron and Vogelsang (1992); 







stability  (constancy)  arises  (Brown,  et  al.,  1975;  Panton,  et  al.,  1976).  Thus,  it  is  suggested  that 
recursive  and  rolling window  approaches be  applied  together with  standard  test  (e.g.  Yan, 1999; 
Pascuale  (2003)  for co‐integration). Besides  the popularity of both approaches  the authors usually 
find the rolling window  is more  favourable. Given Thoma’s  (1994) discussion on the application of 
recursive approach, Swanson (1998, p. 456,) concluded that: “Thoma (1994) uses a growing window 
of data, as he is not concerned with tracking a possibly evolving system in the sense of time‐varying 
parameters, but  rather assumes  that  the  system  is evolving  to  some  final  form”.  In  regard  to  this 
suggestion Awokuse, et al.  (2009, p. 550) states that: “Specifically,  if there  is  (at  least) a structural 
break, parameter estimates after the break are based on the data mixed with two (or more) different 
regimes and, thus, may be imprecise or even invalid”.  
The  discussion  in  a  study  by  Pacuale  (2003,  pp.  197,198), with  respect  to  the  Rangvid’s  (2001) 












through  the data  set by  the  length of  the  fixed window and do not have  lasting  impacts over  the 
entire data range.” 
The application of  rolling  integration  is also proposed by Banerjee, et al.  (1990). The discussion  in 
that study raises intriguing questions of validity of standard stationarity testing based on full sample. 
The  main  contribution  of  that  work  is  the  development  of  a  model  and  statistics  to  test  the 
stationarity hypothesis when  the break dates are unknown  inside  the  sample. The  rolling window 
approach was  proposed  as  one  of  the most  promising methods  for  the  detection  of  breaks  and 






et  al.  (2009,  p.  550)  concluded:  “By  contrast,  rolling  co‐integration  analysis  with  a  fixed‐length 
window can ensure that the effects of regime shifts are  isolated and restricted to the event period, 
rather than being allowed to cloud the overall picture”. 
Taking  into  account  the  potential  problem  of  co‐integration  analysis  regarding  instability  of  the 
hypothesis  rejection,  it would be useful  to  raise a question  regarding  the preliminary condition of 











the co‐integration  technique by  the algorithm of  the  rolling window  technique.  If stationary cases 
are detected, then the application of co‐integration test will be problematic, since the sub‐sample is 
confirmed to be integrated at order 0 (I(0)) instead of I(1) forces the co‐integration test to violate the 
preliminary  condition  that  the  analysed  sub‐sample  should  be  integrated  at  order  1  (Engle  and 
Granger, 1987, p. 253; Johansen, 1991, p. 1559; Gregory and Hansen, 1996, p. 100). 
Moreover, taking into account the parameter instability and possible regime shift inside the sample 
it  is  worth making  a  sensitivity  analysis  of  the  lead‐lag  linkages,  which  in  the  case  of  Granger 
Causality stability means rejecting the stability of a non‐causality hypothesis  in a sensitivity testing 
technique. This task constitutes the eighth research objective (see Chapter 1, page 7). 
This  objective  assumes  that  the  thesis  will  examine  the  stability  of  significance  of  the  Granger 
Causality test, as applied in the GARCH model suggested by Cheung and Ng (1996) and used for the 
result confirmation of the outcome from CCF GARCH causality test.  







Similarities  in methodology can be  found  in both  the  interdependence between  stock  indices and 
the  stock  index  to  Oil  price  interdependence  groups  of  studies.  The  Granger  Causality  testing 
procedure  is one of the most widely used methods of measuring the dependencies between series 
and its testing procedures are usually applied to different models. Therefore, Chapter 5 provides the 




further  modification  with  respect  to  the  integration/co‐integration  characteristics  of  data  and 
correction for the non‐synchronism. 
Further,  the methodology  chapter  discusses  the  CCF GARCH model  proposed  by  Cheung  and Ng 
(1996). The model is presented in standard form and non‐synchronism corrected form.  





58 GARCH  family model made a  significant breakthrough  to  the multivariate  structure, but  like a VAR model  they also exhibit  the non‐
synchronism  problem. Closing  time non‐synchronism  is  a  significant  barrier of  using  the multivariate GARCH  (BECKK, VECH, DCC  etc.) 
models for the worldwide spread non‐overlapping markets observed daily.  Thus, due to the daily data non‐synchronism this thesis avoids 





It  is  possible  to  summarise  from  the  literature  several  ways  of  solving,  or  avoiding,  the  non‐
synchronism problem. The first, most typical and simplest among them is the application of monthly 
(weekly)  data,  obtained  by  aggregation,  this  was  used  in  studies  by  Longin  and  Solnik  (1995), 
Ramchand  and  Susmel  (1998),  Brocato  (1994)  or,  in  the  use  of  aggregation  of  average  two‐day 
returns, which becomes useful within the analysis of contagion effect following the study by Forbes 
and Rigobon  (2002)  (also used  in studies by Billio and Pelizzon, 2003; Serwa and Bohl, 2005). The 
second  solution  was  the  use  of  Wednesday  (Thursday)  closing  price,  besides  solving  the  non‐
synchronism problem,  it  is  suggested  that  this  is  a  fairly  frequently used method of  avoiding  the 
weekend effect and minimizing holidays within the sample. (e.g. Godfrey, et al., 1964; Lo and Craig 
MacKinlay,  1990;  Hodgson  and  Nicholls,  1991;  Smith,  et  al.,  1993).  The  third  application  uses 
synchronous  instead  of  synchronised  data  to  correctly  measure  stock  market  co‐movements 
(Martens and Poon, 2001; Kleimeier, et al., 2003). The  fourth method  is  the use of  indices which 
partly or fully overlap each other. In this case the problem of non‐synchronism vanishes (Chaudhuri, 
1997; Bekiros and Diks, 2008). Fifth,  the use of open‐to‐close, close‐to‐open  returns, also used  to 
manage  the problem of data non‐synchronism. Authors, who utilised  this approach, also mention 
that the use of daily closing price only causes the loss of relevant return fluctuations inside the day 
(Hamao,  et  al.,  1990;  Koutmos  and  Booth,  1995).  The  sixth  is  a  calculation  of  synchronised 
correlation on the basis of non‐synchronised data as proposed by Burns, et al. (1998). Seventh, the 




et  al.  (1998), Bracker,  et  al.  (1999), Bessler  and  Yang  (2003)  and,  to  some  extent,  for  the  cross‐
correlation  matrix  correction  by  Gjerde  and  Sættem  (1995)  and  correlation  of  returns  of  non‐
contemporaneous stock markets by Kahya (1997). 







































JP  CH  IN  RU  GE  FR  UK  BR  US  OIL 
JP  NA  1  1  1  1  1  1  1  1  1 
CH  1  NA  1  1  1  1  1  1  1  1 
IN  1  1  NA  1  1  1  1  1  1  1 
RU  1  1  1  NA  1  1  1  1  1  1 
GE  1  1  1  1  NA  1  1  1  1  1 
FR  1  1  1  1  1  NA  1  1  1  1 
UK  1  1  1  1  1  1  NA  1  1  1 
BR  1  1  1  1  1  1  1  NA  1  1 
US  1  1  1  1  1  1  1  1  NA  1 






JP  CH  IN  RU  GE  FR  UK  BR  US  OIL61
JP  NA  0  0  1  1  1  1  1  1  0 
CH  0  NA  0  1  1  1  1  1  1  0 
IN  0  0  NA  0  0  0  0  1  1  0 
RU  0  0  0  NA  0  0  0  0  1  0 
GE  0  0  0  0  NA  0  0  0  0  0 
FR  0  0  0  0  0  NA  0  0  0  0 
UK  0  0  0  0  0  0  NA  0  0  0 
BR  0  0  0  0  0  0  0  NA  0  0 
US  0  0  0  0  0  0  0  0  NA  0 


















 for further use  in the model specification. The regular matrix62  is displayed  in Table 5.1‐1 and non‐
synchronism correction matrix is given in Table 5.1‐2. 







Granger  Causality  has  become  one  of  the  classical  techniques  for  identifying  the  level  of 
interdependence  between  time  series.  The  basis  of  the  test  implies  the  following:  time  series  X 
causes another time series Y,  if X can better explain Y. Smith, et al. (1993)  in his study defines the 
Granger Causality test as follows: 
ߪଶሺܻ|ܫሻ ൏ ߪଶሺܻሃܫ െ ܺሻ 
If X provides additional information to help explain Y, then the inclusion of X in the information set, I, 
will reduce the variance of Y. Granger Causality test is conducted using equation (1): 






ݔ௧ି௭ ൅ ߝ௧   (1) 
where  the  series  yt  and  xt  are  the  returns  for  the markets  tested, ߜ଴  is  constant, ߙ௤  and ߚ௭  are 
parameters, ߝ௧ uncorrelated distu a z a  variance. Hypothesis: rb nce with  ero mean  nd finite
ܪ଴:        ߚ௭ ൌ 0,         ݖ ൌ 1,2, … , ݇, 
is  tested.  If  the  βz  are  jointly  significantly  different  from  zero  (H0,  is  rejected),  then  X  is  said  to 
Granger‐cause Y. 
The hypothesis testing procedure of the Granger Causality test is used in various models, in order to 










research.  Besides  the  benefits  of  simplicity  in  the  application  of  the  Granger  Causality  test,  the 
method has undergone  changes due  to  the development of  the  co‐integration  concept  (Granger, 
1988a, 1988b). The application of the Granger Causality test should take  into account the order of 
integration63 of the series and existence of co‐integration64. Such a condition modifies the original 
Granger  Causality  test  proposed  by  Granger  (1969),  due  to  the  fact  that  it  can  be  exposed  to 
potential bias due to the nature of data. To perform a Granger Causality test with respect to these 
issues  the present  thesis utilised  the  sequence of  testing and pretesting procedures  suggested by 
Kleimeier and Sander (2002), where this starts from a Granger Causality model constructed for  log 
levels of  the  series, knowing  that  the  series are  found  to be  I(0)65. However, due  to  the  fact  that 
most  financial  series  are  found  to  be  I(1),  such  equations  are  omitted  from  the  analysis  of  their 
paper. In other words, the assumption is made that all series and their subsamples are I(1). 
Testing of Granger Causality for I(1) series assumes testing for the existence of co‐integration. Engle 




from the  linear combination of  levels of that series are  integrated at order  I(0). This particular test 
can be organised in  ‐ n form:bi variate regressio  
ܻ ൌ ܺ ൅ ݑ ;    ௧ ߛ௒,଴ ௧ ௒,௧    ݑො௒,௧ ൌ ௧ܻ െ ߛො௒,଴ܺ௧
ܺ௧ ൌ ߛ௑,଴ ௧ܻ ൅ ݑ௑,௧;   ݑ
       (2) 
ො௑,௧ ൌ ܺ௧ െ ߛො௑,଴ ௧ܻ  (3) 
 
with further testing of the residuals ൫ݑො௒,௧൯ and (ݑො௑,௧) for the order of  integration using Augmented 








65  If  the  series  is  I(0)  than  the  F‐test  and Wald  test  is  valid  for  testing Granger  Causality, where  Y  and  X 
represented  in  levels  of  data.  The  equations  are  represented  in  a  form:  ௧ܻ ൌ ߜ௒,଴ ൅ ∑ ߙ௒,௤௞௤ୀଵ ௧ܻି௤ ൅
∑ ߚ௒,௭௞௭ୀଵ ܺ௧ି௭ ൅ ߝ௒,௧, and vice versa where Y tries to explain X. 
 then Granger Causality should be tested using the first difference of the series. Since the series are 
not  co‐integrated  then  the  original  Granger  Causality  equation  could  be  presented  in  bi‐variate 
regression form (4) and (5) for the returns of series, which is exactly the same as in the Smith et al. 
(1993) technique. 
















Testing Granger  causality  for  returns  is  traditionally  referred  to  ‘temporal’  or  short  term Grange 
Causality (Masih and Masih, 1997a, p. 60; Masih and Masih, 2001, p. 564). 
If  residuals of  linear  combination of Y against X are  I(0),  then Granger Causality  should be  tested 
using  the  first difference of  the  series  and error  correction  term. Thus, potential bias due  to  the 
existence of co‐integration could be avoided  if Granger causality equation  includes  the error  term 
inside. This could be presented using the Granger two step method framework, as shown below: 

































of  non‐synchronism.  In  its  classical  form,  the  application  of  the  Granger  Causality  test  on  stock 
market pairs  is based on  the assumption  that  the previous day of one particular  index causes  the 
current  day  of  another  index  and  vice  versa.  The  difference  between  classical  bi‐variate Granger 
Causality and  its corrected  form can be  illustrated  in  the US‐Japan example. Since  the  Japan stock 
market closes earlier compared to the US one,  it affects the US market on the same day. To derive 
this  structure66 one needs  to  replace βUS,z estimators’ counting  in  summation  from  (z=1, …  , k)  to 
(z=0, … , k‐1). The same procedure could be applied to equations (4) which, in updated form, could 
be written as: 
∆ܬ ௧ܲ ൌ ߜ௃௉,଴ ൅෍ߙ௃௉,௤∆
௞
௤ୀଵ




∆ܷܵ௧ ൌ ߜ௎ௌ ൅෍ߙ௎ௌ,௝∆
௞
ୀଵ














residuals  s a rror ter  equations  ) h rre d form could be presented as: remain a n e m in (6 . T e co cte











ܬܲ ;    ௧ ൌ ߛ௃௉,଴ܷܵ௧ିଵ ൅ ݑ௃௉,௧    ݑො௃௉,௧ ൌ ܬ ௧ܲ െ ߛො௃௉,଴ ܵ௧ି
ܷܵ௧ ൌ ߛ௎ௌ,଴
ܷ ଵ  
ܬ ௧ܲ ൅ ݑ௎ௌ,௧;   ݑො௎ௌ,௧ ൌ ܷܵ௧ െ ߛො௎ௌ,଴ܬ ௧ܲ    
 
Since  all  the  components  needed  for  correction  of  equations  (6)  are  collected,  it  is  possible  to 
perform an update. Equations (12) and (13) represent equations (6) updated for non‐synchronism: 









ܬ ௧ܲିଵ െ ߛො௃௉,଴ܷܵ௧ିଵି௟ೆೄ,಻ುሻ ൅ ߝ௃௉,௧  (12) 
∆ܷܵ௧ ൌ ߜ௎ௌ,଴ ൅෍ߙ௎ௌ,௝
௞
௝ୀଵ
∆ܷܵ௧ି௝ ൅ ෍ ߚ௎ௌ,௜
݇െ1൅݈ܬܲ,ܷܵ
௜ୀ݈ܬܲ,ܷܵ
∆ܬ ௧ܲି௜ ൅ ߣ௎ௌ,଴ ቀܷܵ௧ିଵ െ ߛො௎ௌ,଴ܬ ௧ܲିଵି௟಻ು,ೆೄቁ ൅ ߝ௎ௌ,௧  (13) 
 
By applying the  ݈௎ௌ,௃௉=1 and  ݈௃௉,௎ௌ=0 time subscript values taken from Table 5.1‐2  it  is possible to 
present equations in a finalised form: 








ܬ ௧ܲିଵ െ ߛො௃௉,଴ܷܵ௧ିଶሻ ൅ ߝ௃௉,௧   
∆ܷܵ௧ ൌ ߜ௎ௌ,଴ ൅෍ߙ௎ௌ,௝
௞
௝ୀଵ
∆ܷܵ௧ି௝ ൅ ෍ ߚ௎ௌ,௜
݇െ1
௜ୀ0
∆ܬ ௧ܲି௜ ൅ ߣ௎ௌ,଴൫ܷܵ௧ିଵ െ ߛො௎ௌ,଴ܬ ௧ܲିଵ൯ ൅ ߝ௎ௌ,௧   
 
Therefore,  the equation  represents  the  regression based ECM model, which  is different  from  the 
classic  ECM model  (Engle  and Granger,  1987) by  adding non‐synchronism  correction parameters. 
Each equation  should be updated  separately  in  respect of  the  information  criterion. This analysis 
88 
 










All  the  reconstructed  equations  are  organised  for  each  combination  of  the  pairs  of  series  under 
investigation. Then  this  regression model  is  tested using   Breusch  and Pagan  (1980)  and Godfrey 
(1978)  test  for existence of heteroscedasticity  in residuals.  If  the existence of heteroscedasticity  is 
not  confirmed,  then  the  regression  model  is  kept  for  further  procedures.  If  the  existence  of 
heteroscedasticity  is confirmed, then the regression model  is re‐estimated with a Newey and West 
(1987) heteroscedasticity and autocorrelation  coefficient  consistent  covariance matrix.  Finally,  for 
each rolling sub‐sample we conduct Wald test for Granger Causality for the given β restrictions68. 
                                                            




 , where  l  is a  log  likelihood, which  is 
computed:  ݈ ൌ െ ்
ଶ
כ ൫1 ൅ logሺ2ߨሻ ൅ ሺlog ݁̂Ԣ݁̂ /ܶሻ൯ 





The  CCF method was  developed  by  Cheung  and  Ng  (1996)  based  on  the  Granger,  et  al.  (1986) 
method. The method  represents a  two‐stage procedure  to perform  the  test  for causality  in mean 
































Gebka and Serwa (2007)  National equity indices MSCI index  AR(m)‐GARCH  model  (Globe  Shocks  Error  correction  variable;  Global  Shocks 

























out  that  the  latter  has  no  parameter  restrictions  to  keep  positive  variance  (Hamao,  et  al.,  1990; 
Koutmos and Booth, 1995).  





In  this  thesis  Nelson’s  (1991)69  EGARCH model  is  applied, which  is  an  exponential  extension  of 
Bollerslev’s (1986) GARCH. The stock return is modelled as follows: 



























second  stage,  the  squared  residuals  standardized, corrected by  conditional variance, are obtained 
from both models (for Yt and Xt). The res duals are given as: i
௧ܷ ൌ ሺܺ௧ െ ෠ܺ௧ሻଶ/ ෠݄௑,௧ ൌ ݁௧ଶ
௧ܸ ൌ ሺ ௧ܻ െ ܻ
  (15) 
෠௧ሻଶ/  ෠݄௒,௧ ൌ ζ௧
ଶ  (16) 
 




69 Note  that E‐views  internal  command  for  the estimation of  the EGARCH  is different  compared  to original 













RUV    is a sample cross‐correlation at  lag k, where cUU(0) and cVV(0) are sample variances of U and V, 
respectively, and cUV(k) is the k‐th lag sample cross covariance given by: 





The  quantities  rUV(k)  and  rεζ(k)  are  used  to  test  for  causality‐in‐variance  and  causality‐in‐mean 
respectively  within  the  framework  offered  by  the  CCF  testing  methodology.  Further,  the  cross 
correlation is used in estimation of the S‐statistics. According to Cheung and Ng (1996) it is possible 

















Yt  from  lag  j  to  k  could be  tested with  (k –  j + 1) degrees of  freedom. Thus,  testing  for  the non‐





these  authors  focus  on  the  relationship  between  hx,t,  and  lagged  Y












 The  research  in  this  thesis  involves an  investigation  into  the  influence of  the oil price on  linkages 
between  stock  market  indices  as  a  part  of  the  second  and  third  research  objectives.  This 
investigation can be performed on  the comparison on change  in CCF coefficients estimated on oil 
price  unadjusted  and  adjusted  standardized  residuals  for  observing  both  causality‐in‐mean  and 
causality‐in‐variance.  It  is  worth  noting  that  the  application  of  the  oil  price  in  order  to  see  its 
influence on the relationships between other variables has a number of examples in the literature as 
discussed  in Section 3.3.  for example Chen, et al.  (1986, p. 401),  Jones and Kaul  (1996), Hayo and 
Kutan (2005), Anatolyev (2005) and Jalolov and Miyakoshi(2005). This study will also add the oil price 
as an exogenous variable in the mean equation into model (14). The model thus becomes: 




















ߠଵ  is  a  parameter  of  the  oil  price




be  tackled with  the GARCH  family model with  the optimally detected  lags  (e.g. using SIC). For  the 
checking for the existence of serial correlation Cheung and Ng (1996) suggest using a portmanteau 





They  emphasised  that  the  bias  of mean  and  variance  causality  depends  on model  specification. 




















variable  in mean  (variance)  equation  to  avoid  bias  in  causality  testing  in  variance  (mean).  This 
correction  is  applied  in  the  study  by  Gebka  and  Serwa  (2007,  p.  214)  to  avoid  bias  in  variance 
causality  testing.  In  the  GARCH‐in‐mean model  checking  for  the  existence  of  this  problem  was 
attempted  in a study by Constantinou, et al. (2005, pp. 17,18), where the authors’ findings suggest 
that mean causality is mostly due to variance causality. Thus, the procedure for mean causality (if it 
exists)  bias  correction  suggested  by Gebka  and  Serwa  (2007),  is  applied  before  the  extraction  of 
standardized residuals for further testing for causality  in variance. Finally, as a possible  limit of the 
model Cheung and Ng  (1996, pp. 36,37) accepted  that a CCF based  test may not detect  the non‐
linear variance causality effect. 




Cheung and Ng  (1996, p. 43‐44) suggest a daily data non‐synchronism corrected  form of CCF.  It  is 






ܴ௧ ൌ ߶଴ ൅ ݑ௧ ൅ ଵܴכ௧ 










variance  equation.  Thus,  additional  squared  returns  of  the  exogenous  index  are  added  to  the 
                                                            






ܴ ൌ ߶ ൅ ݑ௧ ଵܴ௧ ൅ ߦଶ ௧ିଵ 
݄௧ ൌ ߮଴ ൅ ߮ଵ݄௧ିଵ ൅ ߮ଶݑଶ௧ିଵ ൅ ߜଵܴଶ௧ 
כ
௧ ଴ ൅ ߦ ܴ
Source: Cheung and Ng (1996, p. 44).
Notes:  ф0  and  φ0  is  a  constant  terms  in  mean  and  variance  equations 







Granger (1969) sense from the minimum detected  lag to the maximum detected  lag  in a  joint test 
(e.g. ߦt ൌ0 and ߦt‐1=0 for return spillover from Rt to R*t).  
Thus,  introducing  rigor  into  the  research,  both  detected  CCF mean  and  variance  causalities  are 
subject  to  the  tests  in  a multifactor  EGARCH model.  This  assumes  that  to  test mean  (variance) 
causality  using  EGARCH model, where  it  is  necessary  to  include  a  lagged  return  (squared  lagged 
return) of another market into the conditional mean (variance) equation. In this case the augmented 
model can be written as follows: 

































Ng  (1996)  approach,  where  c  and  f  are  the maximum  lag  for  the mean  and  variance  causality 
detected separately. The time subscript ݈௑,௒  is a starting  lag value for g and w and this  is found  in 
Table 5.1‐2 (non‐synchronism correction matrix), where the starting lag value is located in a cell with 
causing country in column and caused country in row. Both ߣ௚ and ߤ௪ are tested for causality in the 
Granger  (1969)  sense,  by  applying  the  condition  that  lag  parameters  are  jointly  equal  to  zero, 






































Having built an augmented EGARCH model with exogenous  returns and squared  returns  for other 




The  examination  of  the  stationarity  characteristics  of  series  (Section  4.2.1)  demonstrated  that 
authors pay attention to the stability of the obtained results of the unit root tests and the critique of 
the  recursive  estimation  (Pascual,  2003;  Basher  and  Sadorsky,  2006;  Awokuse,  et  al.,  2009)  this 
makes the rolling window approach a good technique for the investigation of that stability. 
The rolling window approach  is a widely used technique. The generalised explanation of the rolling 
(moving) window  approach  is  presented  in  studies  by  Brown,  et  al.  (1975)  and  Banerjee,  et  al. 
(1990). The application of the rolling window technique together with the Granger (1969) Causality 
enabled Smith, et al.  (1993)  to discover  the exact period, where  the non‐causality hypothesis was 
rejected,  and  compare  causality  in  the  pre‐crash  and  post‐crash  period  with  the  precise 
identification of causality effect duration. Surprisingly,  the Smith, et al.  (1993)  technique has been 
neglected  in the  literature of the market  linkages for the  later period. Hence,  it  is difficult to avoid 








while  adding  another  and  re‐estimating  the  relationship.  This was  done  throughout  the  sample.  Thus,  the 






 other research papers, which utilise  the Smith et al.  technique, have been published  thus  far. The 
application  of  the  rolling window  technique  together with  CCF  can  be  found  in  a  study  by  Fujii 
(2005), where significance stability is subject to investigation. 
There are a number of advantages in this technique which are worth noting. The first is that the use 
of  the  rolling window  technique  enables  relationship  to  be  observed  in  dynamics.    Secondly,  it 
assumes the flexibility of sample break points are overcome, as discussed in Section 4.2.1. Thirdly, it 
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sizes  in a rolling  technique can be partly substantiated,  ideally  from  the maximum  (full sample)  to 
the ”minimal reasonable”77 (10‐15 observations) with the step of 1 observation. The application of 
bandwidth (window size) changing step equal to 1 is problematic at the current stage of information 
system development.  Thus,  in order  to  speed  up  the  calculation process,  it has been decided  to 
                                                                                                                                                                                        
the  non‐synchronism  problem  it was  suggested  in  Smith  et  al, who  did  not  use  daily  data,  that  this was 
explained by extra noise.  Instead,  in his research weekly data, which  is represented as a  trading day closing 













This  window  size  structure  assumes  a  total  number  of  12267  sub‐samples  for  the  given  set  of 
window  sizes. Moreover,  the  total  number  of  equations  will  rise  significantly  when  the  rolling 
window is applied to the estimation for all participating series (e.g. pair wise form79). Therefore, the 
testing of the hypothesis for a large number of equations requires the solution of new objectives: 1) 
overall  statistics  of  Granger  Causality  tests  for  each  window  size;  2)  new  form  of  results 
presentation. 
5.3.1. Application  of  hypothesis  rejection  frequency  and  results  representation 
diagrams in measuring of the stability.  
There  have  been  a  number  of  research  articles where  the  authors,  due  to  the  large  number  of 
estimated equations, apply the ratios that represent the overall result of appearance of a particular 
event  (e.g.  significance of parameter,  rejection of  the non‐causality null hypothesis).  In  this  thesis 
term  consolidating  statistics  refers  to  the  given  ratios.  Authors  utilise  such  statistics  in  order  to 
derive  the overall conclusion or  to distinguish  the general  trend. For example: Swanson  (1998) by 
applying the rolling window method used Granger Causality test rejection rate; Hwang and Satchel 
(2005) performed the testing procedure for the GARCH‐X model, where the rolling window approach 
is used and  a hypothesis  rejection  rate  for  the group of  tests  (Percent of  Significant Coefficients, 
Portmanteau  Tests  Q‐stats);  Goriaev  and  Zabotkin  (2006)  applies  rolling  single‐factor  and multi‐
factor CAPM reporting the average value of the estimated beta coefficients and percentage number 





in order  to  examine  the  frequency of  rejection of null hypothesis  (e.g. non‐causality hypothesis). 
                                                            
78 At a preliminary stage of simulation a set of 14 window sizes was used starting  from  the  full sample and 
ending  at  50  observations.  Knowing  that  there  is  a  trade  off  between  the  number  of window  sizes  to  be 
estimated and  the  time needed  for  that estimation,  the decision was  taken  to  reduce  the  total number of 
window  sizes  in  order  to  increase  the  speed  of  estimation.  But,  as mentioned  above,  the most  detailed 


















decrease  of  the  window  size  (Q)  affects  the  parameter  of  non‐causality  hypothesis  Rejection 
Frequency  (non‐causality HRF). The representation of Q and non‐causality HRF on  the diagram  for 
each pair of time series in a bidirectional test makes it possible to analyse changes in non‐causality 
HRF of one pair  compared  to non‐causality HRF of other pairs of  indices. At  the  same  time,  this 
misses  the  opportunity  to  trace  the  exact  location  of  structural  breaks  since  within  the  overall 
statistics they are hidden. 
For  interpretation  purposes  it  is  important  to  distinguish  possible  cases  of  non‐causality  HRF 







the  strongest  causality  relationships out of  two highly persistent ones  (assuming high percentage 
values of HRF)  in non‐causality HRF diagrams, since  it  is possible to observe how the non‐causality 






approach  and  consolidated  statistic  estimation,  the  same  procedures  are  also  applied  to  other  tests  (e.g. 
Augmented  Dickey  and  Fuller  (1979)  test),  as  well  as  to  the  detection  of  the  percentage  change  sign 
prevalence, when the difference in the CCF causality is observed in oil unadjusted and adjusted cases (Section 
5.2.2  discussion  of  oil  unadjusted  and  adjusted models;  Section  7.3.4  p.  158  discussion  of  the  comparison 
procedures  and  Sign  Prevalence;  Appendix  A.4  gives  the  verdict  regarding  cross‐correlation  coefficient 
percentage change Sign Prevalence at a certain lag observed in mean and variance). The frequency of the sign 
appearance is used in the study by Goriaev and Zabotkin (2006, p. 393) where the authors used a percentage 




 Secondly,  it  enables  the  question  of  intraregional  interdependence  to  be  examined,  since  stock 
markets, which have partly or  fully overlapped  trading  time, could be exposed  to  the existence of 









sample,  and  ending  by window  size  150 observations, where  at  least  90% of 
tests confirmed the existence of Granger Causality. 
The diagram shows that the Granger Causality relationship exists in all specified 




No  causality  is  found  based  on  the  full  sample  data  (3130  windows  size) 
estimation.  For  the  rest of  the window  sizes  the overall existence of Granger 
Causality is hard to prove. A small number of tests (less than 30% for each bar) 
proved  the  existence of Granger Causality  for  all windows  sizes.  The  diagram 







rest  of  the window  sizes  demonstrate  low  non‐causality HRF  level  (less  than 
30%). 
The diagram suggests that the existence of Granger Causality confirmed on the 
full  sample data  should be  interpreted with  caution,  due  to  the  lack Granger 
Causality confirmation inside the sample testing using different sizes of window. 
This  particular  case  might  reveal  a  possible  problem  of  Granger  Causality 






























window sizes with very high non‐causality HRF  level, except  in  the  full sample 
estimation. It may be a case where the causal  linkage does not exist  in the full 





window  approaches.  Moreover,  the  non‐stationarity  hypothesis  of  returns  is  also  tested  using 
descending window  size  solved  in  the  rolling approach. For  these purposes  the  rolling ADF  test  is 
applied. The discussion on application of rolling integration is given in Sections 4.2.1 of the present 




















Intercontinental  Exchange  (ICE)  (DataStream  data  supplier:  ICIS  pricing.  www.icispricing.com). 
Knowing  the exact  time of  the Crude Oil daily  record  it  should be possible  to apply  the Crude Oil 
price value to interdependence analysis. 




Comparable  sample  sizes  but  for  a  different  sets  of  indices  and  time  periods were  used  in  the 
application  of  the GARCH  family model  by Hwang  (2005),  Fang,  et  al.  (2006), Bhar  and Nikolova 
(2009a). The series used in this thesis contains two “crisis” (Asian 1997 and Russian 1998). However, 
according to Smith, et al. (1993, pp. 55,57) and Basher and Sadorsky (2006, pp. 231,232), the rolling 
window method  will  flexibly  overcome  outliers  and  possible  structural  changes  will  be  isolated 
(restricted) by the group of sub‐samples. 
In addition to possible bias in index analysis, Roll (1992) highlights two factors that might affect stock 
index behaviour. The  first  factor  is  the  technical aspects of  index construction82 and  the second  is 
exchange  rate  behaviour.  To  fulfil  the  requirements  of  comparability,  transformation  of  one 
currency  should occur. The most precise  transformation  to  the dollar  value  can be performed  as 
suggested  in  Bessler  and  Yang  (2003,  p.  268).  According  to  them,  the  most  appropriate 
transformation  is  the  use  of  the  exchange  rate  for  each  of  the  non‐US  dollar  countries with  the 
timing of the exchange rate closely matched to the local stock market closing time. However, it was 
                                                            

















pattern  in  the  overall  trend  (Figure  6.2‐1), which may  be  explained  by  the  approximately  similar 
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Table 6.2 1 represents summary statistics for the participating indices. The mean of the given series 
varies  from  ‐0.010878  for  Japan  to  0.106027  for  Russia.  The  standard  deviation  of  returns  lies 
between 0.976190 and 2.715991. 
Figure 6.2‐2 demonstrates  that, dynamics of  the absolute values of  the  indices of mature markets 
shows some similarities  in the trend, with possible exception for the Japanese stock market  index, 







The  values  of  skewness  show  that  negative  shocks  are more  common  than  positive  ones  for  all 
indices, except Japan where it is found to be positive (0.207850). BRIC countries are found to have a 
greater  value  of  kurtosis  with  a  10.20,  9.02,  8.35  and  6.65  for  Russia,  China,  Brazil  and  India 
respectively. The Jarque‐Bera (Bera and Jarque, 1981) test rejects the hypothesis of normality for all 
participating  series.  This  may  refer  to  the  use  of  a  flexible  probability  density  function  as  an 
alternative to standard normal distribution and, as suggested by Michefelder and Pandya (2005, p. 




not  rejected at 5%  level of  significance  for Crude oil. The null hypothesis of uncorrelated  squared 






Mean  Std. Dev.  Skewness  Kurtosis 
Jarque‐
Bera 
Q(5)  Q(10)  Q2(5)  Q2(10) 
Japan  ‐0.010878   1.543897   0.207850   6.209365   1365.831 **  13.503 *  17.471  209.75 **  362.71 ** 
China   0.075994   1.649782  ‐0.240048   9.024234   4763.063 **  19.424 **  33.109 **  493.39 **  598.12 ** 
India   0.061911   1.652571  ‐0.381586   6.650440   1813.854 **  41.750 **  70.655 **  593.77 **  710.03 ** 
Russia   0.106027   2.715991  ‐0.491649   10.20162   6889.937 **  44.960 **  61.379 **  485.94 **  817.43 ** 
Germany   0.043731   1.451351  ‐0.201053   5.491015   830.3428 **  5.3558  18.537 *  893.15 **  1767.9 ** 
France   0.038080   1.300934  ‐0.158673   5.235578   664.9316 **  24.412 **  32.101 **  746.51 **  1437.9 ** 
UK   0.027121   1.009613  ‐0.249185   5.157051   639.2035 **  28.252 **  41.393 **  902.26 **  1503.1 ** 
Brazil   0.066892   2.476202  ‐0.241689   8.349094   3762.060 **  29.251 **  50.946 **  817.00 **  1088.6 ** 
US   0.032845   0.976190  ‐0.249169   6.551333   1677.198 **  4.7314  18.585 *  397.39 **  711.83 ** 
Crude Oil   0.051495   2.260390  ‐0.230701   6.248082   1403.665 **  5.4830  13.614  112.33 **  150.62 ** 
Notes: The data  represented  in  the  table are daily equity  index  returns and oil price  returns  for  the period  January 1996  to December 













  Japan  China  India  Russia  Germany  France  UK  Brazil  US 
Crude 
Oil 
Japan  ‐  0.0545  0.1841  0.0894(p)  0.2326(p)  0.2410(p)  0.2208(p)  0.2014(p)  0.2862(p)  0.0305 
China  0.0545  ‐  0.0555  0.0283(p)  0.0570(p)  0.0491(p)  0.0544(p)  0.0504(p)  0.0475(p)  ‐0.0152 
India  0.1841  0.0555  ‐  0.1748  0.1369  0.1652  0.1800  0.1501(p)  0.1450(p)  0.0037 
Russia  0.1549  0.0084  0.1748  ‐  0.2747  0.2795  0.2834  0.2190  0.2042(p)  0.0841 
Germany  0.1928  0.0038  0.1369  0.2747  ‐  0.8024  0.6923  0.3447  0.5050  0.0076 
France  0.2067  ‐0.0100  0.1652  0.2795  0.8024  ‐  0.7707  0.3516  0.4823  0.0226 
UK  0.2109  0.0021  0.1800  0.2834  0.6923  0.7707  ‐  0.3467  0.4481  0.0426 
Brazil  0.1141  0.0079  0.1276  0.2190  0.3447  0.3516  0.3467  ‐  0.4887  0.0229 
US  0.0920  ‐0.0104  0.0794  0.1611  0.5050  0.4823  0.4481  0.4887  ‐  ‐0.0094 
Crude Oil  0.0305  ‐0.0152  0.0037  0.0841  0.0076  0.0226  0.0426  0.0229  ‐0.0094  ‐ 










table  by Gebka  and  Serwa  (2007).  The  European market,  represented  by  lag  0  cross‐correlation, 
demonstrates a high degree of dependency having all correlation coefficients high and positive. The 
cross‐correlation  of  current  day  returns with  the  previous  days’  returns  is marked  by  the  “(p)” 







while  Japan  (t) and US  (t‐1)  is 0.2862. This may suggest  that  the  time period between  the closing 
times of  indices may be a crucial factor which may affect the signal propagation from one  index to 
another. Arguably,  the  two other  important  factors, which may produce a significant distortion of 



















1  (I(1)).  However,  the  routine  procedure  of  series  testing  for  the  unit  root  is  applied  before 
application to the main models. Against this background the Augmented Dickey Fuller test  (Dickey 
and Fuller, 1979; Said and Dickey, 1984) is one of the most popular unit root tests. The ADF test is a 
widely used method, which owes  its popularity to  its ability to tackle serial correlation  in residuals.  
The test is performed using the following regression: 










Perron,  1988).  The  test  is  based  on  the  Dickey  and  Fuller  (1979)  test,  but  without  parametric 
correction. Instead the correction is performed using new statistics which take serial correlation into 
account by eliminating the nuisance parameter on the asymptotic distribution. 









Series  ADF T‐stat  PP T‐stat ADF T‐stat PP T‐stat
JAPAN  ‐1.631 (0 )  ‐1.503  ‐58.092 (0 ) **  ‐58.274 ** 
CHINA  ‐0.543 (0 )  ‐0.583  ‐56.238 (0 ) **  ‐56.241 ** 
INDIA  ‐0.462 (1 )  ‐0.439  ‐50.377 (0 ) **  ‐50.419 ** 
RUSSIA  ‐1.476 (1 )  ‐1.547  ‐49.740 (0 ) **  ‐49.872 ** 
GERMANY  ‐1.076 (0 )  ‐1.042  ‐56.190 (0 ) **  ‐56.210 ** 
FRANCE  ‐1.654 (0 )  ‐1.497  ‐54.399 (0 ) **  ‐54.660 ** 
UK  ‐1.444 (0 )  ‐1.299  ‐55.168 (0 ) **  ‐55.469 ** 
BRAZIL  ‐0.929 (1 )  ‐0.829  ‐51.273 (0 ) **  ‐51.147 ** 
US  ‐2.184 (0 )  ‐2.070  ‐55.528 (0 ) **  ‐55.778 ** 










this  in mind,  it  was  decided  not  to  use  any  of  the  specific  tests  currently  available  in  related 
literature, since the question of stationarity/non‐stationarity in the presence of breaks is still open to 
discussion and it can be argued that more time is required to find the most suitable and robust test, 




in  the  same  test  but  on  smaller  rolling  sub‐samples  assuming  the  descending window  structure 
shown in Table 5.3‐1. The use of the notation of abnormal behaviour or anomalies refers to the test 
results, where the test outcome is in contradiction to the expected verdict about series stationarity. 
Thus,  it  is  assumed  that  the  logarithm of  levels of daily  financial  series  should be  I(1), while  the 
anomaly  in this regard will be the test outcome that  logarithm of  levels  is  I(0). Therefore, to prove 
the stability of non‐stationarity test, the ADF test  is applied to the rolling window approach, to the 
set of window sizes given in Section 5.3 and the rejection rate for the non‐stationarity hypothesis is 





anomalies of series, which should be reported, but  in studies by other authors  is usually  limited by 
full  sample  estimation  only  anticipating  the  use  of  thorough  co‐integration  tests.  This  appears 


























Constant, no trend 
JAPAN 0% 0% 0% 0% 5% 4% 4% 
CHINA 0% 27% 9% 0% 2% 2% 2% 
INDIA 0% 0% 0% 0% 1% 2% 2% 
RUSSIA 0% 0% 0% 0% 3% 1% 3% 
GERMANY 0% 0% 0% 0% 2% 4% 4% 
FRANCE 0% 0% 0% 0% 1% 2% 7% 
UK 0% 0% 0% 0% 0% 2% 5% 
BRAZIL 0% 0% 0% 0% 1% 1% 1% 
US 0% 0% 3% 5% 8% 5% 4% 
OIL 0% 0% 0% 11% 0% 0% 2% 
Constant and trend 
JAPAN 0% 0% 0% 4% 10% 12% 15% 
CHINA 0% 0% 0% 0% 1% 2% 4% 
INDIA 0% 0% 1% 1% 1% 1% 3% 
RUSSIA 0% 0% 21% 4% 2% 2% 3% 
GERMANY 0% 0% 0% 5% 3% 5% 8% 
FRANCE 0% 0% 0% 18% 4% 3% 6% 
UK 0% 0% 0% 15% 4% 3% 6% 
BRAZIL 0% 0% 0% 11% 2% 4% 3% 
US 0% 0% 0% 14% 6% 7% 7% 





Table 7.1‐2 consist of  the values of consolidated statistics  (expression  (23)) given  in Section 5.3.1, 
where M  is  the  total  number  of  rolling  sub‐samples where  the  hypothesis  of  non‐stationarity  is 
                                                            
85 Application of ADF test on the first and the second differences of the series in a given rolling approach shows 
rejection  of  the  hypothesis  of  non‐stationarity.  The ADF  test  performed  on  first  difference  revealed  100% 









proportion  of  rejections  of  the  non‐stationarity  hypothesis  for  the window  sizes  2730  and  1930 
respectively.  It  shows  that  27% of  rolling  sub‐samples  for China  and  21%  rolling  sub‐samples  for 
Russia  for  the  window  sizes  2730  and  1930  are  I(0),  despite  the  expected  I(1).  Other  indices 
(including oil price) also express anomalies but on  smaller window  sizes, mainly  starting  from  the 
1130 observation window size. This result might be a case of spurious rejection when breaks exist 
inside the sample, as discussed  in the studies by Leybourne et al.  (1998), Leybourne and Newbold 








sample with  respect  to  their  integration properties,  and  further  analysis  is  to be done on  logged 
returns, assuming that series are I(1) in their logged levels. 
7.2. Classic  and  contemporaneous  causality  based  on  full  sample 
estimation. 
Since most of the models in this thesis utilise non‐synchronism correction, it is useful to investigate 




early  opened markets).  Due  to  the  existence  of  anomalies  (Section  7.1  and  Table  7.1‐2)  it was 
decided  to  avoid  the  use  of  the  co‐integration  adjusted  structure  of  the  equations.  Instead, 









value of one  index  is causing  the current day value of another  index. The  indices are ordered  in a 




line.  This  shows  that  the  upper  half  of  the  table  is more  likely  to  show  the  existence  of  causal 
linkages. For example, Japan  is caused by all  indices except China. China,  in  its turn,  is found to be 
caused by  all other  indices except  Japan,  India  and Russia. On  the other hand, Brazil  and  the US 
cause all other  indices  including  the oil price, while no  indices cause  them. Thus,  the US  together 




and Brazil at  the end of  the day. The perception  is  that  the allocation of  the  trading  time of  the 
market  inside  the working  day  is  a  crucial  factor  that  affects  the measurement  of  the  linkages 
between stock markets. The markets, which have the latest closing time during the day, are likely to 
affect the others  in the classical Granger Causality test. Another point  is that any day closing  index 
will  experience  higher  causal  effect  on  the  other  indices,  since  its  day  closing  value  is  already 
adjusted to all current day innovations and their reflections from other indices. 
Therefore,  the next day  all  indices will be  affected by  its  (later  closing  index)  closing  value  as  an 
innovation for the new day. The sequence of indices’ day closing time is a product of traditional time 
structure  (GMT  line  ruler) and any change  in  the  traditional  time structure will affect  the Granger 







JP  CH  IN  RU  GE  FR  UK  BR  US  OIL 
JP     CH ‐x‐> JP  IN ‐‐‐> JP**  RU ‐‐‐> JP**  GE ‐‐‐> JP**  FR ‐‐‐> JP**  UK ‐‐‐> JP**  BR ‐‐‐> JP**  US ‐‐‐> JP**  CR ‐x‐> JP 
CH  JP ‐x‐> CH     IN ‐x‐> CH  RU ‐x‐> CH  GE ‐‐‐> CH**  FR ‐‐‐> CH**  UK ‐‐‐> CH**  BR ‐‐‐> CH**  US ‐‐‐> CH*  CR ‐x‐> CH 
IN  JP ‐x‐> IN  CH ‐x‐> IN     RU ‐‐‐> IN**  GE ‐‐‐> IN**  FR ‐‐‐> IN**  UK ‐‐‐> IN**  BR ‐‐‐> IN**  US ‐‐‐> IN**  CR ‐x‐> IN 
RU  JP ‐‐‐> RU*  CH ‐x‐> RU  IN ‐x‐> RU     GE ‐x‐> RU  FR ‐x‐> RU  UK ‐‐‐> RU*  BR ‐‐‐> RU**  US ‐‐‐> RU**  CR ‐x‐> RU 
GE  JP ‐x‐> GE  CH ‐x‐> GE  IN ‐x‐> GE  RU ‐x‐> GE     FR ‐‐‐> GE**  UK ‐x‐> GE  BR ‐‐‐> GE**  US ‐‐‐> GE**  CR ‐x‐> GE 
FR  JP ‐x‐> FR  CH ‐x‐> FR  IN ‐x‐> FR  RU ‐x‐> FR  GE ‐‐‐> FR**     UK ‐x‐> FR  BR ‐‐‐> FR**  US ‐‐‐> FR**  CR ‐x‐> FR 
UK  JP ‐x‐> UK  CH ‐x‐> UK  IN ‐x‐> UK  RU ‐x‐> UK  GE ‐‐‐> UK**  FR ‐‐‐> UK*     BR ‐‐‐> UK**  US ‐‐‐> UK**  CR ‐x‐> UK 
BR  JP ‐x‐> BR  CH ‐x‐> BR  IN ‐x‐> BR  RU ‐x‐> BR  GE ‐x‐> BR  FR ‐x‐> BR  UK ‐x‐> BR     US ‐x‐> BR  CR ‐x‐> BR 
US  JP ‐x‐> US  CH ‐x‐> US  IN ‐x‐> US  RU ‐x‐> US  GE ‐x‐> US  FR ‐x‐> US  UK ‐x‐> US  BR ‐x‐> US     CR ‐x‐> US 
OIL  JP ‐x‐> CR  CH ‐x‐> CR  IN ‐x‐> CR  RU ‐x‐> CR  GE ‐x‐> CR  FR ‐x‐> CR  UK ‐x‐> CR  BR ‐‐‐> CR*  US ‐‐‐> CR*    
Notes: The given table is a summary of the non‐causality hypothesis testing in the form suggested by Ganger86 (1969) based on the Newey 






attempts  to cause  the country  in  the  row. Since  the equations represent both directions of causality,  then their  location  is symmetrically 
opposite, knowing that HY,0 is located above the diagonal line (e.g. US ‐‐‐> CH*, represents causality at the 5% level of significance) and HX,0 is 










IN ‐‐‐> JP**  RU ‐‐‐> JP**  GE ‐‐‐> JP**  FR ‐‐‐> JP**  UK ‐‐‐> JP**  BR ‐‐‐> JP**  US ‐‐‐> JP**  CR ‐x‐> JP 




   RU ‐‐‐> IN**  GE ‐‐‐> IN**  FR ‐‐‐> IN**  UK ‐‐‐> IN**  BR ‐‐‐> IN**  US ‐‐‐> IN**  CR ‐x‐> IN 
RU  JP ‐‐‐> RU**  CH ‐x‐> RU  IN ‐‐‐> RU**     GE ‐‐‐> RU**  FR ‐‐‐> RU**  UK ‐‐‐> RU**  BR ‐‐‐> RU**  US ‐‐‐> RU**  CR ‐‐‐> RU** 
GE  JP ‐‐‐> GE**  CH ‐x‐> GE  IN ‐‐‐> GE**  RU ‐‐‐> GE**     FR ‐‐‐> GE**  UK ‐‐‐> GE**  BR ‐‐‐> GE**  US ‐‐‐> GE**  CR ‐x‐> GE 
FR  JP ‐‐‐> FR**  CH ‐x‐> FR  IN ‐‐‐> FR**  RU ‐‐‐> FR**  GE ‐‐‐> FR**     UK ‐‐‐> FR**  BR ‐‐‐> FR**  US ‐‐‐> FR**  CR ‐x‐> FR 
UK  JP ‐‐‐> UK**  CH ‐x‐> UK  IN ‐‐‐> UK**  RU ‐‐‐> UK**  GE ‐‐‐> UK**  FR ‐‐‐> UK**     BR ‐‐‐> UK**  US ‐‐‐> UK**  CR ‐x‐> UK 
BR  JP ‐‐‐> BR**  CH ‐x‐> BR  IN ‐‐‐> BR**  RU ‐‐‐> BR**  GE ‐‐‐> BR**  FR ‐‐‐> BR**  UK ‐‐‐> BR**     US ‐‐‐> BR**  CR ‐x‐> BR 
US  JP ‐‐‐> US**  CH ‐x‐> US  IN ‐‐‐> US**  RU ‐‐‐> US**  GE ‐‐‐> US**  FR ‐‐‐> US**  UK ‐‐‐> US**  BR ‐‐‐> US**     CR ‐x‐> US 

















 Table  7.2‐2  provides  the  Granger  Causality  based  on  non‐synchronism  corrected  equations, 
assuming allowances for the same day effect. The results are similar to findings in studies by Gjerde 
and Sættem (1995), with a similar correction technique. In the corrected form all  indices appear to 
be  dependent  to  a  high  level  of  significance  based  on  a  full  sample  analysis. However,  one  fact 
should be pointed out. The isolated position of China with only a region‐wide influence on Japan and 





causality  (spillover) of early closing markets, by hiding  their same day causal effect  in direction  to 
other  indices. However,  the  fact  that  the  early  closing  stock markets  indices  still  have  a  positive 
amount  of  time  to  cause  later  closing markets  within  the  same  day  effect,  cannot  be  ignored. 
Therefore, the application of the non‐synchronism correction in order to derive a same day effect for 
the  early  closed market  is  vital. On  the  contrary,  the  significance  of  causality  (spillover)  of  later 
closing markets might be substantially overestimated in classic causality form. This question requires 
















For other  indices,  it  is possible  to examine  the matrix of  time gaps between  the closing values of 
markets which are used in this study. First, looking at Table 7.2‐3 it is possible to see the existence of 
large  time gaps between  the  closing values of  the  Japanese market  to  the US market,  the  classic 













  JP  CH  IN  RU  GE  FR  UK  BR  US 
JP  24 23 20 15 14 14 13.5 11 9 
CH  25 24 21 16 15 15 14.5 12 10 
IN  28 27 24 19 18 18 17.5 15 13 
RU  33 32 29 24 23 23 22.5 20 18 
GE  34 33 30 25 24 24 23.5 21 19 
FR  34 33 30 25 24 24 23.5 21 19 
UK  34.5 33.5 30.5 25.5 24.5 24.5 24 21.5 19.5 
BR  37 36 33 28 27 27 26.5 24 22 









 information  that  interferes with  the  signal  of  the  causing market87.  The  stock markets  that  are 
synchronized  in  trading  time  are  likely  to  have  a  very  small  time  gap,  assuming  instantaneous 
interaction and, thus the signal  is transmitted without being mixed with other  information (a good 
example is EU countries, e.g. Germany, France and the UK), therefore they are likely to demonstrate 
high  correlation  and magnitude of mean  spillovers  (Gjerde  and  Sættem,  1995; Bessler  and  Yang, 
2003; Gebka  and  Serwa,  2007;  Singh,  et  al.,  2010).  Summarising  the  explanation  given  above,  it 
should be concluded  that  the existence of  time gaps between closing values  inevitably affects  the 
significance of  causality  (spillovers) and  the disproportionate gap between durations puts  smaller 




markets,  one  could  say  that  information  is  transmitted  and  absorbed  during  the market  trading 






suggested  that  the  relative  comparison  of  gap  durations  is  a  fair  indication  of  possible 
overestimation and underestimation of the effects of participating markets88. 
The third question suggests that stock market trading time structures, set up for decades, is a reality 
which  is  faced  cyclically every day  and  it  is  impossible  to move  the  trading  time of  stock market 
indices to ensure perfect synchronicity. To answer this question refer to the point made earlier that 





for Granger Causality  testing). The  study by Furstenberg, et al.  (1989, p. 149) may be  taken as an example 
where the closing time difference of stock markets is switched to the difference between returns. The authors 
pointed out that: “If time‐zone trading occurs in efficient markets, Tokyo's rate of change, ΔJ, for instance, can 







 closing market  causality  (spillover)  significance  is  likely  to  be  overestimated.  This  raises  concern 
about  the existence of earlier/later closing market bias, when causality  (spillover) measurement  is 
applied. Having demonstrated  the existence of Causality disparity  (Table 7.2‐1 compared  to Table 
7.2‐2) and gap duration disparity  (Table 7.2‐3) between earlier and  later closing markets  it  is now 
possible to examine how a  later closing market will react when  it  is placed  in the condition of the 
earlier closing market.  If the significance of the causal  links  is diminished, then  it provides a direct 
proof of the existence of the earlier/later closing market bias. 





with  respect  to  the  shift  in GMT  time. This  is depicted  in Table 7.2‐4 .The  first  line  (row 1) of  the 
table represents normal working day, where the US market is closed at the 21.00 standard GMT line 
(column III), which allows the US to be called the later closing market. At the same time, Japan closes 
at  the 6.00  standard GMT  line  (column V), which allows  Japan  to be  treated as an earlier  closing 
market. Therefore, the summation of columns IV and V gives the time gap between the closing value 







is standard GMT  time).  In contrast  the same  (‐3 hours) shift  forces  Japan  to decrease  its  time gap 
with  the US  from 39 hours  (Column VIII,  row 1)  to 15 hours  (Column VIII,  row 4). The  time gaps 
restore to the preliminary condition when GMT time  is shifted for  ‐18 (row 19), then the Japanese 










This means  that  earlier  closing markets possibly  always will be underestimated  in  the  traditional 
schemes  of  classic  econometric models  (not  corrected  for  the  non‐synchronism  problem).  Since 
most of the models are  lag‐based,  it  is  likely that the  later closing market will always experiencing 




























I  II  III  IV V VI VII  VIII
1  0  
(Standard GMT) 
21  3 6 18 9  39
2  ‐1  22  2 7 17 9  39
3  ‐2  23  1 8 16 9  39
4  ‐3  0  24 9 15 33  15
5  ‐4  1  23 10 14 33  15
6  ‐5  2  22 11 13 33  15
7  ‐6  3  21 12 12 33  15
8  ‐7  4  20 13 11 33  15
9  ‐8  5  19 14 10 33  15
10  ‐9  6  18 15 9 33  15
11  ‐10  7  17 16 8 33  15
12  ‐11  8  16 17 7 33  15
13  ‐12  9  15 18 6 33  15
14  ‐13  10  14 19 5 33  15
15  ‐14  11  13 20 4 33  15
16  ‐15  12  12 21 3 33  15
17  ‐16  13  11 22 2 33  15
18  ‐17  14  10 23 1 33  15
19  ‐18  15  9 0 24 9  39
20  ‐19  16  8 1 23 9  39
21  ‐20  17  7 2 22 9  39
22  ‐21  18  6 3 21 9  39
23  ‐22  19  5 4 20 9  39
24  ‐23  20  4 5 19 9  39
Using the shift of GMT time it is possible to investigate how the US market will affect other markets, 
when  it  is placed  in  the condition of  the earlier closing market. By  shifting day borders back by 4 
hours, as given in the form of the scheme in Figure 7.2‐2, the figure shows that the gap structure has 
changed  significantly because  the US market  closing  time appears before  the  Japanese. But even 
118 
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A  in Figure 7.2‐3). The changes  in  the  time  scripts of  the day closing  time of  the US  index  induce 
∆USt‐1  returns  in  the standard GMT  line  to become ∆USt of  the shifted GMT  time  line  (Arrow B  in 
Figure 7.2‐3), and similar with ∆USt‐2, which becomes ∆USt‐1  (Arrow C  in Figure 7.2‐3), etc.  for  the 
higher lags of returns. At the same time the variable structure of Japan remains the same, since the 
time shift is not inducing the Japanese index closing time to switch to a different day. 
This operation puts  the  later  closing US market  into  the  condition of  the earlier  closing  Japanese 
market. By applying  this  shift  it  is possible  to  investigate how  such an assumption will affect  the 
causality pattern of the US and, thus,  it may also reveal to what extent the US dominant position, 
widely accepted by other authors  (see Section 2.2),  is dependent on  the  factor of  the  late closing 
market.  
Having  established  a  new  time  lag  structure  for  the US,  it  is  now  possible  to  apply  a  regression 
reformulated  with  a  new  set  of  parameters.  In  this  case  the  Japanese  return  (∆JPt)  should  be 
regressed  with  respect  to  its  own  past  lags  (∆JPt‐1)  and  ∆USt‐1  of  the  shifted  GMT  line  which 
corresponds  to ∆USt‐2 of  the standard GMT  line  (See Figure 7.2‐3).  In  the  regression  form without 
any correction for non‐synchronism we use the equations (4) and (5) reformulated for Japanese and 
US variables. The reformulated forms are given in equations (24) and (25) 








∆ܷܵ௧ି௭ ൅ ߝ௒,௧  (24) 






∆ܬ ௧ܲି௜ ൅ ߝ௑,௧  (25) 
Therefore,  after  adjustment of  the  time  shift,  the US  in  a  classic Granger Causality  is  induced  to 
cause Japan from the lag (t‐2) instead of (t‐1). The replacement of (t‐1) by (t‐2) transcripts is made by 















∆ܬ ௧ܲି௜ ൅ ߝ௑,௧  (26) 
Equation (26) after reformulation of equation (25) returns to the contemporaneous term, again due 
to the time shift in the GMT line. Therefore, the shifts in the GMT line induce the market to switch 
from a  later closing position to an earlier closing position, and this  in  fact triggers the structure of 
equations  when  attempting  to  resolve  the  non‐synchronism  problem.  The  equation  where  the 
market  attempts  to  cause  becomes  less  favourable,  since  the  lag  specification  is  replaced  from 
ordinary (t‐1) to (t‐2) (see equation (24)). 
Simultaneously,  the  equation,  where  the  market  is  tested  to  be  caused  by  the  other  market, 




This  structure  of  equation  24  to  some  extent  corresponds  to  the  Gebka  and  Serwa  (2007) 
contemporaneous  structure  equation  specification. As  they   noted  (2007, p.  214):  “… one  should 
keep  in mind  that spillovers  from Europe and America  to Asia at  lag 1  indicate  ‘contemporaneous’ 
causality and are equivalent to those from Asia and from Europe to America at lag 0”. This research 
agrees with this argument. This indicates that the later closing markets of Europe and America at lag 




is possible  to  state  that  causality  from  time  (t‐1)  for earlier  closing markets will be  appropriately 
comparable to the US causality from time  (t‐2). As far as can be ascertained, the only study which 
utilizes the lag structure from (t‐2) and higher, simultaneously ignoring the (t) and (t‐1) variables for 











0  (t)  to  the US and causality  from  the US at  lag 2  (t‐2) will place  the US  in  the position of earlier 
closing market, as discussed above (see equation (24). 
It is also possible to add that the standard (Gjerde and Sættem, 1995; Bessler and Yang, 2003; Gebka 




The  correction  of  the  lag  structure  is  performed  only  for  the US, while  lags  of  the  other  indices 
remain the same since the shift  in the GMT timeline  is not  inducing their closing value to switch to 
another day. The lags represented in Table 7.2‐5 repeat the structure of Table 5.1‐1 but add the US 
at  the beginning of  the  indices’  sequence with  the  lags discussed above. By  setting up a new  lag 
structure for the causality testing  in the regression form  it  is possible to use equations (8) and (9), 
while the ݈௑,௒ lag transcript are collected from the corresponding cells of Table 7.2‐5 . 
The result of the estimation which imposes the early closing market bias on the US inevitably shows 
















Sand (1987) demonstrated that  lead‐lag relationships are found at  lag 1 or  lower (Furstenberg, et al., 1989); 
Eun  and  Shim  (1989,  p.  243)  applied  the  VAR  model,  allowing  the  lag  structure  to  start  from  lag  1, 
simultaneously mentioning about the non‐synchronism problem, but avoiding correcting of the VAR by leaving 





 causality, detected  from one market  to another, may be explained by  the sequence of  location of 
the markets on  the GMT  timeline and  it shows  that  the US, when placed  into  the condition of an 





US  JP  CH  IN  RU  GE  FR  UK  BR  OIL 
US  NA  0  0  0  0  0  0  0  0  0 
JP  2  NA  1  1  1  1  1  1  1  1 
CH  2  1  NA  1  1  1  1  1  1  1 
IN  2  1  1  NA  1  1  1  1  1  1 
RU  2  1  1  1  NA  1  1  1  1  1 
GE  2  1  1  1  1  NA  1  1  1  1 
FR  2  1  1  1  1  1  NA  1  1  1 
UK  2  1  1  1  1  1  1  NA  1  1 
BR  2  1  1  1  1  1  1  1  NA  1 




  US  JP  CH  IN  RU  GE  FR  UK  BR  OIL 
US    JP ‐‐‐> US**  CH ‐x‐> US  IN ‐‐‐> US**  RU ‐‐‐> US**  GE ‐‐‐> US**  FR ‐‐‐> US**  UK ‐‐‐> US**  BR ‐‐‐> US**  CR ‐x‐> US 
JP  US ‐‐‐> JP**    CH ‐x‐> JP  IN ‐‐‐> JP**  RU ‐‐‐> JP**  GE ‐‐‐> JP**  FR ‐‐‐> JP**  UK ‐‐‐> JP**  BR ‐‐‐> JP**  CR ‐x‐> JP 
CH  US ‐x‐> CH  JP ‐x‐> CH    IN ‐x‐> CH  RU ‐x‐> CH  GE ‐‐‐> CH**  FR ‐‐‐> CH**  UK ‐‐‐> CH**  BR ‐‐‐> CH**  CR ‐x‐> CH 
IN  US ‐x‐> IN  JP ‐x‐> IN  CH ‐x‐> IN    RU ‐‐‐> IN**  GE ‐‐‐> IN**  FR ‐‐‐> IN**  UK ‐‐‐> IN**  BR ‐‐‐> IN**  CR ‐x‐> IN 
RU  US ‐x‐> RU  JP ‐‐‐> RU*  CH ‐x‐> RU  IN ‐x‐> RU    GE ‐x‐> RU  FR ‐x‐> RU  UK ‐‐‐> RU*  BR ‐‐‐> RU**  CR ‐x‐> RU 
GE  US ‐x‐> GE  JP ‐x‐> GE  CH ‐x‐> GE  IN ‐x‐> GE  RU ‐x‐> GE    FR ‐‐‐> GE**  UK ‐x‐> GE  BR ‐‐‐> GE**  CR ‐x‐> GE 
FR  US ‐x‐> FR  JP ‐x‐> FR  CH ‐x‐> FR  IN ‐x‐> FR  RU ‐x‐> FR  GE ‐‐‐> FR**    UK ‐x‐> FR  BR ‐‐‐> FR**  CR ‐x‐> FR 
UK  US ‐x‐> UK  JP ‐x‐> UK  CH ‐x‐> UK  IN ‐x‐> UK  RU ‐x‐> UK  GE ‐‐‐> UK**  FR ‐‐‐> UK*    BR ‐‐‐> UK**  CR ‐x‐> UK 
BR  US ‐x‐> BR  JP ‐x‐> BR  CH ‐x‐> BR  IN ‐x‐> BR  RU ‐x‐> BR  GE ‐x‐> BR  FR ‐x‐> BR  UK ‐x‐> BR    CR ‐x‐> BR 
OIL  US ‐x‐> CR  JP ‐x‐> CR  CH ‐x‐> CR  IN ‐x‐> CR  RU ‐x‐> CR  GE ‐x‐> CR  FR ‐x‐> CR  UK ‐x‐> CR  BR ‐‐‐> CR*   
Notes: The given table is a summary of the non‐causality hypothesis testing in non‐synchronism corrected form in the Granger (1969)
sense  based  on  Newey  and  West  (1987)  Heteroscedasticity  consistent  regression.  Lag  detection  is  performed  up  to  10  lags  by 
minimising SIC. The non‐causality hypothesis  is  tested using  the Wald  test on equations  (8) and  (9)  for all  βY,z and  βX,i    respectively. 
Where for the equation (8) the joint test is performed by testing HY,0: βY,z=0 and HY,0: βX,i=0, knowing that z=݈௑,௒,...k‐1+݈௑,௒ and i=݈௒,௑,...k‐
1+݈௒,௑  respectively and,  ݈௑,௒ and  ݈௒,௑ values are collected  from Table 7.2‐5 with  respect  to  the equations  (24) and  (26)  regarding  the 
discussion on early/later closing market bias given  in Section 7.2. The rejection of the HY,0 and HX,0 hypothesis  is performed using the 
Wald test in asymptotic χ2 distribution at 1% and 5% level of significance, denoted in the table by “**” and “*”. The rejection of HY,0 and 
HX,0  hypothesis  is  located  in  cells where  the  country  in  the  column  attempts  to  cause  the  country  in  the  row.  Since  the  equation 
represents both directions of causalities, then their location is symmetrically opposite, knowing that HY,0 is located above the diagonal 
line  (e.g.  US  ‐‐‐>  CH*,  represents  causality  at  5%  level  of  significance)  and  HX,0  is  located  below  diagonal  line  (e.g.  CH  ‐x‐>  US, 








Daily  continuously  compound  daily  returns93  are  applied  to  the  EGARCH models  (14)  and  (20). 
During the full sample estimation phase, the standardized residuals are derived from the variable lag 
optimised ARMA(m,n)‐EGARCH(p,q) model, representing the first stage of the Cheung and Ng (1996) 
CCF  causality  test.  In  order  to  detect  the  correct model  specification,  the  Ljung  and  Box  (1978) 
portmanteau test is used to confirm that levels and squares of standardized residuals are exempted 
from serial correlation, the following steps are taken: 
Step  1.  :  Conduct  Ljung‐Box  Q‐stat,  Q2‐stat  and  LM‐test  econometric  tests  on  standardized 
residuals  extracted  from model  (14)  (20)  observed  in  all  the  combinations  of  the m,n,p,q  lag 
parameters.  The models with non‐rejection of mentioned  tests are  stored  in  the  list of models 
with an eligible lag structure. 
Step 2. : The model which has the minimum value of Schwarz information criterion is chosen from 
the  list of models with an eligible  lag structure.  If step 1. finds no eligible specification, then the 
optimal variable  lag structure  is  found by choosing  the minimum SIC value  from  the models  (14 
and 20 observed in all the combinations of the m, n, p, q lag parameters. 
In this regard, the model optimal  lag structure detection  is performed on the following  intervals of 





possible  to  improve  the  optimal  lag  structure  that  suits  the  simultaneous  non‐rejection  of  LM‐
test(10), Q‐statistics(10) and Q2‐statistics(10) of the standardized residuals and squared standardized 
residuals  for  China,  India  and  Russia.  These  three  countries  rejected  the  hypothesis  of  no 










 persistent  ARCH  effect  in Q2‐statistics(10), which was  also  found  in  the  study  by  Fujii  (2005)  for 





Country  JP  CH  IN  RU  GE  FR  UK  BR  US  OIL 
Sample  FS FS FS FS FS FS FS FS FS FS 
    
AR(m)  0 0 1 0 0 0 0 2 0 0 
MA(n)  0 3 2 1 0 0 1 0 0 1 
ARCH(p)  2 1 1 1 1 1 1 2 2 1 
GARCH(q)  1 1 1 1 1 1 1 1 1 1 
‐‐‐   
Constant  -0.016102  1.34E-05  0.105396 **  0.158750 **  0.063731 **  0.056569 **  0.040525 **  0.111883 **  0.034911 **  0.087863 * 
   ( -0.7283) ( 0.001249) ( 3.331921) ( 5.749326) ( 3.365265) ( 3.043821) ( 2.724773) ( 3.140788) ( 2.693678) ( 2.418424) 
AR(1)   0.904940 **  0.098873 **  
   ( 20.52768) ( 5.870329)  
AR(2)  -0.030123  
   ( -1.659643)  
AR(3)   
    
MA(1)  -0.006439 -0.787085 **  0.072539 **  0.025069   0.031448 
   ( -0.550921) ( -16.63289) ( 4.591153) ( 1.400308)  ( 1.767627) 
MA(2)   0.002344 -0.074848 **  
   ( 0.199722) ( -3.679592)  
MA(3)   0.011639  
   ( 0.995308)  
‐‐‐  --- --- --- --- --- --- --- --- --- --- 
Constant  -0.110132 ** -0.138186 ** -0.140097 ** -0.144391 ** -0.115353 ** -0.090937 ** -0.109102 ** -0.069927 ** -0.089725 ** -0.040272 * 
   ( -7.172355) ( -11.45472) ( -7.590348) ( -10.79341) ( -8.059119) ( -7.518022) ( -7.289048) ( -3.492911) ( -7.022632) ( -2.079113) 
ARCH(1)  -0.011692  0.257555 **  0.256246 **  0.259714 **  0.156149 **  0.121873 **  0.131671 **  0.076409 -0.047261  0.135119 ** 
   ( -0.260716) ( 10.71436) ( 9.409929) ( 11.47192) ( 8.26449) ( 7.662104) ( 6.989792) ( 1.503145) ( -1.26037) ( 6.836944) 
ARCH(2)   0.176488 **  0.156178 **  0.154571 ** 
   ( 3.7334) ( 3.123535) ( 3.869207) 
Assymmentric 
effect  
-0.063146 ** -0.034528 -0.101134 ** -0.016682 -0.069150 ** -0.058316 ** -0.083738 ** -0.141938 ** -0.123504 ** -0.031700 ** 
( -5.613803) ( -1.950638) ( -6.266202) ( -1.206332) ( -6.399005) ( -5.580597) ( -7.182296) ( -8.836615) ( -11.01803) ( -2.614043) 
GARCH(1)   0.977257 **  0.956685 **  0.932748 **  0.973253 **  0.982579 **  0.984435 **  0.973219 **  0.928740 **  0.973176 **  0.959112 ** 




LB Q-stat(10) 6.4432 16.260 19.596 * 38.375 ** 12.709 18.253 18.058 9.6445 15.159 6.9632 
LB Q2-stat(10) 6.6060 3.6589 5.9314 8.7703 7.4416 14.540 9.5795 12.000 6.1946 9.4119 
LM-test(10) Not rej. Not rej. Not rej. Not rej. Not rej. Not rej. Not rej. Not rej. Not rej. Not rej. 
LogLikelihood -5511.709 -5356.060 -5571.199 -6788.642 -5125.355 -4892.252 -4114.402 -6790.083 -3943.187 -6850.442 
Notes: Each column represents an output of model (14) for the country’s stock market  index represented  in  logged returns. Estimation  is 
performed  assuming  the  Generalised  Error  Distribution  (G.E.D.).    Estimated  coefficients  and  z‐statistics  in  brackets  are  allocated with 
respect  to  the  variables  (AR, MA, ARCH, GARCH)  decomposed  in  SIC  chosen  lags.  The  1%  and  5%  level  of  significance  of  z‐statistics  is 
denoted by  “**” and  “*”  respectively.  LB Q‐stat and  LB Q2‐stat  is a  Ljung and Box  (1978)  statistics  conducted on  levels and  squares of 
standardized  residuals derived  from  the given equations at  lag 10. LM‐test  (10)  represents Lagrange Multiplier  test  (Breusch and Pagan, 
1980) conducted at lag 10. The series consist of 3130 observations in returns dated from 02/01/1996 to 31/12/2007. 
 
The EGARCH asymmetric effect estimate  is  found  to be negative and highly  significant  for all  the 
participating countries’ stock markets (excluding Russia and China), which shows that different signs 








Country  JP  CH  IN  RU  GE  FR  UK  BR  US 
Sample  FS  FS  FS  FS  FS  FS  FS  FS  FS 
    
AR(m)  0  2  1  0  0  1  1  0  0 
MA(n)  0  0  2  1  0  0  0  1  0 
ARCH(p)  2  1  1  2  1  1  1  2  1 
GARCH(q)  1  1  1  1  1  1  1  1  1 
‐‐‐   
Constant  ‐0.017839  ‐1.27E‐05   0.101860 **   0.179213 **   0.062534 **   0.056156 **   0.044256 **   0.109247 **   0.037860 ** 
   ( ‐0.810294)  ( ‐0.001233)  ( 3.184803)  ( 6.682078)  ( 3.306174)  ( 3.046703)  ( 2.965889)  ( 3.030865)  ( 2.896416) 
Oil price return   0.015626   1.45E‐05  ‐0.006940   0.069979 **   0.008045   0.013434   0.021394 **   0.020732   0.001397 
   ( 1.543807)  ( 0.002983)  ( ‐0.741018)  ( 5.714895)  ( 0.928002)  ( 1.662001)  ( 3.294409)  ( 1.535862)  ( 0.252265) 
AR(1)  ‐0.006040   0.904567 **   0.007879   0.024174 





MA(1)    ‐0.786407 **   0.070332 **   0.103161 ** 





‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐ 
Constant  ‐0.110102 **  ‐0.148563 **  ‐0.139468 **  ‐0.142119 **  ‐0.115153 **  ‐0.094074 **  ‐0.123800 **  ‐0.084185 **  ‐0.080236 ** 
   ( ‐7.163402)  ( ‐13.27125)  ( ‐7.546725)  ( ‐10.3801)  ( ‐8.040101)  ( ‐7.477498)  ( ‐7.063837)  ( ‐4.103817)  ( ‐6.291117) 
ARCH(1)  ‐0.012662   0.247516 **   0.255836 **   0.311753 **   0.155915 **   0.124422 **   0.149023 **   0.060120   0.094640 ** 
   ( ‐0.282248)  ( 11.8705)  ( 9.384855)  ( 6.403478)  ( 8.240944)  ( 7.382931)  ( 6.773644)  ( 1.1774)  ( 5.741999) 
ARCH(2)   0.177425 **    ‐0.070299   0.184332 ** 
   ( 3.751695)    ( ‐1.415025)  ( 3.712651) 
Assymmentric 
effect  
‐0.063096 **  ‐0.022753  ‐0.102164 **  ‐0.009225  ‐0.069321 **  ‐0.061819 **  ‐0.089084 **  ‐0.143809 **  ‐0.122896 ** 
( ‐5.576975)  ( ‐1.461536)  ( ‐6.317177)  ( ‐0.715741)  ( ‐6.432952)  ( ‐5.984969)  ( ‐7.106132)  ( ‐8.828181)  ( ‐11.35429) 
GARCH(1)   0.977263 **   0.974247 **   0.932622 **   0.979053 **   0.982573 **   0.984202 **   0.969337 **   0.931450 **   0.976702 ** 




LB Q‐stat(10)  6.5808  17.926  19.791 *  34.741 **  12.942  17.671  18.244  8.3611  16.038 
LB Q2‐stat(10)  6.0134  4.2123  5.9813  8.1417  7.6873  14.405  6.6516  11.166  3.6481 
LM‐test(10)  Not rej.  Not rej.  Not rej.  Not rej.  Not rej.  Not rej.  Not rej.  Not rej.  Not rej. 
LogLikelihood  ‐5510.572  ‐5355.009  ‐5570.934  ‐6772.027  ‐5124.973  ‐4887.440  ‐4109.958  ‐6797.946  ‐3948.649 
Notes: Each column represents an output of model (20) for each country’s stock market index represented in logged returns. Estimation is 
performed  assuming  the Generalised  Error Distribution  (G.E.D.).    Estimated  coefficients  and  z‐statistics  in brackets  are  allocated with 
respect  to  the variables  (AR, MA, ARCH, GARCH) decomposed  in SIC chosen  lags. The 1% and 5%  level of  significance of  z‐statistics  is 
denoted by “**” and “*” respectively. LB Q‐stat and LB Q2‐stat  is a Ljung and Box  (1978) statistics conducted on  levels and squares of 
standardized residuals derived from the given equations at  lag 10. LM‐test (10) represents Lagrange Multiplier test (Breusch and Pagan, 
1980) conducted at lag 10. The series consist of 3130 observations in returns dated from 02/01/1996 to 31/12/2007. 





Log‐likelihood  comparison  does  not  provide  any  evidence  of  significant  changes,  due  to  the 
application of oil price in a conditional mean equation. 











can affect  the  cross‐market  lead‐lag  relationship when  cases with and without oil adjustment are 
compared.  Following  the  discussion  on  countries’  oil  status  by  Bhar  and  Nikolova’s  (2009b,  pp. 
1039,1040) it is assumed that there are three categories of status: oil exporter (or net oil exporter) is 
a country, in which oil production surpasses oil consumption; oil self‐sufficiency status is given to a 
country  if  in  the observed period  it  reaches  self‐sufficiency; oil  importer  (or net oil  importer)  is a 




Second,  is  the  emerging/developed  profile  of  the  country95.    It  is  also  important  to  note  that  a 
countries economic profile affects  its behaviour  in  respect  to  the oil price as suggested by Ramos 
and Veiga  (2009;  2010). As  discussed  in  Section  2.2  developed  and  emerging  economies  express 
different asset class behaviour (Bekaert and Harvey, 1995; Bekaert, et al., 2003; Bhar and Nikolova, 





















Switching  to  the application of  the Cheung and Ng  (1996) CCF EGARCH causality  test. The Cheung 
and Ng (1996) causality test is first applied to the traditional established scheme96 of the estimation, 
where  the oil price effect  is observed  in  relation with  the  stock market  index, which  conforms  to 
research objective 497. In order to perform this investigation the CCF causality test is applied (both, 
in mean and  in  variance) on  standardised and  squared  standardised  residuals extracted  from  the 



























The  significance  of  the  cross  correlation  can  be  tested  using  a  χ2  distribution, where  the  critical 
values are obtained using expressions (18) and (19). The significance of each lag is detected using (k‐
j+1) degrees of freedom as suggested by Cheung and Ng (1996), where k is maximum lag and j is the 
starting  lag. This means  that,  in order  to  test a  standalone  lag,  the degree of  freedom  should be 




BRIC  countries are heterogeneous  in  relation  to oil price.   However,  it  is possible  to highlight  the 
following. 
Brazil  (ES).  Brazils’  relationship with  the  oil  price  is  positive  and  the  previous  day  relation  has  a 
slightly  higher  effect  but  overall,  the  relationship  is  too  low.  The  findings  by  Bhar  and Nikolova 
(2009b) demonstrated a  lesser effect of  the oil price on Brazil. As  for  the causality‐in‐variance, no 
relationship  is  found  between  Brazil  and  oil  price  returns, which  conforms  to  Bhar  and Nikolova 
(2009b) findings on oil price effect on stock market volatility.  
Russia  (EE).  Russia,  as  a  net  oil  exporter,  has  significant  positive  contemporaneous  bidirectional 
causality with oil price and oil price affecting Russia at higher  lags  (up  to  lag 2) but with a  lower 
magnitude, which is in line with findings by Bhar and Nikolova (2009b, 2010). Surprisingly, Russia has 
no  variance  causality with  the oil price,  and,  arguably,  the  adjustment  for  the presence of mean 
causality  from oil price affected  the existence of  variance  causality. These  findings  contradict  the 




 India  (EI).  India has a positive mean  causality  to oil but only at  lags 3 and 4  (0.0353 and 0.0395), 
which may be a result of the insignificant distortion. 




this, Bhar and Nikolova  (2009b)  found no confirmation of  the oil price effect on volatility of China 
and India, which is also in line with findings of Table 7.3‐3 . 
Mature markets are also heterogeneous  in  relation  to  the oil price. Mature market  countries are 
likely to have both: mean (except Germany) and variance (except Japan) causality with the oil price. 
The UK’s  (DS)  contemporaneous  relationship with oil price  is  found  to be highest  among mature 





















X - Y  Lag -5 Lag -4 Lag -3 Lag -2 Lag -1 Lag 0 Lag 0 Lag +1 Lag +2 Lag +3 Lag +4 Lag +5 
 Panel A. Causality-in-mean 
OIL ‐ BR            0.0376 0.0376 0.0479    
OIL ‐ RU        0.0374  0.0361 0.094 0.094    
OIL ‐ IN            0.0353  0.0395   
OIL ‐ CH               
OIL ‐ JP            0.0368 0.0368    
OIL ‐ GE               
OIL ‐ FR            0.0354 0.0354    
OIL ‐ UK            0.0604 0.0604 0.0357   
OIL ‐ US  ‐0.0373          0.0598    
Notes: The Cheung and Ng (1996) CCF causality test performed for each lag using χ2 distribution at 1 degree of freedom for 5% level of 
significance critical value (3.8414). The negative lag represents causality from X to Y, positive lags represent causality from Y to X. Panel 
A  is estimated using standardized residuals obtained from model  (14)  for examining causality  in mean among countries with mature 
stock markets.  
Pair Lead  Lag 
X - Y  Lag -5 Lag -4 Lag -3 Lag -2 Lag -1 Lag 0 Lag 0 Lag +1 Lag +2 Lag +3 Lag +4 Lag +5 
  Panel C. Causality-in-variance 
OIL ‐ BR               
OIL ‐ RU               
OIL ‐ IN               
OIL ‐ CH               
OIL ‐ JP               
OIL ‐ GE            0.0381 0.0381    
OIL ‐ FR            0.0601 0.0601    
OIL ‐ UK            0.0392 0.0392 0.0498    
OIL ‐ US    0.0352          0.0388













represent  causality  from Y  to X. Panel C  is estimated using  squared  standardized  residuals obtained  from model  (14)  for examining
causality  in variance among  indices of BRIC countries. Squared standardized residuals obtained from model (14) are   adjusted for the
causality in mean (if it exists) from the minimum allowed lag to the maximum detected lag using Cheung and Ng (1996) and Gebka and
Serwa  (2007) adjustments. For example, Oil causes France at  lag 0  (0.0354)  in mean. Knowing that the minimum possible  lag  in this
causality structure is 0 (Oil price can affect France on the same day) and the maximum detected lag is 0, it is possible to construct an








The  second  estimation  scheme  is  performed  in  order  to  investigate  the  oil  price  effect  on  the 
causality (both in mean and in variance) linkages between stock market  indices as suggested in the 















country, but also  refer  countries  in pairs. Therefore, observing pairs of  stock market  indices each 
with its own oil status and economy profile. 
It is also assumed that both mean and variance causality can be detected on a 5 day lag horizon, as 
suggested by Cheung and Ng  (1996), which was also used  in  the study by Fujii  (2005), Gebka and 
                                                            




 Serwa  (2007).  It  is also worth noting  that  the  investigation of  the causal  linkages  through  the CCF 
test is performed using vertical lag representation, compared to the classical form by Cheung and Ng 
(1996), Fujii  (2005) or  the matrix  form by Alba and Park  (2007) and Gebka and Serwa  (2007). The 
calculation  generates  a  large  number  of  figures100  and,  to  aid  simplicity  of  comprehension  and 
interpretation, the decision was made to display only the significant cross‐correlation linkages found 
by  s‐statistics.  In  order  to  determine  the  s‐statistics,  expression  (17)  is  used  for  standardized 
residuals at their levels and squares.  




equal  to 1, assuming  that  j=k. Each pair of  indices  is also  corrected  for  the day  closing  time non‐
synchronism problem as discussed in Sections 5.2.2.1 and using the lag correction technique given in 
Cheung  and Ng  (1996),  Fujii  (2005).  Thus,  “NA”  denotes  the  impossibility  of  causation  from  one 
index to another due to the absence of overlaps in trading time. 
The results of the CCF test are organised in the following tables: BRIC countries linkages and the oil 
price effect  (Table 7.3‐4);  the  relationship between BRIC countries,  the UK and  the oil price effect 
(Table  7.3‐7);  the  relationship  between  BRIC  countries, mature markets  and  the  oil  price  effect 
(Table 7.3‐10‐Table 7.3‐13); linkages among mature markets and the influence of the oil price (Table 
7.3‐16). 
Since  the  tables  have  a  similar  structure,  it  is  important  to  highlight  the  general  specificity.  To 
perform the  linkage examination, the decision was made to organise four panels  inside each table 
(Panel  A,  B,  C,  D).  Panels  A  and  C  represent  causality  in  mean  and  variance,  estimated  using 
standardized residuals at their levels and squares obtained from equation (14), while Panels B and D 
represent standardized residuals at their  levels and squares obtained  from equation  (20)101. Since, 
equation (20) contains oil price return in the mean equation, it is assumed that it will be a common 
factor that could explain part of the dependant variable dynamics, but also (presumably) will affect 













adjusted  for  the  causality  in mean,  if  the  latter exists at any  lag  in  the  same direction. Thus,  the 
detected mean  causality  in  Panel  A  (B)  of  a  certain  section  (“Lead”  or  “Lag”),  necessitates  re‐
estimation  of  the  equations  (14)  and  (20)  with  the  inclusion  of  a  foreign  market  lag  into  the 















verdict  regarding  prevalence  of  one  sign  over  the  other  (Sign  Prevalence  ‐  SP)  in  the  observed 






The  comparison  of  the  sign  in  full  sample  estimation  and  the  sign  obtained  in  SP  gives  a more 








conclusions regarding  the dependencies  found and  the oil price effect. Section 7.3.5  is devoted  to 
the  examination  of  empirical  results  of  dependencies  among  BRIC  countries  and  the  oil  price 
influence. Section 7.3.6  is devoted to the dependencies of BRIC countries with the UK as a special 































causality  at  lag  4).  Adjustment  for  the  oil  price  gave  a  decrease  for  variance  causality  in 
contemporaneous term and a significant decrease of causality from Brazil at higher lags.  
Summarizing the Exporter–Self sufficient case in Table 7.3‐5 and  
Table 7.3‐6  it  is possible  to  conclude  the  following:  the oil price adjustment  causes a decrease  in 
magnitude of mean spillover and a decrease in magnitude of the variance spillover between two oil 









in  SP  for China. However, no  causality  in  variance  is detected between Russia  and China  in both 
unadjusted and adjusted cases. 
Causal  linkages  between  Russia  and  India.  The  Russia‐India  case  in  the  same  table  gives  the 
following  result.  Russia  and  India  have  a  significant  bidirectional  contemporaneous  correlation 
(0.1769), while Russia causes India at lag 1 (0.0567), but with lower magnitude. After adjustment for 
the oil price, the relationship increased between 1‐2 % for each detected s‐statistics significant CCF 
coefficients.  India causes Russia  in variance at  lag 3 (0.06) and  it  is  increased by (6.683%) after the 
adjustment  for oil. No SP confirmation of  the  full sample estimation outcome  is  found  in variance 
causality for both countries.  
By summarising the results in Table 7.3‐5 and  
Table 7.3‐6  it  is possible  to deduce  the  following: First,  the magnitude of  the  relationship will  rise 








 by  oil  price  dynamics, which  give  unnecessary  distortion  and  reduction  of  the magnitude  of  the 
linkage  between  the  two markets  of  the  given  type.  Therefore,  the  relationship  between  an  oil‐





Causal  linkages between Brazil  and China.  Emerging  Self  sufficiency  and  Importer  relationship  is 
represented by the pairs: Brazil‐China and Brazil‐India. It  is found that Brazil causes China from the 
previous day (0.0353) and at lag 5 (0.0428), both correlations are small. Adjustment for the oil price 
gives a  small  increase only  in  the  case of previous day mean  causality  from Brazil. Unidirectional 
causality in variance is detected from China (0.0462) and (‐6.93%) after adjustment for the oil price. 
Brazil  has  (0.0876  and  0.0434)  cross‐correlation  values  in  variance  causality  at  lag  2,4,  and 
adjustment for oil gave 6.05% and 7.6% increase respectively.  
Causal  linkages  between  Brazil  and  India.  The  pair  Brazil  and  India  demonstrated  bidirectional 
contemporaneous causality above 0.1309 and 0.1246 respectively. Brazil also has a mean causality 
at  lag 3  (0.0821). After adjustment  for  the oil price, a  slight decrease  in magnitude  is detected  in 
contemporaneous mean causality  from Brazil to  India and  from  India to Brazil, while at  lag 2  from 
Brazil a 2.07% decrease  is found, also confirmed  in SP. Causality‐in‐variance  is detected from Brazil 
to  India  at  various  lags  including  the  contemporaneous  term, while  India  demonstrated  a  higher 
magnitude at lag 1 (0.0716). Adjustment for the oil price has changed causality from Brazil for lags 2 
and 4 with lag 1 found with a positive SP, while India demonstrated a decrease in magnitude (3.77%) 
at  lag 1. Variance causality at  lags 2 and 4 similar  to  the Brazil‐China pair, may be ascribed  to  the 
possible existence of the variance causality pattern from Brazil to Asian countries (also found in Fujii, 
2005; Beirne, et al., 2010).    
Summarizing  the  causality  linkages,  given  in  relation  to  self‐sufficiency  and  importer  status,  it  is 
possible to conclude the following: 
First, there  is no prominent trend detected  in changes of causality‐in‐mean, due to the  lack of the 














treatment may  induce a rise  in the magnitude of causality, or complementary effect  (similar to oil 
producers) which after oil price adjustment will lead to a decrease in magnitude of the cross‐market 
linkage.  
The outcome of  the CCF  coefficients demonstrates a decrease  in magnitude of  causality‐in‐mean, 
which may suggest  that a complementary effect of  the oil price  is also plausible  in  the case of oil 
importers  linkages.  However,  the  Chinese  detached  position,  in  terms  of  correlation with  other 
markets, may bias findings on the oil price effect. Thus, further investigation of the relation between 
emerging importers, with and without oil price adjustment, is required. 
Second,  the  detached  position  of  China  also  does  not  allow  a  conclusion  to  be made  regarding 
variance causality response to oil price adjustment. 
It  is  also  possible  to  highlight  the  limitations  of  the  influence  of  oil  price  that were  found.  The 




certain  lags,  the oil  price  effect on  causality may  be  large  (change  in mean  causality of Brazil  to 











X ‐ Y   Lag ‐5  Lag ‐4  Lag ‐3  Lag ‐2  Lag ‐1  Lag 0  Lag 0  Lag +1  Lag +2  Lag +3  Lag +4  Lag +5 
  Panel A. Causality-in-mean, (no adjustment for oil) 
IN ‐ CH          0.0626 0.0626    
RU ‐ CH      0.0417    NA ‐0.0449    
RU ‐ IN        0.0567 0.1769 0.1769    
BR ‐ CH  0.0428      0.0353 NA    
BR ‐ IN      0.0821    0.1309 NA 0.1246    
BR ‐ RU    0.0492  0.0376  0.0421  0.1843 0.2186 0.2186    
 Panel B. Causality-in-mean, (adjustment for oil price) 
IN ‐ CH                 ‐1.76%  ‐1.76%                
RU ‐ CH            3.6%{+SP}      NA     >‐1%{+SP}             
RU ‐ IN           {‐SP}   1.59%  <1%  <1%        {‐SP}       
BR ‐ CH   1.17%            1.13%   NA                   
BR ‐ IN        ‐2.07%{‐SP}    >‐1%   NA  >‐1%                
BR ‐ RU    
 10.16%{‐
SP}  ‐1.6%{+SP}  >‐1%  ‐2.5%{‐SP}  >‐1%{‐SP}  >‐1%{‐SP}                
Notes: The Cheung and Ng (1996) CCF causality test performed on s‐statistics for each lag using χ2 distribution at 1 degree of freedom 
for 5%  level of significance critical value (3.8414). The negative  lag represents causality from X to Y, positive  lags represent causality
from Y to X. Panel A is estimated using standardized residuals obtained from model (14) for examining causality in mean among BRIC 
countries’  indices. Panel B  is estimated using  standardized  residuals obtained  from model  (20), and  represented as  the percentage 
change in a magnitude of the significant parameters found in panel A after adjustment for the oil price. 
Pair  Lead  Lag 
X ‐ Y   Lag ‐5  Lag ‐4  Lag ‐3  Lag ‐2  Lag ‐1  Lag 0  Lag 0  Lag +1  Lag +2  Lag +3  Lag +4  Lag +5 
   Panel C. Causality-in-variance, (no adjustment for oil) 
IN ‐ CH            0.0353
RU ‐ CH          NA    
RU ‐ IN          0.06     
BR ‐ CH    0.0434  0.0876    NA 0.0462    
BR ‐ IN    0.0467  0.0356  0.0392 NA 0.0716    
BR ‐ RU      0.0767  0.0537  0.0902 0.0888 0.0888    
 Panel D. Causality-in-variance, (adjustment for oil price) 
IN ‐ CH                                    ‐ 
RU ‐ CH                  NA                   
RU ‐ IN                              6.83%       
BR ‐ CH      7.6%      6.05%      NA  ‐6.93%                
BR ‐ IN      6.42%      1.12%  >‐1%{+SP}   NA     ‐3.77%             





causality  in variance among  indices of  the BRIC countries. Panel D  is estimated using  squared  standardized  residuals obtained  from 





standardized  residuals adjusted  for  the causality  in mean  from Russia at  lag 0. Knowing  the optimal m, n, p and q parameters,  it  is 
possible to estimated model (14) with a conditional mean equation replaced by the following formula: 











if causality  in mean  is detected for both cases (1. Brazil to Russia; 2. Russia to Brazil), then,  in order to find variance causality for the 
both  cases,  it  is  necessary  to obtain mean  adjusted  squared  standardized  residuals  from  each of  them  and  then  perform  the CCF
Cheung and Ng (1996) test. Similar adjustment is performed for panel D, if in the corresponding row in panel B the mean causality is
detected. 











RU  ?sp →  ←?sp?sp  BR  Linkage is between two producers due to the oil price changes, at least  in  the  contemporaneous  term.  Thus  after  adjustment  the 
magnitude of linkage is dropped. 
Exporter    Importer  
RU  ?sp →  ←?sp  CH 
Raise at a higher lag causality from Emerging Exporter’s side 
RU  ??→  ←??sp  IN 
Self‐sufficient    Importer  
BR  ??→  CH 
Inconclusive 
BR  ?sp?→  ←?  IN 
Importer    Importer  
IN  ?→  ←?  CH  Decrease in magnitude after adjustment. 
Note:  The  sign  of  the  percentage  change  of  the  CCF  coefficients  are  represented  by  arrows. Upward  (Downward)  arrows  represent  increase 
(decrease) in the CCF coefficient when the oil price adjustment is applied. Lined and dashed arrows represent the location of the CCF coefficients, 







RU  ?sp?→  ←??  BR  Linkage is due to the oil price changes. Thus, after adjustment the 
magnitude of the linkage is dropped.  
Exporter    Importer  
RU  No relation  CH 
Inconclusive 
RU    ←?  IN 
Self‐sufficient    Importer  
BR  ?→  ←?  CH 
Increase in variance from self‐sufficient side at higher lag 
BR  ??sp→  ←?  IN 
Importer    Importer

















oil production107. Therefore,  the UK  is  treated as a developed  self‐sufficient  country  in  this  study 
(DS). 
By  investigating  the  UK’s  cross‐market  relationships  it  is  expected  that  a  pattern  will  be 
distinguished, which is inherent to the oil self‐sufficiency position of the UK. As discussed in Section 








UK at  lag 0 (0.3449), at  lag 1 (0.1518) and at  lag 5 (‐0.0351) from Brazil. The adjustment for the oil 
price provides a small decrease in magnitude of the relationship at lag 0, and (‐2.17%) at lag 1 from 
Brazil.  The  sign  of  the  relationship  remains  the  same when  solved  in  the  rolling  approach with 
additional SP detected  from  the UK  side at  lag 3. Besides contemporaneous  interactions  found  in 





Causal  linkages  between  Russia  and  the  UK.  Russia  and  the  UK  express  bidirectional 
contemporaneous causality at  lag 0  (0.798). Besides  this,  the UK causes Russia at higher  lags  (1, 3 
and  4),  while  no  mean  causality  is  detected  from  Russia’s  side  to  the  UK  at  higher  lags.  The 
adjustment  for  the  oil  price  demonstrated  a  decrease  in magnitude  for  all  found  dependencies, 
while lag 3 from the UK to Russia lost its significance. The rolling estimation percentage change sign 









X ‐ Y   Lag ‐5  Lag ‐4  Lag ‐3  Lag ‐2  Lag ‐1  Lag 0  Lag 0  Lag +1  Lag +2  Lag +3  Lag +4  Lag +5 
  Panel A. Causality-in-mean, (no adjustment for oil) 
BR ‐ UK  ‐0.0351        0.1518  0.3449  0.3449            
RU ‐ UK            0.2798  0.2798  0.0761    0.0351  0.0472    
IN ‐ UK            0.1717  0.1717  0.113    0.0577      
CH ‐ UK              NA  0.0554      0.0576    
 Panel B. Causality-in-mean, (adjustment for oil price) 
BR ‐ UK   3.7%           ‐2.17%  >‐1%{‐SP}  >‐1%{‐SP}        {‐SP}       
RU ‐ UK  {‐SP}              ‐1.07%{‐SP} ‐1.07%{‐SP} ‐3.94%{‐SP}    {‐SP}  ‐4.45%    
IN ‐ UK                 <1%  <1%  <1%{‐SP}     >‐1%       







X ‐ Y   Lag ‐5  Lag ‐4  Lag ‐3  Lag ‐2  Lag ‐1  Lag 0  Lag 0  Lag +1  Lag +2  Lag +3  Lag +4  Lag +5 
   Panel C. Causality-in-variance, (no adjustment for oil) 
BR ‐ UK          0.0517  0.1817  0.1817            
RU ‐ UK            0.0537  0.0537    0.0575  0.0672  0.0371  0.1208 
IN ‐ UK          0.0855  0.0419  0.0419            
CH ‐ UK              NA            
 Panel D. Causality-in-variance, (adjustment for oil price) 
BR ‐ UK              ‐4.64%  ‐1.87%{‐SP} ‐1.87%{‐SP}               
RU ‐ UK                  2.23%   2.23%      10.09%  ‐3.57%{+SP}    ‐2.4% 
IN ‐ UK              ‐4.56%  >‐1%{‐SP}  >‐1%{‐SP}                










maximum detected  lag  is 0,  it  is possible  to construct an augmented model  from model  (14)  to obtain  squared  standardized  residuals 
adjusted for the causality in mean from Russia at lag 0. Knowing the optimal m, n, p and q parameters, it is possible to estimated model
(14) with a conditional mean equation replaced by the following formula: 











causality  in mean  is detected for both cases (1. Russia to the UK; 2. The UK to Russia), then,  in order to find variance causality for both 
cases, it is necessary to obtain mean adjusted squared standardized residuals from each of them and then perform the CCF Cheung and Ng








with the exception of  lag 5.  It appears that the oil adjustment  improves the magnitude of  linkages 
between Russia  and  the UK.  The  contemporaneous  causality‐in‐variance  is  increased by  (+2.23%) 





After  a discussion on  the  relationship  and  the oil price  effect on  it,  it  is possible  to organise  the 
results  in a simplified form for mean (Table 7.3‐8) and variance causality (Table 7.3‐9) for the pairs 
where both countries are oil producers (EE‐DS; ES‐DS):  
First, oil  related countries express a decrease  in mean causality after adjustment  for  the oil price, 





Second,  despite  causality‐in‐mean,  the  response  of  the  causality‐in‐variance  to  the  oil  price 
adjustment  is mixed.  One would  expect  that  the  changes,  after  adjustment  for  the  oil  price  in 
variance causality between UK‐Brazil and UK‐Russia, will rise after removal of the similar component 
from the stock market dynamics. However,  in the case of Russia and the UK, the magnitude of the 









the  oil  price  the  variance  causality  is  decreased  in  all  observed  lags,  while  SP  is  confirmed  on 
contemporaneous causality only. 










Self‐sufficient    Self‐sufficient  
BR  ? ?SP →  ←?SP?SP  UK  Linkage  due  to  the  existence  of  oil  price,  therefore 
decrease after adjustment for the oil price. 
Exporter     Self‐sufficient
RU  ?SP?SP →  ←?SP?SP  UK  Linkage  due  to  the  existence  of  oil  price,  therefore 
decrease after adjustment for the oil price. 
Self‐sufficient    Importer  
IN  ?→  ←??SP  UK 
Inconclusive 
CH    ←?SP?  UK 
Note:  The  sign  of  the  percentage  change  of  the  CCF  coefficients  are  represented  by  arrows. Upward  (Downward)  arrows  represent







Self‐sufficient    Self‐sufficient  
BR  ? ?SP→  ←?SP  UK  Linkage  due  to  the  existence  of  oil  price,  at  least  in 
contemporaneous term. 
Exporter     Self‐sufficient
RU  ?→  ←??  UK  Correction for the oil price  induced raise  in magnitude 
at least in contemporaneous causality. 
Self‐sufficient    Importer  
IN  ??SP→  ←?SP  UK 
Inconclusive 
CH  No relation  UK 
Note:  The  sign  of  the  percentage  change  of  the  CCF  coefficients  are  represented  by  arrows. Upward  (Downward)  arrows  represent












In  this  section,  each  of  BRIC  country  is  observed  in  their  relationships  with  the  developed  oil 








indices. However,  the  linkages  are  stronger  for  the  countries with market  trading  time  overlaps. 
Thus, bidirectional causality of Brazil with  Japan has a significantly  lower coefficient of correlation, 
compared  to  the  other markets.  Brazil  also  causes  Japan  from  the  previous  day  with  a  higher 
magnitude  (0.2032), compared  to  the  Japanese  (0.1159) causality on  the same day. Brazil has  the 
strongest correlation in contemporaneous time with the US (0.4966) and the US also causes Brazil at 
a higher  lag but with a much  lower coefficient of correlation (0.0517 at  lag 1, 0.0363 at  lag 3). The 
dependencies with the EU countries are also interesting, since they have a lower contemporaneous 
correlation  (0.3493‐0.3581) compared  to  the US one, but correlations at  lag 1 are  (0.1315‐0.1374) 
which may  be  explained  as  follows: when  the  EU markets  are  already  closed,  Brazil  absorbs US 
innovations which will be transmitted to EU countries the next day. 





and  BR‐FR,  but  not  confirmed  in  SP.  BR‐JP  demonstrate  negative  change  in  contemporaneous 
correlation and it is confirmed on rolling estimation (‐SP) from Brazil. For higher lags the changes are 
found  to  be  positive  in  full  sample  estimation.  The  BR‐US  contemporaneous  relationship  is 
decreased after adjustment for the oil price. However, the (–SP) is confirmed only at lag 1 from the 
US side. 
Brazil  has  a  lesser magnitude  of  contemporaneous  correlation  of  squared  standardized  residuals 








X - Y  Lag -5 Lag -4 Lag -3 Lag -2 Lag -1 Lag 0 Lag 0 Lag +1 Lag +2 Lag +3 Lag +4 Lag +5 
 Panel A. Causality-in-mean, (no adjustment for oil) 
BR ‐ JP           0.0367  0.2032  NA  0.1159           0.0362    
BR ‐ GE          0.1315  0.3581  0.3581        0.0466    
BR ‐ FR          0.1374  0.3493  0.3493            
BR ‐ US            0.4966  0.4966  0.0517    0.0363      
  Panel B. Causality-in-mean, (adjustment for oil price) 
BR ‐ JP           <1%  >‐1%{‐SP}   NA  ‐1.98%           <1%    
BR ‐ GE              ‐1.83%  <1%  <1%           ‐2.15%    
BR ‐ FR              ‐4.29%  >‐1%{‐SP}  >‐1%{‐SP}                
BR ‐ US                 >‐1%  >‐1%  ‐4.64%{‐SP}    ‐3.31%       
Notes: The Cheung and Ng (1996) CCF causality test performed on s‐statistics for each lag using χ2 distribution at 1 degree of freedom 
for the 5%  level of significance critical value  (3.8414). The negative  lag represents causality  from X to Y, the positive  lags represent 





X - Y  Lag -5 Lag -4 Lag -3 Lag -2 Lag -1 Lag 0 Lag 0 Lag +1 Lag +2 Lag +3 Lag +4 Lag +5 
  Panel C. Causality-in-variance, (no adjustment for oil) 
BR ‐ JP     0.0467     0.0418  0.08  NA                   
BR ‐ GE      0.0388  0.049  0.0859  0.1129  0.1129        0.0385    
BR ‐ FR    0.0421    0.0569  0.0526  0.152  0.152            
BR ‐ US    0.0743    0.1    0.2447  0.2447    0.0388        
 Panel D. Causality-in-variance, (adjustment for oil price) 
BR ‐ JP    ‐1.71%      0%  ‐1.25%   NA                   
BR ‐ GE       ‐5.67%  ‐6.94%  ‐4.89%{+SP}  2.83%   2.83%           ‐1.04%    
BR ‐ FR     3.09%      2.81%  ‐1.9%  <1%  <1%                
BR ‐ US     13.46%{+SP}     2.8%      1.68%   1.68%      4.38%          
Notes: The values displayed  in Panels C and D are the cross correlation  function estimated using squared standardized residuals and
found  to  be  significant  at  5%  in  s‐statistics,  as  suggested  by  Cheung  and  Ng  (1996).  The  test  is  performed  for  each  lag  using  χ2
distribution at 1 degree of freedom  for 5%  level of significance critical value (3.8414). The negative  lags  in a title represent causality
from X  to Y, positive  lags  represent  causality  from Y  to X. Panel C  is estimated using  squared  standardized  residuals obtained  from
model (14) for examining causality  in variance between Brazil and mature markets . Panel D  is estimated using squared standardized
residuals obtained from model (20) for examining the percentage changes in magnitude of variance causality after adjustment for the


















if causality  in mean  is detected for both cases (1. Brazil to Japan; 2. Japan to Brazil), then,  in order to find variance causality for both
cases, it is necessary to obtain mean adjusted squared standardized residuals from each of them and then perform the CCF Cheung and
Ng  (1996)  test. Similar adjustment  is performed  for panel D,  if  in  the corresponding  row  in panel B  the mean causality  is detected.
The changes  in magnitude of  the cross‐correlation coefficient  in a  range  from  ‐1  to 0  is marked by “>‐1”, while  the  range 0  to 1  is











an  increase  in  contemporaneous  causality  at  lag  0, with  a  simultaneous  decrease  in  the  causal 




fall  in magnitude  of  contemporaneous mean  causality with  the  exception  of  the  Brazil‐Germany 
case.  Regarding  the  variance  causality,  there was  a  rise  in  the  contemporaneous  term, with  the 
exception of the Brazil‐Japan case, where a decrease in the contemporaneous term is detected. 
Emerging Exporter (EE) vs. Developed Importer (DI).  
Causal  linkages  between  Russia  and  developed  oil  importers.  Russia  has  significant 
contemporaneous  linkages with  the developed countries  in mean, which have a positive sign. The 
minimum correlation is detected in the contemporaneous relationship to Japan, which causes Russia 
at lag 0 (0.1498) and is caused by Russia at lag 1 (0.1191). A similar disproportion is found in relation 
to  the  US, which  causes  Russia  at  lag  1  (0.2263)  and  is  caused  by  Russia  at  lag  0  (0.1656).  No 
causality  is detected  in mean  from Russia  at higher  lags, while mature markets have  causality  to 
Russia at lag 1 and even higher. However, the magnitude of this causality is much smaller compared 
to a contemporaneous one (similar to Wang and Firth, 2004; Singh, et al., 2010). 
Changes  between  Russia  and  mature  markets  due  to  the  adjustment  for  oil  price  returns 
demonstrate no pronounced results. A small rise  in contemporaneous causality from Russia to the 
US (+1.63%) and a decrease in causality from mature markets to Russia are mainly at higher lags. (–
SP)  is confirmed on percentage  change at a contemporaneous  term between RU‐JP and  from US, 
while changes at higher lags causality‐in‐mean are confirmed by negative SP at lag 3 from France. 
Russia  has  a  much  smaller  contemporaneous  bi‐directional  causality‐in‐variance  with  mature 










X - Y  Lag -5 Lag -4 Lag -3 Lag -2 Lag -1 Lag 0 Lag 0 Lag +1 Lag +2 Lag +3 Lag +4 Lag +5 
 Panel A. Causality-in-mean, (no adjustment for oil) 
RU ‐ JP              0.1191  NA  0.1498                
RU ‐ GE            0.2716  0.2716  0.0642          
RU ‐ FR            0.2791  0.2791  0.0672          
RU ‐ US            0.1656  NA  0.2263    0.0411      
 Panel B. Causality-in-mean, (adjustment for oil price) 
RU ‐ JP              <1%{‐SP}   NA  ‐2.4%{‐SP}                
RU ‐ GE                 <1%  <1%  ‐3.89%             
RU ‐ FR                 >‐1%  >‐1%  ‐4.76%     {‐SP}       
RU ‐ US                  1.63%   NA  ‐1.5%{‐SP}      1.95%       
Notes: The Cheung and Ng (1996) CCF causality test performed on s‐statistics for each lag using χ2 distribution at 1 degree of freedom 
for  5%  level  of  significance  critical  value  (3.8414).  The  negative  lag  represents  causality  from  X  to  Y,  the  positive  lags  represent 





X - Y  Lag -5 Lag -4 Lag -3 Lag -2 Lag -1 Lag 0 Lag 0 Lag +1 Lag +2 Lag +3 Lag +4 Lag +5 
  Panel C. Causality-in-variance, (no adjustment for oil) 
RU ‐ JP              0.0536  NA                   
RU ‐ GE            0.0727  0.0727    0.0506  0.0425    0.0533 
RU ‐ FR            0.0473  0.0473    0.0501      0.0421 
RU ‐ US            0.0606  NA  0.1131          
 Panel D. Causality-in-variance, (adjustment for oil price) 
RU ‐ JP               1.12%   NA  {‐SP}                
RU ‐ GE                 ‐3.3%  ‐3.3%     ‐5.93%  {+SP}     ‐2.81% 
RU ‐ FR                  2.96%   2.96%     <1%  {+SP}     ‐4.28%{‐SP}
RU ‐ US        {‐SP}        ‐6.6%   NA  ‐3.45%             
Notes: The values displayed  in Panels C and D are the cross correlation  function estimated using squared standardized residuals and
found  to  be  significant  at  5%  in  s‐statistics,  as  suggested  by  Cheung  and  Ng  (1996).  The  test  is  performed  for  each  lag  using  χ2
distribution at 1 degree of freedom for the 5% level of significance critical value (3.8414). The negative lags in a title represent causality
from X  to Y, positive  lags  represent  causality  from Y  to X. Panel C  is estimated using  squared  standardized  residuals obtained  from
model (14) for examining causality  in variance between Russia and mature markets. Panel D  is estimated using squared standardized
residuals obtained from model (20) for examining the percentage changes in magnitude of variance causality after adjustment for the
oil price. Squared standardized  residuals are obtained  from models  (14) and  (20) and adjusted  for  the causality  in mean  (if  it exists)
from  the  minimum  allowed  lag  to  the  maximum  detected  lag  using  the  Cheung  and  Ng  (1996)  and  Gebka  and  Serwa  (2007)
adjustments. For example, Japan causes Russia at lag 0 (0.1498). Knowing that the minimum possible lag in this causality structure is 0
(Japan can affect Russia on the same day) and the maximum detected  lag  is 0,  it  is possible to construct an augmented model  from
model (14) to obtain squared standardized residuals adjusted for the causality in mean from Japan at lag 0. Knowing the optimal m, n, p
and q parameters, it is possible to estimated the model (14) with a conditional mean equation replaced by the following formula: 













Ng  (1996)  test. Similar adjustment  is performed  for panel D,  if  in  the corresponding  row  in panel B  the mean causality  is detected.










basically  at  higher  lags  from mature markets  and with  the  contemporaneous  term  found  to  be 
negative from DI side (except RU‐FR case). The only case where SP coincides with the sign of the full 
sample estimation is found in RU to FR at lag 5. Other cases are not confirmed with the full sample 




oil price  induces a decrease  in contemporaneous causality‐in‐mean from the DI side, except  in the 
case of Germany. Similar to the oil price effect on causality‐in‐mean,  in causality‐in‐variance the oil 
price adjustment  led to decrease  in the contemporaneous term from  importers side, except  in the 
case of France. 
Emerging Importer (EI) vs. Developed Importer (DI). 
Causal  linkages between  India and developed oil  importers.  India has stronger contemporaneous 
relations with mature markets  compared  to  Russia.  Interestingly,  causality  at  lag  1  from mature 





The change  in relationship with Japan  is found to be positive  in the contemporaneous term and at 





with the US and the decrease  is stronger for higher  lags and positive for  lag 2  in causality‐in‐mean 
from  India  to  the  US  (3.73%).  Existence  of  the  SP  only  in  case  of  India‐Japan  relationship may 
demonstrate that India is more likely to have strong regional linkages. 









X - Y  Lag -5 Lag -4 Lag -3 Lag -2 Lag -1 Lag 0 Lag 0 Lag +1 Lag +2 Lag +3 Lag +4 Lag +5 
 Panel A. Causality-in-mean, (no adjustment for oil) 
IN ‐ JP              0.0696  0.1719  0.1719                
IN ‐ GE            0.1505  0.1505  0.1216    0.0637      
IN ‐ FR            0.1709  0.1709  0.1  0.0428  0.0619      
IN ‐ US        0.0482    0.0816  NA  0.157  0.0533  0.0685  0.0402    
 Panel B. Causality-in-mean, (adjustment for oil price) 
IN ‐ JP              <1%  <1%{+SP}  <1%{+SP}                
IN ‐ GE                 >‐1%  >‐1%  <1%     >‐1%       
IN ‐ FR                 >‐1%  >‐1%  >‐1%  >‐1%  >‐1%       
IN ‐ US            3.73%     >‐1%   NA  >‐1%  ‐3.56%  <1%  ‐4.98%    
Notes: The Cheung and Ng (1996) CCF causality test performed on s‐statistics for each lag using χ2 distribution at 1 degree of freedom 
for  the  5%  level  of  significance  critical  value  (3.8414).  The  negative  lag  represents  causality  from  X  to  Y,  positive  lags  represent 





X - Y  Lag -5 Lag -4 Lag -3 Lag -2 Lag -1 Lag 0 Lag 0 Lag +1 Lag +2 Lag +3 Lag +4 Lag +5 
  Panel C. Causality-in-variance, (no adjustment for oil) 
IN ‐ JP           0.1239                         
IN ‐ GE          0.043  0.0641  0.0641  0.0409          
IN ‐ FR          0.0803      0.0654          
IN ‐ US          0.0561    NA  0.0474        0.0361 
 Panel D. Causality-in-variance, (adjustment for oil price) 
IN ‐ JP            1.21%  {‐SP}                      
IN ‐ GE              ‐1.16%  ‐1.09%  ‐1.09%  >‐1%     {‐SP}       
IN ‐ FR              >‐1%         1.38%             
IN ‐ US              ‐29.06%      NA   2.11%            3.6% 
Notes: The values displayed  in Panels C and D are the cross correlation  function estimated using squared standardized residuals and
found  to  be  significant  at  5%  in  s‐statistics,  as  suggested  by  Cheung  and  Ng  (1996).  The  test  is  performed  for  each  lag  using  χ2
distribution at 1 degree of freedom for the 5% level of significance critical value (3.8414). The negative lags in a title represent causality
from X  to Y, positive  lags  represent  causality  from Y  to X. Panel C  is estimated using  squared  standardized  residuals obtained  from
model  (14)  for examining causality  in variance between  India and mature markets. Panel D  is estimated using squared standardized
residuals obtained from model (20) for examining the percentage changes  in magnitude of variance causality after an adjustment for
the oil price. Squared standardized residuals are obtained from models (14) and (20) and adjusted for the causality in mean (if it exists)
from  the  minimum  allowed  lag  to  the  maximum  detected  lag  using  the  Cheung  and  Ng  (1996)  and  Gebka  and  Serwa  (2007)
adjustments. For example, India causes Japan at lag 0 (0.1719), lag 1(0.0696). Knowing that the minimum possible lag in this causality















if causality  in mean  is detected for both cases (1.  India to Japan; 2. Japan to  India), then,  in order to find variance causality for both
cases, it is necessary to obtain mean adjusted squared standardized residuals from each of them and then perform the CCF Cheung and
Ng  (1996)  test. Similar adjustment  is performed  for panel D,  if  in  the corresponding  row  in panel B  the mean causality  is detected.
The changes  in magnitude of  the cross‐correlation coefficient  in a  range  from  ‐1  to 0  is marked by “>‐1”, while  the  range 0  to 1  is
marked by “<1%”. Mark {+SP} and {‐SP} represents a prevalence of the positive and negative sign in percentage change after adjustment for










X - Y  Lag -5 Lag -4 Lag -3 Lag -2 Lag -1 Lag 0 Lag 0 Lag +1 Lag +2 Lag +3 Lag +4 Lag +5 
 Panel A. Causality-in-mean, (no adjustment for oil) 
CH ‐ JP                 0.0591  0.0591  0.0372  ‐0.036          
CH ‐ GE              NA  0.0621      0.0416    
CH ‐ FR              NA  0.0521      0.0456    
CH ‐ US    ‐0.0388          NA  0.0451      0.0378    
 Panel B. Causality-in-mean, (adjustment for oil price) 
CH ‐ JP                  0%{‐SP}   0%{‐SP}   2.42%{‐SP}            
CH ‐ GE                    NA  >‐1%        <1%    
CH ‐ FR                    NA  >‐1%{‐SP}         1.31%    







X - Y  Lag -5 Lag -4 Lag -3 Lag -2 Lag -1 Lag 0 Lag 0 Lag +1 Lag +2 Lag +3 Lag +4 Lag +5 
  Panel C. Causality-in-variance, (no adjustment for oil) 
CH ‐ JP                                     
CH ‐ GE  0.0482            NA            
CH ‐ FR    0.046          NA            
CH ‐ US    0.0852        0.0963  NA            
 Panel D. Causality-in-variance, (adjustment for oil price) 
CH ‐ JP                                     
CH ‐ GE  ‐1.87%{‐SP}                 NA           {+SP}    
CH ‐ FR     >‐1%{‐SP}              NA                
CH ‐ US      8.57%           ‐10.18%  NA                
Notes: The values displayed  in Panels C and D are the cross correlation  function estimated using squared standardized residuals and





oil price. Squared standardized  residuals are obtained  from models  (14) and  (20) and adjusted  for  the causality  in mean  (if  it exists)



















and Ng  (1996)  test. Similar adjustment  is performed  for panel D,  if  in  the corresponding  row  in panel B mean causality  is detected.
The changes  in magnitude of  the cross‐correlation coefficient  in a  range  from  ‐1  to 0  is marked by “>‐1”, while  the  range 0  to 1  is
marked by “<1%”. Mark {+SP} and {‐SP} represents a prevalence of the positive and negative sign in percentage change after adjustment for






 It  is also  interesting  that, except  in  the  two cases  (lag 2  from  India  to  Japan and  lag 5  from US  to 
India), the variance causality is totally bidirectional mostly at lag 1. 
After  the  adjustment  for  the  oil  price,  the magnitude  of  causality  in  variance  from  India  to  the 
German, French and US markets is reduced at lags 0 and 1. A perceptible fall is detected in causality 
from India to the US (‐29.06%) and from India to France (‐0.75%). A slight increase in causality from 
India to Japan and from the US and France to  India at  lag above 0  is also found. The results of full 
sample estimation are arguable when compared with SP, since none of the percentage changes are 
found to be stable  in sign. Despite this SP  is  found at  lag 3  from Germany and  lag 1  from  India to 
Japan. SP at  lag 1 from Japan also demonstrates that India causes mature markets, usually at  lag 1 
and CCF coefficients falls in response to the oil price. 




an  approximately  similar magnitude of  correlation.  Small  changes  in mean  causality  are detected 
from Germany to China at lags 1 and 4. As for the US, the oscillation is found between lag 1 and lag 4 
causality in relation to China. A rise of correlation in direction from France to China at lag 4 (+1.31%) 





The  comparison  of  the  detected  linkages  with  oil  price  adjusted  ones  demonstrates  significant 
changes  in variance causality. The maximum magnitude of change  in absolute  term  is detected  in 
contemporaneous  causality  from  China  (‐10.18%)  and  at  lag  4  from  China  to  the  US  (+8.57%). 













Self      Importer  Exporter      Importer  Importer      Importer  Importer      Importer 
Brazil  ??sp→  ←??  Japan  Russia  ?sp→  ←?sp  Japan  India  ??sp→  ←?sp  Japan  China  →  ←?sp  Japan 
Brazil  ??→  ←??  Germany  Russia  ?→  ←??  Germany  India  ?→  ←??  Germany  China  →  ←??  Germany 
Brazil  ??sp→  ←?sp   France  Russia  ?→  ←??  France  India  ?→  ←??  France  China  →  ←?sp?  France 
Brazil  ?→  ←??sp  US  Russia  ?→  ←?sp?  US  India  ??→  ←??  US  China  ?→  ←??  US 






Self      Importer  Exporter      Importer  Importer      Importer  Importer      Importer 
Brazil  ??→    Japan  Russia  ?→  ←?sp  Japan  India  ?sp→    Japan  China      Japan 
Brazil  ?sp?→  ←??  Germany  Russia  ?→  ←??  Germany  India  ??→  ←??  Germany  China  ?sp→  ←?sp  Germany 
Brazil  ??→  ←?  France  Russia  ?→  ←??  France  India  ?→  ←?  France  China  ?sp→    France 
Brazil  ??→  ←??  US  Russia  ?sp?→  ←?  US  India  ?→  ←??  US  China  ??→    US 






In  this  section  the oil price  effect on  cross‐market  interaction of developed markets  is observed. 
Developed markets are represented by two types of countries: Developed oil Self‐sufficient (DS) and 






Panel A  of  Table  7.3‐16  demonstrates  a  high magnitude  of  contemporaneous  correlation  among 
major  countries, especially  for  indices with overlaps of  the  following pairs: FR‐GE: 0.7851; UK‐GE: 
0.6677; UK‐FR: 0.7266; US‐GE: 0.4671; US‐FR: 0.4592; US‐UK: 0.4388; UK‐JP: 0.212. It is a noticeable 
fact,  that  correlation at  lag 1  is  significantly  lower, at  the  same  time,  the magnitude  is higher  for 















X - Y  Lag -5 Lag -4 Lag -3 Lag -2 Lag -1 Lag 0 Lag 0 Lag +1 Lag +2 Lag +3 Lag +4 Lag +5 
 Panel A. Causality-in-mean, (no adjustment for oil) 
GE ‐ JP          0.2233  NA  0.2324    ‐0.0399        
FR ‐ JP        0.039  0.237  NA  0.2304  ‐0.0408  ‐0.0443        
FR ‐ GE          0.0588  0.7851  0.7851  0.0363  ‐0.0399  ‐0.048      
UK ‐ JP          0.212  NA  0.2304            
UK ‐ GE              0.0403  0.6677  0.6677        ‐0.0369  0.0419    
UK ‐ FR  ‐0.0565        ‐0.0363     0.7266  0.7266           0.0378    
US ‐ JP        0.0592  0.315  NA  0.0974  ‐0.037          
US ‐ GE          0.2554  0.4671  0.4671            
US ‐ FR          0.2549  0.4592  0.4592  0.0475          
US ‐ UK              0.2651  0.4388  0.4388              ‐0.0493 
 Panel B. Causality-in-mean, (adjustment for the oil price) 
GE ‐ JP              >‐1%{‐SP}   NA  >‐1%     ‐1%          
FR ‐ JP           ‐3.33%  >‐1%{‐SP}   NA  ‐1.17%{‐SP}  6.37%{+SP} >‐1%{‐SP}          
FR ‐ GE              ‐2.55%  >‐1%  >‐1%  {‐SP}  ‐1.25%  <1%       
UK ‐ JP              >‐1%{‐SP}   NA  >‐1%{‐SP}                
UK ‐ GE              ‐2.98%  <1%  <1%  {‐SP}      2.44%  ‐2.39%    
UK ‐ FR  <1%        ‐1.93%     >‐1%{‐SP}  >‐1%{‐SP}  {‐SP}        ‐1.59%    
US ‐ JP           ‐1.86%  ‐1.11%{‐SP}  NA  >‐1%  <1%             
US ‐ GE              <1%  <1%  <1%                
US ‐ FR              ‐2.47%{‐SP} <1%  <1%   3.58%             







X - Y  Lag -5 Lag -4 Lag -3 Lag -2 Lag -1 Lag 0 Lag 0 Lag +1 Lag +2 Lag +3 Lag +4 Lag +5 
  Panel C. Causality-in-variance, (no adjustment for oil) 
GE ‐ JP          0.0412  NA  0.0563            
FR ‐ JP          0.062  NA  0.0601            
FR ‐ GE          0.0683  0.8614  0.8614  0.0938  0.0406    0.0451    
UK ‐ JP    0.0528      0.0725  NA              
UK ‐ GE                 0.4887  0.4887  0.0373     ‐0.049       
UK ‐ FR           0.0571     0.6771  0.6771  0.0435  0.0748          
US ‐ JP  0.0611          NA              
US ‐ GE        0.0386  0.1119  0.2156  0.2156  0.0384      0.1288    
US ‐ FR        0.0575  0.0413  0.2225  0.2225        0.0822    





 Panel D. Causality-in-variance, (adjustment for the oil price) 
GE ‐ JP              >‐1%{‐SP}   NA  ‐1.78%                
FR ‐ JP              ‐7.9%{‐SP}   NA  ‐9.65%{‐SP}               
FR ‐ GE              ‐4.83%{‐SP} >‐1%  >‐1%  ‐36.78%  ‐3.94%{‐SP}     5.32%{‐SP}    
UK ‐ JP     ‐1.89%{‐SP} {‐SP}     ‐7.59%{‐SP}  NA                   
UK ‐ GE                 <1%{+SP}  <1%{+SP}   1.61%{‐SP}    ‐2.24%  {‐SP}    
UK ‐ FR           ‐23.29%      1.62%   1.62%     ‐17.65%          
US ‐ JP  ‐5.73%           {+SP}   NA                   
US ‐ GE            3.11%  ‐5.45%  ‐3.2%{‐SP}  ‐3.2%{‐SP}           ‐1.79%    
US ‐ FR           <1%  ‐10.41%  <1%{‐SP}  <1%{‐SP}           <1%    
US ‐ UK                 ‐1.95%  ‐1.95%      2.71%{‐SP}     5.24%    
Notes: The values displayed in Panels C and D are the cross correlation function estimated using squared standardized residuals and found
to be significant at 5% in s‐statistics, as suggested by Cheung and Ng (1996). The test is performed for each lag using χ2 distribution at 1 
degree of  freedom  for  the 5%  level of  significance  critical value  (3.8414). The negative  lags  in a  title  represent  causality  from X  to Y, 
positive  lags  represent  causality  from Y  to X. Panel C  is estimated using  squared  standardized  residuals obtained  from model  (14)  for 
examining causality in variance among mature markets. Panel D is estimated using squared standardized residuals obtained from model





residuals  adjusted  for  the  causality  in mean  from  Japan  at  lag  0‐2.  Knowing  the  optimal m,  n,  p  and  q  parameters,  it  is  possible  to 
estimated model (14) with a conditional mean equation replaced by the following formula: 




















cases at  lag 0 and 1 (except: a fall at  lag 1 from UK to Germany (‐2.98%); an  increase at  lag 1 from 
France  to  US  (3.58%), may  also  be  treated  as  insignificant  distortion.  The  SP  sign  when  found 
conforms  to  the  results of  the  full  sample estimation. Additional SP  is detected  from Germany  to 
France at lag 1 with a negative sign. 
Similar  to  mean  causality,  the  lead‐lag  relationship  in  variance  has  a  high  magnitude  in 
contemporaneous  terms  and  the  existence  of  causalities  at  higher  lags, which  demonstrates  an 
existence of multiple interactions between developed countries’ stock markets. 
However, the change in variance causality is more prominent, since the countries either don't have a 
relationship,  or  a  decreasing  relationship, which  could  be  arguably  be  ascribed  to  a  decrease  in 
volatility. And the pairs, which are likely to have the absence of changes in causality relation, contain 
the Japanese stock market. The overall conclusion  is a possibility to decrease the magnitude of the 




 There are also patterns  found  in  the distribution of  the SP pattern on  the  lag  structure of  causal 
interaction between  indices  in variance. Almost all confirmed  the SP changes  in variance causality 
are  negative  (except  contemporaneous  cases  from  US  to  JP  and  from  UK  to  GE).  The  (‐SP)  in 
contemporaneous  term  is  likely  to  appear  in  pairs  of  indices  with  US  participation.  However, 
interactions  inside  the  EU  are  likely  to  have  (‐SP)  at  higher  lags  (see  cases:  FR‐GE,  UK‐GE with 
exception to UK‐FR). 
By  examining  Table 7.3‐16,  Table 7.3‐17  and  Table 7.3‐18  it  is possible  to highlight  the  following 
relationships regarding two types of country pairs: 
Developed Self‐Sufficient (DS) vs. Developed Importer (DI).  
For  the oil price effect on  the UK mean  causal  relationships with other developed  countries,  it  is 
possible to state that the magnitude of the CCF coefficient in both directions of higher lag causality‐
in‐mean is decreased (except in the case of UK‐JP). 












with  identical  economic  profiles  and  the  idea  of  the  complementary  effect  on  the magnitude  of 









Self ‐sufficient    Importer  
UK  ?SP→  ←?SP  JP 
Decrease at higher lag from both sides (except UK‐JP) 
UK  ? ?→  ←?? SP  GE 
UK  ??SP→  ←?SP? SP  FR 
UK  ??→  ←?? SP  US 
Importer    Importer  





FR  ??SP→  ←? SP?SP  JP 
FR  ??→  ←??SP  GE 
US  ??SP→  ←??  JP 
US  ??→  ←?  GE 
US  ?SP?→  ←??  FR 
Note:  The  sign of  the percentage  change of  the CCF  coefficients  are  represented  by  arrows. Upward  (Downward)  arrows  represent increase 
(decrease)  in CCF coefficient when  the oil price adjustment  is applied. Lined and dashed arrows  represent  the  location of  the CCF coefficients, 






Self sufficient    Importer  
UK  ?SP?SP→  ←  JP 
Decrease at higher lag from DS side (except GE) 
UK  ?SP→  ←?SP?SP  GE 
UK  ??→  ←??  FR 
UK  ?SP? →  ←?  US 
Importer    Importer  
GE  ?SP→  ←?  JP 
Decrease or no change in variance (except US‐JP in 
contemporaneous term and US‐FR at a higher lag). 
FR  ?SP→  ←?SP  JP 
FR  ?SP?→  ←??  GE 
US  ??SP→  ←  JP 
US  ??SP→  ←?SP?  GE 
US  ?? SP→  ←?SP?  FR 
Note:  The  sign of  the  percentage  change of  the CCF  coefficients  are  represented  by  arrows. Upward  (Downward)  arrows  represent increase 
(decrease)  in CCF coefficient when  the oil price adjustment  is applied. Lined and dashed arrows  represent  the  location of  the CCF coefficients, 












of  the more  complex models.  Therefore,  this  section  presents  the  results  of  causality  testing  in 
ARMA  (m,n)‐EGARCH  (p,q)  form  (equations  (21)  and  (22)),  in  the  sense  of  Granger  Causality 
(Granger, 1969) as suggested in Section 5.2.2.1. Since this thesis is interested in the existence of the 
causal linkage between indices, the outcome of both mean and variance causality is reported.  
By suggesting a comparison109 between  results of non‐causality hypotheses  testing  in models  (21) 
and (22) it is assumed that adjustment for the oil price, applied as a common factor, will affect the 




First, parameters m, n, p, q are obtained  from  the CCF  test at models  (14) and  (20) used  for  the 
extraction of standardized residuals. The  lags of counter  index explanatory variable  in models  (21) 
and (22) start from minimum lag g in the mean equation and w in the variance equation, which are 
equal to time subscript  ݈௑,௒ obtained from the non‐synchronism correction matrix (Table 5.1‐2), and 
a maximum  lag c  in mean equation and f  in variance equation, which  is equal to the maximum  lag 
found to be significant in s‐statistics of CCF GARCH causality test of the correspondent pair of indices 
in causality‐in‐mean and causality‐in‐variance respectively. In those cases where CCF GARCH test  is 











 Second,  note  that  some  models  do  not  achieve  a  convergence110.  For  those  cases  where 





















































































































































































































































































































































































Guide  II," pp. 753‐755). Models  in  the  “accurate method” of  estimations  are more  frequently  found  to be 
converged. At  the  same  time only  results of  the  estimation  in  a  “speed method”  are  reported due  to  the 
application  of  the  rolling  estimation  for  significance  stability  testing, which  is  extremely  time  consuming. 










































































































































































































































































































































































‐  ‐  ‐  ‐ ‐ ‐ ‐ ‐ ‐ 
Notes: The Granger causality is tested using model (21) for the mean causality (Panel A) and variance causality (Panel C). The Granger 
causality  tested  in model  (22), which  includes  oil  returns  added  to  the mean  equation,  is  tested  for mean  causality  (Panel  B)  and 
variance  causality  (Panel  D).  The  test  is  performed  using  Granger  (1969)  testing  procedure  applied  to  the  Wald  test  with  H0: 
ߣ଴=ߣଵ=...=ߣ௚=0,  to  test  causality  in mean and H0: ߤ଴=ߤଵ=...=ߤ௪=0,  to  test causality  in variance. The minimum  lag  for  the exogenous 
variable  is  determined  through  the  contemporaneous  structure  using  non‐synchronism  correction  matrix  (Table  5.1‐2)  and  the  
maximum lag is obtained from the maximum detected lag where the cross‐correlation coefficient is found to be significant in s‐statistics 
of  the Cheung  and Ng  (1996) CCF  causality  test.  Estimation  is  based on  full  sample  data  (3130 observations).  The  rejection of  the 





C2,    C4‐C2,  C4‐C3)  obtained  from  Table  A.6‐5.  For  example,  case  “C3”  demonstrate  strong  evidence  of  instability  of  full  sample 
estimation. 
 
Third,  it  is  assumed  that  this  lag  structure  allows  the  causality  in  variance  to  be obtained  in  the 







 possibility where  oil  price  can  be  a  dependent  variable  is  left  in model  (21), where  indices  are 
allowed to affect oil price (e.g. Barsky and Kilian, 2001, 2004; Kilian, 2008b). 
Following the discussion  in Section 5.3 and 5.3.1,  it  is useful to examine the stability of  the causal 
relationships found  in Section 7.4.1. Therefore, before starting to present the results  it  is useful to 
recall  the  procedures  which  were  suggested  in  Sections  5.3  and  5.3.1  and  applied  during  the 
estimation process. 
For each combination of pairs of  indices111 models  (21) and  (22) solved112 rolling  in respect of the 
descending window sizes, as discussed in Section 5.3, the causality test is performed on a joint basis 
in  the Granger  (1969)  sense  separately  for  the mean  and  variance  for  each possible direction of 
causality  (from  X‐>Y,  Y‐>X)  for both oil unadjusted  and  adjusted  cases. All  the outcomes  of  each 
solved equation and causality test are then recorded. 
The non‐causality HRF, using the consolidated statistics (Expression (23)), as suggested by Swanson 






Further each diagram  is  interpreted using cases suggested  in Table 5.3‐2 and additional  tables are 
organised by synthesizing the diagram form to the case marker form113. It is worth noting that four 
interpretational  cases  cannot  fulfil  all  the  possible  patterns  of  non‐causality  HRF  behaviour. 
Therefore, besides the four common cases (C1, C2, C3, C4) represented  in Table 5.3‐2, there some 
















Having  established  the parameters of  the  table,  it  is now possible  to  start  the discussion on  the 
stability of the causal linkages. 





the UK  (DS), which  stayed  in  line with  their  relatedness  through  the oil price. However,  the  same 
effect  should  also  be  observed  in  the  case  of  oil  self‐sufficient  Brazil  (ES),  but  this  result  is  not 
confirmed  in  the hypothesis  testing outcome.  It  is possible  to  cautiously  ascribe  the  existence of 
causality  to  the  UK  stock market  index  by  the  same  closing  time  of  the  equity market  and  the 
snapshot of the oil price recorded  in London, which gives the UK (DS) a synchronicity  in relation to 
the oil price and a more beneficial position compared to the closing time of Brazil (ES).  







Another  interesting result  from Table 7.4‐1  is the causal effect observed  from the share  indices to 
the  oil  price.  The  hypothesis  of  non‐causality  is  rejected  at  1%  level  of  significance  from  Russia, 


































It  is  possible  to  begin  an  explanation  of  the  cross‐market  causal  linkages  by  referring  to  the 
similarities  between  Table  7.4‐1  Panel  A  and  causality  testing  using  the  regression  estimation 





 not  confirmed  after  allowing  for  the moving  average  effect,  the previous  lag's own  volatility  and 
unexpected standardized innovations.  
China had only region‐wide mean causality to Japan and India, confirmed at 1% level of significance 
and causality  to  the US at  the 5%  level of significance, which  is  found  to be  insignificant after  the 
inclusion of the oil price variable. This evidence conforms to the findings of other authors regarding 
the  solitary position of  the Chinese market  (among  the others Huang, et al., 2000; Baur and  Fry, 
2009; Wang and Lee, 2009). 
The  case  of  China  is  confirmed  by  the  C2  pattern  of  non‐causality  HRF,  for most  of  the  pairs. 
However, the causality from China to India and to the US is marked by the C3 pattern, which shows 
the  contentious  nature  of  using  full  sample  estimation  against  rolling  estimation,  for  descending 
window sizes. 
All other  indices are  likely to have the C1 case confirming strong persistence  in non‐causality HRF, 
with  some  exceptions  provided  by  the  C1‐C2  case, where  emerging markets  don't  have  trading 
overlaps with the correspondent developed market. This confirms that the time factor is one of the 
most  important  issues,  when  examining  the  cross‐market  linkages.  The  allocation  of  the  index 
trading  time  on  the  day  timeline  predetermines  its  strong  dependencies  with  the  developed 
markets, approximately located in a similar time zone. This can be traced to a C1 pattern for Russia 
















 The case of  Japan  is more puzzling.  Japan  is not causing other countries  in variance, and  it  is also 
confirmed by the C2 case, suggesting that even on the smaller window size, a lack of causality exists. 
However,  other  countries  do  cause  Japan with  the  similar HRF  pattern  (C1‐C2)  for  India,  Russia, 
France, the UK, the US, with the exception of Germany, where the unreliability in the non‐causality 
HRF (C3 case) and full sample confirmed causality is found. Overall, the Japanese case demonstrates 
that  this  country  is  led by  innovation  from other developed markets or  their  reflection  from  the 
emerging markets (India, Russia and Brazil). 
This structure of causality is not changed after adjustment for the oil price, which confirms that the 





direction of Germany and  the US, while after adjustment,  the only  causality  that appeared  is  the 
causality  to  the  UK  (besides  variance  causality  to  Japan  discussed  in  a  previous  paragraph). 
Nevertheless, the given variance causality holds the C3 case in the non‐causality HRF, which means 
that there is instability in smaller sample sizes. 
















8.1. Discussion  on  consequences  of  ignoring  non­synchronism  problem 
and early/later closing market bias. 
According to the research objective concerning the consequences of  ignoring the non‐synchronism 
problem  (research  objective  5:  Section  1,  page  5  and  its  discussion  on  page  74)  in  Section  7.2  a 
comparison  was  performed  between  classical  and  non‐synchronism  corrected  causality,  using  a 
regression model, where the outcome is represented in matrices114 with stock market indices, which 
are  sorted  by  the  closing  time  sequence.  The  classic  Granger  Causality  results  demonstrate  the 
existence  of  delimitation  on  the  diagonal  line,  where  the  upper  half  shows  strong  evidence  of 
causality, while  the  lower half depicts  the  lack of causality, with some exceptions  located close  to 
the diagonal line. 
Results  of  the  non‐synchronism  corrected  causality  demonstrate  strong  dependence  between  all 





closing markets may affect  the  causality  structure. Further, by  investigating  the possible  causality 
interactions between  the US and  Japan,  it was  found  that on a  standard GMT  line,  Japan's effect 


















After  choosing a 4 hours  time  shift,  the  research  investigated how  the  structure of  the  returns  is 
changed, due to the appearance of the US at the beginning of the day. It was found that the classic 
Granger Causality test, where the US attempts to cause Japan at lag 1 and vice versa, is reformulated 
to  lag 2 or higher  lag  for  the US to  Japan case and  lag 0 to  Japan to the US case. So the time gap 




the US dominance  in  cross‐market  relationships, whose existence may partly be explained by  the 
later closing market factor.  
The  result  is  also  crucial  for  any  pair  of  indices, when  investigating  the  significance  of  linkages 
(spillover,  information  transmission,  interdependence,  lead‐lag  effects,  etc.),  since  most 
econometric  models  are  lag  based.  Therefore,  it  can  be  argued  that  it  might  be  important  to 
investigate the causality pattern for the markets, assuming both conditions (earlier/later close of the 
markets) to avoid the underestimation and overestimation in the measurement of linkages.  
The problem  can partially be  resolved by using  a non‐synchronism  correction  technique or other 
techniques mentioned  in Section 5.1. While  in  the case of  the equation correction  technique,  the 
authors mainly  investigate contemporaneous terms for early closing markets and the previous day 
effect  for  later closing markets. An  investigation  is not usually performed  for  later closing markets 
for the lag 2 effect whilst early closing markets are still applied at lag 1. As mentioned previously, the 
Gebka and Serwa (2007) study is a good example of the contemporaneous effect in causality, which 





of  the  non‐synchronism  problem, which  reveals  that  one market  has  a  beneficial  position while 
167 
 
 examining  causality  (spillover  effect)  over  another market when  observed  in  daily  frequency,  in 
models where the non‐synchronism correction is not applied115. 
Arguably  the  early/later  closing  market  bias  that  occurs  in  the  standard  GMT  line  is  possibly 
underestimated  in  the  data with  lower  frequencies.  The  effect may  exist  on  the  non‐aggregated 
data,  e.g.  weekly,  “closing Wednesday”;  monthly,  closing  values  of  the  last  day  of  the  month 
(quarterly). Most authors suggest116 (see Table 4.1‐1 in Section 4.1) that lower frequencies data are 
not  exposed  to  the  daily  data  non‐synchronism  a  priori. However,  as  suggested  above,  the  later 
closing market always stays in a beneficial position compared to the other markets for one day, since 
it absorbs all  the  current day’s  innovations. Attention  should be paid  to  the possible existence of 
certain  disparities  in  the  use  of  non‐aggregated  lower  data  frequencies,  since  they may  still  be 
exposed to the daily data non‐synchronism effect. Thus, it is possible to suggest a virtual time shift, 




should  be  replaced  by  the  US  closing  value  for  the  day  before  the  last  day  of  the month.  If  a 
difference  exists  between  the  standard  time  for  the US, which  is  usually  applied  in  the  relevant 
studies, and the virtual time shift example, then the difference could be due to the existence of the 
later closing market bias. Thus, the US “domination  in causal effect” may also be explained by the 










information  is  shared  both ways  and  stock  price  responses  are mutual,  flowing  back  and  forth within  the 
observation period. Hence, unlike daily correlations, weekly correlations should not show each market related 
most closely to  its  immediate predecessor  in the order of closing”. Further, by finding the evidence that daily 
correlation is higher compared to weekly correlation, the authors concluded that on weekly data there is less 













often used  for  the  investigation  (e.g.  Smith,  et al., 1993; Anatolyev, 2005; Goriaev  and  Zabotkin, 
2006; Yang, et al., 2006; Awokuse, et al., 2009; Diebold and Yilmaz, 2009) of  the  results  and  the 
evolution of parameters (significance) over time. 
During the research phase  it was found that the stability of  integration and gave rise to significant 
concerns  regarding  full  sample  estimation,  the  results  validity  and  there  is  an  active  discussion 
regarding  recursive  and  rolling  estimation  techniques.  Therefore,  Section  4.2.1  highlighted  the 







decided  to  use  a  set  of windows with  different  sizes,  sorted  in  descending  order  (in  this  paper 
“descending window sizes”), where each will be solved by a rolling approach. The contention is that 
the most detailed  investigation may be  achieved  in window  sizes  sequence  starting  from  the  full 
sample (in this thesis this is 3130 for the series logged returns) and ending at the window size where 
the estimation is still relevant for the research objectives, with a window size changing in steps equal 
to  1  observation. However,  such  a  scheme  of  estimation  is  very  time  consuming.  Therefore,  the 
decision  is made to use 7 different window sizes (including the full sample) as suggested  in Section 
5.3 and in Table 5.3‐1 in particular. 
The  use  of  the  descending  window  size  in  the  rolling  approach  generates  a  large  amount  of 
information  that  needs  to  be  consolidated  and  thus  is  represented  in  compact  form.  For  this 
purpose,  a  Hypothesis  Rejection  Frequency  (HRF) was  utilised,  similar  to  the  study  by  Swanson 




 The main point of  such an  investigation  is  the  comparison of  the  full  sample estimation with  the 
rolling  estimation  performed  on  a  set  of  descending  window  sizes.  Such  comparison  provides 
stronger evidence of  the detected relationship or may detect misleading results of  the  full sample 
estimation. 
Application of non‐stationarity HRF 
The task of the  investigation of the stability of series non‐stationarity  is stated  in Section 1, page 6 
with a discussion on page 78 as research objective 7. The testing of the non‐stationarity properties 
of the data is performed in Section 7.1. The non‐stationarity HRF showed the existence of anomalies, 
where  the  rolling  estimation  at  certain  window  sizes  demonstrates  the  rejection  of  the  non‐
stationarity hypothesis of the unit root test, performed on levels of the data, despite expected non‐
rejection. This example sheds  light on potential concern about  the utilisation of a  full sample unit 
root test as a preliminary routine before the estimation of recursive or rolling co‐integration tests. 
This concern arises from a preliminary condition of series non‐stationarity before any co‐integration 
test  is applied. If  in any recursive (rolling) sub‐sample the unit root  is not found, then on the given 
sub‐samples, the co‐integration test cannot be applied, since application of the co‐integration tests 
on stationary sub‐samples is meaningless. 
Regarding  the  result of  the  rolling estimation on descending window size,  it  is possible  to suggest 




Overall,  the evidence  raises  concerns  regarding  the potential validity of using  co‐integration  tests 
together with recursive and rolling estimations. 
Further examination of the parameter (significance) stability  is performed with respect to the non‐




Section  7.3.4  –  7.3.8  examined  the  oil  price  effect  on  stock market  linkages  between  BRIC  and 






was represented  in percentage change SP, observed for the causality at a certain  lag, and which  is 
represented  as  a  compound  of  the  SP  derived  for  each  of  the  descending  window  sizes  (for 
examination  of  sign  stability  see  study  by  Goriaev  and  Zabotkin,  2006).  If  at  each  window  size 











The non‐causality HRF was applied  in Section 7.4.1  for the purpose of  investigating the stability of 
causal  relationships  between  two  countries.  As  it  was  in  non‐stationarity  HRF  and  SP,  we  also 
applied  descending  window  sizes,  and  this  allowed  us  to  derive  non‐causality  HRF  for  each 
participating window  size. For  the purpose of clarity and a compact  form of  result  representing a 
non‐causality  HRF  vs.  rolling window  size  diagram was  used, with  the  possibility  of  interpreting 
unusual cases (see Section 5.3.1). 
Firstly, from the investors' point of view, it would be valuable to know how deep inside the sample 
Granger  Causality  can  be  confirmed.  For  them,  confirmation  of  the  existence  of  Causality  for  a 
different sub‐sample might be  important for forecasting purposes.  (e.g.  if  it were possible to state 
that  for  a  given  pair  of  series  in  all  sub‐samples,  with  150  observations,  Granger  Causality  is 





Case  1),  then  the  confirmation of Granger Causality  for  the  full  sample will be  robust,  since  it  is 
based on sub‐samples causality. 




hidden weak persistence  in non‐causality HRF  (Table 5.3‐2, Case 3).  If  the  full sample  is confirmed 
Granger Causality but not confirmed using a different size of window  in the Smith technique, then 
the full sample confirmed Granger Causality results might mislead the potential user. This is because 
there  is a  low probability that the existence of Granger Causality will be confirmed  in a sub‐sample 
inside and outside the full sample. 
Finally,  the  technique  provides  additional  information  as  to  how  different  sample  sizes  affect 
causality statistics between given series. The advantage of the technique is that it can be of useful to 
researchers who are  interested  in  the  sample  size  sensitivity  to hypothesis  testing and parameter 
statistics. 
8.3. Discussion on the oil price effect on stock market behaviour 
Section 7.3.3  examines  the  relationship between  the oil price  and  the participating  stock market 
indices, with respect to research objective 4  (Section 1, page 5 with a discussion on page 69). The 
CCF GARCH Cheung and Ng  (1996) causality  test  is applied  to  investigate  the  lead‐lag  relationship 
both causality‐in‐mean and causality‐in‐variance. Having summarised the results of the estimation, it 
is possible  to provide  the  following  interpretation and  references  to  similar  findings  in  studies by 
other authors. 
Causality‐in‐mean  between  the  oil  price  and  participating  countries,  does  not  demonstrate  any 
distinguishable trend between the developed and emerging countries. However, the magnitude of 
the relationship  is seen to be dependent on the country's oil status, which can be traced to a high 
cross‐correlation  coefficient  for  Russia  (0.094),  the UK  (0.0604). High  positive  estimates  are  also 












Another  important  point  is  the  prominent  difference  between  developed  and  emerging market 
interactions with the oil price observed in variance. Whereas due to the lack of linkages in volatility, 
BRIC countries are likely to express emerging market behaviour similar to that shown in Ramos and 
Veiga  (2009; 2010). However, mature market  countries  generally  are  likely  to have  a  causality  in 
variance (except for the OIL‐Japan case), and it is found to be bi‐directional at the contemporaneous 
term  (except  for  the OIL‐US  case), which may  be  explained  by  the  fact  that  EU  countries'  stock 
markets' closing values and the oil price snap shot occur at approximately the same time. 
The  linkages of the developed countries are  in  line with the findings of Sadorsky (1999) who found 
evidence  of  a  linkage  between  the  stock  market  and  oil  price  volatility  for  the  US  economy. 
However, it may also be suggested that these findings conform with the findings of a study by Ramos 
and Veiga (2009), where Oil & Gas companies were examined, and found that the oil price volatility 
effect  is  significant  in  the  case of mature markets and  insignificant  in  the  case of emerging ones. 









1, page 4 with  a discussion on page  33)  to  examine  linkages  in mean  and  variance  for BRIC  and 









be ascribed  to  the  issue of geographical proximity, possibly strong  trade  ties and  the approximate 
same time zone effect. The findings are in line with those of Furstenberg, et al. (1989), Malliaris and 
Urrutaia  (1992a),  Peiró,  et  al.  (1993,  1995),  where  they  found  that  indices  mainly  have  high 
correlation  at  lag  0  or  1.  This  is  also  confirmed  in  other  studies  on VAR  and  the GARCH models 
Bessler and Yang (2003), Wang and Firth (2004), Singh, et al. (2010). 





also  be  mentioned:  European  market’s  correlations  usually  have  high  contemporaneous 
correlations,  but  low  correlations  at  lag  1,  while  US  correlation  at  lag  1  (next  day  effect)  in 





Mean  interactions between emerging markets are also  likely to appear  in contemporaneous terms 
(also  found  in  Fujii,  2005),  but  the  values  of  the  CCF  coefficients,  estimated  on  standardized 
residuals,  are much  smaller  in magnitude  compared  to  those which  appear  between  developed 
markets. This finding conforms to those of Levich (1998, p. 233), Hashmi and Tay (2007), Gebka and 
Serwa (2007), where the causality pattern does not appeared to be strong in magnitude. 
It  is possible to state that the examination of the  linkages among BRIC countries, performed  in this 
section, demonstrates conformity with the previous studies. This current research is in line with the 
analysis of the causality (spillover) among emerging countries from different regions, including Brazil 
and Russia,  in particular a  study by Gebka and Serwa  (2007) and  for BRIC countries  in a  study by 
Aktan, et al. (2009). 
The study by Gebka and Serwa (2007) demonstrated that linkages between Brazil and Russia are the 
highest  in magnitude among the  interregional  linkages of these countries, but still  lower than their 





countries  are not  simultaneously  affected by  a  third  external  factor  (e.g. world  index119,  regional 
index or the oil price). 
India's  causal  relationships  are  also  mainly  described  by  the  contemporaneous  term  with  a 
magnitude higher for their relationship with Russia and Brazil, compared to neighbouring China. This 
finding  conforms  to  a  study  by  Aktan,  et  al.  (2009)  where  the  causality  in  VAR  framework  is 
confirmed  from  Brazil  and  the  US,  while  India  affected  Brazil  and  Russia.  However,  the  non‐
synchronism problem may raise some concern regarding the validity of the outcome, since daily data 
is applied into the VAR model without non‐synchronism correction. 
The  isolated  position  of  China,  as  suggested  by  a  growing  group  of  studies  of market  linkages 
(Huang, et al., 2000; Bahng and Shin, 2003; Baur and Fry, 2009; Wang and Lee, 2009) regarding the 
low  correlation  of  the  Chinese market with  those  of  other  BRIC  countries, makes  it  possible  to 
conclude  that some causality  linkages exist between China and other BRIC countries, but  they are 
less likely to appear from the Chinese market to other markets. 
There are several aspects that explain these findings:  
The  first  aspect  is  the orientation of  emerging markets  to  internal or  regional  rather  than  global 




Needless  to  say, all  factors are  crucial when daily data non‐synchronism problem  is appropriately 
solved120; 
The third aspect is the mean interactions of the emerging and developed markets (based on Sections 
7.3.6, 7.3.7)  these  are  likely  to be dependent on  the  factor of  the  time  gap between  the  closing 
values of indices. The leader among all BRIC countries is Brazil, which has strong contemporaneous 
mean  interactions with  the  participating  EU  countries  and  the US, while mean  interactions with 
                                                            
119  The  effect of  the world  index  and  regional  index  are  examined  in  studies by Bhar  and Nikolova  (2007; 
2009a), Beirne, et al. (2010). Gebka and Serwa (2007) who examined the markets indices after exempting the 
effect of the World index factor. Regarding the World index effect Bhar and Nikolova (2009a, p. 209) suggested 
that nearly  fifty percent of  the World  index  consists of US  stocks  it  is possible  to expect  that  the US has a 







Russia  has  the  second  largest  magnitude  of  cross‐correlation  coefficient,  with  the  strongest 
interactions detected in its relationships with the EU countries. India's cross‐correlation coefficients 
with  developed  countries markets  are  below  those  of  Russia,  despite  the  findings  by  Bhar  and 
Nikolova (2009a, p. 217) where India was found to be the most integrated market. Finally, China has 
small cross‐correlation coefficients, confirmed by s‐statistics, and  the  lack of  the causality‐in‐mean 
relationships  to  the  developed markets;  this  finding  suggests  that  the  position  of  China  is more 
detached from world markets. 
As for the causal linkages of the oil‐self‐sufficient UK, it is possible to conclude that the UK's linkages 
have  stronger  correlations  with  Brazil  and  Russia,  compared  to  India  and  China.  However,  it  is 
difficult  to  distinguish  the  driver  of  these  strong  correlations.  This may  possibly  be  the  oil  price 
component  in the UK, Brazil and Russia relationship and the dynamics of the stock market  indices, 
plus  the  factor of  same  time  zone, which  allows  these  three  countries  to  absorb  EU  and  the US 
sources of innovations. 
Overall,  the  CCF  coefficients  between  emerging  and  developed markets  are  likely  to  be  smaller 




the  study  by  Cheung  and Ng  (1996)  regarding  developed  countries’  interactions  and  Fujii  (2005) 
regarding emerging countries. 
CCF  coefficients  are  also  found  to  be  stronger  in  the  case  of  developed markets,  compared  to 





This  section  of  the  discussion  concerns  the  oil  price  effect  on  the  linkages  between  BRIC  and 
developed market countries as suggested in research objective 2 (Section 1, page 4 with a discussion 
on  page  68).  Patterns  of  response  were  also  distinguished  with  respect  to  the  oil  status  and 
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(as discussed  in Section 7.3.2), allowed the relationships to be  investigated  in more the depth and 




1. The  total number of participating  series  is  small;  some  types of pairs have only  a 
single country pair observation. 





4. It  is difficult to find an  interpretation even  if the trend for a certain type of pairs  is 
found. 
 
A  possible  interpretation  of  the  oil  price  effect  on  cross‐market  linkages  is  the  concept  that 
originated  from  the oil price effect on stock market behaviour. Evidence  in  the  literature suggests 
that oil related countries are likely to demonstrate a high correlation with the oil price121. Jones, , et 
al.  (2004,  p.  24)  pointed  out  that  asset  prices  of  oil  related  companies  are  to  some  extent, 
synchronised with  oil  price  dynamics,  since  asset  prices  are  the  present  discounted  value  of  the 

























This  finding  conforms  to  the  idea  that  linkages between oil  related  countries are also due  to  the 
inclusion of  the  reprocessed oil price behaviour  component  in  the  stock market dynamics of  the 
index. Thus, adjustment for the oil price of both indices in a pair leads to a decrease in magnitude of 













 The  Emerging  Importers  (EI‐EI),  represented by  the  intraregional  interactions between China  and 














































































 found  in  contemporaneous  terms  (except  US‐GE,  US‐FR),  while  causality‐in‐variance  shows  a 
decrease or no change in magnitude of CCF coefficients (except US‐JP in contemporaneous term and 
US‐FR at a higher lag). 
The decrease, at  least  in the mean relationship after oil price adjustment, contradicts the  idea that 
the oil price dynamics is treated as a distortion effect for the oil importers. A possible explanation for 
this  is  that  the  oil  importers'  dynamics  also  hold  the  oil  price  dynamics  component  as  a 
complementary effect, at least for the developed market, where the decrease in the CCF coefficient, 
after  adjustment  for  the  oil  price,  is  confirmed  in  a  greater  number  of  cases  and  often  with 
correspondent SP. 
This current  research cannot  recommend applying  the  filtering procedure, since  the effect  is even 
smaller, compared to the oil exporters/self‐sufficient cases (except  in the contemporaneous term). 
However,  the oil price  effect on  the  cross‐market  linkages of oil  importers of  a  similar  economic 
profile does exist and it is found to be negative, with some exceptions. 
In  the  case  of  the  relationship  between  an  oil  Exporter  (Self‐sufficient)  and  an  oil  Importer,  it  is 
possible to suggest that the adjustment for the oil price removes the oil price dynamics component 
from the oil‐exporter (self‐sufficient) and a possible oil price dynamics distortion or complementary 
effect  from  the  index of  the oil‐importing country. Therefore,  it  is also possible  to expect a rise  in 




It  is  difficult  to  distinguish  a  prominent  trend  on  the  response  of  pairs with  participation  of  oil 




The  result  is  more  prominent  between  the  countries  with  similar  oil  status,  while  for  the  oil 
importers, the economic profile of the countries is also important.  
The  oil  price  effect  often  has  a  small  difference  (less  than  1%)  which  can  be  treated  as  an 






market  linkages.  However,  closer  examination  of  the  higher  lag  s‐statistics  ‐  significant  CCF 










• the  use  of  different  equation  specifications  (oil  price  might  be  included  in  the 
variance equation; more than one lag can be applied),  






Cheung  and  Ng  (1996,  p.  36)  suggested  using  the  CCF  GARCH  causality  test  as  a  technique  for 
detecting  the causal  lag  structure of complex models. The authors  suggested  that  the uncertainty 
regarding  first  and  second  moment  dependencies  may  complicate  the  formulation  of  the 









 study,  in  this  thesis  a  causality  test  was  applied  in  the  Granger  (1969)  sense  on  ARMA(m,n)‐
EGARCH(p,q) model. 
Besides  the  application  of  the  EGARCH  model  by  other  authors  (Kanas  and  Kouretas,  2002; 





is also performed  in the study by Fujii  (2005)  in order to examine the stability of the s‐statistics of 
the  found  CCF  correlation.  The  use  of  only  one window  size  (240  observations)  and  its  graphic 
representation  shows  the  switch  between  tranquil  and  turmoil  periods,  which  is  useful  for  the 
purposes of  the  contagion  investigation. However,  such  a method  is  less helpful when  there  are 
potential  concerns  regarding  significance  sensitivity  to  the  different  sizes  of  the  rolling window. 
Therefore, application of the HRF in the sense of Swanson’s (1998) rejection rate is more plausible. 











with  France  and  the US. However,  this  result may be  treated  as weak evidence,  since  the  causal 
relationship is confirmed on a C3 pattern of non‐causality HRF.  













The mean  causality  relationship  is  the  obvious  example  of  the  global  interdependence  of  stock 
markets, when  correction  for  the non‐synchronism  is  applied. Moreover,  the  existence of  the C1 







Developed markets are  likely  to have a C1  case, even without  trading  time overlaps. This  can be 
traced to the relationships of Japan with the markets of participating EU countries. 
For  the emerging markets, which don't have a  trading  time overlap, a C1‐C2 case may occur. This 
could be traced to India, with the exception of France and the UK. 
Finally,  it  is  important  to conclude  that China has a  lack of  interdependencies with other markets. 




profiles  (Section  3.3)  the  findings  question  the  necessity  of  controlling  the  oil  price  effect, when 
relationships  between  indices  are  observed.  However,  the  results  of  non‐causality  hypothesis 
testing, after adjustment for the oil price, are not necessarily stable on the smaller sample sizes. This 
can be traced to the finding that the adjustment for the oil factor in full sample estimation induces 
emerging markets  to be dependent on  each other  and  to be  less dependent on mature markets 





Besides  the expected  influence of  the oil price on  cross‐market  linkages of  the  countries with oil 




Developed  markets  are  more  likely  to  have  causality  in  variance  compared  to  emerging  ones. 
Moreover,  results  of  developed  markets  variance  interactions  are  more  stable  compared  to 
emerging ones. This can be traced to the more stable C1‐C2 non‐causality HRF pattern, despite C3 in 
cases of emerging ones. 

















The main  research  objective  in  this  thesis was  to  examine  the  oil  price  impact  on  cross market 
linkages. For this purpose the CCF causality test proposed by Cheung and Ng (1996) was applied. The 
examination  of  the  linkages  was  performed  both  in  causality‐in‐mean  and  causality‐in‐variance, 
while  the  impact of  the oil price on  these  linkages  is observed  through  the percentage  change  in 
magnitude of s‐statistics significant CCF coefficients of the oil price adjusted and unadjusted models. 





The  use  of  a  mix  of  countries  with  different  oil  status  (exporter/self‐sufficient/importer)  and 
economic profile (emerging/developed) allows the organisation of different types of pairs, assuming 
that each pair has its own inherent specificity in reaction to the oil price. 
The  findings  of  the  research  demonstrate  that  that  causality‐in‐mean  of  pairs with  oil  producing 
countries  (exporter,  self‐sufficient)  participation  has  a  prominently  negative  reaction  to  oil  price 
adjustment, also confirmed  in SP. However,  the variance causality of  the  same  set of  countries  is 
expresses a similar result to the mean causality reaction with the exception of an increase in the CCF 
coefficient magnitude for Russia and the UK case not being confirmed in SP. 
Interestingly, a negative reaction  is also detected  in the causal relationships between oil  importing 
country groups,  separately within  the pairs of Emerging or Developed  Importers. The decrease  in 
magnitude of  causality‐in‐mean  in pairs with Developed markets  is also  confirmed  in  causality‐in‐
variance with no change or fall in the magnitude of the CCF coefficients, after adjustment for the oil 
price, often with SP. The emerging market  importer also demonstrates a decrease  in causality‐in‐
mean, while  the  variance  causality  response  to  the  oil  price  cannot  be  tested,  since  no  variance 
causality is found between participating Emerging Importers (India and China). 







of  a  study  by  Jones,  et  al.  (2004,  p.  24),  who  pointed  out  that  the  asset  prices  of  oil  related 
companies are to some extent, synchronised with the oil price dynamics, since asset prices are the 
present discounted value of  the  future net earnings of  the oil  firm. Thus, as suggested by Nandha 
and  Faff  (2008), oil price  impacts  should be quickly  reflected  in  the dynamics of  stocks,  and  this 
should be true both for the short and long term behaviour of the oil price. 
Therefore,  it  is  assumed  that  oil  producing  countries  have  embedded  oil  price  dynamics  in  their 
stock market behaviour, while for the oil importing countries, the oil price component is expected to 
be incorporated as an unnecessary distortion. 





no change or  rise  in magnitude.  It  is possible  that  this might be ascribed  to  the use of  the BRENT 
crude oil price index recorded at 16.30 London time daily from the Intercontinental Exchange (ICE), 
assuming  full  or  partial  synchronisation  with  the  European  and  US  innovations.  Therefore,  an 
application with other types of crude oil (i.e. WTI, OPEC), presumably, may give different results.  
Nevertheless,  most  of  the  percentage  changes  after  the  oil  price  adjustment,  especially  in 
contemporaneous terms, are less than 1% in absolute terms. However, higher lag causal linkages are 
often  changed  drastically,  especially when  oil  related  countries  are  participating.  This  raises  the 
question of the potential necessity of controling for the oil price effect, when cross‐market linkages 
are observed, even in low CCF coefficients cases. 
Application  of  the  lags  detected  in  CCF  tests  to  the  ARMA(m,n)‐EGARCH(p,q) model  in  order  to 
examine how the oil price affects the cross‐market causality  in the Granger (1969) sense observed 
on  joint  test  bases,  demonstrated  no  significant  effect.  In  those  cases  where  the  full  sample 
estimation non‐causality hypothesis testing result did change the result, it was found to be unstable 
in non‐causality HRF. 
Besides  the primary objective of  the  research,  the  thesis observed  the  traditional  issue of  the oil 




 The  examination  of  the  oil  price  impact  in  CCF  causality  test  and  ARMA(m,n)‐EGARCH(p,q)  joint 
causality  test  on  stock market  behaviour  performed  in  this  thesis  remains  in  line with  previous 
studies, confirming that the oil status (exporter/importer) of a country predetermines the response 
to  the oil price  (exporter behaviour). Moreover,  the oil price  impact on stock market behaviour  in 
variance conforms to the study by Ramos and Veiga (2009; 2010), where the authors detected small 
and  insignificant  differences  in  oil  price  volatility  on  the  behaviour  of  emerging  stock markets, 
despite  a  large  and  significant  developed market  case.  The  CCF  coefficients  revealed  the  lack  of 


































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































CH‐‐>JP  N. day  1  ‐0.0106*  ‐0.0376  ‐0.0047          
JP‐‐>CH  N. day  1  0.0779  ‐0.0069  0.0364  Rej. 5%  NW    
IN‐‐>JP  N. day  1  ‐0.0158**  ‐0.0527**  0.0753**  Rej. 1% 
JP‐‐>IN  N. day  1  0.0550**  0.1096  ‐0.0242  Rej. 5%  NW    
IN‐‐>CH  N. day  1  0.0757  ‐0.0067  0.0295  Rej. 5%  NW    
CH‐‐>IN  N. day  1  0.0555**  0.1054  0.0003  Rej. 5%  NW    
RU‐‐>JP  N. day  1  ‐0.0171**  ‐0.0530**  0.0554**  Rej. 1% 
JP‐‐>RU  N. day  1  0.0924**  0.1219  ‐0.0626  Rej. 5%  NW  Rej. 5% 
RU‐‐>CH  N. day  1  0.0756  ‐0.0053  0.0172  Rej. 5%  NW    
CH‐‐>RU  N. day  1  0.0985**  0.1167  ‐0.0638  Rej. 5%  NW    
RU‐‐>IN  N. day  1  0.0529**  0.0967**  0.0302**  Rej. 5%  NW  Rej. 1% 
IN‐‐>RU  N. day  1  0.0939**  0.117  ‐0.0051  Rej. 5%  NW    
GE‐‐>JP  N. day  1  ‐0.0232**  ‐0.0859**  0.2651**  Rej. 1% 
JP‐‐>GE  N. day  1  0.0431  ‐0.0008  ‐0.0192  Rej. 5%  NW    
GE‐‐>CH  N. day  1  0.0745  ‐0.0053**  0.0648**  Rej. 5%  NW  Rej. 1% 
CH‐‐>GE  N. day  1  0.0438  ‐0.0047  ‐0.0053  Rej. 5%  NW    
GE‐‐>IN  N. day  1  0.0503**  0.0883**  0.1419**  Rej. 5%  NW  Rej. 1% 
IN‐‐>GE  N. day  1  0.043  ‐0.006  0.0082  Rej. 5%  NW    
GE‐‐>RU  N. day  1  0.0923**  0.1092  0.0488  Rej. 5%  NW    
RU‐‐>GE  N. day  1  0.0427  ‐0.0093  0.0089  Rej. 5%  NW    
FR‐‐>JP  N. day  1  ‐0.0234**  ‐0.0916**  0.3085**  Rej. 1% 
JP‐‐>FR  N. day  1  0.0356  0.0366  ‐0.0365  Rej. 5%  NW    
FR‐‐>CH  N. day  1  0.075  ‐0.0046**  0.0622**  Rej. 5%  NW  Rej. 1% 
CH‐‐>FR  N. day  1  0.0373  0.0275  ‐0.0122  Rej. 5%  NW    
FR‐‐>IN  N. day  1  0.0517**  0.0891**  0.1256**  Rej. 5%  NW  Rej. 1% 
IN‐‐>FR  N. day  1  0.0366  0.0285  ‐0.004  Rej. 5%  NW    
FR‐‐>RU  N. day  1  0.0922**  0.1082  0.0616  Rej. 5%  NW    
RU‐‐>FR  N. day  1  0.0362  0.0264  0.0021  Rej. 5%  NW    
FR‐‐>GE  N. day  1  0.0426**  ‐0.0927**  0.1223**  Rej. 5%  NW  Rej. 1% 
GE‐‐>FR  N. day  1  0.0352*  ‐0.0814**  0.1219**  Rej. 5%  NW  Rej. 1% 
UK‐‐>JP  N. day  1  ‐0.0216**  ‐0.0884**  0.3662**  Rej. 1% 
JP‐‐>UK  N. day  1  0.0261  0.021  ‐0.0238  Rej. 5%  NW    
UK‐‐>CH  N. day  1  0.075  ‐0.0052**  0.0889**  Rej. 5%  NW  Rej. 1% 
CH‐‐>UK  N. day  1  0.0274  0.0134  ‐0.0107  Rej. 5%  NW    
UK‐‐>IN  N. day  1  0.0517**  0.0850**  0.1855**  Rej. 5%  NW  Rej. 1% 
IN‐‐>UK  N. day  1  0.0273  0.0171  ‐0.0129  Rej. 5%  NW    
UK‐‐>RU  N. day  1  0.0918**  0.1043*  0.1152*  Rej. 5%  NW  Rej. 5% 
RU‐‐>UK  N. day  1  0.0261  0.0085  0.0063  Rej. 5%  NW    
UK‐‐>GE  N. day  1  0.0432  ‐0.0274  0.047  Rej. 5%  NW    
GE‐‐>UK  N. day  1  0.0252*  ‐0.0683**  0.0821**  Rej. 5%  NW  Rej. 1% 
UK‐‐>FR  N. day  1  0.0364  0.0386  ‐0.0182  Rej. 5%  NW    
FR‐‐>UK  N. day  1  0.0259  ‐0.0509*  0.0647*  Rej. 5%  NW  Rej. 5% 
BR‐‐>JP  N. day  1  ‐0.0200**  ‐0.0617**  0.1300**  Rej. 1% 
JP‐‐>BR  N. day  1  0.0602**  0.0873  ‐0.0075  Rej. 5%  NW    
BR‐‐>CH  N. day  1  0.0751  ‐0.0054**  0.0336**  Rej. 5%  NW  Rej. 1% 
CH‐‐>BR  N. day  1  0.0625**  0.0869  ‐0.0278  Rej. 5%  NW    
BR‐‐>IN  N. day  1  0.0504**  0.0877**  0.0927**  Rej. 5%  NW  Rej. 1% 
IN‐‐>BR  N. day  1  0.0609**  0.0876  ‐0.0104  Rej. 5%  NW    
BR‐‐>RU  N. day  1  0.0847**  0.0778**  0.1934**  Rej. 5%  NW  Rej. 1% 
RU‐‐>BR  N. day  1  0.0604**  0.0868  ‐0.0004  Rej. 5%  NW    
BR‐‐>GE  N. day  1  0.0397*  ‐0.0573**  0.0894**  Rej. 5%  NW  Rej. 1% 
GE‐‐>BR  N. day  1  0.0600**  0.0842  0.0125  Rej. 5%  NW    
BR‐‐>FR  N. day  1  0.033  ‐0.0253**  0.0792**  Rej. 5%  NW  Rej. 1% 
FR‐‐>BR  N. day  1  0.0603**  0.0866  0.0005  Rej. 5%  NW    
BR‐‐>UK  N. day  1  0.0234*  ‐0.0482**  0.0724**  Rej. 5%  NW  Rej. 1% 
UK‐‐>BR  N. day  1  0.0608**  0.0905  ‐0.027  Rej. 5%  NW    
US‐‐>JP  N. day  1  ‐0.0266**  ‐0.0648**  0.4621**  Rej. 1% 
JP‐‐>US  N. day  1  0.0319  0.0109  ‐0.0276  Rej. 5%  NW    
US‐‐>CH  N. day  1  0.0747  ‐0.0046*  0.0801*  Rej. 5%  NW  Rej. 5% 
CH‐‐>US  N. day  1  0.0329  0.0067  ‐0.0063  Rej. 5%  NW    
US‐‐>IN  N. day  1  0.0485**  0.0945**  0.2328**  Rej. 5%  NW  Rej. 1% 
IN‐‐>US  N. day  1  0.0327  0.0076  ‐0.0053  Rej. 5%  NW    
US‐‐>RU  N. day  1  0.0794**  0.0857**  0.5298**  Rej. 5%  NW  Rej. 1% 
RU‐‐>US  N. day  1  0.0328  0.0089  ‐0.0045  Rej. 5%  NW    
US‐‐>GE  N. day  2  0.0340**  ‐0.1864**  ‐0.0699**  0.4750**  0.1302**  Rej. 5%  NW  Rej. 1% 
GE‐‐>US  N. day  1  0.0322  0.0009  0.0079  Rej. 5%  NW    
US‐‐>FR  N. day  1  0.0277**  ‐0.1354**  0.4508**  Rej. 5%  NW  Rej. 1% 
FR‐‐>US  N. day  1  0.032  ‐0.0054  0.0191  Rej. 5%  NW    
US‐‐>UK  N. day  3  0.0182**  ‐0.1914**  ‐0.0982**  ‐0.0883**  0.3969**  0.1073**  0.0709*  Rej. 5%  NW  Rej. 1% 
UK‐‐>US  N. day  1  0.0323  0.0048  0.0043  Rej. 5%  NW    
US‐‐>BR  N. day  1  0.0580**  0.0637  0.1194  Rej. 5%  NW    
BR‐‐>US  N. day  1  0.0325  0.0135  ‐0.0053  Rej. 5%  NW    
OIL‐‐>JP  N. day  1  ‐0.0111*  ‐0.0379  0.0008    
JP‐‐>OIL  N. day  1  0.0497*  0.0359  0.0537  Rej. 5%  NW    
OIL‐‐>CH  N. day  1  0.0768  ‐0.0048  0.011  Rej. 5%  NW    
CH‐‐>OIL  N. day  1  0.0485*  0.0371  0.0069  Rej. 5%  NW    
OIL‐‐>IN  N. day  1  0.0556**  0.1054  ‐0.0019  Rej. 5%  NW    
IN‐‐>OIL  N. day  1  0.0493*  0.037  ‐0.0046  Rej. 5%  NW    
OIL‐‐>RU  N. day  1  0.0922**  0.1141  0.0332  Rej. 5%  NW    
RU‐‐>OIL  N. day  1  0.0497*  0.0377  ‐0.0065  Rej. 5%  NW    
OIL‐‐>GE  N. day  1  0.0431  ‐0.0048  0.0064  Rej. 5%  NW    
GE‐‐>OIL  N. day  1  0.0470*  0.0368  0.0454  Rej. 5%  NW    
OIL‐‐>FR  N. day  1  0.0363  0.0276  0.0007  Rej. 5%  NW    
FR‐‐>OIL  N. day  1  0.0475*  0.0365  0.04  Rej. 5%  NW    
OIL‐‐>UK  N. day  1  0.027  0.014  ‐0.007  Rej. 5%  NW    
UK‐‐>OIL  N. day  1  0.0477*  0.036  0.0515  Rej. 5%  NW    
OIL‐‐>BR  N. day  1  0.0597**  0.0865  0.0119  Rej. 5%  NW    
BR‐‐>OIL  N. day  1  0.0467*  0.0361*  0.0356*  Rej. 5%  NW  Rej. 5% 
OIL‐‐>US  N. day  1  0.0324  0.0068  ‐0.0004  Rej. 5%  NW    























CH‐‐>JP  S.day  1  ‐0.0150*  ‐0.0397**         0.0520**                 Rej. 1% 
JP‐‐>CH  S.day  1  0.078  ‐0.0047**         0.0579**     Rej. 5%  NW  Rej. 1% 
IN‐‐>JP  S.day  2  ‐0.0255**  ‐0.0506**  ‐0.0503**      0.1669**   0.0573**  Rej. 1% 
JP‐‐>IN  S.day  1   0.0583**   0.0928**         0.1899**     Rej. 5%  NW  Rej. 1% 
IN‐‐>CH  S.day  1  0.074  ‐0.0054**         0.0552**     Rej. 5%  NW  Rej. 1% 
CH‐‐>IN  S.day  1   0.0516**   0.1039**         0.0524**     Rej. 5%  NW  Rej. 1% 
RU‐‐>JP  N.day  1  ‐0.0171**  ‐0.0530**            0.0554**  Rej. 1% 
JP‐‐>RU  S.day  1   0.0978**   0.1034**         0.2561**     Rej. 5%  NW  Rej. 1% 
RU‐‐>CH  N.day  1  0.0756  ‐0.0053           0.0172  Rej. 5%  NW    
CH‐‐>RU  S.day  1   0.0930**  0.1163        0.0084     Rej. 5%  NW    
RU‐‐>IN  S.day  1   0.0446**   0.1024**         0.1052**     Rej. 5%  NW  Rej. 1% 
IN‐‐>RU  S.day  1   0.0777**   0.1052**         0.2757**     Rej. 5%  NW  Rej. 1% 
GE‐‐>JP  N.day  1  ‐0.0232**  ‐0.0859**            0.2651**  Rej. 1% 
JP‐‐>GE  S.day  1   0.0476*  ‐0.0524**         0.1928**     Rej. 5%  NW  Rej. 1% 
GE‐‐>CH  N.day  1  0.0745  ‐0.0053**            0.0648**  Rej. 5%  NW  Rej. 1% 
CH‐‐>GE  S.day  1  0.0431  ‐0.005        0.0041     Rej. 5%  NW    
GE‐‐>IN  S.day  2   0.0444**  0.0878  ‐0.0078**      0.1561**   0.1430**  Rej. 5%  NW  Rej. 1% 
IN‐‐>GE  S.day  1  0.0366  ‐0.0239**         0.1231**     Rej. 5%  NW  Rej. 1% 
GE‐‐>RU  S.day  1   0.0719**   0.1125**         0.5112**     Rej. 5%  NW  Rej. 1% 
RU‐‐>GE  S.day  1  0.0285  ‐0.0202**         0.1474**     Rej. 5%  NW  Rej. 1% 
FR‐‐>JP  N.day  1  ‐0.0234**  ‐0.0916**            0.3085**  Rej. 1% 
JP‐‐>FR  S.day  1  0.0402  ‐0.0235**         0.1791**     Rej. 5%  NW  Rej. 1% 
FR‐‐>CH  N.day  1  0.075  ‐0.0046**            0.0622**  Rej. 5%  NW  Rej. 1% 
CH‐‐>FR  S.day  1  0.037  0.0282        ‐0.0082     Rej. 5%  NW    
FR‐‐>IN  S.day  2   0.0447**  0.0901  ‐0.0027**      0.2071**   0.1201**  Rej. 5%  NW  Rej. 1% 
IN‐‐>FR  S.day  1  0.029   0.0090**         0.1293**     Rej. 5%  NW  Rej. 1% 
FR‐‐>RU  S.day  1   0.0722**   0.1131**         0.5810**     Rej. 5%  NW  Rej. 1% 
RU‐‐>FR  S.day  1  0.0228   0.0110**         0.1335**     Rej. 5%  NW  Rej. 1% 
FR‐‐>GE  S.day  3   0.0077**  ‐0.2157  ‐0.0401**   0.0397**   0.9089**   0.2109**   0.0730**  Rej. 5%  NW  Rej. 1% 
GE‐‐>FR  S.day  3   0.0077**  ‐0.1804*  ‐0.0554**  ‐0.0551**   0.7258**   0.1987**  0.017  Rej. 5%  NW  Rej. 1% 
UK‐‐>JP  N.day  1  ‐0.0216**  ‐0.0884**            0.3662**  Rej. 1% 
JP‐‐>UK  S.day  1  0.0294  ‐0.0349**         0.1430**     Rej. 5%  NW  Rej. 1% 
UK‐‐>CH  N.day  1  0.075  ‐0.0052**            0.0889**  Rej. 5%  NW  Rej. 1% 
CH‐‐>UK  S.day  1  0.0265  0.0132        0.0009     Rej. 5%  NW    
UK‐‐>IN  S.day  2   0.0441**  0.0891  ‐0.0035**      0.2949**   0.1803**  Rej. 5%  NW  Rej. 1% 
IN‐‐>UK  S.day  1  0.0204  ‐0.0099**         0.1107**     Rej. 5%  NW  Rej. 1% 
UK‐‐>RU  S.day  1   0.0738**   0.1109**         0.7567**     Rej. 5%  NW  Rej. 1% 
RU‐‐>UK  S.day  1  0.016  ‐0.0071**         0.1055**     Rej. 5%  NW  Rej. 1% 
UK‐‐>GE  S.day  2   0.0177**  ‐0.1111  ‐0.0075**      1.0043**   0.1175**  Rej. 5%  NW  Rej. 1% 
GE‐‐>UK  S.day  3   0.0063**  ‐0.0957  ‐0.0349**  ‐0.0534**   0.4826**   0.0974**  0.0129  Rej. 5%  NW  Rej. 1% 
UK‐‐>FR  S.day  1  0.0108  ‐0.0063**         0.9933**     Rej. 1% 
FR‐‐>UK  S.day  1  0.0045   0.0013**         0.5984**     Rej. 5%  NW  Rej. 1% 
BR‐‐>JP  N.day  1  ‐0.0200**  ‐0.0617**            0.1300**  Rej. 1% 
JP‐‐>BR  S.day  1   0.0634**   0.0664**         0.1617**     Rej. 5%  NW  Rej. 1% 
BR‐‐>CH  N.day  1  0.0751  ‐0.0054**            0.0336**  Rej. 5%  NW  Rej. 1% 
CH‐‐>BR  S.day  1   0.0599**  0.0865        0.0061     Rej. 5%  NW    
BR‐‐>IN  N.day  1   0.0504**   0.0877**            0.0927**  Rej. 5%  NW  Rej. 1% 
IN‐‐>BR  S.day  1   0.0506**   0.0691**         0.1757**     Rej. 5%  NW  Rej. 1% 
BR‐‐>RU  S.day  2   0.0716**  0.0776   0.0018**      0.2241**   0.1741**  Rej. 5%  NW  Rej. 1% 
RU‐‐>BR  S.day  1   0.0428*   0.0461**         0.1915**     Rej. 5%  NW  Rej. 1% 
BR‐‐>GE  S.day  2   0.0289**  ‐0.0603  ‐0.0251**      0.1967**   0.0735**  Rej. 5%  NW  Rej. 1% 
GE‐‐>BR  S.day  1   0.0384*   0.0417**         0.5784**     Rej. 5%  NW  Rej. 1% 
BR‐‐>FR  S.day  3  0.027  ‐0.0245  ‐0.0293**  ‐0.0653**   0.1801**   0.0659**  ‐0.0124  Rej. 5%  NW  Rej. 1% 
FR‐‐>BR  S.day  1  0.039   0.0376**         0.6587**     Rej. 5%  NW  Rej. 1% 
BR‐‐>UK  S.day  3  0.0187  ‐0.0419  ‐0.0217**  ‐0.0696**   0.1368**   0.0612**  ‐0.0139  Rej. 5%  NW  Rej. 1% 
UK‐‐>BR  S.day  1  0.0414   0.0317**         0.8377**     Rej. 5%  NW  Rej. 1% 
US‐‐>JP  N.day  1  ‐0.0266**  ‐0.0648**            0.4621**  Rej. 1% 
JP‐‐>US  S.day  1  0.034  ‐0.0211**         0.0620**     Rej. 5%  NW  Rej. 1% 
US‐‐>CH  N.day  1  0.0747  ‐0.0046*            0.0801*        Rej. 5%  NW  Rej. 5% 
CH‐‐>US  S.day  1  0.0328  0.0073        ‐0.0061     Rej. 5%  NW    
US‐‐>IN  N.day  1   0.0485**   0.0945**            0.2328**  Rej. 5%  NW  Rej. 1% 
IN‐‐>US  S.day  1  0.0298  ‐0.0047**         0.0473**     Rej. 5%  NW  Rej. 1% 
US‐‐>RU  N.day  1   0.0794**   0.0857**            0.5298**  Rej. 5%  NW  Rej. 1% 
RU‐‐>US  S.day  1  0.0271  ‐0.0271**         0.0598**     Rej. 5%  NW  Rej. 1% 
US‐‐>GE  S.day  3   0.0088**  ‐0.1940**  ‐0.0594   0.0097**   0.7516**   0.4757**   0.1406**  Rej. 5%  NW  Rej. 1% 
GE‐‐>US  S.day  2   0.0209**  ‐0.1731*  ‐0.0523**      0.3667**   0.0767**  Rej. 5%  NW  Rej. 1% 
US‐‐>FR  S.day  3   0.0086**  ‐0.1757**  ‐0.0699**  ‐0.0515**   0.6450**   0.4730**   0.1029**  Rej. 5%  NW  Rej. 1% 
FR‐‐>US  S.day  2   0.0223**  ‐0.1922*  ‐0.0433**      0.3986**   0.0847**  Rej. 5%  NW  Rej. 1% 
US‐‐>UK  S.day  3   0.0039**  ‐0.1895**  ‐0.0647**  ‐0.0531**   0.4620**   0.3920**   0.1011**  Rej. 5%  NW  Rej. 1% 
UK‐‐>US  S.day  2   0.0247**  ‐0.1876*  ‐0.0520**      0.4864**   0.0962**  Rej. 5%  NW  Rej. 1% 
US‐‐>BR  S.day  1   0.0196**   0.0901**         1.2410**     Rej. 5%  NW  Rej. 1% 
BR‐‐>US  S.day  1  0.0208  ‐0.0315**         0.1936**     Rej. 5%  NW  Rej. 1% 
OIL‐‐>JP  S.day  1  ‐0.0121*  ‐0.0391        0.0218       
JP‐‐>OIL  S.day  1   0.0495*  0.037        0.0447     Rej. 5%  NW    
OIL‐‐>CH  S.day  1  0.0779  ‐0.005        ‐0.0107     Rej. 5%  NW    
CH‐‐>OIL  S.day  1   0.0506*  0.0373        ‐0.021     Rej. 5%  NW    
OIL‐‐>IN  S.day  1   0.0554**  0.1054        0.003     Rej. 5%  NW    
IN‐‐>OIL  S.day  1   0.0487*  0.037        0.0052     Rej. 5%  NW    
OIL‐‐>RU  S.day  1   0.0884**   0.1168**         0.1017**     Rej. 5%  NW  Rej. 1% 
RU‐‐>OIL  S.day  1   0.0419*   0.0339**         0.0689**     Rej. 5%  NW  Rej. 1% 
OIL‐‐>GE  S.day  1  0.0432  ‐0.0049        0.0048     Rej. 5%  NW    
GE‐‐>OIL  S.day  1   0.0486*  0.037        0.0108     Rej. 5%  NW    
OIL‐‐>FR  S.day  1  0.0357  0.0271        0.0124     Rej. 5%  NW    
FR‐‐>OIL  S.day  1   0.0476*  0.037        0.0386     Rej. 5%  NW    
OIL‐‐>UK  S.day  1  0.0257  0.0123        0.0188     Rej. 5%  NW    
UK‐‐>OIL  S.day  1   0.0464*  0.0377        0.0964     Rej. 5%  NW    
OIL‐‐>BR  S.day  1   0.0593**  0.0859        0.0211     Rej. 5%  NW    
BR‐‐>OIL  S.day  1   0.0477*  0.0367        0.0202     Rej. 5%  NW    
OIL‐‐>US  S.day  1  0.0326  0.0073        ‐0.0042     Rej. 5%  NW    




















CH‐‐>JP  N.day  1  ‐0.0106*  ‐0.0376           ‐0.0047          
JP‐‐>CH  N.day  1  7.79E‐02  ‐0.0069           0.0364        Rej. 5%  NW    
IN‐‐>JP  N.day  1  ‐0.0158**  ‐0.0527**            .0753**        Rej. 1% 
JP‐‐>IN  N.day  1   0.0550**  0.1096           ‐0.0242        Rej. 5%  NW    
IN‐‐>CH  N.day  1  7.57E‐02  ‐0.0067           0.0295        Rej. 5%  NW    
CH‐‐>IN  N.day  1   0.0555**  0.1054           0.0003        Rej. 5%  NW    
RU‐‐>JP  N.day  1  ‐0.0171**  ‐0.0530**            .0554**        Rej. 1% 
JP‐‐>RU  N.day  1   0.0924**  0.1219           ‐0.0626        Rej. 5%  NW  Rej. 5% 
RU‐‐>CH  N.day  1  7.56E‐02  ‐0.0053           0.0172        Rej. 5%  NW    
CH‐‐>RU  N.day  1   0.0985**  0.1167           ‐0.0638        Rej. 5%  NW    
RU‐‐>IN  N.day  1   0.0529**   0.0967**            .0302**        Rej. 5%  NW  Rej. 1% 
IN‐‐>RU  N.day  1   0.0939**  0.117           ‐0.0051        Rej. 5%  NW    
GE‐‐>JP  N.day  1  ‐0.0232**  ‐0.0859**            .2651**        Rej. 1% 
JP‐‐>GE  N.day  1  4.31E‐02  ‐0.0008           ‐0.0192        Rej. 5%  NW    
GE‐‐>CH  N.day  1  7.45E‐02  ‐0.0053**            .0648**        Rej. 5%  NW  Rej. 1% 
CH‐‐>GE  N.day  1  4.38E‐02  ‐0.0047           ‐0.0053        Rej. 5%  NW    
GE‐‐>IN  N.day  1   0.0503**   0.0883**            .1419**        Rej. 5%  NW  Rej. 1% 
IN‐‐>GE  N.day  1  4.30E‐02  ‐0.006           0.0082        Rej. 5%  NW    
GE‐‐>RU  N.day  1   0.0923**  0.1092           0.0488        Rej. 5%  NW    
RU‐‐>GE  N.day  1  4.27E‐02  ‐0.0093           0.0089        Rej. 5%  NW    
FR‐‐>JP  N.day  1  ‐0.0234**  ‐0.0916**           0.3085**        Rej. 1% 
JP‐‐>FR  N.day  1  3.56E‐02  0.0366           ‐0.0365        Rej. 5%  NW    
FR‐‐>CH  N.day  1  7.50E‐02  ‐0.0046**           0.0622**        Rej. 5%  NW  Rej. 1% 
CH‐‐>FR  N.day  1  3.73E‐02  0.0275           ‐0.0122        Rej. 5%  NW    
FR‐‐>IN  N.day  1   0.0517**   0.0891**            .1256**        Rej. 5%  NW  Rej. 1% 
IN‐‐>FR  N.day  1  3.66E‐02  0.0285           ‐0.004        Rej. 5%  NW    
FR‐‐>RU  N.day  1   0.0922**  0.1082           0.0616        Rej. 5%  NW    
RU‐‐>FR  N.day  1  3.62E‐02  0.0264           0.0021        Rej. 5%  NW    
FR‐‐>GE  N.day  1   0.0426**  ‐0.0927**            .1223**        Rej. 5%  NW  Rej. 1% 
GE‐‐>FR  N.day  1   0.0352*  ‐0.0814**            .1219**        Rej. 5%  NW  Rej. 1% 
UK‐‐>JP  N.day  1  ‐0.0216**  ‐0.0884**            .3662**        Rej. 1% 
JP‐‐>UK  N.day  1  2.61E‐02  0.021           ‐0.0238        Rej. 5%  NW    
UK‐‐>CH  N.day  1  7.50E‐02  ‐0.0052**            .0889**        Rej. 5%  NW  Rej. 1% 
CH‐‐>UK  N.day  1  2.74E‐02  0.0134           ‐0.0107        Rej. 5%  NW    
UK‐‐>IN  N.day  1   0.0517**   0.0850**            .1855**        Rej. 5%  NW  Rej. 1% 
IN‐‐>UK  N.day  1  2.73E‐02  0.0171           ‐0.0129        Rej. 5%  NW    
UK‐‐>RU  N.day  1   0.0918**   0.1043*            0.1152*        Rej. 5%  NW  Rej. 5% 
RU‐‐>UK  N.day  1  2.61E‐02  0.0085           0.0063        Rej. 5%  NW    
UK‐‐>GE  N.day  1  4.32E‐02  ‐0.0274           0.047        Rej. 5%  NW    
GE‐‐>UK  N.day  1   0.0252*  ‐0.0683**           0.0821**        Rej. 5%  NW  Rej. 1% 
UK‐‐>FR  N.day  1  3.64E‐02  0.0386           ‐0.0182        Rej. 5%  NW    
FR‐‐>UK  N.day  1  2.59E‐02  ‐0.0509*            0.0647*        Rej. 5%  NW  Rej. 5% 
BR‐‐>JP  N.day  1  ‐0.0200**  ‐0.0617**           0.1300**        Rej. 1% 
JP‐‐>BR  N.day  1   0.0602**  0.0873           ‐0.0075        Rej. 5%  NW    
BR‐‐>CH  N.day  1  7.51E‐02  ‐0.0054**           0.0336**        Rej. 5%  NW  Rej. 1% 
CH‐‐>BR  N.day  1   0.0625**  0.0869           ‐0.0278        Rej. 5%  NW    
BR‐‐>IN  N.day  1   0.0504**   0.0877**           0.0927**        Rej. 5%  NW  Rej. 1% 
IN‐‐>BR  N.day  1   0.0609**  0.0876           ‐0.0104        Rej. 5%  NW    
BR‐‐>RU  N.day  1   0.0847**   0.0778**           0.1934**        Rej. 5%  NW  Rej. 1% 
RU‐‐>BR  N.day  1   0.0604**  0.0868           ‐0.0004        Rej. 5%  NW    
BR‐‐>GE  N.day  1   0.0397*  ‐0.0573**           0.0894**        Rej. 5%  NW  Rej. 1% 
GE‐‐>BR  N.day  1   0.0600**  0.0842           0.0125        Rej. 5%  NW    
BR‐‐>FR  N.day  1  3.30E‐02  ‐0.0253**           0.0792**        Rej. 5%  NW  Rej. 1% 
FR‐‐>BR  N.day  1   0.0603**  0.0866           0.0005        Rej. 5%  NW    
BR‐‐>UK  N.day  1   0.0234*  ‐0.0482**           0.0724**        Rej. 5%  NW  Rej. 1% 
UK‐‐>BR  N.day  1   0.0608**  0.0905           ‐0.027        Rej. 5%  NW    
US‐‐>JP  Lag 2  1  ‐0.0136**  ‐0.0517**              0.0763**     Rej. 1% 
JP‐‐>US  S.day  1  3.40E‐02  ‐0.0211**        0.0620**           Rej. 5%  NW  Rej. 1% 
US‐‐>CH  Lag 2  1  7.66E‐02  ‐0.0052              0.0165     Rej. 5%  NW    
CH‐‐>US  S.day  1  3.28E‐02  0.0073        ‐0.0061           Rej. 5%  NW    
US‐‐>IN  Lag 2  1   0.0541**  0.1002              0.0601     Rej. 5%  NW    
IN‐‐>US  S.day  1  2.98E‐02  ‐0.0047**        0.0473**           Rej. 5%  NW  Rej. 1% 
US‐‐>RU  Lag 2  1   0.0953**  0.1211              ‐0.0639     Rej. 5%  NW    
RU‐‐>US  S.day  1  2.71E‐02  ‐0.0271**        0.0598**           Rej. 5%  NW  Rej. 1% 
US‐‐>GE  Lag 2  1  4.24E‐02  ‐0.0083              0.0213     Rej. 5%  NW    
GE‐‐>US  S.day  2   0.0209**  ‐0.1731*  ‐0.0523**     0.3667**  0.0767**        Rej. 5%  NW  Rej. 1% 
US‐‐>FR  Lag 2  1  3.67E‐02  0.0333              ‐0.0301     Rej. 5%  NW    
FR‐‐>US  S.day  2   0.0223**  ‐0.1922*  ‐0.0433**     0.3986**  0.0847**        Rej. 5%  NW  Rej. 1% 
US‐‐>UK  Lag 2  1  2.65E‐02  0.0129              0.0012     Rej. 5%  NW    
UK‐‐>US  S.day  2   0.0247**  ‐0.1876*  ‐0.0520**     0.4864**  0.0962**        Rej. 5%  NW  Rej. 1% 
US‐‐>BR  Lag 2  1   0.0617**  0.0893              ‐0.1056     Rej. 5%  NW    
BR‐‐>US  S.day  1  2.08E‐02  ‐0.0315**        0.1936**           Rej. 5%  NW  Rej. 1% 
OIL‐‐>JP  N.day  1  ‐0.0111*  ‐0.0379           0.0008          
JP‐‐>OIL  N.day  1   0.0497*  0.0359           0.0537        Rej. 5%  NW    
OIL‐‐>CH  N.day  1  7.68E‐02  ‐0.0048           0.011        Rej. 5%  NW    
CH‐‐>OIL  N.day  1   0.0485*  0.0371           0.0069        Rej. 5%  NW    
OIL‐‐>IN  N.day  1   0.0556**  0.1054           ‐0.0019        Rej. 5%  NW    
IN‐‐>OIL  N.day  1   0.0493*  0.037           ‐0.0046        Rej. 5%  NW    
OIL‐‐>RU  N.day  1   0.0922**  0.1141           0.0332        Rej. 5%  NW    
RU‐‐>OIL  N.day  1   0.0497*  0.0377           ‐0.0065        Rej. 5%  NW    
OIL‐‐>GE  N.day  1  4.31E‐02  ‐0.0048           0.0064        Rej. 5%  NW    
GE‐‐>OIL  N.day  1   0.0470*  0.0368           0.0454        Rej. 5%  NW    
OIL‐‐>FR  N.day  1  3.63E‐02  0.0276           0.0007        Rej. 5%  NW    
FR‐‐>OIL  N.day  1   0.0475*  0.0365           0.04        Rej. 5%  NW    
OIL‐‐>UK  N.day  1  2.70E‐02  0.014           ‐0.007        Rej. 5%  NW    
UK‐‐>OIL  N.day  1   0.0477*  0.036           0.0515        Rej. 5%  NW    
OIL‐‐>BR  N.day  1   0.0597**  0.0865           0.0119        Rej. 5%  NW    
BR‐‐>OIL  N.day  1   0.0467*   0.0361*            0.0356*        Rej. 5%  NW  Rej. 5% 
OIL‐‐>US  S.day  1  3.26E‐02  0.0073        ‐0.0042           Rej. 5%  NW    










X ‐ Y  Lag ‐5  Lag ‐4  Lag ‐3  Lag ‐2  Lag ‐1  Lag 0  Lag 0  Lag +1  Lag +2  Lag +3  Lag +4  Lag +5 
CH ‐ JP          0.0591 0.0591 0.0372 ‐0.036     
IN ‐ JP        0.0696 0.1719 0.1719     
IN ‐ CH          0.0626 0.0626     
RU ‐ JP        0.1191 NA 0.1498     
RU ‐ CH      0.0417    NA ‐0.0449     
RU ‐ IN        0.0567 0.1769 0.1769     
GE ‐ JP        0.2233 NA 0.2324 ‐0.0399     
GE ‐ CH    0.0416    0.0621 NA     
GE ‐ IN      0.0637    0.1216 0.1505 0.1505     
GE ‐ RU        0.0642 0.2716 0.2716     
FR ‐ JP      0.039  0.237 NA 0.2304 ‐0.0408 ‐0.0443     
FR ‐ CH    0.0456    0.0521 NA     
FR ‐ IN      0.0619  0.0428  0.1 0.1709 0.1709     
FR ‐ RU        0.0672 0.2791 0.2791     
FR ‐ GE        0.0588 0.7851 0.7851 0.0363 ‐0.0399 ‐0.048      
UK ‐ JP        0.212 NA 0.2304     
UK ‐ CH    0.0576    0.0554 NA     
UK ‐ IN      0.0577    0.113 0.1717 0.1717     
UK ‐ RU    0.0472  0.0351    0.0761 0.2798 0.2798     
UK ‐ GE        0.0403 0.6677 0.6677 ‐0.0369  0.0419    
UK ‐ FR  ‐0.0565    ‐0.0363    0.7266 0.7266 0.0378    
BR ‐ JP      0.0367  0.2032 NA 0.1159 0.0362    
BR ‐ CH  0.0428      0.0353 NA     
BR ‐ IN      0.0821    0.1309 NA 0.1246     
BR ‐ RU    0.0492  0.0376  0.0421  0.1843 0.2186 0.2186     
BR ‐ GE        0.1315 0.3581 0.3581 0.0466    
BR ‐ FR        0.1374 0.3493 0.3493     
BR ‐ UK  ‐0.0351      0.1518 0.3449 0.3449     
US ‐ JP      0.0592  0.315 NA 0.0974 ‐0.037     
US ‐ CH    0.0378    0.0451 NA ‐0.0388    
US ‐ IN    0.0402  0.0685  0.0533  0.157 NA 0.0816 0.0482     
US ‐ RU      0.0411    0.2263 NA 0.1656     
US ‐ GE        0.2554 0.4671 0.4671     
US ‐ FR        0.2549 0.4592 0.4592 0.0475     
US ‐ UK        0.2651 0.4388 0.4388   ‐0.0493
US ‐ BR      0.0363    0.0517 0.4966 0.4966     
OIL ‐ JP          0.0368 0.0368     
OIL ‐ CH              
OIL ‐ IN          0.0353  0.0395    
OIL ‐ RU      0.0374  0.0361 0.094 0.094     
OIL ‐ GE              
OIL ‐ FR          0.0354 0.0354     
OIL ‐ UK          0.0604 0.0604 0.0357    
OIL ‐ BR          0.0376 0.0376 0.0479     
OIL ‐ US  ‐0.0373           0.0598      
Notes: Detection of  causality  involves estimation of  the  S‐statistics  (18)  for  causality  in mean, which has 













X ‐ Y  Lag ‐5  Lag ‐4  Lag ‐3  Lag ‐2  Lag ‐1 Lag 0 Lag 0 Lag +1 Lag +2 Lag +3  Lag +4  Lag +5
CH ‐ JP              
IN ‐ JP      0.1239        
IN ‐ CH            0.0353
RU ‐ JP        0.0536 NA     
RU ‐ CH          NA     
RU ‐ IN          0.06      
GE ‐ JP        0.0412 NA 0.0563     
GE ‐ CH          NA   0.0482
GE ‐ IN        0.0409 0.0641 0.0641 0.043     
GE ‐ RU  0.0533    0.0425  0.0506    0.0727 0.0727     
FR ‐ JP        0.062 NA 0.0601     
FR ‐ CH          NA 0.046    
FR ‐ IN        0.0654 0.0803     
FR ‐ RU  0.0421    0.0501    0.0473 0.0473     
FR ‐ GE        0.0683 0.8614 0.8614 0.0938 0.0406 0.0451    
UK ‐ JP    0.0528    0.0725 NA     
UK ‐ CH          NA     
UK ‐ IN          0.0419 0.0419 0.0855     
UK ‐ RU  0.1208  0.0371  0.0672  0.0575    0.0537 0.0537     
UK ‐ GE          0.4887 0.4887 0.0373 ‐0.049      
UK ‐ FR      0.0571    0.6771 0.6771 0.0435 0.0748     
BR ‐ JP    0.0467  0.0418  0.08 NA     
BR ‐ CH    0.0434  0.0876    NA 0.0462     
BR ‐ IN    0.0467  0.0356  0.0392 NA 0.0716     
BR ‐ RU      0.0767  0.0537  0.0902 0.0888 0.0888     
BR ‐ GE      0.0388  0.049  0.0859 0.1129 0.1129 0.0385    
BR ‐ FR    0.0421  0.0569  0.0526 0.152 0.152     
BR ‐ UK        0.0517 0.1817 0.1817     
US ‐ JP  0.0611        NA     
US ‐ CH          NA 0.0963 0.0852    
US ‐ IN  0.0361      0.0474 NA 0.0561     
US ‐ RU        0.1131 NA 0.0606     
US ‐ GE      0.0386  0.1119 0.2156 0.2156 0.0384 0.1288    
US ‐ FR      0.0575  0.0413 0.2225 0.2225 0.0822    
US ‐ UK          0.2101 0.2101 0.0516 0.0859    
US ‐ BR      0.0388    0.2447 0.2447 0.1 0.0743    
OIL ‐ JP              
OIL ‐ CH              
OIL ‐ IN              
OIL ‐ RU              
OIL ‐ GE          0.0381 0.0381     
OIL ‐ FR          0.0601 0.0601     
OIL ‐ UK          0.0392 0.0392 0.0498     
OIL ‐ BR              
OIL ‐ US     0.0352           0.0388
Notes: Detection of causality involves estimation of the S‐statistics (19) for causality in variance, which has 












X - Y Lag -5 Lag -4 Lag -3 Lag -2 Lag -1 Lag 0 Lag 0 Lag +1 Lag +2 Lag +3 Lag +4 Lag +5 
CH ‐ JP            0.0591  0.0591  0.0381          
IN ‐ JP          0.0701  0.1722  0.1722            
IN ‐ CH            0.0615  0.0615            
RU ‐ JP          0.1193  NA  0.1462            
RU ‐ CH        0.0432    NA    ‐0.0448          
RU ‐ IN          0.0576  0.1784  0.1784            
GE ‐ JP          0.2225  NA  0.232    ‐0.0395        
GE ‐ CH    0.0417      0.0616  NA        0.0353      
GE ‐ IN      0.0635    0.1219  0.1502  0.1502            
GE ‐ RU          0.0617  0.2718  0.2718            
FR ‐ JP        0.0377  0.2359  NA  0.2277  ‐0.0434  ‐0.044        
FR ‐ CH    0.0463      0.052  NA              
FR ‐ IN      0.0614  0.0424  0.0998  0.1697  0.1697            
FR ‐ RU          0.064  0.2774  0.2774            
FR ‐ GE          0.0573  0.7846  0.7846    ‐0.0394  ‐0.0482      
UK ‐ JP          0.2118  NA  0.2294          ‐0.0353 
UK ‐ CH    0.059      0.0549  NA              
UK ‐ IN      0.0576    0.1134  0.1723  0.1723            
UK ‐ RU    0.0451      0.0731  0.2768  0.2768            
UK ‐ GE          0.0391  0.668  0.668      ‐0.0378  0.0409    
UK ‐ FR  ‐0.0567      ‐0.0356    0.7257  0.7257        0.0372    
BR ‐ JP        0.037  0.2026  NA  0.1136        0.0364    
BR ‐ CH  0.0433        0.0357  NA              
BR ‐ IN      0.0804    0.1301  NA  0.124            
BR ‐ RU    0.0542  0.037  0.042  0.1797  0.2167  0.2167            
BR ‐ GE          0.1291  0.3587  0.3587        0.0456    
BR ‐ FR          0.1315  0.3487  0.3487            
BR ‐ UK  ‐0.0364        0.1485  0.3431  0.3431            
US ‐ JP        0.0581  0.3115  NA  0.0972  ‐0.0372          
US ‐ CH    0.0373      0.0463  NA          ‐0.0375    
US ‐ IN    0.0382  0.0686  0.0514  0.1569  NA  0.0808    0.05        
US ‐ RU      0.0419    0.2229  NA  0.1683            
US ‐ GE          0.2555  0.4682  0.4682            
US ‐ FR          0.2486  0.4599  0.4599  0.0492          
US ‐ UK          0.2619  0.441  0.441          ‐0.0489 
US ‐ BR      0.0351    0.0493  0.4962  0.4962            
Notes: Detection of  causality  involves estimation of  the  S‐statistics  (18)  for  causality  in mean, which has 














X ‐ Y  Lag ‐5  Lag ‐4  Lag ‐3  Lag ‐2  Lag ‐1  Lag 0  Lag 0  Lag +1  Lag +2  Lag +3  Lag +4  Lag +5 
CH ‐ JP                           
IN ‐ JP        0.1254                   
IN ‐ CH                           
RU ‐ JP  0.0356        0.0542  NA              
RU ‐ CH            NA              
RU ‐ IN          0.0358           0.0641      
GE ‐ JP          0.041  NA  0.0553            
GE ‐ CH            NA            0.0473 
GE ‐ IN          0.0408  0.0634  0.0634  0.0425          
GE ‐ RU  0.0518      0.0476    0.0703  0.0703            
FR ‐ JP          0.0571  NA  0.0543            
FR ‐ CH            NA          0.0456    
FR ‐ IN          0.0663       0.0797          
FR ‐ RU  0.0403    0.0351  0.0503    0.0487  0.0487            
FR ‐ GE          0.065  0.8583  0.8583  0.0593  0.039    0.0475    
UK ‐ JP    0.0518      0.067  NA              
UK ‐ CH            NA              
UK ‐ IN          0.037  0.0415  0.0415  0.0816          
UK ‐ RU  0.1179    0.0648  0.0633    0.0549  0.0549            
UK ‐ GE            0.4935  0.4935  0.0379    ‐0.0479      
UK ‐ FR        0.0438    0.6881  0.6881    0.0616        
BR ‐ JP    0.0459    0.0418  0.079  NA              
BR ‐ CH    0.0467    0.0929    NA  0.043            
BR ‐ IN    0.0497    0.036  0.0391  NA    0.0689          
BR ‐ RU      0.0686  0.047  0.0703  0.088  0.088            
BR ‐ GE      0.0366  0.0456  0.0817  0.1161  0.1161        0.0381    
BR ‐ FR    0.0434    0.0585  0.0516  0.1533  0.1533            
BR ‐ UK          0.0493  0.1783  0.1783            
US ‐ JP  0.0576          NA              
US ‐ CH            NA  0.0865        0.0925    
US ‐ IN  0.0374        0.0484  NA    0.0398          
US ‐ RU          0.1092  NA  0.0566            
US ‐ GE        0.0398  0.1058  0.2087  0.2087        0.1265    
US ‐ FR        0.0579  0.037  0.2244  0.2244        0.0825    
US ‐ UK            0.206  0.206    0.053    0.0904    
US ‐ BR        0.0405    0.2488  0.2488    0.1028    0.0843    
Notes: Detection of causality involves estimation of the S‐statistics (19) for causality in variance, which has 























Lag ‐5  Lag ‐4  Lag ‐3  Lag ‐2  Lag ‐1  Lag 0  Lag 0  Lag +1  Lag +2  Lag +3  Lag +4  Lag +5 
1  2  3  4  5  6  7  8  9  10  11  12  13  14  15 
CH‐JP  3130  1                  0%{‐SP}   0%{‐SP}   2.42%{‐SP}             
2730  401                  100% + 42/‐ 54   100% + 42/‐ 54   100% + 40/‐ 55   86% + 7/‐ 89      6% + 82/‐ 14    
1930  1201   0%/‐ 100      0% + 40/‐ 60      1% + 83/‐ 12   57% + 22/‐ 75   57% + 22/‐ 75   50% + 31/‐ 66   55% + 17/‐ 80      12% + 51/‐ 43    
1130  2001         6% + 77/‐ 21      2% + 20/‐ 76   47% + 22/‐ 73   47% + 22/‐ 73   13% + 39/‐ 58   15% + 23/‐ 75      4% + 58/‐ 38   9% + 72/‐ 27 
330  2801   0% + 33/‐ 50   0%/‐ 100   1% + 50/‐ 43   0% + 100   1% + 61/‐ 37   17% + 41/‐ 56   17% + 41/‐ 56   3% + 36/‐ 62   9% + 56/‐ 42      0% + 37/‐ 59   3% + 73/‐ 26 
250  2881   1% + 32/‐ 67   1% + 44/‐ 55   2% + 61/‐ 38   0% + 9/‐ 90   2% + 71/‐ 27   12% + 45/‐ 52   12% + 45/‐ 52   1% + 29/‐ 70   8% + 54/‐ 45      3% + 38/‐ 61   3% + 65/‐ 33 
150  2981   1% + 47/‐ 52   2% + 63/‐ 36   2% + 58/‐ 41   0% + 38/‐ 61   3% + 57/‐ 42   8% + 46/‐ 52   8% + 46/‐ 52   2% + 44/‐ 55   2% + 45/‐ 54   2% + 61/‐ 38   3% + 41/‐ 58   1% + 25/‐ 74 
IN‐JP  3130  1               .72%   .17%{+SP}   .17%{+SP}                
2730  401            1% + 25/‐ 62   100% + 80/‐ 16   100% + 55/‐ 38   100% + 55/‐ 38               1% + 42/‐ 57 
1930  1201         6% + 71/‐ 13   4% + 45/‐ 43   84% + 84/‐ 12   100% + 82/‐ 14   100% + 82/‐ 14      10% + 23/‐ 75         0% + 66/‐ 16 
1130  2001   4% + 2/‐ 97      4% + 2/‐ 97   3% + 98/‐ 1   56% + 23/‐ 75   100% + 73/‐ 22   100% + 73/‐ 22   9% + 10/‐ 85   8% + 1/‐ 98   0% + 90/‐ 9   0%/‐ 100   13% + 8/‐ 90 
330  2801   1% + 71/‐ 28   1% + 34/‐ 62   8% + 56/‐ 43   0% + 58/‐ 41   29% + 31/‐ 68   74% + 55/‐ 43   74% + 55/‐ 43   8% + 43/‐ 55   2% + 39/‐ 60   0% + 72/‐ 27   0% + 9/‐ 90   5% + 63/‐ 35 
250  2881   4% + 71/‐ 28   0% + 20/‐ 80   9% + 50/‐ 48   2% + 78/‐ 20   24% + 41/‐ 58   64% + 52/‐ 47   64% + 52/‐ 47   7% + 58/‐ 41   4% + 48/‐ 52   4% + 55/‐ 44   0% + 22/‐ 77   3% + 71/‐ 28 
150  2981   3% + 47/‐ 52   1% + 25/‐ 75   5% + 44/‐ 54   1% + 62/‐ 37   13% + 50/‐ 49   51% + 50/‐ 49   51% + 50/‐ 49   10% + 54/‐ 44   3% + 64/‐ 35   4% + 48/‐ 50   1% + 46/‐ 53   3% + 54/‐ 45 
IN‐CH  3130  1                 ‐1.76%  ‐1.76%                
2730  401                  100% + 45/‐ 49   100% + 45/‐ 49                
1930  1201                  42% + 59/‐ 37   42% + 59/‐ 37            14% + 43/‐ 55   0% + 50/‐ 50 
1130  2001            7% + 27/‐ 72      28% + 52/‐ 45   28% + 52/‐ 45            28% + 39/‐ 58   1% + 84/‐ 15 
330  2801   0% + 52/‐ 47   3% + 45/‐ 54   2% + 63/‐ 35   8% + 46/‐ 53   6% + 33/‐ 65   17% + 43/‐ 55   17% + 43/‐ 55   0%/‐ 100      7% + 38/‐ 61   13% + 37/‐ 61   9% + 50/‐ 47 
250  2881   3% + 48/‐ 50   2% + 56/‐ 43   2% + 45/‐ 54   10% + 53/‐ 46   5% + 29/‐ 69   13% + 35/‐ 64   13% + 35/‐ 64   0% + 42/‐ 50   0% + 66/‐ 33   7% + 34/‐ 65   14% + 37/‐ 61   7% + 54/‐ 45 
150  2981   2% + 38/‐ 60   3% + 61/‐ 37   3% + 58/‐ 41   6% + 44/‐ 55   3% + 59/‐ 38   12% + 41/‐ 58   12% + 41/‐ 58   1% + 55/‐ 44   0% + 80/‐ 20   5% + 40/‐ 58   9% + 46/‐ 52   5% + 50/‐ 49 
RU‐JP  3130  1               .17%{‐SP}     ‐2.4%{‐SP}                
2730  401   4% + 50/‐ 33            100% + 5/‐ 89      100% + 0/‐ 99                
1930  1201   28% + 50/‐ 47            100% + 17/‐ 80      100% + 14/‐ 85                
1130  2001   15% + 70/‐ 23         4% + 16/‐ 76   90% + 45/‐ 54      100% + 11/‐ 88   0% + 85/‐ 15             
330  2801   0% + 55/‐ 40   2% + 52/‐ 47      4% + 55/‐ 43   52% + 48/‐ 49      74% + 33/‐ 65   2% + 86/‐ 11   4% + 44/‐ 55   11% + 32/‐ 65   1% + 62/‐ 34   0% + 62/‐ 37 
250  2881   3% + 65/‐ 32   1% + 83/‐ 16      3% + 65/‐ 34   42% + 47/‐ 51      62% + 34/‐ 65   2% + 43/‐ 54   5% + 46/‐ 53   6% + 39/‐ 60   3% + 45/‐ 53   2% + 44/‐ 55 
150  2981   1% + 42/‐ 57   2% + 65/‐ 34   0% + 52/‐ 48   3% + 66/‐ 33   29% + 46/‐ 52      39% + 44/‐ 55   1% + 52/‐ 47   3% + 43/‐ 56   2% + 60/‐ 35   3% + 48/‐ 51   1% + 45/‐ 54 
RU‐CH  3130  1            3.6%{+SP}           ‐.22%{+SP}             
2730  401      8% + 91/‐ 5      91% + 74/‐ 22            100% + 79/‐ 19   16% + 50/‐ 47          
1930  1201      0% + 50/‐ 50      23% + 53/‐ 42   0% + 20/‐ 80      1% + 42/‐ 52   41% + 64/‐ 34         12% + 9/‐ 90    
1130  2001      21% + 40/‐ 57      22% + 85/‐ 14         10% + 25/‐ 72   54% + 63/‐ 34   0% + 26/‐ 73      9% + 33/‐ 65    
330  2801      8% + 27/‐ 71   0% + 66/‐ 33   7% + 75/‐ 23   0% + 66/‐ 33      5% + 39/‐ 60   16% + 72/‐ 26   1% + 89/‐ 10   0% + 43/‐ 56   1% + 51/‐ 45    
250  2881      7% + 36/‐ 63   0% + 60/‐ 40   6% + 66/‐ 32   0% + 42/‐ 57      4% + 43/‐ 56   14% + 67/‐ 32   1% + 62/‐ 35   0% + 77/‐ 22   1% + 31/‐ 68   0% + 22/‐ 77 
150  2981   0% + 57/‐ 42   6% + 45/‐ 54   0% + 80/‐ 20   2% + 53/‐ 46   1% + 46/‐ 53      2% + 60/‐ 39   9% + 54/‐ 44   0% + 57/‐ 42   3% + 61/‐ 38   0% + 44/‐ 56   0% + 50/‐ 50 
RU‐IN  3130  1           {‐SP}   1.59%   .85%   .85%        {‐SP}       
2730  401         1%/‐ 100   9% + 23/‐ 76   100% + 37/‐ 57   100% + 88/‐ 10   100% + 88/‐ 10      32% + 58/‐ 35   2%/‐ 100       
226 
 
 1930  1201         1% + 35/‐ 64   21% + 32/‐ 67   12% + 17/‐ 81   100% + 92/‐ 6   100% + 92/‐ 6      0% + 37/‐ 50   27% + 4/‐ 94       
1130  2001         0% + 20/‐ 80   3% + 34/‐ 61   21% + 49/‐ 43   100% + 79/‐ 18   100% + 79/‐ 18      0% + 90/‐ 10   22% + 20/‐ 77      13% + 89/‐ 10 
330  2801   4% + 18/‐ 81   2% + 64/‐ 33   1% + 64/‐ 32   0% + 28/‐ 72   17% + 54/‐ 45   86% + 45/‐ 53   86% + 45/‐ 53   6% + 31/‐ 67   6% + 64/‐ 34   2% + 44/‐ 52   4% + 62/‐ 37   14% + 49/‐ 49 
250  2881   5% + 34/‐ 63   3% + 51/‐ 47   0% + 73/‐ 21   0% + 20/‐ 73   16% + 53/‐ 46   73% + 45/‐ 54   73% + 45/‐ 54   6% + 41/‐ 58   6% + 74/‐ 24   1% + 23/‐ 76   3% + 88/‐ 11   12% + 42/‐ 57 
150  2981   5% + 51/‐ 48   2% + 52/‐ 47   2% + 62/‐ 37   1% + 45/‐ 54   6% + 45/‐ 53   48% + 51/‐ 47   48% + 51/‐ 47   6% + 48/‐ 51   3% + 63/‐ 36   1% + 44/‐ 56   1% + 67/‐ 32   5% + 28/‐ 71 
GE‐JP  3130  1              ‐.36%{‐SP}     ‐.17%     ‐1%          
2730  401               100% + 0/‐ 98      100% + 46/‐ 43      87% + 7/‐ 85          
1930  1201               100% + 6/‐ 92      100% + 49/‐ 45      40% + 6/‐ 88          
1130  2001   1% + 32/‐ 64         0% + 100   100% + 6/‐ 92      100% + 49/‐ 47   0% + 75/‐ 20   22% + 82/‐ 16      2% + 18/‐ 79    
330  2801   4% + 29/‐ 70   0% + 85/‐ 14   0% + 50/‐ 50   0% + 35/‐ 65   82% + 24/‐ 74      84% + 47/‐ 52   3% + 77/‐ 22   6% + 45/‐ 52   0% + 37/‐ 62   4% + 45/‐ 53   0%/‐ 100 
250  2881   3% + 55/‐ 44   0% + 85/‐ 14   0% + 70/‐ 30   2% + 60/‐ 39   76% + 28/‐ 70      73% + 48/‐ 51   6% + 74/‐ 25   3% + 56/‐ 43   1% + 37/‐ 62   2% + 52/‐ 44   2% + 37/‐ 62 
150  2981   3% + 64/‐ 34   0% + 40/‐ 59   1% + 39/‐ 60   3% + 50/‐ 50   64% + 40/‐ 59      61% + 43/‐ 55   4% + 67/‐ 32   1% + 53/‐ 44   1% + 61/‐ 38   1% + 40/‐ 59   1% + 61/‐ 38 
CH‐GE  3130  1                       ‐.81%         .24%    
2730  401                        100% + 48/‐ 47         95% + 46/‐ 44   23% + 48/‐ 45 
1930  1201         0% + 85/‐ 14      0% + 66/‐ 33   3% + 42/‐ 52      85% + 51/‐ 42   1% + 59/‐ 40   1% + 76/‐ 23   45% + 49/‐ 43    
1130  2001   7% + 53/‐ 43   0% + 66/‐ 33   1% + 30/‐ 69      4% + 76/‐ 22   4% + 62/‐ 37      43% + 56/‐ 39   15% + 28/‐ 69      15% + 26/‐ 72   0% + 37/‐ 62 
330  2801   4% + 32/‐ 63   4% + 84/‐ 15   0% + 50/‐ 50      10% + 56/‐ 41   2% + 38/‐ 60      12% + 45/‐ 54   6% + 31/‐ 67   2% + 28/‐ 71   9% + 63/‐ 35   6% + 38/‐ 60 
250  2881   6% + 33/‐ 65   5% + 61/‐ 36   1% + 38/‐ 61   1% + 55/‐ 42   9% + 61/‐ 37   3% + 47/‐ 52      8% + 40/‐ 58   5% + 20/‐ 78   3% + 43/‐ 55   7% + 54/‐ 44   4% + 45/‐ 54 
150  2981   5% + 43/‐ 56   3% + 55/‐ 43   1% + 59/‐ 40   2% + 46/‐ 53   4% + 69/‐ 30   3% + 44/‐ 55      8% + 43/‐ 56   6% + 25/‐ 74   3% + 50/‐ 48   3% + 47/‐ 51   3% + 50/‐ 48 
IN‐GE  3130  1                 ‐.2%  ‐.2%   .25%     ‐.31%       
2730  401                  100% + 34/‐ 57   100% + 34/‐ 57   100% + 57/‐ 37   0% + 33   100% + 43/‐ 47       
1930  1201               5% + 35/‐ 48   100% + 41/‐ 51   100% + 41/‐ 51   100% + 71/‐ 25   10% + 31/‐ 62   100% + 44/‐ 50       
1130  2001               29% + 57/‐ 40   95% + 52/‐ 43   95% + 52/‐ 43   100% + 61/‐ 35   1% + 60/‐ 36   84% + 39/‐ 56      3% + 25/‐ 68 
330  2801   2% + 33/‐ 64   0% + 100   0% + 83/‐ 16   3% + 51/‐ 46   14% + 48/‐ 50   70% + 47/‐ 51   70% + 47/‐ 51   73% + 45/‐ 54   5% + 59/‐ 39   15% + 54/‐ 45   1% + 30/‐ 70   3% + 73/‐ 24 
250  2881   1% + 60/‐ 39   0%/‐ 100   0% + 46/‐ 53   4% + 53/‐ 43   9% + 39/‐ 60   59% + 44/‐ 55   59% + 44/‐ 55   59% + 44/‐ 54   5% + 57/‐ 42   11% + 45/‐ 53   0% + 42/‐ 57   3% + 59/‐ 37 
150  2981   2% + 48/‐ 50   1% + 51/‐ 48   1% + 45/‐ 54   1% + 50/‐ 49   5% + 51/‐ 48   44% + 42/‐ 57   44% + 42/‐ 57   27% + 50/‐ 49   5% + 50/‐ 49   5% + 56/‐ 43   0% + 66/‐ 33   3% + 64/‐ 35 
RU‐GE  3130  1                  .07%   .07%  ‐3.89%             
2730  401         37% + 83/‐ 12         100% + 98/‐ 1   100% + 98/‐ 1   100% + 0/‐ 99             
1930  1201      0%/‐ 100   1% + 58/‐ 37   0% + 75/‐ 25      100% + 79/‐ 19   100% + 79/‐ 19   92% + 27/‐ 71         2% + 46/‐ 53    
1130  2001   8% + 26/‐ 70   0%/‐ 100   3% + 14/‐ 85   26% + 35/‐ 62   0% + 50/‐ 50   100% + 68/‐ 30   100% + 68/‐ 30   58% + 33/‐ 65         11% + 71/‐ 26    
330  2801   12% + 43/‐ 55   5% + 77/‐ 21   4% + 65/‐ 32   3% + 53/‐ 40   5% + 23/‐ 74   96% + 56/‐ 42   96% + 56/‐ 42   22% + 51/‐ 47   0% + 32/‐ 68   6% + 11/‐ 88   1% + 75/‐ 24   5% + 90/‐ 9 
250  2881   10% + 64/‐ 35   6% + 68/‐ 31   2% + 54/‐ 43   2% + 41/‐ 58   2% + 24/‐ 73   88% + 50/‐ 48   88% + 50/‐ 48   16% + 47/‐ 52   1% + 26/‐ 73   5% + 16/‐ 83   1% + 78/‐ 21   5% + 48/‐ 50 
150  2981   5% + 64/‐ 35   4% + 64/‐ 34   2% + 66/‐ 33   2% + 56/‐ 43   1% + 27/‐ 72   71% + 46/‐ 53   71% + 46/‐ 53   6% + 40/‐ 59   1% + 45/‐ 54   3% + 35/‐ 64   1% + 58/‐ 41   3% + 50/‐ 49 
FR‐JP  3130  1           ‐3.33%  ‐.46%{‐SP}     ‐1.17%{‐SP}   6.37%{+SP}  ‐.68%{‐SP}          
2730  401            15% + 7/‐ 87   100% + 1/‐ 98      100% + 4/‐ 94   71% + 93/‐ 6   99% + 35/‐ 46          
1930  1201            0% + 50/‐ 50   100% + 6/‐ 91      100% + 16/‐ 81   8% + 89/‐ 7   97% + 19/‐ 72          
1130  2001            3% + 77/‐ 18   100% + 29/‐ 67      100% + 20/‐ 77   14% + 74/‐ 23   53% + 24/‐ 73          
330  2801   0% + 35/‐ 64   0% + 37/‐ 62   4% + 52/‐ 46   3% + 52/‐ 47   91% + 26/‐ 72      90% + 44/‐ 55   6% + 68/‐ 29   11% + 26/‐ 73   2% + 45/‐ 54   2% + 78/‐ 20   0% + 23/‐ 69 
250  2881   3% + 64/‐ 35   0% + 52/‐ 47   0% + 33/‐ 66   4% + 48/‐ 51   87% + 29/‐ 69      78% + 45/‐ 53   7% + 66/‐ 33   6% + 41/‐ 58   3% + 46/‐ 51   2% + 76/‐ 22   1% + 37/‐ 60 
150  2981   3% + 67/‐ 32   1% + 56/‐ 40   2% + 48/‐ 50   4% + 56/‐ 43   66% + 42/‐ 57      58% + 41/‐ 58   6% + 54/‐ 44   1% + 46/‐ 53   2% + 46/‐ 53   2% + 63/‐ 36   1% + 50/‐ 50 
CH‐FR  3130  1                       ‐.19%{‐SP}         1.31%    
2730  401      0%/‐ 100                  100% + 19/‐ 77         100% + 71/‐ 22   0% + 100 
1930  1201                  23% + 48/‐ 47      69% + 37/‐ 58         54% + 58/‐ 34   4% + 39/‐ 58 
1130  2001   1% + 31/‐ 68   1% + 43/‐ 51         2% + 58/‐ 33   36% + 67/‐ 29      44% + 41/‐ 56   3% + 78/‐ 20      22% + 24/‐ 73   8% + 41/‐ 56 
330  2801   7% + 46/‐ 51   2% + 49/‐ 49   1% + 45/‐ 52      5% + 57/‐ 41   8% + 56/‐ 41      9% + 29/‐ 70   1% + 70/‐ 29   0% + 22/‐ 77   11% + 65/‐ 34   5% + 54/‐ 42 
250  2881   10% + 27/‐ 72   2% + 50/‐ 50   3% + 42/‐ 57   0% + 70/‐ 29   4% + 64/‐ 34   10% + 56/‐ 42      9% + 25/‐ 74   2% + 42/‐ 57   2% + 53/‐ 45   8% + 56/‐ 42   3% + 36/‐ 60 
150  2981   3% + 40/‐ 59   2% + 55/‐ 44   4% + 65/‐ 34   1% + 41/‐ 58   3% + 58/‐ 41   7% + 47/‐ 52      4% + 40/‐ 60   3% + 41/‐ 58   1% + 47/‐ 50   2% + 47/‐ 51   4% + 37/‐ 62 
IN‐FR  3130  1                 ‐.7%  ‐.7%  ‐.2%  ‐.93%  ‐.81%       
2730  401                  100% + 37/‐ 57   100% + 37/‐ 57   100% + 52/‐ 42   38% + 29/‐ 63   100% + 33/‐ 63   5% + 18/‐ 81    
1930  1201            4% + 82/‐ 16   0% + 100   100% + 55/‐ 39   100% + 55/‐ 39   100% + 65/‐ 30   36% + 37/‐ 60   100% + 29/‐ 67       
1130  2001            13% + 99/‐ 0   15% + 52/‐ 41   100% + 50/‐ 43   100% + 50/‐ 43   92% + 53/‐ 42   9% + 37/‐ 60   86% + 32/‐ 62   0%/‐ 100    
330  2801   0%/‐ 100   0% + 57/‐ 42   0% + 88/‐ 5   9% + 42/‐ 56   13% + 38/‐ 60   76% + 50/‐ 49   76% + 50/‐ 49   48% + 46/‐ 52   1% + 48/‐ 48   8% + 79/‐ 19   6% + 57/‐ 41   2% + 93/‐ 6 
250  2881   0% + 38/‐ 61   3% + 21/‐ 78   2% + 78/‐ 21   6% + 45/‐ 53   10% + 47/‐ 50   63% + 48/‐ 51   63% + 48/‐ 51   40% + 47/‐ 52   2% + 35/‐ 62   6% + 68/‐ 31   4% + 47/‐ 50   3% + 55/‐ 44 
150  2981   1% + 42/‐ 55   5% + 26/‐ 72   1% + 48/‐ 51   4% + 51/‐ 48   8% + 49/‐ 49   48% + 43/‐ 56   48% + 43/‐ 56   24% + 48/‐ 51   1% + 61/‐ 38   5% + 59/‐ 40   1% + 57/‐ 39   2% + 65/‐ 33 
RU‐FR  3130  1                 ‐.61%  ‐.61%  ‐4.76%     {‐SP}       
2730  401   3%/‐ 100   3%/‐ 100            100% + 15/‐ 81   100% + 15/‐ 81   100% + 0/‐ 99      32% + 6/‐ 89       
1930  1201   24% + 9/‐ 86   2% + 62/‐ 7         0%/‐ 100   100% + 32/‐ 63   100% + 32/‐ 63   70% + 15/‐ 83      12% + 1/‐ 98       
1130  2001   20% + 47/‐ 49   3% + 18/‐ 77         0%/‐ 100   100% + 40/‐ 57   100% + 40/‐ 57   47% + 21/‐ 77      0% + 50/‐ 50      0%/‐ 100 
330  2801   12% + 65/‐ 34   0% + 52/‐ 48   1% + 82/‐ 17   0% + 46/‐ 46   3% + 55/‐ 44   96% + 53/‐ 46   96% + 53/‐ 46   27% + 51/‐ 47   0% + 69/‐ 30   7% + 27/‐ 72   0% + 50/‐ 50   3% + 48/‐ 51 
250  2881   10% + 61/‐ 38   1% + 78/‐ 18   1% + 51/‐ 48   0% + 62/‐ 37   1% + 55/‐ 45   92% + 47/‐ 51   92% + 47/‐ 51   22% + 46/‐ 53   0% + 53/‐ 46   5% + 26/‐ 72   0% + 46/‐ 53   2% + 60/‐ 37 
150  2981   3% + 47/‐ 52   4% + 69/‐ 29   1% + 63/‐ 36   1% + 53/‐ 46   0% + 26/‐ 73   76% + 43/‐ 56   76% + 43/‐ 56   11% + 46/‐ 53   0% + 78/‐ 17   4% + 38/‐ 58   1% + 61/‐ 37   3% + 40/‐ 59 
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 FR‐GE  3130  1              ‐2.55%  ‐.06%  ‐.06%  {‐SP}  ‐1.25%   .42%       
2730  401               100% + 22/‐ 72   100% + 64/‐ 28   100% + 64/‐ 28   97% + 6/‐ 92   84% + 42/‐ 36   97% + 71/‐ 21       
1930  1201               50% + 30/‐ 68   100% + 65/‐ 30   100% + 65/‐ 30   88% + 30/‐ 68   46% + 56/‐ 37   66% + 42/‐ 50       
1130  2001   0% + 50/‐ 50         0% + 16/‐ 75   31% + 9/‐ 85   100% + 57/‐ 36   100% + 57/‐ 36   59% + 19/‐ 79   26% + 79/‐ 17   27% + 27/‐ 66       
330  2801   2% + 68/‐ 31      1% + 35/‐ 62   10% + 39/‐ 59   24% + 60/‐ 38   100% + 50/‐ 47   100% + 50/‐ 47   17% + 28/‐ 70   7% + 52/‐ 46   2% + 47/‐ 52   2% + 35/‐ 63   2% + 53/‐ 46 
250  2881   3% + 76/‐ 23   0% + 60/‐ 40   1% + 34/‐ 65   9% + 48/‐ 51   25% + 54/‐ 45   100% + 47/‐ 51   100% + 47/‐ 51   12% + 34/‐ 64   3% + 61/‐ 38   1% + 50/‐ 50   3% + 27/‐ 69   4% + 40/‐ 59 
150  2981   2% + 48/‐ 51   0% + 100   4% + 43/‐ 54   5% + 42/‐ 57   18% + 54/‐ 45   100% + 44/‐ 54   100% + 44/‐ 54   3% + 40/‐ 59   2% + 39/‐ 60   1% + 40/‐ 56   3% + 56/‐ 43   3% + 56/‐ 43 
UK‐JP  3130  1              ‐.09%{‐SP}     ‐.43%{‐SP}                
2730  401               100% + 1/‐ 98      100% + 2/‐ 97   4% + 100   37% + 3/‐ 96         2% + 100 
1930  1201               100% + 10/‐ 86      100% + 8/‐ 89      7% + 3/‐ 95          
1130  2001      3% + 94/‐ 5         100% + 38/‐ 60      100% + 28/‐ 68   9% + 74/‐ 21   2% + 2/‐ 97         9% + 76/‐ 21 
330  2801   6% + 51/‐ 47   4% + 58/‐ 39   2% + 63/‐ 36   0% + 50/‐ 50   89% + 33/‐ 65      95% + 39/‐ 59   5% + 70/‐ 29   6% + 45/‐ 51   3% + 42/‐ 57   0% + 73/‐ 21   5% + 17/‐ 81 
250  2881   7% + 63/‐ 36   3% + 49/‐ 50   0% + 64/‐ 36   1% + 65/‐ 34   79% + 36/‐ 62      84% + 40/‐ 58   4% + 63/‐ 36   4% + 52/‐ 46   3% + 54/‐ 45   0% + 50/‐ 50   4% + 27/‐ 71 
150  2981   4% + 56/‐ 43   1% + 48/‐ 51   1% + 48/‐ 51   3% + 51/‐ 48   58% + 45/‐ 54      59% + 40/‐ 59   4% + 48/‐ 51   2% + 49/‐ 49   1% + 60/‐ 39   0% + 69/‐ 30   5% + 37/‐ 62 
CH‐UK  3130  1                       ‐.9%{‐SP}         2.43%    
2730  401                        100% + 24/‐ 70         100% + 89/‐ 8   24% + 83/‐ 14 
1930  1201               0% + 62/‐ 37   14% + 37/‐ 57      58% + 44/‐ 51   21% + 19/‐ 78      85% + 62/‐ 34   8% + 54/‐ 43 
1130  2001   9% + 44/‐ 50   0% + 100   0% + 66/‐ 33      9% + 38/‐ 59   30% + 49/‐ 49      33% + 40/‐ 57   11% + 37/‐ 58      49% + 49/‐ 50   6% + 59/‐ 37 
330  2801   8% + 31/‐ 67   1% + 55/‐ 40   4% + 43/‐ 56   0%/‐ 100   6% + 64/‐ 35   16% + 45/‐ 53      11% + 21/‐ 77   3% + 50/‐ 47   3% + 66/‐ 32   16% + 59/‐ 39   2% + 69/‐ 27 
250  2881   9% + 24/‐ 74   2% + 47/‐ 50   4% + 42/‐ 56      4% + 80/‐ 19   16% + 42/‐ 54      10% + 44/‐ 54   3% + 53/‐ 44   2% + 71/‐ 26   11% + 62/‐ 36   2% + 60/‐ 39 
150  2981   5% + 47/‐ 52   1% + 32/‐ 67   5% + 46/‐ 53   0% + 41/‐ 58   3% + 55/‐ 44   10% + 47/‐ 51      6% + 45/‐ 54   4% + 37/‐ 60   2% + 65/‐ 34   3% + 50/‐ 48   2% + 38/‐ 59 
IN‐UK  3130  1                  .35%   .35%   .35%{‐SP}     ‐.17%       
2730  401   8% + 80/‐ 16               100% + 71/‐ 23   100% + 71/‐ 23   100% + 41/‐ 56      100% + 35/‐ 58       
1930  1201   45% + 80/‐ 17               100% + 86/‐ 12   100% + 86/‐ 12   100% + 47/‐ 50      87% + 46/‐ 47       
1130  2001   30% + 73/‐ 23   2% + 23/‐ 67   0% + 6/‐ 93      25% + 33/‐ 65   95% + 71/‐ 25   95% + 71/‐ 25   100% + 46/‐ 50   0%/‐ 100   52% + 57/‐ 39       
330  2801   7% + 28/‐ 71   0% + 20/‐ 80   0% + 62/‐ 37   4% + 17/‐ 82   26% + 41/‐ 57   75% + 53/‐ 45   75% + 53/‐ 45   56% + 36/‐ 62   1% + 18/‐ 81   12% + 52/‐ 47   9% + 57/‐ 40   1% + 82/‐ 17 
250  2881   3% + 25/‐ 72   3% + 21/‐ 77   1% + 48/‐ 48   4% + 47/‐ 51   19% + 37/‐ 62   67% + 50/‐ 49   67% + 50/‐ 49   45% + 37/‐ 62   2% + 41/‐ 58   8% + 68/‐ 31   8% + 48/‐ 50   2% + 73/‐ 25 
150  2981   2% + 43/‐ 55   3% + 31/‐ 68   1% + 52/‐ 47   3% + 55/‐ 42   9% + 47/‐ 52   49% + 46/‐ 53   49% + 46/‐ 53   26% + 38/‐ 60   1% + 58/‐ 41   3% + 58/‐ 40   5% + 49/‐ 50   3% + 58/‐ 41 
RU‐UK  3130  1  {‐SP}              ‐1.07%{‐SP}  ‐1.07%{‐SP}  ‐3.94%{‐SP}     {‐SP}  ‐4.45%    
2730  401   18% + 14/‐ 80               100% + 0/‐ 99   100% + 0/‐ 99   100% + 0/‐ 99      56% + 1/‐ 98   60% + 0/‐ 99    
1930  1201   34% + 29/‐ 65            0%/‐ 100   100% + 9/‐ 88   100% + 9/‐ 88   100% + 17/‐ 81      31% + 3/‐ 96   25% + 26/‐ 68    
1130  2001   17% + 21/‐ 77            0% + 60/‐ 20   100% + 30/‐ 67   100% + 30/‐ 67   78% + 18/‐ 80      19% + 21/‐ 75   26% + 68/‐ 28   0% + 77/‐ 22 
330  2801   11% + 21/‐ 77   5% + 51/‐ 47   0% + 66/‐ 33   0% + 66/‐ 33   4% + 41/‐ 58   94% + 40/‐ 58   94% + 40/‐ 58   34% + 41/‐ 58   0% + 84/‐ 16   12% + 29/‐ 69   6% + 64/‐ 34   8% + 58/‐ 41 
250  2881   8% + 32/‐ 67   7% + 50/‐ 48   2% + 47/‐ 52   0% + 50/‐ 50   2% + 48/‐ 51   91% + 39/‐ 60   91% + 39/‐ 60   26% + 42/‐ 57   0% + 72/‐ 27   10% + 28/‐ 71   6% + 66/‐ 33   9% + 59/‐ 40 
150  2981   4% + 41/‐ 57   5% + 45/‐ 54   4% + 44/‐ 55   0% + 41/‐ 58   1% + 54/‐ 45   76% + 37/‐ 62   76% + 37/‐ 62   14% + 41/‐ 58   0% + 71/‐ 28   8% + 40/‐ 59   5% + 60/‐ 39   2% + 38/‐ 61 
UK‐GE  3130  1              ‐2.98%   .04%   .04%  {‐SP}      2.44%  ‐2.39%    
2730  401   13% + 10/‐ 87            71% + 7/‐ 89   100% + 97/‐ 1   100% + 97/‐ 1   87% + 5/‐ 93      8% + 91/‐ 5   26% + 7/‐ 88    
1930  1201   5% + 17/‐ 79            42% + 21/‐ 77   100% + 72/‐ 24   100% + 72/‐ 24   73% + 9/‐ 88      11% + 42/‐ 46   58% + 21/‐ 75    
1130  2001   0% + 87/‐ 12         0% + 100   30% + 14/‐ 84   100% + 57/‐ 40   100% + 57/‐ 40   47% + 32/‐ 65      1% + 52/‐ 41   17% + 35/‐ 62   0% + 100 
330  2801   1% + 26/‐ 72   0% + 91/‐ 8   1% + 5/‐ 92   3% + 35/‐ 60   23% + 48/‐ 51   100% + 57/‐ 41   100% + 57/‐ 41   17% + 24/‐ 74   3% + 46/‐ 51   6% + 48/‐ 49   3% + 43/‐ 56   13% + 21/‐ 77 
250  2881   2% + 78/‐ 21   0% + 75   2% + 40/‐ 59   1% + 70/‐ 29   18% + 48/‐ 50   100% + 52/‐ 46   100% + 52/‐ 46   13% + 26/‐ 73   2% + 68/‐ 31   2% + 44/‐ 54   3% + 65/‐ 33   11% + 32/‐ 67 
150  2981   1% + 61/‐ 38   0% + 71/‐ 28   2% + 57/‐ 42   1% + 58/‐ 41   6% + 54/‐ 45   100% + 46/‐ 53   100% + 46/‐ 53   7% + 45/‐ 54   1% + 54/‐ 45   1% + 29/‐ 68   2% + 49/‐ 50   8% + 50/‐ 49 
UK‐FR  3130  1   .35%        ‐1.93%     ‐.12%{‐SP}  ‐.12%{‐SP}  {‐SP}        ‐1.59%    
2730  401   99% + 37/‐ 56         34% + 13/‐ 79      100% + 43/‐ 49   100% + 43/‐ 49   58%/‐ 100         1% + 25/‐ 75   3% + 92/‐ 7 
1930  1201   94% + 38/‐ 53         27% + 20/‐ 71   11% + 4/‐ 93   100% + 35/‐ 59   100% + 35/‐ 59   6% + 18/‐ 76         28% + 50/‐ 45   3% + 45/‐ 35 
1130  2001   61% + 53/‐ 41      3% + 17/‐ 80   18% + 26/‐ 72   19% + 16/‐ 83   100% + 42/‐ 53   100% + 42/‐ 53   5% + 6/‐ 93   3% + 26/‐ 68      17% + 45/‐ 51   11% + 44/‐ 51 
330  2801   11% + 50/‐ 49   0% + 54/‐ 40   2% + 55/‐ 43   2% + 57/‐ 42   2% + 43/‐ 56   100% + 49/‐ 49   100% + 49/‐ 49   6% + 29/‐ 69   5% + 71/‐ 28   0% + 66/‐ 33   3% + 43/‐ 54   4% + 12/‐ 87 
250  2881   7% + 55/‐ 43   0% + 12/‐ 87   2% + 56/‐ 43   1% + 73/‐ 26   1% + 41/‐ 58   100% + 44/‐ 54   100% + 44/‐ 54   5% + 45/‐ 53   4% + 66/‐ 33   0% + 33/‐ 66   2% + 57/‐ 42   5% + 33/‐ 66 
150  2981   2% + 40/‐ 59   0% + 25/‐ 75   2% + 46/‐ 53   0% + 59/‐ 40   0% + 57/‐ 42   100% + 42/‐ 57   100% + 42/‐ 57   4% + 48/‐ 52   2% + 66/‐ 33   0% + 42/‐ 57   0% + 60/‐ 40   5% + 40/‐ 60 
BR‐JP  3130  1            .82%  ‐.3%{‐SP}     ‐1.98%            .55%    
2730  401            4% + 11/‐ 82   100% + 0/‐ 99      100% + 1/‐ 96            100% + 82/‐ 12    
1930  1201            6% + 23/‐ 65   100% + 1/‐ 97      100% + 8/‐ 89            73% + 88/‐ 8   0% + 100 
1130  2001   0% + 66/‐ 33      1% + 55/‐ 37   12% + 48/‐ 46   100% + 8/‐ 89      86% + 17/‐ 79      0% + 33/‐ 66   5% + 1/‐ 98   47% + 81/‐ 16   1% + 33/‐ 66 
330  2801   7% + 51/‐ 47   9% + 40/‐ 57   0% + 54/‐ 45   6% + 50/‐ 49   89% + 34/‐ 64      45% + 50/‐ 48   8% + 43/‐ 55   0% + 38/‐ 61   3% + 40/‐ 58   4% + 62/‐ 37   4% + 9/‐ 90 
250  2881   6% + 53/‐ 45   10% + 44/‐ 54   0% + 18/‐ 81   11% + 52/‐ 46   82% + 35/‐ 64      42% + 44/‐ 55   10% + 48/‐ 50   1% + 20/‐ 80   2% + 37/‐ 62   3% + 57/‐ 42   2% + 2/‐ 97 
150  2981   1% + 50/‐ 50   7% + 51/‐ 48   3% + 45/‐ 54   14% + 49/‐ 49   53% + 40/‐ 59      28% + 43/‐ 56   7% + 48/‐ 51   2% + 47/‐ 51   4% + 42/‐ 56   2% + 47/‐ 52   2% + 28/‐ 71 
BR‐CH  3130  1   1.17%            1.13%                      
2730  401 
 100%  +  58/‐ 
34            2% + 10/‐ 70            55% + 18/‐ 75          
1930  1201   51% + 49/‐ 42      4% + 34/‐ 60      7% + 55/‐ 42      23% + 45/‐ 51      46% + 39/‐ 56   7% + 40/‐ 50       
1130  2001   33% + 35/‐ 62   16% + 22/‐ 75   0% + 37/‐ 62      5% + 19/‐ 78      38% + 37/‐ 59      7% + 42/‐ 55   17% + 26/‐ 71      5% + 49/‐ 43 
228 
 
 330  2801   3% + 34/‐ 64   0% + 18/‐ 81   4% + 78/‐ 21   3% + 46/‐ 53   4% + 41/‐ 55      20% + 44/‐ 54   0%/‐ 100   5% + 49/‐ 47   4% + 28/‐ 69   1% + 15/‐ 84   11% + 50/‐ 48 
250  2881   2% + 33/‐ 63   0% + 42/‐ 57   3% + 77/‐ 22   2% + 61/‐ 36   6% + 43/‐ 55      14% + 51/‐ 46   0% + 25/‐ 75   4% + 47/‐ 51   2% + 19/‐ 80   2% + 44/‐ 55   9% + 26/‐ 73 
150  2981   5% + 49/‐ 49   1% + 46/‐ 53   2% + 46/‐ 53   2% + 56/‐ 43   4% + 53/‐ 45      10% + 45/‐ 54   1% + 59/‐ 40   3% + 54/‐ 45   3% + 26/‐ 73   2% + 53/‐ 46   4% + 48/‐ 51 
BR‐IN  3130  1        ‐2.07%{‐SP}     ‐.61%     ‐.48%                
2730  401   0% + 75   3%/‐ 100   100% + 29/‐ 66      100% + 69/‐ 27      100% + 83/‐ 13                
1930  1201   0%/‐ 50   30% + 63/‐ 31   99% + 18/‐ 80   9% + 8/‐ 77   100% + 76/‐ 21      100% + 65/‐ 29                
1130  2001   3% + 11/‐ 79   6% + 66/‐ 32   73% + 21/‐ 75   2% + 75/‐ 24   100% + 66/‐ 30      100% + 63/‐ 31   7% + 86/‐ 13   0% + 100   2% + 12/‐ 86      0% + 92/‐ 7 
330  2801   10% + 53/‐ 45   16% + 51/‐ 47   26% + 39/‐ 60   2% + 62/‐ 34   58% + 46/‐ 52      49% + 49/‐ 49   15% + 72/‐ 26   1% + 27/‐ 70   12% + 26/‐ 72   2% + 22/‐ 77   7% + 50/‐ 49 
250  2881   11% + 57/‐ 42   12% + 52/‐ 47   22% + 46/‐ 52   3% + 50/‐ 47   49% + 46/‐ 52      42% + 47/‐ 51   12% + 70/‐ 28   2% + 19/‐ 80   9% + 44/‐ 54   1% + 27/‐ 72   7% + 53/‐ 44 
150  2981   7% + 48/‐ 51   7% + 44/‐ 54   12% + 46/‐ 53   1% + 45/‐ 54   32% + 44/‐ 55      27% + 41/‐ 58   8% + 54/‐ 44   1% + 73/‐ 26   3% + 62/‐ 37   1% + 70/‐ 29   4% + 39/‐ 60 
BR‐RU  3130  1      10.16%{‐SP}  ‐1.6%{+SP}  ‐.24%  ‐2.5%{‐SP}  ‐.87%{‐SP}  ‐.87%{‐SP}                
2730  401      54% + 9/‐ 85   60% + 90/‐ 7   76% + 36/‐ 61   100% + 1/‐ 98   100% + 2/‐ 97   100% + 2/‐ 97                
1930  1201      20% + 28/‐ 70   36% + 94/‐ 4   2% + 62/‐ 31   100% + 31/‐ 65   100% + 8/‐ 89   100% + 8/‐ 89                
1130  2001   0%/‐ 50   0% + 45/‐ 54   16% + 55/‐ 41   4% + 42/‐ 53   100% + 29/‐ 67   100% + 21/‐ 76   100% + 21/‐ 76               0%/‐ 100 
330  2801   2% + 66/‐ 30   4% + 48/‐ 48   3% + 89/‐ 10   8% + 63/‐ 35   83% + 25/‐ 74   84% + 41/‐ 58   84% + 41/‐ 58   1% + 43/‐ 53   0% + 100   1% + 62/‐ 35   2% + 62/‐ 35   2% + 57/‐ 39 
250  2881   4% + 63/‐ 35   5% + 48/‐ 50   4% + 72/‐ 27   6% + 57/‐ 41   73% + 27/‐ 72   75% + 42/‐ 57   75% + 42/‐ 57   0% + 20/‐ 79   1% + 92/‐ 7   0% + 84/‐ 15   2% + 54/‐ 45   3% + 63/‐ 36 
150  2981   0% + 44/‐ 55   5% + 45/‐ 54   0% + 57/‐ 42   2% + 36/‐ 61   48% + 38/‐ 61   63% + 44/‐ 54   63% + 44/‐ 54   3% + 51/‐ 48   2% + 73/‐ 26   1% + 56/‐ 44   1% + 57/‐ 42   1% + 34/‐ 65 
BR‐GE  3130  1              ‐1.83%   .17%   .17%           ‐2.15%    
2730  401               100% + 24/‐ 67   100% + 73/‐ 22   100% + 73/‐ 22            100% + 11/‐ 83    
1930  1201         25% + 65/‐ 24      100% + 51/‐ 43   100% + 63/‐ 32   100% + 63/‐ 32            72% + 41/‐ 51    
1130  2001         18% + 71/‐ 25   5% + 55/‐ 42   95% + 50/‐ 46   100% + 64/‐ 31   100% + 64/‐ 31   0% + 23/‐ 76   0% + 75/‐ 12   2% + 36/‐ 53   58% + 49/‐ 45   5% + 41/‐ 49 
330  2801   0% + 90/‐ 10      0% + 30/‐ 69   1% + 15/‐ 84   51% + 45/‐ 54   99% + 47/‐ 51   99% + 47/‐ 51   5% + 57/‐ 42   1% + 11/‐ 88   4% + 31/‐ 67   11% + 25/‐ 73   4% + 19/‐ 80 
250  2881   2% + 93/‐ 6   0% + 57/‐ 42   2% + 31/‐ 68   1% + 20/‐ 80   43% + 39/‐ 59   98% + 53/‐ 45   98% + 53/‐ 45   5% + 50/‐ 48   2% + 41/‐ 54   2% + 44/‐ 54   10% + 34/‐ 64   3% + 36/‐ 62 
150  2981   1% + 51/‐ 45   1% + 65/‐ 35   3% + 46/‐ 53   2% + 38/‐ 61   23% + 43/‐ 56   87% + 46/‐ 53   87% + 46/‐ 53   2% + 47/‐ 52   2% + 46/‐ 53   1% + 45/‐ 54   8% + 52/‐ 47   3% + 66/‐ 33 
BR‐FR  3130  1              ‐4.29%  ‐.17%{‐SP}  ‐.17%{‐SP}                
2730  401      12% + 31/‐ 68         100% + 3/‐ 95   100% + 40/‐ 51   100% + 40/‐ 51         0%   11% + 41/‐ 52    
1930  1201      5% + 41/‐ 50         100% + 28/‐ 68   100% + 30/‐ 64   100% + 30/‐ 64         39% + 43/‐ 51   32% + 80/‐ 14   6% + 18/‐ 78 
1130  2001      8% + 15/‐ 80      0% + 88/‐ 11   100% + 28/‐ 68   100% + 36/‐ 58   100% + 36/‐ 58   5% + 14/‐ 81   0% + 72/‐ 18   35% + 24/‐ 72   7% + 36/‐ 55   8% + 68/‐ 26 
330  2801   3% + 38/‐ 61   3% + 56/‐ 41   0%/‐ 100   3% + 20/‐ 78   71% + 53/‐ 46   98% + 38/‐ 61   98% + 38/‐ 61   5% + 29/‐ 70   8% + 75/‐ 23   9% + 48/‐ 51   6% + 27/‐ 70   3% + 21/‐ 73 
250  2881   3% + 61/‐ 38   2% + 66/‐ 31   1% + 52/‐ 47   2% + 48/‐ 51   49% + 52/‐ 46   97% + 47/‐ 52   97% + 47/‐ 52   2% + 56/‐ 42   5% + 50/‐ 49   8% + 48/‐ 51   5% + 28/‐ 71   1% + 26/‐ 73 
150  2981   2% + 54/‐ 45   4% + 56/‐ 43   2% + 52/‐ 47   2% + 53/‐ 46   21% + 54/‐ 45   88% + 45/‐ 54   88% + 45/‐ 54   2% + 42/‐ 57   4% + 46/‐ 53   8% + 36/‐ 63   3% + 44/‐ 55   3% + 68/‐ 31 
BR‐UK  3130  1   3.7%           ‐2.17%  ‐.52%{‐SP}  ‐.52%{‐SP}        {‐SP}       
2730  401   0% + 100            100% + 4/‐ 95   100% + 11/‐ 85   100% + 11/‐ 85         44% + 0/‐ 97       
1930  1201         0%/‐ 100   0%/‐ 75   100% + 17/‐ 80   100% + 17/‐ 78   100% + 17/‐ 78         40% + 32/‐ 60   29% + 89/‐ 8    
1130  2001      4% + 89/‐ 9   3% + 35/‐ 60   19% + 75/‐ 21   100% + 37/‐ 59   100% + 21/‐ 75   100% + 21/‐ 75         28% + 12/‐ 85   17% + 73/‐ 22    
330  2801   5% + 49/‐ 50   0% + 87/‐ 12   1% + 76/‐ 23   5% + 35/‐ 64   83% + 49/‐ 49   100% + 33/‐ 65   100% + 33/‐ 65   1% + 42/‐ 57   1% + 56/‐ 43   9% + 40/‐ 57   6% + 43/‐ 55   0% + 74/‐ 25 
250  2881   4% + 56/‐ 42   0% + 64/‐ 35   2% + 72/‐ 25   4% + 52/‐ 47   69% + 45/‐ 54   97% + 41/‐ 57   97% + 41/‐ 57   2% + 40/‐ 59   1% + 39/‐ 60   8% + 42/‐ 57   6% + 51/‐ 48   0% + 37/‐ 62 
150  2981   4% + 39/‐ 60   1% + 38/‐ 61   3% + 52/‐ 45   4% + 37/‐ 62   34% + 47/‐ 52   85% + 41/‐ 57   85% + 41/‐ 57   2% + 57/‐ 42   1% + 56/‐ 43   5% + 37/‐ 61   5% + 62/‐ 37   0% + 40/‐ 60 
US‐JP  3130  1           ‐1.86%  ‐1.11%{‐SP}     ‐.21%   .54%             
2730  401            100% + 80/‐ 17   100% + 4/‐ 95      100% + 72/‐ 24   54% + 98/‐ 0      33% + 9/‐ 81       
1930  1201            77% + 94/‐ 4   100% + 2/‐ 97      100% + 80/‐ 15   28% + 44/‐ 44      12% + 35/‐ 50   9%/‐ 98    
1130  2001   14% + 3/‐ 95         27% + 76/‐ 21   100% + 8/‐ 89      80% + 67/‐ 28   4% + 35/‐ 60      10% + 53/‐ 42   4% + 22/‐ 72    
330  2801   3% + 36/‐ 62   4% + 53/‐ 45   5% + 66/‐ 33   21% + 42/‐ 56   100% + 30/‐ 69      56% + 47/‐ 52   13% + 46/‐ 52   3% + 56/‐ 41   12% + 38/‐ 60   0% + 59/‐ 40   3% + 25/‐ 74 
250  2881   3% + 33/‐ 65   3% + 24/‐ 73   5% + 66/‐ 33   16% + 43/‐ 56   98% + 34/‐ 65      50% + 38/‐ 60   11% + 38/‐ 60   3% + 47/‐ 51   10% + 37/‐ 62   0% + 36/‐ 54   3% + 13/‐ 86 
150  2981   4% + 61/‐ 38   3% + 42/‐ 57   5% + 50/‐ 49   12% + 48/‐ 51   90% + 41/‐ 58      28% + 40/‐ 59   9% + 44/‐ 55   5% + 62/‐ 37   6% + 32/‐ 66   1% + 57/‐ 42   2% + 50/‐ 50 
CH‐US  3130  1     ‐3.6%                  2.66%        ‐1.58%    
2730  401   3% + 68/‐ 31   3% + 53/‐ 46   39% + 51/‐ 44               44% + 48/‐ 42         0%/‐ 100   69% + 51/‐ 45 
1930  1201   23% + 36/‐ 57   0% + 25/‐ 75   1% + 55/‐ 44      0%/‐ 100   17% + 47/‐ 50      5% + 52/‐ 46      32% + 58/‐ 34   2% + 64/‐ 28   35% + 51/‐ 45 
1130  2001   49% + 42/‐ 54   2% + 47/‐ 50   11% + 68/‐ 29         26% + 53/‐ 44      2% + 16/‐ 80   7% + 45/‐ 51   25% + 58/‐ 39   0%/‐ 100   8% + 32/‐ 65 
330  2801   22% + 41/‐ 57   3% + 53/‐ 45   3% + 47/‐ 51   1% + 56/‐ 40   4% + 60/‐ 39   12% + 68/‐ 31      5% + 56/‐ 43   7% + 36/‐ 62   9% + 61/‐ 36   0% + 52/‐ 47   11% + 39/‐ 58 
250  2881   21% + 44/‐ 55   1% + 55/‐ 42   4% + 58/‐ 40   0% + 57/‐ 42   3% + 63/‐ 36   10% + 64/‐ 35      5% + 48/‐ 51   5% + 47/‐ 52   6% + 52/‐ 47   1% + 70/‐ 29   7% + 44/‐ 54 
150  2981   13% + 42/‐ 56   3% + 48/‐ 51   4% + 52/‐ 47   2% + 60/‐ 38   1% + 56/‐ 44   7% + 47/‐ 52      4% + 51/‐ 47   2% + 39/‐ 59   4% + 52/‐ 47   1% + 74/‐ 25   5% + 47/‐ 51 
IN‐US  3130  1            3.73%     ‐.98%     ‐.06%  ‐3.56%   .15%  ‐4.98%    
2730  401            79% + 41/‐ 50      100% + 29/‐ 57      100% + 56/‐ 37   100% + 31/‐ 62   100% + 31/‐ 59   23% + 32/‐ 54    
1930  1201   14% + 84/‐ 14         3% + 31/‐ 66      94% + 26/‐ 68      100% + 85/‐ 13   69% + 27/‐ 69   100% + 42/‐ 49   32% + 66/‐ 28    
1130  2001   33% + 63/‐ 29   0% + 52/‐ 47   10% + 24/‐ 72   5% + 76/‐ 22   4% + 56/‐ 39   58% + 21/‐ 76      98% + 71/‐ 24   25% + 44/‐ 53   93% + 45/‐ 49   5% + 89/‐ 9    
330  2801   12% + 39/‐ 59   3% + 41/‐ 58   5% + 44/‐ 55   2% + 77/‐ 22   11% + 41/‐ 58   57% + 48/‐ 50      68% + 37/‐ 61   9% + 56/‐ 42   17% + 58/‐ 41   11% + 44/‐ 55   0% + 45/‐ 54 
250  2881   9% + 48/‐ 51   6% + 26/‐ 72   3% + 67/‐ 31   3% + 63/‐ 36   10% + 41/‐ 58   45% + 49/‐ 49      56% + 38/‐ 60   10% + 58/‐ 41   13% + 59/‐ 39   10% + 50/‐ 49   3% + 44/‐ 56 
150  2981   4% + 51/‐ 48   5% + 30/‐ 69   3% + 50/‐ 49   3% + 51/‐ 48   6% + 41/‐ 58   24% + 50/‐ 49      39% + 43/‐ 56   6% + 63/‐ 36   6% + 51/‐ 48   4% + 40/‐ 60   4% + 69/‐ 29 
RU‐US  3130  1                  1.63%     ‐1.5%{‐SP}      1.95%       
2730  401                  100% + 97/‐ 2      100% + 1/‐ 98      75% + 42/‐ 50       
229 
 
 1930  1201                  100% + 92/‐ 6      100% + 37/‐ 60      4% + 28/‐ 67       
1130  2001         0% + 14/‐ 85         100% + 75/‐ 23      100% + 38/‐ 60   0% + 100   4% + 73/‐ 20       
330  2801   2% + 17/‐ 82   2% + 58/‐ 38   0% + 63/‐ 36   0% + 73/‐ 26   8% + 25/‐ 73   82% + 50/‐ 49      93% + 43/‐ 56   1% + 55/‐ 42   3% + 42/‐ 56   2% + 24/‐ 74   0% + 41/‐ 58 
250  2881   3% + 32/‐ 62   5% + 58/‐ 41   1% + 46/‐ 53   0% + 67/‐ 32   7% + 24/‐ 75   74% + 45/‐ 54      82% + 40/‐ 59   1% + 25/‐ 74   1% + 46/‐ 51   3% + 30/‐ 67   1% + 60/‐ 40 
150  2981   2% + 31/‐ 68   4% + 43/‐ 55   2% + 46/‐ 53   1% + 64/‐ 35   4% + 40/‐ 59   52% + 45/‐ 54      62% + 40/‐ 58   1% + 56/‐ 43   0% + 90/‐ 9   2% + 40/‐ 59   0% + 50/‐ 50 
US‐GE  3130  1               .04%   .24%   .24%                
2730  401               100% + 45/‐ 47   100% + 40/‐ 46   100% + 40/‐ 46                
1930  1201            32% + 50/‐ 47   100% + 58/‐ 36   100% + 40/‐ 51   100% + 40/‐ 51   6% + 51/‐ 43            10% + 49/‐ 46 
1130  2001            10% + 11/‐ 88   100% + 55/‐ 42   100% + 50/‐ 45   100% + 50/‐ 45   8% + 38/‐ 58   2% + 28/‐ 67         31% + 71/‐ 25 
330  2801   1% + 31/‐ 66   5% + 16/‐ 82   0% + 83/‐ 16   4% + 25/‐ 74   85% + 38/‐ 60   95% + 44/‐ 55   95% + 44/‐ 55   3% + 44/‐ 55   2% + 37/‐ 61   3% + 97/‐ 2      9% + 35/‐ 64 
250  2881   1% + 48/‐ 51   4% + 10/‐ 89   1% + 50/‐ 50   9% + 47/‐ 51   77% + 39/‐ 59   92% + 43/‐ 56   92% + 43/‐ 56   2% + 48/‐ 49   1% + 58/‐ 41   3% + 69/‐ 30   1% + 7/‐ 92   5% + 37/‐ 62 
150  2981   3% + 42/‐ 56   2% + 32/‐ 67   2% + 47/‐ 52   3% + 41/‐ 58   62% + 43/‐ 55   88% + 44/‐ 54   88% + 44/‐ 54   2% + 53/‐ 46   3% + 53/‐ 46   1% + 53/‐ 46   1% + 48/‐ 51   3% + 38/‐ 61 
US‐FR  3130  1              ‐2.47%{‐SP}   .15%   .15%   3.58%             
2730  401               100% + 7/‐ 91   100% + 73/‐ 23   100% + 73/‐ 23   99% + 42/‐ 46             
1930  1201   0% + 100   0% + 11/‐ 88         100% + 32/‐ 65   100% + 72/‐ 22   100% + 72/‐ 22   55% + 56/‐ 34             
1130  2001      21% + 80/‐ 15      0% + 100   100% + 32/‐ 64   100% + 60/‐ 35   100% + 60/‐ 35   32% + 60/‐ 34         3% + 25/‐ 71   17% + 38/‐ 56 
330  2801   1% + 69/‐ 30   10% + 47/‐ 51   0% + 50/‐ 50   1% + 30/‐ 67   100% + 42/‐ 56   100% + 44/‐ 54   100% + 44/‐ 54   14% + 64/‐ 35   2% + 54/‐ 42   0% + 50/‐ 50   0%/‐ 100   9% + 56/‐ 42 
250  2881   2% + 62/‐ 36   8% + 45/‐ 54   0% + 75/‐ 25   0% + 19/‐ 76   98% + 41/‐ 58   100% + 44/‐ 55   100% + 44/‐ 55   9% + 60/‐ 39   1% + 37/‐ 62   0% + 41/‐ 58   1% + 17/‐ 82   7% + 55/‐ 43 
150  2981   3% + 49/‐ 50   4% + 52/‐ 47   0% + 41/‐ 58   2% + 53/‐ 45   76% + 43/‐ 56   99% + 45/‐ 54   99% + 45/‐ 54   3% + 53/‐ 45   3% + 52/‐ 47   1% + 42/‐ 54   1% + 31/‐ 68   7% + 53/‐ 46 
US‐UK  3130  1              ‐1.21%{‐SP}   .5%   .5%              ‐.81% 
2730  401               100% + 3/‐ 96   100% + 97/‐ 1   100% + 97/‐ 1               83% + 9/‐ 86 
1930  1201               100% + 9/‐ 89   100% + 94/‐ 4   100% + 94/‐ 4      21%/‐ 100         55% + 15/‐ 82 
1130  2001      0% + 80/‐ 10      2% + 18/‐ 76   100% + 26/‐ 72   100% + 79/‐ 19   100% + 79/‐ 19   7% + 33/‐ 61   17% + 20/‐ 75      9% + 71/‐ 27   37% + 29/‐ 67 
330  2801   3% + 64/‐ 35   6% + 60/‐ 37   0% + 50/‐ 50   2% + 62/‐ 37   100% + 39/‐ 59   100% + 48/‐ 50   100% + 48/‐ 50   7% + 29/‐ 70   8% + 44/‐ 55   0% + 60/‐ 40   3% + 42/‐ 57   21% + 60/‐ 38 
250  2881   4% + 61/‐ 38   5% + 48/‐ 51   0% + 25/‐ 75   3% + 80/‐ 19   99% + 37/‐ 62   98% + 44/‐ 54   98% + 44/‐ 54   3% + 27/‐ 72   2% + 37/‐ 62   1% + 36/‐ 63   2% + 34/‐ 65   14% + 64/‐ 34 
150  2981   2% + 56/‐ 43   4% + 55/‐ 44   0% + 50/‐ 50   3% + 54/‐ 45   84% + 42/‐ 57   93% + 43/‐ 55   93% + 43/‐ 55   2% + 43/‐ 56   1% + 37/‐ 62   0% + 39/‐ 60   3% + 52/‐ 45   6% + 54/‐ 45 
BR‐US  3130  1                 ‐.08%  ‐.08%  ‐4.64%{‐SP}     ‐3.31%       
2730  401               77% + 30/‐ 56   100% + 83/‐ 13   100% + 83/‐ 13   100% + 46/‐ 48      64% + 54/‐ 30       
1930  1201               8% + 69/‐ 24   100% + 69/‐ 24   100% + 69/‐ 24   46% + 46/‐ 47      50% + 50/‐ 40   29% + 13/‐ 81    
1130  2001               1% + 59/‐ 33   100% + 65/‐ 29   100% + 65/‐ 29   39% + 27/‐ 70   0% + 50/‐ 50   22% + 57/‐ 35   22% + 45/‐ 49    
330  2801   2% + 31/‐ 68   0% + 74/‐ 25   3% + 46/‐ 52   0% + 100   14% + 38/‐ 60   100% + 48/‐ 50   100% + 48/‐ 50   25% + 45/‐ 53   5% + 57/‐ 40   4% + 21/‐ 77   5% + 51/‐ 48   1% + 18/‐ 81 
250  2881   2% + 40/‐ 59   1% + 61/‐ 38   3% + 48/‐ 50   1% + 37/‐ 62   10% + 41/‐ 57   100% + 47/‐ 51   100% + 47/‐ 51   17% + 43/‐ 56   4% + 50/‐ 48   2% + 54/‐ 44   6% + 43/‐ 56   2% + 56/‐ 43 



















Lag ‐5  Lag ‐4  Lag ‐3  Lag ‐2  Lag ‐1  Lag 0  Lag 0  Lag +1  Lag +2  Lag +3  Lag +4  Lag +5 
1  2  3  4  5  6  7  8  9  10  11  12  13  14  15 
CH‐JP  3130  1                                     
2730  401               24% + 46/‐ 51                  1% + 60/‐ 40    
1930  1201               18% + 41/‐ 58                  0% + 66/‐ 33    
1130  2001               10% + 33/‐ 66   0% + 100   0% + 100            1% + 37/‐ 58    
330  2801   1% + 63/‐ 34   5% + 47/‐ 52   2% + 20/‐ 79   3% + 36/‐ 63   8% + 50/‐ 48   0% + 61/‐ 38   0% + 61/‐ 38   7% + 46/‐ 53   0% + 45/‐ 54   0%/‐ 100   6% + 53/‐ 43   0% + 33/‐ 66 
250  2881   3% + 47/‐ 52   5% + 56/‐ 42   2% + 29/‐ 70   6% + 42/‐ 57   6% + 48/‐ 51   0% + 71/‐ 28   0% + 71/‐ 28   8% + 50/‐ 49   1% + 43/‐ 56   0% + 25/‐ 75   5% + 52/‐ 47   0% + 60/‐ 40 
150  2981   2% + 39/‐ 60   3% + 57/‐ 42   2% + 43/‐ 56   3% + 43/‐ 56   3% + 46/‐ 53   1% + 53/‐ 46   1% + 53/‐ 46   6% + 42/‐ 57   1% + 57/‐ 42   0% + 40/‐ 59   2% + 50/‐ 47   0% + 64/‐ 35 
IN‐JP  3130  1            1.21%  {‐SP}                      
2730  401      0% + 100      100% + 61/‐ 37   23% + 10/‐ 89   3% + 38/‐ 61   3% + 38/‐ 61               12% + 33/‐ 60 
1930  1201      20% + 59/‐ 39      86% + 64/‐ 34   3% + 6/‐ 93   16% + 40/‐ 57   16% + 40/‐ 57      37% + 53/‐ 40         6% + 81/‐ 14 
1130  2001      18% + 76/‐ 22      47% + 51/‐ 47   4% + 9/‐ 89   2% + 21/‐ 76   2% + 21/‐ 76   18% + 30/‐ 67   26% + 38/‐ 59      3% + 31/‐ 68   25% + 41/‐ 57 
330  2801   1% + 77/‐ 20   4% + 54/‐ 45   9% + 67/‐ 30   14% + 43/‐ 56   6% + 32/‐ 68   11% + 62/‐ 37   11% + 62/‐ 37   9% + 59/‐ 39   7% + 56/‐ 43   0%/‐ 50   6% + 53/‐ 44   11% + 51/‐ 47 
250  2881   1% + 45/‐ 54   4% + 46/‐ 52   4% + 66/‐ 33   8% + 53/‐ 46   6% + 26/‐ 72   9% + 46/‐ 53   9% + 46/‐ 53   9% + 54/‐ 45   6% + 57/‐ 42   0% + 36/‐ 63   3% + 48/‐ 50   7% + 58/‐ 40 
150  2981   1% + 47/‐ 52   3% + 55/‐ 44   2% + 53/‐ 46   4% + 71/‐ 28   4% + 45/‐ 54   7% + 50/‐ 49   7% + 50/‐ 49   4% + 40/‐ 57   3% + 55/‐ 44   0% + 45/‐ 54   2% + 41/‐ 58   7% + 48/‐ 51 
IN‐CH  3130  1                                     
2730  401   0% + 100         25% + 45/‐ 51                  48% + 45/‐ 50      55% + 50/‐ 48 
1930  1201   0% + 100      0% + 50/‐ 50   24% + 52/‐ 45            2% + 60/‐ 40      65% + 51/‐ 45      65% + 44/‐ 53 
1130  2001   0%/‐ 100         4% + 49/‐ 48            10% + 66/‐ 33      37% + 50/‐ 45      39% + 29/‐ 68 
330  2801         5% + 23/‐ 76   11% + 60/‐ 39   0% + 25/‐ 75   0% + 100   0% + 100   3% + 57/‐ 42   0% + 26/‐ 73   10% + 24/‐ 75   2% + 32/‐ 66   5% + 46/‐ 51 
250  2881   0% + 44/‐ 55   0% + 50/‐ 50   3% + 35/‐ 64   6% + 48/‐ 51   1% + 43/‐ 56   0% + 28/‐ 71   0% + 28/‐ 71   4% + 54/‐ 45   0% + 25/‐ 75   8% + 28/‐ 71   3% + 35/‐ 64   1% + 50/‐ 49 
150  2981   2% + 44/‐ 55   0% + 40/‐ 60   2% + 38/‐ 61   4% + 44/‐ 55   1% + 43/‐ 56   0% + 47/‐ 52   0% + 47/‐ 52   1% + 52/‐ 47   0% + 76/‐ 23   5% + 47/‐ 52   3% + 41/‐ 57   1% + 45/‐ 54 
RU‐JP  3130  1               1.12%     {‐SP}                
2730  401   63% + 45/‐ 53   6% + 14/‐ 81         70% + 95/‐ 4      26% + 1/‐ 98                
1930  1201   30% + 58/‐ 40   22% + 20/‐ 78         18% + 75/‐ 22      43% + 0/‐ 99      37% + 6/‐ 93         0% + 100 
1130  2001   23% + 18/‐ 80   5% + 51/‐ 47   1% + 38/‐ 50   3% + 77/‐ 21   32% + 41/‐ 58      49% + 7/‐ 92      54% + 43/‐ 55         0% + 100 
330  2801   17% + 44/‐ 54   8% + 43/‐ 56   1% + 16/‐ 84   11% + 65/‐ 34   8% + 41/‐ 57      18% + 31/‐ 67   0% + 25/‐ 75   11% + 55/‐ 44   0% + 35/‐ 50   5% + 57/‐ 42    
250  2881   13% + 46/‐ 52   8% + 48/‐ 51   1% + 35/‐ 64   8% + 57/‐ 42   5% + 44/‐ 55      14% + 37/‐ 62   0% + 55/‐ 44   9% + 65/‐ 34   1% + 26/‐ 73   6% + 34/‐ 65   0% + 83/‐ 16 
150  2981   4% + 50/‐ 50   3% + 48/‐ 51   2% + 45/‐ 54   4% + 53/‐ 46   4% + 42/‐ 57      9% + 39/‐ 60   0% + 50/‐ 50   5% + 59/‐ 40   1% + 50/‐ 50   1% + 44/‐ 53   0% + 69/‐ 30 
RU‐CH  3130  1                                     
2730  401                                     
1930  1201                     5% + 97/‐ 2            5%/‐ 100    
1130  2001                     9% + 63/‐ 36         0%/‐ 100   5% + 19/‐ 78    
330  2801   2% + 66/‐ 32   2% + 61/‐ 35   1% + 30/‐ 69   0% + 50/‐ 50   1% + 73/‐ 26      9% + 59/‐ 39   2% + 50/‐ 47   7% + 82/‐ 17   9% + 36/‐ 63   12% + 51/‐ 48   10% + 36/‐ 63 
250  2881   1% + 79/‐ 18   1% + 64/‐ 36   1% + 34/‐ 65   0% + 79/‐ 20   1% + 37/‐ 62      9% + 44/‐ 55   2% + 53/‐ 46   9% + 69/‐ 29   5% + 42/‐ 57   12% + 47/‐ 51   7% + 36/‐ 63 
150  2981   2% + 60/‐ 40   0% + 60/‐ 40   0% + 31/‐ 68   1% + 43/‐ 56   2% + 42/‐ 55      5% + 42/‐ 57   2% + 53/‐ 46   4% + 63/‐ 35   1% + 47/‐ 52   7% + 52/‐ 47   4% + 56/‐ 42 
RU‐IN  3130  1                              6.83%       
2730  401                              59% + 62/‐ 37       
1930  1201   0% + 100            1% + 30/‐ 69   6% + 2/‐ 97   6% + 2/‐ 97         21% + 62/‐ 37       
1130  2001         8%/‐ 100      13% + 11/‐ 88   1% + 36/‐ 63   1% + 36/‐ 63   5% + 7/‐ 92   8% + 26/‐ 71   12% + 53/‐ 43       
330  2801   0% + 36/‐ 63   0% + 100   2% + 2/‐ 97   4% + 43/‐ 56   7% + 35/‐ 64   4% + 17/‐ 82   4% + 17/‐ 82   1% + 26/‐ 71   10% + 93/‐ 6   11% + 49/‐ 50      0% + 60/‐ 40 
250  2881   2% + 35/‐ 64   0% + 58/‐ 41   1% + 30/‐ 69   5% + 50/‐ 50   3% + 43/‐ 55   3% + 50/‐ 49   3% + 50/‐ 49   3% + 27/‐ 72   6% + 85/‐ 14   10% + 48/‐ 50   0% + 70/‐ 30   0% + 37/‐ 62 
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 150  2981   2% + 57/‐ 42   2% + 40/‐ 59   1% + 58/‐ 41   5% + 28/‐ 70   4% + 46/‐ 53   3% + 52/‐ 47   3% + 52/‐ 47   3% + 56/‐ 43   5% + 69/‐ 30   3% + 43/‐ 56   1% + 39/‐ 60   0% + 59/‐ 40 
GE‐JP  3130  1              ‐.49%{‐SP}     ‐1.78%                
2730  401   6% + 37/‐ 55            0%/‐ 100      77% + 15/‐ 82                
1930  1201   10% + 52/‐ 40   0% + 100   18% + 22/‐ 74      14% + 19/‐ 79      13% + 12/‐ 84      2% + 8/‐ 92          
1130  2001   6% + 67/‐ 30   0% + 100   13% + 36/‐ 62      4% + 31/‐ 67      8% + 41/‐ 56      3% + 51/‐ 48   9% + 75/‐ 23       
330  2801   3% + 59/‐ 40   1% + 39/‐ 60   9% + 41/‐ 56   2% + 21/‐ 78   2% + 23/‐ 76      3% + 51/‐ 48   0% + 50/‐ 50   8% + 60/‐ 39   6% + 42/‐ 57   4% + 26/‐ 72   1% + 56/‐ 43 
250  2881   4% + 44/‐ 55   3% + 43/‐ 56   7% + 47/‐ 52   3% + 17/‐ 82   3% + 26/‐ 73      6% + 44/‐ 55   0% + 58/‐ 41   6% + 65/‐ 34   4% + 35/‐ 64   2% + 28/‐ 70   3% + 42/‐ 57 
150  2981   3% + 44/‐ 55   3% + 50/‐ 49   4% + 48/‐ 51   3% + 38/‐ 61   3% + 37/‐ 61      4% + 55/‐ 44   1% + 52/‐ 47   2% + 54/‐ 45   1% + 49/‐ 50   0% + 35/‐ 64   2% + 49/‐ 50 
CH‐GE  3130  1  ‐1.87%{‐SP}                             {+SP}    
2730  401   9% + 48/‐ 51            43% + 50/‐ 45   2% + 72/‐ 27               29% + 55/‐ 38    
1930  1201   3% + 23/‐ 73            3% + 52/‐ 47   10% + 43/‐ 54               68% + 57/‐ 41    
1130  2001   2% + 41/‐ 58         0%/‐ 100   1% + 58/‐ 38   6% + 50/‐ 50      0% + 100   2% + 42/‐ 57      41% + 52/‐ 45   12% + 58/‐ 41 
330  2801   4% + 35/‐ 64   10% + 51/‐ 48   0%/‐ 100   5% + 57/‐ 42   5% + 45/‐ 53   6% + 71/‐ 27      3% + 58/‐ 40   12% + 50/‐ 49   4% + 69/‐ 29   17% + 59/‐ 40   8% + 56/‐ 42 
250  2881   6% + 31/‐ 68   9% + 55/‐ 43   0% + 39/‐ 60   3% + 64/‐ 35   4% + 75/‐ 24   4% + 50/‐ 49      2% + 70/‐ 29   14% + 62/‐ 36   4% + 64/‐ 35   14% + 54/‐ 44   6% + 56/‐ 43 
150  2981   5% + 50/‐ 50   5% + 52/‐ 47   0% + 58/‐ 41   3% + 56/‐ 43   2% + 57/‐ 42   2% + 48/‐ 51      3% + 52/‐ 47   7% + 50/‐ 49   2% + 50/‐ 50   5% + 51/‐ 48   3% + 49/‐ 50 
IN‐GE  3130  1              ‐1.16%  ‐1.09%  ‐1.09%  ‐.24%     {‐SP}       
2730  401      35% + 42/‐ 54         81% + 44/‐ 50   100% + 44/‐ 50   100% + 44/‐ 50   69% + 58/‐ 39      3% + 25/‐ 75       
1930  1201      32% + 36/‐ 62         47% + 31/‐ 66   84% + 36/‐ 61   84% + 36/‐ 61   31% + 74/‐ 25      0% + 33/‐ 66   0% + 100   0%/‐ 100 
1130  2001      16% + 57/‐ 41      9% + 35/‐ 63   32% + 36/‐ 59   34% + 74/‐ 23   34% + 74/‐ 23   24% + 60/‐ 38      0% + 40/‐ 60   0% + 12/‐ 87    
330  2801   3% + 70/‐ 28   5% + 43/‐ 55   4% + 70/‐ 28   7% + 18/‐ 80   16% + 44/‐ 55   10% + 47/‐ 51   10% + 47/‐ 51   11% + 30/‐ 69   0% + 25/‐ 75   2% + 34/‐ 65   1% + 57/‐ 42   2% + 82/‐ 17 
250  2881   1% + 67/‐ 32   1% + 51/‐ 48   3% + 52/‐ 46   4% + 40/‐ 59   12% + 52/‐ 47   7% + 42/‐ 57   7% + 42/‐ 57   8% + 40/‐ 59   0% + 55/‐ 44   3% + 40/‐ 59   2% + 58/‐ 39   3% + 68/‐ 31 
150  2981   2% + 55/‐ 44   0% + 66/‐ 33   2% + 45/‐ 53   2% + 34/‐ 65   6% + 56/‐ 42   5% + 63/‐ 36   5% + 63/‐ 36   4% + 41/‐ 58   1% + 38/‐ 61   2% + 45/‐ 54   1% + 48/‐ 51   2% + 55/‐ 44 
RU‐GE  3130  1                 ‐3.3%  ‐3.3%     ‐5.93%  {+SP}     ‐2.81% 
2730  401                  100% + 51/‐ 45   100% + 51/‐ 45   1% + 80/‐ 20   35% + 16/‐ 82   21% + 84/‐ 15      63% + 0/‐ 99 
1930  1201         0% + 66/‐ 33   5% + 19/‐ 79      100% + 25/‐ 73   100% + 25/‐ 73   71% + 40/‐ 58   7% + 55/‐ 44   6% + 100   0% + 33/‐ 66   21% + 1/‐ 98 
1130  2001         2% + 64/‐ 35   5% + 16/‐ 83      87% + 33/‐ 65   87% + 33/‐ 65   38% + 17/‐ 82   3% + 57/‐ 42   13% + 92/‐ 7      12% + 10/‐ 88 
330  2801   8% + 82/‐ 17   0% + 50/‐ 50   1% + 53/‐ 46   2% + 45/‐ 55   0% + 33/‐ 66   34% + 46/‐ 52   34% + 46/‐ 52   14% + 66/‐ 33   1% + 60/‐ 40   20% + 70/‐ 29   4% + 32/‐ 67   5% + 48/‐ 51 
250  2881   10% + 60/‐ 39   0% + 50/‐ 25   1% + 54/‐ 45   2% + 23/‐ 76   0% + 66/‐ 33   24% + 51/‐ 47   24% + 51/‐ 47   11% + 59/‐ 40   4% + 51/‐ 48   17% + 55/‐ 44   4% + 53/‐ 46   1% + 54/‐ 45 
150  2981   5% + 38/‐ 61   0% + 65/‐ 35   1% + 55/‐ 44   2% + 54/‐ 45   0% + 29/‐ 70   15% + 53/‐ 46   15% + 53/‐ 46   5% + 50/‐ 50   3% + 42/‐ 57   9% + 52/‐ 46   3% + 52/‐ 47   0% + 34/‐ 65 
FR‐JP  3130  1              ‐7.9%{‐SP}     ‐9.65%{‐SP}                
2730  401               98% + 31/‐ 68      100% + 23/‐ 76                
1930  1201      0% + 100   0%/‐ 100      90% + 26/‐ 72      80% + 9/‐ 88                
1130  2001         2% + 47/‐ 52      45% + 13/‐ 85      20% + 29/‐ 68   7% + 59/‐ 38             
330  2801   2% + 65/‐ 33   5% + 42/‐ 56   8% + 36/‐ 63   3% + 50/‐ 48   9% + 29/‐ 70      6% + 36/‐ 62   3% + 59/‐ 40   0% + 60/‐ 40   0% + 37/‐ 62   0% + 84/‐ 15   0% + 57/‐ 42 
250  2881   3% + 46/‐ 53   5% + 47/‐ 52   7% + 37/‐ 61   3% + 42/‐ 57   8% + 40/‐ 58      3% + 44/‐ 55   2% + 54/‐ 45   0% + 62/‐ 37   0% + 21/‐ 78   0% + 63/‐ 36   1% + 51/‐ 48 
150  2981   3% + 60/‐ 38   3% + 50/‐ 49   4% + 44/‐ 55   2% + 43/‐ 56   5% + 45/‐ 54      3% + 48/‐ 51   1% + 55/‐ 41   0% + 40/‐ 60   1% + 40/‐ 56   0% + 66/‐ 33   1% + 47/‐ 52 
CH‐FR  3130  1     ‐.65%{‐SP}                               
2730  401      9% + 33/‐ 66         20% + 25/‐ 69                     0% + 100 
1930  1201      3% + 45/‐ 54         11% + 43/‐ 55   14% + 54/‐ 44                  0%/‐ 100 
1130  2001      16% + 41/‐ 58         19% + 38/‐ 60   10% + 50/‐ 48         0% + 100   0% + 50/‐ 50      25% + 36/‐ 63 
330  2801   1% + 30/‐ 69   14% + 38/‐ 61      13% + 58/‐ 41   12% + 52/‐ 46   6% + 68/‐ 31      7% + 75/‐ 23   3% + 37/‐ 62   4% + 39/‐ 58   0% + 33/‐ 66   13% + 56/‐ 42 
250  2881   2% + 46/‐ 53   8% + 43/‐ 55   0% + 50/‐ 50   13% + 53/‐ 46   9% + 58/‐ 40   5% + 58/‐ 41      7% + 63/‐ 35   4% + 50/‐ 50   3% + 53/‐ 46   1% + 50/‐ 50   6% + 52/‐ 47 
150  2981   2% + 57/‐ 42   4% + 42/‐ 57   0% + 61/‐ 38   8% + 50/‐ 48   5% + 43/‐ 56   2% + 51/‐ 48      3% + 48/‐ 50   3% + 57/‐ 42   1% + 51/‐ 48   1% + 52/‐ 48   3% + 46/‐ 53 
IN‐FR  3130  1              ‐.75%         1.38%             
2730  401               100% + 25/‐ 72   0%/‐ 100   0%/‐ 100 
 100%  +  44/‐ 
51      6% + 33/‐ 66       
1930  1201               86% + 41/‐ 56         42% + 67/‐ 32      0% + 54/‐ 45       
1130  2001      3% + 21/‐ 72      1% + 80/‐ 20   50% + 28/‐ 71   6% + 34/‐ 63   6% + 34/‐ 63   53% + 79/‐ 20   0%/‐ 100      5% + 24/‐ 74    
330  2801   1% + 38/‐ 61   0% + 41/‐ 58   0% + 80/‐ 20   6% + 45/‐ 54   24% + 45/‐ 54   8% + 35/‐ 63   8% + 35/‐ 63   12% + 43/‐ 55   0% + 52/‐ 47   1% + 36/‐ 63   5% + 59/‐ 40   2% + 82/‐ 17 
250  2881   1% + 52/‐ 47   0% + 27/‐ 72   0% + 25/‐ 75   4% + 66/‐ 33   16% + 48/‐ 50   3% + 35/‐ 64   3% + 35/‐ 64   11% + 45/‐ 54   0% + 43/‐ 56   3% + 37/‐ 61   4% + 58/‐ 41   2% + 46/‐ 53 
150  2981   1% + 49/‐ 50   1% + 65/‐ 34   0% + 50/‐ 50   3% + 52/‐ 47   8% + 56/‐ 43   4% + 55/‐ 44   4% + 55/‐ 44   5% + 36/‐ 63   1% + 55/‐ 43   3% + 45/‐ 54   1% + 43/‐ 56   3% + 48/‐ 52 
RU‐FR  3130  1                  2.96%   2.96%      .4%  {+SP}     ‐4.28%{‐SP} 
2730  401                  92% + 36/‐ 61   92% + 36/‐ 61      42% + 23/‐ 75   14% + 93/‐ 6      63% + 5/‐ 94 
1930  1201         0% + 33/‐ 66         69% + 16/‐ 82   69% + 16/‐ 82   44% + 20/‐ 79   2% + 35/‐ 64   17% + 85/‐ 14      21% + 10/‐ 89 
1130  2001         1% + 9/‐ 90      4% + 14/‐ 85   63% + 41/‐ 57   63% + 41/‐ 57   34% + 5/‐ 94      13% + 87/‐ 12   0% + 62/‐ 37   12% + 13/‐ 86 
330  2801   2% + 76/‐ 23   0% + 40/‐ 60   8% + 34/‐ 65   8% + 39/‐ 60   2% + 50/‐ 49   24% + 65/‐ 34   24% + 65/‐ 34   10% + 43/‐ 56   5% + 51/‐ 47   16% + 83/‐ 16   5% + 52/‐ 47   11% + 17/‐ 82 
250  2881   4% + 48/‐ 50   0% + 28/‐ 71   8% + 41/‐ 58   7% + 45/‐ 54   3% + 55/‐ 44   19% + 64/‐ 35   19% + 64/‐ 35   8% + 47/‐ 52   5% + 60/‐ 39   12% + 72/‐ 27   5% + 61/‐ 38   9% + 26/‐ 73 
150  2981   3% + 35/‐ 64   0% + 62/‐ 37   2% + 51/‐ 48   4% + 49/‐ 49   0% + 28/‐ 72   16% + 49/‐ 50   16% + 49/‐ 50   5% + 41/‐ 58   3% + 54/‐ 45   7% + 73/‐ 26   3% + 48/‐ 51   4% + 35/‐ 64 
FR‐GE  3130  1              ‐4.83%{‐SP}  ‐.36%  ‐.36%  ‐36.78%  ‐3.94%{‐SP}      5.32%{‐SP}    
2730  401      9% + 32/‐ 67      13% + 42/‐ 57   41% + 1/‐ 98   100% + 79/‐ 20   100% + 79/‐ 20   58% + 19/‐ 80   26% + 46/‐ 53   4% + 41/‐ 58   19% + 17/‐ 79    
1930  1201      13% + 52/‐ 47      13% + 66/‐ 30   31% + 30/‐ 68   100% + 66/‐ 33   100% + 66/‐ 33   56% + 21/‐ 77   0% + 40/‐ 60      24% + 28/‐ 71    
232 
 
 1130  2001   0% + 56/‐ 43   13% + 38/‐ 61      10% + 30/‐ 69   11% + 44/‐ 55   100% + 57/‐ 41   100% + 57/‐ 41   40% + 29/‐ 69   4% + 46/‐ 53   0% + 20/‐ 80   38% + 44/‐ 55   1% + 35/‐ 64 
330  2801   0% + 40/‐ 60   7% + 39/‐ 60   4% + 28/‐ 69   8% + 29/‐ 70   2% + 40/‐ 59   100% + 52/‐ 46   100% + 52/‐ 46   6% + 58/‐ 41   2% + 41/‐ 58   1% + 38/‐ 61   13% + 44/‐ 55   2% + 31/‐ 68 
250  2881   0% + 35/‐ 64   4% + 43/‐ 56   3% + 33/‐ 66   6% + 40/‐ 59   3% + 39/‐ 60   98% + 50/‐ 48   98% + 50/‐ 48   5% + 70/‐ 29   4% + 44/‐ 54   1% + 47/‐ 50   8% + 44/‐ 55   1% + 51/‐ 48 
150  2981   1% + 50/‐ 50   1% + 52/‐ 47   2% + 40/‐ 60   2% + 57/‐ 42   3% + 40/‐ 59   92% + 48/‐ 51   92% + 48/‐ 51   4% + 54/‐ 45   1% + 34/‐ 65   1% + 42/‐ 57   3% + 44/‐ 55   2% + 50/‐ 49 
UK‐JP  3130  1     ‐1.89%{‐SP}  {‐SP}     ‐7.59%{‐SP}                      
2730  401      100% + 11/‐ 88   0% + 25/‐ 75      100% + 1/‐ 98                      
1930  1201      55% + 13/‐ 85   1% + 27/‐ 72      99% + 3/‐ 95                      
1130  2001      28% + 40/‐ 58   14% + 39/‐ 58      55% + 10/‐ 89         2%/‐ 100             
330  2801   2% + 56/‐ 42   16% + 49/‐ 50   6% + 32/‐ 67   3% + 74/‐ 25   20% + 25/‐ 73      6% + 57/‐ 42   1% + 56/‐ 43   0% + 20/‐ 80   0% + 76/‐ 17   3% + 70/‐ 29   0%/‐ 100 
250  2881   3% + 67/‐ 32   11% + 47/‐ 52   5% + 37/‐ 62   3% + 64/‐ 34   13% + 36/‐ 63      3% + 52/‐ 47   0% + 37/‐ 62   0% + 36/‐ 63   0% + 25/‐ 75   0% + 14/‐ 85   0% + 25/‐ 75 
150  2981   2% + 48/‐ 51   7% + 47/‐ 52   4% + 46/‐ 53   1% + 47/‐ 50   9% + 46/‐ 53      2% + 50/‐ 49   0% + 28/‐ 71   0% + 70/‐ 30   0% + 38/‐ 61   0% + 44/‐ 55   0% + 57/‐ 42 
CH‐UK  3130  1                                     
2730  401      1% + 16/‐ 66            53% + 54/‐ 44               90% + 56/‐ 40    
1930  1201      0% + 100            17% + 51/‐ 47               85% + 59/‐ 39    
1130  2001      0% + 23/‐ 76         11% + 38/‐ 61   10% + 54/‐ 44      9% + 40/‐ 57         52% + 52/‐ 46   0%/‐ 100 
330  2801   1% + 23/‐ 76   6% + 47/‐ 51   0% + 28/‐ 71   4% + 52/‐ 47   4% + 67/‐ 32   7% + 50/‐ 49      11% + 69/‐ 30   10% + 31/‐ 67   0% + 60/‐ 40   13% + 60/‐ 38   0% + 47/‐ 52 
250  2881   2% + 45/‐ 55   8% + 48/‐ 50   1% + 42/‐ 57   4% + 55/‐ 44   2% + 42/‐ 57   7% + 52/‐ 47      9% + 69/‐ 30   8% + 50/‐ 50   0% + 33/‐ 66   8% + 55/‐ 44   0% + 50/‐ 50 
150  2981   1% + 58/‐ 41   3% + 41/‐ 57   1% + 46/‐ 53   4% + 46/‐ 53   2% + 48/‐ 50   3% + 46/‐ 53      6% + 59/‐ 40   8% + 45/‐ 53   1% + 52/‐ 47   3% + 46/‐ 53   0% + 39/‐ 60 
IN‐UK  3130  1              ‐4.56%  ‐.95%{‐SP}  ‐.95%{‐SP}                
2730  401         0% + 100      100% + 13/‐ 86   30% + 19/‐ 78   30% + 19/‐ 78   16% + 58/‐ 38         16% + 48/‐ 46    
1930  1201         0% + 33/‐ 66      86% + 22/‐ 76   10% + 14/‐ 84   10% + 14/‐ 84   23% + 82/‐ 15         5% + 90/‐ 9    
1130  2001            0% + 93/‐ 6   52% + 24/‐ 74   7% + 17/‐ 82   7% + 17/‐ 82   22% + 86/‐ 12   0%/‐ 100      6% + 64/‐ 33   0%/‐ 100 
330  2801   2% + 67/‐ 32      3% + 51/‐ 47   3% + 50/‐ 50   21% + 45/‐ 54   8% + 15/‐ 84   8% + 15/‐ 84   14% + 44/‐ 54   6% + 35/‐ 64   2% + 47/‐ 52   13% + 55/‐ 44   1% + 61/‐ 38 
250  2881   3% + 59/‐ 40   0% + 50/‐ 50   1% + 39/‐ 60   2% + 53/‐ 44   15% + 52/‐ 46   9% + 17/‐ 82   9% + 17/‐ 82   12% + 31/‐ 68   3% + 38/‐ 61   1% + 43/‐ 56   11% + 51/‐ 48   2% + 61/‐ 38 
150  2981   1% + 51/‐ 48   1% + 60/‐ 39   1% + 31/‐ 65   3% + 43/‐ 56   6% + 54/‐ 45   9% + 43/‐ 56   9% + 43/‐ 56   8% + 46/‐ 52   3% + 60/‐ 39   2% + 39/‐ 59   5% + 37/‐ 62   3% + 60/‐ 39 
RU‐UK  3130  1                  2.23%   2.23%      10.09%  ‐3.57%{+SP}     ‐2.4% 
2730  401                  100% + 35/‐ 62   100% + 35/‐ 62      35% + 73/‐ 25   100% + 90/‐ 8   2% + 75/‐ 16   100% + 15/‐ 84 
1930  1201   35% + 20/‐ 75      9% + 5/‐ 92         77% + 17/‐ 81   77% + 17/‐ 81   0%/‐ 100   2% + 72/‐ 25   65% + 93/‐ 6      52% + 43/‐ 54 
1130  2001   1% + 42/‐ 52      5% + 26/‐ 72   13% + 19/‐ 79      70% + 29/‐ 70   70% + 29/‐ 70   16% + 3/‐ 96   0%/‐ 100   43% + 79/‐ 20      36% + 51/‐ 46 
330  2801   0% + 80/‐ 20   6% + 45/‐ 54   4% + 23/‐ 76   9% + 30/‐ 68   2% + 25/‐ 70   29% + 60/‐ 39   29% + 60/‐ 39   4% + 55/‐ 43   9% + 51/‐ 48   23% + 65/‐ 34   3% + 63/‐ 36   22% + 17/‐ 82 
250  2881   0% + 14/‐ 85   5% + 34/‐ 65   3% + 36/‐ 63   8% + 39/‐ 60   3% + 37/‐ 62   26% + 60/‐ 39   26% + 60/‐ 39   4% + 44/‐ 55   11% + 55/‐ 44   16% + 58/‐ 41   3% + 44/‐ 55   18% + 19/‐ 80 
150  2981   1% + 65/‐ 34   1% + 43/‐ 55   1% + 45/‐ 54   5% + 43/‐ 56   2% + 47/‐ 52   19% + 45/‐ 54   19% + 45/‐ 54   3% + 50/‐ 49   6% + 55/‐ 44   8% + 60/‐ 39   2% + 44/‐ 55   7% + 33/‐ 66 
UK‐GE  3130  1                  .98%{+SP}   .98%{+SP}   1.61%{‐SP}     ‐2.24%  {‐SP}    
2730  401            0%/‐ 100      100% + 79/‐ 20   100% + 79/‐ 20   99% + 29/‐ 70      39% + 28/‐ 71   13% + 28/‐ 71    
1930  1201   1% + 64/‐ 35         0% + 60/‐ 40      100% + 76/‐ 23   100% + 76/‐ 23   96% + 32/‐ 66      11% + 8/‐ 91   5% + 6/‐ 93    
1130  2001   8% + 33/‐ 64   0% + 18/‐ 81   11% + 69/‐ 30   4% + 28/‐ 71      100% + 59/‐ 39   100% + 59/‐ 39   72% + 47/‐ 51   1% + 42/‐ 57   10% + 21/‐ 77   0% + 22/‐ 77    
330  2801   2% + 53/‐ 46   3% + 34/‐ 63   7% + 49/‐ 50   8% + 41/‐ 58   0% + 27/‐ 72   93% + 62/‐ 37   93% + 62/‐ 37   11% + 49/‐ 49   4% + 41/‐ 57   1% + 21/‐ 75   3% + 26/‐ 73   1% + 54/‐ 45 
250  2881   1% + 54/‐ 43   3% + 50/‐ 49   3% + 60/‐ 39   6% + 27/‐ 72   2% + 56/‐ 43   91% + 58/‐ 41   91% + 58/‐ 41   9% + 43/‐ 56   3% + 64/‐ 35   1% + 44/‐ 56   3% + 38/‐ 61   0% + 46/‐ 53 
150  2981   1% + 51/‐ 48   3% + 59/‐ 40   1% + 51/‐ 48   4% + 45/‐ 54   0% + 42/‐ 57   85% + 51/‐ 48   85% + 51/‐ 48   5% + 45/‐ 54   1% + 53/‐ 44   0% + 51/‐ 48   3% + 45/‐ 54   1% + 46/‐ 53 
UK‐FR  3130  1           ‐23.29%      1.62%   1.62%     ‐17.65%          
2730  401            73% + 27/‐ 72   0% + 100   100% + 72/‐ 27   100% + 72/‐ 27   25% + 38/‐ 61   87% + 36/‐ 61      71% + 38/‐ 58    
1930  1201   1% + 47/‐ 47   5% + 54/‐ 45   3% + 60/‐ 36   70% + 23/‐ 75   0% + 54/‐ 45   100% + 62/‐ 37   100% + 62/‐ 37   64% + 39/‐ 57   35% + 52/‐ 45      73% + 46/‐ 51    
1130  2001   13% + 68/‐ 30   0% + 46/‐ 53   11% + 63/‐ 34   33% + 47/‐ 51   0%/‐ 100   100% + 51/‐ 47   100% + 51/‐ 47   28% + 35/‐ 63   23% + 37/‐ 60   0% + 100   38% + 67/‐ 31   0% + 50/‐ 50 
330  2801   3% + 43/‐ 54   1% + 52/‐ 44   12% + 55/‐ 44   6% + 41/‐ 58   0% + 71/‐ 28   100% + 51/‐ 47   100% + 51/‐ 47   8% + 47/‐ 51   16% + 51/‐ 48   0% + 16/‐ 83   1% + 46/‐ 53   2% + 44/‐ 53 
250  2881   2% + 43/‐ 56   4% + 28/‐ 71   7% + 40/‐ 59   6% + 42/‐ 56   0% + 53/‐ 46   100% + 46/‐ 52   100% + 46/‐ 52   7% + 50/‐ 48   8% + 50/‐ 48   0% + 29/‐ 70   1% + 58/‐ 41   1% + 51/‐ 44 
150  2981   2% + 44/‐ 55   2% + 55/‐ 44   4% + 48/‐ 51   3% + 60/‐ 39   0% + 47/‐ 52   99% + 46/‐ 53   99% + 46/‐ 53   2% + 53/‐ 46   3% + 56/‐ 44   1% + 60/‐ 39   2% + 63/‐ 36   2% + 40/‐ 59 
BR‐JP  3130  1     ‐1.71%      0%  ‐1.25%                      
2730  401      99% + 44/‐ 51      100% + 51/‐ 45   100% + 23/‐ 73                      
1930  1201      90% + 55/‐ 42      79% + 54/‐ 43   100% + 26/‐ 71         11% + 87/‐ 12   0% + 27/‐ 63   0% + 54/‐ 45      0% + 75/‐ 25 
1130  2001   8% + 38/‐ 60   49% + 62/‐ 35   0% + 66/‐ 33   39% + 68/‐ 30   66% + 31/‐ 67         17% + 53/‐ 43   1% + 79/‐ 20         0% + 84/‐ 15 
330  2801   17% + 44/‐ 55   20% + 57/‐ 42   5% + 56/‐ 43   15% + 66/‐ 33   14% + 45/‐ 54      1% + 72/‐ 27   4% + 41/‐ 58   5% + 53/‐ 46   4% + 61/‐ 37   1% + 80/‐ 20   2% + 54/‐ 45 
250  2881   11% + 42/‐ 57   16% + 57/‐ 42   4% + 51/‐ 48   9% + 56/‐ 43   7% + 50/‐ 49      1% + 63/‐ 36   3% + 48/‐ 51   5% + 48/‐ 51   3% + 39/‐ 60   3% + 77/‐ 22   2% + 71/‐ 28 
150  2981   4% + 54/‐ 45   7% + 53/‐ 46   2% + 42/‐ 57   5% + 48/‐ 51   5% + 37/‐ 62      1% + 35/‐ 64   2% + 54/‐ 45   4% + 47/‐ 52   2% + 55/‐ 44   2% + 51/‐ 48   1% + 52/‐ 48 
BR‐CH  3130  1      7.6%      6.05%        ‐6.93%                
2730  401      70% + 65/‐ 34      87% + 51/‐ 48         54% + 50/‐ 48                
1930  1201      19% + 57/‐ 42      65% + 50/‐ 48         18% + 46/‐ 52                
1130  2001      12% + 52/‐ 46      48% + 49/‐ 49         11% + 44/‐ 55         0% + 100      1% + 87/‐ 12 
330  2801   1% + 74/‐ 25   6% + 11/‐ 87   0% + 20/‐ 80   33% + 43/‐ 56   0% + 64/‐ 36      12% + 55/‐ 43      1% + 52/‐ 47   3% + 58/‐ 41   1% + 25/‐ 75   2% + 51/‐ 48 
250  2881   2% + 42/‐ 56   6% + 22/‐ 77   0% + 42/‐ 57   23% + 42/‐ 57   1% + 52/‐ 47      11% + 51/‐ 48   0% + 50/‐ 50   1% + 65/‐ 34   6% + 77/‐ 22   0% + 36/‐ 64   1% + 52/‐ 47 
150  2981   2% + 47/‐ 52   2% + 50/‐ 49   1% + 48/‐ 51   12% + 41/‐ 58   0% + 72/‐ 27      7% + 47/‐ 52   0% + 55/‐ 44   4% + 58/‐ 41   2% + 77/‐ 22   2% + 49/‐ 50   1% + 61/‐ 38 
BR‐IN  3130  1      6.42%      1.12%  ‐.26%{+SP}        ‐3.77%             
233 
 
 2730  401      98% + 79/‐ 18   3% + 40/‐ 60   7% + 63/‐ 20   72% + 74/‐ 24       
 100%  +  17/‐ 
81             
1930  1201      71% + 62/‐ 36   6% + 3/‐ 96   0% + 100   49% + 87/‐ 11         87% + 37/‐ 60      0%/‐ 100   8% + 0/‐ 98    
1130  2001   0% + 100   33% + 68/‐ 29   14% + 39/‐ 60   0%/‐ 100   47% + 79/‐ 19         67% + 39/‐ 59         0% + 83/‐ 16    
330  2801   1% + 51/‐ 46   17% + 44/‐ 55   5% + 63/‐ 35   0% + 80/‐ 20   22% + 56/‐ 43      1% + 89/‐ 10   11% + 45/‐ 53   0% + 73/‐ 26   0% + 30/‐ 69   6% + 70/‐ 28   0% + 75/‐ 25 
250  2881   2% + 44/‐ 55   12% + 43/‐ 55   5% + 59/‐ 40   0% + 33/‐ 66   13% + 53/‐ 46      0% + 95/‐ 5   9% + 47/‐ 52   1% + 63/‐ 36   0% + 66/‐ 33   6% + 65/‐ 34   0% + 55/‐ 44 
150  2981   0% + 38/‐ 61   4% + 48/‐ 51   1% + 46/‐ 53   1% + 71/‐ 28   7% + 57/‐ 42      1% + 51/‐ 45   4% + 51/‐ 48   1% + 54/‐ 45   1% + 30/‐ 69   2% + 50/‐ 50   0% + 60/‐ 39 
BR‐RU  3130  1        ‐10.56%  ‐12.48%  ‐22.06%  ‐.9%  ‐.9%     {‐SP}          
2730  401   0% + 100   7% + 15/‐ 78   86% + 75/‐ 23   64% + 53/‐ 44   97% + 41/‐ 57   100% + 62/‐ 35   100% + 62/‐ 35      0%/‐ 100          
1930  1201      0% + 33/‐ 66   36% + 72/‐ 26   22% + 32/‐ 66   40% + 41/‐ 58   100% + 48/‐ 50   100% + 48/‐ 50   0% + 87/‐ 12   13% + 24/‐ 74          
1130  2001      1% + 17/‐ 78   24% + 51/‐ 47   16% + 37/‐ 61   32% + 35/‐ 64   74% + 50/‐ 48   74% + 50/‐ 48      16% + 22/‐ 76          
330  2801   0% + 100   7% + 55/‐ 44   11% + 31/‐ 68   17% + 66/‐ 33   13% + 41/‐ 57   27% + 55/‐ 44   27% + 55/‐ 44   0% + 50/‐ 50   11% + 30/‐ 69   0% + 71/‐ 28   1% + 66/‐ 33   0%/‐ 100 
250  2881   0% + 100   7% + 59/‐ 40   8% + 40/‐ 59   15% + 59/‐ 40   11% + 48/‐ 51   23% + 58/‐ 40   23% + 58/‐ 40   0% + 53/‐ 46   8% + 40/‐ 59   0% + 78/‐ 21   1% + 48/‐ 51   0% + 33/‐ 66 
150  2981   0% + 61/‐ 38   3% + 46/‐ 53   5% + 47/‐ 52   6% + 58/‐ 41   8% + 58/‐ 41   11% + 45/‐ 54   11% + 45/‐ 54   1% + 52/‐ 48   4% + 40/‐ 58   2% + 45/‐ 54   3% + 39/‐ 60   0% + 48/‐ 51 
BR‐GE  3130  1        ‐5.67%  ‐6.94%  ‐4.89%{+SP}   2.83%   2.83%           ‐1.04%    
2730  401         4% + 5/‐ 88   100% + 74/‐ 24   100% + 73/‐ 25   100% + 83/‐ 16   100% + 83/‐ 16            27% + 21/‐ 77    
1930  1201         0%/‐ 100   33% + 46/‐ 51   55% + 52/‐ 46   100% + 64/‐ 32   100% + 64/‐ 32   5% + 39/‐ 51   1% + 40/‐ 50   1% + 85/‐ 14   43% + 40/‐ 57    
1130  2001   0% + 60/‐ 40   0%/‐ 100   23% + 18/‐ 81   4% + 43/‐ 56   43% + 71/‐ 26   86% + 71/‐ 27   86% + 71/‐ 27   0% + 33/‐ 66   0%/‐ 100   17% + 75/‐ 24   13% + 49/‐ 46   3% + 54/‐ 45 
330  2801   3% + 39/‐ 59   1% + 46/‐ 51   20% + 58/‐ 40   3% + 63/‐ 34   23% + 50/‐ 48   48% + 45/‐ 54   48% + 45/‐ 54   3% + 68/‐ 30   9% + 60/‐ 38   8% + 72/‐ 27   0% + 82/‐ 17   0% + 47/‐ 47 
250  2881   3% + 37/‐ 62   0% + 33/‐ 66   16% + 55/‐ 43   1% + 64/‐ 35   16% + 51/‐ 48   42% + 46/‐ 52   42% + 46/‐ 52   3% + 60/‐ 39   7% + 49/‐ 50   8% + 59/‐ 38   4% + 69/‐ 29   1% + 42/‐ 57 
150  2981   2% + 45/‐ 52   0% + 58/‐ 41   3% + 53/‐ 46   0% + 44/‐ 55   8% + 55/‐ 44   24% + 49/‐ 50   24% + 49/‐ 50   2% + 46/‐ 53   4% + 49/‐ 50   5% + 45/‐ 54   3% + 41/‐ 58   1% + 52/‐ 46 
BR‐FR  3130  1      3.09%      2.81%  ‐1.9%   .86%   .86%                
2730  401      71% + 39/‐ 57      100% + 35/‐ 63   99% + 23/‐ 75   100% + 66/‐ 32   100% + 66/‐ 32         0% + 100       
1930  1201   1% + 71/‐ 28   18% + 38/‐ 59      36% + 43/‐ 53   18% + 53/‐ 46   100% + 60/‐ 37   100% + 60/‐ 37         31% + 28/‐ 69      0% + 33/‐ 66 
1130  2001   0% + 50/‐ 50   19% + 42/‐ 54      20% + 40/‐ 58   19% + 57/‐ 41   99% + 64/‐ 34   99% + 64/‐ 34   0% + 25/‐ 75   4% + 29/‐ 68   24% + 46/‐ 51      5% + 45/‐ 52 
330  2801   3% + 21/‐ 77   11% + 54/‐ 45      15% + 50/‐ 49   15% + 39/‐ 60   48% + 44/‐ 55   48% + 44/‐ 55   1% + 19/‐ 78   10% + 52/‐ 46   10% + 58/‐ 41   0%/‐ 100   4% + 84/‐ 15 
250  2881   5% + 44/‐ 53   7% + 44/‐ 55   1% + 55/‐ 45   10% + 47/‐ 52   11% + 49/‐ 50   42% + 48/‐ 51   42% + 48/‐ 51   2% + 45/‐ 54   8% + 49/‐ 49   8% + 61/‐ 37   0% + 16/‐ 83   3% + 48/‐ 51 
150  2981   2% + 48/‐ 51   3% + 46/‐ 53   1% + 47/‐ 52   4% + 49/‐ 50   6% + 51/‐ 48   26% + 46/‐ 53   26% + 46/‐ 53   1% + 45/‐ 54   5% + 55/‐ 43   5% + 52/‐ 47   1% + 46/‐ 53   2% + 36/‐ 63 
BR‐UK  3130  1              ‐4.64%  ‐1.87%{‐SP}  ‐1.87%{‐SP}                
2730  401      0% + 100      2% + 41/‐ 50   99% + 6/‐ 92   100% + 19/‐ 79   100% + 19/‐ 79      1% + 57/‐ 28   1% + 57/‐ 42      36% + 75/‐ 23 
1930  1201      0% + 100      1% + 50/‐ 50   53% + 21/‐ 77   100% + 34/‐ 63   100% + 34/‐ 63      0% + 50/‐ 50   0% + 62/‐ 25      75% + 78/‐ 19 
1130  2001      1% + 46/‐ 46      0% + 100   26% + 19/‐ 79   100% + 39/‐ 59   100% + 39/‐ 59   2% + 59/‐ 36   5% + 32/‐ 61   0% + 66/‐ 33      47% + 75/‐ 24 
330  2801   5% + 41/‐ 55   7% + 52/‐ 47   1% + 71/‐ 28   3% + 59/‐ 40   23% + 30/‐ 68   56% + 46/‐ 52   56% + 46/‐ 52   8% + 41/‐ 58   3% + 46/‐ 52   2% + 34/‐ 65   2% + 28/‐ 71   9% + 58/‐ 40 
250  2881   5% + 44/‐ 54   5% + 49/‐ 49   1% + 77/‐ 22   4% + 72/‐ 27   18% + 34/‐ 64   48% + 47/‐ 52   48% + 47/‐ 52   5% + 60/‐ 39   3% + 65/‐ 34   1% + 35/‐ 64   0% + 55/‐ 44   5% + 38/‐ 61 
150  2981   3% + 48/‐ 51   2% + 66/‐ 33   0% + 50/‐ 50   1% + 60/‐ 40   5% + 50/‐ 49   29% + 46/‐ 53   29% + 46/‐ 53   3% + 56/‐ 43   3% + 47/‐ 52   1% + 48/‐ 51   1% + 50/‐ 50   4% + 46/‐ 53 
US‐JP  3130  1  ‐5.73%           {+SP}                      
2730  401   100% + 31/‐ 64      46% + 47/‐ 51      87% + 56/‐ 40                      
1930  1201   78% + 19/‐ 78      0% + 75/‐ 25      50% + 76/‐ 21                      
1130  2001   34% + 40/‐ 56   0%   0%   0%/‐ 100   32% + 72/‐ 24      3% + 43/‐ 52      0% + 100   0% + 22/‐ 77      0%/‐ 100 
330  2801   20% + 45/‐ 53   0% + 20/‐ 80   7% + 66/‐ 33   4% + 35/‐ 63   10% + 70/‐ 29      1% + 33/‐ 66   0% + 33/‐ 66   2% + 33/‐ 66   4% + 47/‐ 52      1% + 60/‐ 40 
250  2881   13% + 47/‐ 52   0% + 40/‐ 60   4% + 58/‐ 41   4% + 44/‐ 55   8% + 63/‐ 36      0% + 70/‐ 29   1% + 40/‐ 59   4% + 43/‐ 55   6% + 43/‐ 56   0% + 100   0% + 57/‐ 42 
150  2981   4% + 52/‐ 47   1% + 65/‐ 34   3% + 58/‐ 40   1% + 52/‐ 47   5% + 50/‐ 49      1% + 48/‐ 51   1% + 51/‐ 48   2% + 59/‐ 39   2% + 34/‐ 65   0% + 60/‐ 40   1% + 43/‐ 56 
CH‐US  3130  1      8.57%           ‐10.18%                   
2730  401      11% + 53/‐ 46            54% + 44/‐ 53                   
1930  1201      3% + 47/‐ 52            19% + 36/‐ 63            0% + 66/‐ 33   0%/‐ 100    
1130  2001   20% + 62/‐ 36   2% + 42/‐ 55   0% + 28/‐ 71         10% + 50/‐ 49            0% + 100      1% + 47/‐ 52 
330  2801   4% + 56/‐ 42   2% + 44/‐ 55   4% + 42/‐ 56   0% + 50/‐ 50      19% + 50/‐ 48      6% + 63/‐ 36   4% + 57/‐ 41   1% + 50/‐ 50   5% + 35/‐ 64   0% + 60/‐ 40 
250  2881   1% + 46/‐ 52   2% + 46/‐ 53   4% + 56/‐ 43   1% + 38/‐ 61   0% + 100   15% + 48/‐ 51      5% + 63/‐ 36   4% + 57/‐ 42   0% + 55/‐ 44   4% + 48/‐ 51   0% + 46/‐ 53 
150  2981   3% + 55/‐ 44   1% + 43/‐ 56   1% + 27/‐ 72   1% + 51/‐ 48   0% + 71/‐ 28   10% + 48/‐ 51      2% + 45/‐ 54   3% + 59/‐ 40   1% + 54/‐ 45   1% + 48/‐ 51   4% + 51/‐ 48 
IN‐US  3130  1              ‐29.06%         2.11%            3.6% 
2730  401               100% + 39/‐ 58         53% + 44/‐ 44            66% + 46/‐ 49 
1930  1201               95% + 47/‐ 51   9% + 50/‐ 45      35% + 50/‐ 47         1% + 79/‐ 16   33% + 16/‐ 81 
1130  2001      0% + 100   0% + 60/‐ 40      57% + 38/‐ 58   0% + 22/‐ 77      20% + 51/‐ 48   0% + 100      7% + 65/‐ 33   26% + 47/‐ 49 
330  2801   3% + 39/‐ 60   3% + 29/‐ 70   6% + 67/‐ 32   0% + 83/‐ 16   20% + 49/‐ 50   3% + 43/‐ 55      11% + 40/‐ 59   4% + 39/‐ 58   2% + 53/‐ 46   1% + 51/‐ 48   15% + 70/‐ 29 
250  2881   1% + 58/‐ 41   3% + 47/‐ 52   5% + 60/‐ 40   0% + 87/‐ 12   13% + 43/‐ 56   1% + 48/‐ 51      7% + 38/‐ 61   3% + 48/‐ 50   2% + 47/‐ 52   2% + 58/‐ 41   12% + 64/‐ 34 
150  2981   0% + 51/‐ 48   2% + 43/‐ 56   3% + 44/‐ 55   0% + 45/‐ 54   3% + 57/‐ 42   1% + 46/‐ 53      5% + 41/‐ 58   2% + 48/‐ 51   3% + 47/‐ 51   2% + 50/‐ 49   8% + 46/‐ 53 
RU‐US  3130  1        {‐SP}        ‐6.6%     ‐3.45%             
2730  401         8% + 2/‐ 97   41% + 20/‐ 78      100% + 81/‐ 18    
 100%  +  40/‐ 
57             
1930  1201   0% + 100      88% + 7/‐ 91   25% + 45/‐ 53      56% + 88/‐ 11      48% + 59/‐ 38            17% + 88/‐ 10 
1130  2001   0% + 100      50% + 6/‐ 93   44% + 31/‐ 67      34% + 70/‐ 28      32% + 38/‐ 60      5% + 66/‐ 29      14% + 72/‐ 27 
234 
 
 330  2801   4% + 48/‐ 50   0% + 33/‐ 66   18% + 29/‐ 70   17% + 55/‐ 42   0% + 69/‐ 30   14% + 46/‐ 53      17% + 47/‐ 52   3% + 74/‐ 25   6% + 70/‐ 28      3% + 67/‐ 31 
250  2881   2% + 47/‐ 51   0% + 14/‐ 85   14% + 42/‐ 57   15% + 46/‐ 53   1% + 72/‐ 24   13% + 36/‐ 63      11% + 43/‐ 55   5% + 64/‐ 35   4% + 63/‐ 36      3% + 77/‐ 22 
150  2981   3% + 48/‐ 51   0% + 47/‐ 52   7% + 48/‐ 51   8% + 50/‐ 49   1% + 63/‐ 36   6% + 34/‐ 64      6% + 41/‐ 58   3% + 67/‐ 31   4% + 58/‐ 41   0% + 37/‐ 62   3% + 57/‐ 42 
US‐GE  3130  1            3.11%  ‐5.45%  ‐3.2%{‐SP}  ‐3.2%{‐SP}           ‐1.79%    
2730  401            13% + 55/‐ 41   100% + 54/‐ 44   100% + 46/‐ 51   100% + 46/‐ 51   90% + 35/‐ 63         100% + 37/‐ 61    
1930  1201            1% + 33/‐ 61   48% + 47/‐ 51   100% + 37/‐ 61   100% + 37/‐ 61   68% + 58/‐ 39         100% + 63/‐ 36    
1130  2001         0%/‐ 100   4% + 30/‐ 66   32% + 45/‐ 53   87% + 37/‐ 62   87% + 37/‐ 62   21% + 46/‐ 52   9% + 50/‐ 45   0% + 33/‐ 66   56% + 67/‐ 31    
330  2801   1% + 41/‐ 58   0%/‐ 100   0% + 56/‐ 43   2% + 26/‐ 73   11% + 60/‐ 39   62% + 38/‐ 60   62% + 38/‐ 60   3% + 39/‐ 59   10% + 59/‐ 40   2% + 30/‐ 69   12% + 47/‐ 51   1% + 56/‐ 40 
250  2881   2% + 47/‐ 51   1% + 28/‐ 71   1% + 42/‐ 57   2% + 44/‐ 55   8% + 56/‐ 43   56% + 41/‐ 58   56% + 41/‐ 58   2% + 57/‐ 42   7% + 55/‐ 43   2% + 53/‐ 46   10% + 53/‐ 45   1% + 44/‐ 55 
150  2981   3% + 47/‐ 52   1% + 43/‐ 54   2% + 56/‐ 43   5% + 50/‐ 50   4% + 44/‐ 55   45% + 45/‐ 53   45% + 45/‐ 53   4% + 42/‐ 57   4% + 50/‐ 50   0% + 45/‐ 54   6% + 47/‐ 53   1% + 42/‐ 57 
US‐FR  3130  1            .7%  ‐10.41%   .85%{‐SP}   .85%{‐SP}            .36%    
2730  401            99% + 35/‐ 58   39% + 13/‐ 86   100% + 37/‐ 60   100% + 37/‐ 60            100% + 76/‐ 23    
1930  1201         0% + 66/‐ 33   31% + 15/‐ 82   1% + 60/‐ 40   100% + 32/‐ 67   100% + 32/‐ 67   33% + 65/‐ 32         100% + 72/‐ 27    
1130  2001         0% + 50/‐ 45   15% + 45/‐ 51   12% + 39/‐ 59   100% + 37/‐ 61   100% + 37/‐ 61   11% + 72/‐ 27   0% + 57/‐ 36      56% + 83/‐ 15    
330  2801   2% + 40/‐ 59   1% + 31/‐ 65   1% + 52/‐ 47   11% + 50/‐ 49   10% + 55/‐ 44   69% + 43/‐ 55   69% + 43/‐ 55   2% + 38/‐ 60   2% + 50/‐ 49   0% + 40/‐ 60   11% + 44/‐ 55   0% + 50/‐ 50 
250  2881   2% + 46/‐ 53   1% + 33/‐ 66   1% + 42/‐ 57   11% + 55/‐ 44   7% + 60/‐ 39   61% + 45/‐ 54   61% + 45/‐ 54   1% + 45/‐ 52   0% + 68/‐ 31   0% + 50/‐ 50   8% + 43/‐ 56   1% + 62/‐ 37 
150  2981   1% + 62/‐ 37   1% + 53/‐ 46   1% + 59/‐ 40   6% + 61/‐ 38   4% + 54/‐ 45   42% + 50/‐ 50   42% + 50/‐ 50   2% + 47/‐ 52   1% + 38/‐ 61   0% + 61/‐ 38   5% + 41/‐ 58   1% + 46/‐ 53 
US‐UK  3130  1                 ‐1.95%  ‐1.95%      2.71%{‐SP}      5.24%    
2730  401               2% + 41/‐ 58   100% + 34/‐ 64   100% + 34/‐ 64   6% + 53/‐ 42   86% + 26/‐ 71   52% + 93/‐ 6   100% + 89/‐ 9    
1930  1201      0% + 100         27% + 52/‐ 45   100% + 36/‐ 62   100% + 36/‐ 62   38% + 77/‐ 21   38% + 33/‐ 65   19% + 95/‐ 4   100% + 85/‐ 13    
1130  2001   3% + 89/‐ 8   11% + 25/‐ 73      0% + 100   14% + 30/‐ 68   100% + 38/‐ 61   100% + 38/‐ 61   34% + 71/‐ 28   26% + 49/‐ 50   16% + 87/‐ 12   56% + 80/‐ 18   0% + 50/‐ 50 
330  2801   7% + 41/‐ 58   3% + 51/‐ 47   2% + 55/‐ 44   1% + 28/‐ 71   13% + 64/‐ 35   74% + 47/‐ 52   74% + 47/‐ 52   0% + 56/‐ 44   12% + 43/‐ 56   6% + 60/‐ 39   11% + 35/‐ 63   0% + 82/‐ 17 
250  2881   7% + 50/‐ 50   3% + 48/‐ 51   2% + 40/‐ 59   2% + 41/‐ 56   9% + 51/‐ 48   66% + 49/‐ 50   66% + 49/‐ 50   1% + 44/‐ 55   10% + 49/‐ 49   3% + 58/‐ 41   8% + 43/‐ 56   2% + 39/‐ 57 
150  2981   4% + 48/‐ 51   3% + 55/‐ 44   1% + 48/‐ 51   2% + 44/‐ 55   7% + 39/‐ 60   47% + 50/‐ 49   47% + 50/‐ 49   1% + 57/‐ 42   6% + 43/‐ 56   4% + 47/‐ 52   5% + 50/‐ 49   1% + 43/‐ 56 
BR‐US  3130  1      13.46%{+SP}      2.8%      1.68%   1.68%      4.38%          
2730  401      100% + 74/‐ 24      100% + 64/‐ 33      100% + 69/‐ 29   100% + 69/‐ 29      76% + 35/‐ 62          
1930  1201      100% + 78/‐ 21      59% + 53/‐ 44      100% + 68/‐ 30   100% + 68/‐ 30      32% + 10/‐ 87          
1130  2001   2% + 37/‐ 60   56% + 73/‐ 26   1% + 17/‐ 79   39% + 43/‐ 56      100% + 54/‐ 44   100% + 54/‐ 44      7% + 38/‐ 61      0%/‐ 100   0% + 11/‐ 77 
330  2801   1% + 47/‐ 52   14% + 52/‐ 46   2% + 60/‐ 40   15% + 51/‐ 48   1% + 52/‐ 47   78% + 42/‐ 57   78% + 42/‐ 57   0% + 75/‐ 25   11% + 55/‐ 43   2% + 65/‐ 32      0% + 47/‐ 52 
250  2881   1% + 54/‐ 45   9% + 64/‐ 35   3% + 53/‐ 46   11% + 48/‐ 51   3% + 50/‐ 49   67% + 44/‐ 55   67% + 44/‐ 55   1% + 58/‐ 41   9% + 50/‐ 48   2% + 80/‐ 19   2% + 66/‐ 33   0% + 46/‐ 53 








Pair direction  CH‐‐>JP  JP‐‐>CH  IN‐‐>JP  JP‐‐>IN  IN‐‐>CH  CH‐‐>IN  RU‐‐>JP  JP‐‐>RU  RU‐‐>CH  CH‐‐>RU 
Sample  FS  FS  FS  FS  FS  FS  FS  FS  FS  FS 
Relation  Same day  Same day  Same day  Same day  Same day  Same day  Next day  Same day  Next day  Same day 
Equation state  OK  OK  OK  OK  OK  OK  OK  OK  OK  OK 
lags of X in mean equation  (0...0)  (0...‐2)  (0...‐1)  (0...0)  (0...0)  (0...0)  (‐1...‐1)  (0...0)  (‐1...‐2)  (0...‐1) 
lags of AR  No AR  No AR  No AR  AR(1)  No AR  AR(1)  No AR  No AR  No AR  No AR 
lags of MA  No MA  MA(3)  No MA  MA(2)  MA(3)  MA(2)  No MA  MA(1)  MA(3)  MA(1) 
lags of ARCH  ARCH(2)  ARCH(1)  ARCH(2)  ARCH(1)  ARCH(1)  ARCH(1)  ARCH(2)  ARCH(1)  ARCH(1)  ARCH(1) 
lags of GARCH  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1) 
lags of X2 in variance equation  No Caus. in variance  No Caus. in variance  (0...‐2)  No Caus. in variance  No Caus. in variance  No Caus. in variance  (‐1...‐1)  No Caus. in variance  No Caus. in variance  No Caus. in variance 
‐‐‐                     
α0 (Constant)     ‐0.022035  1.75E‐05 ‐0.031008  0.110664 **  0.000122  0.099799 ** ‐0.026618  0.165174 **  0.000137  0.165049 ** 
 λ0  0.043497 **  0.000153  0.148383 **  0.133903 **  ‐5.11E‐05  0.034550 **     0.179014 **   0.030635 * 
 λ1     3.00E‐05  0.032627 *        0.045629 **    0.000102 ‐0.001587 
 λ2    ‐             ‐0.000125   5.15E‐07   
 λ3                     
 λ4                     
 λ5                     
AR(1)               0.893513 **    0.899561 ** 
AR(2)                    
AR(3)                     
MA(1)    ‐      0.005400    ‐0.780255 **  ‐0.004735  ‐0.783461 ** 0.058614 ** ‐0.006586  0.068631 ** 
MA(2)         0.001656    ‐0.070615 **  0.003276  ‐0.072273 **   0.003061  
MA(3)                 0.007571    0.011933 0.013420
‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐ 
ω0 (Constant)                   ‐0.096864 ** ‐0.147923 ** ‐0.117247 ** ‐0.143891 ** ‐0.148004 ** ‐0.139077 ** ‐0.109298 ** ‐0.144703 ** ‐0.133656 ** ‐0.145225 ** 
ARCH(1)  0.013016  0.288796 **  ‐0.042450  0.251300 **  0.288472 **  0.254454 **  ‐0.019047  0.255125 **  0.250598 **  0.258448 ** 
ARCH(2)  0.130167 **    0.209524 **        0.175110 **       
γ (Assymmentric effect)             ‐0.058264 ** ‐0.040220 * ‐0.064609 ** ‐0.088877 ** ‐0.041721 * ‐0.100744 ** ‐0.059587 **  ‐0.017658  ‐0.034972 *  ‐0.015839 
GARCH(1)  0.978836 **  0.946972 **  0.972891 **  0.940208 **  0.946536 **  0.933138 **  0.975544 **  0.974130 **  0.955860 **  0.974027 ** 
GARCH(2)                     
 μ0       0.017426 **             
 μ1                 ‐0.017578 ** 0.000814 **   
 μ2         0.002194            
 μ3                     
 μ4                     
 μ5                     
‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐ 
No X mean Causality  
(H0: ߣ௟೉,ೊ=...=ߣ௚=0) 
Rej. 1%    Rej. 1%  Rej. 1%    Rej. 1%  Rej. 1%  Rej. 1%     
No X variance ausality     C
(H0: ߤ௟೉,ೊ=...=ߤ௪=0) 
           Rej. 1%    Rej. 1%   
‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐    ‐‐‐ 
LB Q‐stat(10)  7.7364  16.635  10.706  20.742 *  15.913  20.004 *  10.479  39.171 **  16.037  40.036 ** 
LB Q2‐stat(10)  9.5064  3.1168  12.957  6.7952  3.0968  5.9028  6.5392  7.4918  3.7647  8.4996 
LM‐test(10)                     




Pair direction  RU‐‐>IN  IN‐‐>RU  GE‐‐>JP  JP‐‐>GE  GE‐‐>CH  CH‐‐>GE  GE‐‐>IN  IN‐‐>GE  GE‐‐>RU  RU‐‐>GE 
Sample  FS  FS  FS  FS  FS  FS  FS  FS  FS  FS 
Relation  Same day  Same day  Next day  Same day  Next day  Same day  Same day  Same day  Same day  Same day 
Equation state  OK  OK  OK  OK  OK  OK  OK  OK  No convergance (B)  OK 
lags of X in mean equation  (0...‐1)  (0...0)  (‐1...‐1)  (0...‐2)  (‐1...‐4)  No Caus. in mean  (0...‐3)  (0...0)    (0...0) 
lags of AR  AR(1)  No AR  No AR  No AR  No AR  No AR  AR(1)  No AR    No AR 
lags of MA  MA(2)  MA(1)  No MA  No MA  MA(3)  No MA  MA(2)  No MA    No MA 
lags of ARCH  ARCH(1)  ARCH(1)  ARCH(2)  ARCH(1)  ARCH(1)  ARCH(1)  ARCH(1)  ARCH(1)    ARCH(1) 
lags of GARCH  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)    GARCH(1) 
lags of X2 in variance equation  No Caus. in variance  (0...‐3)  (‐1...‐1)  (0...0)  No Caus. in variance  (0...‐5)  (0...‐1)  (0...‐1)    (0...0) 
‐‐‐                     
α0 (Constant)  0.088578 **  0.146967 **  ‐0.029889  0.057675 **  0.000214  0.066506 **  0.091790 **  0.053537 **    0.052268 ** 
 λ0  0.072831 **  0.198393 **    0.200960 **      0.134521 **  0.109723 **    0.105261 ** 
 λ1  0.019594 *       0.232884 ** ‐0.030358 *  0.000158    0.114994 **     
 λ2             ‐0.019595  0.000115    0.048502 ** 
 λ3          ‐          1.22E‐05 0.044835 ** 
 λ4                   0.000266  
 λ5                    
AR(1)  0.871545 **                 0.817376 ** 
AR(2)                    
AR(3)                    
MA(1)      ‐      ‐0.755149 **  0.075026 **  0.006405    ‐0.729167 ** 
MA(2)             ‐0.068266 **  0.003603    ‐0.051106 * 
MA(3)                     0.014329
‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐    ‐‐‐ 
ω0 (Constant)               ‐0.145442 ** ‐0.144658 ** ‐0.108720 ** ‐0.110761 ** ‐0.142204 ** ‐0.113280 ** ‐0.156302 ** ‐0.108158 **    ‐0.108172 ** 
ARCH(1)  0.266856 **  0.241421 **  ‐0.038266  0.148987 **  0.270668 **  0.152486 **  0.277042 **  0.142879 **    0.143740 ** 
ARCH(2)       0.188685 **             
γ (Assymmentric effect)             ‐0.100626 **  ‐0.009647 ‐0.056701 ** ‐0.066546 ** ‐0.039442 * ‐0.067174 ** ‐0.094023 ** ‐0.060921 **    ‐0.062464 ** 
GARCH(1)  0.927027 **  0.975774 **  0.974480 **  0.984211 **  0.949867 **  0.983548 **  0.926353 **  0.984706 **    0.981814 ** 
GARCH(2)                    
 μ0           0.006406 6.76E‐05 9.92E‐05  0.014649  0.012391 *    0.000275 
 μ1           0.001650  0.003739 **   0.006181 ‐0.013292 ‐0.011750 *     
 μ2    ‐       ‐        0.005451   0.007767  
 μ3    ‐                  0.000775 0.000764
 μ4                     0.005787
 μ5                   ‐0.005005 * 
‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐    ‐‐‐ 
No X ean Causality  m
(H0: ߣ௟೉,ೊ=...=ߣ௚=0) 
Rej. 1%  Rej. 1%  Rej. 1%  Rej. 1%      Rej. 1%  Rej. 1%    Rej. 1% 
No X variance ausality     C
(H0: ߤ௟೉,ೊ=...=ߤ௪=0) 
    Rej. 1%           Rej. 5%   
‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐    ‐‐‐ 
LB Q‐stat(10)  18.283 *  29.567 **  27.771 **  16.861  15.944  13.464  18.888 *  16.356    18.236 
LB Q2‐stat(10)  5.6701  6.9482  9.7637  13.326  3.2842  7.9749  6.2365  7.6311    7.7271 
LM‐test(10)                    






 Pair direction  FR‐‐>JP  JP‐‐>FR  FR‐‐>CH  CH‐‐>FR  FR‐‐>IN  IN‐‐>FR  FR‐‐>RU  RU‐‐>FR  FR‐‐>GE 
Sample  FS  FS  FS  FS  FS  FS  FS  FS  FS 
Relation  Next day  Same day  Next day  Same day  Same day  Same day  Same day  Same day  Same day 
Equation state  OK  OK  OK  OK  OK  OK  OK  OK  OK 
lags of X in mean equation  (‐1...‐2)  (0...‐2)  (‐1...‐4)  No Caus. in mean  (0...‐3)  (0...0)  (0...‐1)  (0...0)  (0...‐1) 
lags of AR  No AR  No AR  No AR  No AR  AR(1)  No AR  No AR  No AR  No AR 
lags of MA  No MA  No MA  MA(3)  No MA  MA(2)  No MA  MA(1)  No MA  No MA 
lags of ARCH  ARCH(2)  ARCH(1)  ARCH(1)  ARCH(1)  ARCH(1)  ARCH(1)  ARCH(1)  ARCH(1)  ARCH(1) 
lags of GARCH  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1) 
lags of X2 in variance equation  (‐1...‐1)  (0...0)  No Caus. in variance  (0...‐4)  (0...‐1)  (0...‐1)  (0...‐5)  (0...0)  (0...‐1) 
‐‐‐                   
α0 (Constant)  ‐0.021877  0.052625 **  ‐5.27E‐05  0.054164 **  0.097868 **  0.045487 *  0.156945 **  0.035749  0.019064 * 
 λ0    0.180861 **      0.159895 **  0.112269 **  0.395684 **  0.101757 **  0.947516 ** 
 λ1  0.260420 **  ‐0.035432 **  0.000507    0.111319 **     0.086292 **   0.018639 * 
 λ2  0.035387  ‐0.023241  0.000192    0.046356 **        
 λ3      ‐          0.000184    0.062379 **
 λ4           0.001146        
 λ5                   
AR(1)                   0.725220 **
AR(2)                   
AR(3)                   
MA(1)      ‐          0.005728    ‐0.633371 ** 0.066076 **
MA(2)             0.003337    ‐0.037465  
MA(3)           0.012186        
‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐ 
ω0 (Constant)                 ‐0.130055 ** ‐0.098818 ** ‐0.139343 ** ‐0.087289 ** ‐0.156073 ** ‐0.090746 ** ‐0.143415 ** ‐0.089743 ** ‐0.100175 ** 
ARCH(1)  0.061173  0.128536 **  0.264305 **  0.115355 **  0.274280 **  0.115157 **  0.227222 **  0.116952 **  0.110197 ** 
ARCH(2)  0.117783 *                 
γ (Assymmentric effect)         ‐0.052758 ** ‐0.053208 **  ‐0.038158 *  ‐0.058641 ** ‐0.092705 ** ‐0.053698 ** ‐0.005238  ‐0.052925 **  ‐0.005437 
GARCH(1)  0.966937 **  0.984073 **  0.952036 **  0.985042 **  0.924919 **  0.986366 **  0.982388 **  0.983532 **  0.993371 ** 
GARCH(2)                   
 μ0    0.000829    ‐0.004201  0.004720  0.011050  0.020138  0.000226  0.039751 ** 
 μ1  0.006827 **         0.007115 ‐0.001459 ‐0.010025  0.007220    ‐0.034459 ** 
 μ2         0.006796     ‐0.022434     
 μ3        ‐    0.013203 *    0.020299   
 μ4                   0.004030 ‐0.037040 *
 μ5               0.011545   
‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐ 
No X ean Causality  m
(H0: ߣ௟೉,ೊ=...=ߣ௚=0) 
Rej. 1%  Rej. 1%      Rej. 1%  Rej. 1%  Rej. 1%  Rej. 1%  Rej. 1% 
No X variance ausality     C
(H0: ߤ௟೉,ೊ=...=ߤ௪=0) 
Rej. 1%           Rej. 5%    Rej. 1% Rej. 1% 
‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐ 
LB Q‐stat(10)  30.245 **  18.680 *  16.302  20.484 *  20.330 *  22.078 *  28.667 **  22.119 *  70.818 ** 
LB Q2‐stat(10)  10.544  13.114  3.4267  12.169  6.7030  14.637  9.1471  17.384  29.213 ** 
LM‐test(10)                 Rej. 1% 








Pair direction  GE‐‐>FR  UK‐‐>JP  JP‐‐>UK  UK‐‐>CH  CH‐‐>UK  UK‐‐>IN  IN‐‐>UK  UK‐‐>RU  RU‐‐>UK  UK‐‐>GE 
Sample  FS  FS  FS  FS  FS  FS  FS  FS  FS  FS 
Relation  Same day  Next day  Same day  Next day  Same day  Same day  Same day  Same day  Same day  Same day 
Equation state  OK  OK  OK  OK  No sig. CCF detected 
(A) 
OK  OK  OK  OK  OK 
lags of X in mean equation  (0...‐3)  (‐1...‐1)  (0...0)  (‐1...‐4)  No Caus. in mean  (0...‐3)  (0...0)  (0...‐4)  (0...0)  (0...‐1) 
lags of AR  No AR  No AR  No AR  No AR  No AR  AR(1)  No AR  No AR  No AR  No AR 
lags of MA  No MA  No MA  MA(1)  MA(3)  MA(1)  MA(2)  MA(1)  MA(1)  MA(1)  No MA 
lags of ARCH  ARCH(1)  ARCH(2)  ARCH(1)  ARCH(1)  ARCH(1)  ARCH(1)  ARCH(1)  ARCH(1)  ARCH(1)  ARCH(1) 
lags of GARCH  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1) 
lags of X2 in variance equation  (0...‐4)  (‐1...‐4)  No Caus. in variance  No Caus. in variance  No Caus. in variance  (0...0)  (0...‐1)  (0...‐5)  (0...0)  (0...0) 
‐‐‐                     
α0 (Constant)     ‐0.001177  ‐0.032775  0.037960 **  ‐0.000121 0.088531 **  0.034242 *  0.142696 **  0.026257  0.018990 
 λ0  0.818502 **    0.141477 **      0.252192 **  0.085990 **  0.535187 **  0.081662 **  0.924420 ** 
 λ1  0.012917  0.300761 **           0.000922 0.159539 **   0.134534 **   0.015298 
 λ2  ‐0.028111 **                 0.000256 0.063454 ** 0.012939  
 λ3  ‐0.024090 **                   0.000114 0.076588 ** 0.047809
 λ4                   0.001704   0.040496
 λ5                     
AR(1)                   0.808204 ** 
AR(2)                    
AR(3)                     
MA(1)      ‐    0.017292  ‐0.005163 ‐0.711231 **  0.003035  0.055219 **  0.007423   
MA(2)               0.003577 ‐0.049406      
MA(3)                     0.012270
‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐    ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐ 
ω0 (Constant)               ‐0.074265 ** ‐0.115330 ** ‐0.119061 ** ‐0.163191 **    ‐0.173452 ** ‐0.108465 ** ‐0.176969 ** ‐0.119229 ** ‐0.109700 ** 
ARCH(1)  0.090442 **  ‐0.030193  0.142474 **  0.334935 **    0.291206 **  0.124905 **  0.296300 **  0.139035 **  0.127922 ** 
ARCH(2)     0.189812 **               
γ (Assymmentric effect)             ‐0.025329 * ‐0.056416 ** ‐0.081460 ** ‐0.053290 *    ‐0.096941 ** ‐0.079255 **  ‐0.011749 ‐0.083674 ** ‐0.046128 ** 
GARCH(1)  0.997105 **  0.978756 **  0.973788 **  0.925088 **    0.917381 **  0.973540 **  0.970027 **  0.968513 **  0.988792 ** 
GARCH(2)                    
 μ0  0.044241 **          0.013063 *  0.009933  0.062061 **  0.000216  0.006334 ** 
 μ1  ‐         ‐      0.017907 *  0.052021 **  0.008959  ‐0.034716
 μ2  ‐                  0.018265 * ‐0.044480   ‐0.040664
 μ3  0.012468  ‐0.006774                 0.072999 **
 μ4  ‐                0.019828 **  0.004500   ‐0.065285 **
 μ5                     0.008016
‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐    ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐ 
No X ean Causality  m
(H0: ߣ௟೉,ೊ=...=ߣ௚=0) 
Rej. 1%  Rej. 1%  Rej. 1%      Rej. 1%  Rej. 1%  Rej. 1%  Rej. 1%  Rej. 1% 
No X variance ausality     C
(H0: ߤ௟೉,ೊ=...=ߤ௪=0) 
Rej. 1%  Rej. 1%        Rej. 5%    Rej. 1%    Rej. 1% 
‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐    ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐ 
LB Q‐stat(10)  75.050 **  22.760 *  15.352  15.888    18.477 *  21.150 *  27.539 **  22.092 *  20.102 * 
LB Q2‐stat(10)  26.354 **  10.941  12.586  2.6046    7.6142  10.453  7.8530  6.6871  7.6559 
LM‐test(10)  Rej. 1%                   







Pair direction  GE‐‐>UK  UK‐‐>FR  FR‐‐>UK  BR‐‐>JP  JP‐‐>BR  BR‐‐>CH  CH‐‐>BR  BR‐‐>IN  IN‐‐>BR  BR‐‐>RU 
Sample  FS  FS  FS  FS  FS  FS  FS  FS  FS  FS 
Relation  Same day  Same day  Same day  Next day  Same day  Next day  Same day  Next day  Same day  Same day 
Equation state  OK  No convergance (B)  OK  OK  OK  OK  OK  OK  OK  OK 
lags of X in mean equation  (0...‐4)    (0...‐4)  (‐1...‐2)  (0...‐4)  (‐1...‐5)  No Caus. in mean  (‐1...‐3)  (0...0)  (0...‐4) 
lags of AR  No AR    No AR  No AR  AR(2)  No AR  AR(2)  AR(1)  AR(2)  No AR 
lags of MA  MA(1)    MA(1)  No MA  No MA  MA(3)  No MA  MA(2)  No MA  MA(1) 
lags of ARCH  ARCH(1)    ARCH(1)  ARCH(2)  ARCH(2)  ARCH(1)  ARCH(2)  ARCH(1)  ARCH(2)  ARCH(1) 
lags of GARCH  GARCH(1)    GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1) 
lags of X2 in variance equation  (0...‐3)    (0...‐2)  (‐1...‐4)  No Caus. in variance  (‐1...‐4)  (0...0)  (‐1...‐4)  (0...‐1)  (0...‐3) 
‐‐‐                     
α0 (Constant)  0.016325     0.009442 ‐0.027652  0.116175 **  0.000416  0.112900 **  0.094340 **  0.103924 **  0.123336 ** 
 λ0  0.502936 **     0.622299 **   0.126727 **        0.134084 **  0.171023 ** 
 λ1  0.026662 **           0.020290 *  0.124107 ** ‐0.018833  0.000477 0.070860 **   0.115318 ** 
 λ2  ‐0.006107       0.010775  0.006884  0.020696  ‐2.57E‐05    0.000452 0.016503 
 λ3  ‐0.022263 **             0.008967   0.026424  ‐0.000121 0.032746 ** 0.023101 
 λ4  0.006635     0.021453 *    0.033633  ‐4.42E‐05       0.027074 * 
 λ5                     6.10E‐05
AR(1)             0.086198 **    0.098568 **  0.848226 **  0.086640 **
AR(2)          ‐0.027953    ‐0.030402    ‐0.030287   
AR(3)                    
MA(1)           ‐0.054901 ** ‐0.047721 **    ‐0.006889 ‐0.745678 **    0.048667 ** 
MA(2)               0.002901 ‐0.059621 **     
MA(3)               0.013884      
‐‐‐  ‐‐‐    ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐ 
ω0 (Constant)                   ‐0.291954 ** ‐0.073639 ** ‐0.103786 ** ‐0.074902 ** ‐0.120601 ** ‐0.057364 ** ‐0.142975 ** ‐0.078014 ** ‐0.150136 ** 
ARCH(1)  0.207312 **    0.080967 **  0.005937  0.102060 *  0.230327 **  0.072567  0.257245 **  0.094548  0.251763 ** 
ARCH(2)           0.138224 **  0.131688 **    0.158529 **    0.137758 **
γ (Assymmentric effect)                 ‐0.031190 ‐0.020841 * ‐0.045332 ** ‐0.138786 **  ‐0.032680 ‐0.145118 ** ‐0.099638 ** ‐0.139147 ** ‐0.012653 
GARCH(1)  0.891293 **    0.991576 **  0.977065 **  0.930268 **  0.962904 **  0.924913 **  0.929766 **  0.928996 **  0.974970 ** 
GARCH(2)                     
 μ0  0.045303 **           0.052756 ** ‐0.002153    0.002648  0.007034 * 
 μ1  ‐0.007135           ‐0.022118 *  0.007216 ** 0.001665   0.003492 ‐0.000725  ‐0.002547 
 μ2  ‐0.020492           ‐0.029452 **  ‐0.004912    0.005342 ‐0.000789 ‐0.001501 
 μ3  0.001438             ‐6.08E‐05 ‐0.008572 *    ‐0.002839 ‐0.002901 
 μ4               ‐0.000966    0.000646 0.000583  
 μ5                    
‐‐‐  ‐‐‐    ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐ 
No X ean Causality  m
(H0: ߣ௟೉,ೊ=...=ߣ௚=0) 
Rej. 1%    Rej. 1%  Rej. 1%  Rej. 1%      Rej. 1%  Rej. 1%  Rej. 1% 
No X variance Causality     
(H0: ߤ௟೉,ೊ=...=ߤ௪=0) 
Rej. 1%    Rej. 1%  Rej. 1%           Rej. 5% Rej. 1% 
‐‐‐  ‐‐‐    ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐ 
LB Q‐stat(10)  26.271 **    33.111 **  13.087  12.143  17.239  9.7324  19.135 *  9.6665  25.037 ** 
LB Q2‐stat(10)  11.497    14.768  10.170  11.810  5.0671  11.989  5.9587  11.950  11.328 
LM‐test(10)                    






Pair direction  RU‐‐>BR  BR‐‐>GE  GE‐‐>BR  BR‐‐>FR  FR‐‐>BR  BR‐‐>UK  UK‐‐>BR  US‐‐>JP  JP‐‐>US  US‐‐>CH 
Sample  FS  FS  FS  FS  FS  FS  FS  FS  FS  FS 
Relation  Same day  Same day  Same day  Same day  Same day  Same day  Same day  Next day  Same day  Next day 
Equation state  OK  OK  OK  OK  OK  OK  OK  OK  OK  OK 
lags of X in mean equation  (0...0)  (0...‐1)  (0...‐4)  (0...‐1)  (0...0)  (0...‐5)  (0...0)  (‐1...‐2)  (0...‐1)  (‐1...‐4) 
lags of AR  AR(2)  No AR  AR(2)  No AR  AR(2)  No AR  AR(2)  No AR  No AR  No AR 
lags of MA  No MA  No MA  No MA  No MA  No MA  MA(1)  No MA  No MA  No MA  MA(3) 
lags of ARCH  ARCH(2)  ARCH(1)  ARCH(2)  ARCH(1)  ARCH(2)  ARCH(1)  ARCH(2)  ARCH(2)  ARCH(2)  ARCH(1) 
lags of GARCH  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1) 
lags of X2 in variance equation  (0...0)  (0...‐3)  (0...‐4)  (0...‐4)  (0...0)  (0...‐1)  (0...0)  (‐1...‐5)  No Caus. in variance  No Caus. in variance 
‐‐‐                     
α0 (Constant)  0.083435 *  0.031584  0.046855  0.019184  0.078759 *  0.021812  0.088771 **  ‐0.035742  0.038443 **  9.67E‐05 
 λ0  0.160343 **  0.198966 **  0.569250 **  0.181212 **  0.599696 **  0.133333 **  0.786901 **    0.052391 **   
 λ1     0.053082 **  0.097518 **  0.053425 **    0.052455 **    0.456383 ** ‐0.021707 *  8.57E‐05 
 λ2           0.023174   ‐0.000885    0.079080 **   0.000386 
 λ3             0.030040 0.004444      0.000109 
 λ4          ‐    0.068389 **  0.010542    0.000373 
 λ5                   ‐0.014342 *  
AR(1)  0.080993 **    0.044954 **         0.051486 **   0.032868   
AR(2)  ‐0.035271    ‐0.041845 *           ‐0.026971 ‐0.020344   
AR(3)                    
MA(1)                   ‐0.041832 * ‐0.006137 
MA(2)                   0.003267 
MA(3)                    0.012231 
‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐ 
ω0 (Constant)                   ‐0.068119 ** ‐0.116542 ** ‐0.055653 ** ‐0.095294 ** ‐0.049074 * ‐0.106587 ** ‐0.085495 ** ‐0.119596 ** ‐0.093540 ** ‐0.153890 ** 
ARCH(1)  0.085417  0.149685 **  0.073348  0.118189 **  0.047178  0.110659 **  0.135283 **  0.087502  ‐0.005399  0.307412 ** 
ARCH(2)  0.123100 *       0.144942 **   0.147025 **   0.098481  0.070918  0.114536 *   
γ (Assymmentric effect)                   ‐0.130806 ** ‐0.064061 ** ‐0.149730 ** ‐0.047926 ** ‐0.133067 ** ‐0.076841 ** ‐0.123458 ** ‐0.050408 ** ‐0.120608 ** ‐0.048003 * 
GARCH(1)  0.929785 **  0.984388 **  0.886549 **  0.983389 **  0.901729 **  0.971000 **  0.912456 **  0.974538 **  0.972911 **  0.935729 ** 
GARCH(2)                     
 μ0  0.001511 **  0.004273 *  0.022038 **  0.004763 *  0.020791 **  0.010133 **  0.027105 **       
 μ1         0.002199  ‐0.005569  0.001681    ‐0.008907 **    0.026276 *
 μ2    ‐     ‐      0.000671  0.006373 ‐0.002641       0.005011
 μ3    ‐         ‐      0.005292 *  ‐0.009619 ‐0.004810 *  0.006773
 μ4              ‐      0.007193  0.001839 0.012482
 μ5                     0.010111
‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐ 
No X ean Causality  m
(H0: ߣ௟೉,ೊ=...=ߣ௚=0) 
Rej. 1%  Rej. 1%  Rej. 1%  Rej. 1%  Rej. 1%  Rej. 1%  Rej. 1%  Rej. 1%  Rej. 1%   
No X variance ausality     C
(H0: ߤ௟೉,ೊ=...=ߤ௪=0) 
Rej. 1%  Rej. 1%  Rej. 1%  Rej. 1%  Rej. 1%  Rej. 1%  Rej. 1%  Rej. 1%     
‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐ 
LB Q‐stat(10)  10.097  30.659 **  13.930  30.508 **  11.875  29.230 **  8.6417  20.766 *  14.625  16.109 
LB Q2‐stat(10)  14.770  7.9753  7.4719  15.499  9.4181  17.992  8.3683  6.0846  4.0878  2.7866 
LM‐test(10)                     







Pair direction  CH‐‐>US  US‐‐>IN  IN‐‐>US  US‐‐>RU  RU‐‐>US  US‐‐>GE  GE‐‐>US  US‐‐>FR  FR‐‐>US  US‐‐>UK 
Sample  FS  FS  FS  FS  FS  FS  FS  FS  FS  FS 
Relation  Same day  Next day  Same day  Next day  Same day  Same day  Same day  Same day  Same day  Same day 
Equation state  OK  OK  OK  OK  OK  OK  OK  OK  OK  OK 
lags of X in mean equation  (0...‐4)  (‐1...‐4)  (0...‐2)  (‐1...‐3)  (0...0)  (0...‐1)  (0...0)  (0...‐1)  (0...‐1)  (0...‐1) 
lags of AR  No AR  AR(1)  No AR  No AR  No AR  No AR  No AR  No AR  No AR  No AR 
lags of MA  No MA  MA(2)  No MA  MA(1)  No MA  No MA  No MA  No MA  No MA  MA(1) 
lags of ARCH  ARCH(2)  ARCH(1)  ARCH(2)  ARCH(1)  ARCH(2)  ARCH(1)  ARCH(2)  ARCH(1)  ARCH(2)  ARCH(1) 
lags of GARCH  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1) 
lags of X2 in variance equation  (0...‐4)  (‐1...‐5)  (0...‐1)  (‐1...‐1)  (0...0)  (0...‐2)  (0...‐4)  (0...‐2)  (0...‐4)  (0...0) 
‐‐‐                     
α0 (Constant)  0.038270 **  0.098618 **  0.032893 *  0.139876 **  0.031346 *  0.010406  0.003777  0.010156  0.008882  0.009324 
 λ0  0.010026    0.036613 **    0.037583 **  0.667868 **  0.333238 **  0.634131 **  0.347595 **  0.462179 ** 
 λ1  ‐  0.014197  0.197318 **  ‐0.013762  0.348290 **   0.303762 **    0.310411 **  0.023113 *  0.268020 ** 
 λ2  0.006763  0.067956 **  0.014847  0.018794            
 λ3  ‐              0.015193 *  0.077982 **    0.021519
 λ4  ‐0.010641  0.071686 **                 
 λ5                    
AR(1)     0.431939                
AR(2)                     
AR(3)                     
MA(1)    ‐            0.336876    0.037082 * ‐0.176880 ** 
MA(2)    ‐  0.009825                
MA(3)                     
‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐ 
ω0 (Constant)                   ‐0.088129 ** ‐0.139534 ** ‐0.086370 ** ‐0.146635 ** ‐0.096508 ** ‐0.086161 ** ‐0.102962 ** ‐0.089946 ** ‐0.126840 ** ‐0.172927 ** 
ARCH(1)  ‐  0.041347  0.244313 **  ‐0.061489  0.259269 ** ‐0.016423  0.093636 **  0.111854 *  0.102301 **  0.055563  0.131845 ** 
ARCH(2)  0.142507 **    0.160990 **       0.124625 **   ‐0.005058    0.052024  
γ (Assymmentric effect)                 ‐0.119771 ** ‐0.086644 ** ‐0.118674 ** ‐0.015850 ‐0.124517 ** ‐0.041936 ** ‐0.111068 **  ‐0.022492 ‐0.129618 ** ‐0.059917 ** 
GARCH(1)  0.976435 **  0.938395 **  0.975376 **  0.971745 **  0.970636 **  0.975096 **  0.976521 **  0.981427 **  0.956714 **  0.924021 ** 
GARCH(2)                     
 μ0  0.009456 **    0.010423 *    0.000521 *  0.028310 *  0.045797 **  0.040337 *  0.053073 **  0.032224 ** 
 μ1  ‐    0.011682 *  0.034661  ‐0.009480 *  0.002895   0.048412 ** ‐0.031206 **  0.007858  ‐0.036380 *   
 μ2  0.003273  ‐0.012559             ‐0.065213 **  ‐0.005559  ‐0.038668 * ‐0.003530
 μ3  ‐           ‐    0.003005  ‐0.012700 0.005002    ‐0.009112
 μ4  0.003212  0.003373          ‐    0.001299    0.006748
 μ5    ‐  0.012235                
‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐ 
No X ean Causality  m
(H0: ߣ௟೉,ೊ=...=ߣ௚=0) 
Rej. 5%  Rej. 1%  Rej. 1%  Rej. 1%  Rej. 1%  Rej. 1%  Rej. 1%  Rej. 1%  Rej. 1%  Rej. 1% 
No X variance ausality     C
(H0: ߤ௟೉,ೊ=...=ߤ௪=0) 
Rej. 1%    Rej. 5%    Rej. 5%  Rej. 1%  Rej. 1%  Rej. 1%  Rej. 1%  Rej. 1% 
‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐ 
LB Q‐stat(10)  15.809  21.187 *  15.868  40.157 **  14.914  104.63 **  62.022 **  113.03 **  77.106 **  24.891 ** 
LB Q2‐stat(10)  5.1798  7.1427  7.6622  7.1779  5.5182  21.656 *  4.2167  11.548  9.9159  13.023 
LM‐test(10)             Rej. 5%        





Pair direction  UK‐‐>US  US‐‐>BR  BR‐‐>US  OIL‐‐>JP  JP‐‐>OIL  OIL‐‐>CH  CH‐‐>OIL  OIL‐‐>IN  IN‐‐>OIL  OIL‐‐>RU 
Sample  FS  FS  FS  FS  FS  FS  FS  FS  FS  FS 
Relation  Same day  Same day  Same day  Same day  Same day  Same day  Same day  Same day  Same day  Same day 







lags of X in mean equation  (0...‐5)  (0...‐3)  (0...0)  (0...0)  (0...0)  No Caus. in mean  No Caus. in mean  No Caus. in mean  (0...‐4)  (0...‐2) 
lags of AR  No AR  AR(2)  No AR  No AR  No AR  No AR  No AR  AR(1)  No AR  No AR 
lags of MA  No MA  No MA  No MA  No MA  MA(1)  MA(3)  MA(1)  MA(2)  MA(1)  MA(1) 
lags of ARCH  ARCH(2)  ARCH(2)  ARCH(2)  ARCH(2)  ARCH(1)  ARCH(1)  ARCH(1)  ARCH(1)  ARCH(1)  ARCH(1) 
lags of GARCH  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1) 
lags of X2 in variance equation  (0...‐4)  (0...‐2)  (0...‐4)  No Caus. in variance  No Caus. in variance  No Caus. in variance  No Caus. in variance  No Caus. in variance  No Caus. in variance  No Caus. in variance 
‐‐‐                     
α0 (Constant)  0.010995  0.047527  0.016273  ‐0.017839  0.089203 *        0.072137  0.159081 ** 
 λ0  0.405993 **  1.205751 **  0.194000 **  0.015626  0.038422        0.022858  0.075668 ** 
 λ1  0.009710  0.212463 **              0.013956  0.034242 ** 
 λ2  ‐                0.017483 ‐0.062192 0.000477  0.019573 
 λ3  0.016298  0.072351 *              0.027060   
 λ4  0.006398                0.051309 *   
 λ5  ‐0.026044                   
AR(1)                   0.059501 ** 
AR(2)    ‐                  0.010306
AR(3)                     
MA(1)                 0.029162 0.032540  0.069314 ** 
MA(2)                     
MA(3)                     
‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐        ‐‐‐  ‐‐‐ 
ω0 (Constant)           ‐0.093832 ** ‐0.095168 ** ‐0.091323 ** ‐0.110102 ** ‐0.051116 **        ‐0.028604 * ‐0.148503 ** 
ARCH(1)  0.038938  0.167390 **  0.038462  ‐0.012662  0.133234 **        0.088472 **  0.258439 ** 
ARCH(2)  0.046098  0.031353  0.060075  0.177425 **             
γ (Assymmentric effect)         ‐0.117076 ** ‐0.094688 ** ‐0.082161 ** ‐0.063096 ** ‐0.030035 **        ‐0.030454 **  ‐0.013994 
GARCH(1)  0.969734 **  0.923636 **  0.984301 **  0.977263 **  0.964872 **        0.974210 **  0.975267 ** 
GARCH(2)                    
 μ0  0.078143 **  0.039497 *  0.011862 **               
 μ1  ‐                0.042875 ‐0.024495  ‐0.008950 ** 
 μ2  ‐                0.010647  0.018681  0.002096
 μ3  ‐0.002986                 ‐0.005590 * 
 μ4  ‐0.010273                   0.001555
 μ5                     
‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐        ‐‐‐  ‐‐‐ 
No X mean Causality  
(H0: ߣ௟೉,ೊ=...=ߣ௚=0) 
Rej. 1%  Rej. 1%  Rej. 1%              Rej. 1% 
No X variance ausality     C
(H0: ߤ௟೉,ೊ=...=ߤ௪=0) 
Rej. 1%  Rej. 1%  Rej. 1%               
‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐        ‐‐‐  ‐‐‐ 
LB Q‐stat(10)  59.264 **  9.7177  16.671  6.5808  7.0514        6.4607  34.689 ** 
LB Q2‐stat(10)  17.400  11.673  10.583  6.0134  9.0555        16.453  8.9290 
LM‐test(10)                     





Pair direction  RU‐‐>OIL  OIL‐‐>GE  GE‐‐>OIL  OIL‐‐>FR  FR‐‐>OIL  OIL‐‐>UK  UK‐‐>OIL  OIL‐‐>BR  BR‐‐>OIL  OIL‐‐>US  US‐‐>OIL 
Sample  FS  FS  FS  FS  FS  FS  FS  FS  FS  FS  FS 
Relation  Same day  Same day  Same day  Same day  Same day  Same day  Same day  Same day  Same day  Same day  Same day 
Equation state  OK  OK  OK  OK  OK  OK  OK  No  convergance 
(B) 
OK  OK  OK 
lags of X in mean equation  (0...0)  No Caus. in mean  No Caus. in mean  (0...0)  (0...0)  (0...0)  (0...‐4)    (0...‐1)  (0...‐5)  (0...‐1) 
lags of AR  No AR  No AR  No AR  No AR  No AR  No AR  No AR    No AR  No AR  No AR 
lags of MA  MA(1)  No MA  MA(1)  No MA  MA(1)  MA(1)  MA(1)    MA(1)  No MA  MA(1) 
lags of ARCH  ARCH(1)  ARCH(1)  ARCH(1)  ARCH(1)  ARCH(1)  ARCH(1)  ARCH(1)    ARCH(1)  ARCH(2)  ARCH(1) 
lags of GARCH  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)    GARCH(1)  GARCH(1)  GARCH(1) 




(0...0)  (0...0)  (0...0)  (0...0)  (0...0)  (0...‐2)    No  Caus.  in 
variance 
(0...‐4)  (0...‐5) 
‐‐‐                       
α0 (Constant)  0.080101 *  0.063292 **  0.088440 *  0.057216 **  0.083505 *  0.039647 **  0.087623 *    0.079088 *  0.039242 **  0.083164 * 
 λ0  0.065805 **      0.014157  0.085592 **  0.020662 **  0.146830 **    0.021965  0.001291  0.026849 
 λ1                   0.034762 0.030645 * ‐0.000125  0.092622 * 
 λ2               ‐0.026621    ‐0.009348   
 λ3                   0.023464 ‐0.001208   
 λ4                   0.046601 ‐0.005630   
 λ5                    ‐0.009007   
AR(1)                       
AR(2)                       
AR(3)                       
MA(1)  0.030950    0.030233           0.029894  0.024203  0.034807 0.030777 0.031486 
MA(2)                       
MA(3)                       
‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐    ‐‐‐  ‐‐‐  ‐‐‐ 
ω0 (Constant)                   ‐0.025156 * ‐0.113428 ** ‐0.029772 ‐0.083377 ** ‐0.032444 ‐0.107406 **  0.013253 ‐0.033805 * ‐0.098169 ** ‐0.035319 * 
ARCH(1)  0.077718 **  0.153603 **  0.110704 **  0.108278 **  0.115586 **  0.133151 **  0.109288 **    0.111298 **  0.006213  0.104795 ** 
ARCH(2)                   0.106399 *   
γ (Assymmentric effect)                     ‐0.023016 ** ‐0.069258 ** ‐0.030056 * ‐0.063742 ** ‐0.028718 * ‐0.085700 ** ‐0.040437 ** ‐0.031875 ** ‐0.128256 ** ‐0.029465 ** 
GARCH(1)  0.974641 **  0.982798 **  0.961871 **  0.984275 **  0.960461 **  0.974424 **  0.935469 **    0.967094 **  0.972216 **  0.970671 ** 
GARCH(2)                       
 μ0    ‐        1.76E‐05  0.002282 *  0.000288  0.003301 * ‐0.000574  0.019238 0.003247  0.023078 
 μ1                   ‐0.005346 0.000810  ‐0.000893 
 μ2                 ‐0.011801  ‐0.007951  0.006691 
 μ3                    0.001810  ‐0.036703 
 μ4                    0.002617  0.008214 
 μ5                      0.000232 
‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐    ‐‐‐  ‐‐‐  ‐‐‐ 
No X ean Causality  m
(H0: ߣ௟೉,ೊ=...=ߣ௚=0) 
Rej. 1%           Rej. 1%  Rej. 1%  Rej. 1%    Rej. 5% Rej. 5% 
No X variance ausality     C
(H0: ߤ௟೉,ೊ=...=ߤ௪=0) 
                 Rej. 5%    Rej. 5%
‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐    ‐‐‐  ‐‐‐  ‐‐‐ 
LB Q‐stat(10)  6.9067  12.685  6.9076  18.836 *  6.4523  18.616 *  7.3071    6.8558  15.006  7.1835 
LB Q2‐stat(10)  21.985 *  7.5705  12.030  17.197  11.720  8.4937  18.166    12.054  2.4983  12.971 
LM‐test(10)  Rej. 5%                     







Pair direction  CH‐‐>JP  JP‐‐>CH  IN‐‐>JP  JP‐‐>IN  IN‐‐>CH  CH‐‐>IN  RU‐‐>JP  JP‐‐>RU  RU‐‐>CH  CH‐‐>RU 
Sample  FS  FS  FS  FS  FS  FS  FS  FS  FS  FS 
Relation  Same day  Same day  Same day  Same day  Same day  Same day  Next day  Same day  Next day  Same day 
Equation state  OK  OK  OK  OK  No convergance (B)  OK  OK  OK  OK  OK 
lags of X in mean equation  (0...0)  (0...‐1)  (0...‐1)  (0...0)    (0...0)  (‐1...‐1)  (0...0)  (‐1...‐2)  (0...‐1) 
lags of AR  No AR  AR(2)  No AR  AR(1)    AR(1)  No AR  No AR  AR(2)  No AR 
lags of MA  No MA  No MA  No MA  MA(2)    MA(2)  No MA  MA(1)  No MA  MA(1) 
lags of ARCH  ARCH(2)  ARCH(1)  ARCH(2)  ARCH(1)    ARCH(1)  ARCH(2)  ARCH(2)  ARCH(1)  ARCH(2) 
lags of GARCH  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)    GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1) 




(0...‐2)  No  Caus.  in 
variance 
  No  Caus.  in 
variance 






‐‐‐                     
α0 (Constant)         ‐0.025755  0.000107 ‐0.034662  0.114457 ** 0.101006 ** ‐0.025990  0.161860 **  0.000110  0.169461 ** 
θ1 (Oil price returns)  0.015682  4.49E‐05  0.014113  ‐0.009638    ‐0.006627  0.018432  0.069191 **  2.80E‐05  0.071081 ** 
 λ0  0.044063 **  8.79E‐05  0.151798 **  0.132309 **       0.034758 **   0.177702 **   0.029978 
 λ1       4.47E‐05  0.029878 *     0.046588 **    5.39E‐05  0.001609 
 λ2                   5.04E‐05  
 λ3                     
 λ4                     
 λ5                     
AR(1)    ‐              0.007135 0.900053 ** 0.899435 ** ‐0.003815   
AR(2)    ‐       ‐    6.80E‐05         6.07E‐05
AR(3)                     
MA(1)               ‐0.788642 **    ‐0.785564 ** 0.057190 ** 0.069431 ** 
MA(2)           ‐0.070864 **    ‐0.069335 **     
MA(3)                    
‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐    ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐ 
ω0 (Constant)               ‐0.106082 ** ‐0.101821 ** ‐0.115091 ** ‐0.144744 **    ‐0.143114 ** ‐0.104867 ** ‐0.145838 ** ‐0.134260 ** ‐0.137585 ** 
ARCH(1)  0.023579  0.168994 **  0.028744  0.252530 **     0.259160 ** ‐0.049580  0.299187 **  0.229357 **  0.275856 ** 
ARCH(2)  0.133301 **    0.129418 **         0.199648 **  ‐0.045677   ‐0.050738 
γ (Assymmentric effect)             ‐0.060530 ** ‐0.014799 ‐0.057611 ** ‐0.088843 **    ‐0.101013 ** ‐0.057485 ** ‐0.014296 ‐0.026774  ‐0.009278 
GARCH(1)  0.979850 **  0.982034 **  0.978236 **  0.939932 **    0.933302 **  0.976543 **  0.975561 **  0.971057 **  0.982227 ** 
GARCH(2)                     
 μ0                   0.013656 ** 
 μ1      ‐            0.012418    0.001972
 μ2              ‐        0.001413 0.001745
 μ3                     0.001515
 μ4                     0.000134
 μ5              ‐        0.001103
‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐    ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐ 
No X ean Causality  m
(H0: ߣ௟೉,ೊ=...=ߣ௚=0) 
Rej. 1%     Rej. 1%  Rej. 1%    Rej. 1%  Rej. 1%  Rej. 1%   
No X variance ausality     C
(H0: ߤ௟೉,ೊ=...=ߤ௪=0) 
    Rej. 1%               Rej. 5%
‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐    ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐ 
LB Q‐stat(10)  7.7728  19.757 *  11.198  20.969 *    20.542 *  11.063  36.547 **  18.573 *  35.270 ** 
LB Q2‐stat(10)  6.8946  12.385  11.818  6.7018    5.7542  5.8550  6.8835  4.5869  8.6148 
LM‐test(10)                     




Pair direction  RU‐‐>IN  IN‐‐>RU  GE‐‐>JP  JP‐‐>GE  GE‐‐>CH  CH‐‐>GE  GE‐‐>IN  IN‐‐>GE  GE‐‐>RU  RU‐‐>GE 
Sample  FS  FS  FS  FS  FS  FS  FS  FS  FS  FS 
Relation  Same day  Same day  Next day  Same day  Next day  Same day  Same day  Same day  Same day  Same day 
Equation state  OK  OK  OK  OK  OK  OK  OK  OK  OK  OK 
lags of X in mean equation  (0...‐1)  (0...0)  (‐1...‐1)  (0...‐2)  (‐1...‐4)  (0...‐3)  (0...‐3)  (0...0)  (0...‐1)  (0...0) 
lags of AR  AR(1)  No AR  No AR  No AR  AR(2)  No AR  AR(1)  No AR  No AR  No AR 
lags of MA  MA(2)  MA(1)  No MA  No MA  No MA  No MA  MA(2)  No MA  MA(1)  No MA 
lags of ARCH  ARCH(1)  ARCH(2)  ARCH(2)  ARCH(1)  ARCH(1)  ARCH(1)  ARCH(1)  ARCH(1)  ARCH(2)  ARCH(1) 
lags of GARCH  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1) 
lags  of  X2  in  variance 
equation 
(0...‐1)  (0...‐3)  (‐1...‐1)  (0...0)  No  Caus.  in 
variance 
(0...‐5)  (0...‐1)  (0...‐1)  (0...‐5)  (0...0) 
‐‐‐                     
α0 (Constant)  0.091832 **  0.144533 **  ‐0.034052  0.056925 **  4.41E‐05  0.060022 **  0.430448  0.052645 **  0.147222 **  0.050283 ** 
θ1 (Oil price returns)   ‐0.011861  0.081747 **  0.013986  0.003742  2.55E‐05  0.006055 ‐0.004417  0.007096  0.084058 **  ‐0.006372 
 λ0  0.077283 **  0.197069 **    0.200083 **    0.015162  0.135103 **  0.109334 **  0.327939 **  0.105953 ** 
 λ1  0.018737 *     0.233793 ** ‐0.030984 *  2.89E‐05  0.005612  0.112656 **    0.083209 **   
 λ2        ‐    0.020229  2.17E‐05 ‐0.006193  0.048934 **     
 λ3             2.75E‐05  0.022139 *  0.046980 **   
 λ4               5.33E‐05      
 λ5                     
AR(1)  0.868930 **        ‐    0.002830    0.999568 **   
AR(2)        ‐        3.14E‐05      
AR(3)                     
MA(1)         ‐0.751925 **  0.067502 **  ‐0.918611 **    0.069545 **   
MA(2)           ‐0.069083 **    ‐0.079344 **     
MA(3)                    
‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐ 
ω0 (Constant)                   ‐0.152368 ** ‐0.142225 ** ‐0.114601 ** ‐0.114218 ** ‐0.131417 ** ‐0.113152 ** ‐0.159199 ** ‐0.108353 ** ‐0.145970 ** ‐0.106377 ** 
ARCH(1)  0.269300 **  0.290368 **  0.000326  0.153972 **  0.236004 **  0.152535 **  0.279236 **  0.143251 **  0.292255 **  0.141888 ** 
ARCH(2)    ‐0.063894  0.159260 **            ‐0.055360   
γ (Assymmentric effect)                   ‐0.099706 ** ‐0.005896 ‐0.055895 ** ‐0.065717 ** ‐0.031147 ‐0.068534 ** ‐0.083230 ** ‐0.061615 ** ‐0.002008 ‐0.062600 ** 
GARCH(1)  0.915294 **  0.979476 **  0.974514 **  0.983929 **  0.963582 **  0.983694 **  0.928524 **  0.984603 **  0.979805 **  0.981843 ** 
GARCH(2)                     
 μ0  0.000403  0.020178 *    6.31E‐05    0.001361  0.015234  0.012189 *  0.035866 **  0.000259 
 μ1  0.001238  ‐0.015610  0.003678 **       0.003164 ‐0.013583  ‐0.011543 *  ‐0.005930   
 μ2    ‐         ‐      0.009556 0.008085     ‐0.026815 *
 μ3                 0.007020 0.003926 0.004662   
 μ4                 0.005528 ‐0.006416   
 μ5             ‐0.005855 *    ‐0.000733   
‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐ 
No X ean Causality  m
(H0: ߣ௟೉,ೊ=...=ߣ௚=0) 
Rej. 1%  Rej. 1%  Rej. 1%  Rej. 1%      Rej. 1%  Rej. 1%  Rej. 1%  Rej. 1% 
No X variance ausality     C
(H0: ߤ௟೉,ೊ=...=ߤ௪=0) 
Rej. 5%                   Rej. 1% Rej. 1%
‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐ 
LB Q‐stat(10)  17.792  29.035 **  27.594 **  16.940  18.260  13.974  21.154 *  16.548  28.683 **  18.036 
LB Q2‐stat(10)  6.2664  6.4437  7.9914  12.989  4.2303  8.8573  6.0533  7.7384  10.647  7.7800 
LM‐test(10)                     






Pair direction  FR‐‐>JP  JP‐‐>FR  FR‐‐>CH  CH‐‐>FR  FR‐‐>IN  IN‐‐>FR  FR‐‐>RU  RU‐‐>FR  FR‐‐>GE  GE‐‐>FR 
Sample  FS  FS  FS  FS  FS  FS  FS  FS  FS  FS 
Relation  Next day  Same day  Next day  Same day  Same day  Same day  Same day  Same day  Same day  Same day 
Equation state  OK  OK  OK  OK  OK  OK  No convergance (B)  OK  OK  OK 
lags of X in mean equation  (‐1...‐2)  (0...‐2)  (‐1...‐4)  No Caus. in mean  (0...‐3)  (0...0)    (0...0)  (0...‐1)  (0...‐3) 
lags of AR  No AR  AR(1)  AR(2)  AR(1)  AR(1)  AR(1)    AR(1)  No AR  AR(1) 
lags of MA  No MA  No MA  No MA  No MA  MA(2)  No MA    No MA  No MA  No MA 
lags of ARCH  ARCH(2)  ARCH(1)  ARCH(1)  ARCH(1)  ARCH(1)  ARCH(1)    ARCH(1)  ARCH(1)  ARCH(1) 
lags of GARCH  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)    GARCH(1)  GARCH(1)  GARCH(1) 
lags  of  X2  in  variance 
equation 
(‐1...‐1)  (0...0)  No  Caus.  in 
variance 
(0...‐4)  (0...‐1)  (0...‐1)    (0...0)  (0...‐1)  (0...‐4) 
‐‐‐                     
α0 (Constant)   ‐0.025751  0.054170 **  2.48E‐05  0.054877 **  0.800370  0.042970 *    0.031564  0.021505 * ‐0.002145 
θ1 (Oil price returns)  0.012277  0.008640  3.54E‐05  0.011465       ‐0.009644  0.013369 0.003856 ‐0.023074 **  0.022512 ** 
 λ0       0.188671 **      0.161526 **  0.113389 ** 0.103943 **  0.952726 **  0.820706 ** 
 λ1  0.260214 **       ‐0.035818 **  6.07E‐05 0.108592 **      0.018502 *  0.004633 
 λ2  0.035092  ‐0.025466 *  1.68E‐05         0.045974 **    ‐0.026436 ** 
 λ3      ‐          3.96E‐05 0.061779 **    ‐0.022907 ** 
 λ4               0.000110      
 λ5                     
AR(1)           ‐0.039137 *  ‐0.000759  0.006917  0.999743 **  ‐0.010734 0.003521 ‐0.147296 ** 
AR(2)      ‐          3.94E‐05      
AR(3)                     
MA(1)          ‐      0.917100 **     
MA(2)          ‐      0.080691 **     
MA(3)                     
‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐    ‐‐‐  ‐‐‐  ‐‐‐ 
ω0 (Constant)               ‐0.139538 ** ‐0.104854 ** ‐0.148414 ** ‐0.089391 ** ‐0.158690 ** ‐0.093044 **    ‐0.079172 ** ‐0.099675 ** ‐0.115771 ** 
ARCH(1)  0.019726  0.136885 **  0.273269 **  0.117332 **  0.276666 **  0.118847 **    0.099352 **  0.115396 **  0.142609 ** 
ARCH(2)  0.171556 **                   
γ (Assymmentric effect)               ‐0.054733 ** ‐0.054752 ** ‐0.038025 * ‐0.057114 ** ‐0.082206 ** ‐0.051835 **    ‐0.059287 ** ‐0.004256 ‐0.033622 ** 
GARCH(1)  0.969337 **  0.981113 **  0.953677 **  0.985483 **  0.926481 **  0.986141 **    0.984972 **  0.994667 **  0.996600 ** 
GARCH(2)                    
 μ0           0.001001 ‐0.004173  0.004889  0.011812 0.000292  0.051052 **  0.036435 ** 
 μ1  0.006422 **             0.007455 ‐0.001181  ‐0.010678   ‐0.047210 ** ‐0.023254 ** 
 μ2                 0.006454   ‐0.011767 ** 
 μ3        ‐          0.013941 *  0.013500 
 μ4                 0.004919   ‐0.014490 * 
 μ5                     
‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐    ‐‐‐  ‐‐‐  ‐‐‐ 
No X mean Causality  
(H0: ߣ௟೉,ೊ=...=ߣ௚=0) 
Rej. 1%  Rej. 1%      Rej. 1%  Rej. 1%    Rej. 1%  Rej. 1%  Rej. 1% 
No X variance Causality     
(H0: ߤ௟೉,ೊ=...=ߤ௪=0) 
Rej. 1%               Rej. 5% Rej. 1%  Rej. 1% 
‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐    ‐‐‐  ‐‐‐  ‐‐‐ 
LB Q‐stat(10)  31.361 **  20.205 *  17.673  19.854 *  22.243 *  23.191 **    22.133 *  72.555 **  16.670 
LB Q2‐stat(10)  7.5258  12.440  3.3072  12.367  6.3859  14.382    19.420 *  24.068 **  8.1630 
LM‐test(10)                   Rej. 5%  Rej. 1%





Pair direction  UK‐‐>JP  JP‐‐>UK  UK‐‐>CH  CH‐‐>UK  UK‐‐>IN  IN‐‐>UK  UK‐‐>RU  RU‐‐>UK  UK‐‐>GE  GE‐‐>UK 
Sample  FS  FS  FS  FS  FS  FS  FS  FS  FS  FS 
Relation  Next day  Same day  Next day  Same day  Same day  Same day  Same day  Same day  Same day  Same day 
Equation state  OK  OK  OK  No sig. CCF 
detected (A) 
OK  OK  OK  OK  OK  OK 
lags of X in mean equation  (‐1...‐1)  (0...‐5)  (‐1...‐4)  No Caus. in mean  (0...‐3)  (0...0)  (0...‐4)  (0...0)  (0...‐1)  (0...‐4) 
lags of AR  No AR  AR(1)  AR(2)  AR(1)  AR(1)  AR(1)  No AR  AR(1)  No AR  AR(1) 
lags of MA  No MA  No MA  No MA  No MA  MA(2)  No MA  MA(1)  No MA  No MA  No MA 
lags of ARCH  ARCH(2)  ARCH(1)  ARCH(1)  ARCH(1)  ARCH(1)  ARCH(1)  ARCH(2)  ARCH(1)  ARCH(1)  ARCH(1) 
lags of GARCH  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1) 
lags  of  X2  in  variance 
equation 






(0...‐1)  (0...‐1)  (0...‐5)  (0...0)  (0...0)  (0...‐3) 
‐‐‐                     
α0 (Constant)  ‐0.029998  0.043993 **  0.000126    0.092967 **  0.030130 *  0.143259 **  0.027175  0.022879  0.013424 
θ1 (Oil price returns)  0.010487  0.019639 **  7.19E‐05     ‐0.009996  0.020348 **  0.072465 **  0.011546 ‐0.025915 **  0.021172 ** 
 λ0     0.140731 **    0.253011 **  0.086318 **  0.515341 **  0.080736 **  0.935778 **  0.502622 ** 
 λ1  0.303508 **  ‐0.016996  0.000152    0.156834 **    0.116365 **    0.017308  0.024895 ** 
 λ2    ‐      0.010492 ‐9.09E‐05 0.061491 **    0.007625      ‐0.005880 
 λ3    ‐      0.001705  4.71E‐05 0.071599 **    0.036723    ‐0.021697 * 
 λ4       0.008844  0.000413      0.049435    0.006014 
 λ5    ‐            0.021851 *     
AR(1)    ‐          0.017829 ‐0.002091    0.879691 **  0.003082 0.007509 ‐0.052157 ** 
AR(2)      ‐          8.73E‐05      
AR(3)                     
MA(1)          ‐        0.781879 ** 0.056562 **   
MA(2)          ‐    0.059657 **       
MA(3)                     
‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐    ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐ 
ω0 (Constant)               ‐0.095129 ** ‐0.125449 ** ‐0.133566 **    ‐0.168934 ** ‐0.113803 ** ‐0.145996 ** ‐0.117760 ** ‐0.108721 ** ‐0.295935 ** 
ARCH(1)  ‐0.033450  0.146670 **  0.246744 **    0.283213 **  0.131012 **  0.316727 **  0.136123 **  0.126486 **  0.212809 ** 
ARCH(2)  0.166611 **            ‐0.082854       
γ (Assymmentric effect)               ‐0.054145 ** ‐0.088108 ** ‐0.032847    ‐0.095808 ** ‐0.081914 ** ‐0.006868 ‐0.084689 ** ‐0.042571 ** ‐0.035253 
GARCH(1)  0.981209 **  0.969113 **  0.959681 **    0.922481 **  0.972425 **  0.981750 **  0.968223 **  0.988991 **  0.893216 ** 
GARCH(2)                    
 μ0          0.039359 *  0.012706 *  0.042875  0.000245  0.006976 **  0.044797 ** 
 μ1  0.054444 **        ‐0.028506  ‐0.011263 *  ‐0.025177      ‐0.004044 
 μ2  ‐0.048113 *          ‐    0.013524    ‐0.023733 * 
 μ3  0.012704                 0.049357 * 0.003089 
 μ4  ‐0.014702             ‐0.059743 **     
 μ5                 0.005922   
‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐    ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐ 
No X ean Causality  m
(H0: ߣ௟೉,ೊ=...=ߣ௚=0) 
Rej. 1%  Rej. 1%      Rej. 1%  Rej. 1%  Rej. 1%  Rej. 1%  Rej. 1%  Rej. 1% 
No X variance Causality     
(H0: ߤ௟೉,ೊ=...=ߤ௪=0) 
Rej. 1%           Rej. 1%  Rej. 5%  Rej. 1% Rej. 1%  Rej. 1% 
‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐    ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐ 
LB Q‐stat(10)  23.068 **  15.963  18.145    18.033  21.232 *  24.963 **  22.141 *  19.236 *  27.815 ** 
LB Q2‐stat(10)  14.000  10.663  3.9159    7.7026  8.8854  12.207  6.7296  7.4419  9.2947 
LM‐test(10)                     





Pair direction  UK‐‐>FR  FR‐‐>UK  BR‐‐>JP  JP‐‐>BR  BR‐‐>CH  CH‐‐>BR  BR‐‐>IN  IN‐‐>BR  BR‐‐>RU  RU‐‐>BR 
Sample  FS  FS  FS  FS  FS  FS  FS  FS  FS  FS 
Relation  Same day  Same day  Next day  Same day  Next day  Same day  Next day  Same day  Same day  Same day 
Equation state  OK  OK  OK  OK  OK  OK  OK  OK  OK  OK 
lags of X in mean equation  (0...‐5)  (0...‐4)  (‐1...‐2)  (0...‐4)  (‐1...‐5)  No Caus. in mean  (‐1...‐5)  (0...0)  (0...‐4)  (0...0) 
lags of AR  AR(1)  AR(1)  No AR  No AR  AR(2)  No AR  AR(2)  No AR  No AR  No AR 
lags of MA  No MA  No MA  No MA  MA(1)  No MA  MA(1)  No MA  MA(1)  MA(1)  MA(1) 
lags of ARCH  ARCH(1)  ARCH(1)  ARCH(2)  ARCH(2)  ARCH(1)  ARCH(2)  ARCH(1)  ARCH(2)  ARCH(2)  ARCH(2) 
lags of GARCH  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1) 
lags  of  X2  in  variance 
equation 
(0...‐2)  (0...‐2)  (‐1...‐4)  No  Caus.  in 
variance 
(‐1...‐4)  (0...0)  (‐1...‐4)  (0...‐1)  (0...‐3)  (0...0) 
‐‐‐                     
α0 (Constant)  0.009011  0.007914  ‐0.028635  0.108677 **  7.79E‐05  0.107232 **  8.20E‐05  0.086360 *  0.126692 **  0.078816 * 
θ1 (Oil price returns)  ‐0.010059  0.015088 **  0.008113  0.017102  2.84E‐05  0.020264  5.34E‐05  0.023398  0.076790 **  0.015603 
 λ0  0.965894 **  0.620726 **    0.123543 **        0.135938 **  0.161456 **  0.160703 ** 
 λ1  ‐0.000391  0.019651 *  0.124147 **  ‐0.022543  0.000138    0.000145    0.117610 **   
 λ2  ‐          0.021027  0.010425  0.006818  0.017591 ‐3.35E‐05 ‐2.19E‐06 0.011727   
 λ3  0.001767  0.008997           0.024736  1.60E‐05 2.62E‐05 0.023058   
 λ4  ‐        0.008424  0.019773 *    0.032536  8.86E‐06 ‐3.46E‐06 0.022066   
 λ5  0.001256                 3.90E‐06 1.68E‐05  
AR(1)        ‐    ‐0.037998 * ‐0.042330 *  0.001583    ‐0.001722   
AR(2)      ‐                4.85E‐05 ‐4.05E‐05
AR(3)                     
MA(1)           0.089323 **    0.102150 ** 0.089632 **  0.048140 **  0.086713 ** 
MA(2)                    
MA(3)                     
‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐ 
ω0 (Constant)                   ‐0.065285 ** ‐0.072244 ** ‐0.104051 ** ‐0.076274 ** ‐0.114406 ** ‐0.067567 ** ‐0.114400 ** ‐0.071361 ** ‐0.146868 ** ‐0.068111 ** 
ARCH(1)  0.083072 **  0.079593 **  0.005540  0.102674 *  0.215075 **  0.060842  0.215050 **  0.087667  0.276129 **  0.097642 
ARCH(2)      0.139035 **  0.127957 *    0.173793 **    0.137185 **  ‐0.039796  0.162041 ** 
γ (Assymmentric effect)                 ‐0.012711  ‐0.021928 * ‐0.045313 ** ‐0.139994 ** ‐0.028907 ‐0.146258 ** ‐0.028903 ‐0.141602 ** ‐0.006222 ‐0.158961 ** 
GARCH(1)  0.998686 **  0.991922 **  0.976994 **  0.932645 **  0.967260 **  0.928874 **  0.967270 **  0.929376 **  0.978835 **  0.900624 ** 
GARCH(2)                     
 μ0  0.060218 **  0.052879 **        ‐    0.001852 0.002562  0.007925 **  0.001902 ** 
 μ1  ‐    0.052892 * ‐0.022290 *  0.007207 **    0.001007    0.001006  ‐0.000732 ‐0.000125   
 μ2  ‐    0.007380 ‐0.029390 ** ‐0.004903    0.004780    0.004779    ‐0.003116   
 μ3                 2.97E‐05 ‐0.010289 ** ‐0.010289 **    ‐0.004049 *
 μ4      ‐  0.001053    0.003601    0.003603     
 μ5                     
‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐ 
No X ean Causality  m
(H0: ߣ௟೉,ೊ=...=ߣ௚=0) 
Rej. 1%  Rej. 1%  Rej. 1%  Rej. 1%        Rej. 1%  Rej. 1%  Rej. 1% 
No X variance ausality     C
(H0: ߤ௟೉,ೊ=...=ߤ௪=0) 
Rej. 1%  Rej. 1%  Rej. 1%           Rej. 1% Rej. 1% Rej. 1%  Rej. 1% 
‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐ 
LB Q‐stat(10)  25.825 **  34.546 **  13.182  11.125  19.651 *  8.5195  19.660 *  9.1105  23.760 **  9.9639 
LB Q2‐stat(10)  17.499  13.581  9.7264  12.297  6.3727  11.573  6.3739  12.602  13.183  10.028 
LM‐test(10)                     





Pair direction  BR‐‐>GE  GE‐‐>BR  BR‐‐>FR  FR‐‐>BR  BR‐‐>UK  UK‐‐>BR  US‐‐>JP  JP‐‐>US  US‐‐>CH  CH‐‐>US 
Sample  FS  FS  FS  FS  FS  FS  FS  FS  FS  FS 
Relation  Same day  Same day  Same day  Same day  Same day  Same day  Next day  Same day  Next day  Same day 
Equation state  OK  OK  OK  OK  OK  OK  OK  OK  OK  OK 
lags of X in mean equation  (0...‐1)  (0...‐4)  (0...‐1)  (0...0)  (0...‐5)  (0...0)  (‐1...‐2)  (0...‐1)  (‐1...‐4)  (0...‐4) 
lags of AR  No AR  No AR  AR(1)  No AR  AR(1)  No AR  No AR  No AR  AR(2)  No AR 
lags of MA  No MA  MA(1)  No MA  MA(1)  No MA  MA(1)  No MA  No MA  No MA  No MA 
lags of ARCH  ARCH(1)  ARCH(2)  ARCH(1)  ARCH(2)  ARCH(1)  ARCH(2)  ARCH(2)  ARCH(1)  ARCH(1)  ARCH(1) 
lags of GARCH  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1) 
lags  of  X2  in  variance 
equation 





‐‐‐                     
α0 (Constant)  0.031882  0.032607  0.022018  0.071198 *  0.021290  0.076460 *  ‐0.034573  0.038698 **  7.39E‐05  0.040294 ** 
θ1 (Oil price returns)  ‐0.006602  0.030290 *  0.003275  0.028947 *  0.012746 *  0.006863  0.009319  ‐0.000356  7.04E‐05  0.002605 
 λ0  0.199890 **  0.567831 **  0.182663 **  0.592638 **  0.132120 **  0.782516 **    0.054022 **    0.010415 
 λ1  0.052993 **  0.087796 **  0.051911 **    0.052194 **    0.460600 **   ‐0.021853 *  7.90E‐05 ‐0.012627 
 λ2          ‐0.023579 0.000667    0.080185 **    0.000292  0.005761 
 λ3                 0.033907 0.003949   9.14E‐05 ‐0.016047 * 
 λ4        ‐        0.065256 *  0.009274 0.000148  ‐0.009824 
 λ5          ‐      0.014289 *     
AR(1)            ‐‐0.056090 **    ‐0.038479 *  0.002378   
AR(2)                  ‐    6.84E‐05
AR(3)                     
MA(1)         0.048044 **    0.048597 **    0.040164 *   
MA(2)                    
MA(3)                     
‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐ 
ω0 (Constant)                   ‐0.116058 ** ‐0.054850 ** ‐0.087603 ** ‐0.059196 ** ‐0.106874 ** ‐0.059236 ** ‐0.119977 ** ‐0.082141 ** ‐0.130028 ** ‐0.081131 ** 
ARCH(1)  0.148944 **  0.074100  0.110260 **  0.103838 *  0.110571 **  0.058861  0.091043  0.097544 **  0.232432 **  0.092202 ** 
ARCH(2)    0.142955 **    0.091484    0.173909 **  0.068106       
γ (Assymmentric effect)                   ‐0.063465 ** ‐0.155515 ** ‐0.040145 ** ‐0.130198 ** ‐0.078935 ** ‐0.148035 ** ‐0.051005 ** ‐0.116974 ** ‐0.029261 ‐0.116411 ** 
GARCH(1)  0.984396 **  0.886379 **  0.985786 **  0.909798 **  0.970495 **  0.891115 **  0.974502 **  0.977171 **  0.965440 **  0.978803 ** 
GARCH(2)                     
 μ0  0.004302 *  0.021787 **  0.005747 **  0.019498 **  0.010094 **  0.031419 **        0.008401 ** 
 μ1  0.002214  ‐0.004412         ‐0.000550    ‐0.008842 **   0.022030 * ‐0.007869 
 μ2  ‐      0.000696  0.005678 ‐0.001456      0.003519    0.000562 
 μ3  ‐              0.005299 * ‐0.009465 ‐0.004844 * ‐0.005399    ‐0.005558 
 μ4         0.006859  0.001707    ‐0.017960    0.005794 
 μ5               0.009827     
‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐ 
No X ean Causality  m
(H0: ߣ௟೉,ೊ=...=ߣ௚=0) 
Rej. 1%  Rej. 1%  Rej. 1%  Rej. 1%  Rej. 1%  Rej. 1%  Rej. 1%  Rej. 1%     
No X variance ausality     C
(H0: ߤ௟೉,ೊ=...=ߤ௪=0) 
Rej. 1%  Rej. 1%  Rej. 1%  Rej. 1%  Rej. 1%  Rej. 1%  Rej. 1%      Rej. 1% 
‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐ 
LB Q‐stat(10)  30.622 **  15.529  29.056 **  12.033  29.818 **  8.5129  21.278 *  15.249  18.237  16.268 
LB Q2‐stat(10)  7.6729  7.8896  17.316  8.1730  16.366  9.5182  5.8065  3.0497  4.4335  3.1809 
LM‐test(10)                     






Pair direction  US‐‐>IN  IN‐‐>US  US‐‐>RU  RU‐‐>US  US‐‐>GE  GE‐‐>US  US‐‐>FR  FR‐‐>US  US‐‐>UK  UK‐‐>US 
Sample  FS  FS  FS  FS  FS  FS  FS  FS  FS  FS 
Relation  Next day  Same day  Next day  Same day  Same day  Same day  Same day  Same day  Same day  Same day 
Equation state  OK  OK  OK  OK  OK  OK  OK  OK  OK  OK 
lags of X in mean equation  (‐1...‐4)  (0...‐2)  (‐1...‐3)  (0...0)  (0...‐1)  (0...0)  (0...‐1)  (0...‐1)  (0...‐1)  (0...‐5) 
lags of AR  AR(1)  No AR  No AR  No AR  No AR  No AR  AR(1)  No AR  AR(1)  No AR 
lags of MA  MA(2)  No MA  MA(1)  No MA  No MA  No MA  No MA  No MA  No MA  No MA 
lags of ARCH  ARCH(1)  ARCH(1)  ARCH(2)  ARCH(1)  ARCH(1)  ARCH(1)  ARCH(1)  ARCH(1)  ARCH(1)  ARCH(1) 
lags of GARCH  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1)  GARCH(1) 
lags  of  X2  in  variance 
equation 
(‐1...‐5)  (0...‐1)  (‐1...‐1)  (0...0)  (0...‐2)  (0...‐4)  (0...‐2)  (0...‐4)  (0...0)  (0...‐4) 
‐‐‐                     
α0 (Constant)  0.098494 **  0.033883 *  0.131591 **  0.031974 *  0.017458  0.003734  0.012729  0.008474  0.006070  0.010049 
θ1 (Oil price returns)   ‐0.002921  0.001737  0.077965 **  ‐0.003199 ‐0.002336  0.001513  0.013002  ‐0.003466  0.017553 **  ‐0.009929 
 λ0    0.036698 **    0.038761 **  0.657685 **  0.333780 **  0.652190 **  0.348117 **  0.461229 **  0.411053 ** 
 λ1  0.194842 **  ‐0.012933  0.345238 **    0.323915 **    0.310258 **  0.024411 *  0.264988 **  0.005361 
 λ2  0.066018 **  0.014619  0.019016             ‐0.013937 
 λ3  0.078630 **    0.042939              0.017207 
 λ4  0.073498 **                  0.008372 
 λ5                   ‐0.024347 
AR(1)  0.458998            ‐0.198938 **    ‐0.153086 **   
AR(2)                    
AR(3)                     
MA(1)  ‐            0.363151    0.030473    
MA(2)  ‐                0.012526    
MA(3)                     
‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐ 
ω0 (Constant)                   ‐0.149669 ** ‐0.077428 ** ‐0.139226 ** ‐0.083203 ** ‐0.110254 ** ‐0.112856 ** ‐0.104614 ** ‐0.111454 ** ‐0.169993 ** ‐0.114215 ** 
ARCH(1)  0.267297 **  0.089450 **  0.314357 **  0.094154 **  0.130211 **  0.115613 **  0.119867 **  0.099390 **  0.130716 **  0.100618 ** 
ARCH(2)      ‐0.076295               
γ (Assymmentric effect)                   ‐0.095392 ** ‐0.114163 ** ‐0.010097 ‐0.117647 ** ‐0.036809 ** ‐0.114010 ** ‐0.018826 ‐0.119656 ** ‐0.065091 ** ‐0.128483 ** 
GARCH(1)  0.928026 **  0.978635 **  0.977003 **  0.975062 **  0.979286 **  0.973359 **  0.980180 **  0.964524 **  0.925795 **  0.959896 ** 
GARCH(2)                     
 μ0    0.010234 *    0.000375  0.047958 **  0.046820 **  0.039639 *  0.050135 **  0.031155 **  0.079159 ** 
 μ1  0.039211 *   ‐0.009450 *  0.001757    ‐0.006487 ‐0.030902 **  0.000776  ‐0.032303 *    ‐0.045424 * 
 μ2  ‐0.023376      ‐            0.029847 * ‐0.004662 ‐0.030727 * ‐0.005418 ‐0.042637 ** 
 μ3  ‐0.003885          ‐      0.006668   ‐0.011337 0.028073 
 μ4  ‐0.004840          ‐        0.001249 0.007428 ‐0.004069 
 μ5  ‐0.005225                   
‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐ 
No X ean Causality  m
(H0: ߣ௟೉,ೊ=...=ߣ௚=0) 
Rej. 1%  Rej. 1%  Rej. 1%  Rej. 1%  Rej. 1%  Rej. 1%  Rej. 1%  Rej. 1%  Rej. 1%  Rej. 1% 
No X variance ausality     C
(H0: ߤ௟೉,ೊ=...=ߤ௪=0) 
        Rej. 1%  Rej. 1%  Rej. 1%  Rej. 1%  Rej. 1%  Rej. 1% 
‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐  ‐‐‐ 
LB Q‐stat(10)  21.205 *  16.657  37.557 **  15.558  107.64 **  61.860 **  36.501 **  75.987 **  32.471 **  53.764 ** 
LB Q2‐stat(10)  5.8755  5.1119  7.6396  3.5851  11.062  4.7477  9.5308  5.2523  13.022  4.5208 
LM‐test(10)                     























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































  JP(DI)  CH(EI)  IN(EI)  RU(EE)  GE(DI)  FR(DI)  UK(DS)  BR(ES)  US(DI)  OIL 
JP(DI)  C1‐C2  C1  C1‐C2  C1  C1  C1  C1  C1  C4‐C3 
CH(EI)  C2  C2  C2  C2  C2  C2  C2  C2  C2 
IN(EI)  C1  C3  C1  C1  C1  C1  C1‐C2  C1‐C2  C2 
RU(EE)  C1‐C2  C2  C1‐C2  C4  C1  C1  C1  C1  C1‐C2 
GE(DI)  C1  C2  C1  C1  C1  C1  C1  C1  C2 
FR(DI)  C1  C2  C1  C1  C1  C4  C1  C1  C2 
UK(DS)  C1  C2  C1  C1  C1  C1  C1  C1  C1‐C2 
BR(ES)  C1‐C2  C2  C1‐C2  C1  C1  C1  C1  C1  C2 
US(DI)  C1‐C2  C3  C1‐C2  C1‐C2  C1  C1  C1  C1  C2 
OIL  C2  C2  C2  C1‐C2  C2  C3  C1‐C2  C3  C3 
Panel B. Mean causality between indices, (with adjustment for oil). Synthesis of Table A.6‐2. 
  JP(DI)  CH(EI)  IN(EI)  RU(EE)  GE(DI)  FR(DI)  UK(DS)  BR(ES)  US(DI)  OIL 
JP(DI)  C1‐C2  C1  C1‐C2  C1  C1  C1  C1  C1  ‐ 
CH(EI)  C2  C2  C2  C2  C2  C2  C2  C2  ‐ 
IN(EI)  C1  C3  C1  C1  C1  C1  C1‐C2  C1‐C2  ‐ 
RU(EE)  C1‐C2  C2  C1‐C2  C1  C4  C1  C1  C1  ‐ 
GE(DI)  C1  C2  C1‐C2  C1  C1  C1  C1  C1  ‐ 
FR(DI)  C1  C2  C1  C1  C1  C1  C1  C1  ‐ 
UK(DS)  C1  C2  C1  C1  C1  C1  C1  C1  ‐ 
BR(ES)  C1‐C2  C2  C1‐C2  C1  C1  C1  C1  C1  ‐ 
US(DI)  C1‐C2  C2  C1‐C2  C1‐C2  C1  C1  C1  C1  ‐ 
OIL  ‐  ‐  ‐  ‐  ‐  ‐  ‐  ‐  ‐ 
Panel C. Variance causality between indices, (no adjustment for oil) . Synthesis of Table A.6‐3. 
  JP(DI)  CH(EI)  IN(EI)  RU(EE)  GE(DI)  FR(DI)  UK(DS)  BR(ES)  US(DI)  OIL 
JP(DI)    C2  C1‐C2  C1‐C2 C3 C1‐C2 C1‐C2 C1‐C2  C1‐C2  C2
CH(EI)  C2    C2  C2 C2 C2 C2 C3 C2  C2
IN(EI)  C2  C2    C2 C2 C2 C3 C2 C2  C2
RU(EE)  C2  C2  C2    C4‐C3 C1‐C2 C1‐C2 C1‐C2  C2  C2
GE(DI)  C2  C2  C3  C2 C1‐C2 C1‐C2 C1‐C2  C1‐C2  C2
FR(DI)  C2  C3  C2  C2 C1‐C2 C4‐C2 C1‐C2  C1‐C2  C2
UK(DS)  C2  C2  C2  C2 C1‐C2 C1‐C2 C1‐C2  C1‐C2  C2
BR(ES)  C2  C2  C2  C1‐C2 C1‐C2 C1‐C2 C1‐C2 C1‐C2  C2
US(DI)  C2  C1‐C2  C3  C1‐C2 C1‐C2 C1‐C2 C1‐C2 C1‐C2    C2








  JP(DI)  CH(EI)  IN(EI)  RU(EE)  GE(DI)  FR(DI)  UK(DS)  BR(ES)  US(DI)  OIL 
JP(DI)    C2  C1‐C2  C1‐C2 C3 C1‐C2 C1‐C2 C1‐C2  C1‐C2  ‐
CH(EI)  C2    C2  C2 C2 C2 C2 C3 C2  ‐
IN(EI)  C2  C2    C3 C2 C2 C3 C2 C2  ‐
RU(EE)  C2  C2  C2    C1‐C2 C4‐C3 C1‐C2 C1‐C2  C2  ‐
GE(DI)  C2  C2  C2  C2 C1‐C2 C1‐C2 C1‐C2  C1‐C2  ‐
FR(DI)  C2  C3  C2  C2 C1‐C2 C1‐C2 C1‐C2  C1‐C2  ‐
UK(DS)  C2  C2  C3  C2 C1‐C2 C1‐C2 C1‐C2  C1‐C2  ‐
BR(ES)  C2  C2  C2  C1‐C2 C1‐C2 C1‐C2 C1‐C2 C1‐C2  ‐
US(DI)  C2  C1‐C2  C2  C4‐C2 C1‐C2 C1‐C2 C1‐C2 C1‐C2    ‐
OIL  ‐  ‐  ‐  ‐  ‐ ‐ ‐ ‐ ‐ 
Notes: The  table  is a compound of Table A.6‐1  (allocated  to Panel A), Table A.6‐2  (allocated  to Panel B), Table A.6‐3 
(allocated  to Panel C), Table A.6‐4  (allocated  to Panel D), where each cell  is organised manually by a collation of  the 
non‐causality HRF diagrams of the mentioned tables with the interpretational cases from Table 5.3‐2. Interpretational 
case  is  represented  by  markers  for  the  purpose  of  space  conservation.  Note  that  besides  the  standard  markers 
(C1,C2,C3,C4),  the  combined markers  (C1‐C2,   C4‐C2, C4‐C3) are used  for  the  transitional  cases, when  the  standard 
cases were not suitable for interpretation of non‐causality HRF diagrams. 
The result of this table is integrated into Table 7.4‐1 in order to provide greater evidence of stability/instability of the 
rejection of non‐causality hypothesis inside the sample. 
 
