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MIKROPROCESSZOROS EEG JELFELDOLGOZÁS LINEÁRIS MODELLILLESZTÉSSEL 
Kollár István 
Budapesti Műszaki Egyetem Műszer éa Méréstechnikai Tanszék 
Tanszékünkön jelenleg egy mikroprocesszor-vezérelt intelligens 
EEG jelanalizátor fejlesztése folyik. Ezzel kapcsolatban megvizsgál-
tuk a parametrikus /lineáris modellillesztésen alapuló/ EEG analízis 
mikroszámítógépes megvalósítási kérdéseit. A cikk a vizsgálat ered-
ményeit ismerteti. 
Az EEG jel automatikus feldolgozása 
Az EEG jel a legösszetettebb biológiai jelek egyike. A jelet 
létrehozó mechanizmusról máig nem létezik kielégítő modell, és igy 
az EEG jel automatikus analízise gyakorlatilag megoldatlan kérdés. 
A jelből az információ nagy részét csak sokéves praxissal rendelkező 
szakorvosok képesek kiszűrni, méghozzá nem elméleti alapon, hanem 
gyakorlati tapasztalataik, intuíciójuk alapján. 
Az EEG jelre világszerte megpróbálják a szokásos jelfeldolgozó 
módszereket alkalmazni. Ezek: sávszürős frekvenciaanalizis, Fourier-
-analizis, intervallum-analízis /hullámszámlálás/, differenciálás, 
illesztett szűrők alkalmazása stb. A felsorolt jelfeldolgozási algo-
ritmusok lényeges tulajdonsága az, hogy nem, vagy alig adaptívak. , 
Ez azt jelenti, hogy egy adott jelnek képesek ugyan bizonyos tulaj-
donságait kiemelni, de há a jel egyéb jellemzői esetleg megváltoznak 
ez a jelfeldolgozás eredményére is lényeges befolyással lehet. 
Az EEG jelnek sajnos sok, a jelfeldolgozás szempontjából kelle-
metlen tulajdonsága van. Ezek a következők: 
1. Az EEG jel erősen függ 
- a vizsgált személy életkorától; 
- öröklött tényezőktől; 
- a vizsgálat közben előforduló /esetleg akaratlan/ mozgásoktól 
/szemmozgás, pislogás stb./; 
2. Az EEG jel egyszerre sok olyan tényezőtől függ, melyeket külön-kü 
lön szeretnénk vizsgálni: 
- gyógyszerek hatása; 
- agyi elváltozások, sérülések; 
- betegségek; 
- külső ingerek; 
- éberség; 
stb. 
3. Az EEG jel nem stacionárius, azáz statisztikai jellemzői a fenti 
tényezőktől függetlenül is időben változnak. 
4. Az EEG jel információtartalmát részben -lassú, kvázistacioner je-
lek, részben gyors, többé-kevésbé véletlenszerűnek tekinthető 
pulzusok hordozzák. 
A fentiek alaposan elbátortalanítják a jelanalizissel foglalko-
zókat. Szérericsere azonban az EEG jel modellezését lehetővé teszik a 
következő megfigyelések [2, 4, 5, 7]: 
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1. Az EEG jel gyakran modellezhető egy sztochasztikus folyamattal, 
melyre véletlenszerű időpillanatokbán tranziens csúcsok szuperpo-
nálódnak. 
'2. A sztochasztikus folyamat szétvágható 2...10 sec-os szakaszokra, 
melyek stacionernek tekinthetők. 
3. A stacionernek tekinthető szakaszok kis fokszámú lineáris modellel 
aránylag jól leírhatók. 
A lineáris modell több célra is felhasználható: 
a./ Az EEG jel kevés paraméterrel leírható /az információ nagy.része 
megmarad/. 
b./ Kiszámítható egy nagy felbontású spektrum. 
c./ Mivel a modellillesztéssel egyúttal a minimális négyzetes hibáju 
jósló algoritmust is megalkottuk, a jóslás és az aktuális minta-
vételezett érték különbsége felhasználható 
- a stacionaritási hipotézis ellenőrzésére illetve adaptiv(^szeg-
mentáció végrehajtására /a kvázistacioner szakaszok szétválasz-
tására/. 
- spike /csúcs/ detektálásra, ill. a szemmozgásból stb. származó 
zavarok kiszűrésére. 
A fentiek alapján feltétlenül szükségesnek látszik a lineáris modell-
illesztés beépítése az EEG analizátorba. 
A "lineáris mődellillésztés 
A lineáris modellillesztés azt jelenti, hogy olyan lineáris szű-
rőt hozunk létre, amelynek kimenő jele statisztikai jellemzői fehér 
zaj gerjesztés eseten megegyeznék az adott folyamat /esetünkben az 
EEG jel/ statisztikai jellemzőivel. Mivel diszkrét jeltérben dolgo-
zunk, a szűrőt z-átviteli függvényévél Írhatjuk le: 
TT / _ \ _ B ( z) H ( z ) -- ATF7 
Ez az időfüggvénnyé visszaírva azt jelenti, hogy a jel modellje 
/ARMA modell/: 
q p 
x = E b.n . - E atx_ . (1) n i=0 n - i k=l k n k 
A kérdés tehát az, hogy hogyan is lehet az adott EEG jelhez a megfele-
lő {ak>, {b^} együtthatókat kiszámítani. 
A {bj.} együtthatók kiszámítása sajnos másodfokú, tehát nemlineá-
ris egyenletrendszér megoldását jelenti, ami pl. Newtön-Raphson ite-
rációval történhét. Egy ilyen iteráció mikroszámítógéppel még off-line 
üzemmódban is elég reménytelennek látszik, de szerencsére a tapaszta-
latok [3, 4, 5, 6, 7] alapján az EEG jel kis fokszámú /pálO/ AR mo-
dellel /autoregressziv modell/ is kielégíthető pontossággal modellez-
hető: 
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x = n - E a. x , n n k n-k (2) 
azaz 
' H(z) = a ü T 
csak pólusokat tartalmaz. 
Ha most (l)-et sorra beszorozzuk az xn_i'xn_2-•• változókkal, és vár-
ható értékeket képzünk,.akkor 
R(m) = E{xsxx4m} 
jelöléssel a következő egyenletrendszerre jutunk /Yule-Walker egyen-
letrendszer/ i 
R(0) R(-l) R (—2 ).. . R(-(p-l))~ al " r c d " 
R(l) R(0) R (-1 ) R(-(p-2)) a2 R(2) 
R(p-l) R(p-2) ... R(0) / p . R(p) 
(3) 
vagy mátrix-formában: 
ip * = * • . 
Mivel nekünk az a vektorra van szükségünk, a (3) lineáris egyenlet-
rendszert kell megoldanunk, ami lényegében az R mátrix invertálását 
jelenti. p 
Az AR paraméterbecslés tehát két műveletre bontható: 
a./ az R(m) korrelációk becslése á mintából; 
b./ a (3) egyenletrendszer megoldása. 
Ezután, ha szükséges, az identifikált AR paraméterekkel meg kell ha-
tározni a jóslási hiba időfüggvényét /a stacionaritás ellenőrzése, 
spike detektálás stb. céljából/. A mikroszámítógépéé realizációhoz 
tehát a fenti feladatok megoldását kell elemeznünk. 
Megemlítjük, hogy a fenti eljárás nem feltétlenül optimális: a 
A 
rövid regisztrátumból kapható R(m) becslökkel megőldva a (3) egyenlet-
rendszert az AR becslő bizonyos esetekbén kellemetlenül eltérhet a 
valódi R(m) értékekből kapható paraméterértékektől [7, 9l. Mivel 
azonban a korrekció sok matematikai müveletet igényel, és célunk úgyis 
csak a számítási igény becslése, egyelőre á fenti modellnél maradunk. 
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Az AR béQ8té8 realizálása 
Tegyük fel, hogy N mintavételi értékünk van, ebből akarjuk meg-
határozni a p+1 db korrelacióbecslőt, majd ezekkel megoldjuk a (3) 
egyenletrendszert. Számértékek: p=lö, N=256, ami fm=100 Hz mintavéte-
li frekvencia mellett 2,56 sec hosszúságú mintaregisztrátumot jelent, 
ami realisztikusnak látszó feltételezés. 
a./ A korreíáció becslését az 
N-m 
. R(m) = | ^ X ik i + m (4) 
képlet alapján végezzük /ez a becslés kissé torzitott, de az R p 
becslő mátrix pozitiv szemidefinit lesz, ami a számításoknál 
előnyös C9I/_ A közvetlen becslés kb. pN szorzást és összeadást 
jelent. FFT-vel is dolgozhatunk, de a cirkuláris korreláció mi-
att N db O-val kiegészítve az adatsort ez 2N adat transzformáci-
óját, négyzetreemélését és visszatranszformálását jelenti, ami 
tiszta software megvalósítás eseten a nagy műveletszám miatt lé-
nyegesen hosszabb. 
b./ A (3) egyenlet mátrixa Toeplitz-tipusu fáz átlék mentén az ele-
mek azonosak/, és R(m) = R(-m) miatt szimmetrikus. Ezt kihasznál-
3 2 va a Gauss-elimináció p nagyságrendű szorzása helyett p nagy-
ságrendü /p +p-l, C7I/ szorzással meg lehet oldani a (3) egyen-
letrendszert /Levinson-Robinson-Durbin, LRD algoritmus/. 
c./ A p-edfokú szűrő alkalmazása ismét pN müveletet igényel /az a. 
ponthoz hasonlóan itt is lehetne FFT-t alkalmazni/. 
összefoglalva, a szorzások számával becsülve az analizisidőt, a 
következőt kapjuk: 
2500 110 2500 
Látható, hogy tekintélyes számítási igényről van szó. Irodalmi adatok 
szerint a szokásos megoldás miniszámitógép /PDP11/ illetve az ennek 
megfelelő mikroprocesszor /LSI11/, vagypedig más gyors, 16 bites mik-
roprocesszor /TMS9900/ alkalmazása. Elképzélhető azonban szerényebb 
megoldás is, pl. a nálunk aránylag elterjedt Z80 mikroprocesszorral 
is. A továbbiakban ennek lehetőségeit vizsgáljuk meg rövideri. 16 bites 
fixpontos algoritmust veszünk alapul, mivel az irodalmi adatok szerint 
ez elegendő pontosságú [31. 
1./ Tiszta software megvalósítás esetén a szorzórutin futási ideje 
dominál /0,5 msec/. Ezzél az össz-szörzási idő 2,5 sec, ami né-
hány másodperces teljes modeliillesztési időt jelent. Ez általá-
ban megengedhetetlenül sok. összehasonlításképpen TMS9900-zal 
[3] a végrehajtási idő 1,5 sec. • 
2. / Az időigényes matematikai müveleteket elvégezhetjük aritmetikai 
processzorral, pl. az Intel 823IA APU-val. Ennél a szörzási idő 
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50 nsec körül van, ami 10-<-szeres gyorsítást jelent. Az adminiszt-
rációt is beleszámítva becslésünk szerint a végrehajtási idő 
1 sec alá szorítható, ami - tekintve, hogy a processzorra szá-
mos egyéb feladat is hárul - legfeljebb .1 csatorna real-time 
feldolgozását jeleritheti. 
3./ Megfigyelhetjük, hogy a fő időt a korrelációképzés és a szűrés 
viszi el. Ha hardware rásegitéses FFT-vel számolunk /lepke-airtt-
metika, cimkidolgozás/, akkor az FFT idő 200 msec-re szorítható, 
ami 1 sec alatti összidőt jelent. 
4./ Speciális korrelációképző és szűrő hardware segítségével a vég-
rehajtási idő némileg tovább csökkenthető, de feltehetőleg az 
adminisztráció végrehajtási ideje hamarosan korlátoz: nagyobb 
igények eseten gyorsabb processzort kell használni. 
összefoglalva: Z80 mikroprocesszorral ésszerű hardware rásegí-
téssel 1 csatornán elképzelhető reál-time lineáris modell-illesztés. 
p csökkentésével /p=5/ feltehetően ez realizálható is, de esetleges 
további feldolgozó müveletek az RT időbe már valószínűleg nem férnek 
bele. 
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