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Abstract
The classical method of radial separation of variables is applied to gain some information about
the concomitants, also known as relatively equivariant polynomial maps or covariants, of a class
of prehomogeneous vector spaces. Particular attention is payed to concomitants that are themselves
prehomogeneous. The results are applied to classify all prehomogeneous concomitants of several
examples of interest in arithmetic.
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1. Introduction
We begin by describing the specific question that led to the work reported on here.
Let k be a field and consider the space V of quadruples of 5-by-5 alternating matrices
with entries in k. This space may be identified with k4 ⊗k ∧2 k5 and, as such, the group
G=GL(4, k)×GL(5, k) acts on it. It has been found that the orbit structure of this space is
of significant interest in arithmetic (see, for example, [18]). In the course of investigating
(G,V ) from this perspective, an invariant-theoretic question arose, namely to determine
all relatively equivariant polynomial maps Φ : V → V . (A map is relatively equivariant
if Φ(gx) = ω(g)gΦ(x) for some character ω of G.) Now the pair (G,V ) is an example
of a prehomogeneous vector space (the reader may find references to the theory of such
spaces in Section 2) and a relatively equivariant self-map is an example of a concomitant
(the definition of this term may be found in Section 2). Thus, it was natural to consider the
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space.
In Section 3 we obtain some general information on this problem by an elementary
technique whose origins lie in the method of radial separation of variables in the classical
theory of spherical harmonics. In Section 5 these results are applied to classify the
prehomogeneous concomitants of the spaces of pairs of ternary quadratic forms and
quadruples of quinary alternating forms. It emerges that all relatively equivariant self-maps
of the space of quadruples of quinary alternating forms have the shape Φ(x)= cP (x)mx ,
where c is a constant, m 0, and P is a specific polynomial. Such self-maps also exist on
the space of pairs of ternary quadratic forms but, remarkably, this space also has a second
family of relatively equivariant self-maps.
Various classes of prehomogeneous vector spaces have been classified (for a survey,
see [5]) and particular relatively equivariant maps between these spaces have been
constructed, generally for the purpose of giving a tractable expression for the fundamental
relatively invariant polynomial in difficult cases (see, for example, [1,10]). However, the
relatively equivariant maps between prehomogeneous vector spaces do not appear to have
received systematic attention. Classifying these maps and revealing their geometric and
invariant-theoretic significance seems a worthy task for the future.
2. Setting, notation, and preliminaries
Let V be an n-dimensional complex vector space and G a complex, connected,
reductive algebraic group such that the pair (G,V ) is a prehomogeneous vector space.
For the fundamental definitions and facts about prehomogeneous vector spaces we refer
to [9,16]. Note that we are assuming that G ⊂ GL(V ) and that is why we omit the
representation ρ that appears in the formulation of [16]. We pass back and forth between
the two formulations without comment.
We consider four additional conditions that may be imposed on (G,V ), namely:
(C1) The pair (G,V ) is defined over R.
(C2) The singular set in V is an irreducible hypersurface.
(C3) The number of G-orbits in V is finite.
(C4) There are no G-orbits in V of codimension two.
Conditions (C1) and (C2) will always be required of the prehomogeneous vector spaces
considered here. Conditions (C3) and (C4) will be imposed explicitly when they are
required.
Denote by (G0,V0) the real points of (G,V ) and by P a non-constant relatively
invariant polynomial on V of minimal degree. Then P is homogeneous, irreducible and
satisfies P(gx) = χ(g)P (x) for all g ∈G and x ∈ V , where χ is some rational character
of G. Furthermore, P may be assumed to be real-valued on V0. According to [17,
Lemma 1.1], there is a linear isomorphism τ : V ∗ → V and an involution g 	→ gι of G such
that τ (V ∗)= V0, τ (gι · v∗)= g · τ (v∗), and χ(gι)= χ−1(g) for all g ∈G and v∗ ∈ V ∗.0
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algebra over k, graded in the usual way. We identify sym(V ∗) with the algebra of
polynomials on V and sym(V ) with the algebra of constant coefficient differential
operators on V . Thus, ∂ ∈ sym(V ) acts on F ∈ sym(V ∗) and we denote the result of this
action by ∂[F ] ∈ sym(V ∗). The map τ extends to a map τ : sym(V ∗)→ sym(V ) and we
define a pairing on sym(V ∗) by
〈F1,F2〉 = τ (F1)[F2](0). (1)
This pairing is clearly bilinear, symmetric, and non-degenerate and its restriction to
sym(V ∗0 ) is positive-definite.
For any v ∈ V we shall denote by Ov the G-orbit of v, by Gv the stabilizer of v in G,
and by G◦v the connected component of the identity in Gv . Let w ∈ V be a point such
that Ow ⊂ V is open. Assume now that (C3) holds and choose some y ∈ S such that Oy
has maximal dimension amongst all orbits in S. Since the number of orbits in V is finite,
it follows that Oy is Zariski dense in S and that all other orbits are of strictly smaller
dimension.
By a concomitant of (G,V ) we shall mean a pair (Φ,W) consisting of a rational
representation W of G and a non-zero G-equivariant polynomial map Φ : V → W .
A concomitant (Φ,W) is irreducible if W is so and concomitants (Φ1,W1) and (Φ2,W2)
are equivalent if there is a G-module isomorphism from W1 to W2 that transforms
Φ1 into Φ2. There is a one-to-one correspondence between the equivalence classes of
irreducible concomitants of (G,V ) and the irreducible constituents of sym(V ∗) as a
G-module. A concomitant (Φ,W) is prehomogeneous if (G,W) is a prehomogeneous
vector space, where G is the image of G in GL(W). Symbolically, a concomitant (Φ,W)
of (G,V ) of degree r will be written as V r−→W .
Finally, we shall let E(m) denote the standard representation of GL(m).
3. Decomposition of the symmetric algebra
In this section we study the decomposition of sym(V ∗). The method used is classical,
being a variation on a technique in the basic theory of spherical harmonics. Kostant’s
formulation of it in [8] is reasonably general, but the assumption made there that V admits
a G-invariant bilinear form rules out most of the interesting examples of prehomogeneous
vector spaces. We give a brief account of the method and its consequences in our situation.
Let I sym(V ∗) be the principal ideal generated by P . The requirement that (G,V ) be
defined over R plays its essential role in proving the following.
Lemma 3.1. The restriction of the pairing 〈·,·〉 to I is non-degenerate.
Proof. Since P ∈ sym(V ∗0 ), I is the complexification of I0, the principal ideal of sym(V ∗0 )
generated by P . But 〈·,·〉 is positive-definite on I0 and hence non-degenerate on I. ✷
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H= {F ∈ sym(V ∗)∣∣τ (P )[F ] = 0}
be the space of harmonic polynomials on V . Since P is homogeneous, it is clear that H is
a graded subspace of sym(V ∗). If g ∈G and F ∈H then we have
τ (P )[g · F ] = (g−1 · τ (P ))[F ] = τ (g−ι · P )[F ] = χ−1(g)τ (P )[F ] = 0
and so H is a G-submodule of sym(V ∗). The action of G on H is locally finite and,
consequently,H is completely reducible as a G-module.
Lemma 3.2. We have sym(V ∗)= I⊕H.
Proof. We haveH= I⊥ with respect to the given pairing on sym(V ∗). From this it follows
that the sum of the dimensions of Ir and Hr is the dimension of symr (V ∗) for all r  0.
Lemma 3.1 implies that I∩H= {0} and so sym(V ∗)= I⊕H. ✷
Lemma 3.3. If F ∈H and F |S = 0 then F = 0.
Proof. The hypersurface S is defined by the equation P = 0 and P is irreducible. Thus
I is precisely the vanishing ideal of S. If F ∈ H and F |S = 0 then it follows that
F ∈ I∩H= {0}. ✷
Theorem 3.4. There is a G-module isomorphism sym(V ∗)∼=C[P ] ⊗H.
Proof. Consider the linear map m : C[P ] ⊗ H→ sym(V ∗) given on basic tensors by
m(f (P ) ⊗ F) = f (P )F . Clearly, m is G-equivariant. The image of m is a subspace of
sym(V ∗) containing H and closed under multiplication by P . It follows from this and
Lemma 3.2, by induction on the degree, that m is onto.
Suppose that R ∈ C[P ] ⊗H is a non-zero element of the kernel of m. Then we may
write
R =
N∑
j=1
fj (P )⊗Fj ,
where fj ∈ C[T ], Fj ∈H and the set {F1, . . . ,FN } is linearly independent over C. We
may assume without loss of generality that fj (0) = 0 for some j , since otherwise we may
replace each fj (T ) by fj (T )/T l for some suitable l. Let
F =
N∑
j=1
fj (0)Fj .
Then F ∈ H and F |S = m(R)|S = 0. By Lemma 3.3, F = 0 and so fj (0) = 0 for
1 j N . This is a contradiction and so m is one-to-one. ✷
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setting of prehomogeneous vector spaces of commutative parabolic type, by Rubenthaler
and Schiffmann in [14, Théorème 4.4]. Their method involved first obtaining the
decomposition of sym(V ∗), which has a relatively simple structure in that case.
In light of this theorem, the fundamental problem is to determine those concomitants
that correspond to constituents of the space of harmonic polynomials. We shall refer to
these as harmonic concomitants.
If X is a variety over C then let A[X] denote the ring of regular functions on X.
Theorem 3.5. Let W be an irreducible representation of G. The total number of times that
a representation of the form χm ⊗W , m ∈ Z, appears in the decomposition of H is equal
to the dimension of the space of Gw-fixed vectors in W∗.
Proof. Let C{T } denote the ring of Laurent polynomials in T . Then it follows from
Theorem 3.4 that
A[G/Gw] ∼=A[V \ S] = sym
(
V ∗
)
(P )
∼=C{P } ⊗H,
with the character χ in A[G/Gw] corresponding to the function P in C{P } ⊗H. The
ring A[G/Gw] is equivalent as a G-module to the representation induced from the trivial
representation of Gw . Thus, by Frobenius reciprocity, the multiplicity with which W
appears inC{P }⊗H is equal to the dimension of the space of Gw-fixed vectors in W∗. But
each occurrence of W in C{P } ⊗H corresponds to an occurrence of some twist χm ⊗W
in H. ✷
Corollary 3.6. There are a finite number of prehomogeneous concomitants of (G,V ),
(Φ1,W1), . . . , (ΦN ,WN), such that every prehomogeneous concomitant of (G,V ) has the
form (P k ·Φj ,χk ⊗Wj) for some 1 j N and some k  0.
Proof. Let G1 = ker(χ). Then G1 is semisimple and Z(G) · G1 has finite index in G.
If (G,W) is prehomogeneous then dim(G)  dim(W) and, using the theory of highest
weights and this inequality, we conclude that there is a finite set {W1, . . . ,Wa} of
representations of G such that any prehomogeneous representation of G has the form
χk ⊗Wj for some k ∈ Z and 1 j  a. Theorem 3.5 implies that there are only finitely-
many values of k for which χ−k ⊗W∗j occurs in H. An appeal to Theorem 3.4 completes
the proof. ✷
A similar finiteness statement can be proved by a similar method for concomitants that
are twists of any particular concomitant, prehomogeneous or not. We leave the reader to
formulate the appropriate statement.
Because Theorem 3.5 cannot distinguish between twists of a given representation,
it does not provide complete information on the harmonic concomitants. More refined
information can be obtained by studying the restriction of polynomials on V to S.
Theorem 3.7. Suppose that (G,V ) satisfies (C3). Let W be an irreducible representation
of G. The multiplicity with which W appears in H is less than or equal to the dimension
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inequality is an equality.
Proof. It follows from Lemma 3.2 that H is isomorphic to A[S] as a G-module. Since Oy
is Zariski dense in S, this embeds in A[Oy], which in turn is isomorphic to A[G/Gy]. This
representation is equivalent to the representation induced from the trivial representation on
Gy and the proof of the inequality is completed by Frobenius reciprocity. Assume now
that (G,V ) also satisfies (C4). Then Oy is a Zariski open subset of the hypersurface S ⊂ V
whose complement has codimension at least two in S. This implies that A[S] =A[Oy] and
the final claim follows. ✷
It follows from our assumptions (see [16, Theorem 1.1, Proposition 4.20]) that G
has a one-dimensional center. Given an irreducible representation W of G that occurs in
sym(V ∗), we may determine the degree in which it occurs simply by comparing the action
of the center on W and on symr (V ∗).
The additional information provided by Theorem 3.7 is most useful when the restriction
of χ to G◦y is non-trivial. In the presence of (C3), this is equivalent to the assertion that
the hypersurface S does not support a non-constant relatively invariant rational function.
It would be interesting to know whether this assertion is always true, even in the absence
of (C3).
Proposition 3.8. Suppose that (G,V ) satisfies (C3) and (C4). Then the restriction of χ to
G◦y is non-trivial.
Proof. Suppose to the contrary that the restriction of χ to G◦y is trivial. Then, for some
m  1, the restriction of ω = χm to Gy is trivial. The character ω may be regarded as a
regular function on G/Gy . But Oy ∼= G/Gy and so we obtain a regular function ϕ on
Oy such that ϕ(gx) = ω(g)ϕ(x). As in the proof of Theorem 3.7, A[S] = A[Oy] and
so ϕ ∈ A[S]. Via the G-module isomorphism A[S] ∼= H, ϕ corresponds to a relatively
invariant harmonic polynomial. However, all relatively invariant polynomials on V have
the form cP l for c ∈C and l  0. It follows that ϕ is constant and hence that ω is constant.
Thus Pm is an invariant of (G,V ), which is impossible. ✷
4. Irreducible, reduced spaces with codimension two orbits
In [16, Theorem 54], a list of all irreducible, reduced prehomogeneous vector spaces
for which G has a non-trivial center is given. The orbit structure of these spaces has been
determined, principally by the efforts of Sato, Kimura, Muro, and Ozeki (see [4,6,7,12,
13,15] and the references therein). Below, using the numbering and notation of [16], we
enumerate those cases for which (C4) fails:
(4) (GL(2),3Λ1,V (4));
(8) (SL(3)×GL(2),2Λ1 ⊗Λ1,V (6)⊗ V (2));
(9) (SL(6)×GL(2),Λ2 ⊗Λ1,V (15)⊗ V (2));
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(11) (SL(5)×GL(4),Λ2 ⊗Λ1,V (10)⊗ V (4));
(12) (SL(3)× SL(3)×GL(2),Λ1 ⊗Λ1 ⊗Λ1,V (3)⊗ V (3)⊗ V (2));
(28) (E6 ×GL(2),Λ1 ⊗Λ1,V (27)⊗ V (2)).
Of these, cases (8), (9), (12), and (28) are covered in [6], case (10) in [4, Section 11],
and case (11) in [12]. These prehomogeneous vector spaces are precisely those from the
Sato–Kimura list whose b-function has a multiple zero at s =−1. Also, most of the spaces
identified in [18] for their arithmetic interest appear here.
5. Applications: the cubic, quartic, and quintic cases
We shall refer to the space V = sym3(E(2)) of binary cubic forms under the action
of G˜ = GL(2) as the cubic case, the space V = E(2) ⊗ sym2(E(3)) of pairs of ternary
quadratic forms (more correctly, coforms) under the action of G˜= GL(2)×GL(3) as the
quartic case, and the space V = E(4) ⊗∧2E(5) of quadruples of quinary alternating
forms under the action of G˜ = GL(4) × GL(5) as the quintic case. These are slight
variations of cases (4), (8), and (11) on the Sato–Kimura list. All three cases satisfy (C1)–
(C3), but fail (C4). In all cases, we let G be the image of G˜ in GL(V ).
The justification for the nomenclature may be found in the results of [18]. It is shown
there that the set of semistable orbits of the cubic case over a field k corresponds to the set of
separable extensions of k of degree at most three. Similar correspondences are established
between the semistable orbits of the quartic case and extensions of degree at most four and
the semistable orbits of the quintic case and extensions of degree at most five.
The principal purpose of this section is to determine all irreducible, harmonic,
prehomogeneous concomitants of the cubic, quartic, and quintic cases. We also briefly
discuss the construction of these concomitants in the quartic and quintic cases. The
invariant theory of the cubic case is classical (see [2, paragraphs 34–36]) and we shall
not give any indication of proofs for this case. It is included because there is a certain
uniformity among these three cases, which would be less clear if the cubic case were
omitted entirely, and because we shall have occasion to refer back to it.
Theorem 5.1. Let (G,V ) be the cubic case. Then the following is a complete list of
representatives for the equivalence classes of irreducible, harmonic, prehomogeneous
concomitants of (G,V ):
(1) V 1−→ V ;
(2) V 2−→ det2⊗ sym2(E(2));
(3) V 3−→ det3⊗V .
For later use, we recall that the second concomitant identified in Theorem 5.1 is the
Hessian of the binary cubic form and the third is the so-called cubocubic covariant.
A simple account of their construction may be found in [11, Example 2.22].
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symmetric 3-by-3 matrices in the obvious way. In this model, the action of G˜ on V is
(g1, g2)[M1,M2] =
[
g2M1
tg2, g2M2
tg2
]
tg1
and we may take
w =
[( 0 0 −1/2
0 0 1/2
−1/2 1/2 0
)
,
( 0 1/2 0
1/2 0 −1/2
0 −1/2 0
)]
and
y =
[(0 0 1
0 0 0
1 0 0
)
,
(1 0 0
0 1 0
0 0 0
)]
.
These statements are justified in [18] and [6], respectively. We note, for later use, that
the expression (g1, g2)[M1,M2] as defined above makes sense for all pairs of matrices,
(g1, g2), of the appropriate sizes.
The group of rational characters of G is generated by the character ω(g1, g2) =
det(g1)3 det(g2)4. The relatively invariant polynomial has degree twelve and we normalize
it by requiring that P(w) = 1. The character associated to P is χ = ω2. It will be
convenient to define d1(g1, g2)= det(g1) and d2(g1, g2)= det(g2).
The following lemmas identify Gw and Gy . The first is a consequence of the proof
of [18, Proposition 1.2] and the second may be proved by routine considerations.
Lemma 5.2. Let (G,V ) be the quartic case. Then the group Gw is isomorphic to the
symmetric groupS4. In fact, if we define
τ =
((
1 1
0 −1
)
,
( 0 1 0
0 0 1
−1 −1 −1
))
and ν =
((−1 −1
1 0
)
,
(0 1 0
0 0 1
1 0 0
))
,
then the map τ 	→ (1234), ν 	→ (123) induces an isomorphism Gw ∼=S4. (We are using
the left-to-right multiplication in S4.)
Lemma 5.3. Let (G,V ) be the quartic case. Then G◦y is the image in G of the set
{α(t) | t ∈C×} where
α(t)= (diag(t−1,1),diag(1,1, t)).
Furthermore, Gy/G◦y is isomorphic to the cyclic group of order two and the image of
γ = (diag(1,1),diag(1,−1,1))
in Gy/G◦y generates it.
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representatives for the equivalence classes of irreducible, harmonic, prehomogeneous
concomitants of (G,V ):
(1) V 1−→ V ;
(2) V 3−→ d22 ⊗ sym3(E(2));
(3) V 4−→ d21 ⊗ d22 ⊗ sym2(E(3));
(4) V 5−→ d21 ⊗ d42 ⊗E(2)⊗ sym2(E(3)∗);
(5) V 6−→ d21 ⊗ d42 ⊗ sym2(E(2));
(6) V 7−→ ω⊗ V ;
(7) V 8−→ d41 ⊗ d62 ⊗ sym2(E(3)∗);
(8) V 9−→ d31 ⊗ d62 ⊗ sym3(E(2));
(9) V 11−→ d51 ⊗ d82 ⊗E(2)⊗ sym2(E(3)∗).
Proof. The first step is to make a list of representations of G such that every irreducible,
prehomogeneous representation of G is a twist by a power of ω of some representation
on the list. It turns out that G has thirteen such basic prehomogeneous representations,
W1, . . . ,W13, where
W1 = d1 ⊗ d22 ⊗E(2), W2 = d1 ⊗ d2 ⊗E(3),
W3 = d21 ⊗ d32 ⊗E(3)∗, W4 = d21 ⊗ d42 ⊗ sym2
(
E(2)
)
,
W5 = d22 ⊗ sym3
(
E(2)
)
, W6 = d21 ⊗ d32 ⊗E(2)⊗E(3),
W7 = d2 ⊗E(2)⊗E(3)∗, W8 = d21 ⊗ d22 ⊗ sym2
(
E(3)
)
,
W9 = d1 ⊗ d22 ⊗ sym2
(
E(3)∗
)
, W10 =E(2)⊗ sym2
(
E(3)
)
,
W11 = d21 ⊗ d42 ⊗E(2)⊗ sym2
(
E(3)∗
)
,
W12 = d1 ⊗ d32 ⊗ sym3
(
E(2)
)⊗E(3),
W13 = d21 ⊗ d52 ⊗ sym3
(
E(2)
)⊗E(3)∗.
The next step is to apply Theorem 3.5 to each of these representations and their
twists by ω in order to determine the total number of times a representation of the form
ωm ⊗ W∗j occurs in H. Since ω corresponds to the sign character of Gw ∼= S4, this
amounts to determining the number of times that a one-dimensional summand appears in
the irreducible decomposition of W∗j as a representation of Gw . Each Wj is built from the
representations E(2) and E(3) and so, once these representations have been recognized,
we have an elementary problem in the representation theory of S4. The group S4 has
five irreducible representations. They are the trivial representation, 1, the sign character,
sgn, a two-dimensional representation, π2, and two three-dimensional representations, π3
and π ′ . We fix the notation by requiring that the character of π3 is −1 on the conjugacy3
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various conjugacy classes on E(2) and E(3), we find that, as representations of Gw ,
E(2)∼=E(2)∗ ∼= π2 and E(3)∼=E(3)∗ ∼= π3. One verifies that
sym2(π2)∼= π2 ⊕ 1, π2 ⊗ π2 ∼= sym3(π2)∼= π2 ⊕ sgn⊕ 1,
sym2(π3)∼= π3 ⊕ π2 ⊕ 1, and π2 ⊗ π3 ∼= π3 ⊕ π ′3.
From this it follows that no twist of W∗1 , W∗2 , W∗3 , W∗6 , W∗7 , W∗12, or W∗13 occurs in H.
Moreover, exactly one twist by a power of χ of each of the following representations occurs
in H: W∗4 , W∗5 , ω−1 ⊗W∗5 , W∗8 , ω−1 ⊗W∗9 , W∗10, ω−1 ⊗W∗10, W∗11, and ω−1 ⊗W∗11.
The last step is determine precisely which twists of each of these representations occur
and in which degree. Since ω is non-trivial on G◦y , Theorem 3.7 gives strong information
on this question. In the situation at hand, it turns out that this information is strong
enough to finish the classification. We refrain from giving all the details; the twists of
the representation W9 will serve as a sufficient example. The torus {α(t)} has weights t ,
1, and t−1 on W9. Since ω(α(t)) = t , it follows that, among the twists of W9, only the
representations ω−1 ⊗ W9, W9, and ω ⊗ W9 might have Gy -fixed vectors and so these
are the only twists of W9 that might occur harmonically in sym(V ). However, ω−1 ⊗W9
would have to appear in negative degree and so is ruled out. Comparing with the list in the
previous paragraph, we see that ω⊗W9 occurs precisely once and that W9 itself does not
occur. The other cases are completed similarly. ✷
We shall denote the concomitants enumerated in Theorem 5.4 respectively by
Φ1, . . . ,Φ9, so that Φ1(x) = x . As a complement to the classification, we show how
Φ2, . . . ,Φ9 may be constructed. It will be seen that, once Φ2 and Φ3 are in hand, the
remaining concomitants may be built from them routinely. A similar pattern will appear in
the quintic case.
Let us assume for the moment that Φ2 and Φ3 are known, that Φ2(w) has non-zero
discriminant, and that Φ3(w) is non-singular. The latter two assumptions will ensure that
all the maps we construct below are non-zero. Then Φ5 may be taken to be the Hessian of
Φ2 and Φ8 to be its cubocubic covariant. We may identify sym2(E(2)) with the space of
symmetric 2-by-2 matrices, as usual. If we do this then, we have the transformation law
Φ5
(
(g1, g2)x
)= det(g1)2 det(g2)4 g1Φ5(x) tg1.
Let
ν =
(
0 1
−1 0
)
and recall the identity νgν−1 = det(g)tg−1 for g ∈GL(2). We may define
Φ6(x)=
(
Φ5(x)ν
−1, I3
)
x,
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routine to check that this gives a concomitant of the indicated kind. The polynomial
map Φ6 ◦ Φ6 : V → V has degree 49 and it follows from Theorem 5.4 that it satisfies
(Φ6 ◦Φ6)(x)= cP (x)4x for some non-zero constant c. Thus, regarded as a rational map
from P(V ) to itself, Φ6 is an involution. It would be interesting to investigate this map
from a geometric point of view.
Next we derive Φ4, Φ7, and Φ9 from Φ3 and the concomitants constructed in the
previous paragraph. To this end, let
µ=
(0 0 1
0 1 0
1 0 0
)
and gι = µ tg−1µ−1 for g ∈ GL(3). Recall that there is a linear isomorphism T : E(3)→
E(3)∗ satisfying T (gv) = gιT (v). This isomorphism induces a linear isomorphism
sym2(T ) : sym2(E(3))→ sym2(E(3)∗), equivariant along the involution g 	→ gι. Let us
identify sym2(E(3)) with the space of 3-by-3 symmetric matrices. Then we have the
transformation law
Φ3
(
(g1, g2)x
)= det(g1)2 det(g2)2 g2Φ3(x) tg2.
From this, it follows that we may take
Φ7(x)= sym2(T )
(
µ adj(Φ3(x))µ−1),
where adj denotes the adjugate, that is, the transpose of the matrix of signed cofactors. Let
us define
Ψ4(x)=
(
I ⊗ sym2(T ))[(I2,µ adj(Φ3(x)))x].
Then Ψ4 : V →E(2)⊗sym2(E(3)∗) is a non-zero polynomial map of degree 17 satisfying
the transformation law
Ψ4
(
(g1, g2)x
)= det(g1)8 det(g2)12 (g1, g2)Ψ4(x).
It follows from Theorem 5.4 that Ψ4 is not harmonic and that we may define Φ4(x) =
P(x)−1Ψ4(x). Finally, similar reasoning shows that we may take
Φ9(x)= P(x)−2(Φ4 ◦Φ6)(x).
It remains to construct Φ2 and Φ3. We may take
Φ2(x)= 4 det(u1M1 + u2M2),
where x = [M1,M2] and u1 and u2 are variables. Note that Φ2(w)=−u21u2 + u1u22 does
have non-zero discriminant, as we assumed above. In order to describe Φ3, it is convenient
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We may then regard E(3)∗ as the space spanned by the operators ∂1, ∂2, and ∂3, where
∂i = ∂/∂ui . With these identifications, define a map C : V → sym2(E(3))⊗E(3)∗ by
C(Q1,Q2)=
∣∣∣∣∣∂1Q1 ∂2Q1 ∂3Q1∂1Q2 ∂2Q2 ∂3Q2⊗∂1 ⊗∂2 ⊗∂3
∣∣∣∣∣ ,
where the symbolic determinant is to be expanded by minors along the third row. Next let
{·,·} be the sym2(E(3))-valued bilinear pairing on sym2(E(3))⊗ E(3)∗ given on simple
tensors by
{P1 ⊗∇1,P2 ⊗∇2} = ∇1(P2) · ∇2(P1).
Then the expression
Φ3(Q1,Q2)=
{
C(Q1,Q2),C(Q1,Q2)
}
defines a concomitant of the required kind. Moreover,
Φ3(w)= 6
(
u21 + u22 + u23
)− 4(u1u2 + u1u3 + u2u3)
is a non-singular form, as we assumed above. This completes our discussion of the
prehomogeneous concomitants of the quartic case.
Now let (G,V ) be the quintic case. We shall identify points in V with quadruples of
5-by-5 skew-symmetric matrices in the obvious way. In this model, the action of G˜ on V is
(g1, g2)[M1,M2,M3,M4] =
[
g2M1
tg2, g2M2
tg2, g2M3
tg2, g2M4
tg2
]
tg1
and we may take w = [w1,w2,w3,w4], where
w1 =

0 1 0 0 0
−1 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
 , w2 =

0 0 0 0 0
0 0 0 0 0
0 0 0 1 0
0 0 −1 0 0
0 0 0 0 0
 ,
w3 =

0 0 0 0 1
0 0 0 0 0
0 0 0 0 1
0 0 0 0 0
−1 0 −1 0 0
 , w4 =

0 −1 0 1 0
1 0 0 1 1
0 0 0 0 0
−1 −1 0 0 −1
0 −1 0 1 0
 ,
and y = [y1, y2, y3, y4], where
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
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 1
0 0 0 −1 0
 , y2 =

0 0 1 0 0
0 0 0 0 1
−1 0 0 0 0
0 0 0 0 0
0 −1 0 0 0
 ,
y3 =

0 0 0 1 0
0 0 1 0 0
0 −1 0 0 0
−1 0 0 0 0
0 0 0 0 0
 , y4 =

0 0 0 0 1
0 0 0 1 0
0 0 0 0 0
0 −1 0 0 0
−1 0 0 0 0
 .
These statements are justified in [18] and [12], respectively.
The group of rational characters of G is generated by the character ω(g1, g2) =
det(g1)5 det(g2)8. The relatively invariant polynomial has degree forty and we normalize
it by requiring that P(w)= 1. The character associated to P is χ = ω2. As before, it will
be convenient to write d1(g1, g2)= det(g1) and d2(g1, g2)= det(g2).
The following lemmas identify Gw and Gy . The first is a consequence of the proof
of [18, Proposition 2.13]. The details for the proof of the second are rather involved and
there seems no need to give them here. Logically, all we require is that the group described
in Lemma 5.6 is a subgroup of Gy and this is easily checked.
Lemma 5.5. Let (G,V ) be the quintic case. Then the group Gw is isomorphic to the
symmetric groupS5. In fact, if we define
τ =


0 1 0 0
0 0 1 0
0 0 0 1
−1 −1 −1 −1
 ,

1 −1 −1 0 0
1 −1 −1 −1 0
1 −1 0 0 0
−1 0 0 0 1
0 −1 0 0 0


and
ν =


0 −1 0 0
−1 0 0 0
0 0 −1 0
0 0 0 −1
 ,

0 0 −1 0 1
0 0 0 1 0
−1 0 0 0 1
0 1 0 0 0
0 0 0 0 1


then the map τ 	→ (12345), ν 	→ (12) induces an isomorphism Gw ∼=S5. (We are using
the left-to-right multiplication in S5.)
Lemma 5.6. Let (G,V ) be the quintic case. Then G◦y is the image in G of the set
{α(t) | t ∈C×} where
α(t)= (diag(t−2, t−1, t−1, t−1),diag(1,1, t, t, t)).
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γ1 =
(
diag
(
1,1, ζ 2, ζ
)
,diag
(
1, ζ,1, ζ, ζ 2
))
,
where ζ is a non-trivial cube root of unity, and
γ2 =


−1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1
 ,

0 1 0 0 0
1 0 0 0 0
0 0 1 0 0
0 0 0 0 1
0 0 0 1 0

 in Gy/G◦y generate it.
Theorem 5.7. Let (G,V ) be the quintic case. Then the following is a complete list of
representatives for the equivalence classes of irreducible, harmonic, prehomogeneous
concomitants of (G,V ):
(1) V 1−→ V ;
(2) V 9−→ d21 ⊗ d42 ⊗E(4)⊗
∧2
E(5)∗;
(3) V 10−→ d21 ⊗ d42 ⊗ sym2(E(4));
(4) V 16−→ d41 ⊗ d62 ⊗ sym2(E(5));
(5) V 24−→ d61 ⊗ d102 ⊗ sym2(E(5)∗);
(6) V 30−→ d81 ⊗ d122 ⊗ sym2(E(4)∗);
(7) V 31−→ d81 ⊗ d122 ⊗E(4)∗ ⊗
∧2
E(5);
(8) V 39−→ d101 ⊗ d162 ⊗E(4)∗ ⊗
∧2
E(5)∗.
Proof. As in the proof of Theorem 5.4, we begin by determining a complete list of
the basic prehomogeneous representations of G. In this case, there are twenty-one such
representations, W1, . . . ,W21, where
W1 = d1 ⊗ d22 ⊗E(4), W2 = d41 ⊗ d62 ⊗E(4)∗,
W3 = d21 ⊗ d32 ⊗E(5), W4 = d31 ⊗ d52 ⊗E(5)∗,
W5 = d21 ⊗ d42 ⊗
∧2
E(4), W6 = d21 ⊗ d42 ⊗ sym2
(
E(4)
)
,
W7 = d31 ⊗ d42 ⊗ sym2
(
E(4)∗
)
, W8 = d41 ⊗ d62 ⊗
∧2
E(5),
W9 = d1 ⊗ d22 ⊗
∧2
E(5)∗, W10 = d41 ⊗ d62 ⊗ sym2
(
E(5)
)
,
W11 = d1 ⊗ d22 ⊗ sym2
(
E(5)∗
)
, W12 = d31 ⊗ d52 ⊗E(4)⊗E(5),
W13 = d41 ⊗ d72 ⊗E(4)⊗E(5)∗, W14 = d1 ⊗ d2 ⊗E(4)∗ ⊗E(5),
W15 = d21 ⊗ d32 ⊗E(4)∗ ⊗E(5)∗, W16 = d41 ⊗ d72 ⊗
∧2
E(4)⊗E(5),
W = d ⊗∧2E(4)⊗E(5)∗, W = E(4)⊗∧2E(5),17 2 18
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∧2
E(5)∗, W20 = d31 ⊗ d42 ⊗E(4)∗ ⊗
∧2
E(5),
W21 =E(4)∗ ⊗∧2E(5)∗.
The group Gw ∼= S5 has seven irreducible representations. They are the trivial repre-
sentation, 1, the sign character, sgn, two four-dimensional representations, π4 and π ′4, two
five-dimensional representations, π5 and π ′5, and a six-dimensional representation, π6.
To fix the notation, we require that the characters of π4 and π5 are both positive on
the conjugacy class of (12). From Lemma 5.5 it follows that, as representations of Gw ,
E(4)∼=E(4)∗ ∼= π ′4 and E(5)∼=E(5)∗ ∼= π5. One verifies that∧2
π ′4 ∼= π6, sym2(π ′4)∼= π5 ⊕ π4 ⊕ 1,∧2
π5 ∼= π6 ⊕ π ′4, sym2(π5)∼= π ′5 ⊕ π5 ⊕ π4 ⊕ 1,
π ′4 ⊗ π5 ∼= π6 ⊕ π ′5 ⊕ π5 ⊕ π ′4, π5 ⊗ π6 ∼= 2π6 ⊕ π ′5 ⊕ π5 ⊕ π ′4 ⊕ π4, and
π ′4 ⊗ π6 ∼= π6 ⊕ π ′5 ⊕ π5 ⊕ π ′4 ⊕ π4.
Theorem 3.5 then implies that no twist of any of the representations W1, W2, W3, W4, W5,
W8, W9, W12, W13, W14, W15, W16, or W17 occurs in sym(V ) and that precisely one twist
by a power of χ of each of the representations W6, ω ⊗W7, W10, ω ⊗W11, W18, W19,
ω⊗W20, and W21 occurs harmonically in sym(V ).
The proof is completed by using the additional information provided by Theorem 3.7.
The case of W21 will be a sufficient indication of the arguments. The weights of the
torus {α(t)} on W21 are t2, t , 1, and t−1. Since ω(α(t)) = t−1, it follows that only the
representations χ ⊗W21, ω⊗W21, W21, and ω−1 ⊗W21 might have Gy -fixed vectors and
hence that only these twists of W21 might appear in sym(V ). The information gathered in
the previous paragraph rules out ω⊗W21 and ω−1 ⊗W21. The representation W21 itself
is ruled out since it would have to appear in negative degree. This leaves χ ⊗W21 as the
only possibility. It must appear with multiplicity one in degree 39. The other cases may be
dealt with similarly. ✷
Finally, we shall briefly discuss the construction of the prehomogeneous concomitants
of the quintic case. Let us denote them by Φ1, . . . ,Φ8, so that Φ1(x)= x . The fundamental
concomitants are Φ3 and Φ4. Once they are available, the remaining concomitants may be
constructed from them. The construction of Φ3 is due to Amano, Fujigami, and Kogiso and
is expounded in [1]. The only fact that we shall require from that work is that Φ3(w) is non-
singular. This follows from [1, Theorem 4.2]. The concomitant Φ4 has been constructed by
the author in joint work with A. Yukie [3]. The elaborate nature of this construction makes
it inappropriate to include it here, but it is expected to appear in due course. Again, the
only information we require from the construction is that Φ4(w) is non-singular and this is
indeed true. In fact, Φ4(w) is a multiple (depending on the precise normalizations chosen)
of the form
4u21 + 3F1(u2, u3, u4, u5)+ 4F2(u1, u2, u3, u5)+ 2F3(u2, u3, u4, u5),
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F1(u2, u3, u4, u5)= u22 + u23 + u24 + u25,
F2(u1, u2, u3, u5)= u1(u2 + u3 + u5),
F3(u2, u3, u4, u5)= u2(u3 − u4 + u5)− u3(u4 − u5)+ u4u5.
We now describe how to constructΦ2, Φ5, Φ6, Φ7, and Φ8 fromΦ3 and Φ4. Let g 	→ gι
be the main involution of either GL(4) or GL(5). That is, gι = µ tg−1µ−1, where µ is
0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0

in the case of GL(4) and the analogous 5-by-5 matrix in the case of GL(5). There are linear
isomorphisms T4 : E(4)→ E(4)∗ and T5 : E(5)→ E(5)∗ satisfying Tj (gv) = gιTj (v).
As in the quartic case, we shall identify sym2(E(n)) with the space of n-by-n symmetric
matrices. With this identification, we may set
Φ2(x)= P(x)−3
(
I ⊗∧2T5)[(I4,µ adj(Φ4(x)))x],
Φ5(x)= P(x)−1 sym2(T5)
[
µ adj(Φ4(x))µ−1],
Φ6(x)= sym2(T4)
[
µ adj(Φ3(x))µ−1],
Φ7(x)= (T4 ⊗ I)
[(
µ adj(Φ3(x)), I5)x],
Φ8(x)= P(x)−3
(
T4 ⊗∧2T5)[(µ adj(Φ3(x)),µ adj(Φ4(x)))x].
Since Φ3(w) and Φ4(w) are non-singular, all these maps are non-zero at w and it is easy to
check that they all have the necessary transformation laws. This completes our discussion
of the prehomogeneous concomitants of the quintic case.
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