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vAbstract
Quantum field theory is the language used to describe nature at its most fundamen-
tal scales; while thermodynamics is a framework to describe the collective behavior
of macroscopic systems. Recent advances in non-equilibrium thermodynamics have
enabled this framework to be applied to smaller systems operating out of thermal equi-
librium. This thesis is concerned with both quantum field theory and non-equilibrium
thermodynamics independently and with their intersection.
First, a purely phenomenological application of quantum field theory is explored
in the context of the upcoming Mu2E experiment. This experiment will look for rare
decays which would indicate the presence of physics beyond the Standard Model. Using
the language of effective field theories, a next-to-leading order analysis of the conversion
rate is performed.
The focus then shifts to an apparent paradox in the Bayesian interpretation of sta-
tistical mechanics. For a Bayesian observer making measurements of an open system,
the Shannon entropy decreases, in apparent violation of the Second Law of Thermody-
namics. It is shown that rather than utilizing the entropy, which can decrease under
Bayesian updates, the Second Law for a Bayesian observer can be rephrased in terms
of a cross-entropy which is always non-negative.
Finally, the intersection of quantum field theory and non-equilibrium thermody-
namics is examined. Using quantum work fluctuation theorems, an investigation of how
these frameworks can be applied to a driven quantum field theory is performed. For a
time-dependent variant of λφ4, analytic expressions for the work distribution functions
at one-loop order are derived. These expressions are shown to satisfy the quantum
Jarzynski equality and Crooks fluctuation theorem.
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1Introduction
Two of the main threads in modern theoretical physics are the pursuit of theories that
describe the most fundamental components of nature, and theories that describe the
collective behavior of systems of many such components. The former is the domain
of quantum field theory and particle physics, while the latter belongs to statistical
mechanics and thermodynamics.
For most of the 19th century, microscopic theories of physics were based entirely on
classical mechanics. However, near the turn of the 20th century, a series of experimental
results, including the photoelectric effect and Rutherford’s discovery of the atomic
nucleus, made apparent the need for a new microphysical theory. It was found that
the behavior of these systems could be explained by quantizing the allowed energy
levels. This was the advent of modern quantum mechanics. Within the domain of
atomic scale experiments, quantum mechanics was met with great success. However,
as physicists attempted to probe increasingly high energy scales throughout the 20th
century, it became necessary to unify quantum mechanics and the theory of special
relativity. These unified frameworks yielded quantum field theory, the cornerstone of
modern theoretical physics [4–6].
In quantum field theory, particles are described as the excitations of fields. This
general framework is flexible enough to describe both the creation and annihilation of
particles in accelerators, and the excitation of vibrational and electrical modes in con-
densed matter systems [7–9]. Across this tremendous range of energy scales, quantum
field theory has been rigorously tested. Arguably, the most stringently tested theory
in modern physics is the Standard Model of particle physics.
Developed throughout the 1960s [10–14], the Standard Model is a quantum field
theory that economically describes all of modern particle physics with twelve fundamen-
tal fermions, four gauge bosons, and the Higgs boson. Since the Large Hadron Collider’s
discovery of the Higgs boson [15, 16], all of the fundamental particles proposed by the
Standard Model have been experimentally observed. Possible physics beyond the Stan-
dard Model has been strongly constrained by precision measurements of the electron
and muon anomalous magnetic dipole moments [17–20], and the non-observation of
a neutron electric dipole moment [21–23], flavor changing neutral currents [24–28], or
proton decay [29, 30]. Despite its tremendous successes, the Standard Model still has
significant shortcomings. These include the failure to account for the observation of
2dark matter, the cosmic matter-antimatter asymmetry, or the accelerating expansion
of the universe. This is in addition to theoretical shortcomings such as the hierarchy
problem. These limitations have resulted in various proposals to extend the Standard
Model, though the Standard Model remains the most complete description of nature
to date.
In comparison to the progress over the past two centuries in understanding the
fundamental theory of nature, the description of the collective behavior of systems,
thermodynamics, has languished. Modern thermodynamics has its roots in the indus-
trial revolution of the 19th century; its development necessitated by the invention of
steam engines. Thermodynamics provides a framework to understand the relation-
ships between macrocopic quantities of interest such as work, pressure, temperature,
and entropy with minimal assumptions on the underlying microscopic dynamics of the
system. Famously, Carnot proved an upper limit on the efficiency of any heat engine
which depends only on the temperatures of its working reservoirs [31]. However, this
bound can only be saturated in the limit of an infinitely slow engine which operates
in constant thermal equilibrium. For systems working in finite time, or out of equi-
librium, traditional thermodynamics provides no additional insight and is only able to
place weak bounds on the system’s behavior.
Parallel to the development of thermodynamics, the microscopic approach of sta-
tistical mechanics provided a rigorous underpinning for these results [32–34]. As mi-
croscopic theories progressed from classical mechanics to quantum mechanics and to
quantum field theory, statistical mechanics generally followed suit. However, thermo-
dynamics remained largely unchanged, focusing exclusively on systems in, or near,
equilibrium.
Progress in the thermodynamics of non-equilibrium systems was generally slow
throughout the 20th century. The primary advancements in the first half of the 20th
century were the Onsager reciprocal relations [35], relating thermodynamic forces and
flows in systems at local equilibrium; and the fluctuation-dissipation theorem [36, 37],
relating thermal fluctuations to response functions for near-equilibrium systems in the
linear response regime. It was only in the late 20th century that the first fluctuation
theorems were discovered [38–42].
For realistic, finite-time processes, traditional thermodynamics is only able to state
that on average the irreversible entropy production is positive, 〈Σ〉 ≥ 0. This is the well
known Second Law of Thermodynamics. By contrast, the detailed fluctuation theorem
is an equality which states that the system is exponentially unlikely to undergo a
reduction in entropy, P (−Σ) = exp (−Σ)P (Σ) [41, 43, 44]. This statement holds for
systems driven arbitrarily far from equilibrium and thus allows us to place powerful
constraints on the behavior of non-equilibrium systems. Given the power of the classical
3fluctuation theorems, the early 21st century has seen a plethora of proposed quantum
extensions of the fluctuation theorems [45–64].
This thesis consists of three parts; touching on quantum field theory, non-equilibrium
thermodynamics, and their intersection. These are organized as follows:
• Chapter 2 considers a purely phenomenological application of quantum field the-
ory. The upcoming Mu2E experiment will look for coherent muon to electron
conversion, a process which is permitted at unobservably small rates in the Stan-
dard Model. As such, any observation of coherent conversion will provide a
window into physics beyond the Standard Model. A detailed analysis of the
conversion process and associated uncertainties is performed at next-to-leading
order. This analysis culminates in a simple expression relating the predicted con-
version rate to the model-dependent Wilson coefficients through a collection of
pre-computed model-independent parameters which include uncertainties.
• Chapter 3 turns its focus to non-equilibrium thermodynamics. The probabil-
ity distribution over possible configurations of a system in phase space plays a
central role in statistical mechanics and thermodynamics. In the Bayesian inter-
pretation of probability, the probability distribution represents the knowledge of
an observer. As an observer can potentially make measurements of the system
and update their beliefs, the uncertainty in their distribution can decrease which
corresponds to a decrease in entropy. This leads to an apparent contradiction of
the Second Law and would imply that the arrow of time for a Bayesian observer
points into the past. It is shown that rather than utilizing the entropy, which
can decrease under Bayesian updates, the Second Law for a Bayesian observer
can be rephrased in terms of a cross-entropy which is always non-negative. Modi-
fied versions of the classical fluctuation theorems for a Bayesian observer are also
derived.
• Finally, Chapter 4 examines the intersection of quantum field theory and non-
equilibrium thermodynamics. After the advent of the classical fluctuation theo-
rems, quantum extensions were rapidly proposed. An investigation of how these
frameworks can be applied to a driven quantum field theory is performed. For
a time-dependent variant of λφ4, analytic expressions for the work distribution
functions at one-loop order are derived. Using these expressions, it can then be
shown that the quantum Jarzynski equality and Crooks fluctuation theorem hold
at one-loop order independent of the renormalization scale.
4Coherent µ − e Conversion at Next-
to-Leading Order
We analyze next-to-leading order (NLO) corrections and uncertainties for coherent µ−e
conversion . The analysis is general, but numerical results focus on 27Al, which will be
used in the Mu2E experiment. We obtain a simple expression for the branching ratio
in terms of Wilson coefficients associated with possible physics beyond the Standard
Model and a set of model-independent parameters determined solely by Standard Model
dynamics. For scalar-mediated conversion, we find that NLO two-nucleon contributions
can significantly decrease the branching ratio, potentially reducing the rate by as much
as 50%. The pion-nucleon σ-term and quark masses give the dominant sources of
parametric uncertainty in this case. For vector-mediated conversion, the impact of NLO
contributions is considerably less severe, while the present theoretical uncertainties are
comparable to parametric uncertainties.
52.1 Introduction
Despite its many successes, the Standard Model (SM) has several phenomenological and
theoretical shortcomings. Phenomenologically, the Standard Model provides no expla-
nation for cosmic matter-antimatter asymmetry, the relic density of cold dark matter,
or the dark energy associated with cosmic acceleration. The observation of neutrino
oscillations requires extending the SM to account for non-zero neutrino masses. Theo-
retically, the SM suffers from a hierarchy problem, does not explain the quantization of
electric charge, and simply parameterizes the vast range of elementary fermion masses,
and an associated mixing between flavor and mass eigenstates.
The flavor problem remains, indeed, one of the most vexing. In the charged lepton
sector, the presence of flavor mixing among the light neutrinos implies non-vanishing,
though unobservably small, rates for flavor non-conserving processes, such as µ →
eγ. Scenarios for physics beyond the Standard Model (BSM), however, can allow for
significantly larger rates for such processes. The observation of charged lepton flavor
violation (CLFV) may, thus, point to one or more of these proposals and shed new
light on the flavor problem. This possibility motivates several current and future CLFV
searches, such as the MEG experiment at the Paul Scherrer Institute (PSI) that has
recently placed a limit of < 4.2 · 10−13 on the branching ratio for µ → eγ [24]; the
upcoming Mu2e and COMET experiments at Fermilab and J-PARC, respectively,
which will search for CLFV through the process of coherent µ − e conversion in the
presence of a nucleus [25, 26]; and the possible search for µ → 3e at PSI. For recent
experimental and theoretical reviews, see Refs. [27, 28]
In this study, we focus on the process of coherent µ− e conversion. The quantity
of interest is the branching ratio
BR(µ− e) = µ
− + A(Z,N)→ e− + A(Z,N)
µ− + A(Z,N)→ νµ + A(Z − 1, N) , (2.1.1)
where the denominator is the rate for muon capture on a nucleus with Z protons and
N neutrons with A = Z + N . The standard model branching ratio for this process
is predicted to be of the order BR(µ − e) ≈ 10−54 [65, 66]. At present, the best
experimental bounds are from the SINDRUM II collaboration which has constrained
BR(µ−e) < 7·10−13 [25, 67]. The next generation experiments, Mu2e and comet, are
expected to improve these bounds by roughly four orders of magnitude, BR(µ − e) .
5 · 10−17 [25, 26].
Previous studies of coherent conversion have focused on leading order processes
and their uncertainties [68–71]. The primary goal of this work is to extend the anal-
ysis of coherent conversion to include next-to-leading order (NLO) corrections and
6their uncertainties. We focus primarily on phenomenological, dimension six effective
semileptonic operators that may induce this CLFV conversion process. The framework
of SU(2) Chiral Perturbation Theory (ChPT) can then be used to relate operators in
the phenomenological CLFV Lagrangian written in terms of quarks to the hadronic
degrees of freedom relevant for nuclear physics dynamics. As the momentum transfer
scale in coherent conversion is set by the muon mass and because the nucleons have
no net strangeness, one might expect SU(2) ChPT to be adequate for present pur-
poses. However, CLFV operators involving strange quarks will still contribute to the
conversion process. To assess the possible quantitative impact of these operators, we
include their leading order contributions via SU(2) flavor singlet terms in the chiral
Lagrangian. Doing so is preferable to the use of full SU(3) ChPT as it allows for better
control of both theoretical uncertainties and uncertainties introduced by the low energy
constants of the chiral Lagrangian as shown in Refs. [71, 72]. We find that the strange
quark contributions are generally small compared to other theoretical and parametric
uncertainties, as seen in Table 2.1. Thus, the use of SU(2) ChPT in this context should
be robust.
The primary results of this investigation are given in Eqs. (2.1.2,2.1.3,2.1.9) and
Tables 2.1 and 2.2. We summarize these results here for convenience. The branching
ratio for coherent conversion can be written as a sum of four separate amplitudes, one
for each spin configuration of the system,
BR(µ− e)A =
(
v
Λ
)4 [∣∣∣τ (1)A ∣∣∣2 + ∣∣∣τ (2)A ∣∣∣2 + ∣∣∣τ (3)A ∣∣∣2 + ∣∣∣τ (4)A ∣∣∣2] . (2.1.2)
Here, A = S(V ) indicates a scalar (vector)-mediated conversion process; v = 246 GeV,
is the Higgs vacuum expectation value (VEV); Λ is the mass scale associated with the
BSM CLFV dynamics; and the indices w ∈ {1, 2, 3, 4} denote each unique configuration
as defined in Appendix 2.F.
Within each conversion amplitude, it is possible to separate all model-independent
parameters from the Wilson coefficients of the specific CLFV theory. Doing so for the
case of scalar-mediated conversion yields
∣∣∣τ (w)S ∣∣∣2 =
∣∣∣∣∣α(w)S,ud
(
CS,Lu ± CS,Ru
2
)
+ α(w)S,ud
(
CS,Ld ± CS,Rd
2
)
+α(w)S,s
(
CS,Ls ± CS,Rs
2
)
+ α(w)S,Θ
(
CS,LΘ ± CS,RΘ
2
)∣∣∣∣∣
2
,
(2.1.3)
where the CS,Lq (CS,Rq ) denote the Wilson coefficients for a scalar interaction involving a
left- (right-) handed muon interacting with a light quark of flavor q = (u, d, s) as defined
in Eq. (2.2.5); where CS,LΘ (C
S,R
Θ ) give the corresponding heavy quark contributions
7entering via the energy-momentum tensor; and where positive (negative) signs are used
for w ∈ {1, 3} (w ∈ {2, 4}). All model-independent parameters have been absorbed
in the definitions of the α’s. These parameters are defined in Appendix 2.G and their
numerical values are given in Table 2.1.
Important for this work are the relative magnitudes of the LO, NLO one-loop, and
NLO two-nucleon contributions for the scalar-mediated amplitudes. Each contribution
contains a common factor of√
mµ
ωcapt
(
mµ
4piv
)2
= 0.5563± 0.0005 , (2.1.4)
where ωcapt is the muon capture rate. For u- and d-quarks, the LO contribution is
obtained from the pion-nucleon σ-term
α
(1)
S,ud(LO) =
√
mµ
ωcapt
(
mµ
4piv
)2 σpiN
2mˆ
(
I
(1)
S,p + I
(1)
S,n
)
= 65± 11 , (2.1.5)
where mˆ is the average of u- and d-quark current masses, σpiN is the pion-nucleon σ-
term, and the I(1)S,N are integrals involving the overlap of incoming and outgoing lepton
wave functions with the distributions of nucleons N . The definition of I(1)S,N in terms of
overlap integrals can be found in Appendix 2.F.
The NLO one-loop contribution is given by
− α(1)S,ud(NLO loop) =
√
mµ
ωcapt
(
mµ
4piv
)2 (3B0mpig˚2A
64pif˚ 2pi
)
∆(1)S = 2.71± 0.30 , (2.1.6)
where B0 = 2.75± 0.11 GeV normalizes the scalar source in the chiral Lagrangian (See
Section 2.3 below); mpi and f˚pi are the pion mass and LO pion decay constant; g˚A is
the LO nucleon axial coupling; and
∆(1)S =
(
I˜
(1)
S,p + I˜
(1)
S,n
)
−
(
I
(1)
S,p + I
(1)
S,n
)
= 3.96± 0.39 , (2.1.7)
with the I˜(1)S,N denoting additional overlap contributions associated with the one-loop
amplitudes. The latter depend on the momentum transfer |~q| to the outgoing electron.
The appearance of the difference between the I˜(1)S,N and I
(1)
S,N reflects the vanishing of
the one-loop amplitudes in the |~q| → 0 limit. Note that for finite |~q|, α(1)S,ud(NLO loop)
is finite in the mq → 0 limit; the explicit mpi appearing in the prefactor of Eq. (2.1.6)
is compensated by a 1/mpi in ∆(1)S .
The NLO two-nucleon contribution generates a significantly larger correction, given
by
− α(1)S,ud(NLO NN) =
√
mµ
ωcapt
(
mµ
4piv
)2 (3B0KF g˚2A
64pif˚ 2pi
)
fSIeff
(
I
(1)
S,p + I
(1)
S,n
)
= 18.8+1.6−9.5 ,
(2.1.8)
8where KF is the nuclear Fermi momentum and fSIeff = 1.05+0.07−0.53 is obtained by per-
forming a one-body Fermi Gas average of the two-nucleon amplitude over a spin- and
isospin-symmetric core. Note that both the NLO loop and NLO two-nucleon contri-
butions enter with an opposite sign compared to the LO amplitude, thereby reducing
the sensitivity to the CS,Lq . The impact of the two-nucleon term may be particularly
severe, with a reduction of up to ∼ 25% (50%) of the LO amplitude (rate), although
the uncertainty in that estimate is also significant. A similar decomposition applies to
the relative magnitudes of the α(w)S,ud. We discuss the details leading to these results in
the subsequent sections of the paper.
In the case of vector-mediated CLFV, the conversion amplitudes are given by,
∣∣∣τ (w)V ∣∣∣2 =
∣∣∣∣∣α(w)V,u
(
CV,Lu ± CV,Ru
2
)
+ α(w)V,d
(
CV,Ld ± CV,Rd
2
)∣∣∣∣∣
2
. (2.1.9)
Once again, the positive signs are used for w ∈ {1, 3}, while the negative signs are
used for w ∈ {2, 4}. The model-independent α’s are defined in Appendix 2.G and their
numerical values are given in Table 2.2. The coherent vector amplitudes receive no NLO
contributions via either loops or two-nucleon amplitudes. In the latter instance, the
result is well-known from the analysis of meson-exchange contributions to the nuclear
electromagnetic current. The leading non-trivial corrections to the charge operator
appear at NNLO, whereas the three-current receives NLO contributions. The latter,
however, is not a coherent operator, so we do not consider the analogous current for
the vector-mediated conversion process.
Numerical results for the model-independent parameters α(1)S,ud etc. are given in Ta-
bles 2.1 and 2.2. As noted above, the NLO two-nucleon contributions may significantly
degrade the sensitivity to the scalar-mediated interactions, whereas the vector-mediated
sensitivities are unaffected to this order. We also note that the dominant sources of
uncertainty in the scalar mediated branching ratio comes from the LO and NLO two-
nucleon terms. The LO uncertainties are limited by the determination of the nucleon
sigma-terms and quark masses. At NLO, the one-body Fermi Gas averaging of the two-
nucleon term is the dominant source of uncertainty. This is again in contrast to the
case of vector mediated conversion, for which the parametric and nuclear uncertainties
are of the same order of magnitude as one expects for the NNLO contributions which
are not explicitly computed in this work.
This paper is organized as follows: in order to facilitate the reader’s following the
primary logic of our study, we relegate significant material to a number of Appendices
that accompany the various sections. In Section 2.2, we introduce the low-energy
phenomenological effective CLFV Lagrangian and discuss the corresponding Wilson
coefficients. Section 2.3 and the accompanying Appendices 2.A and 2.B review the
9Parameter Value LO Contribution NLO Loop NLO Two-Nucleon
α
(1)
S,ud 43+15−12 65±11 −2.71±0.30 −18.8+9.5−1.6
α
(1)
S,s 3.71± 0.93 3.71±0.93 — —
α
(1)
S,Θ 8.43± 0.13 8.43±0.13 — —
α
(2)
S,ud 32+11−8 47.1±8.3 −1.96±0.22 −13.6+6.9−1.2
α
(2)
S,s 2.69± 0.67 2.69±0.67 — —
α
(2)
S,Θ 6.11± 0.10 6.11±0.10 — —
α
(3)
S,ud −32+8−11 −47.4±8.3 1.96±0.22 13.7+1.2−7.0
α
(3)
S,s −2.70± 0.68 −2.70±0.68 — —
α
(3)
S,Θ −6.15± 0.10 −6.15±0.10 — —
α
(4)
S,ud −43+12−15 −65±11 2.68±0.29 18.7+1.6−9.5
α
(4)
S,s −3.70± 0.93 −3.70±0.93 — —
α
(4)
S,Θ −8.41± 0.13 −8.41±0.13 — —
Table 2.1. Table of branching ratio parameters for scalar-mediated conversion
Parameter Value
α
(1)
V,u 12.25±0.13
α
(1)
V,d 12.23±0.27
α
(2)
V,u −9.65±0.11
α
(2)
V,d −9.63±0.21
α
(3)
V,u −9.68±0.11
α
(3)
V,d −9.67±0.21
α
(4)
V,u 12.19±0.13
α
(4)
V,d 12.18±0.27
Table 2.2. Table of branching ratio parameters for vector-mediated conversion
formalism of ChPT. We apply this framework to scalar-mediated CLFV in Section 2.4,
deriving the LO and NLO matching of the phenomenological CLFV operators onto
the low-energy hadronic interactions at the one- and two-nucleon level. The one-body
average of the two-nucleon interaction is discussed in Section 2.5 and Appendix 2.D.
In Section 2.6, we consider the case of vector-mediated CLFV. The focus then turns
to the sources of theoretical hadronic uncertainties in Section 2.7 and Appendix 2.C.
Section 2.8 discusses the calculation of the muon and electron wavefunctions, while
Section 2.9 and Appendix 2.E examine uncertainties introduced by the nuclear density
distributions. The branching ratio is calculated in Section 2.10 and the accompanying
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Appendices 2.F and 2.G, leading to our master formula in Eq. (2.1.2). The impact of the
next-to-leading order corrections and uncertainties on the upcoming CLFV experiments
is discussed in Section 2.11. We summarize our main results in Section 2.12 and provide
Appendix 2.G as a summary of how these results may be utilized.
2.2 Quark-Level CLFV Lagrangian
There are a wide variety of extensions to the Standard Model that allow for CLFV.
For an incomplete list of representative models, see, e.g. Refs. [73–83], and for more
comprehensive surveys of the literature, see Refs. [28, 84]. Assuming that the process
mediating CLFV occurs at a mass scale significantly greater than that of the momentum
transfer involved in coherent µ − e conversion, q2T ≈ m2µ, it suffices to concentrate on
the low-energy effective Lagrangian which includes only SM fields as explicit degrees
of freedom.
In principle, one may start with an effective Lagrangian that respects the SU(3)C×
SU(2)L×U(1)Y symmetry of the SM. Since our focus is on physics at the hadronic scale
and below, we follow other authors [68–70] and work with an effective theory in which
only the SU(3)C×U(1)EM symmetry is manifest. The lowest dimension conversion
operators of interest appear at mass dimension six:
LCLFV =
∑
f=u,d,s,c,b,t
1
Λ2
[
λS,Lf e¯PLµ+ λ
S,R
f e¯PRµ+ h.c.
]
q¯fqf
+
∑
f=u,d,s,c,b,t
1
Λ2
[
λV,Lf e¯γ
νPLµ+ λV,Rf e¯γνPRµ+ h.c.
]
q¯fγνqf .
(2.2.1)
In principle, parity odd terms that couple to the pseudoscalar and axial-vector quark
currents could be included, but this is not done as these contributions will be suppressed
in coherent conversion. We also do not include the dipole operators relevant to µ →
eγ as their contributions to the coherent conversion process are typically suppressed
relative to contributions from the scalar and vector interactions in Eq. (2.2.1).
In coherent conversion, the momentum transfer is roughly equal to the muon rest
mass. As such, the dominant contributions from heavy quarks arise through loop
diagrams. Integrating out the heavy quarks results in an effective gluonic coupling
that can be related to the stress energy tensor through the trace anomaly [85]. This
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procedure yields the Wilson coefficients
CS,Xf = λ
S,X
f −
2
27
∑
h=c,b,t
mf
mh
λS,Xh , (2.2.2)
CV,Xf = λ
V,X
f , (2.2.3)
CXΘ =
2
27
∑
h=c,b,t
mN
mh
λS,Xh , (2.2.4)
where mN is the nucleon mass and X = L,R denotes the muon handedness. The
resulting CLFV effective Lagrangian is
LCLFV =
∑
f=u,d,s
1
Λ2
[
CS,Lf e¯PLµ+ C
S,R
f e¯PRµ+ h.c.
]
q¯fqf
+
∑
f=u,d,s
1
Λ2
[
CV,Lf e¯γ
νPLµ+ CV,Rf e¯γνPRµ+ h.c.
]
q¯fγνqf
+ 1
MNΛ2
[
CLΘe¯PLµ+ CRΘ e¯PRµ+ h.c.
]
Θµµ.
(2.2.5)
For compactness of notation, we will define the effective CLFV currents
Jf = CS,Lf e¯PLµ+ C
S,R
f e¯PRµ+ h.c., (2.2.6)
Jνf = C
V,L
f e¯γ
νPLµ+ CV,Rf e¯γνPRµ+ h.c., (2.2.7)
JΘ = CLΘe¯PLµ+ CRΘ e¯PRµ+ h.c., (2.2.8)
which couple to the quark scalar current, quark vector current, and trace of the stress
energy tensor respectively.
The Lagrangian in (2.2.5) enables a model independent analysis of different theories
with high-scale CLFV. However, it will be used to describe CLFV processes involving
light quarks at the energy scales where QCD is non-perturbative and the relevant
degrees of freedom are nucleons and mesons. The appropriate framework for doing this
is ChPT.
2.3 Chiral Power Counting and Chiral Lagrangians
ChPT is the low-energy effective field theory of QCD [86]. At low energies QCD
becomes confining, which makes perturbative calculations with quarks and gluons in-
tractable. Rather than using quarks and gluons as the fundamental degrees of freedom,
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ChPT replaces them with the bound states of mesons and baryons. Beyond these dy-
namical fields, ChPT can also include external source fields. These external sources
will be used to incorporate the effective CLFV operators.
Starting from (2.2.5), one may use ChPT to relate the CLFV currents to an effective
theory with multiple unknown LECs that must be matched onto experimental results.
As is done in Appendix 2.A, it can be shown that these LECs are related to known
nuclear matrix elements that appear in standard ChPT. The scalar and vector CLFV
currents then appear in the chiral Lagrangian in an analogous manner to the quark
mass and electromagnetic insertions, respectively. However, as the CLFV currents do
not scale with the quark mass they are assigned chiral order O (1). While O (1) in chiral
power counting, the CLFV operators are still small in the sense that they correspond
to high-scale physics and thus we may restrict our attention to terms with only a single
CLFV insertion.
The inclusion of baryons in the chiral Lagrangian introduces additional complica-
tions in power counting beyond leading order. One well established method for dealing
with these difficulties is Heavy Baryon Chiral Perturbation Theory (HBChPT) [87].
This method requires a choice of reference velocity Vµ such that the decomposition
of a nucleon’s momentum, Pµ = mNVµ + kµ, yields a value of kµ that is small com-
pared to the chiral scale. For present purposes, the reference velocity is chosen to be
Vµ = (1, 0, 0, 0) in the rest-frame of the target nucleus. As a result, the magnitude of the
residual three-momentum will be of the same order as the nuclear Fermi momentum,
|~k| ≈ KF ∼ O (q).
As noted in Section 2.2, the momentum transfer scale for coherent conversion is
set by the muon mass, mµ ≈ 106 MeV, which is comparable to the strange quark mass,
ms ≈ 92 MeV. Consequently, one should explicitly include the strange quark in the
effective theory. On the other hand, the momentum transfer scale is not much greater
than the strange quark mass and the nucleons have no net strangeness. Therefore, one
might expect that the contributions of CLFV operators containing strange quark fields
will be significantly smaller than the contributions of those coupling through the up
and down quarks. If so, it may be advantageous to use SU (2) ChPT with the leading
order contributions of the strange quark operators treated as additional singlets under
the flavor symmetry rather than resorting to SU (3) ChPT. As has been demonstrated
previously [71, 72], chiral SU (2) allows for better control of both theoretical uncer-
tainties and uncertainties introduced by the low-energy constants (LECs) of the chiral
Lagrangian than is possible with chiral SU (3). A priori, the choice of chiral SU (2) is
not necessarily justified. However, the smallness of the strange quark contribution is
borne out numerically in the results of Tables 2.1 and 2.2, justifying this approach.
Including the strange quark singlets in the chiral Lagrangian introduces an addi-
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tional set of LECs that must be matched onto experimental results. The full set of
relevant building blocks for the chiral Lagrangian and the complete chiral Lagrangian
can be found in Appendix 2.A.
Lastly, chiral power counting for complete Feynman diagrams needs to be exam-
ined: in particular, how chiral power counting applies to multi-nucleon diagrams. One
convenient power counting scheme only depends on the vertices and topological proper-
ties of the diagram [88–90]. An operator from the purely pionic sector L(n)pipi is assigned
the effective chiral power  = n− 2 while operators from the pion-nucleon Lagrangian
L(n)piN are given  = n − 1. This effective chiral power is lower than the chiral order of
the Lagrangian because the scaling of the propagators associated with a vertex must
now be included with the vertex. This allows any diagram to be assigned an effective
chiral order based on the following rule,
ν = 4− A− 2C + 2L+∑
i
Vii + CLFV , (2.3.1)
where A is the number of external nucleons, C is the number of connected parts of the
diagram, L is the number of loops, Vi is the number of vertices with effective chiral
power i, and CLFV is the effective chiral power of the CLFV operator used.
2.4 Scalar-Mediated Conversion
For the case of scalar-mediated conversion, the CLFV vector currents can be eliminated
leaving the Lagrangian
L(0)pipi =
f˚ 2pi
4 Tr
[
χ
(
U † + U
)]
, (2.4.1)
L(0)piN = N¯
[
c¯5
(
χ
(
U + U †
)
− 12Tr
[
χ
(
U + U †
)])
+ c¯1Tr
[
χ
(
U + U †
)]
+ dS1χs
]
N.
(2.4.2)
The operators χ and χs encapsulate insertions of the CLFV currents while the coef-
ficients c¯1, c¯5, and dS1 are LECs that must be matched onto experimental data, see
Appendix 2.A. The constant c¯1 is related to the nucleon mass in the isospin-symmetric
limit, the constant c¯5 corresponds to the tree-level, isospin-breaking difference in the
proton and neutron masses, and dS1 is related to the strange quark contribution to the
nucleon mass.
There are only two types of scalar insertion vertices that contribute at LO or NLO:
insertion on a pion line from L(0)pipi with effective chiral power CLFV = −2 and insertion
on a nucleon line from L(0)piN with CLFV = −1. It should be stressed that these are
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the effective chiral powers used with the power counting scheme in (2.3.1) and do not
correspond to how these terms in the Lagrangian scale with the power of mpi or small
momentum q. There are additional types of vertices at the same chiral order, but these
will involve an even number of extra pions connected to the vertex; as such, these
vertices can only contribute to diagrams at NNLO and beyond.
There are four possible diagrams that may contribute at LO and NLO. These can
be divided into three categories:
1. Single Nucleon, Tree-Level: The diagram of interest can be seen in Figure 2.1a.
This consists of just the scalar insertion from L(0)piN on a single nucleon line that
enters at effective chiral order ν = 3− 3A.
2. Single Nucleon, One-Loop: There are two possible diagrams that involve a pionic
loop and a single nucleon. One diagram, Figure 2.1b, consists of a single pion-
nucleon vertex where the pion lines make a loop with the scalar insertion. The
other, shown in Figure 2.1c, is a sunset diagram with two pion-nucleon vertices
where the scalar insertion happens on the internal pion line. Both of these dia-
grams involve the insertion of a CLFV operator from L(0)pipi and enter at effective
chiral order ν = 4 − 3A. The diagram with a purely pionic loop, Figure 2.1b,
must vanish because the scalar insertion is symmetric in flavor indicies while the
pion-nucleon vertex is anti-symmetric.
3. Two-Nucleon, Tree-Level: The diagram of interest can be seen in Figure 2.1d.
Two nucleons exchange a pion and the scalar insertion occurs on the internal
pion line. The CLFV vertex is from L(0)pipi and thus this diagram enters at effective
chiral order ν = 4− 3A.
It should be noted that these four diagrams have been analyzed previously in the
context of dark matter direct-detection with an SU(3) chiral Lagrangian [90]. The
present formulation differs primarily in the use of an SU(2) chiral Lagrangian to allow
better control of uncertainties and a different treatment of the two-nucleon contribution.
The present results were derived independently and agree with those of Ref. [90] in the
limit of chiral SU(2). We also note that recent studies of two-nucleon scalar currents
relevant to dark matter-nucleus scattering have been performed in Refs. [91–93] using
chiral effective field theory.
The diagrams involving only a single nucleon can be readily evaluated. Taken
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k1 k
′
1
(a) Leading order diagram consisting of a
tree level insertion of a CLFV vertex.
k1 k
′
1
(b) Next-to-leading order diagram with a
purely pionic loop and single nucleon.
k1 k
′
1
(c) Next-to-leading order sunset diagram
with an internal pion and single nucleon.
k2
k1
k
′
2
k
′
1
(d) Next-to-leading order diagram that
involves the exchange of a pion between
two nucleons.
Figure 2.1. The set of Feynman diagrams that contribute to coherent µ − e conversion
through NLO in a scalar-mediated model of CLFV. The fermionic and scalar lines correspond
to nucleons and pions respectively. The shaded vertex represents an insertion of a CLFV
operator. For diagrammatic simplicity, the leptonic line is not featured but would connect to
the CLFV vertex.
together, these three diagrams result in an effective nucleon-level CLFV Lagrangian,
L1−N = N¯
[
(2c¯1 − c¯5)Tr [χ] + 2c¯5χ+ dS1χS +
1
Λ2Jθ
−3B0mpig˚
2
A
64pif˚ 2piΛ2
(Ju + Jd)
(
2 +Xpi√
Xpi
arccot
(
2√
Xpi
)
− 1
)]
N,
(2.4.3)
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where the quantity Xpi = (~qT )2 /m2pi depends on the three momentum transferred to
the nucleus, ~qT . The contribution from the stress-energy tensor has also been included
in this effective Lagrangian.
The Lagrangian (2.4.3) can be further simplified by relating the LECs from SU (2)
ChPT to the contributions of the quark condensates to the proton and neutron mass.
The difference between the proton and neutron mass is a NNLO effect that arises from
isospin-symmetry breaking [94, 95]. Thus, we may take c¯5 = 0 as this is the LEC
responsible for the mass splitting. The remaining LEC, c¯1, may be expressed at NLO
accuracy in terms of fNu (fNd ), the fraction of the nucleon mass due to the u- (d-) quark
condensate, as
− 4B0c¯1 = mNf
N
u
mu
= mNf
N
d
md
. (2.4.4)
Similarly, as shown in Appendix 2.B, the unknown LEC for the strange operator, dS1 ,
can be matched onto the nucleon mass contribution from the strange quark condensate,
fNs . Rewritting χ and χS in terms of the effective CLFV currents (see Appendix 2.A),
one finds the effective Lagrangian
L1−N = 1Λ2 N¯
[
mNf
N
u
mu
Ju +
mNf
N
d
md
Jd +
mNf
N
s
ms
Js + Jθ
−3B0mpig˚
2
A
64pif˚ 2pi
(Ju + Jd)
(
2 +Xpi√
Xpi
arccot
(
2√
Xpi
)
− 1
)]
N.
(2.4.5)
However, as we are working to NLO in SU(2) ChPT, it is more appropriate to pa-
rameterize the effective Lagrangian in terms of the isospin-symmetry breaking param-
eter ξ = md−mu
md+mu . We will also introduce the isospin-symmetric quantities mˆ =
mu+md
2 ,
the isospin averaged quark mass, and σpiN , the pion-nucleon sigma-term.
As has been shown previously in the literature [71, 72], significant care must be
taken to disentangle three flavor uncertainties when providing the chiral expansion for
fNu and fNd . These chiral expansions are known through NNLO [72]. As the present
analysis of coherent µ− e conversion only extends to NLO, one finds
mNf
N
q =
1
2σpiN (1∓ ξ) . (2.4.6)
In this expression, q is a placeholder index for the u- (d-) quark condensate which is
given by the negative (positive) sign. In terms of the isospin average quark mass, the
u- (d-) quark mass is given by the negative (positive) sign in mq = mˆ (1∓ ξ). It is then
straightforward to show using (2.4.6) that
mNf
N
q
mq
= σpiN2mˆ . (2.4.7)
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Making use of (2.4.7), one may rewrite (2.4.5) to arrive at the final effective Lagrangian
for the one-nucleon sector
L1−N = 1Λ2 N¯
[
σpiN
2mˆ (Ju + Jd) +
σsN
ms
Js + Jθ
−3B0mpig˚
2
A
64pif˚ 2pi
(Ju + Jd)
(
2 +Xpi√
Xpi
arccot
(
2√
Xpi
)
− 1
)]
N.
(2.4.8)
In this expression, we have defined the strange-nucleon sigma-term σsN = mNfNs .
The two-nucleon sector only includes a single tree-level diagram. This yields the
effective two-nucleon Lagrangian
L2−N = −B0g˚
2
A
f˚ 2piΛ2
(Ju + Jd)
1
(q21 −m2pi) (q22 −m2pi)
∑
a
(
N¯
′
1S · q1τaN1
) (
N¯
′
2S · q2τaN2
)
.
(2.4.9)
The quantities q1 = k1 − k′1 and q2 = k2 − k′2 are defined as the difference between
the initial and final momenta of the two nucleons. The Lagrangians (2.4.8) and (2.4.9)
closely mirror the results from the SU (3) chiral Lagrangian [90].
2.5 Approximate One-body Interaction
The effective Lagrangian (2.4.9) explicitly involves two external nucleons. Conse-
quently, one requires the many-body wavefunctions for the initial and finial nuclei
to calculate decay rates with this term. Carrying out such a complete, many-body
computation goes beyond the scope of the present study. Nevertheless, in order to
estimate the possible magnitude and relative sign of the two-nucleon contribution, we
perform an average of the interaction over all core nucleons. In this approximation, it is
assumed that every nucleon except for one valence nucleon is part of a spin-symmetric
nuclear core. For the spatial wavefunction, the core nucleons can be approximated as
being a degenerate Fermi gas. Such a distribution is fully characterized by its Fermi
energy, EF , or alternatively the Fermi momentum, KF . For our purposes, it suffices
to assume a common Fermi momentum for neutrons and protons. Isospin-breaking
corrections should be of order (N −Z)/A. For earlier applications of this procedure to
electroweak properties of nuclei, see, e.g., Refs. [96–98].
After making these approximations and summing over all contributions from the
core nucleons, the spin-dependent and spin-independent parts of the resulting effective
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interaction can be expressed in momentum space as
Leff = − 3B0KF g˚
2
A
64pi(2pi)3f˚ 2piΛ2
(Ju + Jd)
· N¯(kf )
fSI(~qT , ~k)1l− fSD(~qT , ~k)i~σ ·
( ~qT
KF
)
×
 ~k
KF
N(ki), (2.5.1)
where the Pauli matrices are given by ~σ, ~k = 12
(
~ki + ~kf
)
is the average of the initial and
final nucleon three-momentum, and ~qT = ~kf −~ki is the three-momentum transferred to
the nucleon. As this is an approximate one-body operator, ~qT is the same as the three-
momentum transferred to the nucleus. The complicated dependence of the effective
Lagrangian on ~qT and ~k is encapsulated in the dimensionless functions fSI(~qT , ~k) and
fSD(~qT , ~k). The full analytic forms of these functions are given in Appendix 2.D.
For purposes of performing our numerical estimate, it is desirable to approximate
these functions by constants. Doing so ensures that the effective interaction (2.5.1)
remains local in position space, allowing seamless inclusion with (2.4.8) as a single
effective interaction. As is demonstrated in Appendix 2.D, the dimensionless functions
fSI(~qT , ~k) and fSD(~qT , ~k) can be well approximated by the constants fSIeff = 1.05± 0.07
and fSDeff = 0.81± 0.12 respectively. The uncertainties in these constants include both
the experimental uncertainties in the Fermi momentum of 27Al and the anticipated
errors induced by approximating the functions fSI(~qT , ~k) and fSD(~qT , ~k) by constants.
It is still necessary to include the errors induced by the core-averaging procedure
itself. As a first pass, one may estimate these errors by examining previously studied
cases in the literature where both core-averaged quantities and numerical many-body
results were calculated. Analyzing previous results for the nuclear anapole moment [97],
we infer that the core-averaging procedure may introduce an uncertainty of 30% to 50%
when the core is treated as a Fermi gas without short range correlations. It should also
be noted that the core-averaged quantities generically over estimate the many-body
contribution. Thus, we may conservatively take fSIeff = 1.05+0.07−0.53 and fSDeff = 0.81+0.15−0.42.
It is entirely possible, of course, that the results of a complete many-body com-
putation would yield a result that falls outside of the aforementioned estimate. While
the simplest single particle shell model description of 27Al is a 1d5/2 proton hole in
28Si, there is significant configuration mixing with two-particle excitations into the
higher-lying s1/2 and d3/2 orbitals1. On the other hand, the results of elastic, mag-
netic electron scattering appear to agree well with the 1d5/2 proton hole configuration
1We thank C. Johnson for a discussion of this point as well as for a numerical assessment using the
Brown-Richter USDB interaction [99].
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description [100]2. Clearly, a detailed many-body computation using the two-body op-
erator derived here will be needed for a definitive, quantitative assessment of the NLO
two-body contribution.
As the conversion process is coherent, the spin-independent part of (2.5.1) couples
equally to all nucleons while the spin-dependent part is only relevant for unpaired
nucleons. In the nuclear shell model, 27Al has only one unpaired proton. This results in
a relative 1/A suppression of the spin-dependent term. This term may then be neglected
as its contributions are comparable in magnitude to NNLO terms not considered in this
analysis.
Returning to position space and combining this approximate one-body interac-
tion with the effective Lagrangian for the single nucleon sector yields the approximate
effective interaction for scalar-mediated conversion,
Lscalar = 1Λ2 N¯
[
σpiN
2mˆ (Ju + Jd) +
σsN
ms
Js + Jθ − 3B0KF g˚
2
A
64pif˚ 2pi
(Ju + Jd) fSIeff
−3B0mpig˚
2
A
64pif˚ 2pi
(Ju + Jd)
(
2 +Xpi√
Xpi
arccot
(
2√
Xpi
)
− 1
)]
N. (2.5.2)
We emphasize that the NLO loop and two-nucleon contributions enter with the opposite
sign relative to the LO single nucleon terms, a feature reflected by the numerical results
given in Table 2.1.
2.6 Vector-Mediated Conversion
For the case of vector-mediated conversion, the scalar CLFV operators in the effective
Lagrangian from Appendix 2.A can be removed. The vector CLFV operators enter the
pion-nucleon Lagrangian at order L(0)piN but do not enter the purely pionic Lagrangian
until L(1)pipi . This is because the vector CLFV current cannot couple to the scalar field
except through a derivative. Thus pion loop and two-nucleon diagrams for vector-
mediated CLFV will enter at NNLO instead of NLO as happened for scalar-mediated
CLFV. Therefore, the only relevant diagrams will be tree-level insertions of the vector
current. Replacing derivates with explicit factors of nucleon momentum, the CLFV
2We thank T. W. Donnelly for alerting us to these results.
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Lagrangian may be rewritten as
Lvector = N¯f
[(
V µ + (kf + ki)
µ
2MN
− V · (kf + ki)2MN V
µ
)(
v + v(s)
)
µ
− i
MN
µνρσVρSσ (kf − ki) µ
((
1 + k˚V
)
v +
(
1 + k˚s
)
v(s) + µsv(s)s
)
ν
]
Ni,
(2.6.1)
where we have used the relation [Sµ, Sν ] = iµνρσVρSσ, see Ref. [87], and identified the
unknown LEC for the strange sector with the nucleon’s strangeness magnetic moment,
as demonstrated in Appendix 2.B.
The second set of terms that appear in the Lagrangian are spin-dependent while
the first set are spin-independent. As discussed in Section 2.5, the spin-dependent
terms are suppressed by a factor of 1/A and it suffices to retain only the coherent,
spin-independent terms. The Lagrangian also has terms of the form V ·
(
k(i,f)
MN
)
. As
the external nucleons will be on shell, these terms are suppressed and actually enter at
NNLO instead of NLO. Thus, these terms can be dropped from the effective nucleon
CLFV Lagrangian leaving
Lvector = N¯f
[(
V + kf + ki2MN
)
·
(
v + v(s)
)]
Ni. (2.6.2)
This Lagrangian depends not only on the magnitude of (kf + ki)µ but also its direction.
By parity-symmetry, the spatial components of (kf + ki)µ must vanish, but this still
leaves the component (kf + ki)0, the sum of nucleon kinetic energy. However, in the rest
frame of the nucleus, this is equal to V · (kf + ki) which enters at NNLO as mentioned
before. As a result, the final Lagrangian for vector-mediated conversion through NLO
is just given by
Lvector = N¯
[
V ·
(
v + v(s)
)]
N. (2.6.3)
2.7 Hadronic Uncertainties
The effective one-nucleon Lagrangians for scalar-mediated conversion, (2.5.2), and
vector-mediated conversion, (2.6.3), introduce a variety of physical parameters that
must be matched onto experimental results. These include the light quark masses,
pion decay constant, and nucleon axial-vector coupling, among others.
The values of σpiN , mˆ, and ξ in addition to the other low energy parameters that
appear in (2.5.2) and (2.6.3) can be determined by making use of lattice QCD results.
Modern Nf = 2+1 lattice QCD simulations provide realistic insight into several of these
21
parameters with uncertainties that are smaller than their experimental counterparts.
The low energy constants f˚pi and B0 along with the three light quark masses can be
taken from the world average of lattice QCD results published by FLAG [101]. Similar
world averages have been performed for both σsN and σpiN [102, 103]. We observe that
more recent lattice determinations of σpiN [104–107] lead to somewhat smaller values
than obtained in Ref. [103]. On the other hand, phenomenological analyses of piN
scattering yield a larger value that is in tension with the recent lattice results [108,
109]. The older result given in Ref. [103], based on a fit to earlier lattice results, lies
between the recent lattice and phenomenological determinations. For present purposes,
then, we will utilize this value and the quoted uncertainty (see Table 2.3), recognizing
that a more robust determination will require further effort by the lattice QCD and
phenomenological communities.
While lattice QCD simulations do provide better uncertainties for some quanti-
ties, others are best taken from experimental results. The pion and nucleon masses
presented by the Particle Data Group are known to an exceptional degree of preci-
sion [110]. Similarly, the nuclear axial-vector coupling, gA, has been determined with
high precision in ultra-cold neutron studies [111]. It should be stressed, however, that
the experimentally observed values of the nucleon pole masses and nucleon axial-vector
coupling are not quite the same as the objects that appear in the HBChPT Lagrangian.
This is because the parameters in the HBChPT Lagrangian are the tree-level values
taken in the chiral limit. Despite this difference, the experimental and chiral values
only differ at NNLO and can thus be treated as equivalent for present purposes.
The full collection of low energy constants and their sources is summarized in
Table 2.3 of Appendix 2.C along with the set of parameters that are derived from these
constants.
2.8 Wavefunctions of the Muon and Electron
Calculation of the coherent µ− e conversion rate requires knowledge of the wavefunc-
tions for the bound muon and outgoing electron. Once captured by a nucleus, the muon
relaxes to its ground state on a time scale much shorter than its mean lifetime. As
such, one only needs to consider the captured muon in its ground state. The outgoing
electron, however, is in a scattering state of fixed energy. These scattering states are
highly relativistic as the electron receives nearly all of the decaying muon’s energy, up
to higher order corrections from nuclear recoil. To properly describe the wavefunction
of the electron the Dirac equation must be used.
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While the nucleus and electron or muon technically form a two-body system; re-
duced mass effects enter at NNLO and therefore the nucleus can be treated as a static
source of a central potential. Following standard conventions [68, 69, 112], the time-
independent Dirac equation in a spherically symmetric potential may be expressed as
Wψ =
[
−iγ5σr
(
∂r +
1
r
− β
r
K
)
+ V (r) +mβ
]
ψ, (2.8.1)
where
β =
(
1l2 0
0 −1l2
)
, γ5 =
(
0 1l2
1l2 0
)
, σr =
(
rˆ · ~σ 0
0 rˆ · ~σ
)
,
K =
~σ ·~l + 1l2 0
0 −
(
~σ ·~l + 1l2
) . (2.8.2)
In these expressions, the energy and mass of the particle are given by W and m
respectively. The operator K has been introduced for convenience as it commutes with
the Hamiltonian while ~σ · ~l does not. This operator also has the useful property that
K2 = Jˆ2 + 14 . Letting κ denote the eigenvalue of K and j (j + 1) denote that of Jˆ
2, it
follows that κ = ±
(
j + 12
)
.
As the operators J2, Jz, and K commute with the Hamiltonian and each other,
it is possible to work in a basis of states that have definite energy and eigenvalues for
these operators. The two-component spinors in this basis will be denoted by χµκ (θ, φ)
where µ is the eigenvalue of Jz. This then allows the wavefunction to be decomposed
as
ψ =
(
gκ (r)χµκ (θ, φ)
ifκ (r)χµ−κ (θ, φ)
)
, (2.8.3)
where g (r) and f (r) are real valued functions. Expressed in terms of g (r) and f (r),
the Dirac equation can be rewritten as the system of coupled differential equations
d
dr
(
g
f
)
=
( −κ+1
r
W − V (r) +m
− (W − V (r)−m) κ−1
r
)(
g
f
)
. (2.8.4)
These coupled equations can then be solved numerically using the shoot-and-match
procedure [113].
As the muon is in its ground state, its wavefunction is normalized using the usual
scheme ∫
d3xψ
(µ)†
κ′,µ′ (x)ψ(µ)κ,µ (x) = δµ′,µ δκ′,κ. (2.8.5)
The electron, however, is described by a scattering state which require a different
normalization scheme. Because the wavefunction takes continuous energy eigenvalues
these states are normalized as∫
d3xψ
(e)†
κ′,µ′,E′ (x)ψ
(e)
κ,µ,E (x) = 2piδ (E ′ − E) δµ′,µ δκ′,κ. (2.8.6)
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2.9 Nuclear Density Distributions
Beyond the wavefunctions of the muon and electron, it is also necessary to determine
the distribution of protons and neutrons in the nucleus of 27Al. These distributions
directly enter the calculation of the decay rate and the proton density distribution
indirectly impacts the muon and electron wavefunctions by virtue of determining the
electric potential in the vicinity of the nucleus.
As the proton is electrically charged, its nuclear density distributions have been
thoroughly explored through electron scattering experiments [114]. These experiments
have determined the nuclear charge density distribution of many nuclei to high precision
in a model-independent manner [115]. One such model-independent decomposition of
the nuclear charge density distribution is the Fourier-Bessel expansion. Using this
expansion, the distribution is given by the piecewise function
ρp (r) =

∑
n anj0
(
npir
R
)
r ≤ R
0 r > R
. (2.9.1)
There are a variety of ways to normalize this distribution, the scheme
∫
4pir2ρ (r) dr = Z
will be used here. In (2.9.1), the parameter R acts as a cutoff radius for the charge and
the set of parameters an correspond to independent components of the charge density
distribution. While the distribution is cut off at r = R, the distribution is defined such
that it goes to zero in a continuous manner. The experimentally determined values of
these parameters for 27Al are given in Table 2.4 of Appendix 2.E.
While the Fourier-Bessel parameters of Table 2.4 are given without individual un-
certainties, the uncertainty in the root-mean-square charge radius is known. Experi-
mentally, 〈r2〉1/2p = 3.035±0.002 fm., which corresponds to a relative uncertainty of less
than .1% [115]. As this uncertainty is far smaller than the already neglected NNLO
contributions, the parameters in Table 2.4 can be treated as exact for current purposes.
The neutron has no electrical charge and it is correspondingly much more challeng-
ing to precisely measure the neutron density distribution. One experimental technique
uses measurements from pionic-atoms which allows for indirect determination of the
neutron density from the isospin dependence of the pion-nucleon interaction [114]. Due
to the limitations of this data, the neutron density distribution is usually parameterized
in terms of the two-parameter Fermi distribution rather than the model-independent
Fourier-Bessel expansion [116]. The two-parameter Fermi distribution is given by
ρn (r) =
ρ0
1 + e r−cz
. (2.9.2)
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The thickness parameter, z, and radial parameter, c, describe the shape of the neutron
density distribution while ρ0 is a normalization factor. This factor will be chosen such
that
∫
4pir2ρ (r) dr = A− Z.
The neutron thickness parameter, z, is usually taken to be equal to the proton
thickness parameter for the same nucleus, assuming a two-parameter Fermi distribution
for the protons. Coming from the proton distribution, z has a negligible experimental
uncertainty but a difficult to quantify systematic uncertainty. Treating this thickness
parameter as fixed, it is possible to determine the experimental value and uncertainties
of the radial parameter [116]. Furthermore, the systematic errors associated with fixing
the thickness parameter from the proton distribution can be estimated [116]. These
systematic errors can be incorporated in the uncertainty in the radial parameter as is
done in Table 2.5 of Appendix 2.E.
2.10 Calculation of the Branching Ratio
The primary quantity of experimental interest is the branching ratio for coherent µ− e
conversion. Expressed in terms of the coherent conversion rate, Γµ−e, and the muon
capture rate for the target nucleus, ωcapt, the branching ratio is given by
BR(µ− e) = Γµ−e
ωcapt
. (2.10.1)
To calculate the coherent conversion rate, it will be convenient to treat the CLFV
Lagrangians (2.5.2) and (2.6.3) as a series of operators acting along the lepton and
nucleon lines of the generic form
LCLFV = 1Λ2
∑
j
e¯OL,jµ N¯ON,jN. (2.10.2)
It will be necessary to introduce effective wavefunctions for the nucleons. The
isospin index α will be used to distinguish the proton and neutron wavefunctions as
ψα (x). The wavefunctions will be defined such that |ψα (x)|2 = ρα (x), where ρα (x) is
the nuclear density distribution as defined in Section 2.9. Given these definitions, the
wavefunctions are normalized to the nucleon number and not unity. Furthermore, it
will be more convenient to work in momentum space and thus one defines the Fourier
transformed wavefunctions as
ψ˜α
(
~kN
)
=
∫
d3x e−i~x·
~kNψα (x) . (2.10.3)
For the conversion process, the system is initially in a bound state composed of the
nucleus and the muon. As the muon is in the ground state, its allowed eigenvalues are
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κi = −1 and µi = ±12 . The eigenvalue of κi = −1 is required because the muon’s ground
state has angular momentum l = 0. The final state consists of the nucleus and an
outgoing electron that may take the eigenvalues κf = ±1 and µf = ±12 . Furthermore,
the wavefunction of the electron is also parameterized by the energy of the electron far
away from the nuclear potential, Ee. Neglecting corrections from nuclear recoil which
enter at NNLO, conservation of energy requires Ee = mµ−BE where BE is the binding
energy of the muon bound state.
The conversion rate can then be expressed as a sum of transition probabilities over
all possible spin configurations,
Γµ−e =
1
2
∑
µi
∑
µf ,κf
m5µ
Λ4 |τ(Ee, µi, µf , κf )|
2 , (2.10.4)
where conservation of energy requires Ee = mµ − BE. The conversion amplitude may
be written in a dimensionless form as,
τ(Ee, µi, µf , κf ) =
1
m
5/2
µ
∑
j
∫ d3k′N
(2pi)3
∫ d3kN
(2pi)3
[
ψ˜∗α′
(
~k′N
)
Oα,α′N,j
(∣∣∣~k′N − ~kN ∣∣∣) ψ˜α (~kN)]
·
[∫
d3xei(~kN−~k′N)·~xψ(e)†κf ,µf ,Ee (x)OL,jψ
(µ)
−1,µi (x)
]
.
(2.10.5)
The isospin indices α and α′ have been introduced for the hadronic operator as it may
have isospin dependence, as occurs in the case of vector-mediated conversion. The
summation over the index j corresponds to summing over the contributions of each
operator in the CLFV Lagrangian.
The structure of the phase space integrals in (2.10.5) does not depend on the model
of CLFV and thus it is straightfoward to numerically evaluate these overlap integrals
for each possible operator in the Lagrangians (2.5.2) and (2.6.3). This procedure is
detailed in Appendix 2.F, and the numerical values and accompanying uncertainties
for the phase space integrals of 27Al are given in Table 2.7 of the same appendix.
As stated previously, there are eight possible spin configurations. However, there
is a two-fold symmetry in the choice of overall sign for the spins. This reduces the
number of independent configurations to only four. For compactness of notation, an
index w ∈ {1, 2, 3, 4} will be used to denote each unique configuration. The relation-
ship between all possible spin configurations and w is given in Table 2.6 of Appendix
2.F. The branching ratio can then be written in terms of four separate amplitudes,
one for each configuration, leading to Eq. (2.1.2). The corresponding expression for
the τ (w)S and τ
(w)
V are given in Eqs. (2.1.3) and (2.1.9), respectively. The expressions
Eqs. (2.1.2,2.1.3,2.1.9) and the model independent parameters of Tables 2.1 and 2.2
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allow one to start with an arbitrary model of CLFV and calculate in a straightforward
manner the coherent conversion branching ratio including NLO contributions and un-
certainties. These expressions and their model independent parameters constitute the
primary results of this paper and their use is summarized in Appendix 2.G.
2.11 Discussion and Analysis
Having expressed BR(µ − e) in terms of products of CLFV model-dependent Wilson
coefficients and model-independent SM factors, we now discuss the implications in
terms of sensitivity to various CLFV scenarios. We first consider the case of scalar-
mediated conversion. The model-independent parameter α(w)S,ud is given by
α
(w)
S,ud =
√
mµ
ωcapt
(
mµ
4piv
)2 [σpiN
2mˆ
(
I
(w)
S,p + I
(w)
S,n
)
− 3B0KF g˚
2
A
64pif˚ 2pi
fSIeff
(
I
(w)
S,p + I
(w)
S,n
)
−3B0mpig˚
2
A
64pif˚ 2pi
∆(w)S
]
,
(2.11.1)
where the kinematic factor ∆(w)S is defined as
∆(w)S =
(
I˜
(w)
S,p + I˜
(w)
S,n
)
−
(
I
(w)
S,p + I
(w)
S,n
)
. (2.11.2)
As is done in Table 2.1, one can consider the LO, NLO loop, and NLO two-nucleon
contributions independently. Consider the ratio of the NLO loop contribution to the
LO contribution,
−α(w)S,ud(NLO loop)
α
(w)
S,ud(LO)
=
(
3B0mpi g˚2A
64pif˚2pi
)
∆(w)S
σpiN
2mˆ
(
I
(w)
S,p + I
(w)
S,n
) = [ 2mˆ
σpiN
(
3B0mpig˚2A
64pif˚ 2pi
)]
·
 ∆(w)S(
I
(w)
S,p + I
(w)
S,n
)
 .
(2.11.3)
We have written the ratio as the product of two terms. The first term only depends
on the dimensionful low-energy constants parameterizing the relative strength of the
LO and NLO couplings. The second term is kinematic in nature, arising from overlap
integrals, and is dependent on the spin configuration. Using the numerical values
for the low-energy constants and overlap integrals found in Appendices 2.C and 2.F
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respectively, one finds
2mˆ
σpiN
(
3B0mpig˚2A
64pif˚ 2pi
)
= 0.160± 0.029 , (2.11.4)
∆(w)S(
I
(w)
S,p + I
(w)
S,n
) =

0.261± 0.026 w = 1
0.260± 0.027 w = 2
0.260± 0.027 w = 3
0.259± 0.025 w = 4
. (2.11.5)
As can be seen from (2.11.4), the NLO contribution is small compared to the
LO contribution just due to the hierarchy of their dimensionful parameters, exactly
as expected from ChPT. However, (2.11.5) shows that the NLO term is additionally
suppressed by kinematic considerations. As discussed in Section 2.1, the NLO loop
contribution depends on ∆(w)S which vanishes in the limit of zero momentum transfer.
Due to the relatively low momentum transfer involved in coherent conversion, |qT | ≈
mµ, this further reduce the size of the NLO loop contribution. Taken together, (2.11.4)
and (2.11.5) result in the NLO loop contribution being particularly small – roughly 5%
of the LO contribution. The NLO loop contribution is sufficiently small that even the
parametric uncertainty in the LO contribution is larger than it.
This should be contrasted with the NLO two-body contribution, which is sizable
and may appreciably reduce the conversion amplitude. The ratio of the NLO two-
nucleon contribution to the LO contribution is
−α(w)S,ud(NLO NN)
α
(w)
S,ud(LO)
=
3B0KF g˚2A
64pif˚2pi
fSIeff
(
I
(w)
S,p + I
(w)
S,n
)
σpiN
2mˆ
(
I
(w)
S,p + I
(w)
S,n
) = 2mˆ
σpiN
(
3B0KF g˚2A
64pif˚ 2pi
)
fSIeff = 0.29+0.06−0.16 .
(2.11.6)
While there is significant uncertainty in the value of the two-nucleon contribution due
to the one-body averaging procedure of Section 2.5, the two-nucleon contribution is
expected to be 15% − 30% of the LO contribution. As the two-nucleon contribution
has the opposite sign of the LO contribution, this can result in the coherent conversion
branching ratio decreasing by as much as 25% − 50%. It may seem surprising that
the NLO two-nucleon contribution is so much larger than the loop contribution, but
this difference is due to the fact that the loop contribution is suppressed for kinematic
reasons encapsulated in ∆(w)S which are unrelated to the chiral expansion of ChPT.
Given the potentially significant impact of the NLO two-nucleon contribution on the
sensitivity of BR(µ− e) to scalar-mediated interactions, a state-of-the-art many-body
computation of this contribution should be performed.
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Lastly, we consider the relative size of parametric uncertainties in scalar-mediated
conversion to the theoretical uncertainties which arise from our neglect of NNLO con-
tributions. For the LO contribution, the dominant uncertainty is in determining the
quark content of the nucleons. Ignoring factors common to all the model-independent
parameters, α(w)S,ud(LO) = σpiN2mˆ
(
I
(w)
S,p + I
(w)
S,n
)
. Both the isospin average quark mass and
the sum of overlap integrals are known to within ∼ 2%, see Tables 2.3 and 2.7 of Ap-
pendices 2.C and 2.F, respectively. However, the pion-nucleon sigma-term, σpiN , has a
relative uncertainty of ∼ 17%, see Table 2.3. This is significantly larger than the NLO
loop contribution and is comparable in size to the NLO two-nucleon contribution. Even
if the NNLO contributions are comparable in size to the NLO loop contribution and are
∼ 5% of the LO term, significant improvements must be made in the determination of
the pion-nucleon sigma-term before the theoretical uncertainty from neglecting NNLO
corrections becomes relevant.
We now turn our attention to the case of vector-mediated coherent conversion.
As shown in Section 2.6, the NLO contributions to the vector-mediated process are
spin-dependent and suppressed by a factor of 1/A. This suppression makes them com-
parable in size to the already neglected NNLO contributions. Consequently, the model-
independent parameters are completely determined by the leading-order contributions
α
(w)
V,u =
√
mµ
ωcapt
(
mµ
4piv
)2 (
2I(w)V,p + I
(w)
V,n
)
, (2.11.7)
α
(w)
V,d =
√
mµ
ωcapt
(
mµ
4piv
)2 (
I
(w)
V,p + 2I
(w)
V,n
)
. (2.11.8)
These parameters are known to within ∼ 2% and the dominant uncertainty is from the
overlap integrals, which in turn is a reflection of uncertainties in the neutron distribution
of 27Al, see Table 2.5 of Appendix 2.E. Of course, these are parametric uncertainties
and theoretical uncertainties from the neglect of NNLO terms are not included. Given
that the NLO contributions were suppressed, it is difficult to estimate the magnitude
of the NNLO contributions. However, one naively expects NNLO corrections in SU(2)
HBChPT to contribute at roughly the two percent level, and the NLO loop correction
for scalar mediated conversion was found to be five percent of the LO term. Thus, one
may conservatively estimate the theoretical uncertainty to be roughly five percent.
2.12 Conclusions
In this work, we have performed an analysis of coherent µ − e conversion at next-to-
leading order and have carefully tracked possible sources of uncertainty. The primary
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results of this analysis are the expressions Eqs. (2.1.2,2.1.3,2.1.9) and the corresponding
model independent parameters of Tables 2.1 and 2.2. These results are summarized in
Appendix 2.G.
Starting with a CLFV Lagrangian of the generic form (2.2.1), one may define the
Wilson coefficients (2.2.2)-(2.2.4). It is then straightforward to use Eqs. (2.1.2,2.1.3,2.1.9)
and the corresponding model-independent parameters to calculate the branching ratio
for coherent conversion at next-to-leading order including uncertainties. Similarly, one
can use these expressions to determine the permitted regions of parameter space in the
event of a detection or non-detection at the upcoming Mu2E and COMET experi-
ments.
In our analysis of scalar-mediated CLFV, we find that the contributions from the
next-to-leading order loop diagram are generally small. However, the contributions
from the next-to-leading order two-body diagram have the opposite sign of the leading
order contribution and could be up to 30% of its size. This can result in an order one
change in the branching ratio for a model of CLFV. For a fixed mediator mass, the
sensitivity of the upcoming Mu2E and COMET experiments can be reduced by up
to a factor of two.
In the case of scalar-mediated conversion, we find that the dominant source of
uncertainty is the determination of the nucleon sigma-terms and quark masses. These
uncertainties result in a 30% uncertainty in the amplitude for coherent conversion. This
severely limits the ability of a single target detector to discriminate different models
of CLFV. Generally, these hadronic uncertainties need to be improved by at least a
factor of four before NNLO corrections become relevant. Another significant source of
uncertainty comes from the one-body averaging of the two-nucleon effective operator.
A more careful treatment of this operator including a full many-body treatment of the
nucleus would result in improved uncertainties.
Compared to scalar-mediated conversion, vector-mediated conversion has signif-
icantly smaller uncertainties. The dominant source of uncertainty comes from the
determination of the neutron distribution in 27Al and this only contributes at the two
percent level. This is comparable to the theoretical uncertainties from the neglected
NNLO corrections. As such, to improve the precision of the vector-mediated case it
will be necessary to calculate the NNLO contributions. This will be technically chal-
lenging as it requires a careful treatment of the many-body nuclear wavefunction with
spin-dependence.
While the analysis presented here is specific to 27Al, it should be straightforward
to extend the present approach to other potential targets. As has been shown in the
literature [70], multiple targets will be required in the event of detection to determine
the channel of CLFV. Given the large hadronic uncertainties in the branching ratio
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for scalar-mediated conversion, the use of multiple targets is highly desirable because
it should allow an improved determination of CLFV model parameters over what is
naively indicated by the hadronic uncertainties.
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2.A Chiral Lagrangian
Ignoring the stress-energy tensor, the quark-level CLFV Lagrangian, (2.2.5), written
in terms of the CLFV currents, (2.2.6) and (2.2.7), is given by
LCLFV =
∑
f=u,d,s
1
Λ2Jf q¯fqf +
∑
f=u,d,s
1
Λ2J
ν
f q¯fγνqf . (2.A.1)
HBChPT can then be used to relate (2.A.1) to the physics of nucleons and mesons. The
resulting effective theory will have several unknown LECs that can be determined by
matching onto experimental determinations of hadronic matrix elements. Through the
electromagnetic interaction, the matrix elements for the vector current 〈N | q¯fγνqf |N〉
are known in terms of the Pauli and Dirac or Sachs form factors. For scalar quark
currents, the relevant matrix elements are 〈N |mf q¯fqf |N〉, not 〈N | q¯fqf |N〉. To make
contact with the known matrix elements, we introduce factors of the quark mass to
rewrite the scalar CLFV term of (2.A.1) as
LCLFV =
∑
f=u,d,s
(
Jf
mfΛ2
)
mf q¯fqf . (2.A.2)
This has the same form as the operator responsible for insertions of the quark mass.
Explicitly including this term in the Lagrangian,
L = ∑
f=u,d,s
[
−1 +
(
Jf
mfΛ2
)]
mf q¯fqf (2.A.3)
Given the form of (2.A.3), it is apparent that the scalar CLFV current enters the chiral
Lagrangian with the same matrix elements as the quark mass insertion. However, the
scalar CLFV current also carries inverse factors of Λ2 and mf . Thus, up to these
additional factors, the LECs of the effective theory can be expressed in terms of known
nuclear matrix elements.
In constructing the Lagrangian for HBChPT, one has dynamical fields correspond-
ing to the pions (pi0, pi±) and nucleons (ΨP , ΨN), along with insertions of the CLFV
currents. These currents and dynamical fields can be organized into a collection of
objects with well defined transformation properties under the chiral SU (2) symmetry,
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φ =
(
pi0
√
2pi+√
2pi− −pi0
)
vµ = 1Λ2 ·
Jµu−Jµd
2
(
1 0
0 −1
)
U = exp
(
iφ
f˚pi
)
v(s)µ = 1Λ2 · 32 (Jµu + Jµd )
u = exp
(
iφ
2f˚pi
)
v(s)µs = 1Λ2J
µ
s
N =
(
ΨP
ΨN
)
uµ = i
[
u† (∂µ − ivµ)u− u (∂µ − ivµ)u†
]
χ = −2B0 1Λ2
(
Ju 0
0 Jd
)
χs = −2B0 1Λ2Js
In these expressions, f˚pi is the tree-level pion decay constant in the chiral limit and
B0 normalizes the scalar sources. The chiral Lagrangian can then be constructed from
these objects by considering all possible combinations that are invariant under chiral
SU (2) transformations. These terms can be grouped by chiral order so that the chiral
Lagrangian corresponds to a well defined expansion in chiral powers. In our power
counting, we will assign the CLFV currents Jf and Jνf chiral order O (1) as they do not
scale with the quark mass.
As complete expressions for the chiral Lagrangian beyond NLO can be found in
the literature [117–120], only terms that include CLFV operators will be listed here.
The relevant CLFV terms present in the pionic Lagrangians are given by,
L(0)pipi =
f˚ 2pi
4 Tr
[
χ
(
U † + U
)]
, (2.A.4)
L(1)pipi =
f˚ 2pi
2 Tr
[
i
(
∂µU
†U + ∂µUU †
)
vµ
]
. (2.A.5)
Fixing a reference velocity V µ for HBChPT, the CLFV terms in the pion-nucleon
Lagrangians are,
L(0)piN = N¯
[1
2V
µ
(
u†vµu+ uvµu† + 2v(s)µ
)
+ dS1χs
+c¯5
(
χ
(
U + U †
)
− 12Tr
[
χ
(
U + U †
)])
+ c¯1 Tr
[
χ
(
U + U †
)]]
N, (2.A.6)
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L(1)piN = N¯
[
−i 12MN V
µV ν
(
∂µvν + 2vν∂µ + ∂µv(s)ν + 2v(s)ν ∂µ
)
+ i 12MN
(
∂µv
µ + 2vµ∂µ + ∂µv(s)µ + 2v(s)µ ∂µ
)
− i 12MN [S
µ, Sν ]
(
1 + k˚V
)
(∂µvν − ∂νvµ)
− i 12MN [S
µ, Sν ]
(
1 + k˚s
) (
∂µv
(s)
ν − ∂νv(s)µ
)
−i 12MN [S
µ, Sν ] dV1
(
∂µv
(s)
s ν − ∂νv(s)s µ
)]
N,
(2.A.7)
where Sµ is the spin operator for HBChPT. In these expressions for the pion-nucleon
Lagrangian, the coefficients dV1 and dS1 have been introduced. These are new LECs that
correspond to strange quark operators that do not normally appear in SU(2) HBChPT.
The coefficients c¯1 and c¯5 have also been introduced and should be distinguished from
the usual LECs c1 and c5 of SU (2) HBChPT. As explained previously, the LECs of
the CLFV effective theory differ from the usual matrix elements by a factor of 1/mq,
see, e.g., (2.4.4).
An additional set of terms of the form N¯ (Tr [χ+] iV · ∂ + . . .)N should also appear
in L(2)piN . However, for coherent µ − e conversion, these operators will only appear as
insertions on an on-shell nucleon line. For on-shell momenta, V ·k is of order O (q2) and
thus these operators should be treated as O (q3). Thus, these terms can be neglected.
It is worth noting that [Sµ, Sν ]
(
∂µv
(s)
s ν − ∂νv(s)s µ
)
is not the only SU (2) invariant
term one could write for a generic isoscalar operator. Naively one could write additional
terms involving v(s)s µ , however, in addition to being isoscalar v(s)s µ carries strangeness. As
the nucleons do not carry net strangeness, the only allowable term at this order is
[Sµ, Sν ]
(
∂µv
(s)
s ν − ∂νv(s)s µ
)
.
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2.B Low-Energy Constants of the Isoscalar Strange
Operators
The low-energy constants that appear in the effective Lagrangian of Appendix 2.A
can be assigned numerical values by making contact with experimental results. This
is done by matching analytical expressions for nucleon matrix elements in HBChPT
onto those from QCD. However, the normalization schemes for nucleon states in QCD
and HBChPT are different. HBChPT treats nucleons as non-relativistic fields with
the appropriate non-relativistic normalization while QCD is fully relativistic. The
differences between these schemes are of order O
(
k2
2mN
)
and thus only enter at NNLO.
As such, these schemes may be treated as equivalent for present purposes.
Most of the LECs appear in standard SU(2) HBChPT and are well known, however,
the additional constants introduced by including the isoscalar strange operators must
be determined. For the scalar strange operator, there is only one unknown LEC.
Comparing terms in the chiral and QCD Lagrangians, there is the equivalency
−msq¯sqs ' N¯
[
2B0dS1ms +O
(
q2
)]
N. (2.B.1)
Using the matrix element for the contribution of the strange quark condensate to the
nucleon mass, mNfNs = 〈N(0)|msq¯sqs |N(0)〉, one immediately arrives at the result
mNf
N
s
ms
= −2B0dS1 . (2.B.2)
For the vector strange operator, one must compare the vector current to the electric
and magnetic nucleon form factors. Written in terms of the Sachs form factors and only
keeping terms through NLO [121],
〈N (k′) |q¯sγµqs|N (k)〉 = u (k′)
[
γµG
S
E
(
q2T
)
+ iσµνq
ν
T
2mN
(
GSM
(
q2T
)
−GSE
(
q2T
))]
u (k) .
(2.B.3)
These form factors are functions of the three-momentum transfer, q2T . As the momen-
tum transfer is much smaller than the nucleon mass, the Sachs form factors can be
rewritten as series expansions in the momentum transfer. Because nucleons have no
net strangeness, the leading order terms of these expansions are GSE (q2T ) = ρs
q2T
4MN and
GSM (q2T ) = µs+O (q2T ) where ρs is the strangeness radius and µs is the strange magnetic
moment [122]. Thus, keeping terms only through NLO the matrix element is given by
〈N (k′) |q¯sγµqs|N (k)〉 = u (k′)
[
− 1
MN
[Sµ, Sν ] qνTµs
]
u (k) . (2.B.4)
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This matrix element must then be matched onto the corresponding matrix element for
the strange vector current in HBChPT. This vector current can be directly read off of
the Lagrangian (2.6.1). This fixes the value of the unknown LEC to be dV1 = µs.
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2.C Values of Low-Energy Constants and Physical
Quantities
All parameters that depend on renormalization are given in the MS scheme at µ =
2 GeV except where otherwise noted. All values taken from the world lattice data [101]
make use of results from Nf = 2 + 1 simulations whenever possible.
Quantity Accepted Value Source Notes
mˆ 3.373± 0.080 MeV [101, 123–127]
mu/md 0.46± 0.03 MeV [101, 123–127]
ms 92.0± 2.1 MeV [101, 123–126, 128]
fpi 92.07± 0.99 MeV [101, 129–131]
fpi/f˚pi 1.064± 0.007 [101, 126, 130, 132–134]
Σ 274± 3 MeV [101, 126, 127, 132, 133]
gA 1.2759± 0.0045 [111]
σpiN 52± 9 MeV [103]
fs 0.043± 0.011 [102]
v 246.220 GeV [110]
mpi 138.039 MeV [110] Isospin averaged pole mass
mN 938.919 MeV [110] Isospin averaged pole mass
mµ 105.658 MeV [110] Pole mass
KF 238± 5 MeV [135] For 2713Al, linear interpolation
ωcapt 705.4± 1.3 ms−1 [136] For 2713Al
ωcapt 464.30± 0.86 peV Derived Unit conversion with ~ = 1
ξ 0.37± 0.02 Derived ξ ≡ 1−mu/md1+mu/md
f˚pi 86.5± 1.1 MeV Derived f˚pi ≡ fpi
(
fpi
f˚pi
)−1
B0 2.75± 0.11 GeV Derived B0 = Σ3f˚2pi
σsN 40± 10 MeV Derived σsN ≡ fsmN
Table 2.3. Table of low-energy constants
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2.D Momentum Dependence of Approximate One-
Body Interaction
In Section 2.4, it was shown that a two-nucleon operator enters the effective scalar
CLFV Lagrangian at NLO. This two-nucleon operator can be reduced to an effective
one-nucleon interaction, (2.5.1), by treating the nuclear core as a degenerate Fermi
gas and averaging over core nucleons, as explained in Section 2.5. The dependence of
(2.5.1) on both the momentum transfered to the nucleus, qT , and the average of the
initial and final nucleon momenta, k, is encapsulated in the dimensionless functions fSI
and fSD. For compactness of notation, define the following dimensionless parameters
in terms of the Fermi momentum KF ,
q = qT
KF
, k = k
KF
, m = mpi
KF
. (2.D.1)
In terms of these dimensionless parameters, the functions fSI and fSD can be expressed
as,
fSI
(
q, k
)
= 12pi
∫ 1/2
−1/2
dβ
[
2
(
1 + −β k · q + β
2 q2
k
2 − 2β k · q + β2 q2
)
−
4
(
1
4 − β2
)
q2 + 3m2√(
1
4 − β2
)
q2 +m2
 arctan
 2
√
m2 +
(
1
4 − β2
)
q2
m2 + 14q2 − 2β k · q + k
2 − 1

+ 1
2
√
k
2 − 2β k · q + β2 q2
·
(
1 + 2m2 +
(3
4 − 4β
2
)
q2 − k2
+2β k · q + β
(
1 + 14q
2 +m2 + k2 − 2β k · q
) (
k · q − β q2
)
k
2 − 2β k · q + q2

· ln
1 + 2
√
k
2 − 2β k · q + β2 q2 + k2 − 2β k · q + 14q2 +m2
1− 2
√
k
2 − 2β k · q + β2 q2 + k2 − 2β k · q + 14q2 +m2

 ,
(2.D.2)
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fSD
(
q, k
)
= − 12pi
∫ 1/2
−1/2
dβ
1√
k
2 − 2β k · q + q2
·
 1√
k
2 − 2β k · q + q2
− 1 +m
2 + k2 − 2β k · q + 14q2
k
2 − 2β k · q + q2

· ln
1 + 2
√
k
2 − 2β k · q + β2q2 + k2 − 2β k · q + 14q2 +m2
1− 2
√
k
2 − 2β k · q + β2q2 + k2 − 2β k · q + 14q2 +m2
 .
(2.D.3)
To determine the Fermi momentum of 2713Al, we linearly interpolate between the exper-
imentally measured Fermi momenta of 2412Mg and 4020Ca [135]. This results in a Fermi
momentum of KF = 238± 5 MeV.
Note that fSI and fSD have an angular dependence due to the presence of k · q.
However, fSI and fSD do not vary significantly over the range of possible angular
values. As such, the functions can be averaged over all angular values so that they
effectively only depend on the magnitude of k and q. Furthermore, it is expected that
|q| ≈ mµ
KF
because the process of interest is coherent µ − e conversion. Thus, fSI and
fSD are effectively only functions of
∣∣∣k∣∣∣.
Importantly, the momentum dependence of fSI and fSD is only of interest over the
range of momenta common for nucleons in 27Al. Using the model-independent Fourier-
Bessel expansion of the proton density distribution [115], the corresponding momentum
distribution is shown in Figure 2.2a. It is important to note that Figure 2.2a is a plot
of the linear probability density which integrates to unity with respect to d
∣∣∣k∣∣∣.
Figures 2.2b and 2.2c show fSI and fSD, respectively, over the same range of
momenta with KF = 238 MeV. With the goal of arriving at a local approximate
interaction in position space, it is necessary to approximate fSI and fSD by constants
independent of the nucleon momentum. These constants, fSIeff and fSDeff , are chosen to
minimize the weighted RMS error with respect to fSI and fSD. The RMS weights
are given by the nucleon momentum distribution. Taking into account both the RMS
error and uncertainty in the Fermi momentum, we find fSIeff = 1.05 ± 0.07 and fSDeff =
0.81± 0.12.
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(a) Probability distribution of the magnitude
of nucleon momenta in 27Al as a function of
the dimensionless momentum.
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(b) The angle averaged value of fSI and its
constant approximation fSIeff as a function of
the dimensionless average momentum.
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(c) The angle averaged value of fSD and its
constant approximation fSDeff as a function of
the dimensionless average momentum.
Figure 2.2. Momentum dependence of the functions fSI and fSD
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2.E Nuclear Density Parameters
The proton density distribution of a nucleus can be parameterized in a model-independent
manner using the Fourier-Bessel expansion
ρp (r) =

∑
n anj0
(
npir
R
)
r ≤ R
0 r > R
. (2.E.1)
This distribution is normalized such that
∫
4pir2ρ (r) dr = Z and depends on the cutoff
radius, R, and the magnitude of the various components, an. The values for 27Al are
given in Table 2.4 as determined by electron scattering experiments [115].
The neutron density distribution of a nucleus is usually given in terms of the two-
parameter Fermi distribution,
ρn (r) =
ρ0
1 + e r−cz
. (2.E.2)
The normalization factor ρ0 is chosen such that
∫
4pir2ρ (r) dr = A − Z while the
thickness parameter, z, and radial parameter, c describe the shape of the distribution.
The values of these parameters for 27Al are given in Table 2.5 where the experimental
and systematic uncertainties have been combined [116].
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Table 2.4. Parameters for proton density
distribution
Quantity Accepted Value
〈r2〉1/2p [fm.] 3.035± 0.002
R [fm.] 7.0
a1
[
fm.−3
]
4.3418·10−1
a2
[
fm.−3
]
6.0298·10−1
a3
[
fm.−3
]
2.8950·10−2
a4
[
fm.−3
]
−2.3522·10−1
a5
[
fm.−3
]
−7.9791·10−2
a6
[
fm.−3
]
2.3010·10−2
a7
[
fm.−3
]
1.0794·10−2
a8
[
fm.−3
]
1.2574·10−3
a9
[
fm.−3
]
−1.3021·10−3
a10
[
fm.−3
]
5.6563·10−4
a11
[
fm.−3
]
−1.8011·10−4
a12
[
fm.−3
]
4.2869·10−5
Table 2.5. Parameters for neutron den-
sity distribution
Quantity Accepted Value
〈r2〉1/2n [fm.] 3.17± 0.11
c [fm.] 3.18± 0.19
z [fm.] 0.535
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2.F Model Independent Overlap Integrals
In Section 2.10, the coherent conversion rate (2.10.4) was expressed as a sum of transi-
tion probabilities over eight possible spin configurations. However, there is a two-fold
symmetry in the choice of overall sign for the spins. Thus, there are only four in-
dependent configurations. For compactness of notation, an index w ∈ {1, 2, 3, 4} is
used to denote each unique configuration. The relationship between all possible spin
configurations and w is given in Table 2.6.
For a fixed spin configuration, one can perform the position space integral over the
leptonic part of (2.10.5) to arrive at a function of the momentum transfer. For the
case of scalar-mediated conversion, these are given in terms of the muon and electron
wavefunctions (Section 2.8) by the dimensionless functions
Z
(1)
S (|qT |) =
√
mµ
∫
dx
1
2pi2 |x|
2 j0 (|x| |qT |)
(
g
(e)
−1 (x) g
(µ)
−1 (x) + f
(e)
−1 (x) f
(µ)
−1 (x)
)
,
(2.F.1)
Z
(2)
S (|qT |) =
√
mµ
∫
dx
1
8pi |x|
2 j1 (|x| |qT |)
(
g
(e)
−1 (x) f
(µ)
−1 (x)− f (e)−1 (x) g(µ)−1 (x)
)
, (2.F.2)
Z
(3)
S (|qT |) =
√
mµ
∫
dx
1
8pi |x|
2 j1 (|x| |qT |)
(
g
(e)
+1 (x) g
(µ)
−1 (x) + f
(e)
+1 (x) f
(µ)
−1 (x)
)
, (2.F.3)
Z
(4)
S (|qT |) =
√
mµ
∫
dx
1
2pi2 |x|
2 j0 (|x| |qT |)
(
f
(e)
+1 (x) g
(µ)
−1 (x)− g(e)+1 (x) f (µ)−1 (x)
)
.
(2.F.4)
One can then perform the remaining momentum integrals of (2.10.5) in a model-
independent manner. The only CLFV operator that depends on momentum transfer is
the arccot term in the NLO loop contribution of (2.5.2). This term will be associated
with the overlap integral I˜(w)S,α . All other CLFV operators are independent of momentum
transfer and will be accompanied by the overlap integral I(w)S,α . Defining the Fourier
transformed nucleon density as ρ˜α (k) = ψ˜∗α (k) ψ˜α (k), the definitions for these two
overlap integrals are given by
I
(w)
S,α =
1
m
5/2
µ
∫
dqT
∫
dqA |qT |2 |qA|2 Z(w)S (|qT |) ρ˜α
(1
2
√
|qT |2 + |qA|2
)
, (2.F.5)
I˜
(w)
S,α =
1
m
5/2
µ
∫
dqT
∫
dqA |qT |2 |qA|2 Z(w)S (|qT |) ρ˜α
(1
2
√
|qT |2 + |qA|2
)
· 2 +Xpi√
Xpi
arccot
(
2√
Xpi
)
.
(2.F.6)
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In the case of vector-mediated conversion, one instead finds that the leptonic part
of (2.10.5) can be reduced to the functions
Z
(1)
V (|qT |) =
√
mµ
∫
dx
1
2pi2 |x|
2 j0 (|x| |qT |)
(
g
(e)
−1 (x) g
(µ)
−1 (x)− f (e)−1 (x) f (µ)−1 (x)
)
,
(2.F.7)
Z
(2)
V (|qT |) =
√
mµ
∫
dx
1
8pi |x|
2 j1 (|x| |qT |)
(
g
(e)
−1 (x) f
(µ)
−1 (x) + f
(e)
−1 (x) g
(µ)
−1 (x)
)
, (2.F.8)
Z
(3)
V (|qT |) =
√
mµ
∫
dx
1
8pi |x|
2 j1 (|x| |qT |)
(
g
(e)
+1 (x) g
(µ)
−1 (x)− f (e)+1 (x) f (µ)−1 (x)
)
, (2.F.9)
Z
(4)
V (|qT |) = −
√
mµ
∫
dx
1
2pi2 |x|
2 j0 (|x| |qT |)
(
f
(e)
+1 (x) g
(µ)
−1 (x) + g
(e)
+1 (x) f
(µ)
−1 (x)
)
.
(2.F.10)
Unlike the case of scalar-mediated CLFV, no term in the vector-mediated CLFV
Lagrangian depends on the momentum transfer. The only type of overlap integral is
I
(w)
V,α =
1
m
5/2
µ
∫
dqT
∫
dqA |qT |2 |qA|2 Z(w)V (|qT |) ρ˜α
(1
2
√
|qT |2 + |qA|2
)
. (2.F.11)
The numerical values of I(w)S,α , I˜
(w)
S,α , and I
(w)
V,α can readily be calculated using the
proton and neutron distributions of Appendix 2.E along with the muon and electron
wavefunctions calculated from them (see Section 2.8). The values of I(w)S,α , I˜
(w)
S,α , and I
(w)
V,α
along with their uncertainties are cataloged in Table 2.7.
κi µi κf µf w
-1 -12 -1 -
1
2 1
-1 +12 -1 +
1
2 1
-1 -12 -1 +
1
2 2
-1 +12 -1 -
1
2 2
-1 -12 +1 +
1
2 3
-1 +12 +1 -
1
2 3
-1 -12 +1 -
1
2 4
-1 +12 +1 +
1
2 4
Table 2.6. Table of spin configurations
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Proton Overlap Integral Value Neutron Overlap Integral Value
I1S,p 7.58 I1S,n 7.58±0.24
I2S,p 5.50 I2S,n 5.49±0.17
I3S,p −5.53 I3S,n −5.52±0.17
I4S,p −7.56 I4S,n −7.55±0.24
I˜1S,p 9.57 I˜1S,n 9.55±0.31
I˜2S,p 6.93 I˜2S,n 6.92±0.23
I˜3S,p −6.96 I˜3S,n −6.96±0.23
I˜4S,p −9.52 I˜4S,n −9.51±0.30
I1V,p 7.35 I1V,n 7.32±0.24
I2V,p −5.79 I2V,n −5.76±0.19
I3V,p −5.81 I3V,n −5.79±0.19
I4V,p 7.31 I4V,n 7.29±0.24
Table 2.7. Table of overlap integrals
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2.G Formula for the Branching Ratio
Given a CLFV Lagrangian of the form (2.2.1), one can define the Wilson coefficients
(2.2.2)-(2.2.4). As explained in Section 2.10, the branching ratio for coherent µ − e
conversion can be written as a sum over separate amplitudes for each spin configuration,
(2.10.4). Accounting for symmetry in the spin configurations, the index w ∈ {1, 2, 3, 4}
indicates the four independent spin configurations of the system as outlined in Table
2.6 of Appendix 2.F. Written as a sum over these four independent configuration, this
yields the master equation for the branching ratio, (2.1.2).
Each conversion amplitude for a specific spin configuration can then be expressed
in terms of Wilson coefficients and a set of model-independent parameters. This is done
for scalar-mediated conversion in (2.1.3) and for vector-mediated conversion in (2.1.9).
The only model dependent-parameters that appear in these expressions are the Wilson
coefficients; all model-independent parameters have been absorbed into the definitions
of the α’s. Using the definition of ∆(w)S from (2.11.2), these are defined as
α
(w)
S,ud =
√
mµ
ωcapt
(
mµ
4piv
)2 [σpiN
2mˆ
(
I
(w)
S,p + I
(w)
S,n
)
− 3B0KF g˚
2
A
64pif˚ 2pi
fSIeff
(
I
(w)
S,p + I
(w)
S,n
)
−3B0mpig˚
2
A
64pif˚ 2pi
∆(w)S
]
,
(2.G.1)
α
(w)
S,s =
√
mµ
ωcapt
(
mµ
4piv
)2 σsN
ms
(
I
(w)
S,p + I
(w)
S,n
)
, (2.G.2)
α
(w)
S,Θ =
√
mµ
ωcapt
(
mµ
4piv
)2 (
I
(w)
S,p + I
(w)
S,n
)
, (2.G.3)
α
(w)
V,u =
√
mµ
ωcapt
(
mµ
4piv
)2 (
2I(w)V,p + I
(w)
V,n
)
, (2.G.4)
α
(w)
V,d =
√
mµ
ωcapt
(
mµ
4piv
)2 (
I
(w)
V,p + 2I
(w)
V,n
)
. (2.G.5)
The quantities I(w)S,x , I˜
(w)
S,x , and I
(w)
V,x are the overlap integrals defined in Appendix 2.F
and given numerically in Table 2.7. The quantity fSIeff = 1.05+0.07−0.53 characterizes the
approximate one-body interaction which is discussed in Section 2.5 and Appendix 2.D.
The remaining physical constants are given in Table 2.3 of Appendix 2.C.
As the α parameters are model-independent, they can be calculated in advance
and their numerical values and uncertainties are given in Tables 2.1 and 2.2 of Section
2.1. In the case of scalar-mediated conversion, the LO contributions and those of the
loop diagram and two-nucleon diagram that enter at NLO can be analyzed separately.
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The Bayesian Second Law of Ther-
modynamics
We derive a generalization of the Second Law of Thermodynamics that uses Bayesian
updates to explicitly incorporate the effects of a measurement of a system at some
point in its evolution. By allowing an experimenter’s knowledge to be updated by the
measurement process, this formulation resolves a tension between the fact that the
entropy of a statistical system can sometimes fluctuate downward and the information-
theoretic idea that knowledge of a stochastically-evolving system degrades over time.
The Bayesian Second Law can be written as ∆H(ρm, ρ)+〈Q〉F |m ≥ 0, where ∆H(ρm, ρ)
is the change in the cross entropy between the original phase-space probability distri-
bution ρ and the measurement-updated distribution ρm, and 〈Q〉F |m is the expectation
value of a generalized heat flow out of the system. We also derive refined versions of
the Second Law that bound the entropy increase from below by a non-negative num-
ber, as well as Bayesian versions of integral fluctuation theorems. We demonstrate the
formalism using simple analytical and numerical examples.
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3.1 Introduction
The Second Law of Thermodynamics encapsulates one of the most important facts
about the macroscopic world: entropy increases over time. There are, however, a
number of different ways to define “entropy,” as well as corresponding controversies
over how to best understand the Second Law. In this paper we offer a formulation of
the Second Law that helps resolve some of the tension between different approaches,
by explicitly including the effects of the measurement process on our knowledge of the
state of the system. This Bayesian Second Law (BSL) provides a new tool for analyzing
the evolution of statistical systems, especially for small numbers of particles and short
times, where downward fluctuations in entropy can be important.
One way to think about entropy and the Second Law, due to Boltzmann, coarse-
grains the phase space Γ of a system into macrostates. The entropy of a microstate x is
then given by S = log Ωx, where Ωx is the volume of the macrostate to which x belongs.
(Throughout this paper we set Boltzmann’s constant kB equal to unity). The coarse-
graining itself is subjective, but once it is fixed there is a definite entropy objectively
associated with each microstate. Assuming that the system starts in a low-entropy
state (the “Past Hypothesis”), the Second Law simply reflects the fact that undirected
evolution is likely to take the state into ever-larger macrostates: there are more ways
to be high-entropy than to be low-entropy. The Second Law is statistical in the sense
that random fluctuations into lower-entropy states, while rare, are certainly possible.
In many contexts of interest to modern science, from nanoscale physics to biology,
these fluctuations are of crucial importance and the study of “fluctuation theorems”
has garnered considerable attention in recent years [39, 41, 42, 137–141].
Another perspective on entropy, associated with Gibbs in statistical mechanics and
Shannon [142] in the context of information theory, starts with a normalized probability
distribution ρ(x) on phase space, and defines the entropy as S = − ∫ dx ρ(x) log ρ(x). In
contrast with the Boltzmann formulation, in this version the entropy characterizes the
state of our knowledge of the system, rather than representing an objective fact about
the system itself. The more spread-out and uncertain a distribution is, the higher its
entropy. The Second Law, in this view, represents the influence of stochastic dynamics
on the evolution of the system, for example due to interactions with a heat bath, under
the influence of which we know less and less about the microstate of the system as time
passes.
For many purposes, the Gibbs/Shannon formulation of entropy and the Second
Law is more convenient to use than the Boltzmann formulation. However, it raises
a puzzle: how can entropy ever fluctuate downward? In an isolated system evolving
according to Hamiltonian dynamics, the Gibbs entropy is strictly constant, rather than
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increasing; for a system coupled to a heat bath with no net energy transfer, it tends
to monotonically increase, asymptoting to a maximum equilibrium value. Ultimately,
this is because the Gibbs entropy characterizes our knowledge of the microstate of the
system, which only diminishes with time.1
We can, of course, actually observe the system; if we do so, we will (extremely)
occasionally notice that it has fluctuated into what we would characterize as a low-
entropy state from Boltzmann’s perspective. The air in a room could fluctuate into
one corner, for example, or a cool glass of water could evolve into a warm glass of water
containing an ice cube. To reconcile this real physical possibility with an information-
centric understanding of entropy, we need to explicitly account for the impact of the
act of measurement on our knowledge of the system. This is the task of Bayesian
analysis, which shows us how to update probability distributions in the face of new
information [144, 145]. Since the advent of Maxwell’s demon, measurement in the con-
text of statistical mechanics has been explored extensively [146]. This has resulted in a
body of literature linking information-theoretic quantities to thermodynamic variables
[147, 148]. However, such analyses only examine the impact of measurement at the
point in time when it is performed. In the present work, we observe that such measure-
ments also contain information about the state of the system at earlier points in time
that are hitherto unaccounted for. This results in novel modifications of the Second
Law.
The setup we consider consists of a classical system coupled to an environment. The
dynamics of the system are stochastic, governed by transition probabilities, either due
to intrinsic randomness in the behavior of the system, or to the unpredictable influence
of the environment. An experimental protocol is determined by a set of time-dependent
parameters, which may be thought of as macroscopic features (such as the location of
a piston) controlled by the experimenter. The experimenter’s initial knowledge of the
system is characterized by some probability distribution; as the system is evolved under
the protocol for some period of time, this probability distribution also evolves. At the
end of the experiment, the experimenter performs a measurement. Bayes’s Theorem
tells us how to update our estimates about the system based on the outcome of the
measurement; in particular, we can use the measurement outcome to update the final
probability distribution, but also to update the initial distribution. The BSL is a
relation between the original (non-updated) distributions, the updated distributions,
1Boltzmann himself also studied a similar formulation of entropy, which he used to prove his H-
theorem. The difference is that the H-functional represents N particles in one 6-dimensional single-
particle phase space, rather than in a 6N -dimensional multi-particle phase space. This is not a full
representation of the system, as it throws away information about correlations between particles. The
corresponding dynamics are not reversible, and entropy increases [143].
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and a generalized heat transfer between the system and the environment.
The Second Law contains information about irreversibility; a crucial role in our
analysis is played by the relationship between transition probabilities forward in time
and “reversed” probabilities backward in time. Consider a situation in which the system
in question is an egg, and the experiment consists of holding the egg up and then
dropping it. To be precise, the experimental protocol, which we will call the “forward”
protocol, is for the experimenter to hold the egg in the palm of her open hand, and
then to turn her hand over after a specified amount of time. The initial probability
distribution for the particles that make up the egg is one that corresponds to an intact
egg in the experimenter’s hand. With overwhelming probability the forward protocol
applied to this initial state will result in an egg on the floor, broken.
This experiment is clearly of the irreversible type, but we should be careful about
why and how it is irreversible. If we reversed the velocities of every particle in the
universe, then time would run backward and the egg would reconstitute itself and fly
back up into the experimenter’s hand. This sort of fundamental reversibility is not
what concerns us. For us, irreversibility means that there are dissipative losses to the
environment: in particular, there are losses of information as the state of the system
interacts with that of the environment. This information loss is what characterizes
irreversibility. From the theoretical viewpoint, we should ask what would happen if all
of the velocities of the broken egg particles were instantaneously reversed, leaving the
environment alone. Again with overwhelming probability, the egg would remain broken
on the floor. To make sure the time-dependent actions of the experimenter do not
affect this conclusion, we should also instruct the experimenter to run her experiment
in reverse: she should begin with her palm facing downward while the egg is broken on
the floor, and then turn it upward after a certain amount of time. In this example, the
effect of reversing the experimental procedure is negligible; the probability that the egg
will reassemble itself and hop up into her hand is not zero, but it is extremely small.
The generalization beyond the egg dropping experiment is clear. We have a sys-
tem, an environment, and an experimenter who executes a forward protocol, which
means a macroscopic time-dependent influence on the dynamics of the system. The
environmental interactions with the system are deterministic but unknown to the ex-
perimenter, and so the system evolves stochastically from her point of view. She assigns
probabilities to trajectories the system might take through phase space. We will call
these the “forward” probabilities. To isolate potential irreversibility in the system, we
consider reversing all of the velocities of the system’s particles in its final state, and then
executing the “reverse” protocol, which is just the forward protocol backward. The en-
vironment still interacts in an unknown way, so the system again evolves stochastically.
The probabilities that the experimenter assigns to trajectories in this reversed setup
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are called the reverse probabilities.
To get precise versions of the Second Law, we will consider a particular information-
theoretic measure of the difference between the forward and reverse probabilities, known
as the relative entropy or Kullback-Leibler divergence [149]. The relative entropy of
two probability distributions is always non-negative, and vanishes if and only if the two
distributions are identical. The relative entropy of the forward and reverse probability
distributions on phase space trajectories is a measure of the irreversibility of the system,
and the non-negativity of that relative entropy is a precise version of the Second Law.
The inclusion of Bayesian updates as the result of an observation at the end of the
protocol leads to the Bayesian Second Law. The BSL can be written in several ways,
one of which is:
∆H(ρm, ρ) + 〈Q〉F |m ≥ 0. (3.1.1)
Here, ρ is the probability distribution without updating, and ρm is the updated distri-
bution after obtaining measurement outcome m. H = − ∫ ρm log ρ is the cross entropy
between the two distributions. The cross entropy is the sum of the entropy of ρm and
the relative entropy of ρm with respect to ρ; it can be thought of as the average amount
we would learn about the system by being told its precise microstate, if we thought it
was in one distribution (the original ρ), but it was actually in another (the updated
ρm). Like the ordinary entropy, this is a measure of uncertainty: the more information
contained in the (unknown) microstate, the greater the uncertainty. However, the cross
entropy corrects for our false impression of the distribution. The difference in the cross
entropy between the initial and final times is ∆H, and 〈Q〉F |m is the expectation value
of a generalized heat transfer between the system and the environment, which con-
tains information about the irreversibility of the system’s dynamics. Thus, at zero heat
transfer, the BSL expresses the fact that our uncertainty about the system is larger at
the time of measurement, even after accounting for the measurement outcome.
The relative entropy is not only non-negative, it is monotonic: if we apply a stochas-
tic (probability-conserving) operator to any two distributions, the relative entropy be-
tween them stays constant, or decreases. We can use this fact to prove refined versions
of both the ordinary and Bayesian Second Laws, obtaining a tighter bound than zero to
the expected entropy change plus heat transfer. This new lower bound is the relative en-
tropy between the initial probability distribution and one that has been cycled through
forward and reverse evolution, and therefore characterizes the amount of irreversibility
in the evolution.
We also apply our implementation of Bayesian updating to integral fluctuation
theorems, extending such theorems to subsets of experimental realizations conditioned
on particular measurement outcomes. Lastly, we illustrate the BSL in the context
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of some simple models. These include deriving Boltzmann’s version of the Second
Law within our formalism, and studying the numerical evolution of a randomly driven
harmonic oscillator.
3.2 Setup
3.2.1 The System and Evolution Probabilities
We are primarily concerned with dynamical systems that undergo non-deterministic
evolution, typically due to interactions with an environment about which the experi-
menter has no detailed knowledge. The effect of the unknown environment is to induce
effectively stochastic evolution on the system; as such, we can only describe the state
and subsequent time evolution of the system probabilistically [150]. We are consid-
ering classical mechanics, where probabilities only arise due to the ignorance of the
experimenter, including ignorance of the state of the environment. Analogous equa-
tions would apply more generally to truly stochastic systems, or to stochastic models
of dynamical systems.
The state of the system at time t is therefore a random variable Xt taking values
in a space of states Γ. We will refer to Γ as “phase space,” as if it were a conventional
Hamiltonian system, although the equations apply equally well to model systems with
discrete state spaces. Because the evolution is non-deterministic, we can only give a
probability that the system is in state x at time t, which we write as P (Xt = x). This
is a true probability in the discrete case; in the continuous case it is more properly
a probability density that should be integrated over a finite region of Γ to obtain a
probability, but we generally will not draw this distinction explicitly. For notational
convenience, we will often write this probability as a distribution function,
ρt(x) ≡ P (Xt = x), (3.2.1)
which is normalized so that
∫
ρt(x) dx = 1.
The experimenter has two roles: to manipulate a set of external control parame-
ters defining the experimental protocol, and to perform measurements on the system.
All measurements are assumed to be “ideal”; that is, the act of measuring any given
property of the system is assumed to induce no backreaction on its state, and we do
not track the statistical properties of the measuring device.
We will primarily be studying experiments that take place over a fixed time interval
τ . The experimental protocol is fully specified by the history of a set of external control
parameters that can change over this time interval, λi(t). The control parameters λi
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specify the behavior of various external potentials acting on the system, such as the
volume of a container or the frequency of optical tweezers. We will refer to the set
λ(t) = {λi(t)} of control parameters as functions of time as the “forward protocol.”
The forward protocol and the dynamics of the system together determine the for-
ward transition function, piF , which tells us the probability that the system evolves
from an initial state x at t = 0 to a final state x′ at t = τ :
piF (x→ x′) ≡ P (Xτ = x′|X0 = x;λ (t)). (3.2.2)
The transition function piF is a conditional probability, normalized so that the system
ends up somewhere with probability one:∫
piF (x→ x′)dx′ = 1. (3.2.3)
The forward transition function evolves the initial distribution to the final distribution,
ρτ (x′) =
∫
dx ρ0(x)piF (x→ x′). (3.2.4)
A central role will be played by the joint probability that the system begins at x
and ends up a time τ later at x′,2
PF (x, x′) ≡ P (X0 = x,Xτ = x′) = ρ0(x)piF (x→ x′), (3.2.5)
which is normalized so that
∫
P (x, x′) dxdx′ = 1. By summing the joint probability
over x or x′ we obtain the distribution functions ρτ (x′) or ρ0(x), respectively:
ρτ (x′) =
∫
PF (x, x′)dx,
ρ0(x) =
∫
PF (x, x′)dx′. (3.2.6)
We close this subsection with a brief review on the probabilities of phase-space
trajectories. The rules of conditional probability allow us to break up the transition
functions based on subdivisions of the time interval [0, τ ]. For the special case of a
Markov process, we have the identity
piF (x→ x′) =
∫
[dx]P (Xτ = x′|XtN = xN)
× P (XtN = xN |XtN−1 = xN−1) · · ·P (Xt1 = x1|X0 = x), (3.2.7)
2Here and below we will mostly omit the dependence on the control parameters λ(t) from the
notation for brevity. They will return in Section 3.2.3 when we discuss time-reversed experiments.
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where [dx] is the product of all the dxk and we choose tk = kτ/(N+1). This is familiar
as a discretization of the path integral, and in the continuum limit we would write
piF (x→ x′) =
∫ x(τ)=x′
x(0)=x
Dx(t) piF [x(t)]. (3.2.8)
The functional piF [x(t)] is a probability density on the space of trajectories with fixed
initial position, but with the final position free. This functional has previously been
introduced in the literature for both classical and quantum systems [151, 152]. To get a
probability density on the space of trajectories with two free endpoints, we just have to
multiply piF [x(t)] by the initial distribution ρ0(x). The result, which we call PF [x(t)],
is the path-space version of the joint distribution PF (x, x′). We will not make heavy
use of these path-space quantities below, but the formal manipulations we make with
the ordinary transition function and joint distribution can be repeated exactly with the
path-space distributions, and occasionally we will comment on the path-space versions
of our results.
3.2.2 Measurement and Bayesian Updating
The probability density on phase space can also change through Bayesian updates when
a measurement is made: the experimenter modifies her probabilities to account for the
new information. We will restrict ourselves to measurements performed at time τ ,
the end of the experiment, though it is simple to extend the results to more general
measurement protocols. The measurement outcome is a random variable M that only
depends on the state of the system at time τ , not on the prior history of the system.
The measurement is then characterized by the function
P (m|x′) ≡ P (M = m|Xτ = x′) (3.2.9)
= probability of measurement outcome m given state x′ at time τ .
The updated phase space distribution at time τ is obtained by Bayes’s rule, which in
this case takes the form
ρτ |m(x′) ≡ P (Xτ = x′|M = m) = P (m|x
′)
P (m) ρτ (x
′). (3.2.10)
Here the denominator is P (m) ≡ ∫ P (m|y′)ρτ (y′)dy′, and serves as a normalization
factor.
If we know the transition function, we can also update the phase space distribution
at any other time based on the measurement outcome at time τ . Below we will make
use of the updated initial distribution:
ρ0|m(x) ≡ P (X0 = x|M = m) = ρ0(x)
∫
dx′ piF (x→ x′)P (m|x′)
P (m) . (3.2.11)
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Figure 3.1. Relationships between the various distribution functions we define: the origi-
nal distribution ρ0(x), its time-evolved version ρτ (x′), their corresponding Bayesian-updated
versions ρ0|m(x) and ρτ |m(x′), and the cycled distributions ρ˜(x) and ρ˜m(x) discussed in Sec-
tions 3.3.2 and 3.4.3. Equation numbers refer to where the distributions are related to each
other.
This reflects our best information about the initial state of the system given the outcome
of the experiment; ρ0|m(x) is the probability, given the original distribution ρ0(x) and
the measurement outcome m at time t = τ , that the system was in state x at time
t = 0. For example, we may initially be ignorant about the value of an exactly conserved
quantity. If we measure it at the end of the experiment then we know that it had to
have the same value at the start; this could mean a big difference between ρ0 and ρ0|m,
though often the effects will be more subtle. The various distribution functions we
work with are summarized in Figure 3.1 and listed in Table 3.1.
Finally, we can update the forward transition functions,
piF |m(x→ x′) ≡ P (Xτ = x′|X0 = x,M = m) = piF (x→ x
′)P (m|x′)∫
dy′ piF (x→ y′)P (m|y′) , (3.2.12)
and the joint distributions,
PF |m(x, x′) ≡ P (X0 = x,Xτ = x′|M = m) = P (m|x
′)
P (m) PF (x, x
′) = ρ0|m(x)piF |m(x→ x′),
(3.2.13)
based on the measurement outcome. As we would expect, the updated transition
function evolves the updated distribution from the initial to the final time:
ρτ |m(x′) =
∫
dx ρ0|m(x)piF |m(x→ x′). (3.2.14)
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Distribution Name Definition
ρ0(x) Initial Distribution 3.2.1
piF (x→ x′) Forward Transition Function 3.2.2
ρτ (x′) Final Distribution 3.2.4
PF (x, x′) Joint Forward Distribution 3.2.5
P (m|x) Measurement Function 3.2.9
ρτ |m(x′) Updated Final Distribution 3.2.10
ρ0|m(x) Updated Initial Distribution 3.2.11
piF |m(x→ x′) Updated Forward Transition Function 3.2.12
PF |m(x, x′) Updated Joint Forward Distribution 3.2.13
piR(x′ → x) Reverse Transition Function 3.2.17
PR(x, x′) Joint Reverse Distribution 3.2.18
PR|m(x, x′) Updated Joint Reverse Distribution 3.2.18
ρ˜(x) Cycled Distribution 3.3.10
ρ˜m(x) Updated Cycled Distribution 3.4.17
Table 3.1. List of named probability distributions and their defining equations. These are
grouped according to whether they are updated and/or time-reversed.
It may seem odd to update the transition functions based on measurements, since in
principle the original transition functions were completely determined by the stochastic
dynamics of the system and this is a desirable property that one would like to preserve.
For this reason, the unupdated transition functions will play a special role below, while
the updated ones are only used as an intermediate quantity in algebraic manipulations.
To illustrate these definitions, consider a simple toy model: a collection of N
independent classical spins, each of which has a fixed probability to flip its state at
each timestep. In this model it is most intuitive to work with a distribution function
defined on macrostates (total number of up spins) rather than on microstates (ordered
sequences of up/down spins).
The distribution functions relevant to our analysis are illustrated for this toy model
with N = 100 spins in Fig. 3.2. To make the effects of evolution and updating most
clear, we start with a bimodal initial distribution ρ0(x), uniform on the intervals 0 ≤
x < 10 and 90 < x ≤ 100. The system is evolved for a short time τ , not long
enough to attain the equilibrium distribution, which would be a binomial centered at
x = N/2 = 50. The final distribution ρτ (x′) therefore has two small peaks just above
and below x′ = 50. We then perform a measurement, which simply asks whether most
of the spins are up or down, obtaining the answer “mostly down.” This corresponds to
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Figure 3.2. The various distribution functions illustrated within a toy model of 100 indepen-
dent spins with a fixed chance of flipping at every timestep. The distributions are normalized
functions on the space of the total number x of up-spins. We consider an initial distribution
(thick solid blue line) that is equally split between the intervals x < 10 and 90 < x. The
system is evolved for enough time to come close to equilibrium but not quite reach it, as
shown by the final distribution (thin solid red line). A measurement is performed, revealing
that less than half of the spins are up (dot-dashed purple line). We can therefore update
the post-measurement final distribution (dashed red line). The corresponding updated initial
distribution (dotted blue line) is similar to the original initial distribution, but with a boost
at low x and a decrease at high x.
a measurement function
P (m|x) =
1 if x ≤ 50,0 if x > 50. (3.2.15)
In Fig. 3.2 we have plotted the normalized version P (m|x)/P (m). From this we can con-
struct the updated final and updated initial distributions, using (3.2.10) and (3.2.11).
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The updated final distribution is just the left half of the non-updated final distribu-
tion, suitably renormalized. The updated initial distribution is a re-weighted version of
the non-updated initial distribution, indicating that there is a greater probability for
the system to have started with very few up spins (which makes sense, since our final
measurement found that the spins were mostly down). This toy model does not have
especially intricate dynamics, but it suffices to show how our evolution-and-updating
procedure works.
3.2.3 The Reverse Protocol and Time Reversal
The Second Law contains information about the irreversibility of the time-evolution of
the system, so to derive it we need to specify procedures to time-reverse both states
and dynamics. Specifically, we will define an effectively “time-reversed” experiment
that we can perform whose results can be compared to the time-forward experiment.
As discussed in the Introduction, the point here is not to literally reverse the flow
of time upon completion of the time-forward experiment (which would just undo the
experiment), but to isolate the effects of dissipative processes, like friction, which result
from complicated interactions with the environment.
For a state x, we denote by x the time-reversed state. In a ballistic model of par-
ticles, x is just the same as x with all of the particle velocities reversed. We are only
talking about the velocities of the particles that make up the system, not the environ-
ment. In practice, an experimenter is not able to control the individual velocities of all
of the particles in the system, so it may seem pointless to talk about reversing them.
It will often be possible, however, to set up a time-reversed probability distribution
ρ(x) ≡ ρ(x) given some procedure for setting up ρ(x). For instance, if the system
has a Maxwellian distribution of velocities with zero center-of-mass motion, then the
probability distribution on phase space is actually time-reversal invariant.
Time reversal of dynamics is simpler, primarily because we have only limited ex-
perimental control over them. The system will have its own internal dynamics, it will
interact with the environment, and it will be influenced by the experimenter. In a real
experiment, it is only the influence of the experimenter that we are able to control,
so our notion of time reversal for the dynamics is phrased purely in terms of the way
the experimenter decides to influence the system. The experimenter influences the sys-
tem in a (potentially) time-dependent way by following an experimental protocol, λ(t),
which we have called the “forward protocol.” The forward protocol is a sequence of in-
structions to carry out using some given apparatus while the experiment is happening.
We therefore define a “reverse protocol,” which simply calls for the experimenter to
execute the instructions backward. In practice, that involves time-reversing the con-
trol parameters (e.g., reversing macroscopic momenta and magnetic fields) and running
58
them backwards in time, sending
λi(t)→ λ¯i(τ − t). (3.2.16)
For simplicity we will generally assume that the control parameters are individually
invariant under time-reversal, so we won’t distinguish between λ and λ¯. The non-
trivial aspect of the reverse protocol is then simply exchanging t with τ − t. If the
control parameters are time-independent for the forward protocol, then there will be
no difference between the forward and reverse protocols. This kind of experiment
involves setting up the initial state of the system and then just waiting for a time τ
before making measurements.
Recall that the transition functions piF for the system were defined assuming the
experimenter was following the forward protocol. The reverse protocol is associated
with a set of reverse transition functions piR. We define piR in analogy with (3.2.2) as
piR(x′ → x) ≡ P (Xτ = x|X0 = x′;λ (τ − t)), (3.2.17)
normalized as usual so that
∫
piR(x′ → x) dx = 1.
We will also need a time-reversed version of the joint distribution PF . As before, let
ρ0(x) denote the initial distribution, and let ρτ |m(x) and ρτ (x) denote the distributions
at time τ after following the forward protocol with and without Bayesian updates due
to measurement, respectively. Then, following (3.2.5) and (3.2.13), define
PR(x, x′) ≡ ρτ (x′)piR(x′ → x),
PR|m(x, x′) ≡ ρτ |m(x′)piR(x′ → x). (3.2.18)
Although the reverse transition functions piR are written as functions of the time-
reversed states x and x′, it is straightforward to apply the time-reversal map on these
states to obtain the left-hand side purely as a function of x and x′.
It is helpful to think of these reverse joint probabilities in terms of a brand new
experiment that starts fresh and runs for time τ . The initial distribution for this
experiment is given by the final distribution coming from the forward experiment (with
or without updates), and the experiment consists of time-reversing the state, executing
the reverse protocol, and then time-reversing the state once more.
Our formalism should be contrasted with the typical formulation of a reverse ex-
periment found in the literature. The initial distribution for the reverse experiment
is frequently taken to be the equilibrium distribution for the final choice of control
parameters [42]. The present method is more similar to the formalism of Seifert [150]
in which an arbitrary final distribution, p1(xt), is considered.
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Note that in the definition of PR|m, unlike in (3.2.13) above, the conditioning on
m does not affect the transition function piR. This is because, from the point of view
of the reverse experiment, the measurement happens at the beginning. But piR is a
conditional probability which assumes a particular initial state (in this case x′), and
so the measurement m does not provide any additional information that can possibly
affect the transition function. Also note the ordering of the arguments as compared
with PF in (3.2.5): the initial state for the reversed experiment is the second argument
for PR, while the initial state for the forward experiment is the first argument in PF .
Finally, we record the useful identity
PF |m(x, x′)
PR|m(x, x′)
= PF (x, x
′)
PR(x, x′)
, (3.2.19)
assuming both sides are well-defined for the chosen states x and x′.
3.2.4 Heat Flow
The Crooks Fluctuation Theorem [41] relates forward and reverse transition functions
between equilibrium states to entropy production. It can be thought of as arising via
coarse-graining from the “detailed fluctuation theorem,” which relates the probabilities
of individual forward and backward trajectories to the heat generated along the path
through phase space [42, 137]. Outside the context of equilibrium thermodynamics,
this relationship can be thought of as the definition of the “heat flow”:
Q[x(t)] ≡ log piF [x(t)]
piR[x(τ − t)] . (3.2.20)
The quantity Q[x(t)] can be equated with the thermodynamic heat (flowing out of the
system, in this case) in situations where the latter concept makes sense. (More properly,
it is the heat flow in units of the inverse temperature of the heat bath, since Q[x(t)] is
dimensionless.) However, Q[x(t)] is a more general quantity than the thermodynamic
heat; it is well-defined whenever the transition functions exist, including situations far
from equilibrium or without any fixed-temperature heat bath.
In a similar manner, we can use the coarse-grained transition functions (depending
on endpoints rather than the entire path) to define the following useful quantity,
Q(x→ x′) ≡ log piF (x→ x
′)
piR(x′ → x) . (3.2.21)
This quantity Q, the “generalized heat flow,” is intuitively a coarse-grained version of
the change in entropy of the environment during the transition x → x′ in the forward
experiment, though it is well-defined whenever the appropriate transition functions
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exist. Similar concepts of coarse-grained entropy production have been explored pre-
viously in the literature [153, 154]. It is this generalized heat flow that will appear in
our versions of the Second Law and the Bayesian Second Law.
3.3 Second Laws from Relative Entropy
All of the information about forward and reversed transition probabilities of the system
is contained in the joint forward probability distribution PF (x, x′) and reverse distri-
bution PR(x, x′), defined in (3.2.5) and (3.2.18), respectively. The effects of a Bayesian
update on a measurement outcome m are accounted for in the distributions PF |m(x, x′)
and PR|m(x, x′), given in (3.2.13) and (3.2.18). The most concise statements of the
Second Law therefore arise from comparing these distributions.
3.3.1 The Ordinary Second Law from Positivity of Relative Entropy
The relative entropy, also known as the Kullback-Leibler divergence [149], is a measure
of the distinguishability of two probability distributions:
D(p‖q) ≡
∫
dx p(x) log p(x)
q(x) ≥ 0. (3.3.1)
In a rough sense, D(p‖q) can be thought of as the amount of information lost by replac-
ing a true distribution p by an assumed distribution q. Relative entropy is nonnegative
as a consequence of the concavity of the logarithm, and only vanishes when its two
arguments are identical. In this sense it is like a distance, but with the key property
that it is asymmetric in p and q, as both the definition and the intuitive description
should make clear.
The relative entropy has been used in previous literature to quantify the infor-
mation loss due to the stochastic evolution of a system. This has been achieved by
analyzing path-space or phase-space distributions at a fixed time [42, 155, 156]. In a
similar manner, we compute the relative entropy of the forward probability distribution
with respect to the reverse one. However, we think of PF (x, x′) and PR(x, x′) each as
single distributions on the space Γ× Γ, so that
D(PF‖PR) =
∫
dxdx′ PF (x, x′) log
PF (x, x′)
PR(x, x′)
. (3.3.2)
Into this we can plug the expressions (3.2.5) and (3.2.18) for PF and PR, as well as
the relations (3.2.6) between those distributions and the single-time distributions ρ0(x)
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and ρτ (x′), to obtain
D(PF‖PR) =
∫
ρ0(x)piF (x→ x′)
(
log ρ0(x)
ρτ (x′)
+ log piF (x→ x
′)
piR(x′ → x)
)
dxdx′ (3.3.3)
= S(ρτ )− S(ρ0) +
∫
dxdx′ PF (x, x′)Q(x→ x′). (3.3.4)
Here S is the usual Gibbs or Shannon entropy,
S(ρ) ≡ −
∫
ρ(x) log ρ(x) dx, (3.3.5)
and Q is the generalized heat flow defined by (3.2.21) above. The first two terms in
(3.3.4) constitute the change in entropy of the system, while the third term represents
an entropy change in the environment averaged over initial and final states. This
expansion of (3.3.4) is essentially a restatement of the Kawai-Parrondo-van den Broeck
equality [155]. We will introduce the notation 〈·〉F to denote the average of a quantity
with respect to the probability distribution PF ,
〈f〉F ≡
∫
dxdx′ PF (x, x′)f(x, x′). (3.3.6)
The positivity of the relative entropy (3.3.2) is therefore equivalent to
∆S + 〈Q〉F ≥ 0, (3.3.7)
with equality if and only if PF = PR. This is the simplest form of the Second Law; it
states that the change in entropy of the system is bounded from below by (minus) the
average of the generalized heat Q with respect to the forward probability distribution.
The result (3.3.7) is an information-theoretical statement; in the general case we
should not think of S as a thermodynamic entropy, or 〈Q〉F as the expectation value
of a quantity which can be measured in experiments. To recover the thermodynamic
Second Law, we must restrict ourselves to setups in which temperature, heat flow, and
thermodynamic entropy are all well-defined. In this case, we can interpret 〈Q〉F as the
expected amount of coarse-grained heat flow into the environment. “Coarse-grained”
here refers to the difference between the endpoint-dependent Q(x → x′) and the fully
path-dependent Q[x(t)] introduced above. By considering the relative entropy of the
forward path-space probability PF [x(t)] with respect to the reverse one PR[x(t)], we can
recover the ordinary Second Law with the ordinary heat term, obtained from (3.3.7)
by the replacement Q → Q. We will have more to say about the relationship between
these two forms of the ordinary Second Law in the following section.
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3.3.2 A Refined Second Law from Monotonicity of Relative Entropy
Given any pair of probability distributions p(x, y), q(x, y) on multiple variables, we
have
D(p(x, y)‖q(x, y)) ≥ D
(∫
dy p(x, y)
∣∣∣∣ ∣∣∣∣∫ dy q(x, y)) . (3.3.8)
This property is known as the monotonicity of relative entropy. To build intuition, it
is useful to first consider a more general property of the relative entropy:
D(p‖q) ≥ D (Wp‖Wq) ∀W, (3.3.9)
where W is a probability-conserving (i.e., stochastic) operator. This result follows
straightforwardly from the definition of relative entropy and the convexity of the loga-
rithm. In words, it means that performing any probability-conserving operation W on
probability distributions p and q can only reduce their relative entropy.
In information theory, (3.3.9) is known as the Data Processing Lemma [157–159],
since it states that processing a signal only decreases its information content. Marginal-
izing over a variable is one such way of processing (it is probability-conserving by the
definition of p and q), so marginalization, in particular, cannot increase the relative
information. Intuitively, (3.3.8) says that marginalizing over one variable decreases the
amount of information lost when one approximates p with q.
Our single-time probability distributions ρt(x) can be thought of as marginalized
versions of the joint distribution PF (x, x′), following (3.2.6). We can also define a new
“cycled” distribution by marginalizing PR(x, x′) over x′ to obtain
ρ˜(x) ≡
∫
dx′ PR(x, x′) =
∫
dx′ρτ (x′)piR(x′ → x). (3.3.10)
This is the probability distribution we find at the conclusion of the reversed experiment,
or, in other words, after running through a complete cycle of evolving forward, time-
reversing the state, evolving with the reverse protocol, and then time-reversing once
more. In the absence of environmental interaction, we expect the cycled distribution to
match up with the initial distribution ρ0(x), since the evolution of an isolated system
is completely deterministic.
Applying monotonicity to PF and PR by marginalizing over the final state x′, we
have
D(PF‖PR) ≥ D(ρ0‖ρ˜) ≥ 0, (3.3.11)
or simply, using the results of the previous subsection,
∆S + 〈Q〉F ≥ D(ρ0‖ρ˜) ≥ 0. (3.3.12)
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This is a stronger form of the ordinary Second Law. It states that the change in
entropy is bounded from below by an information-theoretic quantity that characterizes
the difference between the initial distribution ρ0 and a cycled distribution ρ˜ that has
been evolved forward and backward in time.
In the context of a numerical simulation, it is easier to calculate D(ρ0‖ρ˜) than
D(PF‖PR), since the former only depends on knowing the probability distribution of
the system at two specified points in time. D(ρ0‖ρ˜) can readily be calculated by evolv-
ing the distribution according to the forward and reverse protocols. This is in contrast
with D(PF‖PR), the computation of which requires knowledge of joint probability dis-
tributions. Obtaining the joint distributions is more difficult, because one must know
how each microstate at the given initial time relates to the microstates of the future
time. This bound therefore provides an easily-calculable contraint on the full behavior
of the system. We note that similar approaches involving coarse-graining have been
previously explored in the literature [155].
Monotonicity of the relative entropy also allows us to succinctly state the rela-
tionship between the path-space and endpoint-space formulations of the Second Law.
Indeed, the relationship between the probabilities PF [x(t)] and PF (x, x′) is
PF (x, x′) =
∫ x(τ)=x′
x(0)=x
Dx(t)PF [x(t)], (3.3.13)
with a similar relationship between the reversed quantities. Monotonicity of relative
entropy then implies that
D(PF [x(t)]‖PR[x(t)]) ≥ D(PF (x, x′)‖PR(x, x′)). (3.3.14)
Since the changes in entropy are the same, this inequality reduces to the relationship
〈Q[x(t)]〉F ≥ 〈Q(x→ x′)〉F between the expected heat transfer and the expected coarse-
grained heat transfer, which can also be shown directly with a convexity argument.
The point here is that the path-space and endpoint-space formulations of the ordinary
Second Law (as well as the Bayesian Second Law in the following section) are not
independent of each other. Endpoint-space is simply a coarse-grained version of path-
space, and the monotonicity of relative entropy tells us how the Second Law behaves
with respect to coarse-graining.
3.4 The Bayesian Second Law
Now we are ready to include Bayesian updates. It is an obvious extension of the
discussion above to consider the relative entropy of the updated joint probabilities
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PF |m and PR|m, which is again non-negative:
D(PF |m‖PR|m) ≥ 0. (3.4.1)
This is the most compact form of the Bayesian Second Law (BSL).
3.4.1 Cross-Entropy Formulation of the BSL
It will be convenient to expand the definition of relative entropy in several different
ways. First, we can unpack the relative entropy to facilitate comparison with the
ordinary Second Law:
D(PF |m‖PR|m) =
∫
dx ρ0|m(x) log ρ0(x)−
∫
dx′ ρτ |m(x′) log ρτ (x′) + 〈Q〉F |m . (3.4.2)
Here we have used the expressions (3.2.13) and (3.2.18) for the joint distributions, as
well as the identity (3.2.19). We have also extracted the generalized heat term,
〈Q〉F |m ≡
∫
dxdx′ PF |m(x, x′) log
piF (x→ x′)
piR(x′ → x) , (3.4.3)
which is the expected transfer of generalized heat out of the system during the forward
experiment given the final measurement outcome. This is an experimentally measurable
quantity in thermodynamic setups: the heat transfer is measured during each trial
of the experiment, and 〈Q〉F |m is the average over the subset of trials for which the
measurement outcome was m. The remaining two terms are not identifiable with a
change in entropy, but we have a couple of options for interpreting them.
The form of (3.4.2) naturally suggests use of the cross entropy between two distri-
butions, defined as
H(p, q) = −
∫
dx p(x) log q(x). (3.4.4)
(Note that this is not the joint entropy, defined for a joint probability distribution p(x, y)
as − ∫ dxdy p(x, y) log p(x, y).) Using this definition, the relative entropy between the
updated joint distributions (3.4.2) may be rewritten in the form,
D(PF |m‖PR|m) = H(ρτ |m, ρτ )−H(ρ0|m, ρ0) + 〈Q〉F |m . (3.4.5)
The Bayesian Second Law is then
∆H(ρm, ρ) + 〈Q〉F |m ≥ 0. (3.4.6)
Here, ∆ is the difference in the values of a quantity evaluated at the final time τ and
the initial time 0.
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To get some intuition for interpreting this form of the BSL, it is useful to recall the
information-theoretic meaning of the entropy and cross entropy. Given a probability
distribution p(x) over the set of microstates x in a phase space Γ, we can define the
self-information associated with each state,
Ip(x) = log
1
p(x) . (3.4.7)
This quantity is also referred to as the Shannon information, “surprisal”, or in the
context of stochastic thermodynamics, the stochastic Shannon entropy [141, 160]. The
self-information measures the information we would gain by learning the identity of
the specific microstate x. If x is highly probable, it’s not that surprising to find the
system in that state, and we don’t learn that much by identifying it; if it’s improbable
we have learned a great deal. From this perspective, the entropy S(p) =
∫
dx p(x)Ip(x)
is the expectation value, with respect to p(x), of the self-information associated with
p(x) itself. It is how much we are likely to learn, on average, by finding out the actual
microstate of the system. In a distribution that is highly peaked in some region, the
microstate is most likely to be in that region, and we don’t learn much by finding it out;
such a distribution has a correspondingly low entropy. In a more uniform distribution,
we always learn something by finding out the specific microstate, and the distribution
has a correspondingly higher entropy.
In contrast, the cross entropy H(p, q) =
∫
dx p(x)Iq(x) is the expectation value
with respect to p(x) of the self-information associated with q(x). Typically p(x) is
thought of as the “true” or “correct” distribution, and q(x) as the “assumed” or “wrong”
distribution. We believe that the probability distribution is given by q(x), when it is
actually given by p(x). The cross entropy is therefore a measure of how likely we are to
be surprised (and therefore learn something) if we were to be told the actual microstate
of the system, given that we might not be using the correct probability distribution.
The cross entropy is large when the two distributions are peaked, but in different places;
that maximizes the chance of having a large actual probability p(x) for a state with
a large self-information Iq(x). When the two distributions differ, we are faced with
two distinct sources of uncertainty about the true state of the system: the fact that
there can be uncertainty in the true distribution, and the fact that we are working with
an assumed distribution rather than the true one. Mathematically, this is reflected in
the cross entropy being equal to the entropy of the true distribution plus the relative
entropy:
H(p, q) = S(p) +D(p‖q). (3.4.8)
The cross entropy is always greater than the entropy of the true distribution (by positiv-
ity of relative entropy), and reduces to the ordinary entropy when the two distributions
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are the same.
The Bayesian Second Law, then, is the statement that the cross entropy of the
updated (“true”) distribution with respect to the original (“wrong”) distribution, plus
the generalized heat flow, is larger when evaluated at the end of the experiment than
at the beginning. In other words, for zero heat transfer, the expected amount of
information an observer using the original distribution function would learn by being
told the true microstate of the system, conditioned on an observation at the final time,
is larger at the final time than at the initial one.
We note that the quantity H(ρt|m, ρt) only has operational meaning once a mea-
surement has occurred, since performing the Bayesian update to take the measurement
into account requires knowledge of the actual measurement outcome. The BSL is a
statement about how much an experimenter who knows the measurement outcome
would expect someone who didn’t know the outcome to learn by being told the mi-
crostate of the system. Therefore, there is not any sense in which one can interpret an
increase of H(ρt|m, ρt) with increasing t as an increase in a dynamical quantity. This
is in contrast with the dynamical interpretation of the monotonic increase in entropy
over time in the ordinary Second Law. It is, in fact, the case that H(ρt|m, ρt) does in-
crease with increasing t for zero heat transfer, but this increase can only be calculated
retroactively once the measurement has actually been made. Of course, in the case
of a trivial measurement that tells us nothing about the system, the BSL manifestly
reduces to the ordinary Second Law, since H(ρ, ρ) = S(ρ).
3.4.2 Alternate Formulations of the BSL
Another natural quantity to extract is the total change in entropy after the two-step
process of time evolution and Bayesian updating, which we will call ∆Sm:
∆Sm ≡ S(ρτ |m)− S(ρ0). (3.4.9)
This is the actual change in the entropy over the course of the experiment in the mind
of the experimenter, who initially believes the distribution is ρ0 (before the experiment
begins), and ultimately believes it to be ρτ |m. In terms of this change in entropy, we
have
D(PF |m‖PR|m) = ∆Sm + 〈Q〉F |m +D(ρτ |m‖ρτ ) +
∫
dx (ρ0|m(x)− ρ0(x)) log ρ0(x).
(3.4.10)
The second to last term, D(ρτ |m‖ρτ ), is the relative entropy of the posterior distribution
at time τ with respect to the prior distribution; it can be thought of as the amount of
information one gains about the final probability distribution due to the measurement
outcome. This is a natural quantity in Bayesian analysis, called simply the information
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gain [161]; maximizing its expected value (and hence the expected information learned
from a measurement) is the goal of Bayesian experimental design [162]. Because it
measures information gained, it tends to be largest when the measurement outcome m
was an unlikely one from the point of view of ρτ . The final term exactly vanishes in the
special case where the initial probability distribution is constant on its domain, which
is an important special case we will consider in more detail below.
Using (3.4.10), the positivity of relative entropy is equivalent to
∆Sm + 〈Q〉F |m ≥ −D(ρτ |m‖ρτ ) +
∫
dx (ρ0(x)− ρ0|m(x)) log ρ0(x). (3.4.11)
The left-hand side of this inequality is similar to that of the ordinary Second Law,
except that the result of the measurement is accounted for. In the event of an unlikely
measurement we would intuitively expect that it should be allowed to be negative.
Accordingly, on the right-hand side we find that it is bounded from below by a quantity
that can take on negative values. Indeed, the more unlikely the measurement is, the
greater D(ρτ |m‖ρτ ) is, and the more the entropy is allowed to decrease.
Finally, we can expand the relative entropy in terms of S(ρ0|m) instead of S(ρ0).
That is, we define the change in entropy between the initial and final updated distri-
butions,
∆S(ρm) ≡ S(ρτ |m)− S(ρ0|m). (3.4.12)
(Note the distinction between ∆S(ρm) here and ∆Sm in (3.4.9)). This is the answer to
the question: “Given the final measurement, how much has the entropy of the system
changed?” Then (3.4.11) is equivalent to
∆S(ρm) + 〈Q〉F |m ≥ D(ρ0|m‖ρ0)−D(ρτ |m‖ρτ ). (3.4.13)
This change of entropy can be contrasted with S(ρτ |m) − S(ρ0), which is a statement
about the change in the experimenter’s knowledge of the system before and after the
measurement is performed.
The right hand side of (3.4.13) has the interesting property that it is always less
than or equal to zero. This can be shown by taking the difference of the relative
entropies and expressing it in the form
D(ρ0|m‖ρ0)−D(ρτ |m‖ρτ ) =
∫
dxdx′
ρ0(x)piF (x→ x′)P (m|x′)
P (m) log
piF (x→ m)
P (m|x′) .
(3.4.14)
We have defined piF (x → m) ≡ ∫ dx′piF (x → x′)P (m|x′) for convenience. It is only
possible to write the difference in this form because the initial and final distributions
are related by evolution (3.2.14). Using the concavity of the logarithm, it can then be
shown that this quantity is non-positive.
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One final point of interest in regards to (3.4.11) and (3.4.13) is their average with
respect to measurement outcomes. The inequality is predicated on a specific mea-
surement outcome, m; averaging with respect to the probability of obtaining a given
measurement, we find
〈∆Sm〉+ 〈Q〉F ≥ −I(Xτ ;M), (3.4.15)
〈∆S(ρm)〉+ 〈Q〉F ≥ I(X0;M)− I(Xτ ;M), (3.4.16)
where I(Xt;M) is the mutual information between the microstate of the system at time
t and the measurement outcome observed at time τ . Here the mutual information can
be expressed as the relative entropy of a joint probability distribution to the product
of its marginal distributions, I(X;M) = D(ρ(x,m)‖ρ(x)ρ(m)).
Inequalities similar to (3.4.15) and (3.4.16) can be found in the existing litera-
ture for nonequilibrium feedback-control [139, 160, 163–166]. A careful accounting of
mutual informations and entropy production in feedback controlled systems has been
performed in [160]. While we have not explicitly included feedback-control in our for-
malism, we see that (3.4.15) corresponds to the bounds on the entropy production of
a system under measurement and feedback-control when the initial state of the system
is uncorrelated with that of the measuring device. This equivalence is unsurprising as
this is essentially the setup we are considering presently. One may also show that both
(3.4.15) and (3.4.16) are equivalent to (3.3.7) using standard identities involving the
mutual information and conditional entropy.
Unlike the averaged inequalities (3.4.16), (3.4.15), and other similar inequalities
in the literature [139, 141, 147, 160], the forms (3.4.11) and (3.4.13) of the Bayesian
Second Law hold independently for each possible measurement outcome. These enable
us to make contact with the change in thermodynamic properties of the system for
specific measurement outcomes. In particular, (3.4.11) and (3.4.13) allow us to study
a system over only those measurement outcomes which appear to naively violate the
Second Law.
3.4.3 A Refined BSL from Monotonicity of Relative Entropy
So far we have rewritten the relative entropy of the forward and reverse distributions
(3.4.1) in various ways, but there is a refined version of the BSL that we can formulate
using monotonicity of relative entropy, analogous to the refined version of the ordinary
Second Law we derived in Section 3.3.2. Following the definition of the cycled distri-
bution ρ˜ in (3.3.10), we can define an updated cycled distribution by marginalizing the
updated reverse distribution over initial states,
ρ˜m(x) ≡
∫
dx′ PR|m(x, x′) =
∫
dx′ρτ |m(x′)piR(x′ → x). (3.4.17)
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The monotonicity of relative entropy then implies that
D(PF |m‖PR|m) ≥ D(ρ0|m‖ρ˜m). (3.4.18)
This is the refined Bayesian Second Law of Thermodynamics in its most compact form,
analogous to the refined Second Law (3.3.12).
Expanding the definitions as above, the refined BSL can be written as
∆H(ρm, ρ) + 〈Q〉F |m ≥ D(ρ0|m‖ρ˜m), (3.4.19)
or equivalently as
∆Sm+〈Q〉F |m ≥ D(ρ0|m‖ρ˜m)−D(ρτ |m‖ρτ )+
∫
dx (ρ0(x)−ρ0|m(x)) log ρ0(x). (3.4.20)
From the form of (3.4.19), we see that the change in the cross entropy obeys a tighter
bound than simple positivity, as long as the cycled distribution deviates from the
original distribution (which it will if the evolution is irreversible).
In a similar manner to (3.4.11), we can average (3.4.20) over all possible measure-
ment outcomes to arrive at a stronger form of (3.4.15) which accounts for the average
irreversibility of the experiment.
Other versions of the Second Law can be obtained from the relative entropy by
inserting different combinations of PF |m, PR|m, PF , and PR. We have chosen to highlight
D(PF‖PR) and D(PF |m‖PR|m) because these are the combinations which we can expect
to vanish in the case of perfect reversibility, and thus characterize the time-asymmetry
of the dynamics. Other possibilities, like D(PF |m‖PR), are always nonzero as long as
information is gained from the measurement.
3.5 Bayesian Integral Fluctuation Theorems
The inequalities derived in Section 3.4 allow us to make statements about the aver-
age values of various thermodynamic variables during the non-equilibrium evolution
of the system. However, such expressions are fundamentally limited in the amount
of information they provide for small systems where fluctuations are significant. To
describe the role of fluctuations, a wide literature of fluctuation theorems has been
developed [39, 41, 137, 138, 141]. In this section, we will derive Bayesian analogs of
such fluctuation theorems.
Recall the simple identity (3.2.19):
PR(x, x′)
PF (x, x′)
= PR|m(x, x
′)
PF |m(x, x′)
= ρτ (x
′)
ρ0(x)
e−Q(x→x
′), (3.5.1)
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which we have made use of in previous sections. We may rewrite (3.5.1) in the following
form,
PR(x, x′)
PF (x, x′)
= elog ρτ (x′)−log ρ0(x)−Q(x→x′), (3.5.2)
We note that the first pair of terms in the exponential consitute the negative of the
change in stochastic entropy during the evolution of the system along a forward trajec-
tory [141]. As such, we see that (3.5.2) is the Crooks fluctuation theorem for entropy
production [41]. However, making use of the relation in (3.5.1), we also find
PR|m(x, x′)
PF |m(x, x′)
= elog ρτ (x′)−log ρ0(x)−Q(x→x′). (3.5.3)
This demonstrates the rather surprising fact that the same fluctuation theorem which
holds for the unupdated joint distributions also holds for the updated joint distributions.
While (3.5.3) appears to have the form of the Crooks fluctuation theorem, it is impor-
tant to note that the stochastic entropy production in the exponential corresponds to
unupdated trajectories. This is generally different from what would be considered the
stochastic entropy production along the same trajectory after performing a Bayesian
update.
We can obtain integral fluctuation theorems from (3.5.2) and (3.5.3) by computing
the expectation value of the ratio with respect to PF (or PF |m). Naively, one would
multiply by PF and find PFPR/PF = PR, but we need to keep track of the domain of
integration: we are only interested in points where PF 6= 0 (PF |m 6= 0) when computing
an average with respect to PF (PF |m). So we have, for instance,〈
PR
PF
〉
F
=
∫
PF 6=0
dxdx′ PR(x, x′). (3.5.4)
This integral will be equal to one unless there is a set of zero PF -measure with nonzero
PR-measure. On such a set, the ratio PR/PF diverges. Generically this will include all
points where ρ0(x) vanishes, unless Q happens to diverge for some choices of x′ (e.g.,
one reason for PR to vanish is that certain transitions are strictly irreversible). Note
that if ρ0(x) is nowhere zero and Q does not ever diverge (as in most physically relevant
situations), then this integral is equal to one. This is true no matter how small ρ0(x)
is or how large Q, as long as they are nonzero and finite everywhere, respectively. For
this reason, (3.5.4) generically is equal to one.
The same reasoning holds for the updated probabilities:〈
PR|m
PF |m
〉
F |m
=
∫
PF |m 6=0
dxdx′ PR|m(x, x′). (3.5.5)
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Since the ratio PR|m/PF |m is identical to the ratio PR/PF , the condition for this integral
to equal one is the same as the previous integral, which means it is generically so.
To summarize, we have constants a, bm such that〈
PR
PF
〉
F
=
〈
elog ρτ (x
′)−log ρ0(x)−βQ(x→x′)
〉
F
= a ≤ 1, (3.5.6)
〈
PR|m
PF |m
〉
F |m
=
〈
elog ρτ (x
′)−log ρ0(x)−βQ(x→x′)
〉
F |m = bm ≤ 1. (3.5.7)
By perturbing the initial state by an arbitrarily small amount, we can make PR/PF
finite everywhere (excluding divergences in Q), and so a 6= 1 and bm 6= 1 are in some
sense unstable. We can use Jensen’s inequality on each of these to extract a Second
Law:
D(PF‖PR) ≥ − log a ≥ 0 (3.5.8)
D(PF |m‖PR|m) ≥ − log bm ≥ 0. (3.5.9)
Thus, these integral fluctuation theorems contain within them the results from the
positivity of relative entropy, (3.3.7) and (3.4.1).
The relation (3.5.6) is related to the Jarzynski equality, or nonequilibrium work
relation [39] 〈
e−W
〉
= e−∆F . (3.5.10)
Here, W is the work performed between initial and final states and ∆F is the free-
energy difference between the equilibrium states corresponding to the initial and final
conditions. For this equality we do not require that the system actually attains an
equilibrium distribution at the end of the experiment, even though the result is phrased
in terms of the equilibrium free energy. Our (3.5.6), by contrast, refers to the actual
initial and final distributions, whatever they may be, and does not invoke equilibrium
quantities. But it is straightforward to show that (3.5.6) implies (3.5.10) if we assume
microscopic reversibility of the underlying dynamics. Consider an initial distribution
ρ0(x) that is in equilibrium. The distribution ρτ (x′) will in general not be in equilibrium,
but we can imagine extending our protocol from τ to τ ′, keeping fixed all of the control
parameters, until an equilibrium distribution ρτ ′(x′′) is reached. The work done on the
system can be defined in terms of the energy of a microstate E(x) and the heat flow
(3.2.20) through
E(x′′)− E(x) = Q[x(t)] +W [x(t)], (3.5.11)
while the free energy F can be defined for an equilibrium distribution through
ρeq(x) =
1
Z
eF−E(x). (3.5.12)
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For the extension period from τ to τ ′ (when the control parameters are fixed), micro-
scopic reversibility implies that the heat flow satisfies
Q[xτ→τ ′(t)] ≡ log piF [xτ→τ ′(t)]
piR[xτ→τ ′(τ ′ − t)] = log
ρτ ′(x′′)
ρτ (x′)
= E(x′′)− E(x′), (3.5.13)
consistent with our intuition that no work is performed during this period. We can
consider a version of (3.5.6) that is expressed in terms of specific paths (rather than
simply endpoints) by replacing Q → Q and including an average over these paths in
the expectation value. Then applying this to the entire process from equilibrium at
t = 0 to a different equilibrium at t = τ ′, we have〈
elog ρτ ′ (x
′′)−log ρ0(x)−Q(x→x′′)
〉
F
=
〈
e∆F−∆E−Q(x→x
′′)
〉
F
= e∆F
〈
e−W
〉
F
= a. (3.5.14)
This recovers the Jarzynski equality (3.5.10), in the generic case when a = 1.
We see that (3.5.7) provides a generalized integral fluctuation theorem which in-
cludes Bayesian updating. Importantly, (3.5.7) holds independently for each possible
measurement outcome. A similar type of integral fluctuation theorem has been proven
in the context of two-time measurements of a quantum system without Bayesian updat-
ing [167–169]. Taken together, (3.5.6) and (3.5.7) demonstrate that for any experiment,
two different classes of integral fluctuation theorems hold. If we partition a large set of
experimental trials based on measurement outcomes, each subset obeys its own integral
fluctuation theorem, (3.5.7). However, if we consider all experimental trials together,
(3.5.6) holds. This leads us to the relation∫
dm P (m)bm = a. (3.5.15)
Finally, we note that there are also integral fluctuation theorems corresponding to
the monotonicity inequalities. Consider〈
PR
PF
ρ0
ρ˜
〉
F
=
∫
PF 6=0
dxdx′
PR(x, x′)∫
dy′ PR(x, y′)
ρ0(x) ≤ 1. (3.5.16)
Applying Jensen’s inequality reproduces the monotonicity result:
D(PF‖PR) ≥ D(ρ0‖ρ˜). (3.5.17)
The refined Bayesian Second Law follows similarly from the integral fluctuation theo-
rem, 〈
PR|m
PF |m
ρ0|m
ρ˜m
〉
F |m
= cm ≤ 1. (3.5.18)
73
This may be re-expressed as:〈
elog ρτ (x
′)−log ρ0(x)−βQ(x→x′)+log[ρ0|m(x)]−log[ρ˜m(x)]
〉
F |m = cm. (3.5.19)
We see that (3.5.19) extends (3.5.7) by also including the information loss from
the stochastic evolution of the system. As was the case for (3.5.7), (3.5.19) holds
independently for each possible measurement outcome.
3.6 Applications
As a way to build some intuition for the Bayesian point of view we have been discussing,
we will go through a few simple examples and special cases.
3.6.1 Special Cases
Perfect Complete Measurement. If a measurement does not yield any new infor-
mation, then the updated probabilities are identical to the prior probabilities and the
Bayesian Second Law reduces to the ordinary Second Law. On the other hand, consider
a measuring device that is able to tell us with certainty what the exact microstate of
the system is at the time of measurement. The outcome m of the experiment is then a
single point in phase space. If we employ such a device, we have the following simplified
expressions:
ρ0|m(x) =
ρ0(x)piF (x→ m)
ρτ (m)
, (3.6.1)
ρτ |m(x′) = δ(x′ −m), (3.6.2)
piF |m(x→ x′) = δ(x′ −m)θ(piF (x→ m)), (3.6.3)
ρ˜m(x) = piR(m→ x). (3.6.4)
Using these simplifications, we find
D(PF |m‖PR|m) = D(ρ0|m‖ρ˜m), (3.6.5)
so the refined Bayesian Second Law is always saturated. This is because marginalization
of the joint distribution over the final endpoint results in no loss of information: we are
still conditioning on the measurement outcome m, which tells us the final endpoint.
The Boltzmann Second Law of Thermodynamics. In the Boltzmann formu-
lation of the Second Law, phase space is partitioned into a set of macrostates. Each
microstate is assigned to a macrostate; the entropy of a microstate x is defined as the
entropy of its associated macrostate Σ(x), which is the logarithm of the macrostate’s
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phase space volume |Σ|. We can reproduce this formulation as a special case of the
Bayesian measurement formalism: the measuring device determines which macrostate
the microstate belongs to with absolute certainty. If the measurement outcome m
indicates that the system is in some particular macrostate (but doesn’t include any
additional information), we have
P (m|x) = 1m(x) ≡
1 if x ∈ m,0 if x 6∈ m. (3.6.6)
We also choose our initial distribution to be uniform over an initial macrostate Σ0:
ρ0(x) =
1
|Σ0|1Σ0(x). (3.6.7)
Then we have the identities
〈− log ρ0(x)〉F |m = log |Σ0| = S(ρ0), (3.6.8)
〈− log ρτ (x)〉F |m = −
∫
dx ρτ |m(x) log ρτ |m(x) +
∫
dx ρτ |m(x) log
ρτ |m(x)
ρτ (x)
(3.6.9)
= S(ρτ |m) +D(ρτ |m‖ρτ ). (3.6.10)
Then the refined Bayesian Second Law (3.4.20) simplifies to
∆Sm + 〈Q〉F |m ≥ D(ρ0|m‖ρ˜m)−D(ρτ |m‖ρτ ). (3.6.11)
The left-hand side of this inequality is not quite the same as in the Boltzmann
formulation, because S(ρτ |m) is not the entropy associated with any of the previously
established macrostates. But we do have the inequality S(ρτ |m) ≤ log |m|, which is the
entropy of the final macrostate. So the left-hand side of (3.6.11) can be replaced by the
usual left-hand side of the Boltzmann Second Law while maintaining the inequality.3
The right-hand side of the Boltzmann Second Law is zero, while in (3.6.11) we
have the difference of two positive terms. The Boltzmann Second Law can be violated
by rare fluctuations, and here we are able to characterize such fluctuations by the fact
that they render the right-hand side of our inequality negative. We can also give an
explicit formula for the term D(ρτ |m‖ρτ ) that comes in with a minus sign:
D(ρτ |m‖ρτ ) = − log
∫
m
dx′ ρτ (x′) = − logP (m) = Im, (3.6.12)
3And, as we have discussed previously, the coarse-grained Q can be replaced by the path-space Q
as well.
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where Im is the self-information associated with the measurement outcome m. When
the observed measurement is very surprising, the entropy change has the opportunity to
become negative. This gives quantitative meaning to the idea that we gain information
when we observe rare fluctuations to lower-entropy macrostates. In particular, the
entropy change may be negative if the information gain from the measurement is greater
than the information loss due to irreversible dynamics.
3.6.2 Diffusion of a Gaussian in n Dimensions.
As our final analytic example, we consider a dynamical model that can be solved
analytically. Let the configuration space be Rn, and suppose the time evolution of the
probability density is diffusive. That is,
ρτ (x′) =
∫
dnx
1
(2piDτ)n/2 e
− |x−x′|22Dτ ρ0(x). (3.6.13)
Then we can identify the transition function with the heat kernel:
piF (x→ x′) = 1(2piDτ)n/2 e
− |x−x′|22Dτ . (3.6.14)
We will assume for simplicity that the diffusion is unaffected by time reversal, so that
piF = piR ≡ pi, and that the states x are also unaffected by time reversal. (Alternatively,
we can assume that time-reversal is some sort of reflection in x. The distributions we
consider will be spherically symmetric, and hence invariant under such reflections.)
Note that since pi(x → x′) = pi(x′ → x), this implies Q = 0. We will analyze the
system without including measurement, again for simplicity, and we will also assume
that the initial density profile is Gaussian with initial width σ. Diffusion causes the
Gaussian to spread:
ρτ (x) =
1
(2pi(σ +Dτ))n/2 e
− x22(σ+Dτ) . (3.6.15)
We can also calculate the entropy as a function of time:
S(τ) =
∫
dnx
1
(2pi(σ +Dτ))n/2 e
− x22(σ+Dτ)
[
x2
2(σ +Dτ) +
n
2 log(2pi(σ +Dτ))
]
(3.6.16)
= n2 log(σ +Dτ) +
n
2 log 2pie. (3.6.17)
Therefore, we have ∆S = n2 log(1 +
Dτ
σ
). The relative entropy D(ρ0‖ρ˜) is also easy to
calculate, since in this case ρ˜ = ρ2τ :
D(ρ0‖ρ˜) = n2
[
log
(
1 + 2Dτ
σ
)
− 2Dτ
σ + 2Dτ
]
. (3.6.18)
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The refined Second Law from monotonicity of the relative entropy says that ∆S ≥
D(ρ0‖ρ˜). Let us see how strong this is compared to ∆S ≥ 0. For small τ , we have
D(ρ0‖ρ˜) ≈ n(Dτ/σ)2, as compared to ∆S ≈ nDτ/2σ. So the bound from monotonicity
is subleading in τ , so perhaps not so important. For large τ , though, we have D(ρ0‖ρ˜) ≈
n
2
[
log Dτ
σ
− log e2
]
, as compared to ∆S ≈ n2 log Dτσ . Now the bound is fairly tight, with
the relative entropy matching the leading behavior of ∆S.
3.6.3 Randomly Driven Harmonic Oscillator
As a slightly more detailed – and potentially experimentally realizable – example to
which we can apply the Bayesian Second Law, we consider the harmonic oscillator.
Imagine a single, massive particle confined to a one-dimensional harmonic potential,
with spring constant and potential minimum treated as time-dependent control param-
eters, coupled to a heat bath which generates dissipative and fluctuating forces. Such
a system may be described by the Fokker-Planck equation,
∂ρ(x, p, t)
∂t
= 2
τ∗
ρ(x, p, t) +
(
k(t) [x− z (t)] + 2
τ∗
p
)
∂ρ(x, p, t)
∂p
− p
M
∂ρ(x, p, t)
∂x
+ 2M
βτ∗
∂2ρ(x, p, t)
∂p2
. (3.6.19)
Here we have defined τ∗ to be the dissipation time-scale, k(t) to be the spring constant,
z(t) to be the location of the potential’s minimum, M to be the mass of the oscillator,
and β to be the inverse temperature of the heat bath. For simplicity, we choose to
work in units natural for this system by taking β = 1, M = 1, and k(t = 0) = 1. We
also choose τ∗ = 1, so that we are in the interesting regime where the dissipation and
oscillation time scales are comparable.
We assume that the experimenter is only capable of measuring the position of the
particle and not its momentum. For a microstate with position x, we assume that
P (m|x) is given by a Gaussian distribution in m centered at x with standard deviation
σ = 0.2. This means that the experimenter is likely to find a measured value m within
a range ±0.2 of the true position x. This measuring device is therefore quite sensitive
when compared to the typical size of thermal fluctuations, which is of order unity.
There is no analytical solution to (3.6.19) in the regime of interest, so the system
must be modeled numerically. This can be done by discretizing phase space on a lattice
and using finite-difference methods to evolve the discrete probability distribution. We
have performed this process using the finite element solver package FiPy [170] for the
Python programming language. To elucidate different aspects of the BSL, we consider
three different simulated experiments. The phase space evolution of these experiments
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Figure 3.3 Figure 3.4 Figure 3.5
S(ρ0) 2.84 0.31 0.31
S(ρτ ) 2.91 2.93 2.96
∆S 0.07 2.61 2.65
〈Q〉F −0.04 5.99 7.99
∆S + 〈Q〉F 0.02 8.61 10.64
D(ρ0‖ρ˜) 0.01 7.68 10.64
S(ρ0|m) 2.47 −0.43 0.31
S(ρτ |m) 1.23 1.12 1.23
∆Sm −1.61 0.81 0.92
D(ρ0|m‖ρ0) 1.01 0.70 < 0.01
D(ρτ |m‖ρτ ) 2.71 1.37 1.24
H(ρ0|m, ρ0) 3.48 0.26 0.31
H(ρτ |m, ρτ ) 3.94 2.49 2.47
∆H 0.46 2.23 2.16
〈Q〉F |m −0.40 6.14 8.47
∆H + 〈Q〉F |m 0.06 8.36 10.64
D(ρ0|m‖ρ˜m) 0.04 7.65 10.63
LHS of Eqn 3.4.20 −2.01 6.94 9.39
RHS of Eqn 3.4.20 −2.03 6.235 9.39∣∣∣LHS−RHSLHS ∣∣∣ < 0.01 0.10 < 0.01〈
PR
PF
〉
F
1.00 1.00 1.00〈
PR
PF
ρ0
ρ˜
〉
F
1.00 1.00 1.00〈
PR|m
PF |m
〉
F |m
1.00 1.00 1.00〈
PR|m
PF |m
ρ0|m
ρ˜m
〉
F |m
1.00 1.00 1.00
Table 3.2. List of thermodynamic properties calculated for three numerically simulated
experiments.
is shown in Figures 3.3 - 3.5, found in Appendix 3.A, while the thermodynamic quan-
tities calculated are tabulated in Table 3.2. The source code which was used to carry
out these simulations and animations of the evolution are also available.4
We first consider the simple experiment shown in Figure 3.3. The system begins
in thermal equilibrium, Figure 3.3a. The experiment is carried out under a “trivial”
4See: http://preposterousuniverse.com/science/BSL/
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protocol, where the experimenter fixes k(t) = 1 and z(t) = 0. Under this protocol, the
system is allowed to evolve from t = 0 to t = 1 before a measurement is performed.
As seen in Figure 3.3b, the thermal distribution is nearly unchanged by this evolution.
(Due to finite-size effects, the thermal distribution is not perfectly stationary). At
the end of the experiment, a measurement of the position is made and we assume
that the unlikely fluctuation m = 2 is observed. The experimenter can then use this
information to perform a Bayesian update on both the initial and final distributions
as shown in Figures 3.3d and 3.3e. To evaluate the irreversibility of this experiment,
the experimenter must also examine the time-reversed process. The updated cycled
distribution which results from evolving under the time-reversed protocol is shown in
Figure 3.3f.
While this experiment and its protocol are fairly simple, they illustrate several key
features of the Bayesian Second Law. Before the final measurement is performed, the
experimenter would state that ∆S = 0.07. After performing the measurement, this
becomes ∆Sm = −1.61 with a heat transfer of 〈Q〉F |m = −0.40. Naively using these
updated quantities in (3.3.7) leads to an apparent violation of the usual Second Law
of Thermodynamics. However, this is remedied when one properly takes into account
the information gained as a result of the measurement. A more careful analysis then
shows ∆H = 0.46 and D(ρ0|m|ρ˜m) = 0.04. As such, we see that (3.4.19) is satisfied and
that the inequality is very tight.
We will now consider the same (trivial) protocol with a different initial distribution.
The experimenter knows the initial position of the oscillator and the magnitude, but
not the direction, of its initial momentum with a high degree of certainty. As such,
there are two regions of phase space the experimenter believes the system could be in.
The initial distribution is shown in Figure 3.4a. The system is then allowed to evolve
until t = 0.5 as shown in Figure 3.4b. At the end of the experiment, the position of
the oscillator is measured to be m = 2. The impact of this measurement can be seen
in Figures 3.4d and 3.4e.
Due to the outcome of the measurement, the experimenter is nearly certain that
the oscillator had positive initial momentum. One therefore expects this information
gain to be roughly one bit and this is confirmed by D(ρ0|m‖ρ0) = 0.70 ≈ log 2. Despite
this sizable information gain for the initial distribution, we note that the information
gain for the final distribution is even greater with D(ρτ |m‖ρτ ) = 1.37. This is expected
because, regardless of the measurement outcome, the experimenter will always gain at
least as much information about the final distribution than the initial when performing
a measurement. Evaluating the remaining terms, see Table 3.2, we once again find that
the BSL is satisfied.
Lastly, consider an experiment that starts with the same initial state but uses a
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non-trivial protocol where the potential is “dragged”. The experimenter keeps k(t) = 1
fixed but varies z(t). For times between t = 0 and t = 1, the experimenter rapidly
drags the system according to z(t ≤ 1) = 2t. After this rapid dragging motion, the
experimenter keeps z(t > 1) = 2 and allows the system to approach equilibrium until
a measurement performed at t = 5. Importantly, this gives the system a significant
amount of time to reach its new equilibrium distribution before the measurement is
performed. The experimenter then measures the oscillator’s position and finds it to be
centered in the new potential (m = 2). The evolution of this system is shown in Figure
3.5.
Due to the change in protocol, the experimenter gains an appreciable amount
of information about the final distribution of the system, but negligible information
about the initial distribution. Specifically, we find that D(ρτ |m‖ρτ ) = 1.24, while
D(ρ0|m‖ρ0) < 0.01. This is because the system is given time to fully thermalize before
the measurement, so any information about the initial state is lost by the time the
measurement is performed. Also of interest is the difference between the forward and
reverse protocol. As shown in Figures 3.5a and 3.5b, the forward protocol results in
most distributions reaching the new thermal equilibrium. However, the same is not
true of the reverse protocol: the distributions in Figures 3.5c and 3.5f are not near
equilibrium. This is due to the asymmetry between the forward and reverse protocols.
We also calculated the quantities appearing in the Bayesian integral fluctuation
theorems derived in Section 3.5; they appear in Table 3.2. We find that for all three
experimental protocols considered, these are well defined and equal to unity.
3.7 Discussion
We have shown how to include explicit Bayesian updates due to measurement outcomes
into the evolution of probability distributions obeying stochastic equations of motion,
and derived extensions of the Second Law of Thermodynamics that incorporate such
updates. Our main result is the Bayesian Second Law, which can be written in various
equivalent forms (3.4.1), (3.4.6), (3.4.11), (3.4.13):
D(PF |m‖PR|m) ≥ 0, (3.7.1)
∆H(ρm, ρ) + 〈Q〉F |m ≥ 0, (3.7.2)
∆Sm + 〈Q〉F |m ≥ −D(ρτ |m‖ρτ ) +
∫
dx (ρ0(x)− ρ0|m(x)) log ρ0(x), (3.7.3)
∆S(ρm) + 〈Q〉F |m ≥ D(ρ0|m‖ρ0)−D(ρτ |m‖ρτ ). (3.7.4)
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We also used monotonicity of the relative entropy to derive refined versions of the
ordinary Second Law and the BSL, (3.3.12) and (3.4.19):
∆S + 〈Q〉F ≥ D(ρ0‖ρ˜) ≥ 0, (3.7.5)
∆H(ρm, ρ) + 〈Q〉F |m ≥ D(ρ0|m‖ρ˜m) ≥ 0. (3.7.6)
Finally, we applied similar reasoning to obtain Bayesian integral fluctuation theorems,
such as (3.5.7): 〈
PR|m
PF |m
〉
F |m
= bm ≤ 1. (3.7.7)
In the remainder of this section we briefly discuss some implications of these results.
Downward fluctuations in entropy. As mentioned in the Introduction, there
is a tension between a Gibbs/Shannon information-theoretic understanding of entropy
and the informal idea that there are rare fluctuations in which entropy decreases. The
latter phenomenon is readily accommodated by a Boltzmannian definition of entropy
using coarse-graining into microstates, but it is often more convenient to work with
distribution functions ρ(x) on phase space, in terms of which the entropy of a system
with zero heat flow will either increase or remain constant.
The BSL resolves this tension. The post-measurement entropy of the updated
distribution ρτ |m can be less than the original starting entropy ρ0, as the right-hand
side of (3.7.3) can be negative. On the rare occasions when that happens, there is still a
lower bound on their difference. From the information-theoretic perspective, downward
fluctuations in entropy at zero heat flow are necessarily associated with measurements.
This perspective is also clear from the refined Bayesian version of the Boltzmann
Second Law (3.6.11), in which the right-hand side can be of either sign. We can see
that downward fluctuations in entropy at zero heat flow occur when the amount of
information gained by the experimenter exceeds the amount of information lost due to
irreversible dynamics.
The usefulness of the BSL is not restricted to situations in which literal observers
are making measurements of the system. We might be interested in fluctuating biolog-
ical or nanoscale systems in which a particular process of interest necessarily involves a
downward fluctuation in entropy. In such cases, even if there are no observers around to
witness the fluctuation, we may still be interested in conditioning on histories in which
such fluctuations occur, and asking questions about the evolution of entropy along the
way. The BSL can be of use whenever we care about evolution conditioned on certain
measurement outcomes.
The Bayesian arrow of time. Shalizi [171] has previously considered the evo-
lution of conservative systems with Bayesian updates. For a closed, reversible system,
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the Shannon entropy remains constant over time, as the distribution evolves in accor-
dance with Liouville’s Theorem. If we occasionally observe the system and use Bayes’s
rule to update the distribution, our measurements will typically cause the entropy to
decrease, because conditioning reduces entropy when averaged over measurement out-
comes, 〈S(ρm)〉m ≤ S(ρ). At face value, one might wonder about an apparent conflict
between this fact and the traditional understanding of the arrow of time, which is based
on entropy increasing over time. This should be a minor effect in realistic situations,
where systems are typically open and ordinary entropy increase is likely to swamp any
decrease due to conditioning, but it seems like a puzzling matter of principle.
Our analysis suggests a different way of addressing such situations: upon making
a measurement, we can update not only the current distribution function, but the
distribution function at all previous times as well. As indicated by (3.7.4), the entropy
of the updated distribution can decrease even at zero heat transfer. We have identified,
however, a different quantity; the cross entropy H(ρm, ρ) of the updated distribution
with respect to the unupdated one, which has the desired property of never decreasing
(3.7.2). For a closed system, both the updated entropy and the cross entropy will
remain constant; for open systems the cross entropy will increase. It is possible to
learn about a system by making measurements, but we will always know as much or
more about systems in the past than we do about them in the present.
Statistical physics of self-replication. The application of statistical mechanics
to the physics of self-replicating biological systems by England [140] was one of the
inspirations for this work. England considers the evolution of a system from an initial
macrostate, I, to a final macrostate, II, and finds an inequality which bounds from
below the sum of the heat production and change in entropy by a quantity related to
the transition probabilities between the two macrostates. This inequality, however, does
not explicitly make use of a Bayesian update based on the observation of the system’s
final macrostate: as we have seen previously, the inclusion of Bayesian updates can
significantly change one’s interpretation of the entropy production.
In seeking to interpret England’s inequality within our framework, we consider
the form of the BSL in an experiment where the initial distribution has support only
on the initial macrostate, and the measurement at the conclusion determines the fi-
nal macrostate. This is a slight generalization of the Boltzmann setup considered in
Section 3.6.1 above. We then have the option to consider the difference between the
entropy of the updated final distribution and the entropy of either the updated or
unupdated initial distribution.
First, making use of the unupdated initial state, it can be shown that
S(ρτ |II)− S(ρ0) + 〈Q〉F |II ≥ − log
pi(II→ I)
pi(I→ II) + S(ρ0|II)− S(ρ0). (3.7.8)
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This inequality is similar in spirit to England’s. When S(ρ0|II) ≥ S(ρ0), England’s
inequality immediately follows. Alternatively, using the updated initial state, we find
S(ρτ |II)−S(ρ0|II)+〈Q〉F |II ≥ D(ρ0|II‖ρ˜II)+D(ρ0|II‖ρ0)−D(ρτ |II‖ρτ ) ≥ − log
pi(II→ I)
pi(I→ II) .
(3.7.9)
This differs from England’s result only in that the entropy of the initial state has
been replaced by the entropy of the updated initial state. Making this adjustment to
England’s inequality, we recover his bound from the bound given by the BSL. (We
thank Timothy Maxwell for proving this relation).
Future directions. In this paper we have concentrated on incorporating Bayesian
updates into the basic formalism of statistical mechanics, but a number of generaliza-
tions and applications present themselves as directions for future research. Potential
examples include optimization of work-extraction (so-called “Maxwell’s demon” exper-
iments) and cooling in nanoscale systems, as well as possible applications to biological
systems. It would be interesting to experimentally test the refined versions of the or-
dinary and Bayesian Second Laws, to quantify how close the inequalities are to being
saturated. We are currently working to extend the BSL to quantum systems.
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3.A Oscillator Evolution
Here we show plots of the distribution functions for the three numerical harmonic-
oscillator experiments discussed in Section 3.6.3.
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(e) Updated final distribution
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(f) Updated cycled distribution
Figure 3.3. Evolution of a damped harmonic oscillator coupled to a heat bath in initial
thermal equilibrium under a trivial protocol. Units are chosen such that M = 1, k(t = 0) = 1,
and β = 1. Each graph shows the phase space probability distribution with respect to position
and momentum at different points in the experiment.
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(e) Updated final distribution
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(f) Updated cycled distribution
Figure 3.4. Evolution of a damped harmonic oscillator coupled to a heat bath with known
position and magnitude of momentum under a trivial protocol. Units are chosen such that
M = 1, k(t = 0) = 1, and β = 1. Each graph shows the phase space probability distribution
with respect to position and momentum at different points in the experiment.
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(b) Final distribution
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(c) Cycled distribution
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(d) Updated initial distribution
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(e) Updated final distribution
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(f) Updated cycled distribution
Figure 3.5. Evolution of a damped harmonic oscillator coupled to a heat bath in initial
thermal equilibrium under a “dragging” protocol. Units are chosen such that M = 1, k(t =
0) = 1, and β = 1. Each graph shows the phase space probability distribution with respect
to position and momentum at different points in the experiment.
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Jarzynski Equality for Driven Quan-
tum Field Theories
The fluctuation theorems, and in particular the Jarzynski equality, are the most im-
portant pillars of modern non-equilibrium statistical mechanics. We extend the quan-
tum Jarzynski equality together with the Two-Time Measurement Formalism to their
ultimate range of validity – to quantum field theories. To this end, we focus on a time-
dependent version of scalar phi-four. We find closed form expressions for the resulting
work distribution function, and we find that they are proper physical observables of the
quantum field theory. Also, we show explicitly that the Jarzynski equality and Crooks
fluctuation theorems hold at one-loop order independent of the renormalization scale.
As a numerical case study, we compute the work distributions for an infinitely smooth
protocol in the ultra-relativistic regime. In this case, it is found that work done through
processes with pair creation is the dominant contribution.
87
4.1 Introduction
In physics there are two kinds of theories to describe motion: microscopic theories whose
range of validity is determined by a length scale and the amount of kinetic energy, such
as classical mechanics or quantum mechanics; and phenomenological theories, such as
thermodynamics, which are valid as long as external observables remain close to some
equilibrium value.
Over the last two centuries, microscopic theories have undergone a rapid develop-
ment from classical mechanics over special relativity and quantum mechanics to quan-
tum field theory. While quantum field theories were originally developed for particle
physics and cosmology, this apporach has been shown to be powerful in the description
of condensed matter systems. Examples include: quasiparticle excitations in graphene,
cavity quantum electrodynamics, topological insulators, and many more [7–9, 172].
In contrast, the development of thermodynamics has been rather stagnant – until
only two decades ago when the first fluctuation theorems were discovered [43, 44, 173].
Conventional thermodynamics can only fully describe infinitely slow, equilibrium pro-
cesses. About all real, finite-time processes the second law of thermodynamics only
asserts that some amount of entropy is dissipated into the environment, which can
be expressed with the average, irreversible entropy production as 〈Σ〉 ≥ 0 [174]. The
(detailed) fluctuation theorem makes this statement more precise by expressing that
negative fluctuations of the entropy production are exponentially unlikely [41, 43, 44],
P(−Σ) = exp (−Σ)P(Σ) . (4.1.1)
The most prominent (integral) fluctuation theorem [175] is the Jarzynski equal-
ity [39], which holds for all systems initially prepared in equilibrium and undergoing
isothermal processes,
〈exp (−βW )〉 = exp (−β∆F ) , (4.1.2)
where β is the inverse temperature, W is the thermodynamic work, and ∆F is the
free energy difference between the instantaneous equilibrium states at the initial and
final times. In its original inception the Jarzynski equality (4.1.2) was formulated
for classical systems with Hamiltonian [39] and Langevin dynamics [40]. Thus, W is
essentially a notion from classical mechanics, where work is given by a force along
a trajectory. The advent of modern fluctuation theorems for classical systems [39–
41, 43, 44, 173, 176] has spurred the development of a new field, which has been dubbed
stochastic thermodynamics [42, 138, 141, 177–179].
In stochastic thermodynamics one focuses on the fluctuating properties of the cen-
tral quantities, such as work and heat, which are defined for single realizations of
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processes operating far from equilibrium. Thus, in the study of nanoscale systems out
of thermal equilibrium it is natural to ask in what regimes quantum effects become
significant and how fluctuation theorems apply to quantum systems [45–58]. Neverthe-
less, it took another decade before it was clearly stated that in quantum mechanical
systems W is not a quantum observable in the usual sense [59]. This means that there
is no hermitian operator, whose eigenvalues are the classically observable values of W .
This is the case because thermodynamic work is a path dependent quantity – a non-
exact differential. Hence, thermodynamic work is given by a time-ordered correlation
function [48, 49, 59].
To gain more insight into the underlying statistics of quantum work the Two-Time
Measurement Formalism [60, 61] has proven powerful: in this formulation, a quantum
system is prepared in contact with a heat bath of inverse temperature β. The system
is then decoupled from the environment and a projective measurement onto the initial
energy eigenbasis is performed. Then, the system is let to evolve before another pro-
jective measurement of the energy is performed. As the system is isolated, the work
performed on the system is identical to the change in energy. Despite its success, this
formalism has several limitations [62], including the lack of thermodynamic accounting
for the measurement process [63] and its inapplicability to coherently controlled quan-
tum systems [64]. Nevertheless, it is important to remark that in complete analogy to
how classical mechanics is contained in quantum mechanics (in the appropriate lim-
its) the Two-Time Measurement Formalism produces work distribution functions which
correspond to those of classical systems in semiclassical approximations [180–184].
To date another decade has gone by, and quantum stochastic thermodynamics is
still incomplete. How to describe thermodynamic work and entropy production in open
quantum systems is still hotly debated [152, 185–194], and with a few exceptions [195–
204] most of the literature is restricted to standard Schro¨dinger quantum mechanics.
The purpose of the present analysis is to significantly broaden the scope of stochas-
tic thermodynamics, and take the next, important step – extending quantum stochastic
thermodynamics to interacting quantum field theories. Conventional thermodynamics
is a phenomenological theory that has no knowledge of the underlying microscopic dy-
namics. In small systems, the dynamics are governed by fluctuations, and in particular
heat and work become fluctuating quantities. The magnitude and characteristics of
these fluctuations, however, are determined by the underlying dynamics and it cru-
cially matters whether one studies a classical, a quantum mechanical, or a quantum
field theoretic model. Therefore, “stochastic thermodynamics of quantum field theo-
ries” studies the fluctuations of the standard thermodynamic quantities as arising from
a quantum field theory in contrast to classical, thermal noise.
In the following, we demonstrate that the Two-Time Measurement Formalism can
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be systematically used to investigate the work distribution functions of a restricted
class of quantum field theories, focusing on a time-dependent version of λφ4. Closed
form expressions for these work distributions are found at leading order, including loop
corrections, through the use of a new diagrammatic technique and a mapping between
finite-time transition amplitudes and infinite-time scattering amplitudes. It is found
that to the perturbative order considered, the work distribution function does not run
with the renormalization scale indicating that the distribution is an observable of the
quantum field theory. We verify that the quantum Jarzynski and Crooks fluctuation
theorems hold exactly and are independent of the renormalization scale. Due to the
form of the work distributions, it is straightforward to show that the fluctuation theo-
rems hold if one removes the loop corrections (as would be the case for a classical field
theory), and also in the non-relativistic limit.
These results demonstrate that quantum fluctuation theorems and stochastic ther-
modynamics can be extended to include quantum field theories, our most fundamental
theory of nature. Thus, our results open the door for future application of fluctuation
theorems to the study of problems at the forefronts of physics – in condensed matter
physics, particle physics, and cosmology.
This paper is organized as follows: In Sec. 4.2 we review the Two-Time Measure-
ment Formalism and the quantum Jarzynski equality. We define a restricted class
of quantum field theories in Sec. 4.3 for which the work distribution function can be
calculated. The energy projection operators for a generic real scalar field theory are
calculated in Sec. 4.4 and a method for calculating finite-time transition amplitudes
from infinite-time scattering amplitudes is introduced. The mathematical details of
this relationship between finite-time and infinite-time amplitudes are detailed in Ap-
pendix 4.A. In Sec. 4.5 we specialize to a time-dependent version of λφ4 and discuss
its renormalization. Then, Sec. 4.6 discusses how closed form expressions for the work
distribution function can be calculated at leading order using a graph theoretic tech-
nique. The details of the derivation can be found in Appendix 4.B while the closed
form expressions for the work distribution function are in Appendix 4.C. We discuss
the analytic properties of the work distribution function in Sec. 4.7 and analytically
verify both the Crooks fluctuation theorem and quantum Jarzynski equality at leading
order for time-dependent λφ4. In Sec. 4.8 we numerically evaluate the work distribu-
tion function for a relativistic bath and a particular driving protocol, and verify the
fluctuation theorems. Interestingly, we find that the dominant process in the work
distribution function is particle pair-production through a loop diagram, an effect only
found in a quantum field theory. We conclude in Sec. 4.9 with a few remarks.
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4.2 Preliminaries: Two-Time Measurement Formal-
ism
We begin by reviewing the Two-Time Measurement Formalism to establish notions and
notation [49]: A quantum system is initially, at t = t1, in thermal equilibrium with a
classical heat bath of inverse temperature β 1. At t = t1 +0+ the system is disconnected
from the heat bath and the energy of the system is projectively measured to be E1.
The system then evolves according to a time dependent protocol until time t = t2. At
this time, the energy of the system is measured to be E2.
Let Hˆ(t) be the Hamiltonian at time t and let U(t2, t1) be the time evolution
operator from t1 to t2, and ΠˆE is the energy projection operator onto the (potentially
degenerate) subspace of eigenstates with energy E. This projection operator is time-
dependent due to the time-dependent Hamiltonian, but for compactness of notation,
this dependence will be implicit.
As the system starts in equilibrium, the initial state of the system is given by the
thermal density matrix
ρˆ0 =
exp
(
−βHˆ(t1)
)
tr
{
exp
(
−βHˆ(t1)
)} . (4.2.1)
The probability of measuring energy E1 at time t1 is then given by
P (E1) = tr
{
ΠˆE1 ρˆ0
}
, (4.2.2)
with the normalized post-measurement state
ρˆE1 =
ΠˆE1 ρˆ0ΠˆE1
tr
{
ΠˆE1 ρˆ0ΠˆE1
} . (4.2.3)
After being projected into the E1 energy subspace, the system is evolved according to
a time-dependent protocol. The conditional probability of measuring energy E2 is
P (E2| E1) = tr
{
ΠˆE2U(t2, t1)ρˆE1U(t1, t2)
}
. (4.2.4)
Importantly, the system is isolated from, or at least very weakly coupled to, the heat
bath during its evolution. As such, the work performed by the experimenter on the
system can be identified with the change in system energy, W ≡ E2 − E1. One may
then define the work distribution function
P(W ) = ∑∫
E1,E2
δ (W − E2 + E1)P (E1, E2) . (4.2.5)
1The choice of an initial Gibbs state is not generic, however it allows one to make contact with
classical thermodynamic quantities.
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Using the definition of the joint probability distribution and Eqs. (4.2.1)-(4.2.5),
P(W ) = ∑∫
E1,E2
δ (W − E2 + E1)
tr
{
ΠˆE1 ρˆ0
}
tr
{
ΠˆE1ΠˆE1 ρˆ0
}tr{ΠˆE2U(t2, t1)ΠˆE1 ρˆ0ΠˆE1U(t1, t2)} .
(4.2.6)
This expression differs from what has previously been shown in the literature due to
the presence of the ratio of traces of the projection operators. This is because in
previous works the quantum system of interest was assumed to have a discrete energy
eigenspectrum. As a consequence, the energy projection operator can be thought of
as an idempotent matrix, i.e. ΠˆE1ΠˆE1 = ΠˆE1 , and thus this additional term is trivial.
However, for systems with a continuum of states the projection operator involves a
delta-function which is not idempotent and has non-zero mass dimension. As such,
this additional term is essential for proper normalization of the work distribution when
one considers a quantum system with a continuum of states.
If the time evolution of system is at least unital 2, the quantum Jarzynski equality
[59–61, 168, 206–208] follows from (4.2.5),∫
dW P (W ) exp (−βW ) = exp (−β∆F ). (4.2.7)
In this expression, ∆F is the change in free energy from the instantaneous equilibrium
distribution at time t1 to time t2.
4.3 Restricted Field Theories
The work distribution function (4.2.6) and corresponding quantum Jarzynski equal-
ity (4.2.7) are natural objects to consider in the context of non-equilibrium statistical
physics. The work distribution function fully classifies all fluctuations involving energy
transfer and the quantum Jarzynski equality strongly constrains the form of these fluc-
tuations [209]. However, P(W ), (4.2.6), is not phrased in a natural manner for studying
a quantum field theory. The work distribution function requires one to know the en-
ergy projection operators, ΠˆE, for the Hamiltonian at the initial and final times. For a
generic quantum field theory, the calculation of these operators may prove intractable.
Furthermore, (4.2.6) is a fundamentally finite-time object as one is performing energy
projection measurements at times t1 and t2. Usually, quantum field theory is applied
to infinite-time scattering processes as is commonly done in particle physics [5]. This
2A unital map is a completely positive map which preserves the identity. More simply, any super-
position of unitary quantum maps is a unital map. [205]
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approximation is valid in the context of particle physics because observations are made
on timescales significantly greater than the characteristic timescale of particle dynam-
ics. However, non-equilibrium work distributions are of greatest interest when these
timescales are comparable.
Given the difficulties associated with the general case, we will restrict the class of
quantum field theories and driving protocols considered. Working in the rest frame
of the experimenter and heat bath, we will assume that the system is governed by a
Hamiltonian of the form H(t) = H0 +HI(t) where H0 is the Hamiltonian for a free field
theory. The interacting part of the Hamiltonian is assumed to be sufficiently smooth
and have the general form
HI(t) =
{
HI(t), for t ∈ (t1, t2)
0, otherwise . (4.3.1)
It should be noted that these restrictions disallow gauge theories where the matter fields
have fixed gauge charges. This is because even in the absence of a classical background
field, charged particles self-interact and interact with each other through the exchange
of gauge bosons.
Imposing these requirements, it follows that the energy projection operators needed
at the beginning and end of the experiment are just those for a free field theory. Fur-
thermore, as will be shown in Sec. 4.4 and Appendix 4.A, it will be possible to map
the finite-time transition probability onto an infinite-time process because the theory
is free at the initial and final times.
These assumptions are essential for our approach in finding the work distribution
function. However, we will make an additional set of assumptions for both simplicity
and definiteness. For the remainder of this paper, we will restrict ourselves to theories
of a single real scalar field, φ, with non-zero mass, m. Such theories are described by
the Lagrangian
L = −12∂µφ∂
µφ− 12m
2φ2 + Ω0 + Lint, (4.3.2)
where the constant Ω0 is included to cancel the zero-point energy. Note that we have
chosen to work in units where ~ = c = 1 and are using the Minkowski metric ηµν =
diag (−1,+1,+1,+1).
Despite their simplicity, such field theories (4.3.2) have applications across a wide
variety of energy scales [4–6]: from phonons [210, 211], the Ginzburg-Landau theory
of superconductivity [212], Landau’s theory of second order phase transitions [213],
and critical phenomena more generally [214] to the study of spontaneous symmetry
breaking [215, 216], the Higgs mechanism [13, 217], and inflationary cosmology [218].
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4.4 Projection Operators And Finite-Time Transi-
tions
Given the form of the interaction (4.3.1), the energy projection operators are the free
theory projection operators. Note that the free Hamiltonian commutes with the number
operator. Hence, we can express energy projection operators as a sum over projections
with definite energy, E, and particle number n. They can be written as
ΠˆE,n =
∫
d˜3k1 . . . d˜3kn δ (E − ω1 − . . .− ωn) 1
n! |k1, . . . , kn〉 〈k1, . . . , kn| , (4.4.1)
where ωj = (m2 + k2j )(1/2) is the energy of the jth particle and d˜3kj = d3kj/ (2pi)
3 2ωj
is the Lorentz invariant measure [4]. Summing over energetically degenerate subspaces
we can further write ΠˆE =
∑
n ΠˆE,n. Even though the field theory has a mass gap,
this general form holds for all energy projection operators, including the ground state
projection with E = 0.
Returning to the work distribution function (4.2.6) and making use of these defi-
nitions for the energy projection operators, we obtain
P(W ) = ∑
n1,n2
∫ n1∏
i
n2∏
j
d˜3ki d˜3k′j δ
(
W +
n1∑
l=1
ωl −
n2∑
l=1
ω′l
)
×
∣∣∣∣∣∣
〈
k′1, . . . , k
′
n2
∣∣∣U(t2, t1) |k1, . . . , kn1〉√
n2!n1!
∣∣∣∣∣∣
2
exp (−β∑n1l=1 ωl)
tr
{
exp
(
−βHˆ0
)} .
(4.4.2)
The distribution (4.4.2) is normalized by the free energy of the free field theory,
tr{exp (−βHˆ0)} = exp (−βF0). The momenta of the incoming and outgoing parti-
cles are integrated over in a Lorentz invariant manner and thus the integration mea-
sure is frame independent. Furthermore, each incoming particle is associated with a
Boltzmann weight exp (−βω). The single delta-function ensures conservation of en-
ergy. Lastly, the quantity
〈
k′1, . . . , k
′
n2
∣∣∣U(t2, t1) |k1, . . . , kn1〉 is the finite-time transition
amplitude for the time-dependent system.
To make use of the machinery of quantum field theory, it will be necessary to
rewrite this finite-time amplitude in terms of an infinite-time scattering process. The
mathematical details are in Appendix 4.A, but a high-level description and the intuition
for the mapping are provided here.
Due to the restrictions placed on the form of the interaction Hamiltonian (4.3.1),
the quantum field theory is free at the initial and final times. One can imagine extending
the finite-time experiment outside of the interval [t1, t2] by assuming the Hamiltonian
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remains non-interacting before and after the projective energy measurements. As the
Hamiltonian is time independent for t ≤ t1 and t ≥ t2, no additional work is performed
and the work distribution function is identical to the finite-time process. Furthermore,
as the projective measurements place the system in an energy eigenstate of the free
theory at the initial and final times, these states can be evolved arbitrarily far into the
past or future, respectively, in the Schro¨dinger picture at the cost of an overall, yet
irrelevant, phase. Thus, we map the finite-time transition amplitude onto an infinite-
time scatttering process, and we find∣∣∣〈k′1, . . . , k′n2∣∣∣U(t2, t1) |k1, . . . , kn1〉∣∣∣ =
∣∣∣∣ ∫ d3x′1d3x1 . . .
× exp (−ik′1x′1) exp (ik1x1) . . .
↔
∂0x′1
↔
∂0x1 . . .
×I 〈Ω|T [UI(∞,−∞)φI(x′1) . . . φI(x1) . . .] |Ω〉I
∣∣∣∣ .
(4.4.3)
In this expression, the subscript I is used to indicate operators in the Interaction
picture. The state |Ω〉I is defined as the vacuum state of the free theory, i.e. Hˆ0 |Ω〉I =
0. We also have f
↔
∂µg ≡ f (∂µg)− (∂µf) g, see Ref. [4].
4.5 Renormalization of time-dependent theories
For non-trivial work to be performed on the system, the interaction Hamiltonian (4.3.1)
must be time-dependent. This time-dependence breaks Lorentz invariance by singling
out a preferred frame, the experimenter’s frame. Thus, quantities such as energy and
time are always measured with respect to this frame. This differs significantly from the
usual approach to quantum field theory where Lorentz invariance essential [5]. As such,
significant care must be taken in the definition and renormalization of the quantum field
theory.
Formulation Generally, we may choose any time-dependent interaction in (4.3.2),
however, we will focus on a time-dependent variant of λφ4, and we have,
Lint = − 14!λ(t)φ
4. (4.5.1)
The time-independent λφ4 is a renormalizable field theory [4–6], which can be shown
rigorously through Dyson-Weinberg power counting arguments [219, 220]. Being renor-
malizable, the theory only requires a finite number of counterterms to cancel divergences
due to loop corrections and is valid at all energy scales, up to considerations of strong
coupling. However, these power counting arguments rely on the Lorentz invariance of
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the field theory’s Lagrangian density. As Lorentz invariance is broken in (4.5.1), it is
not clear that this theory can be renormalized with a finite number of counterterms.
A mathematically equivalent, but more intuitive approach, is to rewrite this field
theory as a non-renormalizable effective field theory with a classical source. This is
done by promoting λ to a classical, non-dynamical, scalar field χcl with mass M . This
mass scale is assumed to be much greater than any other energy scale in the system
and sets the cut-off scale for this effective field theory. As a book-keeping mechanism,
it will be convenient to introduce a dimensionless parameter g = 1 to keep track of the
perturbative expansion as the theory no longer has an explicit coupling constant. The
Lagrangian density then becomes
L = −12∂µφ∂
µφ− 12m
2φ2 + Ω0 − g4!Mχclφ
4. (4.5.2)
Additional interaction terms induced by the breaking of Lorentz invariance are sup-
pressed by increasing powers of g
M
. Equation (4.5.2) can be thought of as the leading
order expression of (4.5.1) as an effective field theory. The interaction term in this
theory has mass-dimension five and thus this theory is non-renormalizable [5]. Being
non-renormalizable, an infinite set of counterterms is required to cancel divergences
and the theory may only be applied at energy scales up to its cutoff, M . For present
purposes, the counterterms of interest may be expressed as
Lctr = −
∑
j,k
cj,k
gj
M j
χjclφ
k. (4.5.3)
One key advantage of the effective field theory (4.5.2) over Eq. (4.5.1) is that
the classical field χcl can be thought of as a work reservoir [174, 221]. This reservoir
sources all interactions and the χcl field carries this energy into or out of the system.
In the present case, this leads to more intuitive Feynman diagrams where energy is
conserved at every vertex as opposed to the theory described in Eq. (4.5.1) where
vertices only include φ, and hence do not conserve energy. Note, however, that the
two approaches are mathematically fully equivalent and we may freely switch between
them by identifying g/M χcl(t) = λ(t).
Renormalization We will be working to leading order in the perturbative parameter
g = 1. However, even at this order, we must consider loop diagrams which are formally
divergent. We will use dimensional regularization in d = 4− dimensions to parameter-
ize the divergences and work within the framework of the MS renormalization scheme
at an energy scale µ to systematically assign values to the counterterms, see e.g. Refs.
[4–6]. At leading order, there are only two divergent diagrams we will need to consider.
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χcl
(a) Loop correction to the propagator.
χcl
(b) Counterterm for the propagator.
Figure 4.1. Leading order corrections to the propagator of the scalar field φ. The interactions
are sourced by insertions of the classical, non-dynamical field χcl.
χcl
(a) Two loop vacuum diagram.
χcl
(b) Counterterm loop vacuum
diagram.
χcl
(c) Counterterm vacuum dia-
gram.
Figure 4.2. Vacuum energy contributions of χcl. The interactions are sourced by insertions
of the classical, nondynamical field χcl.
The first is the loop correction to the φ propagator, Fig. 4.1. The second is the vacuum
energy diagram sourced by the classical field χcl, Fig. 4.2. In these diagrams, the scalar
field φ is denoted by a solid line while the classical background field χcl is represented
by a dotted line.
We first consider the corrections to the φ propagator shown in Fig. 4.1. At leading
order, the propagator is modified by a loop correction, Fig. 4.1a, whose divergent part
is canceled by a counterterm, Fig. 4.1b. The relevant counterterm from the Lagrangian
97
(4.5.3) is c1,2 gMχclφ
2. Working in d = 4− dimensions, the MS renormalization scheme
requires us to fix
c1,2 =
1
2
(
m
4pi
)2 1

. (4.5.4)
In the limit of χcl being a time independent background, the remaining finite part of
the loop-diagram matches with that of regular λφ4 theory.
The diagrams in Fig. 4.2 are used to calculate the change in vacuum energy of the φ
field due to the classical background field χcl. The two loop diagram in Fig. 4.2a is the
vacuum bubble induced by the χcl background. Figure 4.2b includes the contribution
of the counterterm fixed by the loop corrections to the propagator while Fig. 4.2c
corresponds to the contribution of the c1,0 gMχcl counterterm. As the counterterm in
Fig. 4.2b is already fixed by the propagator, the MS scheme requires the choice
c1,0 =
1
2
(
m
4pi
)4 1
2
. (4.5.5)
The remaining finite part of the diagrams in Fig. 4.2 is given by
. . . = − i8
(
m
4pi
)4 ∫
d4z
g
M
χcl(z). (4.5.6)
The expression (4.5.6) involves the integral over all space and time of the background
field χcl. This quantity will be formally infinite unless the system is restricted to a large
but finite spatial volume V . As χcl is spatially uniform in the experimenter’s frame, it
then follows that
. . . = − i8
(
m
4pi
)4
V
∫
dt
g
M
χcl(t). (4.5.7)
Disconnected Vacuum Diagrams In the standard framework of quantum field
theory, one assumes that all interactions are switched on and off adiabatically in the
distant past and future. Consequently, for a field theory with a mass gap, one can
use the adiabatic theorem to show that the disconnected vacuum diagrams only con-
tribute an irrelevant overall phase to any scattering amplitude [222, 223]. However,
non-equilibrium evolution requires that the interaction parameters are varied non-
adiabatically. As such, one must include the disconnected vacuum diagrams in the
calculation of scattering amplitudes.
Consider an n-point correlation function of the form 〈Ω|T [UI(∞,−∞)φI(x1) . . .] |Ω〉.
For a contributing Feynman diagram, we will call any part of the diagram that can
be traced to an external field source φI(xi) connected. The contributions of all such
connected diagrams will be denoted by 〈Ω|T [UI(∞,−∞)φI(x1) . . .] |Ω〉C . Any other
component of the diagram will be considered a disconnected vacuum subdiagram. Note
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that all such vacuum diagrams necessarily involve the background field χcl as it sources
all interactions. The contribution of the set of disconnected vacuum diagrams is given
by 〈Ω|UI(∞,−∞) |Ω〉.
The n-point correlation function factorizes into the product of the connected n-
point diagrams, 〈Ω|T [UI(∞,−∞)φI(x1) . . .] |Ω〉C , and the vacuum diagrams,
〈Ω|UI(∞,−∞) |Ω〉. The vacuum diagram contribution 〈Ω|UI(∞,−∞) |Ω〉 has the
property that it can be expressed as the exponential of the sum of all unique vacuum
diagrams. This is due to the fact that if multiple copies of the same vacuum subdia-
gram are present in a Feynman diagram, one must divide by the number of possible
rearrangements of these identical diagrams. Thus,
〈Ω|T [UI(∞,−∞)φI(x) . . .] |Ω〉 = exp
(∑
Vacuum Diagrams
)
× 〈Ω|T [UI(∞,−∞)φI(x) . . .] |Ω〉C .
(4.5.8)
As was shown in Eq. (4.5.7), the leading order vacuum diagram is purely imaginary.
Therefore, the disconnected vacuum diagrams only contribute an overall phase at lead-
ing order, and thus one only needs to consider diagrams connected to the field sources.
From a thermodynamic perspective, the failure of disconnected vacuum diagrams
to contribute to the work distribution function is expected. Disconnected vacuum
diagrams by definition cannot involve field sources of φ and thus cannot involve the
transfer of energy into or out of the system.
4.6 Work in Quantum Field Theories
Trivial and Non-Trivial Scattering As seen in Sec. 4.4 with details provided in
Appendix 4.A, the finite-time transition probability can be calculated from an infinite-
time scattering process. From (4.4.3) it can be shown that this requires the evaluation
of an n-point correlation function in the Interaction picture. This can naturally be
done by perturbatively expanding the time evolution operator in terms of the Dyson
series and subsequently applying Wick’s theorem to evaluate the resulting free-field
correlation functions. At leading order in perturbation theory we have
UI (∞,−∞) = T>
[
exp
(
−i
∫ ∞
−∞
Hint(t) dt
)]
≈ 1l− i
∫ ∞
−∞
dt Hint(t). (4.6.1)
In this expression Hint(t) is the interaction Hamiltonian in the Interaction picture.
Explicitly, it is given by
Hint =
∫
d3x
[ g
4!Mχcl (x)φ
4
I (x) +c1,0
g
M
χcl (x) + c1,2
g
M
χcl (x)φ2I (x)
]
. (4.6.2)
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Using Eq. (4.6.1) in the scattering amplitude (4.4.3) schematically yields an expression
of the form |〈out| in〉|2 + |〈out|H |in〉|2. This is the sum of two terms with distinct
physical origins: The first term, |〈out| in〉|2, is the scattering amplitude for the triv-
ial process where the perturbation does not enter and no work is performed on the
system. As no work is performed, this will contribute a delta-function to the work
distribution. The second term, |〈out|H |in〉|2, involves non-trivial scattering through
the time-dependent perturbation. The combined probability distributions of these two
processes, however, will not integrate to unity. This is a consequence of working at
finite order in the Dyson series, (4.6.1). The approximation violates unitarity, which
generally has to be imposed by hand, see for instance Ref. [224]. That unitarity does
not hold can be seen as a consequence of the optical theorem [4, 5]. The loop correc-
tions to the propagator that enter at order g2 were not calculated, but are needed for
unitarity to hold if we consider scattering processes of order g.
In the present case, however, it is possible to sidestep this issue since the Jarzynski
equality holds separately for the non-trivial component of the work distribution, ρ(W ).
The full work distribution has the general form P(W ) = a δ(W ) + ρ(W ) where a =
1 − ∫ dW ρ(W ) is a positive constant chosen to impose unitarity. This mirrors the
expected contribution from the neglected loop diagrams required for unitarity by the
optical theorem. Given the restrictions on the interaction Hamiltonian imposed by
(4.3.1), the system starts and ends as a free field theory and thus ∆F = 0. From the
Jarzynski equality, 1 =
∫
dW P (W ) exp (−βW ), we can write,
1− a =
∫
dW ρ(W ) exp (−βW )
⇒
∫
dW ρ(W ) =
∫
dW ρ(W ) exp (−βW )
(4.6.3)
In conclusion, the Jarzynski equality (4.1.2) holds for the normalized, non-trivial part
of the work distribution. Therefore, as the trivial component of the scattering process
only contributes a delta-function to the work distribution and does not impact the
Jarzynski equality, it suffices to consider the non-trivial part of P(W ).
Calculational Approach Several complications arise in the treatment of the non-
trivial scattering term. The interaction Hamiltonian (4.6.2) is composed of terms which
involve the scattering of at most four incoming or outgoing particles. As the general
work distribution function, (4.4.2), involves any number of incoming or outgoing parti-
cles, the Feynman diagrams which describe these processes will be composed of several
disconnected subdiagrams. One must sum over all possible permutations of these sub-
diagrams before squaring the resulting amplitude. This is in stark contrast to the usual
procedure in quantum field theory where one is only interested in fully connected dia-
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grams and their permutations. To further complicate the matter, even once one has the
square of the amplitude of all permutations, one still must integrate over all momenta
and sum over all possible particle numbers as proscribed in (4.4.2). Carrying out this
procedure in generality proves a formidable challenge to a direct application of existing
field theoretic techniques.
In this work, we instead pioneer a graph theoretic approach which allows us to
classify the products of Feynman diagrams in such a manner that the infinite sums
over particle number can be carried out exactly. This leads to closed form expressions
for the leading order work distribution where only a few kinematic integrals must be
performed. The details of this procedure are in Appendix 4.B, but a brief description
is provided here. While |〈out|H |in〉|2 can be thought of as the square of the sum of
all permutated diagrams, it will be more helpful to think of it in terms of the sum over
the crossterms of two permutated diagrams. The incoming and outgoing field sources
of each diagram are labeled by integers up to n1 and n2, respectively. One proceeds to
“glue” the two diagrams together by identifying the corresponding field sources in each
diagram. The resulting “glued” diagram can then be classified in terms of its graph
topology, specifically the topology of the connected subgraph(s) that contain insertions
of the interaction Hamiltonian. Rephrased in this language, the combinatorics of the
sum over permutations and subsequent sum over particle number becomes tractable.
Ultimately, one finds that the work distribution function is naturally written as
the sum of five distributions: the work distribution for when the particle number is
unchanged, the distributions for when the particle number increases, or decreases by
two, and the distributions for when the particle number increases, or decreases by
four. These are denoted by the distributions ρn→n(W ), ρn→n±2(W ), and ρn→n±4(W ),
respectively. It should be stressed that the subscript n in these distributions does
not correspond to a specific particle number as the particle number has been summed
over. Closed form, unnormalized, expressions for these five distributions are given in
Appendix 4.C.
4.7 Analytic Properties
Form of the Work Distributions As an example for the five contributions to
P(W ), we discuss ρn→n+2(W ) in detail as it illustrates all key properties. This distri-
bution may be decomposed into two components:
ρn→n+2 (W ) = ρtreen→n+2 (W ) + ρ
loop
n→n+2 (W ) , (4.7.1)
where ρtreen→n+2 (W ) is the distribution of work arising from tree-level processes and
ρloopn→n+2 (W ) originates from diagrams involving a loop. In a loose sense, ρtreen→n+2 (W )
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(a) Tree diagram contribution to
the work distribution.
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(b) Loop diagram contribution to
the work distribution.
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(c) Tree-level diagram which inter-
feres with the loop diagram.
Figure 4.3. Diagrams which contribute to the work distribution function ρn→n+2(W ).
can be thought of as “classical” contributions to the work distribution as tree-level
diagrams satisfy the classical equations of motion. The distribution ρloopn→n+2 (W ) cor-
responds to processes which violate the classical equations of motion and are purely a
result of second quantization. Only the distributions ρn→n+2(W ) and ρn→n−2(W ) have
contributions from loop diagrams at this order.
We begin with the tree-level contribution. While both the incoming and outgoing
states will potentially involve many particles, the relevant subdiagram generated by
the interaction Hamiltonian is shown in Fig. 4.3a. This is simply the tree-level process
where one particle becomes three. The distribution of resulting work done on the
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system is given by 3,
ρtreen→n+2 (W ) =
V
3!
∣∣∣∣∫ dt λ(t) exp (iWt)∣∣∣∣2 ∫ d˜3k1 d˜3k′1 d˜3k′2 d˜3k′3 δ (W + ω1 − ω′1 − ω′2 − ω′3)
× (2pi)3 δ3 (k1 − k′1 − k′2 − k′3)
(
1
exp (βω1)− 1
)
×
(
1 + 1exp (βω′1)− 1
)(
1 + 1exp (βω′2)− 1
)(
1 + 1exp (βω′3)− 1
)
.
(4.7.2)
While this expression appears rather involved, each factor has a clear physical interpre-
tation. The combinatorial factor of 3! accounts for the symmetry of the three identical
outgoing particles. The probability of doing a particular amount of work scales with
volume of the system; the implications of this will be discussed shortly. The magnitude
squared of the Fourier transform of the time-dependent coupling is the spectral density
and can be thought of as a measure of how much the system is being driven in energy
(frequency) space.
Finally, we have a kinematic integral which is a function of the work performed. The
integration measure is the Lorentz invariant momentum measure d˜3k for each incoming
and outgoing particle. The two sets of delta-functions impose conservation of energy
and momentum including the contributions of the time-dependent background. The
incoming particle is associated with the Bose-Einstein statistics factor, 1/(exp (βω)−1).
This is the density of states for a thermal system of bosons which should be expected
because the system was initially prepared in thermal state. The outgoing particles,
however, are associated with the unusual factor 1 + 1/(exp (βω) − 1). This is the
appropriate density of states because the original occupancy number for a given energy
level is just 1/(exp (βω) − 1), but due to the scattering process the occupancy of this
level must go up by one.
These observations can be generalized to a set of rules for constructing any of the
tree-level work distributions. One associates each incoming particle with the density
of states 1/(exp (βω) − 1) and each outgoing particle with 1 + 1/(exp (βω) − 1). One
then integrates over these kinematic factors in a Lorentz invariant manner and includes
delta-functions for conserving energy and momentum. This is multiplied by the spectral
density of the driving protocol and a factor of the volume. Appropriate symmetry
factors for the incoming and outgoing particles are then included. In principle, one could
arrive at these rules from a simple thermodynamic treatment of the density of states
and subsequent use of classical field theory. We stress that this is not the approach that
3For convenience, we have chosen to work in terms of λ(t) rather than the mathematically equivalent
g/M χcl (t).
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we used and that these expressions for the work distributions were derived by summing
an infinite collection of Feynman diagrams in a fully quantum treatment.
As mentioned earlier, the work distribution function is proportional to the volume
of the system. This leads to restrictions on the applicability of the work distributions
in Appendix 4.C to systems with large volume. As explained in Sec. 4.6, unitary is not
manifest at finite order in the Dyson series. This was sidestepped by noting that the
Jarzynski equality still held for just the non-trivial component of the work distribution
alone. However, it was assumed that the total work distribution function could be
expressed as P(W ) = a δ(W ) + ρ(W ) where a = 1− ∫ dW ρ(W ) is a positive constant
and ρ(W ) is the non-trivial part of the work distribution. Since ρ(W ) is proportional
to the volume, a will become negative for large systems. At this point, our leading
order approximation is no longer valid. Therefore, the range of validity of the present
treatment is
∫
dW ρ(W ) < 1. It may be possible, however, to extend the range of
validity by working to higher orders in perturbation theory.
We now turn our attention to the component of the work distribution function
which arises from loop diagrams,
ρloopn→n+2 (W ) =
V
2
∣∣∣∣∫ dt λ(t) exp (iWt)∣∣∣∣2
(
1 + 1exp (βW/2)− 1
)2 1
W
(∫
d˜3k δ (W − 2ω)
)
×
(∫
d˜3k
1
exp (βω)− 1 +
1
2
(
m
4pi
)2 [
1 + log
(
µ2
m2
)])2
.
(4.7.3)
In this expression, µ is the renormalization scale in the MS scheme, see e.g. Refs. [4–6].
Once again, we see that the work distribution is proportional to the volume and spectral
density of the driving. In this process, there are two outgoing particles, each carrying
half of the work put into the system which is reflected in (1 + 1/(exp (βW/2)− 1))2.
The next two terms in (4.7.3) are a measure of the phase space available to the outgoing
particles. It should be noted that because the particles have non-zero mass, W ≥ 2m,
one does not need to worry about the singular behavior of 1/W .
The final term in (4.7.3) results from the interference of two Feynman diagrams.
The first diagram, shown in Fig. 4.3b, is the one-loop process by which two particles
can be created. This one-loop diagram, however, interferes with the tree-level diagram
given in Fig. 4.3c. This tree-level process involves the production of two particles
where the initial particle is merely a spectator and experiences no change in energy.
The renormalization parameter µ then controls the relative size of the contribution
from each diagram.
Loop diagrams do not exist in classical field theory and are the hallmark of second
quantization. In a classical field theory Eq. (4.7.3) would vanish and thus it may be
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thought of as the change in the work distribution function due to second quantization.
Note, however, that P(W ) may be dominated by these contributions, as we will see in
Sec. 4.8.
As the work distribution (4.7.3) explicitly depends on the renormalization scale µ,
this raises the question whether the work distribution is an observable quantity in quan-
tum field theory. To be a physical, observable quantity, the work distribution should be
independent of the renormalization scale and remain invariant under renormalization
group flow. Beyond the explicit dependence on µ, the coupling constant and mass have
implicit dependence on µ due to renormalization. Using the β-function for this theory,
it can be shown that the running of the work distribution enters at O (λ3). This is a
higher order effect and may be modified by terms beyond leading order. To leading
order the work distribution does not depend on the renormalization scale and therefore
we conclude that the work distribution is, indeed, a physical observable. This can also
be seen as a consequence of the form of Eq. (4.4.2). The work distribution function can
be constructed from knowledge of the scattering amplitudes, which are observables of
the field theory. Therefore, the work distribution must also be an observable.
Fluctuation Theorems We now investigate how fluctuation theorems manifest in a
quantum field theory. Throughout this section, we will always refer to the work distri-
bution functions which are normalized such that the total work distribution integrates
to unity. To make this normalization clear, we will utilize P instead of ρ.
We first consider the Crooks fluctuation theorem [41, 49]. Assuming no change in
free energy, the Crooks fluctuation theorem states that the probability distribution for
a forward process, PA→B(W ), is related to the distribution for the reversed process,
PB→A(−W ), through
PB→A(−W )
PA→B(W )
= exp (−βW ). (4.7.4)
Accordingly, for the time-dependent field theory we have
Pn→n−4(−W )
Pn→n+4(W )
= Pn→n−2(−W )
Pn→n+2(W )
= Pn→n(−W )
Pn→n(W )
= exp (−βW ). (4.7.5)
Using the explicit form of the work distribution functions from Appendix 4.C, we
verify (4.7.5) analytically. Again, this holds independently of the renormalization scale,
µ. The key property of the work distribution functions which allows for a proof of
Eq. (4.7.5) is that each incoming state is associated with the factor 1/(exp (βω) − 1)
while each outgoing state is associated with 1+1/(exp (βω)−1) = exp (βω)/(exp (βω)−
1). The latter is nothing else but an expression of local detailed balance.
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More surprisingly, it can be shown that, independent of renormalization scale,
P treen→n−2(−W )
P treen→n+2(W )
= P
loop
n→n−2(−W )
P loopn→n+2(W )
= exp (−βW ). (4.7.6)
Thus, the Crooks fluctuation theorem holds both with, and without, the contribution
from loop diagrams. Without loop diagrams, one simply has a classical field theory
and the the validity of the fluctuation theorem is well established for classical systems.
Moving to a quantum field theory, loop diagrams must be included, but the Crooks
fluctuation theorem still holds! This requires that order by order loop corrections must
enter in a pairwise manner such that the fluctuation theorem holds at every order.
That the Crooks fluctuation theorem still holds once loop corrections are introduced is
a consequence of the fact that the theorem only depends on unitarity and local detailed
balance.
As the Crooks fluctuation theorem has been verified for our time-dependent field
theory, the Jarzynski equality immediately follows as a consequence. This can quickly
be shown through ∫
dW P(W ) exp (−βW ) =
∫
dW P(−W ) = 1. (4.7.7)
As was true for the Crooks fluctuation theorem, the Jarzynski equality holds indepen-
dent of the renormalization scale and will hold with or without the loop contributions.
In conclusion, we have analytically verified that the Crooks fluctuation theorem
and Jarzynski equality hold independent of renormalization scale for a time-dependent
quantum field theory at leading order. However, the quantum Jarzynski equality made
no assumptions of perturbativity and only required the mild assumption of unital dy-
namics in Eqs. (4.2.6) and (4.2.7). Thus, while not verified analytically, these fluc-
tuation theorems should hold to any order perturbatively and may even hold non-
perturbatively.
4.8 Example: numerical case study
We conclude the analysis with a numerical case study. Throughout this section, we will
work in units such that m = 1. To accentuate the contributions of particle creation
and annihilation we will work with a relativistic bath and driving protocol. We will
assume that the bath has inverse temperature comparable to the particle mass, β = 1.
As driving protocol, we will consider the infinitely smooth but non-analytic “bump”
function,
λ(t) =
λ0 exp
( −t2
1−t2
)
, for |t| ≤ 1
0, otherwise
. (4.8.1)
106
P(W )
-20 -10 10 20
Work
[Mass Units]
0.1
0.2
0.3
0.4
0.5
0.6
0.7
Probability Density
(a) Normalized work distribution function.
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(b) Work distribution functions for subprocesses.
N → N + 4
N → N + 2
N → N
N → N − 2
N → N − 4
-10 0 10 20 30
Work
[Mass Units]
0.002
0.004
0.006
0.008
Probability Density
(c) Zoom-in of Fig. 4.4b focusing on the tail of the work dis-
tributions.
Figure 4.4. Work distribution function and its decomposition into subprocesses for β = m =
1 with driving protocol specified in (4.8.1).
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This function is chosen to avoid any potential issues with continuity of derivatives at
the start and end of the protocol. The overall scale of the driving protocol, λ0, will
ultimately drop out when the work distribution function is normalized. We only require
that λ0 is sufficiently small that the theory is perturbative and our expressions for the
work distribution are valid.
We numerically evaluate the work distribution functions of Appendix 4.C and sub-
sequently normalize the combined P(W ). This yields the total work distribution of
Fig. 4.4a and the work distributions for the various subprocesses shown in Fig. 4.4b.
Both Fig. 4.4a and Fig. 4.4b show the characteristic “exponential asymmetry” which
is indicative of the Jarzynski equality. It is found that both the quantum Jarzynski
equality and Crooks fluctuation theorem hold to within numerical precision. The dom-
inant contribution to the work distribution function is from Pn→n+2(W ) with over 80%
of trials resulting in particle pair production. Surprisingly, within Pn→n+2(W ), over
95% of the distribution is from the loop diagram contributions, P loopn→n+2(W ). Thus, for
this protocol and bath, the majority of the work distribution comes from loop diagrams
which pair produce particles, an effect which only exists in a quantum field theory. Not
including these loop diagrams would produce a markedly different P(W ).
Figure 4.4c gives a zoomed in view of the tail of the work distribution functions.
It can immediately be seen that all of the work distribution functions experience the
same type of oscillatory behavior. This is a result of the spectral density of the time-
dependent coupling vanishing at these energies (frequencies) and is not kinematic in
origin. Figure 4.4c also shows that Pn→n+4(W ) is dominant over Pn→n+2(W ) but only
at large values of work (W & 20 mass units).
4.9 Concluding remarks
Two decades ago, the Jarzynski equality was formulated for classical systems. It re-
quired another decade to formalize the concept of work in the quantum regime. How-
ever, quantum mechanics is not our most complete description of nature. This is
quantum field theory, and another decade later quantum fluctuation theorems have
now been extended to their ultimate limit.
For the sake of accessibility and specificity, we considered a time-dependent variant
of λφ4, for which we found closed form expressions for the work distribution functions.
While this is only one particular quantum field theory, these distribution functions
demonstrate a variety of features which should be anticipated in other field theories.
It should be emphasized that our work is more general than a mere case study, since
the developed methodology can be directly applied to other field theories.
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In the present case, it was shown that the work distribution functions do not run
with the renormalization scale through the perturbative order considered, implying
that these distributions are physical observables of the field theory. It was also found
that both the Crooks fluctuation theorem and Jarzynski equality hold independent of
the renormalization scale, both with and without loop corrections. Remarkably, the
contribution of loop diagrams to the work distribution function can be substantial and
thus essential in the proper description of work fluctuations of quantum field theories
in the relativistic regime.
Until now, particle pair-production and loop effects had not been incorporated in
any study of quantum fluctuation theorems. These effects become dominant in the
relativistic regime. Our results were presented in units of the particle mass which
can obscure physical intuition for the system and protocol being considered. To get
better insight, consider a hypothetical condensed matter system that is described by the
time-dependent λφ4 theory with an effective mass m ∼ 1 eV. Our work distributions
describe the behavior of such a system with an effective temperature of T ∼ 106 K
with a driving time of ∆t = 10−15 s. For a particle with mass comparable to the
electron, m ∼ 1 MeV, this corresponds to temperatures of T ∼ 1012 K and driving
times of ∆t = 10−21 s; conditions relevant for the study of quark-gluon plasma. This is
well beyond the original regime in which the fluctuation theorems were conceived and
outside previous treatments in the literature.
It should be stressed that these results were directly calculated from in-out scat-
tering amplitudes which are the natural building block for the quantum Jarzynski
equality. In particular, we did not need to utilize the Schwinger-Keldysh in-in formal-
ism at any point in the calculation. This was only possible because we were able to
find a mapping between finite-time transition amplitudes and infinite-time amplitudes,
and demonstrated that disconnected vacuum diagrams did not alter the scattering
amplitude. Due to the form of the work distribution function a new diagrammatic
technique had to be developed so that the infinite sum over particle number and sum
over permutations of disconnected Feynman diagrams can be performed analytically.
This technique relies on the topological properties of “glued Feynman diagrams” to
classify permutations and enables the rephrasing of the sum over particle number in
terms of a sum over graph theoretic properties of the glued diagrams.
In the present work, field theoretic calculations were carried out using in-out scat-
tering amplitudes; however, future studies may wish to make use other approaches
to non-equilibrium quantum field theory such as the Schwinger-Keldysh in-in formal-
ism. The greatest strength of the Schwinger-Keldysh formalism is that it has been
extensively studied, and the technical machinery for dealing with renormalization of
time-dependent fields and unitarity is well understood, see e.g. Refs. [225, 226]. Its
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shortcoming in the present context is that the Two-Time Measurement Formalism is
not amenable to an in-in interpretation. The trace form of the work distribution (4.2.6),
appears to be a natural fit for the Schwinger-Keldysh approach, however, the energy
projection operators generally can not be expressed in terms of field valued operators.
It still may be possible to address this with a method similar to what is used in de-
termining the full counting statistics in the Schwinger-Keldysh formalism, but further
research would be required in this direction. An alternative would be to rewrite the
work distribution function in terms of scattering amplitudes as done in (4.4.2), but
these scattering amplitudes are explicitly in-out objects. This would require one to
find the correlation functions in the Schwinger-Keldysh formalism and then calculate
the in-out scattering amplitudes from them. Given these limitations, a fully in-out
approach was preferrable for our study despite the technical difficulties addressed in
this paper. However, the Schwinger-Keldysh approach could be useful in future in-
vestigations, particularly if (4.2.6) can be recast in a form compatible with the in-in
formalism.
While this work focused primarily on time-dependent λφ4, these techniques should
be applicable to any quantum field theory. Even with the restriction that the system
begins and ends as a free field theory, this vastly expands the realm of applicability
for quantum fluctuation theorems. One example of an interesting system which fits
within this paradigm is a cyclic engine acting on a quantum field working medium.
Previous investigations [227] calculated the average behavior of such an engine, how-
ever techniques outlined in this work should allow for a full treatement of the work
fluctuations.
This opens new frontiers for the use of fluctuation theorems; from the relativistic
charge carriers of graphene to the quark gluon plasma produced in heavy ion collidors
to the evolution of the early universe, fluctuation theorems can provide insight into the
short timescale behavior of nonequilibrium systems. While we may now begin applying
quantum fluctuation theorems to the most extreme conditions found in nature, there
is still more progress to be made. The most immediate challenge is to generalize the
approach presented here to make it applicable to a wider variety of quantum field
theories. This would enable the study of gauge fields and more interesting protocols.
Twenty years after the advent of the Jarzynski equality, and ten years after its quantum
equivalent, fluctuation theorems can finally be applied across the full range of energy
and length scales understood in modern physics, but more work is still left to be done.
110
4.A Finite-time Amplitude to Infinite-time Ampli-
tude Mapping
In calculating the work distribution function (4.4.2) for a quantum field theory, one
must address the finite-time transition amplitude
〈
k′1, . . . , k
′
n2 ; t2
∣∣∣U(t2, t1) |k1, . . . , kn1 ; t1〉.
This finite-time amplitude must be rewritten in terms of an infinite-time scattering pro-
cess so that the full machinery of quantum field theory can be used.
In general, the initial and final states of the system will be multiparticle states.
We will specialize to the case of single particle states for notational simplicity; the
generalization to multiparticle states is straightforward.
To distinguish operators in different quantum mechanical pictures, all states and
operators in the Schro¨dinger picture will be denoted by a subscript S and those in the In-
teraction picture will have a subscript I. We start by defining the initial and final states
in terms of the creation and annihilation operators as |k; t1〉S = a†S(k) |Φin; t1〉S and
|k′; t2〉S = a†S(k′) |Φout; t2〉S. In these expressions, |Φin; t1〉S and |Φout; t2〉S are the in-
coming and out-going vacuum states. These states are defined such that H0 |Φin; t1〉S =
H0 |Φout; t2〉S = 0. Using these definitions,
S 〈k′; t2|U(t2, t1) |k; t1〉S = S 〈Φout; t2| aS(k′)U(t2, t1)a†S(k) |Φin; t1〉S . (4.A.1)
We now define a time τ  max (|t1| , |t2|) with the intention of eventually taking
the limit τ → ∞. As the system is assumed to be free at times t1 and t2, one may
trivially extend the finite-time experiment by assuming that the system remains free
outside of the interval t ∈ (t1, t2). This cannot change the work distribution function
as no work is performed keeping the Hamiltonian fixed. Then,
S 〈k′; t2|U(t2, t1) |k; t1〉S = S 〈Φout; τ |U(τ, t2)aS(k′)U(t2, t1)a†S(k)U(t1,−τ) |Φin;−τ〉S .
(4.A.2)
Note, as H(t) = H0 for t /∈ (t1, t2), it is still true that H0 |Φin;−τ〉S = H0 |Φout; τ〉S = 0.
We now define some reference time t0 /∈ (t1, t2) when the Schro¨dinger and Interac-
tion pictures coincide. Passing to the Interaction picture,
S 〈k′; t2|U(t2, t1) |k; t1〉S = S 〈Φout; τ |U0(τ, t0)UI(τ, t2)aI(k′; t2)UI(t2, t1)
× a†I(k; t1)UI(t1,−τ)U0(t0,−τ) |Φin;−τ〉S .
(4.A.3)
In this expression, U0 is the time evolution operator under the free Hamiltonian while UI
is the evolution operator in the Interaction picture. As |Φout; τ〉S and |Φin;−τ〉S are vac-
uum states of the free theory, S 〈Φout; τ |U0(τ, t0) = S 〈Φout; τ | and U0(t0,−τ) |Φin;−τ〉S =
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|Φin;−τ〉S. Furthermore, as both states are annihilated by the free Hamiltonian and
the ground state is unique, they may differ by at most a phase from the ground state
|Ω; t0〉I . As the scattering amplitude will be squared in the final calculation, these phase
factors are irrelevant. Rewriting the scattering amplitude as a time-ordered product,
|S 〈k′; t2|U(t2, t1) |k; t1〉S| =
∣∣∣I 〈Ω|T [UI(τ,−τ)aI(k′; t2)a†I(k; t1)] |Ω〉I ∣∣∣ . (4.A.4)
Using the mode-expansion of the free scalar field and the definition of time-evolution
for operators in the Interaction picture, it is straightforward to show,
exp (iωt)aI (k; t) = i
∫
d3x exp (−ikx)↔∂0φI (x) , (4.A.5)
exp (−iωt)a†I (k; t) = −i
∫
d3x exp (ikx)
↔
∂0φI (x) . (4.A.6)
In these relations, the operator
↔
∂µ is defined such that f
↔
∂µg = f (∂µg) − (∂µf) g, see
Ref. [4].
Making use of (4.A.5) and (4.A.6), it is possible to rewrite Eq. (4.A.4) purely
in terms of field operators in the Interaction picture. As noted before, we are only
interested in the magnitude of Eq. (4.A.4) as any overall phase disappears in Eq. (4.4.2).
Thus, up to an overall irrelevant phase, we find
|S 〈k′; t2|U(t2, t1) |k; t1〉S| =
∣∣∣∣ ∫ d3x′d3x exp (−ik′x′) exp (ikx)
× ↔∂0x′
↔
∂0x I 〈Ω|T [UI(τ,−τ)φI(x′)φI(x)] |Ω〉I
∣∣∣∣ . (4.A.7)
In this expression, it is understood that the time components of the four-vectors x and
x′ are to be evaluated at t1 and t2 respectively.
We may now formally take the limit as τ → ∞. Generalizing to the case of
multiparticle initial and final states,∣∣∣〈k′1, . . . , k′n2∣∣∣U(t2, t1) |k1, . . . , kn1〉∣∣∣ =
∣∣∣∣ ∫ d3x′1d3x1 . . .
× exp (−ik′1x′1) exp (ik1x1) . . .
↔
∂0x′1
↔
∂0x1 . . .
× I 〈Ω|T [UI(∞,−∞)φI(x′1) . . . φI(x1) . . .] |Ω〉I
∣∣∣∣ .
(4.A.8)
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4.B Diagrammatic Technique
As mentioned in Sec. 4.6, when calculating the work distribution function from the
Dyson series one runs into technical difficulties. The interaction Hamiltonian (4.6.2)
is composed of terms which involve at most four field sources while the general work
distribution function (4.4.2) involves any number of incoming or outgoing particles.
As a result, the Feynman diagrams which describe these processes will be composed
of several disconnected subdiagrams. One must sum over all possible permutations of
these subdiagrams before squaring the resulting amplitude; unlike the usual procedure
in quantum field theory where one is only interested in fully connected diagrams and
their permutations.
To motivate our procedure for calculating this sum, it will be necessary to introduce
notation for describing the permutations of Feynman diagrams. From Eq. (4.4.2) it can
be seen that the scattering amplitude will depend on the momenta of the incoming and
outgoing particles and all of these momenta are integrated over in a Lorentz invariant
manner. Let K denote the collection of all momenta and let dK denote the Lorentz
invariant measure. We will let D correspond to a Feynman diagram of interest, such as
the one shown in Fig. 4.5a. Let S be the set of all permutations of the Feynman diagram
which do not interchange incoming for outgoing particles and let σ ∈ S be a particular
permutation. Now define f (W,K) to be all the terms that appear in Eq. (4.4.2) that
are not the scattering amplitude, i.e. the energy conserving delta-function, Boltzmann
factors, and normalization constant. Then, Eq. (4.4.2) can schematically be rewritten
as
P (W ) =
∫
dK f (W,K) ·
∣∣∣∣∣∑
σ∈S
(σ ◦ D) (K)
∣∣∣∣∣
2
(4.B.1)
=
∑
σ1,σ2∈S
∫
dK f (W,K) · (σ1 ◦ D)† (K) · (σ2 ◦ D) (K) (4.B.2)
=
∑
σ1,σ2∈S
∫
dK f (W,K) · D† (K) ·
(
σ2 ◦ σ−11 ◦ D
)
(K) (4.B.3)
= |S|∑
σ∈S
∫
dK f (W,K) · D† (K) · (σ ◦ D) (K) , (4.B.4)
where |S| is the total number of permutations of the diagram D. In moving from
Eq. (4.B.1) to Eq. (4.B.2) we have rewritten the square of the sum as the sum over
crossterms. In Eq. (4.B.3) we have chosen to relabel the momenta K such that the
first diagram D† appears unpermuted. Lastly, in Eq. (4.B.4) we have identified the
composition of permutations as a permutation and performed the sum over the redun-
dant permutation. In these expressions, we have suppressed the sum over incoming
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and outgoing particle number and have ignored potential complications arising from a
process mediated by more than one type of Feynman diagram. Using Eq. (4.B.4), the
work distribution function can be calculated by integrating over the momenta of the
product of an “unpermuted” Feynman diagram and its possible permutations.
Since we are studying a variant of λφ4, at leading order the particle number may
either stay the same, change by two, or change by four. Diagrams with different
numbers of incoming or outgoing particles do not interfere and thus can be considered
separately, as mentioned in Sec. 4.6. For concreteness, we will now consider processes
involving n particles where the particle number is unchanged.
For processes where the particle number is unchanged, the only Feynman diagrams
that contribute at leading order are permutations of Fig. 4.5a. This particular diagram
is drawn for n = 6 and for clarity the insertion of the background field χcl is not shown.
We will choose this diagram to represent the “unpermuted” Feynman diagram D. In
principle, any other valid diagram could be chosen as the “unpermuted” reference, but
Fig. 4.5a is chosen for convenience. Three possible permutations of this diagram are
shown in Fig. 4.5. Note that these permutations only interchange incoming particles
amongst themselves, or outgoing particles amongst themselves. It should also be noted
that the exchange 1↔ 2 is not considered a unique permutation because it leaves the
overall diagram unchanged.
Before Eq. (4.B.4) may be utilized to calculate the work distribution function, one
needs to define a scheme for enumerating possible permutations of Fig. 4.5a. It will
now be demonstrated that the three permutations shown in Figs. 4.5b, 4.5c, and 4.5d
define three classes of permutation which will uniquely catagorize any permutation of
Fig. 4.5a.
Consider Eq. (4.B.4). One is interested in the product of two Feynman diagrams:
D† (K), the conjugate of the unpermuted diagram, and (σ ◦ D) (K), a permuted Feyn-
man diagram. In each Feynman diagram, the incoming and outgoing momenta are
the same. It is only how these momenta are connected to one another through delta-
functions and four-point functions which differs. As the momenta are identical, it will
be helpful to define a “glued” Feynman diagram which is built from the two Feynman
diagrams by treating the field sources for each diagram as identical. For example, in
Figs. 4.5a and 4.5b, the momentum associated with particle 1 in each diagram is the
same. As such, these diagrams can be connected by “gluing” the diagrams together at
this point. Repeating this for each incoming and outgoing field source yields Fig. 4.6a.
For each permuted diagram in Figure 4.5, the corresponding “glued diagram” is shown
in Figure 4.6.
Deep properties of the permutations shown in Fig. 4.5 which are not immediately
apparent in the Feynman diagrams are made manifest in the “glued diagrams” of
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1
2
3
4
5
6
1′
2′
3′
4′
5′
6′
(a) The prototypical example for
a Feynman diagram which con-
tributes to n → n scattering at
leading order.
1
2
3
4
5
6
1′
2′
3′
4′
5′
6′
(b) One type of permutation of the
Feynman diagram in Fig. 4.5a.
1
2
3
4
5
6
1′
2′
3′
4′
5′
6′
(c) A second possible permuta-
tion of the Feynman diagram in
Fig. 4.5a.
1
2
3
4
5
6
1′
2′
3′
4′
5′
6′
(d) A third permutation of the
Feynman diagram in Fig. 4.5a.
Figure 4.5. An incomplete collection of possible Feynman diagrams which contribute to the
non-trivial part of the work distribution for n→ n scattering. For visual clarity, propogators
which are not part of the four-point function are represented with dashed lines and insertions
of the background field χcl are omitted.
Fig. 4.6. For each type of permutation considered, the resulting graph topology in
Fig. 4.6 is different. The permutation of Fig. 4.5b results in the glued diagram of
Fig. 4.6a where the four-point interactions are in distinct subgraphs. This is in contrast
to the permutations of Figs. 4.5c and 4.5d and their glued diagrams, Figs. 4.6b and 4.6c,
which feature both four-point interactions in the same subgraph with a particular
topology. In Fig. 4.6b, colloquially, two of the legs of each four-point interaction are
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1 1′
22′
34′
6 5′
3′4
6′ 5
(a) Glued diagram resulting from
the combination of Fig. 4.5a and
Fig. 4.5b.
1
2
2′
1′
5′
3
4′
6
3′
4 6
′
5
(b) Glued diagram resulting from
the combination of Fig. 4.5a and
Fig. 4.5c.
1
2
1′
2′
3
6
4′
5′
3′
4
6′
5
(c) Glued diagram resulting from
the combination of Fig. 4.5a and
Fig. 4.5d.
Figure 4.6. Glued diagrams generated by identifying the field sources of one Feynman
diagram in Fig. 4.5 with the field sources of another and then connecting the diagrams. For
visual clarity, propagators which are not part of the four-point function are represented with
dashed lines and field sources are denoted by a small square. Insertions of the background
field χcl are omitted.
connected to themselves resulting in “capped ends”. Topologically, there exist closed
cycles one can draw on the graph which pass through only one four-point function. In
the case of Fig. 4.6c, each leg of one four-point interaction is connected to a leg of the
other four-point interaction. This requires any closed cycle to pass through both four-
point functions. The three topologies presented in Figs. 4.6a, 4.6b, and 4.6c are the
only types possible for subgraphs constructed with exactly two four-point functions. As
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such, we can use these three possible topologies to categorize all possible permutations
of Fig. 4.5a.
While the topological approach of the “glued” diagrams has already proven useful
in catagorizing permutations, its greatest value is in making the sum over particle
number in Eq. (4.4.2) tractable. While left implicit in Eq. (4.B.4), the sum over particle
number is troublesome because it requires one to first find a closed form expression for
the n→ n work distribution function in terms of the particle number n and then find
a closed form expression for the infinite sum. This must be done in such a manner that
the cancellation of the potentially divergent normalization factor tr{exp (−βHˆ0)} =
exp (−βF0) is manifest. The glued diagram approach has the advantage of rephrasing
the sum over particle number in terms of a sum over certain simple properties of the
glued diagram.
The actual mathematical manipulations that go into the procedure are tedious
and uninformative, but a high level description is provided here instead. Consider the
Feynman diagram in Fig. 4.5d and the glued diagram Fig. 4.6c. For n > 6, Fig. 4.5d
will include additional field sources and propagators. In the glued diagram, these prop-
agators will either enter the subgraph containing the four-point functions, lengthening
the paths in the graph but not changing the topology, or will create cycle graphs made
entirely of propagators. With appropriate combinatorial factors, the sum over particle
number can then be rephrased in terms of a sum over the length of paths in the sub-
diagram of the four-point functions, a sum over the number of disconnected cycles of
propagators, and a sum over the length of each of these cycles. Importantly, the sum
over the length of paths in the subgraph Fig. 4.6c is independent of the sums over the
number and length of cycles of disconnected propagators. This sum over disconnected
cycles of propagators is just the sum over all possible “trivial” scatterings where the
four-point function never appears. Carrying out this sum ultimately yields the nor-
malization factor tr{exp (−βHˆ0)}. One may then evaluate the sum over path lengths
in Fig. 4.6c by noting that each propagator is a delta-function and each incoming field
source is associated with a Boltzmann weight exp (−βω). This gives a set of geometric
series which can be summed into Bose-Einstein statistics factors. While not shown
here, it can be demonstrated that, due to their subgraph topology, Figs. 4.6a and 4.6b
are proportional to δ (W ) and thus make trivial contributions to the work distribution
function. While the exact diagrammatics differ, this scheme applies equally well to
n→ n± 2 and n→ n± 4 processes.
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4.C Work Distribution Functions
In the calculation of the work distribution function Eq. (4.4.2) for the time-dependent
field theory (4.5.2), it was found that the distribution factored into five distinct parts.
These correspond to realizations of the experiment where the particle number is un-
changed; the particle number increases, or decreases by two; or the particle number
increases, or decreases by four. These are denoted by the distributions ρn→n (W ),
ρn→n±2 (W ), and ρn→n±4 (W ), respectively. As explained in Sec. 4.6, these distribu-
tions are not normalized and this must be done by hand.
The work distribution functions for when the particle number is constant, or
changes by four, are given by
ρn→n−4 (W ) =
1
4!V
∣∣∣∣∫ dt λ(t) exp (iWt)∣∣∣∣2 ∫ d˜3k1 d˜3k2 d˜3k3 d˜3k4
× δ (W + ω1 + ω2 + ω3 + ω4) (2pi)3 δ3 (k1 + k2 + k3 + k4)
×
(
1
exp (βω1)− 1
)(
1
exp (βω2)− 1
)
×
(
1
exp (βω3)− 1
)(
1
exp (βω4)− 1
)
, (4.C.1)
ρn→n (W ) =
1
4V
∣∣∣∣∫ dt λ(t) exp (iWt)∣∣∣∣2 ∫ d˜3k1 d˜3k2 d˜3k′1 d˜3k′2
× δ (W + ω1 + ω2 − ω′1 − ω′2) (2pi)3 δ3 (k1 + k2 − k′1 − k′2)
×
(
1
exp (βω1)− 1
)(
1
exp (βω2)− 1
)
×
(
1 + 1exp (βω′1)− 1
)(
1 + 1exp (βω′2)− 1
)
, (4.C.2)
ρn→n+4 (W ) =
1
4!V
∣∣∣∣∫ dt λ(t) exp (iWt)∣∣∣∣2 ∫ d˜3k1 d˜3k2 d˜3k3 d˜3k4
× δ (W − ω1 − ω2 − ω3 − ω4) (2pi)3 δ3 (k1 + k2 + k3 + k4)
×
(
1 + 1exp (βω1)− 1
)(
1 + 1exp (βω2)− 1
)
×
(
1 + 1exp (βω3)− 1
)(
1 + 1exp (βω4)− 1
)
. (4.C.3)
In the calculation of these work distributions only tree-level diagrams enter. Thus,
even though particle number is not conserved, these work distributions can be calcu-
lated from the classical equations of motion. This should be contrasted with the work
distributions for when the particle number changes by two. Loop diagrams contribute
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to these work distributions and their contributions can be separated out,
ρn→n±2 (W ) = ρtreen→n±2 (W ) + ρ
loop
n→n±2 (W ) . (4.C.4)
The tree-level contributions to the work distributions are given by
ρtreen→n+2 (W ) =
1
3!V
∣∣∣∣∫ dt λ(t) exp (iWt)∣∣∣∣2 ∫ d˜3k1 d˜3k′1 d˜3k′2 d˜3k′3
× δ (W + ω1 − ω′1 − ω′2 − ω′3) (2pi)3 δ3 (k1 − k′1 − k′2 − k′3)
×
(
1
exp (βω1)− 1
)(
1 + 1exp (βω′1)− 1
)
×
(
1 + 1exp (βω′2)− 1
)(
1 + 1exp (βω′3)− 1
)
, (4.C.5)
ρtreen→n−2 (W ) =
1
3!V
∣∣∣∣∫ dt λ(t) exp (iWt)∣∣∣∣2 ∫ d˜3k1 d˜3k2 d˜3k3 d˜3k′1
× δ (W + ω1 + ω2 + ω3 − ω′1) (2pi)3 δ3 (k1 + k2 + k3 − k′1)
×
(
1
exp (βω1)− 1
)(
1
exp (βω2)− 1
)
×
(
1
exp (βω3)− 1
)(
1 + 1exp (βω′1)− 1
)
. (4.C.6)
These tree-level contributions follow the same pattern as the work distributions (4.C.1)-
(4.C.3). The contributions which arise from the loop diagrams are
ρloopn→n+2 (W ) =
1
2V
∣∣∣∣∫ dt λ(t) exp (iWt)∣∣∣∣2
(
1 + 1exp (βW/2)− 1
)2 1
W
(∫
d˜3k δ (W − 2ω)
)
×
(∫
d˜3k
1
exp (βω)− 1 +
1
2
(
m
4pi
)2 [
1 + log
(
µ2
m2
)])2
, (4.C.7)
ρloopn→n−2 (W ) =
1
2V
∣∣∣∣∫ dt λ(t) exp (iWt)∣∣∣∣2
(
1
exp (−βW/2)− 1
)2 1
−W
(∫
d˜3k δ (W + 2ω)
)
×
(∫
d˜3k
1
exp (βω)− 1 +
1
2
(
m
4pi
)2 [
1 + log
(
µ2
m2
)])2
. (4.C.8)
In these expressions, µ is the MS renormalization scale. These expressions partially
include contributions from tree-level diagrams because the loop and tree diagrams in-
terfere.
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