Abstract-Increasing demand to transmit real-time data over packet-switched networks calls for quality-of-service support from the underlying network. Deadline-based networks were developed for this purpose. In a deadline-based network, each application data unit (ADU) is associated with a delivery deadline, it is specified by the sending application and represents the time at which the ADU should be delivered at the receiver. The ADU deadline is mapped to packet deadlines, which are carried by packets and used by routers for channel scheduling; deadlinebased scheduling is employed in routers. It was shown that a deadline-based network provides better support to real-time data delivery than a first-come-first-served network. We study how to effectively and efficiently deliver multimedia data in deadlinebased networks, especially when at heavy load. When network load is high, congestion may occur. Multimedia data may miss their delivery deadlines due to excessive queueing delays and high packet loss ratios. This would directly affect the playback quality at the application layer. To control the level of load and improve performance, two end-system based admission control algorithms are developed. Their performance is evaluated using simulation. Both schemes are shown to improve the performance of multimedia delivery over deadline-based networks.
I. INTRODUCTION
Multimedia delivery over packet-switched networks is becoming more and more popular. Example multimedia applications include video-on-demand, voice over IP, Internet radio, video conferencing, multi-player interactive online games, remote medical surgery, and high definition TV. Some of these applications, for example, download-and-then-display movie trailer viewing, do not have stringent requirement on network delivery. Other multimedia applications, on the other hand, may have stringent quality of service (QoS) requirements on the underlying network, and are referred to as real-time multimedia applications. Real-time multimedia applications can be classified into three types: streaming stored multimedia, streaming live multimedia, and real-time interactive multimedia [10] . Users of streaming stored multimedia applications such as video-on-demand usually can handle up to 10 seconds initial delay [10] . Streaming live multimedia applications such as live soccer game broadcast can lag tens of seconds after the first data frame arrives at the receiver. In real-time interactive multimedia applications, e.g., Internet telephony, in order to maintain interactivity, an end-to-end delay of less than 150 ms is often required [5] .
In multimedia network applications, multimedia documents are encoded into frames before transmission. Different types of frames are defined to take advantage of spatial and temporal redundancy within multimedia data, so that compression is achieved yet still maintaining good multimedia quality at decoding. After encoding, multimedia frames are sent to the network for transmission. Depending on the size of the maximum transfer unit of the underlying network, each frame is subject to fragmentation at the sender and reassembly into frames at the receiver. Received frames are played back at a constant frame rate [9] . To ensure a good playback quality, the fraction of frames that miss their playback times should be kept low. The goal for the network is to deliver as many frames as possible to the receiver by their playback times.
Our work addresses effective and efficient support to multimedia delivery over deadline-based networks. Deadline-based network resource management is a novel framework that was designed to support real-time document delivery applications over packet networks [13] , [14] , [19] . In this framework, each application data unit (ADU), e.g., a file, or an audio or video frame, is associated with a delivery deadline; it is specified by the sending application and represents the time at which the ADU should be delivered at the receiver. The ADU deadline is mapped into packet deadlines, which are carried by packets and used by routers for channel scheduling. Deadlinebased channel scheduling is employed in routers; packets with more urgent deadlines are serviced first. Such deadline-based scheduling has been shown to provide superior service to firstcome-first-served in real-time data delivery [19] .
Previous studies on deadline-based networks have mainly focused on real-time discrete ADUs. We focus on real-time multimedia data which is characterized by a sequence of ADUs sent at a fixed rate. We develop two applicationlayer admission control algorithms to address the performance degradation issue at heavy load. The admission control is at the multimedia document level. Algorithm I utilizes a network condition indicator "positive ACK rate" to make admission control decisions. Algorithm II makes use of additional information, namely bandwidth requirements of both the arriving multimedia document and current outstanding documents, when making admission control decisions. The performance of both schemes are evaluated with simulation.
Both are shown to prevent throughput degradation and improve multimedia delivery performance in deadline-based networks.
The rest of paper is organized as follows. Section II reviews related literature. In Section III, the performance of multimedia delivery in deadline-based networks when without admission control is studied. In Section IV, the two admission control algorithms developed are described. Performance evaluation is presented in Section V. Finally, Section VI contains a summary of this work and a discussion of future research.
II. RELATED WORK
Existing QoS strategies for multimedia delivery over the Internet can be classified into end-system based and networklayer schemes. End-system based schemes do not have explicit support from the underlying network, thus no changes need to be made in routers. Examples are rate adaptation and Content Delivery Network (CDN). The former adapts multimedia encoding rate based either on end-to-end feedbacks received during normal data transmission (e.g., [16] ) or active probing (e.g., [11] ). The latter overcomes network congestion and server overload, and improves multimedia delivery performance by doing content replication and load balancing at the application layer (e.g., [18] ). Rate control can also be accomplished by dropping frames selectively (e.g., [4] ). Network-layer schemes include IETF IntServ/RSVP and DiffServ frameworks [20] . Both are designed to provide QoS support such as guaranteed delay or bandwidth to traffic flows or flow aggregates, and can be utilized to deliver multimedia (e.g., [21] ). In contrast, we are motivated to study an alternative QoS framework, namely, deadline-based networks.
Admission control determines whether a new traffic stream can be admitted to the network for delivery without jeopardizing the QoS assurances granted to earlier accepted streams. Admission control schemes can be classified into two categories: measurement-based and parameter-based. Measurement-based admission control is based on on-line measurement either at network routers (e.g., [12] , [1] , [8] ) or at end systems (e.g., [6] ). The former may measure traffic rate or residue bandwidth at a channel; the latter relies on sending probe packets and parsing corresponding receiver reports. Parameter-based admission control for multimedia traffic uses traffic descriptors such as peak rate, average rate to achieve either deterministic or statistical QoS guarantees. Newer approaches endeavor to devise more sophisticated rate estimation schemes. E.g., in [3] , a neural network approach is adopted to predict the required bandwidth dynamically. Admission control in deadline-based networks was previously studied also [15] . Two application-layer admission control algorithms are developed to alleviate load and improve performance. However, that work targeted at discrete real-time data only and the admission control is at the ADU level.
III. MULTIMEDIA DELIVERY IN DEADLINE NETWORKS
We first study the performance of multimedia delivery in deadline-based networks when no special resource management strategy is in place. The results from this section will serve as the benchmark for evaluating the performance of the strategies that are developed later. Discrete event simulation is used. The simulation model, experiments, and results are presented in sequence.
A. Performance Model
We simulate video transmission over a deadline-based network. At a sender, an arriving video clip is characterized by four attributes: source, destination, arrival time, and deadline. The first frame is assumed to be sent at the video clip arrival time. All subsequent frames are sent at regular time intervals. The video clip deadline specifies the time at which the first frame needs to be received by the receiver. This deadline is an application-layer one and is normally application dependent. Deadlines for subsequent frames are the video clip deadline plus their time offsets from the first frame. Denote a video clip's deadline with D, assume the time interval between two consecutive frames is t, then the ith frame's deadline is D + (i − 1)t. Each frame is passed from the application layer to the layers below. A frame may be segmented into multiple transport segments, each of which in turn may again incur segmentation. We assume a one-to-one mapping between transport segment and packet. The frame deadline is mapped onto packet deadlines. For simplicity, we assume that all packets of a frame carry the frame deadline. Packets are routed through the network until they reach their destination node. At the receiver, all the packets that belong to the same frame are re-assembled and sent to the application layer. For simplicity, the processing times at the sender and the receiver are not modeled. Once the frame is received by the receiving application, an ACK is generated and returned to the sender. A frame is on-time if all its packets are received on-time. If the frame is on-time, a positive ACK is returned; otherwise, a negative ACK is returned. It is possible that some packets of a frame are dropped inside the network due to buffer overflow, in this case, the frame can not be re-assembled; no ACK will be returned to the sender. Such a frame is assumed to be lost.
The network that we simulated consists of 12 nodes and 21 links (see Fig. 1 ). Each link consists of two channels, one remaining. T/H is calculated for each arriving packet. The packet with the lowest T/H value is given the highest priority. The maximum packet size at the network layer is assumed to be 1000 bytes. Fixed routing is assumed. 34 MPEG-4 video traces from [17] are used. They include drama, action, cartoon, news, and sports. Each trace contains 20 seconds' video data, encoded at 25 frames per second. Frame sizes in bytes are given. Three types of frame in each trace are I-frame, P-frame, and B-frame. The average bit rates of these traces ranges from 84.5 Kbps to 1.34 Mbps, with an average of 0.55 Mbps. Over all traces, frame size ranges from a few hundred bytes to over 15000 bytes, the average frame size is 2884 bytes. It is assumed that video clip transmission requests arrive at each sender at a rate of λ clips/sec. The video clip inter-arrival time is assumed to be exponentially distributed. At each sender, for each arriving video clip, the destination node is selected at random. Data for each video clip is selected from the 34 trace at random. Sender sends frames at a constant rate -one frame every 40 milliseconds. We define "class" to be all the traffic between a given source and destination pair. Given average arrival rate per class and fixed routing, the bottleneck channels that carry most traffic can be identified. There is one bottleneck channel in the network. 13 classes are carried on this channel.
For each arriving video clip, the delivery deadline is modeled as follows. Let x(y) be the end-to-end latency to transmit a frame of size y when there is no queueing and no segmentation. Let x p be the end-to-end propagation delay, c j the capacity of the j-th channel along the path based on shortest-path routing. Then x(y) can be estimated by x(y) = x p + j y/c j . For each video clip i, we assume that the maximum frame size y i is known or can be estimated at the video clip arrival time. Hence, the delivery deadline for the first frame, i.e., the video clip deadline, is given by d = arrival time + k × x(y i ), where k is referred to as a "deadline parameter". It specifies the urgency level of a deadline. k is modeled as 1.0 plus an exponentially distributed random variable with mean ε, i.e., k = 1+expo(ε). Deadlines are at least as large as the end-to-end latency. By varying ε, a wide variety of deadline urgency can be modeled. ACKs are treated the same as data packets except that they carry slightly more urgent deadlines. The assumption is that ACKs are normally small in size, and are useful in network resource management, thus they are given slightly higher priority in channel scheduling than data packets.
The performance measure of interest is bottleneck on-time throughput. This is defined to be the number of frames that are delivered on-time per unit time for those video clips that pass through the bottleneck channel. The NS2 simulator [7] is used. UDP is used at the transport layer. The simple drop-tail buffer management scheme is employed. For obtaining steadystate results, the simulation run length was chosen to be 300 seconds. Each experiment was repeated six times. The sample mean and confidence intervals were calculated. Because the width of the confidence interval is very small compared to the sample mean, only sample mean results are reported.
B. Congestion In Deadline-Based Networks
We consider the case when no resource management strategy is used to transmit multimedia data in deadline-based networks. The objective is to study the effect of congestion on the on-time performance in delivering multimedia. To achieve so, we select average k of 1.2, we vary the video clip arrival rate λ from 0.25 to 1.43 clips/sec. In our network, the bottleneck channel is saturated when λ ≈ 0.77 clips/sec. Thus the arrival rates selected represent a wide range of load levels to the network. The bottleneck on-time throughput results when λ is varied are shown in Fig. 2 . It can be observed that as the load increases, the bottleneck on-time throughput continues to increase until λ reaches 0.77, then it starts to degrade. This is because when the system is at heavy load, the queueing delay at the routers becomes excessive, resulting in more late frames. At the same time, buffers at network channels start to become full, resulting in dropped packets. This would cause more frames not to be delivered on-time. The objective of admission control is to prevent throughput degradation in the presence of increased video clip arrival rates.
IV. ADMISSION CONTROL FOR MULTIMEDIA DELIVERY Two admission control algorithms are developed in this section. Both perform admission control at the application layer of a sending host based on an end-to-end feedback called "positive ACK rate". Admission control decisions are made on a per source/destination pair basis. This is because for a network with fixed routing, packets to the same destination will traverse the same path inside the network. The ACK information returned from previous transmissions therefore reflects the congestion condition along the source/destination path, and may be used as indication for path conditions during upcoming transmissions. The "Positive ACK Rate" R is defined as the ratio between the number of positive ACKs received and the total number of frames sent. A sample of R is collected every Q seconds, referred to as an update interval. At the end of update interval i, R his is computed as a weighted average between its old value R his old and R which is collected in the current update interval (see (1) below).
R his = (1 − β) * R his old + β * R, R his old = R his
(1)
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R his is used by both admission control algorithms. β is fixed at 0.25. The update interval Q is a tunable parameter.
A. Algorithm I -Positive ACK Rate
The first algorithm only makes use of R his. It consists of two parts: admission test and adjustment of R thresh. Upon a video clip arrival, the current R his is compared with a threshold R thresh. If R his ≥ R thresh, the video clip is accepted; otherwise, it is rejected. R thresh acts as a doorsill of the network; if it is higher, then less video clips can be admitted, and vice versa. R his is refreshed periodically and then is used to update R thresh. If R his > R his old, that means more positive ACKs are coming back, and network condition is becoming better. Thus, the "doorsill" R thresh can be adjusted to a lower value and more video clips can be accepted. If R his < R his old, that indicates that network condition is becoming worse. In this case, R thresh should be raised in order to stop more video clips from entering the network. The adjustment in each case is ∆D. If R his is equal to R his old, R thresh remains the same. An upper bound 0.9 and a lower bound 0.2 are set for R thresh to keep it in a reasonable range. Through adjusting R thresh, network load is controlled. The details of Algorithm I are shown below. 
B. Algorithm II -Bandwidth Left
The second algorithm also consists of two components. The first one is again an admission test. At each sender, a realvalued variable Sum is maintained for every destination d. Sum denotes the total bandwidth of all outstanding video clips that are destined to d. Outstanding video clips are those that have been accepted and are being delivered. Upon the arrival of a video clip, its destination d is retrieved. The bandwidth requirement (denoted by X) of the arriving video clip is estimated. Define two algorithm parameters C min and C max . If X ≤ C min , the video clip is accepted without further consideration, and its estimated bandwidth is entered into a committed bandwidth table. The idea is that video clips with a very small bandwidth requirement are always admitted. If X > C min , the sum of X and Sum is calculated. If it is less than or equal to C max , the arriving video clip is admitted, otherwise it is rejected. C max serves as an upper bound on committed bandwidth for this destination.
The second component is concerned with the update of C max and Sum. Initially, C max is set to a pre-specified upper bound C max0 . If R his is relatively high, network condition is considered to be good. Thus, more video clips can be accepted. Otherwise, fewer video clips should be accepted. When the value of R his changes, the parameter C max is adjusted. Specifically, C max is increased by ∆D if R his ≥ 0.9, and decreased by ∆D if R his < 0.9. At no time can C max be larger than the pre-specified upper bound C max0 . Also, it can never be smaller than C min . The update of Sum is as follows. When a video clip is fully transmitted, the bandwidth that was used by the video clip should be made available to the upcoming video clips; thus once the last frame of a video clip is transmitted, its bandwidth is deducted from Sum. The details of Algorithm II are described below. 
V. PERFORMANCE EVALUATION
In this section, the performance of the two proposed admission control algorithms is evaluated by simulation.
A. Algorithm I
For admission control Algorithm I, the following algorithm parameters may affect its performance: R thresh init and ∆D. We evaluate the impact of each in sequence. In our experiments, k and λ are the same as those in Section III-B. Let ∆D = 0.01 initially. We vary R thresh init from 0.3 to 0.9. This covers a large range of initial threshold values. The bottleneck on-time throughput is plotted in Fig. 3 . The case of no admission control is included. It can be observed that (i) compared with the case of no admission control, all three values of R thresh init result in throughput improvement when load is heavy (λ > 0.9); at low to medium load (λ ≤ 0.9), there is a small degree of performance degradation. This is a side effect for a network that employs admission control [2] . (ii) The value of R thresh init does not incur significant changes in performance. We found that these hold for other values of ∆D as well. varied. R thresh init equals to 0.9. It can be observed that (i) Algorithm I achieves better performance than the case of no admission control when load is heavy (λ > 0.9), below that load level, throughput is lower than the case of no admission control.
(ii) a smaller ∆D results in better performance; this is especially true when load is light or medium. Thus a low ∆D should be used in Algorithm I. We conclude that Algorithm I can be used to prevent throughput degradation at heavy load. At medium and light load, it results in inferior performance to the case of no admission control. Between the two algorithm parameters, ∆D should be kept low while R thresh init has little effect on performance.
B. Algorithm II
The second admission control algorithm has three tunable parameters: C min , C max0 , and ∆D. All are in terms of bandwidth in Mbps. From a factorial experimental design, we found that C min and C max0 account for significant portion of variation in results and will be further studied. In contrast, ∆D had little impact thus will not be further studied.
We first vary the value of C min from 0.30 to 0.45. They are lower than the average video clip bit rate which is 0.55. The values of other parameters are: C max0 = 2.5 and 6.0; these correspond to 1/2 and 3/5 of the channel bandwidth respectively, ∆D = 0.025. We also experimented with C min = 0.3, results show similar trend. It can be observed that all experiments achieve superior performance to the case of no admission control. Throughput degradation is essentially prevented. C max0 has large impact on performance, a lower value of C max0 results in better performance when network load is heavy. This suggests that a conservative upper bound C max0 should be used. Considering all load levels, C max0 of 2.5 achieves the best balance.
We conclude that admission control using Algorithm II can effectively prevent throughput degradation and significantly improve the video clip on-time performance. Among the algorithm parameters, both C min and C max0 have large impact on performance. The values of C min and ∆D should be small compared to bottleneck channel capacity. C min should also be lower than the average clip bit rate. C max0 can be at the same order as the bottleneck capacity, the value that is one fourth of the channel capacity resulted in the best performance.
C. Discussion and the Effect of Q
Comparing the results of both admission control algorithms, we can see that in almost all cases, Algorithm II achieves better performance than Algorithm I. This is because Algorithm II utilizes more information when making admission decisions -it makes use of the bandwidth requirement of an arriving video clip as well as the bandwidth requirements of all the outstanding video clips. The advantage of Algorithm I is that it does not store the bandwidth requirement of all accepted video clips, thus is simpler to implement. In both algorithms, the key algorithm parameters such as R thresh and C max are adjusted periodically to accommodate dynamic traffic and network conditions. We discuss three other issues. First, our algorithms are end-system based, which may raise concerns on unresponsive admission control and fairness. This may be dealt with if proper pricing and charging schemes are in place. Second, all our experiments assume 100% real-time traffic. When sharing with best-effort data, a separate FIFO queue with lower priority than the single T/H priority queue can be added at each channel. This would increase channel utilization while maintaining good video performance. Thirdly, our schemes assume fixed routing. When used in an applicationlayer overlay network, admission control parameters should be further refined by an overlay engine before usage, taking into account load conditions along multiple paths.
Besides the tuning parameters of the two algorithms discussed, we also studied the effect of the update interval Q on performance. Q is utilized by both algorithms, it determines how often R is calculated. A smaller Q will lead to a more accurate indication of current network condition, while a larger Q incurs less overhead. To evaluate the effect of update interval Q, we select the best case of Algorithm II in our experiments. The parameters are: C min = 0.45, C max0 = 2.5, and ∆D = 0.025. Q is varied among 1 second, 3 seconds, and 5 seconds. It was found that Q does not have great impact on performance. A smaller value of Q leads to somewhat better performance when load is heavy. When load is light, a larger Q is slightly better. Consider both, a smaller Q is recommended if it is affordable in terms of implementation.
VI. CONCLUSION AND FUTURE WORK
In this research, how to effectively and efficiently deliver multimedia documents over deadline-based networks is studied. Of interest are heavy load conditions. Two applicationlayer admission control algorithms are developed and evaluated. Both algorithms are found to result in better performance than the case of no admission control when network is heavily loaded. The performance degradation at medium and light load is small. Between the two algorithms, the one that utilizes the bandwidth requirements of both arriving transmission request and previously accepted outstanding requests achieves better performance. The one that relies solely on network congestion condition feedback does not perform as well. This indicates that with bandwidth requirement information, the admission control entity can make more informed admission decisions and achieve better performance.
In the experiments to evaluate the performance of the two developed admission control algorithms, Algorithm II takes into account bandwidth requirement in making admission control decisions. In current experiments, only average bit rates are used, a possible future research is to come up with better estimates than the first moment on video clip bit rate so that the on-time performance can be maximized.
