Abstract. Medical objects include specific medical objects and abstract medical objects. There may be different definitions and ways of understanding in different periods of the medical knowledge or medical events, and there may be a greater understanding of the differences in different countries. A key problem in the paper is the method of medical knowledge acquisition and the analysis method of knowledge representation. The paper proposes a text feature selection method based on text medical knowledge and a method to obtain the medical knowledge acquisition strategy driven by the weighted path method. The experimental results show that the proposed method can complete the acquisition and preservation of the medical domain knowledge ontology meta model, which lays the foundation for the further processing of ontology knowledge in the field of medicine.
Introduction
Concept is a kind of expression method of human's general activity. In the process of long-term understanding of the world, the common characteristics of the perception of the external world or things to the common features extracted after the formation of an abstract result [1] . In the selection of the text feature of medical knowledge, it also involves a cognitive structure and abstract process of human beings. In this process, it is necessary to think about the question is to choose which medical concept as a feature item, choose what kind of medical concept as a feature item. The selected feature item can map the same or similar concepts to the same concept class, which can greatly increase the accuracy of the concept matching [2] .
Ontology mapping is a common method in the process of ontology automatic construction. It will be the existence of two semantic concepts associated with the ontology, through the semantic association and mapping algorithm to achieve the source ontology mapping to the target ontology process [3] . Ontology is a kind of special model, so it can be extended on the basis of Money Flow Index-4(MFI-4) model mapping meta model to build ontology mapping meta model. For MFI, the reference ontology, and local ontology, there are differences between different versions of the ontology; these differences are the establishment of ontology mapping (Ontology Mapping) foundation.
Medical Domain Knowledge Text Feature Selection Algorithm
The conventions of constructing text concept tree (1) The medical concept in each medical knowledge text only appears in one category, and the semantic concept tree of medical knowledge is built with the concept name;
(2) The general concept of a specific medical concept will appear as the root node of the semantic concept tree of medical knowledge, and other sub concepts will be the branch node or leaf node of the tree; (3) In constructing medical knowledge concept semantic tree, express the medical concept of the upper node covering medical concepts expressed by the lower level of the node. Upper concept referred to as the parent, the lower concept node is called the child. The concept can refine the father from proofreading or different orientation concept, the concept and the parent has inheritance relationships between concepts; (4) All of the children of the concept of the same parent concept formation equal relationship. Based on the above assumptions, in combination with Chinese medical science encyclopedia: basic medicine for a cold the concept of structure, the concept structure of the tree have layers, between hierarchy and level reflects the inclusion relation of medical knowledge. Based on the text in the process of the knowledge structure of medical concept semantic tree need to pay attention to the following questions:
(1) The relevant terms should be clear, detailed, can not throw away any useful term; the root node is generally the attribute name. (2) A list of the attributes of each term, and the management of other terms, and to determine the level of management between each concept. (3) The construction process of medical semantic concept tree is top-down, semantic concept tree and semantic information more close to the root node of the words contained, such as attribute range attribute range of surface warships than fighting ships. (4) The concept of the concept has a strict hierarchy, with the inheritance relationship, the son of the concept of inheritance of the concept of the property, the relationship between the concept of a straight line.
Feature Item to Medical Concept Mapping
Here it is assumed that there are two ontologies, one is the source ontology, and the other is the target. Ontology mapping is given corresponding relationship between source ontology model elements (SME) and target ontology model elements (TME). The corresponding relation can be expressed by multiple groups as <SME, TME, Relationship>. With Gruber given five tuple ontology definition structure [4] : O=(C，I，R，F，A) that includes four major types in the process of ontology mapping: mapping between concepts, mapping between attributes and concept, mapping between attribute and attribute, mapping between context and constraint [5] .
The base of ontology mapping mainly includes 1:1, 1:n, n:1 and n:m four kinds of situations, where 1:1 is the most simple mapping relationship. The process of mapping the feature items to the concept is obtained after the current medical knowledge is obtained from all the characteristic words of the text. In this paper, we propose a meta model of the maximum matching method of the same concept, which is based on the mapping of the feature items to the concept. If all the words appear in the feature vector space of a text, we can get the mapping relationship of these features to the concept. At present, as long as a concept of more than half of the words in the text of the feature vector space, the establishment of these characteristics to the concept of mapping relationship [6] . In practice, the following conditions will feature mapping to the medical concept: the first one: the emergence of a number of features with cross mapped to more than one concept; second kinds of situations: do not appear multiple features with cross mapped to more than one concept. In view of the above two kinds of situations the concrete processing method is as follows:
(1) In the first case, a number of concepts are obtained by preserving the multiple feature items together. Assuming that the simplest cross mapping is the case, the feature item T1 and T2 map to the medical concept C1, while the feature item T1, T2, and T3 map to the medical concept C2, then the medical concepts C1 and C2 are retained. T1  T2  T3  T4   C1  C2   T1  T2  T3  T5 (2) Second cases, there is no cross mapping phenomenon, description of the feature item in the text is the only, you can directly retain the mapping relationship.
After mapping the feature item to the medical concept, the feature vector is transformed into the medical concept vector, but the weight of the concept should be further determined according to the mapping condition and the initial weight of the feature item. According to different mapping conditions, the weight of the improved method is also different. First of all, considering the mapping of 1:1 in the case of no cross mapping, it is a characteristic word that corresponds to a medical concept. In fact, this situation is almost No. If this is the case, it shows that the mapping is meaningless, because the mapping of 1:1 is not significant either for dimension reduction or for weighting. Secondly, when there are many to one situation, the initial weights of the feature items are from large to small sort, the weight of the smallest two feature items is selected, then the weight of the medical concept is obtained according to the weighting method. Finally, in the case of m:n, taking into account all concepts retained mapping, many to many situation into a many to one case, weighting each concept can be weighted according to the improved method of mapping a gain.
Based on the Meta-model of Medical Knowledge Text Weighted Improvement

Medical Knowledge Text Weight Calculation
In the feature vector, the frequency of the different features and the frequency of the different features appear to be different for the importance and contribution of the document. Therefore, when using the vector space model to represent the text, it is necessary to select the feature item weighting. A lot of weight calculating method, comparison of feature weighted common value calculation method of Boolean weighting, frequency weighting. Boolean weighting is one of the most simple method to calculate the characteristic item weights [7, 8] . The method provides that if the number of occurrences of a feature item in the document is zero, the weight is 0, if the number of features is greater than zero, then the weight is:
Where W(t ij ) represents the power of the first j feature item t j in the first i text, TF(t ij ) is the number of times in the i text of the first j feature item t j . The weights of the method only take 0 and 1 to indicate whether the feature item appears, so the calculation process is relatively simple, but the formula 1 can not correctly reflect the degree of the feature item in the knowledge of medical texts. Formula 2 shows a calculation method of frequency weight, is the use of feature items appear in the text as the frequency feature weight. As above, W(t ij ) to express the weight, is the concept of the text in the first t j feature item j in the first i text in the right, TF(t ij ) the number of times, is the concept of text in the first j feature item t j in the i text in the number of times.
Formula 1 and 2 we can know that these two methods are simple and easy to implement. But only consider the Boolean weighting feature is, the word frequency weighting only consider the number of features, did not reflect the characteristics of the document frequency information. TF·IDF (Term Frequency Inverse Document Frequency) method is put forward by Saltond in 1989, is a function of the field of information retrieval is widely applied, it uses feature weights to determine the size of the document with characteristic value.
TF·IDF main idea is: the weight of the feature term is equal to the frequency of the term frequency of the occurrence of the inverted document frequency. Specific processing formula for:  (4) (1) TF term frequency: the existence of entry T, with TF on behalf of the number of T in the document, but also reflects the importance of a feature item for this document. The higher the term frequency of TF, the greater the contribution of t to the correct classification of documents, and the more important of the feature item.
(2) IDF inverted document frequency: if there is a word t, then IDF is the document contains the Ti number of features of the countdown. The more documents are included in a feature item Ti, the less the contribution of this feature to the correct distinction between document categories, the less important of the feature item.
Definition 1: Initial weight W(t i ): an expression of some kind of concept of the text content, after the removal of the words and the decomposition of the word to produce a series of characteristics of the t 1 ,t 2 ,…,t n , for each of the feature item t i , using the formula 4 to calculate the numerical value is defined as the initial weight of the feature item.
Where:
W(t,d) is the weight of features t in text d, tf(t,d) is the word frequency of feature t in text d
, N is the number of training text, n i training text from text t, the denominator for the normalized factor [9] . In the process of calculating the initial weights, the formula 4 has the following two problems: (1) In the treatment of the concept of uneven distribution of document collection, according to the calculation method and results we can know that the formula may be used to assign the weight of rare words, so that the word distribution is not uniform, resulting in classification accuracy drops;
(2) The lack of consideration of the semantic relations between the feature items and the semantic relations, it can not correctly reflect the link and the interaction between the characteristic items with the same conceptual meaning.
Weight Improvement Based on Ontology
In a certain meaning, the content of the text can be expressed by the feature vector. In information retrieval, text content increased with the amount of data and high recall and high precision requirements, the emergence of a large number of synonyms and near-synonyms. In this way, when the original feature vector is expressed, the feature vector is high dimension problem [10] . The traditional feature item selection method is lack of semantic relations between feature items, which can not be processed by deep semantic processing; In addition, the traditional feature item selection method is lack of semantic relations between feature items, which can not be processed by deep semantic processing; At the same time, some of the initial vector space obtained by the initial weights are different in form, but the meaning is the same.
Ontology has a good concept hierarchy and the support of logical reasoning. The application of medical ontology feature selection in medical concept rose from word level to the conceptual level, so it can solve the problem of selecting original feature words synonyms and other problems [11] . The feature item in the original feature vector is mapped to the semantic mapping by the medical ontology, in order to achieve the enhancement of the weight of the different features of the same concept.
For the semantic adjustment of the initial weight of the process, mainly through the following steps to complete: Note: λ can be determined by a large number of experiments, one of the most ideal values; the following are discussed in the same concept of all feature vectors.
(1) The absolution value of the difference between the minimum weight and the small weight is calculated, and then the initial weight is adjusted according to the relationship between the absolute value of the absolute value. 
Here, a is a constant, can be a lot of experiments to determine its specific values, through the A to adjust the value of the weight of the characteristics.
In the process of text representation, the weighted feature vector is added to a certain degree to solve the problem of high dimension of the original feature vector. In addition, the ontology is introduced, so that the weighted feature can support a good method of semantic operation.
Conclusions
Based on the analysis of medical knowledge and its representation, the paper studies the characteristics of medical text knowledge and the representation of ontology meta model, and proposes a method of text feature selection based on ontology. According to the selected text feature vector and combined with the semantic relationships between them, establish medical text knowledge concept semantic tree. Analysis of the relevant properties and characteristics of the concept of semantic tree, through semantic concept tree is analyzed emphatically the semantic mapping approach to the concept of key mapping process. Adopted mapping weighted algorithm, improved the initial state of the weight of the application of feature item, get the concept of characteristic vector, eventually to reduce eigenvector of high-dimensional problems.
