We study multigrid methods in the context of continuation methods for reaction-diffusion systems, where the Bi-CGSTAB and GMRES methods are used as the relaxation scheme for the V-cycle, W-cycle and full approximation schemes, respectively. In particular, we apply the results of Brown and Walker [1997] to investigate how the GMRES method can be used to solve nearly singular systems that occur in continuation problems. We show that for the sake of switching branches safely, one would rather solve a perturbed problem near bifurcation points. We propose several multigrid-continuation algorithms for curve-tracking in nonlinear elliptic eigenvalue problems. Our numerical results show that the algorithms proposed have the advantage of being robust and easy to implement.
Introduction
In this paper we are concerned with numerical methods for solving parameter-dependent problems of the following form
where u represents the solution (i.e. flow fields, displacements, concentrations of some intermediate chemicals in a reaction-diffusion system, etc.), and λ is a vector of physical parameters (i.e. Reynolds number, load, initial or final products, temperature, etc.). Equation (1) arises, for instance, in homotopy continuation methods and nonlinear eigenvalue problems. In this paper we will concentrate on the latter. We wish to solve Eq. (1) numerically by the continuation methods based on parametrizing the solution branch by arc-length, say [u(s), λ(s)]. First, it is necessary to discretize Eq. (1), for example, by finite difference methods or finite element methods. In both cases, Eq. (1) is approximated by a finite-dimensional problem
where H : R N × R k → R N is a smooth mapping with x ∈ R N and λ ∈ R k , k ≥ 1. Viewing some component of λ as the continuation parameter, the continuation algorithm can be implemented to follow solution curves of Eq. (2). Specifically, in the context of predictor-corrector continuation methods [Allgower & Georg, 1997; Keller, 1987] one needs to solve bordered linear systems of the following form By = b ,
where B ∈ R (N +1)×(N +1) is the augmented matrix of the Jacobian DH = [D x H, D λ H] ∈ R N ×(N +1) , and b ∈ R N +1 . In this paper we assume that the matrix D x H ∈ R N ×N is nonsymmetric, and x = 0 is a trivial solution of (2). If a solution curve c of (2) is not regular, that is, rank DH(x * , λ * ) < N for some (x * , λ * ) ∈ c, then c might contain singular points such as turning points and bifurcation points. Recently some conjugate gradient type methods were proposed to solve Eq. (3) and to detect bifurcation points along the solution curve c. See e.g. [Chang & Chien, 2003b; Desa et al., 1992] and the further references cited therein. A well-known technique for switching branches at a bifurcation point is to solve the perturbed problem [Keller, 1987, pp. 112-113] H(x, λ) = τ q , q ∈ R N , q 2 = 1 , τ = 0 .
Assuming τ q is a regular value, then Eq. (4) has no bifurcation point, and the corresponding linear systems (3) are nonsingular. During the past two decades various numerical methods have been proposed for solving Eqs. (1)-(3). Perhaps AUTO97 [Doedel et al., 1997; Doedel et al., 2000] is one of the well-known software packages using continuation methods to treat bifurcation problems in ordinary differential equations and dynamical systems. A comprehensive report of numerical methods for bifurcation problems in dynamical systems was given in [Govaerts, 2000] .
Multigrid methods have been regarded as efficient solvers for elliptic boundary value problems [Brandt, 1977 [Brandt, , 1982 . Application of the multigrid methods in the context of continuation methods for tracing solution branches of nonlinear elliptic eigenvalue problems can be found in [Chan & Keller, 1982; Mittelmann & Weber, 1985; Weber, 1985; Bolstad & Keller, 1986] . Recently Chang and Chien [2003a] proposed a multigrid-Lanczos algorithm for the numerical solutions of nonlinear elliptic eigenvalue problems, where the matrix D x H is symmetric, and the Lanczos method is used as a relaxation scheme. The algorithm they proposed has the advantage of being robust and that can be easily implemented. They also showed that straightforward implementation of the algorithm is able to trace solution branches of bifurcation problems. We will assume that D x H is nonsymmetric in this paper. Brown and Walker [1997] investigated, the behavior of the GMRES method [Saad & Schultz, 1986] for solving a (nearly) nonsymmetric singular system Ax = b. They showed that the (near) singularity may or may not affect the performance of GMRES, depending on the nature of the system and the initial approximate solution. For singular A, they gave conditions under which the GMRES iterates converge safely to a least-squares solution or to the pseudo-inverse solution. In nonlinear elliptic eigenvalue problems, one always has to solve nearly singular systems if a bifurcation point is approached in numerical curve-tracking. Then one may ask: How close can we approach a bifurcation point? In other words, can we determine a minimum value of τ in Eq. (4) so that the perturbed area is as small as possible? Moreover, can we replace the perturbed solution branches of Eq. (4) by the leastsquares solutions or the pseudo-inverse solutions of nearly singular systems? In this paper we try to give some possible solutions to these two questions.
Our aim here is to design some multigridcontinuation algorithms for solving reactiondiffusion systems in partial differential equations of the following form:
for all t ≥ 0, subject to the homogeneous Dirichlet boundary conditions
We will show how the V-cycle, the W-cycle, and the full approximation scheme (FMG) multigrid algorithms [Briggs et al., 2000] can be incorporated in the context of continuation methods for numerical curve-tracking. Both the GMRES and the Bi-CGSTAB [Van Der Vorst, 1992] algorithms will be used as the relaxation schemes in our multigrid-continuation algorithms. Our test problems is the well-known Brusselator equations [Dangelmayr, 1987; Nicolis & Prigogine, 1977; Schaeffer & Golubitsky, 1981] :
for all t ≥ 0, subject to the boundary conditions
Here the unknowns u, v are state variables which represent concentrations of some intermediate chemicals in the reaction, d 1 and d 2 are diffusion rates, while λ is one of the control parameters in the system, e.g. initial or final products, catalysts, temperature, etc. Equation (7) with boundary conditions (8) were numerically investigated in [Chien & Chen, 1998 ], where a continuation-BCG algorithm was proposed to trace solution curves branching from various types of bifurcation points, such as transcritical and pitchfork bifurcation points. We believe that the multigridcontinuation algorithms we propose in this paper are more efficient than the algorithm described there.
This paper is organized as follows. In Sec. 2 we give a brief review of the GMRES and the Bi-CGSTAB algorithms. In Sec. 3 we discuss how the GMRES method can be used to solve nearly singular linear systems that occur in continuation problems. We show that for the sake of numerical stability, it would be better to solve the perturbed problem (4), even if we can choose a small parameter τ . We discuss various multigrid-continuation algorithms for tracing solution branches of nonlinear elliptic eigenvalue problems in Sec. 4, where the GMRES and the Bi-CGSTAB algorithms are used as the relaxation schemes. The numerical algorithms described in Sec. 4 were numerically implemented for our test problem. Our numerical results are reported in Sec. 5. Finally, some concluding remarks are given in Sec. 6.
A Brief Review of the GMRES
and the Bi-CGSTAB Algorithms
The GMRES algorithm
We consider the following linear system
where A ∈ R N ×N is nonsymmetric and b ∈ R N . Let x 0 ∈ R N be an initial guess to the solution of (9), and r 0 = b − Ax 0 the corresponding residual. Let v 1 = r 0 /β 1 with β 1 = r 0 2 . The GMRES generates a sequence of orthonormal vectors v 1 , . . . , v k for the Krylov subspace
The GMRES algorithm is described as follows:
Algorithm 2.1. GMRES 1. Start: Set r 0 := b − Ax 0 and v 1 := r 0 /β 1 with β 1 := r 0 2 . 2. Iterate:
For j = 1, 2, . . . , k, . . . until satisfied do:
3. Form the approximate solution:
where y k solves the minimization problem
Here e 1 = (1, 0, . . . , 0) T ∈ R k+1 , and H k ∈ R (k+1)×k is the matrix whose nonzero entries are the same as those of the block upper Hessenberg matrix obtained from Step 2 of Algorithm 2.1 except for additional k + 1 rows whose only nonzero entry is h k+1,k in the last k columns position. Therefore, we have
In
Step 3 of Algorithm 2.1, one can easily check that the approximate solution x k satisfies the following minimization problem
Let P i denote the set of polynomials q i of degree less than or equal to i such that q i (0) = 1. Eisenstat et al. [1983] derived some error bounds and convergence results of the generalized conjugate gradient algorithm (GCG) for solving nonsymmetric linear systems. These results also hold for GMRES. We state one of them as follows:
Theorem 2.2. Let {r i } be the sequence of residual vectors generated by GMRES and let M := (A + A T )/2 be positive-definite matrix, then
Hence, GMRES converges.
In order to accelerate the rate of convergence of the GMRES method, we need to impose preconditioning techniques on the linear system Eq. (9). Assume that M is a preconditioner of A. Then we can transform Eq. (9) into the following preconditioned linear system
where
Note that Eq. (10) is equivalent to
The preconditioned GMRES algorithm is given as follows:
The preconditioned GMRES algorithm
and v 1 := r 0 /β 1 with β 1 := r 0 2 . 2. Iterate:
For j = 1, 2, . . . , m Do:
Compute y m the minimizer of β 1 e 1 − H m y 2 and
is the upper Hessenberg matrix.
The Bi-CGSTAB algorithm
Van Der Vorst [1992] proposed a variant of the bi-conjugate gradient (Bi-CG) method, called the Bi-CGSTAB method for the solutions of nonsymmetric linear systems. They showed that the Bi-CGSTAB algorithm converges more smoothly than the conjugate gradient squared (CGS) method [Sonneveld, 1989] . In order to accelerate the rate of convergence, the preconditioning techniques can be incorporated in the context of Bi-CGSTAB methods. More precisely, let K be any suitable preconditioning matrix, i.e. K ≈ A, then we write K = K 1 K 2 and apply the iteration scheme given above to the explicitly preconditioned systemÃx =b ,
2x , and
The following preconditioned Bi-CGSTAB algorithm can be found in [Van Der Vorst, 1992] .
Algorithm 2.4. The preconditioned Bi-CGSTAB algorithm
Let r 0 ∈ R N be arbitrary such that (r 0 , r 0 ) = 0.
For i = 1, 2, . . . , m Do:
Compute x m , the minimizer of r i = s − w i t.
Solving Nearly Singular Linear Systems
We consider parameter-dependent problems of the form
, and the solution curve c of (12) by
Here I is any interval in R. Assume that a parameterization via arc length is available on c. We will trace the solution curve c by the predictor-corrector continuation methods. Let y i = (x i , λ i ) ∈ R N +1 be a point which has been accepted as an approximating point for the solution curve c. Suppose that the Euler predictor is used to predict a new point z i+1,1 . That is,
Here δ i > 0 is the step length, and u i is the unit tangent vector at y i , which is obtained by solving
for some constraint vector r i ∈ R N +1 . The accuracy of approximation to the solution curve must be improved via a corrector process. In practice, Newton's method with constraint
is solved, and we set z i+1,j+1 = z i+1,j + w j , j = 1, 2, . . . . If y i lies sufficiently near c, then the modified Newton's method will converge if the step size δ i is small enough. We rewrite Eq. (14) or (15) as
which can be simplified as
where p, q, f ∈ R N and γ, g ∈ R. We can use the block elimination algorithm to solve (16). Some iterative methods have been proposed to solve (17). See e.g. [Chien & Chang, 2003b; Desa et al., 1992] and the further references cited therein.
If the assumption 0 a regular value of H is not satisfied, then H −1 (0) may contain bifurcation points and the matrix B becomes singular there. On the other hand, if the solution curve c contains a simple fold, then the matrix A becomes singular there. In either case we have to solve nearly singular systems in numerical curve-tracking if we are close to a fold or a bifurcation point. Brown and Walker [1997] studied the behavior of the GMRES method for solving (nearly) singular linear systems. They show that the (near) singularity of A may or may not affect the performance of GMRES, depending on the nature of the system and the initial approximate solution. If A is singular, they give conditions under which the GMRES iterates converge safely to a least-squares solution or to the pseudo-inverse solution.
Now, suppose that y * is a primary bifurcation point on the trivial solution curve c ≡ 0. Assume that we are approaching y * in our predictorcorrector continuation algorithm. We wish to switch from the trivial solution branch to the primary solution branch. Then we have to solve nearly singular linear systems. In this case the right-hand side vector b = 0. Therefore we have to solve the perturbed problem Eq. (4) otherwise we would jump over the bifurcation point and still trace along the trivial solution branch. However, the results given above show that we can use GMRES to solve nearly singular systems. Note that the coefficient matrix is still nonsingular. Thus we will obtain the unique solution to the linear system but not the least-squares solution or the pseudo-inverse solution. This means that we can approach the bifurcation point as close as we can by choosing a relatively small parameter τ in (4). Furthermore, the step length in the predictor-corrector continuation algorithms should be properly controlled. Let δ be the current step length in the predictor step. Our numerical experiments show that we can choose τ so that τ ≈ 2δ. It could happen that we might jump over the bifurcation point and trace the trivial solution branch again if τ < 2δ. In our numerical experiments we chose τ ≈ 0.1 and δ = 0.05.
Some Multigrid-GMRES (Bi-CGSTAB) Algorithms
It is well-known that multigrid methods are efficient solvers for elliptic boundary value problems [Brandt, 1977; Hackbusch, 1985; Briggs et al., 2000] , where the classical Gauss-Seidel method or the SOR is used as a relaxation scheme. During the eighties several researchers have investigated multigrid methods for nonlinear elliptic eigenvalue problems. On the one hand, Chan and Keller [1982] proposed some multigrid-continuation algorithms for nonlinear elliptic eigenvalue problems with folds. Similar problems were also studied by Bolstad and Keller [1986] , using full approximation scheme multigrid-continuation methods. On the other hand, Weber [1985] proposed to use singular multigrid iterations to solve singular linear systems of equations which arise from the discretization of a bifurcation problem, where one has to compute the Moore-Penrose inverse of a (nearly) singular coefficient matrix at each iteration. Mittelmann and Weber [1985] also studied multigrid methods for the computation of solution branches in bifurcation problems. Actually, the pioneer work on this research area may go back to [Hackbusch, 1979] . See also [Hackbusch, 1985, Chap. 13] and further references cited therein for details. Recently Chang and Chien [2003a] proposed a multigrid-Lanczos algorithm for solving symmetric linear systems that arise from the discretization of continuation problems. The algorithm they proposed is efficient and robust, and can be easily implemented. From the results of Brown and Walker [1997] described in Sec. 3, and our numerical experiments, we notice that as far as the coefficient matrix is ill-conditioned but remains to be nonsingular, the GMRES method will find the unique solution of the nearly singular linear system. The results of Chang and Chien [2003a] give us a heuristic idea that a straightforward implementation of the multigrid-GMRES algorithm given below can be used to find solution branches of a bifurcation problem. In other words, it is unnecessary to find the Moore-Penrose inverse of a (nearly) singular matrix and perform the singular multigrid iteration as was done in [Hackbusch, 1985, Chap. 13; Weber, 1985] .
In this section we will give a more comprehensive study of multigrid methods for solving nonsymmetric linear systems in nonlinear elliptic eigenvalue problems. We will discuss how the GMRES and the Bi-CGSTAB methods can be used as relaxation schemes in the context of V-cycle, W-cycle and full approximation schemes.
First, we adopt the idea of the V-cycle scheme multigrid method for solving the associated symmetric linear systems. Suppose that there is a hierarchy of grids Ω h , Ω 2h , . . . , Ω M h defined on a domain Ω, where ih denotes the mesh size on Ω. To start with, we relax on the finest grid Ω h using the Bi-CGSTAB or the GMRES method until convergence deteriorates. Then we compute the finest grid residual and restrict it to the next finer grid Ω 2h , which is to be used as the right-hand side for the linear system on Ω 2h . We repeat this process until the coarsest grid Ω M h is reached. Next, we perform the correction scheme by injecting the solution of the linear system obtained on Ω M h to Ω h , which is to be used as the initial guess for the Bi-CGSTAB or the GMRES method. We relax the same linear system on Ω M 2 h using the BI-CGSTAB or GMRES method again.
This process is repeated until the approximate solution obtained in the finest grid is accurate enough. Our numerical results show that the multigrid-Bi-CGSTAB(GMRES) algorithm proposed here is more efficient than the continuationBi-CGSTAB(GMRES) algorithm. Furthermore, it can be easily modified to detect singularity of coefficient matrices. All we need to do is to implement the Bi-CGSTAB method and GMRES on the finest grid if necessary. We refer to [Chien et al., 1997] for details.
One may use either a fixed strategy or an adaptive one to transfer between grids. In a fixed strategy one performs p relaxation sweeps on each grid Ω kh before transferring to a coarser grid Ω (2k)h , and perform q relaxation sweeps before interpolating back to a finer grid Ω (2k)h . In an adaptive strategy one transfers to a coarser grid when the ratio of the residual norm of current iterate to the residual norm a sweep earlier is greater than some tolerance η, and transfer to a finer grid when the ratio of the residual norm of current iterate to the residual norm on the next finer grid is less than another tolerance δ.
The strategy we propose here is based on the convergence theory of the Bi-CGSTAB method and is described as follows. Let x kh 0 be an initial guess to the linear system
on the grid Ω kh , and r kh 0 = f kh − A kh x kh 0 the corresponding residual. In the V-cycle scheme we relax on Eq. (18) a certain number of sweeps by using the Bi-CGSTAB method, and transfer to a coarser grid
is satisfied. Here r kh i = f kh − A kh x kh i is the residual vector of the ith sweep x kh i and δ k ∈ (0, 1). Similarly, in the correction process we also relax on the associated linear system of Eq. (18) 
for some η k ∈ (0, 1).
Our numerical experiments show that the convergence behavior of the multigrid-Bi-CGSTAB algorithm depends on the choices of δ k and η k . The strategy of when to transfer between grids is based on the assumption that the Bi-CGSTAB method converges smoothly for nonsymmetric linear systems. In order to accelerate the rate of convergence of the GMRES (Bi-CGSTAB), we suggest solving preconditioned linear systems on the fine grid.
A V -cycle scheme
Let I jh ih stand for the restriction operator, while the bicubic interpolation operator is denoted by I ih jh where j = 2i. That is, I jh ih : Ω ih → Ω jh and I ih jh : Ω jh → Ω ih .
Algorithm 4.1. A V-cycle scheme GMRES (Bi-CGSTAB) algorithm with preconditioner on the fine grid Input: δ k , η k ∈ (0, 1), k = 1, 2, 3, . . . .
• Relax on A h u h = f h i 1 times by the preconditioned GMRES (Bi-CGSTAB) method with initial guess v h so that r h 0 2 < δ 1 · r h i 1 2 .
• Set r h = r h i 1 .
• Compute f 2h = I 2h h r h .
• Relax on A 2h u 2h = f 2h i 2 times by the GMRES (Bi-CGSTAB) method with initial guess v 2h = 0 so that r 2h 0 2 < δ 2 · r 2h i 2 2 .
• Set r 2h = r 2h
. . .
• Correct v 2h ← v 2h + I 2h 4h v 4h .
• Relax on A 2h u 2h = f 2h j 2 times by the GMRES (Bi-CGSTAB) method with initial guess v 2h so that r 2h 0 2 < η 2 · r 2h
• Relax on A h u h = f h j 1 times by the preconditioned GMRES (Bi-CGSTAB) method with initial guess v h so that r h 0 2 < η 1 · r h j 1 2 .
By incorporating Algorithm 4.1 into the continuation method, we can obtain the multigrid-Bi-CGSTAB-continuation or the multigrid-GMREScontinuation algorithm for tracing solution branches of nonlinear elliptic eigenvalue problems. These algorithms will not be described here.
A W-cycle scheme
A W-cycle scheme multigrid-GMRES (Bi-CGSTAB) algorithms with preconditioner on the fine grid is given as follows. • Relax on A h u h = f h i 1 times by the preconditioned GMRES (Bi-CGSTAB) method with initial guess v h so that r h 0 2 < δ 1 · r h i 1 2 .
h .
• Solve A M h u M h = f M h and obtain v M h . . . .
• Relax on A 2h u 2h = f 2h j 2 times by the GMRES (Bi-CGSTAB) method with initial guess v 2h so that r 2h 0 2 < δ 2 · r 2h
• Relax on A h u h = f h j 1 times by the preconditioned GMRES (Bi-CGSTAB) method with initial guess v h so that r h 0 2 < δ 1 · r h j 1 2 .
A full approximation scheme GMRES (Bi-CGSTAB ) algorithm
Algorithm 4.3. A full approximation scheme GMRES (Bi-CGSTAB) algorithm with preconditioner on the fine grid Input: δ k , η k ∈ (0, 1), k = 1, 2, 3, . . . .
• Initialize f 2h ← I 2h h f h , f 4h ← I 4h 2h f 2h , . . . Solve or relax on the coarsest grid. . . .
j times by the V-cycle scheme multigrid-GMRES (Bi-CGSTAB) method with initial guess v 4h so that r 4h 0 2 < η 3 · r 4h j 2 .
j times by the V-cycle scheme multigrid-GMRES (Bi-CGSTAB) method with initial guess v 2h so that r 2h 0 2 < η 2 · r 2h
• Relax on A h u h = f h j times by the V-cycle scheme preconditioned multigrid-GMRES (Bi-CGSTAB) method with initial guess v h so that r h 0 2 < η 1 · r h j 2 .
Numerical Results
In this section, we report some numerical results concerning the implementations of the multigrid continuation algorithms described in Sec. 4 with Bi-CGSTAB and GMRES as the relaxation schemes, respectively, on a reaction-diffusion system. Our model problem is the well-known Brusselator equations. All our computations were executed on an IBM Pentium 4 machine with double precision arithmetic at National Chung Hsing University.
NOMENCLATURE NCS : ordering of the continuation steps. ε : accuracy tolerance in Newton corrector. tol : stopping criterion for the corresponsive method. NCI : number of corrector iterations required at each continuation step. MAXNORM : maximum norm of the approximating solution.
p-cycle : average number of cycles required in the V-cycle, W-cycle, and FMG to solve a single linear system in the predictor step. c-cycle : average number of cycles required in the V-cycle, W-cycle, and FMG to solve a single linear system in the corrector step. Time : total execution time (in seconds) for each method.
Example. The test problem was discretized by the centered difference approximations with h = 1/64 on the finest grid, and a total of six levels of grids, making the coarsest grid with h = 1/2. The discretization matrix on the finest grid is of order 7938 × 7938. In the following, the first bifurcation point of (22) is (0, λ) = (0, 29.1444935). For h = 1/16, 1/32 and 1/64, the first discrete bifurcation points are (0, 29.0824621), (0, 29.1289699), and (0, 29.1406116), respectively. The accuracy tolerance for solving linear systems was 10 −10 , and the parameters in Algorithms 4.1-4.4 were chosen to be δ 1 = 0.0001, η 1 = 0.1 and δ k = η k = 0.9, k = 2 : 5.
To simplify the numerical computations, we shift the homogeneous states (u 0 , v 0 ) to (0, 0) by the transformation (u, v) = (u 0 +ũ, v 0 +ṽ). Furthermore, we incorporate explicitly the length l into the equations by the transformation x = lx, which changes the domain Ω = [0, l] × [0, 1] to the unit squareΩ = [0, 1] × [0, 1], and Eq. (5) can be expressed as
For simplicity, we denoteΩ,x, f (u 0 +ũ, v 0 +ṽ, λ), g(u 0 +ũ, v 0 +ṽ, λ), andũ,ṽ again by Ω, x, f (u, v, λ), g(u, v, λ) and u, v, respectively, when no confusion arises. Then we have
with boundary conditions u(x, y, t) = v(x, y, t) = 0 on ∂Ω . We chose α = 4, d 1 = 1 and d 2 = 2 in our numerical experiments. First, we implemented Algorithm 4.2 to trace the solution curves of Eq. (22) branching from the first bifurcation point with mesh size h = 1/16, 1/32 and 1/64, where the preconditioned Bi-CGSTAB was used as the relaxation scheme. From [Chien & Chen, 1998 ] we know that the first bifurcation point is transcritical. Our simple numerical results were shown in Tables 1-3. Figure 1 shows how the upper and lower solution curves bifurcate from the transcritical bifurcation point. Figure 2 displays the convergence behavior of the Bi-CGSTAB method in the V-cycle scheme at λ ≈ 29.19. Here and in what follows, the symbol "+" denotes the number of iterations performed in the finest grid, and the symbol " * " denotes the log of residual norm reached after one V-cycle is finished. Figure 3 depicts the number of iterations required in the V-cycle scheme during the continuation process. Figure 4 shows the convergence behavior of the Bi-CGSTAB method in Algorithm 4.3 at λ ≈ 29.12. Figure 5 displays the number of iterations versus the continuation parameter λ in the W-cycle scheme, where the lower solution branch is traced. Figures 6 and 7 show similar results for the FAS scheme with Bi-CGSTAB as the relaxation scheme.
We also used Algorithm 4.2 with GMRES as the relaxation scheme to trace the upper solution branch. Table 4 shows the numerical result. Figure 8 displays the convergence behavior of the GMRES method in the V-cycle scheme. Figure 9 shows the number of iterations versus the continuation parameter λ in the V -cycle scheme. Tables 5 and 6 show the numerical results of implementing Algorithms 4.3-4.4 with preconditioned GMRES as the relaxation method on the finest grid. Figure 10 shows the convergence behavior of the GMRES method in Algorithm 4.3 at λ ≈ 29.05. Figure 11 displays the number of iterations versus the continuation parameter λ in the W-cycle scheme, where the upper solution branch is traced. Figures 12 and 13 show similar results for the FAS scheme with GMRES as the relaxation scheme. Tables 7 and 8 list the total execution time of implementing Algorithms 4.2-4.3 with mesh size h = 1/64 and 60 continuation steps for our test problem.
Conclusions
Based on the numerical results reported in Sec. 5, we wish to draw some concluding remarks concerning the performance of the numerical algorithms proposed in Sec. 4.
(i) If the mesh size is small enough, say h = 1/64, then the number of iterations of the Bi-CGSTAB and the GMRES methods increase sharply as we are close to the bifurcation point. Furthermore, the number of iterations decrease again as we are away from the bifurcation point. This means that we need more iterates to solve nearly singular linear systems. By comparing Figs. 3, 5, 7 and 9, 11, 13, we see that the GMRES method is more stable than the Bi-CGSTAB method in some neighborhood of the bifurcation point.
(ii) From Tables 7 and 8 we see that the V -cycle scheme is more efficient than the other two schemes for our test problem. Moreover, the V -cycle scheme with the preconditioned GMRES method as the relaxation scheme is superior to the other algorithms described in this paper.
