CONTRIBUTION OF ARTIFICIAL INTELLIGENCE TO BORDER SECURITY by Kokkalis, Konstantinos
Calhoun: The NPS Institutional Archive
DSpace Repository
Theses and Dissertations 1. Thesis and Dissertation Collection, all items
12/12/19
CONTRIBUTION OF ARTIFICIAL INTELLIGENCE
TO BORDER SECURITY
Kokkalis, Konstantinos
Monterey, CA; Naval Postgraduate School
http://hdl.handle.net/10945/63998
Copyright is reserved by the copyright owner.






CONTRIBUTION OF ARTIFICIAL INTELLIGENCE 




Thesis Advisor: Rodrigo Nieto-Gomez 
Second Reader: Anne M. Baylouny 
Approved for public release. Distribution is unlimited. 
THIS PAGE INTENTIONALLY LEFT BLANK 
 REPORT DOCUMENTATION PAGE  Form Approved OMB No. 0704-0188 
 Public reporting burden for this collection of information is estimated to average 1 hour per response, including the time for reviewing 
instruction, searching existing data sources, gathering and maintaining the data needed, and completing and reviewing the collection of 
information.  Send comments regarding this burden estimate or any other aspect of this collection of information, including 
suggestions for reducing this burden, to Washington headquarters Services, Directorate for Information Operations and Reports, 1215 
Jefferson Davis Highway, Suite 1204, Arlington, VA 22202-4302, and to the Office of Management and Budget, Paperwork Reduction 
Project (0704-0188) Washington, DC 20503. 
 1. AGENCY USE ONLY 
(Leave blank)  
2. REPORT DATE 
 December 2019  
3. REPORT TYPE AND DATES COVERED 
 Master's thesis 
 4. TITLE AND SUBTITLE 
CONTRIBUTION OF ARTIFICIAL INTELLIGENCE TO BORDER 
SECURITY  
 5. FUNDING NUMBERS 
 
  
 6. AUTHOR(S) Konstantinos Kokkalis 
 7. PERFORMING ORGANIZATION NAME(S) AND ADDRESS(ES) 
Naval Postgraduate School 
Monterey, CA 93943-5000 
 8. PERFORMING 
ORGANIZATION REPORT 
NUMBER 
 9. SPONSORING / MONITORING AGENCY NAME(S) AND 
ADDRESS(ES) 
N/A 
 10. SPONSORING / 
MONITORING AGENCY 
REPORT NUMBER 
 11. SUPPLEMENTARY NOTES The views expressed in this thesis are those of the author and do not reflect the 
official policy or position of the Department of Defense or the U.S. Government. 
 12a. DISTRIBUTION / AVAILABILITY STATEMENT 
Approved for public release. Distribution is unlimited.  
12b. DISTRIBUTION CODE 
 A 
13. ABSTRACT (maximum 200 words)     
 Artificial Intelligence (AI), as a disruptive technology, has recently become widespread in several 
applications ranging from healthcare to transportation. Border security has become a focal field for AI as 
migration poses significant challenges to the receiving countries’ infrastructure and to the cohesion of 
domestic societies. This thesis investigates the contribution of AI in a border management system in a 
maritime environment. It suggests that AI enhances situational awareness and accelerates the existing 
asylum procedures on the condition that it functions under pre-defined rules and human supervision. 
 A contextual analysis of AI in general stresses not only its capacity to evaluate high volumes of data but 
also to create ethical challenges. Consequently, based on AI’s capacity to evaluate big data, this thesis 
illustrates AI’s capability to inform the decision maker with a timely and accurate decision regarding the 
border management domain, using the Greece-Turkey borders as a case study. It also analyzes ethical and 
cybersecurity challenges regarding AI’s use and how they might be overcome. This thesis additionally sets 
the base for further research in the fields of experimentation and legal adaptations to keep pace with this 
quite promising but also quite challenging domain of AI. Furthermore, the thesis provides legal and 
technical recommendations for the potential implementation of an AI-embedded Command and Control 
system. 
 
 14. SUBJECT TERMS 
artificial intelligence, border security, command & control system  
15. NUMBER OF 
PAGES 
 145 
 16. PRICE CODE 




 18. SECURITY 
CLASSIFICATION OF THIS 
PAGE 
Unclassified 








NSN 7540-01-280-5500 Standard Form 298 (Rev. 2-89) 
Prescribed by ANSI Std. 239-18 
i 
THIS PAGE INTENTIONALLY LEFT BLANK 
ii 
Approved for public release. Distribution is unlimited. 
CONTRIBUTION OF ARTIFICIAL INTELLIGENCE TO BORDER SECURITY  
Konstantinos Kokkalis 
Lieutenant Commander, Hellenic Navy 
Naval Seamanship & Science, Hellenic Naval Academy, 2000 
Submitted in partial fulfillment of the 
requirements for the degree of 
MASTER OF ARTS IN SECURITY STUDIES  
(COMBATING TERRORISM: POLICY AND STRATEGY) 
from the 
NAVAL POSTGRADUATE SCHOOL 
December 2019 
Approved by: Rodrigo Nieto-Gomez 
 Advisor 
 Anne M. Baylouny 
 Second Reader 
 Afshon P. Ostovar 
 Associate Chair for Research 
 Department of National Security Affairs 
iii 
THIS PAGE INTENTIONALLY LEFT BLANK 
iv 
ABSTRACT 
 Artificial Intelligence (AI), as a disruptive technology, has recently become 
widespread in several applications ranging from healthcare to transportation. Border 
security has become a focal field for AI as migration poses significant challenges to the 
receiving countries’ infrastructure and to the cohesion of domestic societies. This thesis 
investigates the contribution of AI in a border management system in a maritime 
environment. It suggests that AI enhances situational awareness and accelerates the 
existing asylum procedures on the condition that it functions under pre-defined rules and 
human supervision. 
 A contextual analysis of AI in general stresses not only its capacity to evaluate 
high volumes of data but also to create ethical challenges. Consequently, based on AI’s 
capacity to evaluate big data, this thesis illustrates AI’s capability to inform the decision 
maker with a timely and accurate decision regarding the border management domain, 
using the Greece-Turkey borders as a case study. It also analyzes ethical and 
cybersecurity challenges regarding AI’s use and how they might be overcome. This thesis 
additionally sets the base for further research in the fields of experimentation and legal 
adaptations to keep pace with this quite promising but also quite challenging domain of 
AI. Furthermore, the thesis provides legal and technical recommendations for the 
potential implementation of an AI-embedded Command and Control system. 
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I. INTRODUCTION 
A. RESEARCH QUESTION 
How can artificial intelligence (AI) contribute to the effective monitoring of 
maritime borders? 
B. PROBLEM STATEMENT 
Border security, a significant challenge for many countries, whether continental or 
maritime, engages an essential portion of public discourse. As the global refugee problem 
seems to deteriorate, affecting more and more countries, the effectiveness of border 
security has become the utmost concern. Greece is at the forefront of the European Union 
in this connection, receiving massive waves of refugees at its borders. There are more than 
350 nautical miles of vulnerable maritime borders extending from Greece to Turkey, 
making border security gaps significant. These security issues have been proven hard to 
resolve through conventional methods of surveillance. However, the emergence of new 
technologies based on deep-learning patterns and powerful computers, such as AI, presents 
new opportunities to the field of homeland security in general and border security in 
particular. 
Political violence, civil wars, criminal activities, and, more recently, climate 
change1 are some of the factors that compel gradually higher numbers of people to cross 
the borders of their countries and migrate elsewhere. The number of people, for example, 
who crossed the European borders totaled nearly 145,000 in 2018, according to the 
International Organization for Migration (IOM).2  
Illegal activities and threats, such as human trafficking, drug and arms proliferation, 
terrorism, and obfuscation on the part of asylum seekers, only complicate the issue of 
border security. There is a recent and ongoing effort led by the most developed countries 
 
1 Norman Myers, “Environmental Refugees: A Growing Phenomenon of the 21st Century,” 
Philosophical Transactions: Biological Sciences 357, no. 1420, (2002): 609–13. 
2 “Europe Flow Monitoring,” International Organization for Migration, April 25, 2019, 
https://migration.iom.int/europe?type=arrivals 
2 
to seek and incorporate emerging new technologies, such as AI, in the service of defense 
and border security. These countries hope to achieve their strategic objectives, which are 
either to neutralize the enemy and deprive him of any military advantage—in the case of 
defense—or eliminate any illegal activities taking place on borders—in the case of border 
security—by adopting such enhanced technologies. 
Agencies such as the Immigration, Refugees and Citizenship Canada (IRCC) have 
already submitted a request for information to the relevant industries with regard to a 
proposed “artificial intelligence solution,” which will promote an automated decision-
making system to examine the immigration/refugee applications.3 The European Union 
(EU), in its turn, has inaugurated the iBorderCtrl, a project developed by a Europe-wide 
consortium. This project includes an AI-based lie detector that has already been installed 
at four border crossing points in Hungary, Latvia, and Greece.4  
AI is a field of technology that has evolved dramatically, affecting almost every 
sector of contemporary life through its applications. AI, a broad concept including several 
diversified fields, does not have a clear definition. Its main challenge is to “artificially” 
imitate the human mind and produce reasonable and data-evaluated decisions. This main 
task is accomplished by the use of extensive technology, such as efficient software 
accompanied by respective hardware, capable of evaluating and processing a tremendous 
amount of data in a very short period of time when compared to human thought-processing. 
AI is also capable of performing specific tasks under distinct circumstances without 
human oversight,5 thereby enhancing the decision-making processes. The comparative 
advantage of AI is its almost unlimited capacity to evaluate and assess data, the processing 
 
3 Petra Molnar and Lex Gill, Bots at the Gate: A Human Rights Analysis of Automated Decision-
Making in Canada’s Immigration and Refugee System (Toronto, Canada: International Human Rights 
Program and the Citizen Lab, University of Toronto, 2018), “IHRP-Automated-Systems-Report-Web-
V2.Pdf,” 14, accessed April 25, 2019, https://citizenlab.ca/wp-content/uploads/2018/09/IHRP-Automated-
Systems-Report-Web-V2.pdf. 
4 Douglas Heaven, “AI to interrogate travelers,” NewScientist 240, no. 3202 (October 2018):5, 
https://doi.org/10.1016/S0262-4079(18)32014-1. 
5 Kelley M. Sayler and Daniel S. Hoadley, Artificial Intelligence and National Security, CRS Report 
No. R45178 (Washington, DC: Congressional Research Service, 2019), 1, 
https://fas.org/sgp/crs/natsec/R45178.pdf 
3 
of which would otherwise require a significant number of people. Without overlooking that 
the imitation of human activities such as perception, cognition, planning, etc., is a very 
challenging task, the future of AI seems to be very promising. 
This opportunity provides the capability to assess and evaluate all the available data 
in a timely and, most importantly, thorough manner, but it also presents many challenges. 
One of the major flaws that has characterized the already-applied decision-making process 
is that expediency forced selectivity, meaning that the need for a timely and relatively 
coherent decision-making process dictated the evaluation of only a portion, as opposed to 
the entirety, of the data available at the time. This insufficiency is due to the lack of 
necessary assets (hardware, software, etc.) to evaluate the tremendous amount of incoming 
data concisely and in a relatively short period of time. 
National defense6 most prominently, and border security potentially, as already 
said, are among the sectors that might benefit from AI technologies. The potential that this 
relatively unexploited field of technology presents has also attracted the interest of the 
superpowers. The Chinese government, for example, has declared its objective to dominate 
in the field of AI by 2030,7 and it has already invested billions of dollars in projects aiming 
at the management of Chinese citizens’ movement domestically (as is the case in 
Xinjiang).8 According to its inspirators, this project explicitly shows the effective way that 
new technologies, especially AI-based applications such as voice and facial recognition, 
can contribute to the monitoring of people moving out of and into this isolated Chinese 
province, and to limiting the terrorist attacks concomitantly. In response, the U.S. 
Department of Defense (DoD) issued its National Defense Strategy, which claims that 
implementing AI will enhance the nation’s war capability.9 It is inevitable that other strong 
countries will pursue this seemingly promising competition in the AI field. Recently, such 
 
6 J. S. Hurley, “Enabling Successful Artificial Intelligence Implementation in the Department of 
Defense,” Journal of Information Warfare; Yorktown 17, no. 2 (2018): 65. 
7 Sayler and Hoadley, Artificial Intelligence and National Security. 
8 Josh Chin and Clement Burge, “Twelve Days in Xinjiang: How China’s Surveillance State 
Overwhelms Daily Life,” Wall Street Journal, December 19, 2017, https://www.wsj.com/articles/twelve-
days-in-xinjiang-how-chinas-surveillance-state-overwhelms-daily-life-1513700355. 
9 Sayler and Hoadley, Artificial Intelligence and National Security.  
4 
countries as France, India, Japan, and many others have publicized in their national or 
supranational strategies their intentions to adopt AI technologies in various applications, 
including the defense sector.10 
This thesis proposes to explore how AI could influence the field of maritime border 
management. This thesis also examines whether the increased opportunities that AI 
provides may also cause unintended collateral effects such as incorrect decision-making 
processes, unnecessary burdens for the refugees who choose to pass through this process, 
or lack of redundancies in case of a system failure, among others. The starting point will 
be the maritime borders between Greece and Turkey, but if the research proves promising, 
it might further apply to other cases of maritime or land borders. 
C. LITERATURE REVIEW 
The literature review is divided in three parts. The first part examines the refugee 
crisis and its complexity in managing it. The second part surveys border security as one of 
the essential features that a contemporary state exerts as a result of its legitimacy. Finally, 
the third part describes the concept of command and control and its evolution during the 
information age.  
1. Refugee Flows 
The refugee crisis is certainly not a new phenomenon and will not likely be resolved 
in the foreseeable future. Before proceeding to the main perspectives that shape refugee 
flows globally, it is important to define who a refugee is and what differentiates a refugee 
from an immigrant. According to the Protocol Relating to the Status of Refugees agreed 
upon by the United Nations in 1967,11 the term refugee applies to “any person who is 
outside the country of his nationality because he has or had a well-founded fear of 
persecution by reason of his race, religion, nationality, membership of a particular social 
 
10 Molnar and Gill, Bots at the Gate: A Human Rights Analysis of Automated Decision-Making in 
Canada’s Immigration and Refugee System, 13. 
11 United Nations High Commissioner for Refugees, “Convention and Protocol Relating to the Status 
of Refugees,” UNHCR, accessed June 6, 2019, 
https://www.unhcr.org/protection/basic/3b66c2aa10/convention-protocol-relating-status-refugees.html. 
5 
group or political opinion, and is unable or, because of such fear, is unwilling to avail 
himself of the protection of the government of the country of his nationality.”12 
On the other hand, immigrants are people who choose to flee from their country not 
because of persecution by the state or other political or ethnic conflicts but for other 
reasons, including the ambition to obtain better living conditions for themselves and their 
families. These people are not considered “vulnerable” by the international community; 
consequently, there is no international convention in effect prescribing and protecting their 
rights during their initial establishment to a foreign country.13 However, they enjoy the 
subsequent rights of the indigenous citizens as long as their asylum application will be 
accepted, which is not always an easy case. 
The existing literature underscores the complexities and difficulties in managing 
the refugee crisis, as it demonstrates and cautions for immediate radical reforms to alleviate 
it, presenting a rather daunting and overwhelming future projection. The refugee crisis and 
its management present numerous challenges for the authorities. The refugee issue is not a 
stable but rather an oscillating problem characterized by fluctuations in intensity.14 There 
have been specific instances in which the number of refugees had reached its climax. For 
example, during 1992, the estimated total number of refugees around the world exceeded 
17 million, according to United Nations High Commissioner for Refugees’ (UNHCR) 
database;15 on the contrary, a great reduction was observed during 2005, when the number 
of refugees totaled little more than 8.5 million.16 Unsurprisingly, however, the overall 
number of global refugees seems to escalate in absolute values, breaking one record after 
 
12 Aristide R. Zolberg, Sergio Aguayo, and Astri Suhrke, Escape from Violence: Conflict and the 
Refugee Crisis in the Developing World (Cary, United States: Oxford University Press, 1989), 4, 
http://ebookcentral.proquest.com/lib/ebook-nps/detail.action?docID=271408. 
13 Diane C. Bates, “Environmental Refugees? Classifying Human Migrations Caused by 
Environmental Change,” Population and Environment 23, no. 5 (2002): 467–68. 
14 “Refugee Population Statistics, ” United Nations High Commissioner for Refugees, accessed May 
13, 2019, http://popstats.unhcr.org. 
15 United Nations High Commissioner for Refugees, “Refugee Population Statistics.”  
16 United Nations High Commissioner for Refugees, “Refugee Population Statistics.”  
6 
another. The projection of 200 million environmental refugees on a global scale by 2050 
seems terrifying.17 
The refugee problem is a multifaceted issue that evolves continuously through time. 
Besides the traditional reasons that have existed since the beginning of human history and 
are responsible for the creation of a massive wave of refugees around the world, other 
contemporary—and probably the most threatening—issues, such as climate change, have 
added to this already complex calculus. Therefore, its confrontation compels a 
multidimensional solution that includes several sub-solutions, such as effective border 
management, financial and political aid to the host countries, and respective aid to the 
receiving countries if these are unable to offer it without influencing their societal 
privileges and rights. Interestingly, the academia mainly delves into the refugees’ relief 
programs, the increased needs that they might have by settling in a foreign country having 
lost all or a significant amount of their wealth, and the often hostile behavior these refugees 
might face by the indigenous population.18 Moreover, many scholars scrutinize the 
likelihood that a percentage of these refugees may radicalize,19 causing further burdens for 
the local authorities; subsequently, these scholars provide solutions to mitigate this 
threat.20 
Some other scholars examine a completely opposite approach, meaning the 
contribution of refugees through their labor and skills to the local economy’s boost.21 This 
 
17 Terence Epule Epule, Changhui Peng, and Laurent Lepage, “Environmental Refugees in Sub-
Saharan Africa: A Review of Perspectives on the Trends, Causes, Challenges and Way Forward,” 
GeoJournal; Dordrecht 80, no. 1 (2015): 82, http://dx.doi.org.libproxy.nps.edu/10.1007/s10708-014-9528-
z. 
18 Robert Chambers, “Hidden Losers? The Impact of Rural Refugees and Refugee Programs on Poorer 
Hosts,” The International Migration Review 20, no. 2 (1986): 245–63, https://doi.org/10.2307/2546034.; 
Anna Getmansky, Tolga Sınmazdemir, and Thomas Zeitzoff, “Refugees, Xenophobia, and Domestic 
Conflict: Evidence from a Survey Experiment in Turkey,” Journal of Peace Research 55, no. 4 (July 1, 
2018): 491–507, https://doi.org/10.1177/0022343317748719. 
19 Stephen John Stedman and Fred Tanner, Refugee Manipulation: War, Politics, and the Abuse of 
Human Suffering (Washington, United States: Brookings Institution Press, 2004), 1, 
http://ebookcentral.proquest.com/lib/ebook-nps/detail.action?docID=3004392. 
20 Barbara Sude, David Stebbins, and Sarah Weilant, Lessening the Risk of Refugee Radicalization: 
Lessons for the Middle East from Past Crises (RAND Corporation, 2015), https://doi.org/10.7249/PE166. 
21 Karen Jacobsen, “Can Refugees Benefit the State? Refugee Resources and African Statebuilding,” 
The Journal of Modern African Studies 40, no. 4 (2002): 577. 
7 
approach, although quite optimistic, marginalizes the majority of the problems that a huge 
influx of people causes to the receiving country. 
Scholars also engage with receiving countries’ perspectives and the consequences 
of a mass influx of people. Karen Jacobsen claims that the policies a government pursues 
to effectively manage incoming refugees depend on four broad categories:  
1. Bureaucratic choices made by the government;  
2. International relations;  
3. The absorption capacity of the local host community; 
4. National security considerations.22  
In multinational political organizations such as the EU, refugee policies emerged 
as a consensus between conflicting interests among member states and on the grounds that 
they “do not address matters of high electoral salience.”23 Nevertheless, the majority of 
hosting countries, especially in the western world, tend to face the refugee problem as a 
security problem; for some, this is even considered to be a ticking bomb undermining these 
countries’ political stability and cohesion. 
Refoulement, meaning the process of returning a refugee back to his/her country of 
origin, remains always a choice, yet it is seldom successful.24 In most cases, the reasons 
that caused the massive displacement of people in the country of origin persist. Even if the 
threat of persecution is eliminated, rarely do refugees want to return to their residences for 
various reasons.25 
 
22 Karen Jacobsen, “Factors Influencing the Policy Responses of Host Governments to Mass Refugees 
Influxes,” The International Migration Review 30, no. 3 (Fall 1996): 660, https://doi.org/ 
10.1177/019791839603000301. 
23 Philomena Murray and Michael Longo, “Europe’s Wicked Legitimacy Crisis: The Case of 
Refugees,” Journal of European Integration 40, no. 4 (Mar 2018): 412, 
https://doi.org/10.1080/07036337.2018.1436543. 
24 Elena Fiddian-Qasmiyeh, Gil Loescher, Katy Long, Nando Sigona, and, Guy S. Goodwin-Gill. “The 
International Law of Refugee Protection,” in The Oxford Handbook of Refugee and Forced Migration 
Studies, ed. Elena Fiddian-Qasmiyeh et al. (Oxford University Press, 2014), 
https://doi.org/10.1093/oxfordhb/9780199652433.013.0021. 
25 Barbara E. Harrell-Bond, “Repatriation: Under What Conditions Is It the Most Desirable Solution 
for Refugees? An Agenda for Research,” African Studies Review 32, no. 1 (April 1989): 42, 
https://doi.org/10.2307/524493. 
8 
A humanitarian approach to the refugee issue prevails in a significant amount of 
literature.26 As the number of refugees increases exponentially every year, the relevant 
institutions have developed more complex mechanisms for eliminating or at least 
minimizing humanitarian crises. Certainly, because the role of agencies like the UNHCR 
is advisory, little can be done unless the states’ governments express their will to act. For 
example, the Comprehensive Refugee Response Framework is a useful tool to support both 
host countries and the countries of origins.27 Moreover, UNHCR proposes in its annual 
report (Global Compact on Refugees, 2018)28 measures to relieve the increased needs of 
refugee communities. 
There are also surveys29 and articles30 that measure the performance of existing 
integration programs that are helpful in evaluating their strengths and weaknesses. These 
surveys are indispensable, as they are a guide for future improved programs that will 
embody the former deficiencies. Certainly there are also critiques of states’ less successful 
performed initiatives toward refugees, such as the 2018 report of International Amnesty 
regarding the mistreatment of East Asian refugees by the Australian authorities.31 In this 
report, Australia is criticized that its decision to settle refugees coming from South East 
Asia in Papua New Guinea was an unsafe and unsustainable option for them, as the 
refugees experienced discrimination and extensive violence by the local community. 
 
26Gemma Galdon Clavell, “Protect Rights at Automated Borders,” Nature; London 543, no. 7643 
(March 2, 2017): 34–36. 
27 “Comprehensive Refugee Response Framework,” United Nations High Commissioner for Refugees, 
accessed November 9, 2019, https://www.unhcr.org/comprehensive-refugee-response-framework-crrf.html.  
28 United Nations, Report of the United Nations High Commissioner for Refugees: Global Compact on 
Refugees” Report No. A73/12/Part II (New York: United Nations, 2018),  
https://www.unhcr.org/gcr/GCR_English.pdf. 
29 Aaron Dickerson et al., A Study in Performance Measurement for Refugee Integration Programs, 
University of Berkeley California prepared for Church World Service, Immigration and Refugee Program, 
(Berkeley, CA: University of California, 2011). 
30 David Beversluis. David Schoeller-Diaz, Martin Anderson, Nathalie Anderson, Amy Slaughter, and 
Ronak B. Patell, “Developing and Validating the Refugee Integration Scale in Nairobi, Kenya,” Journal of 
Refugee Studies 30, no. 1 (March 2017): 106–32, https://doi.org/10.1093/jrs/few018. 
31 Amnesty International, Punishment Not Protection: Australia’s Treatment-of-Refugees and Asylum 
Seekers in Papua New Guinea, Report no. ASA 34/7781/2018, (London: Amnesty International, 2018), 
https://reliefweb.int/sites/reliefweb.int/files/resources/ASA3477812018ENGLISH.PDF. 
9 
2. Border Security 
One of the features of the contemporary state is its ability to control effectively the 
mobility of people and products. As Megoran, Raballand, and Bouyjou point out, “the 
border, whilst the skin of the state literally, rhetorically is at its heart.”32 “Border security 
has become both an indicator for how well states are physically controlling movements of 
people and goods, as well as a means of communicating the potential impacts of threats 
such as terrorism.”33 Whereas the frontier areas historically were places of ideological and 
cultural exchange, recently and especially after the formation of Westphalian types of 
states, the idea of a state that exerts absolute authority throughout its territory seemed to be 
more appealing to authorities than ever before. This stance is also the outcome of political 
leaders’ choice to reverse against globalization and contain their states to their territories, 
resulting in a sort of isolation.34 Therefore, this policy of monitoring people crossing the 
borders and entering a state’s territory stems from the centralized role a government claims 
to exert toward the strictly defined territory for which it is responsible.  
In part, border security is compelled by the states’ citizens, who regard citizens 
from other countries competitively, assuming that they will harm their interests, their 
wealth, and their ordinary lives. On the other hand, the free exchange of products and 
people is an imperative compelled by globalization. Therefore, as Allen and Volmer claim, 
“state border strategies reflect an attempt to reconcile the economic imperatives of 
globalization and regional integration with mounting political pressures to erect more 
exclusionary barriers.”35 
 
32 Nick Megoran, Gaël Raballand, and Jerome Bouyjoy, “Performance, Representation and the 
Economics of Border Control in Uzbekistan,” Geopolitics 10, no. 4 (2005): 735, 
https://doi.org/10.1080/14650040500318498. 
33 William L Allen and Bastian A Vollmer, “Clean Skins: Making the e-Border Security Assemblage,” 
Environment and Planning D: Society and Space 36, no. 1 (February 2018): 28, 
https://doi.org/10.1177/0263775817722565. 
34 Jussi P. Laine, “The Multiscalar Production of Borders,” Geopolitics 21, no. 3 (June 2016): 471, 
https://dx.doi.org/10.1080/14650045.2016.1195132. 
35 Allen and Vollmer, “Clean Skins: Making the e-Border Security Assemblage,” 25. 
10 
The existing literature on border security is divided into two different groups. One 
claims that imposing security controls on people’s movements is inevitable as long as it 
minimizes the likelihood of illegal activities; the other, although admitting the need to 
secure borders, instead claims that extensive and indiscriminate control subjects people to 
infinite and unnecessary burdens and violates human rights. 
The first category promotes the political dimension of borders as well as their 
sociological perspective. This category represents mostly governmental approaches that 
through public opinion surveys, such as Eurobarometer 84 survey, strive for legitimate 
ground to impose tougher border policies. 36 Therefore, a state has the inherent obligation 
to resort to more rigid border policies aiming to diminish or at least minimize the threat 
posed by the increased terrorist attacks and illegal activities, such as murders, human 
trafficking, drug proliferation, etc. 
In the pursuance of the most effective policies, authorities readily incorporate state-
of-the-art technologies that will support their strategic objective.37 Some governments go 
a step beyond by adopting preemptive approaches to securitize their territories. One such 
approach is the fundamental principle issued in the UK’s Strategic Defense and Security 
Review, which underlines the need for the authorities to address the threats proactively 
before these threats have a foothold at the UK’s shores.38 
Additionally, Parker and Adler-Nissen offer a sociological dimension of borders, 
meaning that they entail communities that share common beliefs and facilitate their 
 
36 George Löfflmann and Nick Vaughan-Williams, “Vernacular Imaginaries of European Border 
Security Among Citizens: From Walls to Information Management,” European Journal of International 
Security 3, no. 3 (2018): 389, https://doi.org/10.1017/eis.2018.7. 
37 Rey Koslowski, The Evolution of Border Controls as a Mechanism to Prevent Illegal Immigration, 
(Washington, DC: Migration Policy Institute, 2011), https://www.migrationpolicy.org. 
38 Victoria M. Basham and Nick Vaughan-Williams, “Gender, Race and Border Security Practices: A 
Profane Reading of ‘Muscular Liberalism,’” The British Journal of Politics and International Relations 15, 
no. 4 (2013): 519, https://doi.org/10.1111/j.1467-856X.2012.00517.x. 
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interaction.39 The boundaries, as they claim, are needed for decisions to be made on the 
part of a state as a political actor.40 
As Löfflmann and Vaughan-Williams address, however, there are cases when 
authorities unintentionally exploit information that comes out from incomplete or biased 
surveys in order to support their narratives for more effective border controls.41 As Baird 
critiques, especially in the EU’s cases, implementing new technologies in border security 
is not necessarily needs-based but rather encouraged by an “underground” security 
industrial complex42 that includes power bureaucrats capable of influencing the decision-
making process as well as the most prominent industries in the security sector. 
Moreover, Basham and Vaughan-Williams caution against border practices that 
discriminate against people according to their race, gender or religion.43 More universal is 
the critique of Galdon Cavell, who argues that there should be checks and balances in the 
dissemination of travelers’ personal and sensitive data acquired through automated border 
controls.44 Presumably, the level of trust among citizens for these automated processes 
will rise if they succeed in fulfilling the fundamental requirements of human rights and 
respect.  
3. Command and Control 
The need for information systems that collect, categorize, and evaluate data is 
certainly neither a nascent idea nor one that will become outdated in the foreseeable future. 
 
39 Noel Parker and Rebecca Adler-Nissen, “Picking and Choosing the ‘Sovereign’ Border: A Theory of 
Changing State Bordering Practices,” Geopolitics 17, no. 4 (November 2012): 778, 
https://dx.doi.org/10.1080/14650045.2012.660582. 
40 Parker and Adler-Nissen, “Picking and Choosing the ‘Sovereign’ Border: A Theory of Changing 
State Bordering Practices,” 779. 
41 Löfflmann and Vaughan-Williams, “Vernacular Imaginaries of European Border Security Among 
Citizens: Form Walls to Information Management,” 390. 
42 Theodore Baird, “Who Speaks for the European Border Security Industry? A Network Analysis,” 
European Security 26, no. 1 (2016): 38, https://doi.org/10.1080/09662839.2016.1267146. 
43 Basham and Vaughan-Williams, “Gender, Race and Border Security Practices: A Profane Reading 
of ‘Muscular Liberalism,’” 510. 
44 Clavell, “Protect Rights at Automated Borders,” 34. 
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From primitive means of exchange communications and data, such as the setting of fire at 
the top of the mountains to report an imminent attack from the enemy and warn allied 
kingdoms or tribes, to the more complicated and robust contemporary information systems, 
the need for evaluating the operating environmental conditions seems to always be 
compelling. 
In the mid-1970s, Galbraith published his organizational information theory, in 
which the fundamental takeaway was that uncertainty is related to the lack of data that 
decision makers must process separately or as a group to achieve a specific goal.45 As the 
world proceeded to more information-based frameworks, this theory seems more valid and 
accurate than ever. 
Going through the information age, information frenzy not only attenuated but also 
intensified. As Albert and Hayes stress, the information age transformed information from 
a simple commodity into a “golden goose.”46 Even information once regarded as useless 
acquired significant value, rendering it capable of significantly altering the decision-
making process. The information age is also renowned for drastically decreasing the cost 
of communication, thus furthering its role to the crystallization of a system that would 
equally exploit information and communication.47 
The system that was invented based on the principles of communication and 
information is called the command and control system. This term more correctly applies to 
the general notion of exploiting collected data shared among different participants rather 
than a system that has limited physical dimensions. The definition that can be found in the 
U.S. Joint Chiefs of Staff Publication includes “responsibility for effectively using 
available resources, planning the employment of, organizing, directing, coordinating, and 
 
45 Ian Slazinik and Ben Hazen, “Global Command and Control for the Future Operating Concept: 
Implications for Structural Design and Information Flow,” Air and Space Power Journal 31, no. 4 (Winter 
2017): 38. 
46 David S. Alberts and Richard E. Hayes, Power to the Edge: Command, Control in the Information 
Age, Information Age Transformation Series (Washington, DC: CCRP Publication Series, 2003), 2. 
47 Alberts and Hayes, Power to the Edge: Command, Control in the Information Age, 3. 
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controlling military forces for the accomplishment of assigned missions. It also includes 
the responsibility for health, welfare, morale, and discipline of assigned personnel.” 48 
Based on this principle, command and control systems developed a variety of 
functions through system engineering, such as data fusion, classification of data, data 
prioritization, etc.,49 pushing forward and eventually contributing to a more effective 
decision-making process. Technology development has evolved to such an extent that the 
use of highly effective computational engines was inevitable. Furthermore, the requirement 
of human “intervention” in any stage of the decision-making process, without affecting its 
expediency, fertilized the idea of human-machine interaction (HMI). 
Gradually, as the diversity and amount of collected data increased exponentially, 
the expectations and the requirements did too. Hence, the trend shifted from discrete or 
stand-alone systems to a system-of-systems framework.50 Furthermore, the new 
architecture on which the emergent systems were based embodied the necessary features 
to continuously adapt in a volatile operating environment. Nevertheless, these requirements 
led to more complex, expensive, and sometimes flawed systems. 
According to Pitsko and Verma, the architecture of adaptable command and control 
systems is founded on four principles: adaptive boundary, conservation of autonomy, 
enabling change, and self-organization.51 Adaptive boundary establishes or even limits the 
adaptability of a system to what is absolutely essential. This adaptability means, in other 
words, that the system will be capable of evaluating the effects of an emergent 
transformation requirement without deciding to adopt it. Conservation of autonomy 
surfaces as multifunctional systems that perform complex and diverse activities 
simultaneously or in near real-time and require many resources that inevitably skyrocket 
the cost of its acquirement. Based on this assumption, an adaptable command and control 
 
48 Alberts and Hayes, 14. 
49 R. Peter Delong, “Ten Principles of Command and Control System Automation,” Naval Engineers 
Journal 102, no. 1 (1990): 58, https://doi.org/10.1111/j.1559-3584.1990.tb02539.x. 
50 Robert Pitsko and Dinesh Verma, “Principles for Architecting Adaptable Command and Control 
Systems,” Procedia Computer Science 8 (2012): 135, https://doi.org/10.1016/j.procs.2012.01.029. 
51 Pitsko and Verma, “Principles for Architecting Adaptable Command and Control Systems,” 137. 
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system should be able to establish or limit its interdependencies with respective systems to 
the most essential ones and therefore significantly suppress its cost. Moreover, enabling 
change and self-organization allow a system to selectively adapt to operational 
environmental changes, according to some preset criteria either defined by the operator or 
by the system itself. 
Recently, the evolution of the Network Centric Warfare (NCW) theory has 
dominated the field as the theory that incorporates all the advances of the command and 
control domain. This theory emphasizes the relationship between command and control 
processes and networked system structure. NCW theory is centered on contemporary 
technological developments, like the internet, wireless sensors, and satellite imagery, that 
brought a shift in society by making every small piece of information a strategic asset.52 
Command and control systems are more often met in militarized structures such as 
the armed forces, where essential information coming from diversified sensors, fields, etc. 
is integrated in such a system and helps commanders in their decision-making process at 
the  tactical, operational, or even strategic level, depending on the complexity, amount, and 
classification of collected data. As the operational environment and circumstances of other 
fields such as border security become more complex, however, effectively collecting, 
prioritizing, classifying, and evaluating data is rendered mandatory. 
On these grounds, more and more defense security system industries create tailor-
made systems for border security agencies. For example, Magal Security Systems Ltd. was 
one of the numerous private companies that claimed to develop a computerized command 
and control system, FORTIS, ideal for the early detection of illegal intruders.53 This system 
was purchased by the port authorities of Tarragona in Spain to enhance the port’s physical 
security capabilities. 54 Pure Tech Systems also developed the mobile video surveillance 
 
52 Daniel A. Eisenberg, David L. Anderson, Maksim Kitsak, and Igor Linkov, “Network Foundation 
for Command and Control (C2) Systems: Literature Review,” IEEE 6, (2018):68783, 
https://doi.org/10.1109/ACCESS.2018.2873328. 
53 “Magal Launches FORTIS: A New Integrated Command & Control System,” PR Newswire; New 
York, (January 2014), ProQuest. 
54 “Magal is Awarded $2.1 Million Contract for an Integrated Security Solution for the Port of 
Tarragona in Spain,” PR Newswire; NewYork, (December 2014), ProQuest. 
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system in partnership with Benchmark Electronics. This system consists of mobile 
command and control systems evaluating data coming from video surveillance (visible and 
thermal cameras) that support the role of border authorities to monitor the activities at the 
U.S.–Mexico borders effectively.55 
D. RESEARCH DESIGN 
This thesis intends to accomplish three major goals: (1) to highlight the level of 
importance of AI through its diversified applications; (2) to present the areas in the border 
security field to which AI might effectively contribute; and (3) to underline the major 
capabilities of AI as principles into a command and control system that could help border 
agencies to perform their monitoring tasks more effectively. 
The field of AI is relatively new, with limited applications and studies for border 
security, at least up to now. Therefore, through an exploratory design and based mainly on 
qualitative data, this thesis attempts to depict the essential features of AI through which 
there will be a significant enhancement in the border security domain. As the potential 
solutions to diverse applications that AI offers are numerous, it is expected that more 
studies will see the light in the foreseeable future. 
The sources that are going to be extensively used will stem mainly from the defense 
sector. For example, the national strategies published by countries such as India, France, 
Japan, and the United States are a useful guide to ascertain why these major powers have 
devoted or are going to devote large amounts of capital and human resources to such AI 
projects. Another quite promising area of interest is China, which makes a wholehearted 
effort to dominate in the AI field. 
The evidence and arguments that this literature could offer will be juxtaposed to the 
border security domain. Moreover, this thesis will explore defense contractors’ websites to 
evaluate products related to AI architecture or functioning that are able to be deployed at 
borders. Other products, such as project concepts also found on security industries’ 
 
55 “Command and Control Deployed to Support Border Patrol in San Diego,” ENP Newswire; London, 
(January 2019), LexisNexis. 
16 
websites, will contribute to the task of crystallizing an emerging trend of AI-related 
products that would enhance border monitoring. 
Certainly, the thesis does not claim to be a technical paper with many complex 
definitions and multiple equations and calculations. It is rather a policy paper on a relatively 
unexploited area, meaning the AI, and its implementation on a field that gradually gains 
more attraction on the public discourse, namely border security. Owing to the exponential 
rise of refugee flows throughout the world, the term “border security” has obtained a 
particular gravity also from the humanitarian perspective. Hence, this thesis will also 
analyze the challenges presented by the refugees’ perspective and/or the humanitarian 
agencies that will have to adapt themselves to a new border security reality that is shaped. 
Although this thesis will provide primarily general policy solutions and answers to 
how AI can contribute to border security, managing the scope will require assessing 
specific criteria, landscapes, and challenges. This thesis will try to prove in practice the 
validity of its hypothesis by analyzing the circumstances at the borders between Greece 
and Turkey. These borders are considered a focal point due to the increased refugee flows 
but also a point of friction caused by this fact, which has deeply affected the relations 
between the EU and Turkey. Proving its applicability in this specific area, this thesis could 
be the base for further research to other areas in the world or other types of borders too. 
E. THESIS OVERVIEW 
The thesis comprises five main chapters. Chapter I is the introduction that sets the 
framework from which the research question derives its significance. Chapter II analyzes 
AI, its distinctive features, and its significance. Entwined with the refugee crisis and the 
subsequent border issues, Chapter III tries to shed light on the particular characteristics AI 
has at its disposal that could contribute to more effective monitoring of human activities in 
a border management context. Also, it examines the feasibility and advantages of adopting 
an AI-embedded dual layer command and control system to tackle the Greece–Turkey 
borders. By comparing and synthesizing the current technological trends in the border 
security field, this command and control system aims to improve the current situation. 
Chapter IV implements the outcomes of Chapter III and introduces some major challenges 
17 
accompanied with the adoption of an AI-based system, as well as the rebuttals to these 
sources of criticism. Chapter V concludes the thesis and presents some future areas of 
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II. ARTIFICIAL INTELLIGENCE AND 
ITS FUTURE CAPABILITIES 
The transformational impact of Artificial Intelligence has similarities with 
that of electricity 100 years back.56 
—Andrew Ng 
Co-founder of Coursera and  
former head of Baidu AI Group/Google Brain 
A. INTRODUCTION 
Although scientists have been working in the field of AI since the mid-1960s, the 
research and development process and the further exploration of AI’s possible applications 
has made little progress. The main reason for this technological stagnation was hardware 
deficiencies and the resulting lack of computational resources that certainly could not bring 
about the aspiring notion of a system able to perform multiple complex processes.57 What 
eventually skyrocketed the interest of developers and turned their focus on AI’s potentials 
was, undoubtedly, the significant reduction of the computer’s cost. With a significant 
computational power at hand and, most importantly, at a reasonable cost, the computer’s 
functions and the subsequent experimentation that were hitherto prohibitive—or at least 
limited—became commonplace. Additionally, the exponential growth of the computers’ 
storage capacity along with the cloud technology paved the way for saving, exploiting, and 
analyzing an inconceivable amount of data. In an era when information dominates every 
aspect of human life, even a single bit of data is valuable. 
 
56 Shana Lynch, “Andrew Ng: Why AI is the New Electricity,” Stanford Business School, March 11, 
2017, https://www.gsb.stanford.edu/insights/andrew-ng-why-ai-new-electricity. 
57 Arnab Kumar, Punit Shukla, Aalekh Sharan, and Tanay Mahindru, National Strategy for Artificial 
Intelligence, (Niti Aayog, 2018) 
https://niti.gov.in/writereaddata/files/document_publication/NationalStrategy-for-AI-Discussion-Paper.pdf. 
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Today, AI is considered by many scholars to be the catalyst of a fourth industrial 
revolution58 because of its tremendous potential to shape contemporary life. AI has the 
ability to push innovation, competitiveness, and productivity forward, as well as 
significantly alter the decision-making process. In this context, AI has the potential to aid 
decision makers better and more thoroughly than human aides. 
This chapter underlines the characteristics that make AI unique and at the same 
time potentially so beneficial for the contemporary world. AI-derived technologies, like 
facial recognition and natural language processing, would equally benefit decision-making 
systems. Additionally, this chapter presents the benefits that such a disruptive technology 
endows to human-related sectors, like more efficient and thorough data evaluation, 
proactive responses in unexpected situations, and robust decision outcomes based on 
quicker and more rigorous risk assessment. It also depicts the arising challenges by AI 
misuse, mainly focusing on ethics, cybersecurity, and its repercussions on human activities, 
like employment. Taking into account the aforementioned advantages, this chapter also 
underlines the importance of AI to many countries as one of the most pursued technologies 
and one to which they invest tremendous resources and devote highly skilled personnel in 
a covert but nonetheless ruthless competition against one another. 
B. USEFUL TERMINOLOGY 
Although the computational elements of AI are outside the scope of this thesis, it is 
necessary to define the characteristics and abilities that make AI so desired by 
differentiated actors such as states, private companies, non-state actors, etc. A term 
simultaneously complex and captivating in the contemporary discourse, AI cries out for a 
“catch-all” definition; however, this seems quite elusive because AI is continuously under 
evolution, presenting new abilities that transgress its existing ones. 
Undoubtedly, AI has a clear-cut goal: to replicate or imitate human cognition. 
Besides that, however, there is not a universally accepted definition of AI. The National 
 
58 Sunil Kumar Srivastava, “Artificial Intelligence: Way Forward for India,” Journal of Information 
Systems and Technology Management : JISTEM; Sao Paulo 15 (2018): 1, http://dx.doi.org/10.4301/S1807-
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21 
Defense Authorization Act, for example, provides a comprehensive description that 
contains the following sub-definitions: 
1. Any artificial system that performs tasks under varying and 
unpredictable circumstances without significant human oversight or 
that can learn from experience and improve performance when 
exposed to datasets; 
2. An artificial system developed in computer software, physical 
hardware, or other context that solves tasks requiring human-like 
perception, cognition, planning, learning, communication, or 
physical action; 
3. An artificial system designed to think or act like a human, including 
cognitive architecture and neural networks; 
4. A set of techniques, including machine learning, that is designed to 
approximate a cognitive task; 
5. An artificial system designed to act rationally, including an 
intelligent software agent or embodied robot that achieves goals 
using perception, planning, reasoning, learning, communicating, 
decision making, and acting.59 
 
Fiott and Lindstrom, in contrast, offer a broader definition of AI: systems that 
display intelligent behavior and perform cognitive tasks by analyzing their environment, 
taking actions, and even learning from experience.60 
The terms relating to AI that seem to have ostensibly dominated and recently 
proliferated, at least up to now, are machine learning, deep learning, and a relatively 
nascent technique, artificial neural networks. Figure 1 explicitly demonstrates the path 
from an abstract view and consideration of AI (mostly a concept without quantifiable 
outcomes as a tangible technique) to a more narrow-based subset of AI known as deep 
learning. 
 
59 Sayler and Hoadley, Artificial Intelligence and National Security.  
60 Daniel Fiott and Gustav Lindstrom, “What Implications for EU Security and Defence?,” October 
2018, 8, https://www.iss.europa.eu/sites/default/files/EUISSFiles/Brief%2010%20AI.pdf. 
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 Artificial Intelligence’s Subsets.61 
Machine learning, first coined in 1959 by Artur Samuel, involves the use of 
algorithms to parse data and learn from it.62 Machine learning refers to a subfield of AI in 
which working through a dataset helps establish the parameters of a function.63 In other 
words, it refers to the ability of a machine to learn how to apply reason and logic to 
extrapolate from very complex data, a process on which a human would spend immensely 
more time to produce an equivalent outcome.64 Along with this process, the 
implementation of relevant AI tools such as computer vision or natural language processing 
contributes to the creation of patterns in thinking and acting wherein humans could barely 
find any.65 The creation of these patterns is essential for many reasons, such as the 
minimization of response time to similar urgent situations, or the effective allocation of 
computational resources to multiple tasks when these are finite. Furthermore, these patterns 
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maximize the exploration and exploitation of a dataset to the greatest extent, even if this 
dataset is considered inferior or of low quality, etc. This aforementioned process has 
replaced the awkward and sometimes endless hand-coding software libraries by the self-
training of a machine through an immense amount of data that is fed by the operator and 
through the use of relevant algorithms.66  
Machine learning presents significant interest as its associated algorithms establish 
their influence on real-life scenarios.67 For example, a typical machine-learning 
application involves the concept of webpage ranking.68 A search engine always returns a 
list of webpages sorted by their relevance to a specific query. The prioritization of this list 
is based on several features like the webpages’ content and the frequency that users follow 
these links in searching, among others.69 Machine learning technology thus facilitates the 
building of an effective webpage ranking and, consequently, a robust search engine—both 
of which significantly affect human lives. By inferring from these scenarios, the algorithms 
strive to find the best solution to a given problem no matter how complex is it. 
One technique for implementing machine learning is deep learning, which was 
inspired by the structure and operation of the brain and imitates its fundamental 
functions.70 Through deep learning, a system can replicate human cognitive tasks, create 
its procedures by analyzing an extensively large training dataset, and consequently 
accomplish a task that it has not encountered before.71 One such complex task relates to 
evaluating and analyzing big data (big data analytics), meaning the data that “exceed the 
capabilities of storage, processing, and computing capacity of conventional databases and 
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data analysis techniques.”72 Big data is valuable to decision making and accordingly to 
policy formulation for three reasons:  
i. It increases the speed, accuracy, and efficiency of decision making; 
ii. Citizens unwittingly participate in the shaping of decision making 
with the use of big data analytics that authorities undertake to define 
their citizens’ preferences; 
iii. It makes models of governance more accountable to citizens.73 
Deep learning algorithms provide the capability to mine and extract reasonable 
patterns from an immense amount of data to support decision making and prediction74 The 
challenge of assessing inconceivable amounts of data and performing raw data 
representations accordingly confronts some of the most famous technology-based 
companies, like Amazon, Google, Microsoft, etc., that enjoy billions of customers. Deep 
learning algorithms help these companies analyze, categorize, and evaluate the data coming 
from all these customers and create a more representative, narrow-based search list founded 
on each specific interest. Facebook, YouTube, and other social media organizations also 
make use of deep learning algorithms to improve their solutions based on each user’s 
needs.75 
Frequently associated with the deep learning process is the concept of artificial 
neural networks (ANNs)—algorithms that emulate the biological structure of the brain—
and their functions are based on a multilayer categorization of tasks and therefore allow 
more efficiency and ability to perform more complex tasks.76 A main advantage of ANNs 
is that they allow simultaneous parallel processing of information at different levels. 
Furthermore, these algorithms are very adaptive, meaning that they are able to recognize 
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complex relationships and harmoniously cooperate without prior knowledge of the basic 
function they are going to perform.77 Additionally, as there is no functional model 
explaining how they should perform, ANNs develop their own non-linear ecosystem and, 
when trained, classify data much faster than any analytic data process.78 Diagnostic 
software extensively used to predict malfunctions of vital industrial elements, such as wind 
turbines, exploit ANNs by comparing the functional data from a wind turbine to some 
known state of proper function and warning the operator of a potential malfunction.79 
The preceding examples are related to the concept of narrow AI that is able to 
perform a simple task or a predefined set of tasks. Conversely, general AI refers to an AI-
oriented product capable of performing multiple tasks in multiple environments with the 
same efficiency, thereby imitating human intelligence.80 Although narrow AI and its sub-
elements (i.e., machine learning) already exist and are used in many contemporary 
applications like face recognition, speech, and language processing,81 general AI remains 
an aspired but unfulfilled goal.82  
C. ADVANTAGES OF ADOPTING AI IN DECISION MAKING 
According to its advocates, AI has several advantages, rendering it a state-of-the-
art technology that is potentially able to integrate into existing decision-making systems. 
First and foremost, AI has the capabilities to effectively and successfully integrate a variety 
of applications, improving the so-called “Internet of Things” and therefore resulting in 
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better communication, interaction, and information sharing among disparate devices that 
share a common network.83 Internet of Things is a concept that brings together diversified 
elements such as sensors for data collection (heart-rate monitors, devices likes PCs, etc.), 
enhances their connectivity through common-protocol networks, and optimizes them with 
AI.84 Second, AI solutions have the comparative advantage of being dual purposed, 
meaning that they can apply equally for both civil and military applications without 
significant changes in their structural characteristics, such as their algorithm.85 Third, AI 
is relatively transparent, meaning that it is not tailored to fit exclusively in a given system.86 
The AI-centered solution just needs a differentiation in its core algorithm—although not 
easily accomplished in every case—to fit and contribute to more effectively performing in 
almost any existing computer-based system. Therefore, AI involves the technology, or the 
mindset, so to speak, that can be implemented in the existing decision-making systems in 
order to improve their performance. Furthermore, AI can improve predictions to improve 
ad hoc reactions, an extremely important feature for the decision-making systems, by using 
adequate statistical models. These models are able to accurately simulate variegated 
scenarios and, consequently, evaluate current and developed responses in an interactive 
feedback process. 
Decision-making systems that use AI-oriented technologies could exploit a higher 
volume of data by conducting more rigorous and rapid evaluation. Along with that, 
transparency, better integration, and sharing of information that AI might endow to existing 
decision-making systems would render them more efficient. Human-related command and 
control systems, such as those used in border security, should be robust and vigilant. They 
must also be extremely sensitive to perceive any operational environment change and thus 
provide concise recommendations to the decision maker for the subsequent course of 
actions. Agility and speed of action are of essence when human lives are at risk, and AI-
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embedded systems provide a comparative advantage to this field by quickly assessing and 
forwarding to the decision maker only the essential information. 
To date, there are no systems comprising a concrete, built-in AI algorithm. Because 
AI is an adaptive technology, the same algorithm that serves a specific use could perform, 
with a slight variation, a completely different task, thereby fitting to multiple systems and 
significantly reducing the system’s procurement cost. A tailor-made system that has 
incorporated AI would cause an exponential rise of its cost by making an analogous 
inference to the software domain,87 rendering its purchase a major concern and potentially 
impeding its further expansion to the industry. 
Besides the admitted enhancement of the existing decision-making system’s 
efficiency, AI, as a disruptive technology, creates new opportunities and avenues to further 
research and develop projects. Although the private sector already seems to reap AI’s 
benefits and lead the competition of innovation with fields like transportation or healthcare, 
other sectors like defense and homeland security have leapfrogged to bridge their 
technological gap, having realized AI’s potentials. 
To summarize, AI enhances efficiency through the appropriate and thorough 
exploitation of the existing or newly created by collection datasets; furthermore, it 
improves powers of prediction in decision-making systems by creating possible patterns of 
actions based on credible statistical models through rigorous and exhaustive 
experimentation as well as validation processes. Additionally, AI optimizes resource 
allocation by enhancing efficiency and effectiveness of the outcomes produced by the 
respective algorithms, reduces functional costs, and creates new revenue opportunities in 
industrial sectors; it also sparks further research and development through a feedback loop 
that will extend its already tremendous capabilities.88  
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D. CHALLENGES TO ADOPTING AI IN DECISION MAKING 
The opportunities that present themselves through the use of AI are immense and 
affect every facet of contemporary human life, ranging from transportation to 
entertainment and from health care to public safety and security;89 however, this 
immensity of solutions that a disruptive technology like AI offers causes much reluctance 
in many experts wishing to adopt it. According to Peter Bentley, the most widespread myth 
about AI is that it would become an existential threat to humanity.90 Additionally, Elon 
Musk, the Chief Executive Officer of Tesla and Space-X, declared in 2014 that “Artificial 
Intelligence is our biggest existential threat.”91 Nevertheless, the challenges of 
implementing AI are not limited to the admittedly controversial debate that pits humans 
against machines; rather, the challenges that an expert must overcome mainly fall in two 
major categories: ethical and technical. 
An ethical challenge stems from the natural human tendency to be reluctant and 
fearful of the unknown; whether harmful or beneficial, unforeseen consequences are a 
source of great anxiety for humans. According to Carleton, there are six criteria by which 
subject matter experts classify types of fear.92 Fears that fulfill all six criteria are called 
fundamental fears and are the most difficult to overcome; interestingly, fear of the 
unknown is one of them. It is no surprise that a developing technology like AI that has, 
according to many subject matter experts, inconceivable abilities of which only an 
infinitesimal portion has been exploited,93 creates a sense of uncertainty and anxiety. 
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Consonant with the inherent human fear of the unknown is the claim of many 
scholars that the more degree of control humans give to AI-based systems, the more likely 
it is that humans will face severe and irreversible problems in the future in terms of the 
control and accountability of these systems. For example, as Dr. Knijnenburg argues, it 
would be too convenient to follow what an algorithm proposes or, to put it inversely, it 
would be very difficult to disagree with it, being unable to think critically of alternatives.94 
The situation appears to be more threatening when these choices engage human 
management systems, like the ones in the border security domain. Although this scenario 
may seem frightening or even science-fictional, AI’s opponents consider it seriously. They 
argue that the outperforming of machines and the subsequent loss of human control on 
them constitute a plausible explanation to eradicate or at least impede any concerted effort 
for the exploitation of the AI-based capabilities. Boxstrom also provides a survey in which 
subject matter experts in AI offer their opinion about when human-level machine 
intelligence will be attainable.95 Most experts agree that superintelligence,96 a term 
extensively used to describe systems that perform at least as well as human intelligence, 
will become reality before 2100.97 This prediction makes the opponents of AI’s adoption 
even more suspicious because they know that the time period in which a machine would 
defy human domination is approaching dangerously. 
An issue of paramount importance for such systems is the human need to retain 
control. A loss of control by applying ineffective oversight might be detrimental when 
facing human management issues. In the border security domain, for example, it would 
mean loss of valuable time to react as a result of conflicting priorities between the AI 
system and the decision maker that would subsequently rupture the chain of command. 
Boxstrom offers a list of potential control methods that fall under two main categories: the 
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capability control methods and the motivation selection methods.98 The first category is 
based on the human’s ability to control the capabilities of superintelligence, whereas the 
second category mainly focused on the ability to control superintelligence’s goals.99 An 
example of such a control mechanism is the tripwire in which the control mechanism 
“performs diagnostic tests on the system and effects a shutdown procedure if it discovers 
any threat.”100 
Despite the realization that there is a consistent threat that humans may lose control 
of these systems, counterarguments claim that, besides the aforementioned control 
mechanisms that humans should develop, this exact threat will compel a proportionate 
development of human thinking through harmonious human-machine interaction.101 This 
notion suggests that, similarly to a human relationship, the interaction between human and 
AI-based systems will create an equally beneficial loop. Moreover, as the imperative of 
serving the human needs imposes a continuous adaptation of AI-based systems, the 
development of several tools aiming to improve in a decisive way this human-machine 
interaction will be inevitable. Taking these into account, the U.S. National Artificial 
Intelligence Research and Development Strategic Plan, which was issued in June 2019, 
recommends some basic but important concepts that an AI-system designer should bear in 
mind before creating an AI-embedded system: 
a. An AI system should have a user-friendly human-machine interface, 
control, and relevant displays; 
b. There is always the need to keep the appropriate operator informed 
regarding the performance and actions for which an AI system has 
assumed responsibility; 
c. The operator of an AI system should be well trained and capable of 
responding quickly and accurately in any emerging malfunction, 
either in terms of software intervention, such as the correction of an 
algorithm, or in terms of hardware design; 
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d. The automation should be flexible. In other words, the decision to 
employ an AI system as an aid to a decision outcome should be 
based on the operator’s discretion.102 
In reality, there is a fundamental principle on which the AI systems should be based 
that is explicit in the U.S. National Artificial Intelligence Research and Development 
Strategic Plan: that an AI system should strictly meet the specifications that are set by the 
designer, ensuring its safe and controlled operation.103 This process materializes in two 
stages that comprise verification and validation. Verification entails all the prerequisites 
that allow a system to function properly and in accordance with the set specifications. On 
the other hand, validation engages all the criteria for an AI system to meet its user’s 
operational needs.104 Unsurprisingly, existing practices in safety engineering from other 
fields wherein accountability is of cardinal importance could become a guide for designing 
equally safe AI systems.105 
Another ethical concern that has recently surfaced and engages the AI-involved 
agencies is the access, dissemination, and appropriate handling of the existing datasets. 
Subject matter experts consider, as an almost dogmatic principle, that AI systems are 
typically as good as the data on which these systems trained.106 To date, there are laws and 
regulations prescribing the prohibition of the existing datasets indiscriminate exploitation. 
For example, EU’s regulations are quite strict about the exploitation of personal data 
without the notification and consent of the subject. The establishment by the EU’s 
bureaucrats of the General Data Protection Regulation107 as a regulation claiming to 
preserve personal data of every EU’s citizen seems congruent with the requirement to 
preserve privacy. This regulation holds the necessary legal framework to prevent any 
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mistreatment of databases, including the unlimited distribution of personal data. Currently, 
however, there is no legal provision to describe the rules, shape the human-machine 
interaction, and clarify their specific roles in this relationship, all of which is necessary to 
achieve proper collaboration.108 Human-AI collaboration is vital for not only performing 
complex tasks, like medical diagnostics, more effectively, but also institutionalizing the 
human supervision of AI algorithms that allows intervention.109 
Furthermore, the quality of the algorithms is directly related to the amount and 
quality of data that these algorithms are fed. Considering the existing limitations in 
exploiting datasets—even for training purposes—there are significant legal and ethical 
obstacles to overcome. Authorities must revise the existing legal framework on the 
aforementioned grounds of human rights and privacy preservation110 to reap the advances 
that AI-based applications provide. 
Even with the necessary adjustment of the legal framework, there is always 
substantial threat of illegally mishandling a database containing “sensitive” values, such as 
addresses, personal interests, etc., that could irreversibly harm the credibility of an 
artificial-based project by creating stereotypes and discrimination. A notorious example of 
breaching such sensitive databases was the harvest of more than 50 million Facebook 
profiles by Cambridge Analytica, a data analytics firm that cooperated with Donald 
Trump’s election team.111 As such, ethically and legally handling personal data to train 
the artificial algorithms is of paramount importance and concern to the operators of these 
AI systems.  
Contemporary societies often seek the advantages of adopting innovative 
technologies but are hesitant to modify legal frameworks to accommodate those 
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technologies. Often, this gap between society’s desire for innovation and impeding 
regulations is very difficult to bridge.112 Moreover, legislation cannot keep pace with 
technology driven by collection, evaluation, and interpretation of data, resulting in 
concerns and counter productivity. 
Furthermore, the protection of privacy seems to be a concern more for the public 
sector and especially for government bureaucrats and authorities rather than the private 
sector.113 The latter shows little or no interest in such ethical issues because they impede 
research and development, a subfield that presents high return on investment. Many 
companies or organizations, however, hastened to adopt self-regulatory initiatives to 
prevent extemporaneous legislation that would irrevocably affect their interests. For 
example, companies like Adobe have allowed their customers to opt out of irritating calls 
and emails.114 These initiatives, although beneficial for private companies, reveal the 
different perspectives that the two chief actors of the economy confront in the controversial 
issue of privacy. Furthermore, this discrepancy creates more difficulties for the authorities 
because a possible synergy between the public and private sector would likely result in a 
comprehensive solution based on the “know-how” experience of private-sector subject 
matter experts. Additionally, this synergy would cause fewer wasted resources in research 
and development for the public sector, which could then divert its budgetary funds to other 
fields like the promotion of environmentally friendly technologies. Efforts to enable the 
appropriate cooperation between the private and public sectors, such as the Defense Digital 
Service project issued during the Obama administration,115 in which the creation of an AI 
expert’s core became feasible, offer some optimism but still remain distinct. 
Therefore, it is essential that the legal standards of reasonable and acceptable 
privacy should be developed alongside innovation while maintaining an adequate level of 
personal freedom and human rights. To date, a tradeoff between privacy and 
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experimentation for a better future is omnipresent, but the evolution of regulations that will 
protect human rights will probably balance this tradeoff. Aligned with that, cultivating a 
culture that will regard experimentation without suspicion is indispensable.116 Although 
accountability is and will always be of paramount importance for every system built by 
humans, the need to embrace innovation and experimentation, presumably set on reliable 
legal framework, will further humans’ capabilities. Chapter IV will provide in greater detail 
the ethical issues that arise from using AI in the context of border security. 
Another ethical challenge surfaces because of the common and deep-rooted notion 
that automation in general, and AI in particular, will displace human workers.117 AI’s 
ability to outperform humans in terms of speed and amount of data assessment will most 
likely lead, according to the supporters of this theory, to a gradual marginalization of 
people and eventually to a greater unemployment rate.118 Yet the cases from private sector 
companies such as Google, Facebook, and Netflix119 show exactly the opposite tendency. 
For example, in 2016 Netflix employed 3,500 new workers to staff technology and 
information infrastructure alone to better address the AI benefits and improve their 
customers’ experience.120 Therefore, people who otherwise would engage in tedious work 
like data evaluation are now exclusively used in the decision-making chain or in the 
supervision of machine-learning algorithms, ensuring their proper functioning. It is 
essential to note, however, that this working-skill shift would become useless without the 
appropriate targeted training in order to be effective. In the border security context, the 
reappointment of personnel becomes very important, as decision making often becomes 
too complex to be dealt with by one or a group of individuals. 
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Turning the page to technological challenges that disruptive technologies such as 
AI might provoke and aligning with the aforementioned ethical challenge of a potential 
increase in unemployment, it becomes apparent that the human workforce will require 
significant reeducation. The operational challenges that a conventional system operator 
will face when operating a state-of-the-art-system are numerous and include his/her 
capacity to supervise and monitor a given system’s activities and intervene in case of 
malfunction. 
An interesting report from McKinsey Global Institute predicts, “only 5 percent of 
the current occupations can be fully automated, about 60 percent have at least 30 percent 
of activities that can technically be automated.”121 According to the same report, the 
specialties most likely to become fully automated are the ones that collect and process data 
and the ones that operate machinery in predictable environments.122 Therefore, 
implementing AI technology will require a workforce more dedicated to decision making 
and other more “strategic” duties, like the supervision of an automated process. Ideally, a 
highly skilled workforce is the one that can comprehend the complexities and essence of 
AI, which means deciphering and extracting reasonable outcomes from data analytics and 
potentially intervening in data analytics algorithms to prevent erroneous outcomes. 
Furthermore, the workforce must have the capacity to assess and fix potential bias in the 
running algorithms and seamlessly interact with computers to optimize decision-making.  
Technological breakthroughs will accordingly modify the existing Human 
Resources policy toward more narrow-based, management-oriented skills that are 
extremely useful in decision making. Governments traditionally based their skills policies 
on human capital ideas and were mainly focused on labor supply instead of demand. The 
use of disruptive technologies, however, imposes a more targeted approach in recruiting 
people with specific skills. Software engineers, information technology managers, and 
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other relevant specialties are some of the occupations that are expected to be among the 
highest in demand. People will need to “engage more comprehensively with machines as 
part of their everyday activities.” 123 Moreover, these people will have to obtain specialized 
skills to interact with machines. 
Training should not be limited to performing complex activities or managing 
multitasking but should extend to the appropriate treatment of the extensive datasets 
containing people’s sensitive information. This training is essential and serves a two-fold 
purpose. First, this targeted training will enable the qualified personnel to treat these 
datasets according to the existing legal framework; in the absence of a legal framework in 
effect and without the appropriate training, there is little to inhibit the unjustified 
exploitation of data. Second, proper training will reduce the suspicion that sensitive 
personal data would be mishandled or exploited.124 
Another major technical concern is that unlike the goal to identify and outperform 
humans in complex tasks, there is ambiguity regarding the unrealized capabilities and 
possible limitations of AI.125 Several disciplines, like mathematics, computer science, etc., 
engage with this subject matter without concluding into crystallized evidence how AI 
works and what mechanisms it uses. Furthermore, the lack of unified theoretical models or 
frameworks that could help build a comprehensive AI image renders its meaning 
impermeable, at least up to now. It is very difficult—not to say impossible—to realize AI’s 
repercussions if scientists do not conceive its modus of operandi and philosophy to the 
fullest possible extent. For example, Dr. Grosz and her colleague Dr. Kraus propose that 
the tasks that humans should assign to intelligent automated systems should be granular, 
meaning that humans who supervise these systems should also have the requisite 
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knowledge to assess systems’ outcomes.126 Nevertheless, there is still ongoing research 
attempting to clarify the complex processes and simplify the functions AI performs. This 
research is certainly quite time consuming and challenging, as it needs to create a common 
database of shared information, the necessary frameworks and models, tools, and standards 
to increase explainability of AI.127 
A technical challenge that has not been adequately addressed is the accuracy and 
efficiency of the algorithms and subsequently the effectiveness of the AI-based systems’ 
outcomes. The effectiveness of the algorithms is directly dependent on the data that the 
operator will provide. Therefore, the system needs an immense amount of data in order to 
approximate the human cognition process and produce, in a timely manner, the supposed 
best decision outcome given the circumstances . Moreover, the subject matter experts 
should explore the parts of the decision-making process that can be separately quantified 
and categorized. In this way, the subject matter experts would train the developed algorithm 
with the relevant and correct data through experimentation and testing.128 Aligned with 
the aforementioned requirement is the creation of standard metrics to define the algorithm’s 
performance. Such metrics would include but not be limited to complexity, explainability, 
accuracy, unintended bias, etc.129 The stakes again become high when human-related 
management issues are brought to the fore, like the admittance or rejection of a refugee 
application based on false negatives that may drastically affect the whole procedure of 
granting asylum. Consequently, the adoption of objective criteria with which the experts 
would measure the algorithm’s performance is of essence.  
Any deviation or miscalculation might have severe consequences either for the 
credibility of the algorithm per se and/or for the decision outcome. Therefore, in order to 
be accurate, the decision-making process has to be additionally time consuming, strictly 
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defined, and approved through validation and verification.130 Even then, however, a data 
compilation will approximate a full-fledged coverage without actually achieving it. 
Moreover, there will always be questions about whether an AI-based system will make the 
correct decision according to the predefined criteria with an absolute probability of success, 
unless reliable benchmarks are established.131 Nevertheless, AI algorithms that are quite 
vulnerable to bias should be stressed and manipulated if the given data is either 
intentionally or unintentionally falsified; 132 therefore, extreme caution is needed to ensure 
that the type of data that trains an algorithm is flawless. 
Compared, however, to the traditional process of human decision making that 
explores a relatively small amount of information and most often has to come out with a 
decision under stressful circumstances, the “automated” decision making rather 
outperforms in terms of evaluation and extraction of essential information coming from a 
higher volume of raw data.133 Along with the aforementioned, automation in decision 
making becomes a useful tool for providing solutions to a decision maker in a timely and 
accurate manner, if exploited correctly and cautiously. 
Transposing the decision-making process in the national security context, a 
developer of an AI-based command and control system should take into account that 
national security issues might not have a universal solution. This, in its turn, exponentially 
increases the complexity of an automated decision-making system. Regardless of the 
straightforward need to access and evaluate tangible data to have credible outcomes, a 
different set of solutions is possible. These solutions depend on various factors, with the 
National Security Strategy issued by the state’s bureaucrats, ethics, or the current political, 
economic, and social circumstances being the most predominant, among others. Framing 
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the verification and validation of the algorithms that run on a security-related system is 
neither easy nor decisive. 
The National Artificial Intelligence Research and Development Strategic Plan 
underlines the complexities of security-oriented decision-making systems by introducing 
some additional considerations. Some of these considerations are due to: 
a. A complex and uncertain environment in which the AI system is 
called to function that oftentimes differs substantially from the 
benchmark and circumstances that were tested during the system’s 
design and fit phase; 
b. Unsupervised behavior during the system’s initial deployment 
period, which could lead to misinterpretations and substantial 
deviation in performance in comparison with its design; 
c. Unclear and ambiguous goal set by the operator that can mislead 
both the system and the operators and subsequently the production 
outcomes; 
d. human-machine interaction, which is so crucial in the designing of 
AI systems for safety reasons, as said before. Nevertheless, there is 
the opposite side of the spectrum, in which too many constraints set 
by the operator will coerce the AI system to underperform at best 
and certainly not accomplish its main task to the full extent.134 
Another technical challenge that AI systems currently face, as are all computer-
based systems, is cybersecurity.135 Cybersecurity, a sector that evolves proportionately as 
technology does, should be a major concern, as its compromise also puts in jeopardy the 
inception and the effectiveness of AI as a whole. The manipulation of AI-based 
applications for malicious reasons,136 such as data mining aimed at targeting or 
blackmailing innocent citizens, remains vivid and occupies a significant part of the public 
discourse directed by the opponents of AI’s broad implementation. Moreover, there is 
always the adversaries’ threat of AI development to impact an allied infrastructure.137 For 
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example, the U.S. Intelligence agencies have concluded that the U.S. elections in 2016 
were affected by excessive foreign cyber-attacks, pointing the finger at Russia.138 The 
threat, for example, of systematically cyber-attacking to a surveillance system not only 
affects the system per se but also has ramifications to sensitive issues such as national 
security.139 
It is indispensable, therefore, to adopt preventative measures to tackle such 
cumbersome situations. The U.S. National Artificial Intelligence Research and 
Development Strategic Plan explicitly addresses in one of its strategies the need to ensure 
safety and security of AI systems.140 Unsurprisingly, though, the appropriate solutions 
needed to face this emergent threat lie in the core of AI itself. AI is a “double-edged 
sword;”141 it can be equally beneficial and harmful depending on how it is used. AI can 
develop the tools that will render a potential cyber-attack easily detectable and, most 
importantly, confrontable. For example, during Defense Advanced Research Projects 
Agency’s (DARPA) Cyber Grand Challenge in 2016, subject matter experts demonstrated 
the capabilities of AI-based cyber tools, proving their multiple benefits. The goal of this 
competition was to develop an AI-based algorithm that would detect and evaluate software 
vulnerabilities and subsequently attack them. First, the speed at which an effective 
algorithm accomplished a specific cyber-attack proved to be astonishing, as it required 
some seconds to become operational. Second, and perhaps more importantly, the same 
algorithm could detect the previous cyber-attack and consequently warn its operator.142 
Because a sophisticated cyber-attack could disrupt or cripple a sensitive and crucial 
infrastructure such as border security, it is necessary to adopt robust, preventative cyber-
defense measures. 
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E. AI, A NEW FIELD OF SUPERPOWERS’ COMPETITION 
Today, many people claim that future competition between superpowers will 
depend on AI, underlining its importance and implying that the advantages of AI outweigh 
the many concerns. The U.S. DoD, for example, has declared its intentions to invest in AI 
capabilities, mostly in defense, to materialize the potential benefits.143 The realization of 
AI’s opportunities and the fact that strategic competitors such as China have already 
announced an aspiring project that aims to surpass the U.S. strategic and technological 
advantages compelled the latter to hasten its AI-focused strategy. The creation of the Joint 
Artificial Intelligence Center, along with the intensification of the projects run by the 
DARPA, demonstrates the policymakers’ will to deprive America’s competitors of any 
advantage in this innovative and most promising sector. Border security products are 
already extensively used at the U.S.–Mexico borders in the framework of the United States 
Visitor and Immigrant Status Indicator Technology, in which biometric data of people 
crossing the borders are collected with the aim of enriching the relevant databases.144 The 
final concept would be to have a fully automated biometric entry-exit system in which 
travelers would not even need to have their passports. 
On the other hand, China’s leader, Xi Jinping, has officially declared that the 
government will spend around 150 billion dollars in research and development in order to 
become the leading power in AI.145 The Chinese government, through its action, has 
rendered the prevalence in the field of AI as a “megaproject,” devoting human and capital 
resources. The interest that the Chinese have in AI is clearly signified by their desire to 
build an AI development park, capable of hosting more than 400 companies that are 
specified in AI.146 With the aspiration of bypassing the U.S. in this sector, China will 
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certainly intensify its efforts to master AI and strive to become AI’s world leader. Being 
free from any moral and legal inhibitions that indiscriminate exploitation of human 
databases pose, Chinese authorities have already imposed an AI-based web of surveillance 
to allegedly surveil the Muslim citizens of Xinjiang, a Chinese province located in the 
northwestern part of the country. Although the claims for severe violation of human rights 
multiply, the relevant authorities argue that the effectiveness of the system is so high that 
the number of terrorist attacks have almost diminished.147 
Other superpowers are also making gains in the course of AI competition, justifying 
its strategic importance. For example, Russia has recently made a strategic shift, aiming to 
reinforce its relatively low participation compared to America’s and China’s dynamism in 
innovative systems based on AI technology. Although Russia’s budget for AI research and 
development pales in comparison to the Chinese budget (almost $12.5 million in 2018)148 
the aspiration of the Russian government is to significantly increase its AI budget, aiming 
to reach $500 million by 2020. Besides Russia, India, France, Japan, and other countries 
such as South Korea, Pakistan, Australia, etc.149 have realized the potential benefits for 
their individual economies, and they spurred an incessant rally to get access to this state-
of-the-art technology. Because there are valid estimations that an individual economy has 
the potential to increase its GDP significantly by incorporating AI,150 it would be naïve 
for these countries to just ignore it. 
F. CONCLUSION 
AI’s contribution to the shaping of the modern world is undoubted.151 Deeply-
rooted notions, fundamental perspectives of decision making, and traditional tools to 
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manage and tackle complex issues will potentially sweep away in the face of a technology 
that seems to theoretically offer a comprehensive solution to every problem, no matter how 
simple or complex it is. Nonetheless, to reach the point where AI will decisively affect 
human lives in a beneficial way, there are many milestones to be attained.152 The EU, for 
example, designated a committee of subject matter experts under the auspices of the 
European Commission to inscribe the basic ethics guidelines regarding the use of a 
trustworthy AI. Issues such as human dignity, freedom of the individual but also the need 
for human agency, oversight, privacy, and data governance were explicitly mentioned as 
essential requirements that should be enshrined from any possible effort of coercion in the 
name of more rapid breakthrough that disruptive technologies like AI promote.153 
Furthermore, although EU leaders like Emmanuel Macron recognize the importance and 
innovation that AI would invoke in people’s lives, he warns of the potential challenges that 
democracy will likely face as a consequence of the inevitable tradeoff between ethics and 
AI effectiveness.154 
Consequently, it is essential to alleviate the ethical concerns that accompany the 
concept of AI. Protection of privacy and personal data as well as humans’ inherent 
inhibition to relinquish a portion of decision-making control to something unhuman and 
probably perceived as monolithic are some of the taboos that humans must overcome to 
allow AI to unfold its advantages. Subject matter experts should start a campaign to 
promote AI as a trusted and secure technology, informing people about AI’s potential 
benefits and relieving their concerns about AI’s possible backfires. 
Moreover, the adaptation of the existing policies and ethical standards is vital and 
directly related to the evolution of AI. Data-driven technologies such as AI become useless 
if they are deprived from their primary source of information: data, evaluation, 
exploitation, and applications that aid the human decision-making process. 
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The evolution of AI should also be accompanied by a respective—not to say more 
expeditious—evolution of the workforce.155 Innovative technologies that surpass the pace 
and adaptability of a low-skilled workforce aimed to handle it are doomed to fail. Along 
with the mishandling of such systems due to low-skill workforce comes an escalating 
concern of detrimental or bad decision outcomes in a series of important issues. 
Last but not least, after building society’s trust, the respective establishment of a 
digital infrastructure comprising powerful computers, enabling, and robust networks that 
is able to safeguard its fundamental functions from malicious cyber-attacks, etc. is 
essential. Under this rubric probably fall the incessant superpowers’ efforts to prevail in 
the AI domain by devoting huge amounts of capital. Along with the superpowers, other 
states such as India, South Korea, Norway, etc., have also realized AI’s benefits, thereby 
shifting their strategies to a more pragmatic and at the same time more AI-oriented basis 
by setting quantifiable indexes and outcomes.156 
As is applicable to every nascent trend, the transition to the new technological, 
ethical, and legislative landscape that AI brings and at the same time compels should be 
swift but nonetheless follow a serial order. Every abrupt effort to impose AI for the 
common good, no matter how beneficial the pioneers of this effort claim that AI is, will 
face society’s suspicion at best and probably opposition. This general rule would not be an 
exception in the case of the AI implementation in the field of border security. 
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III. AI IN A BORDER SECURITY CONTEXT 
People think of border security in very different ways, but to me, it’s very 
simple: border security is national security.157 
—Kirstjen Nielsen 
U.S. Secretary of Homeland Security 
A. INTRODUCTION 
As explained in Chapter II, AI has developed a variety of tools and applications to 
make contemporary lives easier. Either in their original form or with a slight variation, AI 
applications could essentially benefit the “politically complex” field of border security by 
enhancing its strategic and tactical capabilities. Subject matter experts also support the idea 
that the rapid expansion of AI applications will benefit any hierarchical decision-making 
system, including those that surveil and monitor the borders.158 
This chapter examines border security challenges that multiply as a result of a surge 
of migrant flows due to civil wars, domestic conflicts, extreme weather phenomena etc. 
and the potential of using AI to confront them, taking as a case study the Greece–Turkey 
maritime borders. Recently, this area has become a popular entry point into the EU and is 
experiencing an unprecedented wave of refugees as a consequence of the Syrian Civil War, 
Middle Eastern conflicts, and massive migrations mainly from the African Horn as people 
cross the Aegean Sea in pursuit of a better future in Europe.159 Furthermore, this chapter 
demonstrates that the border security field might enhance its effectiveness and efficiency 
by using a disruptive technology, like AI, as current practices in surveilling activities both 
in national and supranational level present deficiencies. Finally, by showcasing the same 
case study between Greece and Turkey, this chapter suggests a potential solution: a 
comprehensive command and control system that synthesizes projects and techniques, like 
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the use of unmanned surface vehicles (USV)160 as weather data collectors, that have 
already been tested or that are in the final stage of evaluation. 
A border management command and control system would exploit several 
technologies such as big data analytics to evaluate the immense amount of data that could 
be collected in a multifaceted environment like maritime borders. Based on an efficient 
data analysis, this system would also accordingly provide the decision maker a coherent 
decision outcome regarding the optimum deployment of assets, like patrol ships or 
unmanned aerial vehicles (UAVs), as well as the prioritization of missions these assets are 
taking, like surveillance or search and rescue operations. Furthermore, this system would 
calculate the risk assessment of each decision and, in a second stage, the admission or 
rejection of an asylum-seeker application. Predictive analytics would also be implemented 
to predict the level of threat, meaning from which direction the majority of refugees are 
expected to come, taking into consideration a variety of factors such as current, sea 
temperature, direction, and wind force, etc.  
Facial recognition is also an important element used during both the phase of 
surveillance and the phase of evaluation of a specific individual’s application to provide 
supplementary evidence to an interview a border guard simultaneously conducts to assess 
the applicant’s credibility. An additional technique that might detect possible factual and 
verbal inconsistencies of an individual through the tone of his/her voice and alert the 
decision maker is natural language processing. Furthermore, swarms of UAVs would 
sweep the area of interest on a 24/7 basis, providing an impermeable network of robust 
surveillance and rendering it impossible for any hazardous or illicit activity to be 
unattended. All these technologies, combined with the automation process that is 
accomplished by AI, contribute to effective situational awareness and the promotion of the 
concomitant border management services. 
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B. BORDER SECURITY CHALLENGES AND AI’S POTENTIAL 
CONTRIBUTION 
Border control contributes to a state’s capabilities to monitor effectively what it 
delineates as territory. Border control constitutes a sub-element of a border management 
model with two main tasks: border surveillance and border checks.161 Border surveillance 
encompasses the monitoring of areas that are adjacent to border crossing points and also 
includes all the subsequent initiatives that are taken to prevent any unintentional human 
injury in the adjacent border areas or the loss of any human life when approaching or 
crossing borders. Border checks, on the other hand, involve all the necessary checks at the 
crossing points that ensure that people, their transportation, or their personal belongings 
are authorized to enter or exit a state, thus enhancing the security of this state.162 
The problems of security and effective surveillance are of high concern in the 
context of border domain. Although the new border monitoring technologies and the 
breakthrough of international cooperation have changed and certainly improved the border 
security concept, it would take a great deal for border-monitoring efforts to be 
characterized as efficient and effective. Modern states struggle to balance the tradeoff 
between globalization—founded on free movement of people, goods, and ideas—and the 
need to impose stricter border regulations as a consequence of the internationalization of 
criminality and the surge of illicit activities such as drug proliferation and human 
trafficking.163 Current security and surveillance practices worldwide seem insufficient and 
only partially tackle the huge issue of effective border security. The case of the U.S.–
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Mexico borders is indicative of the inability of even a wealthy country like the United 
States to effectively guard its southern territories from a massive influx of immigrants.164 
1. Impediment to Automation for Border Security Processes 
Border security is a field that does not offer itself for extensive experimentation, let 
alone automated processes to conduct border missions; thus, this fact by itself constitutes 
an impediment to its path for innovation. In contrast with other industrial fields, border 
security has unique attributes, mainly deriving from the fact that it has to do with human-
management issues that do not allow for extensive experimentation. Failure of the 
experiments might lead to irreversible consequences for the human subjects. A failure that 
jeopardizes human lives will inflame public criticism and suspicions. Hence, policymakers 
are reluctant to take on full responsibility for a project of which they do not have a full 
knowledge. 
Additional thorny issues, such as lack of interest to massively invest in innovative 
border security technologies like AI are obstacles to progress, at least up to now. Current 
practices have demonstrated that AI products are solely developed for the commercial and 
industrial sector to increase their productivity. There is no specific interest in developing 
algorithms that would engage fields with relatively narrow applicability, such as the border 
security field. These industrial-developed algorithms, if successful, could also be used in 
the border security context if they are compatible with the field or when their 
transformation to fit the objective for which they were purchased is cost-effective. For 
example, an algorithm that produces a risk assessment for a particular decision taken in the 
industrial sector concerning the quality of a product might also fit in a more abstract 
framework that might affect the quality of a decision. 
Furthermore, border security agencies fail to communicate to people that besides 
their primary role, which is the monitoring of border activities, they also ensure that society 
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functions well.165 As a consequence, border security attracts low interest, and 
subsequently, the resources devoted to AI experimentation in border security are relatively 
limited. Comparing, for example, the budgets of the Department of Homeland Security 
(DHS) (almost $75 billion)166 and the Department of Defense (almost $700 billion)167 for 
the fiscal year 2019, one realizes the tremendous difference of resources spent on defense. 
The respective resources devoted to innovation purposes are even more daunting: 
approximately $2 billion168 for the Department of Homeland Ssecurity, whereas research 
and development in the Navy alone cost $18 billion.169 Another reason for lack of 
resources in border security research is due to the ethical constraints that human 
management, either effective or ineffective, poses, but also because other sectors such as 
the defense sector supersede border security’s importance. Additionally, as border security 
is regarded as an isolated agency, any cooperation effort between diversified agencies, 
although essential, is difficult. 
Nevertheless, a controversy has lately been noticed in the EU context, as many 
private companies, EU agencies, and state actors extensively advocate for the increased 
need of control and surveillance; on the other hand, there are many intergovernmental 
organizations that focus on human rights.170 Aligned with the aspirations of the former, 
private companies specializing in security systems strive to fill the technological gap that 
characterizes the lack of resources and interest at the border security field by developing 
standalone solutions and limited-task projects to address the complex and multifaceted 
problem of monitoring activities and conducting surveillance in an extended area. Unisys, 
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for example, advertises Linesight, a product claiming to alert the relevant authorities 
regarding suspicious people or goods.171 With the use of data, such as information from 
airline tickets or immigration organizations, and machine learning, this software detects 
any possible suspicious criteria for surveilling the specific individual.172 Additionally, 
publicly available conference forums, such as the SMi Border Security Conference hosted 
by private companies specialized in the border security field, demonstrates the most 
innovative trends in border surveillance. Other border security conferences are taking place 
in the United States (such as the prominent annual Security Expo) and internationally 
(World Borderpol Congress being the most known).173 Companies such as Idemia, which 
have recently developed solutions based on biometric technologies to facilitate the border 
authorities’ tasks,174 have already enhanced their capabilities in integrating innovative 
disruptive technologies; however, the research and manufacture of AI-based security 
products is still embryonic. 
2. Situational Awareness 
A critical element relating to border security, shaping the subsequent policies issued 
by a decision maker, is situational awareness. It is probably the most valuable asset to 
decision makers in border security and is directly related to the information collected, the 
risk-assessment process, and the impelling circumstances that define the operational 
environment. The U.S. Homeland Security Department defines situational awareness as 
the capability of a system to effectively perceive the environment in which this system 
operates based on unbiased metrics and data collected by various sensors, such as platform-
embedded radars, and human intelligence.175 On the other hand, the EUROSUR 
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Regulation, which functions under the EU umbrella, defines situational awareness as “the 
ability to monitor, detect, identify, track and understand illegal cross-border activities on 
the basis of combining new information with existing knowledge, and to be better able to 
reduce loss of lives of migrants at, along, or in the proximity of the external borders.”176 
An effective situational awareness not only shapes the appropriate policies to tackle the 
emerging challenges but also the necessary means to materialize these policies. For 
example, the decision to deploy a patrol in a specific area that is characterized as crucial 
and where the coverage of the installed sensors is poor explicitly demonstrates the way that 
the updated situational awareness requirements dictate the subsequent decisions. 
Several pilot projects that have recently come into effect underline the importance 
of maritime situational awareness as the most basic element of decision making. For 
example, the Canadian Ministry of Transportation (Transport Canada) has announced in 
February 2019 the development of an Enhanced Maritime Situational Awareness initiative 
by Fujitsu Canada-led consortium that would aim to protect and surveil the coasts of 
Canada from illegal fishing.177 This developing system would include collection by various 
data sensors regarding monitoring of vessel traffic in the areas of interest, weather, and 
hydrography, all of which critically enhance the maritime situational awareness.178 
The LockNESS system developed by British Aerospace Systems (BAE Systems) 
is another solution already in production and awarded with a contract by the U.S. Office of 
Naval Research to enhance and extend maritime situational awareness around a ship, and 
although its main mission is to inform ship platforms, it can easily fulfill missions such as 
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coastal patrol.179 Its main improvement compared to the traditional command and control 
systems consists of the enhancement of the tracking algorithms used to detect and engage 
targets either aerial, surface, or subsurface. This feature, combined with the existing 
inboard sensors, dramatically improve each ship’s situational awareness as individual units 
but also as a group of ships.180 Furthermore, there are several other developing projects, 
such as the Reconfigurable Surveillance System with Communicating Smart Sensors 
(RECONSURVE) project, designed to mitigate human trafficking and illegal migration.181  
This project is mainly focused on interoperability of a variety of existing sensors, like the 
automatic identification system (AIS) through a common interface (the RECONSURVE 
interoperability framework),182 aiming to enhance maritime situational awareness. 
Situational awareness also includes the system’s capability to become cognizant in 
a timely way of any change in the surrounding environment that might drastically affect 
the system’s priorities and its subsequent policies’ recommendations. The degree of 
situational awareness’ adaptability and sensitivity also defines to a major degree its 
effectiveness. Consequently, it is highly essential that a system should be sensitive enough 
to perceive any subtle strategic or tactical environmental or other changes that might alter 
a policy outcome. Situational awareness does not necessarily mean that the decision maker 
receives a glut of useless and unevaluated information, which is as harmful as having 
untrustworthy information or not having any at all. Mica Endsley presents some fallacies 
that surface as there is an abundance of information collected by various sensors; however, 
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a different information framing shapes different decision outcomes.183 Interestingly, what 
is often missing is the significant mental model that would array the information piece by 
piece to formulate a logical order. For this reason, it causes no surprise that the evolution 
of situational awareness focuses on “minimal internal representations” and the use of 
appropriate data for each situation.184 Various sources of information—either platform-
based, open sources, databases, or human intelligence—already exist; using this disparate 
data to produce a coherent outcome, however, still remains a serious challenge. 
Situational awareness also becomes by default problematic and outdated if the 
receiving sensors, such as land-based radars, are incapable of acquiring a real-time picture 
of the operational field due to either their limited range or malfunction; as a result, the 
provision of a substantial flow of information to the respective fusion center is 
questionable. Furthermore, even if there are state-of-the-art sensors at field, a poor 
cooperation and collaboration among them might be detrimental for the final policy 
outcome.185 The enhancement of situational awareness also requires the reassessment of 
the conventional or hitherto applied and often failed methods of surveillance. Furthermore, 
the situational awareness needs to be founded on a common framework that would permit 
uninterrupted exchange of information between diversified sources at different decision 
and command levels, similar to the RECONSURVE project.186 
a. Intelligence, Surveillance, and Reconnaissance as a Sub-Component of 
Situational Awareness 
The task of acquiring updated, efficient, and, most importantly, effective situational 
awareness depends on a rigorous and persistent intelligence, surveillance, and 
reconnaissance (ISR) throughout the operational field. An effective intelligence, 
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surveillance and reconnaissance is necessary to acquire a more robust common operational 
picture, which is also extremely important for situational awareness. The creation of this 
common operational picture constitutes a fundamental principle for a properly functioning 
system, as it ensures that the operational picture of all the sub-components of this particular 
system is identical. In this way, these sub-parts could exchange and share information, 
something like the concept of protocol, which is a necessary precondition for a network 
establishment.187 
The challenges that arise in the border security field mainly have to do with the lack 
of situational awareness at a satisfactory level or a non-persistent or even deficient 
intelligence, surveillance and reconnaissance. Equally important is the absence of a 
common operational picture to shape coherent decisions involving, for example, the 
prioritization of humanitarian missions to conduct at borders based on a risk assessment 
that a border management system falsely estimates. The insufficiency of these factors 
significantly affects the quality of the policy outcome a decision maker has to issue as a 
consequence of an impelling situation of multiple, simultaneous waves of refugees 
approaching from different directions. Additionally, the lack of effective intelligence, 
surveillance and reconnaissance further aggravates and confuses the decision-making 
process, engaging it in a vicious cycle where a poor quality situational awareness shapes a 
poor quality decision and vice versa. 
The complexity of borders becomes a significant challenge for issuing an 
appropriate and effective policy. Various types of borders render management at least very 
difficult. The worst-case scenario involves a border between two countries exceeding 
several hundred kilometers with mountains or other physical barriers, like rivers or lakes, 
that intervene, rendering  effective human monitoring of the activities taking place almost 
impossible and unfeasible. Add to this the existence of maritime borders between two 
countries that further include a massive volume of water and its interrelated weather 
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phenomena, such as fog, adverse weather conditions, currents, etc., and the calculus takes 
on a disproportionate difficulty to be solved. 
b. Sensors as an Intelligence, Surveillance, and Reconnaissance Multiplier  
Border security challenges in building effective situational awareness stem from 
the tradeoff between effectiveness and cost when using conventional means to achieve a 
persistent intelligence, surveillance and reconnaissance. A thorough coverage of an 
assigned area requires a significantly high number of conventional assets, like ships, fixed-
wing aircrafts, or even UAVs, exponentially increasing the subsequent cost of the 
mission.188 Additional factors, such as the potential unexpected malfunctions and the 
subsequent losses in capital and human resources for the patrolling ships, greatly raise the 
cost of such conventional missions. Furthermore, the need for regular maintenance of these 
assets along with the need to man these assets with highly skilled personnel heightens the 
cost of effectively covering a huge area to prohibitive levels. In the case of UAVs, current 
systems have the ability to control one or two UAVs at most at the same time, operating as 
standalone units and not as a cohesive group. In contrast with the most conventional means, 
such as the patrolling ships, the cost of a swarm of UAVs189 for a mission is significantly 
suppressed. Taking into account that the area covered by a swarm of UAVs is tantamount 
with the area covered by a small fleet, it is evident that the stakes in using compact, swift, 
and, most importantly, efficient sensors are high. 
The fact that there is always a considerable limitation of means in the field, let alone 
in a multidynamic field such as maritime borders, is also a challenge in the border security 
field. Rarely, there may be an abundance of means for surveillance in the field, but even if 
there is, it is for a short time period; in most cases, means are inadequate. Therefore, the 
principle of effectiveness is a matter of high precedence and importance. Again, an AI-
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embedded system might mitigate the situation and effectively allocate the existing means 
by using extensive and robust statistical models as well as predictive analytics.  
The lack of the available means results in a myopic approach to the existing 
problem of situational awareness. In this case, a decision maker intuitively resorts to a 
primitive form of predictive analytics—a technique that AI extensively uses—and risk 
assessment. Unconsciously, decision makers so far apply predictive analytics mainly based 
on their experience as a consequence of the impelling necessity to make a decision based 
on limited and often unreliable data. Invariably, an empirical evaluation of a situation will 
dictate, for example, the allocation of means in order to conduct a specific area’s 
surveillance. However, the decision maker’s evaluation, as said before, is based on 
experience (subjective criteria) and thus may falter. Although experience is a valuable 
factor in a decision-making process, it sometimes leads to bias and subjectivities. Whereas 
predicting outcomes based on past experiences is one way to compensate for the lack of 
available data, bias and subjectivity might negatively influence decisions. An automated 
system might eliminate this cognitive deficiency on the necessary condition that it works 
properly, meaning with clearly defined and appropriate limitations. Furthermore, it 
eliminates the existing and emerging bias by being supplied by thorough and allegedly 
unbiased algorithms. In extreme cases, the system might approximate an ideal situation, 
even though the flow of current information is interrupted, or the evaluation and assessment 
of the data in a fusion center might not be perfect when the statistical models that it uses 
simulate the truth in a high degree. 
The complexity of the situation substantially improves through the application of 
state-of-the-art sensors, which need little—or sometimes no—human supervision and can 
operate under the most unfavorable conditions. Modern technology has evolved so 
dramatically that the discovery of new and mostly effective and efficient sensors such as 
the UAVs, capable of outperforming traditional means of surveillance, has become 
commonplace. UAVs are currently fitted with sophisticated and high-resolution cameras, 
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such as 4K cameras190 that are able to discern a very small object, like a man overboard, at 
night and in low visibility. Additionally, they are equipped with thermal imaging devices 
that can discern a moving object while the environmental conditions are not favorable, as 
well as laser radar to achieve better accuracy in range; they are also less susceptible to 
noise-jamming that would otherwise distract their mission. 
In addition to the sophisticated cameras that most UAVs have, another technology 
used extensively in the security domain that could effectively contribute to border security 
is video analytics. Technology has evolved so dramatically that the video analytics’ 
algorithms can reveal an object, whether a man overboard or a life raft, in images coming 
from UAV high-resolution cameras.191 A report from European Reference Network for 
Critical Infrastructure Protection interrelates situational awareness with surveillance and 
the latter with video analytics, claiming that it determines to a major degree the quality of 
surveillance.192 Nonetheless, the same report lists a number of factors,193 like the 
existence of light, that influence the video analytics procedure. No matter how 
sophisticated the algorithms that evaluate the video streams are, lack of sophisticated 
sensors, like 4K cameras, would result in poor-quality surveillance.  
Early Warning for Increased Situational Awareness (EWISA) is another land-
border security project co-funded by the EU and the engaging states (Greece, Finland, 
Romania, Spain) aspiring to solve the multifaceted issue of border security. It is mainly 
based on a video analytics component fed by various video sources installed in the adjacent 
area and performs a real-time analysis on video footage along with analysis on pre-recorder 
 
190 Siyuan Chen, Debra F. Laefer, and Eleni Mangina, “State of Technology Review of Civilian 
UAVs,” Recent Parts on Engineering 10, no. 3 (July 2016), 11, https://doi.org/ 
10.2174/1872212110666160712230039.  
191 Kyunghoon Kim, Soonil Bae, and Kwanghak Huh, “Intelligent Surveillance and Security Robot 
Systems,” in 2010 IEEE Workshop on Advanced Robotics and Its Social Impacts, 2010, 1, 
https://doi.org/10.1109/ARSO.2010.5679624. 
192 Jeroen van Rest, European Commission, and Joint Research Centre, Surveillance and Video 
Analytics: Factors Influencing the Performance : ERNCIP Thematic Group Video Analytics and 
Surveillance. (Luxembourg: Publications Office, 2015), 55, 
http://dx.publications.europa.eu/10.2788/945388. 
193 Rest, Surveillance and Video Analytics: Factors Influencing the Performance, 54–56. 
58 
video aimed at detecting, for example, efforts of illicit crossing of borders.194 A data fusion 
component subsequently creates a report based on the data integration and the input of 
various surveillance supporting systems to the EWISA, such as radars or UAVs.195 This 
report not only gives to a decision maker insight about incidents that occur in a specific 
area, but also depicts critical vulnerabilities, like a hole in the border fence that should be 
corrected.  
UAVs can also operate either as a standalone unit or as a swarm, the latter being a 
more effective approach to ensure sustainable coverage over large areas. The most popular 
mission that UAV swarms assume is automatic target recognition, in which image and 
signal-processing algorithms function interchangeably to detect even a low-profile target 
in the most unfavorable weather conditions.196 Other missions of UAV swarms target 
tracking, data collection, and surveillance, in which the swarm thoroughly sweeps a 
specific area.197 Using a complex algorithm called dynamic task reconfiguration,198 a 
system could employ a swarm of heterogeneous-capacity UAVs in such a pattern that it 
would exploit the distinct capabilities of each UAV’s sensors in the most effective way. 
These swarms, besides the collaborative conglomeration and network they create, also 
exchange reliable communication on a linear pattern that forwards the collected data to a 
fusion center for further data evaluation. Other secondary missions that UAVs assume 
include path planning, collision avoidance, navigation, and environmental monitoring.199 
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In the near future, UAVs will have the capability to have a built-in biometric sensor 
that will allow them to perform facial recognition.200 Facial recognition is a very important 
technology for border management projects, as it creates a template database (gallery) of 
suspicious profiles and then matches collected data.201 Face recognition-embedded 
systems in the form of cohesive border-check systems, otherwise called automated border 
control gates, already exist in Germany (EasyPass) and the United States (Automated 
Passport Control), and gradually more and more countries are adopting them.202 
Innovative techniques in these systems, such as deep learning, have addressed emerging 
challenges like crosschecks among a huge quantity of data by using effective algorithms 
that engage high computational cost to better approximate a face.203 Deep learning also 
promotes multitasking; therefore, besides the typical face detection and recognition, the 
algorithm estimates gender, ethnicity, age, etc.204 Face Matching Tool, a machine-learning 
application used in facial recognition, also prevents any effort of fraud or impersonation, 
respectively, by informing a border guard. Systems like iBorderCtrl, which aspires to be 
located in several land crossing points of the EU in Greece, Latvia, and Hungary, 
incorporate such technology to facilitate the goals of border security.205 
There are other significant assets apart from UAVs, such as the USVs, that can also 
effectively build the cohesiveness of the borders, especially in the field of data collection. 
RAND Corporation’s report under the auspices of the U.S. Navy compares USVs with the 
UAVs and introduces a variety of missions that the former could assume. By using several 
indexes and criteria, this report categorizes each potential USV’s mission with a level of 
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suitability and, in relation to the USV, technological maturity.206 This report concludes 
that missions such as the environmental collection and persistent intelligence, surveillance 
and reconnaissance, two essential elements for situational awareness building, are highly 
suitable for USVs and are already in or near the market.207 This same report compared 63 
different USVs and deduced that the overwhelming majority can accomplish missions 
related to observation, collection, and performing intelligence, surveillance and 
reconnaissance—elements that are so critical to acquiring and preserving an updated 
situational awareness.208 
Whether the sensors are UAVs, USVs, or swarms of either/both, an AI-embedded 
automated decision-making system would further boost performance, making possible the 
acquirement of a rigorous, versatile, and, most importantly, effective situational awareness 
in the operational field that surrounds the borders of a country. The automated system, if 
seen through the lens of border security at crossing points, will also speed the existing 
procedures of admitting or rejecting higher numbers of people wanting to cross the borders; 
thus, this system will augment the existing procedure. Enhanced and rigorous border 
checks would also promote the value of borders as a safeguard of security among the 
domestic population.  
Several developing projects that include automated decision-making processes like 
the Efficient Integrated Security Checkpoints, which provide more robust security checks 
for travelers at land and maritime checkpoints, highlight the shift and the value esteemed 
to automated decision-making systems.209 Equally important is the EU Common 
Information Sharing Environment (EUCISE 2020),210 which promotes the exchange of 
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common critical information in sensitive fields (fisheries control, transportation, border 
control) between the EU member states. This need to share and exchange critical security 
information conveys the EU’s prioritization of preserving its external borders’ integrity 
and controllability. 
c. Command and Control System, as a Situational Awareness Enabler 
The adoption of modern sensors capable of collecting larger amounts of data creates 
an immense data flow that will most likely saturate the existing decision-making system. 
Consequently, it is useless to have sophisticated sensors without a correspondingly 
sophisticated command and control system that would support them. An advanced system 
with AI-integrated algorithms would not only process a higher volume of data but also 
exclusively provide the decision maker with only necessary information for his level. The 
appropriate vetting of information on a “need to know” basis is a key characteristic of a 
well-functioning system that would be further enhanced when a well-trained algorithm 
clears out the useless information for the decision maker and provides him valuable 
insights. Consequently, effective integration of the available sensors along with 
information concision provided to the decision maker are of paramount importance for a 
well-running command and control system. 
Command and control describes a process by which decision makers or policy 
makers issue and apply policies and conduct missions aligned with those respective 
policies. 
Command and control systems mainly: 
a. Establish goals and objectives; 
b. Determine roles, responsibilities, and relationships; 
c. Establish rules and limitations; 
d. Monitor and assess the situation and progress; 
e. Allow decision makers to inspire and motivate trust; 
f. Provide training and education.211 
 
211 Alberts and Hayes, Understanding Command and Control, 34–35. 
62 
As the information domain has recently become indispensable, the process of 
sensemaking212 has obtained great value in the contemporary approaches of command and 
control systems mediating between the command and control chain and its goals. 
Sensemaking refers to the process by which a decision maker uses mental models to 
explain the disparate data that has been collected by various sensors.213 It mainly refers to 
the combination of tacit knowledge, such as experience with the real data concerning a 
particular field, whether it be the military or border security.214 Taking into account the 
dynamism of the contemporary problems when compared with the lack of dynamism of 
the older ones, the degree of familiarity needed to face a problem calls for the acquisition 
of an extensive amount of information, which is one of the contemporary challenges for a 
decision maker. In this context, sensemaking becomes the core of any decision-making 
system to issue articulate decisions.  
All these emerging challenges are directly related to the degree of information 
access a decision maker has; consequently, that information becomes the central concept 
in the new generation command and control systems, placing the decision maker into a 
powerful position accordingly. Information must be correct, consistent, current, and 
precise; it should also be relevant, complete, accurate, timely, and trustworthy.215 
Quest for information also impels the creation of command and control systems 
primarily oriented to big data acquisition and subsequently to a big data center216 that 
would evaluate and store higher volumes of data. Furthermore, this system calls for cloud 
computing,217 the benefit of which endows an undoubted importance to the retrieval and 
evaluation of the relevant data. Based on the principle of the observe, orient, decide, and 
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act218 (OODA) loop, contemporary decision making requires effective and rigorous 
sensors to observe and collect data, as well as sophisticated, intelligent, and versatile AI 
algorithms to analyze and synthesize immense amounts of data. Finally, all these valuable 
information, which underwent this vetting and analysis, are provided to the decision maker 
as potential options on which to act. Taking into great consideration the decision maker’s 
experience, combined with the options the system offers, he/she makes the appropriate 
decision. This may involve, for example, the assumption of a high readiness status of the 
assets like ships or UAVs if the decision maker judges that a search and rescue operation 
is imminent due to a large influx of immigrants. 
In summary, innovative technologies such as AI make the border-monitoring issue 
more tractable and drastically enhance situational awareness, helping the decision maker 
to take the suitable action. The incorporation of technologies able to evaluate a huge 
amount of data coming from various sensors, like a swarm of UAVs, to a fusion center will 
certainly bolster the existing system’s performance and pave the way for the production of 
the best decision outcome, given the existing circumstances, while minimizing the 
subsequent risk. 
The implementation of AI should also be accompanied by the respective 
implementation of state-of-the-art sensors that can uninhibitedly operate under any 
unfavorable environmental or other factors. A complex landscape with numerous physical 
obstacles such as the maritime border operational environment obviously creates great 
challenges and requires effective and efficient cooperation with all available means. It also 
calls for effective cooperation of other agencies, domestic or international, not necessarily 
related to border security such as the European Space Agency that would provide satellite 
images to help an AI-based system obtain a more complete strategic picture.219 To 
underscore the potential benefits of an AI-embedded system, it is indispensable to use a 
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case study that presents the challenges previously described and evaluate how such a 
system would deal with them. 
C. GREECE–TURKEY BORDERS AS A CASE STUDY 
The Greece–Turkey borders are of great interest not only on a bilateral level, but 
also internationally because the Aegean Sea (the sea that lies between these two countries) 
has recently become the way to a new life for many people; for others, unfortunately, it has 
become their grave. This narrow area of sea might be exemplary for an AI-based system 
for various reasons, inter alia, derived from the complex landscape. 
a. Hundreds of islands and islets comprise a specifically complicated 
landscape. Adding to this, the high peaks of mountains significantly impede the detection 
range of land-based sensors such as the radar. High mountains contribute to the creation of 
blind zones, in which every target is intractable, another undesirable effect for a decision 
maker who strives to collect the maximum possible data. 
b. Occasional weather phenomena220 further deteriorate the performance of 
the existing infrastructure. For example, dense fog that drastically limits the sensors’ line 
of sight is quite common in a seawater environment, especially during morning hours. 
Adverse, local phenomena such as heavy rains and storms accompanied by strong winds 
during wintertime further render situational awareness quite challenging. 
c. The existing surveillance system is considered outdated and does not cover 
the recently increased intelligence, surveillance and reconnaissance requirements due to 
migrant flows. It is mainly based on old technology, land-based radar, low-range optical 
and thermal cameras, and human observation. Additionally, there are small or medium-
sized ships, which belong to the Hellenic Coastguard, that are harbored in every major 
island. These assets, along with the assets devoted in operation FRONTEX, are conducting 
regular patrols, and some of them deploy as soon as there is information for a maritime 
accident. 
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Essential data are mainly coming from either the ships that perform their regular 
patrols or commercial ships that coincidentally passed from the place of incident. The ships 
that are also equipped with a radar, some of which have both optical and IR cameras, 
enhance the mission of collecting intelligence, surveillance and reconnaissance; they are, 
however, quite vulnerable to the weather conditions, too. For example, a heavy rain does 
not only affect the performance of its in-board sensors but also reduces the quality of the 
communication with the Rescue Coordination Centers, therefore rendering at least difficult 
any concerted effort of search and rescue operations. Furthermore, critical equipment 
deficiencies are quite common, and combined with the poor quality of communications 
among the major islands, loss of timely and valuable data is inevitable. 
d. Despite the overwhelming length of the area that extends more than 300 
nautical miles, its relative narrow width allows the intervention of coastguard that would 
save human lives in case of a maritime accident when there is timely and reliable data. 
The Eastern Mediterranean route, as Figure 2 illustrates, comprises one of the three 
main migrant flows to Europe. 
 
 Mediterranean Routes.221 
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Lately, the Aegean Sea has become a focal point for refugees who want to flee from 
civil wars or persecution and for the organized trafficking gangs that exploit the misery of 
these people by extracting money from them and promising a better future. The number of 
people who crossed the sea to arrive and settle in any of the Greek islands is overwhelming. 
Total arrivals for 2019 alone amounted to almost 42,000 people, as Figure 3 shows, 
according to the United Nation High Commissioner for Refugees (UNHCR).222 Data also 
demonstrate that of the 42,000 people, about 33,000223 arrived in Greece by sea, further 
proving the vulnerabilities and challenges that maritime borders present to authorities. 
 
 Arrivals in Greece through Aegean Sea.224  
Greece has remained a desirable destination throughout the refugee crisis for three 
main reasons. First, the proximity between Turkey and Greek islands renders the crossing 
a relatively easy task even when the weather conditions are not favorable. Second, the 
refugee policy that the Greek government has adopted thus far is liberal and allows the 
refugees to reside in settlements called hotspots, which has further attracted flows 
originating from other areas, such as Central or Western African countries. Third, Greece 
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was, at least in the beginning of the refugee crisis, a hub because of its geographical 
position as an entry point to the rest of Europe. These refugees could use Greece as a 
gateway to Italy or the Balkans en route to Germany or Scandinavia by taking advantage 
of the Schengen regulation:225 anyone who enters the external borders of the EU can travel 
across Europe without having any official papers, like a passport. As some European 
countries, such as Hungary, began to harden their migration policies, the refugees had little 
option but to congregate in Greece. Figure 4 demonstrates the recently decreasing tendency 
of migrant flows to Greece due to the EU–Turkey agreement;226 however, the restrictions 
imposed by other European countries have compelled these people to squeeze in Greece’ 
territory and especially in four major islands: Lesvos, Chios, Samos, and Kos. According 
to a EUROSTAT report that took place in 2017, Greece is placed in the second position in 
the world as a receiving country, taking into account the number of asylum seekers per 
millions of inhabitants.227 
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 Migrant Flows in Greece.228 
Because of the aforementioned weather-related obstacles, monitoring the Aegean 
Sea’s activities proves to be extremely challenging. Besides the inherent difficulty of 
effectively monitoring the activities that take place throughout this huge volume of sea 
lying between Greece and Turkey, there are several other factors drastically affecting the 
performance of border surveillance. These factors, including the weather forecast, sea 
temperature, intensity and direction of the wind, and surface and subsurface currents, as 
well as extreme weather phenomena such as fog or a typhoon, essentially affect the 
smugglers’ decision and subsequently the level and direction of the “threat” that border 
agencies are likely to face. 
Further inherent deficiencies of the respective Greek border agency, such as the 
lack of available means to confront and monitor simultaneous migration flows through 
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multiple points across the Aegean Sea,229 the lack of resources, and the subsequent lack 
of adequate experts have exacerbated the situation. The insufficiency of the available 
means becomes explicit when there are multiple waves of refugees departing form 
Turkey’s coasts, pushing the existing system to reach its critical point. In such cases, the 
surveillance becomes a utopian task for the existing system, and the only realistic goal is 
to intervene whenever possible to save human lives. Furthermore, the requirement of 
intensifying patrols to obtain more effective situational awareness exponentially raises the 
cost of a mission, rendering it unsustainable for the budget of a small state like Greece. 
As a result, the EU is highly concerned about this thorny situation, as Greece’s 
borders are also the EU’s borders. Therefore, any effective or ineffective management on 
behalf of Greece’s border agencies will be respectively beneficial or harmful for the EU, 
too. Also, a potential failure in the refugee management issue would directly reflect the 
failure of central European organizations’ policies, such as the European Council. 
Consequently, the repercussions for the appropriate or inappropriate handling of a complex 
situation such as the confrontation of irregular and multiple waves of refugees coming from 
Turkey’s coasts are numerous and of great concern to the relevant authorities. This issue, 
which is beyond the capabilities of a relatively small state like Greece, compelled the EU’s 
bureaucrats to reframe the problem by setting it in a more strategic level, and thus 
authorizing the provision of substantial aid. A part of this aid is the contribution of and 
participation in common-operating teams to tackle this situation from all the member states. 
Nevertheless, invariably, in cases of massive refugee movements the existing 
systems become easily saturated. These systems are unable to accomplish their primary 
tasks, which are the effective surveillance of the borders, the prevention of illicit actions, 
and the prevention of human losses. Faced with these challenges and unable to respond to 
every emerging challenge, the border agencies give priority to saving human lives; 
otherwise, there would be severe repercussions for the country and the agency, on both a 
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domestic and international level. Greece was not the exception to this rule, as its 
infrastructure was not prepared to effectively manage this unprecedented number of 
people, let alone host them. 
Thus, this refugee crisis also has collateral humanitarian effects, such as the 
imminent threat for the refugees’ lives when trying to cross the Aegean Sea with poorly 
maintained boats. The subsequent search and rescue operations come up as a result of the 
often intentional efforts of some of the refugees to sabotage their boats in order to provoke 
the Hellenic Coastguard authorities to intervene and transfer them to safe houses. Also, 
additional humanitarian issues emerge as a consequence of extremely slow asylum 
processes. Due to bureaucracy, this process takes significantly more time than it should, 
resulting in the congestion of people into detention centers. 
Consequently, poor hygiene conditions and lack of essential antibiotics inside the 
refugee camps as a result of overcrowded places increase the likelihood for a highly 
contagious disease to burst and set in peril public health.230 Stories about these inhumane 
conditions became headlines on the most famous European newspapers, damaging 
Greece’s reputation, which had been renowned for its hospitality. Such problems have 
prioritized border security and emphasized a need for a comprehensive system that does 
not only effectively monitor its area of responsibility but also prevents violation of human 
rights and spread of public health issues. 
However, even in the case that an asylum process for a refugee starts, there are 
additional administrative and procedural issues that further impede the timely granting of 
asylum. A policy report that was made under the mandate of the EU regarding the 
integration of refugees in Greece demonstrates the existing, often insurmountable 
difficulties; of 20,000 asylum applications, only 5% were positive.231 Insufficient at best, 
or faked at worst, data provided by the applicants regarding their origins and their 
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intentions significantly delay the procedure. Furthermore, the lack of an adequate number 
of language professionals that would establish a reliable communication channel between 
the applicant and the agency creates grievances and additional obstacles. Consequently, a 
typical procedure that would last two or three months at the most results in a nightmare—
as it lasts more than two years232—both for the asylum applicants but also for the 
respective agency. 
D. EXISTING EFFORTS TO MITIGATE THE PROBLEM 
Several efforts that are already in effect have mitigated but not completely solved 
these problems. Increase and intensification of patrols and extension of patrolling areas 
with the incorporation of bigger ships that have more sophisticated sensors and are able to 
withstand more severe weather conditions improve the overall performance index of the 
border agencies by more effectively managing the various incidents. Certainly, however, 
they do not solve the problem of effective surveillance whatsoever, as there is still a 
significant number of deaths every year among people who are trying to cross the 
Mediterranean Sea and more specifically the Aegean Sea, as Figure 5 demonstrates. 
 




 Deaths of Migrants in Mediterranean Sea for 2019.233 
Owing to these complexities and aligned with the EU’s security policy,234 an 
operation that takes place under the auspices of the EU, Operation “FRONTEX”,235 has 
significantly contributed to bridge the gaps that the Hellenic Coastguard and Hellenic Navy 
inevitably leave as a consequence of the huge area they allegedly have to cover and their 
inherent deficiencies. The European Agency for the Management of Operational 
Cooperation at the External Borders of the member states of the EU introduced FRONTEX 
to address the overwhelming migratory flows in a more comprehensive way.236 Based on 
a four-tier model that consisted of establishing a common visa policy between the EU and 
reliable third countries (in terms of applying similar legislation with the EU), more rigorous 
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border measures, more versatile policies regarding the granting of asylum, etc.,237 the EU 
aspired to effectively manage this humanitarian crisis. This operation, which undertook a 
serious transformation in 2016,238 aspired to become more effective by supplementing the 
bordering country’s agency’s capabilities. Therefore, a joint maritime operation with the 
name Operation Poseidon and coordinated by FRONTEX took place in the Aegean Sea, 
claiming the rescue of more than 37,000 people between January and August 2016.239 
Nevertheless, despite the professionalism that the engaging authorities often 
demonstrate, this fact by itself is not always enough to avert a wrong decision outcome that 
will, at best, waste valuable resources and, at worst, could cost human lives. FRONTEX 
mainly acts reactively and once information regarding an incident is available. Therefore, 
in cases where an early warning is available, such as a boat sighted and reported from a 
travelling commercial ship, FRONTEX, along with the Hellenic Coastguard, intervenes 
and, in most cases, saves all the people that are in serious danger.240 Yet oftentimes this is 
not the case. Even when a ship operating under FRONTEX operational command patrols 
in an area, its built-in sensors like the radar do not offer adequate insight to act proactively, 
especially during harsh weather conditions. 
Furthermore, the implementation of the European Border Surveillance System241 
aimed to further enhance the situational awareness of Greece and the EU as an organization 
by promoting cooperation among the EU member states, cooperation with third non-EU 
countries, rapid exchange of information, and establishment of reliable networks of 
communications. Also, it incorporated FRONTEX as an operational branch of the 
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surveillance system, aiming to further increase its capabilities. Its concept was based on 
the creation or upgrade of the National Coordination Center in Greece that will build 
through the exploitation of available means the national situational picture (NSP).242 This 
national situational picture will be forwarded via the EUROSUR Communication Network 
to the central Headquarters located in Warsaw, Poland.243 This picture is compiled with 
other sources of information, like the ships that operate under FRONTEX, and national 
sources like the AIS-receiving stations.244 Another important element is the common pre-
frontier intelligence picture, which relates to information and intelligence but can also 
include monitoring of maritime areas beyond the borders of the EU, predictive analytical 
services, etc.245These two combined pictures create the more strategical European 
situational picture (ESP) that is built in the agency’s headquarters and then distributed to 
the member states upon request.246 
The regulation that defines the European surveillance system clarifies the role 
between the national and international agencies when operating in the same area, thus 
preventing any duplication of effort.247 Additionally, it promotes interagency cooperation 
at a national level as well as the member states’ level. It also involves other agencies and 
entities as potential sources of information not directly related to border monitoring 
activities, such as commercial ships or fishing vessels.248 
Nonetheless, the hierarchical structure on which the system is based has several 
vulnerabilities, which, in the case of Greece for example, might be critical. The 
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centralization of the operation’s field might be helpful for the establishment of the 
European situational picture, but this scheme is certainly not flexible to confront 
emergency issues such as those Greece frequently faces with Aegean migrants. 
Furthermore, although Greece’s agency has operational control over its national means, it 
does not control the means designated for FRONTEX, which supposedly enhances its 
national capabilities. Therefore, a deployment order must directly be issued by the 
headquarters, and this loss of valuable time exponentially reduces the reaction time in case 
of emergency. Furthermore, the refugee crisis is unfolding on two major fronts: the Aegean 
Sea and mainly the Central Mediterranean. The absolute hierarchy of the European 
surveillance system might create contradicting priorities, subsequently depriving the 
Aegean Sea’s field of operations of valuable assets. 
E. AI-EMBEDDED COMMAND AND CONTROL SYSTEM AS A 
POTENTIAL SOLUTION  
Greece is facing a number of problems in the realm of border security mainly 
deriving from its complex landscape, its maritime borders’ porosity that is further 
aggravated by the unprecedented migrant flows, and its outdated surveillance. Under these 
circumstances, Greece needs an effective system to manage all the emerging challenges 
and crises within the border security context that would be supported by sophisticated 
sensors and disruptive technologies, such as AI. These sensors would have a dual role: 
intelligence, surveillance and reconnaissance contributors and active sub-elements of the 
system able to interact and exchange information among one another and with the system 
itself. 
AI could help mitigate the problems arising from this situation by enabling a 
comprehensive command and control border management system. The concept of this 
system would be based on effective, rigorous, multipurposed, AI-embedded technology as 
a tool for the decision maker. The effectiveness of this system is directly related to its 
decentralization. Therefore, the command and control system should be located in the field 
of operations, on a major island like Lesvos or Chios, for example, to avoid further 
conflicting priorities that a centralized system such as EUROSUR has experienced. 
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Contemporary approaches to command and control Systems dictate a network-
based flow of information and a decision-making process that contrasts with the strictly 
hierarchical approach of traditional systems.249 These decentralized approaches authorize 
a differentiated level of decision making that is dependent on the existing culture, the level 
of training of the sub-elements that participate in these systems, and the available 
technologies, which facilitate communication and collaboration.250 The design 
architecture that supports diversified levels of decision making could equally apply to an 
AI-embedded command and control border management system, permitting a sort of 
autonomy either to low-ranking decision makers or even to sophisticated algorithm-
oriented machines to conduct tedious functions, such as deciding to schedule the preventive 
maintenance of a UAV. Reallocation of decision rights, the first principle that defines a 
command and control system, to lower-tier decision making also disencumbers the senior 
decision maker so that he/she can focus on analyzing and interpreting the big picture.  
Congruent with the allocation of the decision rights are the patterns of 
interaction,251 the second important principle of a contemporary command and control 
system, which go along with the human-machine interaction. A system that operates as a 
command and control system and includes human and machine actors should promote 
collaboration through human-machine interaction even on the highest level of decision-
making. Starting from the collection of data to the final presentation of all the possible 
decision alternatives, the relationship between human operators and machines should be 
harmonious and avoid any conflicts and interferences. Patterns of interaction should also 
follow the need-to-know basis, meaning that the inter-system interactions should be limited 
by necessity, thereby preventing increased complexity. Keeping the system’s complexity 
in check would ideally save both time and potentially human lives.  
Distribution of information, the third principle that governs command and control, 
is also important for the border management command and control system; however, it 
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should be limited to a certain level of distribution following the example of the patterns of 
interaction, as previously mentioned. The different levels of decision making emerge a 
propos to this border management system and define the level and amount of information 
that each compound of the system would receive. These three principles are interdependent 
but also dynamically influence the quality of the decision as well as the variety of the 
decision alternatives. 
Command and control as a process is also very dynamic, influenced by often 
random factors that cannot be exactly prescribed but can be modeled. One such model that 
was inspired by Boyd is the famous OODA loop, as Figure 6 illustrates.252  
 
 OODA Loop.253 
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This model should also apply to the proposed border management command and 
control system. Separating each stage of this model, it is easy to discern the contribution 
of AI. The implementation, for example, of state-of-the-art sensors like UAVs that would 
be allocated in accordance with an AI-driven optimum model to effectively surveil a 
specific area and observe any suspicious activity is exemplary of how AI could enhance 
border security. Furthermore, the capability of sophisticated machine-learning algorithms 
to assess, analyze, and synthesize high volumes of data coming from those sensors and 
others like facial recognition and natural language processing algorithms contributes to the 
second stage of the model, orient. Having analyzed this immense amount of data, the AI-
driven algorithms would provide the decision maker a variety of options from which to 
choose, the third stage of the model. AI technology could equally contribute to the fourth 
stage of the model by providing differentiated courses of action to the decision maker, who 
may either approve or reject them. 
Figure 7, a conceptional model developed by SAS-050 working group under the 
auspices of the North Atlantic Treaty Organization,254 conveys the central role that 
sensemaking plays in the proper functioning of the command and control system. 
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 Command and Control Approach.255 
Sensemaking comprises the core of this contemporary command and control 
system approach, engaging both personal perceptions of a decision maker, chiefly 
stemming from his/her experience, and human-machine team cognition to significantly 
shape decision-making. This synergy combines experience unique to senior decision 
makers with the thorough exploitation of the data collected through human-machine 
interactions. This feature is quite important in the border security context, as the field 
presents a dynamism that often creates unexpected and unpredictable situations in which 
no pre-defined solutions exist. An AI-driven border management command and control 
system provides better responsiveness to these situations compared with human-centric 
command and control systems. Although these systems reflect the cognitive superiority 
and the experience of a senior decision maker, they lack sufficient data, resulting in 
potentially wrong decisions. On the other hand, fully automated command and control 
systems fail to respond to unexpected situations—unless they are programmed for these 
issues, which seems rather unlikely—showing poor overall performance. Ideally, a 
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command and control system that combines automation in order to rapidly evaluate high 
volumes of data with the human ability to decide and issue policies would likely exploit to 
a greater degree the capabilities of sophisticated sensors and the benefits of human 
experience and reasoning. 
State-of-the-art sensors will compensate for the lack of adequate situational 
awareness by supplying uninterrupted and persistent intelligence, surveillance and 
reconnaissance on a 24/7 basis. Such sensors could include UAVs covering the aerial space 
through a swarm256 in an optimum patrol speed and a suitable height, providing a 
satisfactory area of coverage regardless of the weather conditions. These UAVs would 
continuously send data to the central command and control System’s primary server 
through reliable control and non-payload communication, using either 5G networks for 
higher data speed or satellite communications where the coverage of cellular networks is 
poor.257 Equipped with video analytics algorithms,258 the system would be able to 
perceive any moving object at sea even under the harshest weather conditions. The distance 
from Turkey’s coasts does not extend more than five nautical miles in the worst-case 
scenario; thus, an early warning of a migrant convoy might be feasible. Consequently, 
UAVs would accomplish their mission more efficiently compared to the built-in sensors 
on the ships under FRONTEX. Even in case of malfunction, it would take less time to 
replace a UAV in the same area than to replace a sensor on a ship and normally would cost 
less to maintain. The similarities with the Transportable Autonomous Patrol for Land 
Border Surveillance, an already developed program aiming to enhance the ground border 
security, are apparent in terms of the high-availability requirements. An updated 
intelligence, surveillance and reconnaissance requires the majority of the existing assets’ 
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deployment, such as ships and UAVs. Consequently, it results in a significant increase in 
mission cost, along with that of maintenance.259 
UAVs also offer the advantage of fully covering a designated area and ensuring its 
uninterrupted coverage by interchangeably taking over surveillance missions if an 
unexpected malfunction occurs. Additionally, UAVs might exchange information, 
functioning as relays between one other, and furthermore, with a fusion center that would 
receive imagery data and compile a situational awareness picture. Redundancies would 
ensure the continuation of the assigned mission without bothering the decision maker. This 
picture will be embedded in an AI algorithm-driven computer and will propose to the 
decision maker a variety of options to act. The continuity of coverage will be assured by 
UAVs that will alternate in these specific rectangular, or as decided, patrolling areas that 
an AI algorithm will also define according to objective factors, such as the weather 
conditions, the likelihood of migration flows, etc. Scheduled maintenance of the assets 
would become the responsibility of the system as well. 
The decision-making process would not be related to a professional’s experience 
when there is lack of sufficient data. An AI-embedded algorithm, using the existing data, 
would create a model based on predictive analytics and would provide the decision maker 
a web of options and potential consequences. The process, however, would not remain 
stable, as the addition of any new information would cause a feedback loop and a possible 
narrowing of the available options in a timely manner. 
Furthermore, in case of emergency situations that call for immediate action, like 
when a boat full of refugees/immigrants overturns, the system would automatically alarm 
fast-reaction teams that would immediately head toward the incident; thereby significantly 
decreasing the likelihood of human losses. UAVs might also be equipped with an 
emergency position-indicating radio beacon that the command and control system will 
automatically authorize for the UAV to jettison into the place of the incident, which will 
warn the approaching fast-reaction teams of the position of the castaways. Hydrological 
data, current data that would be collected by autonomous or semi-autonomous sensors like 
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sailing drones powered by the sun or wind,260 or USVs, and other relevant information 
would be compiled by the system. These data would inform the decision maker, along with 
the senior officers of the fast-reaction teams, regarding the estimated time of an average 
person’s survival in the water and accordingly the available time for these teams to react 
and arrive at the area of incident. The current’s data will also inform these teams regarding 
the creation of a potential directed search area that would spark a search and rescue 
operation and would probably require more assets to become more effective. Arguably, it 
is indispensable that there should be a close and multilevel interoperability among all the 
operating assets (UAVs, USVs, fast-reaction teams, etc.). 
Additionally, the AI system would prioritize the mission for each sensor using 
predictive analytics, thereby substantially decreasing wasted resources. If, for example, the 
system assesses that the level of “threat” is quite low from a specific direction, according 
to some predefined criteria, the system by itself could decide to aid another UAV that is 
already engaged in search and rescue operation by covering its patrolling area. The 
concepts of integration, interoperability, and redundancy should characterize the 
architecture of the system and would ensure its effectiveness. 
Furthermore, these low-profile and inconspicuous sensors will provide the 
opportunity for the border agency to detect any illicit activity, like human trafficking, drug 
proliferation, etc., that will later authorize and provide the law enforcement agencies with 
substantial evidence to prosecute the perpetrators. Biometrics and facial recognition tools 
will feed the database of the AI system that will be able to recall this data and feed the 
patrolling UAVs. These, in turn, will provide feedback and escalate the level of threat if 
some of these individuals involved in illicit acts appear at the field. 
This command and control system could be structured in two layers. The 
surveillance layer will include all the missions deriving from this decision maker’s 
guidance to effectively monitor the area of responsibility, meaning the Aegean Sea, to 
prevent any illicit activities in the territorial waters of Greece and prevent any human 
losses. The analysis and asylum evaluation layer would be the second layer that will 
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evaluate, according to the circumstances, whether an applicant is eligible to be granted a 
refugee status or not. These two layers would not be separated but should interact with each 
other, as they might aid the decision maker by offering a helpful insight. For example, by 
recalling the history of a potential refugee rescue, a decision maker could possibly verify 
whether the evidence provided by this individual is true or falsified to conclude whether 
he is reliable or not. On the grounds that the machine-learning algorithms are fed thorough 
databases and the AI system will be a supplemental aide to the decision maker and not 
replacing him, this system will provide the decision maker with the following data: 
• A complete profile of the applicant, including previous efforts to grant 
asylum; 
• Possible violent behavior; 
• Country of origin with a high probability of truth, etc. 
Presumably, the integration of AI and the procurement of state-of-the-art sensors 
that are capable of significantly improving the situational awareness will be beneficial for 
an aspect of border management’s effectiveness. Monitoring and decision making will 
certainly improve. This admittedly essential role of evaluating whether an individual is 
eligible to be granted asylum and enjoy the protection status of a refugee would play the 
second layer of the command and control System, namely the analysis and asylum 
evaluation layer. In this case, the system will create the profile of the applicant according 
to the existing clues, such as external physical characteristics, spoken language, given 
interviews, family status, and other relevant evidence such as cross-checking evidence 
from other sensors like lie detectors, etc.  
Red flags from the applicant, like lying or falsifying evidence relating to his/her 
origin, should be enough for the decision maker reject his/her application without 
continuing to a more advanced stage of the asylum process. This approach, although 
theoretical, is expected to boost the asylum process by assessing more cases than the 
existing system does. The automated system will clarify easier cases that might raise 
doubts, such as the ones in which the applicant purposefully lies to withhold his true 
country of origin. This will rapidly decompress the admittedly inhumane conditions that 
recently most refugee camps on the Greek islands face and is a major reason for reiterative 
grievances and uprisings. Knowing that the profile of the applicant will be made by 
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unprejudiced clues—always on the condition that the deep-learning algorithms will 
function properly—without resorting to indirect methods like offering some “gifts” to the 
border agency’s officers to bypass other cases, the applicants might develop a sense of 
belief that their application will be treated with fairness regardless of whether they are 
eligible to eventually be granted asylum. 
F. CONCLUSION 
The contribution of an automated command and control system based on AI 
technology is valuable in the enhancement of Greece’s border security missions and 
difficult to counter argue. The subdivision of this system into two layers that harmoniously 
collaborate and exchange information might further promote and boost its effectiveness. 
Although seemingly controversial, the second layer will decompress a very compelling 
situation in the Greek islands’ refugee camps. People congesting into camps that are 
supposed to host significantly fewer people, living under inhumane conditions with low 
hygiene standards and without a clear indication of when and whether their applications 
for asylum will be examined, obviously have grievances and apprehension for their future. 
The case in Moria, Lesvos is indicative of the seriousness of the problem. The refugee 
camp is supposed to host 3,000 people, but in 2019, more than 10,000 were squeezed 
there.261 
The existing surveillance system—even with the implementation of EUROSUR 
that mitigated the whole situation—seems to suffer from severe drawbacks in effectively 
monitoring the area of operations and subsequently cannot detect a significant number of 
accidents at sea in a timely manner, resulting in a remarkable number of human losses. 
Human recorded losses up to June amounted to 53 people according to the International 
Organization for Migration data,262 a number relatively low compared with the respective 
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numbers in the West or Central Mediterranean routes. Considering the small distance 
between Greece and Turkey, however, this number is still remarkable. It certainly could be 
averted with more vigilant responses and structural changes in the architecture and central 
planning of the surveillance system, taking advantage of useful tools offered by 
technologies such as AI. Inevitably, there would be some tradeoffs and possibly 
disadvantages by adopting an almost fully automated system like the one roughly described 
above. The analysis, the potential ramifications, and the impelling changes that such a 
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IV. ANALYSIS OF THE REPERCUSSIONS BY IMPLEMENTING 
ARTIFICIAL INTELLIGENCE IN THE 
BORDER SECURITY CONTEXT 
Border security can never come at the expense of migrants’ rights. Nor can 
it be used to legitimize inhumane treatment.263 
—Ban Ki Moon 
Secretary General of the United Nations 
A. INTRODUCTION  
Human management issues remain sensitive throughout the entire spectrum of 
human-related activities, often presenting challenges when there is a compromise between 
fair human treatment and legal imposition of controls. This compromise is shaped by 
ethics, a ubiquitous set of beliefs and mindsets associated with every human-related action 
that precludes mistreatment, racial or any kind of discrimination, stereotypes, etc. 
Therefore, the way a state’s authorities choose to protect its territories and secure its 
borders is subjected to the state’s perception of ethics. Screening people to determine 
whether they are eligible to cross a particular state is certainly a power that derives from 
state’s exclusive privilege to exert its jurisdiction throughout its territory; however, the way 
this screening materializes is directly dependent on the preservation of ethics along with 
the notion of national security that authorities aspire to promote. The latter perspective 
justifies the fact that, for example, people’s admission to a specific state is inevitably 
rejected if they lack the necessary official documents to enter that state. Additionally, this 
uncompromised principle that hinders free passage of people and goods stems from the 
perception that borders segregate the insiders from the outsiders.264 Even if they are 
eligible to cross or enter the country, their stay is limited to a certain time period. 
State bureaucrats have always tried to draw borders that would favor the state to 
exert their power over seemingly homogeneous groups of people. Parker and Nissen call 
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borders “scars of history,” stressing the importance that the notion of fixing and preserving 
borders had throughout human history.265 The concept of borders also explains war, 
violence, and repression as a state’s “legitimate” means to ensure its integrity. Borders 
signify the monopoly of power that a state exerts through its law enforcement agencies or 
border agencies.266 Because of the political role that borders play by incorporating 
diversified entities that live and exchange cultures and communication, sharing the same 
clear-cut portion of territory is undoubted; borders, however, are also considered human 
constructions, meaning that they inflate their importance over the people they divide.267 
Borders build the collective identity of the “insiders” and help solidify it through the 
uninterruptible cultural exchange among one another, even if they do not share the same 
origins. As Parker and Nissen argue, “the border provides conditions for great certainty 
and agreement for those within it.”268 
Presumably, the separation of people taking place at the borders not only preserves 
the relative homogeneity of the society but also promotes society’s perception of security 
toward the outsiders, as Parker and Nissen define people that are excluded from a specific 
state’s borders.269 Stricter border controls may impact those outsiders, often to the 
detriment of their personal values, like their dignity. Separating people who live within the 
territory of a state from people who want to cross the territories of this country and integrate 
to local societies seems a safe option that most likely will not raise any contempt on behalf 
of the citizens. Unless a great violation of human rights is taking place, most people would 
rather willingly sacrifice some of their dignity for the common good, which is the 
protection of national security. Plausible justifications, such as intelligence-derived 
credible information of a potential terrorist trying to cross borders, could be a substantial 
excuse for raising the levels of restrictions and controls to every traveler, without eliciting 
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any explicit complaints from the travelers’ side. The intensification of these border checks 
could be either imperceptible or explicitly demonstrated; in both cases, however, the 
objective of preserving security will be accomplished without typically altering the existing 
norms and standards of human treatment on a broad sense. 
Borders create separation in several ways/forms. Based on cultural, linguistic, 
political, or even economic differences, the notion of borders develops the essential sense 
of security on which society depends in order to flourish. With securitization as a pretext, 
governments typically try to aggravate these differences by legitimizing their exertion of 
coercive authority throughout the territory. On one hand, globalization prevails over almost 
every sector of life and promotes a debordering process through the free transit of 
goods;270 on the other hand, state governments are not willing to cede their authority and 
strive to impose physical and—very recently with the aid of technology-driven solutions—
virtual walls aiming to control the movement of humans or goods.271 By reproducing 
practices of segregation based on race or gender and reiterating notions of identity and 
nationality, governments achieve a high-esteemed value among the population through 
border retainment.272 
Seen through the state’s perspective, screening out suspicious people before they 
cross the state’s territories instead of after seems quite reasonable. Nevertheless, although 
the proponents of these practices claim to preserve human rights, sometimes they fail. 
Interestingly, the adoption of new disruptive technologies in border security, including 
biometrics and facial recognition applications like the automated border control gates in 
Germany, that were supposed to facilitate border crossings and mainly stemmed from long 
waiting queues or impolite behavior of border guards, eventually invited more criticism.273 
Under this context, AI ethics, a new sub-field of ethics, was developed to mainly address 
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“the ethical issues raised by the development, deployment and use of AI.”274 This 
framework strives to promote and unfold the benefits that AI as a technology presents to 
the individuals’ wellbeing but at the same time protect them using ethical challenges that 
might have impact on their lives, on society in general, and on decision making.275 
This chapter indicates superintelligence, ethics, and cybersecurity concerns as the 
main sources of criticism that AI-based border management systems, like the one 
introduced in Chapter III, invoke. Introducing iBorderCtrl, a system that is under 
development to facilitate the EU land border checks, this chapter presents the concerns 
raised by an automated decision-making process. As iBorderCtrl shares many similarities 
with the proposed AI-embedded command and control system in Chapter III, important 
inferences can be made for a command and control system that bases its function on 
automation. Furthermore, the criticism iBorderCtrl currently invites can be juxtaposed to 
the proposed solution for the Greece–Turkey case and provide useful insights. 
Additionally, this chapter provides rebuttals to any major source of criticism but also brings 
to the fore future challenges, like the necessary legislative modifications that would allow 
further exploitation of the existing datasets for the unfolding of AI benefits but also the 
development of trust to the AI-based systems. 
B. SOURCES OF CRITICISM 
After its creation, the EU attempted to culturally assimilate the European nations 
by mimicking the example of “Americanization,”276 which the United States successfully 
applied to integrate the massive numbers of immigrants arriving at its territory through 
cultural assimilation at the outset of the twentieth century. 277The EU cultural assimilation, 
seen as an outcome of the political union, focused on the territoriality denunciation and the 
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creation of the EU citizen under the EU flag.278 By advocating the sense of belonging to 
the Union, the European Commission further promoted the loosening of the internal border 
controls. Furthermore, it validated a multilateral agreement, namely the Schengen Borders 
Code (SBC),279 which describes the rules that one should obey if he/she crosses the 
external or internal borders of the EU. 
The removal of internal checks that the Schengen code implied led to the 
subsequent imposition of harsher controls at the external borders of the EU.280 Many 
scholars like Clavell281 condemn the brutality of the monitoring activities that seems to 
escalate in the face of emerging threats such as international terrorism. Innovative 
technologies such as AI, which have recently become mainstream in other fields but are 
gradually gaining a stronger foothold at borders, further enforced the suspicious 
atmosphere in the border security domain. Congruent with the EU’s Common Security and 
Defense Policy, AI-oriented technologies were supposed to support as a strategic enabler 
certain security-related missions such as detection, preparation, and protection.282 The 
incorporation of new disruptive technologies, such as AI in border management systems, 
has created passionate proponents but also fierce opponents. 
The supporters are mainly among the EU authorities, like the European 
Commission that tends to promote the effectiveness of such systems, their expediency, and 
their ability to inform a decision maker by evaluating an immense amount of data.283 On 
the other hand, the opponents are situated among scholars like Basham and Vaughan-
Williams,284 who mainly base their criticisms of such systems on three main factors: the 
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potential loss of control, ethics, and potential cybersecurity vulnerabilities. As the benefits 
that AI might endow in the border management domain have been elaborately described in 
Chapter III, this chapter focuses on the opponents and their concerns/arguments. 
1. Superintelligence Concerns 
The concern over potential loss of control by a superintelligent agent, either a 
software or algorithm, recently gained ground as technology made huge strides in the field 
of computing. Functions that previously required extensive resources to be performed by 
traditional computers can be done in a few seconds. For example, quantum computing is 
claimed—at least in theory—to outperform traditional computing with the incorporation 
of the respective quantum algorithms.285 This tremendous evolution of technology 
strengthens the rationale that a machine replacing a decision maker and making its own 
decisions is close on the horizon. Aligned with this notion comes the creation of 
superintelligence,286 a term that describes the situation in which a machine would 
allegedly equally perform or outperform a human, as briefly mentioned in Chapter II. The 
term is extensively used to describe this hyper-natural intelligence and is gradually gaining 
a stronger foothold among scholars.287 Besides the well-established—although broad and 
contextual—definition that Bostrom introduces, there is no tangible evidence that this 
superintelligence can be achieved or, more importantly, could disrupt humans’ lives.288 
“An intellect that greatly exceeds the cognitive performance of humans in virtually all 
domains of interest” comprehensively defines superintelligence but fails to explain in 
which ways this could become reality.289 
Growing suspicions that a machine-learning robot might substitute a decision 
maker have not been proven yet and are unlikely to be proven in the near future, as the 
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capabilities of AI have not entirely unfolded. Because the time when machines would 
decide on behalf of humans cannot be defined a priori or even evaluated as a possible 
scenario, there are aspirational thoughts and concepts of what this might look like, but 
nothing beyond that. Taking into account that a machine can perform a specific task set by 
a human—albeit better than he does—does not mean that this machine could perform any 
task, nor could it self-program to perform diverse tasks. Apart from that, the contemplation 
that machines would gain so much power that they would turn against humanity to 
eliminate it lacks any tangible and credible evidence.290 
Moreover, the command and control system with AI-embedded technology 
proposed to monitor the Greece–Turkey borders in several aspects through surveillance, 
early warning, and prevention of human losses is not a superintelligent system. The basic 
concept of the system is to become a primary aide to the decision maker by providing him 
the best decision outcomes to effectively manage the incoming waves of refugees based on 
a thorough and robust situational awareness acquired by sophisticated, agile, stationary, 
and deployable sensors. The system also provides a useful insight regarding the profile of 
an individual seeking asylum, helping the decision maker to admit or reject the application 
based on objective criteria. The incorporation of high-end sensors like UAVs for the 
surveillance and USVs for the collection of hydrological, meteorological, current, pattern 
of life data, etc., will substitute the outdated surveillance system that is mainly based on 
fixed-ground radars and human observers. These sensors, along with the significant 
architecture change of the whole system, would completely enhance its overall 
performance. 
A system that provides the capability to communicate between sensors and with the 
system itself to act autonomously and deal with secondary, lower significance issues, such 
as the requirement to replace a UAV in a specific sector of the patrol area because of an 
unexpected malfunction, cannot be characterized as superintelligent. Additionally, the 
system’s autonomous performance of these minor tasks does not eliminate the authority of 
a decision maker to intervene in every stage of the process and alter it to his perceived 
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benefit. Therefore, it is indispensable that in every stage of the process the components of 
the AI-based command and control system will continuously manifest their subordination 
to humans. The decision maker would always have the right to veto or order the system to 
reassess the recommended courses of action if he/she suspects that there was insufficient 
data to support the recommendation or if the recommendation was contextually or ethically 
dubious. The responsibility of deciding on a course of action, however, rests solely with 
the decision maker. Human control and oversight are existing challenges—even for the 
contemporary systems—the lack of which would not turn artificial agents against humans 
but might create major issues about a given system’s outputs and decisions and 
subsequently to its trustworthiness. Consequently, the qualitative performance of a system 
is directly related to the mechanisms of human oversight and control.291 
2. Ethics 
Criticism regarding violation of human rights, various types of discrimination, or 
dehumanization occupy a major portion of the public discourse, especially against 
decision-making systems such as those established at borders. Such systems—either 
automated or not—invite major complaints because they determine to a great degree 
people’s lives, especially when one talks about evaluating asylum applications. During the 
procedure of assessing whether someone is a legitimate refugee or not, ethical 
considerations associated with his/her color, ethnicity, or religion emerge and certainly are 
paramount in shaping the final decision. It is useful, therefore, to showcase these challenges 
by using as a case study a project that has already been developed and would soon be 
reality, the iBorder Ctrl, an EU-funded project that aspires to be a useful aide for border 
agencies.292 The dilemmas that have already emerged in the case of iBorder Ctrl might be 
identical for the proposed command and control system, as both systems use AI technology 
and automation to admit or reject the applications of the people who wish to cross the 
borders or obtain permanent citizenship. 
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The iBorder Ctrl includes a pre-registration phase in which an avatar poses certain 
questions to a traveler wishing to cross the EU borders. At the same time, the system 
verifies the micro-gestures, or non-verbal behaviors, of the travelers to formulate their 
complete profile; the data taken in this phase combined with the answers that this traveler 
gives feed the “automatic deception detection system” that ultimately calculates a score of 
a specific traveler’s reliability.293 The use of specific tools like the biometrics module that 
uses fingerprints to validate the traveler’s identity or the face-matching tool that receives 
and processes images from the travelers contributes to informing the border guard that has 
the final authority to admit or reject a traveler’s application.294 Equally important is the 
risk-based assessment tool, in which the system provides the border guard an insight that 
is chiefly shaped by the data collected from the procedures, as mentioned earlier.295 The 
typical border inspection to border crossing points takes place only if the traveler scores 
above a specific limit based on the low-risk assessment and the results of the deception 
detection.296.  
There are many similarities between the two systems, namely iBorderCtrl and AI-
embedded command and control border management system, concept. While iBorderCtrl 
paves the way as a pioneer of automated border security systems, it also prepares the field 
for the next generation of automated solutions, such as the fully integrated command and 
control border management system that would be responsible for the full-fledged domain 
of border management. As such, these systems have to abide with certain ethical limitations 
and constraints that derive from the basic speculation that they should manage and treat 
humans according to behavior based on their compliance with the existing legal rules and 
not based on external characteristics or beliefs. Certainly, the authority that a state endows 
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to its border guards to take all the appropriate measures to augment physical security of its 
territory and its citizens does not intend to violate fundamental human rights. 
Violation of human dignity might have various facets; it certainly does not involve 
only torture or violent interrogation. Humiliation, degradation of human nature, or even 
dehumanization are some of the accusations the opponents of the automated systems bring 
to the fore. They claim that, like in the case of iBorderCtrl, an AI-embedded avatar is not 
trained to respond, for example, to a person who does not completely understand the 
question and therefore provides an inaccurate answer based on his confusion.297 The avatar 
will most likely perceive the inaccurate answer as suspicious and notify the decision maker 
accordingly or  reject the forwarding of the initial application to final-stage evaluation. In 
the case of a refugee whose future life depends on the quality of answers he/she gives, the 
anxiety of the situation can cause him/her to express unexpected reactions, such as crying, 
that an avatar would not be trained to process.298 
Further criticism involves the profiling299 of a potential asylum seeker, a procedure 
that inevitably occurs as an AI-embedded system compiles available data, such as 
interviews, personal evidence, cross-checking against databases, etc. Profiling is defined 
as “any form of automated processing of personal data consisting of the use of personal 
data to evaluate certain personal aspects relating to a natural person, in particular to analyze 
or predict aspects concerning that natural person’s performance at work, economic 
situation, health, personal preferences, interests, reliability, behavior, location or 
movements.”300 Profiling based on gender, race, or religion is generally contemptible and 
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illegal throughout the western societies.301 For example, it is prohibited under the existing 
EU regulations with the exception of authorization by a specific member state or EU law 
that overrides it; national security reasons, for instance, might require profiling so long as 
the rights and the freedoms of the human subject will remain unharmed.302 
Legal provisions additionally allow profiling by competent authorities when 
deemed appropriate, like in cases that Article 1 of Directive 680/2016/EU describes: “for 
the purposes of the prevention, investigation, detection or prosecution of criminal offences 
or the execution of criminal penalties, including the safeguarding against and the 
prevention of threats to public security.”303 Nevertheless, ethical issues arise in the case of 
exploiting the data collected during a typical interview to use against the individual. 
Consequently, it is forbidden to deliver data to law enforcement agencies regarding an 
individual’s beliefs just to wiretap him/her without any warrant. 
A source of criticism might be the decision maker’s inability to explain the rejection 
of a traveler’s application due to the relative opacity of the used algorithms in the decision-
making process.304 A negative response to a request of asylum would spark further 
grievances, if not properly explained, considering the already existing tensions that prevail 
throughout the majority of the refugee camps in Greece as a result of the extremely slow 
progress and examination of the applications. 
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Another point of criticism for automated decision making in the context of border 
security engages, according to its supporters, the claim that a decision maker would blindly 
follow the recommendations of the system, being unable to think critically.305 A critical 
analysis of the automated decision outcome is necessary for the decision maker to evaluate 
the current circumstances and, by combining his/her experience and education, come up 
with the optimum decision. Being unable to evaluate the surrounding circumstances that 
might impose a sort of divergence from the set orders and guidelines or from what a 
“senseless” machine recommends, he/she inevitably resorts to the system’s proposals. 
Another meaningful impact that an AI-based system would have on the decision 
outcome is the creation of false positives or false negatives.306 A false positive is defined 
as the situation in which the pre-set criteria are fulfilled, but the truth is substantially 
different. These cases are very intricate to tackle, as the outcome of the system might 
provoke further checks and more rigorous controls to the applicant mainly pushed by a 
false estimation and situation miscalculation. The situation compels that the suspicious 
person has to “suffer from the burden of proof,”307 meaning that he/she has to prove to the 
border guards that the system has erred. If the content of the database on which the retrieval 
of suspicious information was based is not revealed to the traveler, this will create further 
burden on this person to prove his innocence. This fallacy, in its turn, would spark 
grievances on behalf of the asylum seekers or travelers, resulting in an irreversible damage 
on the system’s credibility. 
The same or probably worse repercussions would have a decision based on false 
negatives. The damage that will be caused in this case will not only affect the 
trustworthiness of the system but also jeopardize the fundamental principle on which such 
systems were developed and evolved: the national security. Suffice it to say, a sense of 
unsafety would overwhelm society knowing that any potential threat for domestic or 
international security could easily permeate even the most sophisticated border 
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management system. Furthermore, a critical vulnerability of the system as such, as long as 
it would become common knowledge, will motivate more illegal people to try their 
“fortune,” estimating that they probably have quite increased possibilities to circumvent 
the process and evade the law. 
3. Rebuttals of Criticism 
Violation of human dignity, along with human deprecation and discrimination, are 
major concerns in the design as well as the employment of human-management systems or 
services. It is very easy, although unintentional, for the border guards to offend an 
individual who submits to border checks to enter or cross a country like Greece. This is not 
the example that AI systems would follow, however. The requirement that an automated 
system should treat people in accordance with the rules and norms to which human-based 
systems abide is of paramount importance. The behavior of border guards during a control 
and the subsequent measures taken as a result of such controls supposedly respect human 
dignity, and the same conditions should apply for the automated border management 
systems.308 For example, specific care is taken in the case of vulnerable categories of 
people such as unaccompanied minors, teenagers, or victims of trafficking according to 
Schengen code.309 In the case of automated border management systems, however, there 
is no EU legal regulation to dictate human-machine interaction and therefore prescribe the 
general guidelines to ensure that this interaction would be both beneficial for the border 
authorities and respectful of people’s dignity and reputation.310 
The AI-embedded command and control border management system overcomes 
this lack of relevant legislation by bestowing the responsibility to the human agent that 
performs the required interview of the traveler or the asylum seeker, while at the same time 
a facial recognition tool analyzes the micro-gestures of the human subject. Unlike the 
iBorderCtrl, the proposed system evaluation of an application is exclusively based on the 
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decision maker’s assessment with the aid of AI tools, such as facial recognition tools and 
natural language processing. The presence of a human border guard that conducts the 
interview additionally prevents the misunderstandings that might occur due to inaccurate 
answers the interrogee gives as a consequence of his/her stress or inability to comprehend 
the question. 
Profiling each individual trying to cross or enter the state seems to be a serious 
concern that might affect fundamental human rights, like the freedom of expression. The 
legal framework provides the possibility of profiling an individual only under certain 
circumstances. Transposing the rationale of the legal context into the refugee case, 
however, the claim of the relevant authorities to project the state’s authority to every corner 
of the state’s territory seems congruent with the need to create asylum seekers’ profiles 
based on reliable data. Conventional wisdom often dictates that the law enforcement should 
act proactively and not reactively. Under this framework, therefore, profiling seems 
justifiable as long as the collected data will not be used for other unethical or suspicious 
activities, such as spying or creating stereotypes by stimulating and building a deep-rooted, 
dogmatic perception that relates the citizens of a specific country or the followers of a 
specific religion with a certain behavior. Such practices that screen people according to 
objective criteria further alleviate the growing suspicions and fears of the citizens of this 
state that have related and attributed—although often arbitrarily—illicit acts taking place 
in several countries of the EU to the migrants’ presence as a consequence of insufficient or 
failed registration methods taking place at the borders. Social order is of essence, and when 
considering the borders as social institutions as Newman contends,311 there is no other 
option for the border authorities than to resort to profiling all the potential new members 
that are going to integrate into the local societies. 
Regardless of the automated decision-making systems, profiling is already in effect, 
greatly taking into account the existing limitations and regulations in revealing and 
distributing “sensitive” data that would otherwise constitute proof of an explicit 
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discrimination and a violation of the afflicted human subject’s privacy. As long as an 
automated decision-making system does not act autonomously but rather performs under 
the close supervision of a decision maker who might intervene in any stage of the process, 
proper functioning is ensured. Based on the current circumstance, if the decision maker 
anticipates that a violation of human rights might occur and a valid claim for arising 
discrimination is due, then the decision maker has the sole responsibility over the system 
by either aborting the whole decision-making process or reassessing the situation. 
Border guards, on the other hand, are supposed to be well-trained to effectively deal 
with such aforementioned awkward situations according to article 7 of the Schengen 
code.312 Nevertheless, even in this case there is subjectivity between what a border guard 
must do and what the surrounding circumstances dictate him/her to do. Emerging ethical 
perspectives regarding whether a border guard should strictly perform his duties or become 
more lenient and humane in case of dealing with orphans or helpless mothers are subjective 
to each individual’s interpretation. 
Cautiousness should also characterize the questions that a border agent poses to the 
asylum seeker. A question that creates distress might alert the system that will use face 
recognition or lie detector tools to alarm its operator of a possible inconsistency between 
what the interrogee claims and what his/her body language emits. For example, a question 
of how fanatic of a Muslim an individual is, is irrelevant to the process, creates discomfort 
for the individual, and raises questions of possible prejudices and discrimination. Such 
rules and norms are extremely difficult to prescribe and, most importantly, to translate in a 
programming language in a digestive and comprehensive way for the automated bordering 
management systems. 
An automated decision-making system that is senseless has to have other 
mechanisms that limit its rigidity or prevent it from performing poorly and certainly 
promote its fairness. These mechanisms are basically the algorithms that constitute the core 
of the system. It is therefore essential to ensure that the algorithms engaged in the 
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computational process of building the applicant’s profile with the correct data are the 
appropriate ones, free from any prejudices and moral inhibitions to ensure the sense of 
fairness. This process should work interactively, providing necessary feedback to the 
decision maker that could authorize him/her to effectively modify the created profile by 
using new data. It is also as essential to ensure a proper education of the border guards 
according to the tenures of the Schengen code or other institutional texts and laws 
worldwide. 
Transparency is the remedy to the critique that algorithms are opaque in their 
output, rejecting an asylum seeker or a traveler application as unacceptable. Consequently, 
it would be prudent for a decision maker to render transparent some parts of the algorithm 
or, in the case of a confidential algorithm, which categories of data were used.313 As it was 
explicitly stressed in Chapter III, it is indispensable both for the institutions that safeguard 
human rights and freedoms but most importantly for the migrants themselves to develop a 
sense of trust in a tool that would speed the process of examining asylum applications on 
the foundational base of justice and fairness. 
Additionally, specific care derived from the aforementioned principles should be 
taken in case of helpless people like refugees or immigrants. Clear-cut parameters, free of 
any risk indicators related to color, ethnicity, or religion, that constitute the core of an 
algorithm responsible for the admission or rejection of a potential asylum seeker would 
ensure the fairness and transparency of the whole process. Any association of a specific 
religion with a potential behavior that provides the border agency a truthful justification 
for any asylum application rejection might stigmatize people and enforce human 
discrimination, which is strictly prohibited under humanitarian laws, either in the EU level 
or internationally. It is easy, however, for the Greek border agency to manipulate a situation 
like this in its favor, mainly taking advantage of the unawareness of people of their human 
rights coming from countries with low or simply inexistent standards of human 
respectfulness and dignity. These practices would irrevocably harm the appreciation of the 
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agency, question its effectiveness, and raise suspicions among migrants regarding the 
applied procedure’s transparency. Even worse, such practices would inflame existing 
grievances among the domestic Greek population, furthering discrimination against people 
that have already been granted asylum and pushing policymakers to adopt more populist 
and illiberal border policies to the detriment of any human right. 
Transparency is also extremely important for every human-managing tool or 
service that classifies people according to their characteristics or capabilities, as it will 
remove suspicion about the mistreatment of people based on their ethnicity, color,314 or 
religion. It would be essential, in this sense, that a logging procedure should be 
implemented in the system in which every decision would be recorded, therefore 
reinforcing the explainability315 primarily of the system and secondarily of the decision 
maker who adopted the solution. Furthermore, to engage essential principles to the AI 
concept, such as trust and explainability, the EU appointed a high-level expert group 
aiming to build and develop ethics in the use of AI both as technology and as AI-oriented 
products. Its main mission was to promulgate the ethics guidelines for a trustworthy AI 
defining the four main principles that AI systems should enshrine: respect of human 
autonomy, prevention of harm, fairness, and explicability.316 
Concerns regarding the degree of influence that a decision-making system exerts 
on a decision maker are rational and mainly stem from the inability of the latter to evaluate 
in a critical way the produced decision outcome of the system. In the case of iBorderCtrl, 
the issue is more straightforward as the applicant gets a risk score based on his/her initial 
interview. Consequently, it is unlikely that the border guard who makes the final evaluation 
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does not take into consideration a potential low-risk score.317 In the case of the proposed 
command and control system, however, the evaluation from the guard is simultaneously 
taking place while a facial recognition deep learning algorithm strives to discover any facial 
micro-expressions or other non-verbal behaviors that would raise suspicions.318 Therefore, 
the final decision outcome is equally shaped by human and machine perceptions; 
consequently, there is only one responsible for the final decision, and this is the human. 
This argument might be founded if people that are assigned to allegedly supervise 
the system are ill-trained or completely untrained. Consequently, necessary training is 
essential not only for the enhancement of the decision maker’s ability to evaluate the 
decision outcomes that automated decision-making systems produces; it is also important 
for the decision maker to effectively deal with a crisis that probably even the automated 
system has failed to predict. Therefore, training should be focused not only on the effective 
supervision of a complex automated decision-making system but also the preservation of 
humanitarian principles in correspondence with the Schengen code that applies for border 
guards. People that are charged with the responsibility of supervising an automated system 
and intervening when deemed appropriate should fulfill specific job criteria, such as a 
minimum time in decision-making positions. As overreliance on automated decision-
making systems would probably cause the same detrimental effects on the decision as the 
complete neglect of data collected, prudence through the enhancement of engaging 
authorities’ education is of essence. Experience is estimated as very important, but as 
already mentioned in Chapter III, it is not enough by itself. 
The creation of false positives and false negatives is a fact that occupies a major 
part of the public discourse against automated decision-making systems, highlighting the 
severity of a potential malfunction’s repercussions. Consequently, to reduce the 
possibilities of false positives and negatives that any AI-based command and control 
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system might confront in the face of iBorderCtrl, the performance of a thorough check by 
a border guard is at the same time important and indispensable. Again, the co-existence of 
a human and artificial intelligence agent might disentangle worrisome situations, such as 
the admission of an individual’s application who might be a national security threat based 
on falsified data. 
4. Cybersecurity Issues 
Cybersecurity vulnerabilities are the most unpredictable but also the most 
threatening aspect that can drastically compromise the functionality and credibility of the 
algorithms that constitute the core of an AI-based system. Ironically, the main actor that 
promotes and enables the potential escalation of cyber-attacks is AI technology by itself. 
In particular, the capabilities that AI endows in computing by deterministically improving 
the speed of performing functions, conducting complex calculations, and accessing and 
retrieving data from various and often very complex databases motivates state or non-state 
actors to carry out these attacks.319 AI’s diffusion is expected to be so great in the coming 
years that individual actors who already possess the resources to execute a cyber-attack 
will probably intensify their efforts and experiment with using more sophisticated methods 
using AI.320 
The stakes, however, in the human-related activities are even higher, ranging from 
human subjects’ mistreatment at best to an unfavorable decision that might stigmatize them 
for the rest of their lives, like a long-time incarceration that would be based on false 
positives. The effects caused by a hacker who might intentionally permeate the security 
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web that protects a facial recognition algorithm and manipulate its structural characteristics 
to distort its outcomes would be disastrous.321 
Another case of cyber-attack that would have detrimental effects on the conception 
of the comprehensiveness of a command and control system would be the purposeful 
intervention in the communication path that sends and receive orders to the main 
surveilling assets, the UAVs. UAVs, like all modern electronic devices, can be 
programmed and subsequently can be hacked, too. Security researchers have proved that 
commercial drones such as those belonging to famous electronics companies like Xiaomi, 
DJI, or even the Aerialtronics police drone present critical vulnerabilities that aspiring 
hackers could exploit.322 
The level of the hacked UAV’s control depends on how organized a cyber-attack 
is and what its objectives are. It may vary from a completely unresponsive UAV to a UAV 
that performs the functions that his “new owner” orders. For example, during an 
experiment that took place at John Hopkins University, the students who overloaded the 
central processing unit of a UAV by sending it hundreds of requests over Wi-Fi 
connectivity, caused its crashdown.323 Presumably, this situation would create critical 
mishaps during a swarm of drones’ surveilling mission if, for example, a maleficent bug 
created by a hacker pervades the communication channel that the swarm uses to exchange 
information, confusing its mission. As previously said, the operations theater in the Aegean 
Sea permits vigilant responses as long as there is effective situational awareness at place. 
In the case of fractural situational awareness, however, not only would a decision maker 
have insufficient data and therefore be prone to make a decision based on that with a high 
likelihood of error, but also (and most importantly) human lives would be at risk. 
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Ironically, the solution to safeguard such sensitive but also vulnerable systems lies 
inside AI. Many companies like BlackBerry, in the face of the threatening increase of 
cyber-attacks, developed AI-based solutions to secure the systems from malicious attacks. 
Only in May 2017 WannaCry Ransomware infected more than 200,000 computer across 
the EU.324 These solutions use machine-learning algorithms to detect and separate benign 
files from malicious ones based on several risk factors.325 
To counter these cybersecurity concerns, the command and control System should 
incorporate such mechanisms that would alert the human operator if a malicious cyber-
attack is taking place and subsequently activate the defenses to address this attack. 
Furthermore, it is essential that border management systems have devoted AI-based 
capacities to secure their valuable algorithms from any malicious attack. Explainability and 
transparency of the AI-based systems again becomes apropos. A system that is opaque and 
completely autonomous may not alert the decision maker when it is being attacked by a 
virus; on the contrary, it would try to solve this deficiency by itself, probably setting aside 
its primary mission as a decision-making aide and therefore jeopardizing the function of 
the border management system as a whole. 
5. Further Considerations 
As the implementation of new technologies gradually gains stronger foothold in 
almost every aspect of human lives, the border security domain cannot remain unaffected. 
The uniqueness of this human-related field is based on the fact that it has to do with human 
management and the subsequent ramifications that a mistreatment might evoke. Border 
management systems should treat whoever wants to cross the borders of a state with 
fairness. Although fairness might have different interpretations, there are still tangible 
commitments by which every system has to abide.326 The decisions should be free from 
any bias that will cause stigmatization and discrimination of the afflicted people. Equal 
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treatment is also of the essence regardless of the applicant’s color, ethnicity, or religion. 
Fairness additionally include the principle of proportionality between means and ends.327 
This feature should remain unchangeable even if there is tremendous development in AI 
technology. Additionally, there are other important principles such as human oversight, 
accountability, etc.328 required to build a trustworthy AI, and the expert group assigned by 
the EU to record them does a very good job. 
In the face of growing expectations from disruptive technologies but also of 
growing or newly emerging threats, new legislative initiatives should be brought to the fore 
that would permit more exploitation of datasets but not to the detriment of privacy and 
human rights’ preservation. As the quality of the functions that algorithms perform is 
directly related to the quality of data on which each algorithm is trained, it is indispensable 
that concessions should be made in an issue that is considered  taboo. 
On the other hand, human rights are a ubiquitous set of rules and norms that should 
be enshrined at any cost. The tradeoff between more technology evolution and less privacy 
often seems without solution. Certainly, abrupt changes and transformations toward more 
innovative technologies without the necessary time-frame for legislative and normative 
adaptation will not benefit technology evolution and are likely to provoke many grievances 
among the population. Granular technology adoption and implementation, on the other 
hand, offers the comparative advantage of easy digestion on behalf of the executive and 
legislative authorities, but most importantly for the people without jeopardizing 
fundamental human rights that were gained with high human cost. 
Trust is another principle that should be developed throughout the evolution of 
disruptive technologies and their gradual widespread use. It is a necessary precondition for 
the societies to harmoniously flourish with the aid of AI systems. The high-level expert 
group appointed by the EU lists a variety of technical and not-technical methods to develop, 
maintain, and evaluate trustworthy AI.329 The process of having a trustworthy AI, as 
 
327 European Commission, “Ethics Guidelines for Trustworthy AI,” 12.  
328 European Commission, 14. 
329 European Commission, 20–22. 
109 
Figure 8 illustrates, is continuous and aims at enhancing the role of AI in society through 
a feedback loop. 
 
 Realizing Trustworthy AI through the System’s Entire Life Cycle.330 
Trust, along with fairness, is a very important feature that a border management 
system should develop to gain confidence among the population. Apart from these values, 
it is indispensable to create a culture of trustworthy AI that will dissolve any suspicions 
regarding potential malfunctions. Ensuring the preservation of the fundamental human 
rights and merits, along with the fulfillment of the requirements, through the technical and 
non-technical methods as set by the high-level expert group for AI, the future of the 
implementation of AI in our contemporary lives seems brilliant. Nevertheless, one thing is 
sure: the effort to establish a reliable AI would be strenuous but certainly worthwhile. 
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V. CONCLUSION 
AI is likely to be either the best or the worst thing to happen to humanity.331 
—Stephen Hawking 
Theoretical, physicist, cosmologist, and author 
Since the mid-twentieth century, AI has proven to be a technology that could 
revolutionize and drastically improve contemporary lives. Equally, AI positively affects 
the way that humans think and also boosts human-oriented activities’ performance through 
its immeasurable applications. 
The benefits of AI are numerous and affect diverse fields, ranging from 
transportation to healthcare. Several sub-fields of AI already extensively facilitate the way 
humans perform some of their activities. For example, machine-learning techniques such 
as facial recognition techniques to unlock a cellular phone332 or the natural language 
processing techniques embedded in the famous Bluetooth speakers, such as Alexa,333 are 
currently in use, accelerating several ordinary human activities. The main advantages of 
AI are centered on its capability to evaluate high volumes of data that could be collected 
by sophisticated sensors, although this remains largely unexploited so far. Importantly, AI 
can evaluate data in a much timelier manner than any human analyzer could. 
Transposing these comparative benefits that AI provides as a disruptive technology 
to the border security context, the AI-embedded decision-making process would be better 
equipped to manage rapidly evolving and unpredictable situations. These issues are 
particularly vexing in maritime borders, where geographical and weather conditions can 
change subtlety or drastically and without warning, thus impeding situational awareness 
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and potentially endangering human lives. Sophisticated machine learning algorithms could 
perceive these circumstances and provide timely feedback to decision makers. 
Such unplanned issues may arise in the maritime borders’ milieu where the 
situational awareness, a crucial element for the decision maker, is affected by a plethora of 
often subtle factors. For example, a slight weather deterioration may severely impact the 
local situational awareness and subsequently impede early warnings to unfortunate 
situations or situations that might endanger human lives that otherwise a sophisticated 
machine-learning algorithm would perceive. 
Despite the obvious advantages that automation in general and AI in particular 
would endow the decision-making process, the progress in using AI applications and the 
degree of AI implementation into border management practices is insufficient. There is a 
variety of reasons behind this reluctance to adopt AI, despite the fact that some people 
compare its impact and its beneficial consequences with those of electricity 100 years 
ago.334 The ethical aspects of AI seem to occupy a significant portion of the discourse 
against it. Issues, such as AI’s possible uncontrolled exploitation of datasets containing 
personal information of people, become the flag of those who strongly resist any concerted 
effort to surrender their privacy. Cybersecurity also becomes a significant concern that 
threatens the credibility of AI systems. Even if authorities advocate their goodwill to limit 
possible exploitation of indiscriminate datasets, this might not be enough to prevent 
hackers from targeting these datasets and harming AI-oriented automated systems.  
A. AREAS OF RESEARCH 
Because of the scope and limitations of this thesis, there are several areas of 
research that would benefit from further study. First, the lack of technical background, 
along with the lack of extensive knowledge of designing and implementing command and 
control systems to address these challenges, only permitted a superficial approach toward 
a border management-oriented decision-making system. Furthermore, the complexity that 
AI, as a disruptive technology, presents sufficed to create more questions than provide 
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definite answers. Nonetheless, a critical point that has to be ascertained in practice would 
involve the degree of autonomy and the proposed system’s self-establishment in the three-
dimensional command and control approach that currently compounds the contemporary 
concept.335 A major concern appears as to what degree humans should authorize decision 
rights to machines. Therefore, future research should seek to determine the point of 
diminishing return for human-machine interaction. For example, unsupervised activities 
mainly performed by the algorithms, along with the almost omnipotent human-machine 
interaction, might jeopardize the effectiveness of the system by imposing unnecessary 
overlap in decision making between humans and computers where it is unnecessary. This 
would possibly result in the gradual decision-making domination of the machines over 
humans. Although the development and incorporation of AI in such command and control 
systems strengthens the network-based sharing of information and its sub-components’ 
interdependence, there is the threat that the final decision would be shaped according to the 
machines’ prediction without human intervention. 
Second, further research should also experiment to operationalize the system. 
Although the use of existing models in decision making provides assurance compared to a 
completely innovative solution, the incorporation of AI remains an independent and 
difficult-to-prescribe variable regarding its influence in such a command and control 
system. A technology that currently is unfolding its benefits would also possibly reveal 
some drawbacks that the subject matter experts have not conceived. Therefore, extensive 
experimentation is essential before any such system starts functioning to avoid the creation 
of further grievances and accusations. This experimentation should be exhausting in terms 
of including all the probable scenarios to happen during an operation of surveilling refugee 
activities at sea under any conditions. For example, it should engage the functionality of 
the algorithms, which determine whether a refugee is eligible to be granted asylum or not 
through the verification and validation process. As suspicion regarding the automated 
decision-making systems grows exponentially due to some technical fallacies that have 
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lately been revealed,336 thorough experimentation would mitigate these risks and 
eventually safeguard this project from spoiling its reputation. 
Experimentation, however, is easier said than done, as its performance meets one 
of the most gruesome obstacles to overcome: the necessary preservation of ethics and the 
legislative inability to keep pace with technology. The conservation of ethics dictates that 
any exploitation of sensitive datasets should be averted. Lack of sufficient data to train the 
relevant algorithms results in poor performance of the system. The poor performance of 
the system sequentially increases the suspicions among the population regarding its 
usefulness and transparency. This vicious circle will not stop circumventing whatever 
organizational efforts are undertaken to eliminate flaws unless a legislative initiative to 
review the existing constraints under the EU context takes place. 
Originating from the essential need to streamline the limitations and principles that 
have to be re-defined in the AI context,337 further research has to consider the revision of 
the legal constraints that dominate the data exploitation. Accordingly, the EU has to appoint 
a committee to further narrow the discussion in the border security domain. Issues such as 
the exploitation of datasets for the improvement of the algorithms, the creation of the 
necessary legal and possibly punitive mechanisms to prevent any unauthorized 
dissemination, and exploitation of these datasets are of the essence. The insights from 
similar AI-centered border management systems such as the iBorderCtrl are very useful 
and should be seriously taken into account. Based on the general principles that AI systems 
should adhere to and the requirements for establishing trustworthy AI,338 a revision of the 
legal and ethical framework is essential. By ascribing the review of the existing rules to 
subject-matter experts like border officials, lawyers, and politicians, it would be feasible to 
preserve the fundamental humanitarian principles described in the European Charter and 
to allow, although with extreme caution, more access to datasets for the promotion of the 
effective border management. 
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Furthermore, as the existing legal framework falls behind compared to the 
evolution of AI technology and its applications, there will always be a legal gap that hinders 
any efforts to forward and address practical and organizational challenges. Therefore, it is 
indispensable that a subject matter experts’ committee appointed by the EU, similar to the 
high-level experts group already introduced for AI, convenes regularly. Its main goals 
would be to review, analyze, and propose reforms to the relevant authorities like, for 
example, the European Commission regarding the uninterrupted AI’s use and the emerging 
challenges. The mission of this working group would not be to unthinkably overcome any 
legal obstacle that AI finds on its way to a fuller integration. It would instead assess the 
overall situation and critically decide whether there is legislative space for further AI 
integration or whether this integration would endanger human autonomy and social norms 
and should therefore be rejected. 
B. RECOMMENDATIONS 
Although this thesis has identified several challenges that would have to be 
addressed prior to implementing an AI-oriented command and control system, there are 
opportune locations and contexts in which to experiment and test such a system in an 
attempt to address some of those challenges while also providing much-needed assistance. 
Lesvos or Chios are two locations that are at the forefront of the refugee crisis and already 
receive the most significant portion of the refugees. The command and control system 
should remain under the auspices of the European surveillance system; however, the 
decision making should take place locally, in the operations’ theater. Moreover, 
FRONTEX assets, like ships and expert staff, should remain in place, as their contribution 
is valuable and they could still play a significant role—although supplementary—in 
surveillance, for example, through the high-readiness units. 
Substantial reforms also should take place to make this innovative technological 
solution more effective and digestive to Greek border agents who are technologically 
illiterate. Besides the extensive education in the potentials of the new technologies, 
effective human-machine interaction, and the vigilance of the Greek border guards to 
discover arising malfunctions or threats, the Greek border security agency has to function 
116 
as a completely independent agency. The main difference from the old border agency is 
that the new one would incorporate a fully-staffed legal department as well as an 
information technology department. The management of thousands of cases regarding 
asylum application rejection dictates the adoption of a rigorous legal department that would 
deal effectively with this bulk of issues. The information technology department is essential 
for dealing with all the arising malfunctions during the system’s function and taking all the 
appropriate measures to safeguard the border management system from malicious cyber-
attacks. 
The challenges for the AI adoption to a multipurpose command and control system 
are numerous. Nevertheless, one should always have in mind that “AI is not an end in 
itself,”339 but rather an avenue that will present many opportunities and, subsequently, 
challenges when it is fully unfolded, if it ever happens. Because AI’s specific weight is 
valuable—its opponents also agree so—its ability to inform decision makers regarding 
border security matters is deemed vital. As Newman contemplates, borders are such a 
dynamic field that only “bringing together theoreticians and practitioners from a range of 
disciplines, exchanging ideas, complementing each other”340 seems feasible to create 
comprehensive and long-lasting solutions. Certainly, AI is not a silver bullet that would 
instantly and completely solve the existing inadequacies at the Greece–Turkey borders and 
by extension, every maritime border around the world. Nevertheless, the potential that AI 
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