We present a deep Cousins RI photometric survey of the open cluster NGC 1960, complete to R C ≃ 22, I C ≃ 21, that is used to select a sample of very low-mass cluster candidates. Gemini spectroscopy of a subset of these is used to confirm membership and locate the age-dependent "lithium depletion boundary" (LDB) -the luminosity at which lithium remains unburned in its low-mass stars. The LDB implies a cluster age of 22 ± 4 Myr and is quite insensitive to choice of evolutionary model. NGC 1960 is the youngest cluster for which a LDB age has been estimated and possesses a well populated upper main sequence and a rich low-mass pre-main sequence. The LDB age determined here agrees well with precise age estimates made for the same cluster based on isochrone fits to its high-and low-mass populations. The concordance between these three age estimation techniques, that rely on different facets of stellar astrophysics at very different masses, is an important step towards calibrating the absolute ages of young open clusters and lends confidence to ages determined using any one of them.
INTRODUCTION
As pre-main sequence (PMS) stars become older, they contract towards the zero-age main sequence (ZAMS) and their core temperatures rise. If the PMS star is more massive than about 0.06 M⊙, then the core temperature will eventually become high enough (Tc ≃ 3 × 10 6 K) to burn lithium in p, alpha reactions (Bildsten et al. 1997; Ushomirsky et al. 1998) . Since the temperature dependence of this reaction is steep, and as the mixing timescale in fully convective PMS stars is short, total Li depletion throughout the star should occur very rapidly. The lithium depletion boundary (LDB) technique exploits this physics to determine the ages of young star clusters by establishing the age-dependent luminosity at which Li remains unburned in the atmospheres of their low-mass members. In principle, LDB ages are both precise and accurate; observational and theoretical uncertainties typically contribute to errors of only 10 per cent in the age determination for clusters in the range 10-200 Myr (Jeffries & Naylor 2001; Burke, Pinsonneault & Sills 2004) -considerably better than other age estimation methods.
Finding the LDB of a cluster entails quantifying the strength of the Li i 6708Å feature in groups of faint, very low-mass stars, using spectroscopy with resolving power R 3000. This is observationally challenging; LDB ages have only been estimated for seven clusters: the Pleiades, (125 ± 8 Myr; Stauffer, Schultz & Kirkpatrick 1998), the Alpha Per cluster (90 ± 10 Myr; Stauffer et al. 1999) , IC 2391 (50±5 Myr; Barrado y Navascués, Stauffer & Jayawardhana 2004) , NGC 2547 (35 ± 3 Myr; Jeffries & Oliveira 2005) , IC 4665 (28 ± 5 Myr Manzi et al. 2008) , Blanco 1 (132 ± 24 Myr; Cargile, James & Jeffries 2010) and IC 2602 (46 +6 −5 Myr; Dobbie, Lodieu & Sharp 2010) . However, the few LDB ages that are known can be used to calibrate other age estimation methods that are feasible in more distant clusters or for isolated field stars, but which rely on considerably more uncertain stellar physics.
For example, LDB ages can be compared with ages determined from the positions of higher mass stars in the Hertzsprung-Russell (HR) diagram. This tests, or could possibly calibrate, the required amount of core convective overshoot -a phenomenon that has an important effect on the evolution of high-and intermediate-mass stars (e.g. Maeder 1976; Schaller et al. 1992) . Stauffer et al. (1998 Stauffer et al. ( , 1999 noted that the LDB ages of the Pleiades and Alpha Per clusters, were significantly older than their main sequence turn-off ages determined using high-mass models with no core convective overshoot, but could be brought into agreement with a moderate amount of overshooting.
There are alternative age indicators for lower mass stars too. Fitting PMS isochrones in the HR diagram as low-mass PMS stars descend their Hayashi tracks, monitoring the decline of rotation and magnetic activity with age, and measuring ongoing Li depletion in the photospheres of G-and K-stars, have all been used as age indicators (see the review of Soderblom 2010 and references therein). Their accuracy and applicability is limited by the uncertain physics of convection, magnetic fields, mass-loss and spindown in young stars. LDB determinations for clusters with a range of ages, and where these other age indicators can also be determined, can help to identify and calibrate these uncertainties (e.g. Jeffries & Oliveira 2005; Jeffries et al. 2009 ).
In this paper we present a deep photometric catalogue and a LDB age estimate for NGC 1960, a rich young cluster at ∼ 1 kpc, with a well-populated PMS and many high-mass main sequence stars. NGC 1960 turns out to be the youngest cluster with a known LDB age and hence a very valuable addition. However, its distance means that despite its youth, the apparent magnitude of the LDB is as faint as any yet recorded, its detection requiring many hours of spectroscopic exposure on the Gemini-North telescope, suggesting we are approaching the limit of what can be done with the present generation of 8-10-m telescopes.
In Section 2 we describe previous work on NGC 1960 and review estimates of the cluster age, distance and reddening. Section 3 describes a deep, R-and I-band photometric survey used to identify candidate low-mass PMS stars. Section 4 presents Gemini multi-object spectroscopy of lowmass candidate cluster members, measuring spectral types and estimating equivalent widths for the Li 6708Å and Hα lines. Section 5 discusses cluster membership, locates the LDB and determines the LDB age. In Section 6 we discuss our result, comparing the ages determined from different techniques and mass ranges.
NGC 1960: AGE, DISTANCE AND REDDENING
NGC 1960 (= M36) is a rich, northern hemisphere (RA= 05h 36m, Dec= +34d 08m) cluster containing about 15 objects with V < 10, corresponding to M 4M⊙ at the distance/reddening of the cluster (see below). The first systematic studies were by Barkhatova et al. (1985) who used photoelectric photometry (from Johnson & Morgan 1953) and their own photographic U BV photometry to estimate a reddening E(B − V ) = 0.24, a distance d = 1200 pc and an age of 30 Myr determined from the main sequence turn-off. Sanner et al. (2000) present proper motions (to V = 14) and BV CCD photometry (to V = 19), finding a clean cluster main sequence for V < 14 and determining E(B − V ) = 0.25 ± 0.02, d = 1318 ± 120 pc and an age of 16 +10 −5 Myr. Sharma et al. (2006) used U BV RI CCD photometry to determine E(B − V ) = 0.22, d = 1330 pc and an age of 25 Myr. These authors also examined the radial dependence of surface density in the cluster, finding a core radius of 3.2 arcminutes and no evidence for mass segregation. Mayne & Naylor (2008) used the Johnson and Morgan (1953) photometry and a maximum likelihood fitting technique to obtain E(B − V ) = 0.20 ± 0.02 and d = 1174 +61 −42 pc. Bell et al. (2013) have adopted a similar maximum likelihood technique and applied it to both the high-and lowmass populations of NGC 1960, using updated atmospheres and bolometric corrections and a new method of applying reddening to stars over a wide range of colours. inside CCD 4 marks the Gemini GMOS field in which the spectroscopy was taken (see Section 4.1). The rectangle away from the cluster centre marked "B" inside CCD 2, is a "background box", discussed in Section 5.1. 
CCD
Colour range 1 0.340 < R C − I C < 1.839 2 0.318 < R C − I C < 1.750 3 0.342 < R C − I C < 2.323 4 0.207 < R C − I C < 2.314
the U − B versus B − V diagram for the high-mass stars to derive a mean reddening E(B − V ) = 0.20, with a negligible statistical uncertainty and no evidence for differential reddening. Applying this reddening to the V versus B −V CMD they obtained a best fit age and intrinsic distance modulus of 26.3 were then able to fit lower mass cluster members in the g versus g − i CMD, finding an age of 20 Myr with negligible statistical error, but variations of ∼ 2 Myr depending on which evolutionary models were adopted. The distance modulus and reddening derived by Bell et al. is used in the rest of this paper.
A CCD PHOTOMETRIC SURVEY
In order to select faint, low-mass targets for subsequent spectroscopy, a photometric survey of NGC 1960 was performed Table 2 . The I C vs R C − I C photometric catalogue. The full table is only available in electronic form, a portion is shown here to illustrate its content. Columns list the Field and CCD number on which the star appeared (only one field was observed), a unique identifier on that CCD, Right Ascension and Declination (J2000.0), the CCD pixel coordinates at which the star was found, and then for each of I C and R C − I C there is a magnitude, magnitude uncertainty and a flag (OO for a "clean", unflagged detection -a detailed description of the flags is given by Burningham et al. [2003] ). Figure 2 . A colour-magnitude diagram for unflagged objects with uncertainties < 0.1 mag in I C and R C − I C seen in CCD 4 (see Fig. 1 ). The dashed and solid lines show theoretical 25 Myr PMS isochrones (from Baraffe et al. 1998 , with a mixing length of 1.0 pressure scale heights, and from Siess, Dufour & Forestini 2000 respectively) at an intrinsic distance modulus of 10.33, and with a reddening/extinction corresponding to E(R C − I C ) = 0.143 (see Section 2). The objects for which GMOS spectroscopy were obtained are indicated.
using the Wide Field Camera (WFC) at the Isaac Newton Telescope (INT) on La Palma on the night of the 28th September 2004. The WFC consists of 4 thinned EEV 2k×4k CCDs (numbered 1-4) covering 0.33 arcsec/pixel on the sky. The arrangement of the 4 detectors on the sky for our observations of NGC 1960 is shown in Fig. 1 . Exposures were obtained in the Sloan r-band (3s, 30s and 3×350s) and Sloan i-band (2s, 20s and 3×200s). The night was photometric, and so observations of standard stars from Landolt (1992) and Stetson (2000) were obtained in the Cousins RI system. Table 1 shows the range in colour of standards observed for each CCD.
The data were de-biassed and flatfielded using master bias and master twilight sky flat frames. The i-band data were defringed using a library fringe frame. Photometry was extracted using the optimal techniques described by Naylor (1998) and Naylor et al. (2002) . The sum of all three long i-band frames was searched to produce a catalogue of object positions, and then optimal photometry was performed at these positions in all frames, modelling the background with a skewed Gaussian distribution (see Burningham et al. 2003) . By comparing measurements in the long r frames we established that a one percent magnitude-independent uncertainty should be added to measurements from a single frame. This was included when measurements were combined to yield a single magnitude for each star in each filter. The optimal photometry magnitudes were corrected to that of a large aperture using a spatially dependent aperture correction (see Naylor et al. 2002) .
Standard star photometry was also extracted using optimal photometry techniques and corrected to a larger aperture in the same way as the target data. The advantage of this over the more usual method of performing photometry directly in a large aperture, was that good signal-to-noise photometry was collected on many more faint standards. The only disadvantage might be that the standard star magnitudes were originally defined using a large aperture that included nearby contaminating objects. However, our reduction process flags photometry that is significantly perturbed by nearby companions and in any case many fainter standards (from Stetson 2000) were originally defined using PSFfitting.
The observed standard star instrumental magnitudes were modelled as a function of colour and airmass to obtain extinction coefficients, zero points and colour terms. The airmass range of the standard stars is small (1.1 to 1.3) and close to the airmass of the target observations (1.1), and so the extinction was fixed at a single value. Although a single linear relationship was sufficient to represent the conversion from instrumental i to IC as a function of RC − IC, we found we had to use two separate linear relationships to convert instrumental r − i to RC − IC, with the break occuring at RC − IC = 1.0 to 1.3 depending on CCD. A magnitude-independent uncertainty of 1 per cent in RC −IC and 2 per cent in IC were required to obtain a reduced χ 2 of unity in our fits. These values correspond to the combined uncertainty in the profile correction and correction to the Cousins system. They are not included in the uncertainty estimates in the final catalogues, as they should not be added when comparing stars in a similar region of the CCD (see Naylor et al. 2002) . The astrometric calibration uses objects in the 2MASS point source catalogue (Cutri et al. 2003) , with a RMS of 0.1 arcsec for the fit of pixel position as a function of RA and Dec.
The entire catalogue is presented as Table 2 , which is available on-line, or from the Centre de Données astronomiques de Strasbourg (CDS) or from the "Cluster" Collaboration's home page 1 . Fig. 2 shows the IC vs RC − IC colour-magnitude diagram (CMD) for all unflagged (i.e. clean, star-like, with good photometry) objects on CCD 4 with colours and magnitudes that have a signal-to-noise ratio (SNR) greater than 10. This illustrates a clear PMS at the position in the CMD appropriate for a ∼ 25 Myr population at a distance of 1164 pc and a reddening E(RC − IC ) = 0.143 (corresponding to E(B − V ) = 0.20 -Taylor 1986) . Isochrones are plotted in Fig. 2 from Siess, Dufour & Forestini (2000, with metallicity of 0.02) and Baraffe et al. (1998, with mixing length of 1.0 pressure scale heights 2 ), where the luminosities and temperatures were transformed to the observational plane using a fit to empirical bolometric corrections from Leggett (1992) and Leggett et al. (1996) and a colour-T eff relationship that was tuned so that a 120 Myr isochrone gave a match to low-mass photometry in the Pleiades cluster (see Jeffries et al. 2004 for details of this procedure). The sharp magnitude cut-off in Fig. 2 is an artefact of the signal-to-noise threshold placed on the plotted points. We judge our data to be almost complete down to this cut-off, although the catalogue detection limit is about 1 magnitude fainter.
GEMINI SPECTROSCOPY

Target selection
The Gemini Multi-Object Spectrograph (GMOS) was used 3 at the Gemini North telescope to observe 35 candidate low-mass members of NGC 1960 with 16.5 < IC < 19.5. This corresponds to an approximate mass range of 0.15 < M/M⊙ < 0.85 according to the models of Baraffe et al. (1998) . Stars, with unflagged photometry, were targeted based on their location in the IC, RC − IC CMD, following the location of the obvious PMS (see Fig. 2 ). Targets were included in three separate slit mask designs covering the 5.5×5.5 arcmin 2 GMOS field of view, centered at a single sky position (see Fig. 1 ). The faintest targets were observed through all three masks, but to cover a larger number of targets, the brighter candidates were observed through just one or two of the masks. Table 3 gives the coordinates and photometry of the targets and lists which masks they were observed in. In addition we list photometry in the griWFC system from the photometric survey subsequently performed and detailed in Bell et al. (2013) . This latter survey has slightly poorer precision (and one target did not have good photometry), but serves as a useful check on systematic photometric calibration uncertainties. Good 2MASS photometry was unavailable for most of the faint targets in the sam- ple, including those around the LDB (see Section 5.2), so was not considered.
Observations and Data Reduction
Each mask setup was observed from one to three times. The observations were taken in queue mode during November and December 2005 (see Table 4 ). On each occasion that a mask was observed, we obtained 3 × 1800 s exposures bracketed by observations of a CuAr lamp for wavelength calibration and a quartz lamp for flat-fielding and slit location. The net result was that all of the targets received at least 90 minutes of exposure, whilst the faintest targets, present in all three masks, were observed for a total of 9 hours. We used slits of width 0.5 arcsec and with lengths of 8-10 arcsecs. The R831 grating was used with a long-pass OG515 filter to block second order contamination. The resolving power was 4400 and simultaneous sky subtraction of the spectra was possible. The spectra covered ∼ 2000Å, with a central wavelength of 6200Å-7200Å depending on slit location within the field of view.
The spectra were recorded on three 2048 × 4068 EEV chips leading to two ≃ 16Å gaps in the coverage. The CCD pixels were binned 2 × 2 before readout, corresponding to ∼ 0.67Å per binned pixel in the dispersion direction and 0.14 arcsec per binned pixel in the spatial direction. Conditions were clear with seeing of 0.5-0.8 arcsec (FWHM measured from the spectra).
The data were reduced using version 1.8.1 of the GMOS data reduction tasks running with version 2.12.2a of the Image Reduction and Analysis Facility (iraf). The data were bias subtracted, mosaiced and flat-fielded. A twodimensional wavelength calibration solution was provided by the arc spectra and then the target spectra were skysubtracted and extracted using 2 arcsec apertures. The three individual spectra for each target were combined using a rejection scheme which removed obvious cosmic rays. The instrumental wavelength response was removed from the combined spectra using observations of a white dwarf standard to provide a relative flux calibration. The same calibration spectrum was used to construct a telluric correction spectrum. A scaled version of this was divided into the target spectra, tuned to minimise the RMS in regions dominated by telluric features. The combined spectra were corrected to the heliocentric reference frame and where multiple observations of a target were obtained on more than one occasion Figure 3. Example spectra from our target list, covering the full range of spectral type and signal-to-noise ratio. Spectra have been subject to relative flux calibration, telluric correction and have been normalised to a continuum point near Hα. The inserts on each plot show normalised spectra in the regions of the Hα and Li i 6708Å lines. Plots are ordered according to spectral type (see Section 4.3.1) and labelled according to the target ID in Table 3 . Table 3 . The identifiers from Table 2 , positions and photometry for the Gemini targets and an integer that indicates in which slit masks the object was targeted (e.g. 12 indicates that the object was targeted in masks 1 and 2). The RI photometry is in the Cousins system and comes from the survey presented here. The gri photometry are from Bell et al. (2013) , except for star 1.04 3081 which is from a reduction which excludes the deepest i-band image, as a defect in this image caused the photometry to be flagged. The gri data are AB photometric magnitudes calibrated to the natural photometric system of the INT-WFC (see Bell et al. 2012) . through the same mask or through different masks, these were tested for radial velocity variations (see below) before combining into a single summed spectrum for each target. The SNR of each summed spectrum was estimated empirically from the RMS deviations of straight line fits to segments of "pseudo-continuum" close to the Li I 6708Å features (see below). As small unresolved spectral features are expected to be part of these pseudo-continuum regions, these SNR estimates, which range from ∼ 20-30 in the faintest targets to > 100 in the brightest, should be lower limits. Examples of the reduced spectra are shown in Fig. 3 . All the reduced spectra are available in "fits" format from the "Cluster" Collaboration's home page (see footnote 1).
Analysis
Each spectrum was analysed to yield a spectral type, equivalent widths of the Li I 6708Å and Hα lines and a heliocentric RV. Each of these analyses is described below. The results are given in Table 5 .
Spectral Types
Spectral types were estimated from the strength of the TiO(7140Å) narrow band spectral index (e.g. Briceño et al. 1998; Oliveira et al. 2003 ). This index is temperature sensitive and calibrated using the spectral types of well known late-K and M-type field dwarfs taken from spectra in Montes et al. (1997) and Barrado y Navascués et al. (1999) . We constructed a polynomial relationship between spectral type and the TiO(7140Å) index that was used to estimate the spectral type of our targets, based on a numerical scheme where M0-M6=0-6, K5 = −2 and K7 = −1. Table 6 gives the adopted relationship between the TiO(7140Å) index and spectral type. The scatter around the polynomial indicates that these spectral types are good to ± 0.3 subclasses for Table 5 . Results from the spectroscopic analyses. Columns list the identifiers from Table 2 , photometry, the signal-to-noise ratio of the summed spectra, the TiO index, derived spectral type (on a numerical scale where −2 =K5, −1 =K7, 0 =M0, 1 =M1 etc.), the Hα equivalent width (negative = absorption), the radial velocity, dispersion in the radial velocity from multiple measurements and number of spectra/radial velocity measurements, the lithium equivalent width (or 3-sigma upper limit) and its uncertainty. stars of type M1 and later, but about twice this for earlier spectral types where the molecular bands are weak.
A plot of spectral type, from the TiO(7140Å) index, versus RC −IC colour reveals a smooth relationship (see Fig. 4) with little scatter. The most likely contaminants among our candidate members are foreground M-type field dwarfs with similar spectral types but lower luminosities or background K-giants. It is possible that these could have different reddening that might make them stand out in this diagram, but no objects exhibit a significant deviation. A comparison of the positions of some of the standard stars on this plot (RC − IC colours where available are from Leggett 1992) reveals an average redward offset of ≃ 0.1 mag in the RC − IC values of our targets at a given spectral type. We expect cluster members to have suffered a reddening E(RC −IC) ≃ 0.14 mag. Whilst this comparison provides some evidence that the photometric calibration for these red stars is reasonable, we have to temper this conclusion with the possibility that the relationship between colour and spectral type could alter for PMS stars with lower surface gravity. 
H-alpha measurements
Hα equivalent widths (EWs) were measured by direct integration above (or below) a pseudo-continuum. The main uncertainty here is the definition of the pseudo-continuum as a function of spectral type and probably results in uncertainties of order 0.2Å, even for the bright targets.
Hα emission is ubiquitous from young stars. It arises either as a consequence of chromospheric activity or is generated by accretion activity in very young objects (e.g. Muzerolle, Calvet & Hartmann 1998). It is unlikely that accretion persists in stars much beyond 10 Myr (e.g. Jeffries et al. 2007; Fedele et al. 2010 ). The Hα emission from accreting "classical" T-Tauri stars (CTTS) is systematically stronger and broader than the weak line T-Tauri stars (WTTS) where the emission is predominantly chromospheric. 
Radial Velocities
Our observations of each target were split into 1-6 epochs, depending on in which masks the target featured. This gave the opportunity to check for binarity, or at least binaries with orbital periods shorter than a few months, by looking for RV variations.
Relative RVs were determined using the iraf procedure fxcor to cross-correlate the first spectrum in a sequence of target exposures with the rest, yielding between 0 and 5 RV difference measurements. All spectra were heliocentrically corrected before correlation. For the earlier type stars in our sample we found that the strongest cross-correlation functions were obtained in the wavelength range 6000-6500Å, though this range was truncated, at the blue end, at longer wavelengths for some targets where the spectrum fell off the CCD image. Similarly we found that the wavelength range 6600-7000Å gave the best correlations for the cooler targets. In practice, the division between warmer and cooler stars was not made absolute and we took an average of the two measurements for stars with spectral types between M2.0 and M3.5. Statistical uncertainties in each RV should be of order ∼ 100/SNR km s −1 , but the dispersions for each target are larger than this. A probable cause is small slit mis-centering errors of order a few hundredths of an arcsecond, exacerbated by the good seeing compared to the slit width. In any case, the measured dispersions of a few km/s are a better estimate of the true uncertainties.
No measurements of RV standards were taken as part of our observing program, but heliocentric RVs were estimated by cross-correlating against a synthetic spectral library in the same wavelength ranges discussed above (generated from the Phoenix models by Brott & Hauschildt 2005) . write in a synthetic way For the warmer stars we used the synthetic template of a solar metallicity star at 4000 K and with log g = 4.5; for the cooler stars we chose a synthetic template with solar metallicity, 3500 K and log g = 4.0. Again, results were averaged in the overlap region. Table 5 gives our estimate of the heliocentric RV (the mean of results from each spectrum) and a standard deviation where multiple relative RV measurements are available. Given the likely uncertainties in each RV measurement, there is no evidence, other than perhaps for target 1.04 2173, that any of the targets have RVs that vary by more than a few km s −1 on timescales of a month or less.
Lithium measurements
The Li I 6708Å resonance feature should be strong in cool young stars with undepleted Li -an EW of 0.3Å to 0.6Å is predicted by curves of growth (e.g. Zapatero-Osorio et al. Jeffries et al. (2003) and the relationship between spectral type and temperature presented by Kenyon & Hartmann (1995) .
2002; Jeffries et al. 2003) . Theory suggests (e.g. Baraffe et al. 1998 ) that in a population with age ∼ 20 Myr, the Li EW should grow towards late K-type as the line strengthens for a given abundance. Li-depletion in early-to mid-M dwarfs should result in an undetectable Li line, and then below an age-dependent luminosity, objects should have retained all their original Li and the line EW should return sharply to ∼ 0.6Å. Insets in Fig. 3 show the Li region in a number of our targets.
Where it appeared, the EW of the Li I 6708Å feature was estimated by direct integration below a pseudocontinuum derived from fitting small regions either side of the Li line, excluding regions beyond 6712Å which contain a strong Ca line and which are noisy due to the subtraction of a strong S ii sky line. Uncertainties in the EW were estimated using the formula ∆EW = 1.6 √ f p/SNR (Cayrel 1988) , where f is the FWHM (= 1.5Å) of the unresolved line and p is the pixel size (= 0.67Å). In many cases there was no obvious Li feature to measure, in which case a 3σ (= 3 ∆EW) upper limit is quoted. In one case the Li feature fell in a gap between the detectors and no EW could be measured. Li EWs are plotted as a function of spectral type in Fig. 6 . According to the curves of growth described by Jeffries et al. (2003) , the measured EWs imply Li abundances from A(Li)≃ 3.3 (where A(Li) = 12 + log N (Li)/log N (H)), corresponding to the undepleted meteoritic value (Anders & Grevesse 1989) , to A(Li)≪ 1.0.
THE LITHIUM DEPLETION BOUNDARY
Cluster membership and sample contamination
Determining the LDB requires a clean sample of genuine cluster members. Several lines of evidence suggest that the vast majority of the objects targeted for spectroscopy are members of NGC 1960.
Photometric selection
An upper limit to the contamination of the spectroscopic sample is estimated by comparing the spatial density of objects inside the photometric selection box (in the IC versus RC − IC CMD) close to the cluster centre, where the targets were selected, with the spatial density far from the cluster centre. It is an upper limit because we can not be sure that very low-mass cluster members are confined only to the central region. Sharma et al. (2006) fitted a King model to brighter stars (V < 18) in NGC 1960, finding a core radius of only 3.2 arcminutes. If the lower mass stars follow the same profile, then their spatial density should decrease by a factor of 10 only ∼ 10 arcminutes from the cluster centre. This analysis used a "background box" of size 104 square arcminutes about 10 arcminutes from the cluster centre (see Fig. 1 ). Using the same criteria used to select Gemini targets, there are 41 cluster candidates in this box, 27 with 0.8 < RC − IC 1.4 and 14 with 1.4 < RC − IC < 2.0. This compares with the GMOS field, with an effective area of 30 square arcminutes, that contains 37 and 97 candidates in the same colour ranges, of which we spectroscopically observed 11 and 24 respectively. If we assume the background box contains only contaminants and that their density is constant across our survey, we expect 2.3 objects in our spectroscopic sample with 0.8 < RC − IC 1.4 to be non-members and a further 1.0 non-member with 1.4 < RC − IC < 2.0. 
Lithium
Chromospheric emission
Hα measurements are a powerful way of excluding nonmembers. For instance in the Pleiades, at an age of 120 Myr, all late K-and M-dwarf members show chromospheric Hα emission (Stauffer et al. 1997) . However, the Hα magnetic activity lifetimes of M-dwarfs range from a few hundred Myr in early M-dwarfs to almost 5 Gyr for M5 dwarfs (West et al. 2008) , so there is a significant probability that contaminating foreground field M-dwarfs would still show Hα emission.
Therefore, the 3 objects in our sample that have Hα absorption are either older foreground field dwarfs or background giants, but the Hα emission we see in all other targets is a necessary, but not sufficient, condition for membership.
Radial velocities
We expect cluster members to have similar RVs, with a dispersion of a few km s −1 . Objects with RVs outside this range are either non-members or possibly cluster members in binary systems. Only one object (ID 1.04 1025) has an RV clearly discrepant from the bulk of objects. This target also has Hα absorption, so is not a cluster member in any case. None of the objects, except perhaps 1.04 2173, show evidence for any RV variability.
The unweighted mean heliocentric RV of the 8 objects with EW(Li)> 0.3Åis −5.1 ± 1.5 km s −1 , with a standard deviation of 4.2 km s −1 . If we take the whole sample, but exclude the three objects with Hα absorption, the other 32 targets have an unweighted mean heliocentric RV of −4.0 ± 0.7 km s −1 , a standard deviation of 3.8 km s −1 , and all have RVs within 3 standard deviations of this mean. It is therefore impossible to exclude further objects on the basis of RV with any confidence and the RVs support the idea that the majority of targets share a similar RV.
In summary 3 targets (IDs 1.04 1018, 1.04 1025, 1.04 2160) are excluded as non-members. The rest have Hα emission, RVs, spectral types and colours consistent with cluster membership. Those with Li in their atmospheres are probably younger than 100 Myr and almost certain cluster members. The level of sample contamination is as expected from the photometric selection criteria. Chabrier & Baraffe 1997; Siess et al. 2000) , at cooler temperatures the core temperatures of PMS stars remain too cool to burn Li, with an abrupt transition occurring in Li abundance between entirely depleted Li on the warm side of the boundary and undepleted Li on the cool side. This does appear to be the case in our data (see Fig. 6 ). The transition occurs at a spectral type of ≃M4.5, with the two coolest objects (according to their spectral types, though not according to their colours) showing undepleted Li levels.
Locating the lithium depletion boundary
In principle, the sharp transition in Fig. 6 can be used to estimate the cluster age. In practice, the T eff or spectral type of the LDB is not the best age indicator. As explained in Jeffries (2006) , there are significant uncertainties (of order 150 K) in converting a spectral type or colour into T eff , and different evolutionary models, using different atmosphere prescriptions, differ by a similar amount in the T eff predicted for the LDB at a given age. The relatively shallow relationship between T eff at the LDB and age means that any small temperature uncertainty translates into a large age uncertainty. For example, an LDB at 3300 ± 150 K, corresponding to a spectral type of M4.5, leads to an LDB age estimate of 31±20 Myr via the models of Chabrier & Baraffe (1997). As we show below, for NGC 1960 where the distance is reasonably well-determined, the LDB age is much more precisely estimated using the luminosity or absolute magnitude of the LDB. Different evolutionary models also predict very similar LDB luminosities at ages between 15 Myr and 150 Myr and relationships between bolometric correction and colour are uncertain by < 0.1 mag, which turns out to have a negligible effect on age estimates (Jeffries & Naylor 2001) . Figure 7 shows the CMDs and spectral-type versus magnitude diagrams for our targets, indicating those with and without detected Li and those that are non-members. In each diagram an estimate is made of the colour (or spectral type) and magnitude range that marks the LDB transition between stars that have depleted more than 99 per cent of their initial Li, and those below that have retained Li. There are difficulties in chosing this location. (i) It is possible that some non-members (without Li) still lurk among the lowmass stars, although this seems unlikely to be more than 1-2 objects given the discussion in Section 5.1. (ii) Although close binarity is unlikely in any of our targets, at the distance of NGC 1960, even wide binaries with separations of several hundred au would remain unresolved. The binary frequency among these low-mass objects is expected to be of order 30 per cent. Binarity could increase the apparent luminosity of a star at a fixed colour or spectral type (for an equal mass binary) by 0.75 mag. Thus stars with Li could appear up to 0.75 mag above the LDB. (iii) There are uncertainties in the photometry and spectral types (shown in the plots) and young, low-mass stars can show time-variable colours and magnitudes at levels of ∼ 0.1 mag.
Of the three low-luminosity stars where Li has been detected, the star 1.04 3080 shows some evidence of binarity, being ∼ 0.3 mag brighter than the average object at the same colour/spectral type in all three diagrams. The star 1.04 3081 is the brightest of the three, but its EW(Li) of 0.17 ± 0.05Å suggests it may already have depleted ∼ 99 per cent of its initial Li content. We therefore define the LDB to lie in the boxes shown in Fig. 7 , which allow a generous level of uncertainty.
Ages from the LDB
The central points of the LDB boxes in Fig. 7 are translated into ages as follows. The evolutionary models of Chabrier & Baraffe (1997) are interpolated to find a relationship between the luminosity and age at which the initial Li content is depleted by 99 per cent. These luminosities are converted into absolute magnitudes at any given colour or spectral type using empirical bolometric corrections 4 . For the IC versus RC − IC diagram we use a relationship between bolometric correction and colour obtained by fitting a quadratic to data found in Leggett (1992) and Leggett et al. (1996) 
where SpT is the numerical spectral type given in Table 5 and the relation is calibrated between types K7 and M6 with a scatter of 0.02 mag. For the i versus r − i diagram we use a polynomial fit to gravity-and temperature-dependent empirical bolometric corrections calculated by Bell et al. (2012 Bell et al. ( , 2013 :
which is valid for 0.8 < r − i < 2.5 with a scatter of 0.04 mag.
The relationship between luminosity at the LDB and age combined with the bolometric corrections, define constant luminosity isochrones in the colour-magnitude or spectral type-magnitude diagrams. These isochrones are compared with the observed data in Fig. 7 by making the appropriate corrections for distance modulus (assumed to be 10.33) and reddening (either E(RC − IC) = 0.143 or E(r − i) = 0.13) and extinction (either AI = 0.37 or Ai = 0.38). These isochrones can be interpolated to obtain the LDB age corresponding to any location in the diagrams. This way of displaying the data and models has the advantage of explicitly showing the influence of any particular choice of LDB location or uncertainties in distance and reddening on the derived age.
Observational uncertainties in the LDB age are derived by perturbing the LDB location by the uncertainties implied by the boxes in Fig. 7 , by uncertainties in the distance modulus, reddening and extinction and we also conservatively assume that the magnitudes and colours suffer from systematic uncertainties of 0.1 mag at these red colours and that the spectral type scale may have systematic uncertainties of half a subclass. All these perturbations are combined in quadrature to give uncertainties in the bolometric magnitude at the LDB and consequent uncertainties in the LDB age. This total uncertainty is dominated by the size of the boxes in Fig. 7 . The uncertainties due to distance, extinction, reddening and photometric calibration are small in comparison. The relevant data and results are presented in Table 7 .
Some idea of additional systematic errors can be gained from comparing the bolometric magnitudes and ages deduced from the three separate diagrams. There are differences of order 0.15 mag and 1.5 Myr respectively, which are smaller than the observational uncertainties. Additional model dependencies are checked by: (i) Calculating the LDB age assuming that the LDB location refers to the point at which Li is depleted by 90 or 99.9 per cent rather than 99 per cent. This conservatively allows for an order of magnitude uncertainty in the Li abundance predicted from a Li EW, but only changes the ages by ±1.5 Myr, due to the rapid depletion of Li once Li-burning is initiated. Burke et al. (2004) . These results are also given in Table 7 for each of the three diagrams in Fig. 7 . The use of alterna-tive models changes the derived age by ±2 Myr, illustrating how insensitive the LDB age is to choice of atmosphere, convection treatment or even factors of two in metallicity.
Considering all the results, we give a final estimate for the LDB age of NGC 1960 as 22 ± 3.5 Myr, where the observational uncertainty is primarily associated with locating the LDB in sparse data. There is then a further ±2 Myr associated with choice of evolutionary model and bolometric corrections, leading to a final result of 22 ± 4 Myr. It is important to separate out these two uncertainty contributions, since the former could be almost eliminated by locating the LDB with more precision.
DISCUSSION
The sharpness of the LDB
NGC 1960 is the eighth cluster with an LDB age and also the youngest. The data in Fig. 7 allow a reasonable estimate of the LDB location, but in each case there is at least one star without Li fainter than the adopted LDB and other Li-poor stars that share similar locations to the two Li-rich (approximately undepleted) low-mass stars. This might be explained by a combination of binarity, photometric uncertainties and contamination by Li-poor non-members (see Section 5.2). However, Fig. 7 shows that it would only take an age spread of ∼ 5 Myr within the NGC 1960 cluster to effectively blur the LDB location and lead to mixing between the Li-poor and Li-rich populations. Age spreads of this size are controversial, but may explain the Hertzsprung-Russell diagrams of very young clusters (e.g. Palla & Stahler 2000 , but see counter arguments in Hartmann 2001) and the spread of Li depletion amongst low-mass stars (M ≃ 0.1 -0.3 M⊙) in some star forming regions Sacco et al. 2007 ). The LDB of NGC 2547, which is better defined than that of NGC 1960 by a larger sample of Li-rich and Lipoor members, also shows some evidence for this blurring (Jeffries & Oliveira 2005) . However, because NGC 2547 is older (35 ± 3 Myr) than NGC 1960, the LDB isochrones are closer together and the effects of any genuine age spread are diminished with respect to those mimicked by binarity, photometry errors and variability. NGC 1960 has more potential for exploring the sharpness of the LDB in detail. Strong constraints on any possible age spread might be found from measuring Li depletion in the many tens of uninvestigated candidates in and around the LDB boxes in Fig. 7 .
A robust age determination
The richness of NGC 1960 has allowed (see Section 2) statistically precise age estimates from fitting isochrones to the upper main sequence and low-mass PMS. Cluster ages derived from high-mass stars are influenced by physical factors such as the amount of convective core overshoot, rotational mixing and mass loss that are included in the evolutionary models (e.g. Maeder & Meynet 1989; Schaller et al. 1992; Meynet & Maeder 2000) . Ages derived from low-mass PMS models are affected by choices of convection treatment, the equation of state and atmospheres (Siess et al. 2000; Baraffe et al. 2002) . Both techniques are affected by a choice of chemical composition, the way in which theoretical luminosities and temperatures are transformed to compare with observational data, via theoretical or empirical bolometric corrections (or vice-versa). There is also some role played by the treatment of any binary population and the way in which models are fitted to data (e.g. Naylor & Jeffries 2006; von Hippel et al. 2006) .
It has been argued, given the long list of uncertainties above, that LDB ages are more accurate than both upper main sequence and PMS isochronal ages (Jeffries & Naylor 2001; Burke et al. 2004 ), because they circumvent or are much less sensitive to several observational uncertainties, rely on physics that is considerably better understood and are insensitive to choice of model or composition (see Table 7 ). LDB ages are not entirely independent from ages determined by high-and low-mass isochronal fits, because they also require an adopted distance and reddening. However the LDB age estimated here is extremely insensitive to these parameters. An increase in distance modulus of 0.1 mag (twice its estimated uncertainty) would only decrease the LDB age by 1 Myr and this insensitivity is qualitatively similar for all the LDB ages reported in the literature. LDB ages therefore offer the possibility of calibrating out uncertainties in other methods and perhaps even understanding what physical ingredients are responsible for any discrepancies. In this way they could play a similar role for young clusters (< 200 Myr) that white dwarf cooling chronometry is playing in older clusters (De Gennaro et al. 2009; Jeffery et al. 2011 ).
Concordance with other age estimates
The LDB age of 22 ± 4 Myr is consistent with previous estimates of the cluster age based on isochronal fits to the upper main sequence (Sanner et al. 2000; Sharma et al. 2006 -see Section 2) . Most recently, Bell et al. (2013) estimated an upper main sequence age of 26.3 +3.2 −5.2 Myr, using the non-rotating models of Schaller et al. (1992) and Lejeune & Schaerer (2001) , which incorporate convective overshooting of 0.2 pressure scale heights for M > 1.5M⊙. Some authors (e.g. Stauffer et al. 1999; Cargile et al. 2010 ) have argued that agreement between LDB ages and main sequence turn-off ages in older clusters (∼ 100 Myr) like the Pleiades and Blanco 1, requires overshooting since without it turn-off ages would be 30-40 per cent younger than LDB ages. The age derived for NGC 1960 by Bell et al. (2013) comes from the rate of progression from the ZAMS to the terminal age main sequence (TAMS) rather than the turn-off. The main effect of convective overshoot is to displace the the ZAMS and TAMS redward (or to higher luminosities) in the CMD, broaden the gap between ZAMS and TAMS, whilst leaving the shape of the isochrones for main sequence stars almost unchanged (see Maeder & Meynet 1989) . In the luminosity range fitted by Bell et al. (2013) , which is below the main sequence turn-off, a model with no overshoot would yield a distance modulus greater by ∼ 0.2 mag, but an unchanged age. The altered distance would lead to a ∼ 2 Myr younger LDB age. Hence models featuring no overshooting would result in a mild disagreement between the LDB age and upper main sequence age.
Models with no convective overshoot are unlikely unless another parameter, such as rotation, increases the width of Table 7 . The locations of the lithium depletion boundary in colour-magnitiude or spectral type-magnitude diagrams. These locations are translated into a bolometric magnitude using an intrinsic distance modulus of 10.33 along with extinctions, reddening and bolometric corrections as described in Section 5.3. These bolometric magnitudes imply masses and LDB ages (from the models of Chabrier & Baraffe 1997) as shown and LDB ages are also calculated for for a variety of other evolutionary models. the predicted main sequence between ZAMS and TAMS to match that observed in field star samples. Meynet & Maeder (2000) , and more recently Ekström et al. (2012) , show that rotation broadens the main sequence and extends main sequence lifetimes in a similar way to overshooting. The rotating Geneva models of Ekström et al. (2012) , with rotation rates about 40 per cent of break up, but which still incorporate 0.1 pressure scale heights of overshoot, have a ZAMS fainter by 0.08 mag compared with the Lejeune & Schaerer (2001) models employed by Bell at al (2013) . After adjusting the distance modulus for this small difference, the upper main sequence age would be unchanged, the PMS age (see below) increases by about 3 Myr and the LDB age would increase by just 1 Myr. Hence at the level of precision achieved, the LDB age of NGC 1960 is consistent with models that incorporate a moderate amount of overshoot or rotation (or a bit of both) and isolating these effects using LDB ages is likely to be difficult. Bell et al. (2013) also used low-mass (0.7-1.5 M⊙) members of NGC 1960, selected on the basis of their radial velocities and the presence of lithium to fit PMS isochrones from Baraffe et al. (1998 , the set with a mixing length of 1.9 pressure scale heights), D'Antona & Mazzitelli (1997) and Dotter et al. (2008) in the g versus g − i CMD. The ages determined were 19.0-20.9 Myr for the .1 Myr for the D'Antona & Mazzitelli models. These ages are in good agreement with each other and the LDB age, despite considerable differences in the physics they incorporate. The slightly lower age for the D'Antona & Mazzitelli isochrone mirrors the lower LDB age based on those models (see Table 7 ). The targets in this paper extend to much lower masses than those considered by Bell et al. (2013) and the photometric calibrations and bolometric corrections are more uncertain (we allowed an additional 0.1 mag uncertainty in the LDB colour and magnitude). Nevertheless, appropriately reddened 25 Myr isochrones adopted from the interior models of Baraffe et al. (1998) and Siess et al. (2000) , with colour-T eff calibrations tuned to match the Pleiades (see Section 3) give a reasonable match to the run of cluster members in the IC vs RC − IC CMD (see Fig. 7 ). Similarly, a 25 Myr isochrone calculated using the Baraffe et al. (1998) models and semiempirical bolometric corrections from Bell et al. (2013) is a good match to cluster members in the i versus r − i CMD.
SUMMARY
NGC 1960 is a rich northern hemisphere cluster, where ages have been previously determined by fitting isochrones to the high-and low-mass populations. In this paper we have presented a photometric survey that has been used to select a sample of very low-mass candidate cluster members and these candidates have been spectroscopically examined to establish the luminosity at which lithium remains unburned in their atmospheres. By examining a variety of membership indicators, it has been established that there is little contamination in the sample and the "lithium depletion boundary" (LDB) has been used to establish an age of 22 ± 4 Myr for NGC 1960, where most of the uncertainty is associated with locating the LDB in colour-magnitude (or spectral type-magnitude) diagrams. The uncertainty associated with choice of low-mass evolutionary model and empirical bolometric corrections is limited to just ±2 Myr.
The LDB age for NGC 1960 is in good agreement with recent, more model-dependent, age determinations from its upper main sequence and low-mass PMS populations. This overall agreement does not in isolation offer strong constraints on the uncertain physical ingredients of the high-and low-mass stellar models, although high-mass models without any convective overshoot or rotation are not favoured. Nevertheless, this is the first demonstration of concordance between all three of these techniques, offering some encouragement that absolute cluster ages at ∼ 20 Myr can be determined reliably from any of these methods.
