Abstract. Let A /k denote an abelian variety defined over a number field k with good ordinary reduction at all primes above p, and let K∞ = n≥1 Kn be a p-adic Lie extension of k containing the cyclotomic Zp-extension. We use K-theory to find recurrence relations for the λ-invariant at each σ-component of the Selmer group over K∞, where σ : G k → GL(V ). This provides upper bounds on the Mordell-Weil rank for A(Kn) as n → ∞ whenever G∞ = Gal(K∞/k) has dimension at most 3.
where K n = K E[p n ] are the fields generated by p n -division points on E. In this article, we address the following Question. If one replaces the GL(2, Z p )-extension above by an arbitrary Lie extension K ∞ = n≥1 K n , and the elliptic curve by a g-dimensional abelian variety A defined over k, then can one obtain similar bounds?
Conjecture. If k(µ p ∞ ) ⊂ K ∞ , the rank of A(K n ) is O p n×(d−1) , where d = dim(Gal(K ∞ /k)).
We shall prove a stronger form of this conjecture in the special case where our p-adic Lie extension K ∞ of k is of dimension ≤ 3, and satisfies:
(a) K ∞ contains the cyclotomic Z p -extension k ∞ of k; (b) H := Gal(K ∞ /k ∞ ) is a pro-p group with no p-torsion.
In particular, we remark that the group G ∞ := Gal(K ∞ /k) must be without any ptorsion, so its Iwasawa algebra Λ(G ∞ 
Theorem. Suppose that M = Sel K∞ (A)
∨ is a Λ(G ∞ )-torsion module which belongs to the category M H (G ∞ ); then for every p-adic Artin representation σ : G ∞ −→ GL O (V σ ), one has a transition formula
where the sum runs over a finite set of irreducible representations of G ∞ , and the constants n i (σ) are defined via the decomposition
under the action of the p-th Adams operator ψ p .
We refer the reader to Section 2 for full notation. The proof of this theorem is based upon a series of K 1 -congruences derived by Ritter and Weiss [13] which relate Akashi series of big Selmer groups, specialised at those Artin characters factoring through K ∞ /k. In particular, these allow us to find recurrence relations for their λ-invariants. Because the growth rate of these λ-invariants at the trace of the regular representation for K n /k is O(p dn ) where d = dim(G ∞ ), we obtain the following as a consequence.
Corollary. Under the same hypotheses and assuming d = dim(G ∞ ) ≤ 3, there exists a filtration k ⊂ K 1 ⊂ · · · ⊂ K n ⊂ · · · ⊂ K ∞ with K n : k = p dn and a natural number n 0 ≤ 2, such that rank Z A(K n ) ≤ C A,G∞ × p for all n ≥ n 0 + 1. We then construct such a filtration using the theory of González-Sánchez and Klopsch [7] , which classifies all analytic pro-p groups of dimension smaller than or equal to 3. The two-dimensional cases are easily disposed of (one need only study subgroups of Z 2 p or Z p Z × p ). For the three-dimensional case, note G ∞ is isomorphic to x, y 1 , y 2 /R where x, y 1 , y 2 are distinguished generators for G ∞ , and R is a set of relations involving commutators of these generators. We define Σ n to be the subgroup generated by x p n , y p n 1 and y p n 2 , and establish that (1.1) holds for n ≥ 3 through a detailed study of commutators.
Remarks: (i) It should be mentioned that the techniques in this paper do not yield any lower bounds on the growth of rank Z A(K n ) as n increases. To obtain such lower bounds, one should input parity information over K n in the manner of Harris, Matsuno, Mazur-Rubin, Coates et al, and others.
(ii) Whenever the constant term C A,G∞ is zero, one immediately deduces from the corollary that A(K ∞ ) has finite Z-rank, bounded above by (2g) 2 .
(iii) Provided one has a concrete realisation of the Galois group in terms of an explicit tower of numbers fields, in many cases it is possible to sharpen the upper bounds considerably; for example, if dim(G ∞ ) = 2, then the (2g) 2 -term above may be removed altogether (see Theorem 3.4).
(iv) As John Coates pointed out to us, there is a quicker way to obtain the asymptotic bound in the above corollary (if one does not care too much about the precise constants C A,G∞ and n 0 ); one instead studies directly the growth of the H ∩ Σ n -coinvariants for the large Selmer group. We refer the reader to [2] for a more succinct argument when dim(G ∞ ) = 2.
(v) In the first appendix we show that (1.1) holds for n ≥ 1 in a large number of cases. We include in the second appendix alternative proofs of our main result for both the Heisenberg and false-Tate curve extensions; whilst these are undoubtedly lengthier, they nicely illustrate the scaling effect which the p-th Adams operator induces on the regular representations.
2.1.
Preliminary results on p-adic Lie extensions. Let G ∞ and H be p-adic Lie groups as in the introduction. Let M denote a compact, finitely-generated torsion Λ(G ∞ )-module; henceforth, we shall impose:
This is equivalent to assuming the total vanishing of the µ-invariants for M , over each of the finite normal extensions of k inside K ∞ .
Let O be the ring of integers of a finite extension of Q p , and fix a uniformiser π of O. Let σ † : Λ(G ∞ ) −→ Mat n×n (O) be the ring homomorphism induced from an Artin representation σ :
where S * is an Ore set, and
For a ring R, let K j (R) denote its j-th K-group; then on the level of K-groups, we have
where the last isomorphism arises by Morita invariance. Returning to our module In preparation for the main result of this section, we shall first introduce some common notation, and then prove an elementary but useful lemma.
Notation: (i) For a topological group G, let R p (G) indicate the additive group generated by the Q p -valued characters χ with open kernel; we also write Irr(G) for the subset of characters from irreducible G-representations.
(ii) Recall that at each prime number p, the p-th Adams operator ψ p acts on χ ∈ R p (G) by sending it to the virtual character ψ p χ : g → χ(g p ).
(iii) On choosing a topological generator, we may identify
to be the map extending X → (1 + X) p − 1 linearly and continuously.
(iv) For a non-zero element
, we write λ(F) for the λ-invariant of F, which is the number of zeros minus the number of poles (counted with multiplicity) that F has as a function on the open unit disk. Similarly, we write µ(F) for the µ-invariant of F, which is the unique integer n satisfying
Proof. For each i = 1, 2, we can express F i as a power series quotient f i /g i where
, and from the above congruence
However equation (2.1) implies π, f 1 g 2 and π, f 2 g 1 represent the same ideal, in which case λ(f 1 g 2 ) equals λ(f 2 g 1 ); as a direct consequence
and the required equality is proved.
where the constants n i (σ) are defined by the decomposition
Proof. The congruences of Ritter and Weiss are derived in terms of p-adic Lie groups of dimension one, therefore we must first explain how to descend from G ∞ to a suitable one-dimensional quotient G
∞,σ as follows. Let K ∞,σ = Q Ker(σ) · k ∞ be the compositum of the field cut out by Ker(σ)
together with the cyclotomic Z p -extension of k. In particular, one can decompose
We now recall the definition of the Det-homomorphism from [12] . Let
∞,σ . The action of x gives rise to an automorphism on the Q Q p (Γ k )-vector space Hom
× for the determinant of this action, this allows us to define a map
From [12, §3] the map defined in this way is a group homomorphism, and it factors through the projection Q G
. Its image lies inside a certain subgroup Hom * ⊂ Hom, which is described explicitly in [12, Theorem 8] . We shall write Det :
The crux of our argument is that for x and χ as above, and enlarging the scalars O if necessary, one has the modulo p congruence
which was proven by Ritter and Weiss [13, Proposition 8] .
Remarks: (i) If we take
since the effect of the map ϕ is to multiply the λ-invariant by p, whilst the Frobenius action on the coefficients does not change the λ-invariant.
(ii) Moreover, if χ = Tr(σ) and
(iii) Combining the previous two comments, we immediately see that both λ (Detx)(χ) and λ χi∈Irr(G∞) (Detx)(χ i ) ni(σ) are equal.
To complete the proof of the theorem, we must connect the Hom-description with the characteristic element of M . From the definition of the map Φ σ , clearly it factorises through the first K-group for the localisation of Λ G
∞,σ . In fact, there is a commutative diagram
where ι denotes the mapping of an algebra Λ into its skew-field of quotients; the homomorphism Φ
(1)
is constructed in an identical way to Φ σ , with the Lie group G ∞ replaced by its one-dimensional quotient.
Let us now take x = ι * (pr * ξ M ). Applying this factorisation to x yields
and by similar reasoning,
Finally, our hypothesis on the µ-invariants of M ensures the vanishing condition in remark (i) is satisfied, hence we obtain
and the desired equality follows.
2.2.
Bounding Mordell-Weil ranks. Let K ∞ /k denote a p-adic Lie extension given as in the Introduction, and write k n for the n-th layer in the
n . Suppose A is an abelian variety of dimension g defined over k, such that (A) A has good ordinary reduction at all the primes of k lying above p;
∨ has trivial µ-invariant for all n ≥ 1.
The second condition is now a standard conjecture in the non-commutative Iwasawa theory of abelian varieties. The third line is equivalent to saying that Sel K∞ (A) is cofinitely-generated over the ring Λ(H), i.e. Sel K∞ (A) ∨ belongs to the category
Proof. By Pontryagin duality, it is equivalent to show the statement that
By assumption H is of dimension ≤ 2, so the assertion is clear for i ≥ 3. Likewise, the statement for i = 2 follows from that for i = 1 by the same argument as [4, Proposition 2.9]. For i = 1, it is enough to show that (a) The maps γ w :
H are surjective for all v ∈ S, w v where the set S includes the primes at which A has bad reduction, and also the primes above p;
, with a similar definition for J w (K ∞ ). We first prove (a). As in [4, proof of Lemma 2.3], we have
by Tate local duality when v p, where D w/v is the decomposition group of w over v. For finite places v|p,
withÃ w indicating the reduction of the abelian variety at w. IfÂ denotes the formal group associated to A at w, there is an exact sequence 
Proof. Recall from [1, Lemma 3.7] , there is a commutative diagram
Here ρ : G ∞ −→ Aut O (V ) denotes any fixed Artin representation, the Akashi series is given by the alternating product
Let us now take ρ to be reg G (with O = Z p ), and set
By Lemma 2.3 we have for all i ≥ 1 that
H ], and its characteristic power series must be of the form p µi × a unit of Λ(Γ k ) with µ i ∈ Z ≥0 . Thus
H/H . Using Frobenius reciprocity and Shapiro's lemma:
Therefore one can deduce
and it follows that
as required.
We now assume that there exists a a filtration of normal subgroups
such that #G n = p dn and K n ∩ k ∞ = k n for all n ≥ 0, where G n and K n are defined as G ∞ /Σ n and K Σn ∞ respectively.
Proof. Recall that if G is a finite group, then
In particular, for
The result follows from the fact
Theorem 2.6. Assume that G ∞ is a p-adic Lie group of dimension d ≤ 3 with no p-torsion, and that the filtration (2.2) exists. If K ∞ is as above and there exists an integer n 0 such that
where
both constants independent of n.
Proof. Let M = Sel K∞ (A) ∨ and write M n = M H∩Σn . From Theorem 2.2 and Lemma 2.5, it follows that
Now taking K to be K n and K n−1 in Lemma 2.4 respectively, one deduces
As a direct corollary, we obtain the upper bound
The kernel of the natural restriction map
We claim that its Z p -corank is bounded by some constant δ A,G∞ ≤ (2g) 2 , independent of n. (This follows from the fact that Gal(K ∞ /K n · k ∞ ) is either abelian or isomorphic to a subgroup of x, y : [x, y] = y is also bounded by δ A,G∞ . Moreover, by Mazur's control theorem [11] corank Zp Sel Kn (A) = corank Zp Sel Kn·k∞ (A)
Lastly if III(A/K n ) denotes the Tate-Shafarevich group of A over K n , then
The two-dimensional case
Let A/k be an abelian variety satisfying conditions (A)-(C) in §2.2, with the dimension of G ∞ equal to 2. We shall show that the filtration as specified in (2.2), with the property that Σ n = Σ p n−1 for all n ≥ 1, exists. We recall that one has the following result from [7, Proposition 7.1] and [9, §7.3].
When G ∞ ∼ = Z 2 p , we may simply take Σ n to be the subgroup corresponding to (p n Z p ) 2 for n ≥ 0. We shall therefore concentrate on the non-abelian case. Note that G(s) is an open subgroup of G(1) for all s ∈ N. Therefore, without loss of generality, we may assume that G ∞ ∼ = G(1); in this case one may realise K ∞ as a Lie subextension of the false-Tate curve extension k µ p ∞ , m 1/p ∞ where m > 0 is some p-power-free integer.
Remark: A bound on the Mordell-Weil rank for the false-Tate extension (when A is an elliptic curve) was first obtained by Hachimori and Venjakob [8, Corollary 2.9] who applied results of Matsuno [10] on finite Λ-submodules in Selmer groups, albeit without explicitly determining C A,K∞ below. The proof we present here is based purely on the 'algebraic shape' of K 1 Λ(G ∞ ) S * , and instead uses the finite-dimensional representation theory of the underlying Galois group.
We now identify G ∞ with G(1), and define
at each n ≥ 0. Then [Σ n−1 : Σ n ] = p 2 for every n ≥ 1, and it can be checked that Σ n is a normal subgroup of G ∞ .
If g ∈ Σ n−1 , then a ∈ 1 + p n Z p and b ∈ p n−1 Z p . In particular, a ≡ 1 mod p so a p−1 + · · · + a + 1 ≡ 0 mod p; therefore g p ∈ Σ n . Conversely, if g ∈ Σ n , we have a ∈ 1 + p n+1 Z p and we may find
Recall from the previous section that K n is the fixed field of K ∞ under Σ n .
Proof. Via the semi-direct product G ∞ = Γ k H, we can identify Γ k as a subgroup of G ∞ . The assertion in the lemma is then equivalent to the equality [
There is an asymptotic bound
Proof. By Lemmas 3.2 and 3.3, it is enough to show the term δ A,G∞ in Theorem 2.6 vanishes in this setting. Recall from the proof of the theorem that δ A,G∞ is the
, and the latter group turns out to be finite by a natural generalisation of [8, Lemma 3.3] .
The three-dimensional case
Let A/k be an abelian variety satisfying conditions (A)-(C) in §2.2, with the dimension of G ∞ equal to 3. We remark that G ∞ is soluble (because G ∞ /H ∼ = Γ and H is of dimension 2, which is soluble using Theorem 3.1); in particular, this excludes SL(2, Z p ) and SL(1, D p ) from appearing.
Let us review the classification of such soluble groups, as is discussed at length in [7, Theorem 7.4] . We shall write N 0 for the set of non-negative integers Z ≥0 . Theorem 4.1. If G ∞ is soluble and torsion-free, then G ∞ is isomorphic to one of the following groups:
(1) the abelian group Z 
As an illustration, in case (3) if k contains the p-th roots of unity then K ∞ may be realised as an extension of the type
where p, m 1 , m 2 are pairwise coprime as integers. Since the abelian case is well understood, we only consider cases (2)- (6) here. Let
Our main goal is to show that these subgroups satisfy the condition given by Lemma 2.5, namely
In particular, this would give us the required asymptotic bounds on the Z-rank of A(K n ) by Theorem 2.6:
where δ A,G∞ ≤ (2g) 2 and C A,G∞ ≥ 0.
Preliminary results on commutators. We write
Proof. By (4.1), we have xY x −1 = Y . This implies x n Y x −n = Y for all n ∈ Z, hence the first statement follows by continuity.
Let
and the second statement is true.
In particular, we see that Y p n is a normal subgroup of G ∞ for all n ≥ 0. For
for all integers n ∈ N. We have the following recurrence relations.
Lemma 4.5. For all integers n ≥ 1,
Proof. One computes via Lemma 4.4,
, which implies the first two equations. The last two can be obtained similarly.
Corollary 4.6. For all n ∈ N, a n , b n , d n ≡ 0 mod p and c n ≡ nc 1 mod p.
Proof. By definition, a 1 , b 1 , d 1 ≡ 0 mod p. Thus we deduce by induction that a n , b n , d n ≡ 0 and c n+1 ≡ c n + c 1 mod p.
Proof. By Corollary 4.6,
Hence using continuity arguments again, one obtains
for all α ∈ pZ p ; the result now follows.
Lemma 4.8. If α, β, γ ∈ Z p and n ∈ N, then
Proof. One calculates that
Therefore, upon applying Lemma 4.4
and the first equation follows inductively. The second one can be proved similarly.
Proof. We prove this by induction. When n = 0, there is nothing to prove and the case n = 1 is given by Lemma 4.7.
Assume that the statement is true for n−1 where n ≥ 2, and let α ∈ p n Z p . From the inductive hypothesis, there exists y = y Lemma 4.11. For all integers n ≥ 0, the group Σ n coincides with the set
Proof. Let α, β ∈ p n Z p and i ∈ {1, 2}. Then by Lemma 4.4, we have
Thus every word in x p n and y
can be written as x α y, for some α ∈ p n Z p and y ∈ Y 
where a, b, c, d are constants associated to α 0 = α/p. But a, b, d ≡ 0 mod p 2 and c ≡ 0 mod p by Lemma A.1, all coefficients above are in Z p and the determinant of the equations is congruent to 1 modulo p. Therefore, we may solve for β 0 and γ 0 and proceed as before.
Remark: One can give a more explicit proof for Proposition A.2 when G ∞ is the full Heisenberg group (namely for case (2) of Theorem 4.1, with s = 0). In this situation, G ∞ will be isomorphic to the matrix group
As a corollary, g ∈ Σ n−1 implies that g p ∈ Σ n as p = 2. Conversely if g ∈ Σ n , there exist a 0 , b 0 ∈ p n−1 Z p such that pa 0 = a and pb 0 = b. As p = 2, we have c − 
Appendix B. Explicit calculations of representations
The proofs of both Theorems 3.4 and 4.3 rely on constructing a filtration as given by (2.2) with the property that Σ n = Σ p n−1 when n is large enough, which is sufficient because of Lemma 2.5. In this appendix, we show that the conclusion on traces of regular representations given in Lemma 2.5 may be obtained directly, when G ∞ is either non-abelian of dimension 2 or a Heisenberg group; this involves us undertaking a low-brow study of the Adams operator ψ p acting on the regular representation.
B.1. Representations of the false-Tate curve tower. We first study how the ψ p -operator acts on R p (G n ), where the group G n = H n Υ n such that H n = Z p /p n Z p and Υ n = ∆ × 1 + pZ p 1 + p n Z p with ∆ µ p−1 ⊂ Z Proof. We begin by making two simplifying assumptions:
• The group G n = Z/p n Z (Z/p n Z) × , i.e. ∆ is the whole of F × p ; • The character β is trivial on Υ n = (Z/p n Z) × .
Therefore our task is to show for all g ∈ G n ,
Tr Ind
Gn Hn (η n )(g p ) = p × Tr Ind
Gn−1
Hn−1 (η n−1 )(g) . We again proceed by undertaking a low-brow computation. Observe that
and let's write g x = x 0 0 1 at each x ∈ Υ n .
Remarks: (a) If g = a b 0 1 ∈ G n then g x · g · g Recall that g = a b 0 1 ; it is then an easy exercise to show
• If g p = 1 then a p = 1 and p n−1 b;
• If g p = 1 b 0 1 with p n−1 b , then a p = 1 and p n−2 b.
As an immediate consequence,
Gn Hn (η n )(g p ) =
