A sufficient condition on monotonic increase of the number of nonzero
  entry in the optimizer of L1 norm penalized least-square problem by Duan, J. et al.
ar
X
iv
:1
10
4.
37
92
v1
  [
sta
t.M
L]
  1
9 A
pr
 20
11
1
A sufficient condition on monotonic increase of
the number of nonzero entry in the optimizer
of ℓ-1 norm penalized least-square problem
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Abstract
The ℓ-1 norm based optimization is widely used in signal processing, especially in recent compressed
sensing theory. This paper studies the solution path of the ℓ-1 norm penalized least-square problem, whose
constrained form is known as Least Absolute Shrinkage and Selection Operator (LASSO). A solution path
is the set of all the optimizers with respect to the evolution of the hyperparameter (Lagrange multiplier).
The study of the solution path is of great significance in viewing and understanding the profile of the
tradeoff between the approximation and regularization terms. If the solution path of a given problem is
known, it can help us to find the optimal hyperparameter under a given criterion such as the Akaike
Information Criterion. In this paper we present a sufficient condition on ℓ-1 norm penalized least-square
problem. Under this sufficient condition, the number of nonzero entries in the optimizer or solution vector
increases monotonically when the hyperparameter decreases. We also generalize the result to the often
used total variation case, where the ℓ-1 norm is taken over the first order derivative of the solution vector.
We prove that the proposed condition has intrinsic connections with the condition given by Donoho et
al. [1] and the positive cone condition by Efron el al [2]. However, the proposed condition does not
need to assume the sparsity level of the signal as required by Donoho et al.’s condition, and is easier to
verify than Efron et al.’s positive cone condition when being used for practical applications.
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I. INTRODUCTION
The ℓ-1 norm optimization problem received wildly focus in optimization and signal processing
community in the last decade, especially in the context of compressed sensing, because of its stable
performance in sparse signal restoration [3], [4]. The ℓ-1 norm of a vector u ∈ Rn is defined as:
‖u‖1 =
n∑
i=1
|ui|
where ui is the i-th entry of u and |ui| denotes the absolute value.
For a given observation y ∈ Rm, a common problem in compressed sensing theory is to estimate
the sparse approximation y ≈ Au in a given dictionary A ∈ Rm×n. The dictionary A consists of
the elementary signals we are interested in. Under Bayesian framework, when we assume Gaussian
distribution on residual r = y−Au and Laplacian distribution on u, the above problem can be formulated
as [5]:
u∗(λ) = argmin
u
{
E(u, λ) =
1
2
‖y −Au‖2 + λ‖u‖1
}
(1)
The constrained form reads
argmin
u
1
2
‖y −Au‖2 subject to ‖u‖1 6 τ (LASSO)
which is well known in the literature as Least Absolute Shrinkage and Selection Operator (LASSO).
Because of the equivalence of the two forms as discussed in [6], all the results concerning the penalized
form (i.e., (1)) in this paper can be applied straightforward to LASSO.
The solution path of optimization problem (1) is defined as the set of all the optimizers w.r.t. the
evolution of the hyperparameter: {u∗(λ)|λ ∈ (0,∞)}. Fig. 1 shows a typical solution path. Each colored
curve corresponds to an entry in u.
It is significant to find the solution path from both theoretical and application point of view. If the
solution path is known, we can have the profile of the tradeoff between approximation term ‖y−Au‖2
and regularization term ‖u‖1, which can help us to find the best hyperparameter under given criterion,
such as L-curve [7] or Akaike Information Criterion. For example, each λ corresponds one data point
(‖u∗(λ)‖1, ‖y −Au
∗(λ)‖2) at the 2D plane . All the data points form the Pareto frontier [6]; and we
can choose the data point having the largest curvature as the best tradeoff [7].
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Fig. 1. A typical solution path of problem (1). Each colored curve corresponds to the evolution of an entry in u w.r.t. λ. To
find the solution, the Homotopy and LARS algorithm usually start with λ = +∞ and decrease the value step by step. Because
it is piecewise linear at the interval [λk, λk−1], the solution value at λ can be evaluated from solutions at λk and λk−1 by linear
interpolation.
As a result of the discovery of the piecewise-linear-property of the solution path [8], algorithms like
Homotopy [9], [10] and Least Angle Regression LARS [2] were developed. The advantage of piecewise-
linear-property is: If we have finite solutions {u∗(λk)|k = 0, 1, . . . ,K}, where 0 = λK < · · · < λ1 <
λ0 = +∞ and u∗(λk)(k = 1, . . . ,K−1) is the solution at the boundary of two pieces, we can reconstruct
the whole solution path for any λ. For any given hyperparameter λk 6 λ < λk−1, u∗(λ) can be evaluated
by linear interpolation:
u∗(λ) = u∗(λk) +
λ− λk
λk−1 − λk
(u∗(λk−1)− u
∗(λk))
It is obvious that u∗(+∞) = 0. As a result, Homotopy and LARS usually start with λ = +∞ and
decrease λ step by step, as illustrated in Fig.1. In the iterations, critical value of λ, i.e., λk and the
corresponding u∗(λk) are calculated stepwisely. It is necessary to point out that, during the running of
Homotopy algorithm, an active set I(u) = {i|ui 6= 0} is maintained at each iteration, which updates the
nonzero entries in u. If ui changes from zero to nonzero, we append I with i; on the contrary, if ui
changes from nonzero to zero, we remove i from I .
October 18, 2018 DRAFT
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in set I , i.e., the cardinality Card [I], increases monotonically when λ decreases. This is known as k-
step solution property, which is more strictly defined in Sec. III-A. So if (A,y) satisfies the condition
yielding k-step solution property, one only needs to appending the active set I with a new entry.
Therefore, in each iteration of Homotopy algorithm, one only needs to check the change from zero to
nonzero. Computation can thus be reduced. In other words, the Homotopy and LARS1 yield the same
solution path. However, Donoho et al.’s condition needs the knowledge of original signal u, i.e., assuming
the sparsity level, which is usually unknown in practical application. Therefore, in this paper we present
a sufficient condition in which we do not assume the sparsity level of the signal.
This paper is organized as follows: In Sec. II, we present the sufficient condition on monotonic increase
of Card [I] when λ decreases. In Sec. III, we discuss the connection between our proposed condition and
other existing conditions. The total variation based approximation is often used in signal denoising [11],
where the the ℓ-1 norm is taken over the first order derivative of the solution vector. Therefore, in Sec. IV,
we extend the sufficient condition to the total variation case. We conclude the paper in Sec. V.
II. SUFFICIENT CONDITION
Definition 1. H ∈ Rn×n is called (row) diagonally dominant (DD) if hii >
∑
j 6=i |hij |, (i = 1 . . . n);
called (row) irreducibly diagonally dominant (IDD) if at least one row meets > instead of >; and H
is called (row) strictly diagonally dominant (SDD) if all rows meet > instead of > [12].
Definition 2 (Notations). 0k×n ∈ Rm×n is null matrix; In ∈ Rn×n is identity; Jk×n = [Ik,0k×(n−k)] ∈
R
k×n; P is the square permutation matrix of size depending on the context; and P T is the transpose of
P .
Lemma 1 (DD preservation property). If full rank symmetric matrixH is DD, then (Jk×nPH−1P TJTk×n)−1
is also DD for any P and for all k = 1, . . . , n.
Proof: The Proofs can be found in [13] and [14]. However, we present a more comprehensible way
of proof in Appendix.
Remark 1. Lemma 1 indicates, for an DD matrix H, if we invert it, extract the principal minor of any
size k × k, then the inverse of this principal minor is also DD.
1Here we refer to the original version of LARS. The modified version of LARS which enable the removing of index from
active set I, is equivalent to Homotopy.
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Theorem 1. For full rank matrix A ∈ Rm×n(m > n), in optimization problem (1), if (ATA)−1 is DD,
Card [I(u∗(λ))] increases monotonically when λ decreases.
Proof: The differential of E(u, λ) is:
∂E(u, λ) = AT (Au(λ)− y) + λs(λ)
here s is the subdifferential of ‖u‖1 [15], which is defined as:
s = ∂‖u‖1 =


si = 1, if ui > 0;
si = −1, if ui < 0;
si ∈ [−1, 1], otherwise.
(2)
A necessary condition to the optimization problem (1) is to have 0 ∈ ∂E(u, λ); therefore, we have the
following system:
ATAu∗(λ) + λs∗(λ) = ATy (3)
Because u∗(λ) is piecewise linear [2], for each piece [λk, λk−1), s∗(λ) is constant. Thus we can find a
permutation P locally such that the nonzero entries and zero entries in u∗ are rearranged to be u∗on(6= 0)
and u∗off (= 0) respectively. In the following, we omit the dependency of λ for the sake of brevity.
u∗ = P T

 u∗on
u∗off

 (4)
s∗ = P T

 s∗on
s∗off

 (5)
ATy = P T

 yon
yoff

 (6)
By substituting (4), (5) and (6) into (3), and left multiplying P , since P T = P−1, we have
PATAP T

 u∗on
0

+ λ

 s∗on
s∗off

 =

 yon
yoff

 (7)
which can be rewritten as:
 Ψ Υ
Υ
T
Φ



 u∗on
0

+ λ

 s∗on
s∗off

 =

 yon
yoff


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Ψu∗on + λs
∗
on = yon (8)
Υ
Tu∗on + λs
∗
off = yoff
where Ψ = Jk×nPATAP TJTk×n and k is the length of u∗on. Under the condition that (ATA)−1 is DD,
from Lemma 1, R = Ψ−1 is DD. From (8)
du∗on
dλ
= −Rs∗on (9)
For the i-th entry of u∗on, i.e., u∗on,i(i = 1, . . . , k)
du∗on,i
dλ
= −
k∑
j=1
rijs
∗
on,j = −riis
∗
on,i −
∑
j 6=i
rijs
∗
on,j
because s∗on,j ∈ [−1, 1],
(1) If u∗on,i > 0, from (2) s∗on,i = 1
du∗on,i
dλ
= −rii −
∑
j 6=i
rijs
∗
on,j
DD
6 −
∑
j 6=i
(|rij |+ rijs
∗
on,j) 6 0
(2) If u∗on,i < 0, from (2) s∗on,i = −1
du∗on,i
dλ
= rii −
∑
j 6=i
rijs
∗
on,j
DD
>
∑
j 6=i
(|rij | − rijs
∗
on,j) > 0
From above two cases, we can see that |u∗on,i(λ)| decreases monotonically when λ increases in piece
[λk, λk−1), while |u∗off,i(λ)| is equal to zero.
Because u∗i (λ) is continuous for λ > 0 [9], it is straightforward to extend the result to all λ: When λ
increases, the absolute value of nonzero entries in u∗(λ) decrease until to 0, while zero entries remain 0.
Therefore, Card [I(u∗(λ))] decreases monotonically when λ increases. In other words, Card [I(u∗(λ))]
increases monotonically when λ decreases.
There exist many matrices satisfying the sufficient condition. Obvious examples are the orthogonal
dictionaries like Fourier basis or Hadamard basis. By Monte Carlo simulation, we also study the prob-
ability of random matrices satisfying the sufficient condition. For each given configuration (m,n) and
distribution P, 1000 trials A ∈ Rm×n are generated, whose entries obey i.i.d. P. P is chosen as:
normal distribution, uniform distribution within interval [0, 1] and Bernoulli distribution with parameter
p = 0.1, 0.5 (the probability for 1 is p, for 0 is 1−p). The frequency of (ATA)−1 being DD is shown in
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Fig. 2. The frequency (in percentage) of (ATA)−1 being DD. Distribution P is chosen as: normal distribution, uniform
distribution within interval [0, 1] and Bernoulli distribution with parameter p = 0.1, 0.5.
Fig. 2. From the simulation results, we found that random matrices satisfy the sufficient condition when
m≫ n.
In compressed sensing (CS) [16], [17], random matrix is frequently utilized to project a high dimension
sparse signal into a low dimension space. If the correlation between the columns in the random matrix A
is low enough, and the original signal is also sparse enough, the original signal can be recovered from its
observation via ℓ-1 optimization or other methods. In the next section, we show the intrinsic connection
between our result and those derived by Donoho et al. [1] and and Efron et al. [2] in CS theory.
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A. Connection with Donoho et al.’s condition
k-step solution property: For a given problem instance (A, y˜), where A = [a1, · · · ,an] ∈ Rm×n,
y˜ = Au˜, and u˜ has only k nonzero entries. We say that an algorithm has k-step solution property at
this given problem instance if it terminates after at most k-steps with the correct solution u˜.
In [1], Donoho gave a condition such that Homotopy algorithm has k-step solution property.
Donoho et al.’s condition: For the problem instance (A, y˜), if the sparsity level k obeys
k 6
1 + µ−1
2
(10)
where µ is the mutual coherence of A:
µ = max
i 6=j
| < ai,aj > |
then the Homotopy algorithm runs k steps and stops, delivering the solution u˜. Here < ·, · > denotes
the inner product.
In fact µ is the maximum of absolute value of off-diagonal entries of the Gram matrix G = ATA.
Throughout this section, ai is normalized for convenience, i.e., ‖ai‖ = 1. So the diagonal entry of G is
1 and µ < 1.
As Homotopy algorithm was proved to be able to find the solution path of problem (1) [10], Donoho
et al.’s condition can also be viewed as a sufficient condition which yields monotonic increase of
Card [I(u∗(λ))]. However, Donoho et al.’s condition need to know k, i.e., the sparsity level of u, which
is usually unknown in practical applications, while in Theorem 1, the knowledge of u is not needed.
Donoho et al.’s condition reflects the following fact: lower correlated matrix A (smaller µ) yields more
nonzero entries in u (larger k) that could be recovered. A natural deduction is for the limit case where
k = n− 1, which means u is not sparse at all; the upper bound of µ is 12(n−1)−1 =
1
2n−3(i 6= j), which
is coincident with Corollary 1 shown below.
Theorem 2. Full rank symmetric matrix G ∈ Rn×n (n > 2), if gii > 0 and |gij |gii 6 12n−3 , G−1 is DD.
Proof: If |gij|
gii
6
1
2n−3 (j 6= i),
∑
j 6=i
|gij|
gii
6
n−1
2n−3 < 1 for n > 2 ⇒ G is SDD ⇒ G is positive
definite and nonsingular [18] ⇒ its inverse H = G−1 is also positive definte ⇒ hii > 0. From HG = I
we have:
δij =
∑
v
hivgvj =
∑
v 6=j
hivgvj + hijgjj
October 18, 2018 DRAFT
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j 6=i
|hij | =
∑
j 6=i
∣∣∣∣δij −
∑
v 6=j hivgvj
gjj
∣∣∣∣
=
∑
j 6=i
∣∣∣∣∣∣−
∑
v 6=j
gvj
gjj
hiv
∣∣∣∣∣∣
6
1
2n− 3
∑
j 6=i
∑
v 6=j
|hiv |
=
1
2n− 3
∑
j 6=i
(∑
v
|hiv| − |hij |
)
=
1
2n− 3

∑
j 6=i
∑
v
|hiv | −
∑
j 6=i
|hij |


=
1
2n− 3

(n− 1)∑
v
|hiv | −
∑
j 6=i
|hij |


=
1
2n− 3

(n− 1)∑
v 6=i
|hiv |+ (n− 1)hii −
∑
j 6=i
|hij |


=
1
2n− 3

(n− 2)∑
j 6=i
|hij |+ (n− 1)hii


by moving
∑
j 6=i |hij | in the right hand side to the left hand side, we have
∑
j 6=i |hij | < |hii| = hii, so
G−1 =H is DD.
Corollary 1. For symmetric matrix G ∈ Rn×n with gii = 1,|gij | 6 12n−3 (i 6= j), G
−1 is DD.
Remark 2. As µ is equal to the maximum of absolute value of off-diagonal entries of the Gram matrix
G = ATA. µ ≤ 12n−3 yields (A
TA)−1 being DD. Therefore, Donoho et al.’s condition and Theorem 1
are connected via Corollary 1.
B. Connection with Efron et al.’s positive cone condition
Positive cone condition: For each principal minor of BTATAB, the sum of each row of the inverse
matrix of this principal minor is positive. Here B is the diagonal matrix whose diagonal entry is ±1.
In [19], Meinshausen pointed out that Efron et al.’s positive cone condition [2] yields monotonic
increase of the absolute value of the LASSO estimator. In other words, the monotonic increase of the
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number of nonzero entry. In fact, from Lemma 1 we can deduce that the positive cone condition is
equivalent to the condition that (ATA)−1 is SDD.
Theorem 3. Positive cone condition is equivalent to the SDD condition on (ATA)−1.
Proof:
• Positive cone condition ⇒ SDD condition on (ATA)−1
Each principal minor of BTATAB can be written as Jk×nPBTATABP TJTk×n, positive cone
condition demands that for any P , B and for all k = 1, . . . , n, the sum of each row of its inverse
matrix should be positive. For the configuration where P is the identity matrix and k = n, the sum of
the i-th row of (BTATAB)−1, or BTHB can be written as
∑n
j=1 biibjjhij = hii+
∑
j 6=i biibjjhij ;
the positive cone condition reads hii +
∑
j 6=i biibjjhij > 0. Because bii and bjj could be either +1
or −1, proper choice of bii and bjj yields hii >
∑
j 6=i |hij |, i.e., H = (ATA)−1 is SDD.
• SDD condition on (ATA)−1 ⇒ positive cone condition
H = (ATA)−1 being SDD yields hii >
∑
j 6=i |hij | >
∑
j 6=i biibjjhij for any configuration of B.
So the positive cone condition is true for k = n. From Lemma 1, i.e., the DD (or SDD) preservation
property, the inverse matrix of each principal minor of ATA is also SDD. So the positive cone
condition is true for k < n.
Remark 3. Because SDD condition is stronger than DD condition, from Theorem 1 and Theorem 3, we
find that the positive cone condition can be relaxed in order to have the monotonic increase of number
of nonzero entry. In other words, the positive in positive cone condition can be relaxed to nonnegative.
In practical applications the positive cone condition is difficult to test because of the huge number of
configurations of both the principal minor and B. On the contrary, the condition in Theorem 1 is more
practicable.
IV. SUFFICIENT CONDITION FOR TOTAL VARIATION DENOISING
In signal processing community, the following total variation case is often used such as in denoising
[11].
x∗(λ) = argmin
x
{
1
2
‖y − x‖2 + λ‖Dx‖1
}
(11)
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where D could be chosen as the first order derivative matrix of size (n− 1)× n:

1 −1 0 · · · 0
0 1 −1
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. 0
0 · · · 0 1 −1


(12)
In the following, we present a sufficient condition, where D is not necessarily the first derivative matrix.
Lemma 2. For full rank D ∈ Rm×n(m 6 n), problem (11) is equivalent to the following one
u∗(λ) = argmin
u
{
1
2
‖z −Au‖2 + λ‖u‖1
}
(13)
where
u = Dx
z = DT (DDT )−1Dy
A = DT (DDT )−1
(14)
Proof: The optimization problem (11) is equivalent to the following constrained optimization problem
(x∗(λ),u∗(λ)) = argmin
x,u
{
1
2
‖y − x‖2 + λ‖u‖1
}
subject to Dx = u (15)
The Lagrange function associated with (15) reads
L(x,u,µ) =
1
2
‖y − x‖2 + λ‖u‖1 + µ
T (u−Dx)
where µ is Lagrange multiplier. The optimality condition reaches
∂L
∂x
= x− y −DTµ = 0
∂L
∂µ
= u−Dx = 0
From above two equations, we have
µ = (DDT )−1(u−Dy)
x = y +DT (DDT )−1(u−Dy) (16)
by substituting (16) into (15), (15) rereads
u∗(λ) = argmin
u
{
1
2
‖DT (DDT )−1(Dy − u)‖2 + λ‖u‖1
}
which is the same as (13) where u, z, and A are defined as in (14). So (11) is equivalent to (13).
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Theorem 4. For full rank matrix D ∈ Rm×n(m 6 n) and optimization problem (11), if DDT is DD,
Card [I(x∗(λ))] increases monotonically when λ decreases.
Proof: From Lemma 2, (ATA)−1 = DDT is DD. By applying Theorem 1, we get this theorem
straightforwards.
It is easy to verify that the first derivative matrix (12) satisfies the condition in Theorem 4. Thus, the
results hold for the optimization problem (11) with total variation case.
V. CONCLUSION
In this paper, we presented a sufficient condition under which the number of nonzero entries in the
optimizer of ℓ-1 norm penalized least-square problem increases monotonically. Sufficient condition for
the total variation case is also presented. We showed that the sufficient condition, i.e., the inverse of
the Gram matrix of the matrix A is diagonally dominant, is strongly connected with Donoho et al.’s
condition and is equivalent to or more general than Efron et al.’s positive cone condition. Compared
with Donoho et al.’s condition which yields k-step solution property, our proposed condition does not
need the knowledge of the original signal (i.e., the sparsity level), which is usually unknown in practical
application. Compared with Efron et al.’s positive cone condition which needs to test a large number of
configurations in an exhaustive manner, our proposed condition is simpler to verify.
APPENDIX
In order to prove Lemma 1, we introduce the following two Lemmas.
Lemma 3. If full rank symmetric matrix H ∈ Rn×n is DD, then R = (J(n−1)×nH−1JT(n−1)×n)−1 is
also DD.
Proof: Define:
H =

 H11 H12
HT12 H22


G =H−1 =

 G11 G12
GT12 G22


where H11, G11 are of size (n−1)× (n−1). The sub-matrices can be expressed to H and G according
October 18, 2018 DRAFT
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to
H11 = J(n−1)×nHJ
T
(n−1)×n
H12 = [h1n, h2n · · · hn−1,n]
T
H22 = [hnn] (17)
G11 = J(n−1)×nGJ
T
(n−1)×n
G12 = [g1n, g2n · · · gn−1,n]
T
G22 = [gnn]
From block matrix inversion lemma [18], we know
R = G−111 =H11 −H12H
−1
22 H
T
12
From above and (17), the entry of R reads
rij = hij −
hinhjn
hnn
, (i = 1 . . . n− 1, j = 1 . . . n− 1)
then we have
∑
j 6=i,n
|rij| =
∑
j 6=i,n
∣∣∣∣hij − hinhjnhnn
∣∣∣∣
6
∑
j 6=i,n
|hij |+
|hin|
hnn
∑
j 6=i,n
|hjn|
DD
6
∑
j 6=i,n
|hij |+
|hin|
hnn
(hnn − |hin|)
=
∑
j 6=i,n
|hij |+ |hin| −
h2in
hnn
=
∑
j 6=i
|hij | −
h2in
hnn
DD
6 hii −
h2in
hnn
= rii
So R is DD.
Lemma 4. If full rank symmetric matrix H ∈ Rn×n is DD, then Rk = (Jk×nH−1JTk×n)−1 is also DD
for all k = 1, . . . , n − 1.
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Proof: H is full rank symmetric, so Ri, (i = 1 . . . n − 1) is also full rank symmetric. By using
Lemma 3 recursively:
H is DD ⇒ Rn−1 is DD ⇒ Rn−2 is DD ⇒ · · · · · · ⇒ R1 is DD.
Proof of Lemma 1: H is full rank symetric DD, so PHP T is also full rank symetric DD. From
Lemma 4, Lemme 1 is straightforward.
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