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Abstract
The problem of searching in the presence of errors is modeled as a game between a questioner
and a responder. The responder chooses an integer x ∈ {1; : : : ; n}; and the questioner has to
determine x by asking a predetermined number of queries. The responder can lie at his pleasure,
provided that at the end of the game the fraction of lies does not exceed a certain constant r. It
is known that the questioner may win the game if and only if r ¡ 13 . Under the latter hypothesis,
we state a lower bound on the number Q(n; r) of queries needed by the questioner to win the
game, even if he is allowed for arbitrary membership queries. Next, we analyze two questioning
strategies for the model where only comparison queries are allowed. The /rst strategy improves
on the known upper bound on Q(n; r); the second one achieves the same value of Q(n; r); but
makes also sure that each query can be formulated in constant time. c© 2002 Elsevier Science
B.V. All rights reserved.
MSC: 90D40; 90D46; 91A35
Keywords: Searching game; Comparison query; Error rate
1. Introduction
Let two people, a questioner and a responder, sit at a table and play the following
game. The responder thinks of an integer X in {1; : : : ; n}; where n is known to both
parties, and writes X down on a sheet. Then he places the sheet face down on the table.
Next, the two players /x the duration of the game by agreeing upon a certain number
Q of steps. Each step includes a query and its answer, that is, the responder is not
allowed to delay his answers. The queries are of the type: “does X belong to T?”
where T is an arbitrary subset of {1; : : : ; n}. To make the game more interesting, the
players agree on a certain number E of lies that may be placed by the responder among
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his Q answers. The questioner wins the game if he is able to guess the value written
on the sheet, or to prove that the responder has lied too many times.
This formulation has the advantage of being intuitive, but it has a considerable
drawback. Consider a game as trivial as Q=2; E=0; n=5: Suppose, for example,
that the responder writes down X =3: Now, if the questioner is especially lucky, he
may discover X right at the /rst step—this amounts for him to choose T= {3}: Even
opting for a more circumspect approach, he may still hit upon, say, T= {2; 3}; winning
then the game with the second query.
Hence, it is evident that the above formulation works better to test the luck of the
questioner. If we want to probe his skill, it turns out that it is better to allow the
responder to choose X at the end of the game.
If this is the case, the two players are faced with a perfect information game, since
both know all the parameters Q; E; and n; and there is no hidden information. As a
consequence, there will be either a questioning strategy that allows the questioner to
win regardless of the answers, or an answering strategy by which the responder may
successfully face any sequence of queries.
We will denote the latter formulation as the (Q; E)-n searching game. It is also
known as Ulam’s game, after the name of the mathematician to whom it is generally
attributed, after [?]. However, many people assert that the game should bear the name
of Alfred RHenyi, after [15].
If the responder does not choose some X in advance, one might wonder where
the interest of the game lies. To explain this point, let us associate to each element
x∈{1; : : : ; n} a label L(x): All the labels are initially set to E: After a query “does X
belong to T?” is given, say, an aIrmative answer, the label of any element outside
T is decreased by one. Otherwise, the same is done for the elements in T: At the
end of the game, we say that x survives if its label is nonnegative. If at most one
element survives, the questioner wins. If two or more elements survive, the responder
wins.
To wholly specify the searching game, one has to /x some details. First, we have
to say how the players interact. We will suppose that queries are answered on-line;
however, the model has also been studied where all the questions are posed in advance
[18, 4].
There are also several choices for the domain; besides the domain {1; : : : ; n}; the
following alternatives were studied:
• the whole set of positive integers [14, 1];
• a continuous domain, such as the interval (0; 1] [2, 16, 14]. The game is still de/ned
in terms of Q and E; but n is now substituted by a parameter ∈ (0; 1): The label
function can be de/ned by imitating the discrete case; the task of the questioner is
to determine an interval I ⊂ (0; 1] of size |I|6; such that L(x)¡0 outside I.
Searching games are also classi/ed according to the kind of queries that are allowed.
For games on {1; : : : ; n}; the following querying primitives were considered:
• the membership test applied to an arbitrary subset T (as described above). This is
the most powerful primitive, as far as yes–no queries are considered. Games based
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on it are studied in [1, 17, 4, 18]; the generalization to ternary search and to general
k-ary search is considered in [7, 9];
• a restricted querying model views the searching game as a walk on the customary
balanced binary search tree. At each step the questioner chooses a node, and asks
for membership to the subtree rooted at that node. According to this description, the
querying primitive is called a tree query [13, 4];
• another restricted primitive is the bit query, where the questioner may ask about a
bit of the binary expansion of X [4];
• the weakest primitive is the familiar comparison query of the form, say, “is X6i?”
[17, 14, 4, 3]. Note that a tree query can be simulated by at most two comparison
queries.
We have also to specify the order by which the parameters of the game are chosen:
• n and E are chosen /rst; Q is established afterwards. We call this the 2xed lie
model [16, 17, 9]; here, for suIciently large Q(n; E) the questioner is able to win
(at worst, by asking each query 2E+1 times). For several speci/c values of E; the
function Q(n; E) was studied in great detail [12, 6, 10, 8];
• the two players choose n and a constant r¡1: Next, they choose Q(n; r) agreeing
that the responder is allowed to lie at most rQ(n; r) times. This is called the
linearly-bounded model [4, 18, 3]; r is called the lie rate;
• a variation on the latter model works as follows. The choice of the parameters is
the same, but here the players agree that, for 16q6Q(n; r); the responder can place
at most rq lies among the /rst q answers. This is called the pre2x-bounded lie
model [14, 1, 4, 18, 3].
The linearly bounded lie model bears some interesting relationships with the prob-
abilistic model, where the responder lies at random, each answer being wrong with
probability q¡ 12 independently of all the other answers. Here, the lies are not ma-
licious; on the other hand, their number is no longer constrained. The relationship
between the two models was discussed in [14, 11]. The probabilistic model was also
considered on its own, independently of any searching game [5].
In the present work, we assume the following settings:
• the lies are linearly bounded;
• we allow for arbitrary membership queries when proving lower bounds; we restrict
to comparison queries when proving upper bounds;
• although we aim to study discrete games on {1; : : : ; n}; we will be largely concerned
with continuous games on [0; 1]; since they will turn out to be useful auxiliary
tools.
To give an overview of the work, we need to report /rst the following fundamental
result:
Theorem A (Spencer and Winkler [18]) Let arbitrary membership queries be allowed.
Then; if r¡ 13 ; the questioner has a winning strategy with Q= (log n) queries; for
any n: If r¿ 13 ; the responder has a winning strategy for all n¿5.
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The question is then closed for r¿ 13 , since Theorem A states that no search is
possible. As a consequence, we restrict ourselves to the case r¡ 13 . In Section 2, we
/rst prove a lower bound on Q(n; r); which holds for any such r; and for arbitrary
membership queries.
After that, we restrict ourselves to comparison queries, in order to prove upper
bounds on Q(n; r): The questioning strategy devised in [18] needs membership queries
in their full generality. The restriction to comparison queries was considered in [4],
where the existence of a strategy S0 was claimed, which employs
QS0(n; r) =
⌈
8 log2 n
(1− 3r)2
⌉
(1.1)
queries.
We /rst de/ne a strategy S1 that improves on the above result; namely, we obtain
QS1(n; r) =
⌈
8 ln 2
3
log2 n
(1− 3r)2(1 + 3r)
⌉
;
such that, disregarding integer rounding, we have
QS0(n; r)
QS1(n; r)
=
3(1 + 3r)
ln 2
:
S1 comes from a reconsideration of the searching algorithm proposed in [16], which
had been shown to work only in the /xed lie model. The algorithm is reviewed in
Section 3, and in Section 4 we prove that it works in the linearly bounded model
as well. It may be worth noting that [4] already mentions the possibility of such a
generalization. Moreover, the extension of the techniques of [16] to the probabilistic
model was carried out in [14], and was successively re/ned in [11].
In [16] it was conjectured that the searching algorithm itself could be substantially
improved. We show how the analysis of Section 4, combined with Theorem A, allows
to prove some negative results in this sense.
The main drawback of Strategy S1 is that it is by no means clear how the questioner
can play each step in constant time, at least in an amortized sense. Namely, note that
our complexity measure counts the number of queries, without taking into account the
computational ePort that is needed to formulate them. As is shown in [3], turning a
questioning strategy that employs O(log n) queries into an O(log n) working algorithm
can be quite a nontrivial task.
Actually, no proofs exist that S0 and S1; although employing O(log n) queries, can
be implemented by an O(log n) algorithm.
The strategy S2 de/ned in Section 5 gets around these diIculties. Although S2
employs the same number of queries as S1; its de/nite advantage over the latter strategy
is that each step admits a straightforward constant-time implementation. In the /nal
section we point out that, considering Q(n; r) as a function of r and carrying out
asymptotics for r→ 13 , QS1 and QS2 do not meet the lower bound given in Section 2.
The problem of closing this gap is open.
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2. A lower bound for arbitrary membership queries
In the present section we prove a lower bound on the number of queries needed by
the questioner to win the (Q; rQ)-n game, for any r¡ 13 , and any n larger than a
certain small threshold. The lower bound holds for arbitrary membership queries. The
proof is an easy variation on the proof of Theorem A.
Throughout the section, the superscript ·[q] will refer to the state of the game after
q steps, for 06q6Q: Let us look at the labels at that point. We arrange the elements
{1; 2; : : : ; n} into a permutation (k [q]1 ; k [q]2 ; : : : ; k [q]n ) such that
L(k [q]1 )¿ L(k
[q]
2 )¿ · · ·¿ L(k [q]n ):
Then, we de/ne the following function of the three larger labels:
(q) = L(k [q]1 ) + L(k
[q]
2 ) + max(L(k
[q]
3 );−1) (2.1)
Note that, at the beginning of the game, all labels are equal to E, whence (0)= 3E.
We prove the following result:
Fact 2.1 (Spencer and Winkler [18]). Let Q1 = log2(n − 1) − 1: Then; there is an
answering strategy such that (Q1)= 3E.
Proof. Let h[q] count how many labels are equal to E after q steps. Note that the
responder can always answer a membership query such that h[q+1]¿h[q]=2: Note
also that, at the beginning, we have h[0] = n¿2Q1+1 + 1: After the /rst step, we have
h[1]¿2Q1 + 1; and after Q1 steps we have h[Q1]¿21 +1=3: This proves the thesis.
Setting E= rQ; let us prove the following lemma; note that its statement does not
involve n.
Lemma 2.1. Let us consider a game with Q steps and rQ allowed lies; with r¡ 13 .
If; after a certain number Q1¿3 of steps; we have (Q1)= 3rQ and; at the same
time;
Q 6 max
(⌊
Q1 − 2
1− 3r
⌋
; Q1
)
;
then the responder wins the game.
Proof. If Q6Q1; there is nothing to prove. Otherwise, let us describe a strategy for the
responder to answer the q+1-st query, for Q16q¡Q: Let that query ask for member-
ship in a certain set T: If at least three elements survive (that is, if L(k [q]3 )¿0), the re-
sponder answers such that at most one of the three larger labels, namely, L(k [q]1 ); L(k
[q]
2 )
and L(k [q]3 ) is decreased. It is clear that he can always do so.
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If only two elements survive, the responder answers so that L(k [q]2 ) remains un-
changed, allowing eventually L(k [q]1 ) to be decreased.
It is easy to see that, by the above strategy, we have (q+1)¿(q)− 1: Likewise,
one can check that the responder wins if and only if (Q)¿− 1:
By these considerations, we get
(Q)¿ 3rQ − (Q − Q1)
¿Q1 − 3− Q(1− 3r)
¿Q1 − 3− (1− 3r)
⌊
Q1 − 2
1− 3r
⌋
¿ −1:
This means that the responder wins.
To put Fact 2.1 and Lemma 2.1 together, let us suppose the responder to play as
follows:
• if Q6Q1; he plays the whole game as in the proof of Fact 2.1;
• otherwise, he plays Q1 steps as above, and then switches to the strategy of
Lemma 2.1.
We get:
Theorem 2.1. Let n¿17; r¡ 13 ; and let
QQ(n; r) =
⌊log2(n− 1) − 4
1− 3r
⌋
:
Then; for any Q6max( QQ(n; r); log2(n−1)−1); the questioner wins the (Q; rQ)-n
game.
Note that the hypothesis n¿17 makes sure that Q1¿3; as required by Lemma 2.1.
For the sake of completeness, let us also report the proof of Theorem A, following
[18]. Let the responder play as in the proof of Theorem 2.1, and let Q1 be as in Fact 2.1.
If Q6Q1; obviously the responder wins. Otherwise, for r¿ 13 ; and any Q¿Q1 we have
(Q)¿ 3rQ − (Q − Q1)
¿Q1 + 3
⌊
Q
3
⌋
− Q
¿Q1 − 2:
If n¿5; we have Q1¿1; whence (Q)¿− 1: This means that the responder wins the
game.
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3. Review of an algorithm for the continuous game
The de/nition of our /rst questioning strategy for the (Q; rQ)-n discrete game
relies upon the algorithm of [16] for the continuous game. This algorithm is reviewed
in the present section.
The domain of the searching game considered in [16] is the interval (0; 1]: We
choose it to be [0; 1] for reasons that will become clear later on. The primitive of
the search will be the comparison query of the form “is X6x?” We will depict the
competing answer by a “−” sign if it is aIrmative, and by a “+” sign otherwise.
Throughout the present discussion, it will be convenient to number the steps of the
game in reverse order. The superscript ·(q) will refer to the state of the game when q
steps are still to be played. We will denote by x(q) the point where the qth last query
is placed.
For any point x∈ [0; 1]; the label L(q)(x) can be easily de/ned by imitating the de/ni-
tion for the discrete domain. Given q∈ [0; Q]; let us focus on the labels before the last q
steps. The labels induce a decomposition of [0; 1] into intervals. This decomposition
becomes unique as we impose the following requirements:
• the label function is constant over each interval;
• adjacent intervals have diPerent labels.
It is easy to check that, if the decomposition consists of v(q) intervals, then it reads
as follows:
[0; 1] = [0; y1] ∪ (y1; y2] : : : (yv(q)−1; 1];
where
{y1; y2; : : : ; yv(q)−1} ⊂ {x(Q); x(Q−1); : : : ; x(q+1)}:
Note the following:
• all intervals, except for the /rst one, are open on the left side and closed on the
right side. This follows from the choice of the querying primitive: if we had opted
for queries of the form “is X¡x?”, the closed and the open sides would have been
exchanged;
• the point zero might in principle form an interval on its own, provided that some
query has been placed there. However, in the algorithms here analyzed this will
never happen.
After all steps are completed, let F be the union of the intervals Ik with L(Ik)¿0;
we say that the questioner has isolated the subset F. The questioner is given a constant
∈ (0; 1) as an input, and is asked to isolate an interval F of size |F|¡; by Q queries,
facing up to E lies.
Let us give an overview of the searching protocol devised in [17]. The basic tool is
a weight function. Let us de/ne:((
q
k
))
= 0 if k ¡ 0;
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((
q
k
))
=
(
q
0
)
+
(
q
1
)
+ · · ·+
(
q
k
)
if k 6 q;
((
q
k
))
= 2q if k ¿ q:
Then, the weight W (q) before the last q steps is de/ned as
W (q) =
v(q)∑
k=1
((
q
L(Ik)
))
|Ik |: (3.1)
Note that, at the beginning of the game, we have
W (Q) =
((
Q
E
))
:
On the other hand, at the end we have W0 = |F|; since the coeIcient
(( 0
L(Ik )
))
takes
on the values zero or one, according to whether L(Ik) is negative or non-negative,
respectively. To choose the qth last query, the questioner imagines to have already
placed it at a certain point x; and computes the weights that would result from either
answer. More precisely, let Y (q)(x) denote the weight after an eventual “−” answer,
and N (q)(x) the weight in case of a “+” answer. We have
N (q)(x) =
v(q)∑
k=1
|Ik ∩ [0; x]|
((
q− 1
L(Ik)− 1
))
+
v(q)∑
k=1
|Ik ∩ (x; 1]|
((
q− 1
L(Ik)
))
;
Y (q)(x) =
v(q)∑
k=1
|Ik ∩ [0; x]|
((
q− 1
L(Ik)
))
+
v(q)∑
k=1
|Ik ∩ (x; 1]|
((
q− 1
L(Ik)− 1
))
:
(3.2)
Note that, for any x∈ [0; 1]; we have Y (q)(x)+N (q)(x)=W (q); and that Y (q)(0)¿N (q)(0);
while Y (q)(1)6N (q)(1): Due to the continuity of Y (q)(x) and N (q)(x); there is at least
one point x(q) such that Y (q)(x(q))=N (q)(x(q))=W (q)=2:
If the questioner chooses his query as above, we say that he follows the (Q; E)-
protocol. At the end of the protocol, we have |F|=W (0) = 2−QW (Q); this is true
regardless of the sequence of answers. On the other hand, if the questioner at some
step q does not follow the protocol, the responder can answer in such a way that
W (q−1)¿W (q)=2: He is then able to keep this advantage until the end of the game,
forcing W (0)¿2−QW (Q).
The main problem with the (Q; E)-protocol is that F needs not be connected. The
sample games shown in Fig. 1, with Q=4 and E=1; demonstrate this fact. They also
show other typical features of the protocol. In the game depicted on the left-hand side,
for example, the questioner is shown while returning on a previously visited point.
The answer causes the diPerence between the two adjacent labels to increase; note
that the opposite answer would have caused the two adjacent intervals to merge. The
game depicted on the right-hand side shows another unexpected feature of the protocol.
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Fig. 1. Two sample games with Q=4 and E=1; on answers − +−− and − − −+, respectively.
Namely, we see the questioner moving rightwards, although he has received a sequence
of “−” answers,
If the (Q; E)-protocol ends up with a disconnected set, the questioner needs to place
additional queries, in order to rule out all but (at most) one connected component. If
he succeeds in doing this, we say that he splits F: The following result holds:
Lemma 3.1 (Rivest et al. [16]). Let S(Q; E) be the minimum number of queries that
are su6cient to split any set isolated by the (Q; E)-protocol. Then; we have S(Q; E)
6E.
4. A $rst strategy for the discrete game
The results of the previous section allow to formulate a strategy for the (Q; E)-n
discrete search. First, we map the domain {1; 2; : : : ; n} into [0; 1]; this can be done by
the mapping i→ (i − 1)=(n − 1). At this point, we de/ne the following questioning
strategy, which we call Strategy S1:
• choose Q such that
((
Q − E
E
))
2−(Q−E) ¡
1
n− 1 : (4.1)
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• execute the (Q − E; E)-protocol; thus isolating a set F whose size is less than
1=(n− 1);
• with up to E further queries split F; isolating a unique interval I:
Since the size of I is a fortiori less than 1=(n−1); we see that I∩{0; 1=(n−1); 2=(n−
1); : : : ; 1}61; whence the questioner actually wins the game.
Remark 4.1. Note that we have to be very careful that |I| be strictly less than
1=(n − 1): A simple example demonstrates the need for this: the (2; 0)-protocol gives
|I|= 14 ; but obviously the responder cannot win the (2; 0)-5 game. Actually, on an-
swers “−−”, we have I= [0; 14 ]; and two elements of the original domain are mapped
therein.
Our present task is to show that the condition (4.1) can be ful/lled for E= rQ;
that is, when we plug Strategy S1 into the linearly bounded lie model. To this aim,
we need a standard bound on the summation of binomial coeIcients. Namely, setting,
for ∈ [0; 1];
H () = 1 +  log2 + (1− ) log2(1− ); (4.2)
the following holds for arbitrary nonnegative integers N and N; with ¡ 12 :((
N
N
))
2−N62−NH ():
We use this inequality to upper bound the left-hand side of (4.1). Introducing the
function
g(r) = (ln 2)(1− r) H
(
r
1− r
)
; (4.3)
we get
|F|6 e−Qg(
rQ
Q ) 6 e−Qg(r): (4.4)
To prove the second inequality, we have to show that g(r) is decreasing on [0; 13 ):
Setting y= r=(1− r); we see that y is increasing on the whole of [0; 1); it maps [0; 13 )
onto [0; 12 ): Since H (y) is decreasing on [0;
1
2 ); we are done. We want now to give
a lower bound to g(r); for r ∈ [0; 13 ); by expanding it in a Taylor series centered at
r= 13 : It is convenient to introduce the change of variable r=
1
3 − (=3); with ∈ (0; 1]:
Writing down g() with the aid of (4.3) and (4.2), we get
g() =
1
3
[
(1 + 2) ln(1 + 2) + (1− ) ln(1− )− 2
(
1 +

2
)
ln
(
1 +

2
)]
:
By direct calculation we see that g(0)= g′(0)= 0; g′′(0)= 32 ; g
′′′(0)= 94 ; and g
IV ( )¿0
for every  ∈ (0; 1): Using the Taylor expansion with the Lagrange remainder, we get
g() =
2
2
g′′(0) +
3
6
g′′′(0) +
4
24
gIV ( ) ¿
3
4
2 − 3
8
3 ¿
3
8
2:
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Now, we turn back to the variable r: Substituting, in (4.4), g(r) by its bound, and
equating the resulting right-hand side to 1=n (which is strictly less than 1=(n− 1)), we
get:
Theorem 4.1. For any n¿2; and any rate r¡ 13 of lies; the questioner can win the
(Q; rQ)-n discrete game by Strategy S1; employing at most
QS1(n; r) =
⌈
8 ln 2
3
log2 n
(1− 3r)2(1 + 3r)
⌉
comparison queries.
In [16] it is conjectured that the upper bound S(Q; E)6E given by Lemma 3.1 be
somewhat loose. It is also natural to ask whether an eventual improvement on that
bound would be reRected by an improvement on QS1: We are going to show a partial
negative result in this sense. Let us begin with
Lemma 4.1. Let Q and E be such that((
Q
E
))
2−Q ¡
1
4
:
Then; we have S(Q; E)¿3E + 1− Q:
Proof. By contradiction: suppose that S(Q; E)63E − Q: Thus the questioner, by exe-
cuting the (Q; E)-protocol, and then by splitting the resulting set F by 3E−Q queries,
would have a winning strategy for the (3E; E)− 5 discrete game, which is in contrast
with Theorem A.
Let us /nd out the implications of the above result in the linearly bounded lie model.
Let us /x a rate r¡ 12 of lies, and let us look at S(Q; rQ) as a function of Q: The
result that we obtain is the following:
Theorem 4.2. Let r ∈ [ 13 ; 12 ); and let
s(r) = lim inf
Q→∞
S(Q; rQ)
Q
:
Then; we have s(r)¿3r − 1:
Note that we refer to lim inf rather than to the ordinary limit, since we do not know
whether the latter exists. Note also that, as r→ 12 ; s(r)→ 12 as well. Hence, the theorem
rules out the eventuality that there be a constant "¡1 independent of r such that, for
every r ∈ [0; 12 ); s(r)6"r: (This would be a natural way to read the conjecture of [16]
in the linearly bounded lie model.) On the other hand, the theorem does not rule out
the possibility of enhancing the bound on S(Q; rQ) for smaller values of r:
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Proof. We have((
Q
rQ
))
2−Q 6 2−QH (r) 6 2−Q(1−2r)
2=2 ln 2;
the second inequality may be checked by a Taylor expansion of H (r) centered at r= 12 :
Hence, if
Q ¿
4 ln 2
(1− 2r)2 ;
we have |F|¡ 14 . As a consequence, Lemma 4.1 applies, and yields
S(Q; rQ)¿ 3rQ+ 1− Q ¿ (3r − 1)Q − 2:
Taking Q→∞; we get the result.
5. A fully O(log n) strategy for the discrete game
As we have seen, Strategy S1 presents a somewhat arti/cial two-stage structure.
However, S1 presents a more serious problem: we do not know how one step of the
(Q; E)-protocol can be implemented in constant time. In the present section, we will
design a strategy S2 that solves both problems at one time.
Strategy S2 is based on the intuition that the questioner should have in mind, at each
step, a place “where X is more likely to be found”, and that he should concentrate
his ePort nearby. Clearly, the above sentence hardly makes sense in the context of a
searching game; nevertheless, it can be translated into a working strategy as follows.
Let us focus, as usual, on the state of the game before the choice of the qth last query
x(q): Let us recall from Section 3 the decomposition of [0; 1] into intervals with diPerent
labels, namely, [0; 1]=I1 ∪I2 ∪ · · · ∪Iv(q): We impose the following invariant: the
sequence of labels has to remain bitonic throughout the game; more precisely, an index
t(q) must exist, for every 16q6Q; such that
L(I1)6 L(I2) · · ·6 L(It(q))¿ L(It(q)+1) · · ·¿ L(Iv(q)):
Note that this de/nition also allows for the particular cases t(q)= 1 and t(q)= v(q);
where the whole sequence is nonincreasing, or nondecreasing, respectively. Note also
that, by the above invariant, the interval with maximum label is unique; we call it the
distinguished interval, denoting it by J (q):
At the very beginning, the whole of [0; 1] is labeled by E; whence the invariant
holds. The key observation is that the bitonic ordering cannot be broken as long as
x(q) is placed either inside J (q); or at one of its endpoints. It is worth noting that any
other endpoint would work as well; however, we will not take this option. If a query
is placed elsewhere, the invariant can be broken, as can be observed looking at the
games of Fig. 1.
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Let us denote the left and right endpoints of J (q) by l(q) and r(q); respectively. Let
T be any subset of [0; 1]: We de/ne the weight W (q)(T) as follows:
W (q)(T) =
v(q)∑
k=1
|T ∩Ik |&−L(Ik );
where & is a constant in (0; 1) to be chosen later. Note that W (q)[0; x] is a strictly
increasing and continuous function of x: Hence, there is an unique point mq such that
W (q)[0; mq] =W (q)(mq; 1]= 12W
(q)[0; 1]: The questioner acts as follows:
(A) if m(q) ∈ (l(q); r(q)); the query is placed at m(q): Note that either answer causes J (q)
to be split; for example, on answer “−”, the new distinguished interval becomes
J (q−1) = (l(q); m(q)]; the labels within (0; m(q)] are left unaltered, and those within
(m(q); 1] are decreased by one. On answer “+” we have a similar evolution; in
either case, note that
• W (q−1)[0; 1]= ((1 + &)=2)W (q)[0; 1];
• L(J (q−1))=L(J (q)):
(B) if m(q) ¿ r(q); the query is placed at r(q): Again, we have two cases:
• on answer “−”, the distinguished interval remains the same, that is, J (q−1) =
J (q): Let us call gap the diPerence between the two labels surrounding a given
endpoint. Then, we see that the gap associated to r(q) increases by one. What
is more important, we have
W (q−1)[0; 1]=W (q)[0; rk ] + &W (q)(rk ; 1]6
1 + &
2
W (q)[0; 1]: (5.1)
Note that equality holds if and only if m(q) = r(q);
• on answer “+”, the interval J (q) may eventually merge with its right neigh-
bor; this results in a larger J (q−1): If no merger takes place, we have again
J (q−1) = J (q); in either case, however, L(J (q−1))=L(J (q))− 1;
(C) if m(q) 6 l(q); the query is placed at l(q): The situation is completely symmetric
to case (B): if the answer is “+”, Eq. (5.1) holds; if the answer is “−”, then
L(J (q−1))=L(J (q))− 1:
The above discussion shows that at each step at least one of the following events takes
place:
• the weight is reduced by at least the factor (1 + &)=2; that is, W (q−1)[0; 1] 6
((1 + &)=2)W (q)[0; 1];
• the label of the distinguished interval is decreased by one, that is L(J (q−1))=L(J (q))
− 1:
Recalling that at the beginning we have W (Q)[0; 1]= &−E; we obtain
Lemma 5.1. The 2nal weight of [0; 1] satis2es the following inequality:
W (0) 6 &−E
(
1 + &
2
)Q−E+L(J (0))
:
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Let us consider the intervals and the labels at the end of the game. As in Section 3,
we introduce the notation
F =
⋃
L(Ik )¿0
Ik :
We have two cases:
(1) L(J (0))¡0: Here, the questioner wins the game because F is empty: the responder
has lied too many times. Note that this could not happen following the (Q; E)-
protocol;
(2) L(J (0)) ¿ 0: Here, F is nonempty since we know that at least J (0)⊂F: Note
that W (0)[0; 1] ¿ W (0)(F)¿|F|. The second inequality holds because the labels
in F are nonnegative.
Hence, |F| is upper bounded by W (0)[0; 1]; which is in turn bounded by Lemma 5.1
We obtain
|F|6 &−E
(
1 + &
2
)Q−E+L(J (0))
6 &−E
(
1 + &
2
)Q−E
6
[(
1 + &
2
)1−r
&−r
]Q
:
Note that we have once more used the nonnegativity of L(J (0)); we have also recalled
that E 6 rQ6 rQ.
For /xed r; let us denote by f(&) the quantity in square brackets. In order to
make sure that |F∩{0; 1=(n − 1); 2=(n − 1); : : : ; 1}|61; it is suIcient to require
(f(&))Q¡1=(n− 1). To determine the best choice for &; let us look at
f′(&) =
(
1 + &
2
)−r &−(r+1)
2
[&(1− r)− (1 + &)r]:
Since f(1)= 1 and f
′
(1)= 1−3r¿0; we have f(&)¡1 in some left neighborhood of
&=1: Moreover, since lim&→0+ f(&)= +∞, f(&) must assume a minimum in (0; 1):
Actually, f
′
(&) vanishes at one point
Q&(r) =
r
1− 2r ;
which indeed belongs to (0; 1) and must be the minimum we are looking for. Having
determined the best choice for &; we are left with the study of f( Q&(r)) as a function
of r: Surprisingly enough, we get f( Q&(r))= e−g(r); where g(r) is the function de/ned
in (4.3). As a consequence, the analysis continues as in the proof of Theorem 4.1, and
we get QS2 =QS1:
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We are left to show that each query can be formulated in constant time. Let us
maintain the following information:
• a list of the endpoints that are encountered starting at r(q) and moving rightwards.
For each endpoint, we also keep track of the gap associated with it. Initially, the list
consists of the unique item r(Q) = 1; whose gap is irrelevant;
• a similar list of the endpoints encountered on the other side, starting at l(q) and
moving leftwards;
• the minimum label, that is, L(J (q)) :
• the three weights W (q)1 ; W (q)2 and W (q)3 ; which refer to [0; l(q)); [l(q); r(q)) and [r(q); 1];
respectively. Initially, the whole weight is absorbed by W (Q)2 .
We give two examples of how the qth last query can be chosen, and the above infor-
mation can be updated:
• in a step of type (A), let us recall that the query is placed at m(q); which may be
computed noting that
m(q) − l(q)
r(q) − l(q) =
W (q) − 2W (q)1
2W (q)2
:
The item m(q) is then inserted at the front of either list, according to the answer; its
gap is set to one. The other updates are straightforward;
• in a step of type (B), let us suppose the answer to be “+”, such that a merger takes
place. We simply cancel r(q) from the head of its list, and set
W (q−1)2 =
r(q−1) − l(q)
r(q) − l(q) &W
(q)
2 ;
the other weights are updated accordingly.
The other cases are treated even more easily. At the end of the game, F is recovered in
a straightforward manner, by scanning the two lists as far as is prescribed by the labels.
Note that the scan of an item can be conceptually charged to the query that caused
that item to be inserted; this concludes the proof that each query can be implemented
in constant time. We have then shown that:
Theorem 5.1. For any n ¿ 2; and any rate r¡ 13 of lies; the questioner can win the
(Q; rQ)-n discrete game by Strategy S2; employing
QS2(n; r) =
⌈
8 ln 2
3
log2 n
(1− 3r)2(1 + 3r)
⌉
comparison queries. Moreover; each query can be formulated in constant time.
The above analysis appears to be weak under some respects, namely:
• it is not able to exploit the chance to place queries also at endpoints other than l(q)
and r(q);
• if, after the qth last step, we have L(J (q−1))=L(J (q)) − 1; the reduction of weight
thus achieved is not accounted for.
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Nevertheless, we are going now to show an instance in which Strategy S2 has a
performance close to the above upper bound. Let us recall from Section 2 the de/nition
of the function (q): Moreover, let us turn back to the notation of that section, thus
numbering the steps from the beginning of the game. We have
Fact 5.1. Let n¿ 5 and
Q1 = 1 +
⌊
1− r
1− 3r ln
(
n− 1
4
)⌋
:
Then; (Q1) = 3rQ:
Proof. Let the responder give a “−” answer to each of the /rst Q1 queries. We want to
prove that, after these answers, we still have L(0)=L(1=(n−1))=L(2=(n−1))= rQ:
It is easy to prove inductively that, for 16 q6 Q1; we have
x[q] =
1
2
(
1 + &
2
)q−1
:
As a consequence, note that the sequence (x[1]; : : : ; x[Q1]) is strictly decreasing. (Com-
pare this with the behavior of the (Q; E)-protocol as shown, for example, in Fig. 1).
Recalling the choice of &; we have
x[Q1]¿
1
2
(
1− r
2− 4r
)(1−r)=(1−3r) ln ((n−1)=4)
=
1
2
e−((1−r)=(1−3r) ln(1+(1−3r)=(1−r))) ln((n−1)=4)
¿
2
n− 1 :
The latter inequality holds by the standard relation ln(1 + y)6 y.
Hence, we have x[q] ¿ 2=(n − 1) for every 1 6 q 6 Q1: Since all the queries are
answered “−”, we see that the labels of the three leftmost elements have been left
unchanged throughout the game; the thesis follows.
The above fact allows to prove
Lemma 5.2. Let n¿ 1 + 4e(3−9r)=(1+r); r¡ 13 ; and
QQ(n; r) =
(1− r) ln 2
(1− 3r)2 log2(n− 1)− 2
(
(1− r) ln 2 + 1− 3r
(1− 3r)2
)
:
Moreover; let Q1 be as in Fact 5:1. Then; if the questioner follows Strategy S2; the
responder wins the (Q; rQ)-n game for each Q 6 max( QQ;Q1):
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Proof. Suppose that the responder answers “−” to Q1 queries, and then switches to
the strategy described in the proof of Lemma 2.1. Since the condition on n makes sure
that Q1 ¿ 3; and since (Q1)= 3rQ; Lemma 2.1 applies and yields the thesis.
We have
lim
n→∞
QQ(n; r)
QS2(n; r)
=
3(1 + 3r)(1 + r)
8
;
the latter ratio approaches the value 12 as r→ 13 . As a consequence, any improvement
on the analysis of Strategy S2 can at best halve the upper bound of Theorem 5.1.
6. Conclusions
In this work we considered the problem of searching against a linearly bounded liar.
We obtained a lower bound which holds for arbitrary membership queries. Next, we
de/ned two questioning strategies that employ only comparison queries. Both of them
improve on the known upper bound for the problem. The results obtained prompt the
following questions:
• the lower bound of Section 2, dropping minor terms, has the form Q(n; r)¿ log2 n=
(1− 3r). In [4], the following upper bound is proved for tree queries (as de/ned in
the introduction):
Q(n; r) =
⌈
2 log2 n
1− 3r
⌉
;
which is roughly twice our lower bound. On the other hand, all the upper bounds
for comparison queries have the form
Q(n; r) =
" log n
(1− 3r)2 :
Hence, considering asymptotics for r→ 13 ; we see that a tight bound for tree queries
(and thus for any more powerful primitive), is contrasted by a gap in the case of
comparison queries. (This may be surprising, since a tree query is simulated by at
most two comparison queries.) Closing this gap is one problem;
• in the strategies S1 and S2; the placement of a query is inRuenced by all the previous
steps of the search. Namely, we have to keep track of all intervals and labels in
order to compute the weight function. Diversely, the algorithm of [4] for tree queries
bases its choices on the last few steps. The algorithm of [5] for the probabilistic
model behaves in a similar way. It would be interesting to establish whether an
eIcient algorithm of this kind exists also for comparison queries and malicious lies.
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