ABSTRACT. We consider the simple exclusion process with k particles on a segment of length N performing random walks with transition p > 1/2 to the right and q = 1 − p to the left. We focus on the case where the asymmetry in the jump rates b = p − q > 0 vanishes in the limit when N and k tend to infinity, and obtain sharp asymptotics for the mixing times of this sequence of Markov chains in the two cases where the asymmetry is either much larger or much smaller than (log k)/N . We show that in the former case (b ≫ (log k)/N ), the mixing time corresponds to the time needed to reach macroscopic equilibrium, like for the strongly asymmetric (i.e. constant b) case studied in [LL18], while the latter case (b ≪ (log k)/N ) macroscopic equilibrium is not sufficient for mixing and one must wait till local fluctuations equilibrate, similarly to what happens in the symmetric case worked out in [Lac16b] . In both cases, convergence to equilibrium is abrupt: we have a cutoff phenomenon for the total-variation distance. We present a conjecture for the remaining regime when the asymmetry is of order (log k)/N . MSC 2010 subject classifications: Primary 60J27; Secondary 37A25, 82C22.
INTRODUCTION
The simple exclusion process is a model of statistical mechanics that provides a simplified picture for a gas of interacting particles. Particles move on a lattice, each of them performing a nearest neighbor random walk independently of the others, and interact only via the exclusion rule that prevents any two particles from sharing the same site (when a particle tries to jump on a site which is already occupied, this jump is cancelled).
In spite of its simplicity, this model displays a very rich behavior and has given rise to a rich literature both in theoretical physics and mathematics, see for instance [KL99, Lig05] and references therein.
In the present paper, we study relaxation to equilibrium for a particular instance of the simple exclusion process in which the lattice is a segment of length N and particles feel a bias towards the right that vanishes when N tends to infinity. This setup is often referred to as the Weakly Asymmetric Simple Exclusion Process (WASEP): it interpolates between the symmetric case (SSEP) and the one with a positive constant bias (ASEP).
While convergence to equilibrium for a particle system can be considered on a macroscopic scale via the evolution of the particle density or hydrodynamic profile (see e.g. [KL99] and references therein), an alternative and complementary viewpoint (when the system is of finite size) consists in measuring the so-called ε-Total Variation Mixing Time [LPW17] . It is defined as the first time at which the total variation distance to the stationary state, starting from the "worst" initial condition, falls below a given threshold ǫ. Compared to the hydrodynamic profile, this provides a much more microscopic information on the particle system.
The problem of mixing time of the simple exclusion process on the segment has been extensively studied both in the symmetric [Wil04, Lac16b, Lac16a] and the asymmetric setup [BBHM05, LL18] and it has been proved in [Lac16b] and [LL18] respectively that in both cases, the worst case total variation distance drops abruptly from its maximal value 1 to 0, so that the mixing time does not depend at first order on the choice of the threshold ε -a phenomenon known as cutoff and conjectured to hold for a large class of Markov chains as soon as the mixing time is of a larger order than the relaxation time (which is defined as the inverse of the spectral gap of the generator).
However the patterns of convergence to equilibrium in the symmetric and asymmetric cases are very different. Let us for simplicity focus on the case with a density of particles k = αN , α ∈ (0, 1). In the symmetric case, the time scale associated with the hydrodynamic profile is N 2 and the limit is given by the heat equation [KOV89] (which takes an infinite time to relax to its equilibrium profile which is flat) and microscopic mixing occurs on a larger time scale N 2 log N .
In the asymmetric setup the hydrodynamic limit is given by the inviscid Burgers' equation with a shorter time scale N [Rez91] (see also [Lab17, LL18] for adaptations of this result to the segment). The equilibrium profile for this equation is reached after a finite time and in this case, the mixing time is of order N and corresponds exactly to the time at which macroscopic equilibrium is attained. 2
The aim of this paper is to understand better the role of the asymmetry in mixing and how one interpolates between the symmetric and asymmetric regimes. This leads us to consider a model with an asymmetry that vanishes with the scale of observation, usually referred to as Weakly Asymmetric Exclusion Process (WASEP). While hydrodynamic limit [DMPS89, Gär88, KL99] and fluctuations scaling limits [DG91, BG97, Lab17] for WASEP are now well understood, much less is known about how a weak asymmetry affects the mixing time of the system. A first step in this direction was made in [LP16] . Therein the order of magnitude for the mixing time was identified for all possible intensities of vanishing bias, but with different constant for the upper and the lower bounds. Three regimes where distinguished (in the case where there is a density of particles):
(A) When b N ≤ 1/N , the mixing time remains of the same order as that of the symetric case N 2 log N . (B) When 1/N ≤ b N ≤ (log N )/N , the mixing time is of order (b N ) −2 log N . (C) When (log N )/N ≤ b N ≤ 1, the mixing time is of order (b N ) −1 N . The transition occurring around b N ≈ N −1 is the one observed for the hydrodynamic limit: It corresponds to a crossover regime where the limit is given by a viscous Burger's equation [DMPS89, Gär88, KL99] which interpolates between the heat and the inviscid Burgers' equations. The one occurring for b N ≈ N −1 log N is however not observed in the macrospic profile and is specific to mixing times.
In the present work, we identify the full asymptotic of the mixing time (with the right constant) when the bias is either negligible compared to, or much larger than log N/N (or log k/N when the total number of particle is not of order N ). This implies cutoff in these two regimes. Our result and its proof provide a better understanding of the effect of asymmetry on microscopic mixing: When b N ≫ N −1 log N , the pattern of relaxation is identical to that of the fully asymmetric case and microscopic equilibrium is reached exactly when the macroscopic profile hits its equilibrium state. When b N ≪ N −1 log N the pattern of relaxation resembles that of the symmetric case, the mixing time corresponds to the time needed to equilibrate local fluctuations, in particular in the case (B) described above (or more precisely when 1/N ≪ b N ≪ (log N )/N ) this time does not correspond to the time needed to reach macroscopic equilibrium.
We could not prove such a result in the crossover regime b N ≈ N −1 log N : In this case the time to reach macroscopic equilibrium and that to equilibrate local fluctuations are of the same order and the two phenomena are difficult to separate. In Section 2.3 we provide a conjecture for the mixing time in this regime in the case of vanishing density. However the techniques developed here are not sufficient to obtain sharp results in this case.
MODEL AND RESULTS
2.1. Mixing time for the WASEP. Given N ∈ N, k ∈ 1, N − 1 (we use the notation a, b = [a, b] ∩ Z) and p ∈ (1/2, 1], the Asymmetric Simple Exclusion Process on 1, N with k particles and parameter p is the random process on the state space q1 {ξ(y)<ξ(y+1)} + p1 {ξ(y)>ξ(y+1)} (f (ξ
where q = 1 − p and
In a more intuitive manner we can materialize the positions of 1 by particles, and say that the particles perform random walks with jump rates p to the right and q = 1 − p to the left: These random walks are independent from one another except that any jump that would put a particle at a location already occupied by another particle is cancelled. Having in mind this particle representation, we let for i ∈ 1, k , ξ i denote the position of the i-th leftmost particle
We let P N,k t denote the associated semi-group and (η ξ (t, ·)) t≥0 denote the trajectory of the Markov chain starting from initial condition ξ ∈ Ω 0 N,k . This Markov chain is irreducible, and admits a unique invariant (and reversible) probability measure π N,k given by
where λ = p/q, Z N,k := ξ∈Ω 0 N,k λ −A(ξ) , and
denotes the minimal number of moves that are necessary to go from ξ to the configuration ξ min where all the particles are on the right ξ min (x) := 1 [N −k+1,N ] (x) (this terminology is justified by the fact that ξ min is minimal for the order introduced in Section 3).
Recall that the total-variation distance between two probability measures defined on the same state-space Ω is defined by
where the sup is taken over all measurable sets A.
The mixing time associated to the threshold ε ∈ (0, 1) is defined by
where d N,k (t) denotes the total-variation distance to equilibrium at time t starting from the worst possible initial condition
We want to study the asymptotic behavior of the mixing time for this system when both the size of the system and the number of particles tend to infinity. A natural case to consider is when there is a non-trivial density of particles, that is k/N → α ∈ (0, 1), but we decide to also treat the boundary cases of vanishing density (α = 0) and full density (α = 1). By symmetry we can restrict to the case when k = k N ≤ N/2: indeed, permuting the roles played by particles and empty sites boils down to reversing the direction of the asymmetry of the jump rates. Note that we will always impose k ≥ 1 since when k = 0 the process is trivial.
The asymptotic behavior of T N,k mix (ε) in the case of constant bias (p > 1/2 is fixed when N goes to infinity) has been obtained in a previous work.
Theorem A (Theorem 2 in [LL18] ). We have for every ε > 0, every α ∈ [0, 1] and every sequence k N such that k N /N → α
The result implies in particular that at first order, the mixing time does not depend on ε ∈ (0, 1), meaning that on the appropriate time-scale, for large values of N the distance to equilibrium drops abruptly from 1 to 0. This phenomenon is referred to as cutoff and was first observed in the context of card shuffling [AD86, DS81] . It is known to occur for a large variety of Markov chains, see for instance [LPW17] . In the context of the exclusion process, it has been proved in [Lac16b] that cutoff holds for the Symmetric Simple Exclusion Process (SSEP) which is obtained by setting p = 1/2 in the generator (1).
Theorem B (Theorem 2.4 in [Lac16b] ). When p = 1/2, for any sequence k N that tends to infinity and satisfies k N ≤ N/2 for all N , we have
While cutoff occurs in the two cases, it appears to be triggered by different mechanisms. When p > 1/2, the mixing time is determined by the time needed for the particle density profile to reach its macroscopic equilibrium: After rescaling time and space by N , the evolution of the particle density has a non-trivial scaling limit (the inviscid Burgers' equation with zero-flux boundary conditions), which fixates at time
. The first order asymptotic for the mixing time is thus determined by the time the density profile needs to reach equilibrium.
When p = 1/2, the right-time scale to observe a macroscopic motion for the particles is N 2 , and it is worth mentioning that the scaling limit obtained for the particle density (the heat equation) does not fixate in finite time. To reach equilibrium, however, we must wait for a longer time, of order N 2 log N , which is the time needed for local fluctuations in the particle density to come to equilibrium.
We are interested in studying the process when the drift tends to zero: this requires to understand the transition between these two patterns of relaxation to equilibrium. Hence we consider p to be a function of N which is such that the bias towards the right
5
In this regime, the model is sometimes called WASEP for Weakly Asymetric Simple Exclusion Process. Its convergence to equilibrium has already been studied in [Lab17, LP16] . In [LP16] the authors identify the order of magnitude of the mixing time as a function of b N in full generality. However the approach used in [LP16] does not allow to find the exact asymptotic for the mixing time nor to prove cutoff, and does not answer our question concerning the pattern of relaxation to equilibrium.
2.2. Results. We identify two main regimes for the pattern of relaxation to equilibrium. The large bias regime where
and the small bias regime where
We identify the asymptotic expression for the mixing time in both regimes. In the large bias regime we show that the mixing time coincides with the time needed by the particle density to reach equilibrium like in the constant bias case.
Theorem 1. When (10) holds, and
To state our result in the small bias regime, let us introduce the quantity
which corresponds to the spectral gap associated with the generator (1). Notice that it does not depend on the number k of particles in the system. The pattern of relaxation is similar to the one observed in the symmetric case.
Theorem 2. When (11) holds, we have
Using Taylor expansion for gap N we have, whenever b N tends to zero
Thus in particular we have
Note that our classification of regimes (10)-(11) does not cover all possible choices of b N . Two cases have been excluded for very different reasons: 6 
for some β ∈ (0, ∞). For the ease of exposition, while it should be in principle possible to extend the heuristic to the case of positive density (see Remark 3 below) we restrict ourselves to the case lim N →∞ k N /N = 0. The justification we provide for the conjecture might be better understood after a first reading of the entire paper.
Conjecture 2. When b N and k N display the asymptotic behavior given by (17), we have for every ε > 0
To motivate this conjecture let us first describe the equilibrium measure and its dependence on β. As we are in the low-density regime, the equilibrium measure is quite close to the product measure one would obtain for the system without exclusion rules: the k particles are approximately IID distributed with the distance from the right extremity being a geometric of parameter q N /p N ≈ e − 2β log k N . Hence the probability of having a particle at site ⌊zN ⌋ for z ∈ [0, 1] is roughly of order k [1−2β(1−z)]+o(1) /N . Thus, while particles are concentrated near the right extremity at equilibrium, the equilibrium "logarithmic density" of particles exhibit a non trivial profile in the sense that for any z > 1 − (2β) −1 we have
where the convergence holds in probability under the equilibrium measure π N,k when N tends to infinity and ε tends to zero in that order. The typical distance to zero of the left-most particle at equilibrium is also given by this profile in the sense that it is typically o(N ) when β ≤ 1/2 and of order N (1 − 1 2β ) when β ≥ 1/2. While we only give heuristic justification for these statements concerning equilibrium, it is worth mentioning that they can be made rigorous by using the techniques exposed in Section 3.
To estimate the mixing time, we assume that the system gets close to equilibrium once the number of particles on any "mesoscopic" interval of the form [(z − ε)N, (z + ε)N ] is close to its equilibrium value. While the mean number of particle is of order k 1−2β(1−z) (cf. (19)), the typical equilibrium fluctuation around this number should be the given by the square root due to near-independence of different particles and thus be equal to k
To estimate the surplus of particles in this interval at time tN 2 (log k) −1 for t > 1/β (note that t = 1/β is the time of macroscopic equilibrium where most particles are packed on the right), we consider the number of particles that end up there after keeping a constant drift of order z(log k)/(N t), which is smaller than b N . Neglecting interaction between particles and making a Brownian approximation for the random walk with drift, we obtain that the expected number of particles following this strategy is given by
.
Hence equilibrium should be attained when this becomes negligible with respect to the typical fluctuation k −β(1−z) for all values of z where we find particles at equilibrium. That is, when the inequality
A rapid computation show that one only needs to satisfy the condition for the smallest value of z (either 1 or 1 − 1 2β ), which boils down to finding the roots of a degree two polynomial. This yields that we must have t > t 0 where
Remark 3. Describing the equilibrium "logarithmic profile" of particles when the system has positive density is also possible (note that on the right of (1 − α)N it is the density of empty-sites that becomes the quantity of interest). It is thus reasonable to extend the heuristic to that case. However the best strategy to produce a surplus of particle in that case becomes more involved, as the zones with positive density of particles, which are described by the hydrodynamic evolution given in Proposition 6, play a role in the optimization procedure. For this reason we did not wish to bring the speculation one step further. 8 2.4. Organization of the paper. In the remainder of the paper we drop the subscript N in k N in order to simplify the notation. The article is organised as follows.
In Section 3, we introduce the representation through height functions and collect a few results on the invariant measure, the spectral gap and the hydrodynamic limit of the process. In Sections 4 and 5, we consider the large bias case and prove respectively the lower and upper bounds of Theorem 1: While the lower bound essentially follows from the hydrodynamic limit, the upper bound is more involved and is one of the main achievement of this paper. In Sections 6 and 7, we deal with the small bias case and prove respectively the lower and upper bounds of Theorem 2. Here again, the lower bound is relatively short and follows from similar argument as those presented by Wilson [Wil04] in the symmetric case, while the upper bound relies on a careful analysis of the area between the processes starting from the maximal and minimal configurations and under some grand coupling.
PRELIMINARIES AND TECHNICAL ESTIMATES
3.1. Height function ordering and grand coupling. To any configuration of par-
For simplicity, we often abbreviate this in h(x). The height function is a lattice path that increases by 1 from ℓ − 1 to ℓ if there is a particle at site ℓ, and decreases by 1 otherwise. Its terminal value therefore only depends on k and N . The set of height functions obtained from Ω 0 N,k through the above map is denoted Ω N,k . The particle dynamics can easily be rephrased in terms of height functions: every upward corner (h(x) = h(x − 1) + 1 = h(x + 1) + 1) flips into a downward corner (h(x) = h(x − 1) − 1 = h(x + 1) − 1) at rate p, while the opposite occurs at rate q. We denote by (h ζ (t, ·), t ≥ 0) the associated Markov process starting from some initial configuration ζ ∈ Ω N,k . It will be convenient to denote by ∧ the maximal height function:
and by ∨ the minimal height function:
Though the dependence on k is implicit in the notations ∧, ∨, this will never raise any confusion as the value k will be clear from the context.
It is possible to construct simultaneously on a same probability space and in a Markovian fashion, the height function processes (h ζ t , t ≥ 0) starting from all initial conditions ζ ∈ ∪ k Ω N,k and such that the following monotonicity property is satisfied for all k and all ζ, ζ ′ ∈ Ω N,k :
for all x ∈ 0, N . We call such a construction a monotone Markovian grand coupling, and we denote by P the corresponding probability distribution. The existence of such a grand coupling is classical, see for instance [LL18, Proposition 4] . In a portion of our proof, we 9 require to use a specific grand coupling which is not the one displayed in [LL18] and for this reason we provide an explicit construction in Appendix A. Once a coupling is specified, by enlarging our probability space, one can also define the process h π t which is started from an initial condition sampled from the equilibrium measure π N,k , independently of h ζ t , ζ ∈ Ω N,k . Let us end up this section introducing the (less canonical) notation
We say that a function
The minimal increment of an increasing function is defined by
3.2. The equilibrium measure in the large-bias case.
A useful observation on the invariant measure is the following. Given ξ, we define χ(ξ) as the sequence of particle spacings:
From (4), under π N,k the probability of a given configuration is proportional to
In other terms, under the invariant measure the particle spacings (χ i ) 1≤i≤k are distributed like independent geometric variables, with respective parameters λ −i , conditioned to the event
Proof. By symmetry it is sufficient to prove the result for ℓ N only, but for all k ∈ 1, N −1 . Note that there is nothing to prove regarding ℓ N if α := lim N →∞ k/N = 1, so we assume that α ∈ [0, 1). Let (X i ) 1≤i≤k be independent geometric variables, with respective parameters λ −i . The sum of their means satisfies (recall that λ − 1 is of order b N )
for some constant C > 0. The large bias assumption ensures that b
Hence using the Markov inequality, we obtain that if (X i ) 1≤i≤k is a sequence of such geometric variables, and if (10) is satisfied, then for any ε > 0
The above inequality for ε < 1 − α implies that P(
for all N large enough meaning that the conditioning only changes the probability by a factor at most 2. Then, we can conclude by noticing that
3.3. The equilibrium measure in the small-bias case. We aim at showing that with large probability the density of particles everywhere is of order k 1+o(1) /N . Given ξ ∈ Ω 0 N,k we let Q 1 (ξ), resp. Q 2 (ξ), denote the largest gap between two consecutive particles, resp. between two consecutive empty sites.
and
Proposition 5. For all x ∈ 1, N , we have
Furthermore, there exists a constant c > 0 such that for all choices of
Proof. We set A x := {ξ(x) = 1}, we first prove that for all y ∈ 1, N − 1 we have
We observe that the map ξ → ξ y defined in (2) induces a bijection from A y to A y+1 and that for every ξ ∈ A y ,
The desired inequality is then obtained by summing over ξ ∈ A y .
By iterating (31) we obtain
By monotony of π N,k (A y ) in y and the fact that there are k particles
and thus (29) can be deduced.
We pass to the proof of (30). We can perform the same reasoning as above but limiting ourselves to configurations with no particles in some set I ⊂ 1, N . Setting B I := {∀y ∈ I, ξ(y) = 0} we obtain similarly to (31) (exchanging directly 11 the content of x and y instead of nearest neighbors) that for every x, y ∈ 1, N \ I with x < y
This allows to deduce that
and yields by induction
Then noticing that {Q 1 (ξ) ≥ 2m} implies that an interval of the type mi + 1, m(i + 1) is empty, a union bound yields that
This remains true for Q 2 (ξ) upon replacing k by N − k, and this concludes the proof of (30) if one choses m =
3.4. Eigenfunctions and contractions. The exact expression of the principal eigenfunction / eigenvalue has been derived in previous works [LP16, LL18] . It turns out that it can be obtained by applying a discrete Hopf-Cole transform to the generator of our Markov chain. Let us recall some identities in that direction as they will be needed later on; the details can be found in [LL18, Section 3.3]. We set
and we let a N,k be the unique solution of
, where ∆ denotes the discrete Laplace operator
If (h ζ t , t ≥ 0) denotes the height function process starting from some arbitrary initial condition ζ ∈ Ω N,k , then the map
This allows to identify N − 1 eigenvalues and eigenfunctions of the generator L N,k of the Markov chain: for every j ∈ {1, . . . , N − 1}, the map
defines an eigenfunction with eigenvalue
The eigenvalue γ 1 corresponds to the spectral gap of the generator (this is related to the fact that the corresponding eigenfunction is monotone, see [LL18, Section 3.3] for more details), and for this reason we adopt the notation
We also set f N,k := f
(1) N,k (ζ) for the corresponding eigenfunction. Notice that this is a strictly increasing function (recall (23)). An immediate useful consequence of the eigenvalue equation is that
To close this section, let us introduce another function which is not an eigenfunction, but is also strictly increasing and enjoys a similar contraction property
As a direct consequence of (40) at time zero, we have (using the notation introduced in (39))
Considering a monotone coupling between (h ζ ′ t ) t≥0 and (h ζ t ) t≥0 , we obtain that
and thus
N,k (ζ) . 13 3.5. The hydrodynamic limit. We are interested in the macroscopic evolution of the height function.
For
and we let g α : R + × [0, 1] → R be defined as follows
. Then, after an appropriate space-time scaling, h ∧ (·, ·) converges to g α in probability as N → ∞. More precisely we have for any ε > 0, T > 0,
Proof. This is essentially the content of [Lab17, Th 1.3] where the hydrodynamic limit of the density of particles is shown to be given by the inviscid Burgers' equation with zero-flux boundary conditions: when starting from the maximal initial condition, this yields (after integrating the density in space) the explicit solution g α . Actually the setting of [Lab17, Th 1.3] is more restrictive as the number of particles is taken to be k = N/2 and p N − q N = 1/N α with α ∈ (0, 1). However, a careful inspection of the proof shows that we only require N 1−α to go to infinity: this corresponds to the assumption N (p N − q N ) → ∞ which is in force in the statement of the proposition so that the proof carries through mutatis mutandis.
LOWER BOUND ON THE MIXING TIME FOR LARGE BIASES
In the large bias case, the last observable that equilibrates is the position of the leftmost particle. Obtaining a lower bound on the mixing time is thus relatively simple: we have to show that for arbitrary δ > 0 at time
the leftmost particle has not reached its equilibrium position given by Lemma 4. This is achieved by using the hydrodynamic limit for α > 0, and a simple comparison argument for α = 0.
Proposition 7. When (10) is satisfied, for every δ > 0 we have
As a consequence for all ε > 0 and N sufficiently large N . We know from Lemma 4, that when α = 0 and (10) holds, at equilibrium we have
On the other hand observing that the position of the first particle is dominated by a random walk on N with jump rates p N to the right and q N to the left, it is standard to check that whenever
4.2. The case α ∈ (0, 1/2]. Setting x δ := 1 − α − c α δ, for some positive constant c α sufficiently small, we observe that the hydrodynamic profile at the rescaled time corresponding to s δ is above the minimum at
The reader can check that c α = 1/3 works for all α ∈ (0, 1/2). Thus whenever
On the other hand we know from Lemma 4 that when (10) holds, at equilibrium we have for any δ > 0
UPPER BOUND ON THE MIXING TIME FOR LARGE BIASES
Let us recall how a grand coupling satisfying the order preservation property (22) is of help to establish an upper bound on the mixing time. Recalling (6), we have by the triangle inequality
On the other hand if P is a monotone grand coupling, one observes that the extremal initial conditions are the last to couple so that one has
Hence to establish an upper bound on the mixing time, it suffices to obtain a good control on the merging time
N . Proposition 8. When (10) is satisfied, for every δ > 0, and any monotone grand coupling we have
As a consequence for all ε > 0 and N sufficiently large T N,k
When α = 1/2, a sharp estimate on τ can be obtained directly from spectral considerations (Section 5.1), but when α ∈ [0, 1/2) we need a refinement of the strategy used in [LL18] : The first step (Proposition 10) is to obtain a control on the position of the leftmost particle which matches the lower bound provided by the hydrodynamic limit. This requires a new proof since the argument used in [LL18] is not sharp enough to cover all biases. The second step is to use contractive functions once the system is at macroscopic equilibrium, this is sufficient to treat most cases. A third and new step is required to treat the case when the bias b N of order log N/N or smaller: as we are working under the assumption (10) we only need to treat this case when k = N o(1) . In this third step we use diffusive estimates to control the hitting time of zero for the function f
Recall the definition of f N,k in Equation (41) and below. It being a strictly monotone function and P being a monotone coupling, we obtain using Markov's inequality (recall (24))
The expectation decays exponentially with rate gap N (42) and it is not difficult to check that
Hence Equation (55) becomes
where in the last inequality we used that
Recall that we assume that (10) holds and b N tends to zero. Recalling (15), we obtain the following asymptotic equivalent N N and using (58) in (57) we obtain for all N sufficiently large
and the left-hand side vanishes when N tends to infinity as a consequence of (10) (recall that as α = 1/2, k is of order N ) 
In the case of symmetric exclusion, (A) does not hold, while when the bias is constant, (B) fails to hold. In the weakly asymmetric case, when α = 1/2, the reader can check by combining Propositions 6 and 10 that (B) holds until time 4α (in the macroscopic time-scale) after which g α (t, ·) stops to display a local maximum in the interval (l α (t), r α (t)) and
we also need a control on the positions of the left-most particle and right-most empty site in our particle configuration.
In the case when α = 0 and the bias is of order log N/N or smaller (this is possible when (10) is satisfied and k grows slower than any power of N ), we need an additional step, based on diffusion estimates, to couple the two processes. In this last case also, the factor N −1 in (56) causes some difficulty. For that reason we use f 
Let us define [L N (t), R N (t)] to be the interval on which h ∧ t and ∨ differ. More explicitly, we set L N (t) := max{x : h ∧ (t, x) = −x},
or equivalently L N (t) := ℓ N (η ∧ t ) − 1 and R N (t) := r N (η ∧ t ). We let ℓ α and r α denote the most likely candidates for the scaling limits of L N and R N that can be inferred from the hydrodynamic behavior of the system (cf. Proposition 6):
We prove that ℓ α and r α are indeed the scaling limits of L N and R N .
Proposition 10. If (10) holds and k N /N → α then for every t > 0 we have the following convergences in probability
N N t = r α (t). Remark 11. The assumption (10) is optimal for the above result to hold. To see this, the reader can check that when (10) fails, at equilibrium ℓ N and r N are typically at a macroscopic distance from (1 − α)N . 17
The proof of Proposition 10 is presented in the next subsections. Let us now check that it yields the right bound on mixing time. First, notice that the inequalities (55) still hold with f N,k replaced by f (0) N,k since the latter is also a strictly increasing function in the sense of (23). Next observe that Proposition 10 allows an acute control on the quantity
We summarize the argument in a lemma.
Proof. We assume that ζ ′ = ζ. Then,
Recall that δ min (f 
In the last inequality we simply used that ζ ′ (x) − ζ(x) ≤ 2k (there are at most k sites where the increment of ζ ′ is larger than that of ζ).
We can now apply Proposition 10 to obtain an estimate on the mixing time. For convenience we treat the case of smaller bias separately.
Proof of Proposition 8 when
We consider first the system at time t 0 (N ) := (
N . From Proposition 10, we know that at time t 0 , L N and R N are close to their equilibrium positions: we have for N sufficiently large and arbitrary δ, ε > 0
We let F t denote the canonical filtration associated with the process. For t ≥ t 0 , repeating (55) starting at time t 0 for f
N,k and combining it with (45), we obtain that
Note that on the event A N , we have D N (h ∧ t 0 ) ≤ δN/20. Thus using Lemma 12 to bound the r.h.s. we obtain
Hence averaging (67) on the event A N one obtains we obtain
N N , replacing ̺ and log λ by their equivalents given in (38) and (58), one can check that for N sufficiently large one has
where the last inequality is valid for N sufficiently large provided that (65) holds.
Proof of Proposition 8: the general case.
If we no longer assume that (65) holds, then an additional step is needed in order to conclude: this step relies on diffusion estimates proved in Appendix B. From (68) and (45), for any ε, δ > 0 we have for N sufficiently large (recall (53))
where the second inequality relies on the the asymptotic equivalence in (58) and the last one on (10). Now we can conclude using Proposition 29-(i) with a := 4ε −1 e −δN b N /50 N and
Indeed M s is a non-negative supermartingale whose jumps are of size at least 1 (recall that we have divided the weighted area by δ min (f (0) N,k ) in the definition of M ). Furthermore, up to the merging time τ , the two interfaces h ∧ and h ∨ differ on some interval: on this interval h ∧ makes an upward corner (∆h ∧ < 0) and h ∨ makes a downward corner (∆h ∨ > 0). Consequently, the jump rate of M is at least 1 up to its hitting time of 0. From Markov's inequality we have (recall (66)) 
where the last inequality comes from the fact that N b N diverges. Hence we conclude by observing that for N sufficiently large
5.
3. An auxiliary model to control the speed of the right-most particle. Our strategy to prove Proposition 10 is to compare our particle system with another one on the infinite line, for which a stationary probability exists. We consider n particles performing the exclusion process on the infinite line with jump rate p and q and we add a "slower" n + 1-th particle on the right to enforce existence of a stationary probability for the particle spacings. To make the system more tractable this extra particle is only allowed to jump to the right (so that it does not feel the influence of the n others). Note that in our application, the number of particles n does not necessarily coincide with k. The techniques developed in this section present some similarities to those used for the constant bias case in [LL18, Section 6], but also present several improvements, the main conceptual change being the addition of a slow particle instead of modifying the biases in the process. This novelty presents two advantages: Firstly it considerably simplifies the computation since martingale concentration estimates are not needed any more. Secondly this allows to obtain control for the whole large bias regime (10), something that cannot be achieved even by optimizing all the parameters involved in [LL18, Section 6].
More formally we consider a Markov process (η(t)) t≥0 on the state space
The coordinateη i (t) denotes the position of the i-th leftmost particle at time t. The dynamics is defined as follows: the first n particles,η i (t), i ∈ 1, n perform an exclusion dynamics with jump rates p to the right and q to the left while the last oneη n+1 (t) can only jump to the right and does so with rate βb = β(p − q), for some β < 1.
We assume furthermore that initially we haveη n+1 (0) = 0. The initial position of the other particles is chosen to be random in the following manner. We define (75)
and we assume that the spacings (η i+1 (0) −η i (0)) n i=1 are independent with Geometric distribution
Our aim is to prove the following control on the position of the first particle in this system, uniformly in β and n. In Subsections 5.4 and 5.5, we use this result in order to control the position of L N (t). 20
Proposition 13. We have,
The statement is not hard to prove, the key point is to observe that the distribution of particle spacings is stationary.
v. with distribution given by (76).
Proof. We use the notation (m i ) n i=1 ∈ N n to denote a generic element in the configuration space for the process (η i+1 (t) −η i (t)) n i=1 . We need to show that the measure defined above is stationary.
A measure π is stationary if and only if we have
where in the sums, the dots stand for coordinates that are not modified (and m i−1 simply has to be ignored when i = 1). If we assume that π is the product of geometric laws with respective parameters µ i (not yet fixed) then the equation above is equivalent to the system (78)
where we have taken the convention µ 0 = 1. One can readily check that µ i given by (75) satisfies this equation.
Remark 15. Note that the equations (78) can be obtained directly simply by using the fact that the expected drifts of the particles starting from the geometric distributions are given by pµ i − qµ i−1 for the i-th particle i ∈ 1, n and β(p − q) for the n + 1-th particle, and that stationarity implies that the drifts are all equal.
However, the proof is necessary to show that this condition is also a sufficient one. 21
Proof of Proposition 13. Starting from stationarity allows us to control the distance between the first and last particle at all time. In particular we have
for some universal constant C. By union bound, the probability in the l.h.s. of (77) is smaller than
The first term is small because the expectation and the variance ofη n+1 (t) are equal to tβb. The second can be shown to be going to zero with A using (79) and Markov's inequality forη n+1 (t) −η 1 (t).
5.4.
Proof of Proposition 10 in the case α = 0. We restate and prove the result in this special case (observe that the result for R N is trivial for α = 0).
Proposition 16. Assume that α = 0 and (10) holds. We have for any C > 0 and any ε > 0
Proof. First let us remark that the convergence
follows from the fact that the first particle is stochastically dominated by a simple random walk with bias b N ≫ N −1 on the segment, starting from position 1. It remains to prove that
We provide the details for the most important case C = 1, and then we briefly explain how to deal with the case C > 1. We couple η ∧ (t) with the systemη(t) of the previous section, choosing n = k and β = 1 − (ε/2). The coupling is obtained by making the i-th particle in both processes try to jump at the same time (for i ∈ 1, k ) with rate p and q, and rejection of the moves occurs as consequences of the exclusion rule or boundary condition (for η ∧ only). Initially of course we have
. because of the choice of the initial condition forη (recall that by definition η ∧ i (0) = i). The boundary at zero, and the presence of one more particle on the right inη gives η ∧ only more pushes towards the right, so that the ordering is preserved at 22 least untilη n+1 reaches the right side of the segment and the effect of the other boundary condition starts to be felt:
Using the assumption (10), a second moment estimate and the fact that β < 1, we have lim
N N ] = 0, and hence (86) lim
Therefore, it suffices to control the probability ofη 1 (t) ≤ b N t − εN . Observe that the assumptions (k N /N ) → 0 and (10) imply that for any given A > 0, for all N sufficiently large and for any t ≤ b −1 N N we have
Thus applying Proposition 13 we obtain that for N sufficiently large (87) sup
where δ can be made arbitrarily small by choosing A large. This concludes the proof of (83) for C = 1. To treat the case C > 1, it suffices to shift the particle systemη(0) to the left by ⌊(C − 1)b −1 N N ⌋ and to apply the same arguments as before so we omit the details. 5.5. Proof of Proposition 10 in the case α ∈ (0, 1). The roles of L N and R N being symmetric, we only need to prove the result for L N (but we do not assume here that α ≤ 1/2). A direct consequence of Proposition 6 is that for all s ∈ R and ε > 0 we have
Hence to conclude we want to prove that
For the remainder of the proof s and ε are considered as fixed parameters. We set δ ∈ (0, α), and n = ⌈δN ⌉. To prove (89), we are going to compare (η ∧ i ) n i=1 to the particle system considered in Section 5.3.
First we observe that as a consequence of Proposition 6, we have, for any T > 0
We define the processη as in Section 5.3 with β = 1 − ε/(2s) but with a shifted initial condition. More precisely we set and choose the initial particle spacings to be independent and with geometric distributions given by (76). As (84) is satisfied, we can couple the two processes in such a way that
It is a simple exercise to show that for every T > 0 the position ofη n+1 satisfies the following law of large numbers (92)
which, combined with (90), yields
and thus we only need to prove (89) with η ∧ 1 replaced byη 1 . More precisely we prove that given κ > 0, one can find δ sufficiently small such that
N N s and A = δ −1/2 and taking into account the new initial condition, the probability of the event
has a probability which can be made arbitrarily small if δ is chosen sufficiently small. We can then conclude that (94) holds by observing that for δ sufficiently small and N sufficiently large
LOWER BOUND ON THE MIXING TIME FOR SMALL BIASES
Until the end of the section, we assume that the small bias assumption (11) holds. Let us set s δ (N ) := (1 − δ) log k/(2 gap N ). We show that at time s δ , equilibrium is not reached if one starts from one of the extremal conditions (some moderate efforts allow to replace max by min in the statement of the proposition).
Proposition 17. When assumption (11) holds, we have
As a consequence for every ε ∈ (0, 1), T N,k mix (ε) ≥ s δ (N ) for N sufficiently large. The method to obtain a lower bound on the mixing time for small biases is similar to the one used in the symmetric case (see [Wil04, Section 3.3]), and is based on the control of the two first moments of
where ζ is independent of h ∧ t and distributed according to π N,k : if at time t the mean of
is much larger than its standard deviation, then the system is not at equilibrium (cf [LPW17, Proposition 7.12]). 24
We present estimates for the first two moments that we prove at the end of the section. This first moment bound is elementary.
Lemma 18. We have
and as a consequence, for every t ≥ 0
The second moment estimates rely on the control of a martingale bracket.
Lemma 19. For all t ≥ 0, N ≥ 1 and all k ∈ 1, N/2 we have
The same bound holds for Var(f N,k (h ∨ t )) and Var π N,k (f N,k ). Proof of Proposition 17. Let us assume for simplicity (recall (97)) that
(if not we apply the same proof to
By the material in Section 3.4, we have
Applying [LPW17, Proposition 7.12] for the probability measures P N,k t (∧, ·) and π N,k and the function f N,k (recall that E π N,k [f N,k ] = 0), we obtain that
Using Lemma 19 and (100), we obtain that
Now if we apply this inequality at time s δ = (1 − δ) log k/(2 gap N ), then we obtain for any given ε > 0 and all N sufficiently large
where we used the small bias assumption (11). This yields T N,k
where the last inequality is obtained similarly to (63). Since ∨(x) ≥ k − N for all x and ∧(x) − ∨(x) ≥ k for all x ∈ {N/4, . . . , 3N/4}, we conclude that
Proof of Lemma 19. By the material in Section 3.4, we know
is a martingale. Its predictable bracket is given by
and M 2 t − M · t is again a martingale. This yields the identity
To bound the predictable bracket of M , let us observe that the number of possible particle transitions to the right and to the left (the number of sites x such that ∆h ∧ s (x) < 0, resp. > 0) is bounded by k, and that for any x and ζ ∈ Ω N,k we have λ ζ(x) ≤ λ k . Therefore, we obtain the bound
which yields the asserted bound. The case of h ∨ t is treated in the same manner by symmetry. Since the distribution of h ∧ t converges to π N,k when t tends to infinity we deduce that
which allows to conclude.
UPPER BOUND ON THE MIXING TIME FOR SMALL BIASES
Until the end of the section we assume that the small bias assumption (11) holds and that the different initial conditions are coupled using the monotone grand coupling P defined in Appendix A. We set for all δ > 0
Recall the definition of the merging time τ from (52).
Proposition 20. Assume that (11) holds. We have
As a consequence, for every ε > 0 and all N sufficiently large, T N,k
Recall (see the paragraph after (22)) that h π t denotes the chain with stationary initial condition. For practical reasons, it is simpler to couple two processes when at least one of them is at equilibrium. We thus prove (104) by showing that lim N →∞ P[τ i < t δ (N )] = 1 for i ∈ {1, 2} where
The argument being completely symmetric, we focus only on τ 1 . As in Sections 5.2.1 and 5.2.2, we interpret τ 1 as the time at which the weighted area A t between the maximal and equilibrium interface vanishes
A simple computation based on the identity (40) shows that A is a supermartingale.
While in the large bias case (Section 5) the choice of the grand coupling does not matter, here it is crucial to use a coupling which maximizes in a certain sense the fluctuation of the weighted area A t , so that this process reaches zero as quickly as possible. The coupling defined in Appendix A makes the transitions for the two processes h ∧ and h π as independent as possible (some transitions must occur simultaneously for the two processes in order to preserve monotonicity).
We consider η > 0 small and introduce the successive stopping times T i by setting
We also set for coherence T ∞ := max(τ 1 , t δ/2 ) the first time at which A t reaches 0. Notice that some of these stopping times may be equal to t δ/2 . Set T N := min(b 
Note that on the event defined in the lemma and for all N large enough, we have
Hence Proposition 20 follows as a direct consequence.
The bound on T 0 is proved in Section 7.1, while that of on T ∞ − T K follows from Lemma 23 in Section 7.2, the case of the other increments is more delicate and is detailed in Section 7.3. 27 7.1. Contraction estimates. The approach used in the first step bears some similarity with the one used in Section 5.2.1, the notable difference being that (45) is not sufficient here and we must work a bit more to show that E[A t ] decays with rate gap N .
Lemma 22. Given δ > 0 we have P T 0 > t δ/2 → 0 as N → ∞.
Proof. Note that a(t,
is a solution of the equation
with a(t, 0) = a(t, N ) = 0. Diagonalising the operator on the right hand side, see Subsection 3.4, we get the following bound on the ℓ 2 -norm of the solution:
and using Cauchy-Schwartz inequality we obtain (107)
Since λ N/2 is, by the small bias assumption, asymptotically smaller than any power of k, Markov's inequality concludes the proof.
7.2. Diffusion estimate after time t δ/2 . Now this part is much more delicate than Section 5.2.2. The reason being that since T N is extremely close to t δ , we need very accurate control on the derivative of the predictable bracket of A t . Our first task is to use Proposition 29 in order to control the increment of the bracket of A in between the T i 's. Let us set (108)
and consider the event
Proof. We apply Proposition 29-(ii) to (A t+T i−1 ) t≥0 , with a = k 1 2
We obtain that for all N sufficiently large and every i ≤ K
Applying the same proposition to (A t+T K ) t≥0 with a = k 
and the r.h.s. tends to zero by assumption (11).
The next step is to compare ∆ i A with T i − T i−1 . For the last increment this is easy: We have ∂ t A · ≥ 1 for any t ≤ T ∞ (from our construction A changes its 28
. Now let a, b be a maximal connected component of C t , we claim that
To check this inequality, notice that #(D t ∩ a, b ) ≥ 1 because h π t cannot be linear on the whole segment a, b . On the other hand, considering the particle configuration associated to h π t and decomposing the segment a, b into maximal connected components containing either only particles or only holes, we see that any two consecutive components corresponds to a point in D t : since Q(h π t ) is an upper bound for the size of these components, we deduce that
Combining (112) and (113) and summing over all such intervals a, b , we obtain (114) A t ≤ 2 #D t H(t) Q(h π t ), and (111) allows us to conclude. The last ingredient needed is then a bound on H: The proof of this lemma is postponed to Subsection 7.4. Recall that t 0 = log k/(2 gap N ). 29
Proposition 25. For any c > 0 we have
Proof of Lemma 21. By Lemma 22, Lemma 23 and Equation (110), we already know that lim
We define H N to be the event on which particles are reasonably spread and H(t) is reasonably small for most of the times within the interval
By Markov's inequality, Proposition 5 and Proposition 25, we have
We now work on the event H N ∩ A N ∩ {T 0 ≤ t δ/2 } whose probability tends to 1 according to Lemmas 22, 23. We prove by induction that ∆T j ≤ 2 −j T N for all j ∈ 1, K . Let us reason by contradiction and let i be the smallest integer such that
Now, Lemma 24 and the restriction with the indicator function provides a uniform lower bound on ∂ t A· . The assumption ∆T j ≤ 2 −j T N for j < i implies that T i−1 ≤ t δ/2 +T N (1−2 −(i−1) ), and thus the assumption that H N holds implies that the indicator in (117) is equal to one on a set of measure at least 2 −i − 2 −(K+1) ≥ 2 −(K+1) . All of this implies that
On the other hand, since we work on A N we have
4 N 2 so that we get a contradiction as soon as η is small enough compared to δ.
7.4. Bounding the maximum. Recall the function a N,k defined in Subsection 3.4. Set
For every i = 1, 2, we define
Notice that H(t) ≤ H 1 (t) + H 2 (t) so that Proposition 25 is a consequence of the following result. 30
Proposition 26. For any c > 0, there exists c ′ > 0 such that for all N large enough
The proof of this bound is split into two lemmas. First, we show that H i (t, ·) can not decrease too much.
Lemma 27. We have for all N sufficiently large, all x ∈ 1, N − 1 , all t ≥ 0, every i ∈ {1, 2} and every y ≥ x (119)
Proof. It is of course sufficient to prove that
We have for any η ∈ Ω 0 N,k , setting h = h(η),
] where a N,k was defined in Section 3.4. Hence using the fact that η ∧ t (x) ≥ 0, we get (the same holds for i = 2 and h ∨ ):
By Proposition 5 and the small bias assumption (11), we have for all N large enough
Regarding the first term on the r.h.s. of (121), we simply notice that for ζ,
This is sufficient to conclude.
Let us introduce the average of
As a consequence of Lemma 27 we have
The result is of course obvious when ℓ = 1. For ℓ ≥ 2, let us briefly explain why max H i (t, x) ≤ max |H i (t, y)| + 1 (the case for − min follows by symmetry). If x max is the smallest x at which the max is attained, we must distinguish two cases 31 (A) x max > ℓ (⌊N/ℓ⌋ − 1) + 1 ≥ N − 2ℓ, in which case (119) applied for x max and N implies that H i (t, x max ) ≤ 1, (B) x max ≤ ℓ (⌊N/ℓ⌋ − 1) + 1 in which case one can compare H i (t, x max ) withH i (t, y) for the smallest y such that x max ≤ y(ℓ − 1) + 1 using (119) again. Then, Proposition 26 is a direct consequence of the following bound on the averages of H i .
Lemma 28. For any a > 0, there exists a ′ > 0 such that for all N large enough
Proof. We treat in details the bound ofH 1 , since the bound ofH 2 follows from the same arguments. Using a decomposition of λ
, which is a solution of (40), on the basis of eigenfunction of the Laplacian formed by sin(iπ·), i = 1, . . . , N − 1, we obtain the following expression for the mean
and the fluctuation around it
We bound separately the contributions toH 1 coming from these two terms. We start with the mean. Since λ 1 2
∨(y) for every y ∈ 0, N , we have (recall (63))
Since λ k/2 is negligible compared to any power of k, we deduce that for all a > 0 and all t ≥ t 0 we have for all N large enough
Notice that there exists c > 0 such that for all i ≥ 2 and all N large enough (125) γ i − γ 1 ≥ c i 2 N 2 . In addition, we have N 2 gap N ≪ (log k) 2 by the small bias assumption (11), so that we get for i ≥ 2 Recall that ℓ = ⌈N/k 2 ⌉. Putting everything together and using assumption (11), we get that given a > 0 for N sufficiently large and all values of y we have (126) We turn to the contribution coming from the second term (124). To that end, we rewrite it in the form =H 1 (t, y) − E H 1 (t, y) .
We wish to apply Lemma 31 to the martingale N (t,y) : the maximal jump rate of this process is bounded by k and the maximal amplitude of the jump (cf. the notations introduced in Appendix C) satisfies Using that as a consequence of (125) we have γ i ≥ ci 2 N −2 for all i ≥ 1 for some c > 0, we deduce that there exist some constants C, C ′ > 0 such that (ii) Given a ∈ R and b ≤ a, we set τ b := inf{t ≥ 0 : M t ≤ b}. If the amplitude of the jumps of (M t ) t≥0 is bounded above by a − b, we have for any u ≥ 0
The important building block for the proof of the above proposition is the following result. For (ii), the arguments of the previous case apply almost verbatim if one replaces τ by T := M · τ . The only thing one has to take into account is that M τ is not necessarily equal to 0, but the assumption on the amplitude of jumps yields M τ ≥ −a. Notice that for all x ∈ R (139) e −x + x − 1 ≥ min(1, x 2 ) 4 .
Thus, using the supermartingale property of M we have for all λ ∈ (0, 1) Case (ii). We can assume without loss of generality that a = 1. Here again, taking the derivative of the submartingale identity that we want to establish, it suffices to prove that for all t, s ≥ 0 we have lim inf M· t+s ≥ 0 .
Taking the conditional expectation w.r.t. M t+s , we see that it suffices to prove the existence of some deterministic constant C > 0 such that for all h small enough. Without loss of generality, we can assume that t + s = 0 and M 0 = 0. Recall that M ≥ M is the martingale which is obtained by subtracting the (negative) 36
To that end, it is sufficient to show that almost surely 
