Исследование математической модели параллельного обслуживания заявок смешанного типа by Ивановская, И. А. & Моисеева, С. П.
На современном этапе развития теории массо
вого обслуживания одним из востребованных на
правлений является исследование систем массово
го обслуживания (СМО) с групповым поступлени
ем заявок и параллельным обслуживанием.
Область применения таких СМО довольно обшир
на, например, при моделировании современных
информационновычислительных систем необхо
димо учитывать пакетный характер трафика, а так
же один из основных принципов при проектирова
нии современных компьютерных сетей – парал
лельность процессов обработки информации [1, 2].
Поэтому возникает необходимость в разработке
новых математических моделей СМО, а именно,
с неординарными входящими потоками и парал
лельным обслуживанием.
Рассмотрим систему с двумя блоками обслужи
вания (рисунок), каждый из которых содержит нео
граниченное число приборов. На вход системы по
ступает смешанный поток, состоящий из трех про
стейших потоков с параметрами , 1, 2 сдвоенных
заявок, заявок 1го и 2го типов, соответственно.
Рисунок. СМО с параллельным обслуживанием заявок сме
шанного типа
Дисциплина обслуживания определяется тем,
что заявки 1го типа поступают в 1й блок обслу
живания, а 2го типа во второй блок и занимают
любой из свободных приборов, на котором выпол
няется их обслуживание в течение случайного вре
мени, распределенного по экспоненциальному за
кону с параметрами 1 и 2 соответственно.
Состояние системы определим вектором {i1,i2},
где ik – число заявок в kм блоке [3].
Обозначим P(i,j,t)=P{i1(t)=i,t2(t)=j} – распреде
ление вероятностей состояний двумерной цепи
Маркова, характеризующей число заявок в каждом
блоке (подсистеме) в момент времени t.
Составим tметодом прямую систему диффе
ренциальных уравнений Колмогорова [4].
По формуле полной вероятности запишем ра
венства:
Откуда получаем систему дифференциальных
уравнений:
(1)
Определив производящую функцию двумерно
го распределения P (i,j,t) в виде
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Построена модель параллельного обслуживания заявок в системе массового обслуживания, состоящей из двух блоков обслу
живания с неограниченным числом обслуживающих приборов. На вход системы поступает смешанный поток, состоящий
из трех простейших потоков с параметрами сдвоенных заявок, заявок 1го и 2го типов. Найдено аналитическое выражение для
производящей функций двумерного распределения вероятностей состояний цепи Маркова, характеризующей число заявок
в каждом блоке (подсистеме) в нестационарном режиме.
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Отсюда получим линейное дифференциальное
уравнение в частных производных первого порядка
(2)
Ставится задача нахождения производящей
функции при нестационарном функционировании
рассматриваемой СМО.
Запишем систему уравнений (2) в частных про
изводных первого порядка [5]
Найдем три независимых первых интеграла
этой системы.
(3)
(4)
Учитывая, что xy–1=(x–1)(y–1)+(x–1)+(y–1),
дифференциальное уравнение
перепишем следующим образом
Решение уравнения будет иметь вид
(5)
Подставляя выражения (3, 4) для C1 и C2, общее
решение уравнения (5) можно записать следую
щим образом
где Ф(x,y) – произвольная дифференцируемая
функция.
Для того, чтобы найти Ф(x,y), воспользуемся
дополнительными условиями:
В итоге получим
Тогда выражение для производящей функции
F(x,y,t) можно записать в виде
(6)
Если для производящей функции (6) рассмо
треть случай при t, то для стационарного ра
спределения вероятностей числа заявок в каждом
блоке системы производящая функция имеет вид.
Явный вид производящей функции позволяет
найти основные вероятностные характеристики
двумерной цепи Маркова, характеризующей число
заявок в каждом блоке (подсистеме) в момент вре
мени.
Для этого возьмем производные соответствую
щих порядков.
Учитывая, что
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определяем математическое ожидание числа зая
вок в соответствующих блоках системы:
Дисперсия числа заявок в соответствующих
блоках системы:
Корреляционный момент двумерной случай
ной величины {i1,i2}:
Полученные в статье результаты согласуются
с результатами, изложенными ранее в сборнике [6]
А.А. Чечельницким и О.В. Кучеренко.
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