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A DIFFUSION-BASED ANALYSIS OF
A MULTI-CLASS ROAD TRAFFIC NETWORK
MICHEL MANDJES AND JAAP STORM
Abstract. This paper studies a stochastic model that describes the evolution of vehicle
densities in a road network. It is consistent with the class of (deterministic) kinematic wave
models, which describe traffic flows on the basis of conservation laws that incorporate the
macroscopic fundamental diagram (a functional relationship between vehicle density and flow).
Our setup is capable of handling multiple types of vehicle densities, with general macroscopic
fundamental diagrams, on a network with arbitrary topology.
Interpreting our system as a spatial population process, we derive, under a natural scaling,
fluid and diffusion limits. More specifically, the vehicle density process can be approximated
with a suitable Gaussian process, which yield accurate normal approximations to the joint
(in the spatial and temporal sense) vehicle density process. The corresponding means and
variances can be computed efficiently. Along the same lines, we develop an approximation
to the vehicles’ travel-time distribution between any given origin and destination pair. Fi-
nally, we present a series of numerical experiments that demonstrate the accuracy of the
approximations and illustrate the usefulness of the results.
Keywords. Conservation laws ˝ Diffusion approximation ˝ Functional central limit theorem
˝ Functional law of large numbers ˝ Fundamental diagram ˝ Road traffic networks ˝ Traffic
flow theory ˝ Travel time
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1. Introduction
A substantial body of literature focuses on describing and predicting the dynamics of vehi-
cles on road traffic networks. A broad range of traffic flow models has been developed, each of
them focusing on specific aspects. Their ultimate goal lies in the development of mechanisms
that effectively control streams of vehicles.
The majority of the existing traffic flow models is of a deterministic nature. These range
from macroscopic models (typically in the form of partial differential equations that describe
vehicles as continuous flows that obey physical laws) to microscopic models (incorporating
the driving behavior pertaining to individual vehicles). However, as was pointed out in,
e.g., [27], besides physical laws, traffic flows are also strongly affected by various microscopic
variables, such as the different perceptions, moods, responses, and driving habits of individual
car drivers. This realization has led to the consensus [27, Section 1] that such microscopic
variables should be modeled as random variables. Thus, to accurately describe streams of
Date: December 20, 2019.
1
2 MICHEL MANDJES AND JAAP STORM
vehicles in a road traffic network, stochastic traffic flow models are needed. In addition, as
argued in great detail in [13], probabilistic traffic flow models are particularly useful from the
viewpoint of traffic simulation, estimation, and online control.
In relation to the choice of a suitable probabilistic model, as was pointed out in [13], a fre-
quently used type of stochastic traffic flow models are macroscopic deterministic models with
added noise. These, however, result in an inconsistency with the corresponding deterministic
models in the case of non-linear dynamics, and possibly lead to the undesirable feature of nega-
tive sample paths. Truncation of the noise, to prevent negative sample paths from happening,
would only exacerbate the above-mentioned inconsistency. Turning to microscopic stochastic
traffic flow models allows for explicit modeling of stochastic behavior. Examples are cellu-
lar automata models [23], with a seminal example being the celebrated Nagel-Schreckenberg
model, and car following models [31, Section 3]. However, due to the complexity of the un-
derlying dynamics, for such models the computation of the vehicle density distribution at a
given time is typically intractable for instances of a realistic size.
An approach frequently relied upon in macroscopic models, based on conservation laws,
makes use of the so-called fundamental diagram, which describes the functional relation be-
tween the vehicle density and velocity. The origin of such kinematic wave models, which
succeed in replicating empirical traffic phenomena, lies in the seminal papers by Lighthill and
Whitham [21] and Richards [28]. In the kinematic wave framework, the flow of traffic mass
is modeled by a conservation law, with the additional feature that the velocity of mass at a
position in space is a function of the density of this mass. Obviously, to facilitate accurate
performance predictions, having a handle on the precise shape of the fundamental diagram
is crucial. In particular, researchers try to reproduce physical phenomena like the scatter
observed in empirical studies, the drop in capacity at the onset of congestion, hysteresis while
accelerating and decelerating, and the effect of multiple types of vehicles; see, e.g., [3, 31].
While traditionally the focus was on single-class models [4, 7, 29], in which all vehicles are
essentially exchangeable, in practice, multiple classes should be distinguished. This explains
why more recently deterministic multi-class models [3, 22, 32] have been developed, which
capture the heterogeneity of vehicles and drivers. However, these models come with new com-
plications, in that they do not automatically satisfy the anisotropic (informally meaning that
information travels slower than the fastest class of vehicles) and even hyperbolic (informally
meaning that any single vehicle has only local influence on the system dynamics) properties
of conservation laws. As discussed in, e.g., [6, 31], realistic traffic flow models should obey
these properties.
The main conclusion of the above, is that there is a clear demand for stochastic multi-
class traffic flow models that are flexible enough to cover various generic physical phenomena.
The discrete-space stochastic model proposed in [13, 14], is referred to by [27] as one of
the few models that provides an explicit expression for the vehicle density distribution. In
addition, it is consistent with kinematic wave models, and it aligns with the above-mentioned
physical effects that are inherent to the fundamental diagram. While this model has these
attractive properties, several significant improvements can be made. In the first place, the
focus is exclusively on the class of fundamental diagrams that involve just single-type vehicle
densities, not covering the practically relevant multi-type case. In the second place, the
model considers isolated road segments rather than more general networks. The third issue
relates to the underlying analysis that is based on a diffusion approach, leading to a Gaussian
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approximation of vehicle densities. While the claimed diffusion, under the proposed scaling,
is correct, there is a need for addressing the formal details of the mathematical underpinnings.
Finally, in [13, 14] the focus is fully on describing the distribution of the vehicle densities,
whereas no attention is paid to computing the distribution of travel times between given
origin-destination pairs.
Our work concerns a rigorous analysis of a generalized version of the cellular stochastic
traffic flow model that was introduced and analyzed in [13, 14], remedying the issues identified
in the previous paragraph. More specifically, the contributions of our paper are the following:
˝ Unlike in the single-class model of [13, 14], we focus on a setup capable of handling a
multi-class macroscopic fundamental diagram. While in our presentation we focus on
a road segment consisting of multiple cells, we point out how the analysis naturally
extends to networks of arbitrary size and structure.
˝ Moreover, we embed the model in a rigorous mathematical framework that allows us
to appeal to the theory of spatial population processes [19]. We show how this well-
developed machinery facilitates the formal establishment, under a natural scaling, of
fluid and diffusion limits that are consistent with kinematic wave traffic flow theory.
˝ The fluid limit provides accurate approximations for the means of the vehicle densities,
while the diffusion limit can be used to approximate the corresponding correlations
(both in the spatial and temporal sense). Informally, these fluid and diffusion approxi-
mations can be seen as a law of large numbers and a central limit theorem, respectively,
at the sample-path level. Our results allow for generic macroscopic fundamental di-
agrams (fulfilling a mild regularity assumption), and provide explicit expressions for
means and (co-)variances that can be numerically evaluated in an efficient manner.
˝ Whereas [13, 14] focus on vehicle densities only, we point out how diffusion results
can be used to produce accurate approximations of the distribution of the travel time
experienced by vehicles moving through the network.
˝ The accuracy of our approximation procedure is demonstrated through a series of
numerical experiments. In addition, we show that our methodology is able to reproduce
known traffic phenomena such as forward propagation, backward moving traffic jams
and shockwave formation, with a per-phenomenon consistent estimate for the variances
and covariances of traffic densities.
The results obtained in this paper can be used to numerically evaluate the impact of
various traffic control mechanisms. For instance, as imposing a speed limit effectively means
an adaptation of the fundamental diagram, we can assess the efficacy of such a measure.
Importantly, the framework used is highly flexible, in that the fundamental diagram needs
to fulfill only mild regularity assumptions. This flexibility can be exploited when studying
the impact of technological developments on traffic dynamics. For instance, one can evaluate
scenarios in which a certain fraction of the cars is self-driving; an obvious prerequisite is the
availability of (a proxy of) the corresponding fundamental diagram.
This paper is organized as follows. So as to shed light on the properties stochastic traffic
flow models should fulfill, we first provide in Section 2 a brief account of kinematic wave
models. We pay attention to this class of models because, while being essentially standard for
many readers with a background in transportation research, researchers with a background in
operations research and applied probability may be less familiar with it. Building on kinematic
wave models, we define in Section 3 our multi-class counterpart of the discrete-space model
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introduced in [13, 14]. Importantly, the setup proposed is highly flexible, and thus covers
a wide variety of macroscopic fundamental diagrams proposed in the literature. Then, in
Section 4, we define our scaling and prove the fluid and diffusion limit results for the vehicle
densities, yielding a Gaussian approximation for the corresponding distribution. Then it is
shown in Section 5 how related diffusion results lead to an approximation for the travel-time
distribution. Numerical experiments are provided in Section 6, showing the method’s accuracy
and its capability to reproduce well-known phenomena. Section 7 presents an account of
extensions, generalizations, and ramifications. Concluding remarks are presented in Section
8.
2. Theory of Kinematic Wave Models
The stochastic traffic flow model, that will be the main object of study in this paper, will
be defined in Section 3. There we define our model in such a way that the mean dynamics
obey a conservation law, which is the fundamental modeling principle in every kinematic wave
traffic flow model. To provide the reader with the necessary background, we review in this
section the basics of kinematic wave models and corresponding conservation laws.
2.1. Kinematic Wave Models and Conservation Laws. Kinematic wave models are a
class of macroscopic traffic flow models that consider a road segment without any intermediate
sources or sinks as a continuous space, and study the propagation of vehicle density (defined as
the number of vehicles per unit length of road) over the road segment. The absence of sources
and sinks implies that traffic density should be preserved over the segment, which suggests
the use of conservation laws to describe the evolution of traffic density over the segment as
fluid.
In our framework we consider m different types of vehicles. Let, for j P t1, . . . , mu, the
type-j vehicle density be given by ρjpx, tq and the type-j velocity by vjpx, tq, where t denotes
time and x the position on the segment. Conservation of mass (or density) in an arbitrary
part of the road segment rx1, x2s, in a time interval rt1, t2s, is expressed asż x2
x1
ρjpx, t2q dx´
ż x2
x1
ρjpx, t1q dx “
ż t2
t1
ρjpx1, tqvjpx1, tq dt´
ż t2
t1
ρjpx2, tqvjpx2, tq dt, (1)
with j P t1, . . . , mu; cf. [20, Section 2.1]. Here it is implicit that traffic moves from x1 to x2.
Now, in traffic flow theory there is the fundamental, and empirically backed assumption,
that the velocity vjpx, tq is a function of all the type densities ρkpx, tq, where k P t1, . . . , mu.
In the literature, this functional relationship is referred to as the (macroscopic) fundamental
diagram (MFD), usually expressed as
qjpρpx, tqq “ ρjpx, tq vjpρpx, tqq,
where qj is the flow of type-j density, and ρ is the length-m vector of traffic densities. Com-
bining (1) with the MFD allows the derivation [20, Section 2] of the following system of
conservation laws:
Bρjpx, tq
Bt `
Bqjpρq
Bρ
Bρpx, tq
Bx “ 0, ρjpx, 0q “ ρj,0pxq, (2)
where Bqjpρq{Bρ is to be interpreted as the gradient of qj and ρj,0pxq is some initial vehicle
density (as a function of the position x).
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2.2. The Macroscopic Fundamental Diagram. As mentioned in the introduction, the
fundamental diagram describes flow as a function of the vehicle density. The generally ac-
cepted view is that flow is an (approximately) concave function of the overall density, which
is zero on the boundaries of some compact domain and positive on its interior. The reasoning
behind this is simple: when traffic density is low, vehicles are not obstructed and can thus
drive at maximum speed. As the density increases, vehicles will be obstructed to a greater ex-
tent due to congestion, thus lowering their velocity. Ultimately, if the traffic density becomes
too high, then vehicles do not have enough space in front of them, resulting in zero velocity
and flow.
The first fundamental diagram, for single-class traffic, can be found in a pioneering study by
Greenshields [10]. Since then, researchers have tried to find functional forms that reproduce
various traffic phenomena as well as possible; see for more background [23, Section 5]. For
single-class traffic, three notable MFDs can be found in [4, 7, 29]. In recent years, to capture
effects due to mixed vehicle traffic, multi-class MFDs have been proposed; see, e.g., [1, 3, 22,
25, 32, 33].
2.3. Solutions for Conservation Laws, Relation with Stochastic Traffic Flow Model.
The functional forms for ρ and q that are used in practice are typically not differentiable, so
that the problem in (2) has no strong solutions. One therefore resorts to weak solutions,
satisfying additional conditions (e.g., Rankine-Hugoniot and entropy conditions) to ensure
uniqueness and correct physical behavior. For a mathematical treatment of conservation
laws see, for instance, [8, Section 3.4 and Ch. 11]. Whereas it is often possible to show
existence of weak solutions of (2), they rarely have explicit analytical expressions. Therefore,
for practical applications, one usually relies on numerical methods. In traffic flow theory the
most widely used method is the Godunov method, [20, Section 13], which has many attractive
features, assuming that the Courant-Friedrichs-Lewy (CFL) condition ([20, Eqn. (10.55), Eqn.
(13.11)]) is satisfied; see [3, paragraph above Eqn. (18)].
The Godunov method exactly solves (2) with an approximate, piece-wise constant, initial
condition. The x-axis, which is the road segment in our case, is discretized into d cells (which
can be done according to a variable mesh), and the initial density is taken constant in each
cell, by integrating the (m-dimensional) initial condition ρpx, 0q between the boundaries of
each cell. This defines a set of d ´ 1 Riemann problems, the solution of which describes the
flow between each of the cell boundaries exactly. As such, one can describe the exact evolution
of the system with the equation, for i P t2, . . . , du,
ρpxi, t `∆tq “ ρpxi, tq ` ∆t
∆xi
pqi´1 ´ qiq , (3)
where ρpxi, tq is now an m-dimensional vector of densities at time t in the i-th cell, ∆t and
∆xi are, respectively, the lengths of the discrete time-steps and the mesh-width of cell i, and
qi is the (m-dimensional) vector of flows on the boundary from cell i to cell i`1, given by the
solution of the corresponding Riemann problem. To be able to use the Godunov scheme, the
challenge is to give a complete description of discrete flux-function qi. In general, there is no
explicit solution for the associated Riemann problem, but there are conditions under which a
solution is guaranteed for small time steps [8, Thm. 4 in Section 11].
We finish this section by mentioning that an approximate solution of (2), using the Godunov
method, is also known as the cell transmission model (CTM). This concept, due to Daganzo
[4], relates to a discrete-time, discrete-space traffic flow model. One can show that (2) can
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be recovered from the CTM by letting the cell lengths go to 0 [13]. In our paper, we take an
arbitrary (possibly multi-class) MFD as our starting point. We use the associated discrete flux-
function to define a stochastic traffic flow model, such that the mean dynamics are given by
the CTM. In Section 4, we approximate the variance of this process through a diffusion limit,
which allows for studying the distributions of vehicle densities in various types of dynamics,
as will be illustrated in the numerical experiments of Section 6.
3. Model Definition
In this section we introduce the stochastic traffic flow model as a strong Markov process, for
which we subsequently define the corresponding state space and the infinitesimal generator.
To keep the exposition as clear as possible, in this paper we primarily concentrate on a single
road segment. However, the model, the underlying mathematical theory, and scaling results
we present for this road segment setup carry over to a general network setting, as will be
pointed out in Section 7 (along with various other extensions). We conclude the section
by giving two relevant examples of kinematic wave models which we extend into stochastic
traffic flow models, and which will be used later in the paper when numerically illustrating
our results.
3.1. State Space. Consider a road segment without any intermediate sources or sinks, on
which m different types of vehicles are defined. We divide the road in d cells, where ℓi is the
length of cell i, for i P t1, . . . , du. We denote by Xijptq the number of type-j vehicles, for
j P t1, . . . , mu, that are in cell i at time t P r0,8q. In the context of our road-traffic model, it
is evident that the number of type-j vehicles in cell i has an upper bound, which we denote
X
jam
ij . As a consequence, Xijptq P t0, 1, . . . , X jamij u. In the sequel, we denote Xptq for the
md-dimensional random vector with entries Xijptq.
Equivalently to Xijptq, we can consider the type-j vehicle density in cell i at time t, which
we denote ρijptq. It is defined as
ρijptq :“ Xijptq
ℓi
, (4)
taking values in t0, 1{ℓi, 2{ℓi, . . . , X jamij {ℓiu. In the literature ρjamij :“ X jamij {ℓi is referred to as
the jamming density (of type-j vehicles in cell i, that is).
3.2. Transition Rates. To describe the flows of type-j vehicles between the cells, we assume
the existence of a discrete flux-function, obtained from a general (possibly multi-class) MFD
by solving the Riemann problem. We proceed by formally introducing such a discrete flux-
function, describing the flow from cell i to cell i` 1 for each of the types j. Denote qmaxij for
the largest possible flow of type-j vehicles between the neighboring cells i and i ` 1. The
assumption below says that the flow from cell i to cell i ` 1 is a function of the densities in
both cells, i.e., of pρikqk and pρi`1,kqk, where the first and last cell have to be handled slightly
differently. Moreover, the function is dependent on i, i.e., on the position of a cell, to model
cell-dependent MFDs. This is particularly useful if one wishes to incorporate heterogeneity
between the cells due to, e.g., differences in road geometry and maximum velocity.
Assumption 3.1 (Macroscopic Fundamental Diagram). For i P t1, . . . , d ´ 1u, we assume
that there is a function
q˜i :
mą
j“1
´
r0, ρjamij s ˆ r0, ρjami`1,js
¯
Ñ
mą
j“1
r0, qmaxij s, (5)
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which is Lipschitz-continuous with Lipschitz constant Ki P p0,8q. We also assume that there
is a function
q˜0 :
mą
j“1
´
r0,8qˆ r0, ρjam1j s
¯
Ñ
mą
j“1
r0, qmax0j s, (6)
which is Lipschitz-continuous with Lipschitz constant K0 P p0,8q; likewise, we assume that
there is a function
q˜d :
mą
j“1
´
r0, ρjamdj s ˆ r0,8q
¯
Ñ
mą
j“1
r0, qmaxdj s, (7)
which is Lipschitz-continuous with Lipschitz constant Kd P p0,8q. It is, in addition, assumed
that the j-th component of q˜i is 0 whenever, for j P t1, . . . , mu, the j-th argument is 0; all
components of qi are 0 whenever, for some j P t1, . . . , mu, the pm` jq-th argument is ρjami`1,j.
The Lipschitz property is natural to assume, since the change in flow should be bounded when
adding or removing vehicles from cells, and considering the density as a continuum, the flow
should be a continuous function of the density. The last part of the assumption ensures that
if there are no cars in the origin cell then there can be no flow between the two cells involved;
likewise if the destination cell is full.
Using Assumption 3.1, we proceed by defining the infinitesimal generator that makes tXptq, t ě
0u, or equivalently tρptq, t ě 0u, a Markov process. Consider two neighboring cells i and i` 1,
and let the current density be ρ. For i P t1, . . . , d´1u and j P t1, . . . , mu, we let the time until
a car of type j passes the boundary between cells i and i` 1 be an exponentially distributed
random variable with rate
qi,jpρq :“ q˜i,j
`pρikqk, pρi`1,kqk˘.
To model arrivals at cell 1, we introduce independent Poisson processes with rate λj, for
j P t1, . . . , mu. We let the time until a type-j vehicle enters at cell 1, for j P t1, . . . , mu, be
an exponentially distributed random variable with rate
q0,jpρq :“ min
#
λj , sup
xPpR`qm
q˜0,j px, pρ1kqkq
+
.
The interpretation of this formula is that cars of type j constantly arrive at rate λj ą 0, but
that the flow is bounded due to the vehicles already present in cell 1. Similarly, we let the
time until a type-j vehicle leaves cell d, for j P t1, . . . , mu, be an exponentially distributed
random variable with rate
qd,jpρq :“ min
#
νj , sup
xPpR`qm
q˜d,j ppρdkqk, xq
+
,
where νj ą 0. The interpretation is that vehicles of type j depart at a rate that depends on
the densities in cell d, but that is bounded by some maximal outflow rate νj. We assume that,
given ρ, all the exponentially distributed times, as defined above, are independent.
From the above it follows that the evolution of the number of type-j vehicles in cell i, with
i P t1, . . . , du and j P t1, . . . , mu is given, for a given initial state Xp0q, by
Xijptq “ Xijp0q ` Yi´1,j
ˆż t
0
qi´1,jpρpsqq ds
˙
´ Yi,j
ˆż t
0
qi,jpρpsqq ds
˙
, (8)
where Yi,jptq are independent unit-rate Poisson processes for i P t0, . . . , du and j P t1, . . . , mu.
To see this, note that the Poisson processes Yi,j are counting how many cars of type j pass
between the boundary between cells i and i ` 1. To measure the impact on the density, we
8 MICHEL MANDJES AND JAAP STORM
scale these processes so that they have jumps of size 1{ℓi. By utilizing (4), we have the
analogous process
ρijptq “ ρijp0q ` 1
ℓi
Yi´1,j
ˆż t
0
qi´1,jpρpsqq ds
˙
´ 1
ℓi
Yi,j
ˆż t
0
qi,jpρpsqq ds
˙
. (9)
We have thus constructed the dm-dimensional Markov process tρptq, t ě 0u.
3.3. Example MFDs. To illustrate the flexibility of Assumption 3.1, we now give two con-
crete examples of MFDs and their associated discrete flux-functions q˜. In Section 6 we will
use these examples.
Example 3.2 (Daganzo MFD). Our first example is a discrete flux-function for a single-class
CTM that was proposed in [4]. The flux-function describes the flow between two neighboring
cells i and i` 1. Since traffic flows in one direction, cell i will be sending traffic and cell i` 1
will be receiving traffic. We define the sending function Sp¨q and the receiving function Rp¨q
by
Spρq :“ vfρ^ qmax, Rpρq :“ wpρjam ´ ρq ^ qmax.
Here vf is the velocity at which vehicles drive when they do not experience congestion (called
the free-flow regime), and w is the velocity at which traffic jams move upstream. These specific
functions are based on the assumption that vehicles drive with their maximum velocity vf
when vehicle density is low, whereas the flow decreases linearly when congestion occurs. The
flow between the cells is now given by
q˜Dpρi, ρi`1q “ mintSpρiq, Rpρi`1qu,
where ρi is the density of cell i. In Figure 1 we have plotted an example with v
f “ 60 km/h,
w “ 12 km/h, qmax “ 1800 veh/h and ρjam “ 180 veh/km, with the MFD on the left, and the
sending and receiving functions that characterize the discrete flux-function on the right.
It is not hard to check that q˜D satisfies Assumption 3.1. As both Sp¨q and Rp¨q are Lipschitz,
the minimum of Sp¨q and Rp¨q is Lipschitz as well. Moreover, when ρi “ 0 or ρi`1 “ ρjam,
then q˜D equals zero.
The paradigm of a sending and receiving function can be generalized to obtain other single-
class discrete flux-functions. More precisely, the functions Sp¨q and Rp¨q can be every non-
negative, Lipschitz continuous function with compact support. Moreover, it can be shown
that every single-class MFD has a discrete flux-function, obtained by solving the Riemann
problem associated to the Godunov scheme, which can be written as the minimum of a sending
and receiving function.
Example 3.3 (Chanut and Buisson MFD). This MFD was proposed in [3] for a multi-lane,
two-class traffic flow model, and is a generalization of Smulders’ fundamental diagram [29].
In the model, vehicle classes are differentiated by velocities and lengths, and therefore they
influence the overall density and flow differently. We first present the MFD for the kinematic
wave model, and present the discrete flux-function afterward.
For simplicity we refer to the first class of vehicles as cars, and to the second class of vehicles
as trucks. In the model, the jamming density is given by
ρjampρ1, ρ2q :“ N
ρ1L1 ` ρ2L2 pρ1 ` ρ2q,
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Figure 1. Daganzo MFD (left) and corresponding sending and receiving func-
tion, determining the associated discrete flux-function (right).
where ρ1, ρ2 are the car and truck densities, L1 and L2 are the respective vehicle lengths, and
N is the number of lanes. The critical density, which distinguishes the free-flow regime and
the congestion regime, and which is parameterized by β P r0.2, 0.5s, is given by
ρcpρ1, ρ2q :“ βρjampρ1, ρ2q.
In the free-flow regime, defined as ρ1 ` ρ2 ď ρcpρ1, ρ2q, the vehicle velocity starts at the
maximum velocity vfi when ρ1`ρ2 “ 0, and decreases linearly in ρ :“ ρ1`eρ2, with e :“ L2{L1,
until the critical velocity vc is reached (at the critical density ρc). In congestion, both vehicle
classes have the same velocity, and it is assumed that the total flow decreases linearly in ρ.
The quantity ρ can be interpreted as the density in terms of passenger-car equivalents (PCEs);
one truck is equivalent to e cars. In the congested regime, the flow of vehicles, measured in
PCEs, can thus be expressed as
qpcepρ1, ρ2q :“ C ρ
jampρ1, ρ2q ´ pρ1 ` ρ2q
ρjampρ1, ρ2q ´ ρcpρ1, ρ2q ,
where C :“ vcρcpρ1, 0q. If ρ1 ` ρ2 ď ρcpρ1, ρ2q (in free-flow, that is), then the flow of both
vehicle classes is now given by
q1 “ ρ1v1, v1 “ vf1 ´ pvf1 ´ vcq
ρ1 ` ρ2
ρcpρ1, ρ2q ;
q2 “ ρ2v2, v2 “ vf2 ´ pvf2 ´ vcq
ρ1 ` ρ2
ρcpρ1, ρ2q ,
,
whereas if ρ1 ` ρ2 ą ρcpρ1, ρ2q (in congestion, that is), then
q1 “ ρ1v, q2 “ ρ2v, v “ qpcepρ1, ρ2q
ρ1 ` eρ2 .
To use this MFD in a discrete model, one has to determine the associated discrete flux-
function, by solving the Riemann problem for every possible combination of two neighboring
cell densities. This discrete flux-function is given in [3], and can be written in terms of the sent
density and the received density, as in Example 3.2, except for the case where the upstream
cell is in the free-flow regime, the downstream cell is in the congested regime and the shock
discontinuity propagates at a negative speed.
We conclude this example by summarizing the discrete flux-function. Let ∆ and Ω denote
the sent and received density, respectively. If a cell is in the free-flow regime, then they are
given by
∆ “ ∆1 ` e∆2, Ω “ C, ∆i “ ρivi, i “ 1, 2,
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whereas if a cell is in the congested regime, then
∆ “ ∆1 ` e∆2C, Ω “ pρ1 ` eρ2qv, ∆i “ ρi
ρ1 ` eρ2C, i “ 1, 2.
Now, if for two neighboring cells, the upstream cell is in free-flow and the downstream cell is
in congestion, then one has to consider the speed s of the shock discontinuity, which is given
by
s “ pq
u
1 ` equ2 q ´ pqd1 ` eqd2 q
pρu1 ` eρu2q ´ pρd1 ` eρd2q
,
where the upper indexes ‘u’ and ‘d’ denote whether the quantities qi and ρi belong to the
upstream or downstream cell. If s ă 0, then the sending-receiving concept does not apply, as
the flow between the two cells is given by an intermediate state of densities, according to the
solution of the Riemann problem; then we have
q1 “ v q
u
1 ´ sρu1
v ´ s ; q2 “ v
qu2 ´ sρu2
v ´ s ,
where v is the velocity of vehicles in the downstream cell.
In any other configuration of two neighboring states, e.g., if either the upstream cell and
downstream cell are both in the free-flow regime or if s ą 0, then the flow is given by the
following sending-receiving scheme: if ∆u ď Ωd, then we have
q1 “ ∆u1 ; q2 “ ∆u2 ,
whereas if ∆u ą Ωd, then
q1 “ ρ
u
1
ρu1 ` eρu2
Ωd; q2 “ ρ
u
2
ρu1 ` eρu2
Ωd.
4. Scaling Limits
Now that we have defined our model, we proceed by analyzing it. As exact analysis is
infeasible, we do so under a certain scaling. Concretely, we show that after an appropriate
centering and normalization, the md-dimensional process ρp¨q converges to a Gaussian process
as the scaling parameter n goes to 8. In this way, we can find an approximation for the
distribution of pρpt1q, . . . , ρptkqq at times 0 ď t1 ă . . . ă tk ă 8 (corresponding to a mdk-
dimensional normally distributed random vector). The scaling we consider concerns both the
lengths of the cells and time, i.e., we work with ℓi ÞÑ nℓi for i P t1, . . . , du, and t ÞÑ nt. We
thus obtain a sequence of processes tρnptqun.
A first main result of this section is that tρnp¨qun converges almost surely, as nÑ 8, to a
limiting process ρ¯p¨q. This convergence is usually referred to as a first order approximation,
or a fluid limit, and can be seen as a law of large numbers at the path level. This fluid
limit is consistent with the CTM associated to the function we choose in Assumption 3.1, as
its dynamics coincide with (3). As a second main result of this section, we prove that the
sequence of processes ρˆnp¨q :“ ?npρnp¨q ´ ρ¯p¨qq converges in distribution, as n Ñ 8, to a
Gaussian process, which is a second order approximation or a diffusion limit. This result is
essentially a central limit theorem at the path level.
The scaling that we impose can intuitively be understood as follows. For our results we
want to exploit principles underlying the classical law of large numbers and central limit
theorem, analogously to when one considers a large sample of (approximately independent
and identically distributed) random variables. Hence, we need a large number of vehicles to
be present in each of the cells. To achieve this, we scale the length of the cells by a factor
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of n, where we let n grow large. However, the discrete flux-functions defined in (5)-(7) have
a compact co-domain. This means that, to keep the flow across cells invariant under the
scaling of the cell lengths, we need to scale the number of vehicles that jump per unit time, or
equivalently, scale time. Put differently, without scaling these fluxes, we have the undesired
effect that the processes
1
nℓi
Yi,j
ˆż t
0
qi,jpρpsqq ds
˙
converge almost surely to the zero process as n Ñ 8. We observe that, in order to get a
non-degenerate limiting process, leaving the flux over finite time intervals invariant, we should
scale time by a factor n.
In this section, we first state and prove the fluid limit, and then move to the diffusion limit.
In the sequel we denote by ρnptq the process ρpntq, where the lengths of cells are nℓi, for
i P t1, . . . , du. As a closing comment, all results in this section can be translated into results
for Xp¨q, due to (4).
4.1. Fluid limit. In order to prove both the first and second order approximations for ρptq
(and hence for Xptq), we use two theorems from [19, Ch. 8]. These two theorems are written in
terms of population processes, but directly translate to the setting we consider. To illustrate
this, consider the scaled processes ρnptq. By (9) we have
ρnijptq “ ρnijp0q `
1
nℓi
Yi´1,j
ˆż nt
0
qi´1,j
ˆ
ρpsq
n
˙
ds
˙
´ 1
nℓi
Yi,j
ˆż nt
0
qi,j
ˆ
ρpsq
n
˙
ds
˙
“ ρnijp0q `
1
nℓi
Yi´1,j
ˆ
n
ż t
0
qi´1,j pρnpsqq ds
˙
´ 1
nℓi
Yi,j
ˆ
n
ż t
0
qi,j pρnpsqqds
˙
,
which agrees with [19, Eqn. (8.6)]. Hence, we only need to verify the assumptions of [19, Thm.
8.1] so as to establish the fluid limit. We state the theorem, and verify these assumptions in
the proof. Here, ‘u.o.c.’ means ‘uniformly on compacts’.
Theorem 4.1 (Fluid limit). Under Assumption 3.1 and limnÑ8 ρ
np0q “ ρ¯p0q for some ρ¯p0q,
we have
ρnp¨q a.s.Ñ ρ¯p¨q, u.o.c.,
where, for j P t1, . . . , mu and i P t1, . . . , du, the process ρ¯p¨q satisfies the integral equation
ρ¯ijptq “ ρ¯ijp0q ` 1
ℓi
ż t
0
qi´1,jpρ¯psqq ds´ 1
ℓi
ż t
0
qi,jpρ¯psqq ds. (10)
Proof. As said before, we want to appeal to [19, Thm. 8.1]. Therefore, we verify the as-
sumptions of this theorem. Because, by Assumption 3.1, the functions qi are Lipschitz on
a compact domain, supx qipxq exists, for every j P t1, . . . , mu. By the fact that there is a
finite number of possible transitions, the first assumption [19, Eqn. (8.10)] directly follows.
The other assumption, i.e., [19, Eqn. (8.11)], is an immediate consequence of the Lipschitz
assumption that we imposed on q˜i. 
Remark 4.2. We explain how the integral equation (10) is consistent with the Godunov-
based approximate solution of (2). Consider the time interval r0, ts, and take a partition π,
such that 0 “ t0 ă t1 ă . . . ă tk “ t, and so that the mesh ‖π‖ :“ suplPt1,...,ku |tl ´ tl´1| ď ∆t,
where ∆t follows from the so-called CFL condition (cf. [20, Eqn. (13.11)]) that makes the
Godunov scheme stable. Using (3) one can write
ρGijptq “ ρGijptk ´ 1q `
tk ´ tk´1
ℓi
rqi´1,jpρptk´1qq ´ qi,jpρptk´1qqs
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“ ρGijp0q `
1
ℓi
kÿ
l“1
ptl ´ tl´1q rqi´1,jpρptl´1qq ´ qi,jpρptl´1qqs ,
where ρGijptq is now the type-j density in cell i, given by the solution of the Godunov method,
as emphasized by the superscript G. Now, we interpret ρGijptq as a continuous function, by
linearly interpolating between the values at the tl, l “ 1, . . . , k. Letting k Ñ 8 such that
‖π‖ Ñ 0, or instead letting ∆t Ñ 0, we have that the above expression for ρijptq converges
to the expression for ρ¯ijptq in (10), uniformly on compact time intervals.
To conclude, the results of this section show that the fluid limit is consistent with kinematic
wave models. In Section 6.1 we show that ρ¯p¨q is consistent with the mean dynamics of our
model. The added value of our stochastic model, relative to existing deterministic models,
lies in the fact that we also have a handle on the likelihood of fluctuations around the fluid
limit, using the diffusion limit that we establish in Section 4.2.
4.2. Gaussian diffusion limit. We now turn to the diffusion limit by considering the scaled
and centered process ρˆn, defined as
ρˆnptq :“ ?n pρnptq ´ ρ¯ptqq .
When establishing the diffusion limit, it is practical to work with a vector representation of
the processes involved, for which we introduce the notation
F pρptqq :“
dÿ
i“1
1
ℓi
mÿ
j“1
pqi´1,jpρptqq ´ qi,jpρptqqq eij ,
where eij P Zdm is the vector that has a one on the pi, jq-th coordinate, and zeros everywhere
else. This immediately gives us the following vector representation for ρ¯p¨q:
ρ¯ptq “ ρ¯p0q `
ż t
0
F pρ¯psqq ds. (11)
To formulate a weak limit for ρˆnptq, we want to use [19, Thm. 8.2]. This theorem, however,
requires the existence of BF pxq, the matrix of partial derivatives of F , as a continuous and
bounded operator, for which the Lipschitz assumption that we imposed on q˜i is not enough.
In the proof of [19, Thm. 8.2], the existence of BF is used for two statements. The first of
these statements is that the matrix-valued ordinary differential equation
B
BtΦpt, sq “ BF pρ¯ptqqΦpt, sq, Φps, sq “ I, (12)
has a unique solution. The second statement is that the mapping P : D
R
dr0,8q Ñ D
R
dr0,8q,
given by
Pξptq :“ ξptq `
ż t
0
Φpt, sq BF pX¯psqq ξpsq ds,
is continuous in the Skorohod topology. With the use of standard arguments from differential
equations, the result from [19, Thm. 8.2] remains true under the weaker condition that BF
exists in the weak sense, and is bounded, which follows from the Lipschitz property that we
imposed on q˜i. For completeness, we summarize these arguments.
Since the q˜i are Lipschitz, F p¨q is Lipschitz as well, so that BF exists in the weak sense
and its component functions are in L8 [8, Thm. 5.8.4 and its remark]. Obviously, every
weak derivative of F p¨q equals the ‘strong’ derivative of F p¨q at every point where F p¨q is
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differentiable. Moreover, as F p¨q is Lipschitz, the integral equation (11) has a unique strong
solution, so that we can consider t ÞÑ BF pρ¯ptqq as a (deterministic) function of t.
Combining both observations, we can (and will) from now on let BF be the matrix that
is given by the partial derivatives of F , whenever they exist; whenever the corresponding
partial derivative does not exist, we use K “ maxkPt1,...,pd`1qmu κk instead, with κk denoting
the Lipschitz constant corresponding to the k-th coordinate of F p¨q. We then have that the
operator t ÞÑ BF pρ¯ptqq is a deterministic, bounded, almost everywhere continuous function.
Therefore we can apply Carathe´odory’s theorem [11, Thm. 5.1] to find that there exists a
solution to (12), which is unique due to [11, Thm. 5.3]. Furthermore, as BF is bounded, the
continuity of the function P still holds. (It is noted that simply assuming the condition of
[19, Thm. 8.2] will not lead to a satisfactory solution, as various frequently used MFDs from
the literature do not obey this property.)
We are now ready to state our version of [19, Thm. 8.2], the validity of which follows from
the above considerations. We let Znp¨q ñ Zp¨q denote weak convergence of processes Znp¨q
to a process Zp¨q, in the space of ca`dla`g functions with the Skorohod topology.
Theorem 4.3 (Diffusion approximation). Under Assumption 3.1 and limnÑ8
?
n |ρnp0q ´
ρ0| “ 0 for some ρ0, we have that ρˆnp¨q ñ ρˆp¨q, where ρˆijptq, i P t1, . . . , du, j P t1, . . . , mu,
obeys the stochastic integral equation
ρˆijptq “ 1
ℓi
ż t
0
∇qi´1,jpρ¯psqq ¨ ρˆpsq ds´ 1
ℓi
ż t
0
∇qi,jpρ¯psqq ¨ ρˆpsq ds
1
ℓi
ż t
0
b
qi´1,jpρ¯psqqdBi´1,jpsq ´ 1
ℓi
ż t
0
b
qi,jpρ¯psqqdBi,jpsq, (13)
where ∇qi´1,j and ∇qi,j are weak derivatives, corresponding with our redefinition of BF , and
x ¨ y denotes the Euclidean inner product for vectors x and y.
The limiting process ρˆp¨q thus satisfies the linear stochastic integral equation (13). It is
known that this class of stochastic integral equations allows an explicit solution, which is a
Gaussian process with a known mean and covariance [17, Section 5.6]. To state these results,
we first introduce some notation.
Let Qpρptqq be a vector of length pd ` 1qm with entries qi´1,j, i P t1, . . . , du ` 1 and j P
t1, . . . , mu, ordered lexicographically, i.e., Qpi´1qm`j “ qi´1,j . Now, let H be the dmˆpd`1qm
matrix with Hkl :“ 1tk“lu´1tk`m“lu for k P t1, . . . , dmu and l P t1, . . . , pd`1qmu. In addition,
L is a dm-dimensional diagonal matrix, with the k-th diagonal element being 1{ℓi if rk{ms “ i,
for k P t1, . . . , dmu and i P t1, . . . , du. It is readily checked that with this new notation we
have F pρptqq “ LH Qpρptqq. The process ρˆp¨q thus satisfies the (vector-valued) stochastic
differential equation
dρˆptq “ BF pρ¯ptqqρˆptq dt ` LH Σpρ¯ptqq dBptq,
where Bptq is a length pd` 1qm vector of independent standard Brownian motions and where
Σpρ¯ptqq is the pd ` 1qm ˆ pd ` 1qm diagonal matrix with the square roots of Qpρ¯ptqq on the
diagonal. The corresponding mean vector and covariance matrix are defined as
Mptq :“ Erρˆptqs, Γps, tq :“ cov pρˆpsq, ρˆptqq “ Erpρˆpsq ´Mpsqqpρˆptq ´MptqqJs.
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In addition, V ptq :“ varrρˆptqs “ Γpt, tq. As in [17, Section 5.6, Problems 6.1, 6.2], with
Φ¯psq :“ Φps, 0q, these allow explicit expressions:
Mptq “ Φ¯ptq
„
Mp0q `
ż t
0
Φ¯´1psq ds

,
Γpt, sq “ Φ¯psq
„
V p0q `
ż t^s
0
Φ¯´1puqLH Σpρ¯puqq `Φ¯´1puqLH Σpρ¯puqq˘J du Φ¯Jptq. (14)
Moreover, Mptq and V ptq solve the linear (matrix) differential equations
dMptq
dt
“ BF pρ¯ptqqMptq,
dV ptq
dt
“ BF pρ¯ptqqV ptq ` V ptqpBF pρ¯ptqqqJ ` LH Σpρ¯ptqqpLH Σpρ¯ptqqqJ. (15)
At the beginning of this section, we expressed that our objective was to find an approxi-
mation for the distribution of pρpt1q, . . . , ρptkqq for 0 ď t1 ă t2 ă . . . ă tk ă 8. With the
fluid limit ρ¯p¨q and diffusion limit ρˆp¨q we have succeeded in doing so. In Section 6 we present
numerical examples that assess the accuracy of the resulting approximation.
5. Travel Times
In this section, we turn our focus to the analysis of the travel-time distribution of type-j
vehicles. For i P t1, . . . , du and k P t0, . . . , d´i`1u, we define the type-j travel time, Ti,i`k,jptq,
to be the time that it takes a type-j vehicle to depart from cell i ` k, given that it resides
in cell i at time t. If, for every j P t1, . . . , mu, type-j vehicles do not overtake other type-j
vehicles within a cell, we have (cf. [26, Eqn. (40)])
tTi,i`k,jptq ą xu “ tYi`k,jpt` xq ă Yi´1,jptqu, x ą 0. (16)
By this identity, a sequence of probabilities PpTi,i`k,jptq ą xnq, for xn ą 0 and n P t1, . . . , Nu,
can be derived from the joint distribution of the random vectors Y ptq, Y pt` x1q, . . . , Y pt `
xNq. In this section, we approximate the joint distribution of these random vectors with a
Gaussian distribution, using fluid and diffusion limits for Y p¨q, similar to the ones we derived
in Section 4, under the same scaling. We thus find an approximation of the distribution of
Ti,i`k,jptq, for i P t1, . . . , du, k P t0, . . . , d´ i` 1u and j P t1, . . . , mu.
At first sight, it may look restrictive to require that type-j vehicles do not overtake each
other within a cell. Noticing, however, that individual vehicles within a class are not sys-
tematically faster of slower than one another, it is anticipated that the approximation of the
travel-time distribution is reasonably accurate. Moreover, when overtaking behavior within
a class of vehicles occurs often, our setup allows the class to be split into two classes, say, a
fast and a slow one.
Initially, one would think that the limit results for Y p¨q directly follow from the ones we
derived for ρp¨q in Section 4; with the vector Y ordered lexicographically, we have
ρptq “ LXp0q ` LH Y ptq, (17)
in accordance with (9). The results for ρp¨q, however, cannot be translated into results for
Y p¨q, due to the easily verified fact the matrix H is singular. A simple illustration of this is
that when Y ptq satisfies (17), then so does Y ptq ` c for every c P R. As a consequence, we
have to follow a different approach.
Before we present the fluid and diffusion limits for Y p¨q, we make two final observations.
First, the diffusion approximation can be established along the lines of the proof of [19,
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Thm. 8.2], but we choose to give a different, more concrete proof, which illustrates how the
redefinition of the operator BF and the corresponding weak solutions naturally follow from
taking the limit. Second, the point processes Yi´1,jp¨q have intensity qi´1,jpρptqq at time t,
which by (17) is also a function of Y ptq. Moreover, as L and H have bounded norm, this
function is clearly still Lipschitz in Y ptq. To simplify the notation, from now on we simply
say that each Yi´1,jptq has intensity given by hpY ptqq at time t, for a Lipschitz continuous
function hp¨q. When we apply the scaling that we introduced in Section 4, we denote the
intensity by hnp¨q to emphasize that the argument is reduced by a factor n.
We now present the first result, which is the counterpart of Thm. 4.1.
Proposition 5.1. Consider the sequence of scaled processes Y np¨q, where Y nptq :“ 1
n
Y pntq.
Under Assumption 3.1 and if Xnp0q Ñ X¯p0q, we have, as nÑ8, that
Y np¨q a.s.Ñ Y¯ p¨q, u.o.c.
where Y¯ p¨q satisfies
Y¯ ptq “
ż t
0
hpY¯ psqq ds.
Proof. To prove the proposition, we can replicate the proof of [19, Thm. 8.1]. The conditions
are met, as hp¨q is Lipschitz in Y p¨q, and hp¨q has compact support and is therefore uniformly
bounded. 
We immediately present the diffusion limit for Y p¨q, which is the counterpart of Thm. 4.3.
Here Bh is the weak derivative of h, defined similarly as BF in Section 4. Also, Σ¯pY¯ ptqq is the
pd` 1qmˆ pd` 1qm diagonal matrix with the square roots of hpY¯ ptqq on the diagonal.
Theorem 5.2. Consider the sequence of centered and scaled processes tYˆ np¨qun, where Yˆ nptq :“?
n
`
Y nptq ´ Y¯ ptq˘ . Under Assumption 3.1 and if ?n |Xnp0q´X¯p0q| Ñ 0, we have, as nÑ8,
that
Yˆ np¨q ñ Yˆ p¨q,
where Yˆ p¨q satisfies
dYˆ ptq “ BhpY¯ ptqqYˆ ptq dt ` Σ¯pY¯ ptqq dBptq, Yˆ p0q “ 0,
with Bp¨q a pd` 1qm-dimensional vector of independent standard Brownian motions.
Proof. We begin by rewriting Yˆ np¨q by adding and subtracting the compensator of Y np¨q,
Yˆ nptq “ n1{2
ˆ
Y nptq ´ 1
n
ż nt
0
hnpY psqq ds` 1
n
ż nt
0
hnpY psqq ds´
ż t
0
hpY¯ psqq ds
˙
“ n´1{2Mnptq `
ż t
0
ΨnpsqYˆ npsq ds,
where we define the sequences of martingales tMnp¨qun and processes tΨnp¨qun by
Mnptq :“ Y pntq ´
ż nt
0
hnpY psqq ds, Ψnklptq :“
hkpY npsqq ´ hkpY¯ psqq
Y nl psq ´ Y¯lpsq
,
where k, l P t1, . . . , pd` 1qmu. In differential notation we thus have
dYˆ nptq “ ΨnptqYˆ nptq dt` n´1{2 dMnptq,
from which we derive, with ζnptq :“ şt
0
Ψnpsq ds and Zˆnptq :“ expp´ζnptqqYˆ nptq,
dZˆnptq “ n´1{2 expp´ζnptqq dMnptq. (18)
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Our derivation consists of three steps.
˝ In the first step we wish to show that expp´ζnp¨qq converges almost surely, u.o.c. toş¨
0
BhpY¯ psqq ds. By Proposition 5.1, Y nptq a.s.Ñ Y¯ ptq u.o.c. As the function hp¨q is almost
everywhere differentiable, we can rewrite the integral in the definition of ζnp¨q up to
the null set where the derivative does not exist. Combining these arguments, and using
that Bh is uniformly bounded, an application of the dominated convergence yields, for
t ě 0,
ζnptq a.s.Ñ ζptq :“
ż t
0
BhpY¯ psqq ds. (19)
By ‘continuous mapping’ and [15, Thm. VI.2.15] (bearing in mind that x ÞÑ ´ expp´xq
is increasing and continuous), we have
sup
sďt
| expp´ζnptqq ´ expp´ζptqq| a.s.Ñ 0.
˝ In the second step we show that the martingales n´1{2Mnp¨q converge weakly to a pd`
1qm-dimensional scaled Brownian motion. We want to apply the martingale functional
central limit theorem (MFCLT) [15, Thm. VIII.3.22]. To this end, we verify the
corresponding conditions. For every n, Mnp¨q is a compensated time-inhomogeneous
Poisson process with uniformly bounded rate, implying that n´1{2Mnp¨q is locally
square integrable, which is the first condition. Moreover, it is immediate that the
jumps n´1{2pMnptq ´ limsÒtMnpsqq ď n´1{2 Ñ 0, which by [15, Eqn. (VIII.3.5)] is
sufficient for the second condition.
Finally we need to verify that the normalized predictable quadratic co-variation
matrix, i.e., xn´1{2Mnyt, converges in probability to a deterministic limit. We may
assume, without loss of generality, that xMnk ,Mnl yt “ 0, since we can construct the
processes Y p¨q as independent unit-rate Poisson processes on a product space, and ap-
ply an absolutely continuous change of measure so that Y p¨q has the required intensity
(cf. [2, Section VI.2]). By construction and an application of Girsanov’s theorem, we
have xMnk ,Mnl yt “ 0 almost surely. To conclude our argument, we have
xn´1{2Mnyt “ n´1xMnyt “ diag
"
n´1
ż nt
0
hnpY psqq ds
*
“ diag
"ż t
0
hpY npsqq ds
*
a.s.Ñ diag
"ż t
0
hpY¯ psqq ds
*
,
where the convergence is a consequence of Proposition 5.1. By the MFCLT, it now
follows that n´1{2Mnp¨q converges weakly to a scaled Brownian motion B˜p¨q with
xB˜yt “ diagt
şt
0
hpY¯ psqq dsu.
˝ For the third and final step, we combine previous results to conclude weak convergence
of the stochastic integrals in Equation (18). We want to use [15, Thm. VI.6.22] for
which we need the so-called P-UT property, which follows from our second step and [15,
Prop. 6.13]. We use Slutsky’s lemma to obtain joint weak convergence of expp´ζnp¨qq
and n´1{2Mnp¨q and conclude that Znp¨q “ ş¨
0
n´1{2 expp´ζnpuqq dMnpuq converges
weakly to
ş¨
0
expp´ζpuqq dB˜puq. Finally, by applying ‘Slutsky’ again in combination
with ‘continuous mapping’, we obtain the weak convergence of Yˆ np¨q to a process Yˆ p¨q
defined through
dYˆ ptq “ BhpY¯ ptqqYˆ ptq dt` dB˜ptq, Yˆ p0q “ 0. (20)
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The stated result follows directly from (20), using the definition of B˜p¨q. 
We can now approximate the travel-time distribution by combining (16) with Proposition 5.1
and Theorem 5.2. In the next section, this procedure will be illustrated through a series of
examples.
6. Numerical Examples
Now that we have established fluid and diffusion limits for both ρp¨q and Y p¨q, we illustrate
their usefulness by a series of numerical experiments. These reproduce traffic phenomena like
forward propagation, backward moving jams, and shockwave formation. We start the section,
however, by assessing the validity and accuracy of the approximation.
6.1. Generating Diffusion-based Approximations. In our limit theorems, we have scaled
both the length of the cells and time by a factor n. However, this parameter n is ‘artificial’,
in that in a real-world situation, such a scaling parameter obviously does not have a physical
meaning. In this subsection we point out how our limiting results (for n large) can be converted
into approximations (in which n should not appear). We then focus on accuracy of the
resulting approximation by comparing it with simulation-based estimates.
6.1.1. Approximation; Role of Scaling Parameter n. We proceed by providing an approxima-
tion for the distribution of ρp¨q, based on the diffusion limit that we established in Section 4.
By an explicit calculation we then show that this approximation is independent of the scaling
parameter n, as it should.
In Theorem 4.1 and Theorem 4.3 we state limiting results for the processes ρnpntq and
ρˆnptq :“ ?npρnpntq ´ ρ¯ptqq. These show that
ρnpn ¨q a.s.Ñ ρ¯p¨q and ρˆnp¨q ñ ρˆp¨q.
Rewriting gives, for n large, an expression for ρnp¨q in terms of a fluid limit ρ¯p¨q and a (zero-
mean) Gaussian perturbation around it:
ρnpntq « ρ¯ptq ` 1?
n
ρˆptq.
To obtain the prelimit process ρp¨q back on the left-hand side, we reverse the scaling, by
slowing time down by a factor n and dividing cell lengths by ℓi{n. This gives the distributional
approximation
ρptq « ρ¯pt{nq ` 1?
n
ρˆpt{nq; (21)
here ρp¨q corresponds to cells of length ℓi, whereas the processes on the right-hand side corre-
spond to cells of length ℓi{n. Now we can show that the right-hand side of (21) actually does
not depend on n. For i P t1, . . . , du and j P t1, . . . , mu, we have
ρ¯ijpt{nq “ ρ¯ijp0q ` n
ℓi
ż t{n
0
qi´1,jpρ¯psqq ds´ n
ℓi
ż t{n
0
qi,jpρ¯psqq ds
“ ρ¯ijp0q ` n
ℓi
1
n
ż t
0
qi´1,jpρ¯p snqq ds´
n
ℓi
1
n
ż t
0
qi,jpρ¯p snqq ds.
Now, setting ρ¯˝ptq :“ ρ¯p t
n
q, we get
ρ¯˝ptq “ ρ¯˝p0q ` 1
ℓi
ż t
0
qi´1,jpρ¯˝psqq ds´ 1
ℓi
ż t
0
qi,jpρ¯˝psqq ds.
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For ρˆp¨q the calculation is similar. For i P t1, . . . , du and j P t1, . . . , mu,
1?
n
ρˆijpt{nq “ 1?
n
n
ℓi
ż t{n
0
∇qi´1,jpρ¯psqq ¨ ρˆpsq ds´ 1?
n
n
ℓi
ż t{n
0
∇qi,jpρ¯psqq ¨ ρˆpsq ds
` 1?
n
n
ℓi
ż t{n
0
b
qi´1,jpρ¯psqqdBi´1,jpsq ´ 1?
n
n
ℓi
ż t{n
0
b
qi,jpρ¯psqq dBi,jpsq
“ n
ℓi
1
n
ż t
0
∇qi´1,jpρ¯p snqq ¨
1?
n
ρˆp s
n
q ds´ n
ℓi
1
n
ż t
0
∇qi,jpρ¯p snqq ¨
1?
n
ρˆp s
n
q ds
` 1?
n
n
ℓi
1?
n
ż t
0
b
qi´1,jpρ¯p snqq dBi´1,jpsq ´
1?
n
n
ℓi
1?
n
ż t
0
b
qi,jpρ¯p snqqdBi´1,jpsq,
where we have used the scale-invariance of Brownian motion, i.e., Bps{nq d“ Bpsq{?n. By
setting ρˆ˝ptq :“ ρˆpt{nq{?n, we get
ρˆ˝ptq “ 1
ℓi
ż t
0
∇qi´1,jpρ¯˝psqq ¨ ρˆ˝psq ds´ 1
ℓi
ż t
0
∇qi,jpρ¯˝psqq ¨ ρˆ˝psq ds
` 1
ℓi
ż t
0
b
qi´1,jpρ¯˝psqqdBi´1,jpsq ´ 1
ℓi
ż t
0
b
qi,jpρˆ˝psqqdBi,jpsq.
In conclusion, we end up with the distributional approximation
ρp¨q « ρ¯˝p¨q ` ρˆ˝p¨q, (22)
which is independent of n. More specifically, we have that ρp¨q is approximately a Gaussian
process, where
Erρptqs « ρ¯˝ptq, varrρptqs « varrρˆ˝ptqs, (23)
with ρ¯˝p¨q being deterministic and ρˆ˝p¨q a zero-mean Gaussian process.
6.1.2. Validity and Accuracy of the Approximation. We proceed by validating the approxi-
mation (22) by simulation. We use the Daganzo MFD, cf. Example 1 in Section 3.3, with
parameters vf “ 100 km/h, w “ 20 km/h, qmax “ 1800 veh/h, ρjam “ 105 veh/km, λ “ 0
veh/h and ν “ 900 veh/h. We consider a segment with d “ 3 cells, each of them having
length ℓi “ ℓ, where ℓ P t1, 2, 5, 10u km, to illustrate that the accuracy of the approximation
improves when ℓ grows.
For the simulation, we consider a scenario that is initialized with ρp0q “ p70, 90, 40qJ and
runs on the time-interval r0, 1000 ℓs, in seconds. We estimate the mean and standard deviation
of ρpk∆tq, for ∆t “ ℓ and k “ 0, 1, . . . , 1000, using 1000 simulated samples. We compare this
with the approximated mean and standard deviation. We rely on (23), where we use (15) to
evaluate the variance.
The comparison of the means is given in Figure 2, whereas the comparison for the standard
deviations can be found in Figure 3. Both figures show that the difference between the curves
becomes smaller when ℓ increases.
6.2. Numerical Experiments. In the remainder of this section, we illustrate the use of
the limit theorems through a series of numerical experiments. Traffic researchers have tried
to replicate various phenomena in traffic, and did so quite well with deterministic kinematic
wave models, thus recovering the fluid limit. In this section we illustrate the usefulness of
our results, in that, in addition to replicating these phenomena with the fluid limit, we are
also capable of providing an approximation of the associated vehicle density variance and
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Figure 2. Comparison of ρ¯˝i ptq and Eρiptq, the latter estimated using simula-
tion, for i “ 1, 2, 3.
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Figure 4. Solution differential equations for ρ¯ptq and varrρˆptqs, Example 6.1 -
forward propagation.
covariance (where we have covariances in both the spatial and temporal sense). In addition
we demonstrate our procedure to approximate travel-time distributions.
For our experiments, we take the multi-class MFD from [3] (corresponding with Example 3.3
in Section 3.3), with parameters that are used in the numerical experiments of the original
paper, with a kilometer taken as unit length. We have vf1 “ 108 km/h, vf2 “ 79.2 km/h,
vc “ 61.2 km/h, L1 “ 0.0065 km, L2 “ 0.0165 km, N “ 3 and β “ 0.25. We refer to class 1
vehicles as cars and to the class 2 vehicles as trucks.
To obtain the Gaussian approximation of the mean and variance, we jointly solve the
differential form of (10) and (15) using a numerical solver. To obtain the matrix BQ, one
takes, for each regular point of Q, the derivative of the discrete flux-functions. In every non-
regular point, one assigns the maximum velocity of a vehicle to the components that are not
differentiable, so that BQ is bounded by a Lipschitz constant. Additionally, to obtain the
travel-time distribution, we use the analog of (14) for Yˆ , so that we can evaluate the tail
probabilities in (16) based on the joint normal approximation of Yi`k,jpt` xq and Yi´1,jptq.
Example 6.1 (Forward Propagation). In the first experiment, we use the results of Theorem 4.1
and Theorem 4.3 to study forward propagation. In the experiment, the first 5 cells initially
have a density of 60 veh/km of which 20% are trucks, and we let the system evolve over a time
interval of 2000 s, with ∆t “ 2 s. The experiment is taken from [3, Fig. 3], where d “ 100,
but with ℓi “ 600 m for each i. Under these parameters, the Godunov scheme is stable (cf.
[20, Section 10.6 and Eqn. (13.11)]).
Figure 4 shows the results of our experiment, with from left to right the total vehicle densi-
ties, the car densities, and the truck densities, where the dotted lines show the corresponding
95% confidence intervals. Note that the trucks propagate slower on average than the cars,
and that they dissipate slower from the initial density; they are more clumped.
Example 6.2 (Travel Times, for the setting of Example 6.1). To illustrate our approximation
of the travel-time distribution, we evaluated (16) with Y replaced by Yˆ , t “ 200 s, i “ 10,
k “ 39 and x P t0, 2, 4, . . . , 2000u, in the case of the above forward-propagation experiment.
First, in Figure 5, we have plotted the mean evolution of Yˆ with its associated 95% con-
fidence interval, at different points in time. The vertical gray lines are associated with the
position of cell 10 and cell 50, whereas the horizontal gray lines correspond with the peak of
the car and truck density in cell 10 at time t “ 200 s. From panel (b), we see that at time
t “ 200 s, Y¯10,1 « 93 and Y¯10,2 « 17. From panels (c)–(f) we observe that the cars arrive
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Figure 5. Evolution of Y¯ , with dashed line marking the 95% confidence in-
terval, given by varrYˆ ptqs; the light green line representing Y¯i,1ptq and the dark
green line Y¯i,2ptq.
at cell 50 (roughly) between t “ 1050 s and t “ 1150 s, and the trucks (roughly) between
t “ 1300 s and t “ 1400 s.
In Figure 6 we have plotted both the approximated distribution FˆTj p¨q and density fˆTj p¨q
of the travel time of type-j vehicles (j “ 1, 2), as derived from Yˆ in Figure 5. We remark
that one can empirically show that the travel-time distribution for cars is close to normal.
However, regarding the travel-time distribution for trucks a QQ-plot reveals a distribution
with significantly lighter tails. In general, from (16) we observe that the asymptotic normality
of the counting processes Yi,jp¨q does not imply asymptotic normality of the travel times.
Example 6.3 (Backward Moving Jam). This experiment illustrates our results in the case
of a backward moving traffic jam. This phenomenon in traffic is seen when there is a large
density on a given road segment, with the front dissipating and the back absorbing arriving
cars.The jam thus seems to be moving backward on the road; detailed background on moving
jams can be found in, e.g., [18].
In our numerical experiments, we set d “ 20, with ℓi “ 1 km for every i, with initial density
of 300 veh/km in cells 8 up to (and including) 12, and an initial density of 88 veh/km in the
other cells. Moreover, we set λ1 “ 4800 veh/h, λ2 “ 960 veh/h and ν “ 1.2, and we simulate
for 1500 seconds with ∆t “ 1 s.
Figure 7 shows the solution of the differential equations for ρ¯˝p¨q, summed over the vehicle
types, with the error bars indicating the standard errors corresponding to each cell; the i-th
panel corresponds with the situation after 300pi´ 1q seconds, for i P t1, . . . , 6u. We conclude
from the pictures that the approximation succeeds in replicating the phenomenon of the jam
moving backward.
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Figure 6. Approximated cumulative distribution function (where Fˆjpxq :“
PpT10,49,jp200q ă xq) and the corresponding density (fˆTj pxq) of travel times for
types j “ 1, 2, from cell 10 to cell 50, for cars leaving cell 10 at time 200 s.
It is also observed that the vehicle densities in the cells in front of the traffic jam have a
particularly large variability. This is due to the fact that vehicles approach the jam relatively
fast, resulting in a high in-flow rate for the cells in front of the jam. Note that this behavior
is consistent with a large scatter in the MFD at the onset of congestion. The cells behind the
jam (with index between 12 and 20, that is) also have increased in-flow (and later out-flow),
due to the dissipation of the traffic jam. As a consequence the variability (in terms of the
standard error) of the vehicle density increases, until the flow stabilizes, from which point on
the standard error goes down again.
Example 6.4 (Shocks). The final experiment illustrates how our results replicate shock waves,
an important topic in the theory of conservation laws [20, Section 7]. In this case, a fast small
density reaches a larger and slower downstream density. In traffic flow theory, such shocks
have been studied since [28].
In our experiment, we take d “ 40 with ℓi “ 0.6 km for each i. We simulate for 500 s
with ∆t “ 1 s. Initially, cells 20 up to 24 have a density of 350 veh/km, and cells 5 up to 9
have a density of 200 veh/km, with every other cell being empty initially. Figure 8 depicts
the evolution of the densities. The small density catches up with the large density, and one
can see how the densities merge at the back of the jamming density, while the front of the
jamming density dissipates.
Remark 6.5. Importantly, it is now straightforward to apply our results in a control context.
For example, suppose that one wants to prevent congestion in cell i. By lowering the maximum
speed in cells 1, . . . , i ´ 1 we alter the shape of the MFD in these cells. With our methods
we can assess to what extent this decreases the vehicle density in cell i. Moreover, the
corresponding variance allows us to determine the maximum velocity to be imposed in cells
1, . . . , i ´ 1 to make sure that the vehicle density of cell i remains below some predefined
acceptable level with probability of at most α P p0, 1q.
7. Extensions, Generalizations, Ramifications
In this section, we discuss a number of possible and relevant extensions, generalizations and
ramifications. To make the exposition as clear as possible, till this point we have worked with
the basic model of a single road segment and a simple form for the infinitesimal generator of
the underlying Markov chain. As we will make clear below, however, a considerably broader
class of systems can be dealt with analogously.
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Figure 7. Solution differential equations for ρ¯ptq and varrρˆptqs, Example 6.3 -
backward moving jam.
7.1. Networks. In the setup presented, we restricted ourselves to a single segment consisting
of cells, each of them endowed with its own discrete flux-function. This flux-function, say from
cell i to cell i` 1, was assumed to depend on the vehicle densities in the sending cell i as well
as the destination cell i` 1. Upon inspecting the framework in [19, Ch. 8], however, one sees
that it is allowed to consider flux-functions that depend on the vehicle densities in all cells in
the segment. This observation makes it straightforward to generalize our framework to road
segments, each consisting of a number of cells, that are embedded in a network (with nodes
that connect the first and last cells of the segments). By extending Assumption 3.1, so that
each q˜i is a function of the densities in an arbitrary set of cells, the fluid limit and diffusion
limit results carry over, as well as the results on the travel times.
Of course, it is not immediately clear that, for a general network and an arbitrary MFD,
there exists a unique solution of the corresponding Riemann problem (now on a network),
that in addition satisfies the regularity properties of Assumption 3.1. In [5, Section 2.3], it
is explained how an arbitrary network can be captured by a network that only connects two
upstream cells to one downstream cell, or vice versa; this reduction property simplifies the
problem of finding a discrete flux-function considerably. In the remainder of [5], the discrete
flux-function for the Daganzo MFD (i.e., our first example in Section 3.3) is found. Moreover,
under this simplification of the network structure, one can solve the single-class case under
fairly general conditions on the MFD; cf. [9, Ch. 4, 5]. For the multi-class case, to the best
of the authors’ knowledge, no general results exist, but there are solutions for specific MFDs
(see [24] and references therein). Likewise, for other proposed multi-class MFDs, which are
often functions with strong regularity properties, one would envisage that solutions to the
network Riemann problem can be found.
The generality of our model, and the flexibility of the framework of [19, Ch. 8], make it
possible to include behavior of vehicles that is specific to merging and diverging situations.
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Figure 8. Solution differential equations for ρ¯ptq and varrρˆptqs, Example 6.4 - Shocks.
More specifically, since discrete flux-functions in our model can be cell-dependent, we can
model merging and diverging behavior of vehicles (or even more complicated flow structures),
using special ‘merge’ and ‘diverge’ flux-functions. As long as these functions satisfy the
regularity conditions in Assumption 3.1, the results from Sections 4 and 5 go through.
Finally, we can also explicitly model the routing of the vehicles through the network. In
traffic flow theory, there are two major ways of routing vehicles on networks. The first is
to route deterministically. This can be done by working with origin-destination pairs, where
every vehicle has a fixed route from the origin to the destination; see, e.g., [9, Ch. 7]. In our
setup we can incorporate this mechanism by treating vehicles using a specific route as a type,
with suitable boundary conditions (describing the arrivals at the origin and departures at the
destination). The second approach is to route probabilistically, see, e.g., [5] or [9, Section
5]; think of the turning rates of vehicles at junctions. In the case where a number of flows
merges into one flow at a junction, and when the system is saturated at the point of merging,
a probability distribution is used to describe the contribution of the merged flows to the total
flow out of the junction. This probability distribution controls the rate at which vehicles from
each of the merging cells yield to vehicles from the other cells.
7.2. Generalized transition rates. In practice, the model’s stochastic dynamics need not
be homogeneous in time. One would, for instance, wish to accommodate a daily pattern with
rush hours and more quiet periods. This can be realized by making the arrival rate (to cell 1)
and departure rates (from cell d) time-dependent. To preserve the results in Sections 4 and 5,
we can scale the rates of Y p¨q by a factor n (instead of scaling time), besides the scaling of
the cell lengths; in the setup we have studied in the previous sections, in which the Poisson
processes do not depend on time, scalings time and scaling the rates of Y p¨q are equivalent.
Additionally, we can let the discrete flux-function from Assumption 3.1 be stochastic itself,
as was suggested in [27]. As long as the fluid limit of the associated Poisson processes is
deterministic and continuous, the results from Sections 4 and 5 remain valid, albeit with a
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different limit. One typically gets that in the fluid limit all quantities are replaced by their
time-average counterpart, whereas in the diffusion limit one obtains a larger variance, as a
consequence of the uncertainty that has been added to the model. One possible way to obtain
a stochastic MFD would be to periodically resample the MFD’s parameters. Another option
is to let the model’s transition rates depend on exogenous influences (for instance the weather).
This could be achieved by introducing an external (e.g. Markovian) background process, where
the state of this process determines the current value of the transition rates. We refer to, e.g.,
[16] for a derivation of fluid and diffusion limits in a related type of networks, viz. a network
of Markov-modulated infinite-server queues. In other contexts, a similar methodology has
been used, in e.g., [12, 30].
8. Concluding Remarks
In this paper, we have developed a Markovian model for vehicle densities in a multiple-
type road traffic network, with dynamics that are consistent with state-of-the-art traffic-flow
models. As this model does not allow any explicit analysis, we have resorted to an asymptotic
framework. More concretely, we have established a fluid and diffusion limit: scaling the lengths
of the cells and time by n, and appropriately centering and normalizing the vehicle densities,
the resulting process converges, as n Ñ 8, to a Gaussian process. This diffusion limit can
be used to produce an approximation for the vehicle density distribution in time. Along the
same lines, an approximation for the travel-time distribution has been developed. In a set
of numerical experiments we have concluded that the resulting approximations are highly
accurate; in addition, we have shown that our model is capable of reproducing various known
traffic phenomena.
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