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Abstract—The paper addresses possibilities of extracting information from music-related actions, in the particular
case of what we call sound-tracings. These tracings are recordings from a graphics tablet of subjects’ drawings
associated with a set of short sounds. Although the subjects’ associations to sounds are very subjective, and thus
the resulting tracings are very different, an attempt is made at extracting some global features which can be used
for comparison between tracings. These features are then analyzed and classified with an SVM classifier.
1. Introduction
Navigation and search in music information retrieval
(MIR) systems often focus on using either verbal de-
scriptors or sonic features as input parameters. From
our studies of peoples’ spontaneous body movement
to musical sound [3], [6], [5], [7], we believe there is a
large, and largely undiscovered, potential in using body
movement in navigation and search of sound and music
collections. In our effort to develop such systems we are
currently exploring machine learning techniques that can
help in extracting relevant features from music-related
body movement, musical sound and the relationships
between movement and sound.
In this paper we report on a machine learning system
for extracting relevant features from data of subjects’
spontaneous “drawing” of short sounds. This we call
“sound-tracing” and can be seen as a way of sketching
salient features in the perceived sound. Just in the same
way as sketching of visual material (e.g. cartoons) tend
to emphasize some salient features of the people or
objects being drawn, we believe that a similar type of
approximate rendition of actions corresponding to some
perceptually salient features in the musical sound may
be seen in sound-tracing.
To test this in practice, we carried out a pilot experi-
ment where subjects were asked to sketch quickly some
features they associated with the sound. A qualitative
analysis of the material was presented in [5], and here
we will present a machine-learning approach to the same
material. The main interest in the sound-tracing study
was to see what types of sonic features the subjects
would respond to, and how they would trace these
features with the digital pen, for instance:
• Mimicking the sound-producing action(s), e.g. im-
pulsive (short burst of effort followed by relaxation),
sustained (continuous effort) and iterative (a rapid
series of small and/or back-and-forth movements).
• Tracing features in the musical sound, e.g. dynamic
envelope, pitch contours, timbral development.
• Drawing something which reflects the emotional re-
sponse to the sound, e.g. being “lifted” or “floating.”
• A combination of the above.
Some of these alternatives are related to specific fea-
tures present in either the sound itself or in the imagery
of the sound-producing action, while others are more
general in nature. This span from a detailed rendering
of features to general sensations of the musical sound,
is what could be called ”variable acuity” [5].
A related experiment by the authors has been reported
in [10]. Here, the sound-tracings have been extended to
three-dimensional position data retrieved from a motion
capture system, and are utilized for classification from a
set of different sounds. Other experiments on feature ex-
traction and classification related to musical movements
can be found in [2]. However, this work is primarily
undertaken on full body movements and the goal is to
recognize emotional states.
The paper is organized as follows: The next section
describes the data collection process, while Section 3 de-
scribes feature extraction from this data. Then Section 4
describes the setup of the experiments. Section 5 reports
results from the experiments, while Section 6 discusses
these results. Finally, Section 7 concludes the paper.
2. Data Collection
An A4 Wacom Intuos 2 graphical tablet was used
for the study, giving information about XY position,
pressure and XY rotation of the digital pen on the tablet.
Fig. 1: Sound tracings for sound 5 from the 9 subjects.
Nine subjects were recruited ranging from novices to
experts: 3 subjects with no or little musical training, 1
subject with little musical, but extensive dance training,
and 5 subjects with music performance studies.
The subjects were presented with 30 short sounds and
each of the sounds would be followed by a duration
of silence equal in length to the sound being played.
The instruction was to listen to the sound, and then
draw the movement associated with the sound during
the silence. We did not specify what type of drawings
they should make nor which features in the sounds they
should follow. For a sample of the results see Fig. 1.
The sounds were between 2 and 6 seconds in duration
and were chosen to represent the three main sound types
described by [11]: impulsive, sustained and iterative. The
sounds were also selected so as to have different pitch
and timbral/textural content: stable, changing/unstable
or undefined. This combination of basic dynamical and
pitch/timbre-related envelopes is the basis for a first
and overall classification of sonic objects, what is called
the typology in [11], and which may be supplemented
by more detailed descriptions of internal features, e.g.
various patterns of fluctuations, in what is called the
morphology in [11].
3. Feature Extraction
From the raw data acquired as described in the previ-
ous section it is necessary to extract a set of features
for input to a classifier system. From observation of
the position plots of the tracings, it becomes apparent
that the shape and position of the tracings can vary
significantly between different tracings of a single sound,
while some common qualities still can be perceived for
many of the tracings. We therefore disregard positions
and the overall shape of the tracings and concentrate on
the features listed in Tab. I, which also includes example
values from the shapes shown in Fig. 2.
The start and end points have been defined as the first
sample with a positive pressure and the last sample with
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Fig. 2: Example tracings A (a) and B (b) from the same
subject for two sounds, showing different qualities.
feature Tracing A Tracing B
duration 2.728 3.064
segment count 1 1
length 3.0 1.8
average speed 1.1 0.6
angle sum 16.5 62.5
curviness 6.1 20.4
growth 0.6 20.4
pressure sum 250.0 253.5
intensity 0.9 0.8
air distance 0.9 0.4
detour 3.1 5.0
TABLE I: Features and values for example tracings A
and B, which can be seen in Fig. 2.
a positive pressure in the set of samples for one tracing.
Duration is then the time difference between the start
point and the end point. A tracing can be divided into
several segments by having regions where the pressure
equals zero, this defines the feature segment count. The
length is the sum of distances between all consecutive
sample points which have a positive pressure. The aver-
age speed is then simply length divided by duration. The
calculation of angle sum consists of constructing two vec-
tors from three consecutive points with positive pressure
and calculating angle between them, and summing all
the angles along the tracing. Curviness is then a normal-
ization of this: angle sum divided by duration. The growth
is the angle between the vector defined by the start point
and the end point, and a horizontal line. Pressure sum is
simply the sum of pressures for all sample points, while
intensity normalizes this by dividing pressure sum with
duration. Air distance is the shortest distance from the
start point to the end point, not necessarily following
the tracing, and detour the length divided by the air
distance. All in all, these features resemble various types
of qualitative features that can be observed from the
sound-tracings, both dynamic and kinematic.
4. Classification experiments
With the developed set of features we have made an
attempt at classifying the different sound-tracings into a
given set of categories.
We have chosen to perform classification experiments
on three different category subdivision schemes of the
data set. The first subdivision scheme simply treats each
sound as a separate class, giving 30 classes in total.
The two other schemes reduce the number of classes
by grouping some of the sounds together according to
the manual sound classification performed earlier. The
most drastic scheme reduces the number of classes to
three, by grouping the sounds by their main sound type,
as described in Section 2. The final scheme reduces the
number of classes to six, and is an attempt to have a
more even distribution of classes to the feature vectors.
Here, the subdivision is based on type, as in the three-
class scheme, however some further subdivision based
on pitch and timbre qualities is performed, as can be
seen in Tab. II.
class # sound type internal qualities
1 impulsive stable pitch/timbre
2 sustained stable pitch/timbre
3 sustained unstable pitch/timbre
4 sustained stable pitch, unstable timbre
5 iterative varying
6 impulsive unstable pitch/timbre
TABLE II: Class description for the six-class scheme.
For classification, the support vector machine (SVM)
method has been chosen [1]. SVMs employ a principle
of structural risk minimization, which typically yields
good generalization performance when compared to
other classifier paradigms. For all category setup exper-
iments C-SVMs with RBF kernels have been used. The
parameters C and gamma have been chosen separately
for each of the category experiments through parameter
search tools available in the LIBSVM package [4], which
also do scaling of the input features. In addition to the
SVM classifier, a verification experiment employing a
reference classifier, k-nearest-neighbors (kNN), has been
undertaken. A k value of 5 was used for all subdivi-
sion schemes. For evaluation of the classification accu-
racies, 10-fold cross validation with stratified sampling
is performed. As an attempt to evaluate the relevance
of the different features, feature weights are obtained
through an application of the relief method [8], using
10 neighbors. The classification and feature weighting
experiments have been conducted with the data mining
framework RapidMiner [9].
5. Results
The classification results from the SVM classifier are
shown in Tab. III. Accuracies are shown for the results
on the training set, indicating the approximation per-
formance, and the test set, showing the generalization
performance. The application of the kNN classifier pro-
duced test accuracies of 17.8%, 40.7%, and 67.4%, for 30,
6, and 3 classes respectively. In order to get a more de-
tailed insight into the classification result, the class recall
percentages are shown in Figure 3. These numbers show
the classifier’s ability to detect the different categories.
train test
30 classes 49.6% 21.5%
6 classes 62.2% 44.4%
3 classes 75.6% 67.4%
TABLE III: Clssification accuracy with SVM.
6. Discussion
This section discusses the experimental results and
indicates possible future improvements.
6.1. Classification Accuracy
The classification results from Table III indicate, as
expected by visual inspection, that the classification of
the sound tracings is a difficult task. It is however still
uplifting that, even in the 30 categories case, it is possible
to extract some information and perform classification
which is considerably better than random guessing.
From the class recall results in Figure 3 one can see
that in the case 30 categories subdivision scheme not all
classes are detected, while some classes have a relatively
high recall rate. This could be explained by several
tracings looking relatively similar, such that either the
different qualities of some sounds are not reflected in
the tracings, or that the feature extractor is not able to
distinguish such possible subtle features.
The three-class subdivision scheme gives relatively
good classification results, however this is expected as
the majority of the input vectors belong to class 2 (a
classifier always predicting 2 would give 60% accuracy)
and it is therefore more interesting to look at the six-class
subdivision scheme, with a more equal distribution of
input vectors over classes. Here, a relatively even class
recall distribution is obtained. However, one can observe
slightly worse performance with class 6, which is a sub-
class of the impulsive-type sounds with relatively few
training samples. It is then interesting to note that class
5, which also has few training samples, but covers all of
the iterative-type sounds, gives a good recall.
The classification results obtained from the kNN clas-
sifier were only slightly worse than the results from the
SVM classifier, indicating that there is not very much
to gain from the discriminative power of SVM over a
simple approach like kNN on the current features.
It is also unclear how much better, if better at all,
a human would be able to classify the tracings, given
the big variations within each class and similarities
between classes. Performing such an experiment would
be interesting for further investigations.
6.2. Features and Data Set
It seems clear that the information extracted from the
tracings is not sufficient for high precision classification,
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Fig. 3: Class recall.
and we speculate that this is more due to the lack of
information in the tracings themselves rather than a
problem of the feature extraction.
Future improvements to the feature extraction could
include the analysis of acceleration features, and possibly
the acceleration sequence over time. In addition, it could
be interesting to distinguish better between different
types of ”curviness” such as ”jerkiness” which detects
the amount of hard corners in the tracing.
Given the small number of tracings in the data set,
the variations are large and it would be desirable with
more data for the training. This could possibly reduce
the number of ”noise” tracings, but depending on the
subjects it could also open for even more interpretations
giving more variety.
6.3. Suitability for Applications
It should be noted that the current classifiers have
been trained on a data set with tracings from different
subjects. For some applications, such as in navigation
of sound collections, it could be possible to have one
classifier per user. This would allow for an initial training
phase where more consistent training data from the
single user is collected.
It could be interesting for future applications to be able
to extract information from longer, composite tracings.
This could be achieved by local classification on ex-
tracted segments, or by treating the features as sequences
which could be classified by hidden markov models or
other temporal methods.
7. Conclusion
We have proposed a set of features for classification
of music-related actions in the form of sound-tracings,
and analyzed the performance of classification based on
these features. Although higher classification accuracy
is desired, it is shown that some useful information
can be extracted from subjective sound-tracings. Factors
which could improve classification accuracy include: a
more extensive data set, the training of classifiers for
single users, and further extension and refinement of
the feature extraction. The abovementioned points are
subject of future work, as well as performing a study
on human classification performance in order to have a
basis for comparison.
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