In this paper we study the problem of variable selection for the proportional odds model, which is a useful alternative to the proportional hazards model and might be appropriate when the proportional hazards assumption is not satisfied. We propose to fit the proportional odds model by maximizing the marginal likelihood subject to a shrinkage-type penalty, which encourages sparse solutions and hence facilitates the process of variable selection. Two types of shrinkage penalties are considered: the LASSO and the adaptive-LASSO (ALASSO) penalty. In the ALASSO penalty, different weights are imposed on different coefficients such that important variables are more protectively retained in the final model while unimportant ones are more likely to be shrunk to zeros. We further provide an efficient computation algorithm to implement the proposed methods, and demonstrate their performance through simulation studies and an application to real data. Numerical results indicate that both methods can produce accurate and interpretable models, and the ALASSO tends to work better than the usual LASSO.
INTRODUCTION
One main issue in survival analysis is to study the dependence of the survival time T of patients on various clinical covariates Z = (Z 1 , . . . , Z p ). Though the proportional hazards model [1] has been widely used in survival data analysis, it may not be an appropriate choice when homogeneity between different groups increases with time. For example, if the hazard functions for two treatment groups converge to the same limit, the proportional odds model is preferable to the proportional hazards model for such data [2] [3] [4] [5] [6] . In this paper, we focus on the proportional odds model and develop new methods for joint model estimation and variable selection. Variable selection refers 3772 W. LU AND H. H. ZHANG to the process of selecting from Z 1 , . . . , Z p those that are most associated or predictive of the survival time. Variable selection is fundamental to survival modelling, and an effective variable selection can lead to better risk assessment and model interpretation. In ordinary linear regression, there are a variety of classical techniques for variable selection such as forward selection, backward elimination, and stepwise selection; see References [7, 8] for a thorough review on these methods. To gauge the number of variables included in the model, Mallows' C p [9, 10] , Akaike's information criterion [11, 12] and Schwarz's Bayesian information criterion [13] are widely used. However, classical methods like stepwise selection procedures can be expensive in computation for large data sets and often suffer from high variability. The nature of censored data makes variable selection a challenging problem in survival data analysis. Recently, shrinkage methods have been proposed for Cox's proportional hazards model based on the partial or pseudo-partial likelihoods. Among them, the LASSO [14, 15] and the SCAD [16, 17] are popular and have shown good performance in practice. More recently, the adaptive-LASSO (ALASSO) [18, 19] was proposed for linear models and shown to produce parsimonious models more effectively than the LASSO; Zhang and Lu [20] studied the ALASSO estimator for Cox's proportional hazards models. However, very little work has been done for variable selection in the proportional odds model. One main difficulty in dealing with the proportional odds model is that the partial likelihood function is not available. In this paper, we adopt the marginal likelihood procedure [21] and propose the penalized marginal likelihood method for variable selection in the proportional odds model. Both the LASSO and ALASSO penalties are investigated in the context of maximizing the constrained marginal likelihoods.
The next section gives the marginal likelihood function for the proportional odds model. In Section 3, we present the penalized marginal likelihood methods with the LASSO and ALASSO penalties. An efficient algorithm is proposed for optimizing the penalized log marginal likelihood functions. In Section 4, we discuss the choice of tuning parameters with the generalized cross validation (GCV) score. We also derive the sandwich-type formula to estimate the standard errors (SEs) of our estimates. Section 5 is devoted to simulation studies and one application to a real data set from the Veteran's Administration lung cancer study. Some final remarks are given in Section 6.
MARGINAL LIKELIHOOD FOR THE PROPORTIONAL ODDS MODEL
In a survival analysis setting with right censored data, we observe n independent copies of T i = min(T i , C i ), where T i is the time until the occurrence of some event of interest, C i is a censoring time, and i = I (T i C i ) is the censoring indicator. For the ith individual, let Z i j be the jth covariate value and Z i = (Z i1 , . . . , Z i p ) T be the p-dimensional vector of covariates. Let S(t|Z) denote the conditional survival function of T given Z and S 0 (t) denote the completely unspecified baseline survival function for an individual with Z = 0. The proportional odds model assumes that
where b = ( 1 , . . . , p ) T is the regression parameter vector. The proportional odds model (1) can be equivalently written as
where
and follows the standard logistic distribution, i.e.
For the proportional odds model, the usual partial likelihood function of b is not available. Therefore, we choose to estimate the model by maximizing the marginal likelihood function [21] . To be specific, let T (1) < · · · <T (K ) denote the ordered uncensored failure times in the sample and define T (0) = 0, T (K +1) = ∞. For 0 k K , let L k denote the set of labels i corresponding to those observations censored in the interval [T (k) , T (k+1) ). Due to the censoring scheme, the complete ranks of T i 's are not observed. Let R denote the unobserved rank vector of T i 's and let C denote the collection of all possible rank vectors of T i 's consistent with the observed data
, where the probability is with respect to the underlying uncensored version of the study. Following Lam and Leung [21] , L n,M (b) can be represented as
where (3) is independent of the non-parametric function H , or it is baseline-free. Since the integral in (3) has no analytical form, we use the importance sampling method [22] to approximate (3) . Towards this, we multiply and divide the integrand in (3) by
where the constant c is the total number of possible rank vectors in C. It can be shown that (4) is the density function of V (1) 
where the expectation is with respect to the density (4) and
represent B independent realizations of the uncensored order statistics of a random sample of size n from the uniform distribution under the progressive type II censoring scheme. 
VARIABLE SELECTION FOR PROPORTIONAL ODDS MODEL

Penalized marginal likelihood methods
Recall that
The LASSO, proposed by Tibshirani [14] in linear regression settings, is the penalized least squares estimates with the L 1 penalty. It was also studied for Cox's proportional hazard model by Tibshirani [15] . Overall the LASSO estimates achieve a smaller mean-squared error (MSE) than the ordinary least squares estimates. For the proportional odds model, we first consider the penalized marginal likelihood with the LASSO penalty
The nature of the L 1 penalty shrinks small coefficients to be exactly zeros and hence results in a sparse representation of the solution. Thus, the LASSO does a kind of continuous subset selection. Here 0 is a tuning parameter which controls the amount of shrinkage: the larger the value of , the greater the amount of shrinkage. In Section 4, we suggest the use of GCV to choose .
One drawback of the LASSO penalty is that the estimates for important covariates may suffer from substantial bias [24] . The reason is that the same penalty is applied to all the coefficients: larger values of give sparser solutions at the price of causing larger bias to non-zero coefficients. Alternatively, we can impose the ALASSO penalty on the marginal likelihood
where the non-negative weights s = ( 1 , . . . , p ) T are chosen adaptively by data. The 's are regarded as leverage factors, which adjust penalties on the coefficients by taking large values for unimportant covariates and small values for important ones. As for the choice of s, any consistent estimate of b can be good candidates [18] [19] [20] . Denote the maximum marginal likelihood estimate (MMLE) ofl n,M byb. Sinceb are shown to be consistent [21] , their absolute values reflect the relative importance of covariates. Therefore, we choose
If˜ j = 0, we set the solutionˆ j = 0. When equal weights are used in (8) , the ALASSO reduces to the standard LASSO.
Computation algorithm
We provide an iterative computation algorithm to solve (9) . By slightly modifying the weights, we can solve the LASSO with the same algorithm. The proposed algorithm uses the Newton-Raphson 
The modified the shooting algorithm [25] to minimize (10) is presented in the Appendix. For any fixed , the following is a complete algorithm to compute the ALASSO solution. 
STANDARD ERRORS AND PARAMETER TUNING
Standard errors of ALASSO estimates
Assume b 0 is the true value of b. Since the ALASSO estimates are non-linear and non-differentiable functions of the response values for any fixed , it is difficult to obtain an accurate estimate of their SEs. We use the conventional technique in the likelihood setting and approximate the covariance matrix of the ALASSO estimates using the corresponding sandwich formula.
Since the ALASSO penalty function is singular at the origin, it does not have continuous secondorder derivatives. However, it can be approximated by a quadratic function. Given an initial value b (1) that is close to the ALASSO minimizer, if (1) j is very close to zero, then setˆ j = 0. Otherwise, following the LQA algorithm proposed by Fan and Li [24] and recently studied by Hunter and Li [26] , we can approximate the penalty function locally by a quadratic function
We use the second-order Taylor expansion for the log marginal likelihood function
Then (9) can be locally approximated (except for a constant term) by At the (k + 1)th step, the solution in the Newton-Raphson algorithm is updated bŷ
. Then the corresponding sandwich formula for the covariance matrix ofb is
Since the MMLE estimateb is consistent for the true parameter b 0 , we have the linear approximationb
, which leads to
Combining (15) and (16), we get the covariance of the ALASSO estimatorb
Sincel n,M (b) is obtained by importance sampling [22] , the Monte Carlo simulation introduces additional variations in the estimation of b. In fact, the variance ofb (when = 0) should be {∇ 2 l(˜ )} −1 + S, where S represents the share of the variability due to Monte Carlo simulations. However, as noted by Lam and Leung [21] , S is relatively small compare to {∇ 2 l(b)} −1 and can be ignored for estimating the variance ofb. Therefore, we ignore the variation due to the Monte Carlo simulations when computing the variances of the ALASSO and LASSO estimates.
Parameter tuning
To estimate the tuning parameter , we use the GCV criterion [27] , which was also used for tuning in Cox's proportional hazards model [15, 16, 20] . At convergence, the ALASSO solutionb can be approximated by a ridge regression estimator {∇ 2 l(b) + n A} −1 X Y. Therefore, the number of effective parameters in the ALASSO estimate can be approximated by 
The GCV-type statistic is then constructed as
NUMERICAL STUDIES
Simulation study
We compare the MMLEs, the LASSO, and the ALASSO estimates in terms of their MSE, model size, and variable selection accuracy. Following Tibshirani [15] , we report the median of the MSE (b − b) T (b − b) over 50 simulations for each method. Here is the population covariance matrix of the covariates. We also show the average numbers of correct and incorrect zero coefficients in the final models. Generalized cross validation is used to estimate the tuning parameter for the ALASSO and LASSO. All simulations are done with R codes and available upon request. The proportional odds model (2) is considered for the survival times. The base design contains eight covariates (Z 1 , . . . , Z 8 ), which are marginally standard normal and the correlation between Z j and Z k is | j−k| for j =k, with = 0.2. The regression coefficients are chosen as b = (−0.7, 0, 0, −0.7, 0, 0, −0.7, 0) T , and thus only Z 1 , Z 4 , and Z 7 are important covariates. We choose H (t) = 3 log(t). Censoring times are generated from the uniform distribution over [0, c 0 ], where c 0 is chosen to obtain the desired censoring rate. We consider two types of censoring rate: 25 and 40 per cent, and two sample size settings: n = 100 and 200. Table I summarizes the MSEs and variable selection results for three methods under four different settings. Overall, the ALASSO works the best and the LASSO is second best in terms of median MSE and the correct number of zero coefficients appearing in the estimates. For example, with 25 per cent censoring In Table II , we compare the biases of the LASSO and ALASSO estimates in various settings. For ordinary linear models, it is well-known that, although both procedures can produce consistent regression coefficients asymptotically, their shrinkage nature tends to produce biased estimates for finite samples. Table II shows that the ALASSO solutions consistently have smaller bias than the LASSO in all the settings and the differences are substantial. In addition, when the sample size increases, both procedures improve in term of bias reduction. This can be regarded as empirical evidence for the asymptotic consistency of the estimates.
To test the accuracy of the proposed SE formula given in Section 4, we compare the sample SEs with their estimates obtained using (13) . For the LASSO estimates, we use the formula in Tibshirani [15] to compute their SEs. In Table II , we summarize the mean of the estimated SEs and the sample SEs from Monte Carlo simulations. The estimated SEs for both LASSO and ALASSO estimates are reasonably close to their sample SEs. Overall, the ALASSO estimated SEs for all important effects are closer to the sample SEs than the LASSO. The estimated SEs of the LASSO tend to underestimate the sample SEs, which was also observed by Tibshirani [15] in the Cox's proportional hazards model. When n increases from 100 to 200, the performance of SE estimation formula for both procedures shows significant improvement.
Application to lung cancer data
We apply all the three methods to the data from the Veteran's Administration lung cancer trial [28] . In this trial, 137 males with advanced inoperable lung cancer were randomized to either a standard treatment or chemotherapy. There are six covariates: treatment (1 = standard, 2 = test), cell type (1 = squamous, 2 = small cell, 3 = adeno, 4 = large), Karnofsky score, months from diagnosis, age, and prior therapy (0 = no, 10 = yes). The data set has been analysed by many authors such as Tibshirani [15] [21] . The ALASSO selects cell type (small versus large, adeno versus large) and Karnofsky score as important variables, while the LASSO selects one more cell type (squamous versus large). The optimal tuning parameter selected by GCV for the ALASSO is = 0.034. It is easy to notice that the models obtained by MMLE, LASSO, and ALASSO are nested. Based on a likelihood ratio-type test (suggested by one referee), we conclude that the model selected by LASSO is better than MMLE, and the model obtained by ALASSO is better than LASSO for this example.
We also fit an augmented model by including the interaction effects between treatment and other covariates. The MMLE analysis shows that none of the interaction effects is significant, the ALASSO procedure does not select any interaction terms either, while the LASSO selects two interaction terms (treatment with squamous versus large, and treatment with small versus large).
DISCUSSION
In this paper, we have studied the penalized marginal likelihood method with the LASSO and ALASSO penalties for variable selection under the proportional odds model. Based on the numerical study results, the ALASSO shows better performance in terms of variable selection and model estimation than the MMLE and its LASSO variant. Simulation results also show that lower the censoring rate, better the performance given by both procedures in terms of estimation and variable selection. Furthermore, the ALASSO has been shown to own oracle properties for linear models [19] and Cox's proportional hazards model [20] , which suggests that its bias tends to zero when n goes to infinity. For finite samples, like all other shrinkage estimators the ALASSO may have 3780 W. LU AND H. H. ZHANG noticeable bias, as observed in our simulations. A possible way to correct the biases in the estimates is to use a two-step procedure: firstly, we select important variables with the ALASSO procedure; secondly, fit the MMLE with the selected variables at the first step.
The choice of the weights j 's is very important for the ALASSO. In the paper, we suggest using the inverse of the absolute MMLEs. But other consistent estimates can also be used. Like most other variable selection methods, the proposed method should work for any data set with n> p. In some complicated situations, for example, in high-dimensional gene expression data the number of covariates p is much large than the sample size n, consistent estimates˜ j 's may not be available. We suggest using some robust estimates such as ridge or the LASSO estimates to construct the weights.
We implemented the proposed computational algorithm in R. The codes are robust and converge quickly in all of our examples. The R code can be downloaded from www4.stat.ncsu.edu/∼lu, and www4.stat.ncsu.edu/∼hzhang.
APPENDIX
We have modified the shooting algorithm [25] to solve the penalized least squares 
