A tiling is a cover of R d by tiles such as polygons that overlap only on their borders. A patch is a configuration consisting of finitely many tiles that appears in tilings. From a tiling, we can construct a dynamical system which encodes the nature of the tiling. In the literature, properties of this dynamical system were investigated by studying how patches distribute in each tiling. In this article we conversely research distribution of patches from properties of the corresponding dynamical systems. We show periodic structures are hidden in tilings which are not necessarily periodic.
Introduction
Prouhet-Thue-Morse sequence is a sequence of 0 and 1 defined by a word substitution and appears several contexts in mathematics (see [1] ). Tiling substitution is a natural generalization of word substitution (see Section 4) . Here a tiling is a cover of R d by tiles such as polygons, such that each two tiles overlap only on their borders. Tiling substitutions generate tilings called self-affine tilings. Such tilings can be seen as geometric versions of sequences.
From a tiling T of R d (which is not necessarily defined via substitution) one can construct a compact Hausdorff space Ω T (called continuous hull) and an R d -action on it. Relation among properties of T , properties of the topological space Ω T and properties of the dynamical system (Ω T , R d ) has been investigated in the literature. See [6] for the spectral properties of the dynamical system corresponding to word substitutions. [10] , [11] research a tiling version of this spectral analysis. Relations between properties of tilings and properties of their continuous hulls are investigated in for example [2] , [5] . For this see also [9] .
In this article we study a relation between distribution of patches in tilings and the spectral property of the corresponding dynamical systems. Here a patch is a configuration consisting of finitely many tiles which appears in a tiling. In [10, Theorem 4 .1], Solomyak proved that, for self-affine tilings, the corresponding dynamical systems are not mixing. (Each corresponding dynamical system always has a unique invariant probability measure.) In the proof, Solomyak used a fact that, given a patch P and a certain vector x (called a return vector), there are "many" copies of the patch P ∪ (P + φ n x) in the tiling. Here φ is the expansion map and n is a large integer. A return vector for a tiling T is a vector x ∈ R d such that there exists a tile T ∈ T such that T + x ∈ T .
In another theorem [10, Theorem 6 .1], Solomyak proved that if, given a patch P, a copy of the form P + y of P in a self-affine tiling almost always accompanies a copy of the form P + y + φ n x, where x is a return vector, then the associated dynamical system has pure discrete spectrum. In other words, the set of eigenfunctions form an orthonormal basis for L 2 (µ), where µ is the unique invariant probability measure of (Ω T , R d ).
In both theorems, properties of distribution of patches imply properties of dynamical systems. It is natural to ask then, whether we can find a converse implication. In this article we answer this question: we deduce properties of distribution of patches from spectral properties of the corresponding dynamical systems. We deal with three classes of tilings. In Section 3, we deal with general "nice" tilings such that 0 is a limit point of the set of eigenvalues of each corresponding dynamical system. Here "nice" means that the tiling has FLC (Definition 2.10), is of finite tile type (Definition 2.7) and repetitive (Definition 2.30). In Section 4 we deal with tilings constructed from primitive tiling substitution with Pisot expansion constant. Finally in Section 5 we deal with sequences the corresponding dynamical system of which are weakly mixing.
In this article we study distribution of patches with regard to legality. Let T be a tiling. A patch P is T -legal if a copy (translate) of P appears somewhere in T (Definition 2.6). Thus if a union P 1 ∪ (P 2 + x) is T -legal, then we can find a copy of P 1 somewhere in the tiling T such that, if from that copy of P 1 we move our attention by the vector x, we will find a copy of P 2 . On the other hand if P 1 ∪ (P 2 + x) is not T -legal, then it is impossible to find (a copy of) P 2 after observing (a copy of) P 1 and moving our attention by the vector x. In this article we will study for which triple (P 1 , P 2 , x) the patch P 1 ∪ (P 2 + x) will be T -legal or not. That means we study relative position of two patches in a given tiling.
For general "nice" tilings T such that 0 is a limit point of the set of eigenvalues (Section 3), we prove the following claim (Theorem 3.4). Take a bounded neighborhood U of 0 ∈ R d arbitrarily. Then there are R > 0, a ∈ R d \ {0} such that, for certain two patches P 1 , P 2 which can be obtained by looking at T from a spherical window of radius R, the relative position of copies P 1 and P 2 in T are not free as follows. The set of vectors x such that P 1 ∪ (P 2 + x) is not T -legal includes a translate of U + Ker χ a . Here χ a (x) = e 2πi a,x , ·, · being the standard inner product. In other words, if we observe a copy of P 1 somewhere in the tiling T , then the area relative to this copy of P 1 where P 2 cannot happen includes a translate of a periodic set of the form U + Ker χ a . The situation is depicted in Figure 2 in page 14.
For repetitive fixed points of primitive tiling substitution with Pisot expansion constant, more can be seen (Section 4). Suppose T is a repetitive tiling of R d which is a fixed point of such a substitution. We prove that, there are a basis {a 1 , a 2 , . . . , a d } of R d and a neighborhood U of 0 ∈ R d with the following property (Theorem 4.12). Take two nonempty patches P 1 , P 2 that appear somewhere in the tiling T (that is, T -legal). Then the set of vectors x such that P 1 ∪ (P 2 + x) is not T -legal includes the union of translates of sets U + Ker χ a i where we take union from i = 1 to d. If we observe a copy of P 1 somewhere in the tiling T , the positions relative to this copy of P 1 where P 2 never happens includes this union. The situation is depicted in Figure 1 in page 3. The differences from the case of general tilings in the previous paragraph are; (1) we are now free from the constraint that the patches P 1 , P 2 we deal with must be large enough and (2) the area where P 2 never appears is now grid-like. On the other hand, in sequences from word substitutions the dynamical systems of which are weakly mixing the relative positions of patches are in an aspect not free and in another aspect free. (Sequences can be seen as a tiling. See Definition 5.4 and Remark 5.5.) Every tiles are copies of (0, 1) (with puncture) so that the vectors x which can appear in legal patches P 1 ∪ (P 2 + x) must be integers. In this sense the relative position of two patches is not free. However, Proposition 5.6 states that, if we take two patches P 1 , P 2 from such a sequence, there corresponds a subset J of Z ≥0 of density zero such that for any n ∈ Z ≥0 \ J, P 1 ∪ (P 2 + n) is legal. There is a copy of P 1 in the sequence such that after observing that and moving our attention by the vector n ∈ Z ≥0 \ J, there we will find a copy of P 2 . So for many numbers n, we cannot rule out the possibility of the appearance of P 2 . In this sense the relative position of two patches is free.
Note that in Theorem 3.4 and Theorem 4.12, periodic structures arise in the area where a patch P 2 never appears. That is, there are hidden symmetries in tilings that are not necessarily periodic (symmetric). The appearance of symmetry is because existence of eigenfunction implies existence of a factor map (Ω T , R d ) → (T, R d ) where R d acts on T = {z ∈ C | |z| = 1} by x · z = e 2πi x,a z. The dynamical system (T, R d ) has a wealth of symmetries (there are many x ∈ R d such that x·z = z for any z ∈ T) and these symmetries are propagated to that of T .
Also note that Theorem 3.4 and Theorem 4.12 are applicable to the class of self-similar tilings with Pisot expansion constant, but may be applicable to another class of tilings.
This article is organized as follows. Section 2 is preliminaries. Although some of these are known results, we do not omit the proofs for the reader's convenience, because it is hard to extract them from literature. In Section 3, we deal with general "nice" tilings with sufficiently many eigenvalues. In Section 4 we deal with tilings constructed from tiling substitutions with Pisot expansion constant. In Section 5 we study tilings defined from sequences the dynamical systems of which are weakly mixing.
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Preliminaries

Definition of Tiling
Throughout the article we write Z >0 = {1, 2, . . .} and Z ≥0 = {0, 1, 2, . . .}. If S is a set, card S denotes its cardinality. If (X, ρ) is a metric space, x ∈ X and r > 0, we write the open ball of radius r with its center x by B(x, r). For a metric space (X, ρ) and S ⊂ X, its diameter is by definition diam S = sup{ρ(x, y) | x, y ∈ S}. For a topological space X and its subset A, its closure, interior, and boundary are denoted by A, A • , ∂A, respectively. A patch of R d is a set P of tiles of R d such that, if S, T ∈ P and S = T , then S ∩ T = ∅. For a patch P, its support is the subset T ∈P T of R d and denoted by supp P. A patch P is called a tiling if supp P = R d .
Remark 2.2. In the literature, a tile is defined in various ways. For example, it is defined as (1) a subset of R d which is homeomorphic to a closed unit ball of
), or (3) a subset of R d which is compact and equal to the closure of its interior ( [3] ). In all these definitions tiles are defined as compact sets. However we can do the same argument regarding tilings by considering the interiors of tiles. This way has one virtue.
Often in tiling theory one has to consider labels for tiles, so that one can distinguish tiles of the same shape. If we deal with interiors, instead of compact sets, we can remove different points from two copies of the same tile, so that we can distinguish these two tiles by their "punctures" and do not need to consider labels separately. (See Example 4.9. See also Definition 5.4 and Remark 5.5).
Definition 2.3. For a patch P and a vector x ∈ R d , define a translate of P by x via P + x = {T + x | T ∈ P}. We set P 1 ∼ t P 2 if there is x ∈ R d such that P 1 + x = P 2 . Definition 2.4. A tiling T is said to be sub-periodic if there is x ∈ R d \ {0} such that its translate by x coincide with itself, that is, T + x = T . Otherwise a tiling is said to be non-periodic. A tiling T of R d is said to be periodic if there is a basis {b 1 , b 2 
This is an example of periodic tiling.
Many interesting examples of non-periodic tilings can be constructed from substitution rules, which we will introduce later. We also note that sequences can be regarded as tilings (see Definition 5.4 and Remark 5.5).
The theme of this article is T -legality.
There are many interesting examples of tilings which have only finitely many types of tiles, up to translation. In this article we confine our interest only to such tilings. Definition 2.7. Let T be a tiling. If there is a finite set A of tiles such that for any T ∈ T there is a unique P ∈ A and (necessarily unique) x ∈ R d for which T = P + x, then we say T has finite tile type. A is called a set of proto-tiles for T . If T is a tiling of finite tile type, then we always take a set of proto-tiles A such that 0 ∈ P for each P ∈ A. Definition 2.8. For a tiling T of finite tile type with a set of proto-tiles A, set
Also set Π T ,A = {P | P is a T -legal patch and P ∩ A = ∅.}.
Next we introduce an important concept in tiling theory, which is called FLC (Definition 2.10). We prove three characterizations of FLC (Lemma 2.12, Proposition 2.16, and Proposition 2.17).
Definition 2.9. For a patch P and a subset S ⊂ R d , set P ∩ S = {T ∈ P | T ⊂ S} and P ⊓ S = {T ∈ P | T ∩ S = ∅}.
Definition 2.10. A tiling T has finite local complexity (FLC) if for any
Lemma 2.11. Let T be a tiling of finite tile type and S be a bounded subset of
There is s > 0 such that any tile in T contains a ball of radius s. There is an integer N such that B(0, R + r) contains at most N mutually disjoint balls of radius s. It follows that (T − x) ⊓ S contains at most N tiles.
Lemma 2.12. For a tiling T of finite tile type, the following conditions are equivalent:
The proof for Lemma 2.12 is straightforward if we use Lemma 2.11 and the following lemma.
Lemma 2.13. Let Π 0 , Π 1 be families of patches such that (1) any P ∈ Π 1 is finite, (2) for any P 0 ∈ Π 0 there are P 1 ∈ Π 1 and x ∈ R d for which P 0 + x ⊂ P 1 , and
We then introduce another characterization of FLC.
Definition 2.14. Let P be a patch and take T ∈ P. We inductively define coronas C n (T, P), n = 0, 1, · · · by
Note that by Lemma 2.11, if T has finite tile type, any of its coronas is a finite set. Now we prove another characterization of FLC (Proposition 2.16), which will be useful when we try to prove FLC of tilings from substitution rules later.
Lemma 2.15. Let P be a non-empty finite patch. If there is a set C ⊂ supp P which is connected such that C ∩ T = ∅ for any T ∈ P, then for any T ∈ P we have P = C ∞ (T, P).
Proof. For S, T ∈ P we have either
If the equation (1) holds, we set S ∼ T . P/∼ is a finite set and the equivalence class including S ∈ P is C ∞ (S, P). There are k ∈ Z >0 and T 1 , T 2 , . . . , T k ∈ P such that
and for each i, supp C ∞ (T i , P) ∩ C = ∅. By the connectivity of C, we necessarily have
Proposition 2.16. Let T be a tiling of finite tile type. Then the following conditions are equivalent:
One can use Lemma 2.13 for these Π 0 and Π 1 .
(2)⇒(3): We prove by induction on n. Suppose we have proved {C n (T, T ) | T ∈ T }/∼ t is finite. There is a finite set F n ⊂ T such that, if T ∈ T , there is F ∈ F n and v ∈ R d for which C n (T, T ) = C n (F, T ) + v. By (2) it can be shown that there is a finite set F 1 ⊂ T such that, for any T ∈ T , there are E ∈ F 1 and v ∈ R d for which T = E + v and
Then P is a finite set, which is not necessarily a patch. We can show that P ⊃ C n (F, T ) for each F ∈ F n . Using this we can show that for any (1): Take R > 0 and let N = N T ,B(0,R) be the integer in Lemma 2.11. Take x ∈ R d . By Lemma 2.15, for any S ∈ T ⊓ B(x, R),
Since {C N (T, T ) | T ∈ T }/∼ t is finite, T has FLC by Lemma 2.12 and 2.13.
The following yet another characterization of FLC will be useful. Recall Definition 2.8. (1). T has FLC.
(2). Π T ,R,A is finite for all R > 0.
It suffices to show for each P ∈ Π T ,R,A , the set Z P = {z ∈ R d | P + z ∈ Π T ,R,A } is finite since Π T ,R,A /∼ t is finite by (1) . Take P ∈ Π T ,R,A . Define a map ϕ : Z P → P as follows. For z ∈ Z P , there is a unique P ∈ (P + z) ∩ A. In fact, there are y ∈ R d and P ∈ A such that P + z = (T − y) ∩ B(0, R) and P ∈ (T − y) ∩ A. Since we assumed R was large enough, P ∈ P + z. Set ϕ(z) = P − z. This map ϕ is injective. In fact, if ϕ(z 1 ) = ϕ(z 2 ), take P i ∈ (P + z i ) ∩ A. Then P 1 − z 1 = P 2 − z 2 and so P 1 = P 2 and z 1 = z 2 . Since P is finite, we see Z P is finite.
(
We have proved that, for any P ∈ Π 2 there are y ∈ R d and P ′ ∈ Π T ,2L,A such that P − y ⊂ P ′ . Π T ,2L,A /∼ t is finite since Π T ,2L,A is finite by assumption. Therefore by Lemma 2.13, Π 2 /∼ t is finite.
Tiling Space and Tiling Dynamical Systems
To study the nature of tilings, researching corresponding continuous hulls and tiling dynamical systems is useful. Let · be the standard norm of R d . First we define a metric on Ω(R d ), which is based on a well-known idea: to regard two patches close if, after small translation, they precisely agree on a large ball about the origin.
Recall that for a patch P and S ⊂ R d , we set P ∩ S = {T ∈ P | T ⊂ S}. For two patches P 1 , P 2 of R d , set
Then define
Remark 2.19. It is tempting in the definition of tiling metric to replace ∆(P 1 , P 2 ) above with
because this seems to simplify the following proofs. However if we define the function ρ in this way ρ does not become a metric; it is not necessarily true that ρ(
Here is an easy counterexample; take small r > 0, and consider three copies of a tile (−1, 1) d . Give each of them punctures in three different ways so that we obtain three different tiles (or equivalently, put three different labels to each of the copies so that we can distinguish them). Let S, T, U denote the three tiles. Set
It is easy to prove that ρ in (2) is a metric on Ω(R d ). To prove ρ(T 1 , T 2 ) = 0 implies T 1 = T 2 , we use the following lemma.
Lemma 2.20. Let T be a tile and P be a patch. Suppose x 1 , x 2 , · · · are elements of R d such that x n → 0 as n → ∞ and T + x n ∈ P for all n. Then T ∈ P.
To prove the triangle inequality, one has to use the fact that
Proof. Take a Cauchy sequence (P n ) n∈Z >0 . We may assume
holds for each n ∈ Z >0 . For any n ∈ Z >0 there are x n , y n ∈ B(0,
for each n ∈ Z >0 . For any n ∈ Z >0 we have Q n ⊂ Q n+1 and P = ∞ n=1 Q n is a patch. Also, one can show that if n < m, Q m+1 ∩ B(0, 2 n ) = Q m ∩ B(0, 2 n ). From this we can show P ∩ B(0, 2 n−1 ) = (P n + z n ) ∩ B(0, 2 n−1 ).
and P = lim P n .
Definition 2.22. For a tiling T , its continuous hull is Ω
with respect to the tiling metric defined above).
Remark 2.23. For any tiling T , S ∈ Ω T and bounded P ⊂ S, there is x ∈ R d such that
If a tiling has FLC, we have the following result:
Proposition 2.24. If a tiling T has FLC, then its continuous hull Ω T is compact.
Proof. By Proposition 2.21, it suffices to show that Ω T is totally bounded. Take ε > 0 arbitrarily and we shall prove the existence of ε-net of
We may assume ε <
. Take η < ε such that 
Since Y P is a bounded set, we can take its finite η-net Z P . For any z ∈ Z P , there is S z,P ∈ Ω T such that S z,P ∩ B(0,
We claim Ω T = P∈Π z∈Z P B(S z,P , ε). If S ∈ Ω T , then there are P ∈ Π and y ∈ R d such that S ∩ B(0,
we can take y = 0. Otherwise we have y ∈ B(0, 2 η ) because T, T + y ⊂ B(0, 1 η ) for any T ∈ P. In both cases we can take z ∈ Z P such that z − y < η. We have S ∩ B(0,
We want to exclude a tiling the continuous hull of which includes a patch which is not a tiling. For tilings with finite tile type, we have the following lemma: Lemma 2.25. If T has a finite tile type, then any S ∈ Ω T is a tiling.
Proof. Take S ∈ Ω T and R > 0 arbitrarily. Take ε ∈ (0,
There is x ∈ R d such that ρ(S, T + x) < ε, and there is y ∈ R d such that S ∩ B(0,
We then introduce cylinder sets, which form a basis for the relative topology of the metric topology on certain continuous hulls.
Definition 2.26. Take a tiling T , a T -legal patch P and an open neighborhood U of 0 in Proof. Take a finite T -legal patch P and an open neighborhood U of 0 ∈ R d . We will show C T (U, P) is open in the metric topology. Take S ∈ C T (U, P), then there is x ∈ U such that P + x ⊂ S. Take ε > 0 small enough so that the following two conditions hold: Proof. It suffices to show, by virtue of Lemma 2.27, the metric topology is weaker than the topology generated by cylinder sets. Take S ∈ Ω T and ε ∈ (0,
). Take S ′ ∈ B(S, ε)∩Ω T . We show there are U, P such that S ′ ∈ C T (U, P) ⊂ B(S, ε) ∩ Ω T . For this purpose take ε ′ with ρ(S, S ′ ) < ε ′ < ε. There are x, y ∈ B(0, ε ′ ) such that (S + x) ∩ B(0,
and let U be an open neighborhood of 0 ∈ R d such that z ∈ U ⇒ y − z ∈ B(0, ε ′ ). These P and U have the desired property.
The continuous hull of any tiling T has an R d -action via translation:
This is jointly continuous. The continuous hull, together with this R d -action, is called the tiling dynamical system associated to T . Next we introduce a sufficient condition for the tiling dynamical system to be minimal. Recall that a dynamical system R d Ω, where Ω is a compact Hausdorff space, is minimal if any of its orbits is dense in Ω. Remark 2.31. In literature repetitivity is defined in various ways. For example, a tiling T may defined to be repetitive if for any compact K ⊂ R d , there is a compact set K ′ ⊂ R d such that whenever x 1 , x 2 ∈ R d there is y ∈ K ′ with (T + x 1 ) ∩ K = (T + x 2 + y) ∩ K. For FLC tilings of finite tile type, this condition and our definition of repetitivity are equivalent. Definition 2.30 also coincides with the definition in [11] .
Lemma 2.32. Let T be a tiling of R d of finite tile type. If T is repetitive, then the associated tiling dynamical system is minimal.
Proof. Take S ∈ Ω T . Let P be a finite T -legal patch. It suffices to show a translate of P appears in S, since if so a translate of S intersects with C T (U, P) for any U . By repetitivity, there is R > 0 such that {B(λ, R) | λ ∈ Λ} cover R d , where Λ = {x ∈ R d | P + x ⊂ T }. Take ε > 0 such that if x < R, then supp P + x ⊂ B(0, 1 ε ). There is y ∈ R d such that ρ(S, T + y) < ε. S and T + y almost agree on a large ball around the origin, and on this large ball a copy of P must appears.
Eigenfunctions for tiling dynamical systems
Recall that for locally compact abelian group G and T = {z ∈ C | |z| = 1}, a continuous group homomorphism χ : G → T is called a character.
Definition 2.33. Let G be a locally compact abelian group and X be a compact space. Assume G acts on X continuously. Then we call a continuous function f : X → C a continuous eigenfunction if there is a character χ : G → T such that f (g · x) = χ(g)f (x) holds for any g ∈ G and x ∈ X. We call this character χ the eigencharacter. Definition 2.34. For a ∈ R d , let χ a be the character of R d defined by χ a (x) = e 2πi a,x , where ·, · is the standard inner product of R d . Every character of R d is of this form. If G = R d in Definition 2.33, and χ a is the eigencharacter of an eigenfunction f , a is called the eigenvalue for f .
General Tilings with Sufficiently Many Eigenvalues
Let T be a tiling of R d of finite tile type with a set of proto-tiles A. Recall Definition 2.8. By Proposition 2.17, Π T ,R,A is finite for all R > 0 if and only if the tiling T has FLC.
Recall also that we set χ a (x) = e 2πi x,a .
Definition 3.1. We endow a metric ρ T on T by identifying T with R/Z. In other words we set ρ T (e 2πiθ , e 2πiθ ′ ) = min n∈Z |θ − θ ′ + n| for any θ, θ ′ ∈ R. This gives a well-defined metric on T that generates the standard topology of T.
Setting. In this section we assume T is a repetitive tiling of R d with FLC of finite tile type, with a set of proto-tiles A.
Lemma 3.2. Assume there is a set A consisting of non-zero eingenvalues for the action
Then for any ε > 0 and a bounded subset U of R d , there are an eigenvalue a ∈ A with T-valued continuous eigenfunction f and R > 0 such that
Proof. Take ε > 0 and bounded U ⊂ R d . Also take η ∈ (0, ε 2 ). We may take a non-zero eigenvalue a ∈ A such that x ∈ U implies ρ T (χ a (x), 1) ≦ η. Let f be a corresponding eigenfunction. Since the action R d Ω T is topologically transitive, we may take f such that |f (S)| = 1 for all S ∈ Ω T . Since f is uniformly continuous, there is δ > 0 such that
This R, together with the eigenfunction f given above, has the desired property. 
Then P ∪ (P ′ + y + z) is not T -legal for any y ∈ Ker χ a and z ∈ U .
Proof. Take S ∈ Ω T such that P ⊂ S and it suffices to prove that P ′ + y + z ⊂ S. For such S we have S ∈ C T (U, P). By condition (3), for any y ∈ Ker χ a ,
Then S − y / ∈ C T (U, P ′ ), and by the definition of cylinder set, the desired condition is deduced.
Theorem 3.4. Assume there is a set A consisting of non-zero eigenvalues for the action
y ∈ Ker χ a and z ∈ U , the patch
Proof. Take a bounded neighborhood U of 0. Applying Lemma 3.2 for this U , ε = 1/4 and A, we obtain an eigenfunction f with eigenvalue a ∈ A and R > 0 such that ρ T (f (S), f (S ′ )) < 1 4 for any S, S ′ ∈ C T (U, P), where P ∈ L>R Π T ,L,A . For each P ∈ L>R Π T ,L,A take S ∈ C T (U, P) and x(P) ∈ R d such that χ a (x(P)) = f (S). If 1/4) (the sets B(1, 1/4), B(−1, 1/4 ) are open balls with respect to the metric ρ T ) and so f (C T (U, P 1 + x(P 1 ))) ∩ f (C T (U, P 2 + x(P 2 ) + 1 2 a 2 a)) = ∅. Lemma 3.3 applies. Then in Theorem 3.4 , if in addition to U , R U > 0 with U ⊂ B(0, R U ) and ε ′ > 0 are given, we can take a ∈ A, R and x that satisfies the conclusion of Theorem 3.4 and
Proof. For ε ′ > 0 take η ∈ (
. If x ∈ U , then | x, a | ≦ a x < η and a satisfies the requirement in Remark 3.5.
Remark 3.7. In Theorem 3.4, for any U , there are R > 0 and a ∈ A such that for any P 1 , P 2 ∈ L>R Π T ,L,A , if we observe P 1 , the area where copies of P 2 do not appear relative to this P 1 includes a translate of U + Ker χ a . The kernel Ker χ a is equal to {a} ⊥ + Z Next we proceed to Theorem 3.10. Before proving it we prepare a lemma and a definition.
Proof. Take S ∈ Ω T . There is T ∈ S such that 0 ∈ T . There exist P ∈ A and x ∈ R d such that T = P + x. Set P = (S − x) ∩ B(0, R), then P ∈ Π T ,R,A . Since −x ∈ U , we have S ∈ C T (U, P).
Definition 3.9. For a T -legal patch P, R > 0 and S ⊂ R d , set
Theorem 3.10. Suppose 0 is a limit point of the set of eigenvalues for R d Ω T . Then for any bounded neighborhood U of 0 in R d which is large enough in the sense that U ⊃ −P for all proto-tile P , there are R > 0 and a = 0 such that Π T ,R,A (P, x + U + Ker χ a ) = ∅ for any P ∈ Π T ,R,A and x ∈ R d .
Proof. Let U be a bounded neighborhood of 0 which is large enough. Take ε ∈ (0, 1 3 ). Let A be the set of all non-zero eigenvalues for (Ω T , R d ). Take an eigenfunction f with non-zero eigenvalue a and R > 0 as in Lemma 3.2 for these U , ε and A.
Take P ∈ Π T ,R,A and x ∈ R d , then since a = 0 and f is surjective, {f (C T (U, P ′ )) | P ′ ∈ Π T ,R,A } cover T. Moreover diam f (C T (U, P ′ )) < ε for each P ′ ∈ Π T ,R,A and so there is P ′ ∈ Π T ,R,A such that
By Lemma 3.3, P ∪ (P ′ + x + y + z) is not T -legal for any y ∈ U and z ∈ Ker χ a . This means P ′ ∈ Π T ,R,A (P, x + U + Ker χ a ).
Remark 3.11. This theorem says the following. For any U there is R such that we can partially answer the following question: given a patch P ∈ Π T ,R,A and a set S ⊂ R d , for which P ′ ∈ Π T ,R,A is there x ∈ S such that P ∪ (P ′ + x) is T -legal? Proposition 5.9 says that, if we regard a certain sequence as a tiling T and take a patch P ∈ Π T ,R,A , if S is large enough, for any P ′ ∈ Π T ,R,A there exists x ∈ S with P ∪ (P ′ + x) T -legal. Theorem 3.10 states that, for a repetitive FLC tiling of finite tile type which has sufficiently many eigenvalues, for some P ′ ∈ Π T ,R,A there does not exist such x.
Remark 3.12. The cardinality of Π T ,R,A (P, x + U + Ker χ a ) is unknown. This set is the set of patches which cannot be observed in the area x + U + Ker χ a after observing P. The larger the number card Π T ,R,A (P, x + U + Ker χ a )/ card Π T ,R,A the more information we have. It is interesting to research a lower bound of this number for each example of tiling.
Tilings from Substitution Rules with Pisot Expansion Constant
Here we introduce substitution rule, which generates interesting examples of tilings. For tilings constructed from substitution rules, more can be said than Theorem 3.4.
Definition 4.1. A substitution rule is a triple (A, λ, ω) where,
• A is a finite set of tiles that contain the origin,
• λ is a real number greater than 1, and
• ω is a map from A to {P | P is a patch and any T ∈ P is a translate of a member of A} such that supp ω(P ) = λP for each P ∈ A.
Elements of A are called proto-tiles of the substitution. The number λ is called the expansion factor of substitution. The map ω, called substitution map, is a map obtained by first expanding each proto-tile and then decomposing it to obtain a patch consisting of translates of proto-tiles (see Example 4.9). Definition 4.1 is for substitution with the group R d . One can also consider a substitution rule for a closed subgroup of R d ⋊ O(d) bigger than R d , for example Radin's pinwheel tiling ( [7] ). We do not deal with such substitutions in this article. One can also consider substitution rules with expansion maps, in place of expansion factors (see for example [10] ). An expansion map is a linear transformation of R d the eigenvalues of which lie all outside the closed unit disc of C. We do not deal with such substitutions either.
We extend the substitution map ω to translates of proto-tiles by
for each P ∈ A and x ∈ R d . For any patch P consisting of translates of proto-tiles, set ω(P) by
The above extension (5) is justified by the fact that ω(P) is again a patch.
Definition 4.2. Let (A, λ, ω) be a substitution rule. A tiling T consisting of proto-tile A is called a ω-periodic point of a substitution (A, λ, ω) if there is n ∈ Z >0 such that ω n (T ) = T .
Remark 4.3. In literature it is customary to deal with a fixed point of ω, that is, T with ω(T ) = T . This is because it suffices to replace ω with its iterate ω n for some n. However there is an apparent relation between a repetitive fixed point of ω n and of ω m (Remark 4.4) and it is natural to regard these two tilings as periodic points of the same substitution.
Remark 4.4. Any two repetitive ω-periodic points, T 1 and T 2 , of a primitive substitution are locally indistinguishable, that is, finite T 1 -legal patch is T 2 -legal and vice versa.
Definition 4.5. A substitution rule (A, λ, ω) is primitive if there is n ∈ Z >0 such that, for each P, P ′ ∈ A, there is x ∈ R d for which P ′ + x ∈ ω n (P ).
Primitive substitution rule yields repetitive tilings, which often has FLC. Proof. Theorem 5.8, Theorem 5.10 and the following paragraph of [8] .
We are interested in substitution rules because they give interesting examples of tilings. Then it is important to know when its repetitive ω-periodic points, existence of which is assured by Lemma 4.6, have FLC.
Lemma 4.7. Let (A, λ, ω) be a primitive substitution rule. Assume for each P ∈ A there is n ∈ Z >0 such that, for each T ∈ ω n+1 (P ) there are S ∈ ω n (P ) and x ∈ R d for which C 1 (T, ω n+1 (P )) ⊂ C 1 (S, ω n (P )) + x. Then for any repetitive ω-periiodic point T ,
Thus if the sufficient condition of Lemma 4.7 is satisfied, by Proposition 2.16 any of repetitive ω-periodic points of the substitution has FLC. If we want to show repetitive ω-periodic points of substitution have FLC, one way to achieve it is to iterate the substitution several times and check their coronas each time. The proof of Lemma 4.7 uses the following lemma; Lemma 4.8. Let (A, λ, ω) be a substitution rule. Take P ∈ A and n ∈ Z >0 . Consider the following condition:
Then for any m > n, (C n+1 ) and (C m ) imply (C m+1 ).
Proof. Assume (C n+1 ) and (C m ). Take T ∈ ω m+1 (P ). There is T ′ ∈ ω m (P ) such that T ∈ ω(T ′ ). We can prove that C 1 (T, ω m+1 (P )) ⊂ ω(C 1 (T ′ , ω m (P ))) holds. By assumption there are S ′ ∈ ω n (P ) and y ∈ R d such that C 1 (T ′ , ω m (P )) ⊂ C 1 (S ′ , ω n (P )) + y. Since C 1 (S ′ , ω n (P )) ⊂ ω n (P ), we obtain C 1 (T, ω m+1 (P )) ⊂ ω n+1 (P ) + λy. It can be proven that T −λy ∈ ω n+1 (P ) and C 1 (T, ω m+1 (P )) ⊂ C 1 (T −λy, ω n+1 (P ))+λy. By assumption of this lemma, there are S ′′ ∈ ω n (P ) and z ∈ R d such that C 1 (T −λy, ω n+1 (P )) ⊂ C 1 (S ′′ , ω n (P ))+ z. When taken altogether, we have C 1 (T, ω m+1 (P )) ⊂ C 1 (S ′′ , w n (P )) + λy + z.
Proof of Lemma 4.7 . It suffices to show for a ω-periodic point T of the form
where m ∈ Z >0 , x ∈ R d and P ∈ A such that 0 ∈ P + x (see Remark 4.4). If T ∈ T there is k ∈ Z >0 such that C 1 (T, T ) ⊂ ω km (P + x). By Lemma 4.8 and the assumption of Lemma 4.7, there are T ′ ∈ ω n (P ) and y ∈ R d such that 2 . Take the interior of the triangle which has side-length 1,1, and τ , and remove one point anywhere from the left. Also take the interior of the triangle of the side-length τ, τ and 1, and remove one point from the right. The proto-tiles of Penrose substitution are the copies of these two punctured triangles by 2nπ/10-rotations and flip, where n = 0, 1, . . . , 9.
The expansion factor is τ . The map ω is depicted in Figure 3 . The image of the other proto-tiles by ω is defined accordingly, so that ω and rotation, ω and flip will commute. 
is not T -legal for any P 1 , P 2 ∈ L>R Π T ,L,A , y ∈ Ker χ a i and z ∈ U . Moreover, if in addition to U positive numbers ε ′ > 0 and R U > 0 such that U ⊂ B(0, R U ) are given, we may take {a 1 , a 2 , . . . , a d } such that 
is not T -legal for any P 1 , P 2 ∈ L>R i Π T ,L,A , y ∈ U and z ∈ Ker χ a i . Set R = max i R i and set
If moreover R U and ε ′ are given ,we may take a 1 , a 2 , . . . , a d with (6) by Proposition 3.6.
Recall the definition of Π T ,A (Definition 2.8). 
is not T -legal for any P 1 , P 2 ∈ Π T ,A , y ∈ U and z ∈ Ker χ a i . Moreover, if in addition to U positive numbers ε ′ > 0 and R U > 0 such that U ⊂ B(0, R U ) are given, we may take {a 1 , a 2 , . . . , a d } such that
Proof. For any U , there are R > 0, a basis {a 1 , a 2 , . . . , a d } and x i as in Theorem 4.11. There is n ∈ Z >0 such that ω n (T ) = T . Take m ∈ nZ >0 such that for any T ∈ A, there are
Take i ∈ {1, 2, . . . d}, T, T ′ ∈ A, y ∈ U and z ∈ Ker χ a i . Suppose a patch
is also T -legal. It follows that
is also T -legal, which is a contradiction. Hence Q T,T ′ ,y,z is not T -legal. For P ∈ Π T ,A there is T (P) ∈ P ∩ A. Set x i (P) = x i (T (P)). For any P 1 , P 2 ∈ Π T ,A , y ∈ U and z ∈ Ker χ a i the patch
is not T -legal because it includes Q T (P 1 ),T (P 2 ),y,z .
Remark 4.13. In Theorem 4.12, each "bands" of the area where P 2 never appears may be thin. However in this theorem we can see the relative relation of any two patches (P 1 and P 2 ) no matter how they are small (see Figure 1 in page 3). Note that in Theorem 4.11 the patches we can deal with must be large enough. Note also by the last statement of Theorem 4.12, the ratio of the interval of bands to the the width of each band can be taken approximately 4.
Theorem 4.14. Let (A, λ, ω) be a primitive tiling substitution. Take a repetitive ω-periodic point T and assume T is non-periodic and has FLC. Also assume λ is a Pisot number. Then for any bounded neighborhood U of 0 in R d which is large enough in the sense that U ⊃ −P for all proto-tile P , there are R > 0 and a = 0 such that Π T ,R,A (P, x+ U + Ker χ a ) = ∅ for any P ∈ Π T ,R,A and x ∈ R d .
Proof. Such tilings satisfy the assumption of Theorem 3.10.
Remark 4.15. We can apply Theorem 4.11, Theorem 4.12 and Theorem 4.14 to many substitutions such as Penrose substitution (Example 4.9) and chair substitution.
Sequences the Dynamical Systems of Which Are Weakly Mixing
First we briefly recall word substitution. For details see [6] . Note that we define a subshift as a subset of A Z , not of A Z ≥0 , but this change does not give an immense effect.
Definition 5.1. Let A be a finite set. For x ∈ A Z , define its language by L x = {x n x n+1 · · · x n+m | n ∈ Z, m ∈ Z ≥0 }.
To A Z , the product topology is given. For x, its orbit closure is defined by O(x) = {T n (x) | n ∈ Z} where T is the left-shift: T ((x n )) = (y n ), x n+1 = y n .
Definition 5.2. For a finite set A, a map ζ : A → A + = k>0 A k is called a word substitution. Its language is defined by L ζ = {W :word | W : a factor of a ζ n (a) for n > 0 and a ∈ A}.
Set X ζ = {x ∈ A Z | L x ⊂ L ζ } and for a word W , define its cylinder set by [W ] = {x ∈ X ζ | x 0 x 1 · · · x |W |−1 = W }.
Remark 5.3. It is known that if ζ satisfies the condition called primitivity, (X ζ , T ) is minimal and has a unique invariant probability measure µ. By Dekking-Keane [4] we see there is a primitive word substitution such that (X ζ , T, µ) is weakly mixing. In [4] X ζ was defined as a subset of A Z ≥0 , but the property that the dynamical system is weakly mixing is equivalent between these two definitions.
Definition 5.4. Let A be a finite set and ϕ : A → (0, 1) be an injection. Set I a = (0, 1) \ {ϕ(a)} for each a ∈ A. Define a map Φ : A Z → Ω(R) as follows and call it a tile map: for x = (x n ) ∈ A Z , set Φ(x) = {I xn + n | n ∈ Z}. Also for a word W = x 0 x 1 · · · x n ∈ k>0 A k set Φ(W ) as follows and call Φ : k>0 A k → Ω(R) a tile map too: set Φ(W ) = {I x j + j | j = 0, 1, . . . n}.
Remark 5.5. In the above process we make "punctures" to copies of (0, 1) so that we can distinguish them. This is equivalent to giving labels to each tiles (0, 1) (see Remark 2. Remark 5.7. In this proposition the relative position of patches is in a sense free but in another sense not free. The relative position of patches is not free in the sense that the patch Φ(W 1 ) ∪ (Φ(W 2 ) + x) is legal only if x ∈ Z.
