I. INTRODUCTION
The work started seriously enough, with the aim of guiding a farm vehicle to execute 'controlled traffic'. This means the following each time of a compacted set of tyre tracks, so that the good 'growing zone' is not lost.
Machine vision proved to be a workable solution, so commercial exploitation was attempted with disappointing results. Nevertheless the Centre had become known as a destination for the engineering solution of difficult problems.
An early project involved the grading of broccoli. Software was developed that could perform all that the client desired -but the project fell by the wayside when the mechanical handling system failed to retrieve broccoli heads from a tank in which they floated.
A system for macadamia growers met with their full approval, locating kernels on the ground so that the tree from which they had fallen could be identified. This project threw up some further interesting tasks in localisation.
A constant problem in outback agriculture is the presence of feral animals. Wild pigs and goats do immense amounts of damage, but could be a resource if they could be harvested. Machine vision scans the outline of an animal approaching water along a laneway and identifies its species. A gate operates to direct the animal either to a watering point from which it can escape, or to one at which it is trapped until collected.
These activities attracted the attention of the biology department. In addition to simple surveillance recording of nocturnal animals, such as those eating Bunya nuts, they were keen to follow the movements of other animals that were part of a breeding programme. These movements could determine whether when put together the animals would fight or mate.
Teeth from long-dead dingoes posed another conundrum. In dingoes, tooth density changes with age. However porosity rules out the Archimedes approach to measuring the tooth's volume. Machine vision provided a simple solution, the apparatus later being taken to America to measure teeth from bears, brown black and polar.
II. THE COURSE OF TECHNOLOGY
Fifteen years ago, a major obstacle to machine vision was the difficulty and expense of acquiring a video image. An early frame-grabber that became available used a comparator to turn the video stream into a binary bit stream, representing black and white. For grey levels, it was necessary to reset the threshold level of the comparator between frames.
The primitive nature of this board was probably a great advantage to the guidance project, leading to row-fitting algorithms of the utmost simplicity.
Within a year or two, however, the Personal Computer had been seen as a target for media applications. A Singapore company marketed the "Video Blaster", a card that not only permitted the grabbing of full colour images, but was able to output a TV signal on which further data could be drawn.
Naturally the project rapidly moved to embrace the new technology. Webcams had not yet appeared on the scene, so a video camera was strapped to the roof of the tractor. Software was written in Visual Basic for Dos, giving easy access to machine code routines for retrieving the data from the card.
But as fast as the guidance project progressed, new Blaster models moved even faster. Commercial exploitation was going to depend on the availability of a hardware module that was a moving target. Whereas information on the image data structure had been easily forthcoming when the module was first introduced, it was wrapped in increasing layers of secrecy as its enhancements grew.
A further phenomenon beset the marketing. GPS had appeared on the scene. Although this was still subject to the "selective availability" degrading of precision, farmers were easily convinced that it would solve all their problems, even with a price tag of nearly a hundred thousand dollars.
The "Blaster" approach was used for a further project in the grading of broccoli, but other technologies would soon displace it.
The Webcam contained both camera and computer interface. Early models connected to an advanced parallel port, used in a similar way to the SCSI bus. With some effort, the codes could be back-engineered to allow images to be acquired by direct input-output commands to the port and passed to the analysis software. Before long, however, these efforts were overtaken by routines distributed by Microsoft. Protocols such as "Video For Windows" allowed components to be written for applications such as Visual Basic, exposing the data stream to simple controls such as 'Grab_to_array()'.
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Application code now took the form of 'filters', software modules that could be strung between an image source and a 'renderer' that would drive a display. In this process, sensor data from accelerometers and GPS receivers could be incorporated, and almost as a by-product outputs could be generated to steer a tractor.
At the same time, there was something unsatisfactory about balancing an engineered project on transient software technology that favoured the gamers. With the digital camera had come developments in gigabyte memory cards and embeddable processors that made the creation of a standalone system most attractive. Of course the camera subassembly was once more bought-in, consisting of little more than a lens and a single chip. Now, however, it was interfaced to an ARM9 processor that could perform image analysis within a simple box, the "Rugged Outdoor Camera" or ROC. This is seeing increasing demand for animal identification, or simply as a surveillance system for nocturnal animals.
III. ADVANCED IN ALGORITHMS
The early work had been concerned with fitting best lines to faintly observed rows of crop. Here the image was regarded as an array of 'blobs' and simple regression techniques were sufficient.
Routines for testing the 'roundness' of broccoli heads were equally primitive. After finding a centre and radius by chord bisection methods, two concentric circles of test points were generated. Those that were green in the outer set were counted as 'bumps' and those unoccupied in the inner set were 'dents'. With a set of figures defining size, roundness, stem length and any yellowing of the florets, heads could properly be grouped into the fuzzy sets that determined the grade to be packed and the corresponding export destination.
Macadamia nuts similarly needed little analysis to separate the round nuts from the leaf litter around them, but when the question arose of separating a sheep from a goat by its outline, something more rigorous was called for.
Textbooks are filled with filters for generating a point cloud of boundary points and with Hough Transforms and similar methods for trying to make sense of them. Instead a tracing method was used to generate a curve of vectors that followed the outline. In primitive form, this is a 'Freeman Chain', but it can be smoothed into a function representing the tangent angle as the circumference is traced.
This s-psi plot has long been known, but has been somewhat neglected. Now it reduces the megabyte of data in the image into a few hundred bytes of tangent angle versus perimeter. The plot can swiftly be matched against templates and by scaling to a standard perimeter can be made independent of size.
IV. CONCLUSION
This somewhat dry introduction is the framework for numerous video demonstrations of machine vision in action. Although the art has come a very long way in the fifteenyear history of the NCEA, it is still just at its beginning. Hyperspectral methods can give colour discrimination that far surpasses the human eye. Images can be recoded in countless ways, perhaps even into acoustic forms that use a panoply of midi instruments to allow a blind user to visualise a scene. Meanwhile vision will continue to assess fodder, count macadamias and help to trap goats and wild pigs in the bush.
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