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1. INTRODUCTION 
Let X be a separable Hilbert space equipped with an inner product (. , .) and let L be a linear 
operator acting on the elements of X. Consider the following operator equation: 
Lu = f, u E x, f E x, (1) 
Byu = 0, for some values of v E N, (2) 
where {B,} are given linear functionals. Let, X,, m E N, be a finite-dimensional subspace of X. 
The Galerkin Method attempts to approximate the exact solution 21 of (l),(2) by an element, 
ug E X, expressible in terms of given functions {cp;, i E N}: 
m 
ug = c ai’pz*. 
i=l 
Each of the cp; satisfies condition (2) and the coefficients {ai} are implicitly defined by the linear 
system of algebraic equations obtained through orthogonal projection of Lu, - f against the 
hyperplane generated by ‘pi for k = 1,2, . . . , m: the condition 
(Lug - f, 4) = 0, k=1,2 ,..., m, 
The second author wishes to thank the J. S. Guggenheim Memorial Foundation for their support while writing 
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2~~ is called the Galerkin approximation of ‘u. of degree m E N, relative to the representation 
system ((~5, i E N}. 
Tau Method operates in a different way: we look for a polynomial approximation u, of u of a 
prescribed degree, which is the exact solution of the perturbed problem 
0 Lu, = f + h, % E XT, 
BvuT = 0, 
where X, is a finite-dimensional subspace of X, and h E X, is chosen for [lhll to be sufficiently 
small in a given sense. Usually, h is chosen to be an algebraic sum of best approximations of zero 
in a given norm. The leading degree of it is simply related to r (see [l]). Therefore, an essential 
difference between the two methods is that while in the Galerkin Method the projection system 
is given, and then the residual term (Lug - f, pi) = 0; k = 1,2,. . . , m, constructed, in the Tau 
Method no such system of projection is required and the residual term is given in advance, but 
for multiplicative coefficients. The latter are used to adjust the supplementary conditions of the 
given differential problem. 
If we wished to increase the degree of ug in Galerkin’s Method, we must solve an entirely new 
system, which is not simply related to the preceding one. This is not the case with the Tau 
Method. 
In this paper, we wish to show that it is possible to simulate Galerkin’s Method through 
the recursive formulation of the Tau Method given in [l] and, therefore, passing to the former 
the recursivity of the latter. Furthermore, we investigate structural differences between the two 
methods using a novel technique. Instead of forcing the Tau Method to be formulated in terms of 
orthogonal polynomial, which is not necessarily its natural environment, we compare the nature 
of the residual polynomials in the two methods. We find that Galerkin’s Method is a special form 
of the Tau Method in which the perturbation is given in terms of a weighted polynomial basis. 
In what follows, X will be a space of continuous functions C(R) defined on a certain domain 0, 
and L will stand for a differential operator. For L, we will consider both ordinary and partial 
differential operators and for s1, bounded and unbounded domains. We begin with the first of 
these. 
2. BOUNDED DOMAINS 
2.1. Ordinary Differential Equations 
Let X := C[-l,l], and let u be the exact solution of the linear boundary value problem 
Lu = 2 + A(z)2 + B(z)u(z) = f(s), 5 E [-1,117 
u(H) = 0, 
where A(z), B(s), and f(x) are polynomial functions. Throughout this section, we assume that L 
has a height p, i.e., that for all n E N, the maximum degree of Lx?, deg Lxn = n + p (see [l]). 
Given a positive weight W(X) defined on the compact [-1, l], by Gram Schmidt orthonormalizing 
process, we can always construct a sequence of orthonormal polynomials {pi(x), i E N} such that 
(~i,~j)u, := J_:~&)p,(t)w(t) dt = & for all i, j. 
Let ‘p; := (x2 - l)cpi(x), i = O,l,. . . , where cpi is a polynomial of degree i. Then degcp; = i + 2 
and, for all i 2 0, we have cp;(fl) = 0. A Galerkin approximate solution ug of degree m in 
cpf-basis is of the form: 
&J(x) := a& + arcp; + . . . + um_2(P;_2, (3) 
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where the coefficients {ai} are uniquely determined by the orthogonality conditions 
(L%7 - f,cpj’), = 0, j = 0,1,2 ,...,m-2. (4) 
The following theorem gives the form of perturbation h necessary for the Tau Method to generate 
the same approximate solution ug given by Galerkin’s Method, for a prescribed degree. 
THEOREM 1. In addition to the above assumptions, Jet 
p; .= Pk+2 -Pk 
x2 - 1 
and h := 2 ~ip&+~(cc). 
i=l 
Then, for sufficiently large m, the solution u7 of the Tau problem 
Lu,=f+h,a:~[-l,l], 




is identical to the Galerkin’s Method approximation ug given by (3). 
PROOF. As p is the height of L, we can write 
deg [Lu, - f] = deg Lu, = deg u, + P. 
On the other hand, 
deg[Lu,-f]=degh=m+p. 
Comparing the two identities, we obtain 
degu, = m. 
The result will follow from the uniqueness of Galerkin approximation once we prove that uI, 
satisfies the orthogonality conditions (4): using expression (5) for h, we can write 
(& - f,~pJ)~ = (h,& = 2~~ [pm+i+2 -p,+i] ,v;) 
i=l 22 - 1 W 
= 2 Ti (Pm+i+2 - Pfn+i, cpj), 
i=l 
= c G [(Pm+i+2, cpj), - (Pnt+i, cpj),] = 0. 
i=l 
Now,foralli=l,..., pandj=0,1,2,.. . , m, we have degp,+i 2 m + 1 and degcpj 5 m. So 
degp,+i > degcpi, and consequently, taking into account the orthogonality of the {p;(z)}, we 
have 
(Pm+i+23 ‘Pj ), = @m+i, Cpj), = 0, for all i = 1, . . . , p, j = 0, 1,2, . . . , m, 
which completes the proof. 
From a computational point of view, the advantage of using the Tau Method equations (6),(7) 
to compute a Galerkin’s Method approximation is that independently of the desired degree of 
approximation n an algebraic system of a fixed, and usually relatively small dimension, needs to 
be solved. Further details on the construction of Tau approximations u, can be found in [l]. In 
the construction of a Galerkin’s Method approximation, a system (4) whose dimension depends 
on the degree of approximation m has to be solved. 
We shall now consider the csse of two-dimensional domains. 
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2.2. Partial Differential Equations 
Let us assume that L is a linear partial differential operator with bivariate polynomial coeffi- 
cients, acting on a suitable function ~(2, y) defined on a domain R of R2 with boundary l?; we 
shah assume that R := [-a, u] x [-b, b]. Let us consider the differential problem 
LU(X,Y) = f(X, y) I= ‘F fijXiYjy .fij E R (X,Y) E 0, 
i=O,j=O 
associated with a set of boundary conditions which can be expressed through the following one- 
dimensional linear operators 
Bf[u] = gi(x) and B;[u] = hj(y), i,j = 1,2, (8) 
where gi(x) and hj (9) are given polynomials. 
We shall briefly recall the main features of the Tau Method in more than one variable: given 
(i, j) E N x N, we call Qij(z, y) a bivariate canonical polynomial of order (i,j) associated with 
the operator L if 
LQij(x, 9) = XiYj. 
Let S denote the set of indices for which Qij is not defined. Card (S) is a bounded and usually 
small set determined through a simple algorithm (see [l]). A procedure to construct {Qij} is 
given in [2]. 
Let K(L) be the algebraic kernel of the operator L, and let &0(x, y) stand for the kernel 
element of L which is of degree (Y in x and j3 in y. 
A Tau approximation u,(x, y) of order (m, n) of the function ~(5, y) is defined as the exact 
solution of the perturbed problem 
L%(X, Y> = f(x, Y) + h(x, YL (X,Y) E f-4 
B:[u,] = gi(z) and E$‘[u~] = hj(y), i,j = 1,2, 
(9) 
(10) 
where h(z, y) is a polynomial in x and y. To minimize the error in the equation such polynomial 
is usually defined as a linear combination of products of best approximations of zero, in the sense 
of a given norm, by means of prescribed algebraic polynomials defined on the boundary of R. 
Let u)r (x) and zuz(y) be two positive weights defined on [-a, u] and [-b, b], respectively, and let 
{pi] and {q’i(y)] b e t wo sequences of orthonormal polynomials associated with each of these 
weight functions. Let us now return to Galerkin’s Method: we look for an approximation ug of 
the form 
m-2,m-2 
"g(zc,Y) = C %jVztj, (11) 
i,j=O 
where 
vzj := (X2 -02) (Y" - b)vij, degcpij = (i,j). 
The coefficients {oij} satisfy 
(LuS - f, VIj) = O, i,j =O,l ,...,m-2, 
where 
(f1, fi>w := J_: s_: fl(s, t)f2(s,t)wl(s)w2(t) dsdt. 
The following result is a direct extension of Theorem 1 to two dimensions. 
A Recursive Formulation 
THEOREM 2. Let 
and let 
p; .= pk+2 - ?‘k 
x2 - 1 
and q; := ‘;;:F, 
T?n ,r:, 
h(z, y) := c TijPX+$(Y). 
i,j=O 
max(i,j)&U-1 




is identical to the Galerkin’s Method approximation ug(x, y) given by (ll), and given in terms 
of recursively generated canonical polynomials Qij (x, y) by 
7, 7:, 
Ug(“,Y) = UT(X,Y) = c Tij 2 aiP/Qkl(X,Y) + F r]ijEij(X,Y) + ‘F fijQij(x,y). 
i,j=O k,l=O i,j=O i,j=O 
max(i,j)>m-1 
{(Y;} and {@} are the given coefficients of p;(x) and q;(y), respectively, the positive integers 
T,,T& are chosen for degu,(z, y) to be equal to (m,m) and the coefficients {Tij} and {qij} are 
determined to satisfy: 
(i) conditions (IO), and 
(ii) to set the coefficients of the {Qij; (i,j) E S} equal to zero. 
PROOF. Let us first show that h(s, y) is orthogonal to all &; Ic, 1 E (0, 1,2,. , m - 2) with 
respect to a two-dimensional weight w(x, y) := WOWS: 
rm,r:, a b 
vw;,LJ = c Tij 
i,j=O JJ --a -b pfWq;(yMdx~ YMX, Y) dzdy 
max(i,j)>m-1 
rm,r:, 




Q:ij (2, Y> = Ia [piCx) - Pi+2Cx)l / 
b 
L I@(Y) - Qj+Z(Y)I pkl(x, Y)(&(Y) dy WI(X) dx. (15) 
We shall first prove that when max(i, j) 2 m - 1, 9ij (x, y) is identically zero. We discuss two 
cases for max(i,j). First, if max(i,j) = j, then the degrees of qj(y) and qj+z(y) will be > m - 1 
because max(i, j) > m - 1. Since (&l(z, y) is of degree 5 (m - 2, m - 2), the inner integral in (15) 
is equal to zero, as qj(x) is orthogonal to any polynomial in y of degree 5 j. On the other hand, 
if max(i,j) = i, then pi(x) and Pi+2(x) are of degrees > m - 1; evaluating the inner integral we 
obtain a polynomial in x of degree 5 m - 2. Therefore, the outer integral in (15) is identically 
zero because of the orthogonality with the {Pi(z); i > 0). C onsequently, h(x, y) is orthogonal 
to &, for all k, I E (0, 1,2,. . . ,m - 2). 
We can now formulate the following. 
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Generate the appropriate sequences of polynomials p:(z) and q;(y). 
For generic m and n and a given operator, construct the sequence of canonical poly- 
nomials Qij(z, y) and the polynomial elements of the null set K. 
Use Theorem 2 to formally construct ~~(2, y). 
Fix the parameters rij and nij in ~~(2, y), using the supplementary conditions im- 
posed on it and set the coefficients of any undefined canonical polynomials Qij equal 
to zero. 
To illustrate the application of our results we shall consider now the numerical approximation 
of two boundary value problems for partial differential equations. The first one is linear and the 
second nonlinear. 
EXAMPLE 1. Let us consider a simple linear boundary value problem for Poisson’s equation 
Au(z, y) := 2 + $ = -2, 21(&l, kl) = 0, (5, y) E [-1, l] x [-1, 11, (16) 
which physically represents Saint Venant’s torsion problem for a prismatic bar of square section. 
The canonical polynomials associated with A are all defined and given by 
Qij-2(34 Y) = & [zig - i(i - l)Qi_zj] , i > 0 - 7 j 2 2 I 
and 
Qi-2j(~ Y) = &[xiyj-j(j-l)Q+2], i>2, j>o. 
The elements of K(A) are given by Eoo(x,y) = 1, EIO(Z,Y) = 2, EOI(Z, y) = y, &(t, y) = zy, 
&2(2, y) = x2 - yz, . . . . 
More details on the recursive construction of the elements of K(A) and of the sequence of 
canonical polynomials can be found in [2]. 
We solve problem (16) using Theorem 2. Let us choose wr = wz = 1. Then pi(x) = qi(x) = 
Pi(x), where Pi(z) is the ordinary Legendre polynomial of order i. Therefore, 
pf(x) = qf(x) = pi(x) -E+z(z) 
x2-1 . 
The maximum values of the Tau parameters which correspond to this choice were computed for 
m = 4, 6, and 8 along with the maximum errors; they are given in Table 1. The corresponding 
error surfaces are displayed in Figure 1. A comparison between the absolute values of the msxi- 
mum errors produced by this method with those given by Ortiz and Samara [3] using Chebyshev 
instead of Legendre polynomials shows that this approach gives a more accurate approximation. 
Table 1. Maximum absolute value of the errors of recursive Tau Method approxima, 
tions of orders m = 4, 6, and 8 of problem (16) and maximum absolute value of the 
Tau parameters corresponding to a Tau-simulated Galerkin Method approximation. 
Order of Approximation 
in 2 in y 
llu - ulllcc max (qj ( 
JIZL - ullloor Operational 
Tau-Chebyshev 
4 4 3.OE - 3 4.67533 - 2 1.6E - 2 
6 6 2.5E - 4 1.68323 - 2 2.5E - 3 
8 8 6.OE - 5 7.6709E - 3 4.OE - 4 
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(b) 
Cc) 
Figure 1. Error surfaces of the Tau Method-simulated Galerkin’s approximations of 
orders n = 4, 6, and 8 for Au(z,y) = -2, (z,y) ??[-1. l] x [-1, l]. Maximum values 
of the error are given in Table 1. 
In this particular example, the perturbation term h(z, y) can be written in the form r(~)&(y)+ 
X(y)q&(x). For example, for m = 4, 
h(z, y) = (0.00227 - 0.2045~~) p;(y) + (0.00227 - 0.2045~~) q;(x). 
Hence, h(z,y) vanishes at points {(zZ,w,); i, j = 1,2, . , n}, where {zi} and {wi} are the 
zeros of p;(y) and q;(x), respectively. Therefore, for any choice of p&(y) and q;(z), the Tau 
approximation zl,(~,y) is, in addition, the collocation method approximation at the (zi,wj)‘s. 
From this remark and Theorem 2 it follows, through an independent proof, that a Galerkin’s 
approximation is identical to a collocation method approximation based on the zeros of q;(x) x 
p;(y). For further details on equivalences between a family of approximation methods related 
to the Tau Method, see [4]. 
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We also wish to point out that the choice of Legendre polynomials for pk(z) and qk(x) in (12) 
leads to 
P;(z) = Q;(z) = 3+21c C(2i+1)p,(z), (k + l>(k + 2) iEAh (17) 
where & := {i; i = 1,3,5,. . . , k} when k is odd and .& := {i; i = 0,2,4,. . . , k} if k is even. 
Therefore, in Galerkin’s Method the perturbation term h(z, y) is given by a linear combination of 
specially weighted sums (17) of Legendre polynomials, rather than simply by a linear combination 
of them. The same argument applies to other choices for pk(Z), Qk(z), different from Legendre 
polynomials. 
EXAMPLE 2. Let us consider the following nonlinear boundary value problem (see [5]): 
Nu := A+, Y) + 42, Y> + WC, ~11~ = f(z, Y), 
u(f1, Itl) = 0, (2, Y) E [--1711 x [-1,117 
where f(z, y) was chosen for the exact solution of (18) to be the polynomial 
u(z,y) = (1 - 22) (1 - y2) (1+ $r + +s + $s + $ * 
(18) 
To solve problem (18) using Theorem 2, we associate it to the following sequence of linear 
boundary value problems: 
Au(“)@, y) + 1 + 3 (u (k-r)(z,y))2] Jk)(z,y) = 2 (u(“_‘)(z,Y))3 + f(Z,Y), (19) 
U(k)(fl, *1> = 0, k 2 0, 
obtained when u3 is replaced by its first-order Taylor expansion (see [6,7]). Given m E N, 
we apply Theorem 2 iteratively to problems (19) using a perturbation term h(z, y) of the form 
(12),(13); we have chosen Legendre polynomials of order i for pi(z) and qi(z). The computation 
was terminated when the maximum error between the solutions of two consecutive iterations, 
llu%,z -&%?Iloo, b ecame smaller than a certain prescribed tolerance parameter E. The solution 
generated by the last iteration was taken as a Tau approximation of order (m, m) of the exact 
solution of (18). 
Choosing m = 4, 6, and E = 1.0 E - 13, and after only four iterations we obtained the Tau- 
simulated Galerkin’s Method approximations of orders (4,4) and (6,6) shown in Table 2. Their 
maximum errors are IIu$ - ~11 = 2.0E - 3 and llz$~ - ~11, = 8.0E - 5. Errors surfaces are 
displayed in Figure 2. 
Table 2. Galerkin’s Method solutions of the nonlinear boundary value problem (18). 
We have applied Theorem 2 using h(z, v) with m = 4, 6, pi(z) and qi(z) are both 
Legendre polynomials of degree i. The second column shows the maximum absolute 
value of the errors and the third one shows the maximum absolute value of the Tau 
parameters. 
Galerkin’s Method Solutions Simulated with the Maximum 
Recursive Tau Method Abs. Error 
m=ij hjl 
7$$2, y) = 0.9995 - 1.003922 + 0.004424 
-1.004yz + 1.4189z2y2 - 0.4149z4y2 2.OE-3 3.3037E - 2 
+o.o044y4 - 0.4149422y4 + 0.4105r4y4 
T&(X, y) = 1.0000 - 1.0001~~ + 0.00064~~ 
-0.00054~~ - 1.0001y2 + 1.2534~~~~ 
-0.14514z4y2 - 0.10812z6y2 + 0.00064y4 8.0E-5 1.2434 E - 3 
-0.14514r2y4 + 0.10615z4y4 + 0.03835~~~~ 
-0.00054y6 - 0.10812x2y6 + 0.03835~~~~ 
+o.o7031xsys 
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(a) 
Figure 2. 
3. UNBOUNDED DOMAINS 
The mathematical formulation of applied problems often involves the determination of ap- 
proximate solutions of partial differential equations in unbounded domains. The Tau Method 
and several forms of spectral methods, such as Galerkin’s Method and collocation techniques, 
are efficient in giving highly accurate approximations for such problems. With spectral meth- 
ods, approximate solutions are expressed in terms of a prescribed set of orthogonal polynomials 
(see, for example, [8,9] and the references given therein). If 0 = R2, because of the spread of 
their zeros over the infinite line, Hermite polynomials are a natural choice to achieve exponential 
convergence. 
In this section, we introduce the new concept of generalised canonical polynomials, that is, of 
canonical polinomial associated with a given operator in the usual way, but not defined on a com- 
pact, but over an infinite domain. Through the use of these canonical polynomials, and contrary 
to other techniques discussed in the current literature, we can always express the approximate 
solution in explicit form, irrespectively of the desired degree of approximation. Let us consider 
the linear partial differential equation 
Lu := Au - a2Au - x.Vu = g, for all x := (z, y) E 0, (20) 
defined in the unbounded domain Cl = R2, A > 0, and a E R are given parameters. 
Let 
X m+l := span {Hi,a(Z)H3,a(~)~e1(~,y); i = O,l,. ,m} , 
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where {Hi,,(z); i E N} is a sequence of Hermite polynomials (see the Appendix) and 
‘~~(2, y) := exp (lw+~Yl2) . 
Replacing v(x, y) := u(x, y)wa(x, y) in @I), we obtain a new equation for v(z, y): 
L’v := (A + 1)~ - a2Av + ;.Vv = g.wa, 
F’unaro and Kavian in [9] constructed an approximation u m E Xm+l of the solution u of equa- 
tion (20) using Galerkin’s Method, that is, through projection of Lu, on the hyperplane Xm+i: 
for all C$ E Xm+i, (21) 
where 
(4, Icl) = J, 4 (x) $(x)w, (x) dx. 
As u,,, E X,,,+i, there exist a polynomial v, of degree (m,m) in (z, y), 
-1 %n=%w, , 
such that 
(L*% 7 4) = b4a~4L for all 4 E X,+1. 
Using Hermite’s quadrature (see [9]), this condition reduces to the algebraic system of equations 
L*%(%~j) = b%ki, Zj>> i,j,= 1,2 ,...,m+l, (22) 
where {t.i; i = 1,2,. . . , m + 1) are the zeros of H,,,+I,~ (ST). Equations (22) indicate that L*v, - 
g.w, vanishes at the points {(a, zj); i, j = 1,2,. . . , m + l}, therefore v, is a collocation solution 
of the equation 
L*u(z, Y) = &(x7 Y), for all (z, y) E fi, 
where gh(x, y) is a polynomial of degree (m, m) fixed by the interpolation conditions 
L&(%, .zj> =bW,)(Zi, Zj), i,j,= 1,2 ,..., m+l. 
Using our results on the equivalence between collcation and the Tau Method (see [4]), this 
equation can be written ss 
L*%&,Y) = gk(x,y) + ~(x,~)Hm+l,a(x)Hm+l,(y), for all (2, y) E R, (23) 
for some polynomial ~(2, y). In this case, the structure of the operator is extremely simple: L* 
has canonical polynomials of all orders, given by 
Qij := 2 
2x+i+j+2 Hi,aHj,a, 
for i,j E N, as X > 0. That is, the set S associated with L* is empty (for further details see [l]). 
Furthermore, no supplementary conditions are required to solve this problem. In fact, as L*vm 
and g,‘, are polynomials of degree (m, m) in (x, y), ~(2, y) must be identicaly equal to zero in R. 
We then have the following result. 
LEMMA 2. L*vm(z, y) = g;(z, y), for all (x, y) E R2. 
We are now in a position to prove the main result of this section. 
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THEROEM 3. Let. us assume that g7T, := C~~“jl=“og~~Hz,a(z)H,,,(Y). Then 21, is given by the 
expression 
21, = z0 2x +;yj + 2H,,MMY). (25) 
PROOF. Because of (24), 
L*[QiJ = fk,aff,,a. 
Applying L* to (25), we get 
2Hi,aHi,a 
2x+i+j+2 1 = F g,*,L*Q,j = y gtHi,,HJ,, = 9;. fl i,j=O i,J=O 
Results on the convergence of II, to ‘u can be found in [9] and in the references given therein. 
Our new approach will be illustrated with two numerical examples. Two different norms were 











wk’m+l’a := 2m+1a2m+1 (H,+2,,(zk))2 ’ k=1,2 ,.,., m+l. 
EXAMPLE 3. Let us consider the ordinary differential equation 
-v” + ~XU’ + :U = i(z - 1) exp(z), 5 E R, 
of which w = exp(z) is the exact solution. This problem was solved for m = 7,9,11,13,15. Errors 
are given in Table 3a. 










1.116E - 3 5.4433 - 4 
1.318E - 4 6.0243 - 5 
1.3923 - 5 5.9853 - 6 
1.163E - 7 4.4643 - 8 
9.3473 - 9 3.4063 - 9 
6.9603 - 10 2.4203 - 10 
5.2753 - 11 1.730E - 11 
8x8 2.4633 - 1 7.3233 - 2 
10 x 10 7.846E - 2 2.135E - 2 
12 x 12 2.135E - 2 5.6593 - 3 
14 x 14 5.954E - 3 1.3723 - 3 
16 x 16 1.430E - 3 3.0593 - 4 
18 x 18 3.1563 - 4 6.4123 - 5 
20 x 20 6.4293 - 5 1.2623 - 5 
(a) (b) 
mxm IlElla llEllce 1 
EXAMPLE 4. Let us consider the partial differential equation 
2u - Au,, + ;.VU~ = g.wl, (26) 
where g is chosen for v(z,y) to be (y + 1) cos (7rz/2) - z(cos y - 1). We have taken X = a = 1. 
This problem was solved for m = 8,10,12,14,16. The errors are given in Table 3b. 
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APPENDIX 
First let us recall that, if a > 0 is a fixed parameter, the nth Hermite polynomial on R, I&(z), 
is defined by 
4a2&,&) = 2YfLl,a(~) - qn - 1)Kz-2,a(~), 12 2 2, 
with 
HI,~(cc) = $ and HQ(x) = 1. 
Each Hn+ satisfies an ordinary differential equation of the form 
2a2Hl,,(2) - yHA,,(x) + nH,,,(z) = 0. 










E.L. Ortiz, The Tau Method, SIAM J. Numer. Anal. 6, 480-492, (1969). 
M. Hosseini Ali Absdi and E.L. Ortiz, The algebraic Kernel Method for the numerical solution of partial 
differential equations and the recursive generation of canonical polynomials in several variables, Numer. 
fin&. Anal. and Optima. 12, 89-110, (1991). 
E.L. Ortiz and H. Samara, Numerical solution of partial differential equations with variable coefficients with 
an operational approach to the Tau Method, Compters Math. Applic. 10 (l), 5-13, (1984). 
M.K. El-Daou and E.L. Ortiz, A recursive formulation of collocation in terms of canonical polynomials, 
Computing 52, 177-202, (1994). 
R. Temam, Numerical Analysis, D. Reidel, (1973). 
E.L. Ortiz, On the numerical solution of nonlinear and functional differential equations with the Tau Method, 
In Numerical ktment of Differential Equations in Applications, (Edited by R. Ansorge and W. Tijrnig), 
pp. 127-139, Springer-Verlag, Berlin, (1978). 
E.L. Ortiz and A. Pham Ngoc Dinh, Linear recursive schemes associated with some nonlinear partial differ- 
ential equations in one dimension and the Tau Method, SIAM J. Math. Anal. 9, 452-464, (1987). 
C. Canuto, H.Y. Hussaini, A. Quarteroni and T.A. Zang, Spectral methods in fluid dynamics, In Springer 
Series in Computational Physics, Springer-Verlag, Heidelberg, (1987). 
D. Funaro and 0. Kavian, Approximation of some diffusion evolution equations in unbounded domains by 
Hermite functions, Math Comp. 57, 597-619, (1991). 
G. Sansone, Orthogonal Functions, Interscience, New York, (1959). 
M.K. El-Daou, E.L. Ortiz and H. Samara, A unified approach to the Tau Method and Chebyshev series 
expansions techniques, Computers Math. Applic. 25 (3), 73-82, (1993). 
