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Verdelingsfuncties. 
·rn de statistiek warden experimenten beschouwd, waarbij onder 
uiterlijk dezelfde omstandigheden verschillende uitkomsten x worden ge-
vonden voor een meting of telling. Bij herhaling van eenzelfde experi-
ment is het dus mogelijk dat verschillende waarden van~ gevonden war-
den. Wij noemen zo'n variabele een stochastische variabele en geven 
het stochastische karakter van een grootheid door onderstreping aan. 
Als wiikundig model voor een dergelijk verschijnsel wordt de waar 
schijnlijkheidsverdeling gebruikt, d.i. een functie die aangeeft met 
welke kansen de stochastische variabele X bepaalde waarden aanneemt 
of in bepaalde intervallen van waarden ligt. Bij tellingen kunnen wij 
de kansen beschouwen, waarvoor x bepaalde waarden aanneemt, bij metin-
gen zijn deze kansen Oen slechts de kans dat x. in een bepaald inter-
val van waarden ligt wordt beschouwd. In het eerste geval spreken wij 
van een discretu verdeling, in het laatste geval van een continue ver-
deling. In fig. 1 zijn beide typen weergegeven. 
'X, X2. 1. 2 3 4 5 
a. continu b. discreet 
Fig, 1. 
In fig. 1 a gee ft het gearceerde oppervlak de kans aan dat ~ in 
het interval ( ~, Xa) 1 igt; in fig. 1b gee ft de hoogte van ieder st aaf je 
de kans aan dat die waarde door x aangenomen wordt bij een experiment. 
De kansen warden gegeven als fracties. Kans 1 wil zeggen volledige z: 
kerheid. Dus~t totale oppervlak ender de kromme in 1a moet 1 zijn en 
de som van de lengten van de staafjes in 1b eveneens. We noteren deze 
kansen als volgt: voor het eerste geval 
. X.a: 
P f x 1 < x < Xi } ct • .{ j f (x}. d.x 
X1 
voor het laatstc geval 
i. = 1, ... , 5 
en ch.: i 
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De Poisson-verdeling (van 5. D. Poisson 1837) is een discrete 
verdeling, die aan alle natuurlijke aantallen een bepaalde kans toe-
voegt. De uitdrukking bevat een parameter. Dit is dus geen experimen-
teel realiseerbaar model, want bij ieder concreet probleem komen 
slechts begrensde aantallen voor. Het is dan ook een benadering die 
vaak goed voldoet en tot eenvoudige berekeningen leidt. Hoge aantallen 
hebben bij de Poisson-verd!ling kleine kansen-;' ~~ MAW-- r: 
Z.i. -P t ?; = i. } = 1 
0 
De functionele uitdrukking is 




waarde_.,A:'.- hoeft niet noodzakelijk geheel te zijn. 
Voorbeelden van een variabele met een Poisson-verdeling zijn: het 
aantal~-deeltj~s uitgezonden door een radioactief preparaat in een 
bepaalde periode; het aantal aangevraagde telefoongesprekken binnen 
een bepaalde periode in een telefooncentrale, tellingen van het aantal 
bacteri~n in bleed-monsters) e.a. Het klassieke voorbeeld is het aan-
tal ongelukken van huzaren met paarden in het Duitse leger. 
Voor het geval van radioactiviteit zullen wij in tabel I laten 
z1en, dat het Poisson-model 















aanvaardbaar is; de waargenomen 
verwachte N. P/;y,,.1· 














Wij kunnen st2tistisch toetsen of de afwijkingen die hier voorko-
men toelaatbaar zijn voor dit aantal en vinden dan een overschrijdings-
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2) kans van 0,17 . We concluderen dat het model goed is. 
De uitdrukking voor de Poisson-verdeling is een benadering, zoals 
al opgemerkt werd. Het is ook 1 angs vdskundige weg een benadering v2m 
een ander type verdelingsfunctie: de binomiale verdeling: 
ook hier is 
De binomiale verdeling geeft de kans aan dat ondern waarnemingenJ die 
slechts 2 waarden met bepaalde kansen p en ct kunnen aannemen, x waarne 
mingen voorkomen, die de kans p hebben. 
Voorbeelden van de binomiaal verdeelde grootheid zijn: het aantrl 
malen dat kruis optreedt bij n macJl gooien met een munt, het aantal 
pareloesters, dat een parel bevat. Voor de binomiale verdeling geldt 
nu 
£,,~ (:) Px9~-><' = -_/'-'-- X e e._ 
1"1-i,,oO 
p ..... Q 
np_;i./'-'-
xi 
Het bewijs verloopt eenvoudig met behulp van het volgende aan-
schouwelijke model" 
Een grate hoeveelheid dceltjesl N, bevindt zich in de ruimte V 
Ieder deeltje heeft gelijke waarschijnlijkheid in ieder volume-elemP~~ 
voor te komen. Kiee, nu een wlllekeurig volume-element D; dan is de 
kans dat een deeltje in IJ voorkomt D/v en de kans, dat er x in voor-
komen 
( '1) 
Dlt is juist de hinomiale verdeling. Passen we de limietovergang to0 5 
dan moet dus N - co , V ._:;. oo J terwi jJ. N-+ d . We vinden 
V 
--------------------·--
. N-~ Q.;"11 _<r-jJ} . . (1-~) (:JJcLt(1- ¥) 
N,+GO v--




2) De overschrijdi 11Ji:fil~a11;: gee ft aan de kans op de gevonden of nog gro. 
tere afwijkingen van het gekozen model; is deze kans er klein (klei-
ner dan b.v. 0,01)J dan concluderen we, dat het model niet juist is. 
Hieronder zal dit begrip nog nader warden omschreven, 
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De Poisson-verdeling wordt dus onder deze voorwaarden als benade-
ring voor een binomiale verdeling gebruikt: kleine kans ~ en groot 
,LLI'\ 3""'d't -~, 
aantal n, of in het gebruikte model wanneer N deeltjes over een zeer 
groot volume V zijn verdeeld wordt de kans op % deeltjes in het vo-
lume-element J) gegeven door de Poisson--verdeling. 
Er is nog een andere wiskundige afleiding voor de uitdrukking 
e.-.,,u-/'-'__x 
x! 
Deze maakt gebruik van de theorie der stochastische processen en 
maakt een aantal andere gevallen van toepassing aanvaardbaar. We zul-
len hier niet verder op in gaan. 
Toetsingsproblemen. 
We zullen ons hier bezig houden met de toetsingsproblemen~ daar 
de schattingsproblemen wiskundig eenvoudig en niet interessant zijn. 
De toetsingsproblemen houden in het toetsen van bepaalde lineairc 
hypothesen betreffende de parameters van verschillende Poisson-verde-
lingen. Dit betekent dat we willen weten of b.v. een aantal waarnemin-
,1...,'lL, 
gen uit eenzelfde Poisson-verdeling komt of dat ~ uit Poisson-verde-
lingen kome~met verschillende parameterwaarden. 
Een practisch voorbeeld is het volgende: men wil weten of ver-
schillende telefooncentrales even druk bezet zijn of men wil weten of 
het aantal verkeersongelukken over een bepaalde periode constant is ge-
bleven. 
Wiskundig ziet het probleem er als volgt uit. Gegeven n onderling 
onafhankelijke waarnemingen 3:'.1 , ••• , ~l"l uit Poisson-verdelingen met para-
meters resp,_/--(1, .• . ,/<-n• We willen weten of /'"t =h = ••• ~/A-,,; wij 
noemen dit de nulhypothese H0 • 
De hypothese is een lineaire vorm; vandaar de naam lineaire hypo-
these. We willen nu dus H0 toetsen metals alternatief de hypothesen, 
waarvoor de //4; s onderling ongelijk zijn. 
Om dit te bereil{en kiezen wij een geschikte toetsingsgrootheid, 
die. aan een aantal eigenschappen moet voldoen. 
1. De toetsingsgrootheid moet alleen een functie zijn van de waarnemin-
- otc..-o o-•.tJ gen en is dus stochastisch en bezit r een wh-verdeling (dat de toet-
singsgrootheid niet de parameterwaarden mag bevatten is duidelijk, om-
dat deze van te voren onbekend zijn). 
~ De toetsingsgrootheid moet zo gekozen zijn, dat wanneer de waarne-• 
mingen niet onder de nulhypothese geda8n zijn, maar onder een der be-
schouwde alternatieve hypothesen, de afwijkingen van de toetsingsgroot-
heid van zijn gemiddelde groot zal zijn. 
Met een dergelijke toetsingsgrootheid hebben wen een middel om uit 
te maken of de Lypothese Ha 11 verworpenfl kan worden. Immers onder de 
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nulhypothese hebben de~ 1 n bepaalde verdelingsfuncties en dus ook de 
toetsingDgroothe:i.d ~, onde1° een der al ternatieve hypothesen H heeft 
de toetsingsgrootheid ook een (andere) verdelingsfunctie (zie fig. 2). 
We bepalen nu een grenspunt 5 , zodat · 1) t?; > S} = r onder Ho, waar-
bi j E klein gekozen wordt ( €. heet do oribetrouwbaarheid), dus de kans 
op waarnemingen grater dan 
5 
onder Ho 
is onder H0 zeer kle in. 
onder H 
Fig. 2. Verdel1ngsfunctie van de toetsingsgrootheid ender twee hypo-
thesen. 
Vinden we toch een z in di t geb:ied.i dan concluderen we, dat de 
nulhypothese niet juist was en verwerpen deze. In fig. 2 ziet men$ dut 
het veel aannemelijker is) dzit ~ gevonden wordt onder de hypothese H . ., 
als ~ > S , Is ~ > S , dan noemen we de ui tkoms t significant. De leans 
• • • "''" '2, ~"" ~~A.Vt.lJ'"'44'""-Ptb>j} 
-
wordt de overs chr1. Jdingskam, genoemd:, i,..JAA,11",/.• VA" ! 'is. 
Voor het beschouwde geval van de Poisson-verdeling wlllen we tact-
sen of voor n trekkingen ~, 1 ••• , ~nuit Poisson-verdelingen geldt. 
H C) : ,f'l '1 =- ;-t 2 ""' . . . = ,,.-u.. I'\ 
De toetsingsgrootheid is hier 
n '2. 2. (-x,i - g) z ~ l -
-- n,1 - -----
f ~ 
en heeft asymptotit,ch (voor· grote_r en grote n. ) de bekende, getabel•-
0 
leerde wh-verde 1 ing van X '- met ( n - 1 ) vr:l ,Jhe idsgraden. De exac te ver-
deling 
de x' 2 
v an ~ n,1 u; moeLL J\{ te bepc11en~ echter is voor / > 1 en n > 6 
-benac1(:: ng ci 1 ze er t~ood. 
Dat ~n,1 gevoelig is voor afwiJkin3en van de nulhypothese is aan 
de uitdrukking te zien, Immors de meeste waarnemingen ~~ vallen niet 
ver vEm het ["ierniddelde; z1~1n alle: gc1nidc!clden ?• gelijkJ 
de afwijking ven hct steckproefgemiddelde,in het algemeen 
wanneer de_µ,£ ongelijk zijn. 
We zullen nu een algemenere nulhypothese beschouwen 
dan is/ 25:i -:?!j 1 
kleiner dDn 
De v 1 s zljn hierin gegoven grootheden, Voor de eenvoud van de 
" 
berekenine:r-in ;711nc__ v ,~;1c1erstelleni d1:it TI .i>t = 1 . De toetsingBgroot--
' heid is 
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en heeft ender de nulhypothese weer asymptotisch voor grote_,P- 1 s en 
i. 
grote 'h een X ~verdeling met (n-1) vrijheidsgraden. 
De al ternatieve hypothesen zijn: 11 andere onderlingen verhoudingen 
der parameters 11 • Voor V;_ = ~ ( '-= i ... , n) vinden we de voorgaande toet-
singsgrootheid als speciaal geval terug. 
Hieronder zullen wij nag een toepassing van deze toets geven. 
De nulhypothese en de vorm van de toetsingsgrootheden zijn in 
analogie met die der variantie-analyse, waar dergelijke nulhypothesen 
met dergelijke toetsingsgrootheden getoetst worden. De wh-verdeling 
der X 1 n is dan echter niet de Poisson-verdeling, maar de verdeling v~n 
Gauss, ook de normale verdeling genoemd, 
Berekening van de verdeling van 6 ',.,,1 • 
We beschouwen 
n 
P{~L=:xL} =- 7:T - ...... JA- ( )x. e v,,J-'--. 
X" 1 
., 
hierin is /A-=?' JA-• • 
Immers geldt steeds 
-P ( A dM B) =- -P(A, ~). -P (::5) 
Als A en B onafhankelijke gebeurtenissen zijn, geldt echter 
f ( A ~ ]j) == P (A) . 'P (B) 
Vo lgens "P ( A en J3 ) = -P (A LB). -Pt&) kunnen we schri jven 




asymptotisch voor X • oo en n_.. oo 
X I ., x-
__ . n. (Y,) < 
n x.,1 l ( 3) K. 
geld'c 
2 
~- (~~ - }{ .ni) 
- .!. L'- -2. I ~-. YI ._a; e L , 
I 
waarin K een constante is. 
Geldt (3), dan geeft het rechterlid 
matie juist de verdelingsfunctie van X 2 
van ( 3) voor Z:1,,,1 na transfor-




z' en ~x- zijn dus onafhankeli,jk verdceld en de verdeling van ~•..,,, 
-h.,t \ _1.. 
is alsX2.. met (n-1) vrijheidsgradcn. 
Voorbeeld v;:m toetslng met .z:_',..,, . 
Ongelukken van arbeiders in een fabriek. 
---------------------------------------
De bedrijfsleiding van een fabriek wil onderzoeken of het aantal 
ongelukken van arbeiders over een lange periode,L, afgezien van toe-
vallige fluctuaties, constant gebleven is. 
Aangezien het aantal ongelukken per tijdseenheid steeds klein is 
in vergelijking met het totaal aantal arbeiders, is hier als benadering 
voor de binomiale verdeling de Poisson-verdeling beschouwd (de binomia-
le verdeling is een Juist model voor dit geval, omdat we het aantal ver-
ongelukte arbeiders per~ arbeiders beschouwen en onderstellen, dat de 
kans op een ongeluk voor een arbeider, p j constant is). fie Poisson-
verdeling heeft dus de parameterwaarde ,,,u-:::. n.p . (De complicatie , 
dat bij een ongeluk meerdere arbeiders botrokken kunnen zijn, laten wij 
terwille van de eenvoud van het voorbeeld buiten beschouwing.) 
Wanneer het totaal aantal arbeiders gedurende de periode L fluc-
tueert, wat in het algemeen het geval zal zijn, dan verdelen we de pe-
riode L, in m ge 11 jke deelperioden L.,.; ... , LM, zodat voor ledere dee 1--
periode het tcmal aantal arbeiders con;jtant is, resp. n 1 , ••• ,hrn. Voor 
lec1ere deelperj_oc1e hebben we een waarne ng x, ( i.:::: 1, ... . , n ) van het 
8antal verongelukte arbeiders. Volgens het bovenstaande mogen wij onder-
stellen, dat de waarneming Xi komt uit cen Poisson-verdeling met para-
meter _?-,:=nip (we onderste1len steeds; cfat de kans p op een ongeluk 
voor een arbeider constant is voor alle dcelperioden). Nu willen we de 
hypothese toet~en, dat deze kansen indcrdaad gelijk zijnJ dus dat voor 
de Poisson-verdelingen geldt: 
.- h r:n 
n 
Zorgen we er voor, dat L'- vi:::: 1 , dan vi nclen we n-.. 
I 2:. n;_ 
We kunnen nu toetsen met 
word en., 
of de nulhypothese verworpen kan 
De grootte en het aantal der dcelperioden wordt bepaald door de 
fluctuatie vsn het aanta1 arbeider~ maar ook door het effectJ dat men 
verwacht te vinden als de nulhypothese niet juist is. Veronderstel b.v., 
dater een zekere periodiciteit voorkornt in het aantal ongelukken, door-
dat de arbeiders in bepaalde perioden slordiger werken. Wanneer de deel-
per1oden groot zijn t.o.v. deze periode, dan zal men bij toetsing niets 
merken. Is echter de deelperiode ongeveer van de helft van de lengte 
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_/A--i I I ) fa'l-i. l')j_ 
We toetsen nu verschiJ.lende linecd.re nulhypothesen: 
alle _µ. 's zijn onderling gelijk 
alle /A- 's van iedere rij zijn onderling gelijk. 
Wanneer we onderstellen, dat H~ waar is toetsen we de nulhypothe-
se: 
H:: de~ 's van de rijen zijn alle onderling gelijk, 
De toetsing·sgrootheden zijn voor 
~. (~~ - x 2_1 
Zn,, .::::. L..:._v X 
verdee ld als X ~-1 3 ) ( di t is de al bes pro ken toe ts ingsgroothe id), 
voor 
:,. 





verdeold als /c,,._1 
Hierin is~ hct gemiddelde van alle waarnemingen en ~i het gemid-
dclde van alle waarnemingen uit de ie rij. 
Dit toetsingsschema stemt overeen met dat van de variantie-analyse 
H II met di t verschi\ d8t in de variantio-analyse alleen de hypothese o!l 
getoetst kan warden. Het verschil tussen be1de methoden ligt hoofdzs-
kclijk daarin, dat de Poisson-verdeling 1 parameter heeft, terwijl a~ 
normale verdeling er twee heeft. 
We kunnen ook de toetsingsgrootheden Zn..~ en ~,,..,,1 nog uitbreidcm 
tot gevallen, waarin niet beschouwq wordt dat de parameterwaarden ge-
lijk zijn, maar een bepaalde onderlinge verhouding hebben. Zo vonden 
we al dat ~,.,, 1 een speciaal geval was van ?.:..i, 1 • 
-----------~--------
3) ~:., staat voor: 
3. ~ met ( "·') vri jheidsgraden. 
