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Abstract 
Consider the differential equation 
% - uxx - uyy +{p/(x2+y2)}~=0, (x,y,t)inS, 
where 
S = {(x, y, t): t < dm < 2 - t, 0 < t < 1). 
We will show that the above equation under the boundary conditions 
u(x, y, 0) = 0, x2 + y* < 4, 
u(x,y,l)=O, x*+y*=1, 
~U(X,y,t)lX*+y2=,2=~U(X,y,1-t)l.~+).~=,,+,)’, O<t<l, 
u continuous on 8, 
has eigenvalues and eigenfunctions that are orthogonal in I&‘(s), where p = l/(x* + y*), 0 < x2 + y* < 4. 
Keywords: Eigenvalue; Eigenfunction; Characteristic initial boundary value problem; Green’s function; Completely 
continuous operator 
1. Introduction 
In [3], it was shown that the eigenvalue problem 
Urt - uxx + Apu = 0, (x, t) in R, 
u(x,O) = 0, 0 < x d 2, 
u(t, t) = u(1 + t, 1 - t), 0 < t d 1, 
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where 
R = {(x, t): t d x < 2 - t, 0 < t d l}, 
has a discrete set of eigenvalues and a corresponding set of eigenfunctions which are complete in 
Lf; (R). 
Attempts to generalize the technique of [3] has resulted in several papers including [l, 2,4]. The 
techniques of these papers, however, do not seem to lend themselves to the treatment of a similar 
problem in higher dimensions. The only work in higher dimensions is due to Kreith [S], where he 
treats the problem 
utt - Au = ilu 
in a characteristic cone. 
Physically, the eigenvalue problem 
g + A4 = 0, u(0) = U(1) = 0 
can be considered as the oscillations of a mass-spring system. Problem (1.1)(1.3) is a generalization 
of the above problem to the case of an infinite string. Here the string is required to resume its 
equilibrium position in the middle x = 1 at time t = 1 (from condition (1.3) when t = 1). In what 
follows, we consider a circular membrane of radius two which initially is at equilibrium, and we 
bring a ring of radius one inside the membrane back to equilibrium at t = 1. 
2. A two-dimensional eigenvalue problem 
Consider the characteristic initial boundary value problem 
4, - &xx - uyy + p ~ u = 0, 
x2 + y2 
(x, y, t) in S, 
u continuous on dS, 
where 
P-1) 
(2.2) 
(2.3) 
(2.4) 
(2.5) 
S = {(x, y, t): t < Jx” + y2 < 2 - t, 0 < t < l}, 
and p is a parameter (see Fig. 1). Considering the geometry of the problem (2.1) (2.5), it is natural to 
use polar coordinates for the space variables. By doing so and keeping the same notation, the 
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Fig. 1. The region S and its boundary. 
problem for u(r, t, 13) will be 
1 1 
%t - &r ---u,--,uee+L=O, 
Y2 
t<r<2-t, O<t<l,OdQ<27C, 
r r 
4-, 0, 6) = 0, 0 d r < 2, 0 d 8 < 274 
U(1, 1, e) = 0, 0 < I9 < 274 
$ u(t, t, 0) = JG U(l + t, 1 - t, e), 0 G t d 1, 0 G 0 G 271, 
u(r, t, 0) = u(r, t, 27r), t<r<2-t, O<t<l. 
The separation of variables u(r, t, 0) = u(r, t)g(O) yields two problems: 
4, - &T -:+- ptAu=O 
r2 
, t<r<2-t, O<t<l, 
o(r, 0) = 0, 0 < r < 2, 
v(1, 1) = 0, 
&II@, t) = ll’r+t v(1 + t, 1 - t), 0 < t d 1, 
(2.6) 
and 
g”(e) + As(e) = 0, 0 G 8 d 2x, 
(2.7) 
.4(O) = s(24. 
Problem (2.7) has eigenvalues A, = n2, n = 0, 1, 2, . . . , and eigenfunctions go(e) = 1 and 
g,(e) = cos ne, sin ne, n = 1, 2,. . . . In order to establish the existence of the eigenvalues and 
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eigenfunctions of problem (2.6), we use the change of variables u = r- ‘I2 w, to obtain 
_w +p+li--bw=O wtt rr 
r2 
) t,<r<2-4 o<t<1, 
w(r, 0) = 0, 0 d r < 2, 
w(1, 1) = 0, 
w(t, t) = w(1 + t, 1 - t), 0 < t < 1. 
Problem (2.8) can be transformed [S] to an integral equation of the form 
w(r, t) = (p + ;1 - $, IRJC?(r, t; r’, t’)(:T w(r’, Qdr’dt’, (r, t) in R, 
where 
R = {(r, t): t 6 r < 2 - t, 0 d t < l}, 
(2.8) 
and G(r, t; r’, t’) is the Green’s function of [3] (within a multiplicative constant), defined to have 
values indicated in Fig. 2. 
Let 
L[w] = 6jG(r, t; r’, t’)(:y w(r’, t’)dr’dt’ 
and the Banach space 
Id2 Fdrdt < cc . 
To show that the above operator is completely continuous, we need the following lemma. 
Lemma 2.1. The Green’s function G is in B. 
Proof. We need to show that 
ss 1 2 IG(r, t; r’, ,‘)I2 7 0 dr’dt’ < co. R 
t 
Fig. 2. The Green’s function C(r’, t’; r, t). 
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Fig. 3. The region R’. 
For this purpose, it is convenient to make the change of variables 
r = J-(p - t) + 1, 
J 
t= -++r)+l. 
J 
Then the boundaries of R are identified with those of R’ as shown in Fig. 3. 
The function G in new coordinates (p, z) takes on values $ in {(p, 7): 0 < p d ~0, 
To < 7 < $ - p,}u((p, 4: po d P < $ - To, 0 < z d ~~1, and 0 everywhere lse in R’ (Fig. 3). 
Therefore, 
_ 
ss 1 2 R IG(r, t, r’, ?)I2 7 0 dr’dt’ =; Tg J2-ro ss 0 PO 
1 J?-PO PO 
+iz PO s s 0 ($?(/I i 7) + I)2 dp dz* 
(2.9) 
For clarity of argument we treat each of the above integrals separately. Considering the first 
integral, we have 
T‘, J?-r, ss 1 2(Jz - To) (;.&-z)+1)2dpd7=21n po+(t/z-zo) (2.10) 0 PO 
The first term on the right-hand side of equality (2.10) is singular at (po, zo) = (0, a) in R’. 
However, it is bounded in R’ because (po, zo), being in R’, satisfies 
and therefore 
O,<ln 2(*-‘o) <In2 
Po+(&zo) . 
Since the other term on the right-hand side of equality (2.10) is also bounded in R’, the first integral 
in the equality (2.9) is bounded. The second integral in (2.9) is bounded, as we see by a similar 
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argument, i.e., 
where 
lim In 3!!? = In 2 
PO-t0 I I PO 3 
and 
ln3 ,< In J 
2 - z() 
PO - To + $ 
< 0, 
due to the fact that 0 < p. < fi - zo. 0 
Lemma 2.1 and the Holder inequality imply that 
for w in B. Thus, the operator L is bounded in B. 
Next, we show that the family {L[w]} is equicontinuous. Let co = L[w], p1 = (rl, tl) and 
PZ = (r2, t2), then 
IcJ(Pl) - 4P2)12 = 16[G(pl; r’, t’) (+y w(r’, t’)dr’dt’ 
-~~SG(p,;r’,i’)(;l)iw(r’,f’)dr’dt’/’ 
2 
< 
[s s 
2 (w(r’, t’)(dr’dt’ 
R 
(G(p,; r’, t’) - G(p,; r’,t’)( f 
0 1 
d ss JG(p,; r’, t’) - G(p,; r’, ,‘)I2 7 0 dr’dt’ 
xiRI ]w(rf, t’)l’ ($ydr.dr’. ,’ 2 (2.11) 
By the definition of G, the difference 
lG(pr; r’, t’) - G(p2; r’, 01 
for pl, p2 and (r’, t’) in R, is only nonzero in the shaded area shown in Fig. 4, where it is 6. Therefore, 
the right-hand side of inequality (2.11) can be made small by choosing p, and pz close to each other. 
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Fig. 4. The shaded areas where jG(pl; r, t) - G(p,; r, t)I is nonzero in R. 
This implies the equicontinuity of the set {L[w]}. Th us, the operator L is completely continuous in 
B, and the eigenvalue problem 
;w = L[w], (2.12) 
where /1 = p + 1” - $, has a real discrete spectrum of eigenvalues /1,, with l/1,,) + cc, and a corres- 
ponding set of orthogonal eigenfunctions w, which are complete in B. 
Substituting u = r-1/2 w in (2.12), we have 
21(r, t) = n 
ss 
T(r, t; r’, t’) 1 u(r’, t’) dr’ dt’. 
R r' 
In this case the symmetric Green’s function F is 
1 
T(r, t; r’, t’) = - 
J- rr’ 
G(r, t; r’, t’), 
where G is as defined before. The eigenfunctions v, = r- 112 w, correspond to the eigenvalues /1,, and 
are orthogonal in the space {u: JR 1) u12 (l/r) dr dt < co}. This is summarized in the following theorem. 
Theorem. The eigenvalue problem (2.1H2.5), has a discrete set of eigenvalues ,u,,,,, such that Ip,,,,I -+ oc, 
as m, n + co, and a corresponding set of eigenjiinctions u,, . The eigenfunctions, in polar coordinates, 
are of the form u,, = v,(r, t)gn(Q), where g,, are the eigenfunctions of (2.7) and u, are eigenfunctions of 
(2.6). The eigenfinctions are orthogonal and complete in (u: ji” JR j )u12 (l/r2) rdrdtd0 < co}. 
3. The focal point problem 
Now consider Eq. (2.1) under the conditions (2.3), (2.5) and 
$ (x, Y, 0) = 0, x2 + y2 < 4, (3.1) 
(3.2) 
where o! and p are vectors in the intersection of the boundary of S and the plane y = kx. Assuming 
that the solution u of (2.1), (2.3), (2.Q (3.1), (3.2) is of the form u(r, t, 0) = z#, t)g(8), in polar 
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t 
Fig. 5. The Green’s function of the problem (3.3H3.6). 
coordinates, and making the change of variables u = r- lj2 w, we obtain the following problem 
for w: 
wtt - w,, + P +r; - a w = 0, t<r<2-t, O<t<l, (3.3) 
g (r, 0) = 0, 0 ,< r < 2, (3.4) 
w(1, 1) = 0, (3.5) 
gtt, t) = $1 + t, 1 - t), 0 < t < 1, (3.6) 
where a and fi are vectors along the characteristics of (3.3). Again, the work in [3] provides the 
following (Fig. 5) symmetric Green’s function G(r, t; r’, t’) for problem (3.3)-(3.6) and 
w(r, t) = (p + A - t) 6SG(r, t; r’, t’)(-$y w(r’, t’)Jr’dt’ = /1L[w]. (3.7) 
However, the integral 
ss dr’dt’ R 
is not bounded in R and complete continuity for L in (3.7) cannot be achieved. The existence of 
eigenvalues for (3.7) is a problem worth pursuing in this case. 
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