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Midiendo “dista`ncia sinta´ctica” de
variedades lingu¨ı´sticas en zonas bilingu¨es a
partir de los datos masivos
Sergi Merino Robledo
Resum– El proyecto ”Midiendo “dista`ncia sinta´ctica” de variedades lingu¨ı´sticas en zonas bilingu¨es a
partir de los datos masivos”trata sobre como un solicitante requiere que su actual sistema de Base
de datos por uno que tenga un rendimiento eficiente con su cantidad masiva de datos. Para ello se
analizara el sistema actual de solicitante para saber que problemas tenia para posteriormente crear
una nueva base de datos con una arquitectura distribuida propia y acompan˜ada por una interfaz que
permitira´ a los solicitantes hacer las consultas que ellos demanden de una manera ra´pida y sencilla
sin tener que usar un SGBD. A parte se trabajara con una metodologı´a que gestionara el tiempo del
proyecto y dividira´ el proyecto en partes para que el desarrollo sea mas dina´mico y eficiente.
Paraules clau– base de datos, migracio´n, adaptacio´n, mejora, optimizacio´n, docker, contene-
dores, fragmentacio´n, interfaces, Big Data, metodologı´a a´gil, C, WPF.
Abstract– The project ”Measuring ”syntactic dista`ncia.of linguistic varieties in bilingual zones based
on mass data”deals with how an applicant requires that your current database system by one that
has an efficient performance with its massive amount of data. For this purpose the current system
of the applicant will be analyzed to know that problems had to later create a new database with its
own distributed architecture and accompanied by an interface that will allow the applicants to make
the queries that they demand quickly and easily without having to use a SGBD. It will also work with
a methodology that manages the time of the project and will divide the project into parts so that the
development is more dynamic and efficient.
Keywords– database, migration, adaptation, improvement, optimization, Docker, containers,
fragmentation, interfaces, Big Data, agile methodology, C, WPF.
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1 INTRODUCCIO´N
EN este documento se muestran la planificacio´n, desa-rrollo y la bu´squeda de informacio´n para realizar elproyecto ”Mesurant la ”dista`ncia sinta´ctica”de va-
riant lingu¨ı´stiques en zones bilingu¨es a partir de dades mas-
sius (Big Data)”. Este proyecto surge del Filo´logo Angel J.
Gallego que solicita que se haga una migracio´n de su actual
base de datos a un nuevo sistema, ya que su sistema ac-
tual que utiliza MySQL no les proporciona las caracterı´sti-
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cas que necesita una base de datos con mas de 20 millones
de datos de tweets realizado en diferentes paı´ses de habla
hispana, obtenido un rendimiento no aceptable, hace falta
aclarar que esta base de datos MySQL no tiene ningu´n tipo
de optimizacio´n y todos los datos se guardan en una tabla.
A parte quieren una nueva interfaz para realizar consultas
en esta nueva base de datos, que sea sencilla y si la uti-
lizacio´n de comandas para hacerlas, como ejemplo se nos
propociono un buscador de la RAE [1].
Para realizar dicho proyecto sera necesario observar y
analizar el sistema actual para luego no repetir los mismos
errores. Despue´s de analizar el sistema se comenzara una
bu´squeda de tecnologı´as de base de datos, tanto relaciona-
les como no relacionales, para tras obtener un gran abanico
de posibilidades elegir una concreta para empezar a trabajar.
Tras ya tener una base para comenzar a desarrollan antes
sera imprescindible desarrollar una metodologı´a de trabajo
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y una gestio´n del tiempo lo mas optima posible, ya que esto
representa una gran parte del proyecto y mas si se quiere
que este se desarrolle correctamente.
A parte este proyecto da acceso a vivir lo que es realmen-
te un proyecto de verdad, debido a una continua comunica-
cio´n con los solicitantes para tenerlos informados y para sa-
ber si es necesario un cambio no esperado. A continuacio´n
se explicaran los objetivos del proyecto a completar en el
apartado 1.1.
1.1. Objetivos
Tras analizar el proyecto se podrian definir 2 objetivos
que se tendran que cumplir para que este proyecto sea con-
siderado exitoso:
[O-01] Primer objetivo: Creacio´n estructura de Base de
Datos - Siendo este el objetivo mas importante y pilar prin-
cipal del proyecto.
[O-02] Segundo objetivo: Creacio´n de Interfaz de
consultas - Este objetivo sera centrado en como el usuario
tiene que hacer las consultas y como se ha creado de
interfaz.
En la planificacio´n inicial existı´a un tercer objetivo, que
consistı´a en el desarrollo de mapas de calor en la web actual
de los solicitantes, pero debido a que era con otra base de
datos y no tenia relacio´n con los otros objetivos este fue
descartado.
2 PLANIFICACIO´N DEL PROYECTO
En este apartado se explicaran las estrategias para gestio-
nar este proyecto, empezando por la metodologı´a utilizara
en el apartado 2.1 y la gestio´n del tiempo 2.2 para poner
llevar un control de desarrollo.
2.1. Metodologı´a
La metodologı´a seleccionada, la cual fue complicado
de saber como gestionarla al ser un proyecto individual,
fue una metodologı´a a´gil [2] organizando el proyecto en 3
etapa, creacio´n de la estructura de base de datos, creacio´n
de la interfaz y una ultima etapa de testing y obtencio´n de
resultados, reflexio´n sobre ellos y conclusiones.
La idea es desarrollar las 2 primeras etapas en manera
paralela, ya que dependen cada una de la otra, para que ası´ al
terminar poder hacer testing general a todo el proyecto. Ası´
de esta manera te evitas bloqueos, ya que puedes dedicar
tiempo a la otra parte para enfocar el problema desde otro
angulo.
2.2. Gestio´n del tiempo
Para comenzar a gestionar el tiempo de desarrollo co-
menzaremos separando el proyecto en 3 partes con tareas
asignadas a cada una:
[P-01] Creacio´n de la estructura de la base de datos median-
te Docker. Esta parte completa el objetivo [O-01]. Tareas en
tabla 1.
T-10 Eleccio´n de tipo de BD y levantamiento default.
T-11 Disen˜o y configuracio´n de la base de datos.
T-12 Creacio´n de la Arquitectura distribuida de la base de datos.
T-13 Creacio´n del Docker-compose.
T-14 Migracio´n de los datos actuales.
Tabla 1: TAREAS [P-01]
[P-02] Creacio´n de una Interfaz de consultas para la estruc-
tura de la parte 1.Esta parte completa el objetivo [O-02].
Tareas en tabla 2.
T-20 Familiarizacio´n con el entorno.
T-21 Crear la conexio´n contra la estructura de la base de datos.
T-22 Paso de las consultas MySQL a lenguaje WPF/C.
T-23 Disen˜o de la interfaz
T-24 Creacio´n de la parte visual.
T-25 tratamiento de los resultados de la consultas.
Tabla 2: TAREAS [P-02]
[P-03] Parte final del proyecto, que tiene como finalidad
entregar un software fiable, realizando testing en la interfaz
y pruebas a la estructura de base de datos. Tareas en tabla 3.
T-30 Retoques de Interfaz final.
T-31 Testing y correccio´n de errores.
T-32 Recoleccio´n de resultados y ana´lisis.
Tabla 3: TAREAS [P-03]
Para llegar a cabo estas tareas se creara un diagrama de
Gantt fig. 1 por semanas para la correcta gestio´n del tiempo
de desarrollo, ya que es la parte mas complicada de este
proyecto.
Fig. 1: Diagrama de Gantt del proyecto
3 TECNOLOGI´AS EXISTENTES
En este apartado se mostrara la informacio´n buscada de
las herramientas relacionadas con el proyecto, se comen-
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zara explicando diferentes tipos de bases de datos ya que
es objetivo principal. Se explicaran bases de datos relacio-
nales 3.1 y no relacionales 3.2. Despue´s se explicaran las
herramientas de docker 3.3 y finalmente se explicara que
herramientas se van a utilizar y las razones 3.4.
3.1. Bases de datos relacionales
Este es el tipo de base de datos que actualmente da pro-
blemas y que la caracterı´stica principal que se requiere para
solucionar el problema es el escalado horizontal [3] no se
dara´ tanto e´nfasis en este apartado y se explicaran las carac-
terı´sticas de este tipo.
Este tipo de bases de datos se compone por tablas o tam-
bie´n denominadas relaciones, no puede existir dos tablas
con el mismo nombre ni tampoco datos iguales, ya que este
tipo de base de datos cumple las condiciones ACID (Atomi-
cidad, Consistencia, Aislamiento, Permanencia). Estas re-
laciones o tablas tienen claves primarias para cumplir estas
condiciones y tambie´n tablas ajenas para que datos de dife-
rentes tablas este´n referencia-das.
Nos proporciona ventajas tales como garantizar evitar la
duplicidad de registros, garantizar la integridad relacional
y favorecer la normalizacio´n para ser mas comprensible y
aplicable.
Entre muchos gestores de bases de datos relacionales nos
podemos encontrar a los siguiente: MySQL, PostgreSQL,
Oracle, DB2, INFORMIX, Interbase, FireBird, Sybase, Mi-
crosoft SQL Server.
3.2. Bases de datos no relacionales
Para la bu´squeda de bases de datos no relacionales hemos
seleccionado las ma´s importante y conocidas [4], para ası´
tener un nu´mero claro de tipos a investigar.
Cassandra
Cassandra, teniendo como origen Facebook fue liberado
y pasar a ser un proyecto open source es una base de datos
NoSQL distribuida y fa´cilmente escalable teniendo como
capacidad ma´s reconocida su capacidad de escalar lineal-
mente ası´ como el soporte para multi data center o comuni-
caciones peer-to-peer entre nodos. Su Arquitectura y carac-
terı´sticas nos proporciona bastantes buenos resultados, para
empezar el nivel de consistencia es modificable segu´n in-
terese y tambie´n el nivel de query.En estas caracterı´sticas
[5] podrı´amos definir que es distribuida, escala linealmente
y de forma horizontal y introduce una arquitectura Peer-to-
Peer para eliminar fallos de patrones maestro-esclavo.
Redis
[6] Es una base de datos en memoria a partir de alma-
cenamiento mediante hashes usada como una base de datos
persistente. Escrito en ANSI C, software de co´digo abierto y
con un rendimiento elevado sin diferencias entre el tiempo
de lectura y escritura. Ha diferencia de otras bases de da-
tos que funcionan con hashes esta´ tambie´n dispone de datos
complejos como tablas, colas, pilas,etc. Adema´s de ser per-
sistente en disco ası´ que el reinicio de la ma´quina no pierde
la informacio´n. La escalabilidad se genera con un sistema
de replicacio´n maestro-esclavo haciendo que los servidores
esclavos obtengan copias exactas del maestro.
MongoDB
Disen˜ada para ser ra´pida, flexible , escalable y fa´cil de
aprender con herramientas de ana´lisis de datos.Siendo esta
la base de datos NoSQL lı´der del mercado, nos puede dar
los siguientes beneficios [7] tal es como poder almacenar to-
do tipo de datos dando un gran rendimiento de escalabilidad
horizontal y procesado de datos. Esta orientada a documen-
tos con estructura JSONs para almacenar la informacio´n.
Utiliza Map-Reduce, se puede actualizar sin detener el ser-
vicio y los servidores se sincronizan los datos de manera
perio´dica.
CouchDB
CouchDB es una base de datos NoSQL, es capaz de re-
plicarse en una amplia gama de entornos cliente/servidor.
Basado en tecnologı´a web es una base de datos distribuida
con la capacidad de adaptarse a los servidores como a clien-
tes de diferentes tipos. Las caracterı´sticas [8] [9] son tales
como que esta orientada a documentos escritos en SON y
implementa la sema´ntica ACID por lo cual se puede escri-
bir y leer en mu´ltiples lugares al mismo tiempo. Usa REST
sobre HTTP y te permite trabajar con el de manera offline y
al conectarse se actualizara el trabajo realizado.
3.3. Docker
Docker [10] es un proyecto de co´digo abierto que te per-
mite crear contenedores, tambie´n conocidos como maqui-
nas virtuales ligeras, que son menos exigentes con que equi-
pos pueden ejecutarlos. Las caracterı´sticas principales es su
gran portabilidad, ya que los contenedores pueden ser mo-
vidos a otro equipo fa´cilmente. Que sean maquinas ligeras
quiere decir que ocupan poco espacio. Y su ultima carac-
terı´stica va enfocada en su autosuficiencia ya que un conte-
nedor no necesita de terceros para funcionar.
Docker compose
Docker compose [13] es una herramienta que permite
crear scripts que facilitan el disen˜o y la construccio´n de ser-
vicios para ası´ simplificar el uso de Docker. De esta manera
se puede hacer un levantamiento simultaneo de mu´ltiples
contenedores fa´cilmente.
3.4. Definicio´n de herramientas
Despue´s de investigar las herramientas anteriormente
mencionada y de estudiar los datos de la base de datos que
tenemos que guardar se ha hecho una seleccio´n de herra-
mientas.
Desde el punto de vista de la estructura de base de datos
el tipo de base de datos seleccionado son las no relacionales,
ya que nuestro objetivo primario es mejorar el escalado ho-
rizontal y el tipo de no relacional a sido [11] MongoDB ya
que es una base de datos que suele funcionar a buen rendi-
miento y con un escalado horizontal muy bueno y con mu-
chas opciones de configuracio´n. Otro motivo de esta selec-
cio´n es que anteriormente yo ya he trabajado con este tipo
de base de datos, lo cual me ahorrara tiempo de formacio´n
con las herramientas. Esta sera levantada en mu´ltiples con-
tenedores docker simulta´neamente gracias al uso de docker
compose.
Y despue´s para realizar la interfaz de consulta usaremos
como lenguaje de programacio´n C# usando una aplicacio´n
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WPF, esta seleccio´n a sido realizada porque este tipo de
aplicaciones son muy co´modas de crear y con el cual ya
habı´a trabajado y en un proyecto donde el problema mas
grande es la gestio´n del tiempo va bien ahorrar tiempo en
las cosas en las que sea posible.
4 DESARROLLO DEL PROYECTO
En este apartado se mostrara en primer lugar el disen˜o
para la estructura de la base de datos y la interfaz en el apar-
tado 4.1 seguido de el tipo de datos que se van a almacenar
en el apartado 4.2. Despue´s se comenzara a explicar la crea-
cio´n de la estructura en el apartado 4.3 y los criterios de la
fragmentacio´n de los datos en el 4.5 y terminaremos expli-
cando la creacio´n del interfaz de consultas en el apartado
4.7.
4.1. Disen˜o
4.1.1. Disen˜o de la BD
La idea de la estructura consta de 3 partes distintas o me-
jor dicho 3 tipos de contenedores mongo distintos. Existira´n
los contenedores que se ocuparan de almacenar las particio-
nes de los datos o tambie´n llamados shards, estos se agrupan
en este caso de 3 en 3 haciendo que cada shard sea un replica
set, de esta manera podemos asegurar un nivel de disponibi-
lidad mas gran en caso de que un conteneos se desconecta-
ra o se anulara. Existira´n los contenedores de configuracio´n
que se ocuparan de mantener la configuracio´n al re-levantar
la estructura y es quien se ocupa de guardar los logs de la
estructura. Para terminar tenemos un contenedor individual
que usaremos como salida y al cual se tendra´ que conectar
la interfaz o un SGBD para poder acceder a todos los datos.
Esta informacio´n se puede mostrar mas gra´ficamente en la
figura 2 .
Fig. 2: Arquitectura de la Base de datos
En la figura 2 se muestran en el cuadrado azul los 3 shards
formados por 3 contenedores formando 3 replica sets, en el
cuadrado naranja el replica set de configuracio´n y en ama-
rillo el mongo de salida.
4.1.2. Disen˜o de la Interfaz
En cuanto se refiere al disen˜o de la interfaz es bastante
simple, existiendo 4 pantallas, un menu´ principal que tendra´
3 opciones: Comenzar a hacer las consultas, ir al menu´ de
configuracio´n o salir de la aplicacio´n. En el menu´ de con-
sultas se pedira´n los para´metros para hacer las consultas y
al pulsar iniciar te llevara a la ventana de resultados donde
se mostraran los resultados y se dara´ opcio´n a guardar los
datos en un archivo de texto. Y para terminar el menu´ de
configuracio´n te muestra los para´metros de la conexio´n de
la interfaz y te permite editarlos. Todas estas pantallas me-
nos en el menu´ principal tienen un boto´n de volver que te
redirige a la ventana anterior. En la figura 3 se muestra el
diagrama de flujo que representa lo anteriormente explica-
do.
Fig. 3: Diagrama de flujo del Interfaz.
4.2. Estructura de los datos
Antes de comenzar a crear la estructura necesitamos cam-
biar el formato de los datos al nuevo formato que en el caso
de MongoDB es JSON. para eso mantendremos los nom-
bres de los atributos pero modificados para que el forma-
to sea correcto.Los atributos serian: texto que representa el
texto escrito en el tweet, lema que representa el texto escrito
de la manera correcta, etiquetado que guarda la etiqueta de
lo que representa cada palabra del tweet (verbo, sujeto, etc.)
y es una array de strings que las etiquetas esta´n en el mis-
mo orden que en el texto, conjunto y conjunto lema son
una array de documentos que agrupa cada palabra del texto
o lema con su etiqueta respectivamente y para terminar el
pais que indica de que paı´s es el tweet.
4.3. Creacio´n de la estructura
Para la creacio´n de la estructura explicada en al apartado
4.1.1 se creara un documento docker-compose para el le-
vantamiento simultaneo de los contenedores. De estos con-
tenedores solo necesitamos que el mongo de salida tenga un
puerto de la maquina en el que este instalada redirecciona-
do al puerto 27017 del contenedor, en el cual se encuentra la
entrada al mongos. Estos contenedores guardan en todo mo-
mento el estado de la base de datos en volumes de docker,
de esta manera si se para el servicio y se eliminan los con-
tenedores si se vuelven a crear usando el mismo volumen la
base de datos no se vera afectada. Este docker compose se
puede ver en el ape´ndice A.1 .
Una vez levantados los contenedores tendremos que ha-
cer saber a cada uno de ellos a que replica set pertenecen.
De esta manera tras tener los 3 shards y el replica set de
configuracio´n se van a an˜adir los shards a la entrada mon-
gos, pero una vez an˜adidos antes de an˜adir migrar los datos
hace falta que se determine la clave de sharding para saber
cual va a ser el criterio de fragmentacion.
4.4. Criterios de fragmentacio´n
Teniendo ya los contenedores en marcha, los shards crea-
dos y preparados para hacer sharding de los datos que en-
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tren por el mongos de entrada pero antes necesitamos defi-
nir cual sera el atributo que dividira´ los datos en bloques y
los repartira´ por los shards. Tras analizar los datos explica-
dos en el apartado 4.2 y tras hablar con los solicitantes de
que tipo de consultas van a realizar se llego a la conclusio´n
que el atributo pais es la mejor clave de sharding, ya que
todas las consultas que se quieren realizar comienzan selec-
cionando en primer lugar el paı´s. De esta manera se creara
la colleccion que se desea en este caso se llama ”twitter”, se
establecera´ la clave de sharding para y se activara el shar-
ding , debido a que no es un Integer no se puede crear rangos
para que de dividan los datos, sino que se tiene que hacer
mediante una funcio´n de hash interna de MongoDB hacien-
do que la informacio´n no esta totalmente dividida de manera
igual en cada shard sino que depende de que si los paquetes
de datos con el mismo paı´s tienen un taman˜o parido o no.
4.5. Migracio´n de datos
La migracio´n de datos fue algo costoso, ya que donde
esta actualmente la base de datos MySQL no admite co-
nexiones externas no puedo usar el SGBD NoSQLBooster
para hacer una copia de los datos directamente. Ası´ que se
ha desarrollado un pequen˜o software que a partir de los do-
cumentos de texto de que le pedı´ a los solicitantes con una
cantidad decente de datos con el formato JSON de la nueva
base de datos los inserta en la nueva estructura. Fue muy
importante que las string que inserte este´n en formato iso-
8859-1 que acepta todo tipo de caracteres, que siendo una
base de datos para hacer estudios sobre el lenguaje es total-
mente prioritario que los datos este´n correctos.
El gran inconveniente de este me´todo es que requiere bas-
tante tiempo, pero como la migracio´n solo se tendra´ que rea-
lizar una vez se puede permitir. Aun ası´ esto a sido un gran
problema a la hora de hacer pruebas con diferentes configu-
raciones ya que se tardaba unas 12 horas en tener listo un
escenario de pruebas con 20 millones de datos.
4.6. Seguridad
Para que esta estructura no sea totalmente vulnerable se
ha instaurado un sistema de autenticacio´n de usuario y con-
trasen˜a para acceder al mongo de salida. No se especifica-
ron temas de seguridad con los solicitantes, pero como bue-
na practica tiene que existir aun que sea un mı´nimo. Para
realizar dicha autenticacio´n solo se ha tenido que apagar la
estructura y an˜adir el termino –auth en el comando que le-
vanta el contenedor mongo de salida.
4.7. Creacio´n del interfaz
Tras poder conectar la aplicacio´n WPF con la estructura
anteriormente creada se empezara a desarrollar la [12] lo´gi-
ca y la parte visual de la interfaz, empezando por el menu´
principal, seguido de el menu´ de configuracio´n y terminan-
do con la ventana de consultas y resultados.Estas ventanas
se pueden encontrar en el ape´ndice A.2.
Menu´ Principal
En esta ventana, al ser la primera, se definira´n los colores
y la sensacio´n que transmitira´ la interfaz al usuario. Para
eso se han usado colores pastel y amarillo para transmitir
tranquilidad y que al ser el fondo no destaque, mientras que
los botones funcionan como si fuera un sema´foro: rojo sales
del software o vuelves a la pantalla anterior, verde sigues
adelante con las consultas y a´mbar para la configuracio´n.
Esto se puede ver en la figura 4.
Fig. 4: Menu´ principal.
La u´nica caracterı´stica aparte de los 3 botones de em-
pezar consultas, configuracio´n y salir es que debajo de el
boto´n de empezar consultas hay una passwordBox en la que
el usuario podra´ introducir la contrasen˜a del usuario que es-
ta guardado en la configuracio´n. La contrasen˜a se introduce
cada vez que se quiere empezar a hacer consultas para evi-
tar que la contrasen˜a se guarde en el documento de confi-
guracio´n. Si el usuario o la contrasen˜a no es correcta se le
notificara al usuario.
Configuracio´n
En este menu´ se muestran 4 TextBox en los cuales se le
pide al usuario que introduzca la ip donde esta la estructura,
el puerto, el usuario con el que va a ingresar y en el ultimo la
base de datos y la coleccio´n que va a utilizar separados por
un punto. Estos datos son guardados en un documento de
texto el cual es guardado al pulsar el boto´n verde de Aplicar
y se notificara que se han guardado correctamente. Al abrir
esta ventana los datos del documento son escritos en las
TextBox para que el usuario sepa que configuracio´n tiene
en ese momento.
Consultas
En esta ventana se encuentra realmente la mayor parte de
la lo´gica de la interfaz. Existen 4 tipos de consultas distintas
la cual puedes elegir en un menu´ desplegable y depende de
que selecciones aparecera´n unos inputs o otros para reali-
zar dicha consultas, esto se muestra en la figura 5 . A parte
tal y como se explica en el apartado 4.4 el atributo paı´s es
el primero que se elige, ası´ que al entrar en esta ventana se
consultara a la base de datos para obtener un listado orde-
nado alfabe´ticamente de los paı´ses y se introducira´n en un
menu´ desplegable para que el usuario pueda elegir. La pri-
mera y la segunda consulta son las mas simples, estas dos
solo necesitan un input, ya que buscan a partir del texto o el
lema respectivamente, no tiene porque ser exacto sino que
solo hace falta que contenga lo escrito en el input siendo
pra´cticamente la misma consulta cambiando que el atribu-
to de bu´squeda es el texto o el lema. A la tercera se le ha
llamado Etiquetas Cercanas que es una consulta que busca
documentos que tengan las etiquetas pasadas por el input
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en el mismo orden en alguna posicio´n de la array del atri-
buto etiquetado separadas en este caso por comas dentro
del TextBox donde se introduce el input. Y por ultimo la
cuarta consulta se llama Etiquetas Lejana”que en este ca-
so tiene 3 inputs diferentes tales como Etiqueta 1, Etiqueta
2 y distancia. Esta consulta devuelve los documentos que
tienen la etiqueta 1 a una distancia concreta de la etiqueta
2, encontra´ndose la etiqueta 1 siempre en primer lugar, a la
inversa no.
Fig. 5: Inputs para cada tipo de consulta
A parte gracias a realizar User Testing con usuarios de
testing se ha introducido en la parte inferior un mensaje para
saber como funciona cada consulta.
Resultados
En esta ventana se mostraran los resultados de la consulta
con los para´metros introducidos en la ventana de consultas.
Estos resultados son impresos en una tabla por la cual se
puede hacer scroll vertical y horizontal y donde en la parte
inferior hay un TextBox donde tras poner un nombre para el
archivo de texto y pulsar el boto´n verde guardar se te guar-
dara un archivo con dicho nombre en la carpeta de resulta-
dos del interfaz con un pequen˜o resumen de los para´metros
de la consulta y luego todos los datos. Se le notifica al usua-
rio cuando se ha guardado correctamente. Si un documento
ya tiene dicho nombre este se sobrescribiera. El resumen de
la consulta se puede ver en la figura 6 .
Fig. 6: Cabecera del documento de resultados.
Todas las ventanas se puede ver en el ape´ndice A.2.
4.7.1. Testing
El testing realizado en la interfaz esta enfocada en todos
los inputs posibles dividie´ndolos en 2 dependiendo donde se
encuentran, ya que estos son los que no aceptan toda clase
de caracteres, son los inputs de configuracio´n y consultas.
Comenzando por el menu´ de configuracio´n podemos
ver como existen 4 inputs: direccio´n, puerto , usuario y
BD.colleccion. En Direccio´n y Usuario se permite cualquier
tipo de cara´cter mientras que en puerto solo se permiten nu-
mero. En el ultimo se permite todo menos tener mas de un
punto ya que es lo que se usa para separa la base de datos de
la collecion. Si cualquier cosa de las anteriormente mencio-
nadas no se cumple se le notifica al usuario. Se puede ver
mas gra´ficamente en la Figura 7.
Fig. 7: Testing de inputs de la ventana Configuracio´n.
A continuacio´n seguiremos con la ventana de consultas
que tiene en total 6 inputs.
Siendo estos el inputs de texto de la consulta por texto
que acepta todo tipo de caracteres y lo mismo con el input
de lema del tipo de consulta por lema.
Para la consulta de etiquetas cercanas se aceptan todo ti-
po de caracteres menos signos de puntuacio´n, porque como
usamos las comas para partir las etiquetas podrı´a dar erro-
res.
Y para terminar en el tipo de consulta de etiquetas lejanas
se acepta en los inputs de etiqueta de todo menos sı´mbolos
especiales tales como signos de puntuacio´n y en el input
de distancia solo se permiten nu´meros. Se puede ver mas
gra´ficamente en la Figura 8.
Si no se cumple cualquiera de estas condiciones se noti-
fica al usuario.
Fig. 8: Testing de inputs de la ventana Consultas.
Hace falta destacar que al terminar la interfaz se invito
a diferentes testers para que realizaran unas tareas con la
interfaz hasta completar una checklist y que apuntaran todo
lo que no les quedaba claro.
La checklist era bastante simple, era comenzar introdu-
ciendo la configuracio´n para la conexio´n y luego realizar
una consulta de cada tipo y guardar los resultados en dife-
rentes documentos de texto. Fue un gran e´xito, y gracias a
esto se an˜adio´ los mensajes de informacio´n a la hora de re-
llenar los inputs de las consultas ya que algu´n usuario quedo
algo bloqueado al hacer el test.
5 ANA´LISIS DE RESULTADOS
Tras finalizar la creacio´n de la estructura se van a realizar
pruebas en esta para determinar si su estructura es o´ptima
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haciendo levantamientos de estructuras como esta pero con
2, 3, 4, 5 shard para ver si 3 shards era el numero mas opti-
mo.
Todas estas pruebas sera´n realizadas utilizando NoSQL-
Booster, ya que la interfaz al tener la necesidad de imprimir
en pantalla los resultados esto hace que el tiempo se dispare.
Ası´ que se recomendaba que cuando se quieran hacer con-
sultas de 10 millones aproximadamente se utilice el gestor
NoSQLBooster.
Para hacer estas pruebas se han preparado 2 grupos de
consultas, ambos tienen 3 consultas que devuelven diferente
numero de documentos:
Consulta leve: poco procesamiento (100.000 documen-
tos).
Consulta media: procesamiento medio (1,5 millones de
documentos).
Consulta elevada: procesamiento extremo (20 millones
de documentos).
Y la diferencia entre los 2 grupos es que el primer grupo
hace consultas usando correctamente la fragmentacio´n de
los datos, filtrando primero el paı´s y el 2n grupo son con-
sultas cross database usando directamente el atributo texto.
Los resultados se muestran en las figuras 9 y 10 respectiva-
mente.
Fig. 9: Resultados comparacio´n de numero de shards utili-
zando correctamente las particiones.
Fig. 10: Resultados comparacio´n de numero de shards sin
utilizar correctamente las particiones (cross).
Tras realizar dichas comparaciones podemos concluir
dos cosas principalmente: tener 2 Shards nos da un resulta-
do bastante parecido al actual pero tiene ma´s dificultades al
hacer consultas a datos masivos y que aumentar en nu´mero
de shards a 4 o 5 podrı´as ser positivo, pero no lo suficientes
como para tener aumentar el coste de hardware que necesita
dicho aumento. De esta manera podemos ver como realizar
una estructura de 3 shards tiene un rendimiento muy acer-
tado y se mantendra´. Los que sı´ se ha podido ver es que el
tiempo en el grupo 2 es igual que en el grupo uno pero con
tiempos ma´s elevados por lo cual no cambia la conclusio´n
de los resultados.
Tras realizar dichas pruebas con el numero de shards se
comprobo´ si realmente el atributo pais es la mejor clave de
sharding para hacer la fragmentacio´n, por esta razo´n se pro-
bo hacer las mismas consultas que en las pruebas anterio-
res, usando solo el primer grupo en este caso, para ver si
el resultado nos podı´a recomendar otra clave distinta. Tras
realizar las pruebas con 3 shards en las estructura los resul-
tados se encuentras en la figura 11.Se eligieron a parte de
pais los atributos etiquetado, conjunto y conjunto lema ya
que son los u´nicos que se repiten en algunos documentos.
Fig. 11: Resultados comparacio´n de claves de sharding.
Pero tras analizar los datos se puede ver claramente co-
mo el atributo paı´s es el le mejor criterio de fragmentacio´n
posible en este proyecto.
6 CONCLUSIONES
Tras la realizacio´n del proyecto y la obtencio´n de resulta-
dos se puede llevar a cabo algunas reflexiones sobre que´ se
podrı´a mejorar de este, tanto en la parte lo´gica como en el
a´mbito de la gestio´n del tiempo y las tareas.
Empezando con este u´ltimo fue bastante difı´cil seguir la
planificacio´n inicial, siendo ası´ necesario cambiarla hasta
3 veces a lo largo del proyecto, haciendo que el tercer ob-
jetivo quedase fuera por falta de tiempo. Aun ası´ el poder
gestionar un proyecto de unas proporciones ma´s grandes de
las que estoy acostumbrado y con libertad para desarrollar
ha sido interesante e instructivo para siguientes proyectos.
Comentando los resultados como tal del proyecto que
serı´an por un lado la estructura de contenedores que crean
la nueva base de datos y el software para realizar consultas.
La estructura fue lo ma´s complicado, porque aunque ahora
mismo se tarde unos minutos en levantar la estructura antes
era un suplicio y no conocı´a del todo el funcionamiento de
docker compose, lo cual tiene muchı´simas opciones y creo
que posiblemente con ma´s tiempo y profundizamiento en el
tema podrı´a ser mejorable, pero por temas de tiempo tuve
que pasar a la segunda parte que es el interfaz de consultas.
Esta interfaz ha sido curiosa de realizar porque se ha rea-
lizado mediante demanda de informacio´n al cliente y plas-
mando lo que el cliente pide en la lo´gica de la interfaz. Si,
la interfaz podrı´a tener muchas ma´s opciones y puede que
no guste visualmente a todo el mundo, aunque visualmente
es aceptable, pero es funcional para el cliente, que en este
caso de proyectos es lo ma´s importante.
Estoy muy contento al ver los resultados, tanto el rendi-
miento de la estructura al realizar consultas con un resul-
tado de millones de documentos y con la interfaz que aun
tardando un poco mas te deja visualizar dichos resultados
y plasmarlos en un documento para tenerlo a mano si se
requiere. Ha sido una experiencia que aunque en algunos
momentos ha sido bastante estresante y difı´cil ha dejado un
buen sabor de boca.
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A.1. Docker compose de la estructura
Para la creacio´n de un shard y sus 3 replicas se utilizarı´a
el siguiente docker compose que se muestra en la figura 12.
Fig. 12: Docker compose de un shard.
Para la creacio´n de el mongo de configuracio´n y sus 3
replicas se utilizarı´a el siguiente docker compose que se
muestra en la figura 13 .
Fig. 13: Docker compose de un mongo de configuracio´n.
Y para la creacio´n del mongo de entrada se utilizarı´a el
siguiente docker compose que se muestra en la figura 14 .
Fig. 14: Docker compose de un mongo de entrada.
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A.2. Pantallas de la Interfaz
Fig. 15: Menu´ principal.
Fig. 16: Configuracio´n.
Fig. 17: Consultas.
Fig. 18: Resultados.
