The notion of S S-algebra is introduced. The theory of apolarity and generic canonical forms for polynomials is generalized to S S-algebras over the complex field ‫.ރ‬ We apply this theory to the problem of finding the essential rank of general, symmetric, and skew-symmetric tensors. Upper bounds for the essential ranks are found by different combinatorial coverings. ᮊ
INTRODUCTION
The theory of apolarity was first developed by Clebsch, Lasker, Richw x mond, Sylvester, and Wakeford 10, 17, 20 . They were first interested in studying homogeneous polynomials of degree p and in q variables, and in expressing them as sums of pth powers of linear terms. The problem is to minimize the number of pth powers which are required in such a sum. For instance, a result due to Sylvester is that a generic homogeneous polynomial in two variables of degree 2 n y 1 may be written as a sum with n Ž . terms of 2 n y 1 st powers. This is only true for a generic polynomial; for instance x 2 y cannot be written as the sum of two cubes. They then focused on the more general problem of finding canonical ways of expressing a generic homogeneous polynomial. For example, it was Ž . discovered that a generic quaternary cubic four variables and degree 3 may be written in the form h h h q h h h , where the h 's are linear 1 2 3 4 5 6 i w x terms. In 3 the main theorems on apolarity and generic canonical forms are presented for homogeneous polynomials, and numerous examples are included.
In the present work we extend the theory of apolarity and generic canonical forms to a more general setting. We introduce the notion of S S-algebra, which is a vector space A together with a set S S of multilinear forms on the space A. This idea generalizes the notion of an algebra. We Ä 4 then consider the space of all functions, A x , . . . , x , that may be 1 d constructed on the space A to itself by the multilinear forms in the set S S. These functions behave like polynomials. We consider an important class Ä 4 of derivations on the space A x , . . . , x , namely the polarizations. The 1 d polarizations satisfy many properties, including some chain rules which play a crucial role in the proof of our main theorem. Ž . Recall that symmetric tensors Sym W correspond to polynomials in n variables, where n is the dimension of W. The classical notion of apolarity can then be formulated as follows. Given f h s 0. It is in this setting that we are able to generalize the idea of apolarity; see Definition 4.4.
In Section 5 we state the main theorem on generic canonical forms and apolarity. In short, the problem of determining whether a form p g Ä 4 A x , . . . , x in an S S-algebra A is canonical may be solved by finding 1 d certain elements in the vector space and showing that a certain linear equation system does not have a non-trivial solution. The concepts of apolarity and polarizations are important in finding this equation system. We apply the above theory to the study of the rank of general tensors, symmetric tensors, and skew-symmetric tensors. In Section 6 we consider general tensors, which correspond to multi-dimensional matrices. The problem of finding upper bounds for the essential rank of general tensors has a combinatorial interpretation. Namely, an upper bound for the number of rooks required to cover a multidimensional chess board is also an upper bound for the essential rank of tensors. Similar combinatorial bounds are found in Section 7 for symmetric and skew-symmetric tensors. With the help of Steiner triple systems we find explicit bounds for the essential rank of symmetric and skew-symmetric tensors of degree 3. In the concluding remarks we suggest a conjecture which gives a duality between symmetric and skew-symmetric tensors.
POLYNOMIAL FUNCTIONS DEFINITION 2.1. An S S-algebra
A is a vector space together with a set S S of multilinear forms on A. That is, for each M g S S there exists a Ž . positive integer k M such that
is a multilinear form.
Ž .
When there is no risk of confusion we will write k instead of k M . An example of an S S-algebra is any associative algebra A. In this case S S consists of a single bilinear form, which is the product on the algebra. But in the general instance of S S-algebra we do not assume any relations among the multilinear forms in the set S S.
In this article we will consider S S-algebras over the complex field ‫.ރ‬ We assume that A carries a topology such that the induced topology on every finite dimensional linear subspace is Euclidean. Moreover, we also assume that S S is a set of continuous multilinear forms on the linear space A. Ä 4 We define A x , . . . , x to be the set of all functions in the variables 1 d x , . . . , x that we may construct by using the multilinear forms in the set 
compositions with the multilinear forms in the set
The proof is by induction on p g A x . It is easy to check that it holds for p s a g A and for p s x. Moreover, both sides are linear in p.
What remains to show is the induction step. Namely, given that the result Ä 4 Ž . holds for p , . . . , p g A x , then it also holds for any p s M p , . . . , p ,
Ž .
Hence the induction is complete.
We say that a function from the complex numbers ‫ރ‬ to the vector space A is differentiable if for all ␣ g ‫ރ‬ the limit
Ž . exists. When this limit exists, we denote it with ѨrѨ␣ ␣ s Ј ␣ . Let Ž . M be a multilinear form in S S , with k s k M . Let , for i s 1, . . . , k, be i Ž . differentiable functions from ‫ރ‬ to A. We claim that M , . . . , is also 1 k a differentiable function from ‫ރ‬ to A. This is easy to check with the following computation.
Since M is continuous the above expression converges when h ª 0, and the limit is
Observe that this expression is like the derivation of a product. We also have the following chain rule for polarizations.
. . , x and let be a differentiable
Proof. Just as in the proof of Proposition 3.2, we proceed by induction Ä 4 on the elements p of A x , . . . , x . It is easy to prove the basis for 
Here the induction is complete.
When A is a commutative algebra, we may express the polarizations in terms of classical derivations. That A is a commutative algebra means that Ž . S S consists of one bilinear form that is symmetric commutative , fulfills the associative law, and has a unit element 1. For an algebra we denote this unique bilinear form by и. . . , x to be the linear map satisfying
Let A be a commutati¨e algebra. Then for any element Ä 4 p g A x , . . . , x and for a, a , . . . , a g A we ha¨e that
We omit the proof, since it is a straightforward induction argument. 
Proof. The right-hand side consists of multilinear forms. Hence we may use the multilinear property and linearly expand the expression. In doing this we obtain a linear combination of elements of the form
where 1 F m F n . Moreover, the coefficients in this linear combination j j will be polynomials in the ␣ 's. Ž Since p is homogeneous, we know that each of the elements eval p;
. z , . . . , z lies in V, and thus can be expanded in the basis u , . . . , u .
By composing these two expansions the result follows. 
Now by setting ␣ s 0 the conclusion follows.
We now introduce the concept of apolarity in its general setting. 
Ž .
One important class of linear maps on which we consider the apolarity condition is given by the following. Ž .
A then D ps 0, so the map is the zero map, which is linear. When 
Each term in this expression is a linear map. Since the sum of linear maps is a linear map, the proof is done.
GENERIC CANONICAL FORMS
DEFINITION 5.1. Let V be a finite dimensional linear space. We say that a generic element¨g V has a property P, if the set of all elements in V that has this property forms a dense set in V, where V has the Euclidean topology. 
has full rank.
. . , x , where r F q. Let P: ‫ރ‬ ª ‫ރ‬ be defined by Ž .
Ž . 
where ␣ g ‫.ރ‬ We will call the coefficients ␣ parameters. Set Par s
Thus a parameter is of the form ␣ , where
Observe that the number of parameters is Par s n q иии qn . We will begin to prove the necessary implication of the theorem. Hence assume that a generic element¨of V can be written in the form Ž . eval p; w , . . . , w . By counting coefficients on the left hand side and 1 d < < parameters on the right hand side, we obtain the inequality n F Par s n q иии qn .
d
By Proposition 4.2 we can expand
where are polynomials for i s 1, . . . , n.
i Consider the map ⌽:
where the coordinates of ‫ރ‬ Par are indexed by the set Par. The assumption is that the range of the map ⌽ is dense in ‫ރ‬ n . By Proposition 5.4 we infer that the n polynomials are algebraically i independent. Hence, by Proposition 5.3, the matrix
has full rank, where rows are indexed by i and the columns by the set Par. Ž . Since the matrix 1 has full rank, we can choose values for the Ž . parameters such that the matrix 1 still has full rank. Denote these values we choose for the parameters by ␥ for k g Par. Let
Moreover, we know that the matrix
has full rank. Hence the columns of the matrix span the linear space ‫ރ‬ n . But ‫ރ‬ n is isomorphic to V. Via this isomorphism we get
Thus, the elements
Hence there is no nonzero functional L g V * such that
Each of the parameters will only occur in one of the vectors w , . . . , w .
The parameter ␣ occurs only in w . In particular, we have
Hence by the chain rule, Proposition 3.3, we conclude that
Thus we can write our condition as follows: there is no nonzero functional by using the isomorphism between V and ‫ރ‬ n we get that the matrix
has rank d. Since n F n q иии qn the above matrix has full rank. Thus
where we remove the values of the ␤ 's, cannot have lower rank. But the rank cannot increase so the last matrix has full rank also. By Proposition 5.3 we know that the polynomials , . . . , are alge- When the S S-algebra is a commutative and associative algebra with a unit element, then the linear maps in the statement of Theorem 5.2 reduce to
Thus the element¨corresponds to an n = n = иии = n matrix w x the maximal rank 3. For more on this last example, see 5 .
To find upper bounds for the essential rank of the linear space W m иии m W we will consider the combinatorial problem of rook cover- 1 d ings. Let A , . . . , A be finite sets and let A = иии = A be the Cartesian
product of these sets. r g R such that a , . . . , a and r , . . . , r differ in at most one
DEFINITION 6.3. A rook covering of
place. That is,
there exists a unique r , . . . , r g R with the above conditions. 
The problem of finding small rook coverings is a well studied problem, w x see 8, 13, 18 . Proof. Let A be the vector space defined as
Since A is finite dimensional, let the topology of A be the Euclidean. Define 
where y g W . In order to do this, let z , . . . , z be a basis
Let A be the set 1, . . . , n . Let R be a rook covering
Ž . Assume that L in V * is apolar to all the linear maps in 3 . We can write the dual element L in terms of the dual basis. 
. arbitrarily. Thus we know that L is apolar to the linear map
Let y take the value of z . Hence
We conclude that all coefficients of L vanish. Thus we know that L s 0. Theorem 5.2 implies that a generic element of V can be written in the Ž . Ž .
It is a direct verification that RЈ is a rook covering of B = иии = B with Let I denote the set 1, . . . , n = иии = 1, . . . , n .
We know that a generic element of W m иии m W can be written in the
where w g W . By Theorem 5.2 this canonical form implies that there
where t g W . Hence the images of these linear maps span the space Ž .
Let u , . . . , u be a basis of U. Consider the following subset of
The cardinality of P is m dy 1 . Define the elements¨X g W m U, Ž .
where t g W m U. We would like to show that the images of these i g I and q , . . . , q g 0, 1, . . . , m y 1 . This choice corre-
sponds to the basis element
Thus q and p j only differ in the jth coordinate. Let
The element¨m иии m y m иии m¨lies in the image of one of
Ž . the maps in 5 . Consider now the sum of these elements. phism, that is,
View the isomorphism ⌽ as a reordering of the terms. Now, the above 
ESSENTIAL RANK OF SYMMETRIC AND SKEW-SYMMETRIC TENSORS
Let W be a vector space over the complex numbers of dimension n. Ž . Recall that Sym W is the algebra of symmetric tensors over W. That is, Ž . Sym W is isomorphic to the algebra of polynomials in n variables with Ž . complex coefficients. Similarly, Ext W is the exterior algebra on W. The Ž . Ž . product in Sym W is denoted by и and the product in Ext W is denoted by n. Both these algebras are graded, and we may write
Observe that Proof. The first result is a well-known result in exterior algebra; see, w x Ž . for example, 4 . An element in Sym W corresponds to a polynomial 2 homogeneous of degree 2 and in n variables. It is well-known from linear Ž algebra that such a polynomial may be written as a sum of n squares or . 
is a subset C of such that for all I g there exist The proof is similar to the proof of Proposition 6.4 and thus is omitted.
For the remaining part of this section we will consider the case when d s 3. DEFINITION 7.6. A Steiner triple system on a non-empty set A is a
such that for all pairs P g there is a unique triple 3 2 Q g S such that P : Q. A necessary and sufficient condition for a Steiner triple system to exist on a set A of cardinality n is that n ' 1, 3 mod 6. Observe also that the 1 n Ž . Ž Ž .. size of a Steiner triple system is и s n и n y 1 r6. < < and A s m. Let S be a Steiner triple system on A for i s 1, 2. Then
we claim that S j S is a covering of the set . Assume that
. Then there is an index i such that A l I G 2. Hence 3 i Ä 4 A l I contains a pair P. Then we may find x g A such that P j x g S .
For the multiset case, consider the set of multisets
. which has cardinality n q m q n и n y 1 q m и m y 1 r6. It is easy to Proof. We will only prove the first statement. Since nr2 ' 0, 4 mod 6 we have that nr2 y 3 ' 1, 3 mod 6, and nr2 q 3 ' 1, 3 mod 6. Thus by Proposition 7.7, there exists a covering of size 
We can write
By using the fact that L is apolar to the third map with y s z , we get
Since L is apolar to the first map with y s z ,
we have ␣ s 0. Similarly, since L is apolar to the second map
with y s z , we have ␣ s 0.
Since L is apolar to the first map with y s z , we get
Again, use the first map with y s z .
y sign 2 i q 4, 2 i , 2 i q 1 и ␣ Ž . Ä2 iq4, 2 i , 2 iq14 s ysign 2 i q 4, 2 i , 2 i q 1 и ␣ .
Ž . Ä2 iq4, 2 i , 2 iq14
Use the first linear map with y s z .
0 s L z n z n z y z ² :
Ž . thus the space has essential rank 4.
The following corollary is straightforward to obtain. COROLLARY 7.11. Let n be an e¨en positi¨e integer. A be the union of these two sets, that is, A s A j A . Let S be a Steiner 
where the sum ranges over all three element multisubsets of A.
We claim that for i, j g A and k g A we have that ␤ s 0. This is We conclude that ␤ s 0 when I is a set, that is, when there are no ¦ ;
Since T contains triplets, which contain all the elements of A , we have 1 1 that for all i g A and h g A the coefficient ␤ vanishes. By symme- try, and by working with T we obtain for i, h g A that ␤ s 0. Hence
all the monomials in L vanish and we conclude that L is equal to zero. By Theorem 5.2 the conclusion follows.
