Quantile decomposition methods are used to study the determinants of the gender gap in self-employment earnings across the earnings distribution of four Sub-Saharan countries: the Republic of Congo, Ghana, Rwanda, and Tanzania. Techniques developed by Firpo, Fortin, and Lemieux (2007) are used to decompose the gap into a compositional effect (the part of the earnings gap that can be explained by observable factors) and a structural effect (the part of the gap that can be explained by returns to those factors, suggestive of discrimination) at various quantiles of the income distribution. While, in all countries and all points of the wage distribution, compositional effects help explain gender gaps in self-employment earnings, the majority of the wage gap is due to structural effects (with the exception of low-income earners in the Republic of Congo). Still, the relative importance of specific compositional factors and the specific contribution of structural factors varies across countries and at different points of the income distribution within countries. There is some evidence of a glass-ceiling effect in the Republic of Congo and Tanzania but not in Ghana and Rwanda. These results suggest that discrimination is influenced by local conditions and that there is no single model of earnings gaps that can explain gender gaps in earning in sub-Saharan Africa. JEL codes: D04, J16, J31
The relative importance of each particular covariate is allowed to vary across the distribution.
While structural and compositional effects are both important, their relative importance across the distribution varies across countries. Specifically, in Ghana the share of the gender gap explained by differences in covariates remains relatively constant across income quantiles, and in Rwanda the explained share slightly increases in the upper quantiles. By contrast, in the Republic of Congo and Tanzania the composition effect is largest for the bottom of the distribution and decreases in importance for higher earners. In the Republic of Congo, the composition effect goes from explaining 65% of the gap at the 10th quantile to only 17% of the gap by the 90th quantile. In Tanzania, the drop off is less steep, moving steadily downward from 27% at the 10th quantile to only 17% at the 90th quantile.
Thus, while differences in observable choices and endowments play a role in accounting for the gap between women and men earning the least in selfemployment, the gap for the most successful male and female entrepreneurs is largely driven by differences in returns to observable covariates in the Republic of Congo and Tanzania. Interestingly, Kilic, Palacios-Lopez, and Goldstein (2013) , who apply a RIF decomposition to gender gaps in agricultural productivity in Malawi, also find that the gender gap is explained predominantly by the endowment effect in the first half of the agricultural productivity distribution (up to the median), while above the median the contribution of the endowment effect towards the gender gap declines steadily.
These findings have several broad policy implications. First, with the exception of the lowest earners in the Republic of Congo, the majority of the income gap in all countries and across the wage distribution is unexplained by observable characteristics of workers. While the structural component of the wage gap cannot be definitively attributed to discrimination, our results still suggest that closing income gaps is not as easy as increasing women's education or helping them enter different sectors. Furthermore, many unobservable determinants of earnings (in a standard labor market survey)-such as educational quality or the size of a worker's social network-may also reflect discrimination. Many of the compositional factors that are important in explaining income gaps-in particular industry-also go beyond standard human capital and demographic factors such as education.
The importance of the structural constraint is consistent with several recent experimental papers (De Mel, McKenzie, and Woodruff 2009b; Dupas and Robinson 2013; and Fafchamps et al. 2011 ) that highlight potential constraints that can help explain the gender gap in self-employment earnings. While these theories-intrahousehold capture (De Mel, McKenzie and Woodruff 2009b) , savings constraints (Dupas and Robinson 2013) , and self-control (Fafchamps et al. 2011 )-relate most directly to the returns to capital, they can explain differences in returns to human capital if physical and human capital are complementary. Together, these results suggest that the structural components of earnings gaps likely reflect a broad set of gender-specific constraints (both in the household and in the market), and the fact that there are large structural components to earnings gaps suggests that these constraints are quantitatively important across countries and income distributions.
There is important heterogeneity in the source of earnings gaps. Beyond the fact that structural effects contribute the majority of the earnings gap across countries and distributions, there is considerable variation in the extent to which compositional effects matter at all (from less than 20% of the gap among high earners in the Republic of Congo and Tanzania to almost half of the gap throughout the distribution in Ghana and Rwanda). Thus, while there is some evidence of a glass-ceiling effect 1 -the idea that there is higher discrimination against high-earning women in the Republic of Congo and Tanzania-there is no evidence of it in Ghana and Rwanda. These results suggest that there is no single model of earnings gaps but rather that institutions/labor markets matter a great deal and it is unlikely that one uniform policy will be able to address gender gaps in earning in Sub-Saharan Africa. Future research could attempt to causally identify these country-specific determinants of earning gaps between men and women.
DE S C R I P T
The analysis focuses on self-employment earnings from nationally representative household survey data for the following countries (survey year in parenthesis): the Republic of Congo (2009, urban only) , Ghana (2005 Ghana ( /2006 , Rwanda (2005 / 2006 ), and Tanzania (2005 /2006 . There are three primary reasons for the focus on self-employment. First, as shown in figure 1, among the employed, selfemployment is a significant source of employment for each of these countries.
2
This is in line with Fox and Sohnesen (2012) , who point out that selfemployment is not only a large source of employment but also a growing sector in countries across sub-Saharan Africa. For figure 1 and throughout the paper, "employment" is defined as individuals who work for wages (wage workers), work in their own farms (agriculture), or own their own nonfarm businesses (self-employed).
3 Second, there are distinct gender differences in occupational choices for primary employment. Across all countries, the ratio of self-employed women to 1. While a literal interpretation of a glass ceiling model might suggest a sharp uptick at the highest percentiles-which is not present in the data-this model is nonetheless a useful reference point since there are theoretical reasons that would justify it (say, if care-giving responsibilities hinder performance more among high earners) and empirical evidence for it among wage workers in developed countries (Albrecht, Bjö rklund, and Vroman 2003; Arulampalam, Booth, and Bryan 2007) .
2. Note that the Republic of Congo is a nationally representative urban household survey, so few respondents are engaged in agriculture activities.
3. The unemployed and unpaid are excluded.
women in wage work dominates the same ratio for men. This is driven by the fact that in every country, men are more likely to be in wage work. In contrast, in Ghana and the urban sample from the Republic of Congo, the majority of women report self-employment as their primary form of employment, as opposed to under a fifth of men. In Rwanda and Tanzania, close to equal percentages of men and women are self-employed. One potential explanation for the large shares of women in self-employment relative to wage employment (as compared to men) is that self-employment income may be less subject to overt discrimination as compared to wage employment, both in the extensive (obtaining a job versus starting a business) and intensive (setting wages versus earning a profit) margins. Thus, any gaps in selfemployment income are hypothetically more likely to reflect underlying productivity differences.
Third, in contrast to the hypothesis that there is less discrimination between self-employed men and women, the raw income gaps are in fact larger for the self-employed as compared to wage workers in every country, across all quantiles. Figure 2 shows the raw income gaps between men and women for wage workers and the self-employed across the wage/self-employed income distribution for each country. The shaded regions represent 95% confidence intervals. The income gap is always positive for both the self-employed and wage workers but is larger for self-employed than for wage workers, with the exception of the very bottom percentile in The Republic of Congo. If self-employment income does in fact capture true productivity differences, then these results seem to imply that productivity differences between men and women are large. However, an alternative explanation can be taken from Borjas and Bronars (1989) . In the context of racial minorities, they argue that if customers are sufficiently discriminatory, there might actually be more discrimination in self-employment than wage employment. If this applied to women, this model could explain the higher income gap in self-employment as compared to wage work. In any case, selfemployment is interesting to study because it may have different (if not less) levels of discrimination.
The empirical analysis will estimate what percent of the male-female selfemployment income gap is explained by observable productivity differences. 4 Specifically, self-employment gaps are decomposed into compositional effects and structural effects. While the analysis cannot definitively prove the existence of discrimination, 5 large structural effects suggest that discrimination could be 4. Note that the role of observable productivity differences versus discrimination in the extensive margin-the decision to start a business versus obtain a wage job or stay out of the labor force-is beyond the scope of our data and this paper.
5. First, structural effects could reflect productivity differences that are unobserved to the econometrician. The role of unobserved earnings determinants is discussed more in section 3. Second, it is possible that compositional effects could partially reflect discrimination if women obtain less human capital in the anticipation that they will not be rewarded for this human capital later, in which case estimates of the structural effects understate the contribution of discrimination to the gender gap.
important. By contrast, a finding that most of the gap is explained by compositional effects suggests that productivity differences are important.
DAT A
The primary dependent variable in the analysis is the logarithm of monthly selfemployment income for nonagricultural self-employed individuals, converted into survey year US dollars. 6 Specifically, in Ghana self-employment income is calculated by summing the amount from the enterprise that is consumed or goes to the household, the amount that goes to the responsible owner, and the amount used for any other purpose (excluding what is re-invested in the business and amounts paid to other households). In the Republic of Congo, self reported income is used.
7 While, ideally, the analysis would use a similar measure of selfreported profits in Rwanda and Tanzania (De Mel, McKenzie, and Woodruff, 2009a) , the necessary data is not available for these countries. Instead, earnings are given by the difference between self-reported revenues and self-reported expenses. 8, 9 Another consideration is whether there is variation in the extent to which households view owner's wages, gifts, and transfers, or other expenses that could otherwise be attributed to the household (such as utility bills or shared assets), as costs to be subtracted off profits. De Mel, McKenzie, and Woodruff (2009a) argue that an ideal measure of profits should include owner's wages but that the household's best estimate of shared costs should be included as costs and subtracted from revenues (either implicitly in countries where profits are reported directly or explicitly in countries where costs are queried). A second best outcome is if there is consistency between surveys in the extent to which this information is taken into account. While there is little a priori reason to believe that there would be variation from survey to survey in the extent to which enumerators probed for this information, it is possible that that there are subtleties in instructions given to enumerators that would vary across surveys. Some reassurance comes from the fact that, when Samphantharak and Townsend (2012) validate measures of returns on investment between questions that explicitly ask about these possibly missing costs, they find that how the question is worded matters but in general less in household enterprises than in agriculture. 10 6. The World Bank World Development Indicators data are used to convert from each country's currency to USD.
7. In answer to the survey question, "In your main job, how much have you earned?" 8. Expenses also include in-kind withdrawals for household use. 9. Taking the difference between reported expenses and revenues results in some negative income figures. 6.4% of incomes are negative in Rwanda, and 0.56% are in Tanzania. 10. They also find that the variation between measures of return on investment increases as the frequency of the data also increases. So from a cross-country comparability standpoint, annual data would be ideal, but this might also increase the measurement error. Ultimately, it is a purely hypothetical point, since data is reported in time increments chosen by respondents.
The main explanatory variables-marital status, age (as a proxy for experience), education, number of children, average monthly hours worked, savings, and industry-have been shown to be important for firm profits in other settings. For example, see Minniti (2005) . These variables are also important determinants of self-employment profits in this data, as shown in table S3.1 (available at http:// wber.oxfordjournals.org/) of the supplemental appendix. Specifically, the coefficients and R-squared values from OLS regressions of profits on these variables are reported. In each country, the overall returns to each characteristic for both men and women are first estimated, and then the returns to each coefficient are allowed to vary between men and women (in accordance with the structural component of the earnings gaps). The R-squared in each regression is relatively large-between 0.112 and 0.339 for the regressions without interactions with gender in each country and between 0.135 and 0.368 when each covariate is interacted with gender-suggesting that this set of covariates are indeed important determinants of earnings. Education consists of eight categories: none, some primary school, completed primary school, some middle school, completed middle school, some secondary school, completed secondary school, and some college. Industry consists of the following categories: agriculture/fishing, mining/energy, manufacturing, construction, wholesale/retail, trade, finance, public services, and other. Table 1 provides summary statistics for these variables. Note that the sample size is the smallest in the Republic of Congo (904 respondents). The average age of respondents is similar across countries, although they are better educated in the Republic of Congo (recall that it is an urban sample) and Ghana than in Rwanda and Tanzania.
This section discusses in detail the methodology used to look at the role of individual characteristics in explaining observed gender gaps in self-employment. Quantile decompositions of self-employment income are computed using the decomposition procedure developed by Firpo, Fortin, and Lemieux (2007) . The goal of the decomposition is to look at differences in an outcome (here selfemployment income) at different points in the income distribution across two groups and separately identify how much of the gap is explained by differences in endowments of specific variables or groups of variables and how much of the gap is explained by differences in returns to those endowments of specific variables or groups of variables.
For example, consider education. The decomposition results-presented in the results section-establish what part of the gender gap in income is due to observable differences in education levels across men and women (which would arise if men have more schooling than women and there are positive returns to schooling) and what part of the gender difference is due to different returns to a given education level for men and women. Different returns to men and women with the same characteristics could be indicative of discrimination in the labor market, but could also be due to omitted variable bias if these characteristics are correlated with unobserved determinants of income, such as ability. Given that it is impossible with the given data set to include all determinants of income in our analysis, differences in returns to the same endowments for men and women should not be taken as evidence of discrimination. Instead, it shows that discrimination may be happening, or there may be an omitted variable that is driving the results. In keeping with Firpo, Fortin, and Lemieux (2007) , the part of the gender income gap explained by differences in endowments is referred to as the composition effect and the part of the gender income gap explained by differences in returns to endowments is considered to be the structural effect.
Recentered Influence Function Decomposition Methodology
In the traditional Oaxaca-Blinder mean decomposition, the difference in average income is decomposed into structural and compositional components in the following way. First, assume that income, Y, depends linearly on a set of Notes: The sample consists of men and women aged 15 -65 whose reported primary employment is self-employment. All figures in the table represent sample means. Industry variables represent the share of men (women) in each industry. Income is in USD.
Source: Authors' analysis based on data sources discussed in the text.
covariates, X. Then Y gi , where g stands for gender and i stands for observation, can be written as:
where v gi is the error term and the expected value of the error, conditional on X, is 0 (E½n gi jX i ¼ 0). Define the difference in average income to be
where Y f is female income and Y m is male income. Estimating equation 1 decomposes this difference into structural and compositional components, which allows equation 2 to be rewritten as
Here,D s gives the aggregate structural portion of the wage gap whileD c indicates what portion of the gender income gap can be explained by differences in the covariates X. Furthermore, the contribution of each covariate to the aggregated structural and compositional effects can also be estimated. However, this approach only works for mean decompositions. To obtain both an aggregate and detailed decomposition by quantile a new econometric approach described in Fortin, Lemieux, and Firpo (2011) is utilized. This approach proceeds in three steps. The approach is described using the median as an example.
In the first step the distribution of males is reweighted to control for composition effects. Define the reweighted distribution to be Y c . Then the gap between male and female income at the median can be written as: The first term gives the composition effect while the second term represents the structure effect.
Next, in the second step, recentered influence functions (RIF, see Firpo, Fortin, and Lemieux 2009) 
As in Fortin, Lemieux, and Firpo (2011) , 1fg is an indicator function and the marginal density of Y is represented by f y ð:Þ. Q r is the population t-quantile of the unconditional distribution of Y. Last, in the third step, the gender income gap is decomposed in the same way as is done for the mean in a standard decomposition procedure but with Y f and Y m replaced with the value of the corresponding recentered influence function estimates at the percentile of interest. For the median, this implies the following decomposition:
c R S :5 represents the approximation error due to the structural effect, and c R c :5 represents the approximation error due to the composition effect.
The DFL reweighting in the first step requires the assumptions of ignorability and overlapping support (Fortin, Lemieux, and Firpo, 2011) . These assumptions are discussed in detail here; further sensitivity analysis can be found in the supplemental appendix.
Ignorability implies that selection bias is the same for both men and women. Take male and female ability (as in Fortin, Lemieux, and Firpo 2011) : the conditional distribution of ability given the covariates must be the same for men and women. This is similar to the unconfoundedness/selection on observables assumption in program evaluation literature.
11 While this is undoubtedly a strong assumption, there is no obvious reason to believe that it is any stronger in this setting than in other settings where decomposition methods have been applied.
As described in Fortin, Lemieux, and Firpo (2011) , there are three important cases where this assumption fails. The first case, selection on unobservables, does not apply in this setting, as individuals do not select their gender. However, the remaining two cases where ignorability is violated could apply here. First, it must be that women do not change their unobservable behavior in response to discrimination. This would be violated if, for example, women tried less because they 11. For example, see Heckman, Ichimura, and Todd (1997) and Heckman et al. (1998). anticipate discrimination. In the second case, there could be differential selection into the labor market among men and women. If this happens, the results are valid so long as the joint distributions of observables and unobservables among men and women are similar up to the ratio of their conditional probabilities.
Evidence to support the overlapping support assumption is provided by implementing the Imbens and Rubin (2009) procedure, also described in Kilic, PalaciosLopez, and Goldstein (2013) . 12 For results from this exercise, see tables S1.1-S1.5 in the supplemental appendix. Even for the cases where the scale-free normalized difference results are not ideal, note that overlapping support is only necessary in one direction. That is, even if there is an overlapping support problem in reweighting women to look like men, reweighting can instead take place in the direction where common support is not an issue. This challenge and solution is similar to the approach taken by Heywood and Parent (2012) . They are unable to reweight black incomes to look like white incomes due to a lack of common support, so instead reweight white incomes to look like black incomes. Thus, since there are men that look like women across the entire distribution for women, the men's distribution is reweighted to look like the women's distribution.
RE S U L T S
This section presents results of the quantile decompositions of self-employment income. As described in the data section, the following covariates are included in our decomposition analysis: marital status, experience (proxied by age), education, number of children, average monthly hours worked, and industry. 13 The base group used for the decomposition is unmarried women in manufacturing (with the exception of Ghana where the base industry is agriculture/fishing) who did not complete primary school.
Accounting for Composition Effects
Before the detailed decomposition accounts for the contribution of specific variables toward the composition and structural effects, the analysis begins by accounting for the fact that observable traits are different across men and women, employing the reweighting procedure developed in DiNardo, Fortin, and Lemieux (1996) . The income distribution of males is reweighted to make it similar to females. Figure 3 shows the results of the reweighting exercise for each country. Specifically, figure 3 shows the raw self-employment gap (as shown in figure 2 but smoothed in figure 3 ) and the self-employment gap adjusting for composition 12. Imbens and Rubin assert that the overlapping support across the groups of interest is adequate if the scale-free normalized differences across the covariates are less than 0.25.
13. An additional covariate that was not possible to include in the analysis but that may be of interest for future research is risk aversion, given that average self-employment earnings for men are larger but more volatile than self-employment earnings for women. Note also that it is possible to decompose the variance of earnings in using the decomposition method outlined in the previous subsection. effects through the reweighting exercise. The difference between the two lines is the structural effect. Figure 4 shows the composition effect as a percentage of the total gap at each income quantile for each country. In the Republic of Congo, the gender income gap in self-employment earnings is increasing for most of the distribution, except for the very top end. At the low end of the distribution, the majority of the gap (approximately 65% at the tenth quantile) is explained by the composition effect, whereas at the top end of the distribution, very little is (approximately 20% at the 90th quantile). In Rwanda and Tanzania the overall gap is roughly constant across the income distribution. In Rwanda the share of the gap that is explained by the compositional effect is also roughly constant (between 40 and 50%), although somewhat noisy. By contrast, in Tanzania, like in the Republic of Congo, compositional effects explain less of the share of the gap at the upper end of the distribution than the lower end, although the decrease is less sharp (approximately 28% at the tenth quantile, versus 18% at the 90th quantile). In Ghana the size of the gender gap decreases in the upper quantiles, but the share of the gap that is explained by compositional effects is also constant (at roughly 35%). 
Detailed Decomposition Results
Tables 2 -5 show the contributions of the individual covariates to the composition effect for the Republic of Congo, Ghana, Rwanda, and Tanzania, respectively. Before discussing the roles of individual covariates, though, we first use the tables to judge the accuracy of the linear approximation. To do so, the total composition effect is divided by the approximation error. The approximation error is the difference between the aggregate structural (composition) effect and the amount of the structural (composition) effect accounted for in the detailed decomposition exercise.
In the case of Tanzania, 75%-90% of the total composition effect is accounted for by the model. In Ghana results are better, with 72%-99% of the total composition effect accounted for by the model across the quantiles of interest. In Rwanda, in the tails on either end (the 10th and 90th quantiles) results are instead very poor-basically none of the composition effect is accounted for by the model at the 10th quantile, and only 42% is accounted for at the 90th quantile. Results are better in the rest of the distribution, with 78%-96% accounted for by the model. In the Republic of Congo, only 17% in the 30th quantile, and 41%-85% in the remaining quantiles of interest are accounted for by the model, probably due to the small sample size.
The specific contributors to the composition effect vary by country. 14 Starting with Ghana, industry is among the major drivers, but its contribution decreases 14. Tables S1.1-S1.5 in the supplemental appendix show the differences in observable characteristics for each country. along the distribution. Education and number of children matter as well.
Comparing the top and the bottom part of the distribution, education explains a larger portion of the compositional effect for the top part of the distribution. In contrast, the number of children is a slightly larger driver of the compositional effect for the bottom part of the distribution. In the case of Tanzania, industry and the number of children are among the most important contributors. These two are the major drivers of the composition effects. Similar to Ghana and in line with figure 4 that shows the composition share of the total gender gap, the effects of the industry of specialization and the number of children tend to decrease along the distribution.
In Rwanda, the industry of specialization is also a very large component of the composition effect, particularly between the 30 and 50th percentiles of distribution. Education also matters and its contribution increases across the distribution in line with the findings for Ghana.
Finally, in the Republic of Congo, the number of children across men and women is the most important driver of composition effects along the whole distribution. However, the small sample size in the Republic of Congo warrants caution about these results, which are far less precisely estimated and are much more frequently insignificant as compared to findings for the other countries.
CO N C L U S I O N
This paper analyzes the role of individual characteristics on self-employment income gaps between men and women who own their own businesses in the Republic of Congo, Ghana, Rwanda, and Tanzania. Differences in observable characteristics do not explain the majority of gaps. Of the gap that is explained by differences in observable characteristics (the composition effect), industry and monthly hours worked play more important roles than traditional human capital characteristics such as education and experience.
Structural effects are important everywhere and particularly among the highest earning women in the Republic of Congo and Tanzania. The fact that the gender income gap is increasing (or moderately decreasing in Tanzania) while the share of the gap explained by the composition effect is decreasing may indicate a "glass ceiling" for women in the Republic of Congo and Tanzania which is associated with discrimination against women at the top end of the earnings distribution. Unexplained differences in returns to the same endowments could be due to discrimination; and in the Republic of Congo, and Tanzania, more of the gap is due to unexplained differences in returns to the same endowments at the top of the income distribution. 15. However, while discrimination could be the root cause of the structural effect, structural effects cannot be causally attributed to discrimination unless all possible determinants of income in the set of covariates are included-something that is not possible with the available data.
The primary policy implications emerging from this analysis are two-fold. First, the results highlight the fact that determinants of earnings gaps between men and women vary across the earnings distribution. This means that policymakers seeking to close the gender gap in countries like the Republic of Congo and Tanzania where the compositional effect declines among higher earning women may, for instance, help low-earning women enter higher earning sectors or increase their hours of work (through interventions like better child care), while helping higher earning women may require addressing discrimination.
Second, while these results are descriptive, they can motivate future research on the causal determinants of earnings gaps between men and women. For instance, the increasing role of structural factors across the earnings distribution in the Republic of Congo and Tanzania might suggest that a glass ceiling is holding back female entrepreneurs in these countries. Future research could test whether this glass ceiling is indeed in place by examining differences in determinants of business success, such as access to inputs, business networks, and consumers, and may be able to suggest why the labor markets of countries like Rwanda and Tanzania do not seem to feature these characteristics.
Additionally, future data collection efforts could collect information on determinants of profits such as risk aversion, ability (both cognitive and non-cognitive), and discount rates, allowing researchers to confirm that the structural differences hold up to controls for a wider range of observable differences in profits. Overall, the results contribute to both academics and policymakers interested in understanding and closing earnings gaps between male and female entrepreneurs.
