Stripe Fluctuations, Carriers, Spectroscopies, Transport, and BCS-BEC
  Crossover in the High-T_c Cuprates by Ashkenazi, J.
ar
X
iv
:c
on
d-
m
at
/0
10
83
83
v3
  [
co
nd
-m
at.
su
pr
-co
n]
  1
9 O
ct 
20
01
Journal of Physics and Chemistry of Solids
STRIPE FLUCTUATIONS, CARRIERS, SPECTROSCOPIES, TRANSPORT,
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Abstract—The quasiparticles of the high-Tc cuprates are found to consist of: polaron-
like “stripons” carrying charge, and associated primarily with large-U orbitals in stripe-like
inhomogeneities; “quasi-electrons” carrying charge and spin, and associated with hybridized
small-U and large-U orbitals; and “svivons” carrying spin and lattice distortion. It is shown
that this electronic structure leads to the systematic behavior of spectroscopic and transport
properties of the cuprates. High-Tc pairing results from transitions between pair states of
stripons and quasi-electrons through the exchange of svivons. The cuprates fall in the regime
of crossover between BCS and preformed-pairs Bose-Einstein condensation behaviors.
First-principles calculations in the cuprates sup-
port an approach based on the existence of both
“large-U” and “small-U” orbitals in the vicinity of
the Fermi level (E
F
). Let us denote the fermion cre-
ation operator of a small-U electron in band ν, spin
σ (which can be assigned a number ±1), and wave
vector k by c†νσ(k). The large-U orbitals in the
CuO2 planes are approached through the “slave-
fermion” method [1]. A large-U electron in site i
and spin σ is then created by d†iσ = e
†
isi,−σ, if it is in
the “upper-Hubbard-band”, and by d′†iσ = σs
†
iσhi ,
if it is in a Zhang-Rice-type “lower-Hubbard-band”.
Here ei and hi are (“excession” and “holon”)
fermion operators, and siσ are (“spinon”) boson op-
erators. These auxiliary particles have to satisfy the
constraint: e†iei + h
†
ihi +
∑
σ s
†
iσsiσ = 1.
Within the “auxiliary space” a chemical-
potential-like Lagrange multiplier is introduced to
impose the constraint on the average. Physical ob-
servables are calculated as combinations of Green’s
functions of the auxiliary space. Since the time
evolution of Green’s functions is determined by the
Hamiltonian which obeys the constraint rigorously,
it is not expected to be violated as long as the ap-
proximations used for these Green’s functions are
justifiable.
The spinon states are diagonalized by applying
the Bogoliubov transformation [2]:
sσ(k) = cosh (ξk)ζσ(k) + sinh (ξk)ζ
†
−σ(−k). (1)
The Bose operators ζ†σ(k) create spinon states of
“bare” energies ǫζ(k) which have a V-shape zero
minimum at k = k0. Bose condensation results
in antiferromagnetic (AF) order at wave vector
Q = 2k0. The values of k are within a Bril-
louin zone (BZ) determined by adding Q to the
basic reciprocal lattice. For k → k0 one has [2]
cosh (ξk) ∼= − sinh (ξk)≫ 1.
Theoretical calculations [3] predict that a lightly
doped AF plane tends to form a frustrated striped
structure where narrow charged stripes form an-
tiphase domain walls separating wider AF stripes.
Various experiments [4] (including EXAFS, mag-
netic neutron scattering, channeling, inelastic neu-
tron scattering, NQR, NMR, ARPES, PDF, heat
transport, phonon screening, etc) support the idea
that the high-Tc cuprates are characterized by such
a fluctuating striped structure. Within the one di-
mensional charged stripes the spin-charge separa-
tion approximation is expected to be valid. Un-
der this approximation two-particle spinon-holon
(spinon-excession) Green’s functions are decoupled
into single-auxiliary-particle Green’s functions, and
auxiliary particles can be interpreted as physical
quasiparticles.
Holons (excessions) within the charged stripes are
referred to as “stripons”. Their creation operators
(creating charge−e) are denoted by p†µ(k), and bare
energies by ǫpµ(k). Since these dynamical stripes
are highly inhomogeneous and segmented, we find
it more appropriate to assume a starting point of
localized, rather than itinerant, stripon states. The
k quantum number here presents a k-symmetrized
combination of degenerate localized states to be
treated in a perturbation expansion. These values
of k are within a BZ based on periodic supercells
which are large enough to approximately contain
(each) the entire spectrum ǫpµ of bare stripon en-
ergies. These supercells introduce an approximate
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long-range order in spite of the local inhomogeneity
introduced by the dynamical striped structure.
Holons (excessions) away from the charged stripes
are not decoupled from the spinons. One can
construct within the auxiliary space approximate
fermion creation operators of coupled holon-spinon
(excession-spinon) basis states as follows:
f †λσ(k
′,k) =
e†λ(k
′)sλ,−σ(k
′ − k)√
neλ(k
′) + nsλ,−σ(k
′ − k)
, (2)
g†λσ(k
′,k) =
σhλ(k
′)s†λσ(k− k′)√
nhλ(k
′) + nsλσ(k− k′)
, (3)
where these values of k are within the BZ of the
basic lattice. An index λ has been introduced to
account for the effect of more than one CuO2 layer
within the unit cell, and: neλ(k) ≡ 〈e†λ(k)eλ(k)〉,
nhλ(k) ≡ 〈h†λ(k)hλ(k)〉, nsλσ(k) ≡ 〈s†λσ(k)sλσ(k)〉.
The mean-field eigenstates of the Hamiltonian,
obtained within the auxiliary space as combina-
tions of the above basis states (more rigorously,
these states have to be orthogonalized to the stripon
states, and depleted), and the small-U states [cre-
ated by c†νσ(k)] are referred to as “quasi-electron”
(QE) states. Their creation operators are denoted
by q†ισ(k), and bare energies by ǫ
q
ι (k). These ener-
gies form quasi-continuous ranges of bands within
the BZ, and part of them cross E
F
. The QE states
close to E
F
introduce fluctuations to the AF stripes,
but do not destroy the AF correlations.
The QE, stripon and spinon fields are strongly
coupled to each other due to hopping and hybridiza-
tion terms of the Hamiltonian. This coupling can
be expressed through an effective Hamiltonian term
whose parameters can be in principle derived self-
consistently from the original Hamiltonian. Dis-
cussing, e.g., the case of p-type cuprates, the cou-
pling Hamiltonian has the form:
H′ = 1√
N
∑
ιλµσ
∑
k,k′
{
σǫqpιλµ(k,k
′)q†ισ(k)pµ(k
′)
×[cosh (ξλ,k−k′)ζλσ(k− k′)
+ sinh (ξλ,k−k′)ζ
†
λ,−σ(k
′ − k)] + h.c.}, (4)
where the k values correspond to the supercell
stripons BZ, within which the other fields have
been embedded, multiplying the number of their
bands, and redefining their band indices appropri-
ately. Thus H′ introduces a vertex between the QE,
stripon and spinon propagators [5].
As was observed [6] a localized stripon modifies
the lattice in its vicinity. Thus, any physical pro-
cess induced by H′, where a stripon is transformed
into a QE, or vice versa, and a spinon is emitted
and/or absorbed, necessarily involves also the emis-
sion and/or absorption of phonons. This can be for-
mulated by multiplying a spinon propagator, linked
to the H′ vertex with a power series of phonon prop-
agators [5]. We refer to such a phonon-“dressed”
spinon as a “svivon”; it carries spin and lattice dis-
tortion. The H′ vertex is now interpreted as cou-
pling between a QE, stripon, and svivon propaga-
tors.
The electrons spectral function at momentum p
and energy ω, Ae(p, ω) ≡ ℑGe(p, ω−i0+)/π (where
Ge is the electrons Green’s function) is expressed in
terms of auxiliary space spectral functions Aqι (k, ω),
Apµ(k, ω), and A
ζ
λ(k, ω) of the QE’s, stripons, and
svivons, respectively. It will be shown below that
the resulting stripon bandwidth is much smaller
than the QE and svivon bandwidths. Thus, the
same phase-space argument as in the Migdal the-
orem can be applied to conclude that vertex cor-
rections to the H′ vertex are negligible. Conse-
quently, a second-order perturbation expansion in
H′ is applicable calculating self-energy correction
(see the diagrams in Ref. [5]). The following expres-
sions are obtained for the QE, stripon, and svivon
scattering rates Γq(k, ω), Γp(k, ω), and Γζ(k, ω)
[Γ(k, ω) ≡ 2ℑΣ(k, ω − i0+)]:
Γ qιι′ (k, ω)
∼= 2π
N
∑
λµk′
∫
dω′ǫqpιλµ(k
′,k)ǫqpι′λµ(k
′,k)∗
× Apµ(k′, ω′)[− cosh 2(ξλ,k−k′)Aζλ(k− k′, ω − ω′)
+ sinh 2(ξλ,k−k′)A
ζ
λ(k− k′, ω′ − ω)]
× [f
T
(ω′) + b
T
(ω′ − ω)], (5)
Γpµµ′ (k, ω)
∼= 2π
N
∑
ιk′σ
∫
dω′ǫqpιλµ(k
′,k)∗ǫqpιλµ′(k
′,k)
× Aqι (k′, ω′)[cosh 2(ξλ,k′−k)Aζλ(k′ − k, ω′ − ω)
− sinh 2(ξλ,k′−k)Aζλ(k′ − k, ω − ω′)]
× [f
T
(ω′) + b
T
(ω′ − ω)], (6)
Γζλλ′ (k, ω)
∼= 2π
N
∑
ιk′µ
∫
dω′ǫqpιλµ(k
′,k′ − k)∗
× ǫqpιλ′µ(k′,k′ − k)[cosh (ξλk) cosh (ξλ′k)Aqι (k′, ω′)
× Apµ(k′ − k, ω′ − ω) + sinh (ξλk) sinh (ξλ′k)
× Aqι (k′,−ω′)Apµ(k′ − k, ω − ω′)]
× [f
T
(ω′ − ω)− f
T
(ω′)], (7)
where f
T
(ω) and b
T
(ω) are the Fermi and Bose dis-
tribution functions at temperature T .
The real parts of the self energies and the spectral
functions are obtained through the relations:
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ℜΣ(k, ω) = ℘
∫
dω′Γ(k, ω′)
2π(ω − ω′) , (8)
A(k, ω) =
Γ(k, ω)/2π
[ω − ǫ(k)−ℜΣ(k, ω)]2 + [Γ(k, ω)/2]2 . (9)
Matrix diagonalization is necessary to determine
the poles of the Green’s functions, however only the
diagonal terms are needed to determine the spectral
functions.
For sufficiently doped cuprates a self-consistent
solution is obtained with three energy ranges. Ex-
pressions are derived below for the intermediary
energy range. The high energy range, above few
tenths of an eV (determined by the exchange ener-
gies of the large-U spins) is treated by introducing
cut-off integration limits at ±ωc to the Eq. (8) inte-
grals, resulting in spurious logarithmic divergences
at ±ωc. The low energy range, below ∼ 0.02 eV, in-
troduces a “zero-energy” non-analytic behavior to
these expressions (analyticity is restored within the
low-energy range).
For simplicity, the dependencies of the functions
and the coefficients on k and the band indices is
omitted in these expressions. All the coefficients
are positive. Variation of the matrix elements in
Eqs. (5–7) is ignored, and sums of the quasiparticle
spectral functions over the band indices and small
k′ ranges are expressed as:
A˜q(ω) ∼=
{
aq+ω + b
q
+ , for ω > 0,
−aq−ω + bq− , for ω < 0, (10)
A˜p(ω) ∼= δ(ω), (11)
A˜ζ(ω) ∼=
{
aζ+ω + b
ζ
+ , for ω > 0,
aζ−ω − bζ− , for ω < 0.
(12)
These expressions will be derived below self-
consistently. By Inserting them in Eqs. (5–7), ex-
pressions of the following forms are derived, assum-
ing the low T limits for f
T
(ω) and b
T
(ω):
Γq(ω)
2π
∼=
{
cq+ω + d
q
+ , for ω > 0,
−cq−ω + dq− , for ω < 0, (13)
Γp(ω)
2π
∼=
{
cp+ω
3 + dp+ω
2 + ep+ω , for ω > 0,
−cp−ω3 + dp−ω2 − ep−ω , for ω < 0, (14)
Γζ(ω)
2π
∼=
{
cζ+ω + d
ζ
+ , for ω > 0,
cζ−ω − dζ− , for ω < 0.
(15)
Integrating through Eq. (8) (between the limits
±ωc) results in:
−ℜΣq(ω)∼= ωc(cq+ − cq−) +
(
dq+ ln
∣∣ω − ωc
ω
∣∣
− dq− ln
∣∣ω + ωc
ω
∣∣)+ ω(cq+ ln ∣∣ω − ωcω
∣∣
+ cq− ln
∣∣ω + ωc
ω
∣∣), (16)
−ℜΣp(ω)∼=
[ω3c
3
(cp+ − cp−) +
ω2c
2
(dp+ − dp−)
+ ωc(e
p
+ − ep−)
]
+ ω
[ω2c
2
(cp+ + c
p
−)
+ ωc(d
p
+ + d
p
−) + e
p
+ ln
∣∣ω − ωc
ω
∣∣
+ ep− ln
∣∣ω + ωc
ω
∣∣]+ ω2[ωc(cp+ − cp−)
+ dp+ ln
∣∣ω − ωc
ω
∣∣− dp− ln ∣∣ω + ωcω
∣∣]
+ ω3
[
cp+ ln
∣∣ω − ωc
ω
∣∣+ cp− ln ∣∣ω + ωcω
∣∣], (17)
−ℜΣζ(ω)∼= ωc(cζ+ + cζ−) +
(
dζ+ ln
∣∣ω − ωc
ω
∣∣
+ dζ− ln
∣∣ω + ωc
ω
∣∣)+ ω(cζ+ ln ∣∣ω − ωcω
∣∣
− cζ− ln
∣∣ω + ωc
ω
∣∣). (18)
The renormalized quasiparticle energies ǫ¯ = ǫ +
ℜΣ(ǫ¯) are obtained by finding the ω values for which
ℜΣ(ω) = ω − ǫ. Thus the renormalization effect of
energies well below ωc is determined by the slope of
the ℜΣ(ω) vs ω curves close to ω = 0.
The renormalization effect is particularly strong
on the stripon energies. It is contributed by a com-
bined effect of the quasi-continuum of QE bands
within the auxiliary space. This strong effect is
reflected in a significant ω3 term in Γp(ω). Con-
sequently, the stripon bandwidth drops down to
the low energy range, and a δ-function is appro-
priate for A˜p(ω) (11). The expressions for A˜q(ω)
(10) and A˜ζ(ω) (12) are obtained by considering
the effects of bands crossing zero energy, which, ap-
proximately, contribute constant terms due to the
normalization of the spectral functions (9), and of
higher energy bands, whose contributions are ap-
proximately ∝ Γ(ω) (9), or ∝ ω.
The inequality between the coefficients for posi-
tive and negative ω in Eqs. (10–15) results mainly
because the svivon spectrum is primarily on the
ω > 0 side [
∫
Aζλ(k, ω)dω = 1] , and the inequal-
ity cosh 2(ξk) > sinh
2(ξk) of the factors appear-
ing in Eqs. (5–7). For the discussed case of p-type
cuprates the following inequalities are built up self-
consistently:
aq+ > a
q
−, b
q
+ > b
q
−, c
q
+ > c
q
−, d
q
+ > d
q
−, (19)
aζ+ > a
ζ
−, b
ζ
+ > b
ζ
−, c
ζ
+ > c
ζ
−, d
ζ
+ > d
ζ
−. (20)
Note, however, that for “real” n-type cuprates
(namely, ones where the stripons are based on exces-
sion and not holon states) the roles of cosh (ξk) and
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sinh (ξk) are reversed in H′ (4), and the expressions
derived from it, and consequently the direction of
the inequalities is reversed for the QE coefficients
(19), but stays the same for the svivon coefficients
(20). Also there could be deviations from (19–20)
at specific k points, and the inequalities almost dis-
appear for svivons close to point k0.
The spectral functions in Eqs. (10–12) are within
the auxiliary space, while in order to calculate the
physical electrons spectral functions Ae(p, ω), or re-
lated physical properties, their projection into the
“physical space” is required. Spectroscopies, like
ARPES, measuring the effect of transfer of electrons
into, or out of, the crystal do not detect the low-
energy signature of the stripon spectral functions,
because they are smeared over few tenths of an eV
through convolution with svivon spectral functions.
Thus they contribute to Ae(p, ω) part of its “inco-
herent” background. On the other hand, transport
properties, discussed below, measure the electrons
within the crystal, and can detect the stripon energy
scale.
The contribution of the QE spectral functions
to Ae(p, ω) depends on the expansion coefficients
(eigenvectors) of these states in terms of their ba-
sis states [created by (2,3) f †λσ(k
′,k), g†λσ(k
′,k),
and c†νσ(k)]. These eigenvectors have quite random
phases for almost all the QE states within their
quasi-continuum, and thus contribute to Ae(p, ω)
another part of its incoherent background. How-
ever, few QE states for which the eigenvectors
closely correspond to those of real electron bands,
contribute “coherent” ǫ¯q(k) bands to Ae(p, ω). The
occupation factors neλ, n
h
λ, and n
s
λσ, appearing in
Eqs. (2,3) are reflected in the observed dependence
of Ae(p, ω) in correlated electrons systems on such
occupation factors [7].
The ω dependencies (10–20) derived in the auxil-
iary space remain valid in the physical space, both
for the coherent bands, and for the incoherent back-
ground, detected, e.g., in ARPES results. The
present results for Γq (13) are reflected in the ob-
served non-Fermi-liquid bandwidths, having a ∝ ω
and a constant term. The results for ℜΣq (16) are
reflected in band slopes which are smaller than the
LDA predictions. Also the fact that the QE field is
coupled to the stripon and svivon fields within a BZ
corresponding to their (lower) periodicities is exper-
imentally reflected in “shadow bands” and further
features associated with a superstructure.
There is a peculiar consequence to the logarith-
mic singularity in ℜΣq at ω = 0, due to the
(dq+ − dq−) ln |ω| term in Eq. (16). For p-type
cuprates (19) the consequence of this singularity is
that as an ǫ¯q(k) band is getting close to E
F
from
below it is becoming flatter (though it does not
narrow accordingly) while from above it becomes
steeper, and may pass through an infinite slope re-
sulting in an S-shape triply valued band (this causes
smearing of the spectral weight, and blurring the
band; note, however, that the effect of the singular-
ity is truncated and smoothened on an energy scale
∼< 0.02 eV). For “real” n-type cuprates these be-
haviors below and above E
F
are switched. ARPES
data reflects the behavior below E
F
, and results
of such band-flattening have been reported in p-
type cuprates (recently such an effect has been at-
tributed to electron coupling with phonons [8] or
with the resonance mode observed in neutron scat-
tering [9]; also the observed renormalization of van
Hove singularities to extended ones may reflect this
effect). The behavior above E
F
would be detected
in ARIPES measurements. Careful measurements
of the bands of n-type cuprates very close to E
F
would help determine whether they are “real” n-
type ones.
ℜΣζ(ω) (18) is negative in the intermediary en-
ergy range, and its ω dependence is weak, except for
the vicinity of ω = 0, where a negative logarithmic
singularity exists, due to the (dζ+ + d
ζ
−) ln |ω| term
in Eq. (18), turning into a smooth minimum in the
low energy range. Consequently, the svivon quasi-
particle energies are renormalized through a nega-
tive energy shift, resulting in negative ǫ¯ζ(k) values
close to their minimum at k0. This does not intro-
duce divergences at the low energy range, since in
this scale Aζ(ω) is analytic and ∝ ω around ω = 0.
The effect of the logarithmic singularity, and its
smoothening at low energy, is that as k0 is ap-
proached, the slope of ǫ¯ζ(k) increases first [com-
pared to the almost constant slope of ǫζ(k)] and
it may become infinite, resulting in a range of an
S-shape triply valued and blurred band. But as
k0 is further approached, the slope of ǫ¯
ζ(k) de-
creases and becomes smaller than the slope of ǫζ(k)
at its minimum at k0. It is likely (though we can-
not prove it under the present approximations) that
the slope in this minimum is zero, and that ǫ¯ζ(k)
has an analytic minimum [rather than the V-shape
minimum of ǫζ(k)], consistently with the fact that
there is no long-range AF order. Thus −ǫ¯ζ(k0)
presents the crossover energy from the intermedi-
ary to the low energy range. Spin-flip excitations
are, largely, double-svivon absorption or emission
processes. Thus, −2ǫ¯ζ(k0) is the energy of such
an excitation at k = Q. This is consistent with
the neutron-scattering resonance energy observed
at this wave number [10]. The observation that
this resonance energy is at a local maximum (for
k around Q) is consistent with the present result
Journal of Physics and Chemistry of Solids
that ǫ¯ζ(k0) is at a minimum below zero.
The optical conductivity of the doped cuprates
is characterized [11] by an anomalous Drude term
and a mid-IR term. The Drude term results from
transitions between QE states, and (at low ω) also
between stripon states. The mid-IR term results (at
least partly) from transitions between stripon states
and QE+svivon states. The mid-IR term becomes
negligibly small for ω → 0, and one can decouple
between the contributions of the QE’s and stripons
to conductivity for ω → 0.
Thus, low-ω electric current can be expressed as
a sum: j = jq + jp, of QE and stripon contribu-
tions (the svivons do not carry electric charge, and
their effect on the current is through occupation
factors). Since both the QE and the stripon states
are expressed through a perturbative expansion in
the auxiliary space in terms of “bare” QE and and
stripon states, one can also express j = jq0+j
p
0, where
j
q
0 and j
p
0 are the contributions of these bare states.
However, since the bare stripon states are localized,
one can assume jp0
∼= 0, and thus j ∼= jq0 (note that
j
q
0 and j
p
0 depend on the velocity distribution of the
bare states, and localized states correspond to an
infinite “mass” and zero velocity). Consequently
one can express:
jq/(1− α) ∼= jp/α ∼= jq0 ∼= j, (21)
where α depends on expansion coefficients and oc-
cupation factors, and thus has a negligible temper-
ature dependence.
When an electric field is applied, condition (21)
is satisfied by the formation of gradients ∇µq and
∇µp of the QE and stripon chemical potentials, re-
spectively (the treatment of the constraint provides
an additional Lagrange multiplier to the electrons
chemical potential). Charge neutrality imposes:
∂nqe
∂µq
∇µq + ∂n
p
e
∂µp
∇µp = 0. (22)
where nqe and n
p
e are the contributions of QE and
stripon states to the electrons occupation. If one
introduces:
N qe ≡
∂nqe
∂µq
, Mpe (T ) ≡ T
∂npe
∂µp
, (23)
it turns out, due to the QE and stripon bandwidths,
that N qe is almost temperature independent, and
that Mpe (T ) is temperature dependent only at low
T . In the presence of an electric field E one can
express:
E q = ρq(T )jq, Ep = ρp(T )jp (24)
where
E q = E+∇µq/e, Ep = E+∇µp/e, (25)
and by Eqs. (22,23,25):
E =
Mpe (T )Ep +N qeE qT
Mpe (T ) +N
q
eT
. (26)
Since E = ρj, the electrical resistivity ρ can be ex-
pressed, using Eqs. (21,24,26), as:
ρ =
αMpe (T )ρ
p(T ) + (1− α)N qe ρq(T )T
Mpe (T ) +N
q
eT
. (27)
This expression demonstrates that the anomalous
temperature dependence of ρ is determined here by
ρq(T ), ρp(T ), and also by the temperature depen-
dence of ∂npe/∂µ
p =Mpe (T )/T . Expressions will be
derived below on the basis of a band model.
Eq. (21) also plays an important role in the deter-
mination of the Hall constant R
H
= 1/en
H
. When a
magnetic field H = Hz is applied under current jx,
and an electric field Ey is required to keep jy = 0,
then the “Hall number” is: n
H
= jxH/eEy. How-
ever, by Eq. (21) one then gets also jqy = j
p
y = 0,
and QE and stripon “Hall effects” can be treated
separately , yielding:
Eqy = jqxH/enqH , Epy = jpxH/enpH , (28)
where nq
H
and np
H
can be roughly interpreted as ef-
fective QE and stripon contributions to the density
of charge carriers, and are not expected to be tem-
perature dependent. Since (21) both jq and jp are
determined by the current jq0 of the bare QE states,
both nq
H
and np
H
are expected to have same sign
which corresponds to these states. By Eqs. (26,28)
one can then express the Hall number as:
n
H
=
Mpe (T ) +N
q
eT
αMpe (T )/np
H
+ (1 − α)N qeT/nq
H
. (29)
Here, the anomalous temperature dependence is
determined only by Mpe (T )/T . A quantity often
discussed is the Hall angle θ
H
, defined through:
cot θ
H
= ρ/R
H
. By Eqs. (27,29) it is expressed as:
cot θ
H
=
e[αMpe (T )ρ
p(T ) + (1− α)N qe ρq(T )T ]
αMpe (T )/np
H
+ (1− α)N qeT/nq
H
.
(30)
When both an electric field and a temperature
gradient are present, one can express jq and jp as:
jq =
e
T
Lq(11)E q + Lq(12)∇( 1
T
), (31)
jp =
e
T
Lp(11)Ep + Lp(12)∇( 1
T
). (32)
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These expressions are used to evaluate the thermo-
electric power (TEP), defined as: S = [E/∇T ]j=0.
Since (21) the condition j = 0 corresponds also to
jq = jp = 0, one can get by Eqs. (31,32) expressions
for QE and stripon “TEP’s”:
Sq(T ) =
[ Eq
∇T
]
jq=0
= − 1
eT
Lq(12)
Lq(11)
, (33)
Sp(T ) =
[ Ep
∇T
]
jp=0
= − 1
eT
Lp(12)
Lp(11)
, (34)
and through Eq. (26) express the TEP as:
S =
Mpe (T )S
p(T ) +N qeS
q(T )T
Mpe (T ) +N
q
eT
. (35)
In order to get the temperature dependencies in
the above transport expressions we need expressions
for A˜q(ω), A˜p(ω), and A˜ζ(ω) in the low energy range
[rather than the intermediary energy range expres-
sions (10–12)]. As was mentioned above, the non-
analytic behavior of the spectral functions disap-
pears within the low energy range. For A˜q and A˜ζ
we assume the lowest order terms in a series expan-
sion in ω, thus:
A˜q(ω) ∼= const, A˜ζ(ω) ∝ ω. (36)
A band model of a “rectangular” shape of width ωp,
and fractional occupation np, is assumed for A˜p:
A˜p(ω) =
{
1
ωp
, for −ωp2 < ω + µ < ω
p
2 ,
0 , otherwise,
(37)
where µ ≡ µp (its position serves as the energy
zero). Note that the inclusion of temperature de-
pendencies in Eqs. (36,37), as well as terms of higher
ω powers in Eq. (36), would add terms of higher
powers of T to the results, and thus have an effect
at high-temperatures.
Since np =
∫
A˜p(ω)f
T
(ω)dω, it is straight for-
ward to express µ and Mpe [we use Eq. (23), nor-
malize the occupation numbers such that npe = n
p,
and express T in energy units] as:
µ = T ln
{{exp [npωp/2T ]− exp [−npωp/2T ]}
/ {exp [(1− np)ωp/2T ]
− exp [−(1− np)ωp/2T ]}}, (38)
Mpe = (T/ω
p)[f
T
(− 1
2
ωp − µ)− f
T
( 1
2
ωp − µ)]. (39)
Their low and high T limits are given by:
µ =
{
(np − 1
2
)ωp , for T ≪ ωp,
T ln [np/(1− np)] , for T ≫ ωp, (40)
Mpe =
{
T/ωp , for T ≪ ωp,
np(1− np) , for T ≫ ωp. (41)
Expressions for ρp(T ) and ρq(T ) (24) are derived
using linear response theory, under which ρp(T ) ∝
Γp(T ) and ρq(T ) ∝ Γq(T ). Eqs. (5,6) are applied
to evaluate Γp(ω = 0) and Γq(ω = 0), and temper-
ature independent terms are added to account for
impurity scattering. Thus:
Γp ∝
∫
A˜q(ω)A˜ζ(ω)[f
T
(ω) + b
T
(ω)]dω + const, (42)
Γq ∝
∫
A˜p(ω)A˜ζ(ω)[f
T
(ω) + b
T
(ω)]dω + const, (43)
where the model spectral functions (36,37) are used.
The result for Γp is straight forward, yielding:
ρp ∼= ρp0 + ρp2T 2. (44)
The integral (43) for Γq does not have a rigorous
analytical result, however an approximate one can
be derived based on the two leading terms in a high-
T expansion, joined smoothly with an approximate
low-T limit term. It can be expressed as:
ρq ∼= ρq0 + ρq1


AT − B
T
, for T >
√
2B
A
,
A
2
√
A
2BT
2 , for T <
√
2B
A
,
(45)
where the positive constants A and B are expressed
in terms of the above stripon band parameters.
The stripons contribution to the TEP is derived
here through [12]:
Sp ∼= −kB
e
∫
A˜p(ω)ω
T
df
T
(ω)
dω
dω∫
A˜p(ω)
df
T
(ω)
dω
dω
, (46)
where k
B
is Boltzmann’s constant (k
B
/e =
86 µV/K). Inserting (37) in (46), and using (38,39),
one gets:
Sp ∼= kB
eMpe
{
1
2
[f
T
(− 1
2
ωp − µ) + f
T
( 1
2
ωp − µ)]
+
µMpe
T
− np
}
, (47)
with low and high T limits:
Sp ∼= kB
e
{
0 , for T ≪ ωp,
ln [np/(1− np)] , for T ≫ ωp. (48)
In order to apply an expression similar to Eq. (46)
to derive Sq (replacing A˜p there by A˜q), a linear
term aqω should be added to A˜q(ω) in Eq. (36),
resulting in a metallic linear T behavior:
Sq ∼= Sq1T, (49)
where the constant Sq1 has an opposite sign than a
q.
The inequalities (19), and the smoothening of the
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discontinuity in A˜q(ω) in the low energy range, re-
sults in aq > 0, and thus Sq1 < 0 for p-type cuprates
[for which (19) is valid] while [following the discus-
sion after Eq. (19)] for “real” n-type curates aq < 0,
and thus Sq1 > 0.
The transport coefficients are calculated using
Eqs. (27,29,30,35,38,39,44,45,47,49) for five stoi-
chiometries, ranging from underdoped (np = 0.8)
to overdoped (np = 0.4) p-type cuprates. N qe is as-
sumed to increase with doping, reflecting transfer
of QE spectral weight towards E
F
. Consequently
(6) ωp is assumed to decrease with doping. We in-
troduce n˜p
H
≡ np
H
/α and n˜q
H
≡ nq
H
/(1 − α), and
they are assumed to increase with doping, where
n˜p
H
increases considerably faster than n˜p
H
, and a lit-
tle faster than 1 − np (since n˜p
H
reflects an over-
all stripon-related carriers density, while np is the
fractional occupation of stripon states within the
charged stripes whose number increases with dop-
ing). In order to separate the effect of doping on
the density of states and the carriers density we
introduce ρ˜p0 ≡ ρp0npH/N qe , ρ˜p2 ≡ ρp2npH/N qe , ρ˜q0 ≡
ρq0n
q
H
(1 − np)/np
H
, and ρ˜q1 ≡ ρq1nqH(1 − np)/npH , and
assume doping-independent values of ρ˜p0, ρ˜
p
2, ρ˜
q
0, and
ρ˜q1. Results for a specific choice of the parameters
are presented in Fig. 1. These results, however, do
not include the effect of the pseudogap.
The results for S [Fig. 1(a)] reproduce very well
the systematic TEP behavior, which is character-
istic of the doping level [13–15] (determined here
mainly through np). The position of the maximum
in S depends on the choice of ωp. This maximum
may be below or above Tc, and the occurrence of a
pseudogap may shift it to a higher temperature than
predicted here. Electron bands which are not cou-
pled to the stripons in the CuO2 planes may have a
linear contribution to S deviating from our predic-
tion. Also the results for n
H
and R
H
[Fig. 1(b,c)]
reproduce very well the systematic Hall behavior
[16,17]. The increasing linear T dependence of n
H
reflects a crossover from, approximately, the smaller
n˜p
H
at low T to the larger n˜q
H
at high T . The results
for ρ and cot θ
H
[Fig. 1(d,e)] reproduce very well
the systematic experimental behavior too [16,17].
An approximate quadratic T dependence of cot θ
H
is obtained in the temperature range where n
H
is
linear in T . The linear T behavior of ρ persists
through the high-temperature saturation range of
R
H
[17]. Cases of non-quadratic T dependence of ρ
at very low T are expected as a pseudogap effect.
In “real” n-type cuprates S is expected to behave
similarly to p-type cuprates, for similar doping lev-
els, but with an opposite sign (and slope). TEP re-
sults for NCCO [18] show that in superconducting
doping levels it has the same behavior as in p-type
-10
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FIG. 1. The transport coefficients, in arbitrary units
[and µV/K units for S (a)], for: np=0.8,0.7,0.6,0.5,0.4;
10000Nqe=20,23,26,29,32; ω
p[K]=200,190,180,170,160;
n˜p
H
=0.1,0.2,0.3,0.4,0.5; n˜q
H
=6,7,8,9,10; Sq
1
=−0.025;
ρ˜
p
0
=500; ρ˜p
2
=0.03; ρ˜q
0
=5; ρ˜q
1
=0.2. The last values cor-
respond to the thickest lines.
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cuprates [Fig. 1(a)], but with an opposite effect of
doping. Namely S for lower doping levels is typical
of the p-type overdoped regime. This indicates that
NCCO is probably not a “real” n-type cuprate, and
its stripons are also based on holon states, where the
extra doped negative charge occupies another QE
band. The Hall constant in NCCO [18] is consistent
with Fig. 1(d), and our prediction that the sign of
both np
H
and nq
H
is determined by the bare QE states
(and changes in NCCO with doping).
The coupling Hamiltonian H′ (4) provides a
mechanism for high-Tc. The pairing is intro-
duced by transitions between pair states of stripons
and QE’s through the exchange of svivons [5].
Such transitions enable long-range hopping of lo-
cal stripon pairs, without an associated hopping
of svivons (necessary for single-stripon hopping).
Thus the pairing results in a large gain in the “ki-
netic” energy of the stripons, which can effectively
be expressed as a strong attractive stripon-stripon
interaction.
Pair-breaking is expected here to result in QE and
stripon+svivon excitations. ARPES measurements
in the superconducting state [19] show a sharp peak
at ∼ 0.04 eV over a wide range of the BZ, and a
“hump” starting at ∼ 0.1 eV and merging with a
normal-state band at higher energies. The hump
is consistent with a QE pair-breaking excitation,
and the peak is consistent with a stripon+svivon
pair-breaking excitation at the svivon minimum ex-
citation energy −ǫ¯ζ(k0). In the superconducting
state this minimum is within the gap, resulting in
a considerably narrower level than in the normal
state [reflected also in the neutron-scattering res-
onance energy −2ǫ¯ζ(k0)]. This results in a sharp
pair-breaking excitation peak over a wide range of
the BZ, due to the flatness of the stripon band.
It has been suggested [20] that the cuprates
fall in the regime of crossover between BCS and
preformed-pairs Bose-Einstein condensation (BEC)
behaviors. Such a crossover occurs if the pairing
energy becomes as large as the relevant bandwidth,
and this condition is fulfilled here due to the small
stripon bandwidth. The BEC behavior occurs in
the underdoped cuprates, where singlet pairs are
formed at Tpair, and superconductivity occurs be-
low Tcoh(< Tpair) where phase coherence sets in.
The pseudogap is then a pair-breaking gap be-
tween Tcoh and Tpair; it has similarities to the su-
perconducting gap, and accounts for most of the
pairing energy. The coherence temperature can be
expressed [21] as: Tcoh ∝ ns/m∗s, where m∗s in the
pairs effective mass and ns is their density, in agree-
ment with the “Uemura plots” [22]. Our observa-
tion [Fig. 1(a)] that the stripon band if half full
(np = 1
2
) for slightly overdoped cuprates results in
the “boomerang-type” behavior [23] of the Uemura
plots in overdoped cuprates. It is due to a crossover
between a stripon band-top Tc = Tcoh behavior
in the underdoped cuprates, and a stripon band-
bottom Tc = Tpair behavior in overdoped cuprates.
In conclusion, it was demonstrated here that a
realistic treatment of the cuprates, taking into ac-
count the effects of both large-U and small-U or-
bitals, and of the inhomogeneities introduced by
a dynamical striped structure, resolves puzzling
normal-state spectroscopic and transport proper-
ties, and provides a mechanism for high-Tc super-
conductivity and the occurrence of a normal-state
pseudogap.
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