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Abstract
In this paper, one-dimensional (1D) nonlinear Schrödinger equation
iut − uxx +mu+ g(u, u¯)u¯ = 0,
with Periodic Boundary Conditions is considered; m /∈ 112Z is a real parameter and the non-
linearity
g(u, u¯)=
∑
j,l,j+l4
ajlu
j u¯l , aj l = alj ∈ R, a22 = 0
is a real analytic function in a neighborhood of the origin. The KAM machinery is adapted to
ﬁt the above equation so as to construct small-amplitude periodic or quasi-periodic solutions
corresponding to ﬁnite dimensional invariant tori for an associated inﬁnite dimensional dynamical
system.
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1. Introduction and main result
The dynamics of linear Hamiltonian partial differential equations is quite clear: in
many cases, the equation has families of periodic solutions, quasi-periodic solutions and
almost-periodic solutions. The stability of the solutions is also obvious. One would like
to know if those solutions and the related dynamics continue to the nonlinear equations
in the neighborhood of equilibrium. There are plenty of works along this line. The
existence of a Cantor family of quasi-periodic solutions and its linear stability for 1D
Hamiltonian PDEs under Dirichlet Boundary Conditions by KAM theory are obtained
by Wayne [15], Kuksin [10], Pöschel [12,13], Kuksin and Pöschel [11]. To construct
the quasi-periodic solutions of Hamiltonian PDEs under Periodic Boundary Conditions,
Craig and Wayne [8] developed a new method based on Lyapunov–Schmidt procedure
and techniques by Fröhlich and Spencer [9], and later improved by Bourgain [3–6].
More remarkably, this method works for higher space dimension case [5,6]. We point
out that, following Craig–Wayne–Bourgain’s method, one is not able to obtain linear
stability and zero Lyapunov exponents of quasi-periodic solutions comparing with the
approach of Wayne [15], Kuksin [10], Pöschel [12,13], Kuksin and Pöschel [11].
The difference between Dirichlet boundary conditions and periodic boundary con-
ditions is the multiplicity of eigenvalues in latter case. This fact would bring a lot
of trouble for KAM approach. A natural problem is whether the inﬁnite dimensional
KAM theory can be generalized to deal with Periodic Boundary Condition case as
well as higher space dimension case. Essentially, KAM machinery includes two parts:
analytic part which deals with the iteration and proves convergence under some small
divisor conditions, and geometric part which proves that the parameter set left after
inﬁnitely many times iteration has positive Lebesgue measure. In [7], Chierchia and
You improved the analytic part of the KAM machinery so that it applies to multiple
normal frequency case encountered in 1D Hamiltonian PDEs with periodic boundary
conditions. For the geometric part, one has to assume a kind of regularity property,
i.e., the vector ﬁeld generated by nonlinear terms of the PDEs sends a sequence with
decay to a sequence with faster decay to guarantee that there are essentially ﬁnitely
many resonances at each KAM step (for truncated K). 1D wave equations with periodic
boundary conditions meet such kind of regularity requirement. Recently, the authors of
this paper further generalized the KAM theorem so that it applies to beam equations
of higher space dimension.
Unfortunately, Schrödinger equation does not have such kind of regularity. In this
paper, by digging out some “decay property” from nonlinearity of equation, we will
prove that the KAM machinery does apply to non-linear Schrödinger equation with
periodic boundary conditions. It concludes that the equation admits small-amplitude
periodic or quasi-periodic solutions corresponding to ﬁnite dimensional invariant tori.
We then give a new proof for Bourgain’s result on the existence of quasi-periodic
solutions of 1D Schrödinger equation with periodic boundary conditions. What’s more,
besides the existence result, the solutions we obtained have linear stability and zero
Lyapunov exponents.
Let us ﬁrstly mention the works existed for this equation concerning the existence
of quasi-periodic solutions of 1D nonlinear Schrödinger equations. In [11], Kuksin and
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Pöschel considered the equation with “special” nonlinearity
iut − uxx +mu+ f (|u|2)u = 0, m ∈ R (1.1)
under Dirichlet Boundary Conditions and with f real analytic in a neighborhood of the
origin. It is proved that there exists a Cantor manifold of quasi-periodic oscillations in a
sufﬁciently small neighborhood of the origin. The existence of quasi-periodic solutions
for Eq. (1.1) under Periodic Boundary Conditions is given by Bourgain [5]. In [3], 1D
Schrödinger equation with variable “potential”
iut − uxx + V (x, )u+ εgu¯ = 0, (1.2)
with Periodic Boundary Conditions and g a real analytic Hamiltonian on a neigh-
borhood of the origin is also considered. It is proved that for most  (in the sense
of Lebesgue measure), there exist perturbed quasi-periodic solutions with perturbed
frequencies. Remarkably, in [6], Bourgain constructed the quasi-periodic solutions
of nonlinear Schrödinger equation and nonlinear wave equation in arbitrary space
dimension by controlling Green’s functions relying on more powerful methods than
those in [5].
In this paper, we consider 1D Schrödinger equation with constant potential and more
general nonlinearity
iut − uxx +mu+ g(u, u¯)u¯ = 0,
with periodic boundary conditions
u(t, x) = u(t, x + 2),
m is a real parameter and the nonlinearity
g(u, u¯) =
∑
j,l,j+l4
ajlu
j u¯l, ajl = alj ∈ R, a22 = 0
is a real analytic function in a neighborhood of the origin.
The following theorem is the main result of this paper.
Theorem 1. Consider 1D nonlinear Schrödinger equation
iut − uxx +mu+ g(u, u¯)u¯ = 0, (1.3)
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with Periodic Boundary Conditions
u(t, x) = u(t, x + 2) (1.4)
and m /∈ 112Z 1 a real parameter, g is a real analytic function of the form
g(u, u¯) =
∑
j,l,j+l4
ajlu
j u¯l, ajl = alj ∈ R, a22 = 0. (1.5)
Fix ﬁnite number of integers n1, . . . , nd satisfying |ni | = |nj | for i = j , then linearized
equation has solutions
u(t, x) =
d∑
i=1
√
ie
i(i t+nix), i = n2i +m, i > 0.
Take  = (1, . . . , d) ∈ O ⊂ Rd+ as parameters, then there exists a positive-measure
Cantor subset O˜ ⊂ O, such that for any  ∈ O˜, there is a real analytic quasi-periodic
solution of (1.3)
u(t, x) =
d∑
i=1
√
ie
i(˜i t+nix) +O(|| 32 )
with
˜i = i +O(||), 1 id.
Since the result itself is in principle not new we will emphasize how KAM machinery
can be applied to the nonlinear Schrödinger equations. We hope the underlying idea
might be helpful for more general problems, such as higher dimensional case.
KAM machinery is built up with inﬁnite many KAM iteration steps. Roughly speak-
ing, each KAM step is a change of variables which transforms the Hamiltonian into
a nice normal form plus a smaller perturbation. For this purpose we have to solve
some homological equations which forces us to assume that the tangential frequen-
cies and normal frequencies (inﬁnitely many) together satisfy some non-resonant rela-
tions. For example, to get rid of the term as ei〈k,〉wnw¯m (where wn,wm are normal
variables,  is the angle variable), one need to assume the non-resonance condition
|〈k,()〉 + n() − m()| |k| . In order to satisfy this condition, one must discard
some parameters. In general, the measure of such set of  for each ﬁxed k, n,m is
of |k| . Since n,m range from 1 to inﬁnity, there might be no  satisfying all the
1We use the notations Z = {. . . ,−1, 0, 1, . . .}, N = {0, 1, 2, . . .}, Z+ = {1, 2, . . .}.
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above relations if we insist to get rid of all terms of the form ei〈k,〉wnw¯m. Such
problem does not appear in case n() − m() are integers as in the ﬁrst KAM
iteration step. However, the problem appears from the second step since both the tan-
gential frequencies and the normal frequencies will drift a little bit. In the multiple
normal frequency case, say n = −n at the ﬁrst KAM step, the drifted frequen-
cies are ˜n = n + O(ε) and ˜−n = n + O(ε) respectively after iterating. Then
|〈k,()〉 + ˜n − ˜−n| = |〈k,()〉 +On,−n(ε)| |k| is required if we want to get rid
of the terms ei〈k,〉wnw¯−n. There are inﬁnitely many such terms. If the tails On,−n(ε)
are random, we might arrive at an empty parameter set even after one step of KAM
iteration. In the case of 1D wave equations with periodic boundary condition, the
Hamiltonian has a kind of regularity property which guarantees that the drift of fre-
quencies is asymptotically zero, i.e., ˜n − n = O(n−1). With this property, one ﬁnds
that |〈k,()〉 + n− m+Omn(ε)| |k| is asymptotically |〈k,()〉 + n− m| |k|
when n,m→∞. The latter are small divisor conditions assumed to be satisﬁed before
doing KAM iteration. This key property will lead to a positive measure estimate of
the remained parameter set after inﬁnitely many KAM steps. However, the Schrödinger
equations do not have such regularity property. Instead, in this paper, we use a kind of
decay property of the vector ﬁeld generated by partial differential equations. Roughly
speaking, the decay property implies that the coefﬁcient of the term an(−n)ei〈k,〉wnw¯−n
is of exponential small O(εe−2|n|). Therefore, the terms with |n| > K ∼ | log ε| need
not to be killed in the present KAM step since they are already sufﬁciently small. 2
As a result, we need not to assume |〈k,()〉 + n()− −n()| |k| for |n| > K (K
being the truncation of Fourier modes at each KAM step). It is this fact that makes
the positive measure estimate available! In fact, all the other non-resonance conditions
are easy to control as in the Dirichlet boundary condition case:
1. The fact n ∼ n2 implies that the non-trivial non-resonance assumptions in
|〈k,()〉 ± n()| |k|
|〈k,()〉 + n()+ m()| |k|
are of ﬁnite many for ﬁxed k.
2. The fact |n − m| ∼ |n| + |m| for |n| = |m| implies that the non-trivial non-
resonance assumptions in
|〈k,()〉 + n()− m()| |k|
are of ﬁnite many for ﬁxed k if |n| = |m|.
2 One of the key ideas in KAM theory is to remove those “big” bad terms at each KAM step, while
keep the smaller ones to the following KAM steps.
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3. While
|〈k,()〉 + n()− −n()| |k|
for |n| > K need not to be assumed since we don’t solve the corresponding terms.
As a result, at each KAM iteration step, we only need to deal with ﬁnite (about
O(K)) many non-resonance assumptions. Then the parameter set excluded at each
KAM step can be well controlled.
In summary, we use the decay property to the reduce the number of the non-resonance
assumptions, especially those might cause problem for measure estimate. The persis-
tence of the decay property of the perturbation along the iteration has to be proved
since one has to run KAM iteration inﬁnite many steps.
Further remarks: 1. The restriction m /∈ 112Z is required when doing the normal form
for the general nonlinearity. If the nonlinearity is of the form f (|u|2)u as considered
in Bourgain [5], the restriction is not necessary.
2. Our methods are also valid when applied to the equations of the form (1.2)
considered by Bourgain [3], at that time,  are outer-parameters instead of amplitudes.
3. Besides the existence of solutions, we also obtain its linear stability and zero
Lyapunov exponents, this could be useful for a better understanding of the dynamics.
As for the proof, we try to follow the steps of the previous KAM approach. Mean-
while, we shall always emphasize the decay property which is the only difference
between this paper and the previous papers. The rest of the paper is organized as fol-
lows: In Section 2 the Hamiltonian function is written in inﬁnitely many coordinates
and its regularity is established. In Section 3 it is transformed into Birkhoff normal
form of order four so that the transformed Hamiltonian is a small perturbation of some
nonlinear integrable system in a sufﬁciently small neighborhood of the origin. Sections
4–6 dedicate to the proof of Theorem 1. Some technical lemmata are proved in the
Appendix.
2. The Hamiltonian
Eq. (1.3) with Periodic Boundary Conditions (1.4) is Hamiltonian system
ut = i Hu¯ , H =
∫ 2
0
|ux |2 +m|u|2 dx +
∫ 2
0
g(u, u¯) dx, (2.1)
The operator A = −xx +m with Periodic Boundary Conditions has an orthonormal
basis 	n(x) =
√
1
2e
inx and corresponding eigenvalues

n = n2 +m. (2.2)
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Let
u(x) =
∑
n∈Z
qn	n(x),
with ﬁnite weighted norm
‖q‖ =
∑
n∈Z
|qn|e|n| <∞,
for some  > 0. Then corresponding Hamiltonian is
H = +G =
∑
n∈Z

n|qn|2 +
∫ 2
0
g
(∑
n∈Z
qn	n,
∑
n∈Z
q¯n	¯n
)
dx, (2.3)
as a result, Eq. (1.3) is equivalent to the following Hamiltonian equations (symplectic
structure i
∑
n dqn ∧ dq¯n)
q˙n = i Hq¯n , n ∈ Z. (2.4)
Next we consider the regularity of the gradient of G. To this end, let   be the
Banach spaces of all bi-inﬁnite, complex valued sequences q = (. . . , q−1, q0, q1, . . .)
with ﬁnite weighted norm
‖q‖ =
∑
n∈Z
|qn|e|n|.
The convolution q ∗ p of two such sequences is deﬁned by (q ∗ p)n =∑m qn−mpm.
Lemma 2.1. For  > 0, the space   is a Banach algebra with respect to convolution
of sequences, and
‖q ∗ p‖‖q‖‖p‖.
Proof.
‖q ∗ p‖ =
∑
n
|(q ∗ p)n|e|n|
=
∑
n
∣∣∣∣∣∑
m
qn−mpm
∣∣∣∣∣ e|n|
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
∑
n,m
|qn−m|e|n−m||pm|e|m|
 ‖q‖‖p‖.
Lemma 2.2. For  > 0, the gradient Gq¯ is real analytic as a map from some neigh-
borhood of the origin in   into  , with
‖Gq¯‖ = O(‖q‖3).
Proof. We have
G
q¯n
=
∫ 2
0
g(u, u¯)
u¯
	¯n dx, u =
∑
n∈Z
qn	n.
Let q be in  , then ‖u‖ = ‖q‖. By the Banach algebra property and the analyticity
of g, then
∣∣∣∣
∣∣∣∣g(u, u¯)u¯
∣∣∣∣
∣∣∣∣

c‖u‖3,
in a sufﬁciently small neighborhood of the origin. The components of the gradient Gq¯
are its Fourier coefﬁcients, therefore Gq¯ belongs to   with
‖Gq¯‖
∣∣∣∣
∣∣∣∣g(u, u¯)u¯
∣∣∣∣
∣∣∣∣

c‖u‖3c‖q‖3.
The regularity of Gq¯ follows from the regularity of its components and its local bound-
edness ([14], Appendix A). 
In the following Lemma, we prove the coefﬁcients of nonlinearity G have decay
properties (similar proofs see Bambusi [1,2]). This fact is crucial for this paper, and
we will prove it to be preserved along KAM iteration, consequently, in each KAM
step, we essentially handle ﬁnite small-denominator conditions.
Lemma 2.3. For  > 0,
G(q, q¯) =
∫ 2
0
g
(∑
n∈Z
qn	n,
∑
n∈Z
q¯n	¯n
)
dx
=
∞∑
N=4
∑
n1,n2,...,nN ,1,2,...,N
G12···Nn1n2···nN q
1
n1q
2
n2 · · · qNnN ,
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where  = ±1, q+1 ≡ q, q−1 ≡ q¯. then G12···Nn1n2···nN satisﬁes
|G12···Nn1n2···nN |ce−|1n1+2n2+···+NnN |.
Proof.
|G12···Nn1n2···nN | =
∣∣∣∣ajl
∫ 2
0
	1n1	
2
n2 · · ·	NnN dx
∣∣∣∣
 ce−|1n1+2n2+···+NnN |,
where j+ l=N and j, l are the number of+1,−1 among 1, . . . , N respectively. 
For the convenience of notations, we introduce vectors n = (n1, n2, . . .),  =
(1, 2, . . .) with ﬁnitely many non-vanishing components, then if j = 0 for some
j, this means that there is no factor qjnj in monomial qn. Thus G(q, q¯) can be denoted
as G(q, q¯) = ∑n,Gnqn with |Gn|ce−|〈,n〉| (〈·, ·〉 being standard inner product).
For this end, we introduce the deﬁnition of decay property:
Deﬁnition 2.1. If G(q, q¯) =∑n,Gnqn, and |Gn|ce−|〈,n〉|, then G is called to have
decay property.
When the nonlinearity g(u, u¯) has only terms of fourth order, we have
G =
∫ 2
0
(a40u(x)
4 + a31u(x)3u¯(x)+ a22u(x)2u¯(x)2
+a13u(x)u¯(x)3 + a04u¯(x)4) dx
=
∑
n,
Gnq

n (2.5)
with
Gn =
∫ 2
0
ajl	
1
n1	
2
n2	
3
n3	
4
n4 dx, (2.6)
where j+ l = 4, j and l are the number of +1 and −1 among 1, 2, 3, 4, respectively.
It is not difﬁcult to verify that Gn = 0 if 〈, n〉 = 0. This will play an important role
later on. In particular, if n = (n1, n1, n2, n2),  = (1, (−1), 1, (−1)), we have
Gn =
a22
2
. (2.7)
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From now on we focus our attention on the nonlinearity of fourth order, since higher
order terms will not make any difference. Moreover, we take a40 = a31 = a22 = a13 =
a04 = 1 for convenience.
3. The Birkhoff normal form
Next we transform the Hamiltonian (2.3) into some Birkhoff normal form of order
four so that the Hamiltonian (2.3) may serve as a small perturbation of some nonlinear
integrable system in a sufﬁciently small neighborhood of the origin.
Proposition 3.1. For the Hamiltonian H =  + G with the nonlinearity (2.5), there
exists a real analytic, symplectic change of coordinates  in some neighborhood of the
origin in   that takes the Hamiltonian (2.3) into
H ◦  = + G¯+K,
where Hamiltonian vector ﬁelds XG¯ and XK are real analytic vector ﬁelds in a neigh-
borhood of the origin in  ,
G¯ =
∑
n1,n2
G¯n1n2 |qn1 |2|qn2 |2, |K| = O(‖q‖6), (3.1)
with uniquely determined coefﬁcients G¯n1n2 = 4−3n1n22 . In addition, K(q, q¯) =
∑
n,Kn
qn has property: K

n = 0 if 〈, n〉 = 0.
Remark. The last property of K in above proposition is a stronger version of decay
property. We will prove the decay property is preserved along KAM iteration. This is
crucial in this paper. With decay property, we actually consider ﬁnite small-divisors at
each KAM step, which makes measure estimates available.
Proof. Since for m ∈ 112Z, 1
n1+2
n2+3
n3+4
n4 = 0 except for {1, 2, 3, 4, n1,
n2, n3, n4} = {1, (−1), 2, (−2), e, e, f, f }. Then this allows to eliminate all terms
in G(q, q¯) that are not of the form |qn1 |2|qn2 |2 by symplectic transformation. More
precisely, we will ﬁnd symplectic change  = XtF |t=1 given by
F =
∑
n,
Fnq

n, n = (n1, n2, n3, n4),  = (1, 2, 3, 4)
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to satisfy the desired consequence. By second order Taylor formula, we formally obtain
H ◦  = + (G+ {, F })+O(‖q‖6)
= + G¯+K
with
{, F } = −i
∑
n,
(1
n1 + 2
n2 + 3
n3 + 4
n4)Fnqn
Let
iFn =


Gn
1
n1+2
n2+3
n3+4
n4
for {1, 2, 3, 4, n1, n2, n3, n4}
= {1, (−1), 2, (−2), e, e, f, f },
0 otherwise.
(3.2)
Thus, we have
G¯ =
∑
n1,n2
G¯n1n2 |qn1 |2|qn2 |2
with
G¯n1n2 =
4− 3n1n2
2
.
The next is to prove analyticity of the preceding transformation,
∣∣∣∣ Fq4n4
∣∣∣∣  ∑
1n1+2n2+3n3+4n4=0
|Fn||q1n1q2n2q3n3 |
 c
∑
1n1+2n2+3n3=−4n4
|Gn||q1n1q2n2q3n3 |
 c
∑
1n1+2n2+3n3=−4n4
|q1n1q2n2q3n3 |
= c(q ∗ q ∗ q)n4 .
Hence by Lemma 2.1
‖Fq‖c‖q ∗ q ∗ q‖c‖q‖3. (3.3)
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The analyticity of Fq follows from the analyticity of each component function and
its local boundedness ([14], Appendix A).
Next we prove K =
∑
〈,n〉=0
Knq

n which obviously implies the decay property of K.
Since
K = {G,F } + 1
2! {{, F }, F } +
1
2! {{G,F }, F }
+ · · · + 1
n! {· · · {, F } . . . , F︸ ︷︷ ︸
n
} + 1
n! {· · · {G,F } . . . , F︸ ︷︷ ︸
n
} + · · ·
We ﬁrst consider {G,F }, due to
G =
∑
1n1+2n2+3n3+4n4=0
G1234n1n2n3n4q
1
n1q
2
n2q
3
n3q
4
n4 ,
F =
∑
′1m1+′2m2+′3m3+′4m4=0
F
′1′2′3′4
m1m2m3m4q
′1
m1q
′2
m2q
′3
m3q
′4
m4 ,
then
{G,F } = i
∑
n
(
G
qn
F
q¯n
− G
q¯n
F
qn
)
= i
∑
n

 ∑
2n2+3n3+4n4=−n
G(+1)234nn2n3n4 q
2
n2q
3
n3q
4
n4
×
∑
′2m2+′3m3+′4m4=n
F
(−1)′2′3′4
nm2m3m4 q
′2
m2q
′3
m3q
′4
m4
−
∑
2n2+3n3+4n4=n
G(−1)234nn2n3n4 q
2
n2q
3
n3q
4
n4
×
∑
′2m2+′3m3+′4m4=−n
F
(+1)′2′3′4
nm2m3m4 q
′2
m2q
′3
m3q
′4
m4


= i
∑
2n2+3n3+4n4+′2m2+′3m3+′4m4=0
K
234′2′3′4
n2n3n4m2m3m4q
2
n2q
3
n3q
4
n4q
′2
m2q
′3
m3q
′4
m4
(3.4)
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i.e., K 234
′
2
′
3
′
4
n2n3n4m2m3m4 = 0 if 2n2 + 3n3 + 4n4 + ′2m2 + ′3m3 + ′4m4 = 0. Analogously,
1
n! {· · · {, F } . . . , F︸ ︷︷ ︸
n
} and 1
n! {· · · {G,F } . . . , F︸ ︷︷ ︸
n
} have also this property, therefore, K has
also this property. 
Note that the deﬁnition (3.2) is reasonable in view of the following lemma.
Lemma 3.1. If n = (n1, n2, n3, n4),  = (1, 2, 3, 4), such that 〈, n〉 = 0, but
{1, 2, 3, 4, n1, n2, n3, n4} = {1, (−1), 2, (−2), e, e, f, f }, then for m lying in the
compact set  of {x|x ∈ R and x = n12 , n ∈ Z}, one has
|1
n1 + 2
n2 + 3
n3 + 4
n4 |c,
with c dependent only on m. Hence the denominators in (3.2) are uniformly bounded
away from zero.
Proof. We have to consider divisors of the form  = ±
n1 ± 
n2 ± 
n3 ± 
n4 for
all possible combinations of plus and minus signs. To this end, we distinguish them
according to their number of minus signs. To shorten notation we let for example
+−++ = 
n1 − 
n2 + 
n3 + 
n4 . Similarly, for all other combinations of plus and
minus signs.
Case 0: No minus sign.
|++++| = |n21 + n22 + n23 + n24 + 4m|,
hence if m ∈ , then |++++|c.
Case 1: One minus sign.
|−+++| = | − n21 + n22 + n23 + n24 + 2m|,
hence if m ∈ , then |−+++|c. Analogously, if m ∈ , |+−++|c, |++−+|c,
|+++−|c.
Case 2: Two minus signs. Owing to assumption 1n1+ 2n2+ 3n3+ 4n4 = 0, there
are two “+1” and two “−1” among 1, 2, 3, 4; and {n1, n2, n3, n4} = {e, e, f, f },
without loss of generality, we assume 1 = 2 = 1 and 3 = 4 = −1, then
|++−−| = |n21 + n22 − n23 − n24| = 2|(n2 − n3)(n2 − n4)|c.
Analogously, |−−++|c, |−+−+|c, |−++−|c, |+−−+|c, |+−+−|c.
Cases 3 and 4: Three and four minus signs. These ones reduce to Case 1 and Case
0, respectively. 
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Now our Hamiltonian is
H = + G¯+K =
∑
n

n|qn|2 +
∑
n1,n2
G¯n1n2 |qn1 |2|qn2 |2 +O(‖q‖6),
where
G¯n1n2 =
4− 3n1n2
2
.
We choose distinguished ﬁnite number d of modes 	n1 , . . . ,	nd satisfying |ni | = |nj |
for i = j . Introduce the standard action-angle variables (I, ) ∈ Rd×Td and linearize H
around a given value for the action variable, namely, for some  = (1, . . . , d) ∈ Rd+,
qni q¯ni = Ini + i , i = 1, . . . , d
and set qn = wn for n /∈ {n1, . . . , nd}. One ﬁnally obtains
H = 〈(), I 〉 +
∑
n
n()wnw¯n + P(, I, w, w¯, ), (3.5)
where () = (1(), . . . ,d()), () = (n())n=n1,...,nd are given by
() = + A, (3.6)
() = + B (3.7)
and  = (
n1 , . . . ,
nd ),  = (
n)n=n1,...,nd , A = (G¯ninj )1 i,jd , B = (G¯nni ) 1 i d
n =n1,...,nd
.
P is just K +O(|I |2)+O(|I |‖w‖2)+O(‖w‖4) with the variables qi, q¯i , i = 1, . . . , d
expressed in terms of I, . In addition, P is real analytic in , real analytic in
I, w, w¯ in a sufﬁciently small neighborhood of the origin, and C4 in  lying on
the compact set of Rd+ in the sense of Whitney. What’s more, due to Proposition
3.1, we obtain K =
∑
〈,n〉=0K

nq

n. After the above action-angle transformation, P =∑
n′,′ P 
′
n′(, I )w
′
n′ . Note that each non-vanishing term comes from K

nq
k1
n1 q¯
k¯1
n1 · · · qkdnd q¯k¯dnd
w
′
n′ with 〈′, n′〉 = −((k1 − k¯1)n1 + · · · + (kd − k¯d )nd). Thus we has still the decay
estimates, 3
|P ′n′(, I )| = |Knqk1n1 q¯ k¯1n1 · · · qkdnd q¯k¯dnd |c|qn1 |k1 |q¯n1 |k¯1 · · · |qnd |kd |q¯nd |k¯d
 ce−(|k1n1|+|k¯1n1|+···+|kdnd |+|k¯dnd |)ce−|(k1−k¯1)n1+···+(kd−k¯d )nd |
= ce−|〈′,n′〉|, (3.8)
3 Later, we will see |qni |, |q¯ni | ∼ e−|ni |, 1 id.
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where n′ = (n′1, n′2, . . .), ′ = (′1, ′2, . . .) with ﬁnitely many non-vanishing
components.
To this end, we proved the decay property of the perturbation P. Below we will
ﬁnd that decay estimates (3.8) can be preserved during the KAM iteration, so that
smaller terms may be delayed to the following KAM steps by shrinking the weight
of vector ﬁelds, as a consequence, in each KAM step, we practically dispose of ﬁnite
small-divisors. This is the motivation we can settle Schrödinger equation with Periodic
Boundary Conditions.
Scaling  by ε6, w, w¯ by ε4, and I by ε8, one obtains a Hamiltonian system given
by the rescaled Hamiltonian
H˜ (I, , w, w¯, ) = ε−14H(ε8I, , ε4w, ε4w¯, ε6)
= 〈˜(), I 〉 +
∑
n
˜n()wnw¯n + P˜ (I, , w, w¯, , ε), (3.9)
where
˜() = ε−6+ A, ˜n() = ε−6+ B, (3.10)
and
‖X
P˜
‖ε. (3.11)
For simplicity, we still denote H˜ by H, ˜ by , ˜ by  and P˜ by P.
Below we check non-resonance conditions:
〈k,()〉 ≡ 0, k = 0,
〈k,()〉 + n() ≡ 0,
〈k,()〉 + n()+ m() ≡ 0,
〈k,()〉 + n()− m() ≡ 0, |k| + ||n| −m|| = 0.
Since
A = (G¯ij )1 i,jd = 12


1 4 · · · 4
4 1 · · · 4
...
...
. . .
...
4 4 · · · 1


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then
det(A) = (−3)
d−1(4d − 3)
(2)d
= 0.
Hence 〈k,()〉 ≡ 0 for k = 0.
For the last three non-resonance conditions, one has to check that
〈, k〉 + 〈, l〉 = 0 or Ak + BT l = 0
for 1 |l|2. Suppose Ak + BT l = 0. Multiplying by 2 we have
2Ak + 2BT l = 0,
and all coefﬁcients of 2BT are 4. Thus all components of k are equal, say p, and
(4d − 3)p + 4q = 0, where q is the sum of at most two nonzero components of l.
Then integer solutions to this equation are
(i) q = ±1, p = ∓4, d = 1;
(ii) q = ±2, p = ∓8, d = 1;
(iii) q = p = 0.
then in (i), ∓4
ni±
n = ∓4n2i ±n2∓3m = 0. In (ii), ∓8
ni±(
n+
m) = 0. In (iii), So
k = 0 and l has one “1” and one “−1”, but then 〈, k〉+〈, l〉 = 
n−
m = n2−m2 for
some |n| = m, this expression does not vanish. Consequently non-resonance conditions
are satisﬁed.
In the following, we will use KAM iteration which involves inﬁnite many steps of
coordinate transformation to eliminate lower order -dependent terms in P. To make
this quantitative we introduce
D(r, s) = {(, I, w, w¯) : |Im | < r, |I | < s2, ‖w‖ < s, ‖w¯‖ < s},
a complex neighborhood of Td × {I = 0} × {w = 0} × {w¯ = 0}. Where | · | denotes
the sup-norm for complex vectors, and ‖w‖, ‖w¯‖ denote a family of ﬁnite weighted
norm
‖w‖ =
∑
n∈Z
n =n1,...,nd
|wn|e|n|,
‖w¯‖ =
∑
n∈Z
n =n1,...,nd
|w¯n|e|n|.
J. Geng, J. You / J. Differential Equations 209 (2005) 1–56 17
For any given function
F =
∑
,
Fw
w¯, (3.12)
where the multi-index ,  run over the set  ≡ (. . . , n, . . .),  ≡ (. . . ,n, . . .),
n,n ∈ N with ﬁnitely many non-vanishing components, we deﬁne its ﬁnite weighted
norm
‖F‖D(r,s),O ≡ sup‖w‖<s
‖w¯‖<s
∑
,
‖F‖ |w||w¯|. (3.13)
Where, if F =
∑
k∈Zd ,I∈Nd Fkl()I
lei〈k,〉, (〈·, ·〉 being the standard inner product
in Cd ), ‖F‖ is short for
‖F‖ ≡
∑
k,l
|Fkl|Os2|l|e|k|r , |Fkl|O ≡ sup
∈O
max|p|4
(∣∣∣∣∣
p
Fkl
p
∣∣∣∣∣
)
. (3.14)
(the derivatives with respect to  are in the sense of Whitney).
To function F, we associate a Hamiltonian vector ﬁeld deﬁned as
XF = (FI ,−F, {iFwn}n=n1,...,nd , {−iFw¯n}n=n1,...,nd ).
Deﬁne its weighted norm by 4
‖XF ‖D(r,s),O ≡ ‖FI‖D(r,s),O +
1
s2
‖F‖D(r,s),O
+1
s

 ∑
n=n1,...,nd
‖Fwn‖D(r,s),Oe|n| +
∑
n=n1,...,nd
‖Fw¯n‖D(r,s),Oe|n|


(3.15)
Having the above preparation, below we will outline the mechanism of KAM it-
eration. At the ﬁrst step, the unperturbed Hamiltonian will be a family of integrable
4 The norm ‖·‖D(r,s),O for scalar functions is deﬁned in (3.13). For vector (or matrix-valued) functions
G : D(r, s) × O → Cm, (m < ∞) is similarly deﬁned as ‖G‖D(r,s),O =
∑m
i=1 ‖Gi‖D(r,s),O (for the
matrix-valued case the sum will run over all entries).
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Hamiltonian of the form
N = 〈(), I 〉 +
∑
n
n()wnw¯n,
where all the variables wn, w¯n are separated. Due to the multiple normal frequencies,
the terms P (1,(−1))(n,(−n))wnw¯−n in perturbation cannot be solved in the homological equations
so that they have to be moved to the normal form part if they are not small enough.
The decay property of the perturbation P (see Lemma 2.3, Proposition 3.1 and (3.8))
implies that the coefﬁcient |P (1,(−1))(n,(−n)) |cεe−2|n|r with r . It follows that the smaller-
weighted norm of the vector ﬁeld of
∑
2|n|>K P
(1,(−1))
(n,(−n))wnw¯−n is of size ε+  ε (here
K ∼ − log ε), so that it can be postponed to the next KAM step. But the terms
P
(1,(−1))
(n,(−n))wnw¯−n with 2|n|K has to be moved to the normal form part since it is not
small enough. The normal form part thus takes the following more complicated form
N = 〈(), I 〉 +
∑
n
n()wnw¯n +
∑
n
P
(1,(−1))
(n,n) wnw¯n +
∑
2|n|K
P
(1,(−1))
(n,(−n))wnw¯−n
(3.16)
Therefore, we couple the variables wn,w−n corresponding to multiple eigenvalues,
More precisely, we let zn = (wn,w−n), z¯n = (w¯n, w¯−n), n0. Correspondingly, the
Hamiltonian with normal form (3.16) after one KAM step, takes the form
H = 〈(), I 〉 +
∑
n0
〈Anzn, z¯n〉 + P(, I, z, z¯, , ε), (3.17)
where, 〈·, ·〉 is standard inner product,
An =
(
n + P (1,(−1))(n,n) P (1,(−1))((−n),n)
P
(1,(−1))
(n,(−n)) −n + P (1,(−1))((−n),(−n))
)
(3.18)
=
(
˜n b((−n),n)
b(n,(−n)) ˜−n
)
, for 2nK,
An =
(
n + P (1,(−1))(n,n) 0
0 −n + P (1,(−1))((−n),(−n))
)
=
(
˜n 0
0 ˜−n
)
, for 2n > K
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and
|P (1,(−1))(n,n) |O, |P (1,(−1))((−n),(−n))|Oε, (3.19)
|P (1,(−1))((−n),n) |O = |b((−n),n)|O, |P (1,(−1))(n,(−n)) |O = |b(n,(−n))|Oεe−2|n|r .
Remark. Different from wave equation and beam equation where |P (1,(−1))(n,n) |O,
|P (1,(−1))((−n),(−n))|O = O(ε|n|−1) due to the regularity, Schrödinger equation has only the
smallness of the drift (3.19). This might cause trouble for the measure estimates. To
overcome this difﬁculty, we prove that the perturbation from PDEs has a kind of de-
cay property (3.8) persisting along the KAM iteration. Especially, the coefﬁcient of
wnw¯−n is of the size εe−2|n|, which means that in this step, the terms of the form∑
2n>K P
(1,(−1))
(n,(−n)) ()wnw¯−n need not to be solved since it is small enough to be post-
poned to the next KAM step. Due to this fact, all of An with 2n > K are diagonal
matrices. Consequently, in this step, small-divisor 〈k,〉+n−−n when 2n > K need
not to be controlled. As a result, we essentially deal with ﬁnite small-denominator con-
ditions. But in the next step, there will be some terms of
∑
2|n|>K P
(1,(−1))
(n,(−n)) ()wnw¯−n
to be handled, hence, some of An with 2n > K will become non-diagonal matrices of
the form (3.18), so eventually, we will handle all small-denominator conditions. This
fact is very important for the measure estimate.
4. KAM step
Theorem 1 will be proved by a KAM iteration which involves an inﬁnite sequence
of change of variables. Each step of KAM iteration makes the perturbation smaller than
the previous step at the cost of excluding a small set of parameters. What we need
to worry about is the convergence and the measure of the excluding set after inﬁnite
KAM steps.
At each step of the KAM scheme, we consider a Hamiltonian vector ﬁeld with
H = N + P,
where N is an “integrable normal form” and P with decay property is deﬁned in
D(r, s)×O−1 for any ﬁxed 12 r0 < r.
We then construct a map
 : D(r+1, s+1)×O → D(r, s)×O−1
for any 12 r0 < r+1, so that the vector ﬁeld XH◦ deﬁned on D(r+1, s+1) with
1
2 r0 < r+1 satisﬁes
‖XH◦ −XN+1‖D(r+1,s+1),Oε
with some new normal form N+1 for some ﬁxed -independent constant  > 1.
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To simplify notations, in what follows, the quantities without subscripts refer to quan-
tities at the th step, while the quantities with subscripts + denote the corresponding
quantities at the (+ 1)th step. Let us then consider the Hamiltonian
H = N + P ≡ e + 〈, I 〉 +
∑
n0
〈Anzn, z¯n〉 + P(, I, z, z¯, , ε),
deﬁned in D(r, s)×O. We assume that  ∈ O satisﬁes 5 (for a suitable  > 0 to be
speciﬁed later)
|〈k,〉−1|K


, ‖(〈k,〉I + An)−1‖
(
K

)2
,
‖(〈k,〉I ± An ⊗ I ± I ⊗ Am)−1‖
(
K

)4
, n = m,
‖(〈k,〉I + An ⊗ I + I ⊗ An)−1‖
(
K

)4
, (4.1)
|(〈k,〉I + An ⊗ I − I ⊗ An)−1‖
(
K

)4
, 2nK,
for 0 < |k|K , and (See (3.18) for the notation b((−n),n), b(n,(−n)))
sup
∈O
max
0<|p|4
∣∣∣∣∣
∣∣∣∣∣
p
An
p
∣∣∣∣∣
∣∣∣∣∣ L, (4.2)
|b((−n),n)|O, |b(n,(−n))|Oε0e−2|n|, (4.3)
5 The tensor product (or direct product) of two m × n, k × l matrices A = (aij ), B is a (mk) × (nl)
matrix deﬁned by
A⊗ B = (aij B) =

 a11B · · · a1nB· · · · · · · · ·
am1B · · · amnB

 . . . .
‖ · ‖ for matrix denotes the operator norm, i.e., ‖M‖ = sup|y|=1 |My|. Recall that  and An depend
on .
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moreover,
‖XP ‖D(r,s),Oε (4.4)
and P =∑n, P nwn satisﬁes decay estimates,
||P n||O < εe−|〈,n〉|, (4.5)
for any  with 12 r0 < r . We now let 0 < r+ < r and deﬁne
s+ = 18 sε
1
3 , Kde−K(r−r+) = ε 16 ,  = ε
1
50
0 , ε+ = c−8(r − r+)−cε
7
6 . (4.6)
Here and later, the letter c denotes suitable (possibly different) constants that do not
depend on the iteration step.
We now describe how to construct a set O+ ⊂ O and a change of variables  :
D+ × O+ = D(r+, s+) × O+ → D(r, s) × O, with 12 r0 < r+, such that the
transformed Hamiltonian H+ = N+ + P+ ≡ H ◦  satisﬁes all the above iterative
assumptions with new parameters s+, ε+, r+, L+ and with  ∈ O+.
4.1. Solving the linearized equations
Expand P into the Fourier–Taylor series
P =
∑
k,l,,
Pkle
i〈k,〉 I lww¯,
where k ∈ Zd , l ∈ Nd and the multi-index ,  run over the set  ≡ (. . . , n, . . .),
 ≡ (. . . ,n, . . .), n,n ∈ N with ﬁnitely many non-vanishing components.
Let R be the truncation of P given by
R(, I, w, w¯) =
∑
|k|K,|l|1
Pkl00e
i〈k,〉 I l
+
∑
|k|K,|n|K
(P k10n wn + P k01n w¯n)ei〈k,〉
+
∑
|k|K,|n+m|K
(P k20nm wnwm + P k02nm w¯nw¯m)ei〈k,〉
+
∑
|k|K,|n−m|K
P k11nm wnw¯me
i〈k,〉 (4.7)
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where P k10n = Pkl with  = en, = 0; P k01n = Pkl with  = 0, = en; P k20nm =
Pkl with  = en + em, = 0; P k11nm = Pkl with  = en, = em; P k02nm = Pkl with
 = 0, = en + em.
Remark. Due to the decay property, the terms
∑
|k|K,2n>K P k11n(−n)wnw¯−nei〈k,〉 is
small enough to be delayed to the next KAM step. This fact makes it possible to save
inﬁnite many non-resonance assumptions |〈k,()〉 + n() − m()| |k| , |n| > K ,
which is different from the previous KAM approach. As a result, we essentially deal
with ﬁnite small-divisors.
In order to have a compact formulation when solving homological equations, we
rewrite R in matrix form. Let zn = (wn,w−n), z¯n = (w¯n, w¯−n), n0. R can be
re-written as follows:
R(, I, z, z¯) = R0 + R1 + R2 =
∑
|k|K,|l|1
Pkl00e
i〈k,〉 I l
+
∑
|k|K,n
(〈Rk10n , zn〉 + 〈Rk01n , z¯n〉)ei〈k,〉
+
∑
|k|K,n,m
(〈Rk20mn zn, zm〉 + 〈Rk02mn z¯n, z¯m〉)ei〈k,〉
+
∑
|k|K,n,m
〈Rk11mn zn, z¯m〉ei〈k,〉 , (4.8)
where, Rk10n , Rk01n , Rk20mn , Rk02mn and Rk11mn are, respectively,
Rk10n =
(
P k10n
P k10−n
)
, Rk01n =
(
P k01n
P k01−n
)
, nK,
Rk20mn =
(
P k20nm P
k20
(−n)m
P k20n(−m) P
k20
(−n)(−m)
)
, n+mK,
Rk20mn =
(
0 P k20(−n)m
P k20n(−m) 0
)
, n+m > K, |n−m|K,
Rk02mn =
(
P k02nm P
k02
(−n)m
P k02n(−m) P
k02
(−n)(−m)
)
n+mK,
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Rk02mn =
(
0 P k02(−n)m
P k02n(−m) 0
)
n+m > K, |n−m|K,
Rk11mn =
(
P k11nm P
k11
(−n)m
P k11n(−m) P
k11
(−n)(−m)
)
n+mK, (4.9)
Rk11mn =
(
P k11nm 0
0 P k11(−n)(−m)
)
n+m > K, |n−m|K.
Note that all of Rk11nn with 2n > K are diagonal matrices, as a result, we need not
small-divisor conditions (〈k,〉I+An⊗I−I⊗An), 2n > K , which is different from the
previous KAM machinery, consequently, Schrödinger equation with periodic boundary
conditions can be handled by this technique. In addition, we have Rk20nm = (Rk20mn )T ,
Rk11nm = (Rk11mn )T and Rk02nm = (Rk02mn )T .
Rewrite H as H = N + R + (P − R). By the choice of s+ in (4.6) and by the
deﬁnition of the norms, it follows immediately that
‖XR‖D(r,s),O‖XP ‖D(r,s),Oε. (4.10)
for any 12 r0 < r . In the next, we prove that,
1
2 r0 < r+,
‖X(P−R)‖D(r,s+) < c ε+. (4.11)
In fact, due to (4.7), P − R = P ∗ + h.o.t., where P ∗ = ∑n∈Z,n>K P 1n ()w1n +∑
|2n+3m|>K P
(2,3)
(n,m) ()w
2
n w
3
m be the linear and quadratic terms in the perturbation.
By virtue of (4.5), (4.6), ‖XP ‖D(r,s),Oε, and Cauchy estimates, one has that
‖XP ∗‖D(r+,s),O  (r − r+)−1
∑
|n|>K
εe−|n|re|n| + (r − r+)−1
×
∑
|2n+3m|>K
εe−|2n+3m|r |w3m |e|n|
 (r − r+)−1

 ∑
|n|>K
εe−|n|re|n|
+
∑
|2n+3m|>K
εe−|2n+3m|r |w3m |eme|2n+3m|


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 (r − r+)−1

 ∑
|n|>K
εe−|n|re|n| +
∑
m,|n|>K
εe−|n|r |w3m |eme|n|


 (r − r+)−1
∑
|n|>K
εe−|n|(r−)
 (r − r+)−1εe−K(r−)ε+, (4.12)
provided r+.
Moreover, we take s+  s such that in a domain D(r, s+), the norm of the vector
ﬁeld of the higher order terms in the perturbation is bounded by ε+. In conclusion, we
have (4.11).
Below we look for a special F, deﬁned in a domain D+ = D(r+, s+) with r+,
such that the time one map 	1F of the Hamiltonian vector ﬁeld XF deﬁnes a map from
D+ → D and transforms H into H+. More precisely, by second order Taylor formula,
we have
H ◦ 	1F = (N + R) ◦ 	1F + (P − R) ◦ 	1F
= N + {N,F } + R
+
∫ 1
0
(1− t){{N,F }, F } ◦ 	tF dt
+
∫ 1
0
{R,F } ◦ 	tF dt + (P − R) ◦ 	1F (4.13)
= N+ + P+ + {N,F } + R − P0000 − 〈′, I 〉 −
∑
n
〈R011nn zn, z¯n〉,
where
′ =
∫
P
I
d|z=z¯=0,I=0,
N+ = N + P0000 + 〈′, I 〉 +
∑
n
〈R011nn zn, z¯n〉, (4.14)
P+ =
∫ 1
0
(1− t){{N,F }, F } ◦ 	tF dt +
∫ 1
0
{R,F } ◦ 	tF dt + (P − R) ◦ 	1F . (4.15)
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We shall ﬁnd a function F of the form
F(, I, w, w¯) = F0 + F1 + F2
=
∑
0<|k|K,|l|1
Fkl00e
i〈k,〉 I l +
∑
|k|K,|n|K
(f k10n wn + f k01n w¯n)ei〈k,〉
+
∑
|k|K,|n+m|K
(f k20nm wnwm + f k02nm w¯nw¯m)ei〈k,〉
+
∑
|k|K,|n−m|K
f k11nm wnw¯me
i〈k,〉
=
∑
0<|k|K,|l|1
Fkl00e
i〈k,〉 I l +
∑
|k|K,n
(〈Fk10n , zn〉 + 〈Fk01n , z¯n〉)ei〈k,〉
+
∑
|k|K,n,m
(〈Fk20mn zn, zm〉 + 〈Fk02mn z¯n, z¯m〉)ei〈k,〉
+
∑
|k|K,n,m
〈Fk11mn zn, z¯m〉ei〈k,〉 , (4.16)
where
Fk10n =
(
f k10n
f k10−n
)
, F k01n =
(
f k01n
f k01−n
)
nK,
Fk20mn =
(
f k20nm f
k20
(−n)m
f k20n(−m) f
k20
(−n)(−m)
)
, n+mK
Fk20mn =
(
0 f k20(−n)m
f k20n(−m) 0
)
, n+m > K, |n−m|K,
Fk02mn =
(
f k02nm f
k02
(−n)m
f k02n(−m) f
k02
(−n)(−m)
)
, n+mK,
Fk02mn =
(
0 f k02(−n)m
f k02n(−m) 0
)
, n+m > K, |n−m|K,
Fk11mn =
(
f k11nm f
k11
(−n)m
f k11n(−m) f
k11
(−n)(−m)
)
, n+mK, (4.17)
Fk11mn =
(
f k11nm 0
0 f k11(−n)(−m)
)
, n+m > K, |n−m|K,
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satisfying the equation
{N,F } + R − P0000 − 〈′, I 〉 −
∑
n
〈R011nn zn, z¯n〉 = 0. (4.18)
In this section, |k|, |n|, |n+m| and |n−m| are always smaller than K, which will not
be reported again. What’s more, since the term
∑
n〈R011nn zn, z¯n〉 has not been eliminated
by symplectic change, so we deﬁne F 011nn = 0, n0.
Lemma 4.1. Eq. (4.18) is equivalent to
Fkl00 = i(〈k,〉)−1Pkl00, k = 0, |l|1,
(〈k,〉I − An)F k10n = iRk10n , (4.19)
(〈k,〉I + An)F k01n = iRk01n ,
(〈k,〉I − Am)F k20mn − Fk20mn An = iRk20mn ,
(〈k,〉I + Am)F k11mn − Fk11mn An = iRk11mn , |k| + |n−m| = 0,
(〈k,〉I + Am)F k02mn + Fk02mn An = iRk02mn .
Proof. Inserting F, deﬁned in (4.16), into (4.18) one sees that (4.18) is equivalent to
the following equations 6
{N,F0} + R0 = P0000 + 〈′, I 〉,
{N,F1} + R1 = 0, (4.20)
{N,F2} + R2 =
∑
n
〈R011nn zn, z¯n〉.
The ﬁrst equation in (4.20) is obviously equivalent, by comparing the coefﬁcients,
to the ﬁrst equation in (4.19). To solve {N,F1} + R1 = 0, we note that
{N,F1} = i
∑
k,n
(〈 〈k,〉Fk10n , zn〉 − 〈Anzn, F k10n 〉)ei〈k,〉
+i
∑
k,n
(〈 〈k,〉Fk01n , z¯n〉 + 〈Anz¯n, F k01n 〉)ei〈k,〉
6 Recall the deﬁnition of Ri in (4.8).
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= i
∑
k,n
〈(〈k,〉I − An)F k10n , zn〉ei〈k,〉
+i
∑
k,n
〈(〈k,〉I + An)F k01n , z¯n〉ei〈k,〉 . (4.21)
It follows that Fk10n , Fk01n are determined by the linear algebraic systems
i(〈k,〉I − An)F k10n + Rk10n = 0, n ∈ N, k ∈ Zd .
i(〈k,〉I + An)F k01n + Rk01n = 0, n ∈ N, k ∈ Zd .
Similarly, from
{N,F2} = i
∑
k,n,m
(〈 〈k,〉Fk20mn zn, zm〉 − 〈Fk20mn zn,Amzm〉 − 〈Anzn, (F k20mn )T zm〉)ei〈k,〉
+i
∑
|k|+|n−m|=0
(〈 〈k,〉Fk11mn zn, z¯m〉 + 〈Fk11mn zn,Amz¯m〉
−〈Anzn, (F k11mn )T z¯m〉)ei〈k,〉
+i
∑
k,n,m
(〈 〈k,〉Fk02mn z¯n, z¯m〉 + 〈Fk02mn z¯n, Amz¯m〉 + 〈Anz¯n, (F k02mn )T z¯m〉)ei〈k,〉
= i
∑
k,n,m
(〈 〈k,〉Fk20mn zn, zm〉 − 〈(AmFk20mn + Fk20mn An)zn, zm〉)ei〈k,〉
+i
∑
|k|+|n−m|=0
(〈 〈k,〉Fk11mn zn, z¯m〉 + 〈(AmFk11mn − Fk11mn An)zn, z¯m〉)ei〈k,〉
+i
∑
k,n,m
(〈 〈k,〉Fk02mn z¯n, z¯m〉 + 〈(AmFk02mn + Fk02mn An)z¯n, z¯m〉)ei〈k,〉
= i
∑
k,n,m
〈(〈k,〉Fk20mn − AmFk20mn − Fk20mn An)zn, zm〉ei〈k,〉
+i
∑
|k|+|n−m|=0
〈(〈k,〉Fk11mn + AmFk11mn − Fk11mn An)zn, z¯m〉ei〈k,〉
+i
∑
k,n,m
〈(〈k,〉Fk02mn + AmFk02mn + Fk02mn An)z¯n, z¯m〉ei〈k,〉 . (4.22)
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It follows that, Fk20mn , Fk11mn and Fk02mn are determined by the following matrix equations
(〈k,〉I − Am)F k20mn − Fk20mn An = iRk20mn , n,m ∈ N, k ∈ Zd ,
(〈k,〉I + Am)F k11mn − Fk11mn An = iRk11mn , |k| + |n−m| = 0,
(〈k,〉I + Am)F k02mn + Fk02mn An = iRk02mn , n,m ∈ N, k ∈ Zd .  (4.23)
The ﬁrst three equations in (4.19) are immediately solved in view of (4.1). In order
to solve the last three equations in (4.19), we need the following elementary algebraic
result from matrix theory.
Lemma 4.2. Let A,B,C be, respectively, n× n,m×m, n×m matrices, and let X be
an n×m unknown matrix. The matrix equation
AX −XB = C, (4.24)
is solvable if and only if Im ⊗ A− B ⊗ In is nonsingular.
In fact, the matrix equation (4.24) is equivalent to the (bigger) vector equation given
by (Im ⊗ A − B ⊗ In)X′ = C′ where X′, C′ are vectors whose elements are just the
list (row by row) of the entries of X and C. For a detailed proof we refer the reader
to the Appendix in [16].
Remark. Taking the transpose of the fourth equation in (4.19), one sees that (F k20mn )T
satisﬁes the same equation as Fk20nm . Then (by the uniqueness of the solution) it follows
that Fk20nm = (F k20mn )T . Similarly, Fk11nm = (F k11mn )T , Fk02nm = (F k02mn )T .
4.2. Estimates on the coordinate transformation
We proceed to estimate XF and 	1F . We start with the following
Lemma 4.3. Let Di = D(r+ + i4 (r − r+), i4 s), 0 < i4. Then
‖XF ‖D3,Oc−8(r − r+)−cK8(+1)ε. (4.25)
Proof. By (4.1), Lemmas 4.1, 4.2 and Lemmas 7.5, 7.6 in the Appendix, we have
|Fkl00|O  |〈k,〉|−1|Pkl00|O < c−8K8+7εe−|k|r s2−2|l|, k = 0;
‖Fk10n ‖O  c−8K8+7‖Rk10n ‖; (4.26)
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‖Fk01n ‖O  c−8K8+7‖Rk01n ‖;
‖Fk20mn ‖O  c−8K8+7‖Rk20mn ‖;
‖Fk11mn ‖O  c−8K8+7‖Rk11mn |, |k| + |n−m| = 0;
‖Fk02mn ‖O  c−8K8+7‖Rk02mn ‖.
It follows that
1
s2
‖F‖D3,O 
1
s2

 ∑
k,|l|1
|Fkl00|s2|l||k|e|k|(r− 14 (r−r+))
+
∑
k,n
‖Fk10n ‖|zn||k|e|k|(r−
1
4 (r−r+))
+
∑
k,n
‖Fk01n ‖|z¯n||k|e|k|(r−
1
4 (r−r+))
+
∑
k,n,m
‖Fk20mn ‖|zn||zm||k|e|k|(r−
1
4 (r−r+))
+
∑
|k|+|n−m|=0
‖Fk11mn ‖|zn||z¯m||k|e|k|(r−
1
4 (r−r+))
+
∑
k,n,m
‖Fk02mn ‖|z¯n||z¯m||k|e|k|(r−
1
4 (r−r+))


 c−8(r − r+)−cK8(+1)‖XR‖
 c−8(r − r+)−cK8(+1)ε. (4.27)
Similarly,
‖FI‖D3,O =
∑
|l|=1
|Fkl00|e|k|(r− 14 (r−r+))c−8(r − r+)−cK8(+1)ε.
Now we estimate ‖XF1‖D3,O,
‖F1zn ‖D3,O =
∣∣∣∣∣
∣∣∣∣∣∑
k
F k10n e
i〈k,〉
∣∣∣∣∣
∣∣∣∣∣
D3,O

∑
k
‖Fk10n ‖e|k|(r−
1
4 (r−r+))
 c−8K8(+1)
∑
k
‖Rk10n ‖e|k|(r−
1
4 (r−r+));
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similarly,
‖F1z¯n ‖D3,Oc−8K8(+1)
∑
k
‖Rk01n ‖e|k|(r−
1
4 (r−r+)).
By the deﬁnition of the weighted norm, 7 it follows that for r+
‖XF1‖D3,O 
c
s
(∑
n
‖F1zn ‖D3,Oen +
∑
n
‖F1z¯n ‖D3,Oen
)
 c−8(r − r+)−cK8(+1)‖XR‖,
 c−8(r − r+)−cK8(+1)ε. (4.28)
Moreover,
‖F2zn ‖D3,O =
∣∣∣∣∣∣
∣∣∣∣∣∣
∑
k,m
F k20mn zme
i〈k,〉
∣∣∣∣∣∣
∣∣∣∣∣∣
D3,O
+
∣∣∣∣∣∣
∣∣∣∣∣∣
∑
k,m
F k11mn z¯me
i〈k,〉
∣∣∣∣∣∣
∣∣∣∣∣∣
D3,O
(4.29)
 c−8K8(+1)

∑
k,m
‖Rk20mn ‖|zm|e|k|(r−
1
4 (r−r+))
+
∑
k,m
‖Rk11mn ‖|z¯m|e|k|(r−
1
4 (r−r+))

 ;
similarly,
‖F2z¯n ‖D3,O  c−8K8(+1)

∑
k,m
‖Rk11mn ‖|zm|e|k|(r−
1
4 (r−r+))
+
∑
k,m
‖Rk02mn ‖|z¯m|e|k|(r−
1
4 (r−r+))

 .
7 Recall (3.15), the deﬁnition of the norm.
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Hence for r+, we have
‖XF2‖D3,O
 c
s
(∑
n
‖F2zn ‖D3,Oen +
∑
n
‖F2z¯n ‖D3,Oen
)
c−8(r − r+)−cK8(+1)‖XR‖
c−8(r − r+)−cK8(+1)ε. (4.30)
The conclusion of the lemma follows from the above estimates. 
In the next lemma, we give some estimates for 	tF . The following formula (4.31)
will be used to prove that our coordinate transformation is well deﬁned. Inequality
(4.32) will be used to check the convergence of the iteration.
Lemma 4.4. Let  = ε 13 ,Di = D(r+ + i4 (r − r+), i4s), 0 < i4. We then have
	tF : D2 → D3, −1 t1, (4.31)
if ε  ( 128(r − r+)cK−8(+1))
3
2
. Moreover,
‖D	tF − Id‖D1 < c−8(r − r+)−cK8(+1)ε. (4.32)
Proof. Let
‖DmF‖D,O = max
{∣∣∣∣∣
∣∣∣∣∣ 
|i|+|l|+||+||
iI lww¯
F
∣∣∣∣∣
∣∣∣∣∣
D,O
, |i| + |l| + || + || = m2
}
.
Note that F is polynomial in I of order 1, in w, w¯ of order 2. From 8 (4.30) and
the Cauchy inequality, it follows that
‖DmF‖D2,O < c−8(r − r+)−cK8(+1)ε, (4.33)
for any m2.
To get the estimates for 	tF , we start from the integral equation,
	tF = id +
∫ t
0
XF ◦ 	sF ds
8 Recall the deﬁnition of the weighted norm in (3.15).
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so that 	tF : D2 → D3, −1 t1, which is followed directly from (4.33). Since
D	tF = Id +
∫ t
0
(DXF )D	
s
F ds = Id +
∫ t
0
J (D2F)D	sF ds,
where J denotes the standard symplectic matrix
(
0 −I
I 0
)
, it follows that
‖D	tF − Id‖2‖D2F‖ < c−8(r − r+)−cK8(+1)ε. (4.34)
Consequently Lemma 4.4 follows. 
4.3. Estimates for the new normal form
The map 	1F deﬁned above transforms H into H+ = N++P+(see (4.13) and (4.18))
with
N+ = N + P0000 + 〈′, I 〉 +
∑
n
〈R011nn zn, z¯n〉
= e+ + 〈+, I 〉 +
∑
n
〈A+n zn, z¯n〉, (4.35)
where 9
e+ = e + P0000, + = + P0l00(|l| = 1),
A+n = An + R011nn = An +
(
P 011nn P
011
(−n)n
P 011n(−n) P
011
(−n)(−n)
)
=
(
+n b+((−n),n)
b+(n,(−n)) 
+−n
)
, 2nK,
A+n = An + R011nn = An +
(
P 011nn 0
0 P 011(−n)(−n)
)
=
(
+n 0
0 +−n
)
, 2n > K.
9 Recall the deﬁnition of R011nn (4.9).
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Remark. In the next KAM step, A+n with K < 2nK+ will become non-diagonal
matrices.
Now we prove that N+ shares the same properties as N. By the Assumptions of P
and by Cauchy estimates, we have
|+ − |O < ε, |P 011nn |O, |P 011(−n)n|O, |P 011n(−n)|O < ε (4.36)
|b+((−n),n)|O, |b+(n,(−n))|Oε0e−2n.
It follows that
|〈k,+ P0l00〉−1|  |〈k,〉
−1|
1− |〈k,〉−1|ε 
K+

, (4.37)
provided that (K+K)ε < (K+ −K).
‖(〈k,+ P0l00〉I + A+n )−1‖ 
‖(〈k,〉I + An)−1‖
1− ‖(〈k,〉I + An)−1‖ε 
(
K+

)2
, (4.38)
provided that (K+K)2ε < (K2+ −K2)2. Similarly, we have
‖(〈k,+ P0l00〉I ± A+n ⊗ I ± I ⊗ A+m)−1‖
(
K+

)4
, n = m (4.39)
‖(〈k,+ P0l00〉I + A+n ⊗ I + I ⊗ A+n )−1‖
(
K+

)4
, (4.40)
‖(〈k,+ P0l00〉I + A+n ⊗ I − I ⊗ A+n )−1‖
(
K+

)4
, 2nK (4.41)
provided that (K+K)4ε < (K4+ −K4)4. This means that in the next KAM step, small
denominator conditions are automatically satisﬁed for |k|K . The following bounds
will be used for the measure estimates:
sup
∈O
max|p|4
(∣∣∣∣∣
p
(+ − )
p
∣∣∣∣∣
)
ε,
sup
∈O
max|p|4
(∣∣∣∣∣
∣∣∣∣∣
p
(A+n − An)
p
∣∣∣∣∣
∣∣∣∣∣
)
cε. (4.42)
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And
|b+((−n),n)|O, |b+(n,(−n))|Oε0e−2n,
will be used for proving the decay property of F.
4.4. Estimates for the new perturbation
Since
P+ =
∫ 1
0
(1− t){{N,F }, F } ◦ 	tF dt +
∫ 1
0
{R,F } ◦ 	tF dt + (P − R) ◦ 	1F
=
∫ 1
0
{R(t), F } ◦ 	tF dt + (P − R) ◦ 	1F ,
where R(t) = (1− t)(N+ −N)+ tR. Hence
XP+ =
∫ 1
0
(	tF )
∗X{R(t),F } dt + (	1F )∗X(P−R).
According to Lemma 4.4,
‖D	tF − Id‖D1 < c−8(r − r+)−cK8(+1)ε, −1 t1,
thus
‖D	tF ‖D11+ ‖D	tF − Id‖D12, −1 t1.
Due to Lemma 7.3,
‖X{R(t),F }‖D2c−8(r − r+)−cK8(+1)−2ε2,
and
‖X(P−R)‖D2cε
therefore,
‖XP+‖D(r+,s+)cε + c−8(r − r+)−cK8(+1)−2ε2cε+.
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4.5. Decay property of the new perturbation
Compared with the previous KAM iteration, decay property of new perturbation is
added in order to truncate the smaller terms in the next step. Thus the term
∑
|1n+2m|>K+
P
(12)
+(n,m)(, I )w
1
n w
2
m
is small enough to be delayed in the following step. To this end, we have to check the
new error term P+ satisﬁes (4.5) with ε+ in place of ε.
Since
P+ = P − R + {P,F } + 12! {{N,F }, F } +
1
2! {{P,F }, F }
+ · · · + 1
n! {· · · {N,F } . . . , F︸ ︷︷ ︸
n
} + 1
n! {· · · {P,F } . . . , F︸ ︷︷ ︸
n
} + · · ·
Due to the assumption, P−R has decay estimates. Moreover, {N,F } satisﬁes the equa-
tion (4.18) and R is the truncation of P, hence We only estimate {P,F }, . . . , 1
n! {· · · {P,
F } . . . , F︸ ︷︷ ︸
n
} and then sum up them.
Since
F =
∑
n,′,|〈′,n〉|K
F
′
n (, I )w
′
n
=
∑
0<|k|K,|l|1
Fkl00e
i〈k,〉 I l +
∑
|k|K,|n|K
(f k10n wn + f k01n w¯n)ei〈k,〉
+
∑
|k|K,|n+m|K
(f k20nm wnwm + f k02nm w¯nw¯m)ei〈k,〉
+
∑
|k|K,|n−m|K
f k11nm wnw¯me
i〈k,〉 ,
due to (4.4) and (4.5), one can obtain decay property
|P k10n |O, |P k01n |Oεe−|n|e−|k|r
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and
|P k20nm |O, |P k02nm |Oεe−|n+m|e−|k|r ,
|P k11nm |Oεe−|n−m|e−|k|r . (4.43)
Then according to Lemmas 7.9 and 7.10, F has decay estimates
|f k10n |, |f k01n |  c−8K8(+1)εe−ne−|k|r , n ∈ Z,
|f k20nm |, |f k02nm |  c−8K8(+1)εe−|n+m|e−|k|r , n,m ∈ Z,
|f k11nm |  c−8K8(+1)εe−|n−m|e−|k|r ,
using Lemma 7.4 again, we have decay property of F
||F′n (, I )||c−8(r − r+)−cK8(+1)εe−|
′,n〉|. (4.44)
In addition,
P =
∑
n,
P n(, I )w

n,
due to (4.4) and (4.5),
||P n(, I )||εe−|〈,n〉|.
According to Lemma 7.11, then on D(r+ + 18 (r − r+), 18s + 116s), {P,F } =
∑
n,′′
P 
′′
n (, I )w
′′
n has decay estimates
||P ′′n (, I )||  c−8(r − r+)−cK8+9−2ε2e−|〈
′′,n〉|
 c−8(r − r+)−cε 76 e−|〈′′,n〉|.
Going on with n steps, then on D(r+ + 12n 14 (r − r+), 18s + 12n 18s), coefﬁcient of
1
n! {· · · {P,F } . . . , F︸ ︷︷ ︸
n
} has decay estimates 4n
n! 
−8n(r − r+)−cnε n+66 e−|〈′′,n〉|. Therefore,
P+ =∑n,′′ P ′′+n(, I )w′′n has decay property
||P ′′+n(, I )|| 
∞∑
n=1
4n−8n(r − r+)−cnε n+66
n! e
−|〈′′,n〉|
 ε+e−|〈
′′,n〉|. (4.45)
Thus decay property of P+ is obtained, and KAM step is now completed.
J. Geng, J. You / J. Differential Equations 209 (2005) 1–56 37
5. Iteration lemma and convergence
For any given s, ε, r, , we deﬁne, for all 1, the following sequences
r = r
(
1−
+1∑
i=2
2−i
)
,
ε = c−8(r−1 − r)−cε
7
6
−1, (5.1)
 = ε
1
3
 , L = L−1 + ε−1,
s = 18−1s−1 = 2
−3
(−1∏
i=0
εi
) 13
s0,
Kd e
−K(r−r+1) = ε
1
6
 ,
where c is the constant,  = ε
1
50
0 " ε0, and the parameters r0, ε0, L0, s0 are deﬁned
respectively to be r, ε, L, s. Note that
(r) =
∞∏
i=1
[(ri−1 − ri)−c]( 67 )i
is a well deﬁned ﬁnite function of r.
5.1. Iteration lemma
The preceding analysis may be summarized as follows.
Lemma 5.1. Suppose that ε0 = ε(K0, d, L, , ) is small enough. Then the following
holds for all 0. Let
N = e + 〈(), I 〉 +
∑
n
〈An()zn, z¯n〉,
be a normal form, An with 2n > K−1 are diagonal matrices, and parameters  satisfy
|〈k,〉−1|K



,
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‖(〈k,〉I + An)−1‖
(
K

)2
,
‖(〈k,〉I ± An ⊗ I ± I ⊗ Am)−1‖
(
K

)4
, n = m
‖(〈k,〉I + An ⊗ I + I ⊗ An)−1‖
(
K

)4
,
‖(〈k,〉I + An ⊗ I − I ⊗ An)−1‖
(
K

)4
, 2nK
on a closed set O of Rd for all 0 < |k|K. Moreover, suppose that (),
b((−n),n)(), b

(n,(−n))(), An() are C
4
W smooth and satisfy
sup
∈O
max|p|4
(∣∣∣∣∣
p
( − −1)
p
∣∣∣∣∣
)
ε−1,
|b((−n),n)()|O , |b(n,(−n))()|Oε0e−2n,
sup
∈O
max|p|4
(∣∣∣∣∣
∣∣∣∣∣
p
(An − A−1n )
p
∣∣∣∣∣
∣∣∣∣∣
)
cε−1,
in the sense of Whitney.
Finally, assume that P satisﬁes decay estimates (4.5) with r02 < r and
‖XP‖D(r,s),Oε.
Then there is a subset O+1 ⊂ O,
O+1 = O
∖

 ⋃
K<|k|K+1
R+1k ()

⋃Q+1kn ()

 ,
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where,
R+1
k
() =


 ∈ O :
|〈k,+1〉−1| > K

+1
 , ‖(〈k,+1〉I + A+1n )−1‖ >
(
K+1

)2
, or
‖(〈k,+1〉I ± A+1n ⊗ I ± I ⊗ A+1m )−1‖ >
(
K+1

)4
, n = m, or
‖(〈k,+1〉I + A+1n ⊗ I + I ⊗ A+1n )−1‖ >
(
K+1

)4


,
Q+1
kn
() =

 ∈ O : ‖(〈k,+1〉I + A
+1
n ⊗ I − I ⊗ A+1n )−1‖ >
(
K+1

)4
,
K < |k|K+1,
2nK+1 or
0 < |k|K,
K < 2nK+1


with +1 =  + P 0l00, and a symplectic transformation of variables
 : D(r+1, s+1)×O → D(r, s), (5.2)
such that H+1 = H ◦ , deﬁned on D(r+1, s+1)×O+1, has the form
H+1 = e+1 + 〈+1, I 〉 +
∑
n
〈A+1n zn, z¯n〉 + P+1, (5.3)
satisfying that A+1n with 2n > K are diagonal matrices and
sup
∈O+1
max|p|4
(∣∣∣∣∣
p
(+1 − )
p
∣∣∣∣∣
)
ε, (5.4)
|b+1((−n),n)()|O+1 , |b+1(n,(−n))()|O+1ε0e−2n,
sup
∈O+1
max|p|4
(∣∣∣∣∣
∣∣∣∣∣
p
(A+1n − An)
p
∣∣∣∣∣
∣∣∣∣∣
)
cε,
in the sense of Whitney. Moreover, P+1 satisﬁes decay estimates (4.45) with r02 <
r+1 and
‖XP+1‖D(r+1,s+1),O+1ε+1. (5.5)
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5.2. Convergence
Suppose that the assumptions of Theorem 1 are satisﬁed to apply the iteration Lemma
with  = 0, recall that
ε0 = ε, r0 = r, s0 = s, L0 = L,N0 = N,P0 = P,  = ε 150 ,
O0 =


 ∈ O :
|〈k,()〉−1| K0 , ‖(〈k,()〉I + An)−1‖
(
K0

)2
,
‖(〈k,()〉I ± An ⊗ I ± I ⊗ Am)−1‖
(
K0

)4
, n = m,
‖(〈k,()〉I + An ⊗ I + I ⊗ An)−1‖
(
K0

)4
,
‖(〈k,()〉I + An ⊗ I − I ⊗ An)−1‖
(
K0

)4
, 2nK0


,
(with ε small enough). Inductively, we obtain the following sequences:
O+1 ⊂ O,
 = 1 ◦ · · · ◦  : D(r+1, s+1)×O → D0, 0,
H ◦ = H+1 = N+1 + P+1.
Let O˜ = ∩∞=0O. As in [7,12], thanks to Lemma 4.4, we may conclude that N,,
D, converge uniformly on D 1
2 r
( 12 r, 0)× O˜ with
N∞ = e∞ + 〈∞, I 〉 +
∑
n
〈A∞n zn, z¯n〉.
Since
ε+1 = c−8(r − r+1)−cε
7
6
 (c−8(r)ε)(
7
6 )

.
it follows that ε+1 → 0 provided ε is sufﬁciently small.
Let 	tH be the ﬂow of XH , since H ◦ = H+1, we have that
	tH ◦ =  ◦ 	tH+1 . (5.6)
The uniform convergence of ,D,, XH implies that one can take limit in (5.6)
so as to get
	tH ◦∞ = ∞ ◦ 	tH∞ . (5.7)
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on D 1
2 r
( 12 r, 0)× O˜, with
∞ : D 1
2 r
(
1
2
r, 0
)
× O˜→ D(r, s)×O.
From (5.7) one follows that
	tH (
∞(Td × {})) = ∞	tN∞(Td × {}) = ∞(Td × {}),
for  ∈ O˜. This means that ∞(Td × {}) is an embedded torus invariant for the
original perturbed Hamiltonian system at  ∈ O˜. We remark here that the frequencies
∞() associated to ∞(Td×{}) is slightly different from (). The normal behavior
of the invariant torus is governed by the matrices A∞n . 
6. Measure estimates
At each KAM step, we have to exclude the following resonant set;
R+1 =
⋃
K<|k|K+1,n,m
(
R+1k
⋃
R+1kn
⋃
R+1knm
)⋃
Q+1kn ,
the sets R+1k , R+1kn , R+1knm, Q+1kn being, respectively,
{
 ∈ O : |〈k,+1()〉−1| >
K+1

}
, (6.1)
{
 ∈ O : ‖(〈k,+1()〉I + A+1n )−1‖ >
(
K+1

)2}
, (6.2)

 ∈ O :
‖(〈k,+1()〉I ± A+1n ⊗ I ± I ⊗ A+1m )−1‖ >
(
K+1

)4
, n = m
‖(〈k,+1()〉I + A+1n ⊗ I + I ⊗ A+1n )−1‖ >
(
K+1

)4

 , (6.3)

 ∈ O : ‖(〈k,+1()〉I + A
+1
n ⊗ I − I ⊗ A+1n )−1‖ >
(
K+1

)4
,
K < |k|K+1,
2nK+1 or
0 < |k|K,
K < 2nK+1

 ,
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recall that +1() = ()+∑j=0 P j0l00() with |∑j=0 P j0l00()|Oε, and
‖A+1n ()− An()‖O+1
∑
j=0
‖R011,jnn ‖ε. (6.4)
Remark 2. Different from the former KAM methods, we not only excise the resonant
set Q+1kn with K < |k|K+1, 2nK+1, but we also excise the resonant set Q+1kn
with 0 < |k|K,K < 2nK+1 (see Lemmas 6.2 and 6.3 below). Note that at the
beginning, An = nI , Am = mI , n − m = n2 −m2 is independent of .
Lemma 6.1. For any ﬁxed K < |k|K+1, n, m,
meas
(
R+1k
⋃
R+1kn
⋃
R+1knm
)
< c

K+1
.
Proof. As is well known,
meas(R+1k ) = meas
({
 ∈ O : |〈k,+1()〉| < 
K+1
})
< c

K+1
,
the set R+1kn = { ∈ O : ‖(〈k,+1()〉I + A+1n )−1‖ > (
K+1
 )
2} is empty if n >
cK+1, while if ncK+1, from Lemmas 7.7, 7.8, we have
meas(R+1kn ) < c

K+1
.
Now we consider the most complicated case R+1knm, n = m. Here we assume |〈k,〉 ±
n ±m|1, since if |〈k,〉 ±n ±m|1, small-denominator conditions are auto-
matically satisﬁed. Set
M = 〈k,+1()〉I ± A+1n ⊗ I ± I ⊗ A+1m , n = m,
then 4th order derivative of det M with respect to  has lower bound cK4 , therefore
according to Lemma 7.7, 7.8,
meas(R+1knm) = meas
{
 ∈ O : ‖M−1‖ >
(
K+1

)4}
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 meas

 ∈ O : | det M| < c
(

K+1
)4

 c 
K+1
.
In conclusion, Lemma 6.1 is obtained.
Lemma 6.2.
meas(Q+1kn ) < c

K−d−1+1
.
Proof. We decompose Q+1kn into two parts Q¯+1kn , Q˜+1kn , where
Q¯+1kn =
{
 ∈ O : ‖(〈k,+1()〉I + A+1n ⊗ I − I ⊗ A+1n )−1‖
>
(
K+1

)4
,K < |k|K+1, 2nK+1
}
,
Q˜+1kn =
{
 ∈ O : ‖(〈k,+1()〉I + A+1n ⊗ I − I ⊗ A+1n )−1‖
>
(
K+1

)4
, 0 < |k|K,K < 2nK+1
}
.
For k = 0, n − −n = 0 at the beginning, Set
M = 〈k,+1()〉I + A+1n ⊗ I − I ⊗ A+1n
= 〈k,+1()〉I + (A+1n − A0n)⊗ I − I ⊗ (A+1n − A0n),
then 4th order derivative of det M with respect to  has lower bound c > 0, therefore
according to Lemmas 7.7, 7.8,
meas(Q+1kn )  meas(Q¯+1kn )+meas(Q˜+1kn )

∑
|k|K+1,|n|K+1
meas
{
 ∈ O : ‖M−1‖ >
(
K+1

)4}
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
∑
|k|K+1,|n|K+1
meas

 ∈ O : | det M| < c
(

K+1
)4

 c
∑
|k|K+1,|n|K+1

K+1
 c 
K−d−1+1
.
As a consequence, Lemma 6.2 follows.
Lemma 6.3.
meas

⋃
0
R+1


= meas

⋃


 ⋃
K<|k|K+1,n,m
(
R+1k
⋃
R+1kn
⋃
R+1knm
)⋃
Q+1kn



 < c.
Proof. We estimate
meas

 ⋃
K<|k|K+1
⋃
n=m
R+1knm

 ,
which is the most complicated case.
By Lemma 6.1, if K < |k|K+1 and n = m, we have
meas

 ⋃
K<|k|K+1,n=m
R+1knm

 = meas

 ⋃
K<|k|K+1
n =m;n,m cK+1
R+1knm

 < c 
K−d−2+1
. (6.5)
Let  > d + 3, by Lemma 6.1 and Lemma 6.2, we have
meas

⋃
0
R+1

 = meas

⋃
0

 ⋃
K<|k|K+1,n,m
(
R+1k
⋃
R+1kn
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×
⋃
R+1knm
)⋃
Q+1kn




 c
∑
0

K+1
< c. (6.6)
The proof of Lemma 6.3 is ﬁnished. 
7. Appendix
Lemma 7.1.
‖FG‖D(r,s)‖F‖D(r,s)‖G‖D(r,s).
Proof. Since (FG)kl =
∑
k′,l′,′,′ Fk−k′,l−l′,−′,−′Gk′l′′′ , we have
‖FG‖D(r,s) = sup‖w‖<s
‖w¯‖<s
∑
k,l,,
|(FG)kl|s2l |w||w¯|e|k|
 sup
‖w‖<s
‖w¯‖<s
∑
k,l,,
∑
k′,l′,′,′
|Fk−k′,l−l′,−′,−′Gk′l′′′ |s2l |w||w¯|e|k|
 ‖F‖D(r,s)‖G‖D(r,s)
and the proof is ﬁnished. 
Lemma 7.2 (Cauchy inequalities).
‖Fi‖D(r−,s)
c

‖F‖D(r,s),
‖FIi‖D(r, 12 s)
c
s2
‖F‖D(r,s),
and
‖Fwn‖D(r, 12 s)
c
s
‖F‖D(r,s)en,
‖Fw¯n‖D(r, 12 s)
c
s
‖F‖D(r,s)e|n|.
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Let {·, ·} denote Poisson bracket of smooth functions
{F,G} =
d∑
i=1
(
F
Ii
G
i
− F
i
G
Ii
)
+ i
∑
n=n1,...,nd
(
F
wn
G
w¯n
− F
w¯n
G
wn
)
Lemma 7.3. If
‖XF ‖D(r,s) < ε′, ‖XG‖D(r,s) < ε′′,
then
‖X{F,G}‖D(r−,s) < c−1−2ε′ε′′,  1.
Proof. According to the deﬁnition of the weighted norm for the vector ﬁeld (see
(3.15)),
‖X{F,G}‖D(r−,s) =
∣∣∣∣
∣∣∣∣ ddI {F,G}
∣∣∣∣
∣∣∣∣
D(r−,s)
+ 1
2s2
∣∣∣∣
∣∣∣∣ dd {F,G}
∣∣∣∣
∣∣∣∣
D(r−,s)
+ 1
s
∑
n=n1,...,nd
(∣∣∣∣
∣∣∣∣ ddwn {F,G}
∣∣∣∣
∣∣∣∣
D(r−,s)
e|n|
+
∣∣∣∣
∣∣∣∣ ddw¯n {F,G}
∣∣∣∣
∣∣∣∣
D(r−,s)
e|n|
)
.
We only explicitly show two terms 1s
∑
n=n1,...,nd ‖ ddwn {F,G}‖D(r−,s)e|n| and
1
2s2 ‖ dd {F,G}‖D(r−,s), the remaining terms are achieved analogously.
d
d
{F,G} = 〈FI,G〉 + 〈FI ,G〉 − 〈F,GI 〉 − 〈F,GI〉
+
∑
m=n1,...,nd
(〈Fwm, iGw¯m〉 + 〈Fwm, iGw¯m〉
−〈Fw¯m, iGwm〉 − 〈Fw¯m, iGwm〉
)
.
By Lemmas 7.1 and 7.2,
‖〈FI,G〉‖D(r, 12 s) <
c
s2
‖F‖ · ‖G‖,
‖〈FI ,G〉‖D(r−,s) <
c

‖FI‖ · ‖G‖,
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‖〈F,GI 〉‖D(r−,s) <
c

‖F‖ · ‖GI‖,
‖〈F,GI〉‖D(r−, 12 s) <
c
s2
‖F‖ · ‖G‖,
‖〈Fwm, iGw¯m〉‖D(r, 12 s) <
c
s
‖F‖ · ‖Gw¯m‖em,
‖〈Fwm, iGw¯m〉‖D(r, 12 s) <
c
s
‖Fwm‖ · ‖G‖em,
‖〈Fw¯m, iGwm〉‖D(r, 12 s) <
c
s
‖F‖ · ‖Gwm‖em,
‖〈Fw¯m, iGwm〉‖D(r, 12 s) <
c
s
‖Fw¯m‖ · ‖G‖em.
Then
1
2s2
∣∣∣∣
∣∣∣∣ dd {F,G}
∣∣∣∣
∣∣∣∣
D(r−,s)
<
c
2s2

 1s2 ‖F‖ · ‖G‖
+ 1

‖FI‖ · ‖G‖ + 1‖F‖ · ‖GI‖
+ 1
s2
‖F‖ · ‖G‖ + 1
s
∑
m=n1,...,nd
‖F‖ · ‖Gw¯m‖em
+1
s
∑
m=n1,...,nd
‖Fwm‖ · ‖G‖em
+1
s
∑
m=n1,...,nd
‖F‖ · ‖Gwm‖em
+1
s
∑
m=n1,...,nd
‖Fw¯m‖ · ‖G‖em


<
c
2


(
1
s2
‖F‖
)(
1
s2
‖G‖
)
+(‖FI‖)
(
1
s2
‖G‖
)
+
(
1
s2
‖F‖
)
(‖GI‖)
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+
(
1
s2
‖F‖
)(
1
s2
‖G‖
)
+
(
1
s2
‖F‖
)1
s
∑
m=n1,...,nd
‖Gw¯m‖em


+

1
s
∑
m=n1,...,nd
‖Fwm‖em

( 1
s2
‖G‖
)
+
(
1
s2
‖F‖
)1
s
∑
m=n1,...,nd
‖Gwm‖em


+

1
s
∑
m=n1,...,nd
‖Fw¯m‖em

( 1
s2
‖G‖
)

< c−1−2‖XF ‖D(r,s)‖XG‖D(r,s)
< c−1−2ε′ε′′.
Furthermore,
d
dwn
{F,G} = 〈FIwn,G〉 + 〈FI ,Gwn〉 − 〈Fwn,GI 〉 − 〈F,GIwn〉
+
∑
m=n1,...,nd
(〈Fwmwn, iGw¯m〉 + 〈Fwm, iGw¯mwn〉
−〈Fw¯mwn, iGwm〉 − 〈Fw¯m, iGwmwn〉
)
.
By Lemmas 7.1 and 7.2,
‖〈FIwn,G〉‖D(r, 12 s) <
c
s2
‖Fwn‖ · ‖G‖,
‖〈FI ,Gwn〉‖D(r−,s) <
c

‖FI‖ · ‖Gwn‖,
‖〈Fwn,GI 〉‖D(r−,s) <
c

‖Fwn‖ · ‖GI‖,
‖〈F,GIwn〉‖D(r−, 12 s) <
c
s2
‖F‖ · ‖Gwn‖,
‖〈Fwmwn, iGw¯m〉‖D(r, 12 s) <
c
s
‖Fwn‖ · ‖Gw¯m‖em,
‖〈Fwm, iGw¯mwn〉‖D(r, 12 s) <
c
s
‖Fwm‖ · ‖Gwn‖em,
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‖〈Fw¯mwn, iGwm〉‖D(r, 12 s) <
c
s
‖Fwn‖ · ‖Gwm‖em,
‖〈Fw¯m, iGwmwn〉‖D(r, 12 s) <
c
s
‖Fw¯m‖ · ‖Gwn‖em.
Then
1
s
∑
n=n1,...,nd
∣∣∣∣
∣∣∣∣ ddwn {F,G}
∣∣∣∣
∣∣∣∣
D(r−,s)
e|n|
<
c
s
∑
n=n1,...,nd

 1s2 ‖Fwn‖ · ‖G‖
+ 1

‖FI‖ · ‖Gwn‖ +
1

‖Fwn‖ · ‖GI‖
+ 1
s2
‖F‖ · ‖Gwn‖ +
1
s
∑
m=n1,...,nd
‖Fwn‖ · ‖Gw¯m‖em
+1
s
∑
m=n1,...,nd
‖Fwm‖ · ‖Gwn‖em
+1
s
∑
m=n1,...,nd
‖Fwn‖ · ‖Gwm‖em
+1
s
∑
m=n1,...,nd
‖Fw¯m‖ · ‖Gwn‖em

 e|n|
<
c




1
s
∑
n=n1,...,nd
‖Fwn‖e|n|

( 1
s2
‖G‖
)
+(‖FI‖)

1
s
∑
n=n1,...,nd
‖Gwn‖e|n|


+

1
s
∑
n=n1,...,nd
‖Fwn‖e|n|

 (‖GI‖)
+
(
1
s2
‖F‖
)1
s
∑
n=n1,...,nd
‖Gwn‖e|n|


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+

1
s
∑
n=n1,...,nd
‖Fwn‖e|n|



1
s
∑
m=n1,...,nd
‖Gw¯m‖em


+

1
s
∑
m=n1,...,nd
‖Fwm‖em



1
s
∑
n=n1,...,nd
‖Gwn‖e|n|


+

1
s
∑
n=n1,...,nd
‖Fwn‖e|n|



1
s
∑
m=n1,...,nb
‖Gwm‖em


+

1
s
∑
m=n1,...,nd
‖Fw¯m‖em



1
s
∑
n=n1,...,nd
‖Gwn‖e|n|




< c−1−1‖XF ‖D(r,s)‖XG‖D(r,s)
< c−1−1ε′ε′′.
Thus
‖X{F,G}‖D(r−,s) < c−1−2ε′ε′′.
In particular, if  ∼ ε 13 , ε′, ε′′ ∼ ε, we have ‖X{F,G}‖D(r−,s) ∼ ε
4
3
. 
Lemma 7.4. If f () =∑k fkei〈k,〉 with |fk| |f |re−|k|r , then
|f ()|r−c−c|f |r , 0 <  < r.
Lemma 7.5. Let O be a compact set in Rd for which (4.1) holds. Suppose that ()
is C4 Whitney-smooth functions in  ∈ O with derivative bounded by L and f () is
C4 Whitney-smooth functions in  ∈ O with C4W norm bounded by L. Then
g() ≡ f ()〈k,()〉
is C4 Whitney-smooth in O with
‖g‖O < c−8K8+7L.
Since in this paper, An() (see (3.18)) are matrices of dimension at most two, then
in the following lemmata, the most complicated case that An() are matrices of two
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dimension is considered, the other cases are same. In addition, when |〈k,〉 + n|
and |〈k,〉 ± n ± m| are larger than one, then their inverse can be controlled by
a standard Neumann series and corresponding decay estimates are preserved. Without
loss of generality, we assume |〈k,〉 + n|1 and |〈k,〉 ± n ± m|1.
Lemma 7.6. Let O be a compact set in Rd for which (4.1) holds. Suppose that An(),
Rn() are, respectively, C4 Whitney-smooth matrices and vectors, and () is C4
Whitney-smooth function with derivatives bounded by L, then
Fn() = M−1Rn(),
is C4 Whitney-smooth with
‖Fn‖Oc−8K8+7L.
Where M stands for either 〈k,〉I + An or 〈k,〉I ± An ⊗ I ± I ⊗ Am.
Lemma 7.7. Let M be a non-singular matrix, then
{ : ‖M−1‖ > h} ⊂
{
 : | det M| < c
h
}
.
Lemma 7.8. Suppose that g(u) is a Cp function on the closure I¯ , where I ⊂ R is
a ﬁnite interval. Let Ih = {u : |g(u)| < h}, h > 0, if for some constant d > 0,
|g(p)(u)|d for all u ∈ I , then meas(Ih)ch
1
p , where c = 2(2+ 3+ · · · + p + d−1).
For the proofs of the above lemmata, we refer the readers to the Appendix in [7].
Lemma 7.9. Let O be a compact set in Rd for which (4.1) holds. Suppose that An()
and () are, respectively, C4 Whitney-smooth matrices and function with derivatives
bounded by L, and
Rn() = (Pn(), P−n())T , |Pn()|O, |P−n()|Oεe−|n|.
Then
Fn() = (fn(), f−n())T = (〈k,〉I + An)−1Rn
is C4 Whitney-smooth with
|fn|O, |f−n|Oc−8K8+7εe−|n|.
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Proof. Setting M = 〈k,〉I + An. Let M∗ denote the adjoint matrix of M, then
M∗ =
( 〈k,〉 + −n −b((−n),n)
−b(n,(−n)) 〈k,〉 + n
)
,
consequently M−1 = M∗det M and
fn = 1det M ((〈k,〉 + −n)Pn + (−b((−n),n))P−n)
f−n = 1det M ((−b(n,(−n)))Pn + (〈k,〉 + n)P−n). (7.1)
According to (4.3), (4.1), (7.1) and the assumptions, one can obtain
|fn|O, |f−n|Oc−8K8+7εe−|n|,
lemma follows.
Lemma 7.10. Let O be a compact set in Rd for which (4.1) holds. Suppose that An()
and () are, respectively, C4 Whitney-smooth matrices and function with derivatives
bounded by L, and
Rmn() = (Pnm(), Pn(−m)(), P(−n)m(), P(−n)(−m)())T ,
|Pnm()|O, |P(−n)(−m)()|Oεe−|n−m|,
|Pn(−m)()|O, |P(−n)m()|Oεe−|n+m|,
Then
Fmn() = (fnm(), fn(−m)(), f(−n)m(), f(−n)(−m)())T
= (〈k,〉I + An ⊗ I − I ⊗ Am)−1Rmn
is C4 Whitney-smooth with
|fnm|O, |f(−n)(−m)|O  c−8K8+7εe−|n−m|,
|fn(−m)|O, |f(−n)m|O  c−8K8+7εe−|n+m|.
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Proof. Setting M = 〈k,〉I +An⊗ I − I ⊗Am. Let M∗ denote the adjoint matrix of
M,
M∗ =


m11 m12 m13 m14
m21 m22 m23 m24
m31 m32 m33 m34
m41 m42 m43 m44

 .
By elementary calculation together with (4.3), (4.1) and the assumptions, one has
|m11|O, |m22|O, |m33|O, |m44|O  cK4,
|m12|O, |m21|O, |m34|O, |m43|O  cK4e−2|m|,
|m13|O, |m24|O, |m31|O, |m42|O  cK4e−2|n|,
|m14|O, |m23|O, |m32|O, |m41|O  cK4e−2|n|−2|m|. (7.2)
Therefore
fnm = 1det M (m11Pnm +m12Pn(−m) +m13P(−n)m +m14P(−n)(−m))
fn(−m) = 1det M (m21Pnm +m22Pn(−m) +m23P(−n)m +m24P(−n)(−m))
f(−n)m = 1det M (m31Pnm +m32Pn(−m) +m33P(−n)m +m34P(−n)(−m))
f(−n)(−m) = 1det M (m41Pnm +m42Pn(−m) +m43P(−n)m +m44P(−n)(−m))
According to (3.18), (4.3), (4.1), (7.2) and the assumptions, we have
|fnm|O, |f(−n)(−m)|O  c−8K8+7εe−|n−m|,
|fn(−m)|O, |f(−n)m|O  c−8K8+7εe−|n+m|.
Thus the proof of Lemma is ﬁnished. 
Lemma 7.11. If on D(r, s), P = ∑n, P n(, I )wn, F = ∑ n,′|〈′,n〉|K F′n (, I )w′n with
||P n(, I )||ce−|〈,n〉|, ||F
′
n (, I )||ce−|〈
′,n〉|
, let ˙n denote vector n without nth
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entry and ˙ denote vector  without nth entry, then on D(r − , 12 s),
{P,F } =
∑
n,,′
|〈′,n〉|K
(〈
P n(, I )
I
,
F
′
n (, I )

〉
−
〈
P n(, I )

,
F
′
n (, I )
I
〉)
wnw
′
n
+i
∑
˙n,˙,˙′
∑
n
|〈′,n〉|K
P n(, I )F
′
n (, I )
(
wn
wn
w
′
n
w¯n
− w

n
w¯n
w
′
n
wn
)
have decay property, i.e.,
∣∣∣∣∣
∣∣∣∣∣
〈
P n(, I )
I
,
F
′
n (, I )

〉
−
〈
P n(, I )

,
F
′
n (, I )
I
〉∣∣∣∣∣
∣∣∣∣∣ c−1s−2e−|〈+′,n〉|∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
∑
n
|〈′,n〉|K
P n(, I )F
′
n (, I )
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣ cKe
−|〈˙+˙′,n〉|
Proof. According to Lemma 7.2,
∣∣∣∣∣
∣∣∣∣∣P

n(, I )
I
∣∣∣∣∣
∣∣∣∣∣
D(r,
1
2 s)
 c
s2
||P n(, I )||D(r,s),
∣∣∣∣∣
∣∣∣∣∣F
′
n (, I )

∣∣∣∣∣
∣∣∣∣∣
D(r−,s)
 c

||F′n (, I )||D(r,s),
and
∣∣∣∣∣
∣∣∣∣∣P

n(, I )

∣∣∣∣∣
∣∣∣∣∣
D(r−,s)
 c

||P n(, I )||D(r,s),
∣∣∣∣∣
∣∣∣∣∣F
′
n (, I )
I
∣∣∣∣∣
∣∣∣∣∣
D(r,
1
2 s)
 c
s2
||F′n (, I )||D(r,s).
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Hence
∣∣∣∣∣
∣∣∣∣∣
〈
P n(, I )
I
,
F
′
n (, I )

〉
−
〈
P n(, I )

,
F
′
n (, I )
I
〉∣∣∣∣∣
∣∣∣∣∣
D(r−, 12 s)
c−1s−2e−|〈+′,n〉|.
In addition, due to Poisson bracket, if n is nth entry of vector , then −n is nth entry
of vector ′, consequently,∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
∑
n
|〈′,n〉|K
P n(, I )F
′
n (, I )
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣  c
∑
n
|〈˙′,˙n〉|−K  |n| |〈˙′,˙n〉|+K
e−|〈,n〉|e−|〈
′,n〉|
 c
∑
n
|〈˙′,˙n〉|−K  |n| |〈˙′,˙n〉|+K
e−|〈+
′,n〉|
 c
∑
n
|〈˙′,˙n〉|−K  |n| |〈˙′,˙n〉|+K
e−|〈˙+˙
′,n〉|
 cKe−|〈˙+˙′,n〉|.
Thus Lemma 7.11 follows. 
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