We study the support of subdivision schemes: that is, the region of the subdivision surface that is affected by the displacement of a single control point. Our main results cover the regular case, where the mesh induces a regular Euclidean tesselation of the local parameter space. If n is the ratio of similarity between the tesselations at steps k and k − 1 of the refinement, we show that n determines the extent of this region and largely determines whether its boundary is polygonal or fractal. In particular if n = 2 (or n 2 = 2 because we can always take double steps) the support is a convex polygon whose vertices can easily be determined. In other cases, whether the boundary of the support is fractal or not depends on whether there are sufficient points with non-zero coefficients in the edges of the convex hull of the mask. If there are enough points on every such edge, the support is again a convex polygon. If some edges have enough points and others do not, the boundary can consist of a fractal assembly of an unbounded number of line segments.
INTRODUCTION

Motivation
We are interested in the support of recursive subdivision surface definitions. That is, the region of the limit surface of a scheme that is influenced by a single control point. It can also be defined as the part of the domain over which the basis function associated with one control point is non-zero.
This work has been supported by the European Union under the aegis of the MINGLE project (HPRN-CT-1999-00117) . Authors' addresses: I. P. Ivrissimtzis, Max-Planck-Institut für Informatik, Stuhlsatzenhausweg 85, Saarbrücken, Germany; email: ivrissim@mpi-sb.mpg.de; M. A. Sabin, Numerical Geometry Ltd., 26 Abbey Lane, Lode, Cambridge CB5 9EP, England; email: malcolm@geometry.demon.co.uk; N. A. Dodgson, Computer Laboratory, University of Cambridge, 15 J. J. Thomson Avenue, Cambridge CB3 OFD, England; email: nad@cl.cam.ac.uk. Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or direct commercial advantage and that copies show this notice on the first page or initial screen of a display along with the full citation. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, to republish, to post on servers, to redistribute to lists, or to use any component of this work in other works requires prior specific permission and/or a fee. Permissions may be requested from Publications Dept., ACM, Inc., 1515 Broadway, New York, NY 10036 USA, fax: +1 (212) 869-0481, or permissions@ acm.org. c 2004 ACM 0730-0301/04/1000-1043 $5.00 
This is important for three reasons:
(1) It shows how large a region of the limit surface is influenced by just one control point. The larger the support, the wider the influence of each control point, and the larger the number of control points influencing each point of the surface. In general, schemes with compact support are preferred. (2) Its shape indicates the directions in which the scheme may have no lateral artifacts. For a direction to be free of lateral artifacts, it is a necessary condition that there are two opposite edges to the support parallel to the direction in question and that these edges be of at least a minimum length. (3) If the scheme has fractal support then the basis function cannot consist of a finite number of polynomial pieces (although it can consist of an infinite number of polynomial pieces).
Our interest in this area was stimulated by preliminary analysis which indicated that Kobbelt's √ 3 scheme [Kobbelt 2000 ] had fractal support. We investigated whether this was true (it is), why it happens, and then generalized to consider all possible subdivision schemes. This article presents our results.
Our methods are general. While we principally investigate the cases of regular triangular and quadrilateral meshes, we believe that our results can be generalized to irregular meshes (Section 7.1). Our methods also generalize to higher dimensions (Section 7.3), but we do not explore that systematically here.
Overview
In Section 2 we give necessary basic definitions, introduce some special terminology, and give a brief introduction to the Cantor sets, which play an important role in the study of the support. In Section 3 we describe the method we use to calculate the support. We see the parameter space as a vector space, and the main result is that the points of the support can be written as well-defined infinite sums of elements of this vector space. In Section 4 we use this method to prove propositions on the support of univariate schemes. In Section 5 we use the univariate results to study the boundary of the convex hull of the support of bivariate schemes. This convex hull gives an outer bound of the support, and then we identify polygonal areas inside the support, whose union gives an inner bound. In Section 6 we deal in more detail with two examples illustrating the above. In the final sections we briefly describe possible generalizations of the method, discuss some implications of our results into the artifact analysis of subdivision schemes, and conclude with a brief summary.
TERMINOLOGY AND BACKGROUND THEORY
In this article we use certain terms with specific meanings:
A polyhedron is a set of vertices, edges and faces. The vertices have position, and the edges and faces are defined solely by the vertices that they join. It is not quite a geometric polyhedron, where the faces would need to be planar, nor is it a topological one, where there would be no geometry at all.
For most of this article we concern ourselves with the regular situation where every vertex has the same number of incident edges and faces. We do not concern ourselves here with edge conditions because the issue we address is a local one.
In addition to considering the regular case, the analysis needs to be extended to polyhedra that have regions that are not topologically equivalent to a regular tessellation. A polyhedron of general genus must have extraordinary points, vertices or faces with other than the regular number of neighbors. This irregular case is addressed briefly in Section 7.1.
Subdivision is the process whereby an initial polyhedron is treated as the data from which a polyhedron with more vertices, edges and faces is set up. The new vertices are affine combinations of old ones, with coefficients defined by the particular scheme. The new connectivity is also defined by the scheme. ) the stencils of the Catmull-Clark subdivision scheme that is used on the quadrilateral grid [Catmull and Clark 1978] .
The coefficients of a scheme can be documented in either of two ways:
(1) The mask is the set of coefficients by which a given old vertex influences the new ones at each refinement. It is presented as a diagram showing the non-zero coefficients laid out in the same arrangement as the new vertices relative to the old one. An example is shown in Figure 1 (a). In the regular grid case, both old and new vertices are laid out in a regular array, either quadrilateral or triangular, in what we may think of as a parametric space. This provides the domain for the mask diagram and also for other objects defined in this section.
(2) A stencil is the set of coefficients by which a given new vertex is influenced by the old ones. 1 It is presented as a diagram showing the non-zero coefficients laid out in the same arrangement as the old vertices relative to the new one. Examples are shown in Figure 1 
There is one stencil for each distinct relationship between the new vertices and the old, whereas there is only one mask. Masks and stencils form the columns and rows of the subdivision matrix by which the vector of old vertices is multiplied to give the new ones. This is clear in the univariate case but still true in the multivariate case. The mask and the stencils therefore contain exactly the same information. This relationship is illustrated in the example in Figure 1 , where it can be easily seen that each stencil can be extracted from the mask by starting at one of the 2 × 2 lower left values and then taking every second element both horizontally and vertically.
2
The arity is the ratio of similarity between the edge of the initial regular mesh and the edge of the mesh after one subdivision step. The schemes with arity 2 are called binary, the schemes with arity 3 are called ternary, and so forth. The arity is well-defined because, owing to the symmetry assumptions underlying a subdivision scheme, the subdivision of a regular mesh is also regular. In fact, this property was used by Alexa [2002] and Ivrissimitzis et al. [2004] for a classification of all the subdivision schemes. The arity is usually either an integer or the square root of an integer. Here we consider schemes with integer arity and study the square root schemes by taking double steps. Nevertheless, most of the propositions and their proofs can handle any arity.
The footprint is the set of points with non-zero coefficients in the mask. Because it is laid out in the domain in the same way as the mask, we can refer to the convex hull of the footprint without confusion. It is denoted by F.
The scaled footprint is the footprint scaled up by n n−1 , where n is the arity. It will be denoted by F . The basis function is the map from positions in the domain to the limit surface of the refinement corresponding to a single old vertex having a unit value and all the others zero. It may also be thought of as the limit of a sequence of masks obtained by repeatedly convolving the previous member of the sequence with the mask.
The support is the closure 3 of the points whose values are non-zero in the basis function. It may also be thought of as the closure of the sequence of footprints of the masks that converge to the basis function. It will be denoted by S.
The ternary Cantor set was introduced in the 19 th century as an example of an infinite, uncountable set with measure zero. Kannan [1994] provides a nice introduction to it. The most well-known construction of the ternary Cantor set is by repeated removal of intervals from the interval (0,1) of real numbers. In the first step we remove the middle third interval ( ), in the second step we remove the intervals ( ) and ( 7 9 , 8 9 ), and, continuing this way, at each step we remove the middle third interval from each of the existing intervals. The limit of this process is the ternary Cantor set. Figure 2 shows four consecutive steps in the construction of the ternary Cantor set by removal of intervals. Some alternative descriptions of the Cantor set are given in the Appendix at the end of the article.
The Cantor-like sets are generalizations of the ternary Cantor set. In each case some intervals are removed from the interval (0,1) and we get a not-connected set A. Then, in a self similar fashion, this process is repeated, with intervals removed from every component of A, or equivalently, by substituting every component of A with a scaled image of A.
DESCRIPTION OF THE METHOD
In our study of the support, starting from the initial control mesh of the basis function, we create a sequence
of subsets of the domain, each one corresponding to one step of the subdivision process. Examples are shown in Figures 3 and 4 . The first set S 1 consists of the points of the domain having non-zero z-coordinate after one subdivision step. S 1 = {P 0 , P 1 , P 2 , . . . , P k }, where P i is the i th point of the mask. S 1 is the footprint of the scheme. Having fixed the origin O, the points of the domain IR 2 are in a one-to-one correspondence with the displacements from the origin. Although the analysis works for any choice of origin, the assumption that the origin is at the centre of symmetry of the mask is a convenient one. In particular, the point P i corresponds to the displacement OP i and, under this correspondence, the domain IR 2 inherits the The non-zero points after the first iteration are shown in red. The non-zero points after the second step are shown in green. These green points are obtained by substituting every red point with a scaled image of the set of red points. Continuing this recursive process we find the non-zero points after three steps (blue) and four steps (black). The limit of this process is the support. (a) The √ 3-scheme with double steps (Section 6.1). (b) A ternary butterfly scheme (Section 6.2).
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vector space structure of the displacements, allowing us to define an addition between points as well as a multiplication of points by numbers.
If n is the arity of the scheme, and because of the self-similarity of the subdivision process, the points with non-zero z-coordinate after the second step are given by
The set S 2 can be thought of as being obtained from S 1 by substituting each of the points of S 1 with an image of S 1 scaled down by a factor of n. Continuing recursively we define the set
obtained from S m−1 by substituting each of its points with an image of S 1 scaled down by a factor of n m−1 . S m can also be written
(4) Figure 3 illustrates the point sets S 1 , S 2 , and S 3 for the Doo-Sabin quadrilateral [Doo and Sabin 1978] and Loop [1987] triangular schemes. The set S m gives the points constructed at the m th step of subdivision. The total support is given by the limits of the sequences p 1 , p 2 , . . . with p m ∈ S m , m = 1, 2, . . . , which is written arithmetically as
describing the support as the set of all possible infinite affine combinations of points of the footprint, with coefficients following a geometric progression with ratio 1 n . For n > 1 the initial partial sums in Equation (5) converge and thus the infinite sum is well-defined.
From the definition of an infinite sum as the limit of its initial partial sums and because in Equation (5) an initial partial sum of length m is an element of S m we can see Equation (5) as defining the closure of the limit of S m 's
But notice that an intuitive definition of lim m→∞ S m is not straightforward. The reason is that we did not assume that the sequence in Equation (1) is nested or, equivalently, that the origin O is in the footprint. That allows us to deal with dual schemes like the Doo-Sabin scheme (Figure 3(a) ), which at each step removes the points constructed at the previous step. On the other hand, substituting the limit of S m with the union ∪S i as the set of all points constructed at a finite step misrepresents such schemes.
In primal schemes, seen here as schemes where the origin O is in the footprint, the sequence in Equation (1) is nested, and lim m→∞ S m = ∪S i faithfully represents the set of all the points constructed at some finite step. Nevertheless, this is not the total support because ∪S i is countably infinite and only by adding its limit points or, from a topological point of view, taking the closure, do we find the continuum of the total support. Notice that the addition of the limit points also has the effect of adding to the support the zero contours of oscillatory schemes with negative coefficients, complying this way with the definition of the support we gave in Section 2.
Equation (5) can also be written in terms of the points of the scaled footprint in the scaled form
with P i ∈ F , that is,
The coefficients in Equation (7) sum to 1, thus the points of the support are written as convex combinations of the points of the scaled footprint. By Equation (7) the convex hull of the scaled footprint contains the support S, and we use this convex hull as an outer bound for S. In fact, the converse inclusion also holds, thus the convex hull of the scaled footprint is the convex hull of the support. The latter is a direct corollary of Equation (7) for
Thus Equation (7) is the basic equation with which we work, describing the support in terms of the arity and the scaled footprint only. The rest of the article is devoted to the study of this equation for different configurations of the scaled footprint and different values of n.
THE UNIVARIATE CASE
Although the support of all the known univariate schemes can be calculated easily, we will give some formal proofs for univariate schemes because we will use them in the boundary analysis of the bivariate schemes and also because they act as motivation for the bivariate case, where the techniques are similar.
In the univariate case the domain is IR rather than IR 2 . It is thus an ordered set. Our first proposition is for the case where the footprint consists of k + 1 equispaced points. PROPOSITION 4.1. If the footprint of a univariate scheme consists of k + 1 equispaced points P 0 , P 1 , . . . , P k , then we have
(ii) if k ≥ n − 1 then S is the interval defined as the convex hull of the scaled footprint:
PROOF. As the scaled footprint is the scaled image of the footprint, its points are also equispaced. We thus have
Equation (7) can now be written
and the support is the set of points
with
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or, in set-theoretic notation,
with each component of the union corresponding to a choice of a value for i 1 .
If k < n−1 then the above is a Cantor-like fractal set. Indeed, the convex hull of A is the interval [0,1], thus, the convex hull of each of the components of Equation (16) is an interval of length 1 n . Figure 5(a) shows the convex hulls of the components of Equation (16). The union of these convex hulls gives an improved outer bound for A, which is a proper subset of the interval [0,1]. Continuing this way, choosing i 2 , i 3 , . . . and splitting each interval into k + 1 parts, in the limit we obtain a Cantor-like set.
If k = n − 1 then the sets of Equation (16) Intuitively, it is obvious that A = [0, 1] also holds for k > n − 1. For a formal proof we notice that, in this case, the convex hulls of the sets of Equation (16) again cover the interval [0,1]. Their intersection is now an interval, while in the case k = n − 1 it is just a point ( Figure 5(c) ). In the next step each of these intervals is again covered by a set of k + 1 subintervals, similar to A with length 1/n 2 , and so on. For each point of [0,1] we can find a nested sequence of intervals, one interval from each subdivision step, converging to that point. From this sequence we obtain the coefficients i m giving this point in the form of Equation (14).
The next proposition is a generalization of the previous one for footprints with unequally spaced points. We will not give an exact description of the resulting sets but we will find when the support is the interval defined as the convex hull of the scaled footprint and when it is a Cantor-like set. 
PROOF. We will only outline the proof, as the ideas are essentially the same as for Proposition 4.1. By evaluating the first coefficient in Equation (7) we create a split of S into k subsets similar to it. Their convex hulls are intervals of length |P k −P 0 | n and they cover [P 0 , P k ] exactly when Equation (17) holds. If this is the case, then by consecutively evaluating all the coefficients of Equation (7), and using the self-similarity, we produce a sequence of coverings of [0, 1] . Any point of [0,1] can be lifted in a sequence of intervals, one interval for each covering, and this sequence gives the coefficients of the point written in the form of Equation (7). With similar arguments we can see that S is a Cantor-like set when Equation (17) does not hold.
Example
Deslauriers and Dubuc [1989] describe a general (n, k) interpolatory univariate scheme as the process of inserting between any two consecutive existing points, n − 1 equally spaced new ones, defined as affine combinations of the 2k nearest already existing points. In this case we have
and by Proposition 4.1 the support of the scheme is the interval
5. THE BIVARIATE CASE
The Boundary of the Convex Hull of the Support
Going to the bivariate case we start with propositions about the boundary of the convex hull of the support. Then we study polygonal areas inside the support, trying to find criteria to determine when they are subsets of the support. As we have already seen, the convex hull of S is the convex hull of the scaled footprint F . Its boundary is a polygon and we can cyclically enumerate the vertices of the scaled footprint that lie on this boundary (Figure 6 ). Notice that the convex hull of the points lying on the boundary and the convex hull of the whole F are the same. In fact, the vertices of that polygon would suffice to describe the convex hull.
The first question is: when is an edge of the boundary part of the support? The main observation is that, while all the points of S are convex combinations of the points of F , the points of S lying on an edge of the convex hull in particular are convex combinations of the points of F lying on that edge. That means that if Q 0 Q l is an edge of the convex hull, containing the points Q 0 , Q 1 , . . . , Q l of F , then Equation (7) becomes
where S e is the intersection of S with Q 0 Q l . The problem is thus reduced to the univariate case. Hence, from Proposition 4.1 we get: 
Otherwise the intersection of Q 0 Q l and S is a Cantor-like, not-connected set.
As an immediate corollary of the above propositions we have this special case, which is very often met in practice. 
Polygonal Subsets of the Support
The propositions on the convex hull of S and its boundary give us an outer bound for the support, as well as an indication for the behavior of S near this outer bound. We next try to identify polygonal areas inside that convex hull that are subsets of S, in this way finding an inner bound for S.
From Equation (7) we notice that the support corresponding to a subset of F is itself a subset of S. Thus, by finding subsets of F with polygonal support, we find polygonal areas of the total support. Then, by taking the union of these polygonal areas we can find a polygonal inner bound for S.
We study three particular configurations of scaled footprints, thought of here as subsets of the original scaled footprint. Namely, the cases where the points of F form a parallelogram, a hexagon, or an equilateral triangle. We find conditions under which the corresponding support is equal to the convex hull of F .
The simplest case occurs when the scaled footprint has a tensor product structure, that is, when the points form a parallelogram. We have: 
PROOF. Any point of F has the form
while the points of S have the form From Equation (24) we can find the projections
that belong in the supports of A and B respectively. Conversely, starting with the points P A , P B on the supports of A, B, we find the point P = P A + P B in S, by component-wise summation. PROOF. First let m ≥ n − 1. We separate the hexagonal mesh F into three parallelograms as shown in Figure 8 (a) for m = 2. By Propositions 4.1 and 5.4 each of them is a subset of S, so the whole hexagon is a subset of S. If m < n − 1 then by Proposition 4.1 the edges of the hexagon are not subsets of S, so S does not contain the whole hexagon. ≥ n − 1, and by Propositions 4.1 and 5.4 each of these parallelograms is a subset of S and so their union is also a subset of S.
Suppose now that m = 2n − 3. Each point of the scaled footprint F and, indeed, each point of the support S, can be written in a unique way in the form of the barycentric coordinates defined by the vertices of the triangle
The equation β = γ gives the segment with end points A and A where A is the midpoint of BC. We will show that Equation (7) cannot generate the subinterval of AA defined by
See Figure 9 (b). First let P i 1 = A. Then, for all the other points of F written in the form of Equation (27), we have
and for the point corresponding to the first component of the infinite sum in Equation (7) we have
Equation (30) also holds for the total sum in Equation (7), showing that all the points of S given by Equation (7) are outside the interval defined by Equation (28). On the other hand, if P i 1 = A then Equation (7) gives
showing that it is again outside the interval in Equation (28). The proof for m < 2n − 3 is exactly analogous. Figure 10 shows two examples for n = 2 and one for n = 3, all of which have fractal support.
EXAMPLES
Figures 7, 8, and 10 show simple examples. Figure 3 shows two well-known binary schemes; it is easy to see that these two schemes have polygonal support. In this section we deal in detail with two particular examples of subdivision schemes that have more interesting behaviour. Both have arity n = 3, as we saw that it is trivial to find the support of binary schemes such as those shown in Figure 3 .
The √ 3 scheme was recently proposed by Kobbelt [2000] . In each step a new vertex is inserted at the barycenter of each triangle and every old vertex is relaxed according to an affine combination of itself and its direct neighbors. After two iterations, and so for any even number of iterations, the scheme becomes a proper ternary scheme, that is n = 3. Here we study the support of this ternary scheme defined by double steps of the √ 3 scheme, which is, of course, the same as the support of the original √ 3-scheme. Figure 11 shows the sets S 1 , S 2 , S 3 , and S 4 , that is the non-zero points of the basis function constructed after 1, 2, 3, and 4 steps, respectively. Figure 4 (a) shows a superimposition of these sets.
In Figure 12 (a) the red points represent the scaled footprint. The black area represents the part of the support constructed after four iterations, giving an indication of the shape of the total support. The blue polygon is the convex hull of the scaled footprint, and so also the convex hull of the support, and it is a polygonal outer bound for the support. This polygon is a dodecagon; it is not regular as it has 6 shorter edges and 6 longer. There are no other vertices of the scaled footprint on these twelve edges, so by Proposition 5.2 their intersection with the support are the ternary Cantor sets defined on them.
The green dashed polygon is an inner bound that was constructed with the use of Proposition 5.4. It is worth noticing that it is by no means trivial to find the optimal inner bound which the use of Propositions 5.4, 5.5, and 5.6 can give. In fact, it is a very interesting combinatorial problem. For example, each of the vertices of the boundary dodecagon belongs to a triangle of F with 7 vertices on each edge, which by Proposition 5.6 belongs to the support. These twelve triangles will give a good inner bound, which nevertheless will not be optimal. For a better inner bound we consider the three parallelograms with 5 and 7 vertices on each edge shown in Figure 12 (b). By Proposition 5.4 they belong to the support and give a better inner bound.
If we wanted to improve on this bound we could study the 9-ary scheme with step equal to four steps of the √ 3-scheme. The footprint of this scheme is shown in Figure 11 (green points). Notice that now each edge of the boundary of the convex hull contains 4 points of the scaled footprint.
A Ternary Butterfly Scheme
The second example ( Figures 13 and 4(b) ) is a ternary version of the binary butterfly scheme [Dyn et al. 1990 ]. This ternary butterfly scheme is that described by with the parameter values ν = = 0. It is contrived to illustrate the possibility that fractal behaviour may occur on some edges of the support but not all. There are some negative coefficients, so some of the results hold under the assumption that the support also includes the zero contour lines.
The convex hull of the support S is again a dodecagon with 6 short edges and 6 long. By Proposition 4.1 the intersection of the short edges with S is a ternary Cantor set, while the long edges belong to S.
On the scaled footprint we can identify six parallelograms, shown in Figure 14 (b), belonging to the support. Their union gives the optimal inner bound we can obtain with the use of the propositions we have proved. Notice that one type of parallelogram has non-equispaced points on one of its edges, therefore, in conjunction with Proposition 5.4 we have to use the more general Proposition 4.2.
GENERALIZATIONS
In this section we first consider the important case of irregular connectivity in the polyhedron and then look at other generalizations of this work to the study of skew schemes and the study of higher dimensional schemes.
The Irregular Case
The above has considered only the case where the connectivity of the polyhedron is totally regular, forming either a quadrilateral or a triangular grid.
The main problem in the irregular case, where extraordinary points are present, is that we no longer have a well-defined domain in which to take sums of vectors. Nevertheless, we may make certain observations, which we expect to give true conclusions.
We first consider the mask and support of an isolated extraordinary point. The configuration has n-fold symmetry around this point rather than the usual 4-or 6-fold. However, the pattern within each of the 4 or 6 sectors of the regular case now appears within each of the n sectors of the extraordinary point mask. The parts of the mask at the next subdivision level that influence the support are not interfered with by the extraordinary vertex itself, so we assert that the nature (polygonal or fractal) of the support in each sector will not be different from the regular case.
Rather more complicated, is the situation where the extraordinary point lies within the support of the vertex we are considering but is not the vertex itself. We now have to carry out subdivision down to the point where the extraordinary point is an explicit vertex influenced by the initial mask. Once we reach this point, we can express the support of the original vertex as being the union of the supports of the vertices at this level, and again we see that the nature of the overall support will be the same as in the regular case.
We thus come to the conclusion that the presence of irregularity in the form of extraordinary points in the polyhedron does not alter the nature of the support boundary, provided that each sector of the footprint of the extraordinary point is the same as that for a regular point.
Skew Schemes
Alexa [2002] and Ivrissimitzis et al. [2004] give a classification of subdivision schemes that includes skew schemes. In these schemes the self similarity is expressed not only by a scaling of the footprint but with a rotation as well. That is, in each step, each already constructed point is substituted with a rotated image of the footprint. In fact, the √ 3-scheme is an example of a skew scheme but we were able to study it as a non-skew scheme by taking double steps. That was possible because the rotational symmetry of the scheme, which is π 3
, is an integer multiple of the rotation of the footprint, which is π 6 . In general skew schemes, where the rotational symmetry of the scheme is not an integer multiple of the rotation of the footprint, we have to work with the generalized form of Equation (7):
The term e iπ/θ represents the rotation of the footprint by an angle θ and the points of IR 2 can now be thought as a vector space over the complex numbers C, or, even better, as complex numbers themselves. In this case Equation (33) is a complex power series.
Another way to handle skew schemes is to alternate rotation direction on alternate steps. This allows us to consider double steps without rotation. An interesting feature of such alternating skew schemes is that they can have polygonal support without any pair of edges being parallel.
Higher Dimensions
In the d -dimensional case the results on the d − 1 dimension become results on the boundary and similar proof techniques are expected to apply. The main equation becomes
where T is an isometry of IR d fixing the origin.
DISCUSSION: SUPPORT, ARTIFACTS AND STRUCTURE
The nature of the support influences the operational performance of a scheme through the question of lateral artifacts [Sabin and Barthe 2003] . It is well known that, if an attempt is made to run a feature skew to the isoparametric lines in a tensor-product patch system, it will be reproduced unevenly. To get a nice extruded feature it has to be run in one of the two isoparametric directions. Three-direction box-spline based schemes, such as Loop [1987] , have three directions in which features may safely be run, and the four-direction box-splines such as 'simplest' [Peters and Reif 1997] and '4-8' [Velho and Zorin 2001] have four.
For a direction to be "safe", it is a necessary condition that the support should have a parallel pair of long enough 4 straight boundaries in that direction. If a scheme has a totally fractal boundary there will be no directions in which features can be extruded exactly. We have examples of schemes:
(1) which are polygonal with pairs of parallel edges (e.g. Figure 3) , (2) which have polygonal support without any parallelism between 'opposite' sides (e.g. some alternating skew schemes, see Dodgson et al's [2003] Figure 3 (a)), (3) which are totally fractal (e.g. Figure 4 (a)) and (4) which are a fractal assembly of an unbounded number of line segments (e.g. Figure 4(b) ).
The support may also be a convenient way of establishing results about the structure of the limit surface. The best known schemes have a piecewise polynomial structure in regular regions, with nested rings of such pieces around extraordinary vertices. If a scheme has a fractal support boundary, it can at best have pieces meeting at fractal boundaries, and we conjecture that it cannot have polynomial pieces at all.
SUMMARY
We have studied the support of subdivision in terms of the arity and the non-zero values of the basis function after the first iteration of the scheme. In the cases where we were not able to calculate the support explicitly, we studied its convex hull, the boundary of the convex hull and its interior, finding polygonal outer and inner bounds for the support. Our results provide useful insights into the behaviour of subdivision schemes.
APPENDIX
For an alternative arithmetic description of the ternary Cantor set we write the numbers of the interval (0,1) in the triadic arithmetic system 
The first step, that is, the removal of the middle third interval ( Nevertheless, not all the points of P 1 P 2 are generated this way. For example, if we choose the vector OP 1 from the first set then we have λ 1 ≥ 1 while if we choose OP 2 we will have λ 1 ≤ 1 2 . Thus, in any case we cannot generate the points with 1 2 < λ 1 < 1, which are the points of the middle third interval of P 1 P 2 . Generally, the choice from the first k sets determines an interval of length 1 3 k in which the final point lies, while the choice from the next set determines if the final point lies in the right third or in the left third of that interval. It is not difficult to see that the subset of points of P 1 P 2 we can reach in this process is the ternary Cantor set defined on P 1 P 2 . This third description of the ternary Cantor can be used as an intuitive illustration of the way the boundary of a bivariate ternary scheme is constructed.
