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Mon stage a  consisté  en  l'implémentation en langage C d'un parseur  permettant  de scanner 





















1975,  le  laboratoire est  reconnu comme laboratoire associé  au CNRS et prend le nom d'Institut de 
Recherche en Informatique et Systèmes Aléatoires (Irisa). Actuellement, l'Irisa regroupe environ 530 






























les   banques   de   données   sur   lesquelles   j'ai   travaillé   contiennent   des   séquences   de   protéines   et   le 
programme   que   l'on   souhaite   réaliser   traite   ces   séquences.   Il   a   également   plusieurs   options   qui 
demandent quelques connaissances en biologie. 
La bio­informatique étant la spécialité de l'équipe dans laquelle j'ai travaillé, la documentation a 




































































































chaîne de Markov  :  c'est  à  dire  que  la  prédiction du futur  à  partir  du présent  ne  nécessite  pas   la 
connaissance du passé. Pour notre application on peut reformuler le problème ainsi : étant donné la 















A R N D C Q E G H I L K M F P S T W Y V
0->1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1->2 1 1 1 1 1 1 1 1 1 0 0 1 1 1 1 1 1 1 1 1
2->3 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1

































Après la lecture de la thèse de Mathieu Giraud,  j'ai commencé  à  m'intéresser à  Wapam, un 
programme qu'il avait implémenté. Étudier Wapam m'a pris beaucoup de temps car il existait seulement 





génomes   ou   dans   des   banques   de   données.   Wapam   recherche   des   motifs   exprimés   en   automates 










































pour  ce  que   l'on  souhaitait   réaliser.  En effet  on  cherche  à   faire  un  parsing  avec  erreurs  pour  des 
protomates, et l'outil à notre disposition Wapam permet de faire un parsing mais pour une recherche de 














J'ai  donc fait le choix de réutiliser le programme Wapam. Ainsi  j'ai cherché  à  compléter ce 





de   réaliser  un  parsing  avec erreurs   :   on  peut   fixer  un   seuil  pour  élaguer   les   résultats.  Un critère 
important dans le nouveau programme, on souhaite qu'il soit rapide, on fera donc attention à conserver 
la rapidité de Wapam. 
Au  début   de  nos  modifications   sur   le   code  de  Wapam,  nous   avons  pris   contact   avec   son 
























compléter   au  maximum  l'outil   créé.   En   effet,  Wapam   existait   depuis   quelques   années   et   certains 
reproches lui étaient faits, on a donc essayé de palier les défauts de Wapam et de créer un outil plus 
complet.  La  première  modification  apportée  à   la   structure  même de  Wapam a  été   la  gestion  des 
résultats. 










stdlib.h   qui   prend   en   paramètres,   entre   autres,   un   tableau   de   structures   ainsi   qu'une   fonction   de 
comparaison   entre   deux   structures.   Cette   fonction   permet   un   tri   optimal   et   donc   ne   nous   a   pas 
handicapé   au  niveau  du   temps  d'exécution.  Cela   nous   a   permis   un   affichage  plus   lisible  mais   le 
remaniement de la structure de données de résultats a été assez long à effectuer. 
En   effet,   l'avantage   de   ne   pas   trier   les   résultats   était   que   l'on   n'avait   pas   besoin   de   faire 
d'allocation dynamique de mémoire ce qui allégeait le programme. En remaniant la gestion des résultats 
j'en ai eu besoin car on ne peut pas connaître le nombre de résultats à   l'avance. De plus j'en avais 





Par exemple j'ai  essayé  de modulariser   le code,  en découpant des fonctions en sous fonctions.  J'ai 
également rajouté de nombreux commentaires et j'ai créé une nouvelle documentation (cf annexe 1). Le 






suite   nous   nous   sommes   rendus   compte   que   cela   rajoutait   beaucoup   d'options   dans   la   ligne   de 
commande et que ce n'était pas la solution la plus simple. En effet au vu de la matrice de coûts incluse 
dans le fichier de l'automate (cf annexe 2), l'utilisateur du programme sait normalement déjà si il a 




Un   des   reproches   principaux   que   les   biologistes   faisaient   à   Wapam,   était   que   lors   d'une 























A R N D C Q E G H I L K M F P S T W Y V
0->1 3 3 3 3 3 3 3 3 3 3 0 3 3 3 3 3 3 3 3 3
1->2 3 3 3 3 3 0 3 3 3 3 0 3 3 3 3 3 3 3 3 0
2->3 3 0 3 0 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
3->3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0



































































































l'utilisateur   de   Wapam   n'avait   pas   d'options   supplémentaires   sur   sa   page   Web   et   cela   évitait   de 
































communication   sont   des   qualités   très   importantes.   De   plus   comme   nous   avions   des   réunions 
d'avancement régulières cela m'a permis d'apprendre à synthétiser, ainsi que à avoir un oeil critique sur 
mon  travail.  Au niveau  théorique   j'ai  appris  de  nombreuses  choses   sur   le  développement  dans  un 
environnement Unix. En effet quand j'ai développé mon programme, j'ai travaillé sous Fedora Linux, 
j'ai   donc   appris   un   certain   nombre  de   commandes   en   langage  Shell   afin   de  pouvoir   compiler   et 
debugger mon programme ainsi que pour pouvoir  travailler sur   le cluster de la plateforme de bio­
informatique « Genouest ». J'ai également appris quelques bases concernant les makefile, ainsi qu'à 
utiliser un gestionnaire de version.


















































































































































































































































































































































































Le programme à   réaliser  prendra  en  paramètres  deux   fichiers   :   un   fichier  d'extension  WA 
(Weighted Automata) qui correspond à   l'automate et  un fichier de format « fasta » qui contient  les 
séquences à analyser.
Structure d'un fichier WA :
Au début du fichier on trouve le nom du WA. Après vient la description de l'automate : nombre 
de transitions, nombre d'états, nombre d'états initiaux, nombre d'états finaux, seuil par défaut (en effet 
le parsing accepte les erreurs et le seuil permet de fixer combien d'erreurs on souhaite tolérer) et le type 
d'optimisation (c'est à dire si l'on cherche à minimiser ou maximiser le score). La dernière partie du 
fichier WA est la matrice de coûts qui permet de connaître tous les coûts des substitutions pour chaque 
transition.
Structure d'un fichier Fasta :
Exemple :
>Q9VTL1_CN12L_DROME
MFGTVNNYLSGVLHAAQDLDGESLATYLSLRDVHVQNHNLYIAQPEKLVDRFLKPPLDEVVSAHLKVLYHLA
QEPPGYMEAYTQQSAACGAVVRLLQQLKDENWCLPLMYRVCLDLRYLAQACEKHC
>Q58665_LIVH_METJA
MVKLLLKDLGEKMILEGAIIYSNLLVLLALGLTLTYITTNVPNFAQGSYAIVGSYVALTLLKLFGICPYLSLPVLF
VVGAIVGLITYLALKPLIKRNASVEILMIATLAIDLILLGVIGAYSEILSQ
>Q72MD8_LNT2_LEPIC
MDTLHHRFQQFQKTIWFNIFCYLWTGIFSFLAFAPVSLTHFVWIAPFGFFWLSLKYHGKYKKLFFHGLLIGVV
FYAISFHWIIHMAITFGNFPYVVAILILLFAGLLFGLKFPIFMMSFSFLSGKIGRHSVWVAGFCGLLSELIGPQLFP
WYWGNLAAGNIILAQNAEITGVYGISFLVFIVSYTLFQSNPWHWKEIIHSKEKRKQYLRFITLPALLLLTFIVSGI
FLFKKWENVKPVKSLNVLIVQPDAPLSF
Après le « > » vient le nom de la séquence, et en dessous on a la séquence d'acides aminés (ou 
d'acides nucléiques).
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