Abstract. We provide intrinsic sufficient conditions on a multifunction F and endpoint data ϕ so that the value function associated to the Mayer problem is semiconcave.
1.
Introduction. This paper studies the Mayer problem min ϕ x(T ) ,
where the minimization is over all absolutely continuous arcs x(·) that satisfy the differential inclusionẋ (s) ∈ F x(s) a.e. s ∈ [t, T ] (2) and the initial condition x(t) = x. (3) Here ϕ : R n → R is the endpoint cost, F : R n ⇒ R n is a multifunction that describes the dynamics, and x ∈ R n is the initial state. We denote this optimization problem by P(t, x), and the value function associated to P(t, x) is denoted by V (t, x). An optimal solutionx(·) of P(t, x) is thus an arc satisfying (2) and (3) with ϕ x(T ) = V (t, x). Assuming ϕ is semiconcave, the main goal of this paper is to provide new sufficient conditions on F so that (t, x) → V (t, x) is semiconcave.
The fact that V is locally Lipschitz is well-known (see e.g. [6, Exercise 4.3 .12]). The sought-after semiconcavity conclusion has been obtained previously (see [2] or [3, Chapter 7] ) in the case where F is given with a C 1+ parameterization, which means that F has the form
• ∇ x f (x, u) exists and is locally Lipschitz in x independent of u ∈ U : for each r > 0, there exists k > 0 so that |x 0 |, |x 1 | ≤ r implies ∇ x f (x 0 , u) − ∇ x f (x 1 , u) ≤ k|x 0 − x 1 | for all u ∈ U . The well-known Filippov lemma (cf. [3] , Theorem 7.1.5) says a multifunction F of the form (4) has (under minimal hypotheses that are in force here) the property that the trajectories of the differential inclusion (2) coincide with the trajectories of the associated control system. That is, an arc x(·) is a solution of (2) if and only if there exists a measurable function u(·) : [t, T ] → U so that x(·) satisfies the ODEẋ(s) = f x(s), u(s) for almost all s ∈ [t, T ]. Since the cost function ϕ(·) in the Mayer problem (1) depends only on the endpoints of the trajectories of (2) and not on how F may have been parameterized as in (4) , it is natural to look for assumptions directly on F (or, equivalently, its associated Hamiltonian) that imply the semiconcavity of V rather than rely on a particular parameterization. To further illustrate this point, with n = 1, the multifunction F (x) = [−|x|, |x|] can be parameterized as
the former having the C 1+ parameterization property while the latter does not. Of course the trajectories of the two systems coincide, but the heretofore known theorems asserting semiconcavity of the value function only apply to the former system.
We point out that although Lipschitz multifunctions with convex values always admit parameterizations by Lipschitz functions (see [1] and [7] ), it is a much more challenging problem and still an open issue to determine which multifunctions admit parameterizations with smooth functions. If F (x) is originally presented as in (4) by a smooth parameterization, and then the multifunction F (·) is given a reparameterization by one of the known parameterization theorems, the resulting reparameterization would generally not coincide with the original parameterization and would not be smooth (except in the trivial case where F (x) is a singleton for all x). Even worse is that it is not known in general which multifunctions admit a smooth selection -see [8] for the case n = 1 -let alone be smoothly parameterized.
Our approach then is not based on finding a smooth parameterization, but rather relies on assumptions stated directly in terms of the multifunction F . Recall the Hamiltonian H : R n × R n → R associated to F is defined by
and that there is a one-to-one correspondence between Hamiltonian functions that are convex and positively homogeneous in p and multifunctions F with closed and convex values. The relationship is
Hence assumptions given in terms of H are intrinsic to the trajectories generated by F and are not influenced by any particular parameterization. Moreover, our proof will rely heavily on the maximum principle instead of using a priori estimates on trajectories that ensue from a known smooth parameterization, as is done in [2, 3] .
Precise and complete definitions and statements are given in the next two sections, but to give a flavor of our main result, it suffices to say here that in addition to the usual Standing Hypotheses (SH) that are stated precisely in Section 3 below, the new Hypotheses (H) are the following properties which are to hold for each compact convex subset K ⊆ R n and p = 0:
There exists a constant c ≥ 0 (depending on K) so that x → H(x, p) is semiconvex on K with constant c|p|, and 2) The gradient ∇ p H(x, p) exists and is locally Lipschitz in x, and uniformly so over p in compact subsets of R n \ {0}.
Some consequences and equivalent statements of the assumptions (H) are given in Section 3. Somewhat stronger assumptions were introduced by Pliś [9] for another purpose, and we shall compare these later.
We next present examples that generate multifunctions satisfying (H) but do not admit a C 1 parameterization. Observe first that if F has the form (4) with f being C 1 in x, then H necessarily has the property
where ∂ x denotes the Clarke partial subgradient in x. The proof of (6) consists of noting that H(x, p) = −H(x, −p) implies every u ∈ U both maximizes and minimizes the function u → f (x, u), p over U . For such p = 0, it follows from Theorem 2.8.2 of [4] that
Similar reasoning gives
Thus the necessary condition (6) holds if F has the form (4) with f being C 1 in x. A simple example of such an F :
which clearly satisfies (H). (All one-dimensional examples that satisfy (H1) automatically satisfy (H2)). It does not admit a C 1 parameterization since at x = 0, one has that
, and so (6) is violated. General one-dimensional examples can be generated by writing F (x) in the form of an interval [h(x), H(x)]. If both −h(·) and H(·) are semiconvex, then F satisfies (H), but in view of (6), a C 1 parameterization could exist only if the additional property that ∂H(x) = −∂h(x) holds whenever h(x) = H(x). Simple higher dimensional examples can also be given by considering
is semiconvex, and IB ⊂ R n is the closed unit ball. Then H(x, p) = f (x), p + r(x)|p| satisfies (H), but can only satisfy (6) if ∂r(x) = −∂r(x) whenever r(x) = 0.
The rest of the paper is organized as follows. Basic concepts are reviewed in Section 2, the rest of the hypotheses are precisely stated with some consequences drawn in Section 3, and the main result and its proof form the content of Section 4.
2. Preliminaries. We quickly review in this section some basic concepts from nonsmooth analysis. Standard references are [3, 6, 10, 4] .
We denote by IB the unit ball of R n centered at 0 and by IB its closure. Let S ⊆ R n be a closed set and x ∈ S. A vector ζ ∈ R n is a proximal normal to S at x provided there exists σ > 0 so that ζ, y − x ≤ σ y − x 2 for all y ∈ S. The proximal normal cone to S at x consists of all the proximal normals to S at x and is denoted by N P S (x). The Clarke normal cone N S (x) is defined as co ζ :
, where co denotes taking the closed convex hull. Now suppose f : R n → (−∞, +∞] is lower semicontinuous and
is its (closed) epigraph. For x ∈ dom f := {x : f (x) < ∞}, the set of proximal subgradients of f at x is denoted by ∂ P f (x) and equals
. Another characterization is that ζ ∈ ∂f (x) if and only if
for all v ∈ R n . The property of semiconcavity has several characterizations for both sets and functions, and the following proposition lists some of the functional properties that will be used in the sequel. Proposition 1. For a convex set K ⊆ R n , a function f : K → R, and a constant c ≥ 0, the following properties are equivalent:
(1) for all x 0 , x 1 ∈ K and 0 ≤ λ ≤ 1, one has
where
2) f is continuous and, for all x ∈ K and z ∈ R n with x ± z ∈ K, one has
Moreover, if K is open and f is locally Lipschitz, then any of the above properties holds true if and only if (4) for each x ∈ K and ζ ∈ ∂f (x), one has
We give the proof for the reader's convenience.
Proof. For the proof of the fact that (1), (2) and (3) [3, Theorem 3.3.6] ). Conversely, if (4) holds true, then for all x 0 , x 1 ∈ K and 0 ≤ λ ≤ 1, one has
where ζ is any fixed element of the nonempty set ∂f (x λ ). Since the above right-hand side equals to cλ(1 − λ)|x 1 − x 0 | 2 , the conclusion follows.
A Lipschitz function f satisfying property (1) of Proposition 1 is called (linearly) semiconcave on K with constant c. The above "concave" concepts have "convex" counterparts by reversing the inequalities and the signs in the quadratic terms. In other words, f is semiconvex on K if and only if −f is semiconcave on K.
The Hausdorff distance between two compact subsets S 1 and S 2 of R n is defined
with compact values is Lipschitz on K ⊆ R m provided there exists a constant k (called a Lipschitz rank of F ) so that dist H F (x), F (y) ≤ k|x − y| for all x, y ∈ K. This holds if and only if for each p ∈ R n , x → H(x, p) is a Lipschitz function on K with constant k|p|. The mid-point property for a multifunction F on a convex subset K is that
holds whenever x, x ± z ∈ K. This is equivalent to x → H(x, p) being semiconvex on K for each p ∈ R n with constant c|p|, which is the new assumption (H1) we shall impose in proving our main result. Pliś [9] assumed (7) but with dist + H replaced by dist H , which is equivalent to x → H(x, p) being C 1+ for all p ∈ R n . It should be noted that (7) holds for any F parameterized as in (4) with f being
where x ± is a point between x ± z and k is a Lipschitz constant for x → ∇ x f (x, u) on K. Since |x + − x − | ≤ 2|z|, the property (7) follows with c := 2k. If the above function or multifunction is defined on all of R n , then all of the above function and multifunction concepts can be quantified as being local, by which is meant that the said property holds in every convex compact neighborhood K of each point in R n with the constant depending on K.
We close this section with a lemma concerning partial subgradients under a semiconvexity assumption. Recall that if a Lipschitz function of two variables is convex in one of the variables, then [4, Proposition 2.5.3] says that the component of a subgradient associated to the convex component is contained in the usual convex subgradient of that component. The following result extends this "partial inclusion" by allowing for the weaker semiconvex dependence.
Lemma 2.1. Suppose f : R n × R m → R is Lipschitz in (x, y) on a boxed neighborhood U x × U y = {(x, y) : max{|x −x|, |y −ȳ|} < δ}, and that for each y ∈ U y , the function x → f (x, y) is semiconvex on U x with constant independent of y. Then for ζ = (ζ x , ζ y ) ∈ ∂f (x,ȳ), one has ζ x ∈ ∂ x f (x,ȳ).
Proof. Let ζ = (ζ x , ζ y ) ∈ ∂f (x,ȳ). We need to show
which is equivalent to saying
for all u ∈ R n . Since ζ ∈ ∂f (x,ȳ), we have
f (x + hu, y + hv) − f (x, y) h for all (u, v) ∈ R n × R n . Now fix u ∈ R n and set v = 0, and so the previous line reduces to
The semiconvexity assumption in x says there exists c > 0 so that x → f (x, y) + c |x −x| 2 is convex (Proposition 1(3)), and so the quotients
are nondecreasing as functions of h. Now fix λ > 0, and note that the last two terms in (10) can be added to the limsup in (9) without changing the value. Hence the right hand side of (9) is given by lim ε↓0 sup |x−x|<λε, |y−ȳ|<λε
This almost gives (8), but we need to replace y byȳ. To this end, note that
With k the Lipschitz constant of f , and assuming the bound |y −ȳ| < λε contained in (11), the last two terms in (12) are bounded by λk. Hence the limit in (11) can be bounded above as follows lim ε↓0 sup |x−x|<λε, |y−ȳ|<λε
Finally, since u and λ are arbitrary, one concludes that (8) holds to complete the proof.
Corollary 1.
Suppose H is as in (5) and
Proof. The result follows immediately from Lemma 2.1 applied to each component.
3. Hypotheses and some consequences. Suppose F : R n ⇒ R n is a multifunction. A well-developed theory for differential inclusions exists under a collection of so-called (strengthened) Standing Hypotheses :
is nonempty, convex, and compact for each x ∈ R n , 2) F is locally Lipschitz with respect to the Hausdorff metric, 3) there exists r > 0 so that max{|v| : v ∈ F (x)} ≤ r(1 + |x|).
The adjective strengthened refers to the Lipschitz assertion in the second assumption (SH2) over the merely closedness of the graph
as given in [6] . Consider the differential inclusion (2) with the initial condition (3). Gronwall's inequality and (SH3) imply that every solution x(·) satisfies
It is well-known that under (SH) and with ϕ locally Lipschitz, every problem of type P(t, x) has at least one optimal solution. There are recent and significantly refined necessary conditions for optimality in problem P(t, x) (cf. [5] ), however we only require a somewhat older one.
Theorem 3.1 ([4] Theorem 3.2.6).
Assume that (SH) holds and ϕ : R n → R is locally Lipschitz. Supposex(·) is an optimal solution of P(t, x). Then there exists an arcp :
Recall the assumption (H1), which says that the Hamiltonian is locally semiconvex in x with constant c|p|. This extra property implies that the inclusion in (13) splits component-wise.
Corollary 2.
Under the assumptions and setup of the previous theorem, if assumption (H1) also holds, then the arcsx(·) andp(·) satisfy −ṗ(s) ∈ ∂ x H x(s),p(s) and (15)
for almost all s ∈ [t, T ].
Proof. The result follows immediately from (13) and Corollary 1.
Remark 1. We note that the (dual) arcp(·) has the following property:
n be a compact set containingx(s) for all s ∈ [t, T ] and let c K be a Lipschitz constant for F on K, so that c K |p| turns out to be a Lipschitz constant for H(·, p) on the same set. Then,
Hence, in view of (15),
Thus, the above alternative follows from the last inequality and Gronwall's lemma.
Two other consequences of (H1) are contained in the following proposition.
Proposition 2. Suppose F satisfies (SH) and (H1), and let K ⊂ R n be a bounded open convex set. Then there exists a constant c > 0 so that (1) for each x ∈ K and z ∈ R n with x ± = x ± z ∈ K, we have
and (2) for each x, y ∈ K, p ∈ R n , and ζ ∈ ∂ x H(x, p), we have
Proof. These follow immediately from the semiconvex versions of Proposition 1 (2) and (4), respectively. Now recall the assumption (H2), which was stated in terms of H being differentiable in p with the derivative exhibiting Lipschitz dependence in x. The differentiability statement is equivalent to the argmax set of v → v, p over v ∈ F (x) being a singletonv, which we denote by F p (x) =v, and which equals ∇ p H(x, p). Note that p → F p (x) is thus continuous. The Lipschitz statement in (H2) says that x → F p (x) is locally Lipschitz. The major utility and impact of (H2) is contained in the following result.
Proposition 3. Assume that (SH) and (H) hold, and p(·) is an absolutely continuous arc defined on [t, T ] with p(s) = 0 for all s ∈ [t, T ]. Then for each x ∈ R n , the initial value problem
has a unique solution y(·; t, x). Moreover, x → y(s; t, x) is locally Lipschitz on R n with constant independent of s ∈ [t, T ].
is continuous), locally Lipschitz in x (by (H2)), and has linear growth in x (by (SH3)). Hence by standard ODE theory, (IVP) has a unique solution x(·) = y(·; t, x) defined on [t, T ] with locally Lipschitz dependence on initial data.
We conclude this section with a result connecting regularity properties of H with geometric properties of the multifunction F . Related results are contained in [10, Proposition 12 .60].
Proposition 4. Suppose F : R n ⇒ R n is a multifunction satisfying (SH), K ⊆ R n is compact and convex, and F satisfies (7) on K with constant c.
(1) Then H satisfies the property (H1) for the same constant c.
(2) Suppose in addition there exists a constant θ ≥ 1 such that for all x ∈ K and p ∈ R n , we have
where c > 0 is a constant dependent on K. Then ∇ p H(x, p) exists for all x ∈ K and p ∈ R n \ {0}, and is Hölder continuous in x on K with exponent 1/θ, and unformly so over p in a compact subset of R n \ {0}.
Proof. Let x ∈ K and z ∈ R n be such that x ± = x ± z ∈ K, and select v ∈ F (x) so that H(x, p) = v, p . Then, in view of (7), there are vectors v ± ∈ F (x ± ) such that |v + + v − − 2v| ≤ c|z| 2 , and therefore
whence the conclusion of part (1) follows. As for part (2), observe (17) yields that F p (x) is a singleton for all x ∈ K and p = 0. As is well-known, this implies ∇ p H(x, p) exists and F p (x) = {∇ p H(x, p)}. To prove the continuity assertion, let x, x ∈ K and p ∈ R n \ {0}, and set
Denote byv p andv p , respectively, the projections of v p and v p onto the convex sets F (x ) and F (x). Then, owing to (SH2),
where k is the Lipschitz constant of F on K. Moreover, in view of (17)
where the last inequality comes from (18). Therefore So, it suffices to show V (·, ·) is semiconcave on every bounded subset of (−∞, T ]× R n . Let t ≤ T and M > 0. We will show V is semiconcave on [t, T ] × M IB by verifying the mid-point property stated in Proposition 1(2). Let K := {y ∈ R n : |y| < e r(T −t) (1 + M ) − 1} , and note that |x| < M implies that any solution x(·) of (2),(3) satisfies x(s) ∈ K for all s ∈ [t, T ]. Let c denote the semiconvexity constant of ϕ, and k 1 the Lipschitz rank of F , both on K.
With t fixed, we first consider the semiconcavity of x → V (t, x). Let |x| < M , and suppose z ∈ R n satisfies |x ± | < M where x ± :=x ± z. Letx(·) be an optimal solution to P(t,x), and letp(·) be an associated adjoint arc. Thus x(·),p(·) satisfies the transversality condition (14), and by Corollary 2, also satisfies the inclusions (15) and (16). Moreover, on account of Remark 1, only two cases may occur: eitherp(s) = 0 for every s ∈ [t, T ], orp(s) = 0 for all such s.
Supposep(s) = 0 for all s ∈ [t, T ]. With p(·) =p(·) in Proposition 3, let k 2 be the Lipschitz constant of x → y(s; t, x) on {x : |x| ≤ M }, which is independent of s ∈ [t, T ]. Now let x ± (·) = y(·; t, x ± ) be the solutions of (IVP) with the initial data x ± . Then the Lipschitz assertion in Proposition 3 says that x ± (s) ∈ K for all s ∈ [t, T ], and so x ± (·) satisfy
Recall from (16) and (H2) thatẋ(s) ∈ ∂ p H x(s),p(s) = Fp (s) x(s) , which impliesx(·) = y(·; t, x) is the unique solution of (IVP). Again by the Lipschitz assertion in Proposition 3, for all s ∈ [t, T ] we have |x ± (s) −x(s)| = y(s; t, x ± ) − y(s; t,x) ≤ k 2 |x ± −x| = k 2 |z|.
Next, supposep(s) = 0 for all s ∈ [t, T ], denote by E the subset of [t, T ] at whicḣ x exists, and define f : [t, T ] × R n → R n by f (s, x) = proj F (x) (ẋ(s)) s ∈ E proj F (x) (0) s ∈ [t, T ] \ E, where proj F (x) (y) stands for the orthogonal projection of y onto F (x). Recalling (SH), it is easy to see that • x → f (s, x) is continuous for all s ∈ [t, T ], • s → f (s, x) is measurable for all x ∈ R n , • |f (s, x)| ≤ r(1 + |x|) for all (s, x) ∈ [t, T ] × R n .
