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Abstract
We study the following complex Ginzburg–Landau equation with cubic nonlinearity on
OCRn for t40 : ut ¼ ða þ iaÞDu  ðb þ ibÞjuj2u ða; b40Þ under initial and Dirichlet boundary
conditions uðx; 0Þ ¼ hðxÞ for xAO; uðx; tÞ ¼ Qðx; tÞ on @O where h;Q are given smooth
functions. Under suitable conditions, we prove the existence of a global solution in H1:
Further, this solution approaches to the solution of the NLS limit under identical initial and
boundary data as a; b-0þ:
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1. Introduction
The classical Ginzburg–Landau equation (GLE) when n ¼ 1
ut ¼ ða þ iaÞDu  ðb þ ibÞjuj2u ð1:1Þ
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was originally proposed to describe nonlinear amplitude evolution of wave
perturbation with a basic pattern when a control parameter R lies in the unstable
region OðeÞ away from the critical value Re for which the system loses stability. Here
e is a small parameter. The Ginzburg–Landau equation was found for a general class
of nonlinear evolution problems including several classical problems from
hydrodynamics and other applications in chemistry and physics. It was derived
from the Navier–Stocks equations via multiple scaling methods in convection. This
equation and its variations with additional nonlinear terms have been extensively
studied. For example, a mathematically rigorous proof of the validity of this
equation was given for a general solution of one space variable and a quadratic
nonlinearity [23]. (For a sample of references, see [1,2,9–13,15,17,19–22,25–31]. We
apologize for omissions.)
The Ginzburg–Landau equation has an intimate relation to the nonlinear
Schro¨dinger equation (NLS). By taking a ¼ b ¼ 0 in (1.1), the GLE formally
becomes the NLS
vt ¼ iaDv  ibjvj2v: ð1:2Þ
Frequently, it is asked if the solution u of the GLE approaches to the solution v of
NLS in an appropriate space norm as a; b tends to zero. If the answer is positive,
then what is the convergence rate? The inviscid limit itself is an interesting topic
because of its importance in both mathematical theory and physical applications.
For instance, the inviscid limit has been studied for many partial differential
equations such as the Burgers equation, the quasigeostrophic equation and most
notably the Navier–Stocks equation, to name a few. It has been proved, for example,
that with smooth initial data the inviscid limit of the Navier–Stocks equations is the
corresponding Euler equations and the rate is the optimal OðnÞ where n is the
viscosity limit [3,5,8]. In [4,37], the authors considered the inviscid limits of Cauchy
problem and periodic boundary problem of the complex Ginzburg–Landau equation
in energy space. In [36], the author studied the invisicid limits of Cauchy problem of
the complex Ginzburg–Landau equation in homogeneous Besov space.
Although there is a very large literature on the Ginzburg–Landau equations
(classical or generalized), most of them are concerned with initial value or
homogeneous boundary value problems. For inhomogeneous boundary value
problem of GLE, we are only aware of certain results in one space dimensions.
Existence, uniqueness and well-posedness of a global solution are proved in [7] when
ab40 or jbjo ﬃﬃﬃ3p b: Global strong solutions to a more generalized version of the
GLE with either Dirichlet or Neumann boundary data are found in [16,18]. There is
a complete lack of publication regarding well-posedness and inviscid limit of the
GLE with inhomogeneous boundary data in higher dimension (nX2).
We note that for the following inhomogeneous boundary value problem of NLS:
iut ¼ Du  2g
p þ 1 juj
p1
u for xAOCRn; ð1:3Þ
uðx; 0Þ ¼ jðxÞ ð1:4Þ
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and
uðx; tÞ ¼ Qðx; tÞ for xA@O; ð1:5Þ
the following theorem is available [35]. Let jAH1ðOÞ: Let QAC3ð@O	 ½0;NÞÞ
have compact support and satisfy the compatibility condition jðxÞ  Qðx; 0Þ on @O
in the sense of traces. Let 1opoN; g40: Then there exists a solution
uALNlocðð0;NÞ; H1ðOÞ-Lpþ1ðOÞÞ to the problem (1.3)–(1.5) for NotoN: The
PDE is understood in the sense of distributions while the boundary condition is
understood as uð; tÞ  Qð; tÞAH10 ðOÞ for a.e. t: Further, the solution is unique if
1opo1þ 4





where eiDt denotes the evolution operator for the free Schro¨dinger equation with
homogeneous boundary conditions on @O:
The purpose of this paper is to study the following inhomogeneous boundary
value problem for the complex Ginzburg–Landau equation:
ut ¼ ða þ iaÞDu  ðb þ ibÞjuj2u; ð1:7Þ
uðx; 0Þ ¼ hðxÞ for xAO; ð1:8Þ
uðx; tÞ ¼ Qðx; tÞ on @O; ð1:9Þ
where O is an open bounded set in Rn with CN boundary and h;Q are given smooth
functions. The boundary condition is inhomogeneous and of Dirichlet type. Under
suitable conditions, we prove the existence of a unique global solution in H1:
Further, this solution approaches to the solution of the corresponding NLS limit
under identical initial and boundary conditions as a; b-0þ:
2. A priori estimates
One would think that the solution to the inhomogeneous boundary value problem
should be as easy as the corresponding homogeneous one, but it is not that so. For








where the derivative in the boundary integral is not expressible in terms of the
boundary data Q: Nonetheless, we are able to prove the global existence.
ARTICLE IN PRESS
H. Gao, C. Bu / J. Differential Equations 198 (2004) 176–195178
Write P ¼ ruj@O; Z ¼
P
j @jxj ¼ r  x and ~n ¼ ðn1; n2;y; nnÞ standard unit
outer normal vector for @O: Since @O is smooth, there exists a smooth function
x ¼ ðx1; x2;y; xnÞ independent of t from Rn to Rn such that
xj@O ¼ ðn1; n2;y; nnÞ ¼ ~n: ð2:2Þ
In case @O is unbounded, we assume that (a) the derivatives up to third order of x
are bounded and (b) there exists R40 such that Qðx; tÞ ¼ 0 for jxj4R: We
sometimes denote @ju ¼ @u=@xj ¼ uj for j ¼ 1; 2;y; n:
Lemma 2.1. Let u be a smooth solution to the initial-boundary value problem






juj2 dx ¼ 2ajjrujj2 þ 2 Re
Z
@O

















juj4 dx ¼ 4 Reða þ iaÞ
Z
O





uðx  r %uÞ dx 
Z
@O







Duðr %u  xÞ dx  2bi Im
Z
O













jPj2 dS þ ai
Z
O
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Proof. We differentiate juj2 in t and substitute ut by Eq. (1.1). An integration by
parts over O yields (2.3). Similarly, (2.4) and (2.5) can be obtained fairly easily. To
prove (2.6), we write
xjðut %uj  %utujÞ ¼ @tðuxj %ujÞ  @jðu %utxjÞ þ u %ut@jxj: ð2:7Þ
Integrate (2.7) over O we obtain
Z
O




uxj %uj dx 
Z
@O
n2j Q %Qt dS þ
Z
O
u %ut@jxj dx: ð2:8Þ
On the other hand,
xjðut %uj  %utujÞ ¼ 2ixj Im ut %uj
¼ 2i Im xjð %ujða þ iaÞDu  ðb þ ibÞjuj2u %ujÞ
¼ 2aixj Im %ujDu  2bixj Imjuj2u %uj
þ 2aixj Re %ujDu  2bixj Rejuj2u %uj: ð2:9Þ
Terms in (2.9) are evaluated separately as follows:
2aixj Re %ujDu ¼ 2aixj Re
X
m















ð@jðxjjumj2Þ  ð@jxjÞjumj2Þ ð2:10Þ
and
2bixj Rejuj2u %uj ¼ 12 bixj@jjuj4 ¼ 12 bi@jðxjjuj4Þ þ 12 bið@jxjÞjuj4: ð2:11Þ
Substituting (2.10) and (2.11) in (2.9) yields
xjðut %uj  %utujÞ ¼ 2aixj Im %ujDu  2bixj Imjuj2u %uj
þ 2aixj Re %ujDu  2bixj Rejuj2u %uj
¼ 2aixj Im %ujDu  2bixj Imjuj2u %uj
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 12 bi@jðxj juj4Þ þ 12 bið@jxjÞjuj4: ð2:12Þ
Integrating (2.12) over O we obtain
Z
O
xjðut %uj  %utujÞ dx ¼ 2ai Im
Z
O
































































uðx  r %uÞ dx 
Z
@O







Duðr %u  xÞ dx  2bi Im
Z
O













jPj2 dS þ ai
Z
O













H. Gao, C. Bu / J. Differential Equations 198 (2004) 176–195 181
This completes the proof of (2.6). To establish a bound for u in H1 space, we

























 ða þ iaÞ
Z
@O
Zð~n  PÞ %Q dS þ ða þ iaÞ
Z
O




Zu %ut dx ¼  ðb  ibÞ
Z
O
Zjuj4 dx þ ða  iaÞ
Z
@O
Zð~n  %PÞQ dS
 ða  iaÞ
Z
O
ððrZ  r %uÞu þ Zjruj2Þ dx: ð2:16Þ
Replace
R




uðx  r %uÞ dx 
Z
@O




þ ða  iaÞ
Z
@O
Zð~n  %PÞQ dS  ða  iaÞ
Z
O




Duðr %u  xÞ dx  2bi Im
Z
O
































ðajPj2  2aj~n  Pj2 þ 1
2


















Zjuj4 dx þ ða  iaÞ
Z
O
ððrZ  r %uÞu





ðxjÞmum %uj dx þ D; ð2:18Þ
where
D ¼ 2ai Im
Z
O
Duðr %u  xÞ dx  2bi Im
Z
O
ðr %u  xÞjuj2u dx: & ð2:19Þ
3. Local and global solution in H1
Our next goal is to obtain a bound on the integral of j~n  Pj2: Let Q˜ðx; tÞ be any C4
function on O	 ½0;NÞ with compact support in x such that
ða þ iaÞDQ˜ ¼ Qt  ðb þ ibÞjQj2Q on @O ð3:1Þ
and
Q˜ ¼ Q on @O: ð3:2Þ
In fact, any ﬁnite number of derivatives can be speciﬁed on @O (see Lemma 13.1 in
[14]). At each point we can write
jPj2 ¼ j~n  Pj2 þ jA  Pj2 ¼ j~n  Pj2 þ jA  rQ˜j2; ð3:3Þ
where A  P denotes the tangential component of P; and
ajPj2  2aj~n  Pj2 ¼ aj~n  Pj2 þ ajA  rQ˜j2: ð3:4Þ
Assume that aa0: Substituting (3.4) into (2.18), integrating over ½0; t and using



















































jrujjuj3 dx dt; ð3:6Þ
where c1 and cˆ depend on a; b; a; b; t; h and Q: Combining (3.5) and (3.6), using









ðjjujj2 þ jjrujj2 þ jjujj44 þ ajjDujj2 þ bjjujj66Þ dt: ð3:7Þ









j and aa0 and a; b40; then u
is bounded in H1-L4 for any positive time.






jruj2 dx ¼  a
b
jjDujj2





























where d is a positive constant.












EdðuðtÞÞpCEdðuðtÞÞ  mðjjDujj2 þ jjujj66Þ
(see [29, pp. 203–205] for details). It is not difﬁcult to use the same method in
our situation when additional boundary data is involved. After we integrate
(3.8) and (3.9) by parts, we obtain the following estimate under the same
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EdðuðtÞÞpCEdðuðtÞÞ  mðjjDujj2 þ jjujj66Þ þ C
Z
@O
j~n  PjðjQj3 þ jQtjÞ dS ð3:11Þ




pCðjjujj2 þ EdðuðtÞÞÞ  mðjjDujj2 þ jjujj66Þ þ C
Z
@O
j~n  Pj dS: ð3:12Þ
Integrate (3.12) in t and using Cauchy inequality, we have
jjujj2 þ jjrujj2 þ jjujj44
pjjuð0Þjj2 þ Edðuð0ÞÞ þ C
Z t
0









j~n  Pj2 dS dt: ð3:13Þ
Substituting (3.7) into (3.13), choosing e small enough such that cˆeo1; c˜epm1; we get
jjujj2 þ jjrujj2 þ jjujj44pC
Z t
0
ðjjujj2 þ jjrujj2 þ jjujj44Þ dtþ C: ð3:14Þ
By Gronwall’s inequality,
jjujj2 þ jjrujj2 þ jjujj44pCðTÞ; 8tA½0;T  ð3:15Þ
for any given T40: This completes the proof of the lemma. &









j is more general and includes cases
such as abX0; jb
b
jp ﬃﬃﬃ3p ; ja
a
jp ﬃﬃﬃ3p y : And in fact, the condition aa0 can be removed
by homogenizing the boundary if we are only concerned with well-posedness of
GLE. The primary reason why we still use aa0 is based on considering the inviscid
limit of GLE to NLS and obtaining boundary regularity estimate (3.7) for the
uniform H1-norm estimate with respect to a; b:
Regarding the local existence of (1.7)–(1.9), we ﬁrst use (3.1) and (3.2)
homogenizing the boundary condition. That is we let v ¼ u  Q˜; we have
vt ¼ ða þ iaÞDv þ f ðv; Q˜Þ; ð3:16Þ
here f ðvÞ ¼ ðb þ ibÞjv þ Q˜j2ðv þ Q˜Þ  Q˜t þ ða þ iaÞDQ˜: Since f ðÞ : H10-L4-
H10-L4 is local Lipschitz continuous, so by the results of [24,32], we have
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Theorem 3.3. If hAH1-L4ðOÞ; a40; QAC3ð@O	 ðN;NÞ;Qð; 0Þ ¼ h (compat-
ibility condition), then (1.7)–(1.9) has an unique solution in
uACð½0;TÞ;H1-L4Þ-L2ð½0;TÞ;H2-L6Þ; for some T40;
uð; tÞ  Qð; tÞAH10 ; for a:e: tA½0;TÞ:
Combining Lemma 3.1 and Theorem 3.3, we have
Theorem 3.4. Under the condition of Lemma 3.1, the solution given in Theorem 3.2
exists globally.
4. NLS limit
In this section we consider the inviscid limit of the GLE equation (1.1)
(or (1.7)) equipped with inhomogeneous Dirichlet type of boundary condition. We
note that if a ¼ b ¼ 0 in (1.1) formally, then u with a ¼ 1; b ¼ g=2 satisﬁes
Eq. (1.3). In this section we assume that a and b are negative constants because
results for the NLS with inhomogeneous boundary condition when go0
are unavailable. The key in this section is to obtain the H1-L4-estimate uniformly











¼ aajjDujj2 þ bbjjujj66  aRe
Z
@O
ð~n  PÞ %Qt dS
 ðab þ baÞRe
Z
O


















ð~n  PÞjQj2 %Q dS:




Dujuj2 %u dxp ðab þ baÞRe
Z
@O
j~n  PjjQj3 dS: ð4:2Þ
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paajjDujj2 þ bbjjujj66  aRe
Z
@O
ð~n  PÞ %Qt dS
 ðab þ baÞRe
Z
@O
j~n  PjjQj3 dS: ð4:3Þ












paajjDujj2 þ bbjjujj66 þ Reða  iaÞ
Z
@O




ð~n  PÞ %Qt dS  ðab þ baÞRe
Z
@O
j~n  PjjQj3 d
paajjDujj2 þ bbjjujj66 þ C
Z
@O
j~n  Pj dS: ð4:4Þ
Integrating (4.4) in t and using the Cauchy inequality, we have









j~n  Pj2 dS dtþ C: ð4:5Þ
Substituting (3.7) into (4.5), we get








ðjjujj2 þ jjrujj2 þ jjujj44 þ ajjDujj2 þ bjjujj66Þ dt:
Choosing e1 small enough such that e1c˜pminfa;bg and e1cˆo1; we obtain
jjujj2 þ jjrujj2 þ jjujj44pC þ C
Z t
0
ðjjujj2 þ jjrujj2 þ jjujj44Þ dt: ð4:6Þ
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Here the constant C depends only on T ; a0; a and b: By the Gronwall inequality,
we have
jjujj2 þ jjrujj2 þ jjujj44pCðTÞ: ð4:7Þ
Therefore, we have following lemma.
Lemma 4.1. Assume that a; bpa0; a; bo0: Then, for any solution given in Theorem 3.3
we have jjujj2 þ jjrujj2 þ jjujj44pCðTÞ; where CðTÞ is independent of a and b:
In addition, let g ¼ ða; bÞ: Similar to the discussion in [4], we obtain the following
theorem.
Theorem 4.2. Under the condition of Lemma 4.1. Then there exists a subsequence of ug
(not relabelled) of (1.7)–(1.9) such that as g-0; ug converges to the solutions of the
following inhomogeneous boundary value problem for the nonlinear Schro¨dinger
equation:
ut ¼ iaDu  ibjuj2u; ð4:8Þ
uðx; 0Þ ¼ hðxÞ for xAO; ð4:9Þ
uðx; tÞ ¼ Qðx; tÞ on @O: ð4:10Þ
The convergence is strong in the space LNð0;T ; LrlocðOÞ; where ro 2nn2 (n is the space
dimension), and weak in the spaces LNð0;T ; H1ðOÞ-L4ðOÞÞ:
Remark 4.3. In fact, Theorem 4.2 is held for the nonlinear term jujp1u with p41:
So, Theorem 4.2 is just another proof of the result of [35].
5. A uniform bounded in H2ðXÞ and optimal convergence rates
In this section we derive a uniform estimate in H2 for the solution u of (1.7)–(1.9)
for space dimensions np3: When n ¼ 1 or n ¼ 2 with additional assumptions on O;
we obtain a global H2-estimate. When n ¼ 2; 3 with general domain O; we obtain the
local in time H2-estimate. Our result for n ¼ 2 improve the results of [4] with sp1:
Lemma 5.1. Assume that conditions of Theorem 3.3 are satisfied. Let hAH2ðOÞ and
Qtðx; 0Þ ¼ ða þ iaÞDhðxÞ  ðb þ ibÞjhj2hðxA@OÞ: Then there exists constants C1ðTÞ
and C2ðTÞ only depending on the data and T (not on a; b) such that
jj@xxujjpC1ðTÞ; for all 0ptpToN ðn ¼ 1Þ: ð5:1Þ
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If OCR2 is a bounded domain or an unbounded domain with Poincare inequality for
functions in H10 ðOÞ; then
jjDujjpC2ðTÞ; for all 0ptpToN ðn ¼ 2Þ: ð5:2Þ
Otherwise, there exists constant C3ðtÞ; 0ptoT; only depend on the data, but not on
a; b such that
jjDujjpC3ðtÞ; for all 0ptoT ðn ¼ 2; 3Þ; ð5:3Þ
here the constant C3ðtÞ satisfies limt-T C3ðtÞ ¼ þN:
Proof. To overcome the difﬁculty of integrating by parts, we consider (3.16), that is
vt ¼ ða þ iaÞDv þ f1ðv; Q˜Þ þ f2ðQ˜Þ; ð5:4Þ
where f1 þ f2 ¼ f and f1ðv; Q˜Þ ¼ ðb þ ibÞjv þ Q˜j2ðv þ Q˜Þ; f2ðQ˜Þ ¼ Q˜t þ ða þ
iaÞDQ˜: By the choice of Q˜; we have v ¼ Dv ¼ 0 on @O: Take the Laplacian of
Eq. (5.4) to obtain
Dvt ¼ ða þ iaÞD2v þ Df1ðv; Q˜Þ þ Df2ðQ˜Þ: ð5:5Þ
Since we can use same method as [4] to obtain inequalities (5.1) and (5.3), we omit
the details here and only write the proof for (5.2). We ﬁrst multiply (5.5) by D%v then
take the real part. Afterwards, we integrate it over O and use boundary (5.5). By
discussion similar to [4], we have
d
dt
jjDvjj2pK1 þ K2jjDvjj2 þ K3jjvjj2LN jjDvjj2; ð5:6Þ
here K1 depends only on jjQ˜jjC4 ; jjujjH1 and K2;K3 depend only on jjQ˜jjC2 ; jjujjH1 and
K1;K2; K3 (not a; b).
In case of n ¼ 2; we could use Brezis–Gallout inequality [6]
jjwjjLNpB1jjwjjH1ð1þ ðln ð1þ B2jjwjjH2ÞÞ
1
2Þ; for wAH2ðOÞ; OCR2: ð5:7Þ
By (5.7) and the assumption for O; we know that jjDvjj is equivalent to jjvjjH2 :
Noticing (5.7) and letting yðtÞ ¼ 1þ jjDvjj2; we rewrite (5.6) as follows
d
dt
ð1þ yðtÞÞpK4ð1þ yðtÞÞ þ K5 lnð1þ yðtÞÞð1þ yðtÞÞ; ð5:8Þ
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; for 0ptpToN ð5:9Þ
and the proof of Lemma 5.1 is completed. &
Remark 5.2. If we only consider the Cauchy problem, the periodic boundary or zero
boundary value problem, the assumption on OCR2 is unnecessary since
d
dt
jjujj2H1pC þ Cjjujj2H1 ð5:10Þ
is true in those cases. But if the boundary condition is inhomogeneous, (5.10) is not
available directly. The H1-estimate (uniformly in a; b) is obtained by the boundary
regularity estimate ((3.7)) due to the dispersion (aa0).
The following theorem is obtained by Lemma 5.1 and the arguments of [4].
Theorem 5.3. First, under the condition of Theorem 3.3, assume that hAH1;
QAC3ð@O	 ½0;NÞÞ and jug0  u0jL2 ¼ Oð
ﬃﬃﬃ
a
p Þ þ Oð ﬃﬃﬃbp Þ as a; b-0: Then for the
solution given in Theorem 3.3 and n ¼ 1; we have
jjug  ujjL2 ¼ Oð
ﬃﬃﬃ
a




Þ as a; b-0:
Here ug is the solution of GLE with initial data ug0 and u is the solution NLS with
initial data u0: Second, under the condition of Theorem 3.3, assume that 1pnp3
and ug0; u0AH2ðOÞ: Then, if jjug0  u0jjL2 ¼ OðaÞ þ OðbÞ as a; b-0; there
exists a constant T40 depending on the data but not on a; b such that for
all 0ptoT;
jjug  ujjL2 ¼ OðaÞ þ OðbÞ as a; b-0:
Moreover, we can take T ¼ T for every 0oToN if n ¼ 1 and 2 with O is
bounded domain or the unbounded domain with Poincare inequality holds for function
in H10 ðOÞ:
6. Numerical results
It is well-known that for the following NLS
iut  Du þ f ðuÞ ¼ 0; ð6:1Þ
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where f ðuÞ ¼ gðjuj2Þu; f ð0Þ ¼ 0;G0 ¼ g;FðuÞ ¼ 1
2
Gðjuj2Þ; one has the blow-up





), if EðhÞo0 then no smooth solution of the NLS can exist for all time

















j does not hold. We tried numerical simulation in two-dimensional case,
using a software named PDE2D. This is a widely used tool and has been shown fairly
effective in dealing with nonlinear boundary value problems for two-dimensional
equations. PDE2D is a general-purpose two-dimensional time-dependent partial
differential equation solver [33], using a ﬁnite element program. The main program is
complied by a LF90 FORTRAN compiler. We attempted to solve the GLE using
PDE2D (version 6.0) when n ¼ 2; a ¼ b ¼ 1; a ¼ b ¼ e ¼ 0:1 and 0.01. The
correspondance equation is
ut ¼ ðe iÞðuxx þ uyyÞ  ðeþ iÞjuj2u: ð6:3Þ
If u ¼ U þ iV then the above equation becomes
Ut ¼ eðUxx þ UyyÞ þ ðVxx þ VyyÞ  ðU2 þ V2ÞðeU  VÞ; ð6:4Þ
Vt ¼ ðUxx þ UyyÞ þ eðVxx þ VyyÞ  ðU2 þ V2ÞðU þ eVÞ ð6:5Þ
which are used for PDE2D numerical calculation. It is easy to verify that the
equation does not satisfy the necessary conditions for global existence stated in
Lemma 3.1 when ep0:1:
Numerical outputs for the norm of ru; produced by the band method
(NSTEPS ¼ 200; T ¼ 10; u0ðx; yÞ ¼ x þ iy; dimensions of work arrays:
IRWRK8Z ¼ 236188; IIWK8Z ¼ 2200) are given in Tables 1 and 2. We note that
there are several methods in the PDE2D program (we used the band method here).
But applying different methods only alters the numerical output of the solution
slightly.
Apparently, these numbers suggest that the H1 estimates are fairly large when T is
steadily increasing to 100. However, the estimates in both cases e ¼ 0:1 and 0:01 are
quite similar. We note that the solution to the Cauchy problem of its NLS limit
would blow up (p ¼ 1þ 4
n
¼ 3; n ¼ 2 and EðhÞo0). It is certainly natural that the
solution to the Dirichlet inhomogeneous boundary value problem for the NLS limit
would blow up as well. In fact, our conjecture is that in case of bad sign for the
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nonlinear term of the NLS, a necessary condition for global existence for the NLS
with Dirichlet inhomogeneous boundary data is po1þ 4




Numerical values of jjujj2 when e ¼ 0:1: Integral estimates (1) and (2) denote H1 norm and L2 norm,
respectively
T ¼ 0:000000Eþ 00
Integral 1 estimate ¼ 0:000000000000000
Integral 2 estimate ¼ 20:0000000000000
T ¼ 1:000000Eþ 01
Integral 1 estimate ¼ 76466:4800557583
Integral 2 estimate ¼ 269:844421567470
T ¼ 2:000000Eþ 01
Integral 1 estimate ¼ 1066727:65946210
Integral 2 estimate ¼ 490:404906301298
T ¼ 3:000000Eþ 01
Integral 1 estimate ¼ 5255622:16659951
Integral 2 estimate ¼ 723:544277811210
T ¼ 4:000000Eþ 01
Integral 1 estimate ¼ 16430716:7594944
Integral 2 estimate ¼ 995:438278369389
T ¼ 5:000000Eþ 01
Integral 1 estimate ¼ 39884245:8019827
Integral 2 estimate ¼ 1280:62184738194
T ¼ 6:000000Eþ 01
Integral 1 estimate ¼ 82409110:3850980
Integral 2 estimate ¼ 1582:37979282900
T ¼ 7:000000Eþ 01
Integral 1 estimate ¼ 152310285:762066
Integral 2 estimate ¼ 1890:00658885630
T ¼ 8:000000Eþ 01
Integral 1 estimate ¼ 259393459:958999
Integral 2 estimate ¼ 2219:62510233929
T ¼ 9:000000Eþ 01
Integral 1 estimate ¼ 414978213:580513
Integral 2 estimate ¼ 2572:53721272666
T ¼ 1:000000Eþ 02
Integral 1 estimate ¼ 631880795:035126
Integral 2 estimate ¼ 2936:69539055112
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