Counting the number of distinct items in a dataset is a well known computational problem with numerous applications. Sometimes, exact counting is infeasible, and one must use some approximation method. One approach to approximation is to estimate the number of distinct items from a random sample. This approach is useful, for example, when the dataset is too big, or when only a sample is available, but not the entire data. Moreover, it can considerably speed up the computation. In statistics, this problem is known as the Unseen Species Problem. In this paper, we propose an estimation method for this problem, which is especially suitable for cases where the sample is much smaller than the entire set, and the number of repetitions of each item is relatively small. Our method is simple in comparison to known methods, and gives good enough estimates to make it useful in certain real life datasets that arise in data mining scenarios. We demonstrate our method on real data where the task at hand is to estimate the number of duplicate URLs.
INTRODUCTION
Suppose we are given a stream of items, not necessarily distinct, and want to count how many distinct items are there. A naive solution would be to keep in memory one instance of each distinct item. This solution, although giving an exact count, has the disadvantage of a very high memory cost, potentially proportional to the data size. If the number of items is too big to fit in memory, one would need to use some approximation method. There are various bounded memory algorithms that offer a tradeoff between memory usage and approximation accuracy (see, for example, [5] ).
Another approach is to take a sample of the data, and use it to estimate the total number of distinct items. This approach is useful in situations where only a sample is available, but the entire data is not. For example, in biology, when trying to estimate the number Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. CIKM '19, November 3-7, 2019, Beijing, China © 2019 Association for Computing Machinery. ACM ISBN 978-1-4503-6976-3/19/11. . . $15.00 https://doi.org/10.1145/3357384.3358084 of animal species living in some environment from a sample of captured animals. In our case, we were working with a system in which the sample is a fundamental component, and the full data is much more expensive to use. Another advantage of sampling is the considerable speedup of the computation in comparison to traversal on all the data.
This problem is known in statistics as the Unseen Species Problem. In this context, the term "unseen species" refers to items that don't appear in the sample. In its general formulation, the total population, the number of species, and the population of each individual species are not necessarily bounded, and then, the sampling is assumed to be a Poisson process over a given time period. It is then asked, how many new species would be discovered should we take another sample over another time period, which is t times the length of the original one, for some given parameter t > 0. We study a more restricted variant, where the total population size is known in advance, and the sampling is done by drawing the items independently at random with equal probability.
The study of the unseen species problem goes back to Fisher et. al. [3] , and has continued with numerous further works, [2, 4, 6] to mention a few. For the case of t = 1, that is, how many new species would be seen if we take another sample over the same time period, the following is an unbiased estimator [2, 4] :
wheren 0 is the estimated number of unseen species, and n x for x = 1, 2, . . . is the number of species that appear x times in the sample. More generally, for t ≤ 1, we can estimate the number of unseen species as follows:
However, for t > 1, the sum diverges and produces too large (more than the data size) or too small (negative) values, which makes this formula useless. Efron and Thisted [2] derived a family of estimators that converge for t > 1 in some cases. These are estimators of the form:n 0 = ∞ y=0 ξ y u y where u = t/(t + 1) < 1, or sometimes, u = 2t/(t + 1) < 2, and the ξ y coefficients are different combinations of the n x -s. Orlitsky et al. [6] constructed a family of estimators, which are good for up to t proportional to log n, where n is the sample size, and also proved that this is the best possible upper bound on t, meaning that for larger t, no estimator with low error exists.
In recent years there have been studies on generalizations of this problem, where the aim is to estimate general aggregations of the data, such as SUM, AVG, MIN, MAX etc., from a sample with replacement [1] . In this context, the unseen species problem can be thought of as estimating the COUNT aggregate.
Our estimator is designed for certain special cases where t ≫ log n, and the data usually consists of small classes, each with only a few items. It is downwards biased, but close enough to the true value to make it practical for our needs. It is simpler than the above mentioned estimators, in the sense that it doesn't require to compute a full histogram (n 1 , n 2 , . . .) of the sample, but only the average number of repetitions per item. We demonstrate the performance of our estimator by experiments and show results on real-life data.
THE SETTING
We consider a finite set U of items partitioned into N classes
. . , N be the number of items in each class. We sample each element of U independently at random, and denote the sample set by S. Let p denote the sampling probability, i.e., the probability of any particular element u ∈ U to be in S. Let x i = |S ∩ C i | denote the number of elements from class i in S. The x i -s follow the binomial distribution, i.e., we have
Let n x denote the number of i-indices for which x i = x, i.e., the number of classes that appear x times in the sample. There are n 0 x i -s that are equal to 0. Let M = x >0 n x denote the number of classes in the sample, i.e., the number of nonzero x i values, and let y 1 , . . . , y M denote these values.
Statement of the problem: Given:
• |U | -the size of the ground set,
• p -the sampling probability, and • y 1 , . . . , y M -the observed number of items from each class in the sample, Estimate:
• n 0 -the number of classes that don't appear in S.
• N -the total number of classes in U .
Note that an estimate on any of the above quantities immediately gives an estimate on the remaining ones. For example, suppose we have estimated N , and let's denote the estimate byN . Then the number of unobserved classes is estimated asn 0 =N − M, and the average class size is estimated as |U |/N . In this work, we focus on estimating the total number of classes N , and the average class size.
THE ESTIMATION METHOD
Let I ∼ U (N ) be a random index from 1 to N distributed uniformly. Let W = w I be a random variable resulting from choosing one of the w i -s uniformly at random. We have
We shall estimate E[W ], and since |U | is known, it will give us an estimate of N , and of n 0 = N − M. Let X = x I . We have
Next, let J ∼ U (M) be a random index from 1 to M, and let Y = y J be a randomly chosen y j . Y represents the nonzero values of X . That is, Y has the same distribution as the conditional distribution of X given that X > 0. Let q denote the probabilty that X = 0.
We write E[X ] in two ways. On one hand, we have
On the other hand, we have
From both equations together, we get E[W ] in terms of E[Y ] and q:
is readily estimated by taking the average of the observed y j -s,
It remains to estimate q. For any given i, we have Pr[
By Jensen's inequality, we have
Taking logarithm from both sides and substituting using (1), we get
For given p and E[Y ] values, this inequality holds for q values in the range q * ≤ q ≤ 1, where q * is the seconds solution, other than 1, of the equation 
(2) Estimate q by solving the equation for the second solution except 1: 
USE CASES
First, we note that inequality (2) holds as equality when all the classes are of the same size and W is constant. In that case, the estimator is unbiased. More generally, the closer W is to a constant, the better is the estimator. We demonstrate this property by trying our estimator on different distributions with the same population size of N = 50000000, same mean class size E[W ] = 5, and same sampling probability p = 0.005, but with gradually increasing standard deviation. The results of this experiment are shown in Table 1 .
One can see that for standard deviation 0, the estimate is quite accurate, and as the standard deviation increases, the estimate becomes worse. In general, our estimator seems to be useful in situations where the data has relatively low variance. In such cases, the estimator will not be too biased, and could give good enough rough estimates of the true number of unseen species and average class size. One such case is when W takes only small integer values, which is the case for which we developed this estimator in the first place. We give a usage example on real data of this kind in Section 6.
CONFIDENCE INTERVALS
In general, our estimator is upwards biased. However, there is one important case where it is downwards biased. This happens when the different classes are relatively small, and the sampling probability is very low. In that case, there is a good chance that each class will either be missing from the sample, or appear in the sample only once, since the probability of a class to appear twice or more is very low.
In the notation of Section 3, we are dealing with the case that W takes only small integer values, up to some constant bound C, and the sample comes out such that X takes only the values 0 or 1, hence, Y = 1 identically. Then we have E[Y ] = 1, and then equation (3) solves toq = 1 − p, and then E[W ] = 1. This is also the maximum likelihood estimate, because given that Y = 1 identically, the likelihood of the case W = 1 identically, is 1. To get a certain level of confidence, we would like to derive a value for E[W ] whose likelihood is below some predetermined threshold ε. The probability for a given class of size W to appear in the sample no more than once is
Thus, the probability that all X values are either 0 or 1, which we denote by L, is
We would like to find for which values of W , L < ε, or alternatively, ln L < ln ε.
By convexity of ln(·), for a fixed E[W ], the above sum is maximized when W is constant. Since W takes integer values, it can not, in general, be identically equal to E[W ], which usually is not an integer. The closest to a constant is when W takes only two successive integer values, which we denote by w and w +1, where w = ⌊E[W ]⌋. Given the number of classes N , the value of w that maximizes the likelihood is thus w = ⌊|U |/N ⌋. There would be K = |U | − wN classes of size w + 1 and J = N − K classes of size w. This gives us an upper bound on the log-likelihood: ln L ≤ ln(1 − p)(|U | − N ) + J ln(1 + p(w − 1)) + K ln(1 + pw).
Since |U | and p are constants, and w, J , and K depend only on N , it follows that the right hand side of the inequality depends only on N . By choosing the largest N for which this expression is less than ln ε, we get an upper bound estimate on E[W ] with confidence level 1 − ε.
Summarizing the above discussion, our confidence level estimation method proceeds as follows.
(1) Given parameters: population size |U |, sampling probability p, confidence parameter ε, and sample came out such that E[Y ] = 1. We have ℓ(|U |) = 0, ℓ(1) = ln(1−p)(|U |−1)+ln(1+p(|U |−1)), and ℓ(·) is ascending in N . 
CASE STUDY: ESTIMATING DUPLICATE URLS
In this section, we show an application of the estimator in a project from the author's work. In this project, we were building a QA tool to detect errors and anomalies in the data by sampling. One of the error types that we had to detect was duplicate URLs. The system under test extracts URLs from the emails that arrive at a major email service every day, and each extracted URL is supposed to be unique. The URLs are extracted using extraction rules. These rules work correctly most of the time. Sometimes, however, we get an email that does not quite fit the expected structure for which the rule was designed. In that case, it may happen that the same URL is wrongly extracted twice or more. Detecting which rules produce more duplicates than others is crucial for deciding where to direct debugging efforts. To estimate how many times, on average, a URL is duplicated, we count URL duplications in the sample, and use it to estimate the URL duplications in the entire data. For that, we use the estimator as presented in Section 3, and if necessary, the confidence level estimator from Section 5. Table 2 shows the resulting estimates of the URL duplication rate for different extraction rules, compared to the true duplication rate. Note the extremely low sampling probability of p = 0.006027. This reflects a data-to-sample ratio of about t = 165, whereas for an unbiased estimate, according to the theoretical bounds in [6] , even for the biggest population of about 518M items (in Rule #1), we would need a data-to-sample ratio in the order of t = 20. We also note that to compute the true duplication rate requires going over the entire data, which, in our infrastructure, takes a few hours, while estimating it from the sample takes a few minutes. In Table 3 we estimate on the same data but with a ten times lower sampling probability, p = 0.0006027. With such a small probability, we sometimes get a sample without any duplicate URLs. In that case, we use the method described in Section 5 to upper bound the duplication rate.
Thinking of each distinct URL as a class, the URL duplication data is generally characterized by very small class sizes, very often of size 1. The average class size is then E[W ] = 1 + δ , where δ > 0 is usually quite small. In the sample, the duplication rate is even smaller, and the average class size is even closer to 1. As can be seen in tables 2 and 3, the estimate E[W ] comes out quite close to the actual E[W ]. However, since E[W ] is very close to 1, the important quantity to estimate is actually δ = E[W ] − 1, which represents the amount of redundant URLs. One can see that even though the estimate is greater than the actual value, the estimate-to-actual ratio usually comes out within roughly the same order of magnitude, except for some cases from Table 3 , where the sampling probability is very low. This would represent the limits of our method, where the sampling probability becomes too low relative to the population size to give useful results.
CONCLUSION
We have presented an unseen species estimator, which is relatively simple, and showed that it gives good enough results to be practical in certain cases where the classes are small or when the variance in class sizes is small. The estimate is based only on the average class size in the sample, whereas other methods require a full histogram of the sample class sizes. We believe that the estimator can be improved somewhat by adding the sample variance into the calculation. Table 3 : Estimation of duplicate URLs over the same data as Table 2 , but with ten times smaller sampling probability, p = 6.027E-4. Estimates for samples where EY − 1 = 0 was done using the confidence intervals estimation of Section 5 with ε = 0.05, and confidence level 1 − ε = 0.95. 
