Abstract. We derive a normally ordered disentanglement or splitting formula for exponentials of the infinite-dimensional Schrödinger Lie algebra generators. As an application we compute the vacuum characteristic function of a quantum random variable defined as a self-adjoint finite sum of Fock space operators, satisfying the multi-dimensional Schrödinger Lie algebra commutation relations.
Introduction
The * -Lie algebra sl(2, C) is a building block of the Virasoro algebra, which is generated by a countable set of copies of sl(2, C) with non-trivial commutation relations among them (see [3] ). At the moment a family of Fock type unitary representations of the Virasoro algebra is known. They are built on a countable tensor product of copies of the usual 1-mode Boson Fock space where the elements of the Virasoro algebra are represented as infinite quadratic expressions of usual Boson creation and annihilation operators. Approximating these infinite quadratic expressions by finite sums naturally leads to the study of quadratic expressions in the (first order) Boson creation and annihilation operators. It is known that these quadratic expressions are a * -Lie algebra, in fact this is the algebra of derivations on the Heisenberg * -Lie algebra described in section 2 below. The structure of this algebra, that in the physics literature is known under the name of multidimensional Schrödinger algebra, will be briefly recalled in section 2 below. Thus the Virasoro algebra can be realized as a * -Lie sub-algebra of an ∞-dimensional version of the Schrödinger algebra.
In a series of papers [2] , [3] , we have studied the problem of determining the vacuum distributions of the Virasoro algebra and, using a finite dimensional truncated version of the boson representation of this algebra, we have computed the vacuum characteristic functions of the Virasoro fields in some very special cases [3] . In these cases we find a product of Gamma functions, but the product is nonhomogenous. Moreover, even for these simple fields, the limit as N → +∞ of these characteristic functions does not exist. From the above discussion it follows that to realize the program of determining the vacuum distributions of the Virasoro fields, one has to study exponentials of the skew-adjoint elements of Schrod(d), which can be interpreted as exponentials of quadratic forms in the first order Boson creators and annihilators.
The study of vacuum expectations of exponentials of quadratic expressions in the boson Fock operators ⟨e i·Quadratic form of (a † i aj ) ⟩ (1.1) has a long history starting from Friedrichs [9] (see also [5] ), who first found a disentanglement formula that allows to deduce an explicit form for them. The operators in the exponent of the left hand side of (1.1) are skew-Hermitian elements of the homogeneous Schrödinger algebra Schrod(d) discussed in section 2 below and the expectations in (1.1) are the Fourier transforms of the vacuum spectral measures of these operators. The above mentioned papers derive some expressions for these vacuum expectations, however the existing formulas are not explicit and using them it is practically impossible to find the explicit form of these characteristic functions with the exception of a few very special cases. For this reason, since Friedrichs's paper and book [9] several publications have been devoted to this problem, for example [7] . We mention in particular the paper [6] which is an important step towards the problem of determining the canonical forms of quadratic Boson expressions and contains a detailed bibliography on the physics literature on this issue.
In the present paper we develop a brute force attack to the problem in which, rather than to look for explicit formulas which involve implicit quantities we look for explicit equations on explicit quantities, thus reducing the problem to finding explicit solutions of a system of Riccati type equations. We know from the previously mentioned results that a solution of this system always exists and the results of [6] may be interpreted in the sense that sometimes uniqueness may fail. We are convinced that any attempt to find really explicit forms for the characteristic functions (1.1) will end up facing the problem of solving a system of Riccati-type equations. As shown in the following text, the deduction of these equations is not an easy task. The problem of canonical forms now arises also for these equations as a preliminary step towards their solutions and will be considered in a future paper.
Definitions and Notation
In this paper all * -algebras and * -Lie algebras will be on the complex numbers unless stated otherwise. By a set of generators of a Lie algebra we mean a linear basis of it. Throughout this paper we use the notation 
The d-mode

The 1-mode Schrödinger algebra. The 1-mode Schrödinger algebra, or
Schrod (1), is the * -Lie sub-algebra of P(a † , a) generated by
where n, k, N, K ∈ {0, 1, 2} with n + k ≤ 2 and N + K ≤ 2. In the notation (2.1) the generators of Schrod(1) take the form
3)
The commutation relations among the generators of Schrod (1) 
The elements of Schrod(d) consist of all quadratic expressions in the generators a
and the canonical sub-algebra, or Schrod(d) can , generated by
The Disentanglement problem.
In Schrod(d) we consider a finite sum of the form, where summation from 1 to d is understood on repeated indices:
where c n k (i, j) ∈ C and we wish to split the corresponding group element
as a product of normally ordered exponentials, i.e. of the form
In the diagonal sub-algebra Schrod(d) diag we consider a finite sum of the form
where c n k (i) ∈ C and we wish to split the corresponding group element Proof. The proof of (3.4)-(3.7) can be found in [1] . The proof of (3.8) is obtained from (3.1) and of (3.9) from (3.3). The proof of (3.10) is obtained from (3.2) and of (3.11) from (3.10) by taking adjoints and then replacingλ by λ throughout what you find. To prove (3.12) we have
Equation ( with the use of (3.7). Finally, (3.14) is the dual of (3.9) . □
Proof. To prove (3.15) we notice that The proof of (3.17) follows from 
Differentiating with respect to s we find
and by the right-hand side of the formula postulated in the statement of this theorem we have
Applying the differentiation rule
to (3.32) and using (3.31) and Lemma 3.3 we obtain
Comparing (3.33) and (3.30) and equating, for each pair (n, k), the coefficients of the B n k E terms we find that the w n k 's must satisfy the differential equations:
and
We require that the w 
and, by (3.40) and (3.41),
Solving equation ( 
Finally, (3.34) and (3.40) imply
□ Proposition 3.5. The solution of the Riccati initial value problem
where
provided that the coefficients of (3.43) 
, (3.47)
where the formulas for the coefficients α k (i), k = 1, ..., 24, are given in the Appendix.
Proof.
, substituting in (3.43) we find that u(i; s) satisfies the linear first order ODE
we find that
and, after simplifications, we obtain
. 
and then work separately on each copy of the Schrödinger algebra. Such work was done in [1] , but acting on the Fock vacuum vector Φ. The approach followed in the proof of Theorem 3.4 is a good, necessary, preparation for the non-diagonal case presented in the next section. 
and 
51) where
Proof. By Corollary 3.8 and Proposition 3.5, using the fact that
Replacing w 1 1 (is) by (3.46) with is in place of s, we obtain (3.51). □ Remark 3.10. Simplified versions of (3.51), for less general coefficients, can be found in [1] and [4] .
The Disentanglement Formula in the General Non-diagonal Case
We will use the notation
We assume that
Proof. To prove (4.3) we notice that
I̸ =j 
Similarly, to prove (4.4) we notice that By (3.9) with λ = ν(i),
and by (3.11) with λ = ξ(i),
Thus, using the fact that
we obtain and, using (3.9) with λ = ξ(i) we obtain As above, using (3.6) with λ = ξ(i) to commute B 1 1 (i) past the product to its left we obtain
E(s) .
Moreover, for i ̸ = j we have 
E(s) ,
and for i > j we have
Proof. The idea in all cases is to use Lemmas 3. 
from which (4.8) follows after multiplying both sides of the above from the right by
. For (4.9) we use (3.17), (3.18), (3.19 )and (4.6). We have: 
We will compute the three terms appearing on the right hand side of the above 
Similarly, using (3.17), (3.18), (4.6) and (3.19) to commute µ(i)B 
E(s) .
Combining the above three equations we obtain (4.10). For (4.11), we can use 
The terms
are similar. By (3.17), (3.18), (4.6) and (3.19)
Replacing e 
Multiplying both sides by G 
i̸ =j
where, for each i, w 
Proof. As in the proof of Theorem 3.4, let E(s) = e sFN . Then,
we also have that
which by Lemma 4.2 becomes ) · E(s)
ds
Equating coefficients of B 
