Introduction
On a field, a jet-operator is a function whose behavior at sums and products is determined by polynomials, and whose value at 0 and 1 is 0. This is the definition of Alexandru Buium [1] , who shows that on fields of characteristic 0, the only jet-operators are derivations and difference-operators. Piotr Kowalski [3] shows that this remains true in positive characteristic, provided that one generalizes the notion of a derivation.
The present paper is concerned with a uniform and geometric treatment of fields with jet-operators.
Thomas Scanlon [8] provides a way to begin, defining a D-field as a structure (K, e, D), where K is a field, e ∈ K, and D is an endomorphism of the additive group of K satisfying D(x · y) = Dx · y + Dy · x + Dx · Dy · e. If e = 0, then D is a derivation, and (K, D) is a differential field. If e = 0, then e · D is the map x → σx − x for some endomorphism σ of K, so e · D is the difference-operator associated with σ, and (K, σ) is a difference-field. As Scanlon notes, 'this formal connection [between differential and difference-fields] supports the view that differential and difference-algebra are instances of the same theory. ' By piecing together what is known about differential and difference-fields, one can show that the theory of D-fields is companionable. For the moment, let this theory be T , with model-companion T * . (Definitions are reviewed at the end of this section.) Then T * is a mathematically motivated model-complete theory whose completions are, respectively, (0) ω-stable; (1) stable, but not super-stable; and (2) simple, but not stable.
For the model-companion DCF 0 of the theory of differential fields of characteristic 0, geometric axioms are given in [7] . Here, 'geometric' means that the axioms refer to varieties, which for us are just zero-sets of polynomials; varieties can be assumed irreducible when this matters. Say (K, D) is a differential field. If V is a variety over K, then the prolongation τ (V ) is the variety obtained by applying D to the polynomials over K that are 0 on V . If (K, D) |= DCF 0 , then char K = 0, and K is algebraically closed, and every sub-variety of τ (V ) that projects generically onto V contains a K-rational point (a, Da); and these observations characterize DCF 0 .
A derivation on a field of characteristic 0 extends uniquely to the algebraic closure of the field. Because of this, we can streamline the geometric approach of [7] , giving axioms of DCF 0 that refer to varieties alone, and not to their prolongations. These re-formulated axioms can be seen as a special case of the axioms in [6] for DCF m 0 , the model-companion for the theory of fields of characteristic 0 with m commuting derivations. Rather, the new axioms for DCF 0 suggest a neater way to express the axioms for DCF m 0 in general. In the case of positive characteristic p, Carol Wood [10] shows how to come to terms with the fact that a non-trivial differential field cannot be perfect. She then gives axioms for DCF p using Seidenberg's elimination-theory for differential equations (as Abraham Robinson did for DCF 0 ). Geometric axioms for DCF p are a special case in Kowalski's analysis [4] of derivations of powers of Frobenius. These are additive maps δ satisfying
where σ is a power of the Frobenius map x → x p , so that σ
are derivations in the usual sense (albeit not on the same field). In case σ is the identity, Kowalski's axioms correspond to those of [7] ; in particular, they involve prolongations. As in the characteristic-zero case, we shall write geometric axioms for DCF p without reference to prolongations. We can also write the axioms independently of characteristic; the result is the theory DCF of existentially closed differential fields of arbitrary characteristic. Likewise, we shall axiomatize DCF m in general. We can approach the theory of fields with distinguished automorphism σ in the same spirit. This theory has the model-companion ACFA, for which Angus Macintyre [5] and Zoe Chatzidakis and Ehud Hrushovski [2] have published geometric axioms. These axioms inspired the original geometric axioms for DCF 0 . Where the latter axioms refer to τ (V ), the former refer to V × σ(V ). In the present paper, as we re-formulate the axioms for DCF 0 , so too for ACFA. In contrast to the case of a derivation, we cannot avoid applying σ to a variety. Still, we need not form the Cartesian product. (Thus, logically, we can strengthen the axioms for ACFA. The main point is that we can simplify them, at least slightly; the corresponding simplification in the case of derivations is much greater.)
We shall also adjust the definition of D-field so that there are two additional named operators present. There will be a derivation δ and an endomorphism σ, of which, however, at least one is trivial. Then D is δ if this is non-trivial; otherwise D is x → σx − x. We shall be able to axiomatize the existentially closed D-fields without distinguishing the cases in which D can fall.
Finally, in the class of fields with a derivation and an endomorphism that have no required interaction, we can characterize the existentially closed members. This characterization is not first-order; so the theory of fields with a derivation and an endomorphism is not companionable.
The notational conventions of the present paper are as in [6] ; in particular, tuples are bold-face, indices on their entries may be superscripts, and indices start with 0.
Words being defined (perhaps implicitly) are in bold; technical terms being emphasized, but not defined, are slanted; other emphasized words are in the usual italic.
If V is a variety over K, and x is an n-tuple of elements of the functionfield K(V ), then x is the generic point over K of a sub-variety W of affine n-space A n . Also, x can be understood as a rational map from V to A n , and as a dominant rational map onto W . Finally, x determines an embedding f → f (x) : K(W ) → K(V ); the rational map x is separable if K(V ) is separable over the image of K(W )-which image is generated over K by the components of x.
Over a theory T , a model A is existentially closed if A 1 B whenever A ⊆ B and B |= T . (This can be found in [9, § 2] . Here A 1 B means that quantifier-free formulas with parameters from A have solutions in A, provided they have solutions in B; equivalently, all primitive sentences over A that are true in B are true in A.) A structure can be called existentially closed if it is an existentially closed model of its own universal theory (by [9, Theorem 2.4]). If the class of existentially closed models of an ∀∃ theory T is elementary, then the theory of the class is the model-companion of T . All theories in this paper are ∀∃.
Differential fields
If (K, δ) is a differential field, then: (0) the derivation δ extends uniquely to the separable closure of K; (1) if char K = p, and α / ∈ K, although α p ∈ K and δ(α p ) = 0, then δ extends to K(α) after arbitrary choice of the derivative δα;
) after arbitrary choice of the derivatives δα i . These obervations are enough for a characterization of the existentially closed differential fields.
In the terminology of [10] , the differential field (K, δ) is differentially perfect if char K = 0, or else char K = p and every element of ker δ has a p-th root.
is existentially closed just in case it satisfies the following conditions:
(2) For every variety V over K, if there are rational maps
where φ is dominant and separable, then V has a K-rational point P such that δ • φ(P ) = ψ(P ).
Proof. It is clear from the comments just above that existentially closed differential fields meet Conditions (0) and (1). Condition (2) is that if an n-tuple x of elements of K(V ) extends to a separating transcendence-basis of this field over K, and y is an arbitrary n-tuple of elements of
in each case. Under the hypothesis of this condition, V does have a generic point a satisfying the equations ( †). Hence existentially closed differential fields meet Condition (2) as well. Suppose conversely that (K, δ) meets the given conditions. We can write any primitive sentence over (K, δ) as the statement that a system
has a solution, where the (finitely numerous) f and the g i are in the polynomialring K[X 0 , . . . , X r−1 ] for some r, and k r. (That is, in an arbitrary primitive sentence, we can replace each derivative with a new variable, and we can replace inequations with equations, also by introducing new variables; thus we arrive at ( ‡).) Suppose the system ( ‡) has a solution b from an extension of (K, δ); we have to find a K-rational solution. Let V be the variety over K with generic point b. Since K is differentially perfect, and δ extends to K(b), this is a separable extension of K. Now, K(b) need not be separable over
. . , h n−1 (b)) over K, for some rational functions h j over K. By assumption, we can extend δ to K(b) so that δb i = g i (b) when i < k. We may therefore assume that δ maps L into K(b), so that δh j (b) =ĥ j (b) when j < n, for some rational functionsĥ j over K. The latter equations determine the former, since the b i (where i < k) are algebraic over the h j (b). More precisely, if a is a point of V , and if δ extends to K(a) so that δh j (a) =ĥ j (a) in each case, then δa i = g i (a) in each case, so that a is a solution of ( ‡). By Condition (2), with (h 0 , . . . , h n−1 ) as φ, and with (ĥ 0 , . . . ,ĥ n−1 ) as ψ, we can conclude that ( ‡) has a K-rational solution.
The class of existentially closed differential fields is elementary. Indeed, in
for all primes p. For Condition (2) to be first-order, we need only be able to express-uniformly in the parameters-that a finitely generated extension of K(X) is separable. This extension can be given as K(X, Y, a), where
for some polynomial f i over K(X, Y) in each case. We can require f i to be irreducible and check that (f i ) = 0. So the theory of differential fields has a model-companion, DCF, the theory of differentially closed fields of arbitrary characteristic. Now let (K, δ) be an arbitrary differential field. Suppose the variety W over K is the zero-set of the prime ideal I of the ring
, where the δX i are new variables. The zero-set of all such f and δf has been denoted τ (W ), presumably by analogy with the tangent-bundle T (W ); but here I shall just write δ(W ).
Suppose W is separable, with generic point b, so that K(b) is separable over K. Then δ extends to K(b), and for any such extension we have (b, δ(b)) ∈ δ(W ). Hence the rational map
For the sake of the uniform treatment in § 4, recalling the axiomatization of DCF 0 in [7] , we can make the following adjustment: Lemma 1.2. In Theorem 1.1, we can replace Condition (2) with:
(3) For all separable varieties V and W over K, if χ : V → δ(W ) is a rational map such that π 0 • χ is dominant and separable, then V and W contain K-rational points P and Q respectively such that χ(P ) = (Q, δ(Q)).
Proof. Every differential field extends to a differential field (K, δ) satisfying Condition (3). Also, Condition (2) is the special case where W = A n and χ = (φ, ψ). (In this case, V is always separable, since φ is.)
Possibly K(a) is not separable over K(b); but it is separable, once we adjoin certain p-th roots to K(b). That is, there are some (finitely many) rational functions g over K, and there are positive integers n(g), such that K(a) is separable over
We know that δ extends to K(a) (since this is separable over K). What are the (necessary and sufficient) conditions on c under which this extension can be assumed to satisfy δb = c? There are two conditions: that
and that δ(g(b)) = 0 for each g as above, when δb is defined to be c. The latter condition is just that δg(b, c) = 0 for each g. Together then, the two conditions are that (b, c) ∈ δ V (W ), where δ V (W ) is the sub-variety of δ(W ) comprising the zeros of the δg. This condition can be met, so δ V (W ) does project generically onto W . We now have: Lemma 1.3. In Theorem 1.1, we can replace Condition (2) with:
(4) For all separable varieties V and W over K, if χ : V → δ V (W ) is a rational map such that π 0 • χ is dominant, then V and W contain Krational points P and Q respectively such that χ(P ) = (Q, δ(Q)).
Fields with several derivations
In the generalization of Theorem 1.1 to several derivations, the relevant arguments of [6] are valid in any characteristic. Let (K, D 0 , . . . , D m−1 ) be a differential field with m derivations. By definition, this means that the span of the derivations D i is closed under the Lie bracket. Let this span be E, and assume dim E = m. We have the natural derivation d : K → E * given by D(d x) = Dx, and we have all of the related notions developed in [6] .
Let V be a variety over K. Now, A m (K) is a variety over K, and A m and E * are isomorphic as vector-spaces over K. In fact, any vector-space isomorphism from
. So a rational map (over K) from V to E * should be a (partial) map Φ from V (K) to E * that, when composed with an isomorphism from E * to A m (K), induces a K-rational map from V to A m . Such a map Φ can be understood as an element of E * ⊗ K K(V ); by definition then, this will be the space of rational maps from V to E * . In particular, a rational map from V to E * is a certain kind of differential form in Ω 1 K(V )/E . Suppose x is a dominant separable rational map from V to A n . A rational map from V to (E * ) n is an n-tuple of rational maps from V to E * ; let y be such a tuple. So we have forms
. Then by [6] , the following are equivalent: (0) that the differential field (K, E) have an extension in which d x i = y i in each case; and (1) that the subspace d G of Ω
Then the latter condition is that d y/ d x contain no non-trivial rational map from V to A 2 (E). We can now restate (and generalize to arbitrary characteristic) the main theorem of [6] (0) The field K is separably closed, and dim E = m.
(1) If char K = p, and d x = 0 for some x in K, then x has a p-th root in K.
where φ is dominant and separable, then V has a K-rational point P such that d •φ(P ) = ψ(P ), provided that d ψ/ d φ does not contain a non-trivial rational map.
As in [6] , this theorem yields a model-companion for the theory of differential fields with m derivations.
Remark 2.2. Every element of each space Ω
, and any element f of this determines the map
(That this map is well-defined is a consequence of [6, Lemma 4.4] .) Every element θ of Ω p K(V )/E is a K(V )-linear combination of wedge-products of forms d f , so θ can be applied to P in V (K) in the obvious way. In fact, we can allow P to be an arbitrary element of V ; but in general,
Difference-fields
If σ is an endomorphism of the field K, then: (0) σ extends to the algebraic closure of K; (1) σ extends to a field on which it is surjective; (2) if {α 0 , . . . , α d−1 } is algebraically independent over K, then σ extends uniquely to K(α 0 , . . . , α d−1 ) after algebraically independent choices are made for the σα i . As mentioned in § 0, these give us the following, a slight simplification of a known result: Theorem 3.1. The difference-field (K, σ) is existentially closed just in case the following hold:
(0) K is algebraically closed.
(1) σ is surjective.
(2) If V and W are irreducible varieties over K for which there are dominant rational maps
then V has a K-rational point P such that σ • φ(P ) = ψ(P ).
We can prove Theorem 3.1 directly by following the pattern of the proof of Theorem 1.1. Every primitive sentence over a difference-field (K, σ) says that a system
has a solution, where the f and the g i are in K[X 0 , . . . , X r−1 ], and k r. Suppose the system ( §) has a solution b. Let V have generic point b over K, (2) is weakened by the further hypothesis that φ and ψ are the projections from a sub-variety V of W × σ(W ). The weakened condition is still sufficient, since, in the proof, for the system ( §), one may assume that r = 2k, and each g i is X k+i . The same assumption can be made for the system ( ‡) in the proof of Theorem 1.1; then one is led to the axioms in [7] . A similar assumption could be made in the presence of several derivations, but this was not fruitful in the search for Theorem 2.1.
D-fields
Let OF (for 'operator-field') be the theory whose models (K, D, σ) satisfy the following axioms: (0) (K, σ) is a difference-field, and D is an additive endomorphism of K.
(1) ∀x ∀y D(x · y) = Dx · y + Dy · σx.
(2) ∀x ∀y (σx − x) · (Dy − σy + y) = 0.
These axioms say that D is a derivation if σ is trivial, but otherwise D is the difference-operator associated with σ. Let θ be the sentence ∀x σx = x. Then OF has a model-companion, OF * , whose axioms are:
For a more uniform axiomatization of OF * , we introduce to the signature a new unary function-symbol δ, and among the axioms of OF we include also (3) ∀x δx + σx = x + Dx. So δ is D, if this is a derivation; otherwise δ is the trivial derivation. We can now replace Axioms (1) and (2) with: 
We now have dominant rational maps
and there is a projection π 2 : (x, y, z) −→ z : (D, δ)W −→ A n .
Theorem 4.1. The existentially closed models of OF are just those models (K, D, δ, σ) such that the following conditions hold:
(0) D is non-trivial.
(1) K is separably closed.
(2) (K, δ) is differentially perfect. 
Derivations of endomorphisms
In the theory OF, if we remove the connection between δ and σ, then we lose companionability. Let us say that a structure (K, δ, σ) is a differential and difference-field if (K, δ) is a differential field, and (K, σ) is a difference-field. There is a natural generalization of a notion from § 1: A differential and difference-field (K, δ, σ) is differentially perfect if either char K = 0, or else char K = p and K p contains those elements of K that satisfy n∈ω δ(σ n (X)) = 0.
Theorem 5.1. A differential and difference-field (K, δ, σ) is existentially closed just in case the following conditions hold:
(0) K is separably closed.
(1) (K, δ, σ) is differentially perfect.
(2) K is purely inseparable over σ(K).
(3) Suppose V and W are separable varieties over K, and there are rational maps
such that π 0 • χ and ψ are dominant. Then V and W have K-rational points P and Q respectively such that χ(P ) = (Q, δ(Q)) and ψ(P ) = σ(Q).
Proof. Conditions (0), (1) and (3) are all necessary. To establish the necessity of Condition (2), suppose a in K is separable over σ(K). If a is also algebraic over σ(K), then σ −1 (a) is already in K if Condition (0) holds. If a is transcendental over σ(K), then there is a pure-transcendental extension of K in which the equation σX = a has a solution.
For the sufficiency of Condition (3), once the others are satisfied, note that every primitive sentence over (K, δ, σ) can be written as the statement that a system
has a solution. Any solution b determines a separable variety V over K, by Condition (1); likewise, (b i : i < k) determines a separable variety W over K. Then (g i (b) : i < k) is a generic point of σ(W ) over σ(K)-and therefore over K, since this is purely inseparable over σ(K). So Condition (3) gives us a solution in K.
In Theorem 5.1, Conditions (1) and (2) are not-first-order, and in fact the class of existentially closed differential and difference-fields is not elementary. For example, let K be F p (α n : n ∈ ω), where the α n are algebraically independent, and let an endomorphism σ and derivations δ k of K be defined by σα n = α n+1 and δ k α n = 1, if k n; 0, if n < k.
Each structure (K, δ k , σ) has an existentially closed extension (K k , δ k , σ). We have α 0 / ∈K p k , but for each n, for almost all k, we have δ k σ n α 0 = 0. Hence, if (K, δ, σ) is a non-principal ultra-product of these existentially closed structures, then α 0 / ∈K p , although δσ n α 0 = 0 for all n; so the ultra-product is not differentially perfect.
Also, on F p (x), we can define a derivation δ and endomorphisms σ n by requiring δ(x) = 1 and σ n (x) = x p n . Then in any extension (K n , δ n , σ n ) of (F p (x), δ, σ n ), we have that x is not separable over σ(K n ), and
Hence in a non-principal ultraproduct (K, δ, σ) of these extensions, x is transcendental over σ(K), so K is not purely inseparable over σ(K).
The theory OF ∪ {p · 1 = 0 : p prime} is the theory of fields of characteristic zero with a jet-operator; its model-companion is OF * ∪ {p · 1 = 0 : p prime}. There is no corresponding theory in positive characteristic. However, we can look at the structures (K, δ, σ) where (K, σ) is a difference-field, and δ is an additive map such that Equation ( * ) of § 0 is an identity. Then-as noted in [4] -these structures satisfy: ∀x δ(x n+1 ) = (n + 1)(σx) n δx, ∀x ∀y (x · y = 1 → (σx) 2 · δy = −δx).
In particular, when defined on a domain, δ extends uniquely to the quotientfield. The theory of these structures too will not be companionable, since if (K, δ, σ) is existentially closed, then again K will have to be purely inseparable over σ(K), although (in positive characteristic) there will be no bound on the degrees of elements of K over σ(K).
