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FURTHER RESULTS ON THE STRUCTURE OF (CO)ENDS IN
FINITE TENSOR CATEGORIES
KENICHI SHIMIZU
Abstract. Let C be a finite tensor category, and let M be an exact left C-
module category. The action of C on M induces a functor ρ : C → Rex(M),
where Rex(M) is the category of k-linear right exact endofunctors onM. Our
key observation is that ρ has a right adjoint ρra given by the end
ρra(F ) =
∫
M∈M
Hom(M,M) (F ∈ Rex(M)).
As an application, we establish the following results: (1) We give a description
of the composition of the induction functor C∗
M
→ Z(C∗
M
) and Schauenburg’s
equivalence Z(C∗
M
) ≈ Z(C). (2) We introduce the space CF(M) of ‘class
functions’ ofM and initiate the character theory for pivotal module categories.
(3) We introduce a filtration for CF(M) and discuss its relation with some ring-
theoretic notions, such as the Reynolds ideal and its generalizations. (4) We
show that Ext•
C
(1, ρra(idM)) is isomorphic to the Hochschild cohomology of
M. As an application, we show that the modular group acts projectively on
the Hochschild cohomology of a modular tensor category.
1. Introduction
Let C be a finite tensor category. In recent study of finite tensor categories and
their applications, it is important to consider the end A =
∫
X∈C
X ⊗ X∗ and the
coend L =
∫X∈C
X∗ ⊗ X . The end A is a categorical counterpart of the adjoint
representation of a Hopf algebra. By using the end A, we have established the
character theory and the integral theory for finite tensor categories in [Shi17b]
and [Shi17e], respectively. The coend L, which is isomorphic to A∗, plays a central
role in Lyubashenko’s work on ‘non-semisimple’ modular tensor categories [Lyu95a,
Lyu95b, Lyu95c, KL01]. These results are used in recent progress of topological
quantum field theory and conformal field theories [GR16, GR17, FGR17].
Since these objects are defined by the universal property, it is difficult to analyze
its structure. The aim of this paper is to provide a general framework to deal
with such (co)ends. Let M be an indecomposable exact left C-module category in
the sense of [EO04]. We denote by Rex(M) the category of k-linear right exact
endofunctors on M. The action of C on M induces a functor ρ : C → Rex(M)
given by ρ(X)(M) = X ⊗M . Our key observation is that a right adjoint of ρ, say
ρra, is a k-linear faithful exact functor such that
(1.1) ρra(F ) =
∫
M∈M
Hom(M,F (M)) (F ∈ Rex(M)),
where Hom is the internal Hom functor (Theorem 3.4). The end A considered at
the beginning of this paper is just the case whereM = C and F = idC . This result
allows us to discuss interaction between several ends through ρra. As applications,
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we obtain several results on finite tensor categories and their module categories as
summarized below:
(1) Let C∗M be the dual of C with respect toM. We give an explicit description
of the composition of the induction functor C∗M → Z(C
∗
M) and Schauen-
burg’s equivalence Z(C∗M) ≈ Z(C). We note that this kind of method has
been utilized to compute higher Frobenius-Schur indicators [Sch16].
(2) Generalizing [Shi17b], we introduce the space CF(M) of class functions of
M. We also introduce the notion of pivotal module category and develop
the character theory for such a module category. Especially, we show that
the characters of simple objects are linearly independent.
(3) We introduce a filtration CF1(M) ⊂ CF2(M) ⊂ · · · ⊂ CF(M) for the
space of class functions. If M is pivotal, then the first term CF1(M) is
spanned by the characters of simple objects ofM and the second term has
the following expression:
CF2(M) ∼= CF1(M)⊕
⊕
L∈Irr(M)
Ext1M(L,L).
(4) We show that Ext∗C(1, AM) is isomorphic to the Hochschild cohomology of
M, where 1 is the unit object of C and AM = ρra(idM). As an application,
we show that the modular group SL2(Z) acts projectively on the Hochschild
cohomology of a modular tensor category, generalizing [LMSS17].
Organization of this paper. This paper is organized as follows: Section 2 collects
several basic notions and facts on finite abelian categories, finite tensor categories
and their module categories from [ML98, EGNO15, DSS13, DSS14, FSS16].
In Section 3, we study adjoints of the action functor ρ : C → Rex(M) for a finite
tensor category C and a finite left C-module category M. We show that ρ is an
exact functor, and thus has a left adjoint and a right adjoint. It turns out that
a right adjoint ρra of ρ is expressed as in (1.1). Moreover, ρra is k-linear faithful
exact functor if M is indecomposable and exact (Theorem 3.4).
The functor ρra has a natural structure of a monoidal functor and a C-bimodule
functor as a right adjoint of ρ. The structure morphisms of ρra are expressed
in terms of the universal dinatural transformation of ρra as an end (Lemmas 3.7
and 3.8). By using the structure morphisms of ρra, we can ‘lift’ the adjoint pair
(ρ, ρra) to an adjoint pair between the Drinfeld center Z(C) and the category
RexC(M) of k-linear right exact C-module endofunctors on M (Theorem 3.11).
As an application, we give an explicit description of the composition
C∗M := RexC(M)
rev induction−−−−−−−−−→ Z(C∗M)
Schauenburg’s equivalence
−−−−−−−−−−−−−−−−−−−−→ Z(C)
in terms of the structure morphisms of ρra (Theorem 3.14).
In Section 4, we consider an end of the form AS :=
∫
X∈S Hom(X,X) for some
topologizing full subcategory S of M in the sense of Rosenberg [Ros95]. The end
AS has a natural structure of an algebra in C. The main result of this section states
that, ifM is an indecomposable exact left C-module category, then AS is a quotient
algebra of AM and the map{
topologizing full
subcategories of M
}
→
{
quotient algebras
of AM in C
}
, S 7→ AS
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preserves and reflects the order in a certain sense (Theorem 4.6). Another important
result in Section 4 is that, if S is closed under the action of C, then AS lifts to a
commutative algebra AS in Z(C) (Theorem 4.9).
In Section 5, we consider the space CF(M) := HomC(AM,1) of ‘class functions’
of M. As we have seen in [Shi17b], CF(M) is an algebra if M = C. We extend
this result by constructing a map ⋆ : CF(C)×CF(M)→ CF(M) making CF(M) a
left CF(C)-module (Lemma 5.3). We also introduce the notion of pivotal structure
of an exact module category over a pivotal finite tensor category (Definition 5.6)
in terms of the relative Serre functor introduced in [FSS16]. Let C be a pivotal
finite tensor category, and let M be a pivotal exact left C-module category. Then,
for each object M ∈M, the internal character chM(M) is defined in an analogous
way as [Shi17b] (Definition 5.8). Our main result in this section is the following
generalization of [Shi17b]: The linear map
chM : Grk(M)→ CF(M), [M ] 7→ chM(M)
is a well-defined injective map, where Grk(−) = k ⊗Z Gr(−) is the coefficient ex-
tension of the Grothendieck group. Moreover, we have
chM(X ⊗M) = chC(X) ⋆ chM(M)
for all objects X ∈ C and M ∈ M.
In Section 6, we introduce a filtration to the space of class functions. Let C be a
finite tensor category, and let M be an exact left C-module category. There is the
socle filtration M1 ⊂M2 ⊂ · · · of M. By the result of Section 4, we have a series
AM ։ · · · ։ AM2 ։ AM1 of epimorphisms in C. Thus, by applying the functor
HomC(−,1) to this series, we have a filtration
CF1(M) ⊂ CF2(M) ⊂ CF3(M) ⊂ · · · ⊂ CF(M),
where CFn(M) = HomC(AMn ,1). We investigate relations between this filtration
and some ring-theoretic notions, such as the Jacobson radical, the Reynolds ideal
and the space of symmetric linear forms. We see that CF1(M) is spanned by the
characters of simple objects ofM. The second term CF2(M) is expressed in terms
of Ext1M(L,L) for simple objects L ∈ M. For CFn(M) with n ≥ 3, we have no
general results but study some examples.
In Section 7, we discuss the Hochschild (co)homology of finite tensor categories
and their module categories. One can define the Hochschild homology HH•(M)
and the Hochschild cohomology HH•(M) of a finite abelian category M in terms
of the Ext functor in Rex(M). We then show that, if M is an exact C-module
category, then there is an isomorphism
(1.2) HH•(M) ∼= Ext•C(1, AM)
If, in addition, M is pivotal, then there is also an isomorphism
HH•(M) ∼= Ext
•
C(AM,1)
∗.
The isomorphism (1.2) is a generalization of the known fact that the Hochschild
cohomology of a Hopf algebra can be computed by the cohomology of the adjoint
representation. We use (1.2) to extend recent results of [LMSS17].
Acknowledgment. The author is supported by JSPS KAKENHI Grant Number
JP16K17568.
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2. Preliminaries
2.1. Ends and coends. For basic theory on categories, we refer the reader to the
book of Mac Lane [ML98]. Let C and D be categories, and let S and T be functors
from Cop × C to D. A dinatural transformation [ML98, IX] from S to T is a family
ξ = {ξX : S(X,X)→ T (X,X)}X∈C of morphisms in D satisfying
T (idX , f) ◦ ξX ◦ S(f, idX) = T (f, idY ) ◦ ξY ◦ S(idY , f)
for all morphisms f : X → Y in C. An end of S is an object E ∈ D equipped with
a dinatural transformation π : E → S that is universal in a certain sense (here the
object E is regarded as a constant functor from Cop×C to D). Dually, a coend of T
is an object C ∈ D equipped with a ‘universal’ dinatural transformation from T to
C. An end of S and a coend of T are denoted by
∫
X∈C S(X,X) and
∫X∈C
T (X,X),
respectively.
A (co)end does not exist in general. We note the following useful criteria for the
existence of (co)ends. Suppose that C is essentially small. Let C, D and S be as
above. Since the category Set of all sets is complete, the end
S♮(W ) :=
∫
X∈C
HomD(W,S(X,X))
exists for each object W ∈ D. By the parameter theorem for ends [ML98, XI.7],
we extend the assignment W 7→ S♮(W ) to the contravariant functor S♮ : D → Set.
The following lemma is the dual of [Shi17c, Lemma 3.1].
Lemma 2.1. An end of S exists if and only if S♮ is representable.
We also note the following lemma:
Lemma 2.2. Let A, B and V be categories, and let L : A → B, R : B → A and
H : Bop × A → V be functors. Suppose that L is left adjoint to R. Then we have
an isomorphism
(2.1)
∫
V ∈A
H(V, L(V )) ∼=
∫
W∈B
H(R(W ),W ),
meaning that if either one of these ends exists, then both exist and they are canon-
ically isomorphic.
This lemma is the dual of [BV12, Lemma 3.9]. For later use, we recall the
construction of the canonical isomorphism (2.1). Let E and E ′ be the left and the
right hand side of (2.1), respectively, and let
π(V ) : E → H(V, L(V )) and π′(W ) : E ′ → H(R(W ),W )
be the respective universal dinatural transformations. We assume that (L,R) is an
adjoint pair with unit η : idD → RL and counit ε : LR → idC . By the universal
property of E , there is a unique morphism α : E ′ → E in V satisfying
π(V ) ◦ α = H(ηV , idL(V )) ◦ π
′(L(V ))
for all objects V ∈ A. Similarly, by the universal property of E ′, there is a unique
morphism β : E → E ′ satisfying
π′(W ) ◦ β = π(R(W )) ◦H(idR(W ), εW )
for all objects W ∈ B. By the zigzag identities and the dinaturality of π and π′,
one can verify that α and β are mutually inverse.
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2.2. Monoidal categories. A monoidal category [ML98, VII] is a category C
equipped with a functor ⊗ : C × C → C, an object 1 ∈ C and natural isomor-
phisms (X ⊗ Y ) ⊗ Z ∼= X ⊗ (Y ⊗ Z) and 1 ⊗ X ∼= X ∼= X ⊗ 1 (X,Y, Z ∈ C)
satisfying the pentagon and the triangle axiom. If these natural isomorphisms are
identities, then C is said to be strict. By the Mac Lane coherence theorem, we may
assume that every monoidal category is strict.
We fix several conventions on monoidal categories and related notions: Let C
and D be monoidal categories. A monoidal functor [ML98, XI.2] from C to D is a
functor F : C → D equipped with a natural transformation
f
(2)
X,Y : F (X)⊗ F (Y )→ F (X ⊗ Y ) (X,Y ∈ C)
and a morphism f (0) : 1 → F (1) in D satisfying certain axioms. A monoidal
functor F = (F, f (2), f (0)) is said to be strong if the structure morphisms f (2) and
f (0) are invertible.
Let L and R be objects of a monoidal category C, and let ε : L ⊗ R → 1 and
η : 1 → R ⊗ L be morphisms in C. We say that (L, ε, η) is a left dual object of R
and (R, ε, η) is a right dual object of L if the equations
(ε⊗ idL) ◦ (idL ⊗ η) = idL and (idR ⊗ ε) ◦ (η ⊗ idR) = idR
hold. If this is the case, then the morphisms ε and η are called the evaluation and
the coevaluation, respectively.
A monoidal category C is said to be rigid if every object of C has a left dual
object and a right dual object. If C is rigid, then we denote by (X∗, evX , coevX)
the left dual object of X ∈ C. Let Crev denote the category C equipped with the
reversed tensor product X ⊗rev Y = Y ⊗ X . The assignment X 7→ X∗ gives rise
to a strong monoidal functor (−)∗ : Cop → Crev called the left duality functor of C.
The right duality functor ∗(−) of C is also defined by taking the right dual object.
The left and the right duality functor are mutually quasi-inverse to each other.
2.3. Module categories. Let C be a monoidal category. A left C-module category
[EGNO15] is a category M equipped with a functor ⊗ : C ×M → M, called the
action of C, and natural isomorphisms
(2.2) (X ⊗ Y )⊗M ∼= X ⊗ (Y ⊗M) and 1⊗M ∼=M (X,Y ∈ C,M ∈M)
satisfying certain axioms similar to those for monoidal categories. There is an
analogue of the Mac Lane coherence theorem for C-module categories. Thus, with-
out loss of generality, we may assume that the natural isomorphisms (2.2) are the
identity; see [EGNO15, Remark 7.2.4].
Let M and N be left C-module categories. A lax left C-module functor from M
to N is a functor F :M→N equipped with a natural transformation
sX,M : X ⊗ F (M)→ F (X ⊗M) (X ∈ C,M ∈M)
such that the equations
s
1,M = idM and sX⊗Y,M = sX,Y⊗M ◦ (idX ⊗ sY,M )
hold for all objects X,Y ∈ C and M ∈ M. We omit the definition of morphisms of
lax C-module functors; see [DSS13, DSS14].
An oplax left C-module functor fromM to N is, in a word, a lax left Cop-module
functor from Mop to N op; see [DSS14]. Now let L : M → N be a functor with
right adjoint R : N → M, and let η : idM → RL and ε : LR → idN be the unit
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and the counit of the adjunction L ⊣ R. If (L, v) is an oplax left C-module functor,
then R is a lax left C-module functor by the structure morphism defined by
(2.3)
X ⊗R(N)
ηX⊗R(N)
−−−−−−−−−→ RL(X ⊗R(N))
R(vX,R(N))
−−−−−−−−−→ R(X ⊗ LR(N))
R(idX⊗εN )
−−−−−−−−−→ R(X ⊗N)
for X ∈ C and N ∈ N . Conversely, if (R,w) is a lax C-module functor, then L is
an oplax C-module functor by
(2.4)
L(X ⊗M)
L(idX⊗ηM )
−−−−−−−−−→ L(X ⊗RL(M))
L(wX,L(M))
−−−−−−−−−→ LR(X ⊗ L(M))
εX⊗L(M)
−−−−−−−−−→ R(X ⊗N)
for X ∈ C and M ∈M [DSS14, Lemma 2.11].
We say that an (op)lax C-module functor (F, s) is strong if the natural transfor-
mation s is invertible. If C is rigid, then every (op)lax C-module functor is strong
[DSS14, Lemma 2.10] and thus we refer to an (op)lax C-module functor simply as
a C-module functor.
2.4. Closed module categories. Let C be a monoidal category. A left C-module
categoryM is said to be closed if, for all objects M ∈M, the functor
(2.5) C →M, X 7→ X ⊗M
has a right adjoint (cf. the definition of a closed monoidal category). Suppose that
M is closed. For each object M ∈ M, we fix a right adjoint Hom(M,−) of the
functor (2.5). Thus, by definition, there is a natural isomorphism
(2.6) φ : HomM(X ⊗M,N)→ HomC(X,Hom(M,N))
for N ∈ M and X ∈ C. If we denote by
coevX,M : X → Hom(M,X ⊗M) and evM,N : Hom(M,N)⊗M → N
the unit and the counit of the adjunction (−)⊗M ⊣ Hom(M,−), respectively, then
the isomorphism (2.5) is given by
(2.7) φ(f) = Hom(M, f) ◦ coevM,X and φ
−1(g) = evM,N ◦(g ⊗ idM )
for morphisms f : X ⊗M → N in M and g : X → Hom(M,N) in C.
By [ML98, IV.7], one can extend the assignment (M,N) 7→ Hom(M,N) to a
functor from Mop ×M to C in such a way that the isomorphism (2.6) is natural
also in M . We call the functor Hom the internal Hom functor of M. This makes
M a C-enriched category: The composition
(2.8) compM1,M2,M3 : Hom(M2,M3)⊗Hom(M1,M2)→ Hom(M1,M3)
is defined to be the morphism corresponding to
(2.9) ev
(3)
M1,M2,M3
:= evM2,M3 ◦(idHom(M2,M3) ⊗ evM1,M2)
via the isomorphism (2.6) with X = Hom(M2,M3)⊗Hom(M1,M2), M =M1 and
N =M3. The identity on M ∈ M is coev
1,M .
We suppose that C is rigid. Let M ∈ M be an object. Since the functor (2.5) is
a C-module functor, so is its right adjoint Hom(M,−). We denote by
(2.10) aX,M,N : X ⊗Hom(M,N)→ Hom(M,X ⊗N) (X ∈ C, N ∈M)
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the left C-module structure of Hom(M,−). There is also an isomorphism
(2.11) bX,M,N : Hom(X ⊗M,N)→ Hom(M,N)⊗X
∗
induced by the natural isomorphisms
HomC(W,Hom(Y ⊗M,N)) ∼= HomM(W ⊗ Y ⊗M,N)
∼= HomC(W ⊗ Y,Hom(M,N)) ∼= HomC(W,Hom(M,N)⊗ Y
∗)
for W,Y ∈ C and N,M ∈ M. It is convenient to introduce the morphism
(2.12) b♮X,M,N : Hom(X ⊗M,N)⊗X → Hom(M,N)
defined by b♮X,M,N = (idHom(M,N) ⊗ evX) ◦ (bX,M,N ⊗idX). We note that b
♮
X,M,N
is natural in the variables M and N and dinatural in X .
Lemma 2.3. For all objects X,Y ∈ C and M,N ∈ M, we have the equation
(2.13) b
1,M,N = idHom(M,N)
and the following commutative diagrams:
Hom(X ⊗ Y ⊗M,N)
bX,Y⊗M,N
bX⊗Y,M,N
Hom(M,N)⊗ (X ⊗ Y )∗
Hom(Y ⊗M,N)⊗X∗
bY,M,N ⊗idX∗
Hom(M,N)⊗ Y ∗ ⊗X∗
(2.14)
X ⊗Hom(Y ⊗M,N)
idX⊗bY,M,N
aX,Y⊗M,N
X ⊗Hom(M,N)⊗ Y ∗
aX,M,N ⊗idY ∗
Hom(Y ⊗M,X ⊗N)
bY,M,X⊗N
Hom(M,X ⊗N)⊗ Y ∗
(2.15)
The category Mop ×M is a C-bimodule category by the actions given by
(2.16) X ⊗ (M,N) = (Mop, X ⊗N) and (Mop, N)⊗X = (∗X ⊗M,N)
for X ∈ C and M,N ∈M. The above lemma means that the internal Hom functor
of M is a C-bimodule functor from Mop ×M to C with left C-module structure a
and the right C-module structure given by
(b∗Y,M,N)
−1 : Hom(M,N)⊗ Y → Hom(∗Y ⊗M,N) (Y ∈ C,M,N ∈M).
Although the above lemma seems to be well-known, we give its proof in Appen-
dix A for the sake of completeness. We will also give some equations involving the
natural isomorphisms a and b in Appendix A.
In view of this lemma, we define the isomorphism
(2.17) cX,M,N,Y : X ⊗Hom(M,N)⊗ Y
∗ → Hom(Y ⊗M,X ⊗N)
for X,Y ∈ C and M,N ∈M by
(2.18) cX,M,N,Y = b
−1
Y,M,X⊗N ◦(aX,M,N ⊗idY ∗) = aX,Y⊗M,N ◦(idX ⊗ b
−1
Y,M,N).
8 K. SHIMIZU
2.5. Finite abelian categories. Throughout this paper, we work over an alge-
braically closed field k of arbitrary characteristic. Given algebras A and B over k,
we denote by A-mod, mod-B and A-mod-B the category of finite-dimensional left
A-modules, the category of finite-dimensional right B-modules, and the category
of finite-dimensional A-B-bimodules, respectively.
A finite abelian category [EGNO15, Definition 1.8.5] is a k-linear category that is
equivalent to A-mod for some finite-dimensional algebra A over k. For finite abelian
categoriesM and N , we denote by Rex(M,N ) the category of k-linear right exact
functors fromM to N . If A and B are finite-dimensional algebras over k, then the
Eilenberg-Watts theorem gives an equivalence
(2.19) B-mod-A
≈
−−−−−→ Rex(A-mod, B-mod), M 7→M ⊗A (−)
of k-linear categories. Thus Rex(M,N ) is a finite abelian category. The above
equivalence also implies that a k-linear functor F : M → N is right exact if and
only if F has a right adjoint.
A k-linear categoryM is finite abelian if and only if Mop is. Thus, by the dual
argument, we see that a k-linear functor F : M → N is left exact if and only if
F has a left adjoint. We denote by Lex(M,N ) the category of k-linear left exact
functors from M to N . For a k-linear functor F , we denote by F la and F ra a left
and a right adjoint of F , respectively, if it exists.
Let M be an object of M. Then the functor HomM(M,−) :M→ k-mod is left
exact, and thus has a left adjoint. We denote it by (−)⊗kM . By definition, there
is a natural isomorphism
HomM(X ⊗k M,N) ∼= Homk(X,HomN (M,N)) (X ∈ k-mod, N ∈ M).
For two finite abelian categories M and N , we denote by M⊠N their Deligne
tensor product [EGNO15, §1.11]. If M = A-mod and N = B-mod for some finite-
dimensional algebras A and B, then M ⊠ N is identified with (A⊗k B)-mod. In
view of the equivalence (2.19), one has:
Lemma 2.4 ([Shi17d, Lemma 3.3]). The k-linear functor
(2.20) ΦM,N :M
op
⊠N → Rex(M,N ), Mop ⊠N 7→ HomM(−,M)
∗ ⊗k N
is an equivalence. Moreover, the functor
(2.21) Rex(M,N )→Mop ⊠N , F 7→
∫
M∈M
Mop ⊠ F (M)
is a quasi-inverse of (2.20)
The following lemma is proved by utilizing the equivalences (2.20) and (2.21).
Lemma 2.5 ([Shi17a, Lemma 2.5]). Let M and N be finite abelian categories. For
a k-linear right exact functor F :M→N , the following are equivalent:
(1) F is a projective object of the abelian category Rex(M,N ).
(2) F (M) is a projective object of N for all objects M ∈ M and F ra(N) is an
injective object of M for all objects N ∈ N .
For finite abelian categoriesM and N , there is also an equivalence
ΨM,N : Lex(M,N )→M
op
⊠N , F 7→
∫ M∈M
Mop ⊠ F (M)
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[Shi17c, Lemmas 3.2 and 3.3]. Fuchs, Schaumann and Schweigert [FSS16] defined
the Nakayama functor of M by
NM := ΦM,MΨM,M(idM) ∈ Rex(M,M).
For later use, we recall from [FSS16] the following results:
(1) We say that M is Frobenius if the class of injective objects of M coincides
with the class of projective objects ofM (or, equivalently,M≈ A-mod for
some Frobenius algebra A). The Nakayama functor NM is an equivalence
if and only if M is Frobenius.
(2) We say that M is symmetric Frobenius if M≈ A-mod for some symmetric
Frobenius algebra A. The Nakayama functor NM is isomorphic to idM if
and only if M is symmetric Frobenius.
(3) If F :M→N is a k-linear exact functor between finite abelian categories
M and N , then there is an isomorphism NM ◦ F la ∼= F ra ◦NN .
(4) The Nakayama functor of Rex(M,N ) is given by
NRex(M,N )(F ) = NN ◦ F ◦NM (F ∈ Rex(M,N )).
2.6. Finite tensor categories and their modules. A finite tensor category
[EO04] is a rigid monoidal category C such that C is a finite abelian category,
the tensor product of C is k-linear in each variable, and the unit object 1 of C is a
simple object. A finite tensor category is Frobenius. The tensor product of a finite
tensor category is exact in each variable.
Let C be a finite tensor category. A finite left C-module category is a left C-module
category M such that M is a finite abelian category and the action of C on M is
k-linear and right exact in each variable. One can define a finite right C-module
category and a finite C-bimodule category in a similar manner.
Given an algebra A ∈ C (= a monoid in C [ML98]), we denote by CA the category
of right A-modules in C. The category CA is a finite left C-module category in a
natural way. Moreover, every finite left C-module category is equivalent to CA for
some algebra A ∈ C as a C-module category. This implies that the action of C on a
finite C-module category is exact in each variable [DSS14, Corollary 2.26], although
only the right exactness is assumed in our definition.
An exact left C-module category [EO04] is a finite left C-module categoryM such
that P ⊗M is a projective object of M for all projective objects P ∈ C and for all
objects M ∈ M. It is known that exact module categories are Frobenius.
3. Adjoint of the action functor
3.1. The action functor. Let C be a finite tensor category, and let M and N be
two finite left C-module categories. Then Rex(M,N ) is a C-bimodule category by
the left action and the right action given by
(3.1) (X ⊗ F )(M) = X ⊗ F (M) and (F ⊗X)(M) = F (X ⊗M),
respectively, for F ∈ Rex(M,N ), X ∈ C and M ∈ M. The category Mop ⊠ N is
also a C-bimodule category by the left and the right action determined by
X ⊗ (Mop ⊠N) =Mop ⊠ (X ⊗N) and (Mop ⊠N)⊗X = (∗X ⊗M)op ⊠N,
respectively, for M ∈ M, N ∈ N and X ∈ C. It is easy to see that the equivalence
(2.20) is in fact an equivalence of C-bimodule categories. Since Mop⊠N is a finite
C-bimodule category, so is Rex(M,N ).
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Now we define the functor ρM : C → Rex(M) := Rex(M,M) by X 7→ X ⊗ idM
and call ρM the action functor of M. Since the action of C on a finite C-module
category is k-linear and exact in each variable, we have:
Lemma 3.1. The action functor ρM is k-linear and exact.
Thus the action functor ρM has a left adjoint and a right adjoint. The aim of this
section is to study properties of adjoints of ρM. Before doing so, we characterize
some properties of M in terms of ρM.
Lemma 3.2. M is exact if and only if ρM preserves projective objects.
Proof. Suppose that M is an exact C-module category. We fix a projective object
P ∈ C and set F = ρM(P ). By the definition of an exact module category, the
object F (M) = P ⊗M is projective for all M ∈M. Since C andM are Frobenius,
the object F ra(M) ∼= ∗P ⊗M is injective for all M ∈ M. Thus, by Lemma 2.5,
F is a projective object of Rex(M). Hence ρM preserves projective objects. The
converse is easily proved by Lemma 2.5. 
Let A and B be finite abelian categories. A k-linear functor F : A → B is said
to be dominant if every object of B is a subobject of an object of the form F (X),
X ∈ A. Suppose that F is exact and B is Frobenius. Then, as remarked in [EG17,
Lemma 2.3], the functor F is dominant if and only if every object of B is a quotient
of F (X) for some X ∈ A.
Lemma 3.3. An exact left C-module category M is indecomposable if and only if
the action functor ρM is dominant.
Proof. Suppose that there are non-zero C-module full subcategories M1 and M2
of M such that M =M1 ⊕M2. Then we have the decomposition
Rex(M) = E11 ⊕ E12 ⊕ E21 ⊕ E22, Eij = Rex(Mi,Mj),
into four non-zero full subcategories. Since the image of ρM is contained in the
diagonal part E11 ⊕ E22, the action functor ρM cannot be dominant. Thus the ‘if’
part has been proved. The ‘only if’ part is [EG17, Proposition 2.6 (ii)]. 
3.2. Description of adjoints. For a while, we fix a finite tensor category C and a
finite left C-module category M. We write ρ = ρM for simplicity. By Lemma 3.1,
the functor ρ has a right adjoint.
Theorem 3.4. For all k-linear right exact functor F :M→M, the end of
Mop ×M→ C, (M,M ′) 7→ Hom(M,F (M ′))
exists and a right adjoint of ρ is given by
ρra : Rex(M)→ C, F 7→
∫
M∈M
Hom(M,F (M)).
We also have:
(a) If M is exact, then ρra is exact.
(b) If M is exact and indecomposable, then ρra is faithful.
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Proof. Let ρra be a right adjoint of ρ. Then we have
HomC(X, ρ
ra(F )) ∼= Nat(ρ(X), F )
∼=
∫
M∈MHomM(X ⊗M,F (M))
∼=
∫
M∈M
HomM(X,Hom(M,F (M)))
for all X ∈ C and F ∈ Rex(M). Thus, by Lemma 2.1, we see that the end in
question exists and ρra is given as stated.
(a) We suppose that M is exact. Let P be a projective generator of C. Then,
by Lemma 3.2, the object ρ(P ) ∈ Rex(M) is projective. Thus the functor
HomC(P, ρ
ra(−)) ∼= HomC(ρ(P ),−) : Rex(M)→ k-mod
is exact. Since P is a projective generator, we conclude that ρra is exact.
(b) We suppose that M is exact and indecomposable. Since the functor ρra is
exact by Part (a), it is enough to show that ρra reflects zero objects. Let F be an
object of Rex(M) such that ρra(F ) = 0. By Lemma 3.3, there is an object X ∈ C
such that F is an epimorphic image of ρ(X). If F 6= 0, then we have
0 = HomC(X, ρ
ra(F )) ∼= Nat(ρ(X), F ) 6= 0,
a contradiction. Thus F = 0. The proof is done. 
For M,M ′ ∈ M, we set coHom(M,M ′) = ∗Hom(M ′,M). It is easy to see that
there is a natural isomorphism
HomM(M,X ⊗M
′) ∼= HomM(coHom(M,M
′), X)
for X ∈ C and M,M ′ ∈M. A left adjoint of ρ is expressed as follows:
Theorem 3.5. For all k-linear right exact functor F :M→M, the coend of
Mop ×M→ C, (Mop,M ′) 7→ coHom(M,F (M ′))
exists. Moreover, a left adjoint of ρ is given by
ρla : Rex(M)→ C, F 7→
∫ M∈M
coHom(M,F (M))
We also have:
(a) If M is exact, then ρla is exact.
(b) If M is exact and indecomposable, then ρla is faithful.
Proof. Let ρla be a left adjoint of ρ. Then we have
HomC(ρ
la(F ), X) ∼= Nat(F, ρ(X))
∼=
∫
M∈MHomM(F (M), X ⊗M)
∼=
∫
M∈M
HomC(coHom(M,F (M)), X)
for all X ∈ C and F ∈ Rex(M). Thus, by the dual of Lemma 2.1, we see that the
coend in question exists and ρla is given as stated.
Suppose that M is exact. Then, since M is Frobenius, the Nakayama functor
of Rex(M) ≈Mop⊠M is an equivalence. Parts (a) and (b) of this theorem follow
from Theorem 3.4 and ρla ∼= N−1C ◦ ρ
ra ◦NRex(M). 
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Remark 3.6. In summary, for F ∈ Rex(M), we have
ρra(F ) =
∫
M∈M
Hom(M,F (M)) and ρla(F ) =
∫ M∈M
coHom(M,F (M)).
There is a left exact version of the action functor
λM : C → Lex(M) := Lex(M,M), λM(X)(M) = X ⊗M.
By the same way as above, one can prove that λ = λM is a k-linear exact functor
and its adjoints are given by
λra(F ) =
∫
M∈C
Hom(M,F (M)) and λla(F ) =
∫ M∈C
coHom(M,F (M))
for F ∈ Lex(M). Moreover, there are natural isomorphisms
(3.2) λra(F ) ∼= ∗(ρla(F la)) and λla(F ) ∼= ∗(ρra(F la))
for F ∈ Lex(M). Indeed, we have natural isomorphisms
HomC(X,
∗(ρla(F la))) ∼= HomC(ρ
la(F la), X∗) ∼= Nat(F la, ρ(X∗))
∼= Nat(F la, ρ(X)la) ∼= Nat(ρ(X), F ) = Nat(λ(X), F )
for F ∈ Lex(M) and X ∈ C. The second isomorphism of (3.2) is established in a
similar way. Theorems 3.4 and 3.5 imply the following results:
(a) If M is exact, then λla and λra are exact.
(b) If M is exact and indecomposable, then λla and λra are faithful.
3.3. The unit and the counit of (ρ, ρra). In what follows, we concentrate to
study the structures of the right adjoint of ρ = ρM. For this purpose, it is useful
to describe the unit and the counit of the adjunction ρ ⊣ ρra. For F ∈ Rex(M)
and M ∈M, we denote by
(3.3) πF (M) : ρ
ra(F )→ Hom(M,F (M))
the universal dinatural transformation and define
(3.4) εF,M = evM,F (M) ◦(πF (M)⊗ idM ).
By the proof of Theorem 3.4, the adjunction isomorphism
(3.5) HomC(X, ρ
ra(F ))
∼=
−−−−−→ HomRex(M)(ρ(X), F ) = Nat(ρ(X), F )
sends a ∈ HomC(X, ρra(F )) to the natural transformation a˜ given by
(3.6) a˜M = εF,M ◦ (a⊗ idM ) (M ∈M)
This implies that ε = {εF,M}F,M is the counit of (3.5). We also observe that the
morphism a is characterized by the property that the equation
(3.7) Hom(M, a˜M ) ◦ coevX,M = πF (M) ◦ a
holds for all objects M ∈ M. Let η : idC → ρra ◦ ρ be the unit of the adjunction
isomorphism (3.5). By substituting a = ηX and F = ρ(X) into (3.7), we see that
η is characterized by the property that the equation
(3.8) πρ(X)(M) ◦ ηX = coevX,M
holds for all objects X ∈ C and M ∈ M. We also have
(3.9) πF (M) = Hom(M, εF,M ) ◦ coevρra(F ),M
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by substituting X = ρra(F ) and a = id into (3.7).
3.4. Bimodule structure of ρra. Since ρ : C → Rex(M) is a C-bimodule functor,
its right adjoint ρra is also a C-bimodule functor such that the unit and the counit
are C-bimodule transformations. We denote by
ξ
(ℓ)
X,F : X ⊗ ρ
ra(F )→ ρra(X ⊗ F ) and ξ
(r)
F,X : ρ
ra(F )⊗X → ρra(F ⊗X)
the left and the right C-module structure of ρra. These morphisms are expressed in
terms of the universal dinatural transformation π as follows:
Lemma 3.7. For all objects F ∈ Rex(M), X ∈ C and M ∈M, we have
πX⊗F (M) ◦ ξ
(ℓ)
X,F = aX,M,F (M) ◦(idX ⊗ πF (M)),(3.10)
πF⊗X(M) ◦ ξ
(r)
X,F = b
♮
X,M,F (X⊗M) ◦(πF (X ⊗M)⊗ idX).(3.11)
See Subsection 2.4 for definitions of a and b♮. By the universal property of ρra(F )
as an end, the isomorphisms ξ
(ℓ)
X,F and ξ
(r)
F,X are characterized by equations (3.10)
and (3.11), respecively. We postpone the proof of this lemma to Appendix A since
it is straightforward but lengthy.
3.5. Monoidal structure of ρra. Since the action functor ρ : C → Rex(M) is a
strong monoidal functor, its right adjoint ρra has a canonical structure of a (lax)
monoidal functor. We denote the structure morphisms of ρra by
µ
(2)
F,G : ρ
ra(F )⊗ ρra(G)→ ρra(F ◦G) and µ(0) : 1→ ρra(idM)
for F,G ∈ Rex(M). They are expressed in terms of the universal dinatural trans-
formation π as follows:
Lemma 3.8. For all objects F,G ∈ Rex(M) and M ∈ M, we have
πFG(M) ◦ µ
(2)
F,G = compM,G(M),FG(M) ◦(πF (G(M))⊗ πG(M)),(3.12)
πidM(M) ◦ µ
(0) = coev
1,M .(3.13)
By the universal property, µ(2) and µ(0) are characterized by equations (3.12)
and (3.13), respectively. The proof is postponed to Appendix A.
3.6. Lifting the adjunction to the Drinfeld center. Given two finite left C-
module categories M and N , we denote by RexC(M,N ) the category of k-linear
right exact C-module functors fromM to N . The aim of this subsection is to show
that the adjoint pair (ρ, ρra) can be ‘lifted’ to an adjoint pair between the Drinfeld
center of C and RexC(M,M).
We first introduce the following generalization of the Drinfeld center construc-
tion: For a C-bimodule category M, we define the category Z(M) as follows: An
object of this category is a pair (M,σ) consisting of an objectM ∈M and a natural
isomorphism σX :M ⊗X → X ⊗M (X ∈ C) satisfying the equations
σ
1
= idM and σX⊗Y = (idX ⊗ σY ) ◦ (σX ⊗ idY )
for all objects X,Y ∈ C. If M = (M,σM ) and N = (N, σN ) are objects of Z(M),
then a morphism f :M→ N is a morphism f : M → N satisfying
(idX ⊗ f) ◦ σM ;X = σN ;X ◦ (f ⊗ idX)
for all objects X ∈ C. The composition of morphisms in Z(M) is defined by the
composition of morphisms in M.
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Example 3.9. The category C is a finite C-bimodule category by the tensor product
of C. The category Z(C) is the Drinfeld center of C. If this is the case, then Z(C)
is not only a category but a braided finite tensor category [EO04].
Example 3.10. IfM andN are finite left C-module categories, then F := Rex(M,N )
is a finite C-bimodule category by the actions given by (3.1). The category Z(F)
can be identified with RexC(M,N ).
Now let C-bimod be the 2-category of finite C-bimodule categories, k-linear right
exact C-bimodule functors and C-bimodule natural transformations. Given a 1-cell
F :M→ N in C-bimod with structure morphisms
ℓX,M : X ⊗ F (M)→ F (X ⊗M) and rM,X : F (M)⊗X → F (M ⊗X),
we define the k-linear functor Z(F ) : Z(M)→ Z(N ) by
Z(F )(M) = (F (M), ℓ−1 ◦ F (σ) ◦ r)
for M = (M,σ) in Z(M). It is routine to check that these constructions extends
to a 2-functor Z : C-bimod → k-Cat, where k-Cat is the 2-category of essentially
small k-linear categories, k-linear functors and natural transformations.
We apply the 2-functor Z to the action functor and its adjoint. LetM be a finite
left C-module category. Since ρ = ρM is a C-bimodule functor, its right adjoint ρra
is a C-bimodule functor in such a way that the unit and the counit of the adjunction
are bimodule natural transformations. Namely, there is an adjoint pair (ρ, ρra) in
the 2-category C-bimod. By applying the 2-functor Z, we obtain:
Theorem 3.11. There is an adjoint pair
(3.14)
(
Z(ρ) : Z(C)→ RexC(M), Z(ρ
ra) : RexC(M)→ Z(C)
)
,
where we have identified Z(Rex(M)) with RexC(M).
It is instructive to describe the functors Z(ρ) and Z(ρra) explicitly. Given an
object X = (X, σ) ∈ Z(C), we have Z(ρ)(X) = ρ(X). The left C-module structure
of X := Z(ρ)(X) is given by
(σW )
−1 ⊗ idM :W ⊗ X (M) =W ⊗X ⊗M → X ⊗W ⊗M = X (W ⊗M)
for W ∈ C and M ∈ M. For an object F = (F, s) ∈ RexC(M), we have
Z(ρra)(F) = (ρra(F ), σF), where σFX = (ξ
(ℓ)
X,F )
−1 ◦ ρra(s−1) ◦ ξ
(r)
F,X
for X ∈ C. More explicitly:
Lemma 3.12. The half-braiding σF is a unique natural transformation such that
the following diagram commutes for all objects X ∈ C and M ∈M.
ρra(F )⊗X
πF (X⊗M)⊗id
σFX
Hom(X ⊗M,F (X ⊗M))⊗X
bX,M,F (X⊗M)
Hom(M,F (X ⊗M))
Hom(M,s−1)
Hom(M,X ⊗ F (M))
a
−1
X,M,F (M)
X ⊗ ρra(F )
id⊗πF (X)
X ⊗Hom(M,F (M)).
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Proof. The commutativity of this diagram follows from Lemma 3.7. By the Fubini
theorem for ends, we see that X ⊗ ρra(F ) is an end of the functor
Mop ×M→ C, (Mop,M ′) 7→ X ⊗Hom(M,F (M ′)).
The universal property proves the ‘uniqueness’ part of this lemma. 
3.7. Induction to the Drinfeld center. The k-linear monoidal category
C∗M := RexC(M)
rev
is called the dual of C with respect to M. By Schauenburg’s result [Sch01] (which
we recall later), there is an equivalence Z(C) ≈ Z(C∗M) of k-linear braided monoidal
categories. In this subsection, we show that Z(ρraM) is right adjoint to the compo-
sition
Z(C)
Schauenburg’s equivalence
−−−−−−−−−−−−−−−−−−−−→ Z(C∗M)
the forgetful functor
−−−−−−−−−−−−−−−−→ C∗M.
We first recall Schauenburg’s result [Sch01] on the Drinfeld center of the category
of bimodules. Let A be an algebra in C with multiplication m : A ⊗ A → A and
unit u : 1 → A. Then the category ACA of A-bimodules in C is a k-linear abelian
monoidal category with respect to the tensor product over A. There is a k-linear
braided strong monoidal functor θA : Z(C) → Z(ACA) defined as follows: For an
object V = (V, σ) ∈ Z(C), we set θA(V) = (A ⊗ V, σ˜), where the left action of A
on A⊗ V is given by m⊗ idV , the right action is given by the composition
(A⊗ V )⊗A
idA⊗σA−−−−−−−−−→ A⊗A⊗ V
m⊗idV−−−−−−−−→ A⊗ V,
and the half-braiding σ˜ is determined by the commutative diagram
(A⊗ V )⊗A M
σ˜M
M ⊗A (A⊗M)
A⊗ V ⊗M
idA⊗σM
X ⊗A⊗M
idX⊗ ⊲M
M ⊗X
∼=
for an A-bimodule M in C with left action ⊲M : A ⊗M → M . For a morphism f
in Z(C), we set θA(f) = idA ⊗ f . The monoidal structure of θA is given by the
canonical isomorphism
θA(V) ⊗A θA(W) = (A⊗ V )⊗A (A⊗W ) ∼= A⊗ (V ⊗W ) = θA(V ⊗W)
for V = (V, σ),W = (W, τ) ∈ Z(C). Schauenburg [Sch01] showed that the functor
θA is in fact an equivalence of k-linear braided monoidal categories.
Now let M be a finite left C-module category. Then there is an algebra A in C
such that M≈ CA as a left C-module categories. Moreover, the functor
(3.15) ACA → RexC(CA, CA)
rev, M 7→ (−)⊗A M
is an equivalence of k-linear monoidal categories. Thus Z(C∗M) and Z(C) are equiv-
alent as k-linear braided monoidal categories.
Since we are interested in the general theory of finite tensor categories and their
module categories, it is preferable to describe the equivalence Z(C) ≈ Z(C∗M) with-
out referencing the algebra A such that M ≈ CA. Thus, for a finite left C-module
category M, we define the functor θM : Z(C)→ Z(C∗M) as follows: For an object
V = (V, σ) ∈ Z(C), we set θM(V) = ρ(V ) as an object of Rex(M). We make ρ(V )
into a left C-module functor by the structure morphism given by
(σX)
−1 ⊗ idM : X ⊗ ρ(V )(M) = X ⊗ V ⊗M → V ⊗X ⊗M = ρ(V )(X ⊗M)
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for X ∈ C and M ∈M. The half-braiding of θM(V) is given by
sV,M : (θM(V) ◦ F)(M) = V ⊗ F (M)→ F (V ⊗M) = (F ◦ θM(V))(M)
for F = (F, s) ∈ C∗M andM ∈ M. The following theorem is obtained by rephrasing
Schauenburg’s result.
Theorem 3.13. The functor θM : Z(C) → Z(C
∗
M) is an equivalence of k-linear
braided monoidal categories.
Proof. If finite left C-module categories M and N are equivalent, then there is an
equivalence F : C∗M → C
∗
N of k-linear monoidal categories. It is easy to check
F˜ ◦ θM = θN ,
where F˜ : Z(C∗M) → Z(C
∗
N ) is the braided monoidal equivalence induced by the
monoidal equivalence F . Thus, to show that θM is an equivalence, we may assume
that M = CA for some algebra A in C. We consider the equivalence
θ′M :=
(
Z(C)
θA−−−−−→ Z(ACA)
by (3.15)
−−−−−−−−−→ Z(C∗M)
)
of k-linear braided monoidal categories. One can check that θM ∼= θ′M as monoidal
functors via the isomorphism given by
θM(V)(M) = V ⊗M
σM−−−−−−→M ⊗ V
∼=
−−−−−→M ⊗A (A⊗ V ) = θ
′
M(V)(M)
for V = (V, σ) ∈ Z(C) and M ∈ M. Thus θM is also an equivalence of k-linear
braided monoidal categories. 
Now we prove the result mentioned at the beginning of this subsection:
Theorem 3.14. Let U : Z(C∗M)→ C
∗
M be the forgetful functor. Then
(U ◦ θM : Z(C)→ C
∗
M, Z(ρ
ra
M) : C
∗
M → Z(C))
is an adjoint pair.
Proof. By Theorem 3.13, the functor U ◦ θM is identical to Z(ρM) and therefore
it is left adjoint to Z(ρraM). 
Corollary 3.15. Let UC : Z(C)→ C and UD : Z(D)→ D be the forgetful functors,
where D = C∗M. Then UD has a right adjoint. The composition
D
U
ra
D−−−−−−→ Z(D)
θ
−1
M−−−−−−→ Z(C)
UC−−−−−→ C
sends an object F = (F, s) ∈ D to the end
∫
M∈MHom(M,F (M)).
Proof. Theorem 3.14 implies that θM ◦ Z(ρraM) is right adjoint to UD. Thus U
ra
D
exists and is isomorphic to θM ◦ Z(ρraM). Hence the composition in question is
isomorphic to UC ◦ Z(ρraM). Now the result follows from the explicit description of
Z(ρraM) given in the previous subsection. 
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4. Integral over a topologizing full subcategory
4.1. Topologizing full subcategory. We first introduce the following terminol-
ogy and notation: A full subcategory of an abelian category is said to be topologiz-
ing [Ros95] if it is closed under finite direct sums and subquotients. We denote by
Top(A) the class of topologizing full subcategories of an abelian category A.
LetM be a finite module category over a finite tensor category. In Section 3, we
have considered several ‘integrals’ over the category M. In this section, based on
our results on adjoints of the action functor, we extend techniques used in [Shi17b]
and provide a framework to deal with ‘integrals’ of the form
∫
X∈S Hom(X,X) for
some S ∈ Top(M).
We first summarize basic results on topologizing full subcategories of a finite
abelian category. Let M be a finite abelian category, and let S be a topologizing
full subcategory of M with inclusion functor i : S →M. For M ∈ M, we set
(4.1) i♯(M) = (the largest subobject of M belonging to S).
By the assumption that S is a topologizing full subcategory, one can extend the
assignment M 7→ i♯(M) to a k-linear functor from M to S. Dually, we set
(4.2) κS(M) =
⋂
{X ⊂M |M/X ∈ S} and i♭(M) =M/κS(M)
for M ∈M. One can also extend the assignment M 7→ i♭(M) to a k-linear functor
from M to S. It is easy to see that i♯ and i♭ are a right and a left adjoint of i,
respectively. We now define
(4.3) τS := i ◦ i
♭ and τ′S := i ◦ i
♯.
Since i♭ ⊣ i ⊣ i♯, we have natural isomorphisms
(4.4) HomM(τS(M), N) ∼= HomS(i
♭(M), i♯(N)) ∼= HomM(M, τ
′
S(N))
for M,N ∈M. Thus τS ∈ Rex(M) and τ′S = τ
ra
S . Moreover, since i
♭ ◦ i = idS , the
endofunctor τS is an idempotent monad onM whose category of modules coincides
with S. By this observation, we have the following consequence:
Lemma 4.1. A topologizing full subcategory of a finite abelian category is a fi-
nite abelian category such that the inclusion functor preserves and reflects exact
sequences.
Now we choose a finite-dimensional algebra A such thatM≈ A-mod. If we iden-
tify Rex(M) with A-mod-A, then idM ∈ Rex(M) corresponds to the A-bimodule
A. Thus a subobject of idM in Rex(M) corresponds to an ideal of A. By abuse of
terminology, we call a subobject of idM in Rex(M) an ideal of M. Then we have
the following correspondence (cf. Rosenberg [Ros95, Chapter III]):
Lemma 4.2. For a finite abelian category M, there is a one-to-one correspondence
between the class Top(M) and the set of ideals of M.
For S ∈ Top(M), we define κS by (4.2). The correspondence of the above lemma
assigns κS ⊂ idS [ to S. Conversely, given an ideal I ofM, we consider the quotient
τ := idM/I. If we identify M with A-mod as above, then I can be regarded as an
ideal of the algebra A and the functor τ is identified with (A/I)⊗A (−). Thus τ is
a k-linear right exact idempotent monad onM. The correspondence of Lemma 4.2
assigns the category of τ -modules to the ideal I.
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4.2. Integral over a full subcategory. Let C be a finite tensor category, and let
M be a finite left C-module category. Given S ∈ Top(M), we consider the end
A′S := ρ
ra
M(τS) =
∫
M∈M
Hom(M, τS(M)),
where τS is defined by (4.3). Let i : S →M be the inclusion functor. By applying
Lemma 2.2 to the adjunction i♭ ⊣ i, we see that the end of the functor
(4.5) Sop × S → C, (X,X ′) 7→ Hom(i(X), i(X ′))
exists and is canonically isomorphic to A′S . We denote the end of (4.5) by
AS =
∫
X∈S
Hom(X,X)
with omitting the inclusion functor. Let βS : A
′
S → AS be the canonical isomor-
phism given by Lemma 2.2. If we denote by
πS(X) : AS → Hom(X,X) and π
′
S(M) : A
′
S → Hom(M, τS(M))
the respective universal dinatural transformations, then the isomorphism βS is char-
acterized as a unique morphism in C such that the equation
(4.6) πS(X) ◦ βS = π
′
S(X)
holds for all X ∈ S.
We recall that τS is an idempotent monad on M. Thus A′S is an algebra in C
as the image of an algebra under the monoidal functor ρraM. On the other hand, by
the universal property of the end AS , we can define
(4.7) mS : AS ⊗AS → AS and uS : 1→ AS
to be unique morphisms such that the equations
πS(X) ◦mS = comp
M
X,X,X ◦(πS(X)⊗ πS(X)) and πS(X) ◦ uS = coev1,X
hold for all objects X ∈ S. It is easy to see that AS is an algebra in C with
multiplication mS and unit uS .
Lemma 4.3. The morphism βS is an isomorphism of algebras in C.
Proof. Noting τS(X) = X for all X ∈ S, we easily verify that the equations
πS(X) ◦ βS ◦ µ
(2)
τS ,τS = compX,X,X = πS(X) ◦mS ◦ (βS ⊗ βS),
πS(X) ◦ βS ◦ µ
(0) = coev
1,X = πS(X) ◦ uS
hold for all objects X ∈ S. By the universal property of the end AS , we conclude
that βS is a morphism of algebras. 
For S ∈ Top(M), we denote by qS : idM → τS the quotient morphism. We recall
that the kernel of qS is κS . For S1,S2 ∈ Top(M) with S1 ⊃ S2, we have κS1 ⊂ κS2
as subobjects of idM. Thus there is a unique morphism qS1|S2 : τS1 → τS2 such
that qS1|S2 ◦ qS1 = qS2 .
For S1,S2 with S1 ⊃ S2, we also define a morphism φS1|S2 : AS1 → AS2 to be a
unique morphism such that the equation
(4.8) πS2(X) ◦ φS1|S2 = πS1(X)
holds for all objects X ∈ S2.
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Lemma 4.4. With the above notation, we have
φS1|S2 ◦ βS1 = βS2 ◦ ρ
ra
M(qS1|S2).
Proof. For all objects X ∈ S2, we have
πS2(X) ◦ φS1|S2 ◦ βS1 = πS1(X) ◦ βS1 = π
′
S1(X)
by (4.6) and (4.8). Noting τS1(X) = X and (qS1|S2)X = idX , we also have
πS2(X) ◦ βS2 ◦ ρ
ra
M(qS1|S2) = π
′
S2(X) ◦ ρ
ra
M(qS1|S2)
= Hom(idX , (qS1|S2)X) ◦ π
′
S2(X) = π
′
S2(X).
The claim follows from the universal property of AS2 . 
For S1,S2,S3 ∈ Top(M) with S1 ⊃ S2 ⊃ S3, we have
(4.9) qS2|S3 ◦ qS1|S2 = qS1|S3 and φS2|S3 ◦ φS1|S2 = φS1|S3 .
Lemma 4.4 says that the inverse system ({AS}, {φS1|S2}) in C is obtained from the
inverse system ({τS}, {qS1|S2}) in Rex(M) by applying ρ
ra
M. We note that an exact
functor preserves epimorphisms. By Theorem 3.4 and Lemma 4.4, we have:
Lemma 4.5. If M is an exact C-module category, then ({AS}, {φS1|S2}) is an
inverse system of epimorphisms in C.
We use the above observation to state the main result of this section. For an
object X of an essentially small category E , we denote by Quo(X) and Sub(X)
the set of quotient objects of X and the set of subobjects of X , respectively. We
introduce partial orders on these sets as follows: For Q1, Q2 ∈ Quo(X), we write
Q1 ≥ Q2 if there is a morphism Q1 → Q2 in E compatible with the quotient
morphisms from X . Dually, for S1, S2 ∈ Sub(X), we write S1 ≥ S2 if there is a
morphism S2 → S1 in E compatible with the inclusion morphisms to X .
Theorem 4.6. Let M be an exact C-module category. Then the map
Top(M)→ Quo(AM), S 7→ AS =
∫
X∈S
Hom(X,X)
preserves the order. If, moreover, M is indecomposable, then this map reflects the
order.
Proof. Lemma 4.5 means that the map in question preserves the order. To complete
the proof, we suppose thatM is indecomposable. Let S1 and S2 be topologizing full
subcategory of M such that AS1 ≥ AS2 in Quo(AM). Then we have ρ
ra
M(κS1) ≤
ρraM(κS2) in Sub(AM). Since ρ
ra
M is exact, we have
ρraM
(
κS2
κS2 ∩ κS1
)
=
ρraM(κS2)
ρraM(κS2) ∩ ρ
ra
M(κS1)
=
ρraM(κS2)
ρraM(κS2)
= 0.
Since ρraM is faithful by Theorem 3.4, we have κS2/(κS2 ∩ κS1) = 0. This implies
that κS1 ⊂ κS2 . Hence S1 ⊂ S2. The proof is done. 
The dual of Theorem 4.6 is also interesting. Let λM : C → Lex(M) be the left
exact version of the action functor. By Remark 3.6 and the dual of Lemma 2.2 (see
[BV12, Lemma 3.9]), the coend of the functor
(4.10) Sop × S → C, (X,X ′) 7→ coHom(X,X ′)
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exists for all S ∈ Top(M) and is canonically isomorphic to the coend
λlaM(τ
ra
S ) =
∫ M∈M
coHom(M, τraS (M)).
We denote the coend of (4.10) by LS =
∫ X∈S
coHom(X,X). Since the duality
functor is an anti-equivalence, the object ∗AS is also a coend of the functor (4.10)
with universal dinatural transformation
∗πS :
∗AS →
∗Hom(X,X) = coHom(X,X) (X ∈ S).
Thus there is an isomorphism ∗AS ∼= LS respecting the universal dinatural trans-
formations. By the above observation, we now obtain the following theorem:
Theorem 4.7. Let M be an exact C-module category. Then the map
Top(M)→ Sub(LM), S 7→ LS
preserves the order. If, moreover, M is indecomposable, then this map reflects the
order.
4.3. Integral over a module full subcategory. Let C be a finite tensor cate-
gory, and let M be a finite left C-module category. We introduce the following
terminology:
Definition 4.8. A C-module full subcategory ofM is a topologizing full subcategory
of M closed under the action of C.
Let S be a C-module full subcategory ofM, and let κS and τS be the endofunc-
tors on M defined by (4.2) and (4.3), respectively. Then we have
(V ⊗M)(V ⊗ κS(M)) ∼= V ⊗ (M/κS(M)) = V ⊗ τS(M) ∈ S
for all V ∈ C and M ∈M. Thus we have a natural transformation
τS(V ⊗M)→ V ⊗ τS(M) (V ∈ C,M ∈M)
making τS ∈ Rex(M) an oplax C-module endofunctor on M. Since C is rigid, we
may regard τS as a strong C-module functor.
By Theorem 3.11, we endow the algebra A′S = ρ
ra(τS) with a half-braiding σ
′
S
such that (A′S , σ
′
S) is an algebra in Z(C). Since AS is isomorphic to A
′
S , the algebra
AS also give rise to an algebra in Z(C). By Lemma 3.12, the half-braiding
σS(V ) : AS ⊗ V → V ⊗AS (V ∈ C)
of AS inherited from ρ
ra(τS) is the unique morphism such that the diagram
(4.11) AS ⊗ V
πS(V⊗X)⊗idV
σS(V )
Hom(V ⊗X,V ⊗X)⊗ V
bV,X,V⊗X
V ⊗AS
idV ⊗πS
V ⊗Hom(X,X)
aV,X,X
Hom(V ⊗X,X)
commutes for all objects X ∈ S. We write AS := (AS , σS) ∈ Z(C). The following
result is well-known in the case where M = S = C.
Theorem 4.9. The algebra AS ∈ Z(C) is commutative.
Proof. We postpone the proof of this theorem to Appendix A since it requires some
technical results on the natural isomorphisms a and b. 
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Let S1 and S2 be C-module full subcategories of M such that S1 ⊃ S2. We have
introduced the morphism φS1|S2 : AS1 → AS2 in C in the previous subsection. By
the definition of φS1|S2 and the above explicit description of the half-braiding, we
have the following result:
Theorem 4.10. φS1|S2 : AS1 → AS2 is a morphism in Z(C).
Thus, if M is exact, then we have an order-preserving map
{C-module full subcategories of M} → {quotient algebras of AM in Z(C)}
defined by S 7→ AS . If, moreover,M is indecomposable, then this map reflects the
order.
5. Class functions and characters
5.1. The space of class functions. Let C be a finite tensor category. By the
result of the last section, we have the algebra AM ∈ C for each finite left C-module
category M. The vector space HomC(AM,1) with M = C is called the space of
class functions in [Shi17b] as it generalizes the usual notion of class functions on
a finite group. The aim of this section is to explore the structure of the space of
class functions and its generalization to module categories. We first introduce the
following notation:
Definition 5.1. For a finite left C-module categoryM, we define the space of class
functions of M by CF(M) = HomC(AM,1).
Let U : Z(C)→ C be the forgetful functor. To study class functions, we consider
the functor Z := Ura ◦ U. There is an equivalence ρ′ : C → C∗C given by ρ
′(V ) =
idC ⊗ V . By applying Theorem 3.14 to M = C, we have
Z(V ) = ρraC ρ
′(V ) =
∫
X∈C
X ⊗ V ⊗X∗ (V ∈ C).
Now let πZV (X) : Z(V )→ X ⊗ V ⊗X
∗ (V,X ∈ C) be the universal dinatural trans-
formation for the end Z(V ). The assignment V 7→ Z(V ) extends to an endofunctor
on C in such a way that πZV (X) is natural in V and dinatural in X . By the universal
property, we define natural transformations ∆Z : Z→ Z2 and εZ : Z→ idC by
(idX ⊗ π
Z
V (Y )⊗ idX∗) ◦ π
Z
Z(V )(X) ◦∆
Z
V = π
Z
V (X ⊗ Y ) and ε
Z
V = π
Z
X(1)
for all objects V,X, Y ∈ C. The functor Z is a comonad on C with comultiplication
∆Z and counit εZ.
Given an object V = (V, σ) ∈ Z(C), we define the morphism δ : V → Z(V ) in C
to be the unique morphism such that the equation
πZV (X) ◦ δ = (σX ⊗ idX∗) ◦ (idV ⊗ coevX)
holds for all objects X ∈ C. The assignment (V, σ) 7→ (V, δ) allows us to identify
Z(C) with the category of Z-comodules. If we identify them, then a right adjoint
of U is given by the free Z-comodule functor
U
ra : C → (the category of Z-comodules), V 7→ (Z(V ),∆ZV ).
By Theorem 4.9, for each finite left C-module categoryM, there is a commutative
algebra AM = (AM, σM) in Z(C) such that AM = U(AM).
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Definition 5.2. Let M be as above, and let δM : AM → Z(AM) be the coaction
of Z associated to the half-braiding σM. For f ∈ CF(C) and g ∈ CF(M), we define
their product f ⋆ g ∈ CF(M) by
(5.1) f ⋆ g = f ◦ Z(g) ◦ δM.
In particular, we have a binary operation on CF(C) by considering the case
where M = C in the above definition. As we have observed in [Shi17b], CF(C) is
an associative unital algebra with respect ⋆. Moreover, we have:
Lemma 5.3. CF(M) is a left CF(C)-module by ⋆.
Proof. We remark AC = U
ra(1). Thus there is an isomorphism
ΦM : CF(M)→ HomZ(C)(AM,AC), f 7→ Z(f) ◦ δM.
Then, noting δC = ∆
Z
1
, we compute
ΦC(f) ◦ ΦM(g) = Z(f) ◦∆
Z
1
◦ Z(g) ◦ δM = Z(f) ◦ Z
2(g) ◦∆ZAM ◦ δM
= Z(f) ◦ Z2(g) ◦ Z(δM) ◦ δM = Z(f ⋆ g) ◦ δM = ΦM(f ⋆ g)
for all elements f ∈ CF(C) and g ∈ CF(M). Since the composition of morphisms
is unital and associative, the action ⋆ : CF(C) × CF(M) → CF(M) is also unital
and associative. The proof is done. 
We set F = CF(C) and E = EndZ(AC) for simplicity. The proof of the above
lemma implies the following interesting consequence:
Theorem 5.4. There is an isomorphism E ∼= F of algebras. Moreover, the left
F -module CF(M) corresponds to the left E-module HomZ(C)(AM,AC) under the
isomorphism E ∼= F .
5.2. Pivotal module category. We recall that a pivotal monoidal category is a
rigid monoidal category C equipped with a pivotal structure, that is, an isomorphism
X → X∗∗ (X ∈ C) of monoidal functors. Let C be a pivotal finite tensor category
with pivotal structure j. For an object X ∈ C, we set
trC(X) = evX∗ ◦ (jX ⊗ idX∗)
and define the internal character [Shi17b] of X by
ch(X) = trC(X) ◦ πC(X) ∈ CF(C).
Some applications of this notion are given in [Shi17b]. It is interesting to extend
results of [Shi17b] to module categories. We first introduce the notion of pivotal
module category. To give its precise definition, we recall the following notion:
Definition 5.5 ([FSS16]). For an exact C-module category M, there is a unique
functor SM :M→M equipped with a natural isomorphism
(5.2) Hom(M,N)∗ ∼= Hom(N,SM(M))
for M,N ∈ M. We call SM the relative Serre functor of M.
Let M be an exact left C-module category. We make Mop ×M a C-bimodule
category by (2.16). Then Hom is a C-bimodule functor. Given a strong monoidal
functor T : C → C and a left C-module category N , we denote by TN the left
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C-module category whose underlying category is N but the action of C on N is
twisted by T . The functor
Mop ×M→ (−)∗∗C, (M,N) 7→ Hom(N,M)
∗
is a C-bimodule functor by (2.10) and (A.2). By [FSS16, Lemma 4.22], there is a
unique natural isomorphism
(5.3) X∗∗ ⊗ SM(M)→ SM(X ⊗M) (X ∈ C,M ∈ M)
making SM a left C-module functor SM : M → (−)∗∗M such that (5.2) is an
isomorphism of C-bimodule functors.
Definition 5.6. Let C be a pivotal finite tensor category with pivotal structure j,
and let M be an exact C-module category. A pivotal structure of M is a natural
isomorphism j′ : idM → SM such that the equation
(5.4) jX⊗M =
(
X ⊗M
jX⊗jM
−−−−−−−−→ X∗∗ ⊗ SM(M)
(5.3)
−−−−−−→
∼=
SM(X ⊗M)
)
holds for all X ∈ C and M ∈ M. A pivotal left C-module category is an exact left
C-module category equipped with a pivotal structure. Let M be such a category,
and let j′ be the pivotal structure of M. Then we define the trace
trM(M) : Hom(M,M)→ 1 (M ∈M)
to be the morphism corresponding to j′M :M → SM(M) via
HomM(M,SM(M)) ∼= HomM(1,Hom(M,SM(M))
∼= HomM(1,Hom(M,M)
∗) ∼= HomM(Hom(M,M),1).
Remark 5.7. Let C and M be as above. Then, for a morphism f : M →M in M,
the pivotal trace ptr(f) ∈ k is defined by
(5.5) ptr(f) · id
1
= trM(M) ◦Hom(idM , f) ◦ coev
1,M .
As in the ordinary trace, the pivotal trace is cyclic, multiplicative with respect to
⊗ and additive with respect to exact sequences; see Propositions B.2 and B.4 in
Appendix B.
5.3. Internal characters for module categories. Let C be a pivotal finite tensor
category, and let M be an pivotal exact left C-module category. We now define:
Definition 5.8. The internal character of M ∈ M is defined by
(5.6) chM(M) = trM(M) ◦ πM(M) ∈ CF(M).
We give basic properties of internal characters:
Lemma 5.9. For all X ∈ C and M ∈M, we have
chC(X) ⋆ chM(M) = chM(X ⊗M).
Proof. Straightforward. See Appendix B for the detail. 
Lemma 5.10. The internal character is additive in exact sequences: For any exact
sequence 0→M1 →M2 →M3 → 0 in M, we have
chM(M2) = chM(M1) + chM(M2).
Proof. It is well-known that the pivotal trace is additive in exact sequences. One
can find a detailed proof of this fact in [GKPM11, Lemma 2.5.1]. The proof of this
lemma goes along the same line; see Appendix B for the detail. 
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For a finite abelian category A, we denote by Gr(A) the Grothendieck group
of A, that is, the quotient of the additive group generated by the isomorphism
classes of objects of A by the relation [M2] = [M1] + [M3] for all exact sequences
0→M1 →M2 →M3 → 0 in A. We set Grk(A) = k ⊗Z Gr(A).
Now let {L1, . . . , Ln} be a complete set of representatives of isomorphism classes
of simple objects ofM. As a generalization of the main result of [Shi17b], we prove
the following theorem:
Theorem 5.11. The set {ch(Li)}ni=1 ⊂ CF(M) is linearly independent.
Proof. The proof goes along the same way as [Shi17b]. Let S be the full subcategory
of M consisting of all semisimple objects of M. Then, since S is semisimple, we
may assume AS =
⊕m
i=1 Hom(Li, Li) and πS(Li) is the projection to Hom(Li, Li)
for i = 1, . . . , n. Let φM|S : AM → AS be the morphism defined by (4.8). Since
φM|S is an epimorphism, the map
n⊕
i=1
HomC(Hom(Li, Li),1) = CF(S)
HomC(φM|S ,1)
−−−−−−−−−−−−−→ CF(M)
is injective. Since the morphism chM(Li) is the image of the morphism trM(Li)
under this map, the set {ch(Li)}ni=1 is linearly independent in CF(M). 
Let C and M be as above. By Lemma 5.10 and Theorem 5.11, the linear map
chM : Grk(M)→ CF(M), [M ] 7→ chM(M) (M ∈M)
is well-defined and injective. Lemma 5.9 implies that chC : Grk(C) → CF(C) is an
algebra map and chM : Grk(M)→ CF(M) is Grk(C)-linear if we view CF(M) as
a left Grk(C)-module through the algebra map chC .
By the proof of the above lemma, we see that the linear map chM is bijective if
M is semisimple. We have proved that, under the assumption that C is unimodular
in the sense of [EO04], the map chC : Grk(C) → CF(C) is bijective if and only if C
is semisimple [Shi17b]. It would be interesting to establish an analogous result for
module categories. The unimodularity of module categories, introduced in [FSS16],
may be useful to formulate such a result.
5.4. Class functions of the dual tensor category. Let C be a finite tensor
category, and let M be an indecomposable exact left C-module category. As an
application of our results, we give the following description of the algebra of class
functions of the dual tensor category:
Theorem 5.12. CF(C∗M)
∼= EndZ(C)(AM) as algebras.
Proof. Set D = C∗M. Let U : Z(D)→ D be the forgetful functor. By Theorems 3.13,
3.14 and 5.4, we have isomorphisms
CF(D) ∼= EndZ(D)(U
ra
D (1D))
∼= EndZ(C)(θ
−1
MU
ra
D (1D))
∼= EndZ(C)(AM)
of algebras. The proof is done. 
A semisimple finite tensor category is called a fusion category [ENO05]. Our
results give some new results on fusion categories. For example:
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Corollary 5.13. Suppose that the base field k is of characteristic zero. Let C be a
fusion category, and let M be an indecomposable exact left C-module category such
that C∗M admits a pivotal structure. Then there is an isomorphism
Grk(C
∗
M)
∼= EndZ(C)(AM)
of algebras.
Proof. C∗M is a pivotal fusion categories by the assumption [ENO05]. Thus the
result follows from the results of the previous subsection. 
The following result generalizes [Ost13, Example 2.18]:
Corollary 5.14. Under the same assumption on the above corollary, the following
two assertions are equivalent:
(1) The Grothendieck ring of C∗M is commutative.
(2) The object AM ∈ Z(C) is multiplicity-free.
Proof. Since k is of characteristic zero, Z(C) is a fusion category [ENO05]. More-
over, the ring Gr(D) is commutative if and only if the k-algebra Grk(D) is. Now
the claim follows from the above corollary. 
6. A filtration on the space of class functions
6.1. A filtration on the space of class functions. Let M be a finite abelian
category. For an object M ∈ M, we denote by soc(M) the socle of M . Every
object M ∈M has a canonical filtration
0 =M0 ⊂M1 ⊂M2 ⊂M3 ⊂ · · · ⊂M
such that Mi+1/Mi = soc(M/Mi). We denote Mn by socn(M). Then the assign-
ment M 7→ socn(M) extends to a k-linear left exact endofunctor on M, which we
call the n-th socle functor. The number
Lw(M) = min{n = 0, 1, 2, . . . | socn(M) =M}
is called the Loewy length of M . We define Mn to be the full subcategory of M
consisting of all objects M with Lw(M) ≤ n. Since M is finite, the number
Lw(M) := min{n = 0, 1, 2, . . . | Mn =M} = max{Lw(M) |M ∈M}
is finite. We call Lw(M) the Loewy length of M and the filtration
(6.1) 0 =M0 ⊂M1 ⊂M2 ⊂ · · · ⊂ Mw =M (w = Lw(M))
the socle filtration of M.
It is easy to see that each Mn is a topologizing full subcategory of M. Thus, if
C is a finite tensor category and M is an exact left C-module category with Loewy
length w, then we have a series
(6.2) AM = AMw ։ AMw−1 ։ · · ·։ AM2 ։ AM1
of epimorphisms of of algebras in C by Theorem 4.6. Applying HomC(−,1) to this
series, we obtain the filtration of the space of class functions
(6.3) CF1(M) ⊂ CF2(M) ⊂ · · · ⊂ CFw−1(M) ⊂ CFw(M) = CF(M),
where CFn(M) = HomC(AMn ,1). In this section, we investigate how this filtration
relates to representation-theoretic properties of M.
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6.2. Jacobson radical functor. For further study of the series (6.2) and the fil-
tration (6.3), we introduce the following abstract definition of the Jacobson radical:
LetM be a finite abelian category. For an object M ∈M, we define the subobject
rad(M) of M to be the intersection of all maximal subobjects of M . It is easy to
see that M 7→ rad(M) extends to a k-linear right exact endofunctor onM. We call
rad ∈ Rex(M) the Jacobson radical functor of M.
We rephrase several known results in the representation theory in terms of the
Jacobson radical functor. Let A be a finite-dimensional algebra such that M ≈
A-mod, and let J be the Jacobson radical of A. Then the Jacobson radical functor
may be identified with J ⊗A (−). Thus we have the series
(6.4) idM =: rad
0 ⊃ rad ⊃ rad2 ⊃ · · · ⊃ radw−1 ⊃ radw = 0 (w = Lw(M))
of subobjects in Rex(M). We have radiM 6= rad
i+1
M for all i = 0, . . . , w − 1 by the
Nakayama lemma.
For a positive integer n, we define the n-th capital functor capn ∈ Rex(M) as the
quotient object idM/rad
n. If we identify Rex(M) with A-mod-A, then this functor
corresponds to the bimodule A/Jn and therefore
(6.5) capn(M) = (A/J
n)⊗A M ∼=M/J
nM
for all M ∈M. By Sakurai [Sak17b, Lemma 2.3], there is an adjunction
(6.6) HomM(capn(M),M
′) ∼= HomM(M, socn(M
′)) (M,M ′ ∈M).
The n-th term Mn of the socle filtration (6.1) coincides with the full subcategory
of M consisting of all objects M such that socn(M) = M . Comparing (6.6) with
(4.4), we have capn = τMn with the notation in Subsection 4.1. In other words,
Mn corresponds to rad
n via the correspondence of Lemma 4.2.
Now we consider the case where C is a finite tensor category and M is an exact
left C-module category with Loewy length w. There is a series
(6.7) idM = capw ։ capw−1 ։ · · ·։ cap2 ։ cap1
of epimorphisms in Rex(M). We have a canonical isomorphism
ρra(capn)
∼=
∫
X∈Mn
Hom(X,X),
and the series (6.2) is obtained by applying ρra to (6.7).
6.3. Reynolds ideal and its generalization. Let A be a finite-dimensional al-
gebra. For n ∈ Z+, we define the n-th Reynolds ideal [Sak17a] of A by
(6.8) Reyn(A) = socn(A) ∩ Z(A),
where socn(A) is the n-th socle of the left A-module A. As Reyn(A) is a Morita
invariant [Sak17a], it is natural to expect that the n-th Reynolds ideal of a finite
abelian category is defined in an intrinsic way. For n = 1, this was achieved by
Gainutdinov and Runkel in [GR17]. By using the Jacobson radical functor, we
propose the following definition, which is different to [GR17]:
Definition 6.1. Let M be a finite abelian category. For a non-negative positive
integer n, we define the n-th Reynolds ideal of M by
Reyn(M) = {ξ ∈ End(idM) | ξ ◦ in = 0},
where in : rad
n → idM is the inclusion morphism.
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Let A be a finite-dimensional algebra. We explain that Reyn(M) can be identi-
fied with the n-th Reynolds ideal of A when M = A-mod. Let J be the Jacobson
radical of A. Then the n-th socle of M ∈ A-mod is given by
socn(M) = {m ∈M | rm = 0 for all r ∈ J
n},
and hence the n-th Reynolds ideal of A is expressed as follows:
(6.9) Reyn(A) = {z ∈ Z(A) | rz = 0 for all r ∈ J
n}.
If M = A-mod, then Rex(M) can be identified with A-mod-A. Under this identi-
fication, idM and rad
n correspond to the A-bimodule A and its subbimodule Jn,
respectively. By (6.9), it is easy to check that the isomorphism Z(A) ∼= End(idM)
restricts to an isomorphism Reyn(A)
∼= Reyn(A-mod) for each n.
We consider the case where C is a finite tensor category and M is an indecom-
posable exact left C-module category with action functor ρ = ρM. Then we have
an adjunction isomorphism
(6.10) HomC(1, AM) = HomC(1, ρ
ra(idM)) ∼= Nat(ρ(1), idM) = End(idC).
Moreover, since ρra is exact by Theorem 3.4, the object JnM := ρ
ra(radn) is a
subobject of AM. The following description of Reyn(M) may be regarded as a
generalization of (6.9).
Lemma 6.2. For an indecomposable exact C-module category M, we define
Rn(M) = {a ∈ HomC(1, AM) | m ◦ (a⊗ i) = 0},
where m is the multiplication of AM and i : J
n
M → AM is the inclusion morphism.
Then (6.10) restricts to an isomorphism between Rn(M) and Reyn(M).
Proof. We use the monoidal structure of ρra described in Lemma 3.8. Let a : 1→
AM be a morphism in C, and let a˜ ∈ End(idC) be the natural transformation
corresponding to a via (6.10). By the definition of µ(0), we have a = ρra(a˜) ◦ µ(0).
Let in : rad
n → idM be the inclusion morphism. Since i = ρ
ra(in), we have
m ◦ (a⊗ i) = µ
(2)
idM,idM
◦ (ρra(a˜)⊗ ρra(in)) ◦ (µ
(0) ⊗ idJnM)
= ρra(a˜ ◦ in) ◦ µ
(2)
idM,idM
◦ (µ(0) ⊗ idJn
M
) = ρra(a˜ ◦ in).
Thus, by the faithfulness of ρra (Theorem 3.4), the morphism a belongs to Rn(M)
if and only if a˜ ∈ Reyn(M). The proof is done. 
We recall that an algebra A in C with multiplication m is said to be Frobenius
if there is an isomorphism φ : A → A∗ of right A-modules in C. Given such an
isomorphism φ, we define
eφ = evA ◦ (φ⊗ idA) and dφ = (idA ⊗ φ
−1) ◦ coevA.
Then the triple (A, eφ, dφ) is a left dual object of A. Thus the map
(6.11) HomC(A,1)→ HomC(1, A) ξ 7→ (ξ ⊗ idA) ◦ dφ
is an isomorphism of vector spaces with inverse
(6.12) HomC(1, A)→ HomC(A,1), a 7→ eφ ◦ (a⊗ idA).
The A-linearity of φ imply
eφ ◦ (m⊗ idA) = eφ ◦ (idA ⊗m),(6.13)
(idA ⊗m) ◦ (dφ ⊗ idA) = (m⊗ idA) ◦ (idA ⊗ dφ).(6.14)
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The following lemma may be well-known:
Lemma 6.3. Let J be an ideal of A with inclusion morphism i : J → A. Then the
isomorphisms (6.11) and (6.12) restricts to an isomorphism
HomC(A/J,1) ∼= {a ∈ HomC(1, A) | m ◦ (a⊗ i) = 0}.
Proof. Let ξ : A → 1 be a morphism in C, and let a : 1 → A be the mor-
phism corresponding to ξ by (6.11) and (6.12). We first suppose that ξ belongs to
HomC(A/J,1), that is, ξ ◦ i = 0. Then we compute
m ◦ (a⊗ i) = (ξ ⊗ idA) ◦ (idA ⊗m) ◦ (dφ ⊗ idA) ◦ i
= (ξ ⊗ idA) ◦ (m⊗ idA) ◦ (idA ⊗ dφ) ◦ i
= ((ξ ◦m ◦ (i ⊗ idA))⊗ idA) ◦ (idJ ⊗ dφ)
by (6.14). Since J is an ideal of A, the image of m ◦ (i ⊗ idA) is contained in J .
Thus we have ξ ◦m ◦ (i ⊗ idA) = 0. Therefore m ◦ (a⊗ i) = 0. If, conversely, this
equation holds, then we have
ξ ◦ i = eφ ◦ (i⊗ a) = eφ ◦ (m⊗ idA) ◦ (u⊗ i⊗ a)
= eφ ◦ (idA ⊗m) ◦ (u⊗ i⊗ a) = 0
by (6.13), where u : 1→ A is the unit of A. Thus ξ ∈ HomC(A/J,1). The proof is
done. 
Now we have the following representation-theoretic description of CFn.
Theorem 6.4. Let M be an indecomposable exact C-module category. If AM is a
Frobenius algebra, then the isomorphism
(6.15) CF(M) = HomC(AM,1)
(6.11)
−−−−−−−→
∼=
HomC(1, AM)
(6.10)
−−−−−−−→
∼=
End(idM)
restricts to isomorphisms
CFn(M) ∼= Reyn(M) (n = 1, 2, 3, . . . ).
Proof. The subobject ρra(radn) is an ideal of AM = ρ
ra(idM). The proof is done
by applying the above two lemmas to this ideal. 
A finite tensor category D is said to be unimodular [EO04] if the projective
cover of the unit object 1 ∈ D is also an injective hull of 1. Following [Shi17c], a
finite tensor category D is unimodular if and only if the algebra R(1) ∈ Z(D) is
Frobenius, where R : D → Z(D) is a right adjoint of the forgetful functor.
Let M be an indecomposable exact left C-module category. Then D := C∗M is a
finite tensor category. By Theorem 3.14 and the above-mentioned fact, the algebra
AM ∈ Z(C) is Frobenius if and only if D is unimodular. Thus the algebra AM ∈ C
is Frobenius if D is unimodular. By the above theorem, we have:
Corollary 6.5. Let M be an indecomposable exact C-module category. If C∗M is
unimodular, then we have CFn(M) ∼= Reyn(M).
In particular, if C is unimodular, then CFn(C) ∼= Reyn(C).
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6.4. Symmetric linear forms on an algebra. For a finite-dimensional algebra
A with Jacobson radical J , we set
SLF(A) = {f ∈ A∗ | f(ab) = f(ba) for all a, b ∈ A},
SLFn(A) = {f ∈ SLF(A) | f(J
n) = 0} (n ∈ Z+).
If G is a finite group, then SLF(kG) is the space of class functions on G. Thus,
for a finite module category M such that M ≈ A-mod, it is natural to ask how
CF(M) relates to SLF(A). To consider this problem, we first introduce the follow-
ing categorical definition of the space of symmetric linear forms:
Definition 6.6. For a finite abelian category M and n ∈ Z+, we set
SLF(M) := Nat(idM,NM) and SLFn(M) = {f ∈ SLF(M) | f ◦ in = 0},
where in : rad
n → idM is the inclusion morphism.
If M is a finite abelian category such that M ≈ A-mod, then Rex(M) can be
identified with A-mod-A. Under this identification, idM and NM correspond to the
A-bimodules A and A∗, respectively. Thus we have
(6.16) SLF(M) ∼= HomA-mod-A(A,A
∗) ∼= SLF(A),
where the second isomorphism is given by f 7→ f(1). If we identify SLF(M) with
SLF(A) by this isomorphism, then SLFn(M) is identified with SLFn(A).
Remark 6.7. LetM be a finite abelian category. We suppose thatM is symmetric
Frobenius and choose an isomorphism λ : idM → NM. Then the map
End(idM)→ SLF(M), z 7→ λ ◦ z
is an isomorphism. By Definitions 6.1 and 6.6, we also have isomorphisms
Reyn(M)→ SLFn(M), z 7→ λ ◦ z (n ∈ Z+).
In ring-theoretic terms, this means: Let A be a symmetric Frobenius algebra, and let
λ : A→ A∗ be an isomorphism of A-bimodules. For each n ∈ Z+, the isomorphism
λ restricts to an isomorphism between Reyn(A) and SLFn(A).
Now we consider the case where M is an exact module category over a finite
tensor category C. Although CF(M) is an analogue of the space of class functions,
it does not seem to be isomorphic to SLF(M) in general. To see when they are
isomorphic, we provide the following lemma:
Lemma 6.8. There is a natural isomorphism
HomC(ρ
ra(SM ◦ F ), X
∗∗) ∼= Nat(F,X ⊗NM) (F ∈ Rex(M), V ∈ C).
Proof. Let D be the distinguished invertible object of C introduced in [ENO04].
Then there are natural isomorphisms
NC(X) ∼= D
∗ ⊗X∗∗ and NM(M) ∼= D
∗ ⊗ SM(M)
for X ∈ C and M ∈ M [FSS16]. Since SM : M→ (−)∗∗M is a C-module functor,
and since D is an invertible object, we have natural isomorphisms
(N−1M ◦ SM)(M)
∼= S−1M (D ⊗ SM(M))
∼= D∗∗ ⊗ S−1MSM(M)
∼= D ⊗M
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for M ∈ M. By using these isomorphisms and basic results on the Nakayama
functor recalled in Subsection 2.5, we have natural isomorphisms
HomC(ρ
ra(SM ◦ F ), X
∗∗)
∼= HomC(ρ
la(N−1M ◦ SM ◦ F ◦N
−1
M ), N
−1
C (X
∗∗))
∼= Nat(N−1M ◦ SM ◦ F ◦N
−1
M , N
−1
C (X
∗∗)⊗ idM)
∼= Nat(N−1M ◦ SM ◦ F, N
−1
C (X
∗∗)⊗NM)
∼= Nat(D ⊗ F, D ⊗X ⊗NM) ∼= Nat(F,X ⊗NM)
for F ∈ Rex(M) and X ∈ C. The proof is done. 
The following theorem is an immediate consequence of the above lemma.
Theorem 6.9. If M is an exact C-module category whose relative Serre functor is
isomorphic to the identity functor, then there is a natural isomorphism
HomC(ρ
ra(F ), X∗∗) ∼= Nat(F,X ⊗NM)
for F ∈ Rex(M) and X ∈ C. In particular, we have an isomorphism
CF(M) ∼= SLF(M),
which restricts to isomorphisms
CFn(M) ∼= SLFn(M) (n ∈ Z+).
6.5. Dimension of CF1. For a finite abelian category A, we denote by Irr(A) the
set of isomorphism classes of simple objects ofM. Let C be a finite tensor category,
and let M be an exact C-module category. Then, by the proof of Theorem 5.11,
we have isomorphisms
(6.17) CF1(M) ∼=
⊕
L∈Irr(M)
HomC(Hom(L,L),1) ∼=
⊕
L∈Irr(M)
HomC(L,SM(L)).
Thus, by Schur’s lemma, we have
dimk CF1(M) = #{L ∈ Irr(C) | SM(L) ∼= L}.
We suppose, moreover, that C is a pivotal finite tensor category andM is a pivotal
C-module category with pivotal structure j′. Again by the proof of Theorem 5.11,
the internal character of L ∈ Irr(M) corresponds to j′L via (6.17). Thus the set
{ch(L) | L ∈ Irr(M)} of ‘irreducible characters’ is a basis of CF1(M).
6.6. Dimension of CF2. As we have seen in the above, the dimension of CF1
is expressed in representation-theoretic terms. It is interesting to give such an
expression for the dimension of CFn for n ≥ 2. Here we give the following result:
Theorem 6.10. Let C be a finite tensor category. For an exact C-module category
M such that SM ∼= idM, there is an isomorphism
CF2(M) = CF1(M)⊕
⊕
L∈Irr(M)
Ext1M(L,L).
To prove Theorem 6.10, we recall the following expression of Ext1: Let A be a
finite-dimensional algebra. Given X ∈ A-mod, we denote by gX : A → Endk(X)
the algebra map induced by the action of A on X . For V,W ∈ A-mod, the vector
space Ext1A(V,W ) is identified with the set of equivalence classes of short exact
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sequences of the form 0 → W → X → V → 0 in A-mod. If X ∈ A-mod fits into
such an exact sequence, then we may assume that X = V ⊕W as a vector space
and the algebra map gX is given by
gX(a) =
(
gV (a) 0
ξ(a) gW (a)
)
∈ Endk(X) (a ∈ A)
for some ξ ∈ Homk(A,Homk(V,W )). Since gX is an algebra map, we have
(6.18) ξ(1) = 0 and ξ(ab) = ξ(a) ◦ gV (b) + gW (a) ◦ ξ(b) (a, b ∈ A).
We define ∂ : Homk(V,W )→ Homk(A,Homk(V,W )) by
∂(f)(a) = f ◦ gV (a)− gW (a) ◦ f (f ∈ Homk(V,W ), a ∈ A).
For two linear maps ξi : A → Homk(V,W ) (i = 1, 2) satisfying (6.18), the corre-
sponding short exact sequences are equivalent if and only if ξ1 − ξ2 ∈ Im(∂). Thus
the vector space Ext1A(V,W ) is identified with
(6.19) E1A(V,W ) := {ξ ∈ Homk(A,Homk(V,W )) satisfying (6.18)}/ Im(∂).
Theorem 6.10 is in fact an immediate consequence of Theorem 6.9 and the following
theorem:
Theorem 6.11. For M ∈ A-mod, we define
Tr∗A,M : Ext
1
A(M,M) = E
1
A(M,M)→ SLF(A), ξ 7→ Tr ◦ξ.
The map Tr∗A,L is injective for all L ∈ Irr(A). Moreover, we have
SLF2(A) = SLF1(A) ⊕
⊕
L∈Irr(A)
Im(Tr∗A,L).
Remark 6.12. Our construction of the map Tr∗A,M is inspired from the construction
of pseudo-trace functions introduced by Miyamoto [Miy04] and further studied in
[Ari10b, Ari10a, AN13] in relation with conformal field theory and vertex operator
algebras.
Remark 6.13. Theorem 6.11 is inspired by the following Okuyama’s result: For a
symmetric Frobenius algebra A, Okuyama [Oku81] showed
dimk Rey2(A) = | Irr(A)|+
∑
L∈Irr(A
dimk Ext
1
A(L,L)
(see also Koshitani’s review [Koshi16, Section 2]). This formula follows from the
above theorem and Remark 6.7. We note that Theorem 6.11 does not require A to
be a symmetric Frobenius algebra.
We give a proof of Theorem 6.11. Let A be a finite-dimensional algebra, and
write Irr(A) = {S1, . . . , Sm}. For each i = 1, . . . ,m, we fix a primitive idempotent
ei ∈ A such that Aei is a projective cover of Si. Set e = e1 + · · · + em. Then
Ab := eAe is a basic algebra and the functor
(6.20) A-mod→ Ab-mod, X 7→ eX
is an equivalence. The following lemma is well-known [NS43], but we give a proof
from the viewpoint of Definition 6.6.
Lemma 6.14. The following map is bijective:
(6.21) SLF(A)→ SLF(Ab), f 7→ f |Ab
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Proof. The equivalence (6.20) induces an equivalence A-mod-A ≈ Ab-mod-Ab send-
ing M ∈ A-mod-A to eMe. By (6.16) and this equivalence, we have
SLF(A) ∼= HomA-mod-A(A,A
∗) ∼= HomAb-mod-Ab(A
b, (Ab)∗) ∼= SLF(Ab).
The composition yields the map (6.21). 
The equivalence (6.20) also induces an isomorphism
(6.22) E1A(V,W ) = Ext
1
A(V,W )
∼= Ext1Ab(eV, eW ) = E
1
Ab(eV, eW )
for V,W ∈M, which sends ξ ∈ E1A(V,W ) to
ξb : Ab → Homk(eV, eW ), eae 7→ eξ(eae)(ev) (a ∈ A, v ∈ V ).
Lemma 6.15. For V ∈ A-mod, the following diagram commutes:
E1A(V, V )
Tr∗A,V
(6.22)
SLF(A)
(6.21)
E1Ab(eV, eV )
Tr∗
Ab,eV
SLF(Ab)
Proof. Let g : A → Endk(V ) be the algebra map defined by the action of A. For
ξ ∈ E1A(V, V ) and a ∈ A, we have ξ(e) = ξ(e
2) = ξ(e)g(e) + g(e)ξ(e) by (6.18). By
multiplying g(e) to both sides, we obtain g(e)ξ(e)g(e) = 0. Again by (6.18),
Tr(ξ(eae)) = Tr(ξ(e · eae · e))
= Tr(ξ(e)g(eae)g(e) + g(e)ξ(eae)g(e) + g(e)g(eae)ξ(e))
= Tr(ξ(e)g(eae)g(e)) + Tr(g(e)ξ(eae)g(e)) + Tr(g(e)g(eae)ξ(e)).
The first term is zero, since Tr(ξ(e)g(eae)g(e)) = Tr(g(e)ξ(e)g(e)g(eae)) = Tr(0) =
0. By a similar computation, the third term is also zero. Thus we have
Tr(ξ(eae)) = Tr(g(e)ξ(eae)g(e)) = Tr(ξb(eae)).
This means that the diagram in question commutes. 
Proof of Theorem 6.11. Let A be a finite-dimensional algebra, and let J be the
Jacobson radical of A. Since the n-th power of the Jacobson radical of Ab is eJne,
we see that (6.21) restricts to isomorphisms
(6.23) SLFn(A)→ SLFn(A
b), f 7→ f |Ab (n ∈ Z+)
Thus, by Lemma 6.15, it is sufficient to consider the case where A is basic.
We assume that A is basic. Then C := A∗ is a pointed coalgebra. Let ∆ and ε
denote the comultiplication and the counit of C, respectively. We note that the set
Irr(A) is identified with the set
G(C) := {c ∈ C | ∆(c) = c⊗ c and ε(c) = 1}
of grouplike elements of C. Let g, h ∈ G(C). By (6.19), the vector space Ext1A(g, h)
is identified with the space of (g, h)-skew-primitive elements
Pg,h := {x ∈ C | ∆(x) = x⊗ g + h⊗ x},
and the map Tr∗A,g is just the inclusion map Pg,g → C. Thus, to prove this theorem,
it is enough to show the following equation:
(6.24) SLF2(A) = C0 ⊕
⊕
g∈G(C)
Pg,g.
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Let J be the Jacobson radical of A. By [Mon93, Proposition 5.2.9], the coradical
filtration {Cn}n≥0 of C is given by Cn = (A/Jn+1)∗. Thus,
(6.25) SLFn(A) = Cn−1 ∩ SLF(A) (n ∈ Z+).
For each g, h ∈ G(C), we choose a subspace P ′g,h of Pg,h such that Pg,h = P
′
g,h ⊕
k(g − h). The Taft-Wilson theorem [Mon93, Theorem 5.4.1] states
(6.26) C1 = C0 ⊕
⊕
g,h∈G(C)
P ′g,h.
Thus C1 ⊗ C1 is decomposed as follows:
(6.27)
C1 ⊗ C1 = (C0 ⊗ C0)
⊕
⊕
f,g,h∈G(C)
(f ⊗ P ′g,h)⊕ (P
′
g,h ⊗ f)⊕
⊕
e,f,g,h∈G(C)
P ′e,f ⊗ P
′
g,h.
Let x ∈ SLF2(A). By (6.25) and (6.26), we have x = x0 +
∑
g,h∈G(C) xg,h for some
x0 ∈ C0 and xg,h ∈ P ′g,h. Let πf,g,h be the projection to f ⊗ P
′
g,h along the direct
sum decomposition (6.27). Since x ∈ SLF(A), we have
δf,h · h⊗ xg,h = πf,g,h∆(x) = πf,g,h∆
cop(x) = δf,g · g ⊗ xg,h.
This implies that xg,h = 0 unless g = h. Hence,
SLF2(A) ⊂ C0 ⊕
⊕
g∈G
P ′g,g = C0 ⊕
⊕
g∈G
Pg,g.
Thus the left-hand side of (6.24) is contained in the right-hand side. It is easy to
show the converse inclusion. The proof is done. 
6.7. Examples. We have no general results on CFn for n ≥ 3. Here we give some
computational results on CFn(C) for the case where C is the category of modules
over a finite-dimensional Hopf algebra.
Let H be a finite-dimensional Hopf algebra with comultiplication ∆, counit ε
and antipode S. We use the Sweedler notation ∆(h) = h(1) ⊗ h(2) to express the
comultiplication of h ∈ H . Set C = H-mod. If we identify Rex(C) with H-mod-H ,
then the action functor ρ : C → Rex(C) is given by ρ(X) = X ⊗k H , where the left
and the right action of H on ρ(X) are given by
h · (x ⊗ h′) = h(1)x⊗ h(2)h
′ and (x ⊗ h′) · h = x⊗ h′h,
respectively, for x ∈ X and h, h′ ∈ H . A right adjoint of ρ is given as follows: As
a vector space, ρra(M) =M . The action of H on ρra(M) is given by
h ·m = h(1)mS(h(2)) (h ∈ H,m ∈M).
Indeed, one can check that the map
HomH(ρ(X),M)→ HomH-mod-H(X, ρ
ra(M)), f 7→ f(1H ⊗−)
is a natural isomorphism for X ∈ H-mod and M ∈ H-mod-H .
In particular, as remarked in [Shi17b], the algebra AC = ρ
ra(idC) ∈ C is the
adjoint representation of H . Thus the space of class functions is given by
CF(H-mod) = {f ∈ H∗ | f(h(1)xS(h(2))) = ε(h)f(x) for all h, x ∈ H}
= {f ∈ H∗ | f(ab) = f(bS2(a)) for all a, b ∈ H}.
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By the above description of ρra, we also have
CFn(H-mod) = {f ∈ CF(H-mod) | f(J
n) = 0}
for all positive integer n, where J is the Jacobson radical of H . As these expressions
show, if S2 is inner, then there are isomorphisms
(6.28) CF(H-mod) ∼= SLF(H) and CFn(H-mod) ∼= SLFn(H).
Example 6.16. Suppose that the base field k is of characteristic p > 0. We consider
the cyclic group G = 〈g | gp = 1〉 of order p. It is easy to see that the Jacobson
radical of kG is generated by x := g − 1. We note that the set {1, x, . . . , xp−1} is a
basis of kG. Since the square of the antipode of kG is the identity, we have
CFn(kG-mod) = SLFn(kG) = {f ∈ (kG)
∗ | f(xr) = 0 for all r ≥ n}.
Hence the dimension of CFn := CFn(kG-mod) is given by
dimk CFn = n (n = 1, 2, . . . , p) and dimk CFn = p (n > p).
A basis of CF := CF(kG-mod) can be constructed in the following roundabout but
interesting way: There is a matrix representation
ρ : kG→ Matp(k), g 7→


1 0
1 1
. . .
. . .
0 1 1

 .
Let ρij ∈ (kG)∗ be the (i, j)-entry of ρ. Then the set {ρn1}n=1,...,p is a basis of
CF such that ρn1 ∈ CFn and ρn1 6∈ CFn−1 for all n = 1, . . . , p (with convention
CF0 = {0}).
Example 6.17. Suppose that the base field k is of characteristic zero. Let p ≥ 2 be an
integer, and let q ∈ k be a primitive 2p-th root of unity. The algebra U q := U q(sl2)
is generated by E, F and K subject to the relations
Ep = F p = 0, K2p = 1, KE = q2EK, KF = q−2FK, [E,F ] =
K −K−1
q − q−1
.
The algebra U q has the Hopf algebra structure determined by
∆(E) = E ⊗K + 1⊗ E, ∆(F ) = F ⊗ 1 +K−1 ⊗ F, ∆(K) = K ⊗K.
The antipode is given by S(E) = −EK−1, S(F ) = −KF and S(K) = K−1 on
the generators. Thus S2 is the inner automorphism implemented by K. In view
of (6.28), we consider SLFn(U q) instead of CFn(U q-mod).
An explicit basis of SLF(U q) is given by Arike [Ari10a]. We recall his construc-
tion: For α ∈ {+,−} and s ∈ {1, . . . , p}, there is an s-dimensional simple left
Uq-module Xαs (see [Ari10a, Subsection 3.4] for notations). The module X
α
p is pro-
jective. For s < p, the module Xαs is not projective. Let P
α
s be the projective cover
of Xαs . Arike [Ari10a, Subsection 5.1] showed that P
α
s has a matrix presentation of
the form
ραs : Uq → Mat2p(k), ρ
α
s (x) =


gαs (x) 0 0 0
aαs (x) g
−α
p−s(x) 0 0
bαs (x) 0 g
−α
p−s(x) 0
hαs (x) a
−α
p−s(x) b
−α
p−s(x) g
α
s (x)

 ,
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where gαs : U q → Mats(k) is a matrix presentation of X
α
s and a
α
s , b
α
s and h
α
s are
certain matrix-valued linear functions on U q (given by a
+
s = Ap−s,s, a
−
s = Cs,p−s,
b+s = Bp−s,s, b
−
s = Ds,p−s h
+
s = Hs and h
−
s = H˜s with Arike’s original notation).
Now we define linear forms χαs (α ∈ {+,−}, s = 1, . . . , p) and ϕs′ (s
′ = 1, . . . , p−1)
on U q by
χαs (x) = Tr(g
α
s (x)) and ϕs′(x) = Tr(h
+
s′(x)) + Tr(h
−
p−s′(x)) (x ∈ U q).
Then the following set is a basis of SLF(U q) [Ari10a, Theorem 5.5]:
{χ+s , χ
−
s | s = 1, . . . , p} ∪ {ϕs | s = 1, . . . , p− 1}.
Arike’s basis respects the filtration of SLF(U q). More precisely, we have:
SLF1(U q) = span{χ
+
s , χ
−
s | 1 ≤ s ≤ p},(6.29)
SLF2(U q) = SLF1(U q),(6.30)
SLF3(U q) = SLF2(U q)⊕ span{ϕs | 1 ≤ s ≤ p− 1}.(6.31)
Indeed, (6.29) follows from the fact that SLF1(U q) is spanned by the characters of
simple modules. Equation (6.30) follows from Theorem 6.11 and the fact that the
self-extension vanishes for every simple U q-module [Sut94, p.379]. To show (6.31),
we note Lw(U q) = 3 [Sut94, p.367]. Thus we have SLFn(U q) = SLF(U q) for n ≥ 3.
This implies (6.31).
7. Hochschild (co)homology
7.1. Hochschild (co)homology of a finite abelian category. For an algebra
A, the Hochschild homology and the Hochschild cohomology of A are defined by
HH•(A) = Tor
Ae
• (A,A) and HH
•(A) = Ext•Ae(A,A),
respectively, where Ae = A⊗k Aop. We note that the 0-th Hochschild cohomology
HH0(A) = HomAe(A,A) is the center of A. It has been known that the modular
group SL2(Z) acts projectively on the center of a ribbon factorizable Hopf alge-
bra [SZ12]. Recently, Lentner, Mierach, Schweigert and Sommerha¨user [LMSS17]
showed that SL2(Z) also acts projectively on the higher Hochschild cohomology of
such a Hopf algebra.
A modular tensor category (in the sense of Kerler-Lyubashenko [KL01]) is a
category-theoretical counterpart of a ribbon factorizable Hopf algebra. The aim of
this section is to extend the construction of [LMSS17] to modular tensor categories.
To accomplish this, we first need to discuss what the Hochschild cohomology of a
finite abelian category is. Our proposal is the following definition:
Definition 7.1. For a finite abelian category M, we define the Hochschild coho-
mology HH•(M) of M by HH•(M) = Ext•Rex(M)(idM, idM).
IfM≈ A-mod for some finite-dimensional algebra A, then Rex(M) is equivalent
to A-mod-A and the identity functor idM ∈ Rex(M) corresponds to A via the
equivalence. Since a category equivalence preserves Ext•, we have
HH•(M) = Ext•Rex(M)(idM, idM)
∼= Ext•A-mod-A(A,A) = HH
•(A),
which justifies the definition.
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Although it is not directly related to our main purpose of this section, it is
also interesting to give a definition of the Hochschild homology of a finite abelian
category. Our proposal is:
Definition 7.2. For a finite abelian category M, we define the Hochschild ho-
mology HH•(M) of M by HH•(M) = Ext
•
Rex(M)(idM,NM)
∗, where NM is the
Nakayama functor on M.
This definition is justified as follows: If M ← P0 ← P1 ← · · · is a projective
resolution of M ∈ A-mod-A, then TorA
e
• (A,M) is the homology of
(7.1) 0← A⊗Ae P0 ← A⊗Ae P1 ← · · · .
By the tensor-hom adjunction, the dual of this chain complex is:
(A⊗Ae P•)
∗ = Homk(A⊗Ae P•, k) ∼= HomAe(P•,Homk(A, k)) = HomAe(P•, A
∗).
Thus we have TorA
e
• (A,M)
∗ ∼= Ext•Ae(M,A
∗) by taking the cohomology of the dual
of (7.1). IfM = A-mod, then A and A∗ corresponds to idM and NM, respectively,
via the equivalence A-mod-A ≈ Rex(M). Hence we have
HH•(M) = Ext
•
Rex(M)(idM,NM)
∗ ∼= Ext•Ae(A,A
∗)∗ ∼= TorA
e
• (A,A) = HH•(A).
7.2. Formulas of HH• and HH• by the adjoint algebra. Let H be a finite-
dimensional Hopf algebra, and let A be the adjoint representation ofH . It is known
that there is an isomorphism
(7.2) Ext•H(k,A)
∼= HH•(H),
where k is the trivial H-module. We now generalize this result to exact module
categories. Let C be a finite tensor category, and let M be a finite left C-module
category over C with action functor ρ : C → Rex(M).
Theorem 7.3. If M is exact, then there is a natural isomorphism
Ext•C(V, ρ
ra(F )) ∼= Ext•Rex(M)(ρ(V ), F )
for V ∈ C, F ∈ Rex(M).
Proof. We set E = Rex(M) for simplicity. Let V ← P 0 ← P 1 ← · · · be a projective
resolution of V in C. By applying HomE(−, ρra(F )) to this resolution, we have the
following commutative diagram:
0 HomC(P
0, ρra(F ))
∼=
HomC(P
1, ρra(F ))
∼=
HomC(P
2, ρra(F ))
∼=
· · ·
0 HomE(ρ(P
0), F ) HomE(ρ(P
1), F ) HomE(ρ(P
2), F ) · · ·
By Lemmas 3.1 and 3.2, the sequence 0 ← ρ(V ) ← ρ(P 0) ← ρ(P 1) ← · · · is a
projective resolution of ρ(V ). Now the claim is proved by taking the cohomology
of the rows of the above commutative diagram. 
Theorem 7.4. If M is an exact C-module category and the relative Serre functor
of M is isomorphic to idM, then there is a natural isomorphism
Ext•C(ρ
ra(F ), V ∗∗) ∼= Ext•Rex(M)(F, V ⊗NM)
for V ∈ C and F ∈ Rex(M)
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Proof. We set E = Rex(M) for simplicity. Let F ← P 0 ← P 1 ← · · · be a projective
resolution of F in E . By applying HomC(−, V ⊗NM) to this resolution and using
Lemma 6.8, we obtain the following commutative diagram:
0 HomE(P
0, V ⊗NM)
∼=
HomE(P
1, V ⊗NM)
∼=
HomE(P
2, V ⊗NM)
∼=
· · ·
0 HomC(ρ
ra(P 0), V ∗∗) HomC(ρ
ra(P 1), V ∗∗) HomC(ρ
ra(P 2), V ∗∗) · · ·
The claim is proved by taking the cohomology of the rows of this commutative
diagram. 
Specializing the above theorems, we obtain:
Corollary 7.5. For an exact left C-module category M, we have
(7.3) HH•(M) ∼= Ext•C(1, AM).
If SM ∼= idM, then we also have an isomorphism
(7.4) HH•(M) ∼= Ext
•
C(AM,1)
∗.
We consider the case where C = H-mod for some finite-dimensional Hopf algebra
H and M = C. Let A be the adjoint representation of H . Since AM ∼= A in this
case, the isomorphism (7.3) specializes to (7.2) in this case. Since the relative Serre
functor of M is the double dual functor, SM ∼= idM if and only if the square
of the antipode of H is inner. If this is the case, then we have an isomorphism
HH•(H) ∼= Ext
•
H(A, k)
∗ by (7.4).
7.3. Modular group action on the Hochschild cohomology. Let C be a rib-
bon finite tensor category with braiding σ and twist θ. Then the coend L :=∫X∈C
X∗ ⊗ X has a natural structure of a Hopf algebra in C. We note that the
algebra A := (AC ,mC , uC) is dual to the coalgebra L, and thus A is also a Hopf
algebra (see (4.7) for the definition of mC and uC). By using the universal property,
we define Q : 1→ A⊗A to be the unique morphism such that the equation
(πC(X)⊗ πC(Y )) ◦Q = (idX ⊗ σY,X∗σX∗,Y ⊗ idY ∗) ◦ (coevX ⊗ coevY )
holds for all X,Y ∈ C. The morphism Q is dual to the Hopf pairing ω : L⊗L→ 1
used in [Lyu95a, Lyu95b, Lyu95c] to define the modularity of C. Thus we say that
C is a modular tensor category if there is a morphism e : A ⊗ A → 1 such that
(A, e,Q) is a left dual object of A [KL01, Definition 5.2.7].
Now we suppose that C is a modular tensor category. Then the Hopf algebra A
has a morphism λ : A→ 1, unique up to sign, such that
(7.5) (idA ⊗ λ) ◦∆ = uC ◦ λ = (λ⊗ idA) ◦∆ and (λ ⊗ λ) ◦Q = id1,
where ∆ is the comultiplication of A. We fix such a morphism λ and then define
two morphisms S,T : A→ A by
S = (λ⊗ idA) ◦ (mC ⊗ idA) ◦ (idA ⊗Q) and T =
∫
X∈C
θX ⊗ idX∗ .
The morphisms S and T are the dual of the morphisms S and T , respectively, given
in [Lyu95a, Definition 6.3]. Thus S and T are invertible and there is an element
c ∈ k× such that the following ‘modular relation’ hold:
(7.6) (ST)3 = c ·S2 and S4 = θ−1A .
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Theorem 7.6. With the above notation, we set
S˜ = Ext•C(1,S) and T˜ = Ext
•
C(1,T).
Then we have a well-defined projective representation
SL2(Z)→ PGL
(
HH•(C)
)
,
(
0 −1
1 0
)
7→ S˜,
(
1 1
0 1
)
7→ T˜.
Proof. It is enough to show that S˜ and T˜ satisfy (S˜T˜)3 = S˜2 and S˜4 = id up to
scalar multiple. By the funtorial property of Ext and (7.6), we have
(S˜T˜)3 = c · S˜2 and S˜4 = Ext•C(1, θ
−1
A ) = Ext
•
C(θ
−1
1
, A) = id. 
Let H be a finite-dimensional ribbon Hopf algebra with universal R-matrix R
and ribbon element v. We consider the case where C = H-mod. Then A is the
adjoint representation of H . For X ∈ H-mod, the composition
A⊗X
πC(X)⊗idX
−−−−−−−−−−−→ X ⊗X∗ ⊗X
idX⊗evX−−−−−−−−−−→ X
sends a⊗ x ∈ A⊗X to ax [Shi17b, Subsection 3.7]. From this, we see that πC(X)
is given as follows: Let {xi} be a basis of X , and let {xi} be the dual basis of {xi}.
With the Einstein notation, we have
(7.7) πC(X)(a) = axi ⊗ x
i (a ∈ A).
The morphism λ is in fact a suitably normalized left integral on H . The morphism
Q can be regarded as an element of A⊗k A. For simplicity, we express R and Q as
R = R1 ⊗R2 and Q = Q1 ⊗Q2, respectively. Then the braiding is given by
σX,Y (x⊗ y) = R2y ⊗R1x (x ∈ X, y ∈ Y )
for X,Y ∈ H-mod. Let {hi} and {hi} be a basis of H and the dual basis of H∗,
respectively. Then, by (7.7) and the definition of Q, we have
Q1hi ⊗ h
i ⊗Q2hi ⊗ h
i = (πC(H)⊗ πC(H))(Q)
= hi ⊗ σH,H∗σH∗,H(h
i ⊗ hi)⊗ h
i
= hi ⊗R
′
2R1h
i ⊗R′1R2hi ⊗ h
i
= S(R′2R1)hi ⊗ h
i ⊗R′1R2hi ⊗ h
i,
where R′ = R′1⊗R
′
2 is a copy of R. Thus we have Q = S(R
′
2R1)⊗R
′
1R2. By using
the element Q, the morphisms S,T : A→ A are given by
S(a) = λ(aQ1)Q2 and T(a) = va (a ∈ A),
respectively. Thus our S and T coincide with those in [LM94, Theorem 4.4]. If we
replace (H,R, v) with (Hop,cop, R, v), then the morphisms S and T coincide with
the morphisms considered in [LMSS17].
In [LMSS17], the action SL2(Z) → PGL(HH
n(H)) is defined as follows: First,
they extend S and T to cochain maps S• and T• of a cochain complex C•1 com-
puting the cohomology Ext•H(k,A). They also established an explicit isomorphism
between the complex C•1 and the Hochschild complex C
•
2 computing the Hochschild
cohomology of H . The isomorphism C•1
∼= C•2 induces (7.2). The projective action
of SL2(Z) on HH
•(H) is then given by S• and T• through (7.2). By the definition
of Ext functor, we see that their action is expressed as in Theorem 7.6. Thus, in
conclusion, we have obtained a generalization of [LMSS17].
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Appendix A. Computation of structure morphisms of ρra
A.1. Bimodule structure of Hom. Let C be a rigid monoidal category, and letM
be a closed left C-module category in the sense of Subsection 2.4. We establish some
results on the natural transformations a, b and b♮ introduced in that subsection.
For simplicity, we write Hom(M,N) = [M,N ]. We recall that [M,−] is defined
to be a right adjoint of the functor C → M given by X 7→ X ⊗M . As before,
we denote by coev(−),M and evM,(−) the unit and the counit of this adjunction,
respectively. Then, by (2.3), we have
(A.1) aX,M,N = Hom(idM , idX ⊗ evM,N) ◦ coevX⊗Hom(M,N),M
for X ∈ C and M,N ∈M. By (2.7), we have
(A.2) bY,M,N = (b
♮
Y,M,N ⊗idY ∗) ◦ (idHom(M,N) ⊗ coevY )
for Y ∈ C and M,N ∈ M, where
(A.3) b♮Y,M,N = Hom(M, evY⊗M,N) ◦ coevHom(Y⊗M,N)⊗Y,M .
By the zig-zag identities for the adjunction (−)⊗M ⊣ Hom(M,−), we have
evM,X⊗M ◦(coevX,M ⊗idM ) = idX⊗M ,(A.4)
[idM , evM,N ] ◦ coev[M,N ],M = id[M,N ](A.5)
for X ∈ C and N ∈M. By (A.4), (A.5) and the naturality of evM,(−), we have
evM,N ◦(aX,M,N ⊗idM ) = idX ⊗ evM,N ,(A.6)
evM,N ◦(b
♮
Y,M,N ⊗idM ) = evY⊗M,N(A.7)
for all objects X,Y ∈ C and M,N ∈ M. We now prove:
Lemma A.1 (= Lemma 2.3). The equations
b
1,M,N = id[M,N ],(2.13)
bX⊗Y,M,N = (bY,M,N ⊗idX∗) ◦ bX,Y⊗M,N ,(2.14)
(aX,M,N ⊗idY ) ◦ (idX ⊗ bY,M,N) = bY,M,X⊗N ◦ aX,Y⊗M,N(2.15)
hold for all objects X,Y ∈ C and M,N ∈M.
Proof. Equation (2.13) is trivial. By the canonical isomorphisms
HomC([X ⊗ Y ⊗M,N ], [M,N ]⊗ Y
∗ ⊗X∗)
∼= HomC([X ⊗ YM,N ]⊗X ⊗ Y, [M,N ])
∼= HomC([X ⊗ YM,N ]⊗X ⊗ Y ⊗M,N),
we see that (2.14) is equivalent to the equation
evM,N ◦(b
♮
X⊗Y,M,N ⊗idM ) = evM,N ◦(b
♮
Y,M,N ⊗idM ) ◦ (b
♮
X,Y⊗M,N ⊗idY ⊗ idM ).
By (A.7), the both sides are equal to evX⊗Y⊗M,N . Thus (2.14) is verified. In a
similar way, we see that (2.15) is equivalent to the equation
evM,X⊗N ◦(aX,M,N ⊗idM ) ◦ (idX ⊗ b
♮
Y,M,N ⊗idM )
= evM,X⊗N ◦(b
♮
Y,M,X⊗N ⊗idM ) ◦ (aX,Y⊗M,N ⊗idY ⊗ idM ).
By (A.4)–(A.7), the both sides are equal to idX ⊗ evY⊗M,N . The proof is done. 
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In view of this lemma, we have defined the natural isomorphism
cX,M,N,Y : X ⊗ [M,N ]⊗ Y
∗ → [Y ⊗M,X ⊗N ] (X,Y ∈ C,M,N ∈M)
by (2.18). The following Lemmas A.2 and A.3 will be used in later:
Lemma A.2. For all X ∈ C and M ∈ M, the following equation holds:
coev
1,X⊗M = cX,M,M,X ◦(idX ⊗ coev1,M ⊗idX∗) ◦ coevX .(A.8)
Proof. By the definition of c, the claim is equivalent to that the equation
b
♮
X,M,X⊗M ◦(coev1,X⊗M ⊗idX) = aX,M,M ◦(idX ⊗ coev1,M )
holds for all X ∈ C and M ∈M. By (A.4)–(A.7), the both sides correspond to the
identity morphism under the canonical isomorphism
HomC(X,Hom(X ⊗M,M)) ∼= HomM(X ⊗M,X ⊗M). 
Lemma A.3. For all M1,M2,M3 ∈M, the following diagram commutes:
[M2,M3]⊗ [M1,M2]
comp
a[M2,M3],M1,M2
[evM2,M1
,id]⊗id
[M1, [M2,M3]⊗M2]
[id,evM2,M3
]
[[M1,M2]⊗M1,M3]⊗ [M1,M2]
b
♮
[M1,M2],M1,M3[M1,M3]
Proof. By the naturality of evM1,(−) and (A.6), we compute
evM1,M3 ◦([idM1 , evM2,M3 ] a[M2,M3],M1,M3 ⊗idM1)
= evM2,M3 ◦ evM1,[M2,M3]⊗M2 ◦(a[M2,M3],M1,M3 ⊗idM1)
= evM2,M3 ◦(id[M2,M3] ⊗ evM1,M2) = ev
(3)
M1,M2,M3
.
This shows the commutativity of the left triangle of the diagram. Similarly, by
(A.7) and the dinaturality of ev(−),M3 , we compute
evM1,M3 ◦((b
♮
[M1,M2],M1,M3
◦([evM2,M1 , idM3 ]⊗ id[M1,M2]))⊗ idM1)
= ev[M1,M2]⊗M1,M3 ◦([evM2,M1 , idM3 ]⊗ id[M1,M2] ⊗ idM1)
= evM2,M3 ◦(id[M2,M3] ⊗ evM1,M2) = ev
(3)
M1,M2,M3
.
Thus the left triangle of the diagram also commutes. 
A.2. Structure morphisms of ρra. Now we consider the case where C is a finite
tensor category and M is a finite left C-module category. To save space, we set
ρ = ρraM. Let ξ
(ℓ) and ξ(r) be the left and the right C-module structure of ρ,
respectively. By (2.3) and its right module version, we have
(A.9) ξ
(ℓ)
X,F = ρ(idX ⊗ εF ) ◦ ηX⊗ρ(F ) and ξ
(r)
F,X = ρ(εF ⊗ idX) ◦ ηρ(F )⊗X
for F ∈ Rex(M) and X ∈ C. By using the universal dinatural transformation πF
of the end ρ(F ), these structure morphisms are given as follows:
Lemma A.4 (= Lemma 3.7). The equations
πX⊗F (M) ◦ ξ
(ℓ)
X,F = aX,M,F (M) ◦(idX ⊗ πF (M)),(3.10)
πF⊗X(M) ◦ ξ
(r)
X,F = b
♮
X,M,F (X⊗M) ◦(πF (X ⊗M)⊗ idX)(3.11)
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hold for all F ∈ Rex(M) and X ∈ C.
Proof. Equation (3.10) is proved as follows:
πX⊗F (M) ◦ ξ
(ℓ)
X,F
= [idM , idX ⊗ εF,M ] ◦ πρ(X⊗ρ(F ))(M) ◦ ηX⊗ρ(F )
= [idM , (idX ⊗ evM,F (M)) ◦ (idX ⊗ πF (M)⊗ idM )] ◦ coevX⊗ρ(F ),M
= [idM , idX ⊗ evM,F (M)] ◦ coevX⊗[M,F (M)],M ◦(idX ⊗ πF (M))
= aX,M,F (M) ◦(idX ⊗ πF (M)).
Here, the first equality follows from (A.9) and the naturality of π(−)(M), the second
from (3.4) and (3.8), and the third from the naturality of coev(−),M .
To prove equation (3.11), we note that the symbol εF ⊗ idX in (A.9) means the
natural transformation whose component is given by (εF ⊗ idX)M = εF,X⊗M for
M ∈ M. Thus we compute:
πF⊗X(M) ◦ ξ
(r)
X,F
= [idM , εF,X⊗M ] ◦ πρ(ρ(F )⊗X)(M) ◦ ηρ(F )⊗X
= [idM , evX⊗M,F (X⊗M)] ◦ [idM , πF (X ⊗M)⊗ idX⊗M ] ◦ coevρ(F )⊗X,M
= [idM , evX⊗M,F (X⊗M)] ◦ coev[X⊗M,F (X⊗M)]⊗X,M ◦ (πF (X ⊗M)⊗ idX)
= b♮X,M,F (X⊗M) ◦(πF (X ⊗M)⊗ idX)
in a similar way as above. The proof is done. 
We recall that ρ = ρM is a strict monoidal functor. Hence its right adjoint ρ
has a structure of a monoidal functor. We denote the structure morphisms by
µ
(2)
F,G : ρ(F )⊗ ρ(G)→ ρ(FG) and µ
(0) : 1→ ρ(idM)
for F,G ∈ Rex(M). With the use of η and ε, they are expressed by
(A.10) µ
(2)
F,G = ρ(εF ◦ εG) ◦ ηρ(F )⊗ρ(G) and µ
(0) = η
1
,
where εF ◦ εG means the tensor product of εF and εG in Rex(M), or, equivalently,
the horizontal composition of εF and εG.
Lemma A.5 (= Lemma 3.8). The equations
πFG(M) ◦ µ
(2)
F,G = compM,G(M),FG(M) ◦(πF (G(M))⊗ πG(M)),(3.12)
πidM(M) ◦ µ
(0) = coev
1,M(3.13)
hold for all F,G ∈ Rex(M) and M ∈ M.
Proof. Equation (3.13) follows from (3.8) and (A.10). To prove (3.12), we set
w = ev
(3)
M,G(M),FG(M) ◦ (πFG(M)⊗ πG(M)⊗ idM ).
We note that there is an isomorphism
(A.11) HomC(ρ(F )⊗ ρ(G), [M,FG(M)]) ∼= HomC(ρ(F )⊗ ρ(G) ⊗M,FG(M)).
The right-hand side of (3.12) corresponds to w via (A.11). On the other hand, the
left-hand side of (3.12) corresponds to (εF ◦ εG)M via (A.11). By (3.4) and the
definition of the horizontal composition, we have
(εF ◦ εG)M = εF,G(M) ◦ (idρ(F ) ⊗ εG,M ) = w.
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Thus (3.12) is verified. The proof is done. 
A.3. Commutativity of AS . For a C-module full subcategory S ⊂ M, we have
proved that the end AS :=
∫
S∈S
Hom(S, S) has the half-braiding σS given by the
commutative diagram (4.11). Namely, the equation
(A.12) aX,W,W ◦(idX ⊗ πS(W )) ◦ σS(X) = b
♮
X,W,X⊗W ◦(πS(X ⊗W )⊗ idX)
holds for all X ∈ C and W ∈ S, where πS(X) : AS → Hom(X,X) is the universal
dinatural transformation. Let mS : AS ⊗ AS → AS be the multiplication of AS ,
and set mopS = mS ◦ σS(AS).
Proof of Theorem 4.9. The claim of this theorem is that AS = (AS , σS) is a com-
mutative algebra in Z(C). Thus it is sufficient to show mopS = mS . We fix W ∈ S
and set E = [W,W ] for simplicity. Then we compute
πS(W ) ◦m
op
S = compW,W,W ◦(πS(W )⊗ πS(W )) ◦ σS(AS)
= [idW , evW,W ] ◦ aE,W,W ◦(πS(W )⊗ idX) ◦ σS(E) ◦ (idAS ⊗ πS(W ))
= [idW , evW,W ] ◦ b
♮
E,W,E⊗W ◦(πS(E ⊗W )⊗ πS(W ))
= b♮E,W,W ◦([idE⊗W , evW,W ]⊗ idE) ◦ (πS(E ⊗W )⊗ πS(W ))
= b♮E,W,W ◦([evW,W , idW ]⊗ idE) ◦ (πS(W )⊗ πS(W ))
= compW,W,W ◦(πS(W )⊗ πS(W )) = (πS(W )⊗ πS(W )) ◦mS .
Here, the first and the last equalities follow from the definition of mS , the second
and the sixth from Lemma A.3, the third from (A.12), the fourth from the naturality
of b♮
E,W,(−), and the fifth from the dinaturality of πS . We now obtain m
op
S = mS
by the universal property of AS . The proof is done. 
Appendix B. On the properties of the pivotal trace
We complement properties of the trace in a pivotal module category. Let C
be a finite tensor category, and let M be an exact left C-module category. For
simplicity, we write [M,N ] = Hom(M,N). By the definition of the relative Serre
functor, there is a natural isomorphism
(5.2) dM,N : [M,N ]
∗ → [N,S(M)] (M,N ∈ M),
where S = SM. There is also a natural isomorphism
(5.3) ζX,M : X
∗∗ ⊗ S(M)→ S(X ⊗M) (X ∈ C,M ∈ M)
such that d is an isomorphism of C-bimodule functors from Mop ×M to (−)∗∗C,
that is, the equations ζ
1,M = id
S(M) and
(B.1)
[idX⊗N , ζY,M ]◦ dY⊗M,X⊗N ◦(c
∗
X,M,N,Y )
−1
= cY ∗∗,N,S(M),X ◦(idY ∗∗ ⊗ dM,N ⊗idX∗)
hold for all objects X,Y ∈ C and M,N ∈M.
Now we suppose that C and M are pivotal with pivotal structures j and j′,
respectively. By Definition 5.6, we have
(B.2) ζX,M ◦ j
′
X⊗M = jX ⊗ j
′
M (X ∈ C,M ∈ M).
The trace trM, defined in Subsection 5.2, is characterized by
(B.3) dM,M ◦trM(M)
∗ = [idM , j
′
M ] ◦ coev1,M (M ∈M).
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We recall that trC is defined by trC(X) = evX∗ ◦ (jX ⊗ idX) for X ∈ C. Thus,
trC(X)
∗ = (idX∗∗ ⊗ j
∗
X) ◦ coevX∗∗ = (jX ⊗ idX∗) ◦ coevX .(B.4)
Lemma B.1. The trace trM is dinatural, and the equation
(B.5) trM(X ⊗M) ◦ cX,M,M,X = trC(X) ◦ (idX ⊗ trM(M)⊗ idX∗)
holds for all objects M ∈ M and X ∈ C.
Proof. The dinaturality of trM follows from the naturality of j
′ and the dinaturality
of coev
1,(−). Equation (B.5) is proved as follows:
(idX∗∗ ⊗ dM,M ⊗idX∗) ◦ (trC(X) ◦ (idX ⊗ trM(M)⊗ idX∗))
∗
= (idX∗∗ ⊗ [idM , j
′
M ] coev1,M ⊗idX∗) ◦ (jX ⊗ idX∗) ◦ coevX (by (B.3), (B.4))
= (jX ⊗ [idM , j
′
M ]⊗ idX∗) ◦ (idX ⊗ coev1,M ⊗idX∗) ◦ coevX
= (jX ⊗ [idM , j
′
M ]⊗ idX∗) ◦ c
−1
X,M,M,X ◦ coevX⊗M (by (A.8))
= c−1X∗∗,M,S(M),X ◦[idX⊗M , jX ⊗ j
′
M ] ◦ coevX⊗M (by the naturality of c)
= c−1X∗∗,M,S(M),X ◦[idX⊗M , ζX,M ] ◦ [idX⊗M , j
′
X⊗M ] ◦ coev1,X⊗M (by (B.2))
= c−1X∗∗,M,S(M),X ◦[idX⊗M , ζX,M ] ◦ dX⊗M,X⊗M ◦trM(X ⊗M)
∗ (by (B.3))
= (idX∗∗ ⊗ dM,M ⊗idX∗) ◦ c
∗
X,M,M,X ◦trM(X ⊗M)
∗ (by (B.1)). 
For a morphism f :M →M in M, we have defined ptrM(f) ∈ k of f by
(5.5) tr(M) ◦ [idM , f ] ◦ coev
1,M = ptr(f) · id1.
Proposition B.2. For morphisms f :M → N and g : N →M in M, we have
(B.6) ptr(fg) = ptr(gf).
For morphisms f :M →M in M and a : X → X in C, we have
(B.7) ptr(a⊗ f) = ptr(a) · ptr(f)
Proof. Equation (B.6) follows from the dinaturality of trM and coev
1,(−). Equa-
tion (B.7) follows from (B.5). 
For M ∈M, we have defined the internal character chM(M) ∈ CF(M) by
(5.6) chM(M) = trM(M) ◦ πM(M),
where πM : AM → [M,M ] is the universal dinatural transformation.
Proposition B.3 (= Lemma 5.9). For all X ∈ C and M ∈M, we have
chM(X ⊗M) = chC(X) ⋆ chM(M),
where ⋆ is the action (5.1) of CF(C) on CF(M).
Proof. We recall that AM has the Z-coaction δM : AM → Z(AM) induced from
the half-braiding of AM. By definition,
(idX ⊗ πM(M)⊗ idX∗) ◦ π
Z(AM) ◦ δM = c
−1
X,M,M,X ◦πM(X ⊗M)
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for all objects X ∈ C and M ∈ M. Thus, by Lemma B.1, we have
chC(X) ⋆ chM(M) = chC(X) ◦ Z(chM(M)) ◦ δM
= trC(X) ◦ (idX ⊗ (trM(M) ◦ πM(M))⊗ idX∗) ◦ π
Z(AM) ◦ δM
= trC(X) ◦ (idX ⊗ trM(M)⊗ idX∗) ◦ c
−1
X,M,M,X ◦πM(X ⊗M)
= trC(X ⊗M) ◦ πM(X ⊗M) = chM(X ⊗M). 
Finally, we give a proof of Lemma 5.10 in the following general form: Let A and
B be abelian categories, and let 〈−,−〉 : Aop×A → B be a functor that is additive
and exact in each variable. Let X and Y be objects of B. Suppose that there
are two dinatural transformations d(M) : X → 〈M,M〉 and e(M) : 〈M,M〉 → Y
(M ∈ A). For a morphism f : M →M in A, we define
t(f) = e(M) ◦ 〈idM , f〉 ◦ d(M) ∈ HomB(X,Y ).
Proposition B.4. Suppose that
0 M1
r
f1
M2
s
f2
M3
f3
0
0 M1
r
M2
s
M3 0
is a commutative diagram in A with exact rows. Then we have
t(f2) = t(f1) + t(f3).
We note that the internal Hom functor of an exact module category is exact in
each variable. Lemma 5.10 is the case where A = M, B = C, 〈−,−〉 = [−,−],
d = πM, e = trM and fi = idMi for i = 1, 2, 3. If we consider d = coev
1,(−) instead
of d = πM, then we obtain the additivity of the pivotal trace with respect to exact
sequences.
Proof. By the assumption on 〈−,−〉, we obtain the following commutative diagram
with exact rows and exact columns:
0 0 0
0 〈M3,M1〉
〈id,r〉
〈s,id〉
〈M3,M2〉
〈id,s〉
〈s,id〉
〈M3,M3〉
〈s,id〉
0
0 〈M2,M1〉
〈id,r〉
〈r,id〉
〈M2,M2〉
〈id,s〉
〈r,id〉
〈M2,M3〉
〈r,id〉
0
0 〈M1,M1〉
〈id,r〉
〈M1,M2〉
〈id,s〉
〈M1,M3〉 0
0 0 0
We set K = Ker(〈r, s〉 : 〈M2,M2〉 → 〈M1,M3〉). Then we have K = I1 + I2, where
I1 = Im(〈idM2 , r〉 : 〈M2,M1〉 → 〈M2,M2〉),
I2 = Im(〈s, idM2〉 : 〈M3,M2〉 → 〈M2,M2〉).
Moreover, there are morphisms pi : K → 〈Mi,Mi〉 (i = 1, 3) such that
(B.8) 〈idM1 , r〉 ◦ p1 = 〈r, idM2〉 and 〈s, idM3〉 ◦ p3 = 〈idM2 , s〉.
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These claims are checked by chasing the diagram. See [GKPM11, Lemma 2.5.1] for
the detail of the verification, since the proof up to here is completely same.
For simplicity of notation, we set di = 〈idMi , fi〉 ◦ d(Mi). By f2s = sf3 and the
dinaturality of d, we have
〈idM2 , s〉 ◦ d2 = 〈s, idM3〉 ◦ d3,(B.9)
〈r, idM2〉 ◦ d2 = 〈idM1 , r〉 ◦ d3.(B.10)
Thus 〈r, s〉 ◦ d2 = 〈r, id〉 ◦ 〈id, s〉 ◦ d2 = 〈r, id〉 ◦ 〈s, id〉 ◦ d3 = 0, that is, Im(d2) ⊂ K.
Hence the following morphism is defined:
(B.11) Γ := e(M1) ◦ p1 ◦ d2 + e(M3) ◦ p3 ◦ d2.
We first show that Γ = t(f1) + t(f3). By (B.8) and (B.10), we have
〈idM1 , r〉 ◦ p1 ◦ d2 = 〈r, idM2〉 ◦ d2 = 〈idM1 , r〉 ◦ d1.
Since r is monic, so is 〈idM1 , r〉. Thus we have p1 ◦ d2 = d1. Therefore the first
term of (B.11) is t(f1). Similarly, we have
〈s, idM3〉 ◦ p3 ◦ d2 = 〈idM2 , s〉 ◦ d2 = 〈s, idM1〉 ◦ d3
by (B.8) and (B.9), and thus p3 ◦ d2 = d3. From this, we see that the second term
of (B.11) is t(f3). Thus the claim follows.
To complete the proof, we show Γ = t(f2). To see this, we remark
〈idM1 , r〉 ◦ p1 ◦ 〈s, idM2〉 = 〈r, idM2〉 ◦ 〈s, idM2〉 = 0,
〈s, idM3〉 ◦ p3 ◦ 〈idM2 , r〉 = 〈idM2 , s〉 ◦ 〈idM2 , r〉 = 0
by (B.8). Since both 〈idM1 , r〉 and 〈s, idM3〉 are monic, p1◦〈s, idM2〉 and p3◦〈idM2 , r〉
are zero morphisms. Set Γ′ = e(M1) ◦ p1 + e(M3) ◦ p3. We have
Γ′ ◦ 〈s, idM2〉 = e(M2) ◦ 〈s, idM2〉 and Γ
′ ◦ 〈idM2 , r〉 = e(M2) ◦ 〈idM2 , r〉
by the dinaturality of e. These equation imply that Γ′ = e(M2) on K = I1 + I2.
Since Im(d3) ⊂ K, we conclude that Γ = t(f2). The proof is done. 
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