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TAUTOLOGICAL INTEGRALS ON CURVILINEAR HILBERT SCHEMES
GERGELY B ´ERCZI, OXFORD
Abstract. We take a new look at the curvilinear Hilbert scheme of points on a smooth pro-
jective variety X as a projective completion of the non-reductive quotient of holomorphic map
germs from the complex line into X by polynomial reparametrisations. Using an algebraic
model of this quotient coming from global singularity theory we develop an iterated residue
formula for tautological integrals over curvilinear Hilbert schemes.
1. Introduction
Let X be a smooth projective variety of dimension n and let F be a rank r algebraic vector
bundle on X. Let X[k] denote the Hilbert scheme of length k subschemes of X and let F[k] be
the corresponding tautological rank rk bundle on X[k] whose fibre at ξ ∈ X[k] is H0(ξ, F |ξ).
Let Hilbk0(Cn) be the punctual Hilbert scheme defined as the closed subset of (Cn)[k] =
Hilbk(Cn) parametrising subschemes supported at the origin. Following Rennemo [34] we
define punctual geometric subsets as constructible subsets Q ⊆ Hilbk0(Cn) which are union of
isomorphism classes of schemes, that is, if ξ ∈ Q and ξ′ ∈ Hilbk0(Cn) are isomorphic (they
have isomorphic coordinate rings) then ξ′ ∈ Q. Geometric subsets of X[k] of type (Q1, . . . , Qs)
are those generated by finite unions, intersections and complements from sets of the form
P(Q1, . . . , Qs) = {ξ ∈ X[k]|ξ = ξ1 ⊔ . . . ⊔ ξs, ξi ∈ Qi}.
For a geometric subsetZ letZ denote its Zariski closure in X[k]. Let M(c1, . . . , crk) be a mono-
mial in the Chern classes ci = ci(F[k]) of weighted degree equal to dimZ where the weight
of ci is 2i. If αM ∈ Ω∗(Z) is a closed compactly supported differential form representing the
cohomology class of M(c1, . . . , crk) then the Chern numbers
[Z] ∩ M(c1, . . . , crk) =
∫
Z
αM
are called tautological integrals of F[k]. Rennemo [34] shows that these integrals can be ex-
pressed in terms of the Chern numbers of X and F.
Theorem 1.1 (Rennemo [34]). Let Mr,n denote the set of weighted-degree-n monomials in
the Chern classes c1(F), . . . , cr(F) and c1(X), . . . , cn(X). For S ∈ Mr,n let αS ∈ Ωtop(X) be
a closed compactly supported differential form representing the cohomology class of S and
let yS =
∫
X αS denote the corresponding intersection number. Let Z ⊂ X
[k] be a geometric
subset. Then for any Chern monomial M = M(c1, . . . , crk) of weighted degree dimZ there is
a polynomial RM in |Mr,n| variables depending only on M such that
[Z] ∩ M(c1, . . . , crk) = RM(yS : S ∈ Mr,n).
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The proof of [34] is nonconstructive and based on the fact that an element in the cohomology
ring of a Grassmannian is a polynomial in the Chern classes of the universal bundle. Lacking
a method of obtaining information about this polynomial, there is no apparent way of turning
this proof into an algorithm. Explicit expressions for tautological integrals are not known in
general. On surfaces the method of [16] yields a recursion which in principle computes the
universal polynomial explicitly. The top Segre classes of tautological bundles over surfaces
provides an example of this problem and the conjecture of Lehn [29] has been recently proved
by Marian, Oprea and Pandharipande [30] for K3 surfaces using virtual localisation.
Let X be a smooth projective variety of dimension n. This paper provides a closed iterated
residue formula for tautological integrals over the simplest geometric subsets P(Q) where
s = 1 and the punctual geometric subset Q is defined as
Q = {ξ ∈ Hilbk0(Cn) : Oξ ≃ C[z]/zk}.
We will see that Q is an irreducible component of the punctual Hilbert scheme. Points of P(Q)
correspond to curvilinear subschemes on X, i.e subschemes contained in the germ of some
smooth curve on X. In other words, these are the limit points on X[k] where k distinct points
come together along a smooth curve. We denote this curvilinear locus by CX[k] and its closure
by CX[k] which we call the curvilinear Hilbert scheme.
The main result of the present paper if the following
Theorem 1.2. Let k ≥ 1 and M(x1, . . . , xr(k+1)) be a monomial of weighted degree dim CX[k+1] =
n + (n − 1)k in the variables xi of weight 2i for 1 ≤ i ≤ r(k + 1). Let ci = ci(F[k+1]) denote the
ith Chern class of the tautological rank r(k + 1) bundle on X[k+1]. Then
[CX[k+1]]∩M(c1, . . . , cr(k+1)) =
∫
X
Res
z=∞
(−1)nk ∏i< j(zi − z j)Qk(z)M(ci(zi + θ j, θ j))dz∏
i+ j≤l≤k(zi + z j − zl)(z1 . . . zk)n
k∏
i=1
sX
(
1
zi
)
where sX
(
1
zi
)
= 1 + s1(X)
zi
+
s2(X)
z2i
+ . . . +
sn(X)
zni
is the total Segre class at 1/zi and the iterated
residue is equal to the coefficient of (z1 . . . zk)−1 in the expansion of the rational expression in
the domain z1 ≪ . . . ≪ zk. Finally Qk(z) is a homogeneous polynomial invariant of Morin
singularities given as the equivariant Poincare´ dual of a Borel orbit defined below under the
explanation.
Explanation and features of the residue formula:
• The iterated residue gives a degree n symmetric polynomial in Chern roots of F and
Segre classes of X reproving Theorem 1.1 This shows that the dependence on Chern
classes of X in fact can be expressed via the Segre classes of X.
• For fixed k the formula gives a universal generating series for the integrals as the
dimension increases.
• The Chern class ci(zi + θ j, θ j) is the coefficient of ti in
c(F[k+1])(t) =
r∏
j=1
(1 + θ jt)
k∏
i=1
r∏
j=1
(1 + zit + θ jt),
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that is, the ith Chern class of the bundle with formal Chern roots θ j, zi + θ j.
• The quick description of Qk is the following. The GLk-module of 3-tensors
Hom(Ck, Sym2Ck) has a diagonal decomposition
Hom(Ck, Sym2Ck) =
⊕
Cqmrl , 1 ≤ m, r, l ≤ k,
where the Tk-weight of qmrl is (zm + zr − zl). Let
ǫ =
k∑
m=1
k−m∑
r=1
qmrm+r ⊂ W =
⊕
1≤m+r≤l≤k
Cqmrl ⊂ Hom(Ck, Sym2Ck).
Then Qk(z) = eP[Bkǫ,W] is the equivariant Poincare´ dual of the Borel orbit Bkǫ in W,
see §7.1 for details.The list of these polynomials begins as follows:
Q1 = Q2 = Q3 = 1, Q4 = 2z1 + z2 − z4.
In principle, Qk may be calculated for each concrete k using a computer algebra pro-
gram, but at the moment, we do not have an efficient algorithm for performing such
calculations for large k and Qk is known for k ≤ 6, see §7.1.
The intersection theory of the Hilbert scheme of points on surfaces has been extensively
studied and it can be approached from different directions. One is the inductive recursions set
up in [16], an other possibility is using Nakajima calculus [33, 29]. By these methods, the
integration of tautological classes is reduced to a combinatorial problem. Another strategy is
to prove an equivariant version of Lehn’s conjecture for the Hilbert scheme of points of C2 via
appropriately weighted sums over partitions. More recently Marian, Oprea and Pandharipande
proved a conjecture of Lehn [29] on integrals of top Segre classes of tautological bundles over
the Hilbert schemes of points over surfaces in the K3 case via virtual localisation on the Quot
schemes of the surface.
In this paper we suggest a new approach by taking a look at Hilbert schemes of points
from a different perspective. We work in arbitrary dimension and not just over surfaces. Of
course, for n ≥ 3 not much is known about the irreducible components and singularities of
the punctual Hilbert scheme Hilbk0(Cn) so we only focus on the curvilinear component. The
crucial observation is that the for k ≥ 1 the punctual curvilinear locus CX[k+1]p at p ∈ X can be
described as the non-reductive quotient of k-jets of holomorphic map germs (C, 0) → (X, p)
by polynomial reparametrisations of C at the origin. If u, v are positive integers let Jk(u, v)
denote the vector space of k-jets of holomorphic maps (Cu, 0) → (Cv, 0) at the origin, that is,
the set of equivalence classes of maps f : (Cu, 0) → (Cv, 0) with f ′ , 0, where f ∼ g if and
only if f ( j)(0) = g( j)(0) for all j = 1, . . . , k. One can compose map-jets via substitution and
elimination of terms of degree greater than k; this leads to the composition maps
(1) Jk(u, v) × Jk(v,w) → Jk(u,w).
In particular, if Jregk (u, v) denotes the jets f = ( f ′, . . . f (k)) with f ′ , 0 (the regular jets) then
(1) defines an action of the reparametrisation group Jregk (1, 1) on the regular jets Jregk (1, n). The
punctual curvilinear locus (as a set) can be identified with the quasi-projective quotient
CX[k+1]p ≃ J
reg
k (1, n)/Jregk (1, 1)
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and the curvilinear Hilbert scheme is a fibrewise projective compactification of this non-
reductive quotient over X as p moves on X.
Using an algebraic model coming form global singularity theory (we call this the test
curve model) we reinterpret the natural embedding of the punctual Hilbert scheme X[k+1]p =
Hilbk+10 (Cn) into the Grassmannian of codimension k subspaces in the maximal ideal m =
(x1, . . . , xn) as a parametrised map
φGrass : CX[k+1]p ֒→ Grassk(Sym≤kCn) where Sym≤kCn =
k⊕
i=1
SymiCn.
We then apply a two-step equivariant localisation on the fibre CX[k+1]p following the strategy
of [9]. However, for tautological integrals we need to modify the proof in [9] in two crucial
points:
• First, the main obstacle to apply localisation directly is that we don’t know which fixed
points of the ambient Grassmannian sit in the image CX[k+1]p . However, for k + 1 ≤ n
we prove in [9] a residue vanishing theorem which tells that after transforming the
localisation formula into an iterated residue only one distinguished fixed point of the
torus action contributes to the sum. This mysterious property remains valid for tauto-
logical integrals but its proof needs a more detailed study of the rational differential
form.
• Second, we need to extend the formula to the domain where k+1 > n, that is, the num-
ber of points is larger than the dimension. The trick here is to increase the dimension
of the variety and study Hilbk+10 (Cn) as a subvariety of Hilbk+10 (Ck+1).
The developed method reflects a surprising feature of curvilinear Hilbert schemes: in order
to evaluate tautological integrals and make the residue vanishing principle work we need to
increase the dimension of the variety first and work in the range where the number of points
does not exceed the dimension.
Acknowledgments I warmly thank Frances Kirwan and Jørgen Vold Rennemo for the valu-
able discussions. This paper has outgrown from [9] and my special thanks go to Andra´s
Szenes.
2. Tautological integrals
Let X be a smooth projective variety of dimension n and let F be a rank r bundle (loc. free
sheaf) on X. Let
X[k] = {ξ ⊂ X : dim(ξ) = 0, length(ξ) = dim H0(ξ,Oξ) = k}
denote the Hilbert scheme of k points on X parametrizing length k subschemes of X and F[k]
the corresponding rank rk bundle on X[k] whose fibre over ξ ∈ X[k] is F ⊗ Oξ = H0(ξ, F |ξ).
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Equivalently, F[k] = q∗p∗(F) where p, q denote the projections from the universal family of
subschemes U to X and X[k] respectively:
X[k] × X ⊃ U
q
//
p

X[k]
X
.
For simplicity let Hilbk0(Cn) denote the punctual Hilbert scheme of k points on Cn defined as
the closed subset of Hilbk(Cn) parametrising subschemes supported at the origin. Following
Rennemo [34] we define punctual geometric subsets to be the constructible subsets of the
punctual Hilbert scheme containing all 0-dimensional schemes of given isomorphism types.
Definition 2.1. A punctual geometric set is a constructible subset Q ⊆ Hilbk0(Cn) which is
the union of isomorphism classes of subschemes, that is, if ξ ∈ Q and ξ′ ∈ Hilbk0(Cn) are
isomorphic schemes then ξ′ ∈ Q.
Definition 2.2. For an s-tuple (Q1, . . . , Qs) of punctual geometric sets such that Qi ⊆ Hilbki0 (Cn)
and k = ∑ ki define
P(Q1, ..., Qs) = {ξ ∈ X[k] : ξ = ξ1 ⊔ . . . ⊔ ξs where ξi ∈ X[ki]pi ∩ Qi for distinct p1, . . . , ps} ⊆ X[k].
A subset Z ⊆ X[k] is geometric if it can be expressed as finite union, intersection and comple-
ment of sets of the form P(Q1, . . . , Qs).
A straightforward way to produce punctual geometric subsets is by taking a complex algebra
A of complex dimension k and define the corresponding
QA = {ξ ∈ X[k] : Oξ ≃ A}.
When A = C[z]/zk then QA = CX[k]p is the punctual curvilinear locus defined in the next section
and
CX[k] = ∪p∈XCX
[k]
p
is the curvilinear Hilbert scheme, the central object of this paper.
In this paper we work with singular homology and cohomology with rational coefficients.
For a smooth manifold X the degree of a class η ∈ H∗(X) means its pushforward to H∗(pt) = Q.
By choosing αη ∈ Ωtop(X), a closed compactly supported differential form representing the
cohomology class η this degree is equal to the integral
µ ∩ [X] =
∫
X
µ.
Let Z ⊂ X[k] be a geometric subset with closure Z and M(c1, . . . , crk) be a monomial in
the Chern classes ci = ci(F[k]) of weighted degree equal to dimZ where the weight of ci is 2i.
By choosing αM ∈ Ω∗(X[k]), a closed compactly supported differential form representing the
cohomology class of M(c1, . . . , crk), the degree
[Z] ∩ M(c1, . . . , crk) =
∫
Z
αM
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is called a tautological integral of F[k]. Here the integral of αM on the smooth part of Z is
absolutely convergent and by definition we denote this by
∫
Z
αM.
Remark 2.3. Recall (see e.g. [12]) that if f : X → Y is a smooth proper map between con-
nected oriented manifolds such that f restricted to some open subset of X is a diffeomorphism,
then for a compactly supported form µ on Y, we have
∫
X f ∗µ =
∫
Y µ. The analogous statementfor singular varieties is the following. Let f : M → N be a smooth proper map between
smooth quasiprojective varieties and assume that X ⊂ M and Y ⊂ N are possibly singular
closed subvarieties, such that f restricted to X is a birational map from X to Y. If µ is a closed
differential form on N then the integral of µ on the smooth part of Y is absolutely convergent;
we denote this by
∫
Y µ. With this convention we again have
∫
X f ∗µ =
∫
Y µ.
In particular this means means that the integral
∫
Y µ of the compactly supported form µ on
N is the same as the integral
∫
˜Y f ∗µ of the pull-back form f ∗µ over any (partial) resolution
f : ( ˜Y , ˜M) → (Y, M).
In §4 we construct an embedding CX[k+1] p ⊂ Grassk(Sym≤kCn) into a smooth Grassmannian
and for k ≤ n we construct a partial resolution C˜X[k]p → CX
[k]
p . In §5 we develop the iterated
residue formula of Theorem 1.2 using equivariant localisation to compute
∫
C˜X[k] P(ci(F[n]))
which is according to the remark above equal to
∫
CX[k] P(ci(F[n])).
3. Curvilinear Hilbert schemes
In this section we describe a geometric model for curvilinear Hilbert schemes. Let X be a
smooth projective variety of dimension n and let
X[k] = {ξ ⊂ X : dim(ξ) = 0, length(ξ) = dim H0(ξ,Oξ) = k}
denote the Hilbert scheme of k points on X parametrizing all length k subschemes of X. For
p ∈ X let
X[k]p = {ξ ∈ X
[k] : supp(ξ) = p}
denote the punctual Hilbert scheme consisiting of subschemes supported at p. If ρ : X[k] →
S kX, ξ 7→ ∑p∈X length(Oξ,p)p denotes the Hilbert-Chow morphism then X[k]p = ρ−1(kp).
Definition 3.1. A subscheme ξ ∈ X[k]p is called curvilinear if ξ is contained in some smooth
curve C ⊂ X. Equivalently, one might say that Oξ is isomorphic to the C-algebra C[z]/zk. The
punctual curvilinear locus at p ∈ X is the set of curvilinear subschemes supported at p:
CX[k]p = {ξ ∈ X[k]p : ξ ⊂ Cp for some smooth curve C ⊂ X} = {ξ ∈ X[k]p : Oξ ≃ C[z]/zk}.
For surfaces (n = 2) CX[k]p is an irreducible quasi-projective variety of dimension n − 1
which is an open dense subset in X[k]p and therefore its closure is the full punctual Hilbert
scheme at p, that is, CX[k]p = X
[k]
p . When n ≥ 3 the punctual Hilbert scheme X[k]p is not neces-
sarily irreducible or reduced, but the closure of the curvilinear locus is one of its irreducible
components:
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Lemma 3.2. CX[k]p is an irreducible component of the punctual Hilbert scheme X[k]p of dimen-
sion (n − 1)(k − 1).
Proof. Note that ξ ∈ Hilb[k]0 (Cn) is not curvilinear if and only if Oξ does not contain elements
of degree k, that is, after fixing some local coordinates x1, . . . , xn of Cn at the origin we have
Oξ ≃ C[x1, . . . , xn]/I for some I ⊇ (x1, . . . , xn)k.
This is a closed condition and therefore curvilinear subschemes can’t be approximated by non-
curvilinear subschemes in Hilb[k]0 (Cn). The dimension of CX[k]p will come from the description
of it as a non-reductive quotient in the next subsection. 
Note that any curvilinear subscheme contains only one subscheme for any given smaller
length and any small deformation of a curvilinear subscheme is again locally curvilinear.
Remark 3.3. Fix coordinates x1, . . . , xn on Cn. Recall that the defining ideal Iξ of any sub-
scheme ξ ∈ Hilbk+10 (Cn) is a codimension k subspace in the maximal ideal m = (x1, . . . , xn).
The dual of this is a k-dimensional subspace S ξ in m∗ ≃ Sym≤kCn giving us a natural embed-
ding ϕ : X[k+1]p ֒→ Grassk(Sym≤kCn). In what follows, we give an explicit parametrization of
this embedding using an algebraic model coming from global singularity theory.
3.1. Test curve model for CX[k]p . If u, v are positive integers let Jk(u, v) denote the vector
space of k-jets of holomorphic maps (Cu, 0) → (Cv, 0) at the origin, that is, the set of equiva-
lence classes of maps f : (Cu, 0) → (Cv, 0), where f ∼ g if and only if f ( j)(0) = g( j)(0) for all
j = 1, . . . , k.
If we fix local coordinates z1, . . . , zu at 0 ∈ Cu we can again identify the k-jet of f with the set
of derivatives at the origin, that is ( f ′(0), f ′′(0), . . . , f (k)(0)), where f ( j)(0) ∈ Hom(Sym jCu,Cv).
This way we get the equality
(2) Jk(u, v) = ⊕kj=1Hom(Sym jCu,Cv).
One can compose map-jets via substitution and elimination of terms of degree greater than k;
this leads to the composition maps
(3) Jk(u, v) × Jk(v,w) → Jk(u,w), (Ψ1,Ψ2) 7→ Ψ2 ◦ Ψ1modulo terms of degree > k .
When k = 1, J1(u, v) may be identified with u-by-v matrices, and (3) reduces to multiplication
of matrices.
The k-jet of a curve (C, 0) → (Cn, 0) is simply an element of Jk(1, n). We call such a curve
γ regular, if γ′(0) , 0; introduce the notation Jregk (1, n) for the set of regular curves:
Jregk (1, n) = {γ ∈ Jk(1, n); γ′(0) , 0}
Let ξ ∈ CX[k+1]p be a curvilinear subscheme. It is contained in a unique smooth curve germ Cp
ξ ⊂ Cp ⊂ X.
Let fξ : (C, 0) → (X, p) be a k-jet of germ parametrising Cp. Then fξ ∈ Jregk (1, n) is determined
only up to polynomial reparametrisation germs φ : (C, 0) → (C, 0) and therefore we get
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Lemma 3.4. The curvilinear locus CX[k+1]p is equal (as a set) to the set of k-jet of regular
germs at the origin of Cn modulo reparametrisation:
CX[k+1]p = {k-jets (C, 0) → (Cn, 0)}/{k-jets (C, 0) → (C, 0)} = Jregk (1, n)/Jregk (1, 1).
We can explicitely write out this reparametrisation action as follows; let fξ(z) = z f ′(0) +
z2
2! f ′′(0)+ . . .+ z
k
k! f (k)(0) ∈ Jregk (1, n) a k-jet of germ at the origin (i.e no constant term) in Cn with
f (i) ∈ Cn such that f ′ , 0 and let ϕ(z) = α1z+α2z2 + . . .+αkzk ∈ Jregk (1, 1) with αi ∈ C, α1 , 0.
Then
f ◦ ϕ(z) = ( f ′(0)α1)z + ( f ′(0)α2 + f
′′(0)
2!
α21)z2 + . . . +
 ∑
i1+...+il=k
f (l)(0)
l! αi1 . . . αil
 zk =
(4) = ( f ′(0), . . . , f (k)(0)/k!) ·

α1 α2 α3 . . . αk
0 α21 2α1α2 . . . 2α1αk−1 + . . .
0 0 α31 . . . 3α21αk−2 + . . .
0 0 0 . . . ·
· · · . . . αk1

where the (i, j) entry is pi, j(α¯) = ∑a1+a2+...+ai= j αa1αa2 . . . αai .
Remark 3.5. The linearisation of the action of Jregk (1, 1) on Jregk (1, n) given as the matrix
multiplication in (4) represents Jregk (1, 1) as a upper triangular matrix group in GL(n). It is
parametrised along its first row with the free parameters α1, . . . , αk and the other entries are
certain (weighted homogeneous) polynomials in these free parameters. It is a C∗ extension of
its maximal unipotent radical
Jregk (1, 1) = U ⋊ C∗
where U is the subgroup we get via substituting α1 = 1 and the diagonal C∗ acts with weights
0, 1 . . . , n − 1 on the Lie algebra Lie(U). In [7] and [8] we study actions of groups of this type
in a more general context.
Fix an integer N ≥ 1 and define
Θk =
{
Ψ ∈ Jk(n, N) : ∃γ ∈ Jregk (1, n) : Ψ ◦ γ = 0
}
,
that is, Θk is the set of those k-jets of germs on Cn at the origin which vanish on some regular
curve. By definition, Θk is the image of the closed subvariety of Jk(n, N) × Jregk (1, n) defined
by the algebraic equations Ψ ◦ γ = 0, under the projection to the first factor. If Ψ ◦ γ = 0, we
call γ a test curve of Θ.
Remark 3.6. The subset Θk is the closure of an important singularity class in the jet space
Jk(n, N). These are called Morin singularities and the equivariant dual of Θk in Jk(n, N) is
called the Thom polynomial of Morin singularities, see [9] for details.
Test curves of germs are generally not unique. A basic but crucial observation is the fol-
lowing. If γ is a test curve of Ψ ∈ Θk, and ϕ ∈ Jregk (1, 1) is a holomorphic reparametrisation of
C, then γ ◦ ϕ is, again, a test curve of Ψ:
C
ϕ
// C
γ
// Cn
Ψ
// CN
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Ψ ◦ γ = 0 ⇒ Ψ ◦ (γ ◦ ϕ) = 0
In fact, we get all test curves of Ψ in this way if the following open dense property holds:
the linear part of Ψ has 1-dimensional kernel. Before stating this in Theorem 3.8 below,
let us write down the equation Ψ ◦ γ = 0 in coordinates in an illustrative case. Let γ =
(γ′, γ′′, . . . , γ(k)) ∈ Jregk (1, n) and Ψ = (Ψ′,Ψ′′, . . . ,Ψ(k)) ∈ Jk(n, N) be the k-jets of the test
curve γ and the map Ψ respectively. Using the chain rule and the notation vi = γ(i)/i!, the
equation Ψ ◦ γ = 0 reads as follows for k = 4:
Ψ′(v1) = 0,(5)
Ψ′(v2) + Ψ′′(v1, v1) = 0,
Ψ′(v3) + 2Ψ′′(v1, v2) + Ψ′′′(v1, v1, v1) = 0,
Ψ′(v4) + 2Ψ′′(v1, v3) + Ψ′′(v2, v2) + 3Ψ′′′(v1, v1, v2) + Ψ′′′′(v1, v1, v1, v1) = 0.
Lemma 3.7 ([22, 9]). Let γ = (γ′, γ′′, . . . , γ(k)) ∈ Jregk (1, n) and Ψ = (Ψ′,Ψ′′, . . . ,Ψ(k)) ∈
Jk(n, N) be k-jets. Then substituting vi = γ(i)/i!, the equationΨ◦γ is equivalent to the following
system of k linear equations with values in CN:
(6)
∑
τ∈P(m)
Ψ(vτ) = 0, m = 1, 2, . . . , k.
Here P(m) denotes the set of partitions τ = 1τ1 . . .mτm of m into nonnegative integers and
vτ = v
τ1
1 · · · v
τm
m .
For a given γ ∈ Jregk (1, n) and 1 ≤ i ≤ k let Si,Nγ denote the set of solutions of the first i
equations in (6), that is,
(7) Si,Nγ =
{
Ψ ∈ Jk(n, N),Ψ ◦ γ = 0 up to order i}
The equations (6) are linear in Ψ, hence
Si,Nγ ⊂ Jk(n, N)
is a linear subspace of codimension iN, i.e a point of Grasscodim=iN(Jk(n, N)), whose dual,
(Si,Nγ )∗, is an iN-dimensional subspace of Jk(n, N)∗. These subspaces are invariant under the
reparametrization of γ. In fact, Ψ ◦ γ has N vanishing coordinates and therefore
Si,Nγ = S
i,1
γ ⊗ C
N
holds.
ForΨ ∈ Jk(n, N) let Ψ1 ∈ Hom (Cn,CN) denote the linear part. When N ≥ n then the subset
˜Si,Nγ = {Ψ ∈ S
i,N
γ : dim kerΨ1 = 1}
is an open dense subset of the subspace Si,Nγ . In fact it is not hard to see that the comple-
ment ˜Si,Nγ \ S
i,N
γ where the kernel of Ψ1 has dimension at least two is a closed subvariety of
codimension N − n + 2.
Note that for N = 1, according to (2), the dual space Jk(n, 1)∗ can be and will be identified
with
Hom (C, Sym≤n(Cn)∗) ≃ Sym≤kCn
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where Sym≤kCn =
⊕k
i=1 Sym
iCn and we identified Cn with its dual.
Theorem 3.8. (1) The map
φ : Jregk (1, n) → Grassk(Sym≤kCn)
defined as γ 7→ (Sk,1γ )∗ is Jregk (1, 1)-invariant and induces an injective map on the
Jregk (1, 1)-orbits into the Grassmannian
φGrass : CX[k+1]p = J
reg
k (1, n)/Jregk (1, 1) ֒→ Grassk(Sym≤kCn).
Moreover, φ and φGrass are GL(n)-equivariant with respect to the standard action of
GL(n) on Jregk (1, n) ⊂ Hom (Ck,Cn) and the induced action on Grassk(Sym≤kCn).
(2) The image of φ and the image of ϕ defined in Remark 3.5 coincide in Grassk(Sym≤kCn):
im(φ) = im(ϕ) ⊂ Grassk(Sym≤kCn).
Proof. For the first part it is enough to prove that for Ψ ∈ Θk with dim kerΨ1 = 1 and γ, δ ∈
Jregk (1, n)
Ψ ◦ γ1 = Ψ ◦ γ2 = 0 ⇔ ∃∆ ∈ Jregk (1, 1) such that γ = δ ◦ ∆.
We prove this statement by induction. Let γ = v1t + · · · + vktk and δ = w1t + · · · + wktk. Since
dim kerΨ1 = 1, v1 = λw1, for some λ , 0. This proves the k = 1 case.
Suppose the statement is true for k−1. Then, using the appropriate order-(k−1) diffeomor-
phism, we can assume that vm = wm, m = 1 . . . k − 1. It is clear then from the explicit form (6)
(cf. (5)) of the equation Ψ ◦ γ = 0, that Ψ1(vk) = Ψ1(wk), and hence wk = vk − λv1 for some
λ ∈ C. Then γ = ∆ ◦ δ for ∆ = t + λtk, and the proof is complete.
The second part immediately follows from the definition of ϕ and φ. 
Remark 3.9. (1) In particular the second part of Theorem 3.8 tells us that the curvilinear
component
CX[k+1]p = im(φ) ⊂ Grassk(Sym≤kCn)
has a GL(n)-equivariant embedding into the Grassmannian Grassk(Sym≤kCn) as the
closure of the image of φ.
(2) For a point γ ∈ Jregk (1, n) let vi = γ
(i)
i! ∈ C
n denote the normed ith derivative. Then from
Lemma 3.7 immediately follows that for 1 ≤ i ≤ k (see [9]):
(8) Si,1γ = SpanC(v1, v2 + v21, . . . ,
∑
τ∈P(i)
vτ) ⊂ Sym≤kCn.
This explicit parametrisation of the curvilinear component is crucial in building our
localisation process in the next section.
(3) Since φ is GL(n)-equivariant, for k ≤ n the GL(n)-orbit of
pn,k = φ(e1, . . . , ek) = SpanC(e1, e2 + e21, . . . ,
∑
τ∈P(k)
eτ),
forms a dense subset of the image Jregk (1, n) and therefore
CX[k+1]p = φ(Jregk (1, n)) = GLn · pn,k.
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3.2. Jet bundles and CX[k]. Let X be a smooth projective variety and let JkX → X denote
the bundle of k-jets of germs of parametrized curves in X; its fibre over x ∈ X is the set of
equivalence classes of germs of holomorphic maps f : (C, 0) → (X, x), with the equivalence
relation f ∼ g if and only if the derivatives f ( j)(0) = g( j)(0) are equal for 0 ≤ j ≤ k. If we
choose local holomorphic coordinates (z1, . . . , zn) on an open neighbourhoodΩ ⊂ X around x,
the elements of the fibre JkXx are represented by the Taylor expansions
f (t) = x + t f ′(0) + t
2
2! f
′′(0) + . . . + t
k
k! f
(k)(0) + O(tk+1)
up to order k at t = 0 of Cn-valued maps f = ( f1, f2, . . . , fn) on open neighbourhoods of 0 in
C. Locally in these coordinates the fibre can be written as
JkXx =
{
( f ′(0), . . . , f (k)(0)/k!)
}
= (Cn)k,
which we identify with Jk(1, n). Note that JkX is not a vector bundle over X since the transition
functions are polynomial but not linear, see [13] for details.
Let Jregk X denote the bundle of k-jets of germs of parametrized regular curves in X, that is,
where the first derivative f ′ , 0 is nonzero. Its fibre is isomorphic with Jregk (1, n).
Jregk (1, 1) acts fibrewise on the jet bundle Jregk X and the full curvilinear component CX[k] on
X can be identified with the non-reductive fibrewise quotient of Jregk X by J
reg
k (1, 1):
CX[k+1] = Jregk X/J
reg
k (1, 1).
More precisely, introduce the notation
Sym≤kT ∗X = T ∗X ⊕ Sym2(T ∗X) ⊕ . . . ⊕ Symk(T ∗X)
for the vector bundle on X whose fibre is isomorphic to Sym≤kCn. The Grassmannian bundle
Grassk(Sym≤kT ∗X) and the jet bundle Jregk X have an induced fibrewise action of GL(n) and we
have the following fibrewise version of Theorem 4.1
Corollary 3.10. The quotient Jregk X/J
reg
k (1, 1) has the structure of a locally trivial bundle over
X, and Theorem 4.1 gives us a GL(n)-equivariant holomorphic embedding
φGrass : CX[k+1] = Jregk X/J
reg
k (1, 1) ֒→ Grassk(Sym≤kT ∗X)
into the Grassmannian bundle of Sym≤kT ∗X over X. The fibrewise compactification
CX[k+1] = φGrass(Jregk X)
of the image is the curvilinear component of the Hilbert scheme of k + 1 points on X.
3.3. Tautological bundles over CX[k]. Let F be a rank r vector bundle over X. The fibre of
the corresponding rank r(k + 1) tautological bundle F[k+1] on CX[k+1] at the point ξ is
F[k+1]
ξ
= H0(ξ, F |ξ) = H0(Oξ ⊗ F).
Using our embedding φGrass : CX[k+1] ֒→ Grassk(Sym≤kT ∗X) this fibre can be identified as
F[k+1]
ξ
= (OGrassk(Sym≤kT ∗X) ⊕ E)φ(ξ) ⊗ Fsupp(ξ)
12 GERGELY B ´ERCZI, OXFORD
where E is the tautological rank k bundle over Grassk(Sym≤kT ∗X). Hence the total Chern class
of F[k+1] can be written as
c(F[k+1]) =
r∏
j=1
(1 + θ j)
k∏
i=1
r∏
j=1
(1 + ηi + θ j)
where c(F) =∏rj=1(1+θ j) and c(E) =∏ki=1(1+ηi) are the Chern classes for the corresponding
bundles. In particular the Chern class
(9) ci(F[k+1]) = Ci(c1(E), . . . ck(E), c1(F), . . . , cr(F))
can be expressed as a polynomial function Ci in Chern classes of E and F.
4. Partial resolutions of CX[k+1]
In this section first we construct a partial resolution of the (highly singular) punctual curvi-
linear component CX[k+1]p ⊂ Grassk(Sym≤kCn) in two steps. The first partial resolution is
defined for any choice of parameters n, k an it uses nested Hilbert schemes. For the second
step we need to impose the very restrictive condition k ≤ n, that is the number of points
can’t exceed the dimension of the variety plus 1. We will see how to dispose this condition in
Section §7.
4.1. Completion in nested Hilbert schemes. Let
X[k1 ,...,kt] = {(ξ1 ⊂ ξ2 ⊂ . . . ⊂ ξt) : ξi ∈ X[ki]} ⊂ X[k1] × . . . × X[kt]
be the nested Hilbert scheme defining flags of subschemes of length vector (k1, . . . , kt).
Curvilinear subschemes contain only one subscheme for any given smaller length. There-
fore ξ ∈ CX[k+1]p defines a unique flag
F (ξ) = (ξ1 ⊂ ξ2 ⊂ . . . ⊂ ξk) ∈ CX[2]p × . . . × CX[k+1]p ⊂ X[2,...k+1]
where ξi is defined via
Oξi = Oξ/O
i+1
X,p ≃ C[z]/zi+1
and therefore ξi ∈ CX[i+1]p . This defines an embedding
˜φ : CX[k+1]p ֒→ X[2,...,k+1]
ξ 7→ (ξ1 ⊂ . . . ⊂ ξk).
Let fξ ∈ Jregk (1, n) denote the k-jet corresponding to ξ ∈ CX[k+1]p and let Siξ = Si,1fξ ⊂ Jk(n, 1) be
the solution space defined in (7) where N = 1. Then ˜φ can be equivalently written as
fξ 7→ ((S1ξ)∗ ⊂ (S2ξ)∗ ⊂ . . . ⊂ (Skξ)∗) ∈ Flagk(Sym≤kCn)
or using coordinates as
f = fξ 7→ SpanC( f ′) ⊂ SpanC( f ′, f ′′+( f ′)2) ⊂ . . . ⊂ SpanC( f ′, f ′′+( f ′)2, . . . , f [k]+
∑
Σai=k
( f [i])ai).
Theorem 3.8 has the following immediate
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Corollary 4.1. The map
˜φ : Jregk (1, n) → Flagk(Sym≤kCn)
γ 7→ Fγ = ((S1γ)∗ ⊂ . . . ⊂ (Skγ)∗))
is Jregk (1, 1)-invariant and induces an injective map on the Jregk (1, 1)-orbits into the flag mani-fold
φFlag : CX[k+1]p = J
reg
k (1, n)/Jregk (1, 1) ֒→ Flagk(Sym≤kCn).
Moreover, all these maps are GL(n)-equivariant with respect to the standard action of GL(n)
on Jregk (1, n) ⊂ Hom (Ck,Cn) and the induced action on Flagk(Sym≤kCn).
Let ĈX
[k+1]
p denote the closure of ˜φ(Jregk (1, n)) in Flag(k, Sym≤kCn).
4.2. Blowing up along the linear part. Assume k ≤ n. Let π : Jk(n, 1)∗ ≃ Sym≤kCn =
⊕ki=1Sym
iCn → Cn denote the projection to the first (linear) factor and define
C˜X[k+1]p = {((S1γ)∗ ⊂ . . . ⊂ (Skγ)∗)), (V1 ⊂ . . . ⊂ Vk) : π(Siγ)∗) ⊂ Vi} ⊂ ĈX
[k+1]
p × Flagk(Cn).
Equivalently, let Pk,n ⊂ GLn denote the parabolic subgroup which preserves the flag
f = (Span(e1) ⊂ Span(e1, e2) ⊂ . . . ⊂ Span(e1, . . . , ek) ⊂ Cn).
and pk,n = ˜φ(e1, . . . , ek) the base point in Flagk(Sym≤kCn). Define the partial resolution C˜X
[k+1]
p
of ĈX
[k+1]
p as the fibrewise compactification of ĈX
[k+1]
p on Flagk(Cn) = GL(n)/Pk,n, that is,
C˜X[k+1]p = GL(n) ×Pk,n Pk,n · pk,n → GL(n) · pk,n = ĈX
[k+1]
p
with the resolution map C˜X
[k+1]
p → ĈX
[k+1]
p given by ρ(g, z) = g · z.
The geometric resolutions C˜X[k+1]p and ĈX
[k+1]
p of CX
[k+1]
p constructed in this section form
the fibres of partial resolution bundles ĈX
[k]
and C˜X[k] over X with partial resolution maps
C˜X
[k]
→ ĈX
[k]
→ CX[k]
where
ĈX
[k]
= ˜φ(Jk(T ∗X)) ⊂ Flagk(Sym≤kT ∗X)
is the closure of the fibrewise embedding CX[k] = Jregk X/J
reg
k (1, 1) ֒→ Flagk(Sym≤kT ∗X) and for
k ≤ n
C˜X[k+1] = {(S1 ⊂ . . . ⊂ Sk)), (V1 ⊂ . . . ⊂ Vk) : π(Si) ⊂ Vi} ⊂ ĈX
[k+1]
× Flagk(T ∗X).
Here π : Jregk X ≃ ⊕
k
i=1Sym
iT ∗X → T
∗
X denotes again the projection to the first factor. The fibre
of C˜X
[k+1]
over p ∈ X is C˜X
[k+1]
p and therefore C˜X
[k+1]
canonically sits in Flagk(Sym≤kT ∗X).
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5. Equivariant localisation on C˜X[k+1]
Let F be a rank r vector bundle over X and let F[k+1] denote the corresponding rank (k +
1)r tautological bundle over X[k+1]. We use the same notation F[k+1] for its pull-back along
the partial resolution map C˜X
[k+1]
→ CX[k+1]. Fix a Chern polynomial P(c1, . . . , cr(k+1)) of
weighted degree dim CX[k+1] = n + (n − 1)k where ci = ci(F[k+1]) are the Chern classes of
the tautological bundle. In this section we start developing an iterated residue formula for the
tautological integral
∫
C˜X[k] P. This formula is attained via a two-step equivariant localisation
process and it is crucially based on a vanishing theorem of residues.
5.1. Equivariant de-Rham model and the Atiyah-Bott formula. This section is a short
introduction to equivariant cohomology and localisation. For more details, we refer the reader
to Section 2 of [9] and [23].
Let G be a compact Lie group with Lie algebra g and let M be a C∞ manifold endowed with
the action of G. The G-equivariant differential forms are defined as differential form valued
polynomial functions on g:
Ω•G(M) = {α : g→ Ω•(M) : α(gX) = gα(X) for g ∈ G, X ∈ g} = (S •g∗ ⊗Ω•(M))G
where (g · α)(X) = g · (α(g−1 · X)). One can define equivariant the exterior differential dG on
(S •g∗ ⊗Ω•(M))G by the formula
(dGα)(X) = (d − ι(XM))α(X),
where ι(XM) denotes the contraction by the vector field XM . This increases the degree of
an equivariant form by one if the Z-grading is given on (S •g∗ ⊗ Ω•(M))G by deg(P ⊗ α) =
2 deg(P)+ deg(α) for P ∈ S •g∗, α ∈ Ω•(M). The homotopy formula ι(X)d + dι(X) = L(X) im-
plies that d2G(α)(X) = −L(X)α(X) = 0 for any α ∈ (S •g∗⊗Ω•(M))G, and therefore (dG,Ω•G(M))
is a complex. The equivariant cohomology H∗G(M) of the G-manifold M is the cohomology of
the complex (dG,Ω•G(M)). Note that α ∈ Ω•G(M) is equivariantly closed if and only if
α(X) = α(X)[0] + . . . + α(X)[n] such that ι(XM)α(X)[i] = dα(X)[i−2].
Here α(X)[i] ∈ Ωi(M) is the degree-i part of α(X) ∈ Ω•(M) and α[i] : g → Ωi(M) is a polyno-
mial function.
The equivariant push-forward map
∫
M : ΩG(M) → (S •g∗)G is defined by the formula
(10)
(∫
M
α
)
(X) =
∫
M
α(X) =
∫
M
α[n](X)
When the n-dimensional complex torus T = (C∗)n acts on M let K = U(1)n be its maximal
unipotent subgroup and t = Lie(K) its Lie algebra. We define the T -equivariant cohomology
H•T (M) to be the H•K(M), the equivariant DeRham cohomology defined by the action of K. If
M0(X) is the zero locus of the vector field XM , then the form α(X)[n] is exact outside M0(X).
(see Proposition 7.10 in [23]), and this suggests that the integral
∫
M α(X) depends only on the
restriction α(X)|M0(X).
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Theorem 5.1 (Atiyah-Bott [2], Berline-Vergne [11]). Suppose that M is a compact manifold
and T is a complex torus acting smoothly on M, and the fixed point set MT of the T-action on
M is finite. Then for any cohomology class α ∈ H•T (M)∫
M
α =
∑
f∈MT
α[0]( f )
EulerT (T f M)
.
Here EulerT (T f M) is the T-equivariant Euler class of the tangent space T f M, and α[0] is the
differential-form-degree-0 part of α.
The right hand side in the localisation formula considered in the fraction field of the polyno-
mial ring of H•T (point) = H•(BT ) = S •t∗ (see more on details in [2, 10]). Part of the statement
is that the denominators cancel when the sum is simplified.
5.2. Equivariant Poincare´ duals and multidegrees. The Atiyah-Bott formula works for
holomorphic actions of tori on nonsingular projective varieties. In our case, however, the punc-
tual curvilinear component CX[k+1]p is highly singular at the fixed points so the AB localisation
does not apply directly as the equivariant Euler class of the tangent space at a singular fixed
point is not well defined. But CX[k+1]p sits in the nonsingular ambient space Grassk(Sym≤kCn)
and an intuitive idea would be to put EulerT (T f Grassk(Sym≤kCn)) into the denominator on the
right hand side which we then compensate in the numerator with some sort of dual of the
tangent cone of CX[k+1]p at f sitting in the tangent space of Grassk(Sym≤kCn) at f . This idea
indeed works and it becomes incarnate in the Rossman formula in §5.3.
Let T = (C∗)n be a complex torus with K = U(1)n its maximal compact subgroup and
t = Lie(K) its Lie algebra. Let M be a manifold endowed with a T action. The compactly
supported equivariant cohomology groups H•K,cpt(M) are obtained by restricting the equivariant
de Rham complex to compactly supported (or quickly decreasing at infinity) differential forms.
Clearly H•K,cpt(M) is a module over H•K(M). When M = W is an N-dimensional complex
vector space, and the action is linear, one has H•K(W) = S •t∗ and H•K,cpt(W) is a free module
over H•K(W) generated by a single element of degree 2N:
(11) H•K,cpt(W) = H•K(W) · ThomK(W),
called the Thom class of W.
A T -invariant algebraic subvariety Σ of dimension d in W represents a T -equivariant 2d-
cycle in the sense that
• a compactly-supported equivariant form µ of degree 2d is absolutely integrable over
the components of maximal dimension of Σ, and
∫
Σ
µ ∈ S •t;
• if dKµ = 0, then
∫
Σ
µ depends only on the class of µ in H•K,cpt(W),
• and
∫
Σ
µ = 0 if µ = dKν for a compactly-supported equivariant form ν.
Definition 5.2. Let Σ be an T-invariant algebraic subvariety of dimension d in the vector space
W. Then the equivariant Poincare´ dual of Σ is the polynomial on t defined by the integral
(12) eP[Σ,W] = 1(2π)d
∫
Σ
ThomK(W).
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An immediate consequence of the definition is that for an equivariantly closed differential
form µ with compact support, we have∫
Σ
µ =
∫
W
eP[Σ,W] · µ.
This formula serves as the motivation for the term equivariant Poincare´ dual. This definition
naturally extends to the case of an analytic subvariety of Cn defined in the neighborhood of
the origin, or more generally, to any T -invariant cycle in Cn.
Note that eP[Σ,W] is determined by the maximal dimensional components of Σ and in fact it
can be characterised and axiomatised by some of its basic properties. These are carefully stated
in [9] Proposition 2.3 and proofs can be found in [36],[39],[31], the list reads as: positivity,
additivity on maximal dimensional component, deformation invariance, symmetry and finally
a formula for complete intersections of hypersurfaces. These properties provide an algorithm
for computing eP[Σ,W] as follows (see [31] §8.5 and [9, 6] for details): we pick any monomial
order on the coordinates of W and apply Groebner deformation on the ideal of Σ to deform
it onto its initial monomial ideal. The spectrum of this monomial ideal is the union of some
coordinate subspaces in W with multiplicities whose equivariant dual is then given as the
sum of the duals of the maximal dimensional subspaces by the additivity property. For these
linear subspaces the formula for complete intersections has the following special form. Let
W = Spec(C[y1, . . . , yN]) acted on by the n-dimensional torus T diagonally where the weight
of yi is ηi. Then for every subset i ⊂ {1, . . . , N} we have
(13) eP[{yi = 0, i ∈ i},W] =
∏
i∈i
ηi.
The weights η1, . . . ηN are linear forms of the basis elements λ1, . . . λn of t∗. Let coeff(ηi, j)
denote the coefficient of λ j in ηi (1 ≤ i ≤ N, 1 ≤ j ≤ n) and introduce the notation
deg(η1, . . . , ηN; m) = #{i; coeff(ηi,m) , 0}}.
Let Σ ⊂ W be a T -invariant subvariety. It is clear from the formula (13) that the λm-degree of
eP[Σ,W] satisfies
(14) degλm eP[Σ,W] ≤ deg(η1, . . . , ηN; m)
for any 1 ≤ m ≤ n.
Finally we state one of the basic properties listed in [9] Proposition 2.3 as a lemma here as
this will be used repeatedly later.
Lemma 5.3 (Elimination property, [9] Prop 2.3). Let Σ ⊂ W be a closed T-invariant sub-
variety and denote by I(Σ) the ideal of functions vanishing on Σ. Fix a polynomial f ∈
C[y1, . . . , yN] of weight η0, and let Σ f be the variety in W ⊕ Cy0 with ideal generated by I(Σ)
and y0 − f . Then
eP[Σ f ,W ⊕ Cy0] = η0 · eP[Σ,W]
Example 5.4. Let W = C4 endowed with a T = (C∗)3-action, whose weights η1, η2, η3 and η4
span t∗, and satisfy η1 + η3 = η2 + η4. Choose p = (1, 1, 1, 1) ∈ W; then the affine toric variety
T · p = {(y1, y2, y3, y4) ∈ C4; y1y3 = y2y4}.
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is a hypersurface and its equivariant dual is given by the weight of the equation:
eP[T · p,W] = η1 + η3 = η2 + η4.
An other way to see this is to fix the monomial order > induced from y1 > y2 > y3 > y4, then
the ideal I = (y1y3 − y2y4) has initial ideal inI = (y1y3) whose spectrum is the union of the
hyperplanes {y1 = 0} and {y3 = 0} with duals η1, η3 respectively.
Remark 5.5. An alternative and slightly more general topological definition of the equivariant
dual is the following, see [21, 27, 15] for details. For a Lie group G let EG → BG be a right
principal G-bundle with EG contractible. Such a bundle is universal in the topological setting:
if E → B is any principal G-bundle, then there is a map B → BG, unique up to homotopy,
such that E is isomorphic to the pullback of EG. If X is a smooth algebraic G-variety then the
topological definition of the G-equivariant cohomology of X is
H∗G(X) = H∗(EG ×G X).
If Y is a G-invariant subvariety then Y represents a G-equivariant cohomology class in the
equivariant cohomology of X, namely the ordinary Poincare´ dual of EG ×G Y in EG ×G X.
This is the equivariant dual of Y in X:
eP[Y, X] = PD(EG ×G Y, EG ×G X).
5.3. The Rossman formula. Let Z be a complex manifold with a holomorphic T -action, and
let M ⊂ Z be a T -invariant analytic subvariety with an isolated fixed point p ∈ MT . Then one
can find local analytic coordinates near p, in which the action is linear and diagonal. Using
these coordinates, one can identify a neighborhood of the origin in TpZ with a neighborhood
of p in Z. We denote by ˆTpM the part of TpZ which corresponds to M under this identification;
informally, we will call ˆTpM the T -invariant tangent cone of M at p. This tangent cone is not
quite canonical: it depends on the choice of coordinates; the equivariant dual of Σ = ˆTpM in
W = TpZ, however, does not. Rossmann named this the equivariant multiplicity of M in Z at
p:
(15) emultp[M, Z] def= eP[ ˆTpM,TpZ].
Remark 5.6. In the algebraic framework one might need to pass to the tangent scheme of M
at p (cf. [20]). This is canonically defined, but we will not use this notion.
The analog of the Atiyah-Bott formula for singular subvarieties of smooth ambient mani-
folds is the following
Proposition 5.7 (Rossmann’s localisation formula [36]). Let µ ∈ H∗T (Z) be an equivariant
class represented by a holomorphic equivariant map t→ Ω•(Z). Then
(16)
∫
M
µ =
∑
p∈MT
emultp[M, Z]
EulerT (TpZ)
· µ[0](p),
where µ[0](p) is the differential-form-degree-zero component of µ evaluated at p.
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5.4. Equivariant localisation on C˜X[k+1] for k ≤ n. In this subsection we start to develop
a two step equivariant localisation method on C˜X[k+1] using the Rossmann formula. As the
partial resolution C˜X
[k+1] described in §4.2 is defined only for k ≤ n we impose this condition
in this section.
Recall from §4.2 the blow-up definition
C˜X
[k+1]
p = GL(n) ×Pk,n Pk,n · pk,n → CX
[k+1]
p
sitting in Flagk(Sym≤kCn) which fibres over the flag manifold GL(n)/Pk,n = Flagk(Cn):
C˜X[k+1]p
ρ
//
µ

CX[k+1]p ⊂ Flagk(Sym≤kCn)
Hom (Ck,Cn)/Bk = Flagk(Cn)
and the fibres of µ are isomorphic to Pk,n · pk ⊂ Flagk(Sym≤kCn). The corresponding fibred
version of this diagram over X gives the partial resolution of the curvilinear Hilbert scheme
C˜X
[k+1]
→ CX[k+1]:
(17) C˜X[k+1] ρ //
µ

CX[k+1] ⊂ Flagk(Sym≤kT ∗X)
Flagk(T ∗X)
τ

X
where Flagk(T ∗X) is the flag bundle of the cotangent bundle T ∗X, and over every point p ∈ X we
get back the previous diagram, that is, the fibres of π˜ = τ ◦ µ : C˜X[k+1] → X are canonically
isomorphic to C˜X[k+1]p .
Fix a Chern polynomial P = P(c1, . . . , cr(k+1)) of degree dim CX[k+1] = n + (n − 1)k where
ci = ci(F[k+1]) are the Chern classes of the tautological rank r(k + 1) bundle on the curvilinear
Hilbert scheme. To evaluate the integral
∫
C˜X[k+1] P we can first integrate (push forward) along
the fibres of π˜ : C˜X[k+1] → X followed by integration over X. These fibres are canonically
isomorphic to C˜X
[k+1]
p endowed with a natural GL(n) action induced by the standard GL(n)
action on Cn and we can use this action to perform torus equivariant localisation on C˜X[k+1]p
to integrate along the fibres. Recall that K = U(1)n is the maximal compact subgroup of the
maximal complex torus T of GL(n,C) and t = Lie(K). Take a fibrewise equivariant extension
α ∈ H fT = S
•
t
∗ ⊗ (Ω•(C˜Xp[k+1])K ⊗ Ω•(X)
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with respect to the torus action on C˜Xp
[k+1]
. Then α is a polynomial function on t with values
in the Ω•(X)-module Ω•(C˜Xp[k+1])K ⊗Ω•(X). Integration along the fibre is the map
H fT → S
•
t
∗ ⊗ Ω•(X)
defined as
(
∫
α)(X) =
∫
C˜X[k+1]p
α[dim(C˜X
[k+1]
p )](X) for all X ∈ t
where α[dim(C˜X
[k+1]
p )] is the (Ω•(C˜Xp[k+1])K-degree-d part of α with d = dim(C˜X[k+1]p ). In short,
we consider the Ω•(X) part of α as a constant and apply the standard localisation map (10) on
S •t∗ ⊗ (Ω•(C˜Xp[k+1])K .
Note that µ : C˜X
[k+1]
p → Flagk(Cn) gives a GL(n)-equivariant fibration over the flag manifold
Flagk(Cn). Let e1, . . . , en ∈ Cn be an eigenbasis of Cn for the T action on C˜X
[k+1]
p with weights
λ1, . . . , λn ∈ t
∗ and let
f = (〈e1〉 ⊂ 〈e1, e2〉 ⊂ . . . ⊂ 〈e1, . . . , ek〉 ⊂ Cn)
denote the standard flag in Cn fixed by the parabolic Pk,n ⊂ GL(n). Since the torus action on
C˜X
[k+1]
p is obtained by the restriction of a GL(n)-action to its subgroup of diagonal matrices Tn,
the Weyl group of permutation matrices S n acts transitively on the fixed points set Flagk(Cn)Tn
taking the standard flag f to σ(f) and Proposition 5.1 gives us
(18)
∫
C˜X[k+1]p
α =
∑
σ∈Sn/Sn−k
ασ(f)∏
1≤m≤k
∏n
i=m+1(λσ·i − λσ·m)
,
where
• σ runs over the ordered k-element subsets of {1, . . . , n} labeling the fixed flags σ(f) =
(〈eσ(1)〉 ⊂ . . . ⊂ 〈eσ(1), . . . , eσ(k)〉 ⊂ Cn) in Cn,
•
∏
1≤m≤k
∏n
i=m+1(λσ(i) − λσ(m)) is the equivariant Euler class of the tangent space of
Flagk(Cn) at σ(f),
• if C˜X
[k+1]
σ(f) = µ
−1(σ(f)) denotes the fibre then ασ(f) = (
∫
C˜X[k+1]σ(f)
α)[0](σ(f)) ∈ S •t∗ ⊗ Ω•(X)
is the differential-form-degree-zero part evaluated at σ(f) and ασ(f) = σ·αf with respect
to the natural Weyl group action on S •t∗.
In particular, when α = α(θ1, . . . , θr, η1, . . . , ηk) is a bi-symmetric polynomial in the Chern
roots θi of the pull-back of F over C˜X
[k+1]
p ⊂ Flagk(Sym≤kCn) and the Chern roots η j of the
tautological rank k bundle E then αf is a polynomial in two sets of variables: in the basic
weights λ = (λ1 . . . λn) and in the θ = (θ1 . . . θr). Since µ−1(f) is invariant under Pk,n only, this
polynomial is not necessarily symmetric in the λ’s. Note that αf contains only Chern roots
of the tautological rank k bundle E and therefore it does not depend on the last n − k basic
weights: λk+1, . . . , λn ∈ t∗.
αf = αf(θ1, . . . , θr, λ1, . . . , λk)
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and
(19) ασ(f) = σ · αf = αf(θ1, . . . , θr, λσ(1), . . . , λσ(k) ∈ S •g∗ ⊗ H∗(X)
is the σ-shift of the polynomial αf corresponding to the distinguished fixed flag f.
5.5. Transforming the localisation formula into iterated residue. In this section we trans-
form the right hand side of (18) into an iterated residue. This step turns out to be crucial in
handling the combinatorial complexity of the Atiyah-Bott localisation formula and captures
the symmetry of the fixed point data in an efficient way which enables us to prove the vanishing
of the contribution of all but one of the fixed points.
To describe this formula, we will need the notion of an iterated residue (cf. e.g. [37]) at
infinity. Let ω1, . . . , ωN be affine linear forms on Ck; denoting the coordinates by z1, . . . , zk,
this means that we can write ωi = a0i + a1i z1 + . . . + aki zk. We will use the shorthand h(z) for
a function h(z1 . . . zk), and dz for the holomorphic n-form dz1 ∧ · · · ∧ dzk. Now, let h(z) be an
entire function, and define the iterated residue at infinity as follows:
(20) Res
z1=∞
Res
z2=∞
. . .Res
zk=∞
h(z) dz∏N
i=1 ωi
def
=
(
1
2πi
)k ∫
|z1 |=R1
. . .
∫
|zk |=Rk
h(z) dz∏N
i=1 ωi
,
where 1 ≪ R1 ≪ . . . ≪ Rk. The torus {|zm| = Rm; m = 1 . . . k} is oriented in such a way that
Resz1=∞ . . .Reszk=∞ dz/(z1 · · · zk) = (−1)k. We will also use the following simplified notation:
Resz=∞
def
= Resz1=∞ Resz2=∞ . . .Reszk=∞ .
In practice, one way to compute the iterated residue (20) is the following algorithm: for
each i, use the expansion
(21) 1
ωi
=
∞∑
j=0
(−1) j (a
0
i + a
1
i z1 + . . . + a
q(i)−1
i zq(i)−1) j
(aq(i)i zq(i)) j+1
,
where q(i) is the largest value of m for which ami , 0, then multiply the product of these
expressions with (−1)kh(z1 . . . zk), and then take the coefficient of z−11 . . . z−1k in the resulting
Laurent series.
We repeat the proof of the following iterated residue theorem from [9].
Proposition 5.8 (([9] Proposition 5.4)). For any homogeneous polynomial Q(z) on Ck we have
(22)
∑
σ∈Sn/Sn−k
Q(λσ(1), . . . , λσ(k))∏
1≤m≤k
∏n
i=m+1(λσ·i − λσ·m)
= Res
z=∞
∏
1≤m<l≤k(zm − zl) Q(z) dz∏k
l=1
∏n
i=1(λi − zl)
Proof. We compute the iterated residue (22) using the Residue Theorem on the projective line
C∪ {∞}. The first residue, which is taken with respect to zk, is a contour integral, whose value
is minus the sum of the zk-residues of the form in (22). These poles are at zk = λ j, j = 1 . . . n,
and after canceling the signs that arise, we obtain the following expression for the right hand
side of (22):
n∑
j=1
∏
1≤m<l≤k−1(zm − zl)
∏k−1
l=1 (zl − λ j) Q(z1 . . . zk−1, λ j) dz1 . . . dzk−1∏k−1
l=1
∏n
i=1(λi − zl)
∏n
i, j(λi − λ j)
.
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After cancellation and exchanging the sum and the residue operation, at the next step, we have
(−1)k−1
n∑
j=1
Res
zk−1=∞
∏
1≤m<l≤k−1(zm − zl) Q(z1 . . . zk−1, λ j) dz1 . . . dzk−1∏n
i, j
(
(λi − λ j)∏k−1l=1 (λi − zl)) .
Now we again apply the Residue Theorem, with the only difference that now the pole zk−1 = λ j
has been eliminated. As a result, after converting the second residue to a sum, we obtain
(−1)2k−3
n∑
j=1
n∑
s=1, s, j
∏
1≤m<l≤k−2(zl − zm) Q(z1 . . . zk−2, λs, λ j) dz1 . . . dzk−2
(λs − λ j)∏ni, j,s ((λi − λ j)(λi − λs)∏k−1l=1 (λi − zl)) .
Iterating this process, we arrive at a sum very similar to (18). The difference between the two
sums will be the sign: (−1)k(k−1)/2, and that the k(k − 1)/2 factors of the form (λσ(i) − λσ(m))
with 1 ≤ m < i ≤ k in the denominator will have opposite signs. These two differences cancel
each other, and this completes the proof. 
Remark 5.9. Changing the order of the variables in iterated residues, usually, changes the
result. In this case, however, because all the poles are normal crossing, formula (22) remains
true no matter in what order we take the iterated residues.
Proposition 5.8 together with (18) and (19) gives
Proposition 5.10. Let k ≤ n and α = α(θ1, . . . , θr, η1, . . . , ηk) be a bi-symmetric polynomial in
the Chern roots θi of the pull-back of F over C˜X[k+1]p ⊂ Flagk(Sym≤kCn) and the Chern roots
η j of the tautological rank k bundle E. Then∫
C˜X[k+1]p
α = Res
z=∞
∏
1≤m<l≤k(zm − zl)αf(θ1, . . . , θr, z1, . . . , zk) dz∏k
l=1
∏n
i=1(λi − zl)
where si(z) = si(z1, . . . , zk) denotes the ith symmetric polynomial in z1, . . . , zk.
Next, we proceed a second localisation on the fibre
C˜X
[k+1]
f = µ
−1(f) ≃ Pk,n · pk ⊂ Flagk(Sym≤kCn)
to compute αf(θ, z). Since C˜X[k+1]f is invariant under the T -action on Flagk(Sym≤kCn), we
can apply Rossmann’s integration formula, see Proposition 5.7. Note that the fibre C˜X[k+1]f =
Pk,n · pk sits in the submanifold
Flag∗k(Sym≤kCn) = {V1 ⊂ . . . ⊂ Vk ⊂ Sym≤kCn : dim(Vi) = i,Vi ⊂ SpanC(eτ : Στ ≤ i)}
of Flagk(Sym≤kCn). Since the subspaces
Wi = SpanC(eτ : Στ ≤ i) ⊂ Sym≤kCn
are invariant under the upper Borel Bn ⊂ GL(n) which fixes the flag f,
Flag∗k(Sym≤kCn) ⊂ Flagk(Sym≤kCn)
is a Bn-invariant subvariety.
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We apply the Rossman formula for M = Xf , Z = Flag∗k(Sym≤kCn) and µ = αf . The fixed
points on
Z = Flag∗k(Sym≤kCn) ⊂
k⊕
i=1
W1 ∧ . . . ∧Wi
are parametrised by admissible sequences of partitions pi = (π1, . . . , πk). We call a sequence
of partitions pi = (π1 . . . πk) ∈ Π×d admissible if
(1) Σπl ≤ l for 1 ≤ l ≤ k, and
(2) πl , πm for 1 ≤ l , m ≤ k.
We will denote the set of admissible sequences of length k by Πk. The corresponding fixed
point is then
k⊕
i=1
eπ1 ∧ . . . ∧ epii ∈
k⊕
i=1
W1 ∧ . . . ∧Wi
where eπ =
∏
j∈π e ∈ Sym|π|Cn.
Then the Rossman formula (16) and Proposition 5.10 give us
Proposition 5.11. Let k ≤ n and let α = α(θ1, . . . , θr, η1, . . . , ηk) be a bi-symmetric polynomial
in the Chern roots θi of the pull-back of F over C˜X[k+1]p ⊂ Flagk(Sym≤kCn) and the Chern roots
η j of the tautological rank k bundle E. Then
(23)
∫
C˜X[k+1]p
α =
∑
pi∈Πk∩Pk,n·pk
Res
z=∞
Qpi(z) ∏m<l(zm − zl)α(θ, zπ1 , . . . , zπk)∏k
l=1
∏τ,π1 ...πl
τ≤l (zτ − zπl)
∏k
l=1
∏n
i=1(λi − zl)
dz.
where Qpi(z) = emultpi[Xf , Flag∗k] and zπ =
∑
i∈π zi.
This formula reduces the computation of the tautological integrals
∫
C˜X[k+1]p
α to determine the
fixed point set Πk ∩ C˜X
[k+1]
f and the multidegree Qpi(z) = emultpi[Xf , Flag∗k] of the tangent cone
of C˜X
[k+1]
f in Flag∗k(Sym≤kCn).
6. The residue vanishing theorem
The first immediate problem arising with our formula (23) is that we do not have a complete
description of the fixed point setΠk∩C˜X
[k+1]
f and in fact it seems to be a hard question to decide
which torus fixed points on Flag∗k(Sym≤kCn) sit in the orbit closure C˜X
[k+1]
f = Pk,n · pk. The
second problem we face is how to compute the multidegrees Qpi(z) = emultpi[Xf , Flag∗k] for
those admissible sequences which represent fixed points in Pk,n · pk. We postpone this second
problem to the next section and here we focus on the first question which has a particularly
nice–and surprising–answer. Namely, we do not need to know which fixed points sit in Pk,n · pk
because our limited knowledge on the equations of the Pk,n-orbit is enough to show that all but
one terms on the right hand side of (23) vanish. This key feature of the iterated residue has
already appeared in[9] but here we need to prove a stronger version where the total degree of
the rational forms are zero. We devote the rest of this section to the proof of
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Theorem 6.1 (The Residue Vanishing Theorem). Let k+1 ≤ n and α = α(θ1, . . . , θr, η1, . . . , ηk)
be a bi-symmetric polynomial in the Chern roots θi of the pull-back of F over C˜X[k+1]p ⊂
Flagk(Sym≤kCn) and the Chern roots η j of the tautological rank k bundle E. Then
(1) All terms but the one corresponding to pidst = ([1], [2], . . . , [k]) vanish in (23) leaving
us with
(24)
∫
C˜X[k+1]p
α = Res
z=∞
Q[1],...,[k](z) ∏m<l(zm − zl)α(θ, z)∏
sum(τ)≤l≤k(zτ − zl)
∏k
l=1
∏n
i=1(λi − zl)
dz.
(2) If |τ| ≥ 3 then Qk(z) = Q([1],...,[k])(z) is divisible by zτ − zl for all l ≥ sum(τ) implying
the simplified formula
(25)
∫
C˜X[k+1]p
α = Res
z=∞
Qk(z) ∏m<l(zm − zl)α(θ, z)∏
m+r≤l≤k(zm + zr − zl)
∏k
l=1
∏n
i=1(λi − zl)
dz.
Remark 6.2. (1) The geometric meaning of Qk(z) in (25) is the following, see also [9]
Theorem 6.16. Let Tk ⊂ Bk ⊂ GL(k) be the subgroups of invertible diagonal and
upper-triangular matrices, respectively; denote the diagonal weights of Tk by z1, . . . , zk.
Consider the GL(k)-module of 3-tensors Hom (Ck, Sym2Ck); identifying the weight-
(zm + zr − zl) symbols qmrl and qrml , we can write a basis for this space as follows:
Hom (Ck, Sym2Ck) =
⊕
Cqmrl , 1 ≤ m, r, l ≤ k.
Consider the point ǫ = ∑km=1 ∑k−mr=1 qm+rmr in the Bk-invariant subspace
Nk =
⊕
1≤m+r≤l≤k
Cqmrl ⊂ Hom (Ck, Sym2Ck).
Set the notation Ok for the orbit closure Bkǫ ⊂ Nk, then Qk(z) is the Tk-equivariant
Poincare´ dual Qk(z) = eP[Ok, Nk]Tk , which is a homogeneous polynomial of degree
dim(Nk) − dim(Ok).. For small k these polynomials are the following (see [9] §7):
Q2 = Q3 = 1, Q4 = 2z1 + z2 − z4
Q5 = (2z1 + z2 − z5)(2z21 + 3z1z2 − 2z1z5 + 2z2z3 − z2z4 − z2z5 − z3z4 + z4z5).
(2) To understand the significance of this vanishing theorem we note that while the fixed
point set Πk on Flag∗k(Sym≤kCn) is well understood, it is not clear which of these fixed
points sit in Xf . But we have enough information to prove that none of those fixed
points in Xf contribute to the iterated residue except for the distinguised fixed point
pidst = ([1], [2], . . . , [k]).
(3) The Residue Vanishing Theorem is valid under the condition k+1 ≤ n which is slightly
stronger than the condition k ≤ n we worked with so far and which guaranteed the
existence of C˜X[k+1]p . We will remedy this condition in §7.
Remark 6.3. Remark 2.3 for singular varieties and ordinary compactly supported differential
forms holds for compactly supported equivariant forms as follows. Let T be a complex torus
and f : M → N be a smooth proper T-equivariant map between smooth quasiprojective
varieties. Now assume that X ⊂ M and Y ⊂ N are possibly singular T-invariant closed
24 GERGELY B ´ERCZI, OXFORD
subvarieties, such that f restricted to X is a birational map from X to Y. Next, let µ be an
equivariantly closed differential form on N with values in polynomials on t. Then the integral
of µ on the smooth part of Y is absolutely convergent; we denote this by ∫Y µ. With this
convention we again have
(26)
∫
X
f ∗µ =
∫
Y
µ,
and we can define integrals of equivariant forms on singular quasi-projective varieties simply
by passing to any partial equivariant resolution or equivalently to integration over the smooth
locus. In particular, applying this for the partial resolution ρ : C˜X[k+1]p → CX
[k+1]
p we get∫
CX[k+1]p
α =
∫
C˜X[k+1]p
ρ∗α
for any α ∈ Ω∗(CX[k+1]p ) closed compactly supported differential form.
6.1. The vanishing of residues. In this subsection following [9] §6.2 we describe the con-
ditions under which iterated residues of the type appearing in the sum in (23) vanish and we
prove Theorem 6.1.
We start with the 1-dimensional case, where the residue at infinity is defined by (20) with
d = 1. By bounding the integral representation along a contour |z| = R with R large, one can
easily prove
Lemma 6.4. Let p(z), q(z) be polynomials of one variable. Then
Res
z=∞
p(z) dz
q(z) = 0 if deg(p(z)) + 1 < deg(q).
Consider now the multidimensional situation. Let p(z), q(z) be polynomials in the k vari-
ables z1 . . . zk, and assume that q(z) is the product of linear factors q = ∏Ni=1 Li, as in (23). We
continue to use the notation dz = dz1 . . . dzk. We would like to formulate conditions under
which the iterated residue
(27) Res
z1=∞
Res
z2=∞
. . .Res
zk=∞
p(z) dz
q(z)
vanishes. Introduce the following notation:
• For a set of indices S ⊂ {1 . . . k}, denote by deg(p(z); S ) the degree of the one-variable
polynomial pS (t) obtained from p via the substitution zm →
t if m ∈ S ,1 if m < S . . When
p(z) is the product of linear forms, deg(p(z); S ) is the number of terms with nonzero
coefficients in front of at least one of zs for s ∈ S .
• For a nonzero linear form L = a0 + a1z1 + . . . + akzk, denote by coeff(L, zl) = ai the
coefficient in front of zi;
• finally, for 1 ≤ m ≤ k, set
lead(q(z); m) = #{i; max{l; coeff(Li, zl) , 0} = m},
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which is the number of those factors Li in which the coefficient of zm does not vanish,
but the coefficients of zm+1, . . . , zk are 0.
We can group the N linear factors of q(z) according to the nonvanishing coefficient with the
largest index; in particular, for 1 ≤ m ≤ k we have
deg(q(z); m) ≥ lead(q(z); m), and
k∑
m=1
lead(q(z); m) = N.
Proposition 6.5 ([9] Proposition 6.3). Let p(z) and q(z) be polynomials in the variables
z1 . . . zk, and assume that q(z) is a product of linear factors: q(z) = ∏Ni=1 Li; set dz =
dz1 . . . dzk. Then
Res
z1=∞
Res
z2=∞
. . .Res
zk=∞
p(z) dz
q(z) = 0
if for some l ≤ k, either of the following two options hold:
• deg(p(z); k, k − 1, . . . , l) + k − l + 1 < deg(q(z); k, k − 1, . . . , l),
or
• deg(p(z); l) + 1 < deg(q(z); l) = lead(q(z); l).
Note that for the second option, the equality deg(q(z); l) = lead(q(z); l) means that
(28) for each i = 1 . . .N and m > l, coeff(Li, zl) , 0 implies coeff(Li, zm) = 0.
We are ready to proof the Residue Vanishing Theorem. Recall that our goal is to show that
all the terms of the sum in (23) vanish except for the one corresponding to pidst = ([1] . . . [k]).
The plan is to apply Proposition 6.5 in stages to show that the itrated residue vanishes unless
zi = [i] holds, starting with i = k and going backwards.
Fix a sequence pi = (π1, . . . , πk) ∈ Πk, and consider the iterated residue corresponding to it
on the right hand side of (23). The expression under the residue is the product of two fractions:
p(z)
q(z) =
p1(z)
q1(z) ·
p2(z)
q2(z) ,
where
(29) p1(z)
q1(z) =
Qpi(z) ∏m<l(zm − zl)∏k
l=1
∏τ,π1...πl
sum(τ)≤l(zτ − zπl)
and p2(z)
q2(z) =
α(θ1, . . . , θr, zπ1, . . . , zπk)∏k
l=1
∏n
i=1(λi − zl)
.
Note that p(z) is a polynomial, while q(z) is a product of linear forms. As a first step we
show that if πk , [k], then already the first residue in the corresponding term on the right hand
side of (23) – the one with respect to zk – vanishes. Indeed, if πk , [k], then deg(q2(z); k) = n,
while zk does not appear in p2(z). On the other hand, deg(q1(z); k) = 1, because the only term
which contains zk is the one corresponding to l = k, τ = [k] , πk. By (14) deg(Qpi(z), k) ≤ 1
holds so
(30) deg(p1(z)p2(z); k) = k and deg(q1(z)q2(z); k) = n + 1
and k ≤ n − 1, so deg(p(z)) ≤ deg(q(z)) + 2 holds and we can apply Lemma 6.4.
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We can thus assume that πk = [k], and proceed to the next step and take the residue with
respect to zk−1. If πk−1 , [k − 1] then
(31) deg(q2(z), k − 1) = lead(q2(z), k − 1) = n, deg(p2(z); k − 1) = 0.
In q1 the linear terms containing zk−1 are
(32) zk−1 − zk, z1 + zk−1 − zk, zk−1 − zπk−1
The first term here cancels with the identical term in the Vandermonde in p1. The second
term divides Qpi, according to the following proposition from [9] applied for l = k − 1:
Proposition 6.6 ([9], Proposition 7.4). Let l ≥ 1, and let pi be an admissible sequence of
partitions of the form pi = (π1, . . . , πl, [l + 1], . . . , [k]), where πl , [l]. Then for m > l, and
every partition τ such that l ∈ τ, sum(τ) ≤ m, and |τ| > 1, we have
(33) (zτ − zm)|Qpi.
Therefore, after cancellation, all linear factors from q1(z) which have nonzero coefficients
in front of both zk−1 and zk vanish, and for the new fraction
p′1(z)
q′1(z)
deg(q′1(z), k − 1) = lead(q′1(z), k − 1) = 1.
By (32) and (14) deg(Qπ, k − 1) ≤ 3 and therefore after cancellation we have
deg(p′1(z), k − 1) ≤ k − 2 + 2 = k
Using (31) we get
deg(p′1(z)p2(z), k − 1) = k and deg(q′1(z)q2(z), k − 1) = lead(q′1(z)q2(z), k − 1) = n + 1,
so we can apply the second option in Proposition 6.5 with l = k− 1 to deduce the vanishing of
the residue with respect to k − 1.
In general, assume that
pi = (π1, π2, . . . , πl, [l + 1], . . . , [k]) where πl , [l],
and proceed to the study of the residue with respect to zl. For the second fraction we have
again
(34) deg(q2(z), l) = lead(q2(z), l) = n, deg(p2(z); l) = 0.
The linear terms containing zl in q1(z) are
zl − zk, zl − zk−1, . . . , zl − zl+1(35)
zτ − zs with l ∈ τ, τ , l, l + 1 ≤ s ≤ k, sum(τ) ≤ s(36)
zl − zπl(37)
The weights in (35) cancel out with the identical terms of the Vandermonde in p1(z) and by
Propostition 6.6 Qpi(z) is divisible by the weights in (36). Hence all linear factors with nonzero
coefficient in front of zl and at least one of zl+1, . . . , zk vanish from q1(z). Let again p
′
1(z)
q′1(z)
denote
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the new fraction arising from p1(z)q1(z) after these cancellations. Then in q
′
1(z) only the term (37)
contains zl and
(38) deg(q′1(z), l) = lead(q′1(z), l) = 1.
In p′1(z) the linear terms which are left from the Vandermonde after cancellation and contain
zl are zl−1 − zl, . . . , z1 − zl. The reduced Q′π(z) which we get after dividing by the terms in (36)
is then a polynomial of the remaining weights, and the only remaining weights which contain
zl are
zl − zπl and zl − zk, zl − zk−1, . . . , zl − zl+1.
Then (14) tells us that deg(Qπ(z, l) ≤ k − l + 1. Therefore
(39) deg(p′1(z); l) ≤ (l − 1) + (k − l + 1) = k.
Putting (38) and (39) together we get
deg(p′1(z)p2(z), l) = k and deg(q′1(z)q2(z), l) = lead(q′1(z)q2(z), k − 1) = n + 1.
Since k ≤ n − 1, by applying the second option of Proposition 6.5 we arrive at the vanishing
of the residue, forcing πl to be [l].
7. Increasing the number of points and the proof of Theorem 1.2
The Residue Vanishing Theorem provides a closed iterated residue formula for tautological
integrals on C˜X[k+1]p in the case when k + 1 ≤ n, that is, the number of points does not exceed
the dimension of X. In this section we show how one can drop this very restrictive condition.
Recall that the test curve model in §3.1 establishes a GL(n)-equivariant isomorphism of
quasi-projective varieties
Jregk (1, n)/Jregk (1, 1) ≃ CX[k+1]p ⊂ Grassk(Sym≤kCn)
between the moduli of k-jets of regular germs and the curvilinear locus of the punctual Hilbert
scheme sitting in the Grassmannian of k-dimensional subspaces in Sym≤kCn. For punctual
Hilbert schemes we can assume without loss of generality that X = Cn and p = 0 and we use
the notation
CHilbk+10 (Cn) ⊂ Hilbk+10 (Cn)
the curvilinear locus sitting in the punctual Hilbert scheme at the origin and CHilb
k+1
0 (Cn) for
its closure, the curvilinear component.
Assume that k + 1 > dim(X) = n. Fix a basis {e1, . . . , ek} of Ck and let
C[n] = Span(e1, . . . , en) ֒→ Ck+1 and C[k+1−n] = Span(en+1, . . . , ek+1) ֒→ Ck+1
denote the subspaces spanned by the first n and last k + 1 − n basis vectors respectively.
These are Tk+1-equivariant embeddings under the diagonal action of the maximal torus Tk+1 ⊂
GL(k + 1) and they induce the Tk+1-equivariant embedding
(40) Jregk (1, n) ֒→ Jregk (1, k + 1) = Jregk (1, n) ⊕ Hom(Ck,C[k+1−n]).
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defined via f 7→ ( f , 0). Here, by placing f (i)/i! ∈ Cn into the ith column we identify Jregk (1, n)
with Hom reg(Ck,Cn), the set of k-by-n matrices with nonzero first column and the decompo-
sition (40) reads as
(41) Jregk (1, k + 1) = Hom reg(Ck,Ck+1) = Hom reg(Ck,C[n]) ⊕ Hom (Ck,C[k+1−n]) =
= Jregk (1, n) ⊕ Hom (Ck,C[k+1−n]).
Moreover, Jregk (1, n) is invariant under the reparametrisation group Jregk (1, 1) acting on Jregk (1, k + 1)
and this action commutes with the Tk+1 action resulting a Tk+1-equivariant embedding
CHilbk+10 (Cn) ≃ Jregk (1, n)/Jregk (1, 1) ⊂ Jregk (1, k + 1)/Jregk (1, 1) = CHilbk+10 (Ck+1).
This embedding extends to the closures and commutes with the embeddings into the Grassan-
nians resulting the diagram
CHilb
k+1
0 (Cn)
Tk+1−equiv
//
GL(n)−equiv

CHilb
k+1
0 (Ck+1)
GL(k+1)−equiv

Grassk(Sym≤kCn)Tk+1−equiv// Grassk(Sym≤kCk+1)
where the horizontal maps are Tk+1-equivariant and the vertical embeddings are GL(n) resp.
GL(k + 1)-equivariant.
The decomposition (41) induces a Tk+1-equivariant isomorphism of quasi-projective vari-
eties
Ψk+1→n : Jregk (1, n)/Jregk (1, 1) × Hom(Ck,C[k+1−n])
≃
→ Jregk (1, k + 1)/Jregk (1, 1)
( f1 · Jregk (1, 1), f2) 7→ ( f1 ⊕ f2) · Jregk (1, 1)
whose inverse on the open chart
Jik(1, k + 1)/Jregk (1, 1) = {( f ′, . . . , f [k]) · Jregk (1, 1) : f ′i , 0}
where the ith coordinate of f ′ does not vanish can be given using a canonical slice of the action
given by the following
Lemma 7.1. Let n ≥ 2 and f = ( f ′, . . . , f [k]) ∈ Jik(1, k + 1). The Jregk (1, 1)-orbit of f contains
a unique point ˜f = ( ˜f ′, . . . , ˜f [k]) such that ˜f ′i = 1 and ˜f [ j]i = 0 for j ≥ 2.
Proof. Jik(1, k + 1) consists of k + 1-by-k matrices ( f ′, . . . f (k)) whose (i, 1) entry f ′i is nonzero
f ′i , 0. The action of Jregk (1, 1) is right multiplication with the matrix given in (4). This action
multiplies the first column f ′ with α1 whereas the image of f ( j) for 2 ≤ j ≤ k is
α j f ′ +
∑
τ∈P( j)
|τ|=s
ατ · f (s).
We choose the free parameter α j inductively as α1 = 1/ f ′i and α j = − 1f ′i
∑
τ∈P( j)
|τ|=s
ατ · f (s)i for
2 ≤ j ≤ k to get the desired form of the matrix. 
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The Tk+1-equivariant inverse of Ψk+1→n on the open chart Jik(1, k+ 1)/Jregk (1, 1) is then given
as
Ψn→k+1i : Jik(1, k + 1)/Jregk (1, 1) → Jregk (1, n)/Jregk (1, 1) ⊕ Hom(Ck,C[k+1−n])
( f1 ⊕ f2) · Jk(1, 1) 7→ ( f1 · Jk(1, 1), ˜f2).
This Tk+1-equivariant isomorphism gives us
Proposition 7.2. For any Tk+1-equivariantly closed compactly supported form µ on
Jregk (1, k + 1)/Jregk (1, 1) we have∫
Jregk (1,n)/J
reg
k (1,1)
µ =
∫
Jregk (1,k+1)/J
reg
k (1,1)
µ · EulerTk(Hom(Ck,C[k+1−n]))
where EulerTk(Hom(Ck,C[k+1−n])) is the Tk+1-equivariant Euler class of Hom(Ck,C[k+1−n]).
Proof. We us the topological definition of equivariant duals, see Remark 5.5 and [21, 27,
15] for details. We use the shorthand notations Jk+1 = Jregk (1, k + 1)/Jregk (1, 1) and Jn =
Jregk (1, n)/Jregk (1, 1). The key observation is that ETk+1 ×Tk Jn forms the zero section of the
Tk+1-equivariant bundle ETk+1 ×Tk+1 Jk+1 with fibres isomorphic to Hom(Ck,C[k+1−n]). The
(ordinary) Poincare´ dual of the zero section is given by the top Chern class of the bundle, that
is the Tk+1-equivariant Euler class of the fibre and therefore∫
ETk+1×Tk+1Jn
µ =
∫
ETk+1×Tk+1Jk+1
µ · ctop
for any compactly supported equivariantly closed µ ∈ H∗(ETk ×Tk Jk). 
As a corollary we get the following
Corollary 7.3 (Extended Residue Vanishing Theorem). Formula (25) remains valid for any
2 ≤ n < k + 1.
Proof. The weights of the Tk+1 action on Hom(Ck,C[k+1−n]) in Proposition 7.2 are the weights
of the Tk+1 action on f [i]j for 1 ≤ i ≤ k and n + 1 ≤ j ≤ k + 1. The embedding φFlag :
Jregk (1, k + 1)/Jregk (1, 1) ֒→ Flagk(Sym≤kCk+1) is Tk+1-equivariant, and over the flag fσ the
weight of f [i]j is λσ(i) − λσ( j). In the iterated residue formula of Proposition 5.10 we write
λi − z j for this weight and therefore the Tk+1-equivariant Euler class transforms into
EulerTk+1z (Hom(Ck,Cz[k+1−n])) =
k∏
i=1
k∏
j=n+1
(λ j − zi)
over the flag fσ corresponding to an iterated pole z = (z1, . . . zk). If α = α(θ1, . . . , θr, η1, . . . , ηk)
is a bi-symmetric polynomial in the Chern roots θi of the pull-back of F over C˜X
[k+1]
p =
CHilbk+10 (Cn) ⊂ Flagk(Sym≤kCn) and the Chern roots η j of the tautological rank k bundle
E, then α is the restriction of a closed form on Flagk( Sym ≤kCk+1) and in particular it is a
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restriction of a form on CHilbk+10 (Ck+1). Therefore Remark 6.3, Proposition 7.2 and Theorem
6.1 tell us that∫
CX[k+1]p
α = Res
z=∞
Qk(z) ∏m<l(zm − zl)α(θ, z) dz∏
m+r≤l≤k(zm + zr − zl)
∏k
l=1
∏k
i=1(λi − zl)
·
k∏
i=1
k∏
j=n+1
(λ j − zi) =
= Res
z=∞
Qk(z) ∏m<l(zm − zl)α(θ, z)∏
m+r≤l≤k(zm + zr − zl)
∏k
l=1
∏n
i=1(λi − zl)
dz.

7.1. Proof of Theorem 1.2 and final remarks. The weights λ1, . . . , λn are the Chern roots
of T ∗pX and therefore −λ1, . . . ,−λn are the weights on TpX. Theorem 1.2 follows from the
Residue Vanishing Theorem by substituting
1∏n
i=1(λi − z j)
=
(−1)n
znjc(1/z j)
= (−1)n sX(1/z j)
znj
If we give the zi’s and θ j’s degree 1 then the total degree of the rational expression
(−1)nk ∏i< j(zi − z j)Qk(z)M(ci(zi + θ j, θ j))∏
i+ j≤l≤k(zi + z j − zl)(z1 . . . zk)n
in the formula is n − k.
The Chern class ci(zi + θ j, θ j) is the coefficient of ti in
c(F[k+1])(t) =
r∏
j=1
(1 + θ jt)
k∏
i=1
r∏
j=1
(1 + zit + θ jt),
that is, the ith Chern class of the bundle with formal Chern roots θ j, zi + θ j. For example
c1(zi + θ j, θ j) = (k + 1)
r∑
j=1
θ j + r
k∑
i=1
zi,
and in general ci(zi + θ j, θ j) is a degree i polynomial of the form
ci(zi + θ j, θ j) = Aici(z) + Ai−1ci−1(z) + . . . + A0
where c j(z) is the jth elementary symmetric polynomial in z1, . . . , zk and A j is a degree n − j
symmetric polynomial in θ1, . . . , θr.
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