For a long time, designing neural architectures that exhibit high performance was considered a dark art that required expert hand-tuning. One of the few well-known guidelines for architecture design is the avoidance of exploding gradients, though even this guideline has remained relatively vague and circumstantial. We introduce the nonlinearity coefficient (NLC), a measurement of the complexity of the function computed by a neural network that is based on the magnitude of the gradient. Via an extensive empirical study, we show that the NLC is a powerful predictor of test error and that attaining a right-sized NLC is essential for optimal performance. The NLC exhibits a range of intriguing and important properties. It is closely tied to the amount of information gained from computing a single network gradient. It is tied to the error incurred when replacing the nonlinearity operations in the network with linear operations. It is not susceptible to the confounders of multiplicative scaling, additive bias and layer width. It is stable from layer to layer. Hence, we argue that the NLC is the first robust predictor of overfitting in deep networks.
Introduction
Designing neural architectures that perform well can be a difficult process. In particular, the exploding gradient problem has been a major challenge for training very deep neural networks at least since the advent of gradient-based parameter learning [8, 18, 19] . However, there is still no consensus about which metric should be used for determining the presence of pathological exploding gradients. Should we care about the length of the gradient vector [14] ? Should we care about the size of individual components of the gradient vector [12, 33, 38] ? Should we care about the eigenvalues of the Jacobian [26, 27, 32] ? Depending on the metric used, different strategies arise for combating exploding gradients. For example, manipulating the width of layers as suggested by e.g. [13, 39] can greatly impact the size of gradient vector components but tends to leave the length of the entire gradient vector relatively unchanged. The popular He initialization for ReLU networks [14] is designed to stabilize gradient vector length, wheareas the popular Xavier initialization for tanh networks [12] is designed to stabilize the size of gradient vector components. While there is much evidence that gradient explosion when defined according to some metrics is associated with poor performance when certain architectures are paired with certian optimization algorithms (e.g. [12, 33] ), it is often unclear how to generalize those results.
1. We introduce the nonlinearity coefficient (NLC), a measurement of the combined pathology of exploding gradients and collapsing domain. 2. We verify that the NLC is an accurate estimate of the amount of information gained from computing a single gradient of a neural network, and therefore of the complexity of the function computed by the network. 3. Via an extensive empirical study of more than 15.000 full training runs, we show that the NLC is a powerful predictor of test error and that attaining a right-sized NLC is essential for optimal performance, at least in fully-connected feedforward networks. 4. Through the same study, we uncover the necessity of avoiding excessively biased neuron activations, and highlight the power of skip connections for reducing the NLC and attaining additional performance gains. 5. We detail an intriguing relationship between the NLC and the degree to which the nonlinearities used in a network can be approximated by linear functions. 6 . We demonstrate that, by design, the NLC is not susceptible to the confounders of multiplicative scaling, additive bias and layer width. We argue that this makes the NLC the best current single predictor of network performance in general, and overfitting in particular.
Notation and Terminology
We define a neural network f as a succession of layers f l , 1 ≤ l ≤ L. Each layer outputs a vector of dimensionality d l , which is fixed for each layer but may vary between layers. Each layer consumes one or more outputs of previous layers as inputs. The lowest layer, f 1 , consumes the input x, a vector of fixed dimensionality d. We also denote x by f 0 and d by d 0 . We assume a prediction framework, where the output layer f L is considered to output the prediction of the network and the goal is to minimize the value of the 'error function' e over the network's prediction and the true label y, in expectation over some data distribution D. θ = arg min θ E (x,y)∼D [e(f (θ, x), y)] f (θ, x) = f L f l = f l (θ l , f k l (1) , .., f k l (I l ) ) for all 1 ≤ l ≤ L f 0 = x k l represents the vector of the layer indices layer l takes as input, and I l is the number of inputs. Each layer is associated with a trainable parameter sub-vector θ l that collectively make up the parameter vector θ = (θ 1 , .., θ L ). We denote the error function e also by f L+1 and set d L+1 = 1. Let J l k (θ, x, y) be the Jacobian of the l'th layer f l with respect to the k'th layer f k evaluated with parameter θ at (x, y), where 0 ≤ k ≤ l ≤ L + 1. In our notation, we often omit dependencies on x, y and θ for brevity and readability and simply write, for example, J l k . We also shorten the gradient of the error J L+1 l to g l . f l (j) and g l (j) denote the j'th entry of f l and g l respectively, where 1 ≤ j ≤ d l . Denote the standard deviation of a random variable X as S[X]. Finally, let the 'quadratic expectation' Q of a random variable X be defined as Q[X] = (E[X 2 ]), i.e. the generalization of the quadratic mean to random variables.
3 On the complexity of neural networks -deriving the NLC Background Recently, [29] introduced a rigorous measurement for the presence of pathological exploding gradients, the gradient scale coefficient. Definition 1. The gradient scale coefficient (GSC) of a network f with respect to layers k and l, parameter value θ, input x and label y is GSC(k, l, f, θ, x, y) :
Specifically, the GSC of the error is GSC(l, L + 1) =
. [29] showed how a large GSC directly leads to training difficulty and high errors. The crucial insight is that as the GSC increases, the information that is gained from computing a single gradient of the network decreases. Consider some value F l taken by layer f l and some perturbation δ = u||F l || 2 of that value, Figure 1: Relationship between the NLC and the relatize size of the region in which the gradient is informative in a random direction. The more red a point is, the higher DBC(L). The bluer a point is, the stronger the skip connections.
where u ∼ U and U is the uniform distribution over unit length vectors. Then GSC(l,
In plain language, a random change to F l of relative size 1 GSC(l,L+1) leads to a change in the error of quadratic expectation e(F l ) according to the local linear approximation induced by the network gradient. However, this means that the value of the linear approximation of the error becomes negative with significant probability, which is unrealistic. Therefore, 1 GSC(l,L+1) is a bound on the relative size of the region in which the gradient of the network is informative, i.e. the fraction of the signal F l that can be corrupted before the gradient becomes uninformative. In yet other words, as the GSC increases, the relative size of the region that satisfies the first Wolfe condition shrinks proportionally [37] . In this sense, the GSC measures the complexity of the neural network. [29] showed how this complexity ultimately leads to poor outcomes by reducing effective depth [36] .
[29] also introduced the collapsing domain problem, where latent representations corresponding to different datapoints become more and more similar with depth. In the analysis above, we found that the informativeness of the gradient scales inversely with e(F l ), because this value denotes the distance to the boundary of the domain of the error function in a descent direction. [29] generalized this principle to the intermediate representations of the network. As latent representations become more similar, their domain shrinks and thus the distance to the domain boundary shrinks, and thus the informativeness of the gradient of those representations with respect to lower layers shrinks as well.
Defining the NLC We now make a crucial modelling assumption. We assume that the distribution of f l as (x, y) vary in D is a Gaussian distribution with covariance matrix σ l I for some constant σ l and the identity matrix I. In that case, the relative shrinkage of the domain is simply the ratio of the size of the latent representations and σ. We estimate both quantities empirically and thus define: Definition 2. The domain bias coefficient (DBC) of network f at layer l with respect to D and θ is
Finally, we notice that this allows us to combine the effects of domain collapse and gradient explosion in a single metric.
.
We obtain N LC(k, l) = GSC(k, l)
DBC(k) if we place Q D terms appropriately in GSC(k, l). Effectively, we augment the GSC with a more accurate, though potentially less conservative, estimate of the size of the domain. We illustrate the GSC, DBC and NLC in table 1. We plot their values for various architectures, together with a color map of the function computed by the network on a subspace of the input space, where different colors correspond to different regions of the output space. As depth grows, the GSC of a batchnorm-ReLU network grows but the DBC is constant. Therefore, the informativeness of the gradient decreases, but all regions / colors of output space are still present. In contrast, for an un-normalized ReLU network, the DBC grows more quickly. Therefore, the output oscillates in a small, biased region of output space. The NLC combines and captures both effects.
Empirical study We verified experimentally that the NLC captures gradient informativeness in practice. We sampled a large number of neural architectures at random. We varied the depth of the network, the scale of initial weights, scale of initial bias, nonlinearity, normalization method, presence of skip connections, location of skip connections and strength of skip connections. We chose from a set of 8 nonlinearities (table 2), which were further modified by random dilation, lateral shift and debiasing. However, we only considered fully-connected feedforward networks, as is (perhaps unfortunately) common in analytical studies of deep networks (e.g. [7, 30, 31, 33] ). See the appendix for the full details of our architecture sampling scheme as well as all experiments conducted for this study. We studied three datasets: MNIST, CIFAR10 and waveform-noise. The latter is from the UCI repository of datasets popular for evaluating fully-connected networks [22] . Again, see the appendix for details.
We sampled 250 architectures for each dataset and computed both N LC(0, L) as well as the median of the relative size of the region in input space where the local linear approximation was informative in a random direction. See figure 1 for the results. Indeed, there is a close relationship between both quantities. 4 The predictive power of the NLC -3 rules for architecture design
We then proceeded to train each of our 750 architectures with SGD. We performed an extensive independent grid search for each architecture to determine the optimal step size, thereby eliminating this potential confounder. This lead to a total of over 15.000 full training runs. [29] demonstrated the importance of setting step sizes independently for each architecture.
In figure 2 , we plot N LC(0, L) against the test error for each architecture, where the test error was taken after training with the step size that achieved the lowest validation error. We find that for all three datasets, the test error is highly related to the NLC. In fact, for NLCs in a range between 1 and 100 (figures B/D/F), the test error seems to be bounded below by a linear function of the NLC. For all three datasets, the optimal performance can only be obtained when the NLC is in a narrow range, approximately between 1 and 2. We also observe that most of our random architectures have an NLC greater than the optimal value. In other words, it is very easy to overfit. Hence, we state our first rule for neural architecture design.
Rule 1. Choose a neural architecture that has an ideal complexity level, as measured by N LC(0, L).
Note that the NLC is cheap to compute. Throughout this study, we compute it via a single pass over the dataset in the initialized state, and also approximate
In figure 3A , we show the NLC for CIFAR10 before training against the NLC after training. In the vast majority of cases, the change is small. In figure 2 A/C/E, we notice that there are a few outliers in the top left corner which represent untrainable architectures that had random performance after training. We color-coded the points in figure 2 , where the more red a point is, the higher DBC(L). We find that the aforementioned outliers correspond to the architectures that exhibit the highest bias. To further investigate this effect, we modified our CIFAR10 architectures so that they are likely to yield higher domain bias values. See the appendix for details. We trained those architectures and plot DBC(L) versus test error in figure 3B . While bias does not seem to affect performance much up to a certain point, all architectures with a DBC beyond 300 exhibit random performance. Hence, we state our second rule for neural architecture design.
Rule 2. Avoid an excessively high bias, as measured by DBC(L).
[29] detailed the k-dilution effect, which causes skip connections such as those employed in ResNet [15] to drastically reduce the growth of the GSC during backpropagation. Further, they demonstrated that ResNets approximately achieve an orthogonal initial state and argue that this leads to performance gains beyond just reducing complexity. In figure 2 , we color points so that the stronger the skip connections of an architecture, the more the point is blue. Architectures without skip connections have no blue color. As expected, we find that architectures with skip connections exhibit lower NLC's and tend to outperform other architectures with comparable NLCs. Hence, we formulate our third rule.
Rule 3. Utilize skip connections to reduce the NLC and to achieve additional test error gains.
All of our networks were thus far trained with SGD. Adam [21] is an optimization algorithm that, among other things, scales down large gradients that arise in lower layers in many architectures with high NLCs. [29] argued that the training difficulty incurred by a high GSC, and hence high NLC, cannot be overcome with gradient-based optimization schemes as they are caused by an inherent lack of informativeness of the gradient. We re-trained our 250 waveform-noise architectures with Adam. The results are shown in figure 3C . The relationship between NLC and test error is indeed largely unchanged compared to figure 2C.
On the NLC and the linear approximability of nonlinearities
In this section, we expose the connection between the NLC and low-level properties of the nonlinearities the network uses. Given a 1d nonlinearity operation τ and pre-activations distributed according to a Gaussian with mean 0 and standard deviation σ, we set 
It is easy to check that if f l corresponds to applying τ to each component of f l−1 , and f l−1 is distributed according to a Gaussian with mean 0 and covariance σI, then
It turns out that if batch normalization follows a fully-connected operation, the neuron activations post batchnorm are indeed approximately unit Gaussian distributed. This follows from the central limit theorem [30] . Hence, in a network containing layers of a fully-connected operation, batchnorm and a nonlinearity τ , we expect the NLC of a layer to be approximately N LC τ (1), as batchnorm is approximately linear. We train a 2-layer network with batch normalization, which contains a single nonlinearity operation at the single hidden layer. In table 2, we show N LC τ (1) for all 8 nonlinearities we used, as well as the median empirical N LC(0, L) value over 10 random initializations of the 2-layer networks. We find a close match between the two values. We then measure N LC(0, L) in 49-layer batchnorm networks, which contain 48 nonlinearity operations. For 6 out of 8 nonlinearities, N LC(0, L) closely matches the exponentiated N LC τ (1) 48 . This underscores the theoretical analysis of [29] about the exponential compounding of the layer-wise GSC. It reveals that the NLC of a network is closely tied to which nonlinearity is used. Note that the reason that the NLC value of the square and odd square nonlinearities diverge from N LC τ (1)
L at high depth is because those nonlinearities increase the value of large inputs but shrink the value of small inputs. This causes the length of the latent representations corresponding to different inputs to diverge with depth, destroying Gaussianity.
We then checked whether N LC τ actually measures "how nonlinear" a nonlinearity is. We computed the best linear fit for each τ given unit Gaussian input and then measured the ratio of the power of the signal filtered by this best linear fit over the power of the signal preserved. We find that for the 5 nonlinearities with the lowest NLCs, there is a close correspondence, in that this linear approximation error is around N LC τ (1) − 1. While this relationship breaks down for the three most nonlinear τ 's (even tanh, Gaussian and square), their linear approximation error still exceeds those of the other 5 nonlinearities. We conclude that N LC τ , and hence N LC(0, L), is a "true" measure of nonlinearity.
These insights also imply that the NLC can be managed by changing the linear approximability of nonlinearities. For all CIFAR10 architectures that exhibited an N LC(0, L) greater than 10, we replaced the nonlinearity τ (s) by 0.1τ (s) + 0.9s, i.e. we heavily diluted the nonlinearity with a linear function. We retrained those architectures and obtained a performance improvement in 102 out of 110 cases. This shows that the NLC is much more important to the performance of the network than the precise shape of the nonlinearity.
On the robustness of the NLC vs other metrics
In this section, we discuss how the NLC fares against other popular or recently proposed measures of network trainability: the size of gradient vector components, correlation information preservation, and depth. Gradient vector component size Historically, there has not been a well-accepted metric for determining the presence of pathological exploding gradients. Recently, [12, 33, 38] used the magnitude of gradient vector components for this job. We paraphrase this metric as Q D,j g l (j) and abbreviate it as GV CS(l). This metric has at least two drawbacks that render it unreliable in practice. The first drawback is that a high degree of nonlinearity and resulting poor performance can be masked by simple multiplicative rescaling. Assume we are using a network that employs normalization such as batchnorm or layer norm [6] . Then the scale of the input data is largely irrelevant to the learning dynamics of the network. Yet, multiplying the input data with a constant c would cause the gradient to shrink by c as it passes through the first normalization operation. Hence, we can obtain arbitrary values of GV CS(0) simply by changing the scale of the input data, without altering the trainability of the network. Therefore GV CS(0) cannot directly predict trainabuility. This drawback shows up in even more insidious ways. Consider plain He-initialized [14] ReLU networks. Such networks exhibit a stable activation size in the forward pass and a stable gradient size in the backward pass. Yet both DBC(L) and N LC(0, L) converge to infinity as depth increases. In fact, the gradient is stable because the increase in complexity is exactly "offset" by the multiplicative downscaling of the domain size. Hence, GVCS depicts very deep He-initialized plain ReLU networks as "perfect architectures" that avoid both exploding and vanishing gradients, yet those networks are untrainable. This drawback also affects the Lipschitz constant, another popular metric [10] .
The second drawback is that a high degree of nonlinearity can also be masked by a high width. If the dimensionality of the input grows by a constant c, under most initialization schemes, the scale of initial weights in the first layer declines by √ c, and then so does GV CS(0). Hence, again, we can completely control GV CS(0) by manipulating input dimensionality without affecting the trainability of the network. No matter how much the gradient grows during backpropagation, there exists an input dimensionality that masks this growth.
Even if neither layer width nor multiplicative scaling confounds GV CS(0), gradient size can still vary spuriously and wildly from layer to layer and from operation to operation, which can be confusing to practicioners. Consider a batchnorm ReLU network where the weights and biases have been initialized to large values. Because of the presence of batch normalization, the initial scale of weights and biases does not impact trainability at all, as each batchnorm operation removes both effects. In figure 4 , we compare GV CS(l) and N LC(l, L) for such a network, where width also changes drastically from layer to layer. Whereas GV CS(l) goes through wild oscillations, N LC(l, L) grows steadily during backpropagation according to the informativeness of the gradient.
Correlation information [33, 38] recently proposed a new metric for predicting the trainability of deep networks: correlation information. They claim that preserving the correlation of two inputs as they pass through the network is essential for trainability. However, just as GVCS, this metric suffers from an important failure case: additive bias.
Assume we are using a network that employs batch normalization. Then biases in the features of the input do not significantly affect learning dynamics, as this bias will be filtered by the first batchnorm operation. Yet, adding a constant c to the input can arbitrarily increase correlation between inputs without affecting the correlation of the outputs. So, again, the degree of correlation change through the network can be increased arbitrarily without altering the trainability of the network.
As with the GVCS, the correlation of latent representations can vary wildly from operation to operation. In figure 4 , we plot the correlation of two uncorrelated inputs as they pass through the network. As the inputs pass through the biased linear operation, correlation spikes, but this is spurious. Depth A large body of work has detailed the benefits of depth in neural networks (e.g. [9, 11, 23, 24, 25, 34, 35] ). Most of these works focus on finding specific functions which can be represented easily by deep networks, but require a prohibitively large number of neurons to represent for a shallow networks. In figure 5 , we plot the test error achieved by our architectures on CIFAR10 against depth. There is virtually no pattern. If anything, the best shallow architectures outperform the best deep ones. The plot looks almost identical for the other two datasets. Of course, from a conceptual standpoint, depth cannot be used as a direct predictor of performance for all the reasons discussed throughout this section. It is important to note our deep networks were thinner than our shallow networks, as we kept the number of trainable parameters approximately constant at 1 million.
We form a bold hypothesis: When fully-connected networks are applied to practical learning problems, network depth has little to no impact on performance in general beyond its indirect impact via the NLC and the total number of parameters. While we do not have enough evidence for this conclusion, we believe this is an interesting point of investigation. We have shown that the NLC is closely tied to complexity and is therefore in itself a powerful measurement of the kinds of functions a network can model.
Conclusion
We introduced the nonlinearity coefficient, a powerful predictor of the performance of fully-connected feedforward networks that is closely tied to the informativeness of the network gradient and the linear approximability of individual nonlinearities. Thus, the NLC represents a simple yet robust hypothesis for the complexity of a network and its likelihood to overfit. It is cheap to compute, stable throughout training and has significant practical value. We found it to be robust to basic network variations that confound other popular metrics such as gradient vector component size, correlation information, Lipschitz constant and depth. We verified our results via a large-scale empirical study that also indicates a need to avoid large biases and a desirability of skip connections to reduce the NLC and to attain further performance gains.
We found the optimal value of the NLC to be very similar between the three datasets we studied. Additionally, we also found its value to be largely independent of the input data used. Therefore, we believe the NLC could be a highly valuable data-independent filter for speeding up neural architecture search. We plan on integrating it into a large-scale search framework. Of course, we hope to extend the concepts presented in this paper to convolutional networks, which have so far largely eluded theoretical analysis based on Gaussian approximations. We are interested in studying the connection of the NLC to e.g. adversarial robustness, quantizability, sample complexity, training time and training noise. This study further underscores the need to conduct extensive, independent step size searches for each (algorithm, architecture) pair in order to obtain robust insights about deep nets, as we found that the optimal step size varied significantly between such pairs in our study. We believe that many past studies have led to spurious conclusions because of the confounder of step size bias.
A Architecture sampling
Each network layer is composed out of a fully-connected linear operation with bias and a nonlinearity operation. Some architectures have a normalization operation between the linear operation and the nonlinearity operation. The last layer does not contain the nonlinearity operation. Some architectures have skip connections, which always bypass two layers as in [16] . They start after either the linear operation or after the normalization operation. They end after the linear operation. The first skip connection begins after the linear or normalization operation in the first layer. The last skip connections ends after the linear operation in the last layer. All skip connections are identity skip connections, except the last skip connection, which has different input and output widths. The last skip connection multiplies the incoming signal with
Each architecture was selected independently at random via the following procedure.
• depth: Depth is chosen uniformly from the set of odd numbers between and including 3 and 49. We used odd numbers to avoid conflicts with our skip connections, which bypass blocks of two layers but do not bypass the first layer.
• width: Width was chosen automatically as a function of depth so that the number of trainable parameters in the network is approximately 1 million. The width of all layers except the input and output layer, which are determined by the data, is identical.
• linear operation:
). The advantages of orthogonal over Gaussian matrices have been documented by e.g. [4, 17, 28, 32] . We used the multiplicative factor so that the scale of the signal is preserved as it passes through the weight matrix, which is a well-accepted practice for avoiding exponential growth or decay in the forward pass used in e.g. He initialization [14] and SELU initialization [22] . With a 10% probability, we then additionally multiply all weight matrices by 0.9 and with a 10% probability, we multiply all weight matrices by 1.1. With a probability of
, we initialize the trainable bias as a zero vector and with a probability of 1 − 1 √ 2
, we initialize its entries as independent zero mean Gaussians with a variance of 0.05. We took the 0.05 value from [33] . If the bias is initialized as nonzero, we scale the weight matrix with a factor of √ 0.95 to approximately preserve the scale of the output.
• normalization: With a 50% probability, no normalization is used. With a 25% probability, batch normalization [20] is used. With a 25% probability, layer normalization [6] is used. Normalization does not use trainable bias and variance parameters.
• nonlinearity: We select one of the 8 nonlinearities shown in figure 2 . We select ReLU, SeLU and Gaussian with probability 2 11 each and tanh, even tanh, sigmoid, square and odd square with probability 1 11 each. We downweighted the probabilities of tanh, even tanh and sigmoid as we considered them similar. The same holds for square and odd square. After choosing the initial nonlinearity, we added additional modifications. If the original nonlinearity is τ (s), we replace it by cτ (ds + t) + b. First, d and t are chosen. d is 1 with probability 0.5, 1.2 with probability 0.25 and 0.8 with probability 0.25. t is 0 with probability 0.5, 0.2 with probability 0.25 and -0.2 with probability 0.25. Then, with probability
, we set b so that if s follows a unit Gaussian distribution, τ (s) is unbiased, i.e. E s τ (s) = 0. Therefore, the probability that both the bias of the fully-connected layer and bias of the nonlinearity in response to a unit Gaussian input is 0 is 0.5 overall. We set these probabilities to achieve a rough fraction of 50% unbiased architectures. Debiasing follows the example of [5] . Finally, we always set c so that if s is a unit Gaussian, then Q s τ (s) = 1. Again, this follows the principle of avoiding exponential growth / decay in the forward pass as mentioned above. d, b, c and t are fixed throughout training.
• skip connections: With a 50% probability, no skip connections are used. With a 25% probability, skip connections of strength 1 are used, as is usually done in practice. With a 25% chance, the strength is set uniformly at random between 0 and 1. With a 50% chance, the skip connection starts after the linear operation. With a 50% chance, it starts after the normalization operation. We introduced the latter variation because normalizing the signal between skip connections reduces the gradient damping of those connections for reasons related to the k-dilution principle [29] . We introduced both variations to obtain a more diverse range of NLCs amongst networks with skip connections.
After sampling, we conducted some mild post-processing. First, all networks that had square or odd square nonlinearities, or skip connections, that also did not have normalization were assigned either batch normalization or layer normalization with 50% probability each. This is, again, to avoid exponential instability in the forward pass. Second, if the bias of the linear layer was initialized to non-zero values and the network had batchnorm, we replaced batchnorm with layer norm, to avoid the bias being eliminated by batchnorm. Third, if the nonlinearity was not debiased, i.e. b was 0, and the nonlinearity is already debiased (i.e. SeLU, tanh and odd square), then we required the lateral shift t to be either 0.2 or -0.2 so that a bias would be introduced. This post-processing lead to the following changes in aggregate frequencies: no normalization -20.5%, batchnorm -28.1%, layer norm -51.4%, lateral shift of nonlinearity -55.3%.
We sampled 250 architectures for each of the three datasets. Results pertaining to those architectures are shown in figures 1, 2, 3A, 3C and 5. For the purpose of figure 3B , we edited our 250 architectures for CIFAR10 to increase bias. We replaced all instances of SeLU with ReLU, of tanh with sigmoid and of odd square with square. We always set b to zero, i.e. we did not debias nonlinearities. Finally, all instances of batchnorm were replaced by layer norm.
We used softmax+cross-entropy as the error function. Crucially, after initializing each architecture, we measured the scale c of activations fed into the error function, i.e. c = Q D,j f L (j). We then had the error function divide the incoming activations by c before applying cross-entropy. This was done so that the softmax+cross-entropy error function, which yields very different training dynamics when presented with inputs of different sizes, did not confound the outcomes of our study. We believe that that the preference of softmax+cross-entropy for outputs of a certain size has confounded the results of studies in the past. c remained fixed throughout training.
Finally, we note that we did not tweak our sampling procedure after training our networks, to avoid overfitting to the sampling procedure. We merely trained 20 architectures from a sampler that was only slightly different from the one described above. After observing the results, we tweaked the sampler to attain a more diverse range of NLC values as most of the 20 initial architectures had an NLC close to 1. Then we sampled our 750 architectures, 250 for each dataset, and did no further editing.
B Datasets B.1 Selection
We wanted to conduct experiments on three different datasets. First, we chose MNIST and CIFAR10 as they are the two most popular datasets for evaluating deep neural networks. The MNIST dataset is composed of 28 by 28 black and white images of handwritten digits associated with a digit label that is between 0 and 9 [2] . The CIFAR10 dataset is composed of 32 by 32 color images of objects from 10 categories associated with a category label [1]. Unfortunately, due to the large number of training runs required for deriving robust conclusions and the resulting demand for computational resources, we were unable to replicate our results on ImageNet.
We decided to choose our third dataset from the UCI repository of machine learning datasets. [22] recently validated the SELU nonlinearity, which has since become popular, on a large number of datasets from this repository. We wanted to choose a dataset that [22] also used. To decide upon the specific dataset, we applied the following filters:
• The most frequent class should not be more than 50% more frequent than the average class.
• The dataset should contain between 1.000 and 100.000 datapoints.
• Datapoints should contain at least 10 features.
• The dataset should not be composed of images, as we already studied 2 image datasets.
• The dataset should not contain categorical or very sparse features.
• We only considered datasets that we were actually able to find on the repository website.
After applying all these filters, we were left with two datasets: waveform and waveform-noise. They are very similar. We chose the latter because of the greater number of input features. The waveform-noise dataset is composed of attributes of waves from three categories associated with a category label [3].
B.2 Processing
For waveform-noise, we normalized the mean and variance of the features. We processed CIFAR10 via the following procedure.
1. We normalize the mean and variance of each datapoint.
2. We normalize the mean of each feature.
3. Via PCA, we determine the number of dimensions that hold 99% of the variance. That number is 810.
4. We map each datapoint to an 810-dimensional vector via multiplication with a 3072 × 810 submatrix of a 3072 × 3072 uniformly random orthogonal matrix.
5. Finally, we multiply the entire dataset with a single constant so that we obtain Q D,j x(j) = 1.
We used the exact same procedure for MNIST, except that the number of dimensions of the final dataset was 334 instead of 810.
During preliminary experiments, we found that this pre-processing scheme lead to faster training and lower error values than training on the raw data where only the features are normalized. The reason we designed this scheme in the first place was to reduce input dimensionality so that the majority of our 1 million parameters would not reside in the first layer.
The MNIST dataset contains 60.000 training data points and 10.000 test data points. The training data was randomly split into a training set of size 50.000 and validation set of size 10.000. The CIFAR10 dataset contains 50.000 trainin data points and 10.000 test data points. The training data was randomly split into a training set of size 40.000 and a validation set of size 10.000. The waveform-noise dataset contains 5.000 data points, which were randomly split into a training set of size 3.000, a validation set of size 1.000 and a test set of size 1.000.
As mentioned, for CIFAR10, our input dimensionality was 810. For MNIST, it was 334. For waveform-noise, it was 40. For CIFAR10 and MNIST, the output dimensionality / number of classes was 10. For waveform-noise, it was 3.
C Experimental details C.1 NLC illustration (table 1) We use networks of the kind described in A with ReLU nonlinearities and no skip connections. The width was set to 100 and the bias initialized to zero. We compute the value for GSC(0, L) empirically as
, where the expectation over D is taken over the 50.000 training datapoints of the CIFAR10 dataset. Similarly, we compute DBC(L) as
. We show the median across 10 random initializations, though the trends observed in figure 1 can be gleaned from any one of those initializations.
The color illustrations were produced as follows. We consider the same networks as before except we choose only a single random initialization, the input layer has width 100 instead of 810 and the output layer has width 3 instead of 10. We then generate three 100-dimensional inputs x 1 , x 2 and x 3 by drawing from a Gaussian with mean zero and covariance I. Consider points (a, b, c) on the unit sphere in R 3 . We associate each of these points with the input ax 1 + bx 2 + cx 3 . Because each x i is drawn from N (0, I), for each fixed tuple (a, b, c), ax 1 + bx 2 + cx 3 also has marginal distribution N (0, I). We call the sphere of points associated with these inputs the "input sphere". For each of these inputs, we take the network we had previously initialized and propagate the input forward through the network. We obtain a 3-dimensional output at the prediction layer, which we divide by its length. Now the output lies on the unit sphere in R 3 . Each point on that "output sphere" is associated with a color as shown in figure 6 . Finally, we color each point on the input sphere according to its respective color on the output sphere.
All spheres are shown as azimuthal projections. The center of the depicted discs corresponds to the point (
3 ). The RGB values of colors on the output sphere are chosen so that the R component is largest whenever the first output neuron is largest, the G component is largest whenever the second output neuron is largest and the B component is largest whenever the third output neuron is largest. If we imagine that the prediction is fed into a softmax layer for 3-class classification, then "purer" colors correspond to more confident predictions.
All values were computed in the randomly initialized state. No training was conducted.
C.2 Gradient informativeness study (figure 1)
For each architecture, we consider a single random initialization. We divide each training set into batches of size 250. Let U be the uniform distribution over unit length vectors of dimensionality d 0 and let V be the uniform distribution over unit length vectors of dimensionality d L . We measure the size of the maximum informative perturbation for each batch b as the largest value of such that
In practice, Q was evaluated by drawing a single u and v for each datapoint in the set of points in the b'th batch D b . Finally, we took the median across all batches.
The RGB value of each point plotted is determined as follows. The G value is zero. The R value, on a scale from 0 to 1, is 1 − 1 DBC(L) , where DBC(L) was computed as before. The B value, on a scale from 0 to 1, is equal to the stength of the skip connections. Specifically, it is zero if there are no skip connections.
C.3 Predictiveness study (figures 2, 3 and 5)
For each architecture, we considered a single random initialization. Given computational budget constraints, we preferred running a larger number of architectures versus re-running the same architecture with different initializations. We trained them with SGD using batch size 250. To ensure that there is no bias with regards to step size, we tuned the step size independently for each archtitecture by conducting a large number of training runs for each architecture. A training run is conducted as follows. We train with the starting step size until the validation classification error (VCE) has not decreased for 10 epochs. Then we rewind the state of the network by 10 epochs (when the lowest VCE was achieved), divide the step size by 3 and continue training until the validation classification error has not improved for 5 epochs. We divide the step size by 3 again, rewind and continue training until the validation classification error has not improved for 5 epochs. This process continues until the step size has been divided by 3 ten times.
The first training run for each architecture was conducted with a small starting step size. We then keep multiplying the starting step size by 3 until at least 7 training runs are conducted and the final VCE has not improved for at least 2 training runs (MNIST / CIFAR10) or 4 training runs (waveform-noise). The starting step size which achieved the lowest VCE was then selected for presentation in this paper. The test classification error shown is computed after the final rewind operation, at the epoch where the achieved VCE was lowest. N LC(0, L) is computed in the initialized state as in section C.1.
In figure 2 , points are colored as in figure 1 as described in section C.2. In figure 3B , the R value, on a scale from 0 to 1, is equal to 1 − 1 max(N LC(0,L),1) . In figure 3A , 'N LC(0, L) post-training' was taken at the same epoch the test classification error was taken. In figure 3C , the architectures were trained by Adam instead of SGD, but the step size search procedure was the same.
C.4 Approximability study (table 2)
N LC τ (1) was computed as defined in section 5. N LC τ (1)
48 is simply the exponentiated value.
The linear approximation error is computed as ( Q s∼N (0,1) τ (s)−τ (s) Q s∼N (0,1)τ (s)
) 2 , whereτ is the best linear fit to τ for inputs drawn from N (0, 1), i.e. arg minτ linear Q s∼N (0,1) τ (s) −τ (s). Finally, N LC(0, L) for batchnorm networks was computed as in section C.1. We present the median across 10 random initializations. The values for different initializations do not vary much except for the square and odd square nonlinearities for reasons stated in the main text.
C.5 Robustness study (figure 4)
We used a single ReLU network with batch normalization as in section C.1, of depth 10. We multiply the weights with factor 10 7 and initialize the biases with standard deviation 10 10 . Note that these large values are chosen purely for illustrative purposes.
N LC(l, L) was computed as
. GV CS(l) was computed as Q j,D f l (j) and the correlation of two uncorrelated inputs was approximated by the expected correlation of two independently chosen inputs from N (0, 1), which was further approximated by DBC(l).
All values were computed in the randomly initialized state on CIFAR10. No training was conducted.
