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Un graphe est dit sans &ok si aucun de ses sommets n’est adjacent a trois sommets formant 
un stable. Les graphes adjoints sont des graphes sans 6toile. Le problitme de la recherche d’un 
stable de cardinalit maximum dans un graphe sans etoile peut done Ctre consider6 comme une 
generalisation de celui du couplage maximum. L’algorithme present& est une extension de 
I’algorithme du couplage d’Edmonds. Une chaine augmentante par rapport ii un stable maximal 
S d’un graphe sans 6toile G = (X, E) est un sous-graphe de G qui est une chaine dont les 
sommets appartiennent alternativement B S et a (X-S) et dont les extr$mitt% sont insaturees 
par S (i.e. adjacentes a un seul sommet de S). S est de cardinalite maximum si et seulement s’il 
n’existe pas de chaine augmentante par rapport a S. Pour detecter une telle chaine, now 
utilisons une procedure de marquage des sommcts qui nkcessite deux opkations de reduction; 
I’une d’entre elles, analogue a celle des “blossom” d’Edmonds, reduit le graphe par rapport A 
un cycle impair sans corde, I’autre reduit le graphe par rapport a une clique. Cette procedure 
est diffk-ente de celle de Minty laquelle commence par chercher s’il existe des chaincs 
augmentantes de longueur trois ou cinq et ce par enumeration, et ensuite Zt construire pour 
chaque couple de sommets insatures non voisins, un graphe annexe et a y a?pliqucr I’al- 
gorithme du couplage d’Edmonds afin de detecter I’existence d’une chaine wg.mentante 
joignant les deux sommets insatures choisis 163. 
1. Introduction 
Parmi les problemes N.P. complets que l’on connait, figure A! probk?e (P) de 
la recherche dans un graphe sur les sommets duquel est definie une fonction pair.!‘., 
d’un stable de poids maximum. On peut cependant caracteriser certaines classes 
de graphes dans lesquelles (P) est polynomial, par exemple les graphes triangules 
[5], les graphes de comparabilite [5], les graphes serie-parallele [2] etc. . . . 
Une famille 4, d’independants est une famille de parties d’un ensemble fini E 
telle que toute partie d’un element de .% appartient aussi a 9. Les elements de 
9(E)-4 sont appeles des dependants. 
Le probleme (P) est un probleme de recherche d’un independant de poids 
ma.ximum. Ce dernier probleme est polynomial dans certaines familles 
d’independants qui satisfont la propriete suivante: 
L’adjonction d’un element de E ti un independant tree au plus deux 
dependants minimaux (par inclusion). 
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keapk. (a) indipendants d’un matroi’de, 
(b) k-couplages d’un nraphe, 
(e) independants de lktersectlon de deux matroi’des. 
La classe de graphes dans laquelle les stables atisfont cette propriM est celle 
des graphes qui n’admettent pas de sous-graphe isomorphe $I K1,. Cette classe 
contknt les graphes adjoints (line-graphs). Nous donnons pour cette classe de 
graphes un algorithmc polynbmial de recherche d’un stable de cardinalit maxi- 
mum bask comme cetui de la recherche d’un couplage de cardinalit maximum 
sur un theor*rne de chaines altern6es [4’J. 
nitfon 1. Soit G = (X, E) un graphe simple non orient6 dent X reprbsente 
C’snw-nkCc dea wmmets, E selui des a&es. On appelle sowgraphe de G 
consttuit sut Cc sotwensemble S de X, Ie grrtphe C& 3 (8, B’) ob ET’ dbaipne 
L’enwmhle des ar&es de C? ayant leurs dew extrbmit& datla S, Si E’ eat vidc, 
aloha S csst lrppel6 un stctblc de 0, 
Ofi oppcllaru htails ou encow K l3 le graphe de Irr Fig. 1. Un ppha serti dit 
kuns GtrGlc s’il n’udmct paa de aowgraphe isomst-phe fr KI1, 
(h) Qst appeltcra chaine altern& (par rapport B S) un ~~wgraph~ deG qui est 
unc chaiw dent Ies sommets appartiennent al ernativement It S et b (X - $3). 
(cl L’nc chaine augmentante (par rapport B S) est une ckaOne aBtern6e joignant 
deux wmmets insatur&. 
A une chaine alter&e par rapport & un couplage %f d’un grapk G, correspond 
aphe adjoint G de G, une chaine altern& par rapport au stable 
es sommets de G associk aux a&es de %?. 
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Remarque 2. Soient G = (X, E) un graphe sans etoile et S un stable de G. S’il 
existe dans G une chaine augmentante Gxt par rapport 21 S, alors S n’est pas un 
stable de cardinalitk maximum puisque S’= SAX’ (difference symktrique) est un 
stable de cardinal&? ISI + 1. 
ThhorBme. Soient G = (X, E) un graphe suns itoile et S un stable maximal de G. 
Une condition nkessaire et sufisante pour que S soJt de cardinalit maximurn est 
qu’il n’existe pas de clrzafne augmentante par rapport & S. 
D6monstration, (a) Condition n&ssaiw, C’est une conskquence de la Remarque 2. 
(b) Condition sufisante, Soient S un stable maximal de G vCrifiant la condition 
&on&e dans le th&&me et S’ un stable de G de cardinalit maximum. Tout 
sommet de SAS’ est adjacent soit $ un, soit $ deux eommets de SAS’ parce que S 
et S’ sont tous deux maximaux et que c3 est un graphe satw &ok, tes 
somposantes connews de a SAS’ sent done soit des cycles &mk2ntaires pairs, soit 
des chafnss &mentaires, Par aillcurs unc5 campasante connexe de &ASl ne peut 
trvoir un nombre impair de sommeta CM tsinan ce aeftrit une cha!ne augmentwtc 
par rapport B S ou $’ ce qui eontredirait les hypoth&sw S ttt S’ sont danc dc 
m&me wdintrlit& 
D&inition 3. Saient G = (X, 4!Z) un graph@ sans Qtaile, S un stable de G et x un 
sammet de G adjacent b un sammet s de S, On dira que 8 est inessentiel si: 
Qx’, X’E V(s) -(x}$ 
X’E V(x), ou 
Iv(x)nsl=2 et vans= v(d)ns. 
Remarque 3. Un sommet inessentiel ne peut appartenir ZI une chaine augmen- 
tante. L’algorithme que nws allons p&enter a pour objet de detecter dans le 
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graphc des chaines augmentantes et ct; a i’aide d’une procedure de marquage des 
. irrrrmets analogue a celle utilisee dans I’algorithme du couplage d’Edmonds [4]. 
Cctte procedure necessite deux opkations de reduction. 
3. lnbo&wtion des ophations de rkdaction 
!!Ment G = (X, E) un graphe sans etoile et S un stable maximal qui n’est pas de 
catdinalite maximum. II existe done un sommet insature x0 non adjacent a au 
mobs un autre sommet insature. 
La procedure (P) suivante decrit le schema general de l’algorithme (inspire de 
l’algorithme du couplage dans les graphes bipartis) pour detecter une chaine 
augmentante par rapport a S issue de x0. 
Rw&ure (P)* (0) Donner &II marque (+, 0) 5 x0; 
(1) s’il cxiste un sommet x marque (+, *) adjacent B un sommet non marque, 
alors dormer Ad marque (-, x) a tout sommet de V(x) non marque et aller en (1); 
(2) s’il cxiste un sommet s de S marque (-, l ) adjacent a un sommet non 
marque, alors donner la marque (+, s) a tout sommet de V(s) non marque sinon 
tcrmjner: S’il existe un sommet insature different de x0 marque (+, s) ‘alors 
terminer: on peut mettre en evidence une chaine augmentante issue de x0, sinon 
allcr en ( I 1. 
Remarqae 4, D’apres le Lemme 1, la ci;;iine obtenue en remontant les mar- 
quages a partir d’un sommet marque (+, 0) est un sous-graphe. Par consequent 
lorsqu’on marquc (+, a) un sommet insature XC different de x0, on peut mettre en 
evidence une chaine augmentante joignant x0 et x& La procedure (P) peut 
ccpcndant ne pas detecter de chaine augmentante issue de x0 alors qu’il en existe 
dans Ic graphe. Ceci se produit notamment dans ies deux situations d&rites 
ct-dessous. Dans la suite, on representera les sommets du stable par des cercles. 
Premier cus. Soient G = (X, E) le graphe de la Fig. 2 et S un stable de G. On 
applique la procedure (P) 5 partir du sommet 1 ce qui donne les marquages de Ia 
Fig. 3. On nc peut plus faire de marquagcs et on rA pas detect6 de chaine 
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augmentante issue du sommet 1 alors qu’il en existe une a savoir Gi,,2,3,4,s). Ccci 
est du au fait que le sommet 5 n’est pas adjacent a tous les sommets marques 
(+, l ) qui sont adjacents au sommet 4. 
Deuxi&ne cas. Soient G = (X9 E) le graphe de la Fig. 4 et S un stable de G. 
L’application de la procedure (P) a partir du sommet 1 donne les marquages de la 
Fig. 5. 
Fig. 4. Fig. 5. 
La procedure ne permet pas de detecter de chaine augmentante issue du 
sommet 1 alors que G{1.2.3.4,5.6.7) en est une. Ici la difficult6 provient de l’existence 
du cycle impair sans corde G~3,4,5,h,KI. 
Remarque 5. Pour pallier ces deux difficult& nous avons etabli deux operations 
de reduction du graphe qui ont chacune les trois propri&tes suivantes: 
(i) Le graphe obtenu apres reduction conserve la structure de graphe sans 
etoile. 
(ii) S’il existe une chaine augmentante issue de x0 dans le graphe de depart, 
alors il en existe une dans le graphe reduit et reciproquement. 
(iii) On peut facilement, B partir d’une chai’ne augmentante issue de x0 dans le 
graphe reduit, engendrer une chaine augmentante issue de x0 dans le graphe de 
depart. 
D6finition 4. Soit G = (X9 E) un graphe et C un sous-ensemble de X tel que Gc 
soit un cycle impair sans corde de longueur superieure ou egale a cinq. Soit A 
l’ensemble des sommets de X- C qui sont adjacents a des sommets de C. On 
appellera reduction de G par rapport au cycle impair sans corde Gc l’operation 
qui consiste a: 
(i) Supprimer les sommets de A qui sont adjacents a plus de deux sommets de 
C, de m2me que les sommets de C; soit A,. l’ensemble des sommets de A restants 
apres cette opkration. 
(ii) Remplacer GA, par une clique. 
Exevnple de rkduction par rapport h un cycle impair sans code de longueur 








A ={1,2,3,4,5}; A, = {1,2,3}. 
Apres reduction de G par rapport B C, on obtient le graphe de la Fig. 7. 
Fig. 7. 
Wque 6. La deuxieme operation de reduction que nous awns etablie n’a pas 
d’Cyuivalent dans la theorie du couplage. C’est une operation de reduction par 
rapport g une clique. Pour I’introduire, reprenons I’exemple de la Fig. 2. 
Pour detecter la chaine augmentante G~l.2.3.4,51, on va dans ce cas contracter la 
clique (3,6} en un sommet x* qu’on relie par une arcte a tout sommet adjacent B 
la fois B ? et B 6 (cf. Fig. 8). 
Cependant, cette opkration devra Gtre faite avec precaution pour que le graphe 
reduit conserve la structure de graphe sans etoile. Ainsi quand on contracte la 
clique (3,4) en un sommet x* dans le graghe G de la Fig. 9, on obtient le graphe 
G’ de la Fig. 10. On remarque alors qt:,llie Be sous-graphe de 6’ construit sur 
(5,6,7, x*} est une etoile. Pour remkfier g cela, on relic par une a&e Ies 
sommets’ 6 et 7. 
Fig. 10. 
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Fig. 11. 
Considkons B prbsent le graphe G de la Fig. 11. La contraction de la clique 
{5,6} en un sommet x* donne le graphe G’ de la Fig. 12. On remarque alors que: 
Ici pour dktruire cette etoile, on supprime le sommet’ 9. 
Fig. 12. 
D66nition 5. Soit G = (X, E) un graphe et s un sommet de G adjacent & tous les 
sommets d’une clique A(s) de G. Considkons les sous-ensembles de X - A(s) 
suivants: 
A = l’ensemble des sommets non adjacents 2 s, diffkrents de s et adjacents ZI au 
moins un sommet de A(s) (A = V(A(s))- V(s)U{s}); 
B =l’ensemble des sommets adjacents & s et g au moins un sommet de A(s) 
(B = V(s) n V(A(s)) - A(s)); 
C= l’ensemble des sommets qui sont chacun adjacents h tous les sommets de 
A(s) (C= news) Vk)). 
On appellera reduction de G par rapport B la clique A(s), l’opkation qui 
consiste 2: 
(i) supprimer les sommets de B n C si A - C est non vide; soit B, (resp. C,) 
l’ensemble des sommets de B (resp. C) restants apr& cette operation; 
(ii) contracter A(s) en un sommet qu’on relie par une a&e & tout sommet +e 
C,; 
(iii) remplacer GB, par une clique. 
Exemples de rt?duction par rapport ix. une clique. (1) Soit G le graphe de la Fig. 13. 
s =z 4; A(s) = {2,3}. 
On a alors 
A = (1); B = {5,6,7); C={l, 4,6}; 
A-C=pl =$ B,=B et C,.=C. 
1 I1 conviendra de montrer que cette opkration ne supprime pas toutes les chaines augmentantes 
issues du rommet 1 (cf. Paragraphe 6). 
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Fig. 13. 
IXkignons par i le sommet qui rksulte de la contraction de A(s); la Fig. 14 
reprksente le graphe obtenu apr& rkduction de G par rapport B A(s). 
(2) Soit G le graphe de la Fig. 15; 
s==S et A(s)=(3,4}. 
Fig. 14. Fig. 15. 
On a done 
A = (2,8), B = (6,711 c = (2,5,7]* 
A-C=(8) et BnC={7}; 
A -- C ktant non vide, on supprime done le sommet 7. Soit x* le sommet qui 
rksulte de la contraction de la clique A(s). Aprks reduction de G par rapport ZI 
A(S). on obticnt le graphe de la Fig. 16. 
Fig. 14. 
Notations. <a) Soier w _. .: + we cha’ine &!mentaire, x et y deux sommets de %; on 
notera %?(x, y) la portion de la chaine W joignant x et y. 
(h) On ikigncr? par c.a. une chaine a!iernGe par rappor*t i un stable S d’un 
graphe sans itoile. 
(c) Une chaine aQern@e 5? pourra etre designee F&T la skquence des sommets 
qui lui appartiennent; par extension @ pourra designer l’ensemble des sommets de 
la s&pence definissant (8’. 
Waition 6. Soient G = (X, E) un graphe sans etoile, S un stable de G et C une 
c.a. dc G; on dira yue C satisfait la propriM (*) si et seulement si il n’existe 
~WLWI w :ebrnct de G adjacent g trois sommets conskutifs de C. 
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4. L’algcorithme propose 
Notation. La chaine obtenue dans le graphe Gk = (XkY Ek) dont S est un stable, 
en remontant les marquages a partir d’un sommet x (resp. s E S) marquC (+, a) 
(resp. (-, l )) sera notee C&) (resp. C&)). 
Algorithme. (0) Soient G = (X, E) un graphe sans &oil& et S un stable maximal 
de G; 
(1) Supprimer les sommets inessentiels dans G; soit G’ = (X’, E’) le graphe 
obtenu apres cette operation; soit I 1”ensemble d s sommets insatures par S dans 
G’ ; 
(2) Si I = 8 ou si GI est une clique alors terminer: S est un stable de cardinalite 
maximum, sinon soit x0 un sommet de I non adjacent B au moins un autre 
sommet de I; supprimer les sommets de V(x,) n(X’- S), de m8me que les 
sommets inessentiels. Soit Go - (X0, Eo) le graphe obtenu; donner la. marque 
(+, 0) B x0; poser k =0, M=$fI et P={x,}; 
(3) Si M= P = 8, alors il n’existe pas de chaine augmentante issue de 
x0 : I : = I - {x0}, effacer toutes les marques, considCrer le graphe G’ et aller en (2); 
(4) Si P# 0 alors aller en (5) sinon aller en (6); 
(5) Soit x E P, (+, s) sa marque; soit s’ = V(x) n S - {s}; soit A(s’) l’ensemble 
des sommets de V(s’) qui sont marques (+, s); si A(s’) = {x} alors aller en (5.1) 
sinon aller en (5.2); 
(5.1) Si s’ est marque (-, 0) alors aller en (5.1.19, sinon aller en (51.2); 
(51.1) Poser C= C&)&(s’); soit s, = (S- C)n V(C); G& est un cycle 
impair sans corde de longueur superieure ou egale a cinq; reduire Gk par rapport 
a Gk; supprimer les sommets inessentiels; oit Gk+’ le graphe obtenu apres cela; 
soit M(C) (resp. P(C)) l’ensemble des sommets de Gk+’ marques (-, l ) 
(resp. (+, 0)) a partir d’un sommet de C; soit N(C) l’ensemble des sommets de 
V(s,) qui sent non marques; donner la marque (+, s,) a tout sommet de P(C) U 
N(C); a tout sommet y de M(C), donner la marque (-, x’) si V(y) contient un 
sommet x’ marque a partir d’un sommet de S - {s,}, la marque (+, s,) sinon; soit 
1\7r( C) l’ensemble des sommets de M(C) marques (+, s,); P : = P U l@(C) U N(C) - 
{x}; At?: = Ad- (~3; k : = k + 1; s’il existe x& E P n I alors aller en (6.1) sinon aller 
en (39; 
(51.2) Donner la marque (-, x) B tout sommet de V(x) non marque; 
P:=P-{x}; kf:= MU{s’}; aller en (4); 
(5.2) Reduire Gk par rapport a la clique A(s’); supprimer les sommets 
inessentiels; soit Gktl le graphe ainsi obtenu; k : = k + 1; soit 3 le sommet qui 
resulte de la contraction de A( s’) ; donner la marque (+, s) a i; si A (s’) c P alors 
aller en (52.1) sinon aller en (52.2); 
(52.1) P:=PU{?}-A(s’); aller en (5); 
(5.2.2) Donner la marque (-, 2) a s’; P := P- A(s’); soit P(s’) l’ensemble 
des sommets de V(s’) - V(Z) qui sont marques a partir d’un sommet de A(s’); a 
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tout sommet y de P(s’) donner la marque (-, XI> si V(y) contient un sommet x’ 
marque & partir d’un sommet de S - (~‘1; soit P(s’) l’ensemble des sommets de 
F(s’) dont la marque n’a pas Cte modifiee; si s’ E M alors effacer la marque de tout 
sommet de p(s’), sinon donner la marque (+, s’) B tout sommet de P(s’) et poser 
P: = PU p(s’); s’il existe x6 E P n Z alors aller en (6.1) sinon aller en (3); 
(6) §oit s E M, (-, x) sa marque; M. l = A4 - {s}; soit a(s) l’ensemble des som- 
mets de V(s) non marques; si a(s) = 8 alors aller en (3), sinon donner la marque 
(+, s) a tout sommet de a(s); P.- l - P U a(s); s’il existe x; E P n Z alors aller en 
(6.1), sinon nller en (6.2); 
(6.1) CT&()) est une chaine augmentante issue de x0 dans Gk qui permet 
d’engendrer une chaine augmentante issue de x,, dans G, soit Gg; S := S4z; 
effacer toutes les marques, considerer le graphe G et aller en (1); 
(6.2) Soit L’(s) k’ensemble des sommets de V(a(s))- Z qui sont marques 
(-, x); si z(s) = fl alors aller en (5), sinon supprimer les sommets de z(s), de 
m&me que les sommets inessentiels; soit Gk+’ le graphe obtenu apres cela; 
k:= k+ 1; aller en (5). 
5. Zzmple d’sppliation de I’algoritbme 
Soient G = (X, E) le graphe sans Ltoile de la Fig. 17 et S un stable maximal de 
G. 
On supprime le sommet 19 car c’est un sommet inessentiel. Soit G’ le graphe 
obtenu apres cela; Z = { 1,13}; on pose x0 = 1, Go = G’ et on applique l’algorithme 
a partir du sommet x0 ce qui donne les marquages de la Fig. 18. 
A ce niveau, on a P= {20,26} et M = (8,lO); traitons le sommet 20; s = 18, 
0‘ 7. 12 et A(s’) = {20,21}. On reduit done Go par rapport B la clique A(s’) qu’on 
contracte en un sommet, soit le sommet 22. On obtient le graphe G’ de la Fig. 
19. 
Nous avons marque les sommets 62 et 13 a partir du sommet 22 apres quoi 
P= 8 et M = {8,10,12}; examinons le sommeC 8: on a a(8) = (9) et X(8) = (16); 
on supprime le sommet 16 ce qui donne Be graphe G* de la Fig. 20. 
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Fig. 18. 
On donne la marque (+, 8) au sommet 9 apr&s quoi on a: P = (9); on examine 
done le sommet 9: s = 8 et s’= 10, or s’ est marqu6 (-, 15); posons C= 
Cz(9)ACz( 10) : Gg est un cycle impair sans corde de longueur Sept. Le graphe G3 
de la Fig. 21 s’obtient en rkduisant G;’ par rapport B Gs et en supprimant 
I’ensemble des sommets inessentiels qui est ici (14). 
Fig. 19. 
On a P = (11) et M = { 12). Lors+‘on traite le sommet 11, on constate que le 
sommet s’ correspondant est marquC (-, 22). G~II,I~,22,18,17~ est un cycle impair 
Fig. 20. 
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sans corde; soit G4 le graphe obtenu en rt5duisant G3 par rapport B ce cycle 
impair (cf. Fig. 22). 
Fig. 21. 
On a alors Pn 2 = { 13); V4 = C,( 13) = G4 est une chaine augmentante par 
rapport B S dans ci4. Nous allons voir a present comment V4 engendre une chaine 
augmentante issue de rc, darns 4;. 
i ‘, 3 13 
0 a 
I *,I,) t-.11 (+.2) t-931 ft.41 
Fig. 22. 
Le sommet 13 a Cte marque (+, 4) au tours de l’operation de marquages qui a 
suivi la rt5duction de G3 par rapport a G~II,Iz,~~,ls.l,I. Le sommet 13 est relic au 
sommet 4 par la c.a. Cs = {4,11,12,13} et au sommet 1 par la c.a. V3 = GtI 2 31uc3 9 9 
qui est une chaine augmentante issue de x0 dans G3. 
Par ailleurs le sommet 11 a 6% marque (+, 4) au cows des marquages qui ont 
suivi la reduction de G2 par rapport a G& Le sommet 11 est relic au sommet 4 
par la CAL c2 = ~~4.5,6.7.8.9.10.11}’ En ins&ant C, entae les sommets 4 et 11 dans V3 
on obtient la c.a. %’ = G&2,?I,_._.1PI q ui est une chaine augmentante issue de x0 dans 
G; on augmente le stable (cf. Fig. 23). 
On remarque alors que l’ensemble 2 des 
somme: 19: S est done un stable de G de 
sommets insatures par S se reduit au 
cardinalite maximum. 
Fig., 23. 
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6. Justificatisn de I’algorithme 
6.1. Introduction 
Pour justifier l’algorithme propose, nous allons d’une part en justifier le pas (3) 
et d’autre part traiter les trois points suivants: 
(9 Justifier les suppressions de sommets que I’on fait au pas (6.2); 
(2) Demontrer la validite de l’operation de reduction par rapport a un cycle 
impair sans corde de longueur superieure ou egale a cinq; 
(3) Demontrer la validite de l’optration de reduction par rapport a une clique. 
Comme on l’a vu dans le Paragraphe 3, on sera parfois contraint au tours des 
operations de reduction a ajouter des a&es afin de garder la structure de graphe 
sans etoile. Cependant I’adjonction d’une a&e entre deux sommets x et x’ 
n’appartenant pas au stable ne doit pas alterer l’existence de chaine augmentante 
issue du sommet insature x0 de dQart, aussi serons-nous amen& dans ce cas a 
montrer que s’il existe un chaine augmentante issue de x0 empruntant x et x’ 
alors 31 k:n existe une qui ne les emprunte pas simultanement, et ce a l’aide du 
lemme suivant : 
Lemme 2. Soient Gk = (X,, Ek) un graphe sans e’toile et S un stable de G” ; soit s, 
un sommet de S relic’ a un sommet insature’ x0 par une c.a. C, definie par la 
s&pence (x0, so, x1, . . . , xl, s,). Soient x et x’ deux sommets de X, - S U {x0} relies ii 
s, par des c.a. C et C’ respectiuement, on suppose que: 
(i) C, n C = C’ n C’ = {s,); xfZ C’, x’ & C; 
(ii) G&+) et G&f_lxPI sont des ca., 
(iii) si C = {s,, x} alors x& V(x’); 
(iv) si C’ = {s,, x’} alors x’& V(x,:; 
(v) C’ satisfait la proprie’te’ (*). 
Soit %? une chaine augmentante issue de x0 contenant x et x’, telle que %Z 
n’emprunte aucun sommet de V(CU C’)- CU C’U V(s,j en dehors de U(x, x’j. III 
existe alors une char^ne augmentante %?’ issue de x0 empruntant au plus un des deux 
sommets x et x’. 
Dhmonstration. On peut supposer sans perte de generalid, que % emprunte x et 
x’ dans cet ordre en partant de x0. Soit x: l’extremite de % differente de x0. Soit 
Y = c, fw(x’, x;) 
ler cas. Y = 0. 
‘@’ = G:‘“c~“%?cxf 3 
28me cas. Y# b. 
convient d’apres le Lemme 1. 
Dans ce cas, la demonstration se fait de man&e algorithmique. On supposera 
que pour parcourir %, on part de x0. 
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Afg~tifhme de construction de %” duns le cas oit YZ $. (0) Soit Sk, le dernier 
sommet de SfJ qui appartienn, 0 % Y; soit xi le sommet de %3 qui suit Sk,; j = 1; 
Si (x ;, xk,) ti Ek alors stop: 
” = G2;&.%, )Ul(s,q .JtO”) 
est une chaine augmentante issue de 
(1) si Sk, = s, alors stop: 
V’ = G~xo.xwCUwS,.x;;~ 
est une chsline augmentante issue de 
si Sk, f & alors soit Sk,+, le premier 
(Sk,, s,) (s’il e%kte); 
- si Sk,., n’existe pas alors stop: 
x0 n’empruntant ni x, ni x’. 
x0 n’empruntant pas xb. 
sommet de % qui appartienne B %(x0, x) n 
est une chatne augmentante issue de x0 n’empruntant pas x’. 
‘- si Sk,,, existe alors soit xi,, le sommet de %’ qui precede Sk,+, . 
” = G&,,,., ,+ , )UC,(sk,.sk, + ()U~bqrdi) 
est une chdne augmentante issue de x0 ne contenant ni x, ni x’. 
(ii) si (xk,,,, x;+,)E Ek alofs: 
- si Sk,,, = s, alors stop: 
V’ = G~c,,.s,,uc~u~c,8.x;;, 
cst une cha’ine augmentante issue de x0 ne contenant pas x. 
- si Sk,+, # s, aiors soit Sk,+* le dernier sommet de %’ qui appartienne A 
%?(x’, %g) n Gf(sk,, ) St) (s’il existe). 
- si sk,,2 n’existe pas alors stop: 
” = G:~%,.r,,+,,u~& ,+,. ~,)uc’u~(~‘,&~ 
est une chaine augmentante issue de x0 ne contenant pas x. 
- si Sk,+* existe alors soit xi+* le sommet de % qui suit ski+z’ 
, (i) si (qrl) xi+& & alors stop; 
” = G:c,.<.%,+ ,,u%k,+, r%,+2)U*tSk 1+t* x;i, 
est une chaine augmentante issue de x0 r’empruntant ni x, ni x’. 
(ii) si (xk,@ xi+,) E Ek alors j := j i-2 et allcr en (1). 
Justification de cet algorithme. L’algorithme st certainement fini puisque Ct ayant 
un nombre fini de sommets, le nombre de Sk, que l’on met en evidence st fini. Par 
ailleurs, le sous-graphe %?’ ee Gk que 1”on construit est une chaine d’apres le 
Lemme 1 et la propriete (*) de la chains Cf. 
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Fig. 24. 
Exemple. Soient Gk = (& Ek) le graphe de ia Fig. 24 et S un stable de G. On 
applique le Lemme 2 Q 
c, = G1;.2,16,14.17,18)9 c = G~l8,19,f0.9,8.7)9 
C’ = 61;8,20,8,9,10,11~~ v = qi.z,...,1sp 
On a 
Sk, = 14, xkI=16 et x:=15. 
(xi, x,J E Ek et skz n’existe pas done: 
=Gk 
~(1,7)ucuc,(14,18)u~(14,15) 
= q1.2 ,.... 10,19,18,17,14,15)* 
%T’ est une chaine augmentante issue de x0 = 1 qui emprunte le sommet x = 7 mais 
ne contient pas le sommet x’ = 11. 
Remarque 7. La chaine %” construite a partir de la chaine %? zt l’aide du Lemme 2 
ne contient aucun sommet de V(X, x’) -(x, x’}. De plus, si s, E 9(x,, X) (resp. 
@(x’, x:)) alors x( resp. x’) Hr. 
Lemme 3. Soient Gk = (& Ek) un graphe suns e’toile et S un stable de Gk; soit s, 
un sommet de S marque* (-, x,) au cows de E’applicatio~ deC’algorithme h park du 
sommet insature’ x0. La c.a. c, = c&) = (x0, so, . . . , x,, s,) satisfait la propif% (*). 
6.2. Justification du pas (6.2) 
Soit s, un sommet de S marque (-, x,) dans Gk = (& E,,) que l’on traite au pas 
(6) de l’algorithme au tours de la recherche d’une chaine augmentante issue de 
x0. On a: 
o(s,) = { y E V(s,)/ y non marque} 
et 
Pour dbmontrer que I’on p’eut supprimer tout sommet i de X(s,) nous allons 
a.app+er qu’il existe une cha^ine augmentante %’ issue de x0 contenant R et nous 
aiiona en exhiber une qui n’emprunte pas le sommet R, Posons Ct = CT&,) = 
k,, %r, l l l 9 Ilr,, 4); soit xr+i un sommet de V(&)fkr(s,), B’apt&s l’algorithme 
X, , 1 e! t (car on ne considke Zt(s,) que si o(s,) n f = 8). Soit done 
s,,~ = v(~,+,)ns-{s,). 
Rtt 1; soit B = v(i)ns={8,). 
rit x (reap. x’) Ic ssmmet de 519 -(a) qui est adjacent h 8, (resp, s,+,). 
Vk) w V(x,* ,)m 
XE V(s,=,,j. 
C&i ctrntrcdit 1~ fait que! C, n&fait la propri6tQ (*), 
Yi x G V(x,, ,I-= V(x,) alorn x’$ V(x,+ ,) (ear ainan CJ~g,,,,r,r,rr’) = I&), Pasons 
(’ = CT:*, I!cl c m QfQ&, ,,# ,,,, g,, L’applieetlon du Lemme 2 Et C,, C, CT’ et ‘t8 fournit 
une eks”rrac suymentantc issue dc x,, n’empruntant pas R d’aprbw laRemarque 7, 
w rapparr d un CYCk? lmpaIr duns 
C’onnid&onn un cycle impair sans wrde de longueur sup&ieure ou @ala a clnq 
cthxtd drtns Ic = (& E&), so/t C& au pas (SJJ) de I’algarlthma etee 
au mm dc Irr rcchcrchrr d’une chslne wgmentante issue du tiommet /ns8tur4 arle 
!;oi t A = (X, -(t”u S)) r) V(e), Remarquans qu’un sommet de A at adjaeant B
itu wins dew wmmcts de C Par ailleun, I& Tp $1~ (l&I = 1)/2 et 6 n I = 8, kit 
tlonc s, Ic weul ~Iommct de S - c qui est adjacent B des sammeb de C?; s, eBt 
adjacent b cxaetemcnt deux sommato de c; d’aprb la Lemma 3, la c,a, C, = 
<iii, j z (lit,, St,, , , , * X,, Lii r 1 setiafait la prspriQt$ ( 1)‘ 
~CI. I. ~~mwns qua /*on put relier par uw ar&re taut csu~/~ de sommets de A, 
Pour ccla suppasons qu’il cxiste une eha9ne augmentante %J issue de x0 
cmpruntant plug d’un sommet de A et dbmantrsns qu’il en existe une qui eantient 
au plus MI sommet de A. Soit xc I’extr$mitb de W diff$rente de x0, On suppose 
on part de x0. Soit x (resp. x’) le premier (resp. dernier) 
artient h A. On mqntre Bans [8] qu’il exists dans US&, 
dew c.a. C et C’ jaignant b, i!4 x et x’ rel~peetivsment. 
L’spptication du Lemme 2 a C,, C’, C’ et ‘iB faurnit une ehdne au 
issw de 5,. contcnant au plus un des deux sommets x et x’, et plus pr6cis6ment au
plus un l)mmet dc A (d*apr&s la Remargue 7). 
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Par ailleurs le sommet lit de A que ‘ig emprunte 6ventuellement s adjacent B
exactement deux sommets de & en effet si $ 6tait adjacent $ plus de deux 
sommets de & alors st appartiendrait PI W(x,, 8) si Z = x, $ %?(m, xl) si f = x’, ce qui 
contredirait la remarque 7. 
On peut done supprimer les sammets de A qui ssnt adjacsnts Bplus de dew 
ssmmeta de &! (puisque si une chalne augmentsmte issue de x0 emprunte un tel 
sammet, alsrs elk emprunta un autre wmmet de A). De plus on peut relier par 
une ark tout sommet restant de A B s,, car tsuta chafne augmentante issue de x0 
contenant un seul ssmmet de A, emprunte nbcaasairement te sammst s,, 
(a) Wag&s 6,3,1, l’existence d’una chaZnc augmentante issue de x0 dans Ok 
entrafne l’existanca d’une challne augmentante issue do x0 dans (ik “. 
(b) W$cipraquement, seit9’ une chaPne augmsntartta issue de x0 dans Ok ’ I, Si 
V’ ne cantient aucun reommat deA, alars O’ ast une chg?ne augmentante dans Ok. 
I Q’ emprunte un wmmat x de A aiars ia cha?ne obtenue h partir dc 
ins&ant antre 8, et x lb c,a, jsignont s, et x dans (I~R,)U~ cst unc chrrinc 
augmentante issue de x0 dans CC 
63A tc graphe ah+ ast un gmphs uns Ctaflcl 
Ralsannans par I’absurde: suppaaans qu’il exitite dans @‘I une Otailc twit 
C$+‘, Salt d Ie rslammet de dogrd trots de set& Qtailc, Posans Q = (d, x, x’, x”). II 
est clalr qw d E A e A U {s,) (puirrque l s sammets de A sont les swls sommc?tn 
dont Ie vaisinage a pu Qtre madiA&, 
On peut done cupposer qua x E A, bit 19 EV(a) n k On 8 
Qt;,W,rn) g b =$ R e V(d) u V(x”) + {x’( 8”)f-j A i9 @. 
Cantradictisn, 
Sort s’ E S, A(s’) une clique de Barnmets da V(d) mnrqu& (=I=, a,) Q6tect6c dsns 
Cik = (&, B,) au pas (5) da I’algsrithme au cow8 de la reekereke d’une chalne 
augmentante ifwe du cammet inoaturb x0. Po8sn~: 
A = V(A(s’)) - V(d) U {s’), 
HI = V(A(s’)) f”I V(s’) = A(s’), 
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D’aprb le Lemme 3, la chaine C, = C&,) = (x,, so, . . . , x,, s,) satisfait la proprib 
(+). Soit 2 le sommet qui r&the de la contraction de A(s’). 
6.4.1. On peut wpprimer les sommets de B n C si A - C es? lton uide. 
Soit x* E A - C, xf (resp. x,) un sommet de A(s’) adjacent (resp. non adjacent) 
& x** 
On suppose qu’il existe une chaine augmentante %? issue de x0 empruntant un 
sommet x de BnC. 
Montrons qu’il existe une chaine augmentante %?’ issue de x0 ne contenant pas 
Ie sommet X. 
Remarquons que x* E II: en effet 
~:,,.X,,xJ*) + K13 * x* E VW 
Supposons que x* soit adjacent SI un sommet s* de S -(s,} 
c&P*.I,*XZ] f &:5 + S%{S,_l, SI). 
Or s*zs,_, car C, satisfait la propriCtk (*). De plus s* # s’ car sinon x* 
appartiendrait & Z(s,). Done x* E I. On suppose que pour parcourir Ce on part de 
%I@ 
ler cas. s, E %?. Parmi les sommets de V(s,) n %, il y en a un qui est diffbrent de 
x, ct non adjacent ZI x,, soit x’; x’ appartient done a C. De plus, x’ n’est pas 
insaturk car sinon il serait marqu6 (+, s,) et par cons6quent on aurait detect6 la 
chafne augmentante Ck(x’) avant de reduire par rapport B la clique A(s’). Soit 
dsnc s’ = V(x’) n S - (s,), 
Si X’E V(x”) alors G~a.,,.s*,a,jf KIJ $ s’ = s’; or x’k A(s’), done x’ est mrrrqut 
b-, l ) h partir d’un sommet 2 rl’appartenant pas h A(s’), Ptar sonabquent: 
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(i) Si x:E V(x,) alors 
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%f’ = G~,(xo,sr)“‘d(sr;.xa”) convient- 
(ii) Si X@ V(x,) alors 
59’ = G& sk)u~~sk, s’)ujc, s,, x*) convient. 
6.4.2. On peut relier par une a&e tout couple de sommets de B. 
Pour dCmontrer cela, nous allons supposer qn’il existe une chaine augmentante 
% issue de x0 contenant deux sommets x et 3~’ de B et nous allons en exhiber une 
qui emprunte au plus un de ces deux sommets. 
On a A(s’) c V({x, x’}): En effet, soit X~ E A(s’); 
G:e,%.x,xf) f &, 3 x, E V(k ~‘1); 
(i) S’il existe x, E A(s’) n V(x) n V(x’) alors P, est adjacent soit a x, soit a x’, 
disons 3~’ (car sinon GtXc,S,,X,XPI = Z&). Comme x’ n’appartient pas a A(s’) et que les 
sommets de X(s,) ont et6 supprimes, x’ est done marque (-, 2) (avec Z& A(s’)) de 
m&me que s’; de plus x’ d V(x,) (car sinon G$,xr,s,fI = Z&), par consequent x’ E C; 
- Soit (+, g) la marque de i; on a XE C: en effet soit 2~ A(s’); 
G:&,,X,f] = &3 =$ x E V({Z, a}) or x& V(2) 
(car sinon G~~,,,,~,51 = K1, vu que CJs’) satisfaft la propridte (*)). 
- Soit X” le sommet de % - {x’} qui est adjacent a s,. S’il existe x’ E A(s’) n V(P) 
alors G,k,,X,Xe,,.I = I&; done x”& A, L’application du Lemme 2 B C&‘), C = 
&,&a,.*79 C’ = Gfsw et @ nous donne une chaine augmentante V’ issue de x0 
contenant au plus un des deux sommets x et x”, mais pas x’ d’aprbs la Remarque 
4, 
(ii) Si A(s’)f‘T V(x)f7 V(x’) = $3 alors {x, x’)c I3 = C, Soit x, (rcsp, XL) un som- 
met de A(s’) non adjacent $ x (resp,x’). Le lemme 2 appliquC fir C,, 
c = a(“,,,‘*& x19 ‘ C’ - q&Ab’,X~I 
et %I nous abwre l’exiatenee d’une ekaQne augmentante bsue de x0 empruntsnt au 
plus un de8 deux aommets x et x’, 
prunte R alars: 
’ empruntc un sammet x de B (reap. A - C) at taxi W’n (A - C) 
‘n I#) cst vide, alats lachalne V abtanue n remgla~ant R par un 8ommat 
dc A(#‘)- V(x) cst one chatne augmentante irrriuo da x0 don8 CP, 
(2) SS W’ emprunte un sammet x do B et MI Barnmet n* da A - C toh quo 
- V(MJ V(x*) solt non vide, alars la chatna ‘ilp abtenue n remplagant dcjrns 
smmet de A(d)- V(x)U V(x*) eet une chatnu wgmentante hue do 
(wf Cb (~‘9 nrrtinfait la propribt6 (* )), Ck9fWwktian. 
Cqwndflnt on pcut exkiber duns Ok une ekrrhe augmentante 0 issue de x0, qui 
empeirnte noit x? wit un sammet infWuf$ rrdjaeent 1 8“ 
’ Wt dffbh t-N-U’ 143 M@l43RfX? (Xl’ = X0, S”, , t . , Xi = X, S’ = S’, & S’+ ’ = S,, Xli+s = 
~“1. fbit xi,, un sammet de A(s’)- V(x*). Pmmns: 
I x,, I n’est pas inessentiel 3 3x; e V(d) - V(& ,) LJ V(d+% 
Gtf~,x,w.xq f K13 * 
(1) Si x;E V(x’+‘) alors 
G&,.1 
.*,‘.1,*1’.+23 f K13 
Si XI; est adjacent ZI un sommet 
X!E V(d) u V(x” ‘) I * 
3 X;E V(x,‘+*). 
s” de S - 6s’) (cf. Fig. 25) alors 
Contradiction. Done X;E I. Par cons&pent, % = G:, ,JIx;+,,S~,x;, est une chaine 
mentwte issue de x0 dzns Gk. 
(2) ,” 1 X;E V(xi) - V(xi+‘) alors la construction de % se fait de manicre 
x:-l E V(P) et x;_, # x,; 
Poser r:= r- 1 et aller en (1). 
r-l 
Flw. 23. 
v(#,)-- v(f)&,&, #}= v(%,) * g,g 6 @t (xb d= v(xt); 
Supposans quc x E A ct soit x, E A($‘) n V(x). On a G~z~,r~,z,d) = I&, Contradic- 
tion, 
Done (x, x’) n A = 9 ce quli implique que (x, x’) E I&+, ipuisque {x, x’) c B:r, 
Contradiction. 
Si (x,d)E&+,- Ek alors x G B. Soit x, G A( s’) n V(x); 
Gk&d.~J f K13 
XEB-c I 
* d E jqs ) 1 . 
d est done marque f-, a) (avec MA(s’)) et on a {x, d)c V(n) car x9 C. C&‘) 
batisfaisant la propriete (G), on aurait done (x, d) E Ek. Contradiction. 
On demontre de la meme maniere qut (x’, d) E Ek. 
Or {x, n’) - BZ $3 car sinon (x, x’) E E k+l. done {x,x’)n(A-C)#@ On a une 
contradiction car A - C etant non vide, e-ir aurait Cte supprime. 
I/operation de reduction 
graphe (;ans etoile. 
Par rapport li une clique conserve done la structure de 
AF = {y E A tel qw Y emprunte d’rrbord s(y) gt enwite y), 
AB=A-AFt 
(I) bit y te premier aiommet d  %f qui o\ppcattienntt b A; y seit maryu$ (-,x) 
(CL PiB, 20 wpga~sno quo y E A,; Cf&(rlPIBlr,,,lll cot UR eyerls impair won corde 
dsnt tow lea osmmetei ant 6tQ e%arninQ~, ce qui sot impossible; done y 
(2) Sait y le darnier sommat de V qui appartknne dlA ; 
y est marqub (-( X) (cf. Fig, 29); tous les sommets de 
examin&, en particulier x: a 6t$ marqu$ (+, 0). On aurait 
augmentante C’&lj), Csntradietisn, Par cen&quent y E AF, 
suppaoans que y E A,; 
93(s, xt)--(xz} ant 6t6 
danc d6tect6 la chainc 
Fig, 29. 
(3) AB n’btant pas vide d’aprbs (l), soient y le dernier sommet de V qui 
appartienne B AB et ji le premier sommet de AF que W emprunte apr&s y (9 
existe d’aprb (2)). 
Soient (-, x) et (-, 2) les marques respectives de y et 9 (cf. Fig. 30); posons: 
s=s(y) et 5= s(y); tous les sommets de U(s, S) ont &5 examinbs, par cons6quent 
G&XIJi~“WW est un cycle impair safe cork par rapport auquel on aurait dQ 
r&luire le graphe Gk. Contradiction. 
Y 
c 
pi.___________, A I c -L-+N 8 Y -________________ 
0 S ---v Cb,3 z 
Fig. 30. 
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e & si M = P = 8 dans le graphe Gk = (& Ek) alors le sous graphe de 
Gk construit sur les sommets marques (+, l ) et les sommets de S marques (-, 0) 
est le graphe adjoint d’un arbre hongrois [3]. 
7. O~n@exM de hlgorlthme 
On se propose dans ce paragraphe de montrer que I’algorithme propose est 
polynomial en &aluant une borne supbrieure du nombre N d’opkations que 
n$cessite l’algorithme pour trouver un stable de cardinalit maximum dans un 
raphe Q n sommets. 
Pour augmenter le stable d’une unit6 (si celui-ci n’est pas optimum), il faut faire 
au plus (n - I ) recherches de chaines augmentantes puisqu’il y a au plus (n - 1) 
sommets insaturks. Par cons&uent, pour obtenir un stable de cardinalit maxi- 
mum il faut faire au plus n* recherches de chaines augmentantes: N peut done 
4tre major6 (grossikrement) par n3. 
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