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Abstract
Given a system (V; T; f; k) where V is a 3nite set, T ⊆ V , f : 2V → R is a submodular function and k¿ 2 is an
integer, the multiway partition problem (MPP) asks to 3nd a k-partition P={V1; V2; : : : ; Vk} of V that satis3es Vi∩T = ∅
for all i and minimizes f(V1)+f(V2)+ · · ·+f(Vk). This formulation captures a generalization of many NP-hard partition
problems in graphs or hypergraphs. Previously, the authors have shown a simple framework for approximating MPPs by
greedily increasing the size of partition by one. In this paper, we show that, if T = V , improved guarantees are available
by greedily increasing the size by two. We also show polynomial time implementations for several problem classes.
c© 2003 Elsevier B.V. All rights reserved.
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1. Introduction
Let V be a 3nite set. A function f : 2V → R is said to be submodular if f(X ) +f(Y )¿f(X ∩ Y ) +f(X ∪ Y ) holds
for all X; Y ⊆ V . It is nonnegative (resp., symmetric) if f(X )¿ 0 (resp., f(X ) = f(V − X )), X ⊆ V , and monotone if
f(X )6f(Y ), X ⊆ Y . We call (V; f) a submodular system if f is submodular. Analogous notations are also used. We
consider the next multiway partition problem (MPP).
Problem 1 (MPP). Given a system (V; T; f; k), where f : 2V → R is submodular, T ⊆ V is called the target set, and k
is an integer with 26 k6 |T |,
minimize f(V1) + f(V2) + · · ·+ f(Vk)
subject to V1 ∪ V2 ∪ · · · ∪ Vk = V; (1)
Vi ∩ Vj = ∅; 16 i ¡ j6 k; (2)
Vi ∩ T = ∅; i = 1; 2; : : : ; k: (3)
A family P = {V1; V2; : : : ; Vk} of nonempty subsets of V satisfying (1) and (2) is called a k-partition (of V ), whose
weight is de3ned as f(P),
∑k
i=1 f(Vi). A feasible solution, i.e., a k-partition satisfying (3), is called a k-target-split.
We assume that f is given by an oracle which returns the value f(S) in at most  (a constant) time for any S ⊆ V .
Throughout this paper, we use n= |V |.
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Table 1
Polynomial time solvable MPP-NT problems with 3xed k
Problem Time complexity
k-PPG O(nk
2
) [5] (better algorithms exist for small k, see [14])
k-PPSSS O(nk
2
) [16]
2-PPSS O(n3) [15]
2-PPH-T [1–3] O(n2 log n + nD)a [8]
aD, sum of degrees of hyperedges.
1.1. MPP with no special target (MPP-NT)
First, we consider the problem (denoted by MPP-NT) of 3nding a minimum weight k-partition. The following classes
are considered.
Denition 2. Given a nonnegative submodular system (V; f), the k-partition problem in submodular systems (k-PPSS)
is to 3nd a minimum weight k-partition. The k-partition problem in symmetric (resp., monotone) submodular systems
(k-PPSSS) (resp., k-PPMSS) is k-PPSS with symmetric (resp., monotone) function f.
As applications, we treat three problems in hypergraphs. A hypergraph is a pair H = (V; E) of a set V of vertexes and
a set E of hyperedges, where hyperedges are arbitrary nonempty subsets of V . The degree of a hyperedge e is de3ned
as its size |e|. A vertex v is said to be an endpoint of a hyperedge e if v∈ e. In general, we allow the existence of
multiple hyperedges, i.e. hyperedges with the same endpoints. Thus E should be viewed as a multiset. Graphs are those
hypergraphs that consist of only degree-2 hyperedges (i.e. edges).
Let H = (V; E) be a hypergraph, and let w : E → R+ be a weight function on hyperedges (where R+ stands for
the set of nonnegative numbers). Denote the set of hyperedges between two vertex sets X and Y by E(X : Y ) ,
{e∈E | e ⊆ X ∪ Y; e ∩ X = ∅ = e ∩ Y}. Denote the weight of a set A of hyperedges by w(A) ,∑e∈A w(e). We de3ne
two functions wex ; win : 2V → R+ as
wex(S) = w(E(S : V − S)) =
∑
∅⊂e∩S⊂e
w(e); win(S) =
∑
e⊆S
w(e); S ⊆ V:
It is not diHcult to see that wex (called the cut function) is submodular and symmetric, wex + win is submodular and
monotone, and −win is submodular.
Denition 3. Given a hypergraph H = (V; E) with weight function w : E → R+, the k-partition problem in hypergraphs
of type i (k-PPH-Ti) is MPP with system (V; V; fi; k), i = 1; 2; 3, where fi are de3ned as
f1 =
w(E)
k
− win ; f2 = wex and f3 = wex + win − w(E)k :
Remark. Let P = {V1; V2; : : : ; Vk} be a k-partition of V , and let e be a hyperedge. Let pe = |{i|e ∩ Vi = ∅}| denote the
number of partitions that contains at least one endpoint of e. It is then easy to see that, if pe=1 then w(e) is not counted
in any one of f1(P), f2(P) and f3(P); otherwise it is counted once, pe times and pe − 1 times, respectively.
Notice that, if H is restricted to graph, k-PPH-T [1–3] are equivalent, which is called the k-partition problem in
graphs (k-PPG). In general, if k is 3xed to 2, they are also equivalent (called the minimum cut problem in hypergraphs).
Obviously, the next inclusion relationship holds for the above problem classes. We note that, although f3 may not be
nonnegative, (with respect to exact solution) k-PPH-T3 is equivalent to a k-PPMSS with function wex + win.
k-PPG ⊂ k-PPH-T2 ⊂ k-PPSSS ⊂ k-PPSS;
k-PPG ⊂ k-PPH-T3 ⊂ k-PPMSS ⊂ k-PPSS:
MPPs have many applications, see [1–3,5,9–14,18–20,22]. However, since k-PPG is NP-hard even for unit edge weights
[5], all the above problem classes are NP-hard. On the other hand, it is known that some classes with :xed k can be
solved in polynomial time, see Table 1.
Because of the NP-hardness, it is of interest to design eHcient approximation algorithms. An algorithm (for a mini-
mization problem with nonnegative optimum) is said to be a -approximation algorithm if it always delivers a feasible
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Table 2
Previously known approximation results for MPP-NT problems due to GSA
Problem Guarantee Running timea
k-PPG 2− 2k O(kn(m + n log n)) [6,17]
k-PPSSS 2− 2k O(kn3) [16]
k-PPSS k − 1 O(kn3) [22]
k-PPMSS 2− 2k O(kn3) [22]
k-PPH-T1 min{k; d+max}(1− 1k )b O(kn(n log n + D)) [22]
k-PPH-T [2–3] 2− 2k O(kn(n log n + D)) [22]
am, number of hyperedges; D, sum of degrees of hyperedges.
bd+max, maximum degree of hyperedges with positive weights.
solution whose weight is at most  times of the optimum. Value  is called the performance guarantee, or guarantee for
short.
A natural idea for approximating MPP-NT problems is the greedy splitting algorithm (GSA), i.e., greedily increasing
the size of partition (one by one) until a k-partition is obtained. The results due to GSA are listed in Table 2. We note
that simpler proofs for [6,16,17] can be found in [22].
Finally, we note that, by increasing the size by two, k-PPG can be approximated within a factor of about 2 − 3=k in
O(kmn3 log(n2=m)) time [21].
1.2. General MPPs
Similarly, we have the next problem classes.
Given a nonnegative submodular system (V; f) with a target set T ⊆ V , the k-target-split problem in submodular
systems (k-TPSS) is to 3nd a minimum k-target-split. Problem k-TPSSS (resp., k-TPMSS) is k-TPSS with symmetric
(resp., monotone) f. Given a hypergraph H = (V; E) with a target set T ⊆ V and a weight function w : E → R+,
problem k-TPH-Ti is MPP with system (V; T; fi; k), where functions fi are de3ned in De3nition 3, i = 1; 2; 3. Similarly,
the k-TPH-T [1–3] problems reduce to k-TPG when restricted to graphs, and the inclusion relationships among them can
be written as
k-TPG ⊂ k-TPH-T2 ⊂ k-TPSSS ⊂ k-TPSS;
k-TPG ⊂ k-TPH-T3 ⊂ k-TPMSS ⊂ k-TPSS:
Problem k-TPG with |T |=k is known as the multiterminal cut problem (k-MCP). It is NP-hard even for k=3 and unit
edge weights [3]. On the other hand, it can be approximated within factor 1.3438 in polynomial time [7]. A generalization
to hypergraphs, i.e., k-TPH-T1 with |T |= k, can be approximated within factor 2− 2=k in polynomial time [4]. We note
that, the algorithms in [4,7] exploit the fact that there are exactly k targets (i.e., |T |= k), which do not yield polynomial
time algorithms even for k-TPG.
Obviously the k-TPG problem generalizes both k-PPG and k-MCP. It can be approximated within factor 2 − 2=k in
O(k|T |mn log(n2=m)) time [12]; see [22] for a simpler proof. In [22], we have also shown that, the same guarantee of
GSA for any MPP-NT problem can be obtained (in polynomial time) for the corresponding MPP by a slightly modi3ed
version of GSA.
1.3. Main result
In this paper, we extend the approaches in [21,22] to show that, for MPP-NT problems, improved guarantees are available
by greedily increasing the size of partition by two. (On the other hand, however, polynomial time implementations remain
open except for a few problem classes.) We also show that, unfortunately, this approach does not help for analyzing the
variant of increasing the size of partition by three or more.
The rest of this paper is organized as follows. In Section 2, we give a description of our algorithm (GSA2) for approx-
imating MPP-NT problems. The time complexity of GSA2 is considered in Section 3. We then consider its performance
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in Section 4 by applying two main lemmas. The proofs for main lemmas are given in Section 5. We give tight examples
and remarks in Sections 6 and 7, respectively, and 3nally conclude in Section 8.
2. Algorithm GSA2 for MPP-NT problems
In Fig. 1, we give the list of GSA2 (greedy splitting algorithm 2), whose time complexity will be discussed in the
next section.
GSA2 consists of (k − 1)=2 iterations. We use Pi+1 to denote the “solution” constructed in the ith iteration, where
|Pi+1| = |Pi| + 2 holds. First, we let P1 be {V} if k is odd, otherwise we let it be a minimum 2-partition of V . In the
ith iteration, we get Pi+1 by splitting some member(s) of Pi.
There are two ways of splitting in order to increase the size of partition by 2. One is to split two members of Pi into
(2× 2=) 4 members of Pi+1. The other is to split one member of Pi into three members of Pi+1. They are considered
in Lines 7 and 8, respectively (where “argmin” stands for “the argument that minimizes the following expression”). We
choose Pi+1 so that the weight increase f(Pi+1)− f(Pi) is minimum. This is done by Lines 9–13.
Obviously the output P(k+1)=2 is a k-partition of V .
Fig. 1. Algorithm GSA2 for approximating MPP-NT problems.
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3. On polynomial time implementations of GSA2
Let us consider the running time of GSA2. Line 4 can be done in O(n3) time by Queyranne [15]. Similarly, Line
7 can be done in
∑
W∈Pi O(|W |3) = O(n3) time. Line 8 is the only unclear one. To ensure that it can be done in
polynomial time, we want to solve the next partial 3-partition problem.
Problem 4 (Partial 3-partition problem). Given a submodular system (V; f) and a set W ⊆ V with |W |¿ 3, :nd a
3-partition {S1; S2; S3} of W that minimizes f(S1) + f(S2) + f(S3)− f(W ).
Thus GSA2 has polynomial running time if the next condition is satis3ed.
Condition 1. The partial 3-partition problem is solvable in polynomial time.
It is obvious that the partial 3-partition problem reduces to 3-PPSS problem in submodular system (W;f|W ), where
f|W denotes the restriction of f to W . Hence its complexity is currently open even for symmetric submodular systems
(V; f) (see Table 1, notice that f|W may not be symmetric even if f is symmetric).
An interesting question thus asks to 3nd problem classes that satisfy Condition 1. The next proposition shows one of
such classes.
Proposition 5 (Kapoor [6]). The k-PPG problem satis:es Condition 1.
Proposition 5 can be shown by observing that the partial 3-partition problem reduces to 3-PPG in the subgraph of G
induced by W (see [21]).
Here we show that the k-PPH-T2 problem with d+max6 3 (which strictly contains k-PPG) also satis3es Condition 1,
where d+max denotes the maximum degree of hyperedges of positive weights.
Proposition 6. Condition 1 holds for the k-PPH-T2 problem with d+max6 3.
Proof. Let H = (V; E) be a hypergraph with a weight function w : E → R+. Given a set W ⊆ V with |W |¿ 3, we want
to minimize f2(S1) + f2(S2) + f2(S3)− f2(W ) over 3-partitions {S1; S2; S3} of W , where f2 = wex is the cut function of
H (see De3nition 3). By de3nition, it is to minimize
wex(S1) + wex(S2) + wex(S3)− wex(W )
=
∑
∅⊂e∩S1⊂e
w(e) +
∑
∅⊂e∩S2⊂e
w(e) +
∑
∅⊂e∩S3⊂e
w(e)−
∑
∅⊂e∩W⊂e
w(e); (4)
where e∈E. Consider the subgraph H [W ] of H induced by W , i.e. H [W ], (W; {e∩W |e ∈ E}−{∅}). De3ne a weight
function w′ : {e ∩W |e ∈ E} − {∅} → R+ as
w′(e ∩ 2W ) =
{
w(e) if e ⊆ W;
w(e)=2 if e∈ (W ):
(Notice that there may exist multiple hyperedges.)
It is not diHcult to see that, if d+max6 3, the minimization of (4) reduces to 3-PPH-T2 in H [W ] with weight function w
′.
Hence it can be done in polynomial time by Queyranne [16], since cut function is nonnegative, symmetric, submodular,
and can be estimated in O(D) time (i.e.,  = O(D)), where D is the sum of degrees of hyperedges.
4. Performance analysis
4.1. For general MPP-NT problems
In this section, we derive the performance guarantees of GSA2. For this, we 3rst state two technical lemmas which
will be proved in the next section.
L. Zhao et al. / Discrete Applied Mathematics 143 (2004) 130–143 135
Lemma 7. Let k be an odd number. Let Pi+1 be the (2i + 1)-partition of V found by GSA2 in the ith iteration,
i = 0; 1; : : : ; (k − 1)=2. Then
f(Pi+1)6
i∑
j=1
(f(V2j−1) + f(V2j) + f(V − V2j−1 − V2j))− (i − 1)f(V ) (5)
holds for any (2i + 1)-partition P = {V1; V2; : : : ; V2i+1} of V .
Lemma 8. Let k be an even number. Let Pi be the 2i-partition of V found by GSA2 in the (i − 1)th iteration,
i = 1; 2; : : : ; k=2. Then
f(Pi)6f(V1) + f(V − V1) +
i−1∑
j=1
(f(V2j) + f(V2j+1) + f(V − V2j − V2j+1))− (i − 1)f(V ) (6)
holds for any 2i-partition P = {V1; V2; : : : ; V2i} of V .
Theorem 9. GSA2 is a k=2-approximation algorithm for k-PPSS.
Proof. Let P∗ = {V ∗1 ; V ∗2 ; : : : ; V ∗k } be a minimum k-partition. Let k be an odd number. By Lemma 7, GSA2 3nds a
k-partition whose weight is at most
(k−1)=2∑
i=1
(f(V ∗2i−1) + f(V
∗
2i ) + f(V − V ∗2i−1 − V ∗2i )): (7)
(The fact f(V )¿ 0 is used.) By submodularity, it is easy to see that
f(V − V ∗2i−1 − V ∗2i ) = f

 ⋃
j =2i−1;2i
V ∗j

6 ∑
j =2i−1;2i
f(V ∗j )
holds (notice f(∅)¿ 0). Hence (7) is at most (k − 1)=2∑ki=1 f(V ∗i ) = k=2f(P∗).
Similarly, for an even k, Lemma 8 shows that GSA2 3nds a k-partition with weight at most
f(V ∗1 ) + f(V − V ∗1 ) +
(k=2)−1∑
i=1
(f(V ∗2i−1) + f(V
∗
2i ) + f(V − V ∗2i−1 − V ∗2i ))
6
k∑
i=1
f(V ∗i ) +
(k=2)−1∑
i=1
k∑
i=1
f(V ∗i ) =
⌊
k
2
⌋ k∑
i=1
f(V ∗i );
proving the theorem.
Theorem 10. GSA2 is a (2− 2=k)-approximation algorithm for k-PPSSS.
Proof. Let P∗ = {V ∗1 ; V ∗2 ; : : : ; V ∗k } be a minimum k-partition with f(V ∗k ) = max{f(V ∗i )}¿ (1=k)
∑k
i=1 f(V
∗
i ). Since
f(V −X −Y )6f(V −X )+f(V −Y ) holds for any two disjoint subsets X and Y of V by submodularity and f(V )¿ 0,
Lemmas 7 and 8 show that the k-partition found has weight at most
∑k−1
i=1 (f(V
∗
i ) + f(V − V ∗i )) = 2
∑k−1
i=1 f(V
∗
i )6
2(1− (1=k))∑ki=1 f(V ∗i ).
Remark. Notice that the theorem can be extended to nonnegative submodular systems satisfying
∑k
i=1 f(V − Vi) =∑k
i=1 f(Vi) for all k-partitions {V1; V2; : : : ; Vk}, where f itself is not necessary to be symmetric.
Theorem 11. Given a submodular system (V; f) with f(∅)¿ 0 and f(V )¿f(S), ∅ = S ⊂ V , GSA2 :nds a k-partition
whose weight is at most 2− 3=k times of the minimum. In particular, this is true for k-PPMSS.
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Proof. Let P∗={V ∗1 ; V ∗2 ; : : : ; V ∗k } be a minimum k-partition with the order satisfying f(V ∗1 )6f(V ∗2 )6 · · ·6f(V ∗k−1)6
f(V ∗k ). Let k¿ 3 be an odd number. By Lemma 7, GSA2 3nds a k-partition whose weight is at most
(k−1)=2∑
i=1
(f(V ∗2i−1) + f(V
∗
2i ) + f(V − V ∗2i−1 − V ∗2i ))−
(
k − 1
2
− 1
)
f(V )
6
k−1∑
i=1
f(V ∗i ) + f(V − V ∗k−2 − V ∗k−1)
6 2
k∑
i=1
f(V ∗i )− (f(V ∗k−2) + f(V ∗k−1) + f(V ∗k ))6
(
2− 3
k
) k∑
i=1
f(V ∗i ):
(Notice f(V )¿f(V −V ∗2i−1−V ∗2i ).) Similarly, we can show the theorem for an even k¿ 4. We note that the optimum
must be nonnegative [22], and this theorem cannot be applied to k-PPH-T3 as f3 may not be nonnegative.
An interesting fact is that while GSA2 improves the factors of GSA for k-PPSS and k-PPMSS, it performs as badly as
GSA for k-PPSSS. Actually, we will see later that, there exist instances of k-PPSSS showing that no factor better than
2− 2=k can be obtained by greedy splitting method, even if the size of partition is increased by three (or more) in each
iteration.
4.2. For partition problems in hypergraphs
Let us show that GSA2 performs better than GSA for k-PPH-T2 (hence k-PPG), a special case of k-PPSSS. We also
show that improved factors can be obtained for k-PPH-T1 and for a restricted case of k-PPH-T3.
Theorem 12. Given an instance of the k-PPH-T2 problem, GSA2 :nds a k-partition whose weight is at most 2 − 3=k
(resp., 2− (3=k) + 1=(k2 − k)) times of the minimum for an odd k¿ 3 (resp., even k¿ 2).
Proof. Let H = (V; E) be a hypergraph with weight function w : E → R+. For simplicity, we write the cut function by
f = wex. Let P∗ = {V ∗1 ; V ∗2 ; : : : ; V ∗k } be a minimum k-partition. Let ! denote a permutation of {1; : : : ; k}, and let !(i)
denote the ith number. Consider an odd k¿ 3.
By Lemma 7, GSA2 3nds a k-partition whose weight is at most
f! =
(k−1)=2∑
i=1
(wex(V
∗
!(2i−1)) + wex(V
∗
!(2i)) + wex(V − V ∗!(2i−1) − V ∗!(2i)))
for any !. In order to prove the theorem, it is enough to show that there is a permutation !∗ satisfying f!∗6
(2−3=k)∑ki=1 wex(V ∗i )= (2−3=k)f(P∗). This can be done by considering all permutations and proving that the average
value of f! is at most (2− 3=k)f(P∗). Alternatively saying, letting
"! = 2f(P
∗)− f! = 2wex(V ∗!(k)) +
(k−1)=2∑
i=1
(wex(V
∗
!(2i−1)) + wex(V
∗
!(2i))− wex(V − V ∗!(2i−1) − V ∗!(2i)));
we want to show that the average value of "! is at least (3=k)f(P∗). In the following, we show this by proving that,
for any hyperedge e (of weight w(e)), the average number that w(e) is counted in "! is at least 3=k times of the number
that it is counted in f(P∗).
For simplicity, let us contract each V ∗i to a single node vi. This may decrease the degree of e. Let H |P∗ denote the
hypergraph obtained after contraction. To avoid confusion, we use “node” to denote vi in H |P∗ . We assume that H |P∗
is complete and simple, i.e. the set of hyperedge in H |P∗ consists of all possible hyperedges and there are no multiple
hyperedges. Otherwise, we can realize it by adding zero weight hyperedges and merging multiple hyperedges.
Let d be the degree of e after contraction. We may assume that d¿ 2 since otherwise w(e) is not counted in either
"! or f(P∗). Recall that wex(S) is the sum of weights of hyperedges that have at least one but not all endpoints in S.
Thus w(e) is counted, due to term 2wex(V ∗!(k)) in "!, twice if one of its d endpoints in H |P∗ is numbered k. Since H |P∗
has k nodes, the average number (i.e. expected value) that w(e) is counted due to term 2wex(V ∗!(k)) is 2d=k.
On the other hand, due to the other terms of
∑(k−1)=2
i=1 (wex(V
∗
!(2i−1)) + wex(V
∗
!(2i))− wex(V − V ∗!(2i−1) − V ∗!(2i))) in "!, if
d = 2 and the two endpoints of e are numbered !(2i − 1) and !(2i) for some i, then w(e) is counted twice. Otherwise,
w(e) is not counted if d = 2, whereas it is counted p times if d¿ 3, where p is the number of pairs of endpoints of e
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that are numbered !(2i − 1) and !(2i) for some i. Note that for each pair of indexes 2i − 1 and 2i, the average number
(i.e. expected value) that both nodes v2i−1 and v2i are endpoints of e is(
k − 2
d− 2
)
(
k
d
) = d(d− 1)
k(k − 1) :
Since there are (k−1)=2 pairs of indexes, the average number of time that w(e) is counted due to ∑(k−1)=2i=1 (wex(V ∗!(2i−1))+
wex(V ∗!(2i))− wex(V − V ∗!(2i−1) − V ∗!(2i))) is thus
2
k − 1
2
2(2− 1)
k(k − 1) =
2
k
if d= 2;
k − 1
2
d(d− 1)
k(k − 1) =
d(d− 1)
2k
if d¿ 3:
Summarizing the above, since w(e) is counted d times in f(P∗), we see that the contribution of w(e) to the average
value of "! is
1
2
(
4
k
+
2
k
)
=
3
k
if d= 2;
1
d
(
2d
k
+
d(d− 1)
2k
)
¿
3
k
if d¿ 3
times of the contribution to f(P∗). Thus the average value of "! is at least 3=kf(P∗), proving the theorem for an
odd k.
Similarly, for an even k, let
"! = 2f(P
∗)− f! = 2wex(V ∗!(k)) +
(k=2)−1∑
i=1
(wex(V
∗
!(2i)) + wex(V
∗
!(2i+1))− wex(V − V ∗!(2i) − V ∗!(2i+1))):
Let e be a hyperedge whose degree after contraction is d¿ 2. Again, the average number of times that w(e) is counted
due to term 2wex(V ∗!(k)) is 2d=k. Due to other terms, it is
2
(
k
2
− 1
)
2(2− 1)
k(k − 1) =
2(k − 2)
k(k − 1) if d= 2;(
k
2
− 1
)
d(d− 1)
k(k − 1) =
d(d− 1)(k − 2)
2k(k − 1) if d¿ 3:
Therefore, the contribution of e to the average value of "! is
1
2
(
4
k
+
2(k − 2)
k(k − 1)
)
=
3
k
− 1
k2 − k if d= 2;
1
d
(
2d
k
+
d(d− 1)(k − 2)
2k(k − 1)
)
¿
3
k
− 1
k2 − k if d¿ 3
times of the contribution to f(P∗). This proves the theorem for an even k.
Combining this result with Proposition 5, we have the next corollary.
Corollary 13 (Zhao et al. [21]). k-PPG can be approximated by GSA2 within factor 2−3=k (resp., 2−(3=k)+1=(k2−k))
for an odd k¿ 3 (even k¿ 2) in polynomial time.
Similarly, we can show the next results for k-PPH-T1 and k-PPH-T3, where the lengthy proofs are omitted (they are
available in [20]).
Theorem 14. Given an instance of the k-PPH-T1 problem, GSA2 :nds a k-partition of weight at most [(2k − 3)=(2k)]
min{k; d+max} (resp., [(2k2−5k+4)=(2k2−2k)]min{k; d+max}) times of the minimum for an odd k¿ 3 (resp., even k¿ 2).
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Theorem 15. Given an instance of the k-PPH-T3 problem, GSA2 :nds a k-partition of weight at most 2− 3=k (resp.,
2 − (3k − 4)=(k2 − k)) times of the minimum for an odd k¿ 3 (even k¿ 2) if d+max = 2 holds. Otherwise, the factors
are all 2− 2=k for any k¿ 2.
5. Proofs of main lemmas
Let us 3rst prove Lemma 7. At 3rst, notice that the right-hand side of (5) is symmetric with respect to V2j−1 and V2j
(16 j6 i). Let us call V2j−1 and V2j are “partners” of each other.
We proceed by induction on i. It is trivial for i = 0. Suppose that it holds for i − 1. Let P = {V1; V2; : : : ; V2i+1} be a
(2i + 1)-partition.
The idea is: we 3rst construct a “splitting candidate” for Line 7 or 8 (this implies that its splitting weight is an upper
bound on f(Pi+1)− f(Pi)), then we show a “nice” (2i − 1)-partition P′ = {V ′1 ; : : : ; V ′2i−1} for which
∑i−1
j=1(f(V
′
2j−1) +
f(V ′2j)+f(V −V ′2j−1−V ′2j))− (i− 2)f(V ) plus the splitting weight of the “candidate” is bounded by the right-hand side
of (5). This will prove the lemma by applying the induction hypothesis on Pi and P′.
Let us show the details. Given a W ∈Pi, de3ne I(W )={j |Vj∩W = ∅; 16 j6 2i+1}. Since Pi is a (2i−1)-partition
of V , we see that at least one of the next two cases must hold.
(a) ∃W ∈Pi, |I(W )|¿ 3.
(b) ∃W 1; W 2 ∈Pi, W 1 = W 2, |I(W 1)|=I(W 2)|= 2.
To construct “nice partitions”, we further consider the next 3ve sub-cases. For case (a), at least one of the next two
sub-cases must happen. Notice that V2h−1 and V2h (16 h6 i) are partners.
(a1) ∃h∈{1; : : : ; i}, {2h− 1; 2h} ⊂ I(W ).
(a2) ∃16 h¡h′6 i, |I(W )∩{2h−1; 2h}|= |I(W )∩{2h′−1; 2h′}|=1. By the symmetry of partners, we may assume
without loss of generality that 2h; 2h′ ∈I(W ). This implies W ∩ V2h−1 =W ∩ V2h′−1 = ∅.
For case (b), there must exist 16 h = h′6 i such that exact one of the next three sub-cases happens.
(b1) |I(W 1) ∩ {2h − 1; 2h}| = |I(W 2) ∩ {2h′ − 1; 2h′}| = 1. By symmetry, we may assume without loss of generality
that 2h∈I(W 1), 2h′ ∈I(W 2). Thus W 1 ∩ V2h−1 =W 2 ∩ V2h′−1 = ∅.
(b2) I(W 1) = {2h− 1; 2h}, I(W 2) = {2h′ − 1; 2h′}.
(b3) {|I(W 1) ∩ {2h − 1; 2h}|; |I(W 2) ∩ {2h′ − 1; 2h′}|} = {1; 2}. Assume without loss of generality that I(W 1) =
{2h− 1; 2h}, 2h′ ∈I(W 2) and 2h′ − 1 ∈ I(W 2). Then W 1 ⊆ V2h−1 ∪ V2h and W 2 ∩ V2h′−1 = ∅.
In the following, we show the “splitting candidate” and the corresponding “nice partition” for each sub-case.
(a1) Split W into three pieces W ∩ V2h−1, W ∩ V2h and W − V2h−1 − V2h. Let
Pa1 = {V1; : : : ; V2h−2; V2h+1; : : : ; V2i ; V2h−1 ∪ V2h ∪ V2i+1}:
Applying the induction hypothesis on Pi and Pa1 , we have
f(Pi)6
∑
16j6i; j =h
(f(V2j−1) + f(V2j) + f(V − V2j−1 − V2j))− (i − 2)f(V ):
Thus to prove (5), it suHces to show
f(Pi+1)− f(Pi)6f(V2h−1) + f(V2h) + f(V − V2h−1 − V2h)− f(V ): (8)
In fact, since (W ∩ V2h−1; W ∩ V2h; W ) is a candidate for Line 8, we have
f(Pi+1)− f(Pi)6f(W ∩ V2h−1) + f(W ∩ V2h) + f(W − V2h−1 − V2h)− f(W ): (9)
Let us show that the right-hand side of (9) is bounded by the right-hand side of (8), which proves the lemma for sub-case
(a1). Actually, by submodularity,
f(V2h−1) + f(V2h) + f(V − V2h−1 − V2h)− f(V )¿f(W ∩ V2h−1)
+f(W ∪ V2h−1) + f(V2h) + f(V − V2h−1 − V2h)− f(V )− f(W )
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¿f(W ∩ V2h−1) + f(W ∩ V2h) + f(W ∪ V2h−1 ∪ V2h)
+f(V − V2h−1 − V2h)− f(V )− f(W )
¿f(W ∩ V2h−1) + f(W ∩ V2h) + f(W − V2h−1 − V2h)− f(W ):
Therefore, the lemma for sub-case (a1) has been shown.
(a2) Split W into W ∩ V2h, W ∩ V2h′ and W − V2h − V2h′ . Let
Pa2 = {V1; : : : ; V2h−2; V2h+1; : : : ; V2h′−2; V2h′+1; : : : ; V2i ; V2h−1; V2h′−1; V2h ∪ V2h′ ∪ V2i+1}:
Applying the induction hypothesis on Pi and Pa2 , we have
f(Pi)6
∑
16j6i; j =h;h′
(f(V2j−1) + f(V2j) + f(V − V2j−1 − V2j))
+ (f(V2h−1) + f(V2h′−1) + f(V − V2h−1 − V2h′−1))− (i − 2)f(V ):
Thus it suHces to show
f(Pi+1)− f(Pi)6 f(V2h) + f(V − V2h−1 − V2h) + f(V2h′)
+f(V − V2h′−1 − V2h′)− f(V − V2h−1 − V2h′−1)− f(V ): (10)
Since (W ∩ V2h; W ∩ V2h′ ; W − V2h − V2h′) is a candidate for Line 8, we have
f(Pi+1)− f(Pi)6f(W ∩ V2h) + f(W ∩ V2h′) + f(W − V2h − V2h′)− f(W ): (11)
To complete the proof for sub-case (a2), we show that the right-hand side of (11) is bounded by the right-hand side of
(10). By transferring negative terms, this is equivalent to show
f(V2h) + f(V − V2h−1 − V2h) + f(V2h′) + f(V − V2h′−1 − V2h′) + f(W )
¿f(W ∩ V2h) + f(W ∩ V2h′) + f(W − V2h − V2h′) + f(V − V2h−1 − V2h′−1) + f(V ): (12)
We can prove (12) by submodularity as follows.
12⇐ f(W ∪ V2h) + f(V − V2h−1 − V2h) + f(V2h′) + f(V − V2h′−1 − V2h′)
¿ f(W ∩ V2h′) + f(W − V2h − V2h′) + f(V − V2h−1 − V2h′−1) + f(V )
⇐ f(W ∪ V2h ∪ V2h′) + f(V − V2h−1 − V2h) + f(V − V2h′−1 − V2h′)
¿ f(W − V2h − V2h′) + f(V − V2h−1 − V2h′−1) + f(V )
⇐ f(W ∪ V2h ∪ V2h′) + f(V − V2h−1 − V2h − V2h′−1 − V2h′)
¿ f(W − V2h − V2h′) + f(V − V2h−1 − V2h′−1):
(Notice that the last inequality uses the fact W ∩ V2h−1 =W ∩ V2h′−1 = ∅.)
In a similar way, we can show other sub-cases. Since the technical proof is rather long, we omit the details except for
the constructed “splitting candidates” and “nice partitions”. For detailed proofs, we refer the readers to [20].
(b1) Split W 1 into W 1 ∩ V2h and W 1 − V2h, W 2 into W 2 ∩ V2h′ and W 2 − V2h′ . Choose the nice partition by Pb1 =Pa2 .
(b2) Split W 1 into W 1 ∩ V2h−1 and W 1 ∩ V2h, W 2 into W 2 ∩ V2h′−1 and W 2 ∩ V2h′ . The nice partition is Pb2 =
{V1; : : : ; V2h−2; V2h+1; : : : ; V2h′−2; V2h′+1; : : : ; V2i, V2h−1 ∪ V2h, V2h′−1 ∪ V2h′ ; V2i+1}.
(b3) Split W 1 into W 1 ∩ V2h−1 and W 1 ∩ V2h, W 2 into W 2 ∩ V2h and W 2− V2h′ . The nice partition is Pb3 = {V1; : : : ; V2h−2;
V2h+1; : : : ; V2h′−2; V2h′+1; : : :, V2i, V2h−1 ∪ V2h, V2h′−1, V2h′ ∪ V2i+1}.
This completes the proof for Lemma 7.
In a similar way, we can prove Lemma 8. It is trivial for i= 1. Suppose that it holds for i− 1, i¿ 2. Let us consider
a 2i-partition P = {V1; V2; : : : ; V2i}.
Referring to the proof of Lemma 7, we see that at least one of cases (a) and (b) must occur. Before considering
sub-cases, we rede3ne the notation of “partners”. Notice that (6) shows the symmetry between V2i and V2i+1. Thus we
call V2i and V2i+1 “partners” of each other, i = 1; 2; : : : ; i − 1.
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Observation 1. All the sub-cases in the proof of Lemma 7 can happen with the new de:nition of partners. In each one
sub-case of them, the proof can be done by :xing V1 as the :rst member in the constructed nice partition.
Thus in the following, we only need to consider such sub-cases that are not covered by Observation 1. Again, the
lengthy proofs are omitted except for the “splitting candidates” and “nice partitions”. See [20] for details.
The only sub-case of case (a) that is not covered is the next.
(a3) ∃W ∈Pi, I(W ) = 3, {1; 2i} ⊂ I(W ) and |I(W ) ∩ {2h; 2h + 1}| = 1 for some h, 16 h6 i − 1. Assume without
loss of generality that 2h∈I(W ) (hence W ∩ V2h+1 = ∅). Split W into W ∩ V1, W ∩ V2h and W − V1 − V2h. Let
Pa3 = {V2h+1; V2; : : : ; V2h−1; V2h+2; : : : ; V2i−1; V1 ∪ V2h ∪ V2i}.
Sub-cases of case (b) that are not covered must have 1∈I(W 1) ∪ I(W 2). Suppose without loss of generality that
1∈I(W 1). We further see that 2i must be in I(W 1) (i.e., I(W 1) = {1; 2i}), otherwise it still can be covered by
Observation 1. We have the next two (exclusive) sub-cases.
(b4) |I(W 2)∩{2h; 2h+1}|=1 for some 16 h6 i−1. Without loss of generality, suppose 2h∈I(W 2). Then W 2∩V2h+1=∅.
Split W 1 into W 1 ∩ V1 and W 1 − V1, W 2 into W 2 ∩ V2h and W 2 − V2h. Let Pb4 =Pa3 .
(b5) I(W 2) = {2h; 2h + 1} for some 16 h6 i − 1. Hence W 2 ⊆ V2h ∪ V2h+1. Split W 1 into W 1 ∩ V1 and W 1 − V1, W 2
into W 2 ∩ V2h and W 2 ∩ V2h+1. Let Pb5 = {V2h ∪ V2h+1; V2; : : : ; V2h−1; V2h+2; : : : ; V2i−1; V1 ∪ V2i}.
This shows Lemma 8.
6. Tight examples
Let us show that the factors obtained so far are tight. We need a preliminary property which can be proved easily
(hence the proof is omitted).
Proposition 16. Let (V; f) and (W; g) be two submodular systems, where V and W are not necessarily disjoint. De:ne
function h : 2V∪W → R by h(S)=f(S ∩V )+g(S ∩W ), S ⊆ V ∪W . Then (V ∪W; h) is a submodular system. Moreover,
if it is symmetric if so are f and g.
Proposition 17. For any k¿ 4 and %¿ 0, there exists a nonnegative submodular system for which GSA2 always :nds
a k-partition of weight at least k=2 − % times of the optimum.
Proof. Consider an odd k¿ 5. De3ne two systems (V; f) and (W; go) as follows.
Let V = {v0; v1; : : : ; vk−1}. De3ne f by f(S) , |S| if S ⊂ V and f(V ) = 0. Let W = {v0; w1; : : : ; wk−1}, where
V ∩W = {v0}. Let go be the cut function in graph (W; Eo) whose edges in Eo = {{v0; w1}; {v0; w2}; : : : ; {v0; wk−1}} are
weighted (k − %)=4. Obviously, both f and go are submodular. Consider submodular system (V ∪ W; ho), where ho is
de3ned in Proposition 16. See Fig. 2.
There is a k-partition P = {{v1}; {v2}; : : : ; {vk−1}; W} whose weight is k. On the other hand, since any 3-partition
separating some members in V has weight at least k, the minimum 3-partition is {{wi}; {wj}; (V ∪W )−{wi; wj}} for some
i = j, whose weight is k−%. It is then easy to see that, GSA2 3nally outputs k-partition P′={{w1}; {w2}; : : : ; {wk−1}; V},
whose weight is [(k − 1)=2](k − %). Thus the performance guarantee is at least as bad as
(k − 1)(k − %)
2k
=
k − 1
2
− (k − 1)%
2k
¿
⌊
k
2
⌋
− %:
Let k¿ 4 be an even number. Consider the cut function ge in graph (W; Ee), where Ee = {{v0; w1}; : : : ; {v0; wk−1}} ∪
{{w2; w3}; : : : ; {wk−2; wk−1}}. Edge {v0; w1} has weight (k − %)=2, and other edges have weight (k − %)=6. Construct a
submodular system (V ∪W; he), where he is de3ned in Proposition 16. This is also shown in Fig. 2.
The k-partition P={{v1}; {v2}; : : : ; {vk−1}; W} has weight k. However, GSA2 outputs a k-partition P′={{w1}; {w2}; : : : ;
{wk−1}; V} of weight (k=2)(k − %). Thus the guarantee is at least as bad as k(k − %)=2k = (k=2)− %=2¿ k=2 − %.
Proposition 18. For any k¿ 4 and %¿ 0, there exists a nonnegative symmetric submodular system for which GSA2
always :nds a k-partition of weight at least 2− (2=k)− % times of the optimum.
Proof. We de3ne two submodular systems (V; f) and (W; g) as follows.
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Fig. 2. Tight example for GSA2 applied to k-PPSS.
Fig. 3. Tight example for GSA2 applied to k-PPSSS.
Let V = {v0; v1; : : : ; vk−1}, and f(S), min{|S|; |V − S|} for all S ⊆ V . It is not hard to see that f is symmetric and
submodular. Let W = {v0; w1; : : : ; wk−1}, where V ∩W = {v0}. Let g be the cut function in graph (W; E) whose edges in
E = {{v0; w1}; {v0; w2}; : : : ; {v0; wk−1}} have weight 1− %=4. Function g is also symmetric and submodular.
Let us consider a system (V ∪W; h), where h is de3ned in Proposition 16. Then h is symmetric and submodular (and
also nonnegative). See Fig. 3. There is a k-partition P = {{v1}; {v2}; : : : ; {vk−1}; W}, whose weight is k. However, it is
not diHcult to see that, GSA2 outputs a k-partition P′ = {{w1}; {w2}; : : : ; {wk−1}; V} of weight (k − 1)(2 − %=2). Thus
the performance guarantee is at least as bad as
(k − 1)(2− %
2
)
k
= 2− 2
k
− (k − 1)%=2
k
¿ 2− 2
k
− %:
Finally, we include a result for completeness.
Proposition 19 (Zhao et al. [21]). For any %¿ 0, there exists a graph for which GSA2 always :nds a k-partition
(or k-way cut) of weight at least 2− (3=k)− % times of the optimum for an odd k¿ 5, and 2− (3=k) + [1=(k2− k)]− %
for an even k¿ 4.
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7. Remarks on GSA2
Remark 1. We can modify GSA2 to approximate MPPs in the following way. Greedily increase the size of partition by
two (except for the 3rst iteration if k is even), such that each member of the constructed partition gets at least one target.
Notice that in this modi3ed version of GSA2 (M-GSA2), we are required to solve a 3-TPSS problem, which is NP-hard
even in graphs (since 3-MCP is NP-hard). Thus we cannot expect a polynomial time implementation of M-GSA2 even
in graphs (unless P=NP holds). We also note that, unlike the GSA (see [22]), the proofs for Lemmas 7 and 8 cannot be
generalized to M-GSA2 in a straightforward manner.
Remark 2. On the timing of using the minimum 2-partition computation.
Recall that we start with a minimum 2-partition in GSA2 for an even k (see Fig. 1). From the viewpoint of size,
2-partition can be used in any (single) iteration, not necessarily the 3rst. However, it is critical in our proof to start from
a minimum 2-partition. Otherwise Lemma 8 would not hold [21].
Remark 3. On extensions of GSA and GSA2.
A natural question asks whether GSA and GSA2 can be further extended. That is, how does it perform when the size
of partition increases three per iteration,: : : ; j per iteration (2¡j¡k). One may wonder that, naturally, a larger j would
take longer running time but should give better performance guarantee. Actually, Kapoor [6] claimed that, for the k-PPG
problem, improved guarantees can be achieved by greedily increasing the size of partition by two or more. His proof,
however, is not complete. Speaking more precisely, the main lemma in [6], which can be viewed as a generalization of
Lemmas 7 and 8 in this paper (but restricted in graphs), does not hold (see [21]).
Remark 4. Performance guarantees for k-PPG and k-PPSSS.
In the previous remarks, we have seen that extensions of the main lemmas may be diHcult to obtain even for k-PPG.
Notice that, however, bad examples are still unknown for showing that improved guarantees cannot be obtained. Here we
note that, for the k-PPSSS problem, bad examples exist to show that no factor better than 2 − 2=k can be obtained by
greedy splitting. Let GSAj denote such greedy algorithm that increases the size of partition j per iteration (GSA1 is just
GSA, and GSA2 is GSA2). A bad example for GSAj is obtained by choosing k = 2j + 1 (or larger) for j¿ 3 in Fig. 3.
8. Conclusion
In this paper, we have presented a uni3ed approach for developing and analyzing approximation algorithms for MPP-NT
problems. The main idea is to construct a near-optimal k-partition by greedily increasing the size of partition by two.
Comparing to the algorithm of increasing the size by one, we have shown that better guarantees are available for a number
of problem classes.
For polynomial time implementation, we have shown that it is available for a generalization of k-PPG, i.e., k-PPH-T2
with d+max6 3. Notice that polynomial time implementations for general MPP-NT problems are available if 3-PPSS can
be solved in polynomial time, which, unfortunately, is still open.
Our approach (actually the main lemmas) cannot be extended to analyze the greedy algorithm that increases the size
of partition by three (or more) in each iteration, see [21]. Further details are available in the thesis [20].
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