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Abstract 
In many example-based information retrieval tasks, example query actually contains multiple sub-
queries. For example, in 3D object retrieval, the query is an object described by multiple views. In 
content-based video retrieval, the query is a video clip that contains multiple frames. Without prior 
knowledge, the most intuitive approach is to treat the sub-queries equally without difference. In this 
paper, we propose a k-partite graph reinforcement approach to fuse these sub-queries based on the 
to-be-retrieved database. The approach first collects the top retrieved results. These results are 
regarded as pseudo-relevant samples and then a k-partite graph reinforcement is performed on these 
samples and the query. In the reinforcement process, the weights of the sub-queries are updated by 
an iterative process. We present experiments on 3D object retrieval and content-based video clip 
retrieval, and the results demonstrate that our method effectively boosts retrieval performance. 
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1. Introduction 
The rapid increase of video archives and video sharing resources on the internet has lead to the 
explosive growing of multimedia data. It makes effective and efficient techniques for browsing and 
retrieving these data highly desired and activates tremendous research interests on multimedia 
information retrieval [7], [15], [20], [21], [35], [45], [53] and [59]. Generally, queries for multimedia 
retrieval can be divided into two categories: text-based and example-based [18] (also called query-by-
example). In the first category, the query information is described in text, whereas the query is an 
example in the second category, such as an image or a video clip. In this work, we focus on example-
based multimedia information retrieval. 
 
In many example-based multimedia retrieval tasks, a query actually contains multiple sub-queries. 
One example is 2D view-based 3D object retrieval [6], [11], [28] and [29], in which the query object is 
usually described by a set of views that are captured at different angles [1] and the retrieval is 
accomplished based on the matching between two groups of views. Another example is video clip 
retrieval [18], [26] and [48], in which multiple keyframes can be extracted from the query clip and the 
retrieval is accomplished by matching sets of keyframes. Therefore, it can be observed that, in these 
two cases, the queries actually consist of several sub-queries. Here we refer to such a query as a 
bag-query. 
 
Typically, an approach to retrieval with bag-queries can be formulated as follows. Consider a 
query Q that contains k sub-queries, i.e., Q = {q1, q2, … , qk}. Its distance to a sample x in database is 
computed as  and then the samples in database are ranked according to the 
distance measurements. The above formulation actually means that the sub-queries are averagely 
fused without discrimination. 
 
However, when applying a bag-query to retrieval, the sub-queries may be with different usefulness 
levels. For example, in 3D object retrieval, some query views can be less discriminative for the objects 
in database. If we can assign suitable weights to modulate the effects of different sub-queries such 
that the less informative ones have lower weights, it can be expected that the retrieval performance 
can be improved. One approach is to employ the relevance feedback information to label some 
relevant and irrelevant samples and then weight the sub-queries by observing the labelled samples. 
For example, in 3D object retrieval, we can find which query views are informative in discriminating 
the labelled relevant and irrelevant objects. However, although the relevance feedback procedure can 
improve the retrieval accuracy, it also involves high cost for users in the retrieval process [56]. 
Therefore, how to update the bag-query information without additional human labor is important. In 
this work, we propose a k-partite graph reinforcement to fuse the sub-queries by investigating top 
search results. After an initial round of retrieval, we regard the top search results as pseudo-relevant 
samples (this is a widely-applied strategy in re-ranking [54] and [60]) and then conduct a k-partite 
graph reinforcement on the bag-query and top results. In this process, the weights of the sub-queries 
will be updated by an iterative process. In this way, the sub-queries that are informative in getting the 
query closer to pseudo-relevant samples will be assigned higher weights. The retrieval can thus be 
performed with the weighted sub-queries. That means, the distance between the query Q and the 
sample x can be computed as  where wi is the estimated weight for 
the ith sub-query. 
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Fig. 1 shows the schematic illustration of our approach. We conduct experiments for 3D object 
retrieval and video clip retrieval, and the results demonstrate the effectiveness of our approach. It is 
worth noting that our approach does not need any user interaction. It is well-known that, relevance 
feedback is an effective approach to refining query information or users’ search intention, and there 
are many research works along this direction [22] and [30]. But relevance feedback needs users’ 
labelling effort and retrieval results can only be obtained after several rounds. 
Fig. 1   The schematic illustration of sub-query weighting by k-partite graph reinforcement 
 
 
The rest of this paper is organized as follows. In Section 2, we briefly review related work on view-
based 3D object retrieval, example-based video clip retrieval, and k-partite graph learning. Section 3 
introduces the k-partite graph reinforcement algorithm. Sections 4 and 5 introduce the application of 
k-partite graph reinforcement in 3D object retrieval and video clip retrieval, respectively. Experimental 
results are presented in Section 6. Finally, we conclude the paper in Section 7. 
 
2. Related work 
2.1. View-based 3D object retrieval and example-based video clip retrieval 
As previously mentioned, in many example-based multimedia information retrieval tasks, a query 
actually contains multiple sub-queries. In this work we have enumerated two tasks, i.e., example-
based 3D object retrieval and video clip retrieval. 
 
In view-based 3D object retrieval [6], [9] and [12], each 3D object is represented implicitly by a set of 
2D views acquired from specified views/directions, with little or no geometry information. The query 
information is described as a bag of representative views and 3D object retrieval is accomplished 
based on the multiple-view matching. Chen et al. [6] introduce the Lighting Field Descriptor (LFD), in 
which 10 representative views are captured. 3D object retrieval is accomplished based on the 
matching between two groups of multiple views. Shih et al. [50] propose the Elevation Descriptor 
(ED), where six range views are employed to describe a 3D object. These elevation views show the 
altitude information of the 3D model from different views. The query information is represented by 
these 2D gray images. In Compact Multi-View Descriptor (CMVD) [9], 18 views are selected from the 
vertices of a 32-hedron to describe a 3D object. These multi-views are uniformly distributed and both 
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the binary images and the depth images are taken. The query information is then represented by 
these views. In the above works, query views are usually averagely fused. We will show in this work 
that, by using the k-partite graph reinforcement approach to fuse the views, better retrieval 
performance can be obtained. There are some research works on query view selection. Ansary et al. 
[1] propose a method that employs a two-unit icosahedron centered on the origin which is divided 
twice by using the Loopsubdivision schema to achieve a 320 faceted polyhedron, where 320 initial 
views are captured from these directions. These views are further grouped into clusters, and 
representative views are selected from each cluster for further retrieval task. Ansary et al. [2] 
uniformly select 80 views from the bounding sphere of 3D objects. Mahmoudi and Daoudi [36] select 
seven directions to capture multiple views of 3D objects. Five camera arrays are employed in [13] to 
acquire views of 3D models, and Markov Chain is used to formulate the relationship between two 3D 
models. Li et al. [31] propose a weighted subspace distance to calculate the distance between two 3D 
objects. Li et al. [32] propose a statical distance measure by many-to-many matching, where Markov 
chain and the earth mover’s distance are employed. The distance between two 3D objects is 
measured by graph matching in [10]. In this method, two groups of views from different objects are 
modelled as a bipartite graph, and the weighted bipartite graph matching method is employed to 
calculate the distance between 3D objects. Cry and Kimia [8] propose a method that captures multiple 
views of 3D objects from a circle camera array. In this method, the multiple views are formulated as 
an aspect graph, and the process on this similarity-based aspect graph is conducted for 3D object 
analysis. An interactive query view selection method is proposed in [14] for 3D object retrieval. In this 
method, the user relevance feedback information is employed to incrementally select query views. 
This method speeds up the retrieval process with encouraging retrieval performance. One limitation of 
this method is that the user relevance feedback information is not available under some 
circumstances. Different from these query view selection works that aim to find a set of views for 
capturing 3D model information, our approach is able to weight the query views of 3D objects by 
considering the top retrieval results and then enhance the retrieval performance. 
 
Video retrieval [49], [57] and [58] has been investigated for decades, and extensive research efforts 
[18] and [44] have also been dedicated to example-based video clip retrieval. In TRECVid [51] and 
[52], both interactive and automatic/manual video content retrieval are investigated and plenty of 
video search algorithms and systems [16] have been proposed. However, it focuses on text-based 
video retrieval, and in our work we mainly consider example-based video retrieval. For example-
based video clip retrieval, usually keyframes are selected from the query video clip to represent its 
content. The method presented in [17] contains a fast coarse-to-fine video retrieval scheme, where 
two coarse retrieval steps are used to find candidate video clips, and a fine retrieval step is employed 
to enhance the performance. Two clip retrieval schemes, key-frame-order-preserving scheme and 
variable-clip-length retrieval, are proposed in [18], where each query video clip is represented by 
keyframes and sub-sampling frames, respectively. In this method, video retrieval is accomplished by 
matching the color and texture features of representative frames. The modified Hausdorff distance 
and directed divergence [26] are employed to evaluate the similarity between the keyframe sets of 
two video sequences. Peng and Ngo [43] formulate video clip retrieval as a graph matching problem 
and employ the Earth Mover’s Distance (EMD) [46] to compute the minimum cost of the weighted 
graph as the similarity between two clips, where keyframes are selected as the query information. In 
these works, the keyframes in query clip are averagely used without discrimination, and using our 
weighting method proposed in this work will improve the retrieval performance. 
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2.2. k-Partite graph learning 
k-Partite graph is a graph formed by partitioning a set of n vertices into K subsets, and two vertices 
are connected by an edge whenever they belong to different subsets. In particular, when K = 2, k-
partite graph becomes the well-known bipartite graph that has been widely used in data mining and 
information retrieval tasks. A bipartite graph-based video clip matching algorithm is proposed in [44], 
in which the matching of two groups of keyframes is modeled as an optimal bipartite graph matching 
algorithm. In the approach, the maximum matching and the optimal matching of bipartite graph is 
employed to calculate the distance/similarity between two video clips. In 3D object retrieval, bipartite 
graph has also been applied to match two 3D objects [41]. Recently, a bipartite graph reinforcement 
model [34] is proposed for web video topic discovery and tracking, where the bipartite graph is 
employed to reinforce the information from two resources. Bipartite graph reinforcement model is also 
applied for web image annotation [47]. In this work, we propose a k-partite graph reinforcement 
method to fuse the information of multiple sub-queries. 
 
 
3. k-Partite graph reinforcement model 
In this section, we first introduce the k-partite graph construction, and then describe the k-partite 
graph reinforcement process. Finally, the convergence proof of the reinforcement process in k-partite 
graph is provided. For clarity, we illustrate several important notations and their definitions in Table 1. 
Table 1: Notations and definitions. 
Notation Definition 
Xi The ith sample that consists of ni sub-samples 
xij The jth sub-sample of Xi 
G  A k-partite graph 
gi The ni × 1 weight vector for the ith partite of G  
 
The ni × 1 initial weight vector for the ith partite of G  
 
The ni × 1 weight vector for the ith partite of G  after n round reinforcement process 
Eij The ni × nj edge matrix between the ith partite and the jth partite of G  
Lij The ni × nj transition matrix from the ith partite and the jth partite of G  
Dij The ni × nj diagonal matrix generated from Est 
α The weighting parameter in the k-partite graph reinforcement process 
 
3.1. k-Partite graph construction 
Given K samples {X1, X2, … , XK}, each sample Xi includes ni sub-samples { x i 1 , x i 2 , … , x i n i } . The k-
partite graph G  is constructed using {X1, X2, ⋯ , XK}. In the constructed k-partite graph G , the ith 
partite denotes the ith sample Xi, in which the jth vertex denotes the jth sub-sample xij in Xi. 
Let Eij denote theni × nj edge matrix between the ith partite and the jth partite of G , where the (s, t)th 
element  is the distance between the sth sub-sample xis in Xi and the tth sub-sample sjt in Xj. For 
the ith partite of G , each sub-sample is given an initial weight, and let  denote the ni × 1 initial 
weight vector for the ith partite of G . 
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3.2. k-Partite graph reinforcement process 
The objective of the k-partite graph reinforcement process on G  is to update the information among 
the k-partites. The basic idea of k-partite graph reinforcement is to reweight each vertex using its 
correlation with the vertices in other subsets. This process is mainly based on the assumption that 
vertices with high similarity should have close weights, and the vertex with larger similarity with other 
vertexes should have high weight. 
The k-partite graph reinforcement process is formulated as an iterative process shown in Eq. (1). In 
this equation, Lij is the ni × nj transition matrix from the ith partite and the jth partite of G , and αi is a 
weighting parameter for reinforcement process (αi
 
∈ (0, 1]). 
 
   equation (1) 
 
Here Lij is obtained from the edge matrix Est of G : 
       equation(2) 
 
where  is a diagonal matrix generated from Eij, and its (a,a)th element equals to the sum of the row 
of Eij: 
      equation(3) 
 
By performing the above iterative process, the weights for all vertexes are updated. Now we prove the 
convergence of the iterative process in Eq. (1). 
Theorem 1. The reinforcement process in Eq.(1)converges. 
Lemma 1. For any matrixA ∈ Cn×nand matrix norm ∥•∥ defined on Cn×n, we will have ρ(A) ⩽ ∥A∥. Here 
ρ(A) is the spectral radius of matrixA. 
Lemma 2. For any matrixA ∈ Cn×n with ρ(A) < 1, we have limt→∞At = 0. 
For the ith partite of G , we have a difference function as: 
  equation(4) 
 
We join all the difference functions and obtain the following equation: 
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equation (5) 
We continue the derivation, and have 
G n + 1 = G n L =⋯= G i L n - i + 1 =⋯= G 0 L n + 1 ,      equation(6) 
 
where G0 is a constant difference matrix, and L is a constant matrix with the form of: 
      equation (7) 
On the other hand, Lij is obtained from the edge matrix Eij  linking the two parts of graph G  with the 
form of . Therefore, every element  in Lij satisfies: 
         
equation (8) 
 
Furthermore, we have: 
        
equation (9) 
 
Actually, for every Lij, we have: 
         
equation (10) 
 
When we adopt ∥•∥∞ for calculation, we further generate: 
        equation (11) 
Since αt ∈  (0,1], there must have ∥L∥∞ < 1, and ρ(L) ⩽ ∥L∥∞ < 1. By Lemma 2, we can obtain: 
   equation (12) 
 
Thus, Eq. (1) will converge, which completes the proof. 
We can easily derive that the computational cost of the reinforcement process is O(Tn2), where n is 
the number of all vertices and T is the iteration time. In our work, we set the iteration time by judging 
the convergence of the reinforcement procedure. In our experiments, we will show that typically the 
iterative process will stop with less than 20 iterations. 
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3.3. Boosting retrieval with k-partite graph reinforcement 
After performing k-partite graph reinforcement, the sub-queries can be weighted by the obtained 
weights to perform the retrieval again. Algorithm 1 illustrates the whole process of boosting retrieval 
with the k-partite graph reinforcement. 
 
Algorithm 1. Boosting retrieval with k-partite graph reinforcement 
Input: 
The query Q and the database {O1, O2, … , On}. 
Output: 
A ranking list. 
Step 1. Sub-query generation for the query and {O1, O2, … , On}. 
For the query, the selected sub-queries are . 
Step 2. Initial weight generation for sub-queries. 
For the query, the weights of sub-queries are . 
Step 3. Conduct retrieval in the database 
Multimedia information retrieval by sub-queries using VQ and ΦQ. 
Step 4. Weight sub-queries by k-partite graph reinforcement 
Select top returned retrieval results as pseudo-relevance feedback to construct the k-partite graph, and update ΦQ by k-
partite graph reinforcement, which iterates Eq. (1). 
Step 5. Go to Step 3 to perform the retrieval again with the updated sub-query weights. 
 
4. Application to view-based 3D object retrieval 
Extensive research efforts have been dedicated to 3D object retrieval [3] and [5]. Generally, 3D object 
retrieval methods can be divided into model-based methods [23], [40] and [42] and view-
based [1] and [39]. Bag-of-words/bag-of-features methods [55] have also been applied to 3D object 
retrieval. In view-based 3D object retrieval, each query object is represented by a group of views. Our 
3D object retrieval procedure is as follows. First, initial views are captured from 3D objects, and 
representative views of the query object are selected from all initial views. Then, we perform initial 
retrieval by matching these query views and other objects in the database. The top results are 
selected and then the k-partite graph reinforcement is applied to these samples and the query object 
to weight the views of the query object. After that, retrieval is performed again based on the weighted 
query views. 
4.1. Representative view selection and matching 
Given a set of views of one query object OQ, we first group all views into clusters and generate 
representative views based on the view distance dvv(vi, vj). There are many effective clustering 
algorithms. As the focus of this work is the Bag-Query enhancement, we employ the simple 
Hierarchical Agglomerative Clustering (HAC) in our experiments. The view with the minimal distance 
compared with all other views in the same cluster is selected as one representative view. Let the 
9 
 
selected representative views be .  
The initial weights  for representative views are calculated by: 
         equation (13) 
where ∣Clusteri∣ is the number of views in the ith cluster, and nq is the number of views for the query 
object. The rationality is that, the more content represented by a sub-query, the more important it is 
and thus it should be assigned higher initial weight. Analogously,  is defined for each 
object Oiin the database. 
 
The distance between the query OQ and an object Oi is defined by: 
      
equation (14) 
 
where dvo is the view-to-object distance, which is calculated by: 
       
equation (15) 
Initial retrieval is accomplished based on the distance measurements. 
 
4.2. k-Partite graph construction 
In order to enhance the Bag-Query information, the top N retrieved objects {O1, O2, … , ON} are 
selected as the pseudo-relevant objects. Let  denote the corresponding set of 
views for Oi, where  is the jth view of Oi, and ni is the number of representative views for Oi. 
Here the query object and all pseudo-relevant objects are employed to construct the k-partite graph 
model to enhance the query information. The constructed k-partite graph G  contains N + 1 subsets of 
vertices, and each subset of vertices in graph G  represents the group of views for one object. 
In the k-partite graph G , for the xth subset and the yth subset of vertices, the edge between two 
vertices and  is calculated by: 
       equation (16) 
Here σ is set to the median value of the pairwise distances of all views in the database. This definition 
guarantees that two vertices from two subsets are linked by an edge only when these two vertices are 
with high similarity. 
4.3. View weighting by k-partite graph reinforcement 
With the constructed k-partite graph G , k-partite graph reinforcement procedure, as shown in Eq. (1), 
is performed to enhance the query information. 
10 
 
 
After the convergence of the reinforcement process, let  denote the 
information for the query object, and the weights of query views are set to . 
Then, we perform retrieval again based on the weighted query views. More specifically, the distance 
between the query object OQ and another object Ot in database is computed as: 
      equation (17) 
 
5. Application to video clip retrieval 
Generally, in video clip retrieval, each query video clip is represented by a set of keyframes. Our 
video clip retrieval procedure is as follows. First, keyframes are extracted from each video clip. Then, 
we perform initial retrieval based on the matching between the query keyframes and the video clips in 
the database. The top results are selected as pseudo-relevant samples, and k-partite graph 
reinforcement is performed on these samples and the query clip to weight the query keyframes. After 
that, retrieval is performed again based on the weighted keyframes. 
5.1. Keyframe selection and video clip matching 
To extract keyframe, we first perform shot detection for each video clip. Then, we extract a keyframe 
from each shot. Suppose there are nq keyframes extracted from the query clip. Denote 
by  the keyframes in the query clip. The initial weights for 
keyframes are initialized as . 
 
Analogously,  is defined for each video clip Ci in the database. 
The distance between the query CQ and a video clip Ct is defined by: 
      equation (18) 
 
where d fc is the frame-to-clip distance, which is calculated by: 
       equation (19) 
The initial retrieval is calculated based on the distance measurements. 
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5.2. k-Partite graph construction 
We regard the top N retrieval video clips as pseudo-relevant video clips. Let 
 denote the corresponding set of keyframes for Ci, where  is the jth keyframe of Ci, and ni is the 
number of keyframes for Ci. 
 
Here the query video clip and all the pseudo-relevant video clips are employed to construct the k-
partite graph model to enhance the query information. The constructed k-partite graph G  consists 
of N + 1 subsets of vertices, and each subset of vertices in graph G  represents the groups of 
keyframes for one video clip. 
 
In the k-partite graph G , for the xth subset and the yth subset of vertices, the edge between two 
vertices and  is calculated by: 
       equation (20) 
Here σ is set to the median value of the pairwise distances of all frames in the database. This 
definition guarantees that two vertices from two subsets are link by an edge only when these two 
vertices are with high similarity. 
5.3. Keyframe weighting by k-partite graph reinforcement 
With the constructed k-partite graph G , k-partite graph reinforcement procedure is performed to 
enhance the query information. 
After the convergence of the reinforcement process, let  denote the 
information for the query video clip, the weights of query keyframes are set to 
. Then, we perform retrieval again based on the weighted sub-queries (keyframes). More specifically, 
the distance between the query video clip CQ and another video clip Ct in database is computed as: 
      equation (21) 
 
6. Experiments 
6.1. Experiments on view-based 3D object retrieval 
6.1.1. Experiment settings 
To evaluate the proposed Bag-Query enhancement scheme in 3D object retrieval, we conduct 
experiments on three datasets: NTU 3D dataset [6], ETH 3D dataset [27] and shape retrieval content 
of non-rigid 3D model 2010 (Shrec2010) [33]. 
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The NTU database contains 500 objects, and 60 views are captured from the vertices of a polyhedron 
(with the same structure as Buckminsterfullerene (C60)) for each object. The ETH dataset contains 80 
objects from eight categories. In ETH, each 3D object is represented by 41 images spaced evenly 
over the upper viewing hemisphere, and all positions for cameras are determined by subdividing the 
faces of an octahedron to the third recursion level. Shrec2010 contains 200 3D models that are 
classified into 10 categories, and each category includes 10 3D models. The camera array contains 
60 cameras, which are set on the vertices of a polyhedron with the same structure with 
Buckminsterfullerene (C60). 
In the 3D object retrieval experiment, the 49 coefficients of Zernike moment [24] are employed as the 
view features. Zernike moments [1] and [25] have been demonstrated robust to image translation, 
scaling, and rotation and used in 3D object analysis tasks. The distance dvv(vi, vj) between two 
views vi and vj is computed using the Euclidean distance of Zernike moment features. 
We compare our proposed approach with the baseline method, pseudo relevance feedback methods 
[38] and [60] and a graph-based re-ranking approach [54]. 
 
(1) Baseline. In the baseline method, all query views are equally used without sub-query 
weighting, i.e., ϕiis set to 1 in Eq. (14). 
(2)  Pseudo Relevance Feedback with Kernel Regression [37]  (PRF-KR). We regard the 
top K results and bottom K results obtained by the Baseline method as pseudo-relevant 
pseudo-irrelevant, respectively. Based on the pseudo-relevant sample set Spos and the 
pseudo-negative sample set Sneg (note thatSpos contains both the pseudorelevant objects and 
the query object), we compute the relevance score as 
   equation (22) 
where σ is the radius parameter in kernel regression, which is set to the median value of the 
pairwise distances of all objects in database. 
(3)  Pseudo Relevance Feedback with Support Vector Machine (PRF-SVM)[4]. It is similar to the 
PRF-KR method, and the only difference is that we employ SVM to replace kernel regression. 
We use RBF kernel, and the radium parameter and the weighting parameter in the 
regularization are tuned to optimize the average performance. 
(4) Graph-based Re-Ranking (GRAPH) [54]. We adopt the preference strength method in [54]. 
The method is based on two assumptions: (1) the ranking lists before and after re-ranking 
should not change too much; and (2) the ranks of visually similar objects should be close. A 
graph-based regularization scheme is formulated based on the two assumptions. For the 
similarity between two objects, we adopt exp (−d(x, y)2/σ2), where σ is set to the median value 
of the pairwise distances of all objects in database. The weighting parameter used in the 
regularization is tuned to its optimal value. 
 
In our experiments, we set K to 10. In our method, alpha is empirically set to 0.01. 
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We adopt the following performance evaluation metrics that have been widely investigated in 3D 
object retrieval [1] and [6]: 
(1) Average Normalized Modified Retrieval Rank (ANMRR) [44]. A low value of ANMRR indicates 
a high precision in the top results. 
(2) Normalized Discounted Cumulative Gain (NDCG) [19]. It is a statistic that assigns relevant 
results near the front of the list higher weights under the assumption that a user is less likely 
to consider elements near the end of the list. In our method, the NDCG values of top 10 
returned results (NDCG@10) are employed. 
(3) First Tier (FT). It is defined as the recall of the top Γ results, where Γ is the number of relevant 
samples in the whole dataset. 
6.1.2. Experimental results 
Fig. 2, Fig. 3 and Fig. 4 illustrate the experimental performance comparison of different methods. 
From these results we can achieve the following observations. 
(1) The pseudo relevance feedback methods cannot effectively improve retrieval performance. 
By observing the detailed results, we find that for some queries, the retrieval performance has 
been improved, but for some queries the performance degrades. In average, the pseudo 
relevance feedback methods slightly degrade retrieval performance. This can be attributed to 
the following two facts: 
(a) Pseudo relevance feedback methods try to learn classifiers from a set of pseudo-
relevant and pseudo-irrelevant samples. But the samples are usually too limited to learn a 
reliable classifier. If we involve too many samples, there will too much noise, which will also 
decrease performance. 
(b) How to measure the distance between two samples that contain multiple sub-
samples is a problem. An inappropriate distance measure will also degrade performance. 
(2) Graph-based re-ranking method and the proposed method improve the retrieval performance. 
The proposed bag-query enhancement approach can achieve a consistent performance 
improvement compared with the “Baseline” method. Although both our approach and pseudo 
relevance feedback methods leverage pseudo-relevant samples, our approach does not learn 
a classifier to rank objects. Instead, we only explore the information to weight the sub-queries. 
This makes our approach more robust and able to avoid the problems in pseudo relevance 
feedback. The proposed method also achieves better performance compared with graph-
based method. 
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Fig. 2   The retrieval performance comparison of different methods on the NTU dataset. 
 
 
Fig. 3   The retrieval performance comparison of different methods on the ETH dataset. 
 
Fig. 4   The retrieval performance comparison of different methods on the Shrec2010 dataset. 
 
6.1.3. On the parameters K and α 
In the proposed bag-query enhancement process, we can see that there are two main 
parameters K and α in our formulation. These two parameters modulate the effect of selected pseudo-
relevance feedback samples and initial weight in the k-partite graph reinforcement procedure 
respectively. For parameter α, if the value ofα tends to be 0, the initial weights are fully dropped in the 
k-partite graph reinforcement procedure; if the value of α tends to be 1, the weight for each vertex in 
the k-partite graph does not change, and the k-partite graph reinforcement procedure will not 
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work. Fig. 5, Fig. 6, Fig. 7, Fig. 8, Fig. 9 and Fig. 10 demonstrate the performance curves with respect 
to the variation of K and α, respectively. In Fig. 5, Fig. 6 and Fig. 7, we fix α to be 0.01 and 
vary K from 1 to 50. In Fig. 8, Fig. 9 and Fig. 10, we fix K to be 10 and vary α from 0 to 1. We also 
illustrate the results by the baseline methods in these figures. We can see that our approach is able to 
outperform the baseline methods when the two parameters vary in a wide range. 
 
Fig. 5   The retrieval performance curve with respect to the variation of K on the NTU dataset. 
 
 
Fig. 6   The retrieval performance curve with respect to the variation of  K  on the ETH dataset. 
 
Fig. 7   The retrieval performance curve with respect to the variation of  K  on the Shrec2010 dataset. 
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Fig. 8   The retrieval performance curve with respect to the variation of α on the NTU dataset. 
 
Fig. 9   The retrieval performance curve with respect to the variation of α on the ETH dataset. 
 
Fig 10   The retrieval performance curve with respect to the variation of α on the Shrec2010 dataset. 
 
6.2. Experiments on video clip retrieval 
We collect 2,000 video clips from Youtube with several genres, including sports, movies, TV series, 
and documentaries. The duration of these videos are 67.2 h in total, and the average duration of each 
video clip is about 2 min. In our experiments, there are 13.7 keyframes extracted from a clip in 
average. In this dataset, 100 video clips are selected as queries. Given a query video clip, the 
returned retrieval results in the whole dataset are evaluated by human observers whether they are 
semantically consistent with the query. In the video clip retrieval experiment, the 64D RGB histogram 
17 
 
is employed as the frame visual feature, which is one basic visual feature. The distance between two 
keyframes dff(fi, fj) is estimated by using the Euclidean distance on the 64D RGB histogram. 
Similar to the experiments of view-based 3D object retrieval, we compare our proposed approach with 
four methods, i.e., Baseline, PRF-KR, PRF-SVM and GRAPH. We also adopt the same parameter 
settings. 
6.2.1. Experimental results 
Fig. 11 illustrates the retrieval performance comparison of different methods in terms of the MAP 
measure. We have the same observations: (1) pseudo relevance feedback methods slightly degrade 
retrieval performance, and (2) our approach performs better than Baseline and Graph-based method, 
and it demonstrates the effectiveness of the k-partite graph reinforcement process. 
 
Fig. 11   The MAP comparison of different methods. 
 
6.2.2. On the parameters K and α 
Fig. 12 and Fig. 13 demonstrate the performance curves with respect to the variation of K and α, 
respectively. In Fig. 12, we fix α to be 0.01 and vary K from 1 to 50. In Fig. 13, we fix K to be 10 and 
vary αfrom 0 to 1. We also illustrate the results by the baseline method in these figures. The results 
demonstrate that the proposed approach can outperform the baseline method when the two 
parameters vary in a wide range. 
 
Fig 12   The MAP performance curve with respect to the variation of K. 
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Fig 13   The MAP performance curve with respect to the variation of α. 
 
6.3. On the computational cost of k-partite graph reinforcement 
We present the average time costs for graph construction and iteration in the k-partite graph 
reinforcement process in Fig. 14. The time costs are recorded on a PC with Pentium 4 and 2G 
memory. From the results we can see that the costs will increase if we increase K. But unless K is 
very large, the costs are less than 1 s and will not dramatically increase. 
 
Fig 14   Computation cost of the proposed method. 
 
6.4. On the iteration of k-partite graph reinforcement 
Finally, it is interesting to discuss the iteration of k-partite graph reinforcement. From Algorithm 1, we 
can see that the graph reinforcement process relies on a ranking list. Therefore, we can choose to re-
build the k-partite graph after refining the retrieval results and then re-implement the k-partite graph 
reinforcement. This process can keep iterating. Here we do such an iteration and observe the 
performance variations with respect to the number of iteration times r. Fig. 15a–c presents the 
performance curves of average NDCG@10 for 3D object retrieval on the NTU, ETH and Shrec2010 
datasets, respectively, and Fig. 16presents the MAP performance curve for video retrieval. From 
these Figures we can see that the change of the performance by iterating multiple times is actually 
very small. From the figure we can see that the performance curve tends to be stable after two 
19 
 
iterations. But here we mention that, although the average performance curve tends to be stable, the 
convergence of the iteration is not theoretically guaranteed. 
 
Fig 15   The 3D object retrieval performance variation with performing different times of k-partite 
graph reinforcement on the NTU, ETH, and Shrec2010 datasets. 
 
Fig 16   The video clip retrieval performance variation with performing different times of k-partite graph 
reinforcement. 
 
Actually, this is a chicken-and-egg dilemma: on one hand, k-partite graph reinforcement changes the 
ranking list; on the other hand, we need a ranking list to perform graph reinforcement. Similar 
problems also exist in many other research domains, such as re-ranking and distance metric learning. 
For example, in image search re-ranking is usually performed based on an initial ranking list. But after 
getting a new ranking list, re-ranking can be performed again. In distance metric learning, the learning 
algorithms usually rely on an initial distance metric, but the learning can be performed again after a 
new metric is obtained. The convergence of such iteration is not guaranteed. But in our scheme, we 
can see from Algorithm 1 that the graph reinforcement only relies on the set of the top K results. 
Therefore, once an iteration does not change the set, the process converges (the order change of the 
K samples has no effect). This makes many queries converge quickly as in many cases the graph 
reinforcement only slightly changes the order of the top search results and the set of the top K results 
remains the same. 
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7. Conclusion 
This work introduces a k-partite graph reinforcement approach that weights sub-queries for 
multimedia information retrieval. In the proposed method, the top retrieval results are first collected by 
conventional methods. These samples are regarded as pseudo relevant and then a k-partite graph 
reinforcement is performed on these samples and the query. In the reinforcement process, the 
weights of sub-queries are updated by an iterative process. These weights are employed to modulate 
the effects of different sub-queries and perform retrieval again. We apply the approach to example-
based 3D object retrieval and video clip retrieval, and the experimental results demonstrate that the 
proposed method can effectively improve retrieval performance. The convergence of the proposed k-
partite graph reinforcement procedure has been proved, and the low computational cost has been 
justified by both the theoretical analysis and experimental results. 
 
From the experimental results we can see that the performance improvement is not very significant. 
This is because our method does not involve additional information, and thus the improvement will be 
limited in comparison with many methods that leverage further information, such as users’ labeling 
results. But from the experimental results we can see that the performance improvements are fairly 
consistent. The computational cost of our method is also very low (the whole process can be finished 
in less than 0.2 s). Therefore, our approach is worth considering for boosting retrieval performance. 
 
Here we also mention that the proposed algorithm can be integrated with relevance feedback. For 
example, we can conduct reinforcement with the samples labelled positive in relevance feedback. 
Since our method only explores top retrieval results, it can be extended to deal with large-scale 
retrieval tasks. For large-scale retrieval, there is usually an indexing structure (such as hashing or 
inverted file) to retrieve a subset and then rank the samples in the subset. Therefore, we can 
implement the whole k-partite graph reinforcement process on the subset. So, with an indexing 
structure, our approach does not have difficulties on working on large-scale retrieval. In our future 
work, we will also investigate the sparsification of the graph reinforcement, such that we cannot only 
assign weights to but also perform selection on the sub-queries. 
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