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ABSTRACT 
Let a complex p × n matrix A be partitioned as A' = (A], A~,... ,A~,). Denote by 
p(A), A,, and A-  respectively the rank of A, the transpose ofA, and an inner inverse 
(or a g-inverse) of A. Let A O4> be an inner inverse of A such that A(X4)A is a Hermitian 
matrix. Let B = (A(~ 4), A(~ 4) ..... A(~ 4)) and p(A)= 5:~=lp(Ai). Then the product of 
nonzero eigenvalues of BA (or AB) cannot exceed one, and the product of nonzero 
eigenvalues of BA is'equal to one if and only if either B = A ¢14) or AiA ~ = 0 for all 
i ~ j, i, j=  1,2 ..... k. The results of Lavoie (1980) and Styan (1981) are obtained as 
particular cases. A result is obtained for k = 2 when the condition p(A) = E~=lp(Ai) 
is no longer true. 
1. NOTATION 
All the matrices will be defined on a complex field. We shall denote by A', 
A*, p(A), and A t as the transpose, the conjugate transpose, the rank, and the 
MP (or Moore-Penrose) inverse of A. The MP inverse A t of A satisfies the four 
conditions: 
(C1) AAtA = A, 
(C2) AtAA t = A t, 
(C3) AA t is Hermitian, and 
(C4) AtA is Hermitian, 
and one and only one matrix A t satisfies the above four conditions. An inner 
inverse (or g-inverse) of A is a matrix G which satisfies (C1), namely, 
AGA = A. Such a matrix G is denoted by A -  ; observe that A -A  (or AA-  ) is 
idempotent of rank p(A) ( = TrAA-  = TrA-A ,  where TrP  is the sum of the 
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diagonal elements of a square matrix P). A matrix G 1 which satisfies (C1) and 
(C3), namely, AG1A = A and AG 1 is Hermitian, will be denoted by A (ta). A 
matrix G 2 satisfying (C1) and (C4) will be denoted by A (14). I n will mean an 
n × n identity matrix, and it may be denoted simply by I when there is no 
question of the order. " I f  and only if" will be abbreviated "iff". 
We shall call I)~ I - M[ the characteristic polynomial of an n × n matrix M, 
and it will be denoted by AM(A ). Further, ~(M) will denote any eigenvalue of 
M and )~Nv.(M) will denote any nonzero eigenvalue of M. The product of 
nonzero eigenvalues of M will be denoted by 1-IXNE(M). 
2. SOME USEFUL RESULTS LEADING TO IDEMPOTENT MATRICES 
Let A'= (A'I, A' z .. . . .  A'k) and B = (A~, At .. . . .  A~k). Assume that p(A)  = 
Ek=lp(A~). Then, Lavoie [2] and Styan [5] established that FI~,N~.(AB)= 
I-IXN~.(BA)~<I and equality holds fff B=A f. Notice that H~=A~A~ 
(i = 1, 2 . . . . .  k) are Hermitian idempotent matrices and H = BA is a sum of k 
Hermitian idempotent matrices. Observe that A(14)Ai ( i=1 ,2  .. . . .  k) are 
nermitian idempotent matrices, and if B 1 = (A q14), A~ 4) .. . . .  A~4)), then BIA 
is a sum of k Hermitian idempotent matrices. Thus, to generalize the result of 
Lavoie and Styan, we replace B by B 1 and establish that I-IXN~.(AB1)= 
Iq~NE(B1A ) ~< 1 and the equality holds iff B 1 = A (14). For this purpose, we 
investigate some properties of idempotent matrices. In this direction, the 
following Lemma 1 established by Khatri [1] (see also Rao [3] or Srivastava 
and Khatri [4, p. 14]) is useful. 
LEMMA 1. Let HI, H 2 . . . . .  Hk, and H-  k -- Ei~lHi be n × n matrices, and 
consider the conditions: 
(a) H i (i = 1,2 .. . . .  k) are idempotent, 
Co) H~Hj = 0 for all i :~ j, and either TrHi = p(Hi) or p(H~) = p(H~) for 
i, 1=1,2 .. . . .  k, 
(c) H is idempotent, and 
(d) p(H) = F.kzlP(Hi). 
Then, 
(i) (c) and (d) imply (a) and (b), and 
(ii) any two o f  (a), CO), and (c) imply all the conditions. 
The above lemma does not consider the situation when either (a) and (d) 
are given or (b) and (d) are given. The results of Lavoie [2] and Styan [5] 
depend on conditions (a) and (d) when H 1 .. . . .  H k are Hermitian matrices. In 
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order to get an answer for this situation, we establish the following Lemmas 2 
and 3: 
LEMMA 2. Let M be a square matrix with complex elements. Assume that 
(a) T rM ~< p(M), Co) p(M) = p(M2), and (c) h(M) >/0. Then, I-lANE(M) ~< 1. 
The equality I-[XNE(M)= 1 ho/ds i f f  all the nonzero eigenvalues of M are 
unity (~NE(M)= 1). 
Proof. Let M be an n × n matrix of rank r. Then we can find two 
matrices F and G of respective orders n × r and r × n such that M = FG and 
p(M)= p(F )= p(G)= r. Notice that on account of (b), GF is an r × r 
nonsingular matrix, and 
mM( ~k ) = ~kn-rm GF( ~k ). 
Hence, ExX(GF) = Tr(GF) = TrM ~< r and I-Ih(GF) = FIhNE(M). Further, 
on account of (c), h(GF) > 0. Then the inequality between the arithmetic and 
the geometric means gives 
(1-IX(GF)) 1/r <~ E h(GF) <<. 1, 
r 
and equality holds iff h(GF) = 1. This proves Lemma 2. 
COROLL~mY 1. Let M be a Hermitian positive semidefinite matrix and 
TrM ~< p( M ). Then 1--I~N~.(M) <<. 1, and equality holds i f f  M is an idempotent 
matrix. 
LEMMA 3. Let H be Hermitian positive semidefinite and let H 1, H 2 . . . . .  H k 
be square matrices uch that H = k •i=lHi and TrHi = P(n i )  fo r  i = 1,2 ... . .  k. 
Then 
TrH~<p(H)  and 1--I•NE(H)=I 
k 
¢* p (H)= E p(H,) and H 2=H 
i=1  
¢~ H i=n,  and H in i=O for all i~ j ,  i , j= l ,2  ..... k. 
The proof follows from Corollary 1 and Lemma 1 after using 
k k k 
p(H)>lTrO= ETrH i= E p(n,)  ~ p(H)= E P(Hi).  
i~ l  i f f i l  i f f i l  
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NOTE 1. An application of Lemma 3 is given for the distribution of 
quadratic forms. Let x be an n × 1 complex random vector which is distrib- 
uted as complex multivariate normal CN(0, I n). Consider the quadratic forms 
k qi =x*H ix  for i=1 ,2  . . . . .  k and q=~i=lq i  =x*Hx,  where H1, H 2 . . . . .  Hk, 
and H ( = ~/k  1H i) are Hermitian matrices. If y is distributed as chi squared 
with r degrees of freedom, then it will be denoted by y - Xr 2. Suppose that 
2qi - X~,~ for i = 1,2 . . . . .  k. Then this is equivalent o H/2 = H i and TrH i = 
p(Hi)  = r/for all i. This can be seen from the Laplace transform of the density 
of 2ql as 
eP(t )=Eexp( -2tx*n ix)=J I+2tn i l  -x for all t>~0, 
and the Laplace transform of the density of chi squared with 2r i degrees of 
freedom is 
2 _ for all t>/O. d~l(t) = Eexp( - tx2r , ) - (1  +2t )  - "  
Then, if(t) = ~bl(t ) for all t >~ 0 implies the required conditions. (~(t )  can be 
established by using the density of CN(0, I) ;  see for example Srivastava nd 
Khatri [4, p. 59].) Thus, Lemma 3 is equivalent o 
LEMMA 4. Let TrH ~< p(H)=Ek=lo(H i )  and I - I~NE(H)= 1. Then 2qi 
(i = 1,2 . . . . .  k)  are independently distributed as chi squared with 2r i degrees 
o f  freedom (i = 1,2 . . . . .  k ), and 2q - X~r with r =Eik= lri = TrH.  
3. GENERAL IZAT ION OF LAVOIE'S INEQUALITY 
Before establishing the main result, we require the following: 
LEMMA 5. Let A '= (A'I, A'  2 . . . . .  A'k) and H i = A~A i for  i = 1,2 . . . . .  k. 
Then p( A )= p( H~, n~ . . . . .  n~ ), and 
k 
p(Hx ,H2 . . . . .  Hk)+p(A  ) -  • P (A i )  
i= l  
<~ O H i <~ min(p(A) ,  p(H1, H 2 . . . . .  Hk) ). 
i 1 
Proof. Since A i = AiH i for i = 1,2 . . . . .  k, so we can write 
A* = (n~,  H~ . . . . .  H~)DA, and (H  t ,  H~ . . . . .  n~)  = A 'R ,  
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where DA. = diag(A~, A~ . . . . .  A~)= A~$A~ . - -  ~A~ and R = 
diag((A 1- )*, (A~)*  . . . . .  (A~-)*) = (A~-)* • (A~-)* $ - . .  ¢(A~-  )*. Hence, 
p(A*) ~< p(Ht ,  H a . . . . .  H k) ~< p(A*), which proves p (A)  = p(H 7, . ,H  k). 
Now we can write 
k 
~"H,=BDAS , B=(A{,A~ ..... Ak )  , and DAS=A,  
1=1 
where S* = (H i  . . . . .  H~'). Then, using the Frobenius theorem on ranks, we get 
min(p(BDA),P(DAS))>~P i~=l H, >~p(BDA)+P(DAS)--P(DA)' 
which proves the required inequality. 
COaOLLAaY 2. Let A'  = (A~, A~ . . . . .  A~) and H i = A~ila)Ai for i = 1,2 . . . . .  
k. I f  B / A(14) A(-14)~ then p( BA ) = p( A ). 
Proof. BA= ~iffilHik = TT*, where T = (H 1, H a . . . . .  Hk) = (H i ,  H*z . . . . .  
n~) .  Then p(BA) = p(T) = p(H*, H* . . . . .  n* )  = p(A)  by Lemma 5. • 
THEOREM 1. Let A '= (A' 1, A' 2 ..... A'k) and p(A) = E~=lp(Ai) .  I f  B = 
(A~ 14), -4(21 4), • • • ,"ka(14)~J, then I-[XNE(BA)= I-[XNE(AB)<~ 1, and equality holds 
i f fB  = A O4), or 
A,A~=O forall i=~j, i , j=1 ,2  . . . . .  k 
Proof. Notice that H i = A(14)Ai , i = 1,2 . . . . .  k, are Hermit ian idempotent 
k H matrices with p (n i )  = p(A i )=TrH i. Now H= BA=Y~iffi 1 i is a sum of 
Hermit ian idempotent matrices and 
TrH  = 
k k 
E T rH i= E P (A i )  = p(A)  : p (H)  
i=1  i=1 
by Corollary 2. Notice that all the conditions of Lemma 2 are satisfied, and 
hence we get 
I-I~kNE(BA ) = 1-I~.NE(AB) ~< 1, 
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where, using Lemma 3, equality holds iff either H 2 = H or H~H i = 0 for all 
i~ j ,  i, 1= 1,2 . . . . .  k. Now, 
H2=H ¢~ ABA = A and H = BA is Hermit ian 
B = A O4). 
Further,  for i * j, H i l l  1 = 0 ¢0 A iH  i = A iH  7 = 0 ¢* A iA ;  = 0. Using these 
results, we get the required Theorem 1. • 
COROLLnaY 3. Let A '=(A ' I ,  A'  2 . . . . .  A'k) and p(A)=F~k=lp(Ai) .  Let  
B = (A[ ,  A~ . . . . .  A [  ). Assume that there exists a positive semidefinite ma- 
trix N such that NA [ A i is Hermitian and p ( NA [ A i ) = P ( A i ) for i = 1,2 . . . . .  K. 
Let N -  be any inner inverse o f  N. Then A i = A iN-  N for all i, A = AN-N,  
and I-I)~NE(BA) = I-IANE(AB) ~< 1, where equality holds i f fe i ther 
Or 
NBA/s  Hermitian and NBAN-  is an idempotent matrix 
A ,N-A~=O fora l l i * j ,  i , ]=  1,2 . . . . .  k. 
Proof. Let S i = NA~-A i. Then, on account of S i being Hermitian, 
S,( I  - N-N)  = S*(I  - N -N)  = A*( A ;  ) *N( I  - N -N)  = O. 
Further,  using the Frobenius theorem on ranks, 
0 >1 p(NA;A  i ) + p (A ;A i ( I  - N -  N) )  - P(A-~Ai ), 
and this gives 
A;A i (1 -N-N)=O or Ai (1 -N-N)=O for a l l i .  
This proves A i = A iN-N  for all i, and A = AN-N.  
Since N is positive semidefinite, we can write N = N1N~, where N 1 is an 
n × s matrix of rank s [ = p(N)] .  Hence 
s, = s,* 
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implies that G, = N~(A~Ai)NI(N~N1) -1 is Hermitian idempotent for all i. 
Note that G i = N~AS, A iN-N  1 for any N- .  Then applying Theorem 1 gives 
1 >1 VI)~NE(N~BAN- N1 ) = YIhNE(BAN- N) 
= I - IXnE(BA)  = I - [XNE(AB),  
and equality holds iff either 
NtB = (AN- N, ) 
or  
* .2  O=AiN-N1N~(N-  ) A 1 A,N-A~ foral l  i : * j .  
This proves the required Corollary 3. • 
NOTE 2. In Corollary 3, if A~AiN is Hermitian of rank p(Ai) for 
i = 1,2 . . . . .  k, then A~A i = NN-A~A i or A i = Ai (NN-A  ~ )A  i for all i = 
1,2 . . . . .  k. Further 
-1  , _ A, A,N1N ~ = N,N~A*(AT, )* ~ H, = (NtN1) N~ A, A,NI = N~AT, A,NI 
is Hermitian idempotent, for all i. Hence 
1 >1 I-I)~NE(N?N-BANt) = 1--I XNE(NN-sa)  
= I -[XNE(BA) = I-[hNE(AB), 
and equality holds iff either 
BAN is Hermitian and N- BAN is idempotent 
or  
A,NA~=O foral l  i : * j ,  i , i=1 ,2  . . . . .  k. 
NOTE 3. Suppose A' = (A~ . . . . .  A~) and B = (A~-, A~ . . . . .  A~- ). If either 
BA is idempotent or AiA~Aj= 0 for all i ~ j~ then by Lemma 1, o (A)= 
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E~=lp(AI). Further, if p (A)= E/k=lp(Ai), it can be shown that there exists a 
positive semi-definite matrix N such that NASA i ( i = 1, 2 ..... k) are Hermitian 
or A~-AiN (i = 1,2 . . . . .  k) are Hermitian. 
NOTE 4. Let A '= (A], A~ . . . . .  A~) and B = (Ai- , A z- . . . . .  A k ). If H, = 
A~A i and H BA-  k = -- ~i=xHi, then H may have neither real eigenvalues nor 
nonnegative igenvalues. Further, p(H 2) may be less than p(H), and p(H) 
may be less than p(A). To illustrate these points, consider 
A=(  1 .  1 ")1 ' A I : (1  1 " ) '  A2=( -  1 -1 ) ,  
(Ai-)*=(ff,/~,~), (Aff)*=(e,f,g) with a+b=f -g=l ,  
(a a .) (" ! - - i )  (a a+! - i )  
HI= b b , H2= , H= b b+ . 
C C C C+ 
Notice that 
X(H1H2) = O, 
X(H) = O, 
O, w = (e + f)(b - c), 
1 -v~,  1+~ 
X 
Thus, we get 
1 -w if w=l ,  
I - - IXNE(H)= 2 if w=l .  
Observe the following points: 
(i) If w is real and greater than 1, then 1 -Vrw is a negative eigenvalue 
of H. 
(ii) If w is a negative real number, then nonzero eigenvalues of H are 
complex numbers. 
(iii) If b = c and e + f~ 0, then HIH 2 ~ 0 while H2H 1 = 0. Here p(H 2) 
= p(H)  = 2, the number of nonzero eigenvalues of H is 2, XNE(H ) = 1, and H 
is not idempotent. Similar results hold ff e + f = 0 and b :* c. 
(iv) If b = c and e + f = 0, then we can apply Note 3. 
(v) Let w = (e + f)(b - c) = 1. Then p(H 2) = 1, p(H) = 2 when g :* c(e 
+ f ) .  When g = c(e + f),  then p(H)  = p(H 2) = 1 and XNE(H ) = 1. Here 
AH*  H. 
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In view of Note 4 and Lemmas 2 and 3, we have the following: 
THEOREM 2. Let A' = (A' 1 . . . . .  A'k), B = (A{ ,  A~ . . . . .  A [  ), p(BA)  = 
p(BA)  2 = ~ikf lp(Ai ) ,  and )~NE(BA) > 0. Then VI~NE(BA) = FI~NE(AB) ~< 1, 
and equality holds i f f  ~NE( AB)  = ~NE(BA)= 1. 
4. INEQUALITY CONCERNING THE SUM OF TWO IDEMPOTENT 
MATRICES 
Theorem 2 is concerned with the product of nonzero eigenvalues of a 
matrix H which is a sum of k idempotent matrices H i ( i  = 1,2 . . . . .  k). Since 
this theorem requires various conditions, we have to consider the situations 
when these conditions are violated. The answer is obtained here when k = 2. 
LEMMA 6. Let H 1 and H 2 be n × n idempotent matrices, and let H = H 1 
+ H z. Let the characteristic polynomials be 
a . (x )  = x 1:I (x - x,), 
i=1  
An~H2(~ )= ~s(h --1)t f i  ()~-- Wi) 
i=1 
with s + t + a = n and wi~: (1,0) for j=  1,2 . . . . .  a. Then 
r>~t+2a and r+t=p(nx)+p(n2)=Trn.  
Further, 
k i= l  for i=1 ,2  . . . . .  r - t -2a ,  
~r--t--2a+i = 2 for i = 1,2 . . . . .  t,  
~r_2~+i = 1+~ for i=1 ,2  . . . . .  a,  
~r a+i=l - -~/  for i=1 ,2  . . . . .  a. 
Proof. Let p (H i )=r  i for i = 1,2. Since H i is an idempotent matrix of 
rank ri, we can find two matrices S i and T i of order n × r i such that 
H i=TiS* and S*T i= I r ,  for i=1 ,2 .  
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Then  H = (T1, T2)($1, $2)* and H1H 2 = TI(S~T2)S ~. Hence,  if ~ ~: 0, 
= ) 
(~kn-rl-r2(]k--1)r2-rlAs,~T2S~Tl((]k--1) 2) if r2>~ rl, 
Xn-rl-r2(~k - 1)rl-r2As~T1SrT2((~ -- 1) 2) if r, >/r 2. 
NOW, 
AHIB2 = ~kn-rlmsrT2S~Tl( ~k ) = ~kn-r2ms~TlS~T2( ~ ). 
Hence,  if r 1 >~ r2, 
h '~-'  f i  (h  - h , )  = hn- '~-~(N - 1 )~-  ~(2~ - 1)2" +2"~- 2n(h2 - 2~)  t 
i=1 
× w,/. 
i=l  
This shows that 
n- r=n- r l - r2+t ,  or TrH=r l+r2=r+t  , 
and 
f i  (~k- -~k i )=(~- - l ) r l - r2 -2 t -2a(~k- -2 ) t f i  ( (~- -  1)2-- Wl), 
4=1 i=1 
because n = s + t + a. This gives the required result when r 1 >~ r2. Similarly, 
we can prove the same result when r 2 >~ r1. Thus, Lemma 6 is established. • 
COnOLLARY 4. Let  H 1 anclaH 2 be n × n idempotent  matrices, H = H 1 + 
H e, and  AnlH2(A ) = ~*(2~ -- 1) t 1--I (~ - w~), w i th  n = s + t + a and w i ~ (1,0) 
for  i = 1,2 . . . . .  a. Then i=1 
I-I)~NF.(H) = 2 t f i  (1 -- W,).  
i=1 
This follows from Lemma 6. 
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COBOLL.kRY 5. Let H~ and H a be two idempotent matrices such that 
H IH  a = Hal l  1, and let H = H 1 + H a. Then H1H a is idempotent o f  rank t, and 
the eigenvalues o f  H are O, 1, and 2 with respective multiplicities n - r, r - t, 
and t. Thus, I-IXNE(H)----- 2 t. 
This follows from Lemma 6 because a = 0. 
COROLLa_aY 6. Let H 1 and H a be two idempotent matrices such that 
S i = NH i, i = 1, 2, are Hermitian matrices for same positive definite matrix N. 
Then S i (i = 1,2) are positive semidefinite of  rank r i = p(Hi) .  I fH  = H 1 + He, 
then X(H)  >t O, and 1 >1 h(HIH2) >10. Further, i f  
ct  
au, .~(x)  = x~(?, - l Y I - I  (x - wj) 
i=1 
with 0 < wj < 1 for i = 1,2 . . . . .  a, then t + a = p(HxHa) and 
FIxN (H)= 2'H (1-wj)< 2'. 
j= l  
Proof. Since S i = Ni l  i is Hermitian, we get 
S, - - -NH i=H*N ~ H*S i=H*NH,=H*aN=H*N=S, .  
Hence S i = H*NH i is positive semidefinite of rank p(H/),  and we can find an 
n x r matrix T/ such that S i ---T/T/* and H i = N-IT/T/*. Then H~ = H i ** 
T/*N--1T/= It.  Let C = T~N-1Ta. Then, 
AH,H, (X  ) = ~.'(h -- 1) t l - ]  (~- -- w , )  
i=1  
= X"-r,Acc.(X). 
Since CC* is positive semidefinite of rank p(C)  [= p(H1Ha) ], the wi's 
must be real, and t + a = p(H~Ha). Now, 
H = H, + H2 = N- ' (T  1, Ta)(T 1, Ta)*, 
and this shows that 
~kNE(H ) = ~kNE((T, T)*N- I (T1 ,  7"2) >~ O. 
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Using this in Lemma 6, we get 
)XNE(H) = 1-- ~ j  > O, 
or  
l>wj  for all j= l ,2  . . . . .  a. 
Hence, 0~< }~(H1H2)<~ 1, and then Lemma 6 and Corollary 4 give the 
required result. • 
NOTE 6. If A '=(A] ,  A~), then the projection operators are H i = 
N-1A*(AiN-1A*) -A i  (i = 1,2) and Ni l  i (i = 1,2) are Hemfitian matrices. 
Thus, Corollary 6 is connected with two projection operators. In Corollary 3, 
we assume p(A)=p(A1)+p(Ag.) ,  but in Corollary 6, this condition is 
omitted. Hence, we get different results. 
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