Abstract. We obtain central limit theorem, local limit theorems and renewal theorems for stationary processes generated by skew product maps T (ω, x) = (θω, Tωx) together with a T -invariant measure, whose base map θ satisfies certain topological and mixing conditions and the maps Tω on the fibers are certain non-singular distance expanding maps. Our results hold true when θ is either a sufficiently fast mixing Markov shift with positive transition densities or a (non-uniform) Young tower with at least one periodic point and polynomial tails. The proofs are based on the random complex RuellePerron-Frobenius theorem from [13] applied with appropriate random transfer operators generated by Tω, together with certain regularity assumptions (as functions of ω) of these operators. Limit theorems for deterministic processes whose distributions on the fibers are generated by Markov chains with transition operators satisfying a random version of the Doeblin condition will also be obtained. The main innovation in this paper is that the results hold true even though the spectral theory used in [1] does not seem to be applicable, and the dual of the Koopman operator of T (with respect to the invariant measure) does not seem to have a spectral gap.
Introduction
Probabilistic limit theorems for deterministic dynamical systems and Markov chains is a well studied topic. Many results of this type are consequences of quasicompactness (i.e. spectral gap) of an appropriate Markov operator together with some perturbation theorem (see, for instance, [11] , [15] , [25] and [26] ). The situation with limit theorems for random dynamical systems and Markov chains in random environment is more complicated, since, as opposed to the deterministic case, there is not only one underlying operator, but a family of random operators, so no spectral theory can be exploited. The central limit theorem (CLT) and large deviations theorem in this context can be obtained (see [22] , [20] , [21] and references therein) from the random real Ruelle-Perron-Frobenius (RPF) theorem (see, for instance, [21] and [23] ). Relying on this RPF theorem, limit theorems also follow from the spectral approach of [10] . In [13] we proved a random complex RPF theorem and used it to obtain (under certain conditions) a version of the Berry-Esseen theorem and the local central limit theorem for such processes in random environments.
Let (Ω, F , P, θ) be an ergodic invertible measure preserving system (MPS), X be a compact space and T ω : X → X be a random expanding non-singular transformation with respect to some probability measure m. In this paper, under certain conditions, we will prove (annealed) limit theorems for stationary processes generated by the skew product map T (ω, x) = (θω, T ω x), together with a T -invariant measure µ = µ ω dP (ω) whose disintegrations µ ω are certain random Gibbs measures. We will also obtain limit theorems for non-invertible MPS's in the case when T preserves a product measure of the form µ = P × (hm) for some continuous functionh. In [1] (see also references therein), the authors proved annealed limit theorems in the case when T ω , T θω , T θ 2 ω , ... are independent and the skew product map preserves a measure of the above product form. Our results hold true when the compositions T θ n−1 ω • T θ n−2 ω • · · · • T ω are taken along orbits {θ k ω : k ≥ 0} of a map θ satisfying some mixing and topological conditions and having at least one periodic point, assuming that appropriate perturbations L ω it , t ∈ R of the dual L ω 0
(with respect to m) of the Koopman operator g → g • T ω satisfy some regularity conditions (as functions of ω) around one periodic orbit of θ.
Quenched limit theorems, in our context, describe the asymptotic behaviour of the distribution the iterates T θ n−1 ω • T θ n−2 ω • · · · • T ω x, n ≥ 1, when ω is fixed (but rages over a set of full P -probability) and x is distributed according to a random Gibbs measure. Often annealed limit theorems follow almost directly from the quenched ones just by integration over appropriate sets Γ ⊂ Ω. We will use this approach (see Section 4) to prove an annealed CLT, but, for general θ's, finer (annealed) limit theorems do not follow directly from the corresponding quenched limit theorems. For instance, in the local central limit theorem (LLT) the asymptotic behaviour as n → ∞ of certain expectations multiplied by √ n is studied (see Theorem 2.7), which makes it impossible to choose appropriate sets Γ which do not depend on n. The (annealed) renewal theorem also does not follow from a corresponding quenched limit theorem, since (see Theorem 2.8) it describes the asymptotic behaviour of certain series of expectations, and either way, to the best of my knowledge, no quenched renewal theorem has been proved in the setup of this paper.
In several circumstances annealed limit theorems follow from spectral theory of a single Markov operator together with some perturbation theorem. For instance, the results in [1] and [18] rely on the theory of quasi compact operators, where due to independence of the random maps the authors could exploit spectral properties of the averaged (Fourier) operators A it = A ω it dP (ω), obtained from integrating appropriate perturbations A ω it of the dual A ω 0 of the Koopman operator g → g • T ω (with respect to an appropriate measure). In our situation the maps T ω , T θω , T θ 2 ω , ... are not independent, so there is no connection between the iterates of the averaged Fourier operators and the average A Another example is the case when the map θ is distance expanding. In this case the skew product map T is also distance expanding (since T ω 's are), and so limit theorems for stationary sums generated by T follow from the spectral theory of the dual L of the Koopman operator g → g • T . For instance, θ can be a topologically mixing subshift of finite type (see [3] ) or a uniform Young tower (see [28] and [5] ), but our results hold true for certain non-distance expanding maps such as (non-uniform) Young towers (see [29] and [5] ) and uncountable Markov shifts.
In order to overcome the inapplicability of the spectral theory described in the previous paragraph, we will first apply the random complex RPF theorem from [13] . After applying this RPF theorem, the main difficulty in proving the LLT and renewal theorem arises in obtaining appropriate (at least polynomial) decay of the integrals A ω,n it dP (ω), t = 0 as n → 0. When ω is fixed, we obtained in [13] certain quenched LLT and Berry-Esseen theorem by showing that the operator norms A ω,n it , t = 0 decay appropriately to 0 as n → ∞. The problem in obtaining corresponding estimates of A ω,n it dP (ω) by integration is that the rate of convergence of A ω,n it , t = 0 to 0, in general, is not uniform in ω as it depends, among other things, on certain almost sure limit theorems (e.g. on ergodic theorems). We will show that under appropriate mixing and topological conditions we can control, uniformly for t's belonging to compact sets J not containing the origin, the order in n of A ω,n it on sets Γ n = Γ n (J), so that 1 − P (Γ n ) decays polynomially fast to 0. The arguments in the proof of these estimates can be viewed as averaged ("annealed") version of the periodic point approach from [13] (see Section 2.10 and Chapter 7 there).
Our results hold true when θ is the two sided Markov shift generated by a sufficiently fast mixing stationary Markov chain ζ n , n ≥ 0 with positive transition densities and initial distribution assigning positive mass to open sets. In this case Ω = Y Z , where Y is the state space of the chain, and periodic points have the form a = (..., a, a, a, ...),ā = (a i )
. In fact, our conditions will also be satisfied when the shift is generated by a stationary and sufficiently fast mixing process so that for some periodicā we have P (ζ i+(j−1)n0 ∈ A j,i ; 0 ≤ i < n 0 , 1 ≤ j ≤ s) > 0 for any open sets A i,j so that a i ∈ A i,j for all i and j. When (almost) all the T ω 's preserve the same absolutely continuous (with respect to m) measure κ, then our results also hold true for non-invertible θ's such as (non-uniform) Young towers (see [29] and [5] ) with at least one periodic point and exponential tails. In fact, we obtain also results for compositions of random maps having the form T ω (x) = T O(ω) (x), where T q (x) is a Hölder continuous function of the variable q ∈ Ω N , θ is the shift map and O(ω) = {θ n ω : n ≥ 0} is the orbit of a topologically mixing subshift of finite type or a Young tower with the properties described above.
Preliminaries and main results
Our setup consists of a complete probability space (Ω, F , P ) together with a Ppreserving ergodic transformation θ : Ω → Ω and of a compact metric space (X , ρ) together with the Borel σ-algebra B. Set E = Ω × X and let {T ω : X → X , ω ∈ Ω} be a collection of continuous bijective maps between X to itself so that the map (ω, x) → T ω x is measurable with respect to F × B. Consider the skew product transformation T : E → E given by
For any ω ∈ Ω and n ∈ N consider the n-th step iterates T n ω given by
The main results of this paper are probabilistic limit theorems for random variables of the form S n u(ω, x), where
is a function satisfying certain regularity conditions and (ω, x) is distributed according to some special T -invariant probability measure µ. Our additional requirements concerning the family of maps {T ω : ω ∈ Ω} are collected in the following assumptions which are similar to [24] .
2.1. Assumption (Topological exactness). There exist a constant ξ > 0 and a random variable n ω ∈ N such that P -a.s., (2.3) T nω ω (B(x, ξ)) = X for any x ∈ X where for any x ∈ X and r > 0, B(x, r) denotes a ball in X around x with radius r.
2.2.
Assumption (The pairing property). There exist random variables γ ω > 1 and D ω such that P -a.s. for any x, x ′ ∈ X with ρ(x, x ′ ) < ξ we can write
|Γ| is the cardinality of a finite set Γ and
for any 1 ≤ i ≤ k.
Next, let α ∈ (0, 1]. For any measurable function g : E → C and ω ∈ Ω consider the function g ω : X → C given by g ω (x) = g(ω, x). Set
where · ∞ is the supremum norm and
are F -measurable as a consequence of Lemma 5.1.3 in [13] . We denote by H α,ξ the space of all functions f : X → C so that f α,ξ < ∞.
Let φ, u : E → R be two measurable functions so that P -a.s. we have φ ω , u ω ∈ H α,ξ . Let z ∈ C and consider the transfer operators L ω z , ω ∈ Ω which map functions on X to functions on X by the formula
for any ψ : E → C. Henceforth we will rely on 2.3. Assumption. (i) The random variables n ω , D ω , φ ω α,ξ and u ω α,ξ are bounded and γ ω − 1 is bounded from below by some positive constant.
(ii) The transfer operators L ω z are measurable, namely the map (ω, x) → L ω z g ω (x) is measurable, for any measurable function g : E → C.
Since φ and u are measurable, L z , z ∈ C are measurable when for each y ∈ X , the map (ω, x) → I T |t|) where B is some constant (see Lemma 5.6.1 in [13] and Section 3.2).
2.1.
Results for invertible base maps. We assume here that the measure preserving system (Ω, F , P, θ) is invertible. Let µ = µ ω dP (ω) be the Tinvariant Gibbs measure associated with T ω and φ ω . Namely, µ ω has the form µ ω = h ω (0)ν ω (0) where h ω (0) and ν ω (0) are members of the (random) RPF triplets of the family L ω 0 , ω ∈ Ω, as described in Section 3. Note that the measure µ coincides with the Gibbs measures in the setup of either [24] or [23] . Recall that under our conditions (see [22] ), the limit σ 2 = lim n→∞ 1 n var µ ω (0) S ω n u exists Pa.s. and it does not depend on ω. Moreover, σ 2 > 0 if and only ifū ω = u ω − µ ω (u ω ) does not admit a coboundary representation of the form
We first state 2.4. Theorem. Suppose that assumption 2.3 is satisfied and that µ ω (u ω ) = u ω dµ ω = 0, P -a.s. Then the CLT holds true, namely for any r ∈ R,
where when σ = 0 the above right hand side is defined to be 1 if r ≥ 0 and 0 if r < 0.
Note that Theorem 2.4 follows from the quenched CLT in [22] (via integration), but for readers' convenience we will prove it using the random complex RPF theorem. The proof will be very short and rely on the arguments in the proof of the quenched Berry-Esseen theorem in [13] . Our main interest in this paper is in finer limit theorems such the LLT and renewal theorem, which, in general, do not follow from the quenched ones (when exist), but the above CLT is needed in Theorem 2.7 below.
In order to obtain LLT's and renewal theorems we will need the following 2.5. Assumption. The space Ω is a topological space, F contains in the corresponding Borel σ-algebra and θ has a periodic point, namely there exist ω 0 ∈ Ω and n 0 ∈ N so that θ n0 ω 0 = ω 0 . Moreover, for any compact interval J the maps ω → L ω it are uniformly continuous (with respect to the operator norm · α,ξ ) at the points θ j ω 0 , 0 ≤ j < n 0 when t ranges over J.
The condition about continuity of ω → L ω it holds true, for instance, when the maps ω → φ ω , u ω ∈ H α,ξ are continuous at the points θ j ω 0 , 0 ≤ j < n 0 and ω → T ω is either locally constant there or is continuous at these points with respect to an appropriate topology.
Next, for any n ≥ 1 consider the function
2 . We will also use the following probabilistic growth type conditions. 2.6. Assumption. The asymptotic variance σ 2 is positive. Moreover, there exist β > 0 and c 1 , c 2 > 0 so that for any n ≥ 1, (2.7)
P {ω : V n (ω) ≤ c 1 n} ≤ c 2 n β . Furthermore, for any s > 0 and neighborhoods B θ j ω0 of θ j ω 0 , j = 0, 1, ..., n 0 − 1 the set B ω0,n0,s = sn0−1 i=0 θ −i B θ i ω0 satisfies that for any n ≥ 1,
where c and d are positive constants which depend only on s, ω 0 and n 0 and I B is the indicator function of a set B.
When X is a C 2 -compact Riemanian manifold, T ω are certain C 2 random endomorphisms and e −φω is the corresponding Jacobian then ν ω (0) = m (see Theorem 2.2 in [23] ) , where m is the (normalized) volume measure. In these circumstances, in Proposition 5.1, we will show that condition (2.7) is satisfied when polynomial concentration inequalities of the form (5.2) hold true. In fact, the above also holds true when all T ω 's are nonsingualr with respect to some measure m (see Proposition 3.2) and
. When T ω satisfy certain regularity conditions as function of ω, in Propositions 5.3, we show that conditions (5.2) and (2.8) are satisfied when θ is a (non-uniform) Young tower (see [29] and [5] ) with one at least one periodic point and polynomial tails. Of course, Young towers are not invertible, but in Section 2.2 we explain how to obtain results under Assumption 2.6 for non-invertible maps. In Propositions 5.4 and 5.5 we show that the latter conditions also hold true when θ is a Markov shift generated by a Markov chain with positive transition densities satisfying the Doeblin condition. We refer the readers' to Section 5 for precise statements and full details.
As usual (see, for instance, [11] and [15] ), in order to present the local limit theorem and the renewal theorem we will distinguish between two cases. Under Assumption 2.5, we call the case a non-lattice one if the function S
is non-arithmetic (aperiodic) with respect to the map τ = T n0 ω0 in the classical sense of [15] , namely the spectral radius (with respect to the norm · α,ξ ) of the operators R it = L ω0,n0 it , t = 0 are strictly less than 1. We call the case a lattice one if there exists h > 0 such that P -a.s. the function u ω takes values on the lattice hZ = {hk : k ∈ Z} and the spectral radius of the operators R it , t ∈ (− 2π h , 2π h ) \ {0} are strictly less than 1. We refer the readers to [15] for conditions equivalent to the above lattice and non-lattice conditions.
Next, for any r > 0 let C r↓ (R) be the space of all continuous functions g : R → C so that lim x→∞ x r g(x) = 0.
2.7. Theorem (Local limit theorem). Suppose that Assumptions 2.3, 2.5 and 2.6 hold true, where in the last assumption we require that β > 1 2 . Moreover, assume that µ ω (0)(u ω ) = u ω dµ ω (0) = 0, P -a.s. Then for any g ∈ C 2↓ (R),
where in the lattice case κ h is the measure assigning unit mass to each member of the lattice T h = hZ, while in the non-lattice case we set h = 0 and take κ 0 and T 0 to be the Lebesgue measure and the real line, respectively.
Theorem (Renewal theorem).
Suppose that Assumptions 2.3, 2.5 and 2.6 hold true, where in the last assumption we require that β > 1. Moreover, assume that µ ω (0)(u ω ) = γ > 0 does not depend on ω. Let f : E → R be a positive function so that f ω ∈ H ω α,ξ , µ ω (0)(f ω ) = µ(f ) does not depend on ω and that
where I B is the indicator function of the set B. Then in both lattice and non-lattice cases U is a Radon measure on R so that |g|dU < ∞ for any C 4↓ (R). Moreover, for any function g ∈ C 4↓ (R), (2.9) lim
where g a (x) = g(x − a), and in the lattice case κ h is the measure assigning unit mass to each member of the lattice hZ, while in the non-lattice case we set h = 0 and take κ 0 to be the Lebesgue measure.
2.2.
The non-invertible case. Suppose that (Ω, F , P, θ) is ergodic and not necessarily invertible. Henceforth, we will assume that all the maps T ω are non-singular with respect to some probability measure m on X so that supp m = X , that
and that P -a.s. the map T ω preserves a measure κ of the form κ =hm, whereh is some continuous nonnegative function on X which does not depend on ω. The latter condition means that the skew product map T (ω, x) = (θω, T ω x) preserves the product measure µ = P × κ, whose disintegrations µ ω equal κ. Existence of such product measures was studied in [1] (see also references therein). Note that in [1] the authors considered independent maps T ω , T θω , T θ 2 ω , ..., but the T -invariance of µ defined above depends only on the distribution of T ω , and not on the dependencies between T θ j ω 's.
2.9. Theorem. The limit σ 2 = lim n→∞ 1 n var κ S ω n u exists P -a.s. and it does not depend on ω. Moreover, σ 2 > 0 if and only ifū ω = u ω − κ(u ω ) does not admit a coboundary representation of the form
Moreover, the CLT, the local limit theorem and the renewal theorem stated in Theorems 2.4, 2.7 and 2.8 hold true.
We remark that the condition that µ ω (u ω ) = κ(u ω ) does not depend on ω is satisfied when u ω is replaced with uω κ(uω ) . Since κ(u ω ) is Hölder continuous in ω when u ω is, all the continuity Assumptions from 2.5 still hold true after this replacement. Theorem 2.9 is proved by applying Theorems 2.4, 2.7 and 2.8 with the natural invertible extension of (Ω, F , P, θ), see Section 4.1. Applying these theorems yields results even when T ω 's do not preserve the same absolutely continuous measure κ, but then the conditions for the limit theorems to hold true (derived from the results in the extension) are not natural (see Remark 4.1). We also note that the situation described in Section 6.1 makes it possible to consider the case when
is only Hölder continuous on some pieces of X (e.g. when X is the unit circle and T ω (x) = x mω for some m ω ∈ N).
Random complex RPF theorem and thermodynamic formalism constructions
Suppose that (Ω, F , P, θ) is invertible. In this section we mainly collect several results from [13] which will be used in the proofs of the results stated in Section 2. Let (λ ω (z), h ω (z), ν ω (z)) be the (random) RPF triplet of the family L ω z , ω ∈ Ω, obtained in Corollary 5.4.2 in [13] . Let the probability measure µ ω = µ ω (0) be given by µ ω = h ω (0)dν ω (0). Then the measure µ = µ(0) = µ ω dP (ω) is Tinvariant. We refer the readers' to [24] and [23] for important properties of these measures (in the setups considered there). Consider the (transfer) operator
, namely the transfer operator generated by T ω and the function φ ω + ln h ω (0) − ln h θω • T ω − ln λ ω (0) + zu ω . Then the RPF theorem stated as Corollary 5.4.2 in [13] holds true also for A ω z , as stated in the following 3.1. Theorem. There is a (bounded) neighborhood U ⊂ C of 0 so that P -a.s. for any z ∈ U there exists a triplet λ ω (z), h ω (z) and ν ω (z) consisting of a nonzero complex number λ ω (z), a complex function h ω (z) ∈ H α,ξ ω and a complex continuous
is a probability measure and the equality ν θω (t) A ω t g) = λ ω (t)ν ω (t)(g) holds true for any bounded Borel function g : E ω → C. Moreover, this triplet is analytic and uniformly bounded around 0. Namely, the maps
* is the dual space of H α,ξ ω , and for any k ≥ 0 there is a constant C k > 0 so that
where g (k) stands for the k-th derivative of a function on the complex plane which takes values in some Banach space and ν α,ξ is the operator norm of a linear functional ν : H α,ξ ω → C. Furthermore, there exist constants m 0 , C and c ∈ (0, 1) so that P -a.s. for any z ∈ U , n ≥ m 0 and q ∈ H α,ξ ω ,
Since A ω 0 1 = 1 we have λ ω (0) = 1 and h ω (0) ≡ 1. Remark that we can always take (3.4)
is the RPF triplet corresponding to L ω z and a ω (z) = ν ω (z)(h ω (0)) (which is nonzero, see [13] ). In particular, ν ω (0) = µ ω (0) and ν(0) := ν ω (0)dP (ω) = µ(0). In the special case when e −φω is the appropriate Jacobian we have the following 3.2. Proposition. Let m be a probability measure on X and suppose T ω is nonsingular with respect to m, P -a.s. Let
and assume that it is a Hölder continuous function and that φ ω α,ξ is a bounded random variable. Then
) and a random variable K ω , then ν ω (0) is equivalent to m and the Radon-Nykodim derivative is bounded from above and below by positive constants.
is the dual operator of the (Koopman) operator g → g • T ω with respect to m. In particular, m(L ω,n 0 1) = 1 for any n ≥ 1. Taking µ n = m in the limit expression of ν ω (0) in (4.3.25) from [13] (see also Theorem 5.3.1 from there ) we obtain that for any Hölder continuous function g : X → R,
where in the first equality we used the duality relation discussed above. Since ν ω (0) and m agree (as linear functionals) on H α,ξ we obtain that the measures ν ω (0) and
The proof in the case when
The equalities ν ω (0) = m and λ ω (0) = 1 in Propositon 3.2 were stated in [23] in the case when X is a C 2 -compact Riemanian manifold and m is the (normalized) volume measure (in fact, the proof comes from [20] ). In [23] the random variable φ ω α,ξ is only assumed to be integrable. Under this integrability condition, the proof from [13] of existence of RPF trpilets proceeds similarly to [20] for real t's, so the condition that φ ω α,ξ is not really necessary in Proposition 3.2.
3.1. Pressure near 0. Suppose that the assumptions of Theorem 3.1 hold true. We will gather several useful results concerning the behaviour of the logarithm of λ ω,n (z) around 0 which were proved in Section 7.2 of [13] . The first one is 3.3. Lemma. There exists a neighborhood U 1 of 0 so that P -a.s. for any k = 1, 2, ... there is an analytic function Π ω,k :
The second is 3.4. Lemma. There exists a constant Q 2 > 0 so that P -a.s. for any k ∈ N,
The third is 3.5. Lemma. Suppose that σ 2 > 0. Then there exist constants t 0 , c 0 > 0 such that P -a.s. for any z with |z| ≤ t 0 and k ≥ 1,
3.2. Additional estimates. We gather here several estimates derived in [13] which will be in constant use in the course of the proofs of the results stated in Section 2. We begin with the following random Lasota-Yorke type inequality (see Lemma 5.6.1 in [13] ): there exists a constant Q > 0 so that P -a.s. for any n ≥ 1,
where
θ n ω and the corresponding operator norms satisfy L ω,n it α,ξ ≤ B(1 + |t|), t ∈ R where B is some constant. Next, similarly to proof of Corollary 5.12.3 in [13] , there exists a constant B 0 > 1 so that P -a.s. for any n ≥ 1,
and therefore A ω,n it α,ξ ≤ B 2 (1 + |t|) where B 2 = BB 0 . Finally, since λ ω,n (z) = ν ω (z)(A ω,n z 1), applying (3.2) and (3.10) yields that there exists a constant A so that P -a.s., (3.11) |λ ω,n (it)| ≤ A A ω,n it α,ξ ≤ AB 2 for any n ≥ 1 and real t so that it ∈ U . Note that in the integral operator case it is trivial that R ω,n it ∞ ≤ 1, so there is no need in using additional results in order to obtain appropriate upper bounds on the latter norms.
Annealed limit theorems
4.1. Reduction to the invertible case. Let (Ω, F , P, θ) be a measure preserving system and let T ω , φ ω and u ω be as described at the beginning of Section 2. Recall the following definition. We say that (Ω,F ,P ,θ) is the natural (invertible) extension of (Ω, F , P, θ) ifΩ ⊂ Ω Z 0 is the space of all two sided sequenceŝ ζ = (...ζ −1 , ζ 0 , ζ 1 ...) so that θζ i = ζ i+1 for any i,θ is the shift map defined by (θζ) i = ζ i+1 ,F is the θ-algebra induced on Ω by the product σ-algebra F Z andP is the probability measure defined byP {ζ :
When Ω is a metric space and F contains its Borel σ-algebra thenΩ is a metric space andF contains the appropriate Borel σ-algebra. Set Tζ = T ζ0 and consider the skew product map T given by T (ζ, x) = (θζ, Tζx). Let π 0 :Ω → Ω be the projection on the 0-th coordinate given by π 0ζ = ζ 0 . Then π 0 is a factor map. Set π(ζ, x) = (π 0ζ , x) = (ζ 0 , x) and let µ = P × κ be the measure described in Section 2.2. Thenμ := π * µ is the Gibbs measure described before Theorem 2.4, i.e. the measure whose disintegrations are given by µζ = hζ(0)νζ(0). Indeed, in our circumstances Proposition 3.2 shows that νζ(0) = m and that λζ(0) = 1.
Therefore, it will be sufficient to show that hζ =h,P -a.s.. For this purpose, for any continuous function g on X write
where in the second equality we used the T -invariance of µ = P × κ. Since these equalities hold true for any continuous g andh is continuous, we derive that Lζ 0h = h. Now, as in the proof of Propostion 3.19 in [24] , we derive from (3.3) that the left hand side of (3.3) converges to 0 as n → ∞ for any continuous function q : X → C.
Sinceh is a density function we have m(h) = 1, and therefore, taking q =h yields that the sequence hθ nζ (0) converges toh. We claim next that hζ =h,P -a.s. Indeed, for any x ∈ X we have 0 = lim
s. By compactness of X and continuity of both h ζ (0) andh we obtain the desired equality.
Set Uζ = u ζ0 , and Φζ = φ ζ0 . Thenμζ(Uζ) = κ(u ζ0 ) = µ ζ0 (u ζ0 ) and the distribution of the processes {(U • T n )(ζ, x) : n ≥ 0} and {(u • T n )(ω, y) : n ≥ 0} are the same when (ζ, x) is distributed according toμ and (ω, y) is distributed according to µ. Finally, the periodic points of θ are exactly the points of the form ζ = (...a, a, a, ...), where a = (ω 0 , θω 0 , ..., θ n0−1 ω 0 ) for some periodic point ω 0 of θ whose period is n 0 . Therefore, all the conditions in Theorems 2.4, 2.7 and 2.8 hold true with Tζ , Φζ and Uζ when they hold with T ω , φ ω and u ω .
4.1.
Remark. Applying the results stated in Section 2.1, we obtain limit theorems in the non-invertible case also when T ω 's do not necessarily preserve the absolutely continuous measure. Indeed, letμ be the Gibbs measure (in the extension) and set µ = π * μ . Then µ is T -invariant and the distribution of the processes {(U • T n )(ζ, x) : n ≥ 0} and {(u • T n )(ω, y) : n ≥ 0} are the same when (ζ, x) is distributed according toμ and (ω, y) is distributed according to µ. The problem here is that the condition thatμζ(Uζ) does not depend onζ can not be easily expressed in terms of the original non-invertible system (Ω, F , P, θ), as explained in the following. The limit expressions (4.3.25) and (4.3.28) in Chapter 4 of [13] show that λζ(z) and νζ (z) depend only on ζ 0 , but in general, the function hζ (z) does not depend only on ζ 0 since (see (3.3)),
Therefore, the Gibbs measure µζ(0) does not depend only onζ 0 . Sinceθ is ergodic, the condition that µζ (0)(Uζ) does not depend onζ is equivalent to existence of the limit lim n→∞ µθ nζ (0)(Uθ nζ ),P -a.s., which together with (3. 
Characteristic functions and
and let ψ ω,n (t) be the characteristic function of S ω n . When x is distributed according to µ ω := µ ω (0) we have
4.3. Proof of the CLT. We assume here that ν ω (0)(u ω ) = 0. SetŜ n = n In order to prove the latter equality, we first write
Then we can write
where Π ω,n is defined in Lemma 3.3. As in the proof of Theorem 7.1.1 in [13] , there exist constants B, b > 0 such that for any n ≥ 1 and z so that |z| ≤ b,
Let ε ∈ (0, 1) and N ε be so that for any n ≥ N ε we have P (Γ n,ε ) ≥ 1 − ε, where
Then for any n ≥ N ε and t ∈ [−b, b],
where C > 0 is some constant, and we used (3.11) and that e ℜΠω,n(it) = |λ ω,n (it)|. Next, by lemma 3.4, Lemma 3.5, (3.11) and (4.4) there exists a constant D > 0 so that for any t ∈ [−b, b], ε > 0, n ≥ N ε and ω ∈ Γ n,ε ,
Equality (4.3) follows now by taking n → ∞ and then ε → 0.
4.4.
Norms estimates for small t's. For P a.a. ω and n ∈ N, write |λ ω,n (it)| = e ℜΠω,n(it) .
By Lemmas
Therefore, under Assumption 2.6, there exist positive constants d 1 , d 2 and δ 0 and sets Γ n , n ∈ N so that
Note that by (3.2) and (3.3), there exists a constant A ′ so that
and so we obtain on Γ n appropriate estimates of A ω,n it α,ξ and L ω,n it α,ξ , as well. 4.2. Remark. Suppose that σ 2 > 0 and set V n (ω) = var νω (0) S ω n u. In Chapter 7 of [13] we proved that, P -a.s., the converges rate of of law of (V n (ω))
towards the standard normal law is optimal. When Assumption 2.6 hold true with β = 1 2 , then (4.7) and the arguments in [13] yield the following result: there exists a constant c > 0 so that for any n ≥ 1,
This is not the Berry-Essen theorem for the self normalized sums var µ S nū − 1 2 S nū . Obtaining estimates on the left hand side of (4.8) with var µ S nū = E P V n (ω) in place of V n (ω) requires concentration inequalities of the form
for some c 1 , c 2 , δ 1 , δ 2 > 0. When δ 1 = δ 2 ≥ 1 2 this would yield the rate n − 1 2 , while in general we would get a (possibly) smaller negative power of n. The problem here is that such inequalities do not seem to hold true under general conditions, as demonstrated in the following. Let θ be a Young tower. When µ ω = µ and µ ω (u ω ) = γ do not depend on ω, setV n (ω 0 , ..., ω n−1 ) = var µ (
The functionV n is Hölder continuous when the family {T ω (·) : ω ∈ Ω} is uniformly Hölder continuous, and u ω and T ω are Hölder continuous functions of the variable ω. The Hölder constant ofV n at direction ω 0 grows exponentially fast in n, which makes it impossible to apply effectively the concentration inequalities of the form used in [5] (see Section 5), or any other reasonable general type of concentration inequality. 4.5. Norms estimates for large t's. We will prove here the following 4.3. Lemma. Suppose that (2.8) from Assumption 2.6 holds true. In the non-lattice case, let J ⊂ R be a compact set not containing the origin. In the lattice case, let J be a compact subset of (− 2π
where B 0 comes from (3.10).
Proof. First, by (3.9) there exists a constant B > 0 so that P -a.s. for any real t,
Consider the transfer operators R it , t ∈ R generated by the function S . Observe that for each t the spectral radius of R it does not exceed 1 since the norms L ω,n it α,ξ are bounded in ω and n. In the non-lattice case, let J ⊂ R be a compact set not containing 0, while in the lattice case let J be a compact subset of (− 2π h , 2π h ) \ {0}. Then, in both cases, there there exist constants A > 0 and a ∈ (0, 1), which may depend on J, so that for any n ∈ N and t ∈ J, (4.12) R n it α,ξ ≤ Aa n .
The above follows from classical spectral analysis type results together with our assumptions about the R it 's, and we refer the readers' to [15] for the details. Let J be a compact set as described above and set B J = sup t∈J B t . Let s = s(J) be sufficiently large so that Aa s <
4BJ
, where A and a satisfy (4.12). Since Assumption 2.5 holds true there exist neighborhoods B θ j ω0 , 0 ≤ j < n 0 of the points θ j ω 0 , 0 ≤ j < n 0 , respectively, so that 
Set (4.14)
∆ n = {ω ∈ Ω :
where c comes from (2.6). Then
We also set
Then ω ′ ∈ B ω0,n0,s if and only if the "word" (ω ′ , θω ′ , ..., θ sn0−1 ω ′ ) belongs to B ω0,n0,s . When ω ∈ ∆ n the word (ω, θω, ..., θ n−1 ω) contains at least [
which are contained in B ω0,n0,s . Namely, there exist indexes
] − 1 so that each ω(q i , sn 0 ) is a member of B ω0,n0,s and q i + sn 0 < q i+1 for all i = 1, 2, ..., L − 1. As a consequence, on ∆ n we can write
where L = L ω,n ≥ [ We conclude from the above estimates that on ∆ n we have
where u = c n0s , and we also used (3.10).
4.6.
Proof of the LLT. By Theorem 2.4 and exactly as in the proof of Theorem 2.3 in [13] , it is sufficient to show that Assumptions 2.2.1 and 2.2.2 from [13] hold true. These assumptions are verified using the inequality
applied with either Γ = Γ n defined before (4.6) or with Γ = ∆ n from Lemma 4.3, taking into account that β > 
4.7.
Proof of the renewal theorem. In this section we will always assume that the conditions of Theorem 2.8 hold true. In the course of the proof, when it is more convenient, will use the notation E P to denote integration over Ω with respect to P . Let H 1 be the space of all continuous and integrable functions g : R → C whose Fourier transforms are continuously differentiable with compact support. Then by Lemma IV.5 in [15] , it is sufficient in (2.9) from Theorem 2.8 to consider only functions g ∈ H 1 which are dominated by some positive element of H 1 . Note that such functions satisfy the Fourier inversion formula. For any ρ ∈ (0, 1) set
Since E P f ω ∞ < ∞, it is clear that U ρ is a finite measure for each ρ ∈ (0, 1). Let g a function of the described above form and suppose that its Fourier transformĝ vanishes outside the compact interval [−b, b]. In the non-lattice case set
which by (3.2) and (3.11) converges uniformly over ω and t ∈ [−δ 0 , δ 0 ]. In the lattice case we set
where r(t) = k∈Zĝ (t + Lemma. In both the lattice and non-lattice cases, there exist integrable functions R 1 and R 2 on R so that
where in the non-lattice case e(t) =ĝ(t) while in the lattice case e(t) = r(t).
Proof. For any 0 < ρ < 1 set
Since A ω,n it ∞ ≤ A ω,n 0 1 ∞ = 1 and f ω ∞ is integrable it follows that the series L ω ρ (·) converges uniformly on R. Consider first the non-lattice case. Then by the inversion formula of the Fourier transform (applied with the function g) and the Fubini theorem, for any n ≥ 1,
and therefore,
Next, by (3.3) there exists a constant C > 0 so that for any t ∈ [−δ 0 , δ 0 ],
where we used that f ω α,ξ is P -integrable and that |λ ω,n (it)| is bounded in ω, n and t ∈ [−δ 0 , δ 0 ] (see (3.11) ). In fact, (3.3) also implies that the series on the left hand side of (4.19) converges uniformly over t ∈ [−δ 0 , δ 0 ]. As a consequence, we can write
which converges as ρ → 1 to 
Therefore, with · = · α,ξ , for any t ∈ J and m ≥ 1 we have
where ∆ c n = Ω \ ∆ n and B J is defined after (4.11). Set f p p,α,ξ := f ω p dP (ω) < ∞. Applying the Hölder inequality yields
Since β(1 − Next, in the lattice case we proceed in a slightly different way. We first rewrite (4.18) as
where we used that L ρ is 2π h periodic which holds true since 
where in the lattice case κ h is the measure assigning unit mass to each point of the lattice hZ, while in the non-lattice case κ 0 is the Lebesgue measure.
Proof. First, we haveĝ a (t) = e −itaĝ (t) and kĝ a (t + 2πk h ) = e −ita r(t). Observe that
.
Since λ ′ ω (0) = γ > 0 we obtain from (3.2) that there exists a constant a 0 > 0 so that for any sufficiently small δ 0 , t ∈ [−δ 0 , δ 0 ] and
and so, the above decomposition of f ω ρ (t) makes sense when ρ > 1 2 and t = 0. Set
As in the proof of Lemma 7.2.1 in [13] , differentiating the equality ν ω (z)(h ω (z)) at z = 0 and using that h ω (0) ≡ 1 and ν ω (z)1 = 1 yields that
2) and since λ ′ ω (0) = γ > 0, when δ 0 is sufficiently small then the absolute value of the term inside the brackets above does not exceed c 0 t 2 for some constant c 0 which does not depend on ω, n and t. Indeed, this term has bounded second derivatives, it vanishes at t = 0 and its first derivative at 0 equals 0. Now, by (4.21) there exists a constant c 1 > 0 so that |λ θ n−1 ω (it)| ≥ c 1 for any n ≥ 1 and t ∈ [−δ 0 , δ 0 ]. We conclude that there exist constants c 2 and c ′ 2 so that for any t ∈ [−δ 0 , δ 0 ], 1 ≤ q < ∞ and n ≥ 1,
where X q = X L q (Ω,F ,P ) for any random variable X, the set Γ c n is the compliment of the set satisfying (4.6) and (4.7) and we also used (3.11). In particular, by the Hölder inequality for any Y ∈ L p (Ω, F , P ), 1 < p ≤ ∞,
2 .
Since
2 is bounded in t ∈ [−δ 0 , δ 0 ], we obtain from
where C > 0 is a constant which does not depend on Y and t. Next, for any
where e(t) =ĝ(t) in the non-lattice case, while in the lattice case e(t) = r(t). Then by (3.2) we have |ψ ω (t)| ≤ C ′ f ω α,ξ , where C ′ > 0 is some constant. Moreover,
and ψ ω (t) = ψ ω (0) + tψ ω 1 (t) for some bounded function ψ
(t) and φ ω (t) = e(t)ν ω (it)(f ω ). Then by (4.24) the random variables ∆ ω ρ (t) are integrable and since P is θ-invariant we have E P ∆ ω ρ (t) = 0. Now, for any ρ ∈ ( 1 2 , 1) write,
and we used (4.20) . As in the proof of Lemma VII.3 in [15] we have
In order to compete the proof of the lemma in the case discussed above, it is sufficient to show that F ρ (t) and G ρ (t) are bounded in both t ∈ [−δ 0 , δ 0 ] \ {0} and ρ ∈ (− 1 2 , 1) and that the pointwise limits lim ρ→1 F ρ (t) and lim ρ→1 G ρ (t) exist on [−δ 0 , δ 0 ]\{0}. We first show that the above statement holds true for F ρ (·). First, by (4.21) and since |ψ ω (t)| ≤ C ′ f ω α,ξ , applying the dominated convergence theorem yields that for any t ∈ [−δ 0 , δ 0 ] \ {0},
Moreover, for any t and ρ in the above domain,
where we used (3.2) and (4.21) and C 0 , A 0 > 0 are some constants, and we obtain the desired estimate. Next, in order to show that G ρ converges pointwise on [−δ 0 , δ 0 ] \ {0} as ρ → 1, we will need the following simple result. Let X 1 , X 2 , ... be a sequence of random variables so that n≥1 E|X n | < ∞. Let Y ρ , ρ ∈ ( 
Using (4.23) with Y ≡ 1 and then the above result with X n = φ ω (t)D ω,n (t) and Y ρ = 1 1−ρλ θ −1 ω (it) we derive that the limit lim ρ→1 G ρ (t) exists for any t in the above domain. To complete the proof, we will show that G ρ (t) is bounded when considered as a function of (ρ, t) ∈ (
. Indeed, let (ρ, t) be in the latter domain. In the following arguments all the constants will depend only on δ 0 (and not on ω, ρ and t). Since E P ∆ ω ρ (t) = 0 and φ ω (0) does not depend on ω, for we can write
By (4.24), (3.2) and our assumption that
We conclude that |I 1 | ≤ C for some constant C. Next, by (3.2), there exists a constant C 4 > 0 so that |φ
)|t|, and therefore, using also (4.24),
where C 5 is another constant. The proof of the lemma is complete now in the case when µ ω (h ′ ω (0)) does not depend on ω.
The completion of the proof of Theorem 2.8 is done similarly to [15] (see references therein). Let g ∈ H 1 be dominated by a positive member of H 1 . If g is positive then U (g) = lim ρ→1 U ρ (g) which is finite in view of Lemmas 4.4 and 4.5. Thus U is a Radon measure on R (see [15] and references therein). Next, for any a ∈ R the integral U (g a ) is defined and is the limit of U ρ (g a ) as ρ → 1. Therefore by Lemmas 4.4 and 4.5,
where Q i (t) = R i (t)e(t), i = 1, 2 and we set R 1 (t) = R 3 (t) = 0 for any t ∈ (−δ 0 , δ 0 ) and R 2 (t) = 0 for any t ∈ R\ [−δ 0 , δ 0 ]. The functions Q 1 , Q 2 and R 3 are integrable, and so, by the Riemann-Lebesgue Lemma, the right hand side of (4.25) converges to 0 as |a| → ∞. Finally, as in [15] ,
for any nonzero a ∈ R, and the proof of Theorem 2.8 is complete.
Mixing conditions
In this section we will show that conditions (2.7) and (2.8) in Assumption 2.6 hold true for shift spaces generated by certain mixing processes and for (natural invertible extensions of) certain dynamical systems. We will focus only the invertible case, and the conditions will hold true in the non-invertible case by considering functions of the 0-the coordinate (in the natural extension) and using Section 4.1. We will always assume that Assumption 2.3 holds true. We begin with 5.1. Proposition. Suppose that there exists a measure µ on X and functions r ω : X → R so that µ ω (0) = r ω µ and all r ω 's take values at some finite interval (m, M ) ⊂ (0, ∞). Moreover, assume that there exist constants d 1 > 0 and β > 0 so that for any sufficiently large k and n ≥ 1, (5.1) P {ω :
is a constant which depends only on k. Then (2.7) holds true. In particular, (2.7) holds true when polynomial concentration inequalities of the form
hold true, where ε > 0 and d(k, ε) is a constant which depends only k and ε.
0 is defined to be 0. Since u ω α,ξ is a bounded random variable and ν(0) = µ(0) is T -preserving, applying Lemma 5.10.4 in [13] together with (3.3), namely, the uniform in ω exponential decay of correlations, yields that
where A > 0 is some positive constant. It follows from the assumption about the densities r ω that
Taking a sufficiently large k we derive that on the complement of the set whose probability is estimated in (5.1) we have
If k is sufficiently large then the above right hand side is not less than cn for some constant c > 0, and so condition (2.7) is satisfied. Finally, (5.2) implies (5.1) since
Note that when µ ω = ν ω (0) does not depend on ω then the first assumption in Proposition is satisfied with µ = ν ω (0) and r ω = 1. The measures µ ω do not depend on ω when only the function u ω is random. These measures do no depend on ω also in the non-invertible case considered in Section 2.2, since, in the extension, we have ν ω (0) = µ ω (0) = κ. When µ ω depends on ω, then, in the circumstances of Proposition 3.2, the first assumption is satisfied with r ω = h ω (0) and µ = m, since the function function h ω (0) is bounded from above and below by positive constants not depending on ω (see Section 5.12 in [13] ).
Henceforth, we assume that all the conditions of Proposition 5.1 are satisfied. We provide now sufficient conditions for (5.2) and (2.8) to hold true in two situations. First consider the case when (Ω, F , P, θ) = (Ω 0 ,F 0 ,P 0 ,θ) is the natural invertible extension (described in 4.1) of a measure preserving system (Ω 0 , F 0 , P 0 , ϑ). Note that θ has a periodic point if and only if ϑ has a periodic point. We assume here that Ω 0 is equipped with a metric d 0 so that diamΩ 0 ≤ 1 and F 0 contains the appropriate Borel σ-algebra. Let the metric d on Ω 
where C k is some constant which depends only on k.
Relying on (5.3) and the results in [5] (see also [6] ) and [14] , in the above circumstances we have 5.3. Proposition. Let β > 0. Then conditions (5.1) and (2.8) hold true when (Ω 0 , F 0 , P 0 , ϑ) is either a topologically mixing subshift of finte type, a Young tower with at least one periodic point, with tails of order n −β−1 or when ϑ n (ω) = ξ n (ω), where ξ 0 , ξ 1 , ξ 2 , ... is the stationary vector valued processes satisfying the mixing and approximation conditions from [14] , assuming that ϑ has at least one periodic point, Ω 0 is a metric space and P 0 (A) > 0 for all open sets A.
This proposition holds true since (by either [5] or [14] ) all the maps mentioned there satisfy (5.2) and that for any Lipschitz function f : Ω Z 0 → R there exist constants d(ε), ε > 0 so that for any n ≥ 1,
This inequality implies (2.8) since the indicator function of any ball B(v, r) ⊂ Ω Z 0 can be approximated from below by a Lipschitz function f which takes the constant value 1 on B(v, 1 2 r) (see, for instance, Section 1.2.9 in [13] ). Note that when ϑ is a Young tower the requirement of having a peridoic point is just the assumption that the function ϑ R |Γ : Γ → Γ has at least one periodic point, which is not too restrictive. Here Γ is the (hyperbolic) base set and R is the corresponding return time function. Next, let ζ = {ζ n , n ≥ 0} be a stationary sequence of random variables defined on a probability space (Ω 0 , F 0 , P 0 ) taking values on some metric space (Y, d 0 ) so that diamY ≤ 1. Let (Ω, F , P, θ) be the natural associated shift, namely, Ω = Y Z , F is the product σ-algebra, P is given by
and θ is the two sided shift. Let d be the metric on Ω given by d({a n }, {b n }) = n∈Z 2 −|n| d 0 (a n , b n ). We assume here that ζ is stretched exponentially α-mixing, namely that there exist constants a, b, c > 0 so that for any n ≥ 1, k ≥ 1, A ∈ σ{ζ 1 , ..., ζ k } and B ∈ σ{ζ i : i ≥ k + n},
We first have (ii) Let J ⊂ Z be a finite set and let π J : Ω → Y J be the projection corresponding to the coordinates indexed by members of J . Then condition (5.2) also holds true (with any β > 0) when u ω = u πJ ω and T ω = T πJ ω depend only on the coordinates in places indexed by the members of J, without assuming thatṼ k 's are continuous.
Proposition 5.4 follows from the so-called method of cumulants, see, for instance, [27] , [19] , [9] , [8] or [14] (in the case ℓ = 1). The mixing condition (5.4) holds true, for instance, when ζ n = ζ 0 • ϑ n and ζ 0 is measurable with respect to a Markov partition corresponding to either a Young tower with stretched exponentially tails (see [16] or [17] for verification of (5.4)) or a topologically mixing subshift of finite type (see [3] ), or has the form ζ n = f (Υ n ) when Υ n , n ≥ 1 is a geometrically ergodic Markov chain or a Markov chain satisfying the Doeblin condition (see [2] ). Note that the cases discussed in Proposition 5.4 include the case when T n ω = T ζn • T ζn−1 • · · · • T ζ1 , namely the case when the compositions of the maps T ω are taken along stationary and sufficiently fast mixing process.
In the above circumstances existence of a periodic points is trivial (see the last paragraph of Section 1), and the question is whether (2.8) holds true. a, a, a, . .
for any open sets A i,j so that a i ∈ A i,j for all i and j.
Proposition 5.5 holds true since in its circumstances (by the method of cumulants), for any open set B which depends only finite number of coordinates and β > 0, there exist positive constants c β (ε), ε > 0 so that for any n ≥ 1,
In particular, we can consider Markov chains with finite number of states and more generality Markov chains with positive densities p(x, y) around (a i , a i+1 ), i = 1, ..., n 0 − 1, whose stationary measure assigns positive mass to open sets. The proposition also holds true when ζ 0 is measurable with respect to an appropriate Markov partition since then the non-empty intersection ∩ 0≤i<n0 ∩ 1≤j≤s ϑ −(j−1)n0+i A i,j has positive P 0 -measure.
Additional results
6.1. Non-continuous functions. We explain here how to obtain all the results stated in Section 2 when φ ω and u ω are Hölder continuous only on some pieces of X . First, under Assumption 2.2, P -a.s. for any n ≥ 1 and x, x ′ ∈ X with ρ(x, x ′ ) < ξ we can write
|Γ| denotes the cardinality of a finite set Γ and with γ ω,
for any 1 ≤ i ≤ k and 0 ≤ j < n. Let H ω be a random variable and let ψ ω ∈ H α,ξ be so that v α,ξ (ψ ω ) ≤ H ω . Then by Lemma 5.1.4 in [13] , for any n ≥ 1, x, x ′ ∈ X with ρ(x, x ′ ) < ξ and 1 ≤ i ≤ k,
where y 1 , ..., y k and y ′ 1 , ..., y ′ k satisfy (6.1) and (6.2). Not only members of H α,ξ satisfy (6.3). For instance, when X is is a C 2 -compact Riemanian manifold and there exist a finite collection of disjoint rectangles {I j } so that T ω |I j : I j → S 1 is an expanding diffeomorphism for each j, then (6.3) also holds true with some H ω for functions ψ ω which are only Hölder continuous when restricted to each one of the I j 's. Perhaps the most interesting case is when
where m is the normalized volume measure. This includes, of course, the case when X = S 1 , m is the Lebesgue measure and I j 's are disjoint arcs (namely, the classical case of random distance expanding maps on the unit interval).
We have the following 6.1. Theorem. Suppose that all the conditions of Theorems 2.4, 2.7 and 2.8 hold true, except for the ones concerning φ ω α,ξ and u ω α,ξ . Assume that φ ω and u ω satisfy (6.3) with some bounded random variable H ω . Then all the results stated in Theorems 2.4, 2.7 and 2.8 hold true.
This theorem is proved exactly as in Section 4, since all the results from [13] that we applied hold true when (6.3) holds with bounded H ω 's. In this case, the continuity condition in Assumption 2.5 will be satisfied when the maps ω → φ ω , u ω are continuous with respect to the supremum norm and the differences S n φ ω1 − S n φ ω2 and S n u ω1 − S n u ω2 satisfy (6.3) with some constant H = H(ω 1 , ω 2 ) so that lim ω1,ω2→θ k ω0 H(ω 1 , ω 2 ) = 0, k = 0, 1, ..., n 0 − 1. When T ω is locally constant around the points in the orbit of the periodic point ω 0 then, in the examples discussed after (6.3), this condition means that restrictions of φ ω and u ω to each one of the I j 's is a continuous function of ω at ω = θ j ω 0 , 0 ≤ j < n 0 with respect to the Hölder norm · α,ξ .
6.2. Non-identical fibers. Let E ⊂ F ×B be a measurable set such that the fibers E ω = {x ∈ X : (ω, x) ∈ E}, ω ∈ Ω are compact. The latter yields (see [7] Chapter III) that the mapping ω → E ω is measurable with respect to the Borel σ-algebra induced by the Hausdorff topology on the space K(X ) of compact subspaces of X and the distance function d(x, E ω ) is measurable in ω for each x ∈ X . Furthermore, the projection map π Ω (ω, x) = ω is measurable and it maps any F × B-measurable set to a F -measurable set (see "measurable projection" Theorem III.23 in [7] ). Denote by P the restriction of F × B on E. Let
be a collection of continuous bijective maps between the metric spaces E ω and E θω so that the map (ω, x) → T ω x is measurable with respect to P and each T ω is topologically exact and has the pairing property (namely, appropriate versions of Assumptions 2.3 and 2.2 hold true, see Chapter 5 of [13] for the precise formulations).
According to Lemma 4.11 in [24] (applied with r = ξ), there exists an integer valued random variable L ω ≥ 1 and F -measurable functions ω → x ω,i ∈ X , i = 1, 2, 3, ... so that x ω,i ∈ E ω for each i and The role of the condition that E ω does not depend on ω in the proofs of Theorems 2.7 and 2.8 is only to insure that the operators L ω it are defined on the same space when ω lies in some neighborhood of one of the members of the (periodic) orbit of ω 0 . The proofs of Theorems 2.7 and 2.8 proceed similarly when there exist open neighborhoods U j of ω j := θ j ω 0 , j = 0, 1, ..., n 0 −1 so that E ω = E ωj for any ω ∈ U j , namely, when E is a product set only in neighborhoods of points belonging to the periodic orbit of ω 0 . In fact, the proof is carried out similarly when for any j and ω ∈ U j there exists a bilipschitz homomorphism ϕ ω,ωj : E ωj → E ω , whose Lipschitz constant is bounded in ω, and for any compact set J and j = 0, 1, ..., n 0 − 1,
6.3. Markov chains with transfer (transition) operators. Suppose that (Ω, F , P, θ) is invertible. Let µ ω be a (measurable in ω) probability measure on E ω and let ξ θ −n ω n , n ≥ 0 be a Markov chain with initial distribution µ ω whose n-th step operator is given by A θ −n ω,n 0 . Set
Let S n be the random variable generated by drawing ω according to P and taking on the fibers the distribution of S ω n , namely the random variable whose characteristic function is given by
Then the appropriate versions of Theorems 2.4 and 2.7 are proved for the sequence of random variables S n , n ≥ 1 exactly as in Section 4. As for the renewal theorem, the arguments in Section 4.7 yield the following 6.2. Theorem. Suppose that Assumptions 2.3, 2.5 and 2.6 hold true, where in the last assumption we require that β > 1. Moreover, assume that µ ω (0)(u ω ) = γ > 0 does not depend on ω. Let f ω ∈ H ω α,ξ be a positive function so that µ ω (0)(f ω ) = µ(0)(f ) does not depend on ω and that f ω α,ξ ∈ L p (Ω, F , P ) for some 1 < p ≤ ∞ so that β(1 − In the proof of Lemma 7.2.1 in [13] we showed that ν ω (0)(h ′ ω (0)) = 0 and so we can always take µ ω = ν ω (0) = µ ω (0). Since ν ω (z)1 = 0 we can always take f ω ≡ 1 and then choose any µ ω for this f . In the case when ν ′ ω (0)(f ω ) does not depend on ω the arguments in Section 4.7 are modified as follows. We first write Therefore, for any function g 1 with the properties described at the beginning of Section 4.7,
where in the non-lattice case e 1 (t) =ĝ 1 (t), while in the lattice case e 1 (t) = kĝ 1 (t+ 2πk h ). SetΓ n = θ −n Γ n . Repeating the arguments of the proof of Lemma 4.5 with λ ω (it), f ω 1,ρ (t) − f θω 1,ρ (t), λ θ −n ω,n (it),Γ n and ν θ −n ω (it)(f θ −n ω ) in place of λ θ −1 ω (it), f ω ρ (t) − f θ −1 ω ρ (t), λ ω,n (it), Γ n and µ θ n ω (h θ n ω (it)), respectively, we obtain (2.9) in the case when ν ′ ω (0)(f ω ) does not depend on ω. 6.4. Markov chains with transition densities. Let (Ω, F , P, θ) and (X , ρ), E ⊂ Ω × X and E ω satisfy the conditions specified in Section 6.2. For any ω ∈ Ω denote by B ω the Banach space of all bounded Borel functions g : E ω → C together with the supremum norm · ∞ . For any g : E → C consider the functions g ω : E ω → C given by g ω (x) = g(ω, x). Then by Lemma 5.1.3 in [13] , the norm ω → g ω ∞ is a F -measurable function of ω, for any measurable g : E → C.
Let r ω = r ω (x, y) : E ω × E θω → [0, ∞), ω ∈ Ω be a family of integrable in y Borel measurable functions, m ω , ω ∈ Ω be a family of Borel probability measures on E ω and u : E → R be a measurable function so that u ω ∈ B ω , P -a.s. and that the random variable sup |u ω | = u ω ∞ is bounded. Consider the family of random operators R ω z , z ∈ C which map (bounded) Borel functions g on E θω to Borel measurable functions on E ω by the formula (6.5) R ω z g(x) = E θω r ω (x, y)e zu θω (y) g(y)dm θω (y).
We will assume that R For any ω ∈ Ω, n ∈ N and z ∈ C consider the n-th order iterates R for some family r ω (n, ·, ·) = r ω (n, x, y) : E ω × E θ n ω → [0, ∞) of integrable in y Borel measurable functions. We will assume that the following random version of the two sided Doeblin condition holds true.
6.4.
Assumption. There exist a bounded random variable j ω ∈ N and α m (ω) ≥ 1, m ∈ N such that P -a.s., (6.7) α m (ω) ≤ r ω (m, x, y) ≤ α m (ω) −1 , for any m ≥ j ω , x ∈ E ω and y ∈ E θ m ω . Moreover, let j 0 be so that j ω ≤ j 0 , P -a.s. Then there exists α > 0 so that α n (ω) ≥ α for any j 0 ≤ n ≤ 2j 0 .
Let µ ω be a (measurable in ω) probability measure on E ω and let ξ θ n ω n , n ≥ 1 be a Markov chain with initial distribution µ ω whose n-th step operator is given by R ω,n 0 . Set Let S n be the random variable generated by drawing ω according to P and taking on the fibers the distribution of S ω n , namely the random variable whose characteristic function is given by Ee itSn = µ ω (R ω,n it 1)dP (ω).
Under Assumption 6.4, in [22] the author proved that the limit σ 2 = lim n→∞ n −1 varS ω n exists P -a.s., and it does not depend on ω. Next, let ω 0 ∈ Ω and n 0 ∈ N be so that θ n0 ω 0 = ω 0 . We will call the case the non-lattice case if for any t ∈ R \ {0} the spectral radius of the operator R ω0,n0 it is strictly less than 1. We will call the case a lattice one if for some h > 0 the function u takes values on the lattice hZ and the spectral radius of the operators R ω0,n0 it , t ∈ (− 2π h , 2π h ) \ {0} are strictly less than 1. We refer to [15] for a characterization of these lattice and non-lattice cases which resembles the description of these cases in the transfer operator case. 6.5. Theorem. Suppose that Assumptions 6.3 and 6.4 hold true, that σ 2 > 0 and that γ = µ ω (u ω ) does not depend on ω. Then σ −1 n − 1 2 (S n − nγ), n ≥ 1 converges in distribution as n → ∞ towards the standard normal law, and S n − nγ, n ≥ 1 satisfies the appropriate LLT (in both lattice and non-lattice cases). Moreover, when γ > 0 then all the statements in Theorem 6.2 hold true.
6.6. Remark. In the above integral operator case it is possible to obtain similar limit theorems without using Assumption 2.5 and (2.8), relying instead on some assumption on the distribution of the process j θ k ω , k ≥ 1 in the spirit of (2.7). In [12] we proved a local limit theorem for certain "nonconventional" sums. Our proof there was based on a certain reduction to a problem of bounding expectations of norms of iterates of random Fourier operators (the proof was in the spirit of the argument in [26] ). This is exactly the situation of annealed limit theorems, and so, similar to [12] argument will yield the desired results.
