ABSTRACT In this paper, a downlink multiuser non-orthogonal multiple access (NOMA) with full and partial channel state information (CSI) feedback is considered. We investigate beam design and user clustering from the throughput-fairness trade-off perspective. To enhance this trade-off, two proportional fairness (PF) based scheduling algorithms are proposed, each has two stages. The first algorithm is based on integrating the maximum product of effective channel gains and the maximum signal to interference ratio with the PF principle (PF-MPECG-SIR), to select the strong users in the first stage and the weak users in the second stage. This algorithm is designed to maximize the throughput with moderate fairness enhancement. Whereas, in the second algorithm, the MPECG and the maximum correlation are combined within the PF selection criterion (PF-MPECG-CORR) in order to maximize the fairness with a slight degradation in the total throughput. In addition, we present an optimal power allocation that can achieve a high data rate for the overall system without sacrificing the sum-rate of weak users under full and partial CSI. Simulation results show that the proposed PF-MPECG-CORR can significantly improve the fairness up to 50.82% and 44.90% with only 0.42% and 1.13% degradation in the total throughput, for full and partial CSI, respectively. All these performance gains are achieved without increasing the computational complexity.
I. INTRODUCTION
In recent years, non-orthogonal multiple access (NOMA) has been considered as a pivotal technique for the upcoming fifth-generation (5G) wireless networks, due to many reasons such as: high spectral efficiency, massive connectivity by taking advantages of user grouping and multiplexing in the same time/frequency resources [1] , [2] . The basic principle of NOMA is to superpose multiple users signals in the power
The associate editor coordinating the review of this article and approving it for publication was Qilian Liang. domain (superposition coding) at the transmitter side and performing successive interference cancellation (SIC) at the receiver of the strong or the near user to remove inter-user interference from the desired signal [3] , [4] .
In the earlier works on NOMA, different types of resource allocation schemes have been studied, the sum-rate maximization was the most commonly adopted objective, and there are several related works [5] - [7] .
In [8] , an optimal scheme user pairing and power allocation (PA) scheme were proposed for the NOMA system with the proportional fairness objective. VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/
In [9] , proportional fairness scheduling (PFS) was derived for NOMA with two users under two different criteria: the maximum of the sum rate and the maximum of the minimum rate to make PF with a small variation of transmission rates.
In [10] , a low-complexity waterfilling-based power allocation technique, incorporated within the PF scheduler is proposed to maximize the achieved average throughput and guaranteeing a high level of fairness for NOMA system.
In downlink multi-user systems, beamforming is an important and essential technique that can be used to improve system performance in terms of throughput and the number of served users. NOMA was first integrated with zero-forcing beamforming (NOMA-ZFBF) in [11] by B. Kim to enhance the sum capacity. By selecting two correlated users with a maximum channel gain difference to form a 'NOMA cluster'. Each NOMA cluster can be served with a single beam by applying the principle of NOMA between the users of that cluster. However, their results showed that the weak users' sum-rate is decreased with increasing the number of candidate users.
In [12] , powerful user selections algorithms were proposed. These algorithms significantly improved the weak users' and total system sum-rates of NOMA-ZFBF compared to that in [11] . Strong users are selected using semiorthogonal user selection (SUS) algorithm [13] , which ensures the smallest possible inter-cluster interference (ICI). Weak users are then chosen using the designed beams from the strong users' channels, and the selection criterion is based on the maximum achieved signal to interference ratio (SIR). This algorithm is referred here as the ''SUS-SIR'' algorithm. In [14] , to improve the throughput-fairness trade-off for downlink NOMA-ZFBF, a two-stage user scheduling algorithm was proposed based on PF. This algorithm is referred here as the ''PF-SUS-SIR'' algorithm.
In [15] , beam design and-user-scheduling based on the Pareto-optimality algorithm was proposed to control the rates of strong and weak users in downlink multiuser NOMA. However, the performance of SUS-SIR algorithm in [12] still gives a higher throughput for the total system and weak users.
Most of the existing works on NOMA are based on full (perfect) CSI assumption at the transmitter side. In practice, this assumption is difficult to obtain, due to many limitations like high mobility of users, channel estimation errors, and feedback delays. Therefore, it is important to investigate whether the advantages of NOMA still appears under partial (limited) CSI condition and to consider a robust resource allocation schemes under partial CSI conditions. The authors in [16] proposed a dynamic user scheduling and derive a closed-forms approximation of outage probability and the net throughput based on leveraging limited feedback.
In [17] , various beamforming techniques were developed for downlink NOMA system with full CSI and norm-bounded channel uncertainties to meet the required quality of service (QoS) for all users. However, user scheduling was not considered in the system, which yields more inter-user interference as the number of served users increases and hence, the capacity of this system decreases as the number of served users increases.
In [18] , zero-forcing and random beamforming techniques were investigated in downlink multiuser NOMA system with limited CSI. In addition, user selection and power allocation schemes were proposed to improve the total sum-rate of NOMA system.
The contributions of this paper are summarized as follows: 1) We propose two powerful and fair user clustering algorithms for NOMA-ZFBF system based on PF with two types of resource allocation: the first algorithm combines the maximum product of effective channel gains (MPECG) [19] , and the maximum signal to interference ratio within the PF selection criterion (PF-MPECG-SIR) which is able to maintain the total system capacity (achieved by SUS-SIR [12] ) with a moderate enhancement in user fairness. The second clustering algorithm integrates the MPECG and the maximum correlation into the PF selection criterion (PF-MPECG-CORR), and it's designed to maximize fairness with a slight degradation in the total throughput compared to the PF-MPECG-SIR algorithm. 2) In addition to full CSI, we test our proposed algorithms with a partial CSI scenario with a different numbers of feedback bits per user B. The quantized channel (partial feedback channel) is modeled based on the random vector quantization (RVQ) quantization technique, which considered an asymptotic optimal quantization technique. To the best of our knowledge, there are few works on NOMA-ZFBF system have used the RVQ approach such as in [16] and [18] . We also provide the optimal number of feedback bits B needed for each user to reach the full CSI capacity of the NOMA system using RVQ codebook, which has not been considered in the previous works. 3) Enhance fairness between users with maintaining the total system throughput. In other words, achieve a better throughput-fairness tradeoff. This enhancement is achieved without increasing the system complexity. 4) We propose a new power allocation strategy that ensures the weak users' sum capacity under full and partial CSI. Unlike other techniques, such as [18] , which focused on maximizing the total system throughput and sacrificing in weak users' sum capacity, our proposed power allocation can guarantee a balance between maximizing the total throughput and maintaining a high data rate for the weak users under both full and partial CSI. The rest of this paper is organized as follows: the system model is described in Section II. Section III presents the received signal model for NOMA-ZFBF users. The CQI feedback model is presented in Section IV and the proportional fairness scheduling is discussed in Section V. In Section VI the transmit power allocation is disused. Section VII presents the proposed clustering algorithms. The computational complexity analysis is given in Section VII. Simulation results is presented in Section IX. Finally, the conclusions are discussed in section X.
A. NOTATION
We use lowercase boldface letters for vectors and uppercase boldface letters for matrices. E(·) correspond to the statistical expectation for random variables, (·) T , (·) H and · denote the transpose, conjugate transpose operations, and the Frobenius norm operation, respectively.
II. SYSTEM MODEL
We consider the downlink multi-user BF-NOMA system in a single-cell network, as shown in Fig. 1 . The BS is equipped with N t antennas and communicates with K single-antenna users. The candidate users set is defined as K and (|U | = K ). In NOMA-ZFBF system, the BS can simultaneously serve N t clusters with two or more users per cluster served by a single beam. We assume that each cluster contains two users as [11] , [12] . NOMA principle is applied between the clustered users, which have different channel gains, the user with a high channel gain is known as the strong user (denoted with ''k 1 ), and the other, with small channel gain is known as the weak user (denoted with ''k 2 ). At each time slot t, the BS transmits the superimposed symbols in power domain to the strong and weak users in each cluster. The transmitted superimposed symbols to the kth cluster x k can be written as
where α k and (1 − α k ) are the PA coefficients for the strong and weak user, respectively, such that (1 − α k ) ≥ α k and α k + (1 − α k ) = 1, s k1 and s k2 are the transmitted symbols to the strong and weak user, respectively. Therefore, the received signal y kn at the two users in the kth cluster is given by
where h kn ∈ C 1×N t denotes the channel vector which is modeled as a flat Rayleigh fading channel with zero mean and unit variance, w k ∈ C N t ×1 is the ZFBF vector for the cluster k which is designed based on the imperfect feedback channels of the strong users and n kn is complex additive white Gaussian noise (AWGN) with distribution CN (0, σ 2 n ).
A. PARTIAL FEEDBACK MODEL
As shown in Fig. 1 , each mobile user quantizes its normalized channel direction information (CDI) into B bits and feeds back them to the BS. The CSI quantization is performed using the well-recognized random vector quantization (RVQ) scheme, in which the precoding matrix is selected from a random codebook consists of 2 B quantization vectors i.e. Q {w 1 , . . . , w 2 B }. These vectors are randomly and independently generated from the isotropic distribution of N t -dimensional unit sphere [18] , [20] . The quantized CDI channel (partial feedback channel) vectorĥ k is chosen according to the following decision rule:
Note that if the CDI is full (i.e.,ĥ k =h k = h k / h k ), the multiuser interference would be totally removed by ZFBF. Under quantized CDI, however, mutual interference among users cannot completely eliminated because the beamforming vectors are designed orthogonal to the quantized channelĥ k and not the actual channel h k .
To realize the effect of partial feedback, let us firstly review some basic results for a single user multiple-input-singleoutput (MISO) system, In case of full CSI, the transmitter can optimally beamform along the channel vector h, and VOLUME 7, 2019 therefore, the corresponding rate is [20] , [21] 
Under quantized CDI feedback using RVQ quantization, the average rate of this system becomes
where θ = (h,ĥ) is the angle between the h andĥ, and sin 2 θ is the quantization error which can be upper bounded 
B. ZERO-FORCING BEAMFORMING
ZFBF is a downlink precoding technique which is widely used in wireless systems to achieve high throughput by simultaneously transmitting multiple data streams for different users. In NOMA-ZFBF system, ZF beams are designed based on the strong users' channels h k1 . These beams are then used to precode the transmitted superimposed symbols for the scheduled strong and weak users in each cluster. In case of full CSI, each user can completely eliminate the interference comes from other NOMA clusters (referred to as inter-cluster interference) by multiplying the user channel with the corresponding BF vector such as h k1 w j = 0 for k = j. However, because we consider partial feedback system, the BF matrix is actually designed based on the quantized CDIs of the strong users and not the actual channels. Therefore, each BF vector w k is chosen to satisfy:
] T denotes the quantized channels of the strong users, where S su denotes the selection set of the strong users. The BS performs ZFBF based onĤ (S su ) and designs the unnormalized precoding matrix, W 0 , as
Each kth column of W 0 (S su ) is then normalized as w k = w 0 k / w 0 k to obtain the normalized precoding matrix
Since the precoding matrix W (S su ) is designed based on the quantized CDIs of the strong users,Ĥ (S su ) and not the actual channels H (S su ), the multi-user interference cannot be completely eliminated, and this leads to performance degradation compared to the case of full CSI.
Denote that under partial CSI with ZFBF, the effective channel gain of the strong user k1 can be computed by solving the inverse of the (k1, k1) element of Ĥ (S su )Ĥ (S su ) * −1 matrix as follows:
III. SIGNAL MODEL FOR NOMA-ZFBF USERS
The received superimposed signal in downlink NOMA-ZFBF contains two types of interferences: the first is the intercluster interference (ICI) which comes from users of other clusters and can be removed by ZF equalizer at the receiver side. The second is the inter-user interference (IUI) which caused by the users within the same cluster. To extract the strong user symbol from the superimposed signal, the strong user subtracts the IUI comes from weak user's signal using SIC, then decodes its own message. The weak user can directly detect its symbol without performing SIC since the BS allocates more power to the weak user to increase its signal to interference plus noise ratio (SINR) for a better detection. In the following subsections, the signal model, data rate and other detection details are presented for strong and weak users.
A. SIGNAL MODEL AND DATA RATE: STRONG USER
By substituting (1) in (2), we can rewrite the received signal of the strong user before performing SIC and ZFBF as:
Desired signal
Inter-user interference
After performing SIC and ZF equalization, IUI can be completely removed, while the ICI cannot be totally eliminated due to channel quantization error. Therefore, the received signal is reduced to:
And accordingly, the SINR of the strong user is given by:
where ρ = P/σ 2 n is the transmit SNR of the kth cluster. If the channel quality indicator (CQI) of the strong user is defined as
The achievable sum capacity of the strong user can be expressed in terms of CQI as:
B. SIGNAL MODEL AND DATA RATE: WEAK USER
Since the weak user does not perform the SIC process, the IUI is not eliminated from the received signal. Also, the ICI cannot be completely removed because the beams are designed based on strong user channels. As a result, the received signal of the weak user has both IUI and ICI and can be described as
Accordingly, the SINR for the weak user contains both IUI and ICI terms and is given by:
If the is the CQI of the weak user is defined as
Then, the data rate of the weak user R k2 in the kth cluster can be expressed as:
IV. CQI FEEDBACK MODEL
In partial CSI feedback, the users only provide their quantized CDI and CQI values, which are used by the BS to schedule users and to determine the ZFBF. To derive the expected CQI, we start with the strong users and then generalize it for all users. Leth k1 = h k1 / h k1 denotes the direction of the strong user channel. Therefore, we can rewrite (13) in terms ofh k1 as
According to RVQ, the true CDIh k1 can be decomposed as [18] , [20] h
where θ k1 ∈ [0, π/2] is the angle the angle between the real channel h k1 and its quantizationĥ k1 , i.e., cos θ k1 = h k1ĥ * k1 , andẽ k1 = e k1 / e k1 is an error vector due to channel quantization.
Substituting (20) in the denominator of (19) , and applying (6), i.e.,ĥ k1 w j = 0 for k = j. The inner product ofĥ k1 and w j is then given by
Since bothẽ k1 and w j are i.i.d. isotropic vectors on the (N t − 1) dimensional nullspace ofĥ k1 , the quantity |ẽ k1 w j | 2 is a Beta (1, N t − 2) random variable (i.e., |ẽ k1 w j | 2 = β (1, N t − 2)) and independent on θ k1 . Therefore, the expectation of |h k1 w k | 2 can be evaluated as
where the inequality follows Jensen's inequality. Since a beta random variable limitation is between [0,1], we clearly have
. This also means that the interference from any user is no larger than the quantization error and no beta random variable is needed [21] .
Therefore, the quantity |h k1 w k | 2 in the numerator of (19) can be calculated as
Since the beamforming direction w k is designed to be closely aligned withĥ k1 for k = j and orthogonal toẽ k1 for k = j, we have,ĥ k1 w k ≈ 1 andẽ k1 w k ≈ 0. Then, the expected SINR for the kth strong user becomes
In general, for any user k, the feedback CQI is given by:
which reflects the channel norm and the quantization error, that the transmitter must have in the quantized CDI feedback scheme, rather than that applied for full CSI schemes, i.e., ρ h k 2 .
A. GENERATION OF NUMERICAL RESULTS
As the number of feedback bits B became larger than 15 or 20 bits, the numerical calculations ofĥ k based on (3) become computationally complex. Therefore, we present in Algorithm 1 an RVQ codebook generator, which can be exploited to model an efficient and precise quantized channel. The first step in the for loop generates an error for each user k based on RVQ. The second step, calculates the normalized feedback channel with the generated error form step 1. The last step, is to find the quantized channel by interchangingh k and h k , in (20) , which yields an equivalent decomposition. The resulted channel is then multiplied by γ k /ρ to remove the effect of normalization and ρ and to give the final quantized channel vectorĥ k .
Algorithm 1 Quantized Channel Model With RVQ Codebook Generator
for ∀k ∈ {1, . . . , K } do 1) Find the minimum quantization error angle θ k for user k such that
2) Calculate the CQIγ k for user k according to (25).
3) Computeĥ k , using the following decomposition
end for
V. PROPORTIONAL FAIR SCHEDULING
Proportional Fair (PF) is a compromise-based scheduling scheme that can be used to maximize the total network throughput while at the same time, guarantees user fairness, by considering the users' instantaneous channel qualities and their average throughputs. Therefore, it has been widely adopted in different wireless communication systems to schedule downlink data flow among different users. In multiuser transmission scenario, the BS schedules a set of users according to PF selection metric as [14] S = arg max S∈U i∈S
where R i (t) and µ i (t) are the current data rate and the average data rate, respectively, received by the user i, at time slot t and S is a set of scheduled users. The average data rate µ i (t) is updated at every time slot, according to [14] :
where t c is the time window size which is settled to maintain fairness over a pre-determined time horizon. The value of t c can highly determine the trade-off between the throughput and fairness, i.e. with small t c values, a high level of fairness can be satisfied at the cost of decreasing the throughput level and vice versa. Therefore, the t c value must be appropriately chosen in order to improve this trade-off.
A. FAIRNESS: CONCEPTS AND PERFORMANCE METRIC
In wireless networks, the user fairness indicates how equally radio resources are distributed between mobile users. The result of an unfair share of system resources may lead to decrease the required QoS among some users, or redundant allocation for others. To measure fairness, Jain's fairness index (JFI) (or simply fairness index) [22] is used to evaluate the level of fairness achieved over a finite horizon. The index has a range of [0,1] to allow for comparison. If all the users get the same amount of resources (i.e., all are equal), then JFI is 1, and the system is 100% fair. As the inequlity of resurces increases fairness is decreases and JFI will be near 0. Jain's index is defined in [22] , [23] as
where K denoting the number of considered users, T i is the average throughput allocated to user i and calculated over a finite time horizon of length W t .
VI. TRANSMIT POWER ALLOCATION
Power allocation (PA) is a vital component in wireless communication which is used to control the interference, that's directly effects on the throughput. In NOMA system, the users are multiplexed in the power domain. Thus, the power allocated to one user affects the achievable throughput of not only that user but also that of other users. Most of the existing power allocation algorithms focused on enhancing the total throughput and neglecting weak user throughput. Therefore, in this work, the power allocation optimization problems is formulated to maximize the total throughput without compromising the weak users' sum capacity under both full and partial CSI. By allocating the required power amount that ensures achieving the same or even higher throughput of the weak if its works in time division multiple access (TDMA) system. Thus, the optimization formula is defined as follows:
In this optimization problem, the 1/2 value in constraint (31b) and (31c) is used to make a balance between TDMA and NOMA systems, because the TDMA system needs two-time slots to serve 2N t users that can be served in a single time slot t with NOMA system. Constraint (31e) ensures allocation more power to the weak user than that of the strong user. The problem defined in (31) is convex with respect to α k and its Karush-Kuhn-Tucker (KKT) conditions are given as follows:
where is the Lagrange multipliers for the constraints. Clearly, = 0. Otherwise, α k < 0 cannot satisfy (31d). Therefore, we can solve conditions (iv) in (32) for the optimal solution as:
where the corresponding sum-rates for the selected weak users in the TDMA system is given by
and
Hence, the optimal power fraction of the strong user α * k is obtained from (34), and its given by:
And accordingly, (1 − α * k ) power fraction is allotted to the weak user. Note that if α * k is outside the two feasible regions i.e., α * k / ∈ [0, 1], the NOMA-BF system fails to achieve a better data rate performance than that of the TDMA-BF system. Therefore, the kth cluster is switched to the conventional TDMA-BF transmission instead of NOMA-BF and only the strong user will be supported by the BS. It's worth to mention that the proposed power allocation α * k is different from those proposed in [11] , [12] , which are suitable for full CSI case only, whereas our proposed α * k is extended for both full and partial CSI cases.
VII. PROPOSED ALGORITHMS
User scheduling is one of the key techniques used to increase the spectral efficiency in wireless systems by exploiting the multiuser diversity gain. Most of the existing multiuser NOMA scheduling schemes only focused on enhancing the total system capacity, and therefore, the QoS is dropped for some users especially the weak users, which may not be selected for a long time, due to their low channel quality. Therefore, we propose PF-MPECG-SIR and PF-MPECG-CORR algorithms based on PF, to make the user selection depends on the average throughput in addition to the channel quality to achieve a better QoS. Each of the proposed algorithms has two stages, as described in Algorithm 2 and Algorithm 3. In the first stage, the BS selects the strong users, then, searching for the weak users in the second stage to form a ''cluster'', in which NOMA principle is applied. The proposed algorithms are described in detail in the following subsections.
Algorithm 2 Proposed PF-MPECG-SIR Algorithm
Stage 1: Strong Users Selection: PF-MPECG 1: At time t, initialize: U = {1, . . . , K }, S su = ∅, µ(1) = 1 for all users, and set k = 1 to select the first strong user according to
2: S su ← S su ∪ {S su (k)} and k ← k + 1 3: Find the kth strong user, from the remaining user set C = U − S su , after setting the CDI matrixĤ (S su ) aŝ
where
4: After selecting the kth strong user, updateĤ (S su ) aŝ
5: S su ← S su ∪ {S su (k)} and k ← k + 1 6: If k ≤ N t , go to step 3. Else, strong users selection is completed. 7: Generate ZFBF matrix W (S su ) using (8) to be used in the selection of the weak users and sum-rate calculations. 8: Initialize: S wu = ∅ and set k = 1. 9: Search within C = U − S su − S wu to select the weak user for cluster k as
Stage 2: Weak Users Selection: PF-SIR
10: S wu ← S wu ∪ {S wu (k)} and k ← k + 1 11: If k ≤ N t , go back to 9. Else, weak users selection is completed. 12: Find the optimal power division between the selected strong and weak users in each cluster using (37). 13 : Calculate the data rates for the strong and weak users using (14) and (18), respectively. 14: Update µ i (t + 1) for all users using (29). 15: Go to the strong user selection stage to make new clusters for the next time slot (t + 1).
A. STRONG USERS SELECTION BY PF-MPECG
To achieve high data rates for the strong users and guarantee fairness among users, the PF scheduling algorithm is VOLUME 7, 2019
Algorithm 3 Proposed PF-CORR to Select the Weak Users 1: Initialize: S wu = ∅ and set k = 1. 2: Search within C = U −S su −S wu to find the kth weak user which can maximize the following selection criterion
where modified and extended to include the maximum product of effective channel gain (PF-MPECG). As shown in Algorithm 2, the first strong user is chosen from the initial user set U based on the largest quantized channel gain to the average throughput µ i (t) ratio, given in (38). While the other joined strong users' should be selected according to (40) which selects the kth user that can maximize the product of effective quantized channel gains to the average throughput µ i (t) ratio. After selecting N t strong users, the BS designs the ZF beams that used to choose the weak users in the second stage.
B. WEAK USERS SELECTION BY PF-SIR
In this stage, weak users are selected from the remaining C = U −S su users, using the designed beams from the strong users' CDIs. With the PF-SIR scheme, which summarized in the second stage of Algorithm 2, the kth weak user is selected by maximizing the signal to interference to average user throughput µ i (t) ratio, which is given in (43). After selection N t weak users, the BS allocates the optimal power portion to the strong and weak users, according to (37). Finally, all users average throughputs µ i (t + 1) are updated using (29) to be used in the next time slot t.
C. WEAK USERS SELECTION BY PF-CORR
If the correlation is integrated into the PF selection principle, the fairness can be highly enhanced with a slight decrease in the total system sum-rate. The PF-CORR is summarized in Algorithm 3. According to this algorithm, the BS selects the kth weak user with the maximum correlation to average user throughput µ i (t) ratio, which is given in (44). The selection process is repeated until N t weak users are selected. The remaining steps follow the steps 12 to 15 described in Algorithm 2.
VIII. COMPUTATIONAL COMPLEXITY ANALYSIS
In this section, we quantify the complexity of the proposed PF-MPECG-SIR, and the PF-MPECG-CORR algorithms.
The complexity can be counted as the number of flops, where a flop is defined as a real floating point operation and denoted as ψ. In the complexity calculations, we adopt the following counting rules:
• A real addition, a multiplication, and a division are counted as: 1 flop.
• A complex addition and multiplication are considered as two flops and six flops, respectively.
• Multiplication of two N t × N t complex matrices, has: 8 N 3 t flops.
• An inversion of N t × N t complex matrix needs: 8 3 N 3 t flops [24] .
A. COMPLEXITY OF PF-MPECG-SIR ALGORITHM
The total complexity of the PF-MPECG-SIR algorithm is given by:
1) The squared Hilbert-Schmidt norm for each user CDI ĥ i 2 , requires (1 × N t ) × (N t × 1) vector-matrix multiplications, which results in 2N t real multiplications + 2N t − 1 real additions. For K users, 2KN t real multiplications and K (2N t − 1) real summations are required. The division by µ i (t), required a complexity of O(K ) for K users, Therefore, the flop count in step 1, 
multiplication for |ĥ i w k | 2 term, which requires 4N t − 1 flops. The N t − 1 interference terms, also requires 4N t − 1 flops for each term, in addition to N t − 1 real additions to sum these interferences, and two real divisions are needed, the first division is to divide the signal power to interference and the second one is to divide by µ i (t). Thus, for K −N t users, the flop count in step 9 is:
The complexity of the remaining steps, i.e., power allocation, computing the users data rates and updating µ i (t + 1) is not included in the complexity analysis, as they are not related to the user selection procedures. Hence, the total flop count of the PF-MPECG-SIR algorithm becomes:
B. COMPLEXITY OF PF-MPECG-CORR ALGORITHM
When weak users are selected based on the PF-CORR, the complexity of the second stage will be:
vectormatrix multiplication, which takes 4N t − 1 flops.
• Normalizing of ĥ k ĥ i terms, require 2 × (4N t − 1) = 8N t − 2 flops, in addition to one flop to multiply both of them. thus, this step we need, 8N t − 1 flops.
• Three flops are required, two real divisions and one real multiplication. Therefore, the complexity of PF-CORR for K − N t users will be:
Thus, the total flop count of the PF-MPECG-CORR algorithm becomes:
Therefore, the computational complexity for the PF-MPECG-SIR and PF-MPECG-CORR algorithms is proportional to O(KN 3 t ), which is the same as the MPECG [19] and SUS [13] user selection algorithms.
IX. SIMULATION RESULTS
In this section, the performance of the proposed PF-MPECG-SIR and PF-MPECG-CORR algorithms under full and partial CSI is presented. The number of the BS antennas is N t = 2, the total power for each cluster P = 15 dB, the channel and noise parameters are described in the system model. Different numbers of candidate users' K are used in the simulation. However, the simulation tests focused on K = 150, to measure the achieved throughput-fairness trade-off of our proposed system over the conventional SUS-SIR [12] .
In Fig. 2 , the sum-rate performance of MPECG-SIR, PF-MPECG-SIR and PF-MPECG-CORR are compared with the SUS-SIR [12] , PF-SUS-SIR [14] and the PF-SUS-CORR with respect to different t c values in case of full and partial CSI. It can be seen that the SUS-SIR and the MPECG-SIR throughputs are not changed for all t c values since they are not PF based schemes. However, we can clearly notice that the MPECG-SIR can achieve a better throughput compared to the SUS-SIR, especially, in partial CSI. We notice the same behavior for these schemes when modified to be PF based, i.e., the PF-MPECG-SIR and PF-MPECG-CORR schemes outperform the PF-SUS-SIR and the PF-SUS-CORR schemes for both full and partial CSI. These comparisons prove the superiority of our proposed scheme over the traditional SUS-SIR scheme, especially in the partial feedback scenario.
Moreover, we observe at t c = 225, the PF-MPECG-SIR can achieve the same throughput as the SUS-SIR, in case of full CSI scenario, and surpass it, in case of partial CSI. Therefore, in this work, all the rest of the simulation results are based on t c = 225 in which the SUS-SIR throughput can be achieved, and user fairness can be improved. Fig. 3-Fig. 4 , show the average throughput performance of the total system and weak user versus a different number of users K for PF-MPECG-SIR, PF-MPECG-CORR algorithms and compare them with different SUS-SIR algorithms [12] , [18] for both full and partial CSI. We can see in Fig. 3 that the performance of all techniques increases as the number of candidate users K increases due to multiuser diversity gain. In addition, we observe that all NOMA-ZFBF schemes give higher sum-rates than that of TDMA-ZFBF schemes. Moreover, it can be seen that the PF-MPECG-SIR gives the same performance as SUS-SIR [12] , while PF-MPECG-CORR has a slightly lower throughput performance since it is basically designed to maximize user fairness. However, this difference is diminished in partial CSI condition, as shown in Fig. 3 . In addition, we noticed that the total system performance of SUS-SIR [18] can give slightly Weak users' sum-rate versus the number of users for NOMA-ZFBF and TDMA-ZFBF systems. Both systems have identical sum-rates for all the schemes except the SUS-SIR [18] , which represents NOMA-ZFBF sum-rate only. Solid curves refer to the full CSI and the dashed curves refer to the partial CSI with B = 4 bits/user.
higher throughput than our proposed schemes in the partial CSI scenario. However, this increment causes a significant reduction in the weak user performance, as shown in Fig. 4 , since in the SUS-SIR [18] , the power allocation objective is to maximize the total throughput only. Finally, we can see in Fig. 4 that the PF-MPECG-SIR scheme gives the best weak user performance in both full and partial feedback channel conditions.
The user fairness is tested in Fig. 5 using Jain's fairness index as a function of the number of users K for different NOMA-ZFBF and TDMA-ZFBF systems. We can see that the fairness is decreased for all the schemes as the number of users increased, since increasing the number of users K decreases the opportunity of selecting and serving each user by the BS, and hence, the fairness is decreased among users. In addition, we notice that the fairness for all NOMA-ZFBF schemes is approximately double of that achieved by using the same schemes in TDMA-ZFBF system. This enhancement is due to the fact that NOMA-ZFBF can support two users per beam in each time slot, which is double the number of users that can be supported in TDMA-ZFBF system. However, the PF-MPECG-CORR clearly outperforms PF-MPECG-SIR and all other schemes for both full and partial CSI and for both NOMA and TDMA systems. However, Table 1 provides numerical comparisons between our proposed schemes in terms of the achieved throughput-fairness trade-off over the conventional SUS-SIR scheme [12] . The results are based on Fig. 3 and Fig. 5 , when the number of users K = 150 users. Furthermore, it's worth to mention that by setting the window size t c equal to the time horizon W t , the maximum fairness can be achieved, therefore, we set W t = t c = 225 for all of our simulation results.
In Fig. 6 , we test the overall system sum-rate performance with our proposed schemes versus different numbers of feedback bits and compare each scheme with its full CSI performance. The optimal number of feedback bits can be obtained from the intersections points of partial CSI curves with the full CSI straight lines. We notice that the intersections occur at B = 14 bits for PF-MPECG-SIR and PF-MPECG-CORR schemes in NOMA system. On the other hand, the intersection occurs at B = 12 bits only for these schemes in TDMA system, since it has a lower sum-rate performance compared to NOMA system. Fig.7-Fig.8 show the sum-rate performance of NOMA-ZFBF system versus the total transmitted SNR ρ for K = 50, 150 users and B = 4 bits. In Fig. 7 , it can be seen that the throughput performance of both full and partial CSI of our proposed schemes achieve better performance compared to the full CSI performance of Pareto-optimality scheme [15] . In addition, it can be noticed that in high SNR TABLE 1. Throughput-fairness trade-off enhancements of our proposed algorithms over the SUS-SIR [12] . K = 150 users and tc = 225. (more than 10 dB) the performance of SUS-SIR [18] , gives slightly higher performance than our proposed schemes in partial CSI for K = 50 users. However, the SUS-SIR [18] sacrificing the weak users sum-rate, as shown in Fig. 8 , which reflects a similar result to that in Fig. 4 . In Fig. 9 , we compare our proposed power PA with two different PA schemes, the proposed PA scheme in [18] , and the fixed PA scheme, which allocates a fixed power portion for each user, i.e., we set α k = 0.2 and (1 − α k ) = 0.8 for the strong and weak user, respectively. We test the impact of these PA schemes on the sum-rate performance of the total system and the weak users, using our proposed PF-MPECG-SIR as a baseline. In case of full CSI, we notice that the use of the PA [18] and the fixed PA schemes give slightly higher total throughput than that achieved by our proposed PA. On the other hand, the weak users' sum-rate is much higher with our proposed PA compared to those achieved with other PA schemes. In the case of partial CSI, we can observe that the total throughput with our proposed PA became higher than that achieved using the fixed PA. This improvement comes with maintaining the same weak users' throughput obtained using the fixed PA scheme. From simulations, we observe that our proposed PA can guarantee a balance between maximizing the total throughput and maintaining a high sum-rate for the weak users' under both full and partial CSI.
X. CONCLUSION
This paper considered the problem of ZF beam design and user clustering for downlink multiuser NOMA from user fairness perspective under full and partial channel knowledge at the transmitter. We proposed two clustering algorithms based on proportional fairness, PF-MPECG-SIR, and PF-MPECG-CORR. The PF-MPECG-SIR has the ability to maintain the total system throughput with moderate fairness enhancement, while the PF-MPECG-CORR can maximize user fairness with a slight degradation in the total data rate. Furthermore, we proposed an optimal power allocation scheme which can balance between achieving a high system information rate and guaranteeing the QoS of weak users under full and partial feedback channel conditions. Finally, numerical results verified that our proposed algorithms can significantly enhance the throughput-fairness trade-off among users without increasing the computational complexity. NOR K. NOORDIN graduated from the University of Alabama, in 1987, and received the Ph.D. degree in wireless and communication engineering from Universiti Putra Malaysia, where she is currently the Dean of engineering. She has published more than 300 journals, book chapters and conference papers. She has led more than 20 research projects, funded by local and international grant providers. Apart from wireless her research interest also includes education engineering. beamforming, physical layer security, wireless power transfer, and prototype development using software defined radio, for 5G and the IoT applications.
