We consider the problem of coding images for transmission over error-prone channels. The impairments we target are transient channel shutdowns, as would occur in a packet network when a packet is lost, or in a wireless system during a deep fade: when data is delivered, it is assumed to be error-free, but some of the data may never reach the receiver. The proposed algorithm is based on a combination of multiple description scalar quantizers with techniques successfully applied to the construction of some of the most e cient wavelet-based image coders. A given image is encoded into two independent packets of equal length: either one of these packets guarantees a minimum image quality, but both combined guarantee better quality than either single one alone. We formulate and solve an optimization problem, whose solution gives parameters of the proposed encoder yielding optimal performance (in an operational sense). When compared with previously reported results on the performance of robust image coders based on multiple descriptions, on standard test images, our coder attains a bitrate reduction of about 50-60% at equal PSNRs.
1 Introduction
Error Resilient Image Coding
The high performance achieved by state-of-the-art image/video coding algorithms, combined with the sustained growth of the Internet and cellular networks over the last few years, has resulted in the emergence of a new family of communication services which involve the delivery of image/video data over error-prone channels. A most common form for these errors is that of transient channel shutdowns. For example, a typical network transmission might involve data hopping over links of di erent capacities, and upon encounter of a low capacity link, packets must be dropped. Another common problem is network congestion: if upon arrival of a packet at a switching node the local bu er is full, that packet has to be dropped. In the case of wireless communication, during a deep fade, the probability of decoding error at the receiver becomes very high, and most of the received data is useless, resulting in discarding data frames received during the fade.
In all examples, it is reasonable to assume that there are periods of time during which the error correcting codes used at the lower layers of the system architecture ensure error-free delivery of the transmitted data, but that occasionally some data will be lost.
Besides the use of error correcting codes, many communication systems and storage devices provide diversity to combat possible channel impairments. For example, in the context of ATM networks, multipath connections are desirable because even if an intermediate switching node gets temporarily congested (thus resulting in a transient high rate of cell losses), it is less likely that such an event will occur on nodes along all paths simultaneously. In the case of Redudant Arrays of Inexpensive Disks (RAIDs), data is stored in multiple disks to provide resilience against individual disk failures 33] . In wireless systems, multipath and Doppler diversity are used to combat the fading e ect 26]. In channels that undergo burst errors, interleaving is used to create an illusion of diversity, in which a number of lower capacity non-bursty channels are seen by the source.
Our main goal in this paper is to develop image coding algorithms robust to the presence of errors of this nature and which, because of the ubiquity of diversity in communication systems, result in image representations suitable for transmission over such channels. Not speci cally for image signals, but in the context of coding an arbitrary information source, this problem has been thoroughly studied already in the Information Theory community, and is known as the problem of Multiple Descriptions (MDs). In this paper, we apply MD codes to the construction of our robust image coding algorithms. The main feature of our coder is that it does not produce a single bitstream, but instead two equally important and independent bitstreams, that are ideally suited for packet transmission; this way, the quality of the reconstructed images depends only on the number of packets that arrive at the decoder, and not speci cally on which of them did arrive. This idea is a generalization of the well-understood concept of successive re nements of an information source 11], where (say) an image can also be broken into two descriptions p 1 ; p 2 . The di erence is that in this case, description p 2 is a strict re nement of description p 1 , and it assumes knowledge of p 1 ; therefore, if p 1 is lost, p 2 cannot be used for decoding even if it arrives intact.
With the framework based on multiple descriptions of this work, with either one of p 1 or p 2 we are able to give a bound on the distortion in the reconstructed image, while if both are received we can attain another bound that is lower.
Related Work 1.2.1 Holographic Representation of Images
The problem of breaking an image into pieces and then being able to reconstruct it from an arbitrary subset of these pieces is analogous to the problem of optical holography. For digital images, Bruckstein, Holt and
Netravali 7] rst proposed two techniques for the computation of digital holograms: one of them is based on a pseudo-random pattern for sampling the image, in which arbitrary portions of the pattern contain roughly uniformly spaced image pixels, with a density proportional to the length of the pattern; the other is based on a frequency domain watermarking technique. Ng and Kova cevi c 22] propose an alternative solution to the same problem, based on the use of critically sampled lter banks.
Although our problem and the problem of digital holography are conceptually similar, none of the solutions proposed thus far for this problem deal with the issue of e ciency of the representation: they all work on raw image data only, and some do actually increase the number of bits in the representation.
Multiple Description Coding of Images
Multiple description codes have been used before in the context of robust image coding. The rst MD image coder that we are aware of was proposed by Vaishampayan 36] 
Main Contributions
The main contribution of this work is the design and optimization of a new and high-performance waveletbased MD image coding algorithm with some remarkable features: (a) its coding performance is within the range of state-of-the-art single description coders; (b) its computational complexity is very low, it involves a single pass over the array of coe cients in raster order; and (c) on standard test images, the typical gains of our coder over results reported in the literature, at equal bitrates are in the range of 2-3dB when both packets arrive and in excess of 4dB when only one packet arrives (equivalently, the compression e ciency is around 50-60% at equal distortion).
Signal processing techniques involving carefully designed transforms have been studied recently 14, 16, 23, 39] , as a means of constructing multiple descriptions of a source. While these techniques are known to have undesirable asymptotic properties in the high bitrate regime (e.g., the single-channel distortions do not go to zero in general as bitrate increases), they are generally believed to perform well at low rates.
On the other hand, design techniques for MD scalar quantizers are based on making certain high rate approximations, thus raising the issue of whether these quantizers can be used in typical medium to low rate regimes. Further motivation for the use of MD scalar quantizers in the speci c case of images is provided by the fact that, asymptotically at high rates, good transforms to use in a single description coder are also good transforms to use in a MD coder 3]. In this work we show the feasibility of MD scalar quantizers, for a \real" source (i.e., images), and in the medium to low bitrate regime, thus providing strong support for the usefulness of these quantizers even when the high rate assumptions made in their design are relaxed.
The rest of this paper is organized as follows. In Section 2, we present an overview of the stateof-the-art in the theory of MD coding. In Section 3, we present the design of the proposed MD image coding algorithms. In Section 4, we formulate an optimization problem in which the best possible decoded image quality is sought subject to application-speci c constraints (i.e., available bandwidth to transmit each description, and minimum acceptable quality of the images reconstructed when either description is missing). In Section 5, we discuss issues related to the complexity of our proposed encoder and decoder.
In Section 6, we present simulation results. Finally, in Section 7, we present conclusions and discuss future directions.
Multiple Description Source Coding
Consider a diversity system with two channels: if identical information is sent over each channel and both of them work, half of the information received has no value; on the other hand, if there are tight dependencies between the information sent over each channel, losing part of this data may result in an impossibility to decode. The theory of Multiple Description (MD) coding studies methods for sending di erent information over each channel, in a way such that if only one channel works, the information received is su cient to guarantee a minimum delity in the reconstruction at the receiver; however, should both channels work, the information from both channels can be combined to yield a higher delity reconstruction than that achievable by each channel alone. The general problem of designing source codes of this kind was rst posed Vaishampayan 35, 38] , where a simple procedure is given to design MD scalar quantizers with some remarkable asymptotic properties. Vaishampayan 3] constructed MD Transform Codes, using the MD quantizer. Their main result is that, for stationary Gaussian sources, both the optimal transform and the optimal bit allocation are identical to that of the single description coder.
The exact coe cient of quantization (i.e., the sub-exponential terms in the error expression) of the MD scalar quantizer was computed in 4], for general source densities and m-th power distortion measures 13].
Perhaps the most interesting case considered here is that of a gaussian density and m = 2. Due to the large number of parameters involved (rates for each of the channels and distortions for all subsets of working/nonworking channels), comparisons between MD systems can get complicated. However, it is argued in 4] that in the balanced case (i.e., when the rates on both channels are equal), the product d 0 d 1 of the single-channel and two-channel distortions is a good gure of merit, asymptotically in rate. So, for the gaussian source and m = 2, it was found that there exists a gap of 8.69dB between the distortion product of the MD scalar quantizer and the MD rate/distortion bound; but this gap is reduced to 3.06dB when the entropy-constrained MD quantizer is considered.
Vector Quantization
For the squared error distortion measure, it is well known from classical quantization theory 13] that the error of a scalar quantizer with cubic Voronoi regions is 1.53dB higher than the classical rate/distortion bound. Furthermore, it is also well known that the performance loss of the scalar quantizer occurs because the normalized second moment of an N-dimensional hypercube is exactly 1.53dB higher than that of an equivalent hypersphere, in the limit as N ! 1. And while it is not possible in nite dimensions to design quantizers whose Voronoi cells are exactly spheres (spheres are not space-lling polytopes, in any dimension 2), the gap can be signi cantly reduced by designing quantizers with \more spherical" cells, i.e., with smaller normalized second moment than a hypercube.
In the MD case, it is a remarkable fact that for a gaussian source, the performance gap of 3:06dB between the distortion product of the two-channel entropy constrained MD scalar quantizer and the two-channel MD rate/distortion bound is exactly twice as large as the single description gap; and classical quantization theory promises a gain of exactly 1:53dB for both the single-channel and two-channel distortions. However, in the MD case, a complication not present in the classical case is that the sought gains have to be achieved not by one quantizer, but instead by two interdependent quantizers, and these dependencies can be quite di cult to analyze/understand. To this date, two approaches have been taken around this problem:
MD Trellis Coded Quantization. Vaishampayan, Batllo and Calderbank 37] propose to design these two quantizers using the ideas of Trellis Coded Quantization (TCQ) 21]. MD-TCQ has been studied by a number of authors 2, 17, 37], and gains of up to 2:2dB over the performance of the MD scalar quantizer have been reported. MD Lattice Vector Quantization. Servetto, Vaishampayan and Sloane 30] give an explicit construction of the index assignments to be used in conjunction with vector quantizers based on a certain family of lattices endowed with a rich algebraic structure.
Subspace Projection Methods for the Generation of Multiple Descriptions
This method was rst proposed by Wang, Orchard and Reibman 39], in the context of making a JPEG image coder robust to channel errors; they refer to it as the method of \pairwise correlating transforms".
In its original form, the basic idea is that correlations are introduced among pairs of independent random variables and each variable is sent over separate channels; if one of the variables is lost, the other one can be statistically estimated using the introduced dependencies. design transforms based on optimal lter banks, optimal in the sense that these lter banks can achieve all points in the Redundancy-Rate-Distortion region for gaussian sources (under a constraint of coding using lter-bank structures). Goyal, Kova cevi c and Vetterli 16] consider the use of overcomplete bases as another generalization of the pairwise correlating transforms.
3 Multiple Description Coding of Images
Single Description Coding of Images
There is a de-facto standard architecture for single description image coding algorithms, consisting of rst applying a linear decorrelating transform to the input image, then performing scalar quantization of the transform coe cients, and nally performing entropy coding of the quantized bins. In this standard architecture, wavelets have been used as a linear decorrelating transform in order to attain some of the best known results on coding e ciency.
Some of the most successful wavelet coders 8, 19, 20, 25, 27, 29, 32, 42] derive their high coding performance from their ability to identify sets of coe cients with di erent statistics within image subbands, and then coding each of these sets with respect to an appropriate statistical model. Since these sets typically are image dependent, this information is not known a priori, and therefore must be somehow conveyed to the decoder. This can be done either explicitly, 19, 25, 29, 32, 42] or implicitly 8, 20, 27] . In the explicit case, \map" bits describing these sets are included in the bitstream; these are bits that do not convey information about the value of subband coe cients, but instead con gure the decoder appropriately to decode such values. In the implicit case, the information regarding sets of coe cients is deduced only from data always available at the decoder, so that no explicit map bits are required.
Issues in Multiple Description Coding of Images
To perform MD coding of images, we use the standard MD transform coding architecture proposed in 3], consisting of replacing the single description quantizer with a MD quantizer, and then performing entropy coding of the two output quantized streams independently. This architecture is illustrated in Fig. 3 .
We decided to build our MD image coder based on this architecture mainly because of two reasons. One is that for coding gaussian sources with memory using the MD transform coder, the optimal transform to use for decorrelation is the Karhunen-Loeve transform 3]; in the case of single descriptions, this is often the justi cation used for the de-facto architecture, and for the use of decorrelating transforms that approximate the KLT. More practically however, the state-of-the-art on the design of single description coders based on that architecture is very mature, leading one to be optimistic about the performance attainable by extensions of these good coders to the MD case.
The issue of extending good single description image coders to support multiple descriptions using MD scalar quantizers 35] is not altogether straightforward: not any good classical coder will result in good performance under the MD constraints, just by inserting an index assignment and an extra entropy coder in the loop:
In the context of MD coding, it must be possible to decode each description independently of whether other descriptions are available at the decoder or not. As a result, if the coding technique employed makes use of explicit map information, enough map bits must be spent within each description to ensure that each one of them can be decoded independently of the others. But map information is inherently di erent from basic data in that, in general, it does not admit approximate representations. While it makes perfect sense to talk about the accuracy to which a given wavelet coe cient is described, what is meant by \an approximate representation of map information" that could be used to build multiple descriptions is, at least, both unclear and dependent on speci c coding frameworks. When this information is replicated in both descriptions and both arrive to the decoder, half of the map bits carry no information. This argument suggests that backward adaptive coders (such as 8, 20, 27] ) are to be preferred over coders that explicitly transmit map data (such as 19, 25, 29, 32, 42] ).
To further complicate things however, not any backward adaptive coder will perform well either. Some of these good coders derive part of their gains not only from their ability to adapt the entropy coder to local changes of statistics in image subbands, but also from also adapting the quantizer applied to each coe cient. Now, in the context of MD coding, whereas descriptions are encoded independently of each other and must be decodable on their own, the requirement that when both arrive at the decoder they must be combined to produce a higher quality approximation imposes synchronization constraints among descriptions. Therefore, if adaptation of the MD quantizers is used, and a mismatch occurs in the choice of quantizers (due to the independent adaptation for each description), a decoding failure occurs when both descriptions arrive, since the information they carry is inconsistent; so, either no adaptation is used, or map data has to be included in each description to maintain synchronization, thus bringing us back to the problem pointed out above. This is not the case when entropy coders instead are adapted on a local basis, since in this case all that changes is the length of the codewords used, but not the encoded information itself.
Design of a Multiple Description Image Coder
MD systems dealing with an arbitrary number of descriptions involve a large number of parameters (rates for each description, and distortions for all subsets of descriptions), and therefore both optimization and performance comparisons become fairly involved. However, for two balanced descriptions, this is not the case: only one rate (the number of bits spent on each description) and two distortions (the distortion when either one of the channels fail or when both work) needs be considered. Next we present the design a highperformance MD coder that is amenable to performance analysis and optimization. A discrete optimization problem addressing the issue of how to make optimal choices of these parameters is formulated and solved in Section 4.
Encoding
At a high level, the MD image coding algorithm works as follows. First, a given input image is decomposed into subbands, and then a uniform scalar quantizer (with a possibly wider zero bin) is applied to each of the subband coe cients, thus producing a quantized eld. Two descriptions of this eld are then created, by mapping each quantized coe cient to a pair of numbers, using the index assignment component of a MD quantizer (as in Fig. 2 ).
The choice of index assignment is the mechanism by which performance of the two-channel decoder is traded o for performance of the single-channel decoder, by means of controlling the amount of redundancy in a MD code. Now, it is well known that di erent subbands carry unequal weight in terms of overall signal energy content: whereas the loss of the pure lowpass projection is likely to render the entire reconstruction worthless, the loss of substantial portions of the high frequency subbands is much less signi cant. Therefore, it seems intuitively clear that there are gains to be had by allowing some degree of adaptation when choosing index assignments, instead of using a xed one for all subbands. Our algorithm provides this by choosing one index assignment per subband, and explicitly encoding this choice as map bits into both descriptions:
since the cost of the quantizer parameters are amortized over the entire subband, the penalty paid by doing so is more than compensated by the gains due to adaptation. An experiment to quantify these gains is presented in Section 6.
Next, subband descriptions are entropy coded, independently of each other. The coe cients in each description are dequantized using the single channel decoder, and a local variance estimate is formed based on causally available data (this is so that the estimate depends only on data available to the decoder). Based on comparing this estimate against a xed threshold, each coe cient is classi ed into one of two possible classes; and each class is entropy coded separately, with respect to their own probability model. This classi cation step attempts to separate before coding regions of locally large and locally small variances, a basic principle used in most state-of-the-art image coders. Table 1 presents a pseudocode description of our proposed coding algorithm.
Decoding
In order to decode, two steps have to be performed. First, individual descriptions have to be entropy decoded. If either one of the descriptions is lost, then the available description is dequantized using the single channel inverse quantizer (actually, this already happened in the entropy decoding loop), and the wavelet is inverted, thus yielding the single channel image estimate. If both descriptions arrive, then prior to inverse quantization the two descriptions have to be recombined by inverting the index assignment.
Pseudocode for this is shown in Table 2 .
Remarks
The underlying principles that make the proposed coder e cient are closely related to those of two previously developed single description coders, 27] and 20]. Like in 27], we split each subband into two imagedependent sets of \mostly large" and \mostly small" coe cients, coding each of these sets separately. But instead of following a data-dependent scan path to entropy code each of these partitions (as in 27]), we follow a simple raster scan order (as in 20]), deriving cues on whether a coe cient is likely to be large or small based on local variance estimates computed from causally available data. However, unlike in 20], we consider only two variance classes instead of an in nite number, we use a single uniform quantizer for the entire image instead of precomputed quantizers for each class, and we do adaptive arithmetic coding of the coe cients within each of the two classes instead of using precomputed tables. And while at rst these simpli cations may seem excessive, we found the performance of our proposed coder to be very close indeed to that of the more complex original coders. On standard test images, at equal bitrates, we found the performance of an equivalent single description version of our coder to be on average 0.1dB below that of 27], and 0.5dB below that of 20]. We conclude from these results that our coder is able to capture the essential features of more complex state-of-the-art techniques, while retaining extreme simplicity, both conceptual 
Optimization of System Parameters
In this section, we present an algorithm to nd optimal parameters of the proposed MD coding algorithm.
Motivation
In the single description case, available communications resources typically place constraints on a single variable a ecting the quality of the reconstructed images: the number of bits available to encode them.
In the MD case such a constraint is also meaningful: it is descriptions that actually get transmitted over communication channels, and therefore the number of bits used to encode each description cannot exceed the capacity of these channels. However, in the MD case, there is one extra independent variable that a ects the quality of the reconstructed images: channel failures.
To illustrate this point, consider a setup in which at least one of the two channels is very likely to fail; in that case the reconstructed image quality is, most of the time, that achievable using only single-channel decoders. On the other hand, if channels fail rarely, then most of the time the reconstructed image quality is equal to that achievable using the (better) two-channel decoder. As a result, both the capacity of each channel and the frequency with which each of them fail a ect image quality, and hence must be taken into account when choosing what parameters (i.e., what scalar quantizer and index assignments) to use for coding a particular image.
In our formulation, for a xed number of bits for each description, we allow the user to specify a minimum quality for the images reconstructed using single-channel decoders. If the error rate of the channel is high, the user should request high quality single-channel reconstructions, at the expense of the quality achievable by the two-channel reconstructions. We formalize these concepts next.
Formulation
We formulate now a discrete optimization problem, yielding optimal performance in the presence of applicationspeci ed constraints. Consider the following de nitions:
Let denote an arbitrary scalar quantizer, and let I denote an arbitrary index assignment. where the user-speci ed parameters are R budget (the available bitrate to encode each description), and D budget (the maximum distortion acceptable for single-channel reconstructions).
Solution 4.3.1 Approximation of the Optimal Solution
Motivated by asymptotic properties of MD quantizers at high rates, we develop an e cient algorithm to compute an approximate solution of the problem de ned by (1)- (3). We do not attempt to nd the optimal solution because, although we do not have a proof yet, we conjecture that our problem is NP-Hard. If this were true it would imply that, with high likelihood, the most e cient algorithm to solve our problem would not be substantially better than just trying out every size M combination of each one of the O(n 3n ) possible index assignments, a clearly intractable task.
De ne the spread of an index assignment to be the number of diagonals occupied by the central bins in the matrix representation; for example, the spread of the assignments in Figs. 2(a) and 2(b) is 2 and 3, respectively. To derive an e cient algorithm, we restrict the class of index assignments we consider to be of the form shown in Fig. 2, i. e., to the set of bandwidth-constrained matrices. We are motivated to consider this particular subset because, at high rates, the performance of a MD scalar quantizer is entirely determined by the spread 35].
Computation of Optimal Index Assignments
Restricting our search of good index assignments to the class of bandwidth-constrained matrices, our search problem can be solved e ciently. Consider rst the following simpler problem: for a given quantizer step size , nd a vector of index assignments I s ( ), such that I s ( ) = arg min Is D 1 (f; ; I s ) (this problem will be a key element of the solution to the more general problem, presented below). Now, when the choice of each index assignment I s i in the optimal vector I s can be made independently of all other choices, Dynamic Programming (DP) 10] can nd the optimal I s e ciently; this assumption clearly holds for our coder, since subbands are encoded independently of each other. We solve this problem e ciently by searching for a minimum cost path satisfying the given constraints, in the trellis shown in Fig. 4 .
Further reductions in complexity can be obtained by using Lagrangian or hybrid DP-Lagrangian methods 44], but are not considered here.
Computation of the Approximate Solution
Using the algorithm presented in Section 4.3.2, here we present an algorithm to nd parameters solving (1)- (3), when restricted to the class of bandwidth-constrained matrices.
The basic idea is to take advantage of the monotonicity of both R and D as a function of . We search for the smallest quantizer such that the rate constraint R budget is met (with equality), because this guarantees that D 0 will be minimized, since D 0 is independent of I s . Table 3 .
Complexity Analysis
In this section, we quantify our previous statements related to the simplicity of the proposed algorithms.
For this purpose, we study the complexity of the di erent components of our encoder/decoder.
First note that for given scalar quantizer and array of index assignments, the processing time is linear in the number of image pixels. This is because:
Under the assumption that the lters are much shorter than the size of the image (as is the case for lters typically used in subband image coding), the computation of direct and inverse wavelet transforms requires O(nm) time. This is unlike, e.g., a Discrete Fourier Transform, which takes time O(nm log(nm)). 3 One oating point division and two comparisons per coe cient are required to quantize each coe -cient, and one multiplication to dequantize, for a total of 3nm ops to quantize and nm to dequantize.
All index assignment related operations (mapping a bin to its pair of indices, retrieving a bin given the pair of indices, and estimating a bin given a single index) can be implemented as fast look-ups, for a total of nm memory references.
An implementation of arithmetic coding exists 5] (and ours is a variation on this one), based on integer arithmetic, xed precision and incremental transmission. To the arithmetic coder, quantized bins are given one at a time, and its running time does not depend on the number of coe cients it receives as input. Hence, O(nm) operations per description are required to entropy code the entire eld.
To give a practical sense of its low complexity, running on an Ultra Sparc 1 workstation with a 140Mhz
CPU, it takes 6.8 seconds to produce a 512x512 image having both descriptions each encoded at 0.5bpp, and 4.8 seconds to produce the same image based on a single description. These times are all-inclusive: network I/O, and computation of the direct and inverse wavelet transforms are included. And our implementation is far from optimized for speed.
Furthermore, after the wavelet calculation, all processing is done in a single pass, and scanning each subband in raster order: the ow of control does not depend on the particular data set being coded, it is a simple raster-oriented algorithm, particularly well suited for implementation on a DSP chip. And all steps except the nal entropy coding admit a parallel implementation: this is of particular interest mainly for the wavelet transform, which is by far the most cpu-intensive part of the encoder/decoder, and one we have little control over in designing our algorithms.
The optimization algorithm however, even when solvable in polynomial time, is signi cantly more complex. Given a library of k possible distinct index assignments to be used, each step of dynamic programming takes O(knm) time, and there is one such step for each candidate quantizer tried by the bisection search algorithm. If there are many candidate assignments, or if the convergence to the right quantizer is slow, this clearly results in complexity una ordable for practical, real-time processing. Hence, from a practical point of view, it is of interest to study the performance of the proposed algorithm under simple, non-optimized rules for choosing index assignments. Results in this regard are presented in Section 6.
Experimental Results
In this section we report coding results. In our experiments, we use the 10-18 Daubechies wavelet, and target coding rates in the range 0.25-1bpp/channel. Sample image reconstructions, matlab les used to generate the plots presented below, and C source code, can all be downloaded from our website at http://www.ifp.uiuc.edu/~servetto/research/.
Performance Evaluation
In a rst experiment, we show performance results for our optimized MD coder. For comparison, we also present results for the case when the same index assignment is xed for all subbands, thus eliminating the need to search for optimal combinations. The corresponding plots are shown in Fig. 5 , and sample image reconstructions are shown in Fig 6. We see from these experiments and from the sample images that, for practical applications, there is little gain to be had by using index assignments other than the staggered case (d = 2). This is because in order to be able to gain less than one dB in PSNR for the two-channel decoder, the quality of the images obtained by the single-channel decoder has to be reduced by 7-8dB. Hence, the optimization process is very useful to understand the limitations of our proposed coding framework, as a benchmarking tool, and is certainly a very interesting intellectual exercise. But in practice, the extra complexity involved in choosing optimal coding parameters is just not worth the marginal improvements in perceptual image quality, especially in the high excess-rate regime.
Comparison Against other Multiple Description Image Coders
As a reference, we compare the performance attained by our MD coder against MD image coders of Wang, we strongly suspect that the gains we obtain cannot be attributed only to the use of a better transform and better post-transform processing/modeling of transform data. Performance comparisons for the twochannel decoder are certainly not useful, since in this case all we are comparing is a standard JPEG coder against a good wavelet coder, and there the di erences are known to be, on average, 2-2.5dB in favor of wavelet coders, which our experiments verify. However, for the single-channel decoders, which is when the technique used to generate MDs comes into play, the gains we observe are in excess of 4dB; no wavelet coder is known to have achieved such dramatic gains over a JPEG coder, and hence we do not think that these gains can be explained only in terms of a DCT-vs-Wavelet argument.
A Remark on the Reconstruction Levels of the Single-Channel Quantizers
Image coders based on uniform quantizers typically perform inverse quantization by mapping bins to the midpoint of their cell. However, taking the same approach for inverting single-channel quantizers leads to remarkably poor performance if its cells are large (i.e., in the low excess rate regime). To overcome this problem it is necessary to reconstruct not to the midpoints of these cells, but to their centroids instead.
However, in order to compute centroids, we need a model for the distribution of coe cients within each subband.
The statistical properties of subband data have been thoroughly studied before in the context of image coding 19, 20, 29] , and di erent models have been proposed. However, a feature common to all these models is that subbands can be assumed to be drawn from zero mean, unimodal, symmetric distributions.
For this class of distributions we design a simple inverse quantization rule, whose operation is illustrated in 
Conclusions
In this work we presented the design, implementation and optimization of a MD image coder. Unlike most of the recent developments in the eld (based on DCTs and subspace methods), our coder is based on the use of wavelets and simple MD scalar quantizers.
An important conclusion is the fact that, at least for images, there seems to be little practical motivation to design coders that perform well in the low-redundancy regime (high quality two-channel images, at the expense of quality for the single-channel images). This is because the quality of single-channel images degrades so fast that by the time noticeable improvements are obtained for the two-channel images, singlechannel images are rendered useless. In this low-redundancy regime, losing one packet causes almost the same damage as losing both.
Our coding results are a signi cant improvement over the state-of-the-art in the eld: on average, we can match the image quality achieved by most other coders using about 50-60% of their bitrate. And furthermore, we attain this using a remarkably simple coding structure, both conceptually as well as computationally. However, we believe there is still room for improvement: when removing the MD constraints, as a single description image coder, our coder falls approx. 0.8-0.9dB below the performance of the best published coder we are aware of 19] . As argued, the MD constraints impose restrictions on the set of tools available to build a good coder. Yet it remains to be seen whether \smarter" coders within our framework, or even coders based on entirely di erent frameworks, are able to close this gap. In this regard, Jiang and Ortega 18 ] present what appears to be very promising initial results, although mostly in the low-redundancy regime.
Perhaps the single most important issue yet to be resolved in the context we set up in this work is whether the adaptation of MD quantizers on a per-coe cient basis (instead of on a per-subband basis as done here) can result in improved coding performance or not. Single description coders have gained signi cantly from exploiting non-stationarities typical of image subbands, by partitioning subbands into sets with dissimilar statistical properties, and then quantizing and/or entropy coding these sets separately;
the coder proposed in this work does this to a certain extent, by adapting the entropy coder on a percoe cient basis. However, the problem of adapting MD quantizers is substantially more complex, due to the need to maintain synchronization among descriptions discussed above. It remains to be seen whether the potential gains due to this extra degree of adaptation are or are not outperformed by the extra information required to maintain consistency among descriptions.
Further work is also required to complete the proof of the conjectured intractability result mentioned in Section 4. If our conjecture proves true, an approximation algorithm for generating index assignments based on a source description, capable of generalizing asymptotically optimal MD quantizers 35, 38] (and hopefully improving upon their performance at low rates) would be extremely useful.
Our current research e orts are focused on the problem of applying the tools presented in this paper to the development of a complete system for image/video transmission over the Internet. shown; in the vertical axis, the possible index assignments for each subband are shown. The cost C(k; i; j) of an arrow is the single-channel distortion that results from using an index assignment with i diagonals on subband k. DP is used to nd a path of minimum cost in this trellis, corresponding to an optimal choice of index assignments.
Input: image, scalar quantizer, array of index assignments (one per subband). Output: two compressed bitstreams. Algorithm:
1. Take a wavelet transform of the input image, and apply the input quantizer to each coefficient.
2. Create two descriptions of each subband, by applying to each coefficient its subband-dependent index assignment.
For each description:
For each quantized coefficientĉ ij in each subband, start with two uniform density estimates h (0) and h (1) , and then:
(a) Use the single-channel inverse quantizer to dequantize coefficients within a causal neighborhood. 1. Entropy decode each description, to obtain two quantized fieldsĉ (1) andĉ (2) of subband coefficients.
2. Use the pairĉ (1) ij andĉ (2) ij to recover the central binĉ ij , by inverting the index assignment corresponding to that subband.
3. Dequantize the field ofĉ ij 's, using the uniform scalar quantizer; then apply the inverse wavelet transform, to produce the output reconstructed image. (b) Compute I s ( n ) = arg min Is D 1 (f; n ; I s ).
(c) if R 1 (f; n ; I s ( n )) = R 2 (f; n ; I s ( n )) < R budget , then L := n ; else, if R 1 (f; n ; I s ( n )) = R 2 (f; n ; I s ( n )) > R budget , then H := n ; else exit loop;
3. if D 1 (f; n ; I s ( n )) = D 2 (f; n ; I s ( n )) D budget , then return := n and I s := I s ( n );
else the constraints cannot be satisfied. In all cases, the central quantizer is adjusted so that the total rate would be 0.5bpp/description (total 1bpp). Observe how the convex hull corresponding to subband adaptation lies strictly below that of the xed image-wide choices. In the low excess-rate regime (high single-channel distortion and low two-channel distortion, the bottom part of this plot), an increase in PSNR of +3dB in the performance of the singlechannel decoder occurs when index assignments are freely chosen for each subband. In the high excess-rate regime, the gap is negligible. 28.45dB). Observe that in order to improve the quality of the two-channel decoder by 0.76dB (from 38.69dB up to 39.45dB) it is necessary to tolerate a single-channel decoded image that is 7.08dB worse (from 35.53dB down to 28.45dB). To dequantize, we select the midpoint of the most likely interval (i.e., the interval closest to the origin).
