In the important paper [LY] by Peter Li and S.-T. Yau, they show how the classical Harnack principle for the heat equation on a manifold can be derived from a differential inequality. In particular, they show that for any positive solution / > 0 of the heat equation 
provided M is Ricci parallel and has weakly positive sectional curvatures; while in general we can find constants B and C depending only on the geometry of M (in particular the
This inequality is equivalent to Theorem 4.3 by choosing the optimal Vi = -Dif/f. The result can also be proved for bounded positive solutions on complete manifolds with bounded curvature and derivatives (we omit this technical detail). One can easily check that the inequality becomes an equality The hypothesis that M is Ricci flat with weakly positive sectional curvatures is satisfied on a torus or a sphere or a complex projective space, or a product of such, or a quotient of a product by a finite group of isometries. In this case the Harnack estimate becomes which is a kind of logarithmic convexity. In particular, along any geodesic 
Also if / has its maximum along the geodesic x(s) at x = 0 at time t then everywhere else on the geodesic
Similar results with small error terms can be derived for manifolds M with general curvature. The Li-Yau result allows comparisons between different points at different times; the matrix result allows comparisons between different points at the same time also. However, their result is not entirelycontained in ours, in the sense that for general geometries the trace result can be obtained with restrictions only on the Ricci curvature.
The matrix Harnack estimate given here is very useful for proving monotonicity formulas, as in [GH] . We also include in this paper several estimates on positive solutions of the heat equation which are used in that paper, for which this one is intended to serve as a general reference.
1.
Let M be a compact manifold of dimension m and let / be a smooth solution of the heat equation on 0 < t < oo at J with / > 0 for all time. We shall derive estimates on / that provide information on its behavior. The first is a derivative bound. 
for 0 < t < 1 with a constant B depending only on M.
Proof. Consider the point (£, T) in 0 < t < 1 where t m / 2 f(x,t) assumes its maximum value, which we call 6. Then
On the restricted time interval r/2 < t < r we have /(#,i) < A where A = 2 m / 2 6/r m / 2 . Applying Theorem 1.1 on this time interval
e{x,T) = log(A/f(x,T))
and conclude that
If we let Next we prove a Harnack estimate similar to that in the paper of Li and Yau [LY] . We need the case of negative curvature. Now we choose the path from £ to X to lie along a geodesic, but with arc
Ve(x,T)<V£(z,T) + i/V2.
where a is a constant. In order to start at £ with s = 0 at t = r and end at X with 5 = d(X, £) at t = T we need 
l&r) < e(X,T) + \e 2KT [l + 2K(T-T)]^£
+f log(^)+f(e 2^-e 2^) .
If we exponentiate this we get the corollary. □
We can use this estimate to get a good lower bound on the fundamental solution of the heat equation. Proof It is well known that
k(x,t,x)>c/t m/2 .
We apply this in the previous estimate taking f{x,t) = k(x,tjy) and putting £ = y and letting r -► 0. D
3.
We are now in a position to establish a basic comparison result that we need for the e-regularity result. for any C > 1 we desire. Thus it suffices to prove the estimate when T = r.
Thus we must show
mT)<t + Cf(X,T).
For this we use the gradient estimate in Corollary 1.3, with i = T, so that 
t(X,T)<e(Z,T) + pMlog(-,
By choosing p small enough, we can make term 2 + term 3 < 77 for any 77 > 0. For such a choice of p we have
e(X t T)<e(Z t T) + r,

=* /(£, r) < eV(X, T). < I + C/(X, T)
with e 77 = C > 1. This proves the theorem. □ 
Then in a straightforward manner we compute where B is a constant with t m / 2 / < B from Corollary 1.2, and let
where -K is a lower bound for the sectional curvature of M, L is an upper bound for \DiRj k \ and A is a constant to be determined later. We compute where for some constant C depending only on M. Now if we choose A large enough with respect to C, we can make Z > 0. Then the maximum principle for matrices (see Hamilton [H] ) implies that Nij > 0 for all time. We only have to check that iV^-> 0 at t = 0, and that each of the terms 
