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Timo Henkel 1
Abstract. This paper reviews the equivalence between the category of taut
adic spaces that are locally of finite type and the category of strictly analytic
Berkovich spaces. An explicit construction of this functor is provided by
using the terminology of valuative spaces.
Introduction
After the discovery of p-adic numbers in the late 19th century one goal was
to establish a theory of analytic functions for those non-archimedean fields
similarly to that over archimedean fields like R or C. Since the valuation
of a non-archimedean field k satisfies the ultrametric triangle inequality, it
is totally disconnected. This fact leads to strange occurrences when defin-
ing analytic spaces over k in a naive way. It turned out that there were too
many possible coverings so that functions, which should not be analytic, had
this property. The great idea of Tate was to restrict the setting to so called
admissible coverings which led to the notion of a Grothendieck topology and
the definition of rigid analytic spaces.
In the last decades more general approaches were developed, taking the the-
ory into different directions. In particular, this paper focuses on the connec-
tion between Huber’s theory of adic spaces and Berkovich’s theory of analytic
spaces which both extend the classic theory. In the affine case, Huber’s the-
ory works with certain pairs of general topological rings. In contrast to this,
the fundamental rings considered in Berkovich’s theory are generalized Tate
algebras that admit scaling, which was not possible in the classic theory.
It is easy to see that those objects coincide if we assume both rings to sat-
isfy certain finiteness conditions over k. Straightforward, one obtains an
equivalence of categories for the affine objects in both categories (cf. §4).
Nevertheless, the obtained spaces in both theories differ tremendously, al-
ready in view of topological aspects. The main problem, when one tries to
generalize the equivalence to non-affinoid adic spaces and Berkovich spaces,
are the different glueing procedures that create global objects out of affine
ones. In the adic setting spaces are glued by open immersions and in the
Berkovich case, we have affinoid domain embeddings which are closed im-
mersions from a topological point of view.
The general equivalence of categories, which is also the main result of this
paper (cf. 7.9), was previously proven by using the category of finite type
rigid analytic spaces as a bridge in between (cf. [Hu3] Proposition 4.5 and
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[Be3] Theorem 1.6.1). Unfortunately, this proof does not give much informa-
tion on how the corresponding spaces are connected. Therefore we provide a
more direct proof following Fujiwara and Kato in [FK] in which we explicitly
construct a Berkovich space structure on the Hausdorff quotient of a taut
adic space. Some of the work will be done in the setting of valuative spaces,
as introduced in [FK].
As mentioned above, the main theorem of this paper is the following:
Theorem 0.1. (cf. 7.9) There is an equivalence of categories:
{taut adic spaces that are locally of finite type over k}
∼=
{Hausdorff strictly k-analytic Berkovich spaces}
sending (X,OX , (vx)x∈X) to ([X],A, τ), where [X] is the universal Hausdorff
quotient of X.
The paper is divided into six sections. The first paragraph recalls some
basic definitions of topological spaces that are used for the later content. In
the second section a short introduction to Huber’s theory of adic spaces is
given in which we focus on those objects satisfying certain finiteness con-
ditions over k. The third section shortly establishes analytic spaces in the
sense they were defined by Berkovich. Similarly to the section before, we
stress the properties which are important to compare particular Berkovich
spaces with adic spaces. The affinoid case of this comparison will be done in
paragraph four. The fifth section introduces the notion of valuative spaces
and their separated quotients and explains the relation of those terms to a
possible comparison between the theories mentioned before. The main re-
sult Theorem 7.9 of this work is proven in the last paragraph by an explicit
construction of the functor from the category of taut adic spaces that are
locally of finite type over k to the category of Hausdorff strictly k-analytic
Berkovich spaces.
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Notations and assumptions:
i) Let all rings be commutative and with unit.
ii) All complete spaces are Hausdorff by definition.
iii) For a ring A with subsets R and S, the set R · S denotes the additive
subgroup of A generated by {rs | r ∈ R, s ∈ S}.
iv) Throughout this paper we fix a non-archimedean field (k, |·|), i.e. a
topological field whose topology is complete and induced by a non-
trivial valuation |·|. In other words, |·| is a map k → R≥0 satisfying
(a) |0| = 0 and |1| = 1,
(b) |ab| = |a| |b| and
(c) |a+ b| ≤ max{|a| , |b|}
for all a, b ∈ k. In particular, k contains topologically nilpotent units
which play an important role in the whole theory.
Note that in this case
√
|k×| := {a ∈ R≥0 | ∃ n ∈ N with an ∈ |k×|}
is dense in R≥0. Indeed: Let a ∈ R≥0, a < 1 and ǫ > 0. Choose c ∈ k
such that |c| < 1 and take n ∈ N with 1 − n
√
|c| < ǫ. Let k ∈ N such
that n
√
|c|
k
≤ a ≤ n
√
|c|
k−1
. Then a − n
√
|ck| < ǫ. Since inversion is
continuous in R, the result follows for all a > 1 as well.
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1 General topology
We start with some basic notions from general topology which will play an
important role later in this work.
Remark 1.1. For a topological space X, we say that x˜ ∈ X is a generiza-
tion of x ∈ X, if x ∈ {x˜}. Which means that x˜ is contained in any open
neighbourhood of x. By Gx we denote the set of all generizations of x, or
alternatively define Gx to be the intersection of all open neighbourhoods of
x. Now assume X to be a T0-space (i.e. for two distinct elements there exists
an open set containing one of them but not the other).
Then the relation on X
x ≤ y if and only if y is a generization of x
is a partial order on X where we need the T0-property to assure antisym-
metry. x ∈ X is said to be maximal (resp. minimal) if x is maximal (resp.
minimal) with respect to this ordering. Note that x is the unique closed
point of Gx and that x ∈ X is minimal if and only if {x} is closed in X.
For certain spaces of interest, we will see that the sets Gx are totally
ordered. This leads to interesting observations which will we study in §6.
Definition 1.2. Let X be a topological space.
i) We say that X is compact if it is quasi-compact and Hausdorff.
ii) X is said to be locally Hausdorff if every point of X has an open
neighbourhood that is a Hausdorff space under the subspace topology.
iii) If every point of X has a compact neighbourhood contained in an open
Hausdorff neighbourhood, then we say that X is locally compact.
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iv) X is called sober if every closed irreducible subset of X has a unique
generic point.
v) We say that X is quasi-separated if the intersection of two open, quasi-
compact subsets of X again is quasi-compact.
vi) X is said to be taut if it is quasi-separated and the closure of an open
quasi-compact subset is again quasi-compact.
vii) X is called coherent if it satisfies the following conditions:
(a) X has a basis of its topology which consists of quasi-compact
subsets;
(b) X is quasi-compact and quasi-separated.
viii) If X is coherent, we denote by QCOuv(X) the set of all open and
quasi-compact subsets of X.
ix) X is said to be locally coherent if it admits an open covering of coherent
subspaces.
Remark 1.3. Some authors call topological spaces, that are coherent and
sober, spectral. This naming is justified by the fact that a topological space
is spectral if and only if it is homeomorphic to the prime spectrum of a ring
(cf. [Ho]). We will stick with the notation in [FK] and primarily use the
notion of coherent sober spaces.
Definition 1.4. Let X be a topological space.
i) A continuous map f : X → Y between topological spaces is called
quasi-compact if f−1(V ) is a quasi-compact subset of X for any quasi-
compact open subset V ⊆ Y .
ii) We say that a subset U ⊆ X is retro-compact if the inclusion map
U →֒ X is quasi-compact.
iii) A continuous map f : X → Y between locally coherent spaces is said
to be locally quasi-compact if the map f |U : U → V is quasi-compact
for any pair (U, V ) of coherent open subsets U ⊆ X and V ⊆ Y such
that f(U) ⊆ V .
Proposition 1.5. Let f : X → Y be a locally quasi-compact map of locally
coherent spaces and let V ⊆ Y be a retrocompact open subset. Then f−1(V )
is retrocompact as well.
Proof. [FK] Proposition 0.2.2.25
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2 Adic spaces
In this section we recall the definition and certain properties of adic spaces
which were originally introduced by Huber in [Hu2]. The discussion mainly
follows [We2] and uses results from [Hu2] and [Hu3].
2.1 Huber rings and Huber pairs
The fundamental algebraic objects in the theory of adic spaces are certain
pairs of topological rings which are in the focus of this subsection.
Definition 2.1. Let A be a topological ring.
i) A is called adic if it possesses an ideal I such that the family (In)n∈N
forms a fundamental system of open neighbourhoods of 0 in A. In this
case I is said to be an ideal of definition of A.
ii) A is called a Huber ring if A possesses an open adic subring A0 with
finitely generated ideal of definition I. We call A0 a ring of definition
of A and (A0, I) a pair of definition of A.
iii) A subset S ⊆ A is said to be bounded if for every neighbourhood U of
0 in A there exists a neighbourhood V of 0 in A such that V · S ⊆ U
(here we assume V · U to be {vu | v ∈ V, u ∈ U}).
iv) x ∈ A is said to be power-bounded (resp. topologically nilpotent) if
{xn | n ∈ N} is bounded in A (resp. if limn→∞ xn = 0).
We define:
Ao := {x ∈ A | x is power-bounded},
Aoo := {x ∈ A | x is topologically nilpotent}.
v) A is called a Tate ring if it is a Huber ring and has a topologically
nilpotent unit.
Remark 2.2. Note that if A is an adic ring, then Ao is a subring of A,
which contains Aoo as an ideal.
Definition 2.3.
i) A Huber pair is a pair (A,A+) where A is a Huber ring and A+ is an
integrally closed open subring of A which is contained in Ao. We call
such a ring A+ ring of integral elements of A.
ii) A Huber pair (A,A+) is said to be complete if A is a complete topolog-
ical ring with respect to its uniform structure induced by its topology.
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iii) A morphism of Huber pairs ϕ : (A,A+) → (B,B+) is a continuous
ring homomorphism ϕ : A→ B such that ϕ(A+) ⊆ B+.
Remark 2.4. Let (A,A+) be a Huber pair. Let Aˆ denote the completion
of A as an additive topological group. Since the ring multiplication can be
extended to Aˆ, we obtain a complete topological ring which still is a Huber
ring. If we denote the integral closure of the topological closure of A+ in
Aˆ by Aˆ+, we obtain a Huber pair (Aˆ, Aˆ+) which we call the completion of
(A,A+).
The following construction leads to the definition of morphisms which are
topologically of finite type and hence to Huber pairs that are topologically
of finite type over k. Those pairs of rings will be the fundamental algebraic
objects for our comparison.
Definition 2.5. Let (A,A+) be a complete Huber pair and T1, ..., Tn finite
subsets of A such that Ti · A is open for each i = 1, ..., n. Consider the ring
of formal power series of A denoted by A[[X]] = A[[X1, ...,Xn]]. Using the
usual multi-index notation, we define
A〈X〉T :=
{∑
ν∈Nn0
aνX
ν ∈ A[[X]] ;
aν ∈ T
ν · U for all open subgroups
U ⊆ A and almost all ν ∈ Nn0
}
.
We endow A〈X〉T with the unique ring topology such that a fundamental
system of open neighbourhoods of 0 in A〈X〉T is given by sets of the form
U〈X〉 :=
{∑
ν∈Nn0
aνX
ν ∈ A[[X]] | aν ∈ T
ν · U for all ν ∈ Nn0
}
,
where U is an open subgroup of A. This makes A〈X〉T a complete Huber
ring. If Ti = {1} for all i = 1, .., n, we simply write A〈X〉 = A〈X1, ...,Xn〉.
Moreover, we define A〈X〉+T to be the integral closure of{∑
ν∈Nn0
aνX
ν ∈ A[[X]] | aν ∈ T
ν ·A+ for all ν ∈ Nno
}
in A〈X〉T . So we get a Huber pair
A〈X1, ...,Xn〉T1,...,Tn := A〈X〉T := (A〈X〉T , A〈X〉
+
T )
and a natural homomorphism of Huber pairs (A,A+) → (A〈X〉T , A〈X〉
+
T ).
Note that this construction is universal with respect to certain morphisms
of Huber pairs (A,A+)→ (B,B+) where (B,B+) is complete.
Example 2.6.
i) (k, ko) is a Huber pair where we have ko = {c ∈ k | |c| ≤ 1}.
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ii) k〈X1, ...,Xn〉 is the Tate algebra over k in n variables. Let c ∈ k be a
topologically nilpotent unit. By choosing (ko〈T1, ..., Tn〉, c·ko〈T1, ..., Tn〉
as a pair of definition k〈X1, ...,Xn〉 can be considered to be a Huber
ring.
iii) For each Huber ring A the subring of power-bounded elements is a
ring of integral elements, in particular (k〈T1, ..., Tn〉, ko〈T1, ..., Tn〉) is a
Huber pair.
Definition 2.7. Let f : (A,A+)→ (B,B+) be a morphism of Huber pairs.
i) f is said to be topologically of finite type if there exists an n ∈ N,
T1, ..., Tn finite subsets of A+ such that Ti · A is open in A for all i
and a morphism of Huber pairs g : A〈X1, ...,Xn〉T1,...,Tn → B with
f = g ◦ h, such that g is surjective, continuous, open and B+ is the
integral closure of f(A+) in B. Here h denotes the canonical morphism
of Huber pairs A→ A〈X1, ...,Xn〉T1,...,Tn.
ii) f is called strictly topologically of finite type if f is topologically of
finite type and one can choose g in the definition above to have domain
A〈X1, ...,Xn〉 for some n ∈ N.
iii) (A,A+) is said to be topologically of finite type over k if there exists a
homomorphism of Huber pairs π : (k, ko)→ (A,A+) which is topolog-
ically of finite type.
Remark 2.8. Let f : (A,A+)→ (B,B+) be a morphism of Huber pairs.
i) If A is a Tate ring and B is complete, then f is strictly topologically
of finite type if and only if f is topologically of finite type (cf. [We1]
Proposition 6.36).
ii) As we will see later, this assertion implies that (A,A+) is of topo-
logically finite type over k if and only if there exists a surjective and
continuous k-algebra homomorphism k〈X1, ...,Xn〉 → A and A+ = Ao
(cf. 4.2). This observation is important since it provides an equality
between the fundamental algebraic objects in the theory of strictly k-
analytic Berkovich spaces and the theory of adic spaces that are locally
of finite type over k.
2.2 The adic spectrum of a Huber pair
In this section we associate a certain topological space X = Spa(A,A+) to a
given Huber pair (A,A+). X will consist of equivalence classes of valuations
of A and the elements of A will be considered as functions on X, which are
bounded with respect to A+. Beginning with the construction of such space,
we will state important properties afterwards and give a short example at
the end.
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Definition 2.9. Let A be a topological ring. A valuation of A is a map
|·| : A → Γ ∪ {0}, where Γ is a (multiplicatively written) totally ordered
group such that we have
i) |f + g| ≤ max{|f | , |g|},
ii) |fg| = |f | |g| and
iii) |0| = 0 and |1| = 1
for all f, g ∈ A. If x is a valuation of A and f ∈ A, we sometimes write
|f(x)| instead of x(f) to stress the interpretation of f as a function on the
’space of valuations of A’. This will be made more precise in the following.
Definition 2.10. Let v : A→ Γ ∪ {0} be a valuation of a topological ring
A.
i) v is said to be continuous if for all γ ∈ Γ the set {f ∈ A | v(f) < γ} is
open in A.
ii) The support of v is defined as supp(v) := {a ∈ A | v(a) = 0}.
iii) The value group of v is the subgroup Γv of Γ generated by v(A)∩Γ. If
we consider a valuation v as above and it is not stated differently, we
will always assume Γ to be the valuation group of v.
iv) For a second valuation v′ : A → Γ′ ∪ {0} we say that v and v′ are
equivalent if for all f, g ∈ A one has v(f) ≤ v(g) ⇔ v′(f) ≤ v′(g).
In this case we write v ∼ v′. Equivalently v ∼ v′ if there exists an
isomorphism of ordered monoids f : Γ ∪ {0} → Γ′ ∪ {0} such that
f ◦ v = v′.
Note that equivalent valuations have the same support.
v) The rank of v is defined as the rank of its value group Γv which is
the cardinality of convex subgroups of Γv that are not equal to {1}.
(Remember that for a totally ordered group G a subgroup H of G is
called convex if for all g ∈ G and g ∈ H with h ≤ g ≤ 1 we already
have g ∈ H.) Note that equivalent valuations are of the same rank.
vi) The v-topology on A (by abuse of notation we identify A with its
underlying ring without any topology) is the ring topology on A such
that a fundamental system of open neighbourhoods of 0 ∈ A is given
by ({a ∈ A | v(a) < γ})γ∈Γ (cf. [We1] Proposition 5.39). This means
that v is continuous if and only if id : A → A′ is continuous where A′
is A endowed with the v-topology. Moreover the obtained topology on
A does not change if we pass to an equivalent valuation.
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Remark 2.11. Let v : A→ Γ∪{0} be a valuation of a topological ring A. In
this case we have the field κ(v) := Frac(A/ supp(v)) since supp(v) is a prime
ideal in A. There exists a unique extension as a valuation v˜ of v to κ(v) and
the valuation groups coincide. In particular v˜ and v are of the same rank.
We also define the valuation ring of v in κ(v) as Av := {a ∈ κ(v) | v˜(a) ≤ 1}.
Note that Av is open with respect to the v˜-topology on κ(v). Here the whole
construction does not change if we pass to an equivalent valuation.
Definition 2.12. Let (A,A+) be a Huber pair.
i) Spa(A,A+) denotes the adic spectrum of (A,A+) and is defined as
Spa(A,A+) :=
{
|·| valuation on A ;
|·| is continuous and
|f | ≤ 1 for all f ∈ A+
}
/ ∼ .
ii) We endow Spa(A,A+) with the topology generated by subsets of the
form
{x ∈ Spa(A,A+) | |f(x)| ≤ |g(x)|}
where f, g ∈ A.
Now we briefly come back to the notion generizations which we intro-
duced in the first section.
Definition 2.13. Let (A,A+) be a Huber pair and X = Spa(A,A+)
the associated adic spectrum. For x and x′ ∈ X such that x′ ∈ {x} and
supp(x) = supp(x′) we say that x is a vertical generization of x′.
Remark 2.14. Let (A,A+) be a Huber pair and X = Spa(A,A+) the
associated adic spectrum.
i) In general not all generizations that appear in X are vertical. However,
one can show that this is the case if X is analytic (cf. 2.33). Since all
adic spaces associated to Berkovich spaces have this property, vertical
generizations play a central role in our discussion.
ii) If x, x′ ∈ X such that x′ is non-trivial and a vertical generization of
x, then x and x′ induce the same topology on κ(x) = κ(x′) (cf. [We1]
Proposition 5.45).
iii) Let x ∈ X. Note that the vertical generizations of x are in bijection
with the convex subgroups of the value group of x (cf. [We1] Remark
4.12) which are totally ordered by inclusion. Therefore if x only allows
vertical generizations in X, the set of all generizations of x is totally
ordered.
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The last observation shows that adic spectra of certain Huber pairs are
valuative spaces which will be introduced in §5.
The following theorem contains some of the most important properties
for adic spectra. In particular, it establishes the importance of so called
rational subsets which play a central role when we endow the adic spectrum
of a Huber pair with a structure sheaf.
Theorem 2.15. Let (A,A+) be a Huber pair. Then X := Spa(A,A+) is a
spectral (and in particular coherent) space. Moreover, the sets
X
(
T
s
)
:= {x ∈ Spa(A,A+) | |t(x)| ≤ |s(x)| 6= 0 for all t ∈ T},
where s ∈ A and T ⊆ A is a finite subset such that T · A is an open ideal
of A, form a basis of quasi-compact subsets of X that is stable under finite
intersections.
Proof. [Hu2] Theorem 3.5.
Subsets of the particular form in the theorem above are called rational.
Remark 2.16. Each morphism of Huber pairs ϕ : (A,A+) → (B,B+)
induces a continuous map Spa(ϕ) : Spa(B,B+)→ Spa(A,A+) by x 7→ x◦ϕ.
One can show that there is a homeomorphism between the adic spec-
trum of a Huber pair (A,A+) and the adic spectrum of its completion
(Aˆ, Aˆ+). This map induces a correspondence of rational subsets of the re-
spective spectra (cf. [Hu2] Proposition 3.9). Later we will endow an adic
spectrum Spa(A,A+) with a pre-sheaf of complete topological rings which is
initially defined on the collection of rational subsets of Spa(A,A+). Hence we
will also get an isomorphism in the right category of ringed spaces between
Spa(A,A+) and Spa(Aˆ, Aˆ+). So in the following we can and will assume any
Huber pair to be complete.
The following easy example of an adic spectrum will play an important
role when we consider adic spectra of k-algebras:
Example 2.17. Spa(k, ko) consists of a single point, namely the one cor-
responding to the fixed non-archimedean rank 1 valuation |·| on k. We will
provide the arguments for this claim within the next lines. It is clear that the
equivalence class of |·| is an element of Spa(k, ko). Now assume that there is a
continuous valuation v : k → Γ∪{0} such that ko ⊆ Av := {a ∈ k | v(a) ≤ 1}
(so Av denotes the valuation ring associated to v). In this case Av is a ko-
subalgebra of k. If ko = Av, then v is equivalent to |·|. So assume that there
is c ∈ Av such that |c| > 1. Let a ∈ k be arbitrary. Then there is an n ∈ N
with |ac−n| ≤ 1 and hence a = ac−ncn ∈ ko[c] ⊆ Av. So we have Av = k
and therefore v is trivial. Since v is continuous, {0} = {b ∈ k | v(b) < 1} is
open in k. But this is false and hence we get a contradiction to ko ( Av.
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Therefore for any Huber pair (A,A+) we have a map Spa(A,A+)→ Spa(k, ko)
which is continuous. It will have a special meaning if A is a k-algebra, since
(as we will explain later in the discussion) in this case it corresponds to the
map k → A.
2.3 Localization constructions in Spa(A,A+)
Our next goal is to provide the adic spectrum X of a Huber pair (A,A+)
with a particular structure sheaf of complete topological rings. The strategy
is to find certain Huber pairs such that their spectra can be identified with
rational subsets of X. Similarly to the theory of affine prime schemes, this
will be achieved by a certain localization construction which is introduced
in this subsection.
Construction 2.18. (Localization) Let A be a Huber ring with pair of
definition (A0, I). Choose s ∈ A and ∅ 6= T = {t1, .., tn} ⊆ A such that the
ideal in A generated by T is open. Set D := A0[
t1
s , ...,
tn
s ] ⊆ As = A[s
−1]
and endow As with the ring topology such that (In ·D)n≥1 is a fundamental
system of open neighbourhoods of 0. Let As endowed with this particular
topology be denoted by A(Ts ). Note that this is a Huber ring with pair of
definition (D, I ·D). Its completion, which again is a Huber ring, is denoted
by A〈Ts 〉. The ring homomorphism ρ : A→ A〈
T
s 〉 is continuous and has the
following universal property:
Let ϕ : A→ B be a morphism of complete Huber rings, such that ϕ(s) ∈ B×
and ϕ(t)ϕ(s) ∈ B
o for all t ∈ T . Then there exists a unique morphism of
complete Huber rings π : A〈Ts 〉 → B such that π ◦ ρ = ϕ. Note that
A〈Ts 〉
∼= A〈X〉T /(1 − sX) since both rings have the same universal property.
Let (A,A+) be a Huber pair and let A(Ts )
+ denote the integral closure of
A+[ t1s , ...,
tn
s ] in A(
T
s ). Then (A(
T
s ), A(
T
s )
+) is a Huber pair as well as its
completion A〈Ts 〉 := (A〈
T
s 〉, A〈
T
s 〉
+). The latter is universal for morphisms
of complete Huber pairs ϕ : (A,A+) → (B,B+) such that ϕ(s) ∈ B× and
ϕ(t)
ϕ(s) ∈ B
+ for all t ∈ T .
Note that the obtained morphism of Huber pairs A→ A〈Ts 〉 is topologically
of finite type.
The following lemma provides some important consequences of the con-
struction above. In particular, it shows that rational subsets of adic spectra
can be described by adic spectra of Huber pairs which we constructed above.
Lemma 2.19. Let ϕ := Spa(ρ) : Spa(A〈Ts 〉, A〈
T
s 〉
+)→ Spa(A,A+) = X be
as above.
i) ϕ is an open topological immersion with image U := X(Ts ) ,
ii) ϕ is universal for continuous ring homomorphisms ϕ : A → B (where
B is a complete Huber ring) such that Spa(ϕ) factor through U ,
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iii) ϕ induces a bijection between the rational subsets of Spa(A〈Ts 〉, A〈
T
s 〉
+)
and the rational subsets of X that are contained in X(Ts ).
Proof. [Hu3] Proposition 1.3 and Lemma 1.5.
2.4 Affine adic spaces
In this section we want to make use of our previous observations to define
a pre-sheaf on Spa(A,A+). It is important to note that this pre-sheaf will
not always be a sheaf. However, we also state a theorem that ensures this
property for all Huber pairs that are important for our later comparison
to Berkovich spaces. Note that as explained before, we assume all Huber
pairs to be complete. By abuse of notation, we sometimes do not distinguish
between an element of Spa(A,A+) and a representative of the equivalence
class.
Construction 2.20. Let (A,A+) be a Huber pair and let X = Spa(A,A+)
be the associated spectrum. For a rational subset U = X(Ts ) ⊆ Spa(A,A
+)
we set OX(U) := A〈Ts 〉 and O
+
X(U) := A〈
T
s 〉
+. Using the universal property
of A〈Ts 〉 one shows that the assignments U 7→ OX(U) and U 7→ O
+
X(U)
provide well defined pre-sheaves of complete topological rings on the basis
of rational subsets of X, where
O+X(U) = {f ∈ OX(U) | |f(x)| ≤ 1 for all x ∈ U} (∗)
holds (cf. [Hu3] Proposition 1.6 (iv)). If OX is a sheaf (in this case we will
call (A,A+) a sheafy Huber pair) on the basis consisting of rational subsets
of X, then it can uniquely be extended to a sheaf of complete topological
rings on the topological space Spa(A,A+) using the usual limes construction.
In this case, due to (∗), O+X is also a sheaf of complete topological rings on
Spa(A,A+).
Let x ∈ X. As usual the stalk of x in X is defined by
OX,x := colim
U∋x open
OX(U) = colim
U∋x rational
OX(U).
Note that the colimes is taken in the category of rings and hence there is a
priori no topology on OX,x. Let U be a rational subset of X with x ∈ U .
Then by 2.19 we can uniquely extend x to a valuation of OX(U) and by the
universal property of OX,x we get a valuation vx of OX,x. One shows that
OX,x is a local ring with maximal ideal supp(vx).
One might ask if every Huber pair is sheafy and if not what are important
examples of sheafy Huber pairs. The first question has to be denied (cf.
[BV] §4) but the following theorem provides a list of sufficient properties for
a Huber pair to be sheafy.
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Theorem 2.21. Let (A,A+) be a Huber pair. If (A,A+) satisfies at least
one of the following properties, it is sheafy:
i) A has a noetherian ring of definition;
ii) A is a Tate ring and A〈X1, ...,Xn〉 is noetherian for all n ∈ N;
iii) A has the discrete topology.
Proof. [Hu3] Theorem 2.2 and [We1] Theorem 8.27.
Remark 2.22. A Tate ring which satisfies condition ii) of the theorem
above is called strongly noetherian. One can show that every Tate ring that
is topologically of finite type over a strongly noetherian Tate ring is strongly
noetherian as well (cf. [We1] Remark 6.39). Since k is a strongly noetherian
Tate ring (cf. [BGR] 5.2.6 Theorem 1), any Huber ring that is topologically
of finite type over k is strongly noetherian. Consequently, any Huber pair
that is topologically of finite type over k is sheafy by the theorem above.
2.5 Adic spaces
In this section we globalize our previous construction of adic spectra to cer-
tain locally ringed spaces. Those spaces are abstract triples which locally
look like adic spectra of sheafy Huber pairs.
Definition 2.23. The category V is defined as follows:
An object of V is a triple (X,OX , (vx)x∈X) consisting of the following data:
i) A topological space X,
ii) a sheaf of complete topological rings on X such that the stalk OX,x is
a local ring for all x ∈ X,
iii) for each x ∈ X an equivalence class of valuations on OX,x denoted by
vx such that the support of vx is the maximal ideal of OX,x.
A morphism (X,OX , (vx)x∈X)→ (Y,OY , (vy)y∈Y ) in V is a pair (f, f b) con-
sisting of
i) a continuous map f : X → Y ,
ii) a morphism of sheaves of complete topological rings f b : OY → f∗OX
such that vf(x) = vx ◦ f
b
x for all x ∈ X.
Remark 2.24.
i) Note that the definition of morphisms in V implies that the induced
maps on the stalks f bx are local morphisms of local rings.
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ii) Let (A,A+) be a sheafy Huber pair. Then
X := Spa(A,A+) := (X,OX , (vx)x∈X)
defined as in (2.20) is an object in V.
Definition 2.25. An adic space is an object of V that is locally isomorphic
to Spa(A,A+) for sheafy Huber pairs (A,A+). The category of adic spaces
is the full subcategory of V whose objects are adic spaces. In turn the full
subcategory of the category of adic spaces, whose objects are isomorphic to
Spa(A,A+) for some sheafy Huber pair (A,A+), is by definition the category
of affinoid adic spaces.
Remark 2.26. We obtain a functor Spa from the category of sheafy Huber
pairs to the category of affinoid adic spaces by ϕ : (A,A+) 7→ Spa(A,A+).
Which sends a morphism of Huber pairs (A,A+) → (B,B+) to the pair
(f, f b) where f is induced by composition with ϕ and f b is obtained the
universal property of Huber pairs associated to rational subsets.
The following theorem is important for our following discussion since it
shows that all information of an affinoid adic space is already contained in
its associated Huber pair and vice versa.
Theorem 2.27. Let X be an adic space and (A,A+) a complete sheafy Huber
pair whose associated affinoid adic space Spa(A,A+) is denoted by Y . Then
we have a bijection
Homadic spaces(X,Y )→ Hom((A,A
+), (OX (X),OX (X)
+))
(f, f b) 7→ f bY .
The morphisms on the right hand side are continuous ring homomorphisms
ϕ : A → OX(X) such that ϕ(A+) ⊆ OX(X)+. In particular the functor
(A,A+) 7→ Spa(A,A+) from the category of complete sheafy Huber pairs to
the category of affinoid adic spaces is an equivalence of categories.
Proof. [We1] Proposition 8.25.
2.6 Adic spaces locally of finite type over k
This subsection provides a notion of adic spaces which satisfy certain finite-
ness conditions over k. In particular, all adic spaces we want to associate to
certain Berkovich spaces will have this property.
Definition 2.28.
i) Let f : X → Y be a morphism of adic spaces. f is called locally of
finite type if for every x ∈ X there is an open affinoid neighbourhood
U = Spa(B,B+) of x and an open affinoid subspace V = Spa(A,A+)
of Y with f(U) ⊆ V such that the induced morphism of Huber pairs
(A,A+)→ (B,B+) is topologically of finite type.
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ii) An adic space X is said to be locally of finite type over k if the trivially
given continuous map X → Spa(k, ko) is a morphism of adic spaces
that is locally of finite type over k.
Proposition 2.29. Let ϕ : A→ B and ψ : B → C be morphisms of Huber
pairs, then the following assertions hold:
i) If ϕ and ψ are topologically of finite type, then its composition ψ ◦ϕ is
locally of finite type.
ii) If ψ ◦ ϕ is topologically of finite type, then ψ is locally of finite type.
Proof. [Hu3] Lemma 3.5. iv).
Proposition 2.30. Let f : X → Y be a morphism of adic spaces that is
locally of finite type. Let U ⊆ X and V ⊆ Y be open subsets such that
f(U) ⊆ V . Then the morphism of adic spaces U → V obtained by the
restriction of f is locally of finite type.
Proof. Let x ∈ U be arbitrary. By hypothesis we have an open affinoid
neighbourhood U ′ = Spa(B′, B′+) of x in X and an affinoid open subset
V ′ = Spa(A′, A′+) of Y such that f(U ′) ⊆ V ′ and the induced morphism
of Huber pairs g : (A′, A′+) → (B′, B′+) is topologically of finite type. We
choose a rational subset R(Ts ) of Y such that f(x) ∈ R(
T
s ) ⊆ V ∩ V
′ and
a rational subset R(Mr ) of X such that x ∈ R(
M
r ) ⊆ f
−1(R(Ts ) ∩ U
′ ∩ U).
So we have f(R(Mr )) ⊆ R(
T
s ) and the rational sets are rational subsets of
(A′, A′+) and (B′, B′+) respectively. Hence we have a commutative diagram
A′
g //
i

B′
j

A′〈Ts 〉
l // B′〈Mr 〉
where i and j are topologically of finite type and so is g. Hence j ◦ g is
topologically of finite type by 2.29 i) and hence l is topologically of finite
type by 2.29 ii). This shows the claim.
Proposition 2.31. Let f : X → Y be a morphism of adic spaces that is
locally of finite type. Let U = Spa(B,B+) ⊆ X and V = Spa(A,A+) ⊆ Y
be open affinoid subspaces with f(U) ⊆ V . Then the induced homomorphism
of Huber pairs (A,A+)→ (B,B+) is topologically of finite type.
Proof. By 2.30 we can assume that X and Y are affinoid. But in this case
the result is known from [Hu1] Proposition 3.8.15.
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Remark 2.32. Let X be an adic space that is locally of finite type over
k and let U = Spa(A,A+) be an open affinoid subset. By 2.31 the induced
morphism of Huber pairs (k, ko)→ (A,A+) is topologically of finite type. In
particular if X is affinoid, then X = Spa(A,A+) for a Huber pair (A,A+)
that is topologically of finite type over k.
2.7 Analytic adic spaces
As we will see in the next sections, it is necessary that there are topologically
nilpotent units in a ring to be able to do analytic calculation. Therefore the
definition of analytic adic spaces is straightforward.
Definition 2.33. Let X be an adic space.
i) An element x ∈ X is said to be analytic if there exists an open neigh-
bourhood x ∈ U such that OX(U) contains a topologically nilpotent
unit.
ii) X is said to be analytic if every point of X is analytic.
Example 2.34.
i) Let A := k〈T1, ..., Tn〉 be a Tate algebra. Then Spa(A,Ao) is an ana-
lytic adic space, since A contains a topologically nilpotent unit.
ii) More generally, any adic space, that is locally of finite type over k, is
analytic.
The following properties of analytic adic spaces assure that we can con-
sider such spaces a valuative spaces which are introduced in §5.
Proposition 2.35. Let f : X → Y be a morphism between analytic adic
spaces.
i) For x ∈ X all generizations of x in X are vertical and in particular
the set Gx of generizations of x is totally ordered;
ii) A point x ∈ X is a maximal point if and only if the valuation vx has
rank 1;
iii) If x ∈ X is a maximal point, then f(x) is a maximal point of Y .
Proof. [Hu4] Lemma 1.1.10.
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3 Berkovich spaces
We also recall the basic definitions in the theory of k-analytic Berkovich
spaces. Note that the general Berkovich theory also permits such cases in
which the fixed valuation on k is trivial. Since we want to compare Berkovich
spaces with adic spaces, we restrict ourselves to the non-trivially valued case.
We omit most of the proofs and follow papers and summaries by Berkovich
[Be1], [Be2], [Be3], Temkin [Te1] and Conrad [Co1].
3.1 The Berkovich spectrum of a Banach ring
Definition 3.1. Let A be a ring.
i) A seminorm on A is a map ‖·‖ : A → R≥0 such that the following
properties are satisfied for all f, g ∈ A:
(a) ‖0‖ = 0;
(b) ‖fg‖ ≤ ‖f‖ ‖g‖;
(c) ‖f + g‖ ≤ ‖f‖+ ‖g‖.
ii) A seminorm ‖·‖ on A is said to be a Banach norm if ‖f‖ 6= 0 whenever
f 6= 0.
iii) A seminorm ‖·‖ on A is called multiplicative if ‖fg‖ = ‖f‖ ‖g‖ for all
f, g ∈ A.
iv) A Banach ring is a ring A endowed with a Banach norm ‖·‖ such that
the induced topology is complete.
v) A k-Banach algebra is a Banach ring endowed with the structure of a
k-algebra such that ‖af‖ = |a| ‖f‖ for all a ∈ k and f ∈ A.
Remark 3.2. Note that for every multiplicative seminorm ‖·‖ on a k-algebra
A which is compatible with the valuation on k, the usual triangle inequality
implies the non-archimedean triangle inequality. Indeed, for f, g ∈ A with
‖f‖ ≤ ‖g‖ and n ∈ N we have:
‖f + g‖n = ‖(f + g)n‖ ≤
n∑
j=0
∣∣∣∣
(
n
k
)∣∣∣∣ ‖f‖k ‖g‖n−k ≤ (n+ 1) ‖g‖n .
The result follows by taking the n-th root of this inequality and let n go to
infinity.
Definition 3.3. Let (A, ‖·‖) be a Banach ring. The Berkovich spectrum of
A, denoted by M(A), is defined as the set of all bounded, multiplicative
seminorms on A, i.e. the set of all multiplicative seminorms |·|x : A → R
≥0
such that there exists a bounding constant C > 0 with |f |x ≤ C ‖f‖ for all
f ∈ A. We endowM(A) with the weakest topology such that the evaluation
maps evf :M(A)→ R≥0, |·|x 7→ |f |x are continuous for all f ∈ A.
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Theorem 3.4. For a non-trivial Banach ring A, the topological space M(A)
is non-empty, compact and Hausdorff.
Proof. [Be2] Theorem 1.2.1
Remark 3.5. Let (A, ‖·‖) be a Banach ring.
i) Note that if we endow A with an equivalent norm, the space M(A)
does not change since equivalent norms are respectively bounded by
constants.
ii) We want to consider the elements of A as functions onM(A) hence for
|·|x ∈ M(A) and f ∈ A we write |f(x)| for |f |x. Note that any bounded
homomorphism of Banach rings ϕ : B → A induces a continuous map
between the respective Berkovich spectra M(ϕ) :M(A)→M(B) via
|·|x 7→ |·|x ◦ ϕ.
iii) Let |·|x be in M(A) then |f |x ≤ ‖f‖ for all f ∈ A, i.e. the bounding
constant in the definition above can always be chosen to be 1. Indeed,
assume that 1 is not a bounding constant of |·|x with respect to ‖·‖.
Then we can find an f ∈ A and d > 1 with |f |x = d ‖f‖. But then
|·|x is not bounded at all, since for an arbitrary C > 0, there exists an
n ∈ N with dn > C and hence |fn|x = |f |
n
x = d
n ‖f‖n > C ‖fn‖.
iv) Note that if A is a k-Banach algebra with norm ‖·‖ such that ‖1‖ = 1
then all elements of M(A) extend the given valuation |·| of k. Indeed:
For |·|x ∈ M(A) and 0 6= a ∈ k we have |a · 1|x ≤ ‖a · 1‖ = |a|.
Multiplying this inequality by |a|−1 ·
∣∣a−1 · 1∣∣
x
we get
∣∣a−1∣∣ ≤ ∣∣a−1 · 1∣∣
x
.
But the first inequality also holds for a−1 and hence
∣∣a−1∣∣ = ∣∣a−1∣∣
x
,
or equivalently |a| = |a|x.
The following lemma provides a different description of the topology of
the Berkovich spectrum of a k-Banach algebra. Although in the Berkovich
theory it is more important to work with non-strict inequalities defining
rational domains (cf. 3.18), this result is important to compare the topologies
of affinoid adic and affinoid Berkovich spaces (cf. 4.9).
Lemma 3.6. Let A be a k-Banach algebra. A subbasis of the topology of
M(A) is given by sets of the form Uf,g := {x ∈ M(A) | |f(x)| < |g(x)|}
where f, g ∈ A.
Proof. At first note that Uf,g is open for all f, g ∈ A, since we have
Uf,g =
⋃
α∈R
(ev−1f ([0, α)) ∩ (M(A) \ ev
−1
g ([0, α])).
Now let a < b ∈ R≥0, f ∈ A be arbitrary and V := ev−1f ((a, b)). Let
z ∈ V , i.e. a < |f(x)| < b. Since
√
|k×| is dense in R≥0 we can find
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n,m ∈ N and c1, c2 ∈ k such that a < n
√
|c1| < |f(z)| <
m
√
|c2| < b. Then
W := Ucm1 ,fn+m ∩Ufn+m,cn2 is an open neighbourhood of z which is contained
in V .
3.2 k-affinoid algebras and k-affinoid spaces
In this subsection, we introduce the fundamental algebraic objects for the
theory of Berkovich spaces.
Definition 3.7. Let A be a k-Banach algebra with Banach norm ‖·‖A. For
r1, . . . , rn > 0 the set
A{r−11 T1, ..., r
−1
n Tn} :={
f =
∑
ν∈Nn0
aνT
ν | aν ∈ A and ‖aν‖A · r
ν → 0 as |ν| → ∞
}
(|ν| denotes the multi-index norm of ν, i.e. |ν| = ν1+ ...+ νn) is a k-Banach
algebra with respect to the Banach norm∥∥∥∥∥∥
∑
ν∈Nn0
aνT
ν
∥∥∥∥∥∥ := maxν∈Nn0 ‖aν‖A · rν .
For brevity it is sometimes denoted by A{r−1T}. If we choose (A, ‖·‖A) to
be (k, |·|), it is called generalized Tate algebra.
Remark 3.8.
i) The Berkovich spectrum associated to a generalized Tate algebra is
considered as the n-dimensional Berkovich polydisc with radius (r1, ..., rn)
and therefore those polydiscs will be the fundamental building blocks
of k-analytic Berkovich spaces which we want to define in this section.
ii) In 2.5 we have defined a different generalization of a Tate algebra.
Note that if we choose (A, ‖·‖) = (k, |·|) in the definition above and
(r1, ..., rn) = (1, ..., 1), we have k{T1, ..., Tn} = k〈T1, ..., Tn〉. We will
use both notions respectively to stress if we are situated in the Berkovich
or in the adic setting.
Analogously to Banach spaces over C the following lemma states that a
linear map between k-Banach spaces is bounded if and only if it is continuous.
For the convenience of the reader we recall the proof which is nearly verbatim
to the classic case.
Lemma 3.9. Let ϕ : (A, ‖·‖)→ (B, ‖·‖′) be a linear map of k-Banach spaces
(recall that a k-Banach space is a k-vector space, endowed with a k-vector
space norm; in particular, any k-Banach algebra is a k-Banach space). Then
ϕ is continuous if and only if it is bounded.
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Proof. It is clear that ϕ is continuous if it is bounded. So assume that ϕ is
not bounded. Let c ∈ k with |c| < 1 and N ≥ 1 a natural number such that
1
N+1 < |c| ≤
1
N . Since ϕ is not bounded, there exists a sequence (xn)n∈N in
A such that ‖ϕ(xn)‖
′ > |c|−n ‖xn‖ for all n ∈ N. Let 0 < ǫ < 1N+1 and let
U ′ := {x ∈ V ′ | ‖x‖′ < ǫ}. If we can show that there is no neighbourhood of
0 in the preimage of U ′ under ϕ we know that ϕ is not continuous and hence
we are done. So let δ > 0 be arbitrary and choose n ∈ N with |c|−n > 1δ . Now
choose l ∈ N minimal such that
∥∥clxn∥∥ < δ (this implies δN+1 ≤ ∥∥clxn∥∥).
We have∥∥∥ϕ(clxn)∥∥∥′ = |c|l ‖ϕ(xn)‖′ > |c|l |c|−n ‖xn‖ > 1
δ
δ
1
N + 1
> ǫ.
Therefore clxn is not an element of ϕ−1(U ′) and ϕ is not continuous.
The k-algebras defined in the following are the central algebraic objects
in the theory of k-analytic Berkovich spaces.
Definition 3.10. A k-affinoid algebra is a k-Banach algebra (A, ‖·‖) such
that there is a surjective k-algebra homomorphism π : k{r−11 T1, ..., r
−1
n Tn} →
A for some generalized Tate algebra k{r−11 T1, ..., r
−1
n Tn}. A is said to be
strictly k-affinoid if (r1, ..., rn) can be chosen to be (1, ..., 1).
Remark 3.11. In the general Berkovich theory, where one permits a triv-
ially valued k, one requires the k-algebra homomorphism π in the definition
above to be admissible. This means that π induces an isomorphism of Banach
spaces k{r−11 T1, ..., r
−1
n Tn}/ ker(π) → A, where k{r
−1
1 T1, ..., r
−1
n Tn}/ ker(π)
is endowed with the quotient norm. We can omit this demand by the Open
Mapping Theorem for such spaces, which ensures that any such morphism
is admissible.
We will later see that there is a one-to-one correspondence between
strictly k-affinoid algebras and Huber pairs that are topologically of finite
type over k. From this observation we will deduce that certain Berkovich
spaces associated to strictly k-affinoid algebras can be associated to partic-
ular adic spaces that are locally of finite type over k.
Remark 3.12. For a k-affinoid algebra A we do not explicitly name its
norm since the Berkovich spectrum of A is invariant under passing to an
equivalent norm. By a norm on A we mean a k-algebra norm that is in
the equivalence class of the residue norm induced by a representation (which
all are equivalent). For a norm on A given by the residue norm ‖·‖ of a
representation k{r−11 T1, ..., r
−1
n Tn} → A, we have ‖1‖ = 1. Hence we know
that all elements of M(A) extend the valuation on k (cf. 3.5 iv)).
Remark 3.13. Let A be a k-affinoid algebra and ‖·‖ a norm on A.
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i) A subset B ⊆ A is bounded with respect to the usual definition of
boundedness for normed spaces if and only if it is bounded with respect
to definition 2.1 iii). (For this remark differing from our fixed notation,
we assume the product of two sets to be as in 2.1 iii).) Indeed, if there
is a real number r > 0 such that ‖x‖ < r for all x ∈ B, we have
B · Bǫ 1
r
⊆ Bǫ for all ǫ ∈ R≥0 (Ba denotes the open ball with center 0
and radius a with respect to ‖·‖). Conversely, assume that B is not
bounded with respect to ‖·‖. Consider an arbitrary r > 0. Let ǫ > 0
be arbitrary as well. Choose c ∈ k× such that |c| < ǫ and x ∈ B with
‖x‖ > r|c| . Then we have ‖c · x‖ = |c| ‖x‖ > r. This means B ·Bǫ * Br
for all ǫ > 0 and hence B is not bounded with respect to definition 2.1
iii).
ii) Let ϕ : A→ B be a bounded map of k-affinoid algebras. Then ϕ maps
bounded sets to bounded sets and in particular we have ϕ(Ao) ⊆ Bo.
Definition 3.14. A k-affinoid space X is the Berkovich spectrum of some
k-affinoid algebra A, i.e. X = M(A). A morphism of k-affinoid spaces is
a map M(B) →M(A) induced by a bounded homomorphism of k-Banach
algebras A → B (cf. 3.5 i)). In other words, the category of k-affinoid
spaces, which we denote by k-Aff , is by definition the category dual to
the category of k-affinoid algebras with bounded homomorphisms. We also
define the category of strictly k-analytic spaces to be the full sub category
of k-Aff whose objects are the k-affinoid spaces corresponding to strictly
k-affinoid algebras.
k-affinoid spaces are the local objects in Berkovich’s theory which are
glued together to create general analytic Berkovich spaces.
3.3 Affinoid domains
In this subsection we focus on certain closed subsets of k-affinoid spaces
which itself can be regarded as spectra of k-affinoid algebras.
In this section we fix a k-affinoid space X =M(A).
Definition 3.15.
i) An affinoid domain in X is a closed subset V ⊆ X with a morphism
of k-affinoid spaces ϕ : M(AV ) → X with Im(ϕ) ⊆ V such that any
morphism of k-analytic spaces ψ : Y → X with image contained in V
factors uniquely through M(AV ).
ii) An affinoid domain V is said to be a strictly affinoid domain if the
k-affinoid algebra AV in the definition above can be chosen to be a
strictly k-affinoid algebra.
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iii) A morphism of k-affinoid spaces ϕ : Y → X is said to be an affinoid
domain embedding if it makes Im(ϕ) to an affinoid domain in X.
Theorem 3.16. Let X =M(A) be a k-affinoid space and V be an affinoid
domain in X. The morphism of k-affinoid spaces ϕV :M(AV )→ V ⊆ X is
a homeomorphism.
Proof. [Be2] Proposition 2.2.4.
Remark 3.17.
i) Let V be an affinoid domain in X. The universal property of M(AV )
shows that AV is unique up to a unique bounded isomorphism of k-
Banach algebras. Hence AV is well defined.
ii) In the original paper of Berkovich ([Be1]) and in the work of other
authors (e.g. Fujiwara and Kato in [FK]) affinoid domains are defined
to satisfy a stronger universal property, also including morphisms from
k′-affinoid spaces for a complete isometric extension k ⊆ k′. However,
it can be shown that this is equivalent to the definition given in this
paper (cf. 3.23).
A key role for the whole theory of k-analytic Berkovich spaces plays the
following notion of special affinoid domains:
Example 3.18.
i) Let g, f1, ..., fn ∈ A such that the ideal in A generated by those el-
ements is equal to A. Let p = (p1, ..., pn) be an n-tuple of positive
numbers. The set
V := X(p−1
f
g
) := {x ∈ X | |fi(x)| ≤ pi |g(x)| for all 1 ≤ i ≤ n}
is an affinoid domain in X which is represented by the homomorphism
A→ AV := A{p
−1 f
g
} := A{p−11 T1, ..., p
−1
n Tn}/(gTi − fi)i=1,...,n.
Affinoid domains of this type are called rational domains.
ii) Let B be a k′-affinoid algebra for some complete isometric extension
k ⊆ k′ and ϕ : A → B be a bounded homomorphism of k-algebras.
Let V be a rational domain in M(A). Then ϕ−1(V ) is a rational do-
main in M(B) which is defined by the same inequalities. For example
ϕ−1(V ) = {y ∈ M(B) | y(ϕ(fi)) ≤ pi · y(ϕ(g)) for all 1 ≤ i ≤ n} for
V given as above.
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iii) Note that rational domains even satisfy the stronger universal property
mentioned before: Let V ⊆ M(A) be a rational domain in M(B) be
a k′-affinoid space for some complete isometric extension k ⊆ k′ with
a morphism of k-Banach algebras A→ B such that the corresponding
morphism M(B) → M(A) factors through V . Then there exists a
unique morphism of k-Banach algebras AV → B that commutes with
the other maps involved (cf. [Be1] Remarks 2.2.2).
The following theorem shows the tremendous importance of rational do-
mains for the whole theory:
Theorem 3.19. (Gerritzen-Grauert theorem) Let X =M(A) be an affinoid
space and V ⊆M(A) be an affinoid domain in X. Then V is a finite union
of rational domains.
Proof. [Te2] §3.
3.4 Short excursion: stronger universal property for affinoid
domains
Most of the results in Berkovich’s theory presented above are generalizations
of Tate’s theory of rigid analytic spaces. For the latter, the fundamental
objects are Tate algebras which are precisely the strictly k-affinoid algebras
in Berkovich’s theory. One important way to reduce assertions about general
k-affinoid algebras to strictly k-affinoid algebras is given by the following
propositions. At the end we will show that affinoid domains in k-affinoid
spaces in fact satisfy a stronger universal property. Note that ⊗ˆ denotes the
completed tensor product (cf. [Be1] 1.1).
Proposition 3.20. Let A be a k-affinoid algebra. Then there exists a com-
plete non-archimedean field extension k ⊆ k′ such that Ak′ = A⊗ˆkk′ is a
strictly k′-affinoid algebra.
Proof. [Be1] §2.1.
Proposition 3.21. Let (k′, |·|′) be a complete isometric extension of k. Then
a sequence of bounded homomorphisms of k-Banach spaces
L→M → N
is exact and admissible (that means, consisting of admissible maps) if and
only if
L⊗ˆkk
′ →M⊗ˆkk
′ → N⊗ˆkk
′
is exact and admissible.
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Proof. [FK] Lemma C.1.3. For the case where k′ is given as in 3.20, see [Be1]
Proposition 2.1.2 ii).
With those assertions many problems about k-affinoid algebras can be
reduced to questions about strictly k-affinoid algebras. One example is the
following Berkovich version of Tate’s acyclicity Theorem.
Theorem 3.22. (Tate’s Aclicity Theorem) Let {Vi}i∈I be a finite affinoid
covering of a k-affinoid space X =M(A). For any finite Banach A-module
M the Čech complex is exact and admissible
0→M →
∏
i
M ⊗A AVi →
∏
i,j
M ⊗A AVi∩Vj → ...
Proof. [Be3] §1.2.
Note that we do not have to use the completed tensor product in the theorem
above, since we haveM⊗ˆAAVi ∼= M⊗AAVi andM⊗ˆAAVi∩Vj ∼= M⊗AAVi∩Vj
for all i, j (cf. [Be1] Proposition 2.1.10).
This result can be used to proof that affinoid domains of an affinoid space
own a stronger universal property than that defined in 3.15:
Proposition 3.23. Let X =M(A) be an affinoid space and V ⊆M(A) be
an affinoid domain in X. Then the universal property of M(AV )→M(A)
holds for all spectra of k′-affinoid algebras (where k′ is a complete isometric
extension of k) and not merely for k-affinoid spaces.
Proof. (cf. [Be1] Proposition 2.2.3 i)) Let k′ be a complete isometric exten-
sion of k, B a k′-affinoid algebra and ϕ :M(B)→M(A) with ϕ(M(B)) ⊆ V
a map induced by a bounded homomorphism of k-algebras A → B. By the
Gerritzen-Grauert theorem (3.19), we can find rational domains V1, ..., Vn in
M(A) that cover V . For i = 1, ..., n, we set Ui := ϕ−1(Vi) which is a rational
domain inM(B) (cf. 3.18). But since we know that rational domains satisfy
the stronger universal property (again cf. 3.18), we get bounded homomor-
phisms of k-algebras AVi → BUi and AVi∩Vj → BUi∩Vj for all i, j = 1, ..., n.
By Tate’s Theorem 3.22, we therefore have a commutative diagram
0 // AV //

∏
iAVi
//

∏
i,j AVi∩Vj

0 // B //
∏
iBUi
//
∏
i,j BUi∩Uj .
Since the horizontal lines are exact, we obtain a bounded k-algebra homo-
morphism AV → B as desired.
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Remark 3.24. Let ϕ : Y := M(B) → M(A) =: X be a morphism of
k-affinoid spaces and V ⊆ X be an affinoid domain in X. Then ϕ−1(V ) is
an affinoid domain in Y which is represented by the morphism of k-affinoid
algebras A→ B⊗ˆAAV (cf. [Be1] Remarks 2.2.2).
For example if U is an affinoid domain in X that is contained in the affinoid
domain V , then ψ−1(U) is an affinoid domain in M(AV ) (here ψ denotes
the morphism of k-affinoid spacesM(AV )→M(A)). Moreover, in this case
the respective k-affinoid spaces M(AU ) and M((AV )ψ−1(U)) are isomorphic
since they satisfy the same universal property. In particular, we get an
isomorphism of k-affinoid algebras AU ∼= (AV )ψ−1(U).
3.5 k-analytic Berkovich spaces
In this section we glue affinoid spaces together to obtain k-analytic Berkovich
spaces. Since this will be done via affinoid domain embeddings which are
closed topological embeddings the character of this process is different from
the procedure we used for general adic spaces.
Definition 3.25. Let X be a topological space and τ be a set of subsets of
X.
i) τ is said to be a quasi-net on X if for every x ∈ X there are finitely
many elements of τ such that their union is a neighbourhood of x and
x is contained in their intersection.
ii) τ is called a net on X if it is a quasi-net on X and for each U, V ∈ τ
the set τ |U∩V := {W ∈ τ | W ⊆ U ∩ V } is a quasi-net on U ∩ V .
Remark 3.26. For a topological space X with net τ we will consider τ as a
category in the natural way (morphisms are inclusion maps). Moreover, we
denote the canonical functor from τ to the category of topological spaces by
T .
Definition 3.27. Let X be a locally Hausdorff space and τ be a net on X
consisting of compact subsets. A k-affinoid atlas of X with net τ (denoted
by A) is given by:
i) A k-affinoid algebra AU and a homeomorphism U →M(AU ) for each
U ∈ τ ;
ii) For each pair U,U ′ ∈ τ with U ⊆ U ′ a bounded k-algebra homo-
morphism ρU
′
U : AU ′ → AU such that the corresponding morphism of
k-affinoid spacesM(AU )→M(AU ′) is an affinoid domain embedding.
These data should satisfy the following cocycle condition:
iii) For any triple U,U ′, U ′′ ∈ τ such that U ⊆ U ′ ⊆ U ′′ the equation
ρU
′′
U = ρ
U ′
U ◦ ρ
U ′′
U ′ holds.
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A k-analytic Berkovich space is a triple (X,A, τ) where X is a locally Haus-
dorff space, τ is a net on X that consists of compact subsets and A is a
k-affinoid atlas of X with net τ .
One can similarly define strictly k-analytic Berkovich spaces by running
through all definitions above replacing "k-affinoid" by "strictly k-affinoid".
The following definition provides a naive notion of morphisms between
k-affinoid Berkovich spaces. As we will see in the remark below, it is not
sufficient for the theory.
Definition 3.28. Let (X,A, τ) and (X ′,A′, τ ′) be k-analytic Berkovich
spaces. A strong morphism (X,A, τ)→ (X ′,A′, τ ′) consists of:
i) a continuous map ϕ : X → X ′ such that for each U ∈ τ there is an
U ′ ∈ τ ′ with ϕ(U) ⊆ U ′;
ii) a bounded k-algebra homomorphism φU/U ′ : A
′
U ′ → AU such that the
induced map M(AU ) → M(A′U ′) is identified with ϕ|U : U → U
′ via
M(AU ) ∼= U and M(A′U ′)
∼= U ′ for each pair (U,U ′) ∈ τ × τ ′ with
ϕ(U) ⊆ U ′.
Remark 3.29. LetX =M(A) be a k-affinoid space (resp. strictly k-affinoid
space). Choosing τ = {X} and defining a k-affinoid atlas A by X 7→ A, we
obtain a k-analytic space (resp. strictly k-analytic space) (X,A, τ). On the
other hand, we can also choose τ ′ to be the set containing all affinoid domains
(resp. strictly k-affinoid domains) of X and A′ to be the canonical k-affinoid
atlas (resp. strictly k-affinoid atlas) sending U ∈ τ ′ to AU where AU comes
from the definition of affinoid domains. So we obtain a further k-analytic
space (resp. strictly k-analytic space) (X,A′, τ ′) with ground space X.
Note that both spaces are completely determined by A, and hence they
contain the same amount of information although (X,A′, τ ′) seems to be
finer in a certain sense. Since we do not want to distinguish between analytic
spaces that just differ by a certain refinement, we need a notion of morphisms
that respects this requirement.
Making this more precise, one defines a maximal k-analytic atlas (Â, τ̂)
for a k-analytic Berkovich space (X,A, τ) with the property that ( ̂̂A, ̂̂τ)
equals to (Â, τ̂ ). Morphisms in the category of k-analytic Berkovich spaces
will then be defined in such a way that the canonical strong morphism
(X,A, τ)→ (X, Â, τ̂) induces an isomorphism.
Remark 3.30. Let (X,A, τ) be a k-affinoid Berkovich space.
i) IfW is an affinoid domain in some U ∈ τ , then it is an affinoid domain
in any V ∈ τ that contains W . Indeed, by applying the universal
property of affinoid domains, this assertion is clear if X = M(A) is
k-affinoid space. For the general case see [Be3] Lemma 1.2.5.
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ii) We define τ to be the set of all W ′s from i). Then τ is a net on X and
there exists a unique extension of A to τ which we denote by A.
iii) Let ϕ : (X,A, τ) → (Y,A′, τ ′) be a strong morphism of k-analytic
Berkovich spaces. Then ϕ can uniquely be extended to a strong mor-
phism (X,A, τ)→ (Y,A′, τ ′) (cf. [Be3] Proposition 1.2.8)
iv) Let τ̂ be the set containing all compact Hausdorff subsets W ⊆ X such
that W admits a finite cover (Wi)i∈I with Wi ∈ τ for all i ∈ I and
such that the following properties are satisfied:
a) Wi ∩Wj ∈ τ and natural the map AWi⊗̂kAWj → AWi∩Wj is an
admissible surjection for all i, j ∈ I.
c) The k-Banach algebra Â{Wi}i∈I := ker(
∏
iAWi →
∏
i,j AWi∩Wj)
is k-affinoid and the obtained map of sets W → M(Â{Wi}) is a
homeomorphism .
One shows that (X, Â, τ̂ ) in fact gives a k-analytic Berkovich space (cf.
[Be3] Proposition 1.2.13). One also uses the definition above to endow X
with a Grothendieck topology and a structure sheaf which we will not do in
this work (for more details see [Be3] §1.3).
Now we finally approach the right definition of a morphism. Beginning
with the category of k-analytic Berkovich spaces and strong morphisms,
we will define a category of fractions where we localize with respect to the
following special strong morphisms:
Definition 3.31. A strong morphism (ϕ, (φU/U ′)) : (X,A, τ)→ (X
′,A′, τ ′)
of k-analytic spaces is said to be a quasi-isomorphism if ϕ is a homeomor-
phism and all φU/U ′ are affinoid domain embeddings.
Remark 3.32. Let (X,A, τ), (X,A′, τ ′) be k-analytic spaces such that τ is
a subset of τ ′ and A = A′|τ (i.e. AU = A′U for all U ∈ τ). Then the identity
X → X obviously induces a quasi-isomorphism (X,A, τ) → (X,A′, τ ′). In
particular (X,A, τ)→ (X, Â, τ̂ ) becomes a quasi-isomorphism, as desired.
Note that the system of quasi-isomorphisms admits calculus of fractions
in the category of k-analytic spaces with strong morphisms. Hence the fol-
lowing definition makes sense (cf. [Be3] Proposition 1.2.10).
Definition 3.33. The category of k-analytic Berkovich spaces is the quo-
tient category of the category of k-analytic spaces with strong morphisms
by the system of quasi-isomorphisms. I.e. a morphism of k-analytic spaces
(X,AX , τX) → (Y,AY , τY ) is given by the equivalence class of a diagram
(which we sometimes call a span)
(X,AX , τX)← (X
′,AX′ , τX′)→ (Y,AY , τY )
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such that the left arrow is a quasi-isomorphism and the right arrow is a
strong morphism.
The associated equivalence relation is defined as follows: Let a, a′, a′′ and b
be k-analytic Berkovich spaces and v : a → a′, w : a → a′′, f : a′ → b and
g : a′′ → b be strong morphisms such that v and w are quasi-isomorphisms.
a
v
←− a′
f
−→ b is equivalent to a
w
←− a′′
g
−→ b if there exists a k-analytic Berkovich
space a and strong morphisms s : a→ a′ and t : a→ a′′ such that f ◦s = g◦t
and v ◦ s = w ◦ t are quasi-isomorphism. This definition is illustrated by the
diagram
a′
v
~~⑦⑦
⑦⑦
⑦⑦
⑦⑦ f
  ❅
❅❅
❅❅
❅❅
❅
a a
s
OO
oo //
t

b
a′′.
w
``❆❆❆❆❆❆❆ g
>>⑦⑦⑦⑦⑦⑦⑦
We have the following definition of composition of morphisms: Given two
morphisms of k-analytic Berkovich spaces f : a→ b and g : b→ c represented
by a
v
←− a′
f
−→ b and b
u
←− b′
h
−→ c. Then there exist strong morphisms
of k-analytic Berkovich spaces z : d → a′ and k : d → b′ such that z
is a quasi-isomorphism and f ◦ z = u ◦ k (this holds since the system of
quasi-isomorphisms admits calculus of fractions). We define g ◦ f to be the
equivalence class of a
v◦z
←−− d
h◦k
−−→ c.
For more details on calculus of fractions and in particular arguments why
the notions above are well-defined, see [GZ] §2.
Remark 3.34. As hinted for objects of the category defined above, one
similarly defines the category of strictly k-analytic Berkovich spaces by using
only strictly k-affinoid spaces and strictly affinoid domains in those defini-
tions. It is not trivial that any morphism of k-analytic Berkovich spaces
f : X → Y between strictly k-affinoid Berkovich spaces is also a morphism
of strictly k-affinoid Berkovich spaces:
Given a realization of f , X ← X ′ → Y (where the left arrow is a quasi-
isomorphism and the right arrow is a strong morphism) it is a priori not
clear if the k-analytic space X ′ can be chosen to be strict.
This problem was solved by Temkin within the following theorem:
Theorem 3.35. The canonical inclusion functor from the category of strictly
k-analytic Berkovich spaces to the category of k-analytic Berkovich spaces is
fully faithful.
Proof. [Te3] Corollary 4.10.
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Remark 3.36. The theorem above also ensures that we can regard the cat-
egory of strictly k-analytic Berkovich spaces as a subcategory of the category
of k-analytic Berkovich spaces. So a k-analytic Berkovich space is said to be
strict if it is contained in the essential image of the inclusion functor.
4 The affine case
The main goal of this paper is to prove an equivalence of categories between
strictly k-analytic Berkovich spaces and taut adic spaces that are locally of
finite type over k. Hence a natural approach is to consider the affine objects
first and then go up to the global level. In the first paragraph of this section
we show that the notions of strictly k-affinoid algebras and Huber pairs
that are topologically of finite type over k essentially coincide and hence the
equivalence of categories in the affine case easily follows. However, it is not
obvious how this equivalence can be extended to the global level since the
respective glueing process differs significantly. Therefore it is necessary to
investigate the connection between the affine objects on a geometric level,
which will be done in the second subsection of this paragraph.
4.1 Equivalence of categories in the affine case
Remark 4.1. Let A be a strictly k-affinoid algebra and let c ∈ k be an
arbitrary topologically nilpotent unit. Then A can be considered as a Huber
ring with pair of definition (Ao, c ·Ao) and this construction does not depend
on the choice of c ∈ ko. As mentioned before one can always choose Ao as a
ring of integral elements of A to obtain a Huber pair (A,Ao). The following
propositions deal with this mapping A 7→ (A,Ao) and show that it induces
an equivalence of categories.
Lemma 4.2. Let A be a strictly k-affinoid algebra. Then there exists a
unique ring of integral elements A+ of A such that ko ⊆ A+ and such that
(A,A+) is topologically of finite type over k, namely A+ = Ao.
Proof. [Hu2] Lemma 4.4.
Proposition 4.3. We have a functor A 7→ (A,Ao) from the category of
strictly k-affinoid algebras with bounded morphisms to the category of com-
plete Huber pairs that are topologically of finite type over k and it is an
equivalence of categories.
Proof. A bounded homomorphism of strictly k-affinoid algebras ϕ : A→ B is
obviously continuous and maps power-bounded elements to power-bounded
elements by 3.13. On the other hand if we have a continuous morphism of
Huber pairs ϕ : (A,Ao) → (B,Bo) where A and B are strictly k-affinoid
algebras, then it is bounded by 3.9. Hence we have a fully faithful functor
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from the category of strictly k-affinoid algebras to the category of complete
Huber pairs, A 7→ (A,Ao). The uniqueness assertion of 4.2 and the fact that
the underlying Huber ring of a Huber pair that is locally of finite type over k
is a strictly k-affinoid algebra (cf. 2.8) ensures that the image of A 7→ (A,Ao)
precisely consists of those complete Huber pairs that are topologically of
finite type over k.
Proposition 4.4. The functor M(A) 7→ Spa(A,Ao) from the category of
strictly k-affinoid spaces to the category of affinoid adic spaces, that are lo-
cally of finite type over k, is an equivalence of categories.
Proof. The functor (A,A+) 7→ Spa(A,A+) from the category of complete
Huber pairs that are topologically of finite type over k to the category of
affinoid adic spaces induces a categorial equivalence onto the category of
affinoid adic spaces locally of finite type over k (cf. 2.27 and 2.31). Since
the category of strictly k-analytic spaces is by definition equivalent to the
category of strictly k-affinoid algebras, the claim follows from (4.3).
4.2 A continuous map Spa(A,Ao)→M(A)
The previous section provided an equivalence on the affine level of adic and
Berkovich spaces. Nevertheless, the equivalence on the global level is not
obvious since there is a significant difference in the glueing processes of the
respective settings. In both cases the rational subsets play a tremendous
role. Whereas rational subsets form an open basis of the topology of an
adic space, rational domains in k-analytic Berkovich spaces form fundamen-
tal systems of closed neighbourhoods for any point. Hence it is necessary
to take a closer look at the geometric spaces Spa(A,Ao) and M(A) and
their connections. More precisely, in this subsection we will construct a map
q : Spa(A,Ao) → M(A) which carries properties from the adic setting to
the Berkovich world and the other way around. In the following paragraph
(§5), we will focus on how this map can be generalized to the global level
and which information is transferred.
First we start with an easy lemma that will be applied various times in
this section:
Lemma 4.5. Let x : A → Γ ∪ {0} be a valuation on a ring A which is
endowed with the x-topology. Let f ∈ A.
i) If f is topologically nilpotent, then x(f) < 1;
ii) if x(f) ≤ 1, then f is power-bounded;
iii) if x is of rank 1 and x(f) < 1 then f is topologically nilpotent;
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iv) if x is of rank 1, A has a nilpotent unit (e.g. A is a field) and f is
power-bounded, then x(f) ≤ 1.
Proof. Let B := {fn | n ∈ N} and Uγ := {a ∈ A | x(a) < γ} for γ ∈ Γ.
i) Assume that f is topologically nilpotent and x(f) ≥ 1. Then x(fn) ≥ 1
for all n ∈ N. Hence B ∩ U1 = ∅ which is a contradiction.
ii) Let x(f) ≤ 1, then Uγ · B ⊆ Uγ for all γ ∈ Γ. Hence f is power-
bounded.
iii) Let x(f) < 1 and γ ∈ Γ arbitrary. Since there are no proper non-trivial
convex subgroups of Γ, there is an n ∈ N such that x(f)n < γ, which
means fn ∈ Uγ . So in this case we have A00 = {a ∈ A | x(a) < 1}.
iv) Assume that we are in the situation of iv) but x(f) > 1. Let γ ∈ Γ be
arbitrary and let ̟ be a topologically nilpotent unit in A. Then there
exists an n ∈ N such that x(̟)n < γ, that means ̟n ∈ Uγ . Now
choose k ∈ N with x(fk) > x(̟n). Then we have 1 < x(̟n)x(fk) and
in particular Uγ ·B * U1 for all γ ∈ Γ. But this is a contradiction since
we assumed that B is bounded. Therefore we conclude A0 = {a ∈
A | x(a) ≤ 1}.
In the following, we want to consider the Berkovich spectrum of a strictly
k-affinoid algebra A to be a subset of the adic spectrum of its associated
Huber pair (A,Ao). Therefore we have to clarify some details since the
definitions differ slightly.
Lemma 4.6. Let A be a strictly k-affinoid algebra and fix a norm ‖·‖ on A.
Let v : A→ R≥0 be a continuous valuation of A such that there exists c ∈ k×
with |c| < 1 and v(c) = |c|. Then v is bounded, i.e. there exists C > 0 such
that v(a) ≤ C · ‖a‖ for all a ∈ A.
Proof. For a ∈ A with ‖a‖ < 1, we have a ∈ Aoo and hence v(a) < 1 by 4.5.
So let a ∈ A be arbitrary and choose n ∈ N such that
|c|n ‖a‖ < 1 ≤ |c|n−1 ‖a‖ .
Then ‖cna‖ < 1 and hence v(cna) < 1. But then we get
v(a) < v(c)−n = |c|−n = |c|−1 |c|−n+1 ≤ |c|−1 ‖a‖ .
Hence v is bounded.
Lemma 4.7. Let Γ be a totally ordered group of rank 1. Let j, j′ : Γ→ R>0
be two injective morphisms of totally ordered groups. Then we have j′ = je
for a unique e > 0.
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Proof. Let γ0 ∈ Γ<1. Then there is a unique d > 0 such that j(γ0)d = j′(γ0).
By replacing j with jd we can therefore assume that j(γ0) = j′(γ0). Now
let γ ∈ Γ<1 be arbitrary. We show that j(γ) = j′(γ) by an approximation
argument, which implies the claim for all γ ∈ Γ since j and j′ are group
homomorphisms. Now let m ∈ N be arbitrary and choose n ∈ N0 (depending
on m) such that γn+10 ≤ γ
m ≤ γn0 . Note that such an n exists since Γ is of
rank 1 and hence the convex subgroup
∆ := {a ∈ Γ | ∃ l, r ∈ Z such that γl0 ≤ a ≤ γ
r
0}
has to be equal to Γ. We get j(γ0)
n+1
m ≤ j(γ), j′(γ) ≤ j(γ0)
n
m which leads
to n+1m ≤ logj(γ0) j(γ), logj′(γ0) j
′(γ) ≤ nm . Since j(γ0) = j
′(γ0), this finishes
the prove by taking m→∞.
Proposition 4.8. Let A be a strictly k-affinoid algebra with fixed norm ‖·‖
and let v : A→ Γ ∪ {0} be a representative of a rank 1 point of Spa(A,Ao).
Then there exists a unique element of M(A) that is equivalent to v (as a
valuation on A).
Proof. First note that all elements of M(A) are representatives of rank 1
points of Spa(A,Ao). Indeed they are continuous since they are bounded.
Moreover, as seen in 3.5 they extend the valuation on k and hence satisfy
the non-archimedean triangle inequality by 3.2. Finally since they are mul-
tiplicative and bounded they send power-bounded elements of Ao to [0, 1].
Choose an injective homomorphism of totally ordered groups j′ : Γ → R>0
(which exists since Γ has rank 1, cf. [We1] Proposition 1.14.) and a c ∈ k×
such that |c| < 1. Since c is topologically nilpotent, we have j′(v(c)) < 1 and
hence there is an e > 0 such that |c| = j′(v(c))e. We set j := (j′)e. j ◦v (and
any power of j composed with v) is obviously a multiplicative seminorm on
A. Moreover, it is bounded by 4.6 (which implies that |a| = j(v(a)) for all
a ∈ k by 3.12) and hence j˜ ◦ v is an element of M(A) which is equivalent to
v as a valuation (here j˜ denotes the extension of j to the monoid Γ ∪ {0}).
Assume that there is another element w : A→ R≥0 of M(A) that is equiva-
lent to v as a valuation (in particular w restricted to k is |·|). Let V ⊆ R>0
be the valuation group of j˜ ◦v and W ⊆ R>0 the valuation group of w. Then
we have a commutative diagram
A
w //
v

W
Γ
j
// V
f
OO
where f is an isomorphism of totally ordered groups. This means that f ◦ j
is an injective morphism of totally ordered groups as well and hence a power
of j by 4.7 but this implies f ◦ j = j since both maps coincide on elements
of Γ that come from k. So we have w = v ◦ j.
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Proposition 4.9. Let A be a strictly k-affinoid algebra. We have a well
defined continuous surjection q : Spa(A,Ao) → M(A) sending an element
of Spa(A,Ao) to the unique representative from 4.8 of its unique maximal
generization. Moreover, this map makes M(A) the maximal T1-quotient of
Spa(A,Ao) (that means that any continuous map from Spa(A,Ao) to a T1-
space factors uniquely through M(A)).
Proof. Set X := Spa(A,Ao). Since A contains a topologically nilpotent
unit, X is analytic in the sense of 2.33. Therefore for x ∈ X there exists at
most one maximal generization by 2.35 i). Such a generization always exists
since X is sober (cf. 5.2). By 2.35 ii) the maximal generizations in X are
precisely the rank 1 valuations. Hence by 4.8 we have a well defined map
q : X →M(A). q restricted to the rank 1 points of X provides a bijection.
Now we approach the continuity of q.
By 3.6 sets of the form Vf,g := {z ∈ M(A) | |f |z < |g|z}, where f, g ∈ A form
a subbasis of the topology of M(A). Fix f, g ∈ A and set V := Vf,g. So it is
enough to show that q−1(V ) is open in X. For x ∈ X let ηx ∈ X denote the
unique maximal generization of x. Then q−1(V ) = {x ∈ X | ηx(f) < ηx(g)}.
Choose c ∈ k such that 0 < |c| < 1. Let x0 ∈ q−1(V ) (in particular we have
ηx0(g) 6= 0) and consider the residue field κ := κ(x0) := Frac(A/ supp(x0))
(which is equal to κ(ηx0) since x0 and ηx0 have the same support). Let x˜0
and ˜ηx0 denote the unique extensions of x0 and of ηx0 to κ respectively.
Then the x˜0 and the ˜ηx0 topology on κ coincide (cf. 2.10 vi)). Let g(x0)
and f(x0) denote the respective images of f and g in κ. Then g(x0) 6= 0
since ˜ηx0(g(x)) = ηx0(g) 6= 0 and hence f(x)/g(x) is an element of κ. Since
ηx0 is a rank 1 valuation, ˜ηx0 is a rank 1 valuation of κ. Therefore from
˜ηx0(f(x)/g(x)) < 1 we get that f(x)/g(x) is topologically nilpotent for the
˜ηx0-topology by 4.5 iii) and hence it is also topologically nilpotent for the
x˜0-topology on κ. Let Ax˜0 ⊆ κ be the valuation ring of x˜0 which is open
(cf. 2.11). Then c · Ax˜ is an open neighbourhood of 0 in κ and hence
we can find n ∈ N such that (f(x)/g(x))n ∈ c · Ax˜0 . This means that
x˜0((1/c)(f(x)/g(x))
n) ≤ 1 and hence x0(f)n ≤ x0(c)x0(g)n in the valuation
group of x0. The set Ω := {x ∈ X | x(fn) ≤ x(cgn) 6= 0} is an open
neighbourhood of x0 in X that is contained in q−1(V ) and hence continuity
of q follows. Indeed, Ω is clearly open in X and contains x0 by construction.
So let x ∈ Ω. As above, since x(g) 6= 0, g(x), the image of g in κ(x) is not
zero and hence f(x)n/cg(x)n is an element of κ(x) which is power-bounded
with respect to the x˜ topology on κ(x) by 4.5 ii). Again it is also power-
bounded for the η˜x-topology on κ(x) and since η˜x is a rank 1 valuation, we
have η˜x(f(x)n/cg(x)n) ≤ 1 by 4.5 iv). Therefore ηx(f)n ≤ ηx(c)ηx(g)n in
the valuation group of x. But since |c| < 1 and ηx(c) has a representative
in M(A), we have ηx(c) < 1. So ηx(f) < ηx(g) follows and we conclude
Ω ⊆ q−1(V ) as desired.
Let f : X → Y be a continuous map from X to a T1-space Y . Let
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x, y ∈ X such that q(x) = q(y). We want to show f(x) = f(y) to get a
unique set theoretical map g : M(A) → Y such that f = g ◦ q. We can
assume that y = ηx is the unique maximal generization of x in X. But
since Y is a T1-space, f−1(f(ηx)) is a closed subset of X containing ηx,
hence f−1(f(ηx)) contains {ηx} which in turn contains x. Therefore we have
f(x) = f(ηx). Moreover, q is closed: Let V ⊆ X be a closed subset, then it
is quasi-compact by the quasi-compactness of X. Since q is continuous, q(V )
is quasi-compact in M(A) and therefore closed, since M(A) is Hausdorff.
q is closed and hence M(A) is endowed with the quotient topology of X
induced by q. Combined with what we said before, this means that M(A)
is a maximal T1-quotient of X.
Remark 4.10. Note that the natural section of q sending an element of
M(A) to its corresponding equivalence class in Spa(A,Ao) is not continuous
in general (cf. [Co2] Example 11.3.18).
5 Valuative spaces
At first we recall some basic definitions of topological spaces and introduce
valuative spaces following Fujiwara and Kato in [FK]. With the help of such
spaces one can study the topological properties of certain adic spaces and
their connections to Berkovich spaces.
5.1 Valuative spaces
Definition 5.1. A topological space X is said to be valuative if the following
conditions are satisfied:
i) X is locally coherent and sober;
ii) for every x ∈ X the partially ordered set of generizations of x, denoted
by Gx, is totally ordered.
Remark 5.2.
i) Using Zorn’s lemma, one can show that every point of a topological
space X is contained in an irreducible component. Hence any x ∈ X
admits a maximal generization. Indeed a maximal generization of a
point x ∈ X is given by the generic point of an irreducible component
containing x.
ii) Let X be a valuative space. Since Gx is totally ordered for all x ∈ X,
the maximal generization of x is unique which means that each x ∈ X
is contained in a unique irreducible component.
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iii) Any open subset U of a valuative space X again is a valuative space.
Moreover, the maximal points of such an open subset U of X are those
of X which are contained in U .
Example 5.3. This example will make clear how the terminology of valua-
tive spaces is connected to the theory of adic spaces:
i) Let (A,A+) be a complete Huber pair such that A contains a topo-
logically nilpotent unit (e.g. A is a strictly k-affinoid algebra and
A+ = Ao). Then Spa(A,A+) is an analytic adic space and in par-
ticular the underlying topological space is a quasi-compact valuative
space (cf. 2.35).
ii) More generally, let X be an analytic adic space. As above 2.35 ensures
that for each x ∈ X the set of generizations is totally ordered and
hence the underlying topological space of X is a valuative space.
5.2 Separated quotients
Let A be a strictly k-affinoid algebra. In 4.9 we have seen how the topologies
of the associated affinoid adic space Spa(A,Ao) and the associated Berkovich
spectrum M(A) are connected. The main idea, to get a similar result for
the connection between more general adic spaces and Berkovich spaces, is to
generalize the map q : Spa(A,Ao)→M(A). We will first introduce this map
in the setting of general valuative spaces and point out some of its properties
which are most important for this work.
Definition 5.4. Let X be a valuative space. By [X]X we denote the subset
of X consisting of all its maximal points. If there is no ambiguity, we write
[X] for [X]X . The separation map of X denoted by sepX is defined to be
the map from X to [X] which sends an element of X to its unique maximal
generization. Moreover, we endow [X] with the quotient topology induced
by sepX and accordingly call [X] the separated quotient of X.
Remark 5.5. Let X be a valuative space. [X] is a universal T1-quotient of
X which means that [X] is a T1 space and that each continuous map from
X to a T1-space factors uniquely through [X].
Proof. First we show that [X] is a T1-space. Let x 6= y ∈ [X]. We do not
distinguish between x, y and their images under the separation map. Define
U := X \{x} which is an open subset of X containing y but not x. Consider
sepX(U) ⊆ [X] which contains y. If it contained x as well, we would find
u ∈ U such that sepX(u) = x. But this means u ∈ {x} which is false. So x /∈
sepX(U). To show that sepX(U) is an open subset of [X], we have to show
that sep−1X (sepX(U)) is open in X. We claim sep
−1
X (sepX(U)) = U , where
” ⊇ ” is clear. Let z /∈ U , then z ∈ {x} and hence sepX(z) = x /∈ sepX(U).
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This proves the claim.
The rest of the proof is analogous to the respective part of the proof of 4.9:
Let Y be a T1-space and f : X → Y a continuous map. Let x ∈ X and let x˜
be the maximal generization of x. We have to show that f(x) equals f(x˜).
Since Y is a T1-space, f(x˜) is closed in Y and hence f−1(f(x˜)) is a closed
subset of X that contains x˜. So {x˜} ⊆ f−1(f(x˜)) and therefore f(x) = f(x˜).
The continuity of the induced map [X]→ Y is due to the quotient topology
of [X].
Remark 5.6. (Functoriality of sepX) Let f : X → Y be a continuous map
of valuative spaces. Then by the universal T1-quotient property of [X] there
exists a unique continuous map [f ] : [X]→ [Y ] such that the diagram
X
f //
sepX

Y
sepY

[X]
[f ]
// [Y ]
commutes.
It is natural that we want to consider those maps between valuative
spaces that are not only continuous but also respect the additional structure
of the respective separated quotients. This idea is made more precise in the
following definition and remarks.
Definition 5.7. Let f : X → Y be a continuous map of valuative spaces. f
is called valuative if f([X]) ⊆ [Y ].
Remark 5.8.
i) Let X be a valuative space and U ⊆ X an open subset. The immersion
U →֒ X is valuative since the maximal generizations of U are those of
X contained in U .
ii) If f : X → Y is a valuative map of valuative spaces, then [f ](x) = f(x)
for all x ∈ [X] (considered as a subset of X).
Remark 5.9. Let X be a valuative space and U ⊆ X an open subset. Let
i : U →֒ X denote the canonical inclusion. In the commutative diagram
U
i //
sepU

X
sepX

[U ]U
[i]
// [X]X
[i] is a continuous injection with image [U ]X since the maximal generizations
of U are those of X that are contained in U . In general this map may not
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induce a homeomorphism [U ]U ∼= [U ]X . However, this statement holds in
the following important special case:
Lemma 5.10. Let U be a coherent open subset of a valuative space X such
that [X] is Hausdorff (we will see later that for example this is the case when
U is an affinoid open subset of a taut adic space X). Let i : U →֒ X be
the inclusion map. Then [i] : sepU (U) → sepX(X) is a closed topological
embedding. In particular sepU (U) is homeomorphic to sepX(U).
Proof. As explained above, we have a commutative diagram
U
i //
sepU

X
sepX

[U ]U
[i]
// [X]X
where i : U → X denotes the inclusion. [i] is a continuous injection, so it is
enough to show that [i] is closed. Let V be a closed subset of [U ]U . Since
[U ]U is quasi-compact, V is quasi-compact as well and hence also its image
[i](V ). But [X]X is Hausdorff and therefore [i](V ) is also closed.
Example 5.11. Let A be a strictly k-affinoid algebra and letX = Spa(A,Ao)
be the associated adic spectrum. The maximal points of X are in bijection
to the rank 1 points of X and hence we have a bijection between M(A)
and [X]. [X] and M(A) are actually homeomorphic since both spaces are
maximal T1-quotients of X. This shows that the map q : X → M(A) can
be considered as a special case of the separation map of the valuative space
X and M(A) can be regarded as its separated quotient.
Example 5.12. Let A and B be strictly k-affinoid algebras and (ϕ,ϕb) be
a morphism of affinoid adic spaces from Spa(A,Ao) to Spa(B,Bo). Then ϕ
is induced by a homomorphism of Huber pairs f : (B,Bo) → (A,Ao) (cf.
2.27) and we have a commutative diagram
Spa(A,Ao)
ϕ //
sepSpa(A,Ao)

Spa(B,Bo)
sepSpa(B,Bo)

M(A)
[ϕ]
//M(B).
Since ϕ is valuative by 2.35, [ϕ](x) equals ϕ(x) = f ◦ x for all x ∈ M(A).
Hence [ϕ] is precisely the morphism of k-affinoid spaces induced by the mor-
phism of k-affinoid algebras f˜ : B → A, which corresponds to f via the
equivalence in 4.3.
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5.3 Reflexive valuative spaces
Let A be a strictly k-affinoid algebra and X = Spa(A,Ao) be the corre-
sponding affinoid adic space. We have already seen that all information of
X is contained in A and hence we do not lose any information if we pass to
its separated quotient M(A). One main question is under which conditions
the topological aspects of this result can be retained true in a more general
setting where X is a certain general adic space. Considering a general val-
uative space we can search for properties that ensure that sufficient much
structure can be retained by its separated quotient. The following definition
is central for this idea:
Definition 5.13. Let X be a valuative space. X is said to be reflexive if
for two coherent open subsets U ⊆ V of X, such that [U ] = [V ], we have
U = V .
Reflexiveness gives us a hint how we can interpret set-theoretical asser-
tions of a separated quotient in terms of the underlying valuative space.
Proposition 5.14. Let X be a valuative space. Then X is reflexive if and
only if for any pair of open subsets U ⊆ V of X, such that the inclusion
U →֒ V is quasi-compact, [U ] = [V ] implies U = V .
Proof. [FK] Proposition 0.2.4.3.
Note that the above proposition implies that reflexiveness is a local prop-
erty:
Lemma 5.15. Let X be a valuative space such that there exists a covering
(Wi)i∈I of reflexive quasi-compact open subsets of X. Then X is reflexive.
Proof. Let U ⊆ V be open subsets of X such that U →֒ V is quasi-compact
and [U ] = [V ]. Since the Wi’s are quasi-compact and X is quasi-separated,
the inclusions U ∩Wi →֒ V ∩Wi are quasi-compact. Since U and V are open
we also have [Wi ∩ U ]Wi = [Wi ∩ V ]Wi and hence (Wi ∩ V ) = (Wi ∩ U) by
the reflexiveness of Wi. But this means U = V .
Lemma 5.16. Let X be a valuative space and U a retrocompact open subset
of X. Then we have U =
⋃
x∈U {x} = sep
−1
X ([U ]).
Proof. [FK] Corollary 0.2.2.27, the second equality holds by definition.
Proposition 5.17. Let X be a valuative space. Then any retrocompact open
subset of U ⊆ X is regular, that is (U)◦ = U . Moreover, whenever we have
[U ] = [U ′] for retrocompact open subsets U and U ′ of X, then U and U ′
coincide.
39
Proof. The first part is [FK] Proposition 0.2.4.5. For the second part assume
U,U ′ as above with [U ] = [U ′]. Then we have U = (U)o = (sep−1X ([U ]))
o =
(sep−1X ([U
′]))o = (U ′)o = U ′ where the second and the forth equality are due
to 5.16.
Proposition 5.18. Let f, g : X → Y be two valuative quasi-compact maps
of valuative spaces. Assume that X is reflexive and [f ] = [g]. Then we have
f = g.
Proof. [FK] Corollary 0.2.4.12.
Since reflexiveness is a local property, the following proposition shows
that an adic space, that is locally of finite type over k, is reflexive. This fact
is one key point of all constructions following in §7.
Keep in mind that our idea is to consider an adic space as a valuative space
and define the structure of a k-analytic Berkovich space on its separated
quotient. The result of the lemma before brings us in the situation to deduce
properties of maps between adic spaces frommaps between the corresponding
Berkovich spaces.
Proposition 5.19. Let A be a strictly k-affinoid algebra. Then Spa(A,Ao) is
reflexive as a topological space. In particular, the topological space underlying
any adic space, that is locally of finite type over k, is reflexive.
Proof. [FK] Chapter II Proposition C.2.6.
The next result will play an important role for the construction of a
functor from finite adic to strict Berkovich spaces.
Lemma 5.20. Let f : X → Y be a locally quasi-compact valuative map of
valuative spaces where X is reflexive. Let U ⊆ Y be an open coherent subset
such that [f ]([X]) ⊆ [U ]. Then we already have f(X) ⊆ U .
Proof. Since U is coherent and Y is quasi-separated, U is retrocompact and
hence f−1(U) is a retrocompact open subset ofX by 1.5. But this means that
the inclusion f−1(U) →֒ X is quasi-compact. Moreover, we have [f−1(U)] =
f−1(U) ∩ [X] = {x ∈ [X] | f(x) ∈ U} = {x ∈ [X] | [f ](x) ∈ [U ]} =
[f ]−1([U ]) = [X]. Hence we get f−1(U) = X by 5.14, i.e. f(X) ⊆ U .
In the situation of the lemma above, if V is a coherent subset of X such
that [f ]([V ]) ⊆ [U ], then we also get f(V ) ⊆ U since we can apply the lemma
to f |V : V → Y .
In the setting of k-affinoid Berkovich spaces the global objects are ob-
tained by glueing k-affinoid spaces in a certain way along affinoid domain
embeddings. Hence we have to figure out which kind of map between affi-
noid adic spaces we obtain from such maps by the equivalence in §4.1. It
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will turn out, that we get open immersions of adic spaces and hence we will
be able to transfer the glueing process back and forth. Our strategy to ob-
tain the mentioned result is to consider rational subsets and then use the
Gerritzen-Grauert theorem 3.19 to receive the general result.
The following lemma can also be deduced by comparing the universal
properties of the rings involved. However, with the notions we introduced
we can carry it to a geometric assertion and use the universal properties of
the associated geometric spaces.
Lemma 5.21. Let A be a strictly k-affinoid algebra and f1, ..., fn, g ∈ A
such that the ideal generated by such elements is A. Let f := {f1, ..., fn}.
Then we have an isomorphism of k-Banach algebras
A〈
f
g
〉 ∼= A{T1, ..., Tn}/(gTi − fi)i=1,...,n.
Proof. Let
U := {x ∈ Spa(A,Ao) | |fi(x)| ≤ |g(x)| ∀ i = 1, ..., n}
and
V := {x ∈ M(A) | |fi(x)| ≤ |g(x)| ∀ i = 1, ..., n}.
Identifying the separated quotient of Spa(A,Ao) with M(A) (cf. 5.11) we
have [U ] = V . It is enough to show that l :M(A〈fg 〉)→M(A) is an affinoid
domain embedding with image V , since this implies the claim by the univer-
sal property of the affinoid domain embedding. It is clear that Im(l) ⊆ V .
So let B be a strictly k-affinoid algebra and ϕ :M(B)→M(A) a morphism
of strictly k-affinoid spaces with image contained in V . This induces a mor-
phism ψ : Spa(B,Bo)→ Spa(A,Ao) of adic space with Im(ψ) ⊆ U by 5.20.
The universal property of Spa(A〈fg 〉, A〈
f
g 〉
o)→ Spa(A,Ao) gives us a unique
continuous ring homomorphism A〈fg 〉 → B that commutes with the respec-
tive further morphisms (cf. 2.19). This in turn induces a unique morphism
h :M(B)→M(A〈fg 〉) of k-affinoid spaces such that ϕ = h ◦ l.
We can use the result above to compare the open immersions of adic
spaces and affinoid domain embeddings both induced by rational subsets in
the respective setting.
Remark 5.22. Let A be a strictly k-affinoid algebra, X = Spa(A,Ao)
and X(fs ) (where f = {f1, ..., fn}) a rational subset of A. Since A〈
f
s 〉 and
A{T1, ..., Tn}/(sTi−fi)i=1,...,n are isomorphic by 5.21, we get a commutative
diagram
Spa(A〈fs 〉, A〈
f
s 〉
o) //
sep

Spa(A,Ao)
sep

M(A{T1, ..., Tn}/(sTi − fi)) //M(A).
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The upper horizontal arrow is an open immersion of adic spaces (i.e. it is an
open topological embedding and induces an isomorphism of adic spaces onto
its image) and the lower horizontal arrow is an affinoid domain embedding
of k-affinoid spaces.
So if we start with an affinoid domain embedding inducing a rational
domain on the affinoid Berkovich side, we get an open immersion of adic
spaces between the corresponding adic spectra. The following result will
generalize this observation:
Proposition 5.23. Let U be an affinoid domain in the strictly k-affinoid
space M(A). Let f : Y := Spa(AU , AoU ) → Spa(A,A
o) := X denote the
corresponding morphism of adic spaces. Then f is an open immersion of adic
spaces, i.e. it is an open topological embedding and induces an isomorphism
(Y,OY , (vy)y∈Y ) ∼= (f(Y ),OX|f(Y ) , (vx)x∈f(Y )) of adic spaces.
Proof. Let ψ : M(AU ) → M(A) be the obtained affinoid domain embed-
ding. We first show that f is an open topological immersion. Since f is
injective by [FK] Proposition C.2.8. (note that affinoid domains in [FK]
satisfy by definition the stronger universal property; cf. 3.23), it suffices to
show that f is open:
By the Gerritzen-Grauert theorem 3.19 we can find rational domains U1, ..., Un
inM(A) such that U =
⋃n
i=1 Ui. 3.24 shows that Vi := ψ
−1(Ui) is a rational
domain of M(AU ) and that AUi ∼= (AU )Vi for each i = 1, ..., n. We denote
the respective affinoid domain embeddings M(AUi) → M(AU ) by ψi and
the affinoid domain embeddings M(AUi) → M(A) by ϕi. Note that those
maps represent rational domains and commute with ψ (i.e. ϕi = ψi◦ψ for all
i = 1, ..., n). Hence for i = 1, ..., n the corresponding morphisms of affinoid
adic spaces
gi : Spa(AUi , A
o
Ui)→ Spa(AU , A
o
U ) and hi : Spa(AUi , A
o
Ui)→ Spa(A,A
o)
are open immersions of adic spaces (cf. 5.12 ii)) that satisfy hi = f ◦ gi.
We have [
⋃n
i=1 Im(gi)] = [Spa(AU , A
o
U )] since U =
⋃n
i=1 Ui. So
⋃n
i=1 Im(gi)
is a retrocompact open subset of the reflexive valuative space Spa(AU , AoU )
with full separated quotient. By definition of reflexiveness this includes that⋃n
i=1 Im(gi) = Spa(AU , A
o
U ). Hence the open subsets W of Spa(AU , A
o
U ),
such that W is contained in some gi(Spa(AUi , A
o
Ui
)), form a basis of the
topology of Spa(AU , AoU ). But the image of such subsets under f is open
since hi is open for each i = 1, ..., n. Therefore f is an open topological
immersion.
Now let W ′ be a rational of X that is contained in the image of f . This
means
[W ′] ⊆ [f(Spa(AU , A
o
U ))] = ψ([Spa(AU , A
o
U )]) = ψ(M(AU )) = U.
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In remark 3.24 we have seen that in this case A[W ′] ∼= (AU )ψ−1([W ′]). There-
fore OX(W ′) ∼= OY (f−1(W ′)) by 5.12. Since sets of this type form a basis
of the topology of Im(f), their pre-images under f are rational subsets of
Y that form a basis of the topology of Y . Hence the respective sheaves are
isomorphic on a basis of the topology which implies the final claim.
5.4 Locally strongly compact valuative spaces
Let X be a valuative space. In general the separated quotient of X is just a
T1-space but not locally Hausdorff. Since the topological space underlying a
Berkovich analytic space has to have this property we need to find a sufficient
condition on X that ensures [X] to be locally Hausdorff. One such particular
property will be introduced in this subsection.
Definition 5.24. A valuative space X is said to be locally strongly compact
if for any x ∈ X there exists a pair (Wx, Vx) consisting of an open subset Wx
that is stable under specialization (i.e. for any y ∈ Wx we have {y} ⊆ Wx)
and a coherent open subset Vx such that x ∈Wx ⊆ Vx.
Proposition 5.25. For a quasi-separated valuative space X the following
conditions are equivalent:
i) X is locally strongly compact;
ii) for any quasi-compact open subset U ⊆ X, the topological closure U is
still quasi-compact in X.
Proof. [FK] Proposition 0.2.5.5.
Remark 5.26. In particular the proposition above states that a valuative
space is taut if and only if it is quasi-separated and locally strongly compact.
Theorem 5.27. Let X be a locally strongly compact valuative space. Then
the separated quotient [X] is locally compact and in particular locally Haus-
dorff (for the definitions cf. 1.2). If in addition X is quasi-separated, then
[X] is Hausdorff.
Proof. [FK] Theorem 0.2.5.7. and Corollary 0.2.5.9.
Moreover, in a locally strongly compact valuative space we have a cri-
terion to find out when the images under the separation map of a certain
family of subsets of X form a net on the separated quotient [X]. This will
be a useful tool for our constructions in §7.
Proposition 5.28. Let X be a locally strongly compact valuative space and
(Uα)α∈L a covering of X consisting of quasi-compact open subsets. Then the
images under the separation map ([Uα])α∈L form a quasi-net on [X]. For
this quasi-net to be a net it is necessary and sufficient that for each α, β ∈ L
the sets in {Uγ | Uγ ⊆ Uα ∩ Uβ} form a covering of Uα ∩ Uβ.
Proof. [FK] Proposition 0.2.6.2.
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6 Valuations on topological spaces
In the previous sections we assigned the separated quotient to a valuative
space. Following [FK] we now approach the question how this process can
be inverted. At first we will associate a coherent reflexive valuative space
to a certain compact space and then generalize this construction to locally
Hausdorff spaces that are endowed with some additional structure. More-
over, we will explain how those notions are connected to the interplay of adic
and Berkovich spaces.
Definition 6.1. Let S be a compact topological space.
i) A distributive sublattice v of 2S is called valuation of S if there exists
a coherent reflexive valuative space XS and a continuous π : XS → S
such that:
(a) the map [XS ]→ S induced from π is a homeomorphism;
(b) the lattice v coincides with the lattice {[U ] ⊆ S | U ∈ QCOuv(XS)}
by [XS ] ∼= S (here QCOuv(XS) denotes the set of all open and
quasi-compact subsets of XS ; cf. 1.2 vii)).
ii) If v is a valuation of S, then the pair (S, v) is called a valued compact
space.
Remark 6.2. Let (S, v) be a valued compact space. The coherent reflexive
valuative space XS from the definition above is uniquely determined up to
unique homeomorphism and homeomorphic to Spec v where Spec v is the
topological space corresponding to the lattice v via Stone duality (cf. [FK]
Theorem 0.2.2.8). However, for this paper we will only consider the case
in which S = M(A) is a strictly k-affinoid space endowed with a valuation
induced by the separation map Spa(A,Ao)→M(A) (as will be explained in
the following example). In this situation we can assume that the coherent
reflexive valuative space XS simply is equal to Spa(A,Ao).
Example 6.3. Let A be a strictly k-affinoid algebra. Then X := Spa(A,Ao)
is a reflexive valuative space by 5.19 and as seen in 5.11 we have a homeo-
morphism [Spa(A,Ao)] →M(A). Hence we obtain a valued compact space
(M(A), v), where we define v := {[U ] ⊆M(A) | U ∈ QCOuv(Spa(A,Ao))}.
Note that for this construction it is necessary that X is reflexive. So for a
possible generalization to arbitrary affinoid adic spaces this is a huge obsta-
cle.
The previous example shows how we mainly want to use the notion of
compact valued spaces. We have also obtained that it fits well with our local
setting. To generalize this idea to a connection between non-affinoid adic
and Berkovich spaces, we need the following generalization:
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Definition 6.4. Let X be a locally Hausdorff space.
i) A pre-valuation on X denoted by v = (τ(v), {vS}S∈τ(v)) consists of:
(a) a net τ(v) of compact subsets of X,
(b) for each S ∈ τ(v) a valuation vS
such that the following condition holds:
for S, S′ ∈ τ(v) with S ⊆ S′, we have vS = {T ∈ vS′ | T ⊆ S}.
ii) A pre-valuation v = (τ(v), {vS}S∈τ(v)) onX is said to be a valuation on
X if
⋃
S∈τ(v) vS = τ(v) and for any collection of finitely many elements
S1, ..., Sn ∈ τ(v) their union S =
⋃n
i=1 Si belongs to τ(v) whenever S
is Hausdorff as a subspace of X.
iii) If v is a valuation on X, then the pair (X, v) is said to be a valued
locally Hausdorff space.
Example 6.5. Let X = (X,A, τ) be a strictly k-analytic Berkovich space.
We want to endow X with the structure of a valued locally Hausdorff space.
Hence we have to define a valuation vS on S for each S ∈ τ . That can
be done analogously to 6.3, namely by the separation map Spa(AS , AoS) →
M(AS) ∼= S (where AS denotes A(S)). So XS = Spa(A,Ao) is an associated
valuative space of (S, vS). For S, S′ ∈ τ with S ⊆ S′ we have an affinoid
domain embedding M(AS)→M(AS′) and hence the induced morphism of
affinoid adic spaces Spa(AS , AoS) → Spa(AS′ , A
o
S′) is an open embedding of
topological spaces by 5.23). Therefore
QCOuv(Spa(AS , A
o
S)) = QCOuv(Spa(AS′ , A
o
S′))|(Spa(AS ,AoS))
and hence v = (τ, vS) gives a pre-valuation on X.
Theorem 6.6. Let X be a locally Hausdorff space and v = (τ(v), {vS}S∈τ(v))
be a pre-valuation on X. For S ∈ τ(v) let Spec vS denote the reflexive
coherent valuative space associated to vS via Stone duality (cf. 6.2). We
define
Spec v := lim
−→
S∈τ(v)
Spec vS .
Then Spec v is a reflexive valuative space and its separated quotient [Spec v]
is homeomorphic to X.
Proof. [FK] Theorem 0.2.6.16.
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Remark 6.7. Applying this result to the situation of the above example 6.5
(X = (X,A, τ) is a strictly k-analytic Berkovich space) we get the following
statement (since in this situation Spec vS is homeomorphic to Spa(AS , AoS)):
Xad := lim
−→
S∈τ(v)
Spa(AS , A
o
S)
is a reflexive valuative space (homeomorphic to Spec v), with [Xad] ∼= X.
There is also an explicit description of Xad, namely
(
⊔
S∈τ
Spa(AS , A
o
S))/ ∼ .
Here the equivalence relation ∼ is generated by the relation ∼R which is
defined as follows: For x ∈ Spa(AS , AoS) and y ∈ Spa(AS′ , A
o
S′) we have
x ∼R y if there exists S′′ ∈ τ such that S, S′ ⊆ S′′ and the induced morphisms
Spa(AS , A
o
S)→ Spa(AS′′ , A
o
S′′) and Spa(AS′ , A
o
S′)→ Spa(AS′′ , A
o
S′′) identify
x and y in Spa(AS′′ , AoS′′).
Note that by this description and 5.23 one sees that the canonical maps
πS : Spa(AS , A
o
S) → X
ad are open topological embeddings. We will later
use this construction to define the structure of an adic space on Xad in §7.
Now we investigate some more properties of Spec v and transfer them
back to Xad.
Proposition 6.8. Any pre-valuation v of a locally Hausdorff space X has a
unique extension to a valuation.
Proof. [FK] Corollary 0.2.6.17.
Proposition 6.9. Let (X, v) be a locally Hausdorff valuative space. The
valuative space Spec v is locally strongly compact. If X is Hausdorff, then
Spec v is quasi-separated.
Proof. [FK] Proposition 0.2.6.18
Remark 6.10. As in the examples above (cf. 6.5) let X = (X,A, τ) be a
strictly k-analytic Berkovich space. By 6.8 we have a unique extension of the
pre-valuation on X defined in 6.5 to a valuation on X. Therefore Xad from
6.7 is locally strongly compact as seen in 6.9. Moreover, if X is Hausdorff,
then Xad is taut. This provides the topological aspects of the main theorem
of this paper. In the following final section we will focus on the comparison
of the further structure.
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7 Final result - an equivalence of categories
We have collected sufficiently many properties of valuative spaces and asso-
ciated separated quotients to be able to define a functor from the category of
taut adic spaces that are locally of finite type over k to the category of strictly
Hausdorff k-analytic Berkovich spaces. The first construction describes the
functor on the object level:
Construction 7.1. Let (X,OX , (vx)x∈X) be a taut adic space that is locally
of finite type over k. We want to define the structure of a strictly Hausdorff
k-analytic Berkovich space on [X] which denotes the separated quotient of
X. For this purpose we successively process definition 3.27.
In view of 5.25 we know that X is quasi-separated and locally strongly com-
pact and hence [X] is Hausdorff by 5.27.
The next step is to define a suitable net on [X] on which we can define a k-
affinoid atlas afterwards. Let δ := {U ⊆ X | U is an affinoid open subset}.
This means that U ∼= Spa(OX(U),OX (U)o) where (OX(U),OX (U)o) is a
Huber pair which is topologically of finite type over k by 2.32. 4.3 states
that in this case OX(U) is a strictly k-affinoid algebra. For brevity, we put
AU := OX(U). Since δ forms a basis of the topology of X, its image under
the separation map τ := sepX(δ) = {[U ] | U ∈ δ} then is a net on [X] by
5.28.
We set A([U ]) := AU to endow [X] with a k-affinoid atlas A with net τ .
This is well defined since X is reflexive. Indeed for U, V ∈ δ with [U ] = [V ]
we already have U = V by 5.17. For each U ∈ δ we know from 5.10 that
sepX(U) is homeomorphic to sepU (U) which in turn is homeomorphic to
M(AU ) by 5.11.
Now let [U ], [U ′] ∈ τ such that [U ] ⊆ [U ′]. Again reflexiveness of X provides
U ⊆ U ′ by the first assertion of 5.17. Therefore the restriction map resUU ′ of
OX provides a morphism ρUU ′ := res
U
U ′ : AU ′ = OX(U
′) → OX(U) = AU of
strictly k-affinoid algebras.
Next we have to show that the associated morphism of k-affinoid spaces
ψ : M(AU ) → M(AU ′) is an affinoid domain embedding. We have a com-
mutative diagram
Spa(AU , A
o
U )
ϕ //
sepSpa(AU,A
o
U
)

Spa(AU ′ , A
o
U ′)
sepSpa(A
U′
,Ao
U′
)

M(AU )
ψ
//M(AU ′)
in which the vertical arrows are the separation maps and the horizontal
arrows are the respective maps induced by ρUU ′ . The explicit description of
the bijection in 2.27 shows that ϕ corresponds to the open immersion of adic
spaces U →֒ U ′ and hence the image of ψ is precisely [U ]. Now we consider an
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arbitrary morphism of strictly k-affinoid spaces π : Y = M(B)→M(AU ′),
such that Im(π) ⊆ [U ]. Since π comes from a morphism of strictly k-affinoid
algebras, it induces a morphism of adic spectra and we obtain a commutative
diagram
Spa(B,Bo)
f //
sepSpa(B,Bo)

Spa(AU ′ , A
o
U ′)
sepSpa(A
U′
,Ao
U′
)

M(B) π
//M(AU ′).
By 5.20 we get Im(f) ⊆ U and hence there exists a unique morphism of
affinoid adic spaces g : Spa(B,Bo) → Spa(AU , AoU ) such that f = ϕ ◦ g.
But this induces a unique morphism M(B)→M(AU ) of strictly k-affinoid
spaces such that the diagram
M(AU )
ψ //M(AU ′)
M(A)
π
99sssssssssh
ee❏❏❏❏❏❏❏❏❏
commutes. So [U ] is an affinoid domain of M(AU ′). For U,U ′, U ′′ ∈ δ such
that [U ] ⊆ [U ′] ⊆ [U ′′] we have ρU
′′
U = ρ
U ′
U ◦ ρ
U ′′
U ′ by the cocycle property of
OX . Hence the triple ([X],A, τ) is a Hausdorff strictly k-analytic Berkovich
space.
The next paragraph approaches morphisms between adic spaces that are
locally of finite type over k. It shows how the construction from 7.1 can
be used to define morphisms between the associated Hausdorff strictly k-
analytic Berkovich spaces.
Construction 7.2. Let (f, f b) : (X,OX , (vx)x∈X) → (Y,OY , (vy)y∈Y ) be
a morphism of taut adic spaces that are locally of finite type over k. We
endow [X] = ([X],AX , τX) and [Y ] = ([Y ],AY , τY ) with the structure of
a k-affinoid Berkovich space as we did in the construction above (7.1). We
write AU for AX([U ]) and A′V for AY ([V ]) where [U ] in τX and [V ] in τY .
Since f is a continuous map between valuative spaces, it induces a continuous
map [f ] : [X] → [Y ] which commutes with the respective separation maps
(cf. 5.6).
We want [f ] to induce a strong morphism from some Hausdorff strictly k-
analytic Berkovich space Z = (Z,AZ , τZ) to ([Y ],AY , τY ) where (AZ , τZ) is
an appropriate refinement of (AX , τX) (more precisely, we want to have a
quasi-isomorphism Z → [X]). So we have to ensure that for each [U ] ∈ τZ
there is an [U ′] ∈ τY such that f([U ]) ⊆ [U ′]. For this purpose we coarsen
the k-affinoid atlas of X in the following way: Let δX and δY be defined
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as in the previous construction (namely the sets containing all open affinoid
subsets of X, respectively Y ) and set
δX |f := {V ∈ δX | ∃ V
′ ∈ δY with V ⊆ f
−1(V ′)}.
Since (f−1(V ′))(V ′∈δY ) is an open covering of X the sets of δX |f form a
basis of the topology of X. Therefore τX |f := sepX(δX |f ) ⊆ τX is a net on
[X] by 5.28. We denote the restriction of the k-affinoid atlas AX to τX |f
by AX |f . Then the identity id[X] : ([X],AX |f , τX |f ) → ([X],AX , τX) is a
quasi-isomorphism of k-affinoid spaces.
We claim that [f ] : [X] → [Y ] induces a strong morphism of k-analytic
Berkovich spaces ([X],AX |f , τX |f )→ ([Y ],AY , τY ):
Note that property (i) of definition 3.28 is satisfied by the definition of τX |f .
So let [U ] ∈ τX |f and [U ′] ∈ τY such that [f ]([U ]) ⊆ [U ′]. As argued in
the construction above, we have f(U) ⊆ U ′ by 5.20. Hence the bounded
k-algebra homomorphism f bU ′ : OY (U
′)→ OX(f
−1(U ′)) composed with the
restriction map resUf−1(U ′ induces a bounded k-algebra homomorphism φ :
OY (U
′) = A′(U ′) → A(U) = OX(U). Again as in construction 7.1 we see
that φ corresponds via the functor (A,Ao) 7→ Spa(A,Ao) to the morphism of
adic spaces f |U : U → U ′. Hence the obtained morphism of k-affinoid spaces
M(AU ) → M(A
′
U ′) corresponds to [f |U ] via the diagram from 5.11. But
[f |U ] is equal to [f ]|[U ] which shows that we constructed a strong morphism.
Finally, we define the morphism of Hausdorff strictly k-analytic Berkovich
spaces associated to (f, f b) to be the equivalence class of the diagram
([X],AX , τX)
id[X]
←−−− ([X],AX |f , τX |f )
[f ]
−→ ([Y ],AY , τY )
(with respect to the equivalence relation defined in 3.14). Note that this
indeed is a morphism ([X],AX , τX) → ([Y ],AY , τY ) of Hausdorff strictly
k-analytic Berkovich spaces (remember that the category of (strictly) k-
analytic Berkovich spaces is a category of fractions, cf. 3.33).
Theorem 7.3. There is a functor from the category of taut adic spaces
that are locally of finite type over k to the category of strictly k-analytic
Hausdorff spaces, sending (X,OX , (vx)x∈X) to ([X],AX , τX) as in 7.1 and
a morphism of adic spaces (f, f b) : (X,OX , (vx)x∈X) → (Y,OY , (vy)y∈Y ) to
([X],AX , τX)
id[X]
←−−− ([X],AX |f , τX |f )
[f ]
−→ ([Y ],AY , τY ) as in 7.2. We will
denote this functor by F .
Proof. It is left to show that F respects composition of morphisms. So
consider the following diagram of morphisms of taut adic spaces that are
locally of finite type over k:
(X,OX , (vx)x∈X)
(f,fb)
−−−→ (Y,OY , (vy)y∈Y )
(g,gb)
−−−→ (Z,OZ , (vz)z∈Z).
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By applying F , we get:
([X],AX , τX)
F((f,fb))
−−−−−−→ ([Y ],AY , τY )
F((g,gb))
−−−−−−→ ([Z],AZ , τZ).
As above let δX , δY and δZ be the sets containing the open affinoid subsets
of X, resp. Y , resp. Z. Consider
δ′′X := {U ∈ δX | ∃ V ∈ δY and W ∈ δZ such that f(U) ⊆ V and g(V ) ⊆W}
= {U ∈ δX |f ; ∃ V ∈ δY |g with f(U) ⊆ V }
Then the elements of δ′′X still form a basis of the topology of X and therefore
τ ′′X := sepX(δ
′′
X) forms a net on [X] by 5.28. Let A
′′
X denote the restriction
of the k-affinoid atlas AX to τ ′′X . We obtain a Hausdorff strictly k-analytic
Berkovich space ([X],A′′X , τ
′′
X). Using the definition of δ
′′
X , we can in an nat-
ural way complement ([X],AX |f , τX |f )→ ([Y ],AY , τY )← ([Y ],AY |g, τY |g)
to a commutative diagram of strong morphisms
([X],AX |f , τX |f ) // ([Y ],AY , τY )
([X],A′′X , τ
′′
X)
//
OO
([Y ],AY |g, τY |g)
OO
in which the vertical arrows are quasi-isomorphisms.
Hence ([X],AX , τX)
id[X]
←−−− ([X],A′′X , τ
′′
X)
[g◦f ]
−−−→ ([Z],AZ , τZ) is a representa-
tive of F((g, gb))◦F((f, f b)) (remember the definition of composition of mor-
phisms 3.33). But since τ ′′X is a subset of τX |g◦f , this diagram is equivalent to
([X],AX , τX)
id[X]
←−−− ([X],AX |g◦f , τX |g◦f )
[g◦f ]
−−−→ ([Z],AZ , τZ) as desired.
For the constructions above it was essential to know that a basis of
the topology on the adic side leads to a net on the Berkovich level via
the separation map (cf. 5.28). The opposite direction is not true. Con-
sider a k-affinoid space X = M(A) with trivial net τ = {X}. In this case
{U ⊆ Spa(A,Ao) | U open and affinoid, [U ] ∈ τ} is in general not a basis
of the topology of Spa(A,Ao). However, this question plays an important
role for constructions that go in the other direction, namely when we show
that F is essentially surjective and full. Luckily, we have the following result
instead:
Lemma 7.4. Let (X,OX , (vx)x∈X) be a taut adic space that is locally of finite
type over k and ([X],AX , τX) be its image under F . Moreover, let τ ′ ⊆ τX
also be a net on [X]. Then W = {U ⊆ X | Uopen and affine , [U ] ∈ τ ′}
forms a basis of the topology of X (recall that τ ′ is by definition the set
containing all affinoid domains of all elements of τ ′; cf. 3.30).
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Proof. Since the elements of τ ′ form a net of [X], they cover [X]. Hence the
sets in W ′ := {U ⊆ X | U open and affine , [U ] ∈ τ ′} form an open cover of
X because X is reflexive (cf. 5.14). Since τ ′ contains all rational domains
of all elements of τ ′, W contains all rational subsets of all elements of W ′.
This shows the claim.
Construction 7.5. (F is essentially surjective) Let X = (X,A, τ) be a
Hausdorff strictly k-analytic Berkovich space. In this paragraph, we con-
struct a taut adic space (Xad,OX , (vx)x∈Xad) that is locally of finite type
over k in such a way that F(Xad) is isomorphic to X. In other words, we
show that F is essentially surjective. The proof is just a glueing argument
mainly basing on the fact that affinoid domain embeddings induce open im-
mersions of affinoid adic spaces (cf. 5.23).
We consider the Hausdorff strictly k-analytic Berkovich space (X,A, τ ) which
is isomorphic to X and whose net consists of all affinoid domains of all ele-
ments of τ (cf. 3.30).
As in example 6.10, we consider the taut reflexive valuative space
Xad := lim
−→
S∈τ
XS
where XS := Spa(AS , AoS). Moreover, for S ∈ τ we also have open topologi-
cal immersions πS : XS → Xad. Under the homeomorphism [Xad] ∼= X, the
separated quotient [πS(XS)] corresponds to S ⊆ X and hence (πS(XS))S∈τ
is a basis of the topology of Xad by 7.4 (note that Xad is taut by 6.9).
Now we want to define a sheaf of complete topological rings on Xad:
πS(XS) ∼= XS = Spa(AS , A
o
S) provide sheaves of complete topological rings
on an open covering of Xad which we want to glue together. By 5.23 those
sheaves coincide on sets of the form πS(XS) where S ∈ τ . Since those
sets form a basis of the topology of Xad, they coincide on intersections
and hence can be glued together to obtain a sheaf OXad on X
ad such that
OXad |πS(XS)
∼= OXS for all S ∈ τ .
Let x ∈ Xad with x ∈ Im(πS) for some S ∈ τ we have OXad,x ∼= OXS ,π−1S (x)
and hence (Xad,OXad) is a locally ringed space. Moreover, for such an
x ∈ Xad we define vx to be the valuation on OXad,x corresponding to
the valuation on OXs,π−1S (x)
obtained from the adic space structure on XS .
Note that this is well defined: In fact, if x ∈ Im(π′S) for another S
′ ∈ τ ,
we can find S′′ ∈ τ with x ∈ Im(πS′′) ⊆ (Im(πS) ∩ Im(πS′)). But this
means S′′ ⊆ S ∩ S′ and hence we have open immersions of adic spaces
Spa(AS′′ , A
o
S′′)→ Spa(AS′ , A
o
S′) and Spa(AS′′ , A
o
S′′)→ Spa(AS , A
o
S) respec-
tively (cf. 5.23).
Since XS is an adic space, which is locally of finite type over k for any S ∈ τ ,
we obtain a taut adic space Xad = (Xad,OXad , (vx)x∈Xad) which also is lo-
cally of finite type over k.
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We finally show that (X,A, τ) is isomorphic to
([Xad],A′, τ ′) := F((Xad,OXad , (vx)x∈Xad))
as a Hausdorff strictly k-analytic Berkovich space:
[Xad] is homeomorphic to X by 6.7, so we do not distinguish between
those two topological spaces. S ∈ τ corresponds to an open affinoid sub-
set πS(Spa(AS , AoS)) of X
ad which can in turn be identified with S in its
separated quotient. Hence S ∈ τ ′ and A(S) = A′(S) by construction (cf.
7.2). But this provides a quasi-isomorphism X = (X,A, τ)→ ([Xad],A′, τ ′)
and therefore the claim follows.
Given a morphism Φ : F(X) → F(Y ) of Hausdorff strictly k-analytic
Berkovich spaces (for taut adic spaces X and Y that are locally of finite
type over k), we want to use the universal property of the (·)ad construction
to obtain a morphism of adic spaces F(X)ad → F(Y )ad. To show that this
morphism provides a pre-image of Φ under F , we have to check that F(X)ad
and F(Y )ad are connected to X and Y respectively. For this purpose note
the following remark.
Remark 7.6.
i) The (·)ad construction of 7.5 provides a quasi-inverse functor to F on
the object level. Indeed: Let X be a taut adic space that is locally
of finite type over k and F(X) = ([X],AX , τX). Let δX denote the
collection of all open affinoid subsets of X. Then by construction we
have
F(X)ad = lim
−→
U∈δX
Spa(OX(U),OX (U)
o).
We see that F(X)ad and X are isomorphic since for every U ∈ δX , we
have an open immersion of adic spaces U →֒ F(X)ad that glue to an
isomorphism X → F(X)ad.
ii) In 7.2 we had to coarsen the net of a k-analytic space. For the following
constructions we need a similar procedure on the level of adic spaces.
Let δ′X be a collection of open affinoid subsets ofX that form a covering
of X. Then
X ∼= lim
−→
U∈δX
Spa(OX(U),OX (U)
o) = lim
−→
U∈δ′
X
Spa(OX(U),OX (U)
o).
Construction 7.7. (F is full) Let X and Y be taut adic spaces that are
locally of finite type over k. In this section we want to show that any
morphisms of Hausdorff strictly k-analytic Berkovich spaces
Φ : F(X) = ([X],AX , τX)→ ([Y ],AY , τY ) = F(Y )
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is the image of a morphism of adic spaces X → Y under the functor F . In
other words, we show that F is full.
We may assume that the span
([X],AX , τX)
id[X]
←−−− ([X],A′′X , τ
′′
X)
ϕ
−→ ([Y ],AY , τY )
is a representative of Φ, where τ ′′X is assumed to be the maximal subset of τX
such that ϕ is a strong morphism. In particular, this means that τ ′′X contains
all [U ] where U ⊆ X open and affinoid, such that there exists a V ⊆ Y open
and affinoid with ϕ([U ]) ⊆ [V ]. Moreover, ϕ induces a strong morphism
ϕ : ([X],A′′X , τ
′′
X)→ ([Y ],AY , τY )
(cf. 3.30 iii)). For brevity we write AU for A′′X(U) with U ∈ τ
′′
X and A
′
V for
AY (V ) with V ∈ τY .
Note that by 7.4 the sets
δ′′X := {U ⊆ X | open and affinoid, such that [U ] ∈ τ
′′
X}
δ′′Y := {V ⊆ Y | open and affinoid, such that [V ] ∈ τY .}
form basis of the topologies of X and Y respectively. By 7.6 we have
X ∼= lim
−→
U∈δ′′
X
Spa(OX(U),OX (U)
o)
Y ∼= lim
−→
V ∈δ′′
Y
Spa(OY (V ),OY (V )
o).
For all U ∈ δ′′X there exists a V ∈ δ
′′
Y and a morphisms of strictly k-affinoid
spaces
M(A[U ])→M(A
′
[V ])
which is induced by ϕ. This provides a morphisms of affinoid adic spaces
Spa(AU , A
o
U )→ Spa(A
′
V , A
′
V
o
).
Hence we obtain a continuous map f : X → Y by the universal property of
X as a colimit. Now we want to define an appropriate morphism of sheaves
f b : OY → f
∗OX such that F((f, f b)) = Φ.
As we have seen above for U ∈ δ′′X and V ∈ δ
′′
Y such that f(U) ⊆ V we have
a bounded homomorphism of complete rings OY (V ) → OX(U). δ′′X and δ
′′
Y
form basis of the topologies of X and Y respectively. Therefore those ring
homomorphisms define f bW for an arbitrary open subset W of Y by using
suitable restriction maps and the usual colimes construction. Therefore we
obtain a morphism of ringed spaces (f, f b) : X → Y .
We still have to check that this morphism respects the valuations on the
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stalks. But this is clear since (f, f b) is locally given by morphisms of affinoid
adic spaces. To prove that F is full, we show that
([X],AX , τX)
id[X]
←−−− ([X],AX |f , τX |f )
[f ]
−→ ([Y ],AY , τY )
∼=
([X],AX , τX)
id[X]
←−−− ([X],A′′X , τ
′′
X)
ϕ
−→ ([Y ],AY , τY ),
where the first span is a representative of F((f, f b)). By the construction of f
it is clear that [f ] and ϕ coincide set theoretically, since [f ]|[U ] and ϕ|[U ] both
correspond to M(A[U ])→M(A
′
[V ]) for U ∈ δ
′′
X and suitable V . For U ⊆ X,
V ⊆ Y open and affine with f(U) ⊆ V we have [f ]([U ]) ⊆ [V ] and hence
τX |f ⊆ τ
′′
X by our particular choice of τ
′′
X . So we get a quasi-isomorphism
([X],AX |f , τX |f ) → ([X],A
′
X , τ
′
X). Therefore the spans considered above
are equivalent.
Construction 7.8. (F is faithful) Let (f, f b), (g, gb) : X → Y be mor-
phisms of taut adic spaces locally of finite type over k, such that the spans
F(X) = ([X],AX , τX)
id[X],f
←−−−− ([X],AX |f , τX |f )
[f ]
−→ ([Y ],AY , τY ) = F(Y )
∼=
([X],AX , τX)
id[X],g
←−−−− ([X],AX |g, τX |g)
[g]
−→ ([Y ],AY , τY )
are equivalent. By definition of the equivalence relation there exists a Haus-
dorff strictly k-analytic Berkovich space X, and strong morphisms h, l such
that id[X],f ◦h, id[X],g ◦l are quasi-isomorphisms and the diagram
([X],AX |f , τX |f )
id[X],f
vv❧❧❧
❧❧
❧❧
❧❧
❧❧
❧❧ [f ]
((❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘
([X],AX , τX) X
h
OO
l

([Y ],AY , τY )
([X],AX |g, τX |g)
id[X],g
hh❘❘❘❘❘❘❘❘❘❘❘❘❘❘ [g]
66❧❧❧❧❧❧❧❧❧❧❧❧❧❧
commutes. This means that [f ] = [g] as continuous maps and hence f = g
as continuous maps by reflexivity of X (cf. 5.18). It is left to show that for
all open subsets V ⊆ Y the map f bV : OY (V ) → OX(f
−1(V )) is uniquely
determined by [f ] = [g] (and hence is equal to gbV ). Let V ⊆ Y be open,
W ′ ⊆ V be an open affinoid subset and U ′ open and affinoid in X, such that
f(U ′) ⊆ W ′. The morphism f bW ′,U ′ : OY (W
′) → OX(U
′) we obtain in this
way corresponds by construction of F((f, f b)) to [f ]|[U ′] and therefore just
depends on [f ]. We put f bV,U ′ := f
b
V,W ′ ◦ res
W ′
V . Then we have
f bV = lim←−
f bV,U ,
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where the limit is taken over all U ⊆ X open and affinoid such that there is
an open and affinoid W ⊆ V with f(U) ⊆W . This shows the claim.
Combining all constructions in this paragraph leads to the final theorem
of this paper:
Theorem 7.9. There is an equivalence of categories:
{taut adic spaces that are locally of finite type over k}
∼=
{Hausdorff strictly k-analytic Berkovich spaces}
sending (X,OX , (vx)x∈X) to ([X],A, τ) as in construction 7.1.
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