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ON DEGREE OF POLYNOMIAL MAPPINGS OF C2 TO C2.
P. Katsylo
April 2, 1996
Abstract. We prove two results about degree of polynomial mappings of C2 to C2.
§0. Let X1, X2 be the canonical coordinates in C
2, C[X1, X2]≤m be the linear
space of polynomials of degree ≤ m in the variable X = (X1, X2). Fix n =
(n1, n2) ∈ N
2 and put
V˜n = C[X1, X2]≤n1 × C[X1, X2]≤n2 .
For F = (F1, F2) ∈ V˜n consider the polynomial mapping (denote it by the same
letter)
F : C2 −→ C× C,
X = (X1, X2) 7→ (F1(X1, X2), F2(X1, X2)) = F (X)
and let J(F ) be jacobian of the mapping F . In the linear space V˜n consider the
following closed subvarieties
Di = {F ∈ V˜n | degJ(F ) ≤ i}, 0 ≤ i ≤ n1 + n2 − 2,
Wi = {F ∈ V˜n|dimF
−1(0) > 0 or |F−1(0)| ≤ i or
degF1 < n1 and degF2 < n2}, 0 ≤ i ≤ n1n2.
The results of the article are around the following problem.
Problem 0.1. For that k, l the inclusion Dk ⊂Wl holds?
Note that the inclusion D0 ⊂ W1 for all n is equivalent to the 2-dimensional
Jacobian Conjecture [3].
Theorem 0.2. For all k ≥ 0 the inclusion
Dk ⊂Wmin{n1,n2}(k+1)
holds. In particular if jacobian of a polynomial mapping F is identically equal to 1,
then degree of F does not exceed min{n1, n2}.
By C[X1, X2]m denote the linear space of homogeneous polynomials of degree m
in the variable X = (X1, X2). Paar of elements F ∈ V˜n, H
′ ∈ C[X1, X2]1 are called
general iff for i = 1 or for i = 2 the restriction of the polynomial Fi(X) on the line
H ′(X) = 0 is a polynomial of degree ni.
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Theorem 0.3. Let F ∈ V˜n, H
′ ∈ C[X1, X2]1 be general elements, |F
−1(0)| <∞.
Define the linear subspaces
K = K(F,H ′), Ki = Ki(F,H
′) ⊂ C[X1, X2]≤n1+n2−1
in the following way
K = {F1Q2 + F2Q1|Qi ∈ C[X1, X2]ni−1},
K0 = 0,
Ki+1 = (K +H
′Ki) ∩ C[X1, X2]≤n1+n2−2.
Then
K0 ⊂ · · · ⊂ Ki ⊂ · · · ⊂ C[X1, X2]n1+n2−2,
2dimKi ≥ dimKi−1 + dimKi+1, i ≥ 1,
|F−1(0)| = n1n2 − dimK∞.
We prove Theorem 0.2 in §1 and Theorem 0.3 in §2 - §4.
§1. In this section we prove Theorem 0.2.
Let us remember some facts on Puiseux serieses.
A Puiseux series (at the infinity) is a convergent for |t| > R series
α(t) =
∑
i≤i0
ai(t
1
d )i,
where R > 0. Degree degtα(t) of the series α(t) is the greatest
i
d
such that ai 6= 0.
We write α ∼ β iff
β(t) =
∑
i≤i0
aiθ
i(t
1
d )i,
where θ ∈ C is a d-th root of 1. The series α(t) is called reduced iff g.c.d. of
{i|ai 6= 0} is equal to 1. Suppose α(t) is a reduced Puiseux series. The series α(t)
defines d-valued analytical function
α˜ : {t ∈ C||t| > R} −→ C,
t 7→ α(t).
The number d is called the denominator of α(t) (denote it by den(α)).
By C{t} denote the ring of Puiseux serieses. We have the canonical differential
operator
d
dt
: C{t} −→ C{t}.
By C[X2]{X1} denote the ring of polynomials in X2 that coefficients are Puiseux
serieses in X1. We have the canonical differential operators
∂
∂Xi
: C[X2]{X1} −→ C[X2]{X1}, i = 1, 2.
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An element G ∈ C[X1, X2] is called proper with respect to X2 iff
G(X1, X2) = G0X
p
2 +G1(X1)X
p−1
2 + · · ·+Gp(X1),
where 0 6= G0 ∈ C.
Let G be proper with respect to X2 polynomial in the variables X1, X2. One can
decompose the polynomial G in the ring C[X2]{X1}. Namely there exist Puiseux
serieses α1, . . . , αm such that
(1) den(α1) + · · ·+ den(αm) = degX2G,
(2)
G(X1, X2) = G0
∏
1≤l≤m,αl∼α
(X2 − α(X1)).
The Puiseux serieses α1, . . . , αm are called roots of G with respect to X2.
Let G be proper with respect to X2 polynomial in the variables X1, X2. There
is well known procedure to construct roots of G with respect to X2 (by means of
Newton’s polygons). If we replace the polynomial G by G + c, where c ∈ C, then
the roots (and sometimes the number of the roots) are changed. The following fact
is a corolary of the procedure of the construction of roots.
Lemma 1.1. There exists an nonempty open in C subset C = C(G) such that for
c ∈ C, roots α1, . . . , αm of G+ c with respect to X2, and
G(X1, X2 + αl(X1)) + c = X2Gl1(X1) +X
2
2Gl2(X1) + . . . , 1 ≤ l ≤ m
we have
degX1Gl1(X1) ≥ 0, 1 ≤ l ≤ m.
Let G1, G2 be polynomials in X1, X2 such that G1 is proper with respect to X2
and system of equations
(1.1)
{
G1(X1, X2) = 0
G2(X1, X2) = 0
has finitely many solutions. Suppose α1, . . . , αm is roots of the polynomial G1 with
respect to X2; then the number of solutions (with multiplicities) of the system (1.1)
is equal to ∑
1≤l≤m
den(αl)degX1G2(X1, αl(X1))
(the Zeuthen formula [4]).
Proof of Theorem 0.2. Suppose F = (F1, F2) ∈ Dk and let J = J(F ) be jacobian
of F . We may assume that degF2 = n2 ≥ degF1 = n1 = degX2F1. We have to
prove that
degF ≤ n1(k + 1) or dimF (C
2) < 2.
Let α1, . . . , αm be roots of F1 with respect to X2. It follows from the procedure of
construction of roots that
(1.2) degX1αl(X1) ≤ 1, 1 ≤ l ≤ m.
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Set
F1l(X1, X2) = F1(X1, X2 + αl(X1)) ∈ C[X2]{X1},
F1l(X1, X2) = X2F1l1(X1) +X
2
2F1l2(X1) + . . . , 1 ≤ l ≤ m.
Suppose dimF (C2) = 2. We may assume that
(1) the number of the solutions (with multiplicities) of the system of equations
(1.3)
{
F1(X1, X2) = 0
F2(X1, X2) = 0
is equal to degree of the mapping F ,
(2) degX1F1l1(X1) ≥ 0, 1 ≤ l ≤ m (see Lemma 1.1).
Fix 1 ≤ l ≤ m and consider
F2l(X1, X2) = F2(X1, X2 + αl(X1)) ∈ C[X2]{X1},
F2l(X1, X2) = F2l0(X1) +X2F2l1(X1) + . . . ,
Jl(X1, X2) = J(X1, X2 + αl(X1)) ∈ C[X2]{X1},
Jl(X1, X2) = Jl0(X1) +X2Jl1(X1) + . . . .
From (1.2) it follows that
(1.4) degX1Jl0(X1) ≤ k.
We have
det
((
∂Fil
∂Xj
)
1≤i,j≤2
)
(X1, X2) = Jl(X1, X2)
whence
degX1
(
d
dX1
F2l0(X1)
)
+ degX1F1l1(X1) = degX1Jl0(X1).
Using (2) and (1.4), we get
(1.5) degX1F2l0(X1) ≤ degX1Jl0(X1) + 1 ≤ k + 1.
The number of the solutions (with multiplicities) of the system of equations (1.3)
is equal to
∑
1≤l≤m
den(αl)degX1F2(X1, αl(X1)) =
∑
1≤l≤m
den(αl)degX1F2l0(X1) ≤
≤
∑
1≤l≤m
den(αl)(k + 1) = n1(k + 1)
(see (1.5)). Therefore, degree of the mapping F does not exceed min{n1, n2}(k+1).
§2. We use some standard facts of representation theory [1].
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For a linear space V and dual space V ∗ by
〈 . , . 〉 : V × V ∗ −→ C,
(v, v∗) 7→ 〈v, v∗〉
denote the canonical bilinear mapping.
The group SL3 acts canonically in the spaces C
3,C3∗, SmC3∗, . . . . Let e1, e2, e3
be the standard basis of C3, x1, x2, x3 be the standard basis of C
3∗. Set
∆ =
∑ ∂
∂ei
⊗
∂
∂xi
: C[C3∗]⊗ C[C3] −→ C[C3∗]⊗ C[C3].
Recall that
dimSmC3∗ =
1
2
(m+ 1)(m+ 2).
For g ∈ SmC3∗ put
V (g) = {a ∈ PC3|g(a) = 0} ⊂ PC3.
Let n1, n2 be natural numbers. Set n = (n1, n2), N = n1n2, and
Vn = S
n1C
3∗ × Sn2C3∗.
In this section we make the following.
(1) We define the covariant
Q : Vn −→ C
(eliminant) and prove some of its properties.
(2) For h ∈ C3∗, h 6= 0, f ∈ Vn we define affine space A(h) ⊂ PC
3 and the
polynomial mapping
Ih(f) : A(h) −→ C× C.
We have Q(f) = 0 iff dim(Ih(f)
−1(0)) > 0 or polynomial degree of Ih(f) is
less (n1;n2).
(3) For f ∈ Vn, h, h
′ ∈ C3∗ such that Q(f) 6= 0, h 6= 0, h′ 6= 0, and V (h) ∩
V (h′) ∩ V (f1) ∩ V (f2) = ∅ we prove that
|Ih(f)
−1(0)| = degtR(f, h
′ + th),
where
R : Vn × C
3∗ −→ C
is the resultant.
1. Consider the resultant
R : Vn × C
3∗ −→ C.
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The resultant R is a polyhomogeneous (of polydegree (n1, n2, n1n2)) invariant. The
resultant R defines canonically the polyhomogeneous (of polydegree (n2, n1)) co-
variant
Q : Vn −→ (S
N
C
3∗)∗ = SNC3.
We have
R(f, h) = 〈Q(f), hN〉
for (f, h) ∈ Vn × C
3∗. It follows from this formula that
(1) if f ∈ Vn, then Q(f) = 0 iff dim(V (f1) ∩ V (f2)) > 0,
(2) if f ∈ Vn, dim(V (f1)∩V (f2)) = 0, then Q(f) = l1·. . .·lN , where l1, . . . , lN ∈
C3 and V (f1) ∩ V (f2) = {l1, . . . , lN}.
2. Supose h ∈ C3∗, h 6= 0. Define the 2-dimensional affine space
A(h) = PC3 \ V (h).
Let C[A(h)]≤m be the linear space of polynomial mappings (of polynomial degree
≤ m) of the affine space A(h) to C. The linear space C[A(h)]≤n1 × C[A(h)]≤n2 is
the space of polynomial mappings (of polynomial degree ≤ (n1;n2)) of the affine
space A(h) to C× C. Fix the isomorphisms of the liner spaces
ih : S
m
C
3∗ −→ C[A(h)]≤m,
ih(g)(a) =
g(a)
h(a)m
,
Ih : Vn −→ C[A(h)]≤n1 × C[A(h)]≤n2 ,
Ih(f)(a) =
(
f1(a)
h(a)n1
,
f2(a)
h(a)n2
)
.
From (1) of item 1 it follows that Q(f) = 0 iff dim(Ih(f)
−1(0)) > 0 or polynomial
degree of Ih(f) is less (n1;n2).
3.
Lemma 2.1. Suppose f ∈ Vn, h, h
′ ∈ C3∗, Q(f) 6= 0, h 6= 0, h′ 6= 0, and V (h) ∩
V (h′) ∩ V (f1) ∩ V (f2) = ∅; then
|Ih(f)
−1(0)| = degtR(f, h
′ + th).
Proof. We have
Q(f) = l1 · . . . · lN ,
where li ∈ C
3. We may assume that h(li) 6= 0 for 1 ≤ i ≤ d and h(li) = 0 for
d+ 1 ≤ i ≤ N . From the suppositions of the Lemma it follows that h′(li) 6= 0 for
d+ 1 ≤ i ≤ N. We have
Ih(f)
−1(0) = {l1, . . . , ld},
R(f, h′ + th) = 〈Q(f), (h′ + th)N 〉 =
= 〈l1 · . . . · lN , h
′N + tNh′
(N−1)
h+ · · ·+ tNhN 〉,
〈l1 · . . . · lN , h
′(N−d)hd〉 6= 0,
〈l1 · . . . · lN , h
′(N−i)hi〉 = 0, d+ 1 ≤ i ≤ N.
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From these formulas it follows the Lemma.
§3. We use the notations of §2.
Suppose n = (n1, n2) ∈ N
2.
Recall a procedure of a calculation of the resultant
R : Vn × C
3∗ −→ C.
Fix (f, s) ∈ Vn × C
3∗ and consider the complex of vector spaces
M(f, s) : 0 −→M
β(f,s)
−−−−→M ′
β′(f,s)
−−−−→M ′′ −→ 0,
where
M = Sn1−2C3∗ × Sn2−2C3∗,
M ′ = Sn1−1C3∗ × Sn2−1C3∗ × Sn1+n2−2C3∗,
M ′′ = Sn1+n2−1C3∗,
β(f, s)(r1, r2) = (sr1, sr2, f1r2 + f2r1),
β′(f, s)(q1, q2, g) = (f1q2 + f2q1 − sg).
The determinant of the complex M(f, s) is equal to R(f, s).
One can calculate the determinant of the complex M(f, s) in the following way
[2]. Fix a ∈ C3, s(a) 6= 0 and consider the linear mappings
α(a) :M ′ −→M,
(q1, q2, g) 7→ (∆(q1a),∆(q2a)),
tα(a) ◦ β(f, s) :M −→M,
(tα(a), β′(f, s)) :M ′ −→M ×M ′′.
We have
R(f, s) = det(tα(a), β′(f, s))(det(tα(a) ◦ β(f, s)))−1
(we calculate det with respect to the canonical SL3-invariant forms of maximal
degree in the spaces SmC3∗).
Lemma 3.1.
det(tα(a) ◦ β(f, s)) = c(ts(a))dimM ,
where 0 6= c ∈ C.
Proof. The function det(α(a)◦β(f, s)) is a nonzero polyhomogeneous (of polydegree
(dimM, dimM)) SL3-invariant function in (a, s) ∈ C
3 × C3∗. As is known, there
exists only one (up to a nonzero factor) that function that is (s(a))dimM .
Therefore,
(3.1) R(f, s) = det(tα(a), β′(f, s))c−1(ts(a))−dimM .
We need the following fact of linear algebra.
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Lemma 3.2. Let
η, η′ : V −→ V ′
be linear mappings, dimV = dimV ′, and det(η′ + tη) 6= 0. Define
Li = Li(η, η
′) ⊂ V ′, i ≥ 0
in the following way
L0 = 0,
Li+1 = η
′(η−1(Li)) ∩ Imη.
Then
L0 ⊂ · · · ⊂ Li ⊂ · · · ⊂ Imη,
2dimLi ≥ dimLi−1 + dimLi+1, i ≥ 1,
degtdet(η
′ + tη) = dimV − dimη−1(0)− dimL∞.
Proof. Let b1, . . . , bn be a basis of V , m ≥ 0, and
ǫ : V ′ −→ V
be an isomorphism such that
(ǫ ◦ η′)(bi) =
{
bi for 0 ≤ i ≤ m,
0 for m+ 1 ≤ i ≤ n,
(ǫ ◦ η)(〈b1, . . . , bm〉) ⊂ 〈b1, . . . , bm〉,
(ǫ ◦ η)(〈bm+1, . . . , bn〉) ⊂ 〈bm+1, . . . , bn〉,
the matrix of ǫ◦η in the basis b1, . . . , bn is a Jordan matrix. It can easily be checked
that the Lemma holds for ǫ ◦ η, ǫ ◦ η′. Therefore, the Lemma holds for η, η′.
Theorem 3.3. Suppose f ∈ Vn, a ∈ C
3, h, h′ ∈ C3∗, Q(f) 6= 0, h 6= 0, h′ 6= 0,
(h′ + th)(a) 6= 0, and V (h) ∩ V (h′) ∩ V (f1) ∩ V (f2) = ∅ and define
Li = Li(f, a, h, h
′) ⊂M ×M ′′, i ≥ 0
in the following way
L0 = 0,
Li+1 = (0, β
′(f, h′))((α(a), β′(0, h))−1(Li)) ∩ Im(α(a), β
′(0, h));
then
L0 ⊂ · · · ⊂ Li ⊂ · · · ⊂ {0} ×M
′′,
2dimLi ≥ dimLi−1 + dimLi+1, i ≥ 1,
degtR(f, h
′ + th) = n1n2 − dimL∞.
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Proof. The Theorem is a corolary of (3.1), Lemma 3.2, the formula for dimension
of SmC3∗ (see §2), and the following evident fact
dim(α(a), β′(0, h))−1(0) = n1 + n2.
§4. In this section we prove Theorem 0.3. We use the notations of §2 and §3.
Fix the isomorphisms of the linear spaces (denote them by one letter)
θ : C[X1, X2]≤m −→ S
m
C
3∗, m ≥ 0,
G(X1, X2) 7→ x
m
3 G(
x1
x3
,
x2
x3
).
We see that
θ = i−1x3 ◦ j
∗
3 ,
where
j3 : A(x3) −→ C
2,
(a1 : a2 : 1) 7→ (a1, a2)
is the isomophism of the affine varieties.
Set
M˜ = C[X1, X2]≤n1−2 × C[X1, X2]n2−2,
M˜ ′ = C[X1, X2]≤n1−1 × C[X1, X2]n2−1 × C[x1, X2]n1+n2−2,
M˜ ′′ = C[X1, X2]n1+n2−1.
The isomorphisms θ define canonically the following isomorphisms (denote them
by the same letter)
θ : V˜n → Vn, M˜ →M, M˜
′ →M ′, M˜ ′′ →M ′′.
Proof of Theorem 0.3. Set f = θ(F ), h′ = θ(H ′). From the suppositions of the
Theorem it follows that Q(f) 6= 0, (h′ + tx3)(e3) ≡ t, and V (x3) ∩ V (h
′) ∩ V (f1) ∩
V (f2) = ∅. Using Lemma 2.1 and Theorem 3.3, we get
|F−1(0)| = |Ix3(f)
−1(0)| = degtR(f, h
′ + tx3) =
n1n2 − dimL∞(f, e3, x3, h
′).
The following linear mappings correspond to (0, β′(f, h′)) and (α(e3), β
′(0, x3))
under the isomorphisms θ:
γ′(F,H ′) = θ−1 ◦ (0, β′(f, h′)) ◦ θ : M˜ ′ −→ M˜ × M˜ ′′,
(Q1, Q2, G) 7→ (0, F1Q2 + F2Q1 −H
′G),
γ(F,H ′) = θ−1 ◦ (α(e3), β
′(0, x3)) ◦ θ : M˜
′ −→ M˜ × M˜ ′′,
(Q1, Q2, G) 7→ (∆n1−1(Q1),∆n2−1(Q2),−G),
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where
∆m : C[X1, X2] −→ C[X1, X2],
Xm11 X
m2
2 7→ (m−m1 −m2)X
m1
1 X
m2
2 .
Define the linear subspaces
L˜i = L˜i(F,H
′) ⊂ M˜ × M˜ ′′
in the following way
L˜0 = 0,
L˜i+1 = γ
′((F,H ′)(γ(F,H ′)−1(L˜i)) ∩ Imγ(F,H
′).
We have
L˜i(F,H
′) = θ(Li(f, e3, x3, h
′)), i ≥ 0
and therefore,
L˜0 ⊂ · · · ⊂ L˜i ⊂ · · · ⊂ M˜ × M˜
′′,
2dimL˜i ≥ dimL˜i−1 + L˜i−1, i ≥ 1,(4.1)
|F−1(0)| = n1n2 − dimL˜∞.
It follows from the definitions that
L˜i ⊂ {0} × M˜
′′, γ(F,H ′)−1(0, Z) =
=
{
0 if degZ = n1 + n2 − 1,
C[X1, X2]n1−1 × C[X1, X2]n2−1 × {−Z} if degZ ≤ n1 + n2 − 2.
It is easy to prove by induction that
L˜i(F,H
′) = {0} ×Ki(F,H
′)
and therefore,
K0 ⊂ · · · ⊂ Ki ⊂ · · · ⊂ C[X1, X2]n1+n2−2,
2dimKi ≥ dimKi−1 + dimKi+1, i ≥ 0,
dimL˜∞ = dimK∞,
|F−1(0)| = n1n2 − dimK∞.
(see (4.1)).
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