Abstract. The adjoint linear system on a surface have been studied by many authors. Among these, Reider's criterion on a smooth surface is very famous. Here we prove a similar criterion on normal surfaces.
Introduction
Let k be an algebraically closed field of characteristic 0. Throughout this paper, we consider everything over k.
It is an interesting problem when the adjoint linear system |K X + mL| is free. Reider proved the following theorem in [R] .
Theorem. Let S be a smooth complex algebraic surface and L be a nef divisor on S. If L 2 ≥ 5 and p is a base point of |K X + L|, then there exists an effective divisor E passing through p such that either LE = 0, E 2 = −1 or LE = 1, E 2 = 0.
In [S2] , Sakai extended this theorem to normal surfaces as follows.
Theorem. Let Y be a normal Moishezon surface. Let D be a nef divisor on Y such that K Y + D is a Cartier divisor. If D 2 > 4 + η(Y ), then |K Y + D| has no base points unless there exists a nonzero effective divisor E such that 0 ≤ DE < 2 + 1 2 η(Y )
In this theorem, the number η(Y ) is a non-negative rational number determined by the singularities of Y which may be arbitrarily large if Y has bad singularities. On the other hand, Matsushita proved the following theorem in [Ma] .
Theorem. Let Y be a normal projective surface which has only log terminal singularities. Fix one point x 0 on Y . Let D be a nef big Q-divisor which satisfies following conditions.
(1) D 2 > 4. (2) D.C > 2 for all curves C ⊂ Y such that x 0 ∈ C. (3) K Y + ⌈D⌉ is a Cartier divisor. Then x 0 ∈ Bs|K Y + ⌈D⌉|.
We will generalize and improve the above results as follows. First we introduce the terminology.
Definition. Let Y be a normal surface. Y is said to have log terminal singularity if the following conditions are satisfied:
( ii ) There exists a resolution of singularities f : X → Y such that the union of the exceptional locus is a divisor with only normal crossings, and that
with the condition that a j > −1 whenever ∆ j is exceptional for f .
Let (Y, x) be a germ of normal surface singularity. Let f : X → Y be the minimal resolution. There exists an effective Q-divisor ∆ supported on f −1 (x) such that f * K Y = K X + ∆ (∆ has the opposite sign of Kawamata log discrepancy). Let Z be the fundamental cycle of x.
If x is a log terminal singular point then we obtain the following.
Proposition 1. Let Y, x, ∆, Z as above. If x is a log terminal singular point of Y then −(∆ − Z) 2 ≤ 2. Furthermore −(∆ − Z) 2 = 2 if and only if x is a rational double point.
We define
4, x is a smooth point, −(∆ − Z)
2 , x is a log terminal singular point, 0, x is a singular point which is not log terminal.
The main result of this paper is the following.
Theorem. Let Y be a normal surface over k. Let D be a nef divisor on Y such that K Y + D is a Cartier divisor. Let x be a point on Y and D 2 > δ x . If x is a base point of |K Y + D| then there exists a non-zero effective divisor E on Y passing through x such that
In particular, if x is a singular point which is not log terminal then |K Y + D| is always free at x. One may say that, the worse singular the point x is, the less likely it is a base point of the adjoint system. By this theorem, we obtain the following results immediately.
Corollary 1. Let Y be a normal surface over k. Let A be an ample divisor on Y . If t ≥ 3 and K Y + tA is a Cartier divisor then |K Y + tA| is free. Furthermore, if A 2 > 1 and K Y + 2A is a Cartier divisor then |K Y + 2A| is free. This is one of the normal surface case of Fujita conjecture.
Corollary 3. Let Y be a normal surface having only rational double points as singularities. If D is an ample Cartier divisor and D 2 > 2 then every base points of |K Y + D| is smooth.
We prove Proposition 1 in §1. We prove the main theorem in §2. The proof of the theorem is divided to three cases. First we treat the case that x is a non log terminal singular point. Second we treat the case that x is a smooth point. Finally we treat the case that x is a log terminal singular point.
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we divide the cases by the type of the singularity (cf. Appendix). Case 1: The dual graph is of type A n .
In this case, the fundamental cycle Z is Z =
. Now we assume n ≥ 2. Hence we have the equations
Case 2: The dual graph is of type
Therefore we have
Hence we have a n−2 − a
In this case, the numbers a j , . . . , a n−2 , a ′ 1 , a ′′ 1 satisfy the equations a j − 2a j+1 + a j+2 = 0, . . . , a n−4 − 2a n−3 + a n−2 = 0, a n−2 = 2a ′ 1 , a n−2 = 2a ′ 1 , a n−3 − 2a n−2 + a ′ 1 + a ′′ 1 = a n−3 − a n−2 = 0.
Hence we have a j = a j+1 = · · · = a n−2 . Therefore
Hence we have −(∆ − Z) 2 = 2 − a 2 < 2. Case 3: The dual graph is of type E n . If the dual graph is in the Appendix then we write (µ; a, b, c; d, e). We set indexes i as in the Appendix.
(E n -i)First, we assume µ ≥ 3. Then the fundamental cycle is
. In this case, we have the equations
Since the numbers a 0 , a ′′ 1 satisfy the equation a 0 − 2a Hence we have
Let D be any Q-divisor. We write the integral part of D as [D] , and the fractional part of D as {D}. Let Y be a normal surface and
Let x be a singular point on Y and Z be the fundamental cycle of x. Let ∆ x be the components of ∆ supported on f −1 (x). We define
Proof. Let f, ∆, Z as above. We divide the cases by the type of x.
1. The case where x is not a log terminal point:. Let ∆ x = a i ∆ i be the prime decomposition.
Lemma 1. a i ≥ 1 for some i.
Thus we have a j ≤ a i . Similarly, if we exchange the roles of i and j, we have a i ≤ a j . Hence a i = a j and all inequality must be equality. Thus ∆ 2 i = ∆ 2 j = −2 and ∆ i ∆ j = 2. But this shows (∆ i + ∆ j ) 2 = 0, which is absurd. Suppose that three or more components meet at one point. If ∆ i , ∆ j and ∆ k meet at a point and
Thus we have ∆ 2 i = −2 and a i = a j = a k . If we exchange the roles of i, j and k, we have ∆
, which is absurd. Hence ∆ x is a normal crossing divisor and all coefficients are less than 1. Thus x is a log terminal singularity, which contradicts our assumption.
By the above lemma we have [
nef and big. Hence we have
from the following vanishing theorem due to Miyaoka.
Theorem [Mi] . Let D be a divisor on a surface X with κ(X, D) = 2 and D = P + n i N i its Zariski decomposition. If each n i is smaller than 1, then H 1 (X, −D) vanishes.
Consider the following exact sequence
Hence we have
We complete the proof of non log terminal case.
2. The case where x is a smooth point:.
In this case δ x = 4. Let π : X → X be the blowing up of X at x. Let L be the exceptional curve of π.
is another Zariski decomposition of a nef and big divisor π * f * D, which is absurd. Hence P L > 0.
We have P Γ = 0 for any irreducible f -exceptional divisor Γ, where we identify Γ and π
Hence Γ is a component of Supp N , which is contradiction.
Thus we have P ∆ = 0, hence
where I x is the maximal ideal sheaf of x. Since x is a base point of
is not surjective. Hence we have
On the other hand, since P is nef and big, we have
by the vanishing theorem due to Miyaoka. 
Consider the following diagram
This diagram shows that x is not a base point of |K Y + D|, which contradicts our assumption. Hence E meets L.
Since N + ∆ does not contain L as a component and E is taken from [N + ∆], this E has a component which is not π-exceptional and meets L. Therefore f * π * E = 0.
Let E − ∆ = E 1 − ∆ 1 where E 1 and ∆ 1 are effective Q-divisors without common components. Since D j C ≤ 0 for any component C in E, we have
On the other hand, since (π * f * D − 2L − E 1 )E 1 ≤ 0, we have
Suppose a ≥ 2. Since (N + ∆) − E 1 is effective and does not contain L as a component, we have
, which is contradiction. Thus we infer a ≤ 1, since a = E 1 L = EL and E and L are Z-divisors on X. In particular E 3 has the component passing through x which is smooth at x because E does not contain L and EL = 1.
If we replace E 3 by E, we have the following.
Thus we complete the proof when x is a smooth point.
3. The case where x is a log terminal point:. Let ∆ = ∆ x + ∆ ′ where ∆ x consists of the components supported on f −1 (x) and ∆ ′ is the others. Let Z be the fundamental cycle of x. In this case
2 > 0 by the assumption. Hence f * D + ∆ x − Z is big, this has the Zariski decomposition f * D + ∆ x − Z = P + N where P is a nef and big Q-divisor and N is negative definite. Let Γ be an irreducible f -exceptional divisor with f (Γ) = {x}.
Since x is a base point of |K Y + D|, we have
by the vanishing theorem due to Miyaoka. By the same argument as smooth case, we have a nonzero effective divisor
If E is disjoint from Z then the following diagram
shows that the bottom morphism is surjective. Since x is a base point of |K Y + D|, this is contradiction. Hence E meets Z.
where E 1 and ∆ ′ 1 are effective Q-divisors without common components. Thus we have
Since E meets Z we have E 1 ∩ Z = ∅. Note that the coefficient of a component of E 1 which meets Z is integral. We claim that f * E 1 has a component passing x. Indeed, if not,
Hence the bottom morphism is surjective. Since x is a base point of |K Y + D|, this is contradiction. Thus f * E 1 is passing through x. Let E 2 = f * E 1 and E 1 = f * E 2 − Γ. Then we have the inequality
Next, we prove the inequality DE 2 < 1 2 δ x . First we prove the following two lemmas.
Thus N contains Z ′ as a component. Since P N = 0, this is contradiction.
Lemma 3. There exists an irreducible component C of f −1 (x) such that P C > 0.
Proof. If P C = 0 for all curves in f −1 (x) then P (Z − ∆ x ) = 0. Hence f * D = P + (N + Z − ∆ x ) is also Zariski decomposition of nef and big divisor f * D. Since Z − ∆ x is effective, this contradicts the uniqueness of the Zariski decomposition.
Remark. This C satisfies (Z − ∆ x )C < 0 by Lemma 2. Moreover (Z − ∆ x )C = −1 unless x is of type A 1 .
First we consider the case of type A 1 . In this case, we have ∆ x = 1 − 2 w 1 C 1 where w 1 = −C 2 1 . Hence we have (∆ x − Z)C 1 = 2 and δ x = 4/w 1 . Suppose E 1 C 1 ≥ 2. By Lemma 3, N does not contain C 1 as a component. Therefore we have
On the other hand, we have N C 1 < (P + N )C 1 = (∆ x − Z)C 1 = 2, which is absurd. Since E 1 is integral near Z, we have
Now, we assume x is not of type A 1 . Thus the C in Lemma 3 satisfies (∆ x − Z)C = 1 by the classification in the Appendix. Hence there exists a component C in Z which satisfies P C > 0 and (∆ x − Z)C = 1.
Proof. There exists a component C which satisfies P C > 0 and (∆ x − Z)C = 1 by Lemma 3. Hence (Z − ∆ x )P > 0 and (Z − ∆ x )(N + ∆ ′ ) < (Z − ∆ x )(P + N ) = δ x . Since E 1 is taken from N + ∆ ′ , there must be a component C ′ in N which satisfies (Z − ∆ x )C ′ < 0. Hence this C ′ is a component in Z and P C ′ = 0. Thus these C and
We have (∆ x − Z)C = 1 for any i ∈ T by Lemma 2. T is a subset of {i | (∆ x − Z)C = 1}, which is indicated by • in the graph in the Appendix.
Lemma 5. Any component in E 1 does not meet C i for i ∈ T . Thus we have
Proof. Since (P + N )C i = (f * D + ∆ x − Z)C i = 1 and P C i > 0, we have N C i < 1. Since P C i > 0, N does not contain C i as a component. Let N = n j N j + N ′ where N j is the components which meets C i . Then we have n j < 1 for all j. Since E 1 is the divisor taken from N + ∆ ′ , E 1 must consist of the components of N ′ + ∆ ′ . Thus every component in E 1 does not meet C i .
where c i is the coefficient of C i in Z and a i is the coefficient of C i in ∆ x . Since P E 1 = 0, we have
Hence it is enough to show d ≤ 2δ x . Case 1: c i = 1 for all i ∈ T . Suppose T = {i, j, k} where i = j, j = k, k = i. By the classification in the Appendix, this can occur only in case of Type D n or E n , and we have
, we have w i µ 2 i − 2µ i < 0. The same inequality holds if we exchange i to j, k. Hence we have
The cases of #T ≤ 2 are treated by the same method, and we get d ≤ δ x . Note that if x is of type A 2 and T = {1, 2} then i ∈T µ i C i = 0. Case 2: T = {i, j}, i = j and c i = 2. In this case, we have c j = 1 by the classification. Let
As in the case 1, we have
So this case is treated as in the following case 3.
Case 3: T = {i} and c i = 2. Case 3-1: There exists two components which satisfies (∆ x − Z)C i = 1 and x is of type D n . Namely x is of type of (D n -ii) in the Appendix.
Proof. Since ∆ x C j = −w j + 2, we have the equation a j−1 − w j a j + a j+1 = −w j + 2. Since a j = a j+1 (cf. proof of Proposition 1) and w j ≥ 3, we have
Hence we have a j−1 ≤ 2a j − 1 < a j . Similarly, since ∆ x C i = −w i + 2 for all i ≤ j − 1, we have
Since a j−1 < a j , we have a i−1 < a i for all i ≤ j − 1. Thus we have a 1 < · · · < a j−1 ≤ 2a j − 1.
Case 3-2: There exists only one component C i which satisfies (∆ x − Z)C i = 1 and x is of type D n . Namely x is of type (D n -iii) in the Appendix. In this case, we have δ x = 2 − a 2 (cf. Prop. 1) and
If x is not a rational double point, then w 1 ≥ 3. Since −w 1 a 1 +a 2 = 2 −w 1 and a 1 = a 2 , we have
Suppose that x is a rational double point. Since the assumption of the case 3-2 and Lemma 4, we have ZE 1 < 2. Since E 1 is integral near Z, we have ZE 1 = 1. Therefore If x is a rational double point then we have DE 2 < 1 as in the case 3-2. Hence if x is not neither of the type 2, 5, 9 or 12 then DE 2 < δ x /2.
Thus we consider the case of the type 2, 5, 9 and 12. Since
then there is nothing to show. Hence we consider the case
The case of type 2: In this case, δ x = 14 9
, T = {2} and Z − ∆ x is 4 3 ; 7 9 , 14 9 ; 4 9 ; 2 3 .
are the components which meet Z but not exceptional, and E ′′ is disjoint from Z. Set also
Since E 1 is integral near Z, e must be the sum of some coefficients of Z − ∆ x . Hence we consider only the case 9e = 8, 9, 10, 11, 12, 13. If 9e = 13 and E 1 has a component which meets C 1 and a component which meets C ′′ 1 then we write "13=7+6" by using the coefficients of such components.
Suppose that E 1 ∩ C 1 = ∅. By Lemma 5, we have
Hence we may assume that there is a component which meet C 1 . This occurs only in the case of "13=7+6" namely
• means index and primes. or "11=7+4." namely
′ where E ′ consists of the components which is not contained in Z, since E 1 does not contain the components which meets C 2 by Lemma 5. Thus we have C Suppose that E 1 ∩ C 1 = ∅. By Lemma 5, we have
Hence we may assume that C 1 E 1 > 0. This occurs only in the case of "7=4+3" or "6=4+2. Suppose that E 1 ∩ C 1 = ∅. By Lemma 5, we have
We assume that there is a component which meet C 1 . This occurs only in the case of "15=9+6", "17=9+4+4" or "13=9+4.
where E ′ is as above. Thus we have C ′ 1 E ′ ≤ 2 and C ′′ 1 E ′ ≤ 1. First we assume b 0 = 0. In the case of "15=9+6" or "13=9+4" we have
Suppose E 1 is of the case of "17=9+4+4."
If we take (t 1 , t 3 , t 4 , t 0 , t ′ 1 , t ′′ 1 ) = (1/2, 4/9, 8/9, 4/3, 10/9, 2/3), we get E ′ 2 + 49 18
< 0. Hence 
Thus we have
Therefore f * DE 1 < δ x /2. The case of type 12: In this case,
That is contradiction. Thus If That is contradiction. Thus b 2 = 0.
Thus we have ZE 1 ≥ 2. Hence by Lemma 4, there must be at least two components in Z which satisfies −ZC = 1, which is contradiction. Thus |K Y + D| is free at x. 
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The component C i such that ( ∆ -Z ) C i =-1.
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