Robust scheduling is aiming at constructing proactive schedules capable of dealing with multiple disruptions during project execution. Insertion a time buffer, before an activity start time, is a method to improve the robustness (stability) of a baseline schedule. In this paper, we introduce new heuristics for inserting time buffers in a given baseline schedule while the project due date is predefined and stochastic activity duration is considered. Computational results obtained from a set of benchmark projects show that the proposed heuristics capable of generating proactive schedules with acceptable quality and solution robustness.
Introduction
In practice, a baseline schedule of resource-constrained project may suffer from several types of disruptions which could lead to infeasibilities at the organizational level or penalties in the form of higher subcontracting costs (1) . Traditionally, proactive and reactive scheduling methods are used to protect the schedule from the adverse effects of possible disruptions during the project execution. In general, there are two strategies to deal with the scheduling problem under uncertainty: (1) The proactive strategies aim to accommodate uncertainty into constructed baseline schedules in advance by exploiting statistical knowledge of uncertainties that have been detected and analyzed in the project planning phase, (2) Whereas reactive strategies try to repair the disrupted schedule in real time and minimize the negative impact of the disruption on the remainder activities. For more information about scheduling procedures under uncertainty, we refer for overviews to Refs. (1) and (2) . Reference (3) demonstrates that when projects are executed in the face of uncertainty, proactive-reactive project scheduling procedures are capable of combining schedule stability and makespan performance. Recently, Reference (4) states that the literature on proactive stable scheduling procedures is uncovered as being virtually void. The objective of this paper is to develop and validate three heuristic procedures for generating such stable project baseline schedule that works under stochastic activity duration and a predefined due date. We assume a project network is represented by a directed acyclic graph , .
Where 0, 1, … , , is the set of project activities with 0 and as a starting and ending dummy activities, and is the set of precedence relationships. Project activities 1, 2, … , 1, , have stochastic activity durations , are subject to zero-lag finish-start precedence constraints and require an integer per period amount of one or more renewable resource types , 1, 2, … , , during their execution. The renewable resource types have a constant per period availability . The dummy activities have zero duration and zero resource usage. Due to the stochastic nature of projects and project activities, disruptions may occur during the project execution causing the realized activity start times, , to differ from the planned ones, . Our objective is to build a precedence and resource feasible baseline schedule by minimizing the expected weighted deviation in start times in the realized schedule from those in the planned one as a measure of proactive schedule stability cost. This means, minimizing ∑
, where E denotes the expectation operator and denotes the weight of non-dummy activity , which is the marginal penalty of starting activity later than planned in the baseline schedule. The penalty of delaying the project start time equals zero, 0, and the penalty of violating the predefined deterministic project due date, , is . The remainder of this paper is organized as follows. Section 2 introduces a literature review of time buffer allocation heuristics by which stable schedules are generated. In section 3 the relation between buffered schedule and stability is introduced. A problem formulation is presented in section 4. In section 5 the proposed heuristics are introduced. Experimental setup and computational results are explained in sections 6 and 7 respectively. Finally, conclusions and future work are presented in section 8.
Literature Review
Reference (3) presents a resource flow-dependent float factor (RFDFF) heuristic for generating buffered baseline schedules for resource-constrained project schedules. RFDFF heuristic, an extension to the adapted float factor (ADFF) heuristic proposed in Ref. (5) for generating buffered baseline schedules for projects with ample renewable resource availability, relies completely on the activity weights but does not exploit the available information offered by the activity duration distributions in making its buffering decisions. Recently, Reference (4) propose two heuristics and two meta-heuristics for generate a stable schedule with acceptable makespan performance. The first two are the virtual activity duration extension (VADE) and the starting time criticality (STC). While VADE heuristic relies on the standard deviation of the duration of an activity in order to compute a modified duration to be used in constructing the baseline schedule, the STC heuristic tries to combine information on activity weights and activity duration variances. The last two are an improvement phase that can be added to each of the just mentioned two heuristics to enhance their performance, and a tabu search meta-heuristic that searches for the best buffer insertion for a given schedule by exploring the neighborhood solutions.
Buffered Schedule and Stability
Due to the marginal cost of delaying any activity in the project is much less than the marginal cost of violating the project due date, i.e. , , the stability objective can be divided into two conflicting objectives, the stability cost incurred from deviating the planned start time of the activities and the cost of violating the project due date. Formally, ∑ . The two parts of the objective function are sensitive to three types of buffers: activity buffers (AB), feeding buffers (FB) and project buffer (PB). We define the activity buffer as the time interval inserted before the activity start time to protect it from delay due to anticipating disruptions in the transitive predecessors. The two terms, feeding buffer and project buffer are considered from the principles of the Critical Chain/Buffer Management (CC/BM), the direct application of the Theory of Constraints (TOC) to project management (6) . The critical chain is defined as the longest chain of precedence and resource-dependent activities that determines the overall duration of a project. The project buffer should protect the project due date from variability in the critical chain activities. Feeding buffers are inserted whenever a non-critical chain activity joins the critical chain. The combination of the three buffers determines the nature of the two parts of the objective function. For example, while focusing the most of time slack as a project buffer will decrease the probability of the due date violation which implies decreasing the expected cost of violation, this at the same time will increase the expected stability cost of deviating the schedule activities due to assign small amount of time slack to protect them (see Fig. 1 ).
(a) Unbuffered schedule 
Problem Formulation
The objective of this problem is to determine a baseline schedule with activity start times , 0, 1, … , , and project due date, , such that the total stability cost of the baseline schedule, , is minimized. Formally:
The objective function in Eq. (1) maximizes the stability of the schedule. Alternatively, it minimizes the weighted expected deviation between planned and realized activity start times. Equations (2) guarantee that no delay in the start time of the project schedule is allowed. Equations (3) 
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Vol. 6, No. 5, 2012 and resource flow relationships. Where ∆ is a time buffer assigned before the planed start time of activity , and are the predecessors of activity in the network , which is built based on the initial unbuffered schedule . is the set of resource flow relationships (7) (8) . Equation (4) specifies that the makespan of the project is less than or equal to the project due date. Equations (5) specify the railway scheduling mode in which , the realized start time of activity j, should be the maximum of the planned start time in the baseline schedule, S , and the maximum finish time of the predecessors, prec , of activity j in the network , , and follows the order coming from a reactive policy, rp. For more information about reactive policies, we refer to Ref. (9) . Equations (6) specify that the buffer time assigned for each activity is non-negative.
Proposed Heuristics
Let ∆, where ∆ ∆ , ∆ , … , ∆ , be a vector of buffer times for constructing the buffered schedule S , using Eqs. (2, 3 and 4) . Owing to the dependency of schedule S on the buffer vector ∆, the stability objective function depends on that vector as well. Therefore, efficient heuristics are required to decide the nature of the vector ∆ in order to obtain a good combination of the two parts of the objective function. The intermediate schedules constructed in the following heuristics are built by creating an early start schedule (ESS) for , . where , is the resource flow network constructed using the procedure developed by (8) . Then, these schedules are evaluated by simulation in a training set.
In the following subsections, we propose three heuristics for generating a stable schedule. Subsection 5.1 presents a parametric heuristic which relies on three parameters to build the intended schedule. In subsection 5.2, we presents what called Activity Marginal Stability heuristic in which time buffer is assigned in front of the activity that gives maximum marginal contribution in terms of total stability costs. The so-called Activity Stability Contribution heuristic, introduced in subsection 5.3, tries to relieve the computational burden of the second heuristic by using activity contribution instead of activity marginal contribution.
Parametric Heuristic (ParH)
We propose a parametric heuristic that depends on three parameters, α, β and γ to generate different vectors of ∆. Where α is the parameter of the project buffer, β is the parameter of the feeding buffer when connected to the activity (the end dummy activity), and γ is the parameter of the feeding buffer when connected to an activity . Where is the set of critical chain activities. The domain of each parameter is as follows:
Where at 0, the project buffer will be zero. That is, all the slack time , , of the critical chain is distributed among the critical chain activities. And at 1 0, a project time buffer is assigned before the project due date according to the weight of disrupting the project due date and the weight of disrupting the start time of each activity in the critical chain (for details, see Heuristic (1)-Step 3). β and γ follow the same rules but for the non-critical chains.
The steps of the proposed heuristic are as shown in Heuristic (1). The initial limited resource unbuffered schedule is provided in Step (0). In Step (1) the resource flow arcs is added to the project network using the procedure mentioned in Ref. (8) , and the critical activities, the non-critical activities, and the activity start time criticality are determined. If more than one critical chain, Step 2 determines the most critical one according to the start time criticality. The time buffer of the activities in the critical chain and the project buffer is determined in Step (3).
Step (4) is to determine a non-critical chain from the activities that has slack time and no buffer time assigned for them yet. The time buffers of the activities in the non-critical chain selected in Step (4) are determined according to the procedure described in Step (5). Then,
Step (4) and (5) are repeated until no activity is left without assigning time buffer. Finally,
Step (6) is to construct last robust schedule found.
Heuristic1: ParH Heuristic
Step 0: Given a limited resource unbuffered schedule, S, with activity start times , 0,1,2, … , .
Step 1: build a resource flow network for the schedule S and find: Earliest start schedule, , and total float of activity , . : 0, .
Where is the set of non-critical chain activities and (4) is the start time criticality of activity .
(Note that project completion time, , why?).
Step 2: Select one critical chain activities from the set by using the forward/backward calculations of as follow: Forward calculations: 0, max , 0 .
Backward calculations: , min , .
where is the successors of activity in the network , based in the initial schedule .
Step 3: For the project due date, , update and compute an elongation for each activity in the critical chain at a project buffer parameter as follows:
. where is the maximum integer less than . (Note that: )
Step 4:
• Step 6: Construct the robust baseline schedule , with activities start times , ∆ and ∆ , where 0, 1, 2, … , . 
Activity Marginal Stability Heuristic (AMS)
AMS heuristic consists of two steps, estimation and assignment. In Step (1), the estimation step, for each activity , that has a non-zero total float, in the current schedule the marginal stability contribution, , is measured. That is, if a unit time is added to the time buffer assigned to activity in last schedule t-1, the marginal stability contribution in the objective function for schedule t will be . Where ∆ is the total stability (calculated using Eq. (1)) of schedule t at the time buffer vector ∆ . In Step 2, a unit time is added to the buffer of the activity that has maximum in the current schedule. Then, Step 1 and 2 are repeated until no improvement occurs. The steps of AMS are as shown in Heuristic (2).
Activity Stability Contribution Heuristic (ASC)
The framework of ASC heuristic is similar to AMS heuristic. But while AMS uses the activity marginal contribution which consumes a lot of CPU time to be computed for each activity to determine the best next schedule, ASC uses activity contribution in the objective function which already has been computed in the last schedule. Therefore, the computational effort of ASC is dramatically low when compared with AMS heuristic. The ASC works as described in Heuristic (3). In Step (1), the activity stability contribution is measured in the current schedule. In Step (2), the activities are arranged in non-increasing order according to ASC value in a list. According to the list, a one-time unit is added to the buffer time of the first activity that makes an improvement in the stability function. Then, the schedule is updated. The two steps are repeated until there is no improvement in the stability under the defined project due date.
Heuristic 3: ASC Heuristic
Initiation: set , , ∆ 0
Step 1: Compute the as follows: 0 0
Step 2: Arrange the activities in decreasing order according to in list and take first activity in : 1. If 0, go to step 3. 
Experimental Set up
The proposed heuristics have been coded in C++. The heuristics are tested on the J30, J60 and J120 data set of PSPLIB (10) . The initial unbuffered schedules for the problems are generated by the combined crossover algorithm of Ref. (11) with 50,000 schedule generations as stop condition. For the sake of comparison, the weights , the realized activity duration (with low, high and random variability), and the reactive policy followed to construct the realized schedule are as mentioned in Ref. (4) . The due date, also, is set as 1.3 times the minimum project makespan, i.e.
1.3
. As done in Ref. (4) , for every network instance 200 scenarios are generated and divided to two sets, training and test. The test set is used to
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Vol. 6, No. 5, 2012 detect the overfitting in the proposed heuristics In the ParH heuristic, we use hill climbing method to find the best combination of the three parameters , and to get the best stable schedule in terms of total stability cost. Also, in the ASC heuristic, we limited the maximum allowed time for the project buffer to 4 units of time.
Computational Results
All computational results have been obtained on a Core 2 Duo 2.0 GHz personal computer. For every algorithm we calculate the average stability cost (Stab) over all networks and executions on both a training set and a test set of simulated disruptions. We measure the second part of our objective as the average percentage of network instances that violate project due date (%Vdd). %Best denotes the percentage of network instances for which a certain algorithm yields the minimum cost among the three proposed algorithms. This measure will be calculated for both data sets to examine the degree of overffiting. Results of AMS heuristic on the J120 netowrk instances have been omitted due to the enormous computational burden required to solve them.
The results for high, low and random duration variability are discussed in the following subsections. Tables 1-3 show that ParH, AMS and ASC outperform the previous ones in both data sets. Also, we observe AMS is doing better than ParH and ASC where it delivers the best starting solution in 74% of the J30 and 67% of the J60. When comparing the performance of AMS and ASC in the testing set, we observe: 1-the percentage of best solution of AMS drops to 58% in J30 and 55% in the J60 networks. 2-in the other side, for ASC, the percentage of best solution increase from 25% to 36% in J30 and from 33% to 44% in the J60 networks. 3-In training set, the performance deviation, calculated as
High Duration Variability
where X is the set of data sets used in the test, between the average stability cost and the results found over the three heuristics is 6.1% for ASC and 2.4% for AMS. In the other side, test set, the performance deviation is 4.8% for ASC and 4.2% for AMS. We conclude that ASC is performing as better as AMS and AMS may subject to overffitting. In both data sets, the percentage of network instances that violate the project due date lays between 15% to 20% for AMS and ASC and between 15% and 30% for ParH. Tables 4-6 show that ParH performs worse on all networks (%Best = 0). Compared to our findings in section 7.1, also, AMS is the best on the training set whereas ASC is the best on the test set. This emphasizes that AMS may subject to overffiting. %Vdd reveals that, in low duration variability, the percentage of network instances that violate the project due date is almost zero for AMS and ASC. Tables 7-9 reveal that ParH performs as well as the previous heuristics. In both data sets, around 5% of network instances are violated the project due date. As in the above two sections 7.1 and 7.2, we obtained the same findings for AMS and ASC. 
Low Duration Variability

Random Duration Variability
Conclusion and Future Work
In this paper, three heuristics, ParH, AMS and ASC, are developed to construct a stable baseline schedule under stochastic activity duration.
A simulation-based experiment on benchmarking project instances reveals that AMS and ASC outperform the previous published heuristics. Also, ParH is not recommended in low activity duration uncertainty. In addition, although AMS is ranked as the best, it may subject to overfitting.
In this paper buffers were heuristically allocated to a given initial unbuffered schedule while the resource allocation was kept fixed. The study of the impact of different initial schedules and different resource allocations on the efficiency and effectiveness of the generated stable schedule is a topic for further research. The impact of the ParH's parameters on the generated schedule, also, needs to be investigated. 
