Primal-dual interior-point path-following methods for semide nite programming (SDP) are considered. Several variants are discussed, based on Newton's method applied to three equations: primal feasibility, dual feasibility, and some form of centering condition. The focus is on three such algorithms, called respectively the XZ, XZ+ZX and Q methods. For the XZ+ZX and Q algorithms, the Newton system is well-de ned and its Jacobian is nonsingular at the solution, under nondegeneracy assumptions. The associated Schur complement matrix has an unbounded condition number on the central path, under the nondegeneracy assumptions and an additional rank assumption. Practical aspects are discussed, including Mehrotra predictor-corrector variants and issues of numerical stability. Compared to the other methods considered, the XZ+ZX method is more robust with respect to its ability to step close to the boundary, converges more rapidly, and achieves higher accuracy.
Introduction
Let S n denote the vector space of real symmetric n n matrices. Denote the dimension of this space by n 2 = n(n + 1) 2 :
(1)
The standard inner product on S n is A B = tr AB = X i;j A ij B ij :
By X 0 (X 0), where X 2 S n , we mean that X is positive semide nite The following are assumed to hold throughout the paper. Assumption 1. There exists a primal feasible point X 0, and a dual feasible point (y; Z) with Z 0. Assumption 2. The matrices A k ; k = 1; : : :; m, are linearly independent, i.e. they span an m-dimensional linear space in S n .
The central path consists of points (X ; y ; Z ) 2 S n R m S n satisfying the primal and dual feasibility constraints as well as the centering condition X Z = I (4) for some 2 R, > 0. It is well known NN94, KSH97] that, under Assumptions 1 and 2, (X ; y ; Z ) exists and is unique for all > 0, and that (X; y; Z) = lim !0 (X ; y ; Z ) (5) exists and solves the primal and dual SDP's. Furthermore, because X and Z commute, there exists an orthogonal matrix Q such that X = Q Diag( 1 ; : : :; n ) (Q ) T ; Z = Q Diag(! 1 ; : : :; ! n ) (Q ) T ; (6) where the i and ! i , respectively the eigenvalues of X and Z , satisfy i ! i = ; i = 1; : : :; n:
Without loss of generality, assume that 1 n and ! 1 ! n :
As ! 0, the centering condition (4) reduces to the complementarity condition XZ = 0, implying that X = Q Diag( 1 ; : : :; n ) Q T ; Z = Q Diag(! 1 ; : : :; ! n ) Q T ; (9) for some orthogonal matrix Q, with the eigenvalue complementarity condition i ! i = 0; i = 1; : : :; n. Observe that i and ! i are the limits of i and ! i as ! 0, and Q may be taken to be a limit point (not necessarily unique) of the set fQ : > 0g. We have 1 n and ! 1 ! n :
Interior point methods for semide nite programming were originally introduced by NN94, Ali91] . Early papers on primal-dual methods include VB95] and HRVW96]. A preliminary version of the present work appeared as AHO94b] . Convergence analysis of primal-dual path-following methods for SDP appeared rst in KSH97, NT97b, NT97a] . We are primarily concerned with four methods, which we call respectively the XZ, XZ+ZX, Nesterov-Todd (NT) and Q methods. The XZ method rst appeared in HRVW96, KSH97] . The XZ+ZX method was introduced in AHO94b] and was recently analyzed by KSS96, Mon96] . The NT method was given by NT97b, NT97a] and its implementation was recently discussed in TTT97]. The Q method originally appeared in AHO94a]. Many other papers on semide nite programming have recently been announced.
The paper is organized as follows. In Section 2 we introduce several algorithms in a common framework based on Newton's method, focusing on the XZ and XZ+ZX variants. In Section 3 we study the Jacobian of the Newton system for the various methods under nondegeneracy assumptions, and discuss implications for local convergence rates. In Section 4 we consider the conditioning of the Schur complement matrix on the central path, again under nondegeneracy assumptions. This leads to the issue of numerical stability, discussed in Section 5. We introduce the Q method in Section 6. In Section 7, we present computational results.
Our main focus is on the nondegenerate case; this assumption (de ned in Section 3) implies unique primal and dual solutions. We take the view that it is important to understand how methods behave on nondegenerate problems. This does not discount the signi cance of degenerate problems that may arise in applications, as is common in linear programming (LP).
In practice, many semide nite programs are block diagonal. Everything in this paper extends easily to the block diagonal case. Note that LP is the special case where all block sizes are one.
A word about notation: we use the symbols X, y and Z to mean several things. Depending on the context, they may refer to the variables of the SDP, the iterates generated by a method, or a solution of the SDP.
The Methods in a General Framework
We consider only primal-dual interior-point path-following methods, generating a sequence of iterates approximating the central path and converging to the primal and dual solutions. See Wri97] for a detailed discussion of such methods for LP. In LP, the basic iterative step can be readily derived using Newton's method. For SDP, points on the central path satisfy the nonlinear equation 
However, the matrix XZ is not symmetric in general. Consequently, the domain and range of the function de ned by the left-hand side of (11) are not the same spaces, and Newton's method is not directly applicable. For LP, on the other hand, the standard primal-dual interior-point method is obtained by applying Newton's method to (11). In this case, X and Z are diagonal, and XZ is also diagonal, so the domain and range of (11) reduce to R 2n+m .
A key question in formulating primal-dual interior-point methods for SDP is therefore: how should one appropriately formulate Newton's method? We consider here two possibilities. Other choices are discussed at the end of this section.
The XZ Method. Use the centering condition (4) directly and view the left-hand side of (11) as a function whose domain and range are both U = R n n R m R n n . Then Newton's method is well de ned, though the iterates are not symmetric matrices. (Actually, only the X iterates are not symmetric, since the dual feasibility equation forces Z to be symmetric.) The X iterates can then be explicitly symmetrized before continuing with the next iteration. Consequently, this method is not strictly a Newton method. A di erent iteration is obtained by using ZX = I instead of (4). The XZ + ZX Method. Rewrite (4) in the symmetric form XZ + ZX = 2 I:
Substituting (12) for (4) in (11) gives a mapping with domain and range both given by V = S n R m S n . Application of Newton's method to (12) leads to symmetric matrix iterates X and Z.
We observe that (4) and (12) are equivalent when X 0 (or Z 0). That (4) implies (12) is immediate. That the converse holds for X 0 is seen by using X = Q Q T to reduce (12) to (Q T ZQ) + (Q T ZQ) = 2 I, with diagonal and nonnegative and Q T Q = I. The entries on the left-hand side are ( i + j )(QZQ T ) ij , and so, since the o -diagonal entries must be zero, either i = j = 0 or (QZQ T ) ij = 0 when i 6 = j. Thus, (Q T ZQ) is diagonal, and (4) holds.
We now examine the steps de ned by these methods in more detail. The Newton step for the XZ method satis es the linear equation X Z + X Z = I ? XZ: (13) Let nvec map R n n to R n 2 , stacking the columns of a matrix in a vector.
Then we may rewrite (13) in the form (I X) nvec( Z) + (Z I) nvec( X) = nvec( I ? XZ): (14) where denotes the standard Kronecker product (see Appendix, equation (59)).
To discuss the XZ+ZX method, we introduce a symmetric version of the Kronecker product. The Newton correction for (12) satis es the linear equation X Z + Z X + X Z + Z X = 2 I ? XZ ? ZX; (15) where X and Z are symmetric. Let svec be an isometry identifying S n with R n 2 , so that K L = svec (K) T svec(L) for all K; L 2 S n (see Appendix). Then (15) can be written as:
(Z~I) svec( X) + (X~I) svec( Z) = svec ( I ? 1 2 (XZ + ZX)) (16) where~denotes the symmetric Kronecker product de ned in the Appendix (see (62)).
We shall now describe both methods in a common framework. Let vec denote either nvec or svec, depending on the context. Speci cally, vec will mean nvec in the case of the XZ method and svec otherwise. The inverse of vec is denoted by mat. We shall use lower case letters x and z to denote vecX and vecZ respectively, and we shall use x and z interchangeably with vec X and vec Z, to be de ned shortly. Other methods can also be de ned in the same framework; two of these are discussed below. See Zha97] for a class of methods that includes the XZ+ZX method, and KSH97, SSK96] for another class that includes all those discussed here except the XZ+ZX method.
The X ?1 Method. Replace R c in (19) by R c = X ?1 ? Z, so E = X ?1X
?1 , F = I~I. A similar method can be de ned with R c = Z ?1 ?X.
In fact, the method given by VB95] is based on a combination of these two steps. As long as X 0 and Z 0, E ?1 F is symmetric and positive de nite for both these methods. However, in both cases, the function to which Newton's method is applied fails to exist at a solution. We call an algorithm a Newton method if ( X; y; Z) is derived by applying Newton's method to a function that is well de ned for all X 0, Z 0. Under this de nition, of the four variants de ned so far, only XZ+ZX is a Newton method for SDP.
In the special case of LP (i.e., a block diagonal SDP with block sizes all one), the XZ, XZ+ZX and Nesterov-Todd methods coincide, giving the XZ method for LP, which is a Newton method.
In order to understand the asymptotic behavior of Newton's method, it is important to analyze the Jacobian at the solution itself. This is done in the next section.
3 The Jacobian at the Solution In this section we study the Jacobian of the function G, appearing on the lefthand side of (20), under nondegeneracy assumptions. To do this, we use the notions of nondegeneracy that were introduced by the authors in AHO97].
De nition 1. Let (X; y; Z) solve SDP, with an orthogonal matrix Q satisfying (9). Let X have rank r, with positive eigenvalues 1 ; : : :; r , and partition Q = Q 1 Q 2 ], where the columns of Q 1 are eigenvectors corresponding to 1 ; : : :; r . We say that (X; y; Z) satis es the strict complementarity and primal and dual nondegeneracy conditions if the following hold:
1. rank(Z) = n ? r, 2. the matrices
; for k = 1; 2; : : :; m, (30) are linearly independent in S n , and 3. the matrices Q T 1 A k Q 1 ; for k = 1; 2; : : :; m, (31) span the space S r .
These conditions are well de ned even if Q is not unique. The rst requirement is the strict complementarity condition. Conditions (30), (31) are respectively primal and dual nondegeneracy conditions under the assumption of strict complementarity. They immediately imply the inequalities r 2 m r 2 + r(n ? r) (32) (recalling the notation (1)). They also imply uniqueness of the primal and dual solutions. Furthermore, the conditions are generic properties of SDP, meaning roughly that they hold with probability one for an optimal solution triple, given random data with feasible solutions. For motivation of these conditions, and further details, see AHO97]. The de nitions are easily extended to the block diagonal case, giving the usual LP nondegeneracy conditions when all blocks have size one.
The strict complementarity condition rank(X) = r, rank(Z) = n ? r implies, using (10), that 
where C 1 contains r 2 columns corresponding to 1 i j r, C 2 contains r(n ? r) columns corresponding to 1 i r; r + 1 j n, and C 3 consists of (n ? r) 2 columns corresponding to r + 1 i j n. (38) where = Diag( 1 ; 2 ) and = Diag( 1 ; 2 ). We have 1 0, since none of the columns of C 3 are included in B 1 , and 2 0, since all of the columns of C 1 are included in B 1 .
Interchanging the rst and third rows and the second and last columns of (38), we obtain Corollary 1 Consider an SDP whose solution (X,y,Z) satis es the strict complementarity and primal and dual nondegeneracy conditions. Suppose that the XZ+ZX method uses = 0 and = = 1 in the Basic Iteration.
Then, there exists > 0 such that, if the iteration is started at (X 0 ; y 0 ; Z 0 ), with jj(X 0 ; y 0 ; Z 0 ) ? (X; y; Z)jj < , the iterates converge Q-quadratically to (X; y; Z).
The A result like Theorem 1 does not hold for any of the other methods discussed so far. As already noted, the function to which Newton's method is applied is, in the case of the X ?1 and Nesterov-Todd methods, not de ned at an optimal point. For the XZ method, the function G is de ned at the solution, but it can be shown that the Jacobian J is always singular there.
More importantly, bearing in mind the symmetrization step, an example can be constructed where J has a null vector ( X; y; Z) with X+ X T 6 = 0.
It is well known that a result like Theorem 1 holds for the XZ method for LP, using LP nondegeneracy assumptions.
Nondegeneracy assumptions are not required to obtain superlinear convergence results. This has been known for some years for LP Wri97] and is the subject of active current research for SDP. However, such results require that the iterates of a method stay close to the central path. Our point here is that classical Newton theory applies to the XZ+ZX method, under nondegeneracy assumptions, in SDP just as in LP.
Conditioning of the Schur Complement Matrix
In this section, we study the conditioning of the Schur complement matrix M, introduced in Section 2, on the central path. It is important to note that, when started on the central path, all the methods discussed so far generate the same rst iterate. On the central path, X and Z commute. Therefore, E ?1 F = 1 X~X in all cases except the XZ method for which we have E ?1 F = 1 X X. In both cases the Schur complement matrix M = AE ?1 FA T is the same.
We now analyze the condition number of M on the central path, as ! 0.
We begin by considering its rank in the limit. sizes are one, the condition on m in its hypothesis cannot hold under the nondegeneracy assumptions. Indeed, it is well known that for LP, under assumptions of nondegeneracy and strict complementarity, the condition number of the Schur complement matrix is bounded independent of .
Stability
We have seen in the previous section that, for nondegenerate SDP's, the condition number of the Schur complement matrix, evaluated on the central path, is bounded below by a positive constant times 1= (ruling out the exceptional cases r 2 = m and r = 0). Consequently, one expects that as ! 0, the computation of y in (22) will become increasingly less accurate. Indeed, in our original implementations we observed numerical instability leading to significant loss of primal feasibility near a solution. Recently, however, Todd, Toh and T ut unc u TTT97] found that high accuracy is achievable. The main issue is the choice of formulas for y and X. Several mathematically equivalent choices are possible, but these have quite di erent stability properties.
Formulas for y and X are given in (22) However, using this simpli cation to modify (22) and (23) leads to instability and loss of primal feasibility. It is much better to implement (22) and (23) directly. This is done in the computational experiments reported in Section 7. The same issue applies to the XZ method. However, direct implementation of (22) 
Of these four mathematically equivalent formulas, (45) and (46) give the highest accuracy, with smallest loss of primal feasibility. We used (45) This de nes a map from O n R 2n+m to R n 2 +n+m , where O n is the Lie group of orthogonal matrices with determinant one, whose dimension is n(n ?1)=2.
(Since the signs of eigenvectors are arbitrary, it is not a restriction to impose det Q = 1.) The price paid for the diagonalization is the nonlinear appearance of the variable Q in the feasibility equations.
Let K n denote the space of n n skew-symmetric matrices, and consider the exponential map from K n to O n de ned by Performing Gauss block elimination on this matrix we see that its nonsingularity is equivalent to the nonsingularity of The proof of Corollary 2 is more technical than that of Corollary 1, and is omitted. It is necessary to establish that quadratic convergence is not impeded by either (a) the use of the Cayley transform to approximate the matrix exponential or (b) the dependence of the de nition of G Q on Q.
As with the other methods, we see how to e ciently implement the Q method by performing block Gauss elimination directly on J Q , without partitioning the blocks. The rst step yields Although the Q method has some attractive features, it is, at present, not a practical alternative to the other algorithms. When initialized far from the solution, convergence is generally not obtained. However, the quadratic local convergence established here is observed in practice.
Computational Results
In this section we report on the results of some extensive numerical experiments. We start by discussing some important implementation details.
Mehrotra's predictor-corrector (PC) rule is a well known technique in LP Wri97]. It can easily be extended to the XZ and XZ+ZX methods, as follows. Computational results are presented in Tables 1 through 4. Tables 1, 2 and 3 report results for randomly generated problems, with m = n. The matrices A k ; k = 1; : : :; m were symmetric with entries uniformly distributed in the interval ?1; 1]. The vector b and the matrix C were chosen to ensure that Assumption 1 was satis ed. More precisely, random positive de nite symmetric matricesX andZ and a random vectorỹ were generated, and b was de ned by b k = A k X , k = 1; : : :; m, while C was set toZ+ P m k=1ỹ k A k . All methods were initialized with the infeasible starting point (X 0 ; y 0 ; Z 0 ) = (I; 0; I). Table 1 shows results for the XZ+ZX, XZ and NT Basic Iteration, using = 0:25 in (27), with various choices for the steplength parameter in (28), (29). We also implemented the X ?1 method but found it required many more iterations than the others with the same parameter choices. Table 2 shows results for the PC variants. Part (a) of both tables shows the number of iterations required to reduce the quantity X Z by a factor of 10 12 , averaged over 100 problems. Part (b) shows the nal value of log 10 (jjr p jj + jjR d jj) ; averaged over the same data. A run was terminated reporting success when X Z was reduced by the desired factor of 10 12 , and reporting failure if (i) the primal or dual steplength ( or ) dropped below 10 ?4 (indicated by the notation S in part (a) of the table), or (ii) the number of iterations exceeded the maximum value 50 (indicated by E in the table) or (iii) a Cholesky factorization failed (caused by rounding errors, impossible in exact arithmetic, and indicated by R in the table). Failures are not included in the average statistics. All experiments were conducted in Matlab, using IEEE double precision arithmetic.
Let us rst consider the results shown in Table 1 , for the Basic Iteration without the PC rule. For = 0:9, all three methods show essentially the same number of iterations. The XZ+ZX method achieves the highest accuracy (in terms of feasibility). More aggressive choices of the steplength parameter have little e ect on the XZ+ZX method but cause di culties for the XZ and NT methods. Choosing = 0:999 causes the XZ and NT methods to fail in many cases. In the case of the XZ method, this was usually because the primal or dual steplength dropped below 10 ?4 , but for the NT method, failure generally occurred because the the desired reduction in the duality gap was not achieved in 50 iterations. Table 2 shows the same experiment using the PC rule. With = 0:9, the PC rule greatly reduces the number of iterations, though with some loss of feasibility for the XZ and NT methods. More aggressive choices of gave a signi cantly reduced number of iterations (without loss of feasibility) for the XZ+ZX method, but led to many failures for the XZ and NT algorithms.
In Table 3 , we show results for the XZ+ZX method when the problem size n is varied, using the PC rule and two choices of . We see an iteration count which is essentially constant as n increases, with occasional failures (with steps too short) for = 0:999. In these cases, we found that success could generally be achieved by restarting with X 0 and Z 0 set to a larger multiple of the identity (alternatively, reducing ). Note some loss of feasibility (due to rounding errors) for larger n. Primal feasibility can be regained by projecting onto the set fx : Ax = bg, but this generally fails to give a more accurate solution, as the duality gap usually increases. For some classes of problems, the XZ and NT methods can be implemented very e ciently. This is the case, for example, for SDP's with only diagonal constraints on X (equivalently, o -diagonal entries in Z xed). For such an SDP, we have m = n and A k = e k e T k , k = 1; :::; m, where e k is the kth column of the identity matrix. Consequently, for the XZ method we have M ij = e T i Xe j e T j Z ?1 e i , i.e. M is the Hadamard product of X and Z ?1 HRVW96], reducing the cost of forming M from O(n 4 ) (the general case when m = n) to O(n 3 ). It is not known how to implement the XZ+ZX method e ciently in this case. A similar observation applies to the SDP that computes the Lov asz function for a graph GLS88], as long as the number of edges is not too large. In this case n is the number of vertices in the graph and m ? 1 is the number of edges, with b = e 1 , ?C the matrix of all ones, A 1 = I, and, for k = 2; : : :; m, A k = e i e T j + e j e T i , where the (k ? 1)th edge of the graph is from vertex i to vertex j. Table 4 shows results comparing the XZ+ZX, XZ and NT methods on the function for randomly generated graphs, with edge density 50%, using the general-purpose implementations. We set n = 20, so the expected value of m is 1 4 n(n ? 1) + 1 = 96. For these runs, we used the initial feasible point (X 0 ; y 0 ; Z 0 ) = ((1=n)I; ?2ne 1 ; 2nI + C). Using an infeasible initial point did not signi cantly change the results. The XZ and NT methods often had di culty reducing the duality gap by the desired factor, even with = 0:9, because rounding errors caused a Cholesky factorization to fail. This was usually the Cholesky factorization of M = e A e A T (see (25) and (44)), which is positive de nite in exact arithmetic but may be numerically inde nite. Since the Schur complement for the XZ+ZX method is nonsymmetric, it is factored using an LU factorization, which fails only if the matrix is numerically singular, i.e. the factorization generates a zero pivot. We also implemented the Q method and observed that it has essentially the same rapid local convergence and high accuracy properties as the XZ+ZX method, although when initialized far from the solution, it generally fails to converge.
We conclude that the XZ+ZX PC method is the most e cient in terms of number of iterations, most accurate in terms of feasibility, and most robust with respect to its ability to step close to the boundary. Log norm infeasibility Averaged over same data Table 4b by 1 2 ( i j + i j ); 1 i j n;
with the corresponding set of orthonormal eigenvectors 
