C adaveric liver transplantation is the only viable therapy for end-stage liver disease patients without a living donor. However, this type of transplantation is hindered in the United States by donor scarcity and rapid viability decay. Given these difficulties, the current U.S. liver allocation policy balances allocation likelihood and geographic proximity by allocating cadaveric livers hierarchically. We consider the problem of maximizing the efficiency of intraregional transplants through the redesign of liver allocation regions. We formulate the problem as a set partitioning problem that clusters organ procurement organizations into regions. We develop an estimate of viability-adjusted intraregional transplants to capture the trade-off between large and small regions. We utilize branch and price because the set partitioning formulation includes too many potential regions to handle explicitly. We formulate the pricing problem as a mixed-integer program and design a geographicdecomposition heuristic to generate promising columns quickly. Because the optimal solution depends on the design of geographic decomposition, we develop an iterative procedure that integrates branch and price with local search to alleviate this dependency. Finally, we present computational studies that show the benefit of region redesign and the efficacy of our solution approach. Our carefully calibrated test instances can be solved within a reasonable amount of time, and the resulting region designs yield a noticeable improvement over the current configuration.
Introduction
End-stage liver disease (ESLD), such as hepatitis and cirrhosis, is the 12th-leading cause of death in the United States, accounting for nearly 30,000 deaths in 2006 alone (Heron et al. 2008) . The only viable therapy is liver transplantation, and most ESLD patients receive liver donations from cadaveric donors. Unfortunately, the supply of cadaveric livers is far smaller than the demand. Furthermore, livers are often underutilized because of various clinical factors. Therefore, a major concern is the efficient allocation of cadaveric livers.
The United Network for Organ Sharing (UNOS) operates the organ transplantation and allocation system in the United States. Currently, there are nearly 60 local organ procurement organizations (OPOs). Each OPO procures transplantable organs in a designated service area (see Figure 1 ), matches organs with patients, and transports organs to matched patients within a reasonable time frame.
In the current liver allocation process, higher priority is generally given to sicker patients who are compatible to the liver. However, current practice also gives preference to compatible patients living near the donor. Part of the rationale behind this practice is that reducing the time of transporting livers improves liver viability (Piratvisuth et al. 1995 , Totsuka et al. 2002 and, consequently, posttransplant outcomes (Totsuka et al. 2002) . Hence, UNOS takes geographic proximity into account through the development of local and regional prioritization. With a few exceptions, the allocation process uses the following hierarchy. Once a liver is procured in an OPO, it is first offered to a suitable candidate that is registered on the waiting list of the same OPO. If the liver is not accepted at the procurement OPO, it is offered to a larger area, or region, that consists of one or more OPOs. Currently, the entire country is divided into 11 regions (see Figure 2 ). If a liver is not accepted in the procurement region, it is offered nationwide. We call the three levels of geographic proximity the local, regional, and national levels. In fact, a small number of most seriously and acutely ill patients (who are termed "Status 1") sometimes receive livers from other OPOs in their region before other patients in the donor's OPO. However, there are typically no more than 15 such patients awaiting at any one time, so we ignore such patients in our model. Among the three tiers, transplants at the regional level represent more than 50% of total transplants in many parts of the country, and this percentage has been increasing recently (UNOS 2005) . Allocating livers at the regional level makes the livers more likely to find matched patients within a relatively small geographic area. A critical aspect to efficient allocation is the geographic composition of regions. Intuitively, an ideal region has a large population, creating more donor-recipient matches, but is geographically small, so that liver transport times are not too great. The current regional configuration appears to have been developed through an ad hoc procedure; we are unaware of any quantitative analysis that informed the development. In this paper, we develop a mathematical model to design an optimal set of regions that improves intraregional transplant efficiency. We call this problem the optimal region design problem. Efficient design of liver allocation regions addresses the geographic allocation of livers, an important issue in allocation policy development. This issue was very controversial in the 1980s and 1990s. Although the federal government advocated a single national waiting list (Henderson 1998 (Henderson , 2000 , states including Louisiana, South Carolina, Oklahoma, Wisconsin, and Texas either sued the federal government (Walter 1998) , threatened to sue (Henderson 1999) , or introduced legislation preventing organs procured in their state from being used in another (Walter 1998 , Haymarket Media 1998 , The Economist 1998 , State Legislatures 1999 . As a compromise, the current three-tier liver allocation system balances the two extremes of complete sharing of organs nationwide (in essence, one waiting list for the entire country) and complete prohibition of interstate organ transplantation (in essence, one waiting list in each state). The current allocation system prioritizes local and regional recipients, and thus allows national transplantation only when a local or regional match is not possible. Although there have been small changes in the liver allocation system over the past decade, the threetiered allocation system has remained. Given the difficulty of balancing national and local interests, the liver transplantation community now widely accepts the current three-tiered allocation system.
Although the controversy about the geographic allocation of livers has abated somewhat as a result of this compromise, other aspects of liver transplantation remain controversial. For instance, allocating livers to the sickest patients first may result in highquality livers being allocated to patients with low posttransplantation survival, and there are serious socioeconomic and racial disparities in access to liver transplantation (Gibbons 2004 , Reid et al. 2004 . In this paper, we focus on allocation region redesign while maintaining the current three-tiered allocation framework. This greatly increases the likelihood of eventual implementation, because the current allocation hierarchy is widely accepted after decades of debate. Moreover, our numerical study indicates that the resulting region designs yield noticeable improvements over the current configuration.
There are several mathematical and computer simulation models in the literature on liver allocation. Most of the existing mathematical models focus on transplantation timing and eligibility. They seek to improve allocation decisions at the operational phase. These works can be classified into two categories: those that consider the centralized decision maker's perspective, seeking optimal strategies of matching multiple livers with a set of candidates (e.g., Zenios et al. 2000, Su and Zenios 2005) , and those that consider the potential recipient's perspective in accepting or rejecting a liver offer (e.g., Ahn and Hornberger 1996; Alagoz et al. 2004 Alagoz et al. , 2007 . Alagoz et al. (2009) provide a recent survey.
Almost all the work that focuses on allocation policy evaluation and improvement uses simulationbased analysis. The Scientific Registry of Transplant Recipients built several simulations that can inform the policy process. Thompson et al. (2004) described these models and their initial experience in the application of one such model, the Liver Simulated Allocation Model. Shechter et al. (2005) developed another clinically based simulation model, the Liver Allocation Simulation Model (LASM), which evaluates and compares alternative policies in terms of waiting time and posttransplant survival rates. Although the aforementioned simulations can be used to evaluate various policies, they cannot find optimal policies. Similar simulation models exist for renal (Taranto et al. 2000) and heart (van den Hout et al. 2003) transplantation.
To the best of our knowledge, the study by Stahl et al. (2005) is the only work that studies optimal liver allocation region design. However, the paper assumes that all livers are allocated at the regional level and eliminates large potential regions from consideration because of computational intractability. Our paper extends their work in two significant aspects. First, we refine the regional transplant efficiency estimate to incorporate more realism. Second, we develop an iterative procedure that combines branch and price with local search to consider vastly more potential regions. Hence, our main contribution in this paper is developing an appropriate mathematical model that captures the essential features of an ideal region design and enables the comparison of an enormous number of feasible region designs to help determine more beneficial ones.
In the next section, we develop a mathematical model of the optimal region design problem that refines the estimate of viability-adjusted intraregional transplants and enables us to consider many more potential regions via column generation. In §3, we give details of how our branch-and-price methodology can be practically implemented and improved via an iterative procedure. In §4, we describe computational experiments based on the recent UNOS liver procurement and transplantation data and compare the region designs provided by our method with those via other approaches. We conclude this paper and discuss future research in §5.
Mathematical Framework
A regional configuration is defined as a partition of the entire country into a number of regions such that each region encompasses one or more OPO service areas. An intraregional transplant is a transplant for which the donor and recipient are from different OPOs in the same region.
Let I be the set of OPOs and R be the set of all potential regions. Let x r be a binary decision variable for each r ∈ R, where x r = 1 means that region r is chosen in the solution, and x r = 0 otherwise. Let the coefficient a ir = 1 if OPO i is contained in region r, and a ir = 0 otherwise. The set-partitioning model is as follows:
Each objective coefficient c r , r ∈ R, measures some overall benefit of potential region r that is accumulated by all intraregional transplants taking place in the region and adjusted by the viability of the transplanted livers.
Regional Benefit Estimation
To evaluate the macro-level benefit of clustering OPOs in r, we introduce the concept of viability-adjusted transplants. Viability decay is one of the main reasons for a patient to reject a liver offer and for a newly transplanted liver to fail (Piratvisuth et al. 1995 , Totsuka et al. 2002 . Organ viability is usually measured by cold-ischemia time (CIT), the time interval between when the blood is stopped flowing to the organ in the donor and when the blood flow is restored in the recipient. Prolonged CIT worsens liver viability and posttransplant outcomes (Piratvisuth et al. 1995) . Because of increasing long-distance distribution of livers, travel distance is the main factor prolonging CIT (Totsuka et al. 2002) for livers. Hence, higher transplant benefit, in general, is associated with shorter distance traveled by the liver.
We assume that once a liver is allocated intraregionally, its transplant benefit depends only on the travel distance between the donor and recipient OPOs. Given a liver procured in OPO i and a potential recipient in OPO j, we define a transplant factor ij , 0 ≤ ij ≤ 1, i j ∈ I r , i = j, as follows. Society is indifferent between the benefit of transplanting a liver that is procured in OPO i to a patient in OPO j and ij times the benefit of transplanting that same liver to an identical patient in OPO i. As stated earlier, liver viability loss increases as the transport distance increases. Hence, the inclusion of ij penalizes geographically large regions.
As discussed in §1, livers are allocated using a three-tiered hierarchy, and they are generally offered to patients within the harvesting OPO first. Thus, the choice of regions does not affect local transplants, and we need only consider those livers that are not matched locally. Furthermore, we do not model national-level allocation exactly in the estimate. This is because the portion of transplants that occur at the national level is relatively small (from 1999 to 2002, approximately 5% of total transplants took place at the national level; UNOS 2005). With viability adjustment, this portion would become even less significant compared to intraregional transplantation. Furthermore, national allocation is difficult to model exactly within a set-partitioning framework. In §4, however, we evaluate our solutions in a simulation model that considers national allocation.
The other factor that affects transplant benefit is allocation likelihood. Intuitively, a liver is more likely to be allocated within a larger pool of patients. We assume that the allocation process is in steady state, a common assumption for closed-form analysis of dynamic resource allocation models. We also assume that the allocation likelihood depends only on the donor OPO, the recipient OPO, and the potential region containing the two OPOs. This assumption further simplifies the allocation process by aggregating donors and recipients with different clinical and demographic characteristics. These differences are instead implicitly incorporated when calibrating several parameters in c r via simulation. With the above two assumptions, we can allocate livers to matched patients at other OPOs within the same region based on a macro-level allocation scheme, proportional allocation.
More formally, for any potential region r ∈ R, let I r ⊆ I be the set of OPOs that comprise it. We define z ij to be the likelihood that a liver procured in OPO i is allocated to OPO j, for i j ∈ I r , i = j. Although z ij depends on the region, we drop the region index for notational simplicity. Considering any potential region r ∈ R, for each liver procured in OPO i ∈ I r that is available at the regional level, we assume that it is allocated proportionally to any other OPO j ∈ I r according to an affinity value between OPOs i and j, denoted by l ij . The affinity value l ij may be interpreted as the percentage of livers procured in OPO i that would be offered to matched patients in OPO j if the allocation hierarchy did not exist. Therefore, the proportional allocation can be formulated as z ij /l ij = z ik /l ik , for i j k ∈ I r and distinct. We thus derive z ij as
where a positive parameter l 0 i is included to model the fact that a larger region will permit matches at the regional level for a larger portion of livers, but not all livers can be matched within the region, irrespective of its size. As l 0 i increases, more livers procured in OPO i cannot be matched at the regional level.
There are two reasons for using l 0 i rather than allowing it to vary by region. One is that the model in (2) captures the fact that a larger portion of livers would be allocated intraregionally within a larger region because of the increased number of recipient candidates. The second is that l 0 i allows an effective application of column generation. Define o i as the number of livers procured in OPO i ∈ I over a specified time horizon that are offered at the regional level. Hence, the expected viability-adjusted transplants whose donor and recipient OPOs are i and j, respectively, i j ∈ I r i = j, are given by o i z ij ij . Summing the viability-adjusted transplants over all donor and recipient OPOs in I r yields c r = i∈I r j∈I r j =i
As introduced earlier, the inclusion of ij and l 0 i in the estimate favors small and large regions, respectively. On one hand, each liver is likely to result in a higher viability-adjusted transplant in smaller regions. On the other hand, more transplants are likely to take place within larger regions. Hence, the estimate of c r in (3) reflects the trade-off between large and small regions. Intuitively, a promising region tends to be relatively more convex, contiguous, and of medium size.
Region Generation
Because there is no clear definition of a feasible region by UNOS, any combination of OPOs could be considered as a region, leading to an exponentially large number of potential regions. What complicates the problem significantly is that we must design a regional configuration that partitions the entire country. Therefore, we resort to branch and price to generate potential regions "as needed" to overcome this computational difficulty.
Branch and price embeds column generation into a branch-and-bound framework. At each node of the search tree, columns are generated adaptively by solving the pricing problem, and the restricted master problem is solved iteratively as a linear programming (LP) problem with added columns. The purpose of the pricing problem is to check if the LP relaxation over a subset of regions R ⊆ R is optimal for R. Once no additional columns price out favorably, the column generation process is completed, and an upper bound is then obtained for that node. For a recent survey of branch and price, we refer to Lübbecke and Desrosiers (2005) .
As our computational results demonstrate, our branch-and-price approach offers a substantial improvement over an explicit region enumeration approach, which seeks promising regional configurations by explicitly enumerating all potential contiguous regions. Intuitively, contiguous regions tend to result in more viability-adjusted intraregional transplants. Hence, such an enumeration algorithm is likely to provide a near-optimal solution. Unfortunately, commercial codes can solve instances over all contiguous regions only if each region contains no more than eight OPOs.
In the context of column generation, a restricted master problem, denoted by RMP R , is the LP relaxation of the set-partitioning problem over a subset R of all potential regions, i.e., R ⊆ R. Given a potential region r, the reduced costc r is then
where i is an optimal dual in RMP R , associated with OPO i.
It is clear that an optimal solution to RMP R is a feasible solution to RMP R . To determine if this feasible solution is optimal to RMP R , we need to check if there are columns in R\R that price out favorably. This process of dynamically generating columns is called pricing, and thus this problem is called the pricing problem. Define y i = 1 if i ∈ I r ; y i = 0 otherwise. In addition, we introduce auxiliary binary decision variables w ij = y i y j to linearize the nonlinear relationship between y and z. Given a dual vector , we present the following (region pricing problem), which is a mixed-integer programming (MIP) problem and labeled as RPP .
RPP max
Consider an OPO i ∈ I r . If y j = y k = 1, w jk = 1 by constraint (14) and the binary restriction on w jk . Hence, both constraints (8) and (9) are satisfied with equality, and thus proportional allocation between j and k is enforced. Variable z 0 i measures the likelihood that a liver procured in OPO i cannot be matched at the regional level (see constraint (6)). We construct the proportionality between z 0 i and z ij for any j ∈ I r as z
Hence, in a similar manner, constraints (10) and (11) and constraints (12) and (13) The classic approach is to solve RPP to optimality for any given so as to find a column with the largest reduced cost. If the optimal objective value of RPP is nonpositive, the current solution to RMP R is optimal. Otherwise, a new column is generated based on the optimal values of decision variables y. Some pricing problems arising in column generation, such as the shortest path problem for the multicommodity flow problem (Ahuja et al. 1993 ) and the integer knapsack problem for the cutting stock problem (Vance et al. 1994) , are easy to solve practically and/or theoretically. On the other hand, in column generation applications to many vehicle routing and crew scheduling problems, the pricing problem is NP-hard (e.g., Desrochers et al. 1992 , Barnhart et al. 1998a .
For the optimal region design problem, the pricing problem has been shown to be NP-hard by reducing from the maximum facility location problem (Kong 2006) . In addition, preliminary computational results indicate that the full pricing problem is hard to solve directly in practice using off-the-shelf MIP solvers (see §4.2.1). We are therefore unable to solve the LP relaxation of the optimal region design problem within a reasonable amount of time. In the next section, we develop a decomposition-based heuristic to overcome this major bottleneck in the branch-andprice implementation and further improve the heuristic via an iterative procedure.
Computational Considerations
In this section, we first explore several computational enhancement strategies to address the following two difficulties in our branch-and-price implementation: (1) solving restricted master problems to optimality may not be efficient, i.e., the pricing problem is computationally prohibitive; (2) conventional branching on variables may not be effective. These two difficulties appear to be fundamental in LP-based branch and price (Johnson 1989 , Barnhart et al. 1998b ). In §3.1, we describe geographic decomposition, a heuristic that alleviates the first difficulty in solving the pricing problem. In addition, we briefly discuss multiple region generation and initial restricted master problem construction. In §3.2, we adapt a specialized branching rule that is effective for largescale set-partitioning problems. A full description of our algorithm is provided in Appendix A of the e-companion.
1 Although applying geographic decomposition in branch and price makes the pricing problem tractable, its solution quality depends on the design of the decomposition. To alleviate this dependency, we integrate the branch-and-price algorithm with local search in an iterative procedure in §3.3.
Pricing via Geographic Decomposition
To ease the computational difficulty of the pricing problem, we consider solving smaller-scale pricing problems constructed over subsets of OPOs (called geographic covers) instead of solving the full pricing problem over the entire country. Because of the poor scalability of integer programming, solving multiple smaller-scale pricing problems may be computationally beneficial.
There are two important features in the design of geographic covers. First, each geographic cover should be contiguous. Intuitively, it is unlikely that one region in the optimal regional configuration contains two OPOs that are far apart, e.g., the OPOs containing Miami and Seattle. Second, some of the geographic covers should overlap. This ensures that we are still capable of identifying "promising" regions even with the decomposition. Figure 3 shows an example of geographic covers. There are three geographic covers in the figure, specified by three different line patterns.
Let us define RPP I as the pricing problem over geographic cover I ⊆ I with respect to duals . The objective function and all constraints are constructed accordingly. Let be a collection of geographic covers whose union is I. For any geographic cover I i ∈ , let R i ⊆ R be the set of regions that are completely contained within I i . Each of our pricing problems can therefore only generate regions that are fully contained within the corresponding geographic cover. Whereas the optimality of RMP R can be verified only if the full pricing problem is solved, our computational results show that it is prohibitive to solve a full pricing problem (see §4.2.1) via standard 1 An electronic companion to this paper is available as part of the online version that can be found at http://mansci.journal.informs.org/. MIP solvers. We thus solve smaller pricing problems to optimality with geographic decomposition, solving RMP i=1 R i instead of RMP R . We leave the exact solution of the full pricing problem to future research. To alleviate further the computational difficulty in column generation, we consider adding multiple feasible columns to the restricted master problem when solving each pricing problem. Generating multiple good feasible columns may be beneficial, particularly when the pricing problem is difficult to solve (Vanderbeck 1994 , Barnhart et al. 1998b . We specify the maximum number of columns to be generated from each pricing problem. If the specified number of columns has been generated but optimality has not been reached, the pricing problem solution terminates prematurely, and only the generated feasible columns are added to the restricted master problem. Sol (1994) shows that multiple pricing may be advantageous for set-partitioning problems. We describe further computational considerations in Appendix B of the e-companion.
In §4.2.2 we describe our computational experiments that explore the effects of initial geographic cover design, multiple column generation, and initial restricted master problem construction. Our computational results show that the performance of branch and price is rather sensitive to the geographic covers (see Appendix B in the e-companion). We therefore integrate branch and price with local search, as described in §3.3.
OPO-Pair Branching
The usual branching strategy, branching on variables, is not suitable for solving large-scale set-partitioning problems. This is because the branching strategy may result in an unbalanced search tree, and it may destroy the structure of the pricing problem. To prevent this normally requires prohibitive computation effort. For more details, we refer to Mehrotra et al. (1998) . To overcome this difficulty, we use Ryan and Foster (1981) branching, which has proved effective for set-partitioning applications in the literature, including crew scheduling (both airline and urban transit), vehicle routing, and constrained graph partitioning. For a recent discussion of these applications, we refer to Lübbecke and Desrosiers (2005) . Ryan and Foster (1981) prove that in a setpartitioning constraint matrix a ij , one can always identify a pair of rows s and t such that 0 < j a sj =1 a tj =1 x j < 1 as long as the basic solution to the restricted master problem is fractional. Hence, for s and t, the pair of branching constraints are j a sj =1 a tj =1
x j = 1 and
In our case, we can interpret the branching constraints as follows. On the first branch we group the two OPOs (OPOs s and t) together, whereas on the second branch we separate the two OPOs. Therefore, we call this specialized branching strategy branching on OPO pairs. We call the first branch the "together" branch and the second branch the "separate" branch.
In our implementation, we enforce the branching constraints in the pricing problem, i.e., we add y s = y t and y s + y t ≤ 1 to the pricing problem along the together and separate branches, respectively. With this branching scheme, branch and price must terminate finitely because there are only a finite number of pairs of OPOs.
Integrating Branch and Price
with Local Search Although applying geographic decomposition in branch and price makes the pricing problems more tractable, the resulting regional configurations may have two undesirable features. The first is that it may result in highly nonconvex or even discontiguous regions. The second is that the solution of branch and price depends on the geographic cover design (see Appendix B of the e-companion). The fundamental challenge is that we cannot easily predict a priori the contribution from each geographic cover to the construction of an optimal regional configuration. To alleviate these shortcomings, we perform local search on the regional configuration obtained from branch and price, and alternate branch and price and local search. Integrating local search helps to find good regions that cannot be explored with the current collection of geographic covers. The main idea of the iterative procedure is to update the design of geographic covers adaptively and improve the design only in those critical areas.
We consider two local search operations, swapping and moving. We select any two regions in a given regional configuration. The swapping operation selects an OPO from each region and exchanges their memberships. The moving operation selects an OPO from one region and adds it to the other region. The neighborhood of local search is defined as the set of regional configurations resulting from any possible one-step swapping or moving operation between any two regions in the current regional configuration.
In each iteration of the procedure, we first apply branch and price to obtain a regional configuration. We then apply the local search operations to find an alternative regional configuration that offers the largest improvement over the incumbent regional configuration. If such an alternative can be found, we select the regions in the incumbent regional configuration that are modified and the regions in the alternative that are constructed with the modification. Next, from the incumbent collection of geographic covers, we identify the geographic covers that contain the modified regions. Finally, we update the incumbent collection of geographic covers by augmenting those geographic covers that contain the regions resulting from the modification. This iterative procedure continues until some stopping criterion is met. At the beginning of the next iteration we solve the optimal region design problem over the augmented collection of geographic covers. Local search provides guidance in exploring new regions in the next round of branch and price.
With this iterative procedure, we are able to explore new regions that are not allowed with static geographic covers. Our computational results in §4.3 show that the iterative procedure improves the solution significantly within a reasonable amount of time, and alleviates the dependency of the solution on the design of geographic covers. Figure 4 illustrates the basic idea of the iterative algorithm. See Appendix C of the e-companion for a complete description of the procedure.
Numerical Study
We consider the aggregation of viability-adjusted intraregional transplants nationwide among adult liver patients from 1999 to 2002 and refer to this efficiency outcome as intraregional transplant cardinality. The branch-and-price algorithm was implemented within the COIN/BCP framework, an open-source branch, cut, and price project within the Computational Infrastructure for Operations Research (COIN-OR). For a comprehensive description of COIN/BCP, we refer to Ralphs and Ladányi (2001) . All tests were conducted on a Linux machine (AMD Opteron 240 processor and 4 GB RAM). CPLEX 9.0 LP and MIP solvers were used to solve linear programs and mixed-integer programs encountered in the branchand-price solution process. 
Parameter Estimation
The liver donation and patient registration data at each OPO were acquired from the UNOS website (UNOS 2005) . Several parameters in the objective function are dependent upon donors and patients' clinical and demographic characteristics and/or the potential regional configuration. Rather than modeling these factors explicitly, we estimated them via the simulation model LASM ) and calibrated the analytic model via the simulation for the current regional configuration.
We first simulated the allocation system without any geographic preference. The affinity value l ij was thus estimated as the average percentage of livers that are procured in OPO i and allocated to OPO j over 100 replications. We then randomly selected 1,000 regional configurations with 5 to 14 contiguous regions and simulated the three-tier hierarchical allocation system with each of them for 100 replications. Given a simulated regional configuration , for each OPO pair i and j such that i j ∈ I r and r ∈ , we used z ij to measure the average percentage of livers that are procured in OPO i and allocated to OPO j. For an OPO i, we let l over all simulated regional configurations . For each o i , i ∈ I, we let o i = o i i , where o i is the number of livers in OPO i over the studied four-year period, and i is the average proportion of livers procured in OPO i that are available at the regional level over the same duration. Using the same set of simulation data as above, i was estimated to be 1 − z ii c , where c represents the current regional configuration.
We modeled ij as the percentage of graft primary nonfunction (PNF) given that the liver is procured in OPO i and allocated to OPO j. PNF occurs when a transplanted liver graft fails to function soon after being transplanted into a recipient. The incorporation of other reasons for graft failure is left for future research. To estimate ij , we considered two components to construct a closed-form relationship between PNF and organ transport distance (OTD). One component is a linear ("linear decay") or cubic ("cubic decay") function modeling PNF versus CIT (Stahl et al. 2008) , denoted by f ; the other is a linear function modeling CIT versus OTD, denoted by g. The function g was obtained from a regression analysis of UNOS data (UNOS 2005). We used the straightline distance between the administrative locations of two OPOs to estimate the OTD between the two OPO service areas. Let D i j be the OTD between OPOs i and j. Hence ij = 1 − f g D i j . We modified the simulation model LASM to incorporate liver quality decay as described by these functions. Many studies have concluded that prolonged organ travel/cold-ischemia time is a significant predictor of long-term graft failure and patient mortality (Totsuka et al. 2002) . However, other than Stahl et al. (2008) , we are unaware of clinical studies that provide a closed-form relationship between CIT and PNF.
The Implementation of Branch and Price
With parameters estimated above, we constructed two instance classes in our numerical study that correspond to the two viability cases. In this section we first show the necessity of solving smaller-scale pricing problems. We then discuss how we tuned the branch-and-price algorithm with regard to the proposed algorithmic performance improvement strategies. Recall that our branch-and-price algorithm takes geographic covers as an input and returns the best regional configuration over regions that are contained by one or more covers.
4.2.1. Solution of the Pricing Problems. Our preliminary experiments indicate that it is intractable to consider the pricing problem over the entire country. For the linear and cubic viability cases, the initial pricing problem has a 13.37% and a 10.48% MIP gap, respectively, after 15 hours. Thus, solving the LP relaxation of the initial formulation is intractible because of these difficult full pricing problems, leading us to apply geographic decomposition.
Tuning the Branch-and-Price Algorithm.
The purpose of our experiments is to find a promising set of algorithmic parameters for branch and price. In all the computational experiments, we applied OPOpair branching and terminated branch and price once an integer optimal solution was found over the given geographic cover design.
Here we only describe our experiments and draw necessary conclusions for tuning the branch-and-price algorithm. We present the relevant computational results in Appendix B of the e-companion.
Feasible Column Generation. We tested several column generation strategies in our experiments. For example, we considered adding to the restricted master problem all feasible columns (integer feasible solutions) identified when solving each pricing problem. We also considered the cases where we terminated the solution of a pricing problem before reaching optimality and only added the feasible columns found so far. As for other experimental settings, we included all I single-OPO regions in the set of initial columns. We chose an initial geographic cover design with 20 geographic covers and 10 OPOs in each geographic cover.
Our computational results suggest it is preferable to generate three or more feasible columns with each pricing problem. Because it is practical to solve each of the smaller-scale pricing problems to optimality, we conclude that it is beneficial to add all columns that can be identified when solving each pricing problem.
Restricted Master Problem Initialization. We tested several initial restricted master problems in our experiments. For example, we used all I single-OPO regions. We also considered the union of all single-OPO regions with all contiguous four-OPO regions. Additionally, we considered the current regional configuration and two configurations obtained by solving the region design problem through explicit contiguous region enumeration. As for other experimental settings, we used the same initial collection of geographic covers that are used to measure the effect of multiple column generation. We added all columns that are generated when solving each pricing problem.
Our computational results indicate that the solution time is relatively insensitive to the initialization scheme. Including all single-OPO and contiguous four-OPO regions appears to be the most beneficial among the studied initialization schemes in terms of both solution quality and time.
Geographic Cover Design in Stand-Alone Branch and Price. We performed extensive tests on initial geographic cover designs to select the computationally beneficial ones for branch and price. We applied the best algorithmic setting found so far. Among the tested designs, the number of geographic covers in each design ranged from 10 to 30, and the number of OPOs in each geographic cover ranged from 8 to 12.
From our computational experiments, we conclude that a good collection of geographic covers typically provides a fast solution and a large objective value at the same time. It appears that several geographic cover designs with 20 geographic covers and 10 OPOs in each cover are promising (Designs 1-3 in Table 5 in Appendix B of the e-companion). However, we also conclude that the performance of applying standalone branch and price depends heavily on the geographic cover design, and it is more sensitive to the size of geographic covers than to the number of geographic covers in the design. When at least 20 covers are used, and each with no fewer than 10 OPOs, the improvement ranges from 8% to 11%. Beyond this, we are unable to predict the effect of geographic covers. This motivated us to develop the iterative procedure for adaptively refining geographic covers as described in §3.3.
Performance of the Combined Branch and
Price and Local Search Procedure We first investigated solution dependency of the iterative procedure on the initial geographic cover design. We applied the following two stopping criteria: (1) the iterative solution is locally optimal given the defined neighborhood of the incumbent regional configuration; (2) the absolute improvement is below 10 for five consecutive iterations. We selected the three promising 20-10 geographic cover designs (Designs 1-3 in Table 5 in Appendix B of the e-companion). For the linear case with Designs 1 and 2, Stopping Criterion 1 applied. For the other instances, the algorithm terminated under Stopping Criterion 2. Figure 5 shows that with the combined procedure the solution appears to be insensitive to the choice of initial geographic covers. Furthermore, our computational results show that all regions in the final terminating regional configuration are contiguous and appear less nonconvex than the regions with stand-alone branch and price.
We also tested a pure local search algorithm starting with the current regional configuration and using the same stopping criteria as before. In each iteration of the pure local search procedure, we identified a regional configuration with the largest improvement within the defined neighborhood. Our computational results show that the regional configuration found by local search is comparable in quality to that produced by stand-alone branch and price, but significantly inferior to the configuration found by our proposed iterative technique. Figure 6 shows the final terminating regional configurations. In each regional configuration, there are fewer regions than in the current configuration and there is a region that has many more OPOs than others. In the linear case, the region spanning from the Southeast and the South contains 22 OPOs. In the cubic case, the region covering the Midwest includes 21 OPOs. Note that having the ability to enumerate such large regions in the solution is due to the adaptive geographic cover redesign. In both cases, the two regions in the Northeast are much smaller. In both cases, Region 2 contains the same three OPOs in Maryland, the District of Columbia, and eastern Pennsylvania. These further improvements via the iterative procedure were shown to be statistically significant in the simulation model LASM .
Finally, Table 1 summarizes the improvements over the current regional configuration via various algorithmic strategies. For comparison, we also solved two set-partitioning problems in which the columns correspond to the contiguous regions with no more than seven and eight OPOs, respectively, using the CPLEX 9.0 MIP solver. In addition, we considered the system that groups all OPOs into one region. We evaluated the overall allocation efficiency of transplants for which the donor and recipient do not reside in the same OPO. Our computational experiments show that the iterative procedure is by far the most effective technique for both viability decay functions. 
Conclusions
We develop a set-partitioning model and apply branch and price to assist policy makers in redesigning the geographic composition of the U.S. liver allocation system to improve transplant efficiency. Although there are other concerns in the transplantation community, such as equity and increasing donation rates, the geographical distribution has perhaps been the most controversial over time. To estimate the transplant efficiency for each potential region, we take a macro-level viewpoint and introduce the notion of proportional allocation. In the estimation, we introduce a simple parameter to capture the trade-off between large and small regions. To solve the optimal region design problem, we apply branch and price with an NP-hard pricing problem. Because solving the pricing problem is the bottleneck in the branch-andprice solution process, we develop and apply several computational enhancement methods including geographic decomposition. To alleviate the dependency of the solution on the geographic cover design, we integrate local search with branch and price.
Our computational experiments show that (1) it is beneficial to allocate livers within carefully designed regions; (2) the branch-and-price algorithm (in particular, the geographic-decomposition heuristic) developed in this paper leads to substantial improvement over the current regional configuration; and (3) the iterative procedure developed in this paper leads to significant further improvement over either standalone branch and price or local search. Overall, the improvement exceeds an equivalent of 130 intraregional transplants nationwide. It is important to put this improvement in the appropriate context. Although 130 transplants a year is a noticeable percentage of the total number of adult viability-adjusted liver transplants during the study period (1998) (1999) (2000) (2001) (2002) , the total number of all liver transplants has since grown to more than 6,000 per year (UNOS 2010) . If the benefit of regional reorganization has not also grown in the last eight years, then 130 transplants per year is much smaller in the current context, and may well be within the margin of modeling error. If this is the case, such an increase may not warrant the administrative burden of reorganizing regions.
There are several possible modeling and computational extensions. One future modeling extension is to refine the outcome estimate while relaxing the steadystate assumption. Another is to consider equity simultaneously with efficiency. Computational extensions include more efficient solution techniques for the pricing problem and the integration of branch and price with other heuristic techniques for improving the geographic cover design.
Electronic Companion
An electronic companion to this paper is available as part of the online version that can be found at http:// mansci.journal.informs.org/.
