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Absfract-In this paper, we propose a threshold based priority
scheme in which a tuning parameter is used to provide adequate
quality of service to real-time traffic while providing the best
possible serviee to the nonreal time tratlic. Our priority scheme
is a generalization of tbe static priority scheme and the l-limited
scheme and is more flexible than both. For this scheme, we
carry out a queueing analysis and obtain the joint distribution
of the queue-lengths. We show by numerieal examples how the
parameter of this scheme ean be tuned dynamically, so that the
tuning function can be integrated with the call admission policy.
Index Terms-Flexible and dynamic priority, B-ISDN, queue-
ing theory.
I. INTRODUCTION
IN WIDE AREA networks of the future, which employthe fixed packet sizes of ATM technology, one impor-
tant problem is to be able to meet the quality of service
requirements for different types of traffic. One possible way
of doing this is to assign a higher service priority to real-
time traffic (such as voice) over nonreal time traffic (such as
data). This has been proposed in [ 10], [ 12], [23], [24]. A more
refined method of priorities, which controls the packet loss
probabilities for different classes of traffic, appeared in [17],
[25]. A few hybrid priority schemes were proposed in [3],
[15], [16]. The rationale for using static priorities is that the
delay requirements for real-time traffic is stringent while it is
not for nonreal time traffic; so it seems natural to give higher
service priority to real-time traffic. However, in a static priority
scheme, even for moderate utilization of real-time traffic, the
performance of real-time traffic may be better than its quality
of service goals. Therefore, there is a possibility of improving
the performance of nonreal time traffic while still meeting the
quality of service goal for real-time traffic. This motivates us to
ask three questions. Can we devise a simple service discipline
which provides just adequate quality of service to real-time
traffic while providing the best possible service to nonreal
time traffic? Can we generalize known results for priority
queues by studying this discipline? Can we use the queueing
analysis to make decisions relating to this design issues about
the discipline? This paper answers these three questions.
We now describe the threshold based priority scheme (see
Fig, 1). For the two classes of traffic, we consider a multiplexer
with two buffers, one for the real-time traffic and the other for
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Fig. I
the nonreal time traffic. The service is first-come-first-served
within each class of traffic. For the time being, assume that we
place a threshold of L on the buffer of the real-time traffic.
The service is nonpreemptive. When the server is free, the
next packet to be served is from the buffer of real-time traffic
if the queue-length in this buffer exceeds L. If the queue-
Iength in the buffer of real time traffic is less than or equal
to L, the server alternates between the two types of traffic.
More specifically, the server checks the type of the previous
packet that it has served and selects a packet of the other
type. Finally, if one of the buffers is empty, packets from
the nonempty buffer are served; so the discipline is work
conserving. An added twist to the threshold based policy is the
following. If the role of the buffers for real-time and nonreal
time traffic was reversed, i.e., the threshold was placed on the
buffer for nonreal time traffic, then one can give priority to
nonreal time traffic. If we place the threshold on the buffer
of the real-time traffic and choose L = 0, then we give static
priority to the real-time traffic. If we place the threshold on
the buffer of nonreal time traffic and choose L = O, then
we give static priority to the nonreal time traffic. Further, if
we choose L = w and place the threshold on either buffer,
then we have the 1-limited discipline (see [21]). Clearly, by
choosing L appropriate y, one can provide performance which
is comparable to static priority or 1-limited or anything in
between. Also, by changing L dynamically, one can provide
just adequate quality of service to real-time traffic.
Although the threshold based priority scheme can be used
to multiplex data with any real-time traffic, we focus on
continuous-bit-rate (CBR) voice traffic in this paper. The CBR
traffic arises when fixed rate coders are used to compress
voice sources. Such traffic can also arise at the edge of a
broadband network which is connected to existing circuit-
switched systems. In fact, in the early stage of the deployment
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of broadband networks, we can reasonably expect that a sub-
stantial amount of traffic will be the continuous-bit-rate type
and will be offered by existing circuit-switched subnetworks.
The statistical multiplexing of CBR traffic has been studied
extensively in [2], [7], [19]. We model the superposition of
CBR voice cell arrivals by a Poisson process. The Poisson
approximation of the aggregated CBR voice traffic is quite
good for low to medium utilizations. Only for very high
utilizations, the Poisson approximation produces large error.
These and other related issues are discussed in [7]. The data
stream is also modeled by a Poisson process [20]. The streams
from the two types of traffic are fed to a single server queue
(modeling the multiplexer) using the discipline described
above. For this queue, we find the generating function of the
joint distribution of queue-length assuming that the buffers
are unlimited in size. To the best of our knowledge, this
generalization of priority disciplines has not been studied
before. The model leads to an interesting three-dimensional
queueing problem, which despite some difficulties, can be
solved. We remark here that although our model contains the
1-limited cyclic server queues as a special case (by setting
L = ccI), our analysis can only handle cases in which L is
finite. In our numerical experience with this model, we find
that the performance becomes insensitive to L when L >6.
Hence our analysis with L = 6 provides an approximation to
the 1-limited cyclic server queues. For two very nice exact
mathematical treatments of the 1-limited cyclic server queues,
see [5], [9].
After solving the queueing problem, we show how to use
the results to answer some design issues. The main issue that
we discuss is the problem of finding a good value of L, when
one is given the amount of real-time and nonreal time traffic.
If the quality of service for the real-time traffic is expressed
as a bound on the mean delay, then we can choose L so that
it gives the exact performance desired for real-time traffic. By
choosing L in this manner, one can improve the performance
of the nonrerd time traffic over a static priority discipline while
still providing the desired quality of service to the real-time
traffic. Through an example, we illustrate the method and
also quantify the extent of performance improvement for the
nonreal time traffic. Thus, we envision an implementation in
which the value of L is chosen dynamically and the choice
of L is governed by the decisions made by the call admission
policy (which keeps track of the amount of traffic generated
in each class). We state further that the example given is with
mean delay as the criterion, but in principle, there is nothing
to prevent this method from being used with other criterion
(such as a percentile of the sojourn-time or queue-length
distribution).
This paper has three more sections. In Section 11,we provide
the queueing analysis, in Section III, the design problem and
numerical results. Finally, in Section IV, we provide some
conclusions.
H. THE MODEL AND THE QUEUEING ANALYSIS
We model the multiplexer by a single server priority system
with two types of traffic. The arrivrds are assumed to be from
Poisson processes with rates Al and A2 for traffic types 1 and 2
respectively. The service times are independent and identically
distributed (i.i.d.) random variables with distribution functions
hi(t), i = 1,2. Clearly, the special case of deterministic
service times are of interest in the Am context. Assume that
the first and second moments of Bi (t) are denoted by bi and
Ui respectively for z = 1,2. The service is rendered accordhg
to the following rules:
1) If the number of type 1 customers is greater than L, a
type 1 customer is served.
2) If the number of type 1 customers is smaller or equal to
L, the server checks the type of the customer that it has
just served and serves a customer of the other type.
3) If either type of customer is not present when the server
is ready for a new serviee, the type that is present is
served.
Clearly, the stability condition of this queue is p ‘~f Al bl +
~zbz < 1. In the following analysis we assume that this
condition holds. Let ~j denote the jth departure epoch from
the system. Let Q; denote the number of type z customers at
time rj + and let T“ denote the type of the j-th customer to
depart. Consider the Markov chain Xj = (Q;, Q;, Tj). Let
m~,.,i denote the stationary probability of Xi, i.e.,
‘m,n,i = $.m Pr(xj = (% ~,~)).
Define the generating function
mm
m=o n=l)
Further, let us define rk ‘~f ~k/(~1 + ~z), k = 1,2, and
(1)
j=o
Since the analysis reported in this section is quite lengthy,
we give an outline of the analysis here. First, we derive
equations for the generating functions T*(21, 22), i = 1, 2,
in terms of the unknown functions ~j (.22), O s ~ < L. Then,
we derive a system of linear equations for aj (22), O S j s L.
In Theorem 1, we prove that the determinant of the coefficient
matrix has exactly L + 1 roots on or within the unit circle.
Based on these roots, we derive a system of linear equations
for ~j (0), O s j s L. The generating functions ~i(zl, 22),
z = 1,2, are completely determined after the unknown czj (0),
O ~ j ~ L, are solved.
We can relate Xj with Xj.l and derive the following
equation:
{
X (7r0,0,1+ mo,o,z)r~z~
+ (7f2(zl , 22) – ~2(o, 22)
)
(2)
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where S1(,9) is the Laplace–Stieltjes transform (LST) of the
service distribution Bi(t). Equation (2) is derived by consid-
ering all the possible states in the previous departure epoch
that can reach the current state. There are four possible cases
and the corresponding states at Tj_l+ are
1) (0,0,1) and (0,0,2);
2) (i. j,2), i ~ 1 andj ~O;
~) (ij,l). i > ~ and j > O;
4) (i,o,l). 1 < i < L.
In the first case, the system is empty after the last departure.
With probability TI, a type 1 customer arrives before type 2
customers and starts service immediately. The transform of
the probability of the first case is the first term in the square
bracket on the right hand side of (2). Note that we have used
the fact that the arrival processes are independent of everything
else. The second term in (2) corresponds to the case in which a
type 2 customer is served and departs at Tj-1. Therefore, a type
1 customer enters service at TJ-~+ according to the first and
second rules listed in the beginning of this section. Note that
in this case, the number of type 1 customers cannot be zero.
Therefore, 172(O, Z2) must be subtracted. This corresponds to
the second case. The third case describes the situation in which
the queue-length of type I customer is greater than ~ at time
TJ – 1+ and hence a type 1 customer is served according to
rule 1. In the fourth case, the number of type 2 customers is
zero while the number of type 1 customers is nonzero. Hence
a type 1 customer is served according to rule 3. The term
S1 (Al (1 – Z1) + A2(1 – 22)) simply expresses the number of
arrivals in a type 1 service time, because by conditioning on
the length of a type 1 service time, we have
cc
SI(AI(l – 4)+,4*(1 – Z2)) =
/( (?Xp Alt(zl – 1)o
+ A2t(z2 – 1)) dBl(t),
where exp(~lt(zl – 1)) exp(A2t(z2 – 1)) is the generating
function of the number of Poisson arrivals in the interval
t. Division by Z1 in (2) represents that a type 1 customer
will leave the system at the current departure epoch Tj. This
completes the derivation of (2).
Similarly, for type 2 departures, the following equation can
be derived (details omitted for brevity):
{ (
x (?ro,o,, + 7ro,o,*)T-2z2+ 7r7,(o,22)
Lm .
For clarity, define
Sz(zl, zz)d=f s2(A~(l –z~)+A~(l –22)), 2 = 1,2.
Equations (2) and (3) can be rewritten as
sl(z~,zz)
?rI(zl, zz) =
{ (
(1 - p)r-,z~ + 7T*(Z,, Z*)
Z1
—
)
7r2(o, z2) +7rl(zl, z2)
- ~ @(z2)z: + ~ai(o)zi
}
(4)
I=o i= 1
S2(ZI, Z2)
mz(zl, Z2) =
{ (
(1 - f?)rzzz + 7r2(o,22)
22
L
—
) }
X(),(),2 + ~(~i(Z2) – fli(0))Z~ . (5)
1=(I
Note that To,o,l + mo,o,2 is the probability that the system
is empty at a departure epoch. Since the probability of an
empty system at departure epoehs is invariant with the order
of services, TO,O,l+ 7ro,o,2 can be obtained by considering an
M/G/l queue with the same arrival processes and service time
distributions. Therefore, TO,O,l + 7r0,0,z = 1 – p.
Substituting (5) into (4), we get
(6)s~(z~,zz)7TI(Z1,Z2) =
{
(1 - p)r~z~
21 – $( Z1. Z2)
S2(Z1, Z2)
+ 32(21 !22)(1 – P)~2 – (1 –P) 22
+ (7r2(o, z2) + @o(z2)) (S’(:;Z2) - 1)
+ ~ (CZi(Z2) - 0i(0))Zj(s2(~~z2) - 1)}.
1=1
By using lemma 1 of [22, page 47], we can show that
Z1 = S1(A1(l –Z1)+A’(1 –22)) (7)
has exactly one root in the region ]Zl I ~ 1 whenever 122I ~ 1.
Actually, the root satisfies
Z1 = 7(A’(1 – Z2)), (8)
where -y(s) is the LST of the busy period distribution of an
M/G/l queue with arrival rate Al and service time distribution
Bl(t). Rewrite (8) as Z1 = f(zz). Since rl(zl, 22) is analytic
inside and on the unit circle, the roots of the denominator must
coincide with the roots of the numerator. Hence, after some
manipulations we have
L
7T2(0, Z2) + ~ (0i(Z2) – 0!i(0))$(Z2) + Cl13(Z2)
i=l ‘
(1 -P) (MZ2)Z2 + (7-222 - 1)s2(22)
)—— , (9)
22 – S2(Z2)
where we define S~(z2) ‘~f S~(A1(l –~(z2))+A2(l–zz)) for
k = 1,2. Equation (9) provides an equation for L + 2 unknown
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functions. In order to solve these unknown functions, we need
to derive more equations. First, we define
2+1
/“{x
@t(~lqi-k+l
(ii(Z) =
o k=l
‘k(z) (2 -k+ 1)!
L. (lo)
(11)
i+l –A, t(~lt)&k+l
+~~k(o)e
k= 1
(Z-k+ l)!
Equation (12) is derived by a similar argument to that used for
(2). First we recall that ~i(z) and pi(z) defined in equations (1)
and (10) are the one-dimensional generating functions of the
joint probabilities ~i,j,l and ~i,j,2 with respect to j, where j is
the number of type 2 customers in the system. For illustration
purpose, denote the current departure epoeh by Tj and the
previous one by ~j- 1. Conditioning on the service time (t) of
the type 1 customer who leaves at ~j, we find that there are
three possible cases. The corresponding states at Tj–1 + are
the following:
l)(k, j,2):l~k ~i+landj~O;
2) (k, o,l):l<k<i+l;
3) (0,0,1) and (0,0, 2).
In the first case, the server finishes serving a type 2 customer
at Tj_ 1 and the number of type 1 customers k is not zero, so
a type 1 customer starts service at ~j -1+. Since there are k
and i type 1 customers at rj - 1 + and T3 + respectively, there
must be i – k + 1 new type 1 arrivals in t. Therefore, the
probability that there are i – k + 1 type 1 arrivals in time t is
given by (e-~ ’t(A1t)i-k+l/(i – k + l)!) and the generating
function of number of type 2 arrivals in t is e- A’*[l‘z) and
the two types of arrivals are independent. This explains the
first term on the right hand side of (12). In the second case, a
type 1 departure occurs at ~j-l. Since the number of type 2
customers in the system is zero, a type 1 customer is served.
For the second case, the probability distribution of the number
of type 1 arrivals and the generating function of the number
of type 2 arrivals is given by the second term in (12). In the
third case, the system is empty at ~j-l and a type 1 customer
arrives and starts hk service immediately. There must be i type
1 arrivals in his service time. For the last case, the probability
distribution of the number of type 1 arrivals and the generating
function of the number of type 2 arrivals is given by the third
term in (12). Using the same argument, we can derive the
following equation:
/ {x( e–A, t@l~)i-kpi(z) =! m ‘ @k(z) – ~k(”)) (~ – k)!20
k=O
+ (PO(2) - /3.(0)) e-y~l~)’ + (1 – p)r-zz
e-ht(~l~)i
x
}
e-~2w-z) ~~2(~)
~!
for 2 =0,1,..., L. Define, for k = 1, 2 and i ~ O,
J
m e-A1t(~l~)ie-~zt(l-zz) d~k(t)
Gk,i(Z2)‘~f
o
~!
~:sk(A1(l – ZI)+A2(1 –
‘z! ~z;
Equations (11 ) and” (12) can be rewritten as
Z2)) .
21=0
Cti(Z) =~ (Bk(z) + ~k(o))Gl,i–k+l(z)
k=l
+ (1 – P)TIG1,i(z), O s i ~ L– 1, (13)
{~i(z) ‘~ ~ (~k(z) - ~k(0))G2,~-k(z)k=O
(
+ Po(z) – Bo(o))G2,i(z)
}
+ (1– ~)r2zG2,i(z) , 0< i < L. (14)
From (13) and (14) we can eliminate pi(z) and get the
following relationship for ffi (z), i = O,..., L:
i+l i+l
zag(z) = ~ ~ Gl,i-k+l(z)G2,k- j(z) (~j(z) – ~j(o))
j=o k=,
k#O
+
+
x
+
i+l
.2 ~ Gl,i-k+l(z)(z + G2,k(Z))(Xk(())
k=l
(1 - p)(r2z - l)z + G2,0(z)ao(z)
Z – G2,0(z)
i+l
x
G’~,i-k+~(Z)G2, k(,Z)
k=l
(1 - ~) T1zG1,i(z). (15)
Similarly, eliminating nz(O, 22) = ~o(zz) in (9), we get
L
20!0(2) + (Z – G2,0(z)) ~ ai(Z)~(Z) (16)
i=]
X (TIZ~(Z) + (r2z – 1)S2) – (1 – ~)(r2z – 1) G2,0(z).
We can write (15) and (17) in matrix form
P(z)a(z) = c(z), (17)
(12)
where a(z) is an (L + 1) x 1 column vector with elements
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a, (z). The elements of matrix P{z) and column vector c(z) are
‘o
1+1
E
Gl,z_k+l
k=,
k#o
i+l
x
Cl,i–k+l
k=,
k#o
ifj>i+l
~)G2.~–j(z) ifj#i, j#O
Z) G2, k–j(Z) – z if j’ = i # O
P,,(z) = i+l
z{ E G~,~-~+1(z)G2,k(z)
k=l ifj=O, i#O
Z – G20(z)
ZG1.0(Z)G2,1(Z)
–z ifj=i =()
z – G2,0(z)
(z – G2,0(z))~~(z) ifi=L, j#O
(z ifi=L. j=O
2+1 i+l
Ci(z) = ~ ~Gl,i-k+l(z)G2, k–j(z)aJ(o)
]z1 k=]
(1 - p)(?-az - l)Z ‘+l G, ,_k+, (z)G2 k(z)
– G2,0(z) xz
k= 1
1+1
–z
E
G~,i-k+~(Z)Ok(()) – (1 – ~) T1~G1,i(z),
k= 1
for O<i <L-1.
L
Z – G2,0(z)
[“L(z) ‘(: – G2,0(z)) ~fJ(~)~j(o) +
J=l 2 – S2(Z)
x (1 – p)(rlz<(z) + (7-2Z - 1)s2(2))
- (1 - P)(7-2z - 1) G2.o(z).
To obtain the unknown functions w(z), O s i < L, we first
need to find the unknown constants a,(0) for O < i < L. By
Cramer’s rule,
d(?tPi (2)(k,(z) = . ()<i <L.(let!P(2)
where P,(z)is the matrix obtained by replacing the ith column
of P(z) by the column vector c(z). I-et the region enclosed by
the unit circle be denoted by U = {z : Izl < 1}. Since ~i(z)
is analytic on [J, the roots of det P(z) = Omust coincide with
the roots of det Pi (z) = O. hr the next theorem, we use a
homotopy type of argument [8] to show that det Pz(z) = O
has exactly L + 1 roots on [J. We require that the LST
S1 (s) does not vanish on the right half plane. Note that this
condition is satisfied for a wide range of distribution functions
such as deterministic distributions, mixed generalized Erlang
distributions (MGE) and any distribution functions whose
Laplace–Stiehjes transforms are the reciprocals of polynomials
(K,, class of distribution functions in [ 1]). MGE is a special
case of Kn class and the class of MGE’s is dense in the class
of all distribution functions [1].
Theorem 1: If Sl (s) does not vanish on the right haifplane,
det P(z) = O has exactly L + 1 roots on U.
Proof We first construct from P(x) a matrix H(z) whose
elements are analytic on ~. The matrix H(z) is obtained by
dividing the elements of the last row of P(z) by z – G2,0(z)
and multiply the elements of the first column by the same
quantity. By construction, det H(z) = det P(z) and it is easily
verified from the definition of P(z) that all elements of H(z)
are analytic on .?7, This implies that det H(z) is analytic on
U. We write H(z) = D(z)+ O(z), where D(z) is the diagonal
matrix and 0(% ) is the off-diagonal matrix corresponding to
H(z), i.e., the diagonal elements of O(z) are all zero. Define
N(z, t) ~f D(z) +~(Z)\ O < t <1. (18)
The determinant of D(z) has exactly L + 1 roots on U. To see
this, consider ~ii(z) = G1,1(z)G2,0(z) +G1,0(z)G2,1(z) – z,
1 < i < L – 1. We now use Rouch4’s theorem [4] to show
that llii(z) = O, 1 < i < L – 1 has exactly one root on U.
Specifically, let ~ii(z) = ~(z) + g(z) with f(z) = –Z ~d
g(z) = G1,1(z)G2,0(z) + G1,0(z)G2.l(z). On IzI = 1,
19(2)1 =IG1,1(Z)G2,0(Z) + G1,0(Z)G2,1(Z)I
<
<
<
—
r e-A,t~lte-~,~(l-z) @(t)o
+
/
m~_A,te-A, t(l-.) ~~l(t)
o
1 = If(z)l.
‘l%is establishes that llii (z) = O has exactly one root on
U for 1 < i < L – 1. We now prove that DOO(Z) =
Z(G1,0(Z)G2,1(Z) – z + G2,0(z)) has exactly two roots on U.
To prove this, it is sufficient to show that GI,0(z)G2,1 (z) – z+
G2,0 (z) = O has exactly one root on U. Again by Rouch6’s
theorem, let Gl,o(z)Ga,l(z) – z + G2,0(z) = f(z) +g(z) with
j(z) = -z andg(z) = Gl,o(z)G2,1(z)+ G2,0(z). On Izl = 1,
Ig(z)l =IG1,0(z)G2,1(z) + G2,0(z)I
<
J
m e-A,t~l~e-~2ql-z) dB2(t)
o
+
I
m ~-A, te-A2t(l-z) dB2(t)
<1 = I;(z)l.
Finally, we show that ~LL(z) = <L(z) # O for all U. To
prove it, assume that <(z) = O for some z on U. h implies
from (7) that S1 (Al + Az(l – z)) = O. Clearly, this cannot
happen because Re(Al + A2(1 – z)) >0 if z E U.
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We now use the homotopy type of argument. There exists
an c > 0 such that det N(z, t) is analytic on Izl < 1 + t
for t c [0, 1]. Since the roots of an analytic function which
is not identically zero must be isolated [4], we can take any
closed contour C in the region 1 < Iz I S 1 + c such that
det N(z, t) # O for z E C and t G [0, 1]. The number of roots
of det N(z, t) = O on the region enclosed by C as a function
of t is
1
!
$ det N(z, t)
~c(~) = ~ ~ det ZV(z, t) dz, (19)
where i = ~ [4]. Observe that N(z, t) is a continuous
function of t (see (18)), Therefore, by (19), nc(t) is a
continuous integer-valued function of t. Therefore, nc (1) =
nc (0). Since the contour C is arbitrary on the region 1 <
Izl S 1 + t, it follows that nu(l) = nU(0) = L +1. Hence,
det H(z) = O must have exactly L + 1 roots on or within the
unit circle. •1
Let us denote the L + 1 rootsof det P(z) = O by vi,
O<i<Land letqo=O(it is easy toverifythatz=O
is always a root of det P(z) = O). For any fixed i,
detPi(~j) = O, 1 S ~ < L, (20)
gives L equations for the L + 1 unknown constants. Note that
each root gives only one independent equation, because
det Pi(qj) ~i(~j)
det P~(qj) = — = constant.ffk(nj)
Finally we note that z = O is always a root of det Pi(z) = O.
In this case, we need to use L’Hospital’s rule.
$det Pi(z)
0!1(0) = d Z=o
~ detP(z)
Z=o
(21)
To derive a system of linear equations for the unknowns
{~j(0), ~= O,l,..., L}, set any fixed value to i, e.g., z = O,
in (20). Applying Laplace’s expansion [27] on det Po(z), we
obtain
L
det Po(qj) =x ak,O(~j)ck(qj)
k=o
‘~~k(qj)~k(o) +d(~j), (22)
k=l
where ~ij (z) is the cofactor of det P(z) by deleting row i and
cohlnlll j, and
L L–1
@k(z) ~f ~ ~ a~,o(Z)Gl,~-t+l( Z) G2,t-k(z)
t=k m=t’-l
L–1
- z ~ %,o(z)G~,m-k+~(z)
m=k —1
+ aL,O(Z)(Z – GZ,O(Z))<k(Z)
@(z)=f ~@) { ‘z-_%;;:)(1 - p)(r,zc(z)
+ (722 – 1)s2(2)) – G2,0(z)(~2z – 1)
}
L–1
- (1 - p)rlz ~ af,o(z)G1,t(z)
e=o
L–1 f’+1
- ~ ~ %0(2)(1 -P)(W - lb
t’=0 m=l
X G1,t-m+1(z)G2,m( z)/(z – G2,0(z)).
Note that the coefficients of @o(0) is zero in (22). This suggests
that z = O must be chosen in (21) to achieve a nonsingular
system of linear equations. To compute the derivative of
det P(z), we differentiate each row (or column) of P(z) at
a time and add up the determinant of the resulting matrix. We
need
(–Azsj Al(l – .$(z))+ AZ(1 – z)(’(z) = )
(
l+ AIS{ A1(l–6(Z))+J2(1– Z)
)
to compute q!J~(z). Finally the system of linear equations
for {~i(0)} (from Eqs.(20) and (21)) can be written as
Ma(0) + v = O, where the elements of the (L+ 1) x (L+ 1)
matrix M and the (L + 1) x 1 vector v are
{
o O<i<L, j=O
#j(qi) O~i<L,l~j~L
Mij =
–$ det P(z) ~= L,j =()
Z=o
d;(o) z= L,l<j <L,
{
vi= ~(n~)O<iSL–l
~’(o) i = o
Once the unknown constants {~i (0)} are determined, we
CiUI find {~i(z)} by solving (17).
We now analyze the mean and distribution function of the
sojourn time. ~t qk(Z) be tie generating fUnction of tie
number of type k customers in the system at type k departure
epoehs. Clearly
ql(z) = ~l(z, 1)/Tl and
92(Z) = ~2(1,~)/7-2.
Since the departures occur singly and the arrival processes
We Poisson, qk(z) is also the generating function of time-
average queue-length distribution for type k customers [6],
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[26]. Because the arrivals are Poisson, the LST of the sojourn
time distribution for type k customers is wk(s) = qk ( 1 –
s~~ 1) [13], The mean sojourn time for type 1 customers
is @ = ~nl(z, l)((~lrl)l~=l. To compute ~nl(z, 1)1.=1,
write Tl(z, 1) = ((,z)/v(.z), where
v(z) ‘=fz – $(2,1)
((z) *f (1 - p)r~z$(z, 1) - Sl(z, 1)$(2,1)(1 - p)r~
+ (aO(l) +/30(1)) (s2(2, 1) – 1)s1(2, 1)
L
+ ~ (~~(1) – ~:(0)) (32(2,1) – 1)31(Z, l)%i.
i=l
Since v(l)= ((1) = O, using L’Hospital’s rule, we get
_ <“(l) V’(1) - <’(l) V’’(1)$7r1(z, 1) –
2( V’(1))2 ‘ (23)Z=l
where v’(l) = 1 – Albl, v“(l) = –~~ul and
{
(’(1) = (1 - p)r-,(1 - AIlq) + a~(l) +p,(l)
+ ~ (al(l) - do))}A1b2
j=l
+ 2{52(ao(l) - ao(o))}A,b, + {aO(l)
2=1
The mean sojourn time of type 2 customers (ti2) can be
computed by the conservation law [14]. Specifically,
Alblwl + A2b2w2 =
p(Alul + A2?Q)
2(1 – p) + Alb; + A26; .
III. NUMERICAL RESULTS
As an illustration of the methods presented in this paper, let
us consider a multiplexer whose output link operates at 1.544
Mbps. The multiplexer handles 64 kbps CBR voice calls (real
time traffic) and data calls (nonreal time traffic). We assume
that the data calls account for 40% of the bandwidth of the
multiplexer and that all information is transmitted by 53 byte
packets. For this scenario, we present the mean delay of voice
packets as a function of the number of voice calls in Fig. 2
for various values of the threshold L. To give the reader an
idea, each voice call of 64 kbps corresponds to an arrival
rate of 0.15 packets per ms and when 13 voice calls are
multiplexed, the overall utilization (including 4070 for data)
of the multiplexer is about 94Y0. When the threshold is placed
on the buffer for voice calls, we say that voice calls receive
high priority. Similarly, we say that data calls receive high
priority if the threshold is placed on the buffer of data calls.
As can be seen, a wide range of behavior can be produced by
placing the threshold on the two different buffers and also by
changing the value of L. However, it is also obvious that the
4.0,
1
0.0 I I I
1 3 5 7 9 11 13
number of voice calls
Fig. 2,
5.0 I I
4.0
0.0 I I I
1 3 5 7 9 11 13
number of voica cetia
Fig. 3.
mean voice delay is not sensitive to values of L higher than
about 6 or so. The implication of this observation is that the
designer does not have to offer the user a rich set of choices
for the value of L, i.e., the design can be parsimonious. For
all practical purposes, offering only eight different choices of
L is sufficient to produce the behavior that gives static priority
to either buffer or I-limited scheme or anything in between.
Further note that L = O gives the results for the static priority
problem and L = 6 approximates the 1-limited scheme.
In Fig. 3, we show the mean delay of the data packets under
the same circumstances. Again note that only a few choices
of the parameter L is sufficient to produce a wide range of
behavior. In Figs. 4 and 5, we show the tail distribution of the
voice queue-length and of the data queue-length respectively.
This is shown for various values of L and the threshold is
placed on the buffer for voice calls, i.e., voice calls receive
priority. Note that the distributions was obtained by inverting
the generating functions (see [11, p. 427]).
We now show an example which helps to quantify the
benefit of the threshold based priority scheme over the static
priority scheme. Let us first assume that we have a requirement
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that the mean delay for voice packets must be less than 1 ms.
From Fig. 2, we note that if the threshold is placed on the
buffer for voice calls and L is set to 4, this requirement is met
for multiplexing 11 voice calls. From Fig. 3, we observe that
for the same setting of the threshold and for 11 voice calls, the
mean delay for data packets is 1.2 ms. However, if one had
given static priority to voice crdls (L = O), the mean delay
for data packets would have been 1.7 ms. Thus, the threshold
based priority scheme meets the requirement of the voice calls
and gives a 3070 improvement over the static priority scheme
for this example.
In Fig. 6, we show how these results can be used to tune the
value of L in a dynamic manner, so that the multiplexer offers
a flexible priority scheme depending on the traffic conditions.
We now assume that we have a requirement that the mean
delay for voice packets must be less than 0.75 ms. To draw
Fig. 6, one first needs to draw many figures like Figs. 2 and
3, each representing a different utilization for data traffic. To
give the reader an idea, a 40% utilization due to data calls
translates to an arrival rate of 1.456 data cells/ins. In the same
way that we calculated the value of L which just meets the
,
1-’
~lf
\
— high priority given to voica
-—- high priodtygtven to data
0.2 I 1.1 I 1. I
o 5 10 15 20
number of voice calls
FQ. 6.
requirement for voice packets, we have to do this for different
values of the data arrival rate and the number of voice calls. In
Fig. 6, we show the values of L calculated in this manner for
different traffic scenarios. Thus we envision a system in which
the call admission policy (which is aware of the number and
type of calls in progress) works hand in hand with the tuning
of the parameter L. l%e value of L is adjusted when a new
call is accepted or when an existing call leaves the system.
We now give an example of the use of Fig. 6 in applications.
Assume that the data arrival rate corresponds to 1 cell/ins and
that 12 voice calls are in progress. The threshold L is set to 2
on the voice buffer. If at this time a request for a new voice
call arrives, such a call will be accepted with a change of
the threshold from L = 2 to L = 1. Note that according to
this call admission policy, it is possible to have a data arrival
rate of 1 cell/ins and 16 voice calls and still meet the quality
of service requirement. However, at this stage an extra voice
call cannot be admitted to the multiplexer. Clearly, in all this
analysis, we have assumed that the steady state results obtained
in the last section continue to hold for the dynamic priority
scheme. However, this is a fairly good approximation for the
problem since call durations are of the order of minutes and the
packet service time for this case is 0.27 ms. Thus, between two
successive settings of L, the system has ample time to reach
steady state. This kind of approximation is discussed in greater
detail in [18]. We note that our analytical results can be used
for computation of percentiles of the sojourn-time or queue-
length distributions. Therefore, the method presented above
can be used easily for meeting a requirement on a percentile
of the sojourn-time or queue-length distribution, instead of the
mean.
IV. CONCLUSIONS
In this paper we have proposed a threshold based priority
scheme for ATM networks. The priority scheme can be tuned
and made to work with the call admission policy. We have
shown that the scheme can offer benefits over a static priority
scheme when one is interested in the performance of nonreal
time traffic while just meeting the requirement of real-time
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traffic. The scheme proposed by us contains the static priority
scheme and the 1-limited scheme as special cases. This has
led to a generalization of known results about priority queues,
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