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ON MULTIPLE RECURRENCE AND OTHER
PROPERTIES OF “NICE” INFINITE MEASURE
PRESERVING TRANSFORMATIONS
JON. AARONSON & HITOSHI NAKADA
Abstract. We discuss multiple versions of rational ergodicity and
rational weak mixing for “nice” transformations, including Markov
shifts, certain interval maps and hyperbolic geodesic flows. These
properties entail multiple recurrence.
§1. Introduction: multiple properties
The measure preserving transformation (MPT) (X,B, m, T ) is called
• d-recurrent as in [7] if ∀ A ∈ B, m(A) > 0 ∃ n ≥ 1 so that
m(A ∩ T−nA ∩ T−2nA ∩ · · · ∩ T−dnA) > 0;
1-recurrence being equivalent to conservativity.
In [7], the authors considered the multiple recurrence of theMarkov
shift (X,B, m, T ) of the stochastic matrix P : S × S → [0, 1] with
invariant distribution {µs : s ∈ S} where
X = SZ, T = shift,B = σ({cylinders}) &
m([s0, . . . , sn]k) = µs0ps0,s1 . . . psn−1,sn
where the cylinder [s0, . . . , sn]k := {x ∈ X : xk+j = sj ∀0 ≤ j ≤ n},
showing for d ∈ N that if (X,B, m, T ) is conservative, ergodic, then
• T is d-recurrent ⇔ T × . . .× T︸ ︷︷ ︸
d-times
is conservative, ergodic.
For Markov shifts, d-recurrence is equivalent to d-rational ergodicity:
The conservative, ergodic, measure preserving transformation (CEMPT)
(X,B, m, T ) is called d-rationally ergodic along K ⊂ N if there exist:
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2 multiple recurrence and other properties
(i) a sequence of constants ad(n) ↑ ∞ and
(ii) a dense, T -invariant, hereditary ring (aka ideal) Rd(T ) ⊂ F :=
{F ∈ B : m(F ) <∞} s.t.
1
ad(n)
n−1∑
k=0
m(
d⋂
j=0
T−(jk+rj)Bj) −−−−−−→
n→∞, n∈K
d∏
j=0
m(Bj)
∀ B0, B1, . . . , Bd ∈ Rd(T ) & r0, . . . , rd ∈ Z;
For Markov shifts,
ud(n) = u
d
n, ad(n) =
n∑
k=1
udn
where un :=
p
(n)
s,s
µs
(any s ∈ S) and
Rd(T ) ⊃ {B ∈ F : B ⊂ C a cylinder}.
In this paper we extend this to further classes of transformations which
we call “nice”.
Some notes on terminology:
• d-rational ergodicity is d-rational ergodicity along N;
• subsequence d-rational ergodicity is d-rational ergodicity along some
K ⊂ N;
• 1-rational ergodicity is called weak rational ergodicity in [1].
Evidently, subsequence d-rational ergodicity implies d-recurrence
Description of results.
In §2, we define “d-nice transformations” and show that these are
subsequence d-rational ergodic. This is applied in §5 where we es-
tablish 2-recurrence [2-dissipation] of the geodesic flow of a Z-cover
[Z2-cover] of a compact, hyperbolic surface, as advertised in [18]. In
§3, we give sufficient conditions for the stronger multiple rational weak
mixing properties which are applied to show 1-rational weak mixing
- of certain special semiflows in §4;
- of the geodesic flow of a Zκ-cover (κ = 1, 2) of a compact, hyperbolic
surface.
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Asymptotic equivalence of sequences. Throughout the paper we
use the following notations for sequences (a1, a2, . . . ), (b1, b2, . . . ) ∈ RN:
• an ≈ bn if an − bn −−−→
n→∞
0,
• for M > 0, an = bn ±M if |an − bn| ≤M ∀ n ≥ 1;
and for (a1, a2, . . . ), (b1, b2, . . . ) ∈ RN+:
• an ∼ bn if anbn −−−→n→∞ 1,
• an ∝ bn if anbn −−−→n→∞ c ∈ R+,
• an ≪ bn if ∃ M > 0 so that an ≤Mbn ∀ n ≥ 1,
• an ≍ bn if an ≪ bn and bn ≪ an.
For M > 1 we also write
• an =M±1bn or an M≍ bn if bnM ≤ an ≤Mbn ∀ n ≥ 1.
§2 Nice transformations
Let (X,B, m, T ) be a CEMPT.
We’ll call a set Ω ∈ F+ := {A ∈ B : 0 < m(A) <∞} admissible for
T if
m(
⋂d
k=0 T
−knΩ) ≍ u(n)d ∀ d ≥ 1 where u(n) = u(Ω, n) := m(Ω∩T−nΩ)
m(Ω)
.
Let d ∈ N. We’ll call the CEMPT (X,B, m, T ) d-nice if
(i) there is an admissible set Ω ∈ F+ for T ;
(ii) (Xd,Bd, md, Td) := (Xd,B(Xd), m× . . .×m︸ ︷︷ ︸
d-times
, T × . . .× T︸ ︷︷ ︸
d-times
) is a CEMPT;
(iii) ∃ M > 1 and a countable, dense collection A ⊂ B∩Ω with Ω ∈ A
s.t. ∀ r0, . . . , rd ∈ Z,
n−1∑
k=0
m(
d⋂
k=0
T−kn+rkBk)
M≍
d∏
k=0
m(Bk)ad(n) ∀ B0, B1, . . . , Bd ∈ A
where ad(n) :=
∑n
k=1 u(Ω, k)
d →∞ by condition (ii),
(iv) ad(2n)≪ ad(n).
Proposition 2.1 If is T d-nice, then ad(n)→∞ and Td is 1-rationally
ergodic with return sequence an(Td) ≍ ad(n).
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Proof For Ω ∈ F+ admissible,∫
Ωd
S(Td)n (1Ωd)
2dmd ≪
( n∑
k=1
u(Ω, k)d
)2
≍
(∫
Ωd
S(Td)n (1Ωd)dmd
)2
. 2
Theorem 2.2
If (X,B, m, T ) is d-nice, then it is subsequence d-rationally ergodic.
and the hereditary ring satisfies
Rd(T ) ⊃ {B ∈ F : ∃ n ∈ Z, B ⊂ T nΩ}.
The proof of theorem 2.2 uses:
Lemma 2.3 Let (X,B, m, T ) be d-nice and let Ω ∈ F+ be admissible.
For any 0 ≤ ν ≤ d, define
ψ(ν)n :=
n∑
k=1
ν∏
i=1
1Ω ◦ T−ik ·
d−ν∏
j=1
1Ω ◦ T jk,
then
(i)
∫
Ω
ψ(ν)n dm ≍ ad(n) & (ii)
∫
Ω
(ψ(ν))2dm = O
(
ad(n)
2
)
.
Proof of lemma 2.3. This lemma is a generalization of lemma 1.5
in [7].
Throughout, we use admissibility of Ω:
if b(1), . . . , b(κ) ∈ Z and b(1) ≤ b(2) ≤ · · · ≤ b(κ) then
m
( κ⋂
r=1
T−b(r)Ω
)
= m
( κ⋂
r=1
T b(r)Ω
)
≍
κ∏
r=2
m(Ω ∩ T−(b(r)−b(r−1))Ω).(0)
Set
ǫk(ν) :=
∏
−ν≤j≤d−ν, j 6=0
1Ω ◦ T jk,
then
ψ(ν)n =
n∑
k=1
ǫk(ν) and
∫
Ω
(ψ(ν)n )
2dm ≤ 2
n∑
k=1
n∑
ℓ=k
∫
Ω
ǫk(ν)ǫℓ(ν)dm.
In view of (0), the form of
∫
Ω
ǫk(ν)ǫℓ(ν)dm depends on the orders of
the sets {ik, jℓ : 1 ≤ i, j ≤ ν} and {ik, jℓ : 1 ≤ i, j ≤ d− ν}.
The ordering of
Ωd(k, ℓ) := {ik, jℓ : 1 ≤ i, j ≤ d} (d, k, ℓ ∈ N)
is treated in lemma 1.5 of [7] and we’ll use results established there.
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Define N(k,ℓ) : N × {0, 1} → N by Nk,ℓ(j, ǫ) = (1 − ǫ)jk + ǫjℓ, then
for each d ≥ 1, N(k,ℓ) : Nd × {0, 1} → Ωd(k, ℓ) is a surjection. Here
Nd := {1, 2, . . . , d}.
An ordering of Ωd(k, ℓ) is a bijection π : N2d → Nd × {0, 1} so that
N(k,ℓ) ◦ π : N2d → Ωd(k, ℓ) is non-decreasing.
Given a bijection π : N2d → Nd × {0, 1}, let
D(π) := {(k, ℓ) ∈ N× N π orders Ωd(k, ℓ)}.
Possibly D(π) = ∅. However, as shown in lemma 1.5 in [7], if
Fd := {p
q
: 0 ≤ p ≤ q ≤ d, (p, q) = 1} = {0 := r(d)0 < r(d)1 < · · · < r(d)Nd = 1}
is the Farey sequence of order d, then for each 0 ≤ j < Nd, there is
a bijection πj : N2d → Nd × {0, 1} so that
D(πj) = {(k, ℓ) ∈ N2 : k
ℓ
∈ (rj, rj+1]}.(1)
Let od := {πj : 0 ≤ j < Nd}. It follows from (1) that if 1 ≤ d′ < d
and π ∈ od, then ∃ π′ ∈ od′ such that D(π) ⊂ D(π′).
Fix π ∈ od, (k, ℓ) ∈ D(π), then writing π(j) = (κj , ǫj) for 1 ≤ j ≤ 2d,
we have (see [7])
N(k,ℓ) ◦ π(j)−N(k,ℓ) ◦ π(j − 1) = κj
[
(1− ǫj)k + ǫjℓ
]− κj−1[(1− ǫj−1)k + ǫj−1ℓ]
= 〈aj, (k, ℓ)〉
where N(k,ℓ) ◦ π(0) := 0, a1 = (κ1(1− ǫ1), κ1ǫ1) and
aj = aj(π) := (κj(1− ǫj)− κj−1(1− ǫj−1), κjǫj − κj−1ǫj−1) (j ≥ 2).
The vectors {aj(π)}2dj=1 are non-zero and
{aj(π) : 1 ≤ j ≤ 2d} = {a(1)j (π), a(2)j (π) : 1 ≤ j ≤ d}
where a
(1)
j (π) and a
(2)
j (π) are linearly independent ∀ 1 ≤ j ≤ d}.
Now, set
ǫ±k (ν) =
ν∏
j=1
1Ω ◦ T±jk,
then ǫk(ν) = ǫ
−
k (ν)ǫ
+
k (d− ν),∫
Ω
ǫk(ν)ǫℓ(ν)dm =
∫
Ω
(e−k (ν)ǫ
−
ℓ (ν))(ǫ
+
k (d− ν)ǫ+ℓ (d− ν))dm
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and it follows from admissibility that∫
Ω
(e−k (ν)ǫ
−
ℓ (ν))(ǫ
+
k (d− ν)ǫ+ℓ (d− ν))dm ≍∫
Ω
ǫ+k (ν)ǫ
+
ℓ (ν)dm
∫
Ω
ǫ+k (d− ν)ǫ+ℓ (d− ν)dm.
Using the discussion above (and admissibility of Ω),∫
Ω
ǫ+k (d)ǫ
+
ℓ (d)dm ≍
2d∏
j=1
u(〈aj , (k, ℓ)〉) ∀ (k, ℓ) ∈ D(π), π ∈ od.(2)
We now complete the proof of lemma 2.3 in case ν ≥ d−ν (the other
case being similar).
For each π ∈ oν , let π′ ∈ od−ν be such that D(π) ⊂ D(π′).
Since {(k, ℓ) ∈ N2 : k ≤ ℓ} = ⊎π∈oν D(π), we have:∫
Ω
(ψ(ν)n )
2dm ≤ 2
n∑
k=1
n∑
ℓ=k
∫
Ω
ǫk(ν)ǫℓ(ν)dm
= 2
∑
π∈oν
∑
(k,ℓ)∈D(π), k,ℓ≤n
∫
Ω
ǫk(ν)ǫℓ(ν)dm.
For each π ∈ oν ,∑
(k,ℓ)∈D(π)∩N2n
∫
Ω
ǫk(ν)ǫℓ(ν)dm
=
∑
(k,ℓ)∈D(π)∩N2n
∫
Ω
ǫ+k (ν)ǫ
+
ℓ (ν)dm
∫
Ω
ǫ+k (d− ν)ǫ+ℓ (d− ν)dm
≍
∑
(k,ℓ)∈D(π)∩N2n
2ν∏
j=1
u(〈aj(π), (k, ℓ)〉)
2(d−ν)∏
j=1
u(〈aj(π′), (k, ℓ)〉)
=
∑
(k,ℓ)∈D(π)∩N2n
d∏
j=1
u(〈a(1)j , (k, ℓ)〉)u(〈a(2)j , (k, ℓ)〉)
where
{a(1)j , a(2)j }2dj=1 = {a(1)j (π), a(2)j (π)}2νj=1 ∪ {a(1)j (π′), a(2)j (π′)}2(d−ν)j=1 .
Consider Bj : R2 → R2 defined by (Bjx)i := 〈x, a(i)j 〉 (i = 1, 2)
which is injective. Let K > 0 be such that ‖Bjx‖∞ ≤ K‖x‖∞ ∀ x, j.
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By Ho¨lder’s inequality,
∑
(k,ℓ)∈D(π)∩N2n
d∏
j=1
u(〈a(1)j , (k, ℓ)〉)u(〈a(2)j , (k, ℓ)〉)
≤
d∏
j=1
( ∑
(k,ℓ)∈D(π)∩N2n
u(〈a(1)j , (k, ℓ)〉)du(〈a(2)j , (k, ℓ)〉)d
) 1
d
=
d∏
j=1
( ∑
(k,ℓ)∈Bj(D(π)∩N2n)
u(k)du(ℓ)d
) 1
d
≤
∑
(k,ℓ)∈N2
Kn
u(k)du(ℓ)d
= ad(Kn)
2
≪ ad(n)2. 2
Proof of theorem 2.2 For any 0 ≤ ν ≤ d, fix A0, . . . , Ad, B0, . . . , Bd ∈
A so that Aj = Bj ∀ 0 ≤ j ≤ d, j 6= ν, then
n∑
k=0
|m(
d⋂
j=1
T−jkAj)−m(
d⋂
j=1
T−jkBj)|
=
n∑
k=0
m(
d⋂
j=1, j 6=ν
T−jkAj ∩ T−νk(Aν∆Bν))
≤
∫
Aν∆Bν
ψ(ν)n dm
≤
√
m(Aν∆Bν)
√∫
Ω
(ψ
(ν)
n )2dm
≤M
√
m(Aν∆Bν)ad(n). 2
§3 Multiple rational weak mixing.
Let d ∈ N. We’ll call the CEMPT (X,B, m, T ) d-rationally weakly
mixing along K ⊂ N if it is d-rationally ergodic and
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• ∃ ud(n) > 0 so that the normalizing constants are given by ad(n) :=∑n−1
k=0 ud(n) ↑ ∞ where
1
ad(n)
n−1∑
k=0
∣∣∣∣∣m(
d⋂
j=0
T−(jk+rj)Bj)−
d∏
j=0
m(Bj)ud(k)
∣∣∣∣∣ −−−−−−→n→∞, n∈K 0
Rational weak mixing (i.e. 1-rational weak mixing along N) was
introduced in [3].
Recall that the CEMPT (X,B, m, T ) is pointwise dual ergodic if there
are constants an(T ) > 0 so that
1
an(T )
n∑
k=1
T̂ kf −−−→
n→∞
∫
X
fdm a.e. ∀ f ∈ L1(m).( DK)
Here, T̂ : L1(m) → L1(m) is the transfer operator defined by T̂ f :=
dνf◦T−1
dm
where νf (A) :=
∫
X
fdm. It satisfies∫
X
T̂ f · gdm =
∫
X
f · Tgdm ∀ f ∈ L1(m), g ∈ L∞(m).
First return time and induced transformation.
Suppose (X,B, m, T ) is a CEMPT and let Ω ∈ B, m(Ω) > 0, then
m–a.e. point of Ω returns to Ω under iterations of T . The return time
function to Ω, defined for x ∈ Ω by ϕΩ(x) := min{n ≥ 1 : T nx ∈ Ω} is
finite m–a.e. on Ω.
The induced transformation on Ω is defined by TΩx = T
ϕΩ(x)x.
In case m(Ω) < ∞, then (Ω,B ∩ Ω, TΩ, mΩ) is an EPPT (ergodic,
probability preserving transformation).
Proposition 3.1
Let (X,B, m, T ) be an exact, pointwise dual ergodic CEMPT and sup-
pose that ∃ Ω ∈ F+ & α ⊂ B ∩ Ω a one-sided TΩ-generator for B ∩ Ω
so that
(i) the first return time ϕΩ : Ω→ N is α-measurable &
(ii) there exist d ∈ N, 0 < γ < 1
d
and b : R+ → R+, a 1γ -regularly
varying function, so that
(LLT) b(n)T̂ nΩ(1A∩[ϕn=kn])
L∞(mΩ)−−−−−−−−→
n→∞, kn
b(n)
→x
mΩ(A)fγ(x)
∀ cylinders A & x ∈ R+,
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where fγ is the probability density function of the normalized, positive
γ-stable random variable, then
1
ad(n)
n∑
k=1
|T̂ k+r1(1A1T̂ k+r2(1A2 . . . T̂ k+rd(1Ad) . . . )−
d∏
i=1
m(Ai)u
d
k|(G)
−−−→
n→∞
0 a.e. ∀ A1, . . . , Ad ∈ B.
and, in particular, (X,B, m, T ) is d-rationally weakly mixing.
Remark. Suitable:
• AFN maps, and towers over AFU maps as in [6],
• towers over Gibbs-Markov maps as in [5]
satisfy the assumptions of proposition 3.1.
Proof
Let a(n) := b−1(n), un :=
γa(n)
n
, then
an(T ) ∼ a(n) ∼
n∑
k=1
uk.
We’ll use pointwise dual ergodicity to establish rational weak mixing.
To this end, we show first (as in [11]) that (LLT) implies that :
(o) lim
n→∞
1
un
T̂ n1A ≥ m(A) a.e. for A ⊂ Ω a union of cylinders.
Proof of (o)
As in [11] (see also [3]):
T̂ n1A =
n∑
k=1
T̂ kΩ1A∩[ϕk=n]
≥
∑
1≤k≤n, xk,n∈[c,d]
T̂ kΩ1A∩[ϕk=xk,nb(k)] where xk,n :=
n
b(k)
(LLT)∼ ∑
1≤k≤n, xk,n∈[c,d]
f(xk,n)
b(k)
m(A).
By the γ-regular variation of a,
1
b(k)
∼ γa(n)
n
· xk,n − xk+1,n
xγk,n
.
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Therefore
1
un
∑
1≤k≤n, xk,n∈[c,d]
f(xk,n)
b(k)
≈ ∑
1≤k≤n, xk,n∈(c,d)
(xk,n − xk+1,n)
xγk,n
f(xk,n)
−−−→
n→∞
∫
[c,d]
f(x)dx
xγ
= E(1[c,d](Zγ)Z
−γ
γ )
−−−−−−−→
c→0+, d→∞
1. 2o
Proof of (G)
Let A ⊂ Ω be a finite unions of cylinders. By (DK), (o) and propo-
sition 3.3 in [3],
1
a(n)
n∑
k=1
|T̂ n+r1A −m(A)un| −−−→
n→∞
0 a.e.
whence by proposition 3.1 in [3], for a.e. x ∈ Ω, there is a subset
K = Kx ⊂ N of full density so that
1
un
T̂ n+r1A(x) −−−−−−−→
n→∞, n∈Kx
m(A).
Let C ⊂ Ω be compact. As in [3], ∃ finite unions of cylinders An ⊃
An+1 ⊃ C so that m(An) ↓ m(C) as n → ∞. Thus, for a.e. x ∈ Ω,
there is a subset K = Kx ⊂ N of full density so that
lim
n→∞, n∈Kx
1
un
T̂ n+r1C(x) ≤ m(C),
whence, again by (DK) and propositions 3.1 & 3.3 in [3],
1
un
T̂ n+r1C(x) −−−−−−−→
n→∞, n∈Kx
m(C).
Let B ∈ B(Ω). Again as in [3], there are compact sets Cn ⊂ Cn+1 ⊂ B
so that m(Cn) ↑ m(B) as n → ∞. Thus, for a.e. x ∈ Ω, there is a
subset K = Kx ⊂ N of full density so that
lim
n→∞, n∈Kx
1
un
T̂ n+r1B(x) ≥ m(B),
whence, (as above) for a possibly smaller K = Kx ⊂ N of full density,
1
un
T̂ n+r1B(x) −−−−−−−→
n→∞, n∈Kx
m(B).
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It follows that for A1, . . . , Ad ∈ B(Ω), for a.e. x ∈ Ω, there is a
subset K = Kx ⊂ N of full density so that
1
udn
T̂ k+r1(1A1T̂
k+r2(1A2 . . . T̂
k+rd(1Ad) . . . ) −−−−−−−→
n→∞, n∈Kx
d∏
i=1
m(Ai).
The index of regular variation of u−dn is dγ ∈ (0, 1) so, again by propo-
sitions 3.1 and 3.3 in [3],
1
ad(n)
n∑
k=1
|T̂ k+r1(1A1 T̂ k+r2(1A2 . . . T̂ k+rd(1Ad) . . . )−
d∏
i=1
m(Ai)u
d
k|
−−−→
n→∞
0 a.e.. 2
§4 Special semiflows
Given a σ-finite measure space (X,B, m) we denote
MPT(X,B, m) := {measure preserving transformations of (X,B, m)}.
Note that these transformations are not necessarily invertible. In this
section, we consider, for S a finite set and κ ∈ N, measure preserving
semiflows Ψ : R+ → MPT(X,B, m) where
X = {(x, n, t) ∈ Ω× Zκ × R+ : 0 ≤ x < h(x)} where
Ω ⊂ SN a transitive SFT, h : Ω→ R+ Ho¨lder;
B = B(X), m(A× B × C) = µ(A)#(B)Leb (C)
where # is counting measure, µ ∈ P(Ω) is Gibbs as in [19], [10];
Ψt(x, n, y) = (T
nx, n+ φn(x), y + t− hn(x))
where φ : Ω→ Zκ is continuous, T = Shift & n = nt(x, y) is s.t.
hn(x) :=
n−1∑
k=0
h(T kx) ≤ y + t < hn+1(x).
Pointwise dual ergodicity. Suppose that, Ψ is ergodic, equivalently
Tφ is ergodic, or φ is non-arithmetic in the sense that ∄ solution to
φ = k + g − g ◦ T, g : Ω→ Zκ measurable,
k : Ω→ K measurable, where K is a proper subgroup of Zκ.
By the central limit theorem in [12],
φn√
n
distribution−−−−−−→
n→∞
X(CLT)
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where X is a globally supported, centered Gaussian random variable
on Rκ.
As in [4], Tφ is dissipative for κ ≥ 3 and pointwise dual ergodic for
κ = 1, 2 with
an(Tφ) ∼
n∑
k=0
uk(Tφ) ∼
{
2
√
nfX(0) κ = 1;
lognfX(0) κ = 2.
Analogously to Proposition 2.2 in [4], (X,B, m,Ψ) is dissipative for
κ ≥ 3 and pointwise dual ergodic (as a flow) for κ = 1, 2 with
an(Ψ) ∼ κ κ2−1an(Tφ)
where κ =
∫
Ω
hdP ∈ R+: namely
1
an(Ψ)
∫ n
0
Ψ̂t(F )dt
a.e.−−−→
n→∞
∫
X
Fdm ∀ F ∈ L1(m).
Proposition 4.1 (Exactness) Suppose that the function (h, φ) :
Ω→ G := R× Zκ is non-arithmetic in the sense that ∄ solution to
(h, φ) = k + g − g ◦ T, g : Ω→ G measurable,
k : Ω→ K measurable, where K is a proper subgroup of G,
then (X,B, m,Ψt) is an exact endomorphism ∀ t > 0.
Proof The assumption is equivalent to the ergodicity of
(Ω×G, µ× Leb×#, T(h,φ))
which entails (characterizes) the exactness of Ψ. V
In this case, for each t > 0, (X,B, m,Ψt) is pointwise dual ergodic
(as a transformation) for κ = 1, 2 with
an(Ψt) ∼ κ κ2−1atn(Tφ),
namely
1
an(Ψt)
n∑
k=0
Ψ̂tk(F )
a.e.−−−→
n→∞
∫
X
Fdm ∀ F ∈ L1(m).(PDE)
Rational weak mixing.
If φ is aperiodic in the sense that ∄ solution to
φ = k + g − g ◦ T, g : Ω→ Zκ measurable,
k : Ω→ K measurable, where K is a proper coset of Zκ,
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then by theorem C* in [13] (which in this case follows from the local
limit theorem in [12]), for A ⊂ Ω a cylinder set:
T̂ n(1A∩[φn=⌊tn⌋]) ∼
fX(
tn√
n
)µ(A)
n
κ
2
as n→∞ & tn = O(
√
n).(LLT)
In particular,
T̂φ(1A×{0}) = T̂
n(1A∩[φn=0]) ∼
µ(A)fX(0)
n
κ
2
=: un(Tφ)µ(A) as n→∞.
It follows from proposition 3.1 that (Ω × Zκ,B(Ω × Zκ), µ ×#, Tφ) is
rationally weakly mixing when κ = 1, 2.
Proposition 4.2 (RWM of special semiflows)
Suppose that the function (h, φ) : Ω → R × Zκ is aperiodic in the
sense that ∄ solution to
(h, φ) = k + g − g ◦ T, g : Ω→ R× Zκ measurable,
k : Ω→ K measurable, where K is a proper coset of R× Zκ,
then for each t > 0, (X,B, m,Ψt) is rationally weakly mixing.
RWM entails a kind of “density local limit theorem” and we begin the
proof of proposition 4.2 with a one-sided version of (LLT) for the flow
transformations.
Lemma 4.3: (Lower local limit)
Suppose that the function (h, φ) : Ω → R × Zκ is aperiodic in the
sense that ∄ solution to
(h, φ) = k + g − g ◦ T, g : Ω→ R× Zκ measurable,
k : Ω→ K measurable, where K is a proper coset of R× Zκ,
then for A ⊂ Ω a cylinder set and I ⊂ [0,min h] an interval,
lim
t→∞
t
κ
2 Ψ̂t(1A ⊗ 1{0} ⊗ 1I)(ω, 0, y) ≥ κ κ2−1fX(0)µ(A)|I|.(LLL)
Proof of (LLL)
We have that
Ψ̂t(1A ⊗ 1{0} ⊗ 1I)(ω, y, 0) =
∞∑
n=0
T̂ n(f1[φn=0, hn∈I+t−y])(ω)
and so it suffices to prove
lim
M→∞
lim
t→∞
t
κ
2
∑
n= t
κ
±M√t
T̂ n(1A∩[φn=0, hn∈I+t−y])(B)
= κ
κ
2
−1fX(0)µ(A)|I|.
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Proof of (B)
By the central limit theorem for (h, φ),
1√
n
(φn, hn − κn) distribution−−−−−−→
n→∞
Z
where Z = (X, Y ) is non-singular normal with
• X centered, non-singular normal on Rκ,
• Y centered normal on R.
By the LLT for (h, φ),
n
κ+1
2 T̂ n(1A1[φn=0, hn∈I+nκ+xn√n]) ≈
n→∞, |xn|≤M
fZ(0, xn)µ(A)|I|.
Fix t, M > 0, then
t = κn+ x
√
n with x = xn,t ∈ [−M,M ] ⇐⇒
n =
t
κ
− x
κ
3
2
√
t & in this case
T̂ n(f1[φn=0, hn∈I+t−y]) ∼
|I|
n
κ+1
2
fZ(0, xn,t)
as t, n→∞, |xn,t| ≤M.
It follows that for fixed M > 0 with M ′ := M
κ
3
2
,
t
κ
2
∑
n= t
κ
±M ′√t
T̂ n(f1[φn=0, hn∈I+t−y])
∼
t→∞
κ
κ
2 n
κ
2
∑
n= t
κ
±M ′√t
T̂ n(f1[φn=0, hn∈I+t−y])
∼
t→∞
κ
κ
2
∑
n= t
κ
±M ′√t
|I|√
n
fZ(0, xn,t)
Now,
1√
n
− 1√
n+ 1
∼ 1
2n
√
n
so
xn,t − xn+1,t = t− κn√
n
− t− κ(n + 1)√
n + 1)
=
κ√
n+ 1
+ (t− κn)( 1√
n
− 1√
n + 1
)
=
κ√
n
(1 +O(
1√
n
)).
Thus
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√
t
∑
n= t
κ
±M ′√t
T̂ n(f1[φn=0, hn∈I+t−y])
≈
t→∞
κ
κ
2
∑
n= t
κ
±M ′√t
|I|√
n
fZ(0, xn,t)
≈
t→∞
κ
κ
2
−1|I|
∑
n= t
κ
±M ′√t
(xn+1,t − xn,t)fZ(0, xn,t)
−−−→
t→∞
κ
κ
2
−1|I|
∫
[−M ′,M ′]
fZ(0, x)dx
−−−−→
M ′→∞
κ
κ
2
−1|I|fX(0). 2
Proof of proposition 4.2 This follows from pointwise dual ergodicity
and (LLL) via proposition 3.3 of [3]. V
Remark. A stronger version of lemma 4.3 would be the local limit
theorem:
For A ⊂ Ω a cylinder set and I ⊂ [0,min h] an interval,
lim
t→∞
t
κ
2 Ψ̂t(1A ⊗ 1{0} ⊗ 1I)(ω, 0, y) = κ κ2−1fX(0)µ(A)|I|.(LLT)
It is not hard to show that special semiflows satisfying (LLT) enjoy the
stronger property of Krickeberg mixing (as in [17]). Note that here,
in the notation of lemma 4.3, (LLT) is equivalent to
lim
M→∞
lim
t→∞
t
κ
2
∑
n≥1, |n− t
κ
|≥M√t
T̂ n(1[φn=0]) = 0.(֠)
We do not know whether this necessarily holds under the assumptions
of lemma 4.3, but we’ll see in the next section that the geodesic flows
of Abelian covers of compact hyperbolic surfaces have this lim finite
when we show (R) (on page 19).
For work on (LLT) for flows, see [16] & [24].
§5 hyperbolic geodesic flows
Definitions. The hyperbolic plane is H := {z = u + iv ∈ C : |z| < 1}
equipped with the arclength element ds(u, v) := 2
√
du2+dv2
1−u2−v2 and the area
element dA(u, v) := 4dudv
(1−u2−v2)2 .
The hyperbolic distance between x, y ∈ H is
ρ(x, y) := inf {
∫
γ
ds : γ is an arc joining x and y} = 2 tanh−1 |x− y||1− xy| .
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This inf is achieved by an arc of a geodesic in (H, ρ). Note that H is also
known as the disk model for the hyperbolic plane. These geodesics
are diameters of H and circles orthogonal to ∂H.1
The isometries Isom (H, ρ) of (H, ρ) are the Mo¨bius transformations
and their complex conjugates.
If g is an isometry of H, then A ◦ g ≡ A.
The space of line elements of H is UT (H) = H× T.
The geodesic flow transformations ϕt are defined on H×T as follows.
To each line element ω there corresponds a unique directed geodesic
passing through x(ω) whose directed tangent at x(ω) makes an angle
θ(ω) (with the radius (0, 1)).
If t > 0, the point x(ϕtω) is the unique point on the geodesic at
distance t from x(ω) in the direction of the geodesic, and if t < 0, the
point x(ϕtω) is the unique point on the geodesic at distance −t against
the direction of the geodesic.
The angle θ(ϕtω) is the angle made by the directed tangent to the
geodesic at the point x(ϕtω).
There is an important involution χ : H × T → H × T, of direction
reversal: x(χω) = x(ω) and θ(χω) = θ(ω) + π. Here ω = (x, θ) =
(x(ω), θ(ω)).
The isometries act on H× T (as differentiable maps) by
g(ω) = (g(x(ω)), θ(ω) + arg g′(x(ω))
and it is not hard to see that χg = gχ and ϕtg = gϕt.
Both the geodesic flow, the involution and the isometries preserve
the measure
dm(x, θ) = dA(x)dθ on H× T.
Let Γ be a discrete subgroup of Isom (H) (aka Fuchsian group), then
M = H/Γ is an hyperbolic surface and any hyperbolic surface is iso-
metric to one of this form.
The space of line elements of M = H/Γ is UT (M) := M × T =
(H×T)/Γ and the geodesic flow transformations on UT (M) are defined
by
ϕMt Γ(ω) := Γϕ
t(ω).
Let πΓ : H→ M, πΓ : H× T→ UT (M) be the projections πΓ(z) =
Γz, πΓ(ω) = Γω, and let F be a fundamental domain for Γ in H, e.g.
F o := {x ∈ H : ρ(y, x) < ρ(γ(y), x) ∀ γ ∈ Γ \ {e}}, y ∈ H,
1 It is sometimes convenient to consider the conformally equivalent upper half
plane model Ĥ := {x+ iy : x, y ∈ R, y > 0} where the geodesics are vertical lines
and circles orthogonal to R.
Jon. Aaronson & Hitoshi Nakada 17
then πΓ and πΓ are 1-1 on F and F × T, and so the measures A|F and
m|F induce measures AΓ and mΓ on M = H/Γ and UT (M) = H/Γ×T
respectively.
Basics. It is known that for M = H/Γ,
• ϕM is either totally dissipative, or conservative and ergodic (E. Hopf
[14]),
ϕM is conservative iff aΓ(t) :=
∑
γ∈Γ, ρ(x,γ(x))≤t
e−ρ(x,γ(x)) −−−→
t→∞
∞•
(E. Hopf [15] & M. Tsuji [23]).
Moreover, any conservative ϕM is:
• rationally ergodic with return sequence ∝ aΓ(t) ([8], see also [2]
chapter 7);
• weakly mixing ([20]). Note that a flow is weakly mixing iff all its
transformations are ergodic.
All transformations of a rationally ergodic, weakly mixing flow are
necessarily rationally ergodic.
Abelian covers of compact surfaces.
Let M = H/Γ be a compact, hyperbolic surface, let ϕM : UT (M)→
UT (M) denote the geodesic flow and let χ : UT (M)→ UT (M) be the
involution of direction reversal.
Now let κ ≥ 1 & let V = V (κ) be a Zκ-cover of M that is V is a
complete hyperbolic surface equipped with a covering map p : V → M
so that ∃ a monomorphism γ : Zκ → Isom (V (κ)), such that for y ∈
V, p−1{p(y)} = {γ(n)y : n ∈ Zκ}.
Rees showed in [19] that ϕV
(κ)
is conservative when κ = 1, 2 and
dissipative when κ ≥ 3.
In this section we prove
Theorem 5.1 The geodesic flow transformations ϕV
(κ)
t (t > 0) are
• rationally weakly mixing when κ = 1, 2;
• 2-recurrent when κ = 1 and 2-dissipative when κ = 2.
Proof of rational weak mixing
Let M = H/Γ be a compact, hyperbolic surface (with Γ is the corre-
sponding, cocompact, Fuchsian group) and let ϕM : UT (M)→ UT (M)
denote the geodesic flow on UT (M) (the unit tangent bundle) and let
χ : UT (M)→ UT (M) be the involution of direction reversal.
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As ϕM is an Anosov flow, by Bowen’s theorem ([9]), there is a special
flow Φ : R→ PPT(Y, C, ν) and π : Y → UT (M) a continuous, measure
theoretic isomorphism satisfying ϕM ◦ π = π ◦ Φ. Here PPT(Y, C, ν)
denotes the collection of invertible probability preserving transforma-
tions of the probability space (Y, C, ν) equipped with the weak operator
topology.
Here:
Y = {(x, t) ∈ Ω× R+ : 0 ≤ x < h(x)} where
Ω ⊂ SZ a transitive SFT, h : Ω→ R+ Ho¨lder;
C = B(Y ), ν(A×B) = c−1µ(A)Leb (B)
µ ∈ P(Ω) Gibbs as in [10]; c := ∫
Ω
hdµ & Φt(x, y) = (T
nx, y + t− hn(x))
where T is the shift and n = nt(x, y) is so that
hn(x) :=
n−1∑
k=0
h(T kx) ≤ y + t < hn+1(x).
By Rees’ refinement, (Ω, T, µ), h & π can be chosen so that
• S is a finite, symmetric generator set of Γ and the elements of Ω
code the geodesics in M = H/Γ,
• (Ω, T, µ) is topologically mixing,
• h(. . . , x−1, x0, x1, . . . ) = h(x1, x2, . . . ) and
• χ(πΣ) = πΣ.
Now let κ ≥ 1 & let V be a Zκ-cover of M that is V is a complete
hyperbolic surface equipped with a covering map p : V → M so that
there exists a monomorphism γ : Zκ → Isom (V ), such that for y ∈
V, p−1{p(y)} = {γ(n)y : n ∈ Zκ}.
The corresponding tangent map, also denoted p : UT (V )→ UT (M)
is equivariant with the geodesic flows and their direction reversal invo-
lutions.
We have that V (κ) ∼= H/Γ0 where the corresponding Fuchsian group
Γ0 = KerΘ for Θ : Γ→ Zκ a surjective homomorphism.
The corresponding Zκ-extension of Φ : R → PPT(Y, C, ν) is the spe-
cial flow Ψ : R→ MPT(X,B, m) where
X = {(x, n, t) ∈ Ω× Z× R+ : 0 ≤ x < h(x)},
m(A×B × C) = µ(A)Leb (B)#(C) where # is counting measure,
Ψt(x, y, z) = (Φt(x, y), z + φn(x)) where
Φt(x, y) = (T
nx, y + t− hn(x)) & φ(ω1, ω2, . . . ) = Θ(ω1).
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There is a continuous, measure theoretic isomorphism Π : X → TV
satisfying
p ◦Π ≡ π, ϕV ◦ π = π ◦Ψ & Π(x, t, n) := γ(n)Π(x, t, 0).
As in [21], V is homologically full in the sense that as t → ∞, ∃
exponentially many closed geodesics of length ≤ t in each homology
class.
Therefore, by the lemma in [22] the function (h, φ) : Ω → R × Zκ is
aperiodic in the sense that ∄ solution to
(h, φ) = k + g − g ◦ T, g : Ω→ R× Zκ measurable,
k : Ω→ K measurable, where K is a proper coset of R× Zκ.
Thus Ψ : R→ MPT(X,B, m) is a two-sided version of a special semiflow
satisfying the assumptions of proposition 4.2 and rational weak mixing
follows. V
Proof of 2-recurrence & 2-dissipation
For x ∈ H, and ǫ > 0, set
Nρ(x, ǫ) = {y ∈ H : ρ(x, y) < ǫ}, ∆(x, ǫ) := Nρ(x, ǫ)× T.
To prove the theorem, we show first that
sets of form ∆ = ∆(x, ǫ) are admissible and satisfy
m(∆ ∩ ϕ−t
V (d)
∆) ≍ 1
t
d
2
.(R)
The lower bound in (R) follows from lemma 4.3 applied to the flow
(X,B, m,Ψ) as above.
We now proceed to establish the upper bound. The following ana-
lytic geometry lemmas are valid for any Fuchsian group Γ with XΓ =
UT (H/Γ) = H/Γ× T.
Analytic geometry lemma I:
For x ∈ XΓ & ǫ > 0 small enough:
m(∆(x, ǫ) ∩ φ−tΓ ∆(x, ǫ)) ≪
∑
γ∈Γ, ρ(x,γ(x)=t±2ǫ
e−ρ(x,γ(x))(i)
m(∆(x, ǫ) ∩ φ−tΓ ∆(x, ǫ))≫
∑
γ∈Γ, ρ(x,γ(x)=t± ǫ
2
e−ρ(x,γ(x)).(ii)
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Proof We have that
m(∆(x, ǫ) ∩ ϕ−sΓ ∆(x, ǫ)) =
∫
∆(x,ǫ)
1∆(x,ǫ) ◦ ϕsΓdmΓ
=
∫
Nρ(x,ǫ)
Φ(s; z)dA(z)
where
Φ(s; z) :=
∑
γ∈Γ
∫
T
1γNρ(x,ǫ)×T ◦ ϕsΓ(z, θ)dθ.
Set ϕz(ω) =
z+ω
1+zω
. Using ϕzϕ
t = ϕtϕz, and ϕ
t(0, θ) = (tanh t
2
e2πiθ, θ),
we have
Φ(s; z) =
∑
γ∈Γ
∫
T
1γNρ(x,ǫ)×T ◦ ϕsΓ(z, θ)dθ
=
∑
γ∈Γ
∫
T
1ϕ−1z γNρ(x,ǫ)×T ◦ ϕsΓ(0, θ)dθ
=
∑
γ∈Γ
∫
T
1ϕ−1z γNρ(x,ǫ)(tanh(
s
2
)e2πiθ)dθ
=
∑
γ∈Γ
∫
T
1Nρ(ϕ−1z γ(x),ǫ)(tanh(
s
2
)e2πiθ)dθ
=
∑
γ∈Γ
|J(ϕ−1z γ(x), ǫ)|
where J(w, η) ⊂ T is the interval
J(w, η) := {θ ∈ T : tanh( s
2
)e2πiθ ∈ Nρ(w, η)}
and |J(w, η)| is its length.
We have that |J(w, η)| > 0 iff ρ(0, w) = s± η.
Thus |J(ϕ−1z γ(x), ǫ)| > 0 iff
ρ(z, γ(x)) = ρ(0, ϕ−1z γ(x)) = s± ǫ
and
Φ(s; z) =
∑
γ∈Γ, ρ(z,γ(x))=s±ǫ
|J(ϕ−1z γ(x), ǫ)|.
Next, for w ∈ H & η > 0, we consider the angle interval subtended
by Nρ(w, η) at 0 /∈ Nρ(w, η),
Λ(w, η) := {θ ∈ [0, 2π] : ∃ r ∈ (0, 1) ∋ ρ(w, reiθ) < η}.
Jon. Aaronson & Hitoshi Nakada 21
We note that
Λ(w, η) = {θ ∈ [0, 2π] : ‖θ − argw‖ < sin−1
(
(1− |w|2) tanh η
2
|w|(1− tanh2 η
2
)
)
},
where ‖θ‖ := θ ∧ (2π − θ), θ ∈ [0, 2π). This is because
Nρ(w, η) = B
(
(1− δ2)w
1− δ2|w|2 ,
δ(1− |w|2)
1− δ2|w|2
)
where B(x, r) is the Euclidean ball of radius r and δ = tanh η
2
. Thus
as |w| → 1 & η → 0,
|Λ(w, η)| = 2 sin−1
(
(1− |w|2) tanh η
2
|w|(1− tanh2 η
2
)
)
∼ η(1− |w|2)
∼ ηe−ρ(0,w)
Thus,
Φ(s; z) =
∑
γ∈Γ, ρ(z,γ(x))=s±ǫ
|J(ϕ−1z γ(x), ǫ)|
≤
∑
γ∈Γ, ρ(z,γ(x))=s±ǫ
|Λ(ϕ−1z γ(x), ǫ)|
≪
∑
γ∈Γ, ρ(z,γ(x))=s±ǫ
e−ρ(z,γ(x))
≤
∑
γ∈Γ, ρ(x,γ(x))=s±3ǫ
e−ρ(x,γ(x)).
whence
m(∆(x, ǫ) ∩ ϕ−sΓ ∆(x, ǫ)) =
∫
Nρ(x,ǫ)
Φ(s; z)dA(z)
≪
∑
γ∈Γ, ρ(x,γ(x))=s±2ǫ
e−ρ(x,γ(x)). 2(i)
Next, to establish (ii) note that ∃ ζ > 0 so that
ρ(0, w) = s± 3η
4
=⇒ |J(w, η)| > ζ |Λ(w, η)|.
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Thus, for z ∈ Nρ(x, ǫ4)
Φ(s; z) ≥
∑
γ∈Γ, ρ(z,γ(x))=s± 3ǫ
4
|J(ϕ−1z γ(x), ǫ)|
≥ ζ
∑
γ∈Γ, ρ(z,γ(x))=s± 3ǫ
4
|Λ(ϕ−1z γ(x), ǫ)|
≫
∑
γ∈Γ, ρ(z,γ(x))=s± 3ǫ
4
e−ρ(z,γ(x))
≥
∑
γ∈Γ, ρ(x,γ(x))=s± ǫ
2
e−ρ(x,γ(x))
whence
m(∆(x, ǫ) ∩ ϕ−sΓ ∆(x, ǫ)) ≥
∫
Nρ(x,
ǫ
4
)
Φ(s; z)dA(z)
≫
∑
γ∈Γ, ρ(x,γ(x))=s± ǫ
2
e−ρ(x,γ(x)). 2(ii)
Analytic geometry lemma II:
For x ∈ XΓ & ǫ > 0 small enough:
m(
p⋂
j=0
φ
−∑ji=0 si
Γ ∆(x, ǫ)) ≤Mp
p∏
k=1
m(∆(x, 4ǫ) ∩ φ−skΓ ∆(x, 4ǫ))
∀ s0 = 0, s1, . . . , sp > 0.
Proof
For γ ∈ Γp (resp. t ∈ Rp) we denote its coordinates by γk (resp. tk),
k = 1, ..., p. Let
Ip = {t ∈ Rp : 0 < t1 < ... < tp}.
Let ǫ > 0 be fixed and ∆ = N × T as before, where N = Nρ(x, ǫ).
We assume ǫ to be sufficiently small.
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First observe that
u(p, t) := m(
p⋂
j=0
φ
−tj
Γ ∆)
=
∫
∆
p∏
j=1
1∆ ◦ ϕtjΓ dmΓ
=
∑
γ∈Γp
∫
∆
p∏
j=1
1γj∆ ◦ ϕtjdm
=
∑
γ∈Γp
∫
N
∫ 2π
0
p∏
j=1
1γjN×T ◦ ϕtj (z, θ)dθdA(z)
=
∫
N
ψp(t, z)A(dz)
where
ψp(t, z) :=
∑
γ∈Γp
∫ 2π
0
p∏
j=1
1γjN×T ◦ ϕtj (z, θ)dθ.
Next,
ψp(t, z) =
∑
γ∈Γp
∫ 2π
0
p∏
j=1
1ϕ−1z γjN(tanh tje
iθ)dθ
For t ∈ Ip, , let t0 = 0, let
sk+1 = tk+1 − tk (0 ≤ k ≤ p− 1)
and let
Γ0(t) := {γ ∈ Γp :
∫ 2π
0
p∏
j=1
1ϕ−1z γjN (tanh tje
iθ)dθ > 0}.
If γ = (γ1, . . . , γp) ∈ Γ0(t), then
∃ θ ∈ [0, 2π) with ρ(ω(ϕtk(z, θ)), γk(x)) < ǫ ∀ 1 ≤ k ≤ p
whence
ρ(γk(x), γk+1(x)) = ρ(ω(ϕtk(z, θ)), ω(ϕtk+1(z, θ)))± 2ǫ
= sk ± 2ǫ.
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Setting w0 = z = γ0(x),
ρ(z, γp(x)) = tp ± ǫ
=
p−1∑
k=0
sk ± ǫ
=
p−1∑
k=0
ρ(γk+1(x), γk(x))± (2p+ 1)ǫ.
Thus
ψp(t, z) =
∑
γ∈Γp(t)
∫ 2π
0
p∏
j=1
1ϕ−1z γjN(tanh tje
iθ)dθ
≤
∑
γ∈Γp(t)
∫ 2π
0
1ϕ−1z γpN(tanh tje
iθ)dθ
≤
∑
γ∈Γp(t)
|Λ(ϕ−1z γp(x), ǫ)| ∵ tanh tjeiθ ∈ ϕ−1z γjN ⇒ θ ∈ Λ(ϕ−1z γp(x), ǫ),
≪
∑
γ∈Γp(t)
e−ρ(0,ϕ
−1
z γpx)
=
∑
γ∈Γp(t)
e−ρ(z,γpx)
≪
∑
γ∈Γp(t)
p−1∏
k=0
e−ρ(γk(x),γk+1(x))
≤
p−1∏
k=0
∑
γ∈Γ, ρ(z,γ(x))=sk±2ǫ
e−ρ(x,γ(x))
≪
p−1∏
k=0
m(∆(x, 4ǫ) ∩ ϕ−skΓ ∆(x, 4ǫ)
and
m(
p⋂
j=0
φ
−tj
Γ ∆(x, ǫ)) =
∫
N
ψp(t, z)dA(z)
≪
p∏
k=1
m(∆(x, 4ǫ) ∩ φ−skΓ ∆(x, 4ǫ)). 2
To complete the proof, we use a word metric observation from [19].
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Word length.
Define the S-word length of γ ∈ Γ by
ℓ(γ) = ℓS(γ) := min {N ≥ 1 : ∃ c1, c2, . . . , cN ∈ S, γ = c1c2 . . . cN}.
This gives rise to the word metric dℓ on Γ given by
dℓ(β, γ) := ℓ(γb
−1).
As before, a set of form
C = [c1, c2, . . . , cn] := {x ∈ Ω : xk = ck ∀ 1 ≤ k ≤ n}
is called a cylinder of length n. Let
Cn := {cylinders of length n}.
To each C = [c1, c2, . . . , cn] ∈ Cn corresponds γ = γC := c1c2 . . . cn ∈ Γ
with ℓ(γC) = n.
It is shown in [19] that ∃ M =MΓ > 0 so that
(i) ρ(γ(0), β(0)) = M±dℓ(γ, β),(w)
(ii) µ(C) = M±1e−ρ(0,γ(0))
where ∅ 6= C = [c1, c2, . . . , cn] ⊂ Ω & γ = γC := cncn−1 . . . c2c1.
Thus,∑
γ∈Γ0, ℓ(γ)=n
e−ρ(0,γ(0)) = M±
∑
γ=c1c2...cn∈Γ0, ℓ(γ)=n
µ([c1, . . . , cn]) by (w)(ii)
=
∑
C∈Cn, Θ(γC)=0
µ([c1, . . . , cn])
= µ([φn = 0])
≍ 1
n
κ
2
by (LLT).
Fix t, K > 0. Suppose that g ∈ Γ0 & ρ(0, g(0)) = t ± K. Let
ℓ(g) = N . If γ ∈ Γ, ρ(0, γ(0)) = t ± K, then ρ(g(0), γ(0)) < 2K,
whence dℓ(g, γ) < 2MK and
ℓ(γ) = N ± 2MK.
26 multiple recurrence and other properties
Using this and (w)(i)∑
γ∈Γ0, ρ(0,γ(0))=t±K
e−ρ(0,γ(0)) ≤
∑
n=N±2MK
∑
C∈Cn, Θ(γC)=0
e−ρ(0,γ(0))
≤M
∑
n=N±2MK
∑
C∈Cn, Θ(γC)=0
µ([φn = 0])
≪ 1
N
κ
2
≍ 1
t
κ
2
.
This is the upper estimation in (R) and proves admissibility of sets of
form ∆(x, ǫ). It follows that ϕV (2) is 1-nice and 2-dissipative.
It follows from (LLL) that the representing semiflow of ϕV (1) is 2-nice,
whence also ϕV (1) . By theorem 2.2, ϕV (1) is subsequence 2-rationally
ergodic, whence 2-recurrent. V
Higher dimensional theorem 5.1. In the interest of simplicity,
we stated and proved theorem 5.1 for surfaces. In fact the analogous
statements hold for geodesic flows of hyperbolic manifolds of arbitrary
dimension with constant negative curvature. The proof is the same.
The geodesic flow of a compact manifold with constant negative cur-
vature is an Anosov flow. The results of [9] [19], [21] and [22] apply
and the analytic geometry lemmas have analogous multidimensional
versions.
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