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Abstract
Rare events, and more general risk-sensitive quantities-of-interest (QoIs), are significantly impacted by uncertainty in the
tail behavior of a distribution. Uncertainty in the tail can take many different forms, each of which leads to a particular
ambiguity set of alternative models. Distributional robustness bounds over such an ambiguity set constitute a stress-test of
the model. In this paper we develop a method, utilizing Re´nyi-divergences, of constructing the ambiguity set that captures
a user-specified form of tail-perturbation. We then obtain distributional robustness bounds (performance guarantees) for
risk-sensitive QoIs over these ambiguity sets, using the known connection between Re´nyi-divergences and robustness for
risk-sensitive QoIs. We also expand on this connection in several ways, including a generalization of the Donsker-Varadhan
variational formula to Re´nyi divergences, and various tightness results. These ideas are illustrated through applications to
uncertainty quantification in a model of lithium-ion battery failure, robustness of large deviations rate functions, and risk-
sensitive distributionally robust optimization for option pricing.
Keywords: distributional robustness, rare events, Re´nyi divergence, risk-sensitive functional, uncertainty quantification,
large deviations
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1. Introduction
Risk-sensitive quantities-of-interest (QoI), such as rare-events, partition functions, moment generating functions, and
exit times, are of great interest in many applications from engineering, biology, chemistry, and finance. Significant model
uncertainty stemming from uncertain parameter values, uncertain model form, or some approximation procedure (varia-
tional inference, dimension reduction, neglecting memory terms, linearization, asymptotic approximation, etc.), is inherent
in many such systems. Therefore, it is important to study the dependence of risk-sensitive QoIs on model perturbations.
In [1, 2], it was shown how robustness bounds for risk-sensitive QoIs can be obtained from variational principles involv-
ing information-divergences (specifically, Re´nyi-divergences). Such bounds can be viewed as performance guarantees or
stress tests over a collection of alternative models, called an ambiguity set. In this work, we characterize the structure of
Re´nyi-divergence-basedambiguity sets by utilizing the connection between Re´nyi-divergences and themoment-generating-
function (MGF) of the log-likelihood. More specifically, we show how to construct ambiguity sets that correspond to vari-
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ous tail-behavior (stress-test) scenarios. We also extend some of the foundational theory connecting risk-sensitive QoIs to
information divergences and robust optimization, including a generalization of the Donsker-Varadhan variational formula
to Re´nyi divergences (see Theorem 5.4). We show how these tools can be combined to obtain explicit uncertainty quan-
tification (UQ) bounds, and illustrate this through several applications: robustness of a data-driven model of lithium-ion
battery failure, large deviations rate functions, and robust option pricing.
1.1. Risk-Sensitive QoIs, Ambiguity Sets, and Robust UQ
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Figure 1: Histogram of the battery failure data from [3]. The small number
of samples in the tails of the distribution highlights the need for robust UQ
when dealing with rare-events and other risk-sensitive QoIs.
As motivation for the notion of ambiguity set and the
problem of distributionally robust UQ, consider the data set
of 124 lithium-ion-battery failure times from [3]. A typi-
cal workflow for analyzing QoIs (expectations of random
variables) might consist of:
Data −−−−→
fit/learn
Model, P −−−→
QoI τ
EP [τ ], (1)
i.e., the baseline model P (a probability measure) is con-
structed from the data, and properties of QoIs are computed
from P (EP denotes the expectation under P ).
A histogram of the data from [3], shown in Figure 1,
illustrates a pervasive, unsurprising, but crucial problem
with the process (1) when τ is sensitive to the tail(s) of
the distribution, i.e., when τ is risk-sensitive: there is very little data regarding the tails of the distribution! This paucity of
data calls into question the computed quantity EP [τ ] for risk-sensitive τ , e.g., early failure probabilities or the failure rate.
This motivates our consideration of the following distributionally robust UQ problem:
Bound : log(EQ[τ ]), Q ∈ U . (2)
The robust UQ problem (2) involves bounding the QoI over an ambiguity set, U , of alternative models Q (probability
measures) that are ‘near’ to P in some sense.
Remark 1.1 One could equivalently formulate (2) without the logarithm, but in our approach it is generally convenient to
include it. This is further motivated by the following: if τ = 1A for some (rare) event A, then the QoI becomes log(P (A)).
In this form, the connection with tail-behavior is apparent, as log(P (A)) is of central importance in large deviations theory.
Our new results, and those of [1, 2], have many connections to large deviations (see also Section 7.2 below), though we
are largely interested in obtaining non-asymptotic robustness bounds.
The choice of U in (2) is a modeling choice, and each such ambiguity set can be viewed as a stress-test of EP [τ ]
under tail-perturbations of P of a particular type. This motivates the stress-test design problem: how does one construct
a U that realizes the desired stress test? A solution to this problem is given in Section 3, where we derive a general
method for constructing ambiguity sets that correspond to stress-testing EP [τ ] under a prescribed type of tail-perturbation
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(i.e., prescribing P (dQ/dP ≥ r)). For example, U could consist of Q’s whose tails with respect to P have power-law
decay under P . A given modeling scenario might motivate a particularly appropriate choice of U ; we will discuss this in
the examples in Section 7. The neighborhoods we construct will be defined in terms of Re´nyi-divergences, and are thus
capable of capturing non-parametric model perturbations. We also describe several methods of constructing new members
of a given ambiguity set, either out of P or of other known members; these further highlight the non-parametric nature of
the results.
Remark 1.2 The ambiguity set U could be chosen to be a subset of some finite-dimensional parametric family that includes
P (i.e., perturbing the parameters that define P ), and our methods can be applied to such cases. However, our goal here is
the development of methods that apply equally well to non-parametric (infinite dimensional) model neighborhoods.
Once an ambiguity set is chosen, the distributional robustness problem of Eq. (2) can be addressed using tools from
information theory. Specifically, the following risk-sensitive robustness bounds were proven in [1] (where a similar lower
bound can also be found):
Proposition 1.3 Let P,Q be probability measures on (Ω,M) and g : Ω→ R be measurable. Then
log
[∫
egdQ
]
≤ inf
c>1
{
1
c
log
[∫
ecgdP
]
+
1
c− 1Rc/(c−1)(Q‖P )
}
. (3)
If dQ = eαgdP/EP [e
αg] with α > 0 and EP [e
αg] <∞ then equality holds in Eq. (3) and the minimum is at c = 1 + α.
Here the QoI is τ = eg and Rα(Q‖P ) denotes the Re´nyi divergences [4], which are obtained from the MGF of the
log-likelihood (whenQ≪ P and α > 1):
Rα(Q‖P ) = 1
α(α − 1) log
(∫
e(α−1) log(dQ/dP )dQ
)
. (4)
Proposition 1.3 is one of the key mathematical tools that we use and build upon in this paper, and when combined
with Eq. (4), it illustrates a central message of this work: bounding risk-sensitive QoIs requires control on the MGF of the
log-likelihood (i.e., control of all moments). This contrasts with methods for non-risk-sensitive quantities, which can be
expressed in terms of the relative entropy (i.e., the mean of the log-likelihood):
R(Q‖P ) = EQ[log(dQ/dP )] (5)
(see [5, 6, 7, 8, 9] and Proposition 5.8 below). As we will show, combining Eq. (3) with the methods for constructing and
characterizing ambiguity sets are developed in Section 3 results in a powerful toolset for addressing the robustness problem
(2).
1.2. Outline of Our Results
We build upon the work in [1] in two directions:
1. Our first innovation in this paper is a comprehensive study of the structure of Re´nyi-divergence ambiguity sets,
the means by which they can be constructed, and their connection to the tail-behavior of Q, as compared to P .
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The general definition of Re´yi-divergence ambiguity sets is found in Section 2 (see Definition 2.3); that section
begins with relevant background on Re´nyi divergences. Section 3 develops our general method for constructing the
ambiguity set that captures a specified form of tail-behavior; see Definition 3.5. Lemmas 3.6 and 3.11 and Theorems
3.8 and 3.12 then provide further properties of these ambiguity sets and their members, including an algorithm for
constructing a representative member. Examples that illustrate these constructions and theorems can be found in
Section 4.
2. Secondly, we prove several new theorems regarding the connection between Re´nyi divergences and robustness
bounds for risk-sensitive QoIs. Our primary UQ bound, generalizing Proposition 1.3, is found in Theorem 5.9.
We also prove a generalization of the Donsker-Varadhan variational formula to Re´nyi divergences (Theorem 5.4), as
well as several new divergence (Theorem 6.1) and tightness properties (Theorems 6.3 and 6.5).
A number of examples and applications are treated in Section 7, illustrating how one can employ our results:
1. First, we consider robustness of a data-driven model of lithium-ion battery failure, obtained from the data in [3].
Specifically, we use the method of constructing ambiguity sets from Section 3 together with our primary UQ bound,
Theorem 5.9, to study robustness of the failure-rate (see Section 7.1).
2. The connection between our results and large deviations theory was motivated in Remark 1.1. In the second example,
we study distributional robustness for large deviations rate functions. Specifically, we study the effect of adding
some ‘roughness’ to a model P , i.e., we consider alternative models of the form dQ = Z−1(1 + φ(x))P (dx) for
an appropriate class of φ’s. Our methods provides a bound on the rate function for IID averages from Q in terms of
that of P . We also use this example to illustrate the Bennett-ambiguity-sets, an instance of the classical MGF bounds
found at the end of Section 2.2 (see Section 7.2).
3. As a final example, we show how the tightness result, Theorem 6.3, can be used to solve certain distributionally
robust optimization problems. Specifically, we consider a distributionally robust optimal stopping problem for option
pricing (see Section 7.3).
2. Ambiguity Sets Based on Re´nyi Divergences
Given a baseline model P , thought of as an approximate but tractable model, an ambiguity set for P is simply a
collection of alternative models U(P ) containing P ; we think of U(P ) as a ‘neighborhood’ of models that contains the
‘true’model of the system. As discussed above, different ambiguity sets capture different types of (possibly non-parametric)
model uncertainty; i.e., different types of perturbations of P . As we will see, ambiguity sets defined in terms of Re´nyi
divergences are appropriate for capturing uncertainty in the tail behavior of a distribution, thus making them useful tools
for deriving distributional robustness bounds on rare events (and other risk-sensitive QoIs); the discussion of UQ will begin
in Section 5.
In Section 2.1 we first provide some standard background on the Re´nyi family of divergences. Then, in Section 2.2,
we develop the connection between Re´nyi divergences and the MGF of the log-likelihood, and use that to define a general
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notion of Re´nyi-divergence ambiguity set. We give several examples stemming from classical MGF bounds in Section 2.3,
but also indicate their severe limitations. This will serve to motivate the general method of constructing Re´nyi-divergence
ambiguity sets that we develop in Section 3.
2.1. Background on Re´nyi Divergences
The family of Re´nyi divergences was firstly introduced in [4] by Re´nyi and provide a means of quantifying the dis-
crepancy between two probability measures. They can be defined in terms of a related family of f -divergences as follows
[10]:
Definition 2.1 Let P,Q be probability measures on a measurable space (Ω,M). The Reyni divergence of order α ∈
(0, 1) ∪ (1,∞) of Q with respect to P is defined by
Rα(Q‖P ) ≡ 1
α(α − 1) log (α(α− 1)Dfα(Q,P ) + 1) , (6)
whereDf denotes an f -divergence and
fα(t) =
tα − 1
α(α− 1) . (7)
These satisfy the divergence property:
Rα(Q‖P ) ≥ 0 and Rα(Q‖P ) = 0 iff Q = P. (8)
and also
α→ αRα(Q‖P ) is non-decreasing. (9)
More explicitly, Rα(Q‖P ) can be computed as follows: If ν is a sigma-finite positive measure with dP = pdν and
dQ = qdν then
Rα(Q‖P ) =

1
α(α−1) log
(∫
p>0
qαp1−αdν
)
if 0 < α < 1 or (α > 1 and Q≪ P )
+∞ if α > 1 and Q 6≪ P.
(10)
One also has the property
Rα(Q‖P ) = R1−α(P‖Q), α ∈ (0, 1) (11)
and we use this relation is used to extend the definition of Rα(Q‖P ) to α < 0.
For certain values of α, the Re´nyi divergence is related to other commonly used divergences:
5
Table 1: Special cases in the Re´nyi divergence family
Rα(Q‖P ) Equivalent Formula Note
αր 1 R(Q‖P ) R(Q‖P ) =

∫
log(dQ/dP )dQ if Q≪ P
+∞ if Q 6≪ P
αց 1 R(Q‖P ) if R(Q‖P ) =∞ or Rβ(Q‖P ) <∞ for some β > 1
αց 0 R(P‖Q)
α = 12 −4 log(1− Hel
2(Q‖P )
2 ) Hel
2(Q‖P ) = ∫ (√q −√p)2dµ
α = 2 12 log(1 + χ
2(Q‖P )) χ2(Q‖P ) =

∫
(dQ/dP − 1)2dP if Q≪ P
+∞ if Q 6≪ P
α→ +∞ αRα(Q‖P )→ D∞(Q‖P ) D∞(Q‖P ) =
log
(
ess supQ
dQ
dP
)
if Q≪ P
+∞ if Q 6≪ P
Here, R(·‖·) denotes the relative entropy (i.e., Kullback-Leibler divergence) and D∞(·‖·) is called the worst case regret.
The above limiting results motivate the definitionsR1(Q‖P ) = R(Q‖P ) and R0(Q‖P ) = R(P‖Q).
For proofs of the properties listed in this section, as well as many more, see [11]. Note, however, that our definition
of the Re´nyi divergences is related to theirs by Dα(·‖·) = αRα(·‖·). Explicit formulas for the Re´nyi divergence between
members of many common parametric families can be found in [12].
2.2. Re´nyi-Divergence Ambiguity Sets and MGF Bounds
The robustness bounds in Proposition 1.3 constrain risk-sensitive QoIs underQ in terms of risk-sensitive QoIs under the
baseline model, P , along with the Re´nyi divergence between Q and P . Each possible choice of model neighborhood (i.e.,
ambiguity set), Q ∈ U(P ), encapsulates a certain level and form of uncertainty regarding the baseline model; specifically,
we will see that ambiguity sets are closely related to the tail behavior of the log-likelihood, log(dQ/dP ). As a first step,
the main goals of this subsection are the general definitions, Eq. (12) and Eq. (16), of Re´nyi-ambiguity sets, along with the
intuition behind them.
The alternative model,Q, appears in the UQ upper bound Eq. (3) only throughRα(Q‖P ); this suggests that the natural
notion of Re´nyi-divergence ambiguity set is
U(P ) = {Q : Rα(Q‖P ) ≤ h(α), α ∈ I}, (12)
for some choice of function h ≥ 0 and some range of α ∈ I . This is in contrast to the non-risk-sensitive UQ bound,
Eq. (84), for which the natural ambiguity sets has a much simpler form, fixed by a choice of constant η ≥ 0:
UηKL(P ) = {Q : R(Q||P ) ≤ η}. (13)
This suggest the question: how does the choice of h in Eq. (12) relate to properties of Q ∈ U?
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Remark 2.2 Ambiguity sets appropriate for the lower UQ bound, Eq. (3), can similarly be defined by imposing an upper
bound on Rα(P‖Q). We focus on the case of upper UQ bounds, for which the definition (12) is appropriate.
Also, from Eq. (9) we see that even if Rα(Q‖P ) is only explicitly constrained at only a single point (i.e., I = {α0} in
Eq. (12)), this will generally imply a constraint on the Re´nyi divergences over some range of α’s.
The crucial observation is that, by Eq. (10), for α > 1 and Q ≪ P the Re´nyi divergence is related to the cumulant
generating function of the log-likelihood:
Rα(Q‖P ) = 1
α(α − 1) log
(∫
e(α−1) log(dQ/dP )dQ
)
=
1
α(α− 1)Λ
log(dQ/dP )
Q (α− 1), (14)
where we use the notation
ΛfQ(λ) = logEQ[e
λf ] (15)
for the cumulant generating function of f : Ω → R. Intuitively, Eq. (14) implies that to control risk-sensitive QoIs, one
needs control on all Q-moments of the log-likelihood. This is in contrast to non-risk-sensitive QoIs (see Eq. (84)), where
one only needs control on the first Q-moment: EQ[log(dQ/dP )] = R(Q‖P ).
Based on this observation, we are motivated to study the bounds on Re´nyi-divergences that arise from (one-sided)MGF
bounds (which are commonly used in deriving concentration inequalities [7]):
Definition 2.3 Let Λ : [0,∞)→ [0,∞] satisfy Λ(0) = 0 (a property held by any CGF) and be finite on a neighborhood of
0. We define the corresponding Re´nyi-divergence ambiguity set by
UΛ(P ) ≡
{
Q : Rα(Q‖P ) ≤ 1
α(α− 1)Λ(α− 1), α > 1
}
(16)
=
{
Q : Q≪ P, Λlog(dQ/dP )Q (λ) ≤ Λ(λ), λ > 0
}
.
If Λ is only defined on some subset I with [0, β) ⊂ I ⊂ [0,∞) then we simply extend Λ to be +∞ on [β,∞).
The following lemma shows that the UΛ(P ) represent more refined stress tests than the non-risk-sensitive (i.e., relative
entropy) ambiguity sets, Eq. (13):
Lemma 2.4 Let Λ : [0,∞) → [0,∞] satisfy Λ(0) = 0, be finite on a neighborhood of 0, and be differentiable from the
right at 0 with derivative η. Then
UΛ(P ) ⊂ {Q : R(Q‖P ) ≤ η}. (17)
Proof. For Q ∈ UΛ(P ) we have
R(Q‖P ) = lim
αց1
Rα(Q‖P ) ≤ lim
αց1
1
α(α − 1)Λ(α− 1) = η. (18)
To obtain the first equality, use the second line of Table 1.
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Remark 2.5 One could instead write Eq. (14) asRα(Q‖P ) = 1α(α−1)Λ
log(dQ/dP )
P (α) and attempt to define ambiguity sets
by bounding ΛP by some other CGF Λ, i.e., define
U˜Λ =
{
Q : Rα(Q‖P ) ≤ 1
α(α− 1)Λ(α), α > 1
}
. (19)
However, a general CGF will not vanish at 1 and so the upper bound will generally diverge as α ց 1, making Eq. (19) a
poor way to define Re´nyi-divergence ambiguity sets in general. This is also why we require Λ(0) = 0 in Definition 2.3, a
property that is satisfied by every CGF.
2.3. Examples of Ambiguity sets for Bounded Perturbations
Several classical MGF bounds, which are commonly used in the derivation of concentration inequalities (again, see
[7]), can be used to define ambiguity sets via Eq. (16):
1. Bennett-(a, b) bound: If a ≤ log(dQ/dP ) ≤ b (which implies a ≤ R(Q‖P ) ≤ b) and R(Q‖P ) ≤ η ≤ b then
Λ
log(dQ/dP )
Q (λ) ≤ λb+ log
(
b− η
b− ae
−λ(b−a) +
η − a
b − a
)
≡ ΛB(a,b)η (λ), λ > 0. (20)
This follows from Lemma 2.4.1 in [13].
2. Bennett bound: If log(dQ/dP ) ∈ L2(Q) with log(dQ/dP ) ≤ b, R(Q‖P ) ≤ η ≤ b, and VarQ[log(dQ/dP )] ≤ σ2
then
Λ
log(dQ/dP )
Q (λ) ≤ λb + log
(
(b − η)2
(b− η)2 + σ2 e
−λ(σ2/(b−η)+(b−η)) +
σ2
(b− η)2 + σ2
)
≡ ΛBb,η(λ),σ(λ), λ > 0.
(21)
This follows from Corollary 2.4.5 in [13].
3. Hoeffding bound: If a ≤ log(dQ/dP ) ≤ b and R(Q‖P ) ≤ η ≤ b then
Λ
log(dQ/dP )
Q (λ) ≤ ηλ+
σ2
2
λ2 ≡ ΛSGη,σ(λ), λ > 0, (22)
where σ2 = (b − a)2/4 (the maximum possible variance of a random-variable bounded between a and b). This
follows from Hoeffding’s inequality (see Theorem 2.8 in [7]).
Remark 2.6 This is a special case of a sub-Gaussian bound, hence the superscript SG; see Corollary E2 below.
Appendix D contains further information on the relationships between these classical cases.
To use any the Bennett or Hoeffding bounds one must, at minimum, have an upper bound: log(dQ/dP ) ≤ b, i.e., if
p(x) and q(x) are densities for P andQ respectively, then one must have q(x) ≤ ebp(x). This is an untenable restriction in
many cases, as it implies that q decays at least as fast as p. For example, in analyzing the battery-failure model introduced
in Section 1.1, the baseline model that we fit to the data (see Section 7.1) will have power-law decay of the form T βˆ at 0.
One would like to stress test P under both faster (β > βˆ) and slower (β < βˆ) decay at 0; the latter is not possible via the
above classical bounds.
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Based on this, we are motivated to develop a significantly more general method of constructing Λ’s that can be used to
define ambiguity sets. This construction can be viewed as a stress-test design problem; one designs a Λ so that UΛ captures
all Q’s that are tail-perturbations of P of a desired form. This construction has the added benefit of being more intuitively
meaningful than either h in Eq. (12) or Λ in Eq. (16).
3. Ambiguity Sets and Tail Behavior: A Stress-Test Design Problem
The goal of this section is to construct the Λ that captures tail perturbations of a desired type, i.e., that characterizes
a desired stress-test scenario. The corresponding ambiguity set can then be defined via Eq. (16). First we not that the
reverse problem has a straightforward solution; each choice of Λ in Eq. (16) implies a particular relationship between the
tail behavior of Q ∈ UΛ(P ), as compared to P . This can be made concrete via a Chernoff bound:
Lemma 3.1 If Q ∈ UΛ(P ) then for any r ∈ R we have
P (log(dQ/dP ) ≥ r) ≤ exp
(
− sup
λ>0
{(λ+ 1)r − Λ(λ)}
)
. (23)
Proof. For λ > 0, a Chernoff bound gives
P (log(dQ/dP ) ≥ r) ≤ EP
[
e(λ+1) log(dQ/dP )
]
e−(λ+1)r = exp
(
Λ
log(dQ/dP )
Q (λ) − (λ+ 1)r
)
. (24)
Bounding Λ
log(dQ/dP )
Q (λ) ≤ Λ(λ) and then taking the infimum over λ > 0 gives the result.
The above lemma yields a bound on the tail behavior, given a specified Λ. The starting point for the reverse process,
that of constructing a Λ that captures a desired tail behavior, is the following expression for the CGF of the log-likelihood:
Lemma 3.2 Let Q≪ P . For r ≥ 0 defineG(r) = P (dQ/dP ≥ r). Then
Λ
log(dQ/dP )
Q (λ) = log
(
(λ+ 1)
∫ ∞
0
G(z)zλdz
)
, λ ≥ 0. (25)
G also has the following properties:
G(r) is non-increasing, left continuous, G(0) = 1, G(r)→ 0 as r →∞, and
∫ ∞
0
G(z)dz = 1. (26)
Moreover, one can write G(r) = µ([r,∞)) where µ is the distribution of dQ/dP under P ; µ is a probability measure on
[0,∞) with mean equal to 1.
Remark 3.3 Many of the above properties are satisfied by P (Y ≥ r) for any random variable Y . What is special here is
that Y ≡ dQ/dP is non-negative and integrates to 1 under P , i.e. Y dP is a probability measure. These lead to the key
properties we will need going forward, namely
∫∞
0
G(z)dz = 1 and µ has mean 1.
Proof. Using Fubini’s theorem, we have
Λ
log(dQ/dP )
Q (λ) = log
(∫
(dQ/dP )λ+1dP
)
= log
(∫ ∞
0
P
(
dQ/dP ≥ s1/(λ+1)
)
ds
)
. (27)
Now change variables to z = s1/(λ+1). This proves Eq. (25). Fubini’s theorem similarly gives∫ ∞
0
G(z)dz =
∫ ∫ ∞
0
1dQ/dP≥zdzdP =
∫
dQ
dP
dP = 1. (28)
The remaining properties are straightforward to verify.
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Remark 3.4 Lemma 3.2 combined with Eq. (4) shows that Re´nyi divergences only have access to information on P andQ
through P (dQ/dP ≥ r), r ≥ 0. If, for instance, dQ = qdx and dP = pdx on Rn then
P (dQ/dP ≥ r) =
∫
q≥rp
p(x)dx. (29)
As r increases, the decay of this quantity describes how the large relative-perturbations of q compared to p become con-
centrated into the tail of P (i.e., where p(x) is small). Intuitively, this is why control on P (dQ/dP ≥ r) provides one with
control on rare-events, and other risk-sensitive QoIs.
Lemma 3.2 suggests that one construct Re´nyi-divergence ambiguity sets by specifyingP (dQ/dP ≥ r), thus motivating
the following definition:
Definition 3.5 Let µ be a probability measure on [0,∞) with mean 1 and defineGµ(r) = µ([r,∞)), r ≥ 0 and
Λµ(λ) ≡ log
(
(λ+ 1)
∫ ∞
0
Gµ(z)z
λdz
)
, λ ≥ 0. (30)
Note that Gµ satisfies the properties in Eq. (26) and Λµ(0) = 0. Moreover, letting ν(dz) = zµ(dz) we have
Λµ(λ) = Λ
log(dν/dµ)
ν (λ) = λ(1 + λ)R1+λ(ν‖µ) ≥ 0, λ > 0. (31)
If Λµ is also finite in a neighborhood of 0 then for any P we can define the corresponding ambiguity set, as in Eq. (16):
Uµ(P ) ≡ UΛµ(P ) =
{
Q : Q≪ P and Λlog(dQ/dP )Q (λ) ≤ Λµ(λ), λ > 0
}
. (32)
The following lemma shows that Uµ(P ) at least captures our stated motivation: it contains all alternative models for
which P (dQ/dP ≥ r) = Gµ(r), r ≥ 0. This lemma also shows that the ambiguity sets (32) also imply a bound on the
relative entropy:
Lemma 3.6 Let µ be as in Definition 3.5 (in particular, we assume Λµ is finite on a neighborhood of 0). Then Uµ(P )
contains all Q for which Q≪ P and dQ/dP is distributed as µ under P . Note that suchQ’s will satisfy
Λ
log(dQ/dP )
Q (λ) = Λµ(λ) for all λ ≥ 0, (33)
R(Q‖P ) = d
dλ
∣∣∣∣
λ=0
Λµ(λ) = 1 +
∫ ∞
0
Gµ(z) log(z)dz.
Any alternative model Q satisfying Eq. (33) will be said to saturate the MGF bound that defines Uµ(P ).
More generally,
R(Q‖P ) ≤ d
dλ
∣∣∣∣
λ=0
Λµ(λ) = 1 +
∫ ∞
0
Gµ(z) log(z)dz, Q ∈ Uµ(P ). (34)
Proof. From Lemma 3.2, we see that dQ/dP
P∼ µ implies Λlog(dQ/dP )Q = Λµ and henceQ ∈ Uµ(P ) (see the definition in
Eq. (32)).
The dominated convergence theorem implies that λ → ∫∞0 Gµ(z)zλdz is C1 on a neighborhood of 0 and can be
differentiated under the integral (here we use the assumption that Λµ is finite on a neighborhood of 0). The bound on the
relative entropy then follows from Lemma 2.4, including the case of equality (3.6).
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Remark 3.7 Attempting to generalize Eq. (30) to
ΛG(λ) ≡ log
(
(λ+ 1)
∫ ∞
0
G(z)zλdz
)
, λ ≥ 0, (35)
where G(r) ≥ µ([r,∞)), and then replacing Λµ with ΛG in Eq. (32) does not produce any useful new ambiguity sets. As
discussed in Remark 2.5, a ‘useful’ definition requires ΛG(0) = 0. From Eq. (35), we see that this implies
∫∞
0
G(z)dz = 1.
Combine this fact with G(r) ≥ µ([r,∞)) and ∫∞0 µ([z,∞))dz = 1 and we see that we must have G(r) = µ([r,∞)) for
a.e. r. Weakening the equality to a.e. equality does not modify the definition of Λµ or of Uµ(P ), and is therefore irrelevant.
The following theorem shows how to construct an element of Uµ(P ) that achieves the defining bound in Eq. (32), i.e.,
that satisfies Λ
log(dQ/dP )
Q (λ) = Λµ(λ) for all λ > 0:
Theorem 3.8 Let µ, Gµ, and Λµ be as in Definition 3.5. Let P be a probability measure and ν be a sigma-finite positive
measure such that dP = pdν. Define ψ : [0,∞)→ [0, 1] by ψ(y) = P (p ≤ y). Assume that
range(Gµ) ⊂ range(ψ) ∪ {1}. (36)
DefineHµ : [0, 1]→ [0,∞] by
Hµ(ρ) = sup{r ∈ [0,∞) : Gµ(r) ≥ ρ}. (37)
and φ : [0,∞)→ [0,∞) by
φ(y) = Hµ(ψ(y))1ψ(y)>0. (38)
ThenQ(dx) ≡ φ(p(x))P (dx) is a probability measure, dQ/dP P∼ µ, andQ ∈ Uµ(P ).
Proof. Note that Gµ(0) = 1, Gµ is left continuous, and non-increasing, and Gµ(r)→ 0 as r →∞. Hence r0 = Hµ(1) ∈
[0,∞) is the unique real number satisfying Gµ|[0,r0] = 1, Gµ|(r0,∞) < 1 . We also have Hµ(ρ) ∈ [r0,∞) for ρ ∈ (0, 1].
In particular, we see that
φ(y) ∈ [r0,∞) if ψ(y) 6= 0. (39)
Next, we need to show that P (ψ(p) = 0) = 0:
P (ψ(p) = 0) =
∫
1ψ(y)=0(p∗P )(dy), (40)
where p∗P is the distribution of p under P . Let y0 = sup{y : ψ(y) = 0}. ψ is non-decreasing so {ψ = 0} = [0, y0) or
{ψ = 0} = [0, y0]. In the latter case, we have
P (ψ(p) = 0) = P (p ≤ y0) = ψ(y0) = 0. (41)
In the former case, we have y0 > 0 and
P (ψ(p) = 0) = P (p < y0) = lim
n→∞
P (p ≤ y0 − 1/n) = lim
n→∞
ψ(y0 − 1/n) = 0. (42)
11
Therefore we have proven that P (ψ(p) = 0) = 0.
We now show that dQ/dP
P∼ µ: For r ≤ r0 we have
P (dQ/dP ≥ r) = P (φ(p) ≥ r, ψ(p) > 0) = P (ψ(p) > 0) = 1 = Gµ(r), (43)
(here we used Eq. (39)).
For r > r0, we write
P (dQ/dP ≥ r) = P (Hµ(ψ(p)) ≥ r, ψ(p) > 0) . (44)
Gµ andHµ are not inverses, but they still satisfy the following key property:
Hµ(ρ) ≥ r iff ρ ≤ Gµ(r), ρ ∈ [0, 1], r ∈ [0,∞). (45)
The follows from the fact that Hµ equals the negative of the quantile function of µ˜, where µ˜ is the distribution of the
function r → −r under µ. Eq. (45) then follows from the related property of quantile functions.
Using Eq. (45), we obtain
P (dQ/dP ≥ r) = P (ψ(p) ≤ Gµ(r), ψ(p) > 0) = P (ψ(p) ≤ Gµ(r)) =
∫
1ψ(y)≤Gµ(r)(p∗P )(dy). (46)
Gµ(r) < 1, hence the assumption Eq. (36) implies that Gµ(r) ∈ range(ψ). Define yr = sup{y : ψ(y) ≤ Gµ(r)}.
Similarly to the above, either {ψ(y) ≤ Gµ(r)} = [0, yr) or {ψ(y) ≤ Gµ(r)} = [0, yr].
We know that Gµ(r) ∈ range(ψ), hence one of the following two cases must hold:
1. ψ(yr) = Gµ(r): In this case, {ψ(y) ≤ Gµ(r)} = [0, yr] and hence
P (dQ/dP ≥ r) =
∫
1[0,yr](p∗P )(dy) = P (p ≤ yr) = ψ(yr) = Gµ(r). (47)
2. ψ(yr) 6= Gµ(r) and there exists y∗ < yr with ψ(y∗) = Gµ(r): ψ is non-decreasing so ψ(y) = Gµ(r) for all
y ∈ [y∗, yr) and {ψ(y) ≤ Gµ(r)} = [0, yr) . Therefore, we can compute
P (dQ/dP ≥ r) =
∫
1[0,yr)(p∗P )(dy) = P (p < yr) = limn→∞
P
(
p ≤ n−1y∗ + (1 − n−1)yr
)
(48)
= lim
n→∞
ψ(n−1y∗ + (1− n−1)yr) = Gµ(r),
since ψ(n−1y∗ + (1− n−1)yr) = Gµ(r) for all n ∈ Z+.
Therefore we have proven that P (dQ/dP ≥ r) = Gµ(r) for all r ≥ 0, and hence dQ/dP P∼ µ. Since µ has mean 1, this
also implies that Q is a probability measure. Property (1) of Theorem 3.12 then gives Q ∈ Uµ(P ).
The following corollary gives a simpler expression for φ, under stronger assumptions:
Corollary 3.9 As in the above proof, let r0 ≡ Hµ(1) ∈ [0,∞) be the unique real number satisfying Gµ|[0,r0] = 1,
Gµ|(r0,∞) < 1. Suppose Gµ is continuous and strictly decreasing on [r0,∞). Then Hµ|(0,1] = (Gµ|[r0,∞))−1 (in such
cases, we simply write G−1µ for short).
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Suppose that we also have (0, 1) ⊂ range(ψ) (for example, if ψ is continuous) and define φ : [0,∞)→ [0,∞) by
φ(y) = G−1µ (ψ(y))1ψ(y)>0. (49)
ThenQ(dx) ≡ φ(p(x))P (dx) is a probability measure, dQ/dP P∼ µ, andQ ∈ Uµ(P ).
Remark 3.10 The likelihood ratio dQ/dP constructed via Theorem 3.8 or Corollary 3.9 perturbs all regions with same
density, p, equally; it does not preferentially perturb one tail versus another. As such, the construction is most relevant when
one is concerned with risk-sensitive quantities that depend on both (all of the) tail regions, or when one first conditions on
only looking at a single tail of interest.
In the remainder of this subsection, we prove several results that give further information on what models are contained
in Uµ(P ). First, we have several inclusions between these ambiguity sets:
Lemma 3.11 Let µi, Gµi , and Λµi , i = 1, 2, be as in Definition 3.5.
1. Suppose we have r0 > 0 such that
Gµ1(r) ≥ Gµ2 (r) for all r ∈ [0, r0] and Gµ1(r) ≤ Gµ2(r) for all r > r0. (50)
Then Uµ1(P ) ⊂ Uµ2(P ).
2. Let I2 = {λ > 0 :
∫∞
0 Gµ2 (z)z
λdz <∞}. If
lim
R→∞
Rλ
∫ ∞
R
Gµ2 (z)dz = 0 for all λ ∈ I2 (51)
and ∫ r
0
Gµ2(z)dz ≤
∫ r
0
Gµ1(z)dz for all r ≥ 0 (52)
then Uµ1(P ) ⊂ Uµ2(P ).
Proof.
1. The first claim follows if we can show
∫∞
0 (Gµ2 (z)−Gµ1(z))(z/r0)λdz ≥ 0 for all λ ≥ 0. This integral equals 0 at
λ = 0, as both Gµ2 andGµ1 integrate to 1. So we are done if we can show
λ→
∫ ∞
0
(Gµ2 (z)−Gµ1(z))(z/r0)λdz (53)
is non-decreasing. To see this, write∫ ∞
0
(Gµ2(z)−Gµ1(z))zλdz =
∫ ∞
r0
(Gµ2 (z)−Gµ1(z))(z/r0)λdz −
∫ r0
0
(Gµ1 (z)−Gµ2(z))(z/r0)λdz. (54)
Eq. (50) implies that both integrands are non-negative and (z/r0)
λ is increasing in λ for z > r0 and decreasing in λ
for z ∈ (0, r0). Eq. (53) then follows from these facts.
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2. We need to show that
∫∞
0 Gµ1(z)z
λdz ≤ ∫∞0 Gµ2(z)zλdz for all λ > 0. This is trivial if λ 6∈ I2, so suppose λ ∈ I2.
Integrating by parts and using Eq. (51) and Eq. (52) gives∫ ∞
0
Gµ2(z)z
λdz = lim
R→∞
(
−Rλ
∫ ∞
R
Gµ2(z)dz + λ
∫ R
0
zλ−1
∫ ∞
z
Gµ2(r)drdz
)
(55)
= lim
R→∞
λ
∫ R
0
zλ−1
(
1−
∫ z
0
Gµ2(r)dr
)
dz
≥ lim
R→∞
λ
∫ R
0
zλ−1
(
1−
∫ z
0
Gµ1(r)dr
)
dz
= lim
R→∞
(
Rλ
∫ ∞
R
Gµ1(z)dz +
∫ R
0
Gµ1 (z)z
λdz
)
.
Eq. (51) together with Eq. (52) implies limR→∞R
λ
∫∞
R Gµ1(z)dz = 0 and so we are done.
Next, we have several useful criteria for determining if a particular Q is a member of Uµ(P ). These conditions are
significantly more intuitive than either of Eq. (12) or Eq. (16), which is one reason why we view Definition 3.5 as a preferred
way to construct Re´nyi-divergence ambiguity sets.
Theorem 3.12 Let µ, Gµ, and Λµ be as in Definition 3.5:
1. If Q≪ P and we have r0 > 0 such that
P (dQ/dP ≥ r) ≥ Gµ(r) for all r ∈ [0, r0] and P (dQ/dP ≥ r) ≤ Gµ(r) for all r > r0 (56)
then Q ∈ Uµ(P ).
2. SupposeQ0 ∈ Uµ(P ) andQ≪ P . If we have r0 > 0 such that
r01dQ0/dP≤r0 ≥
dQ
dP
1dQ0/dP≤r0 ≥
dQ0
dP
1dQ0/dP≤r0 P − a.s. and (57)
r01dQ0/dP≥r0 ≤
dQ
dP
1dQ0/dP≥r0 ≤
dQ0
dP
1dQ0/dP≥r0 P − a.s.
then Q ∈ Uµ(P ).
3. SupposeQ0 ∈ Uµ(P ) and ν is a sigma-finite positive measure with dQ0 = q0dν, dP = pdν, dQ = qdν. If we have
r0 > 0 such that q is between q0 and r0p pointwise ν-a.s. then Q ∈ Uµ(P ).
Remark 3.13 Intuitively, property (1) states that anyQ whose likelihood decays faster thanGµ is in Uµ(P ). The intuitive
meaning of property (3) is immediate; see Figure 2.
Proof.
1. Let µ˜ be the distribution of dQ/dP under P . The second bound in Eq. (56) implies thatΛµ˜ is finite in a neighborhood
of 0. From part (1) of Lemma 3.11 we see that U µ˜(P ) ⊂ Uµ(P ), and from Lemma 3.6 we see that Q ∈ U µ˜(P ).
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2. By set inclusions, it is straightforward to see that the assumptions imply P (dQ/dP ≥ r) ≥ P (dQ0/dP ≥ r) for
all r ∈ [0, r0] and P (dQ/dP ≥ r) ≤ P (dQ0/dP ≥ r) for all r > r0. Similarly to the proof of Lemma 3.11, the
formula Eq. (25) then implies Λ
log(dQ/dP )
Q (λ) ≤ Λlog(dQ0/dP )Q0 (λ) for all λ > 0. This proves the claim.
3. The assumptions imply that Q ≪ P and dQ/dP = qp1p>0 and dQ0/dP = q0p 1p>0. The result then follows from
part (2).
Figure 2 illustrates property (3) from Theorem 3.12: Given a baseline model P , with density shown given by the black
solid curve, and an alternative modelQ0 ∈ Uµ(P ), with density given by the blue dashed curve, then any other probability
measureQ whose densities lies in either of the gray regions (for example, either of the red dashed curves) is also in Uµ(P ).
Since Q0 (perhaps being constructed via Theorem 3.8) can has a different (slower) decay than P , so also can Q. This is in
stark contrast to the classical examples from Section 2.3.
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Figure 2: If Q0 ∈ Uµ(P ) and P and Q0 have densities p (black solid curve) and q0 (blue dashed curve) respectively, then, for any r0 > 0, any
probability measure whose density lies between r0p (black dashed curve) and q0 (red dashed curve) is also in Uµ(P ). The left plot is for r0 = 1 and
the right for r0 = 1.1. Note that the Re´nyi-divergences only depend on the decay (in probability) of the likelihood-ratio: P (dQ/dP ≥ r). In particular,
they cannot tell which tail of P is perturbed; reflecting either plot around the y axis doesn’t change any of the Re´nyi divergences.
Note that Re´nyi divergences can only access information on P (dQ/dP ≥ r) (see Lemma 3.2); in particular, they
cannot distinguish which tail is perturbed. For instance, reflecting either plot from Figure 2 about the y-axis doesn’t change
the corresponding Re´nyi divergences.
Finally, it is also possible to construct ambiguity sets from two-sided bounds on the deviation of the log-likelihood from
its mean. This method appears both less fundamental and less useful, so we relegate discussion of it to Appendix E.
4. Examples
Here we provide several examples that illustrate the ambiguity-set definition (32) as well as the method of constructing
a member of Uµ(P ) that was developed in Theorem 3.8. More substantial applications of our methods can be found in
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Section 7.
4.1. Constructing Ambiguity Sets from Tail Behavior
Each choice of µ in Theorem 3.12 represents a different type of perturbation of P ; intuitively, a slower decay in r
implies a more extreme perturbation to tail-probabilities and hence to risk-sensitive quantities. We provide several classes
of probability measures, µ, on [0,∞) with mean 1 that can be used in Definition 3.5 to capture various important forms
of decay behavior. Each of these families contain a parameter that can be fixed by specifying a relative-entropy bound via
Lemma 3.6.
As motivation, we note that the first of the families introduced below will have the following effect when applied to
the battery example discussed in Section 1.1 (see Section 7.1 below for details): the resulting ambiguity sets will contain
perturbations of the base model, P , with power-law decay at 0 of a slower decay rate than P . UQ bounds over one of these
ambiguity sets will then constitute a stress-test of the model under this form of decay-rate perturbation; again, a particular
member of the family will be singled out via a relative-entropy bound.
1. Power-law decay: Let 0 < r0 < 1 and consider the family of Pareto distributions
dµr0 =
η − 1
r0
(x/r0)
−η1x≥r0dx, η ≡ (2 − r0)/(1− r0) (58)
(note that r0 = (η − 2)/(η − 1) and η > 2). The correspondingGr0(r) ≡ µr0([r,∞)) and its inverse are
Gr0(r) =1r≤r0 + (r/r0)
−(η−1)1r>r0, (59)
G−1r0 (y) =r0y
−1/(η−1) (60)
(recall that G−1r0 denotes the inverse on [r0,∞); see Corollary 3.9). We also have
Λr0(λ) = log
(
(λ + 1)
∫ ∞
0
Gr0(z)z
λdz
)
(61)
=λ log(r0) + log
(
1 +
λ
r0/(1− r0)− λ
)
, −1 < λ < r0/(1− r0).
We denote the resulting ambiguity sets by UPLr0 (P ). Finally, we can relate r0 to the relative entropy bound by
computing the derivative at 0:
R(Q‖P ) ≤ log(r0) + 1/r0 − 1, Q ∈ UPLr0 (P ). (62)
2. Sub/Super-exponential decay: Define UExpr0 (P ) using
dµr0 =κη(x− r0)κ−1 exp (−η(x− r0)κ) 1x≥r0dx, 0 ≤ r0 < 1, κ > 0, η =
(
Γ(1 + 1/κ)
1− r0
)κ
, (63)
Gr0(r) =1r≤r0 + e
−η(r−r0)
κ
1r>r0, (64)
G−1r0 (y) =r0 + (η
−1 log(1/y))1/κ, (65)
Λr0(λ) = log
(
rλ+10 + (λ+ 1)
∫ ∞
r0
exp (−η(z − r0)κ) zλdz
)
, λ ≥ 0, (66)
R(Q‖P ) ≤1 + r0 log(r0)− r0 +
∫ ∞
r0
exp (−η(z − r0)κ) log(z)dz, Q ∈ UExpr0 (P ). (67)
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For a given value of κ, r0 can be fixed by specifying a desired relative-entropy bound. Note that Eq. (63) is a family
of shifted Weibull distributions. We will refer to the case κ = 1 as exponential decay.
3. Perturbation of a Gaussian: Let P2 = N(µ, σ
2
2), P1 = N(µ, σ
2
1) be two normal distributions onRwith σ2 > σ1 > 0.
Define r0 = σ1/σ2 and let µr0 be the distribution of dP2/dP1 under P1. Denote the resulting ambiguity set by
UGr0(P ). We have:
Gr0(r) =1r≤r0 + erfc (C(r)) 1r>r0, r0 ≡ σ1/σ2, C(r) ≡
(
1− r20
)−1/2
log (r/r0)
1/2
, (68)
G−1r0 (y) =r0 exp
(
(1− r20)(erfc−1(y))2
)
, (69)
Λr0(λ) =λ(λ + 1)Rλ+1(P2‖P1) = λ log(r0)−
1
2
log(1− λ(r−20 − 1)), 0 ≤ λ < (r−20 − 1)−1, (70)
R(Q‖P ) ≤R(P2‖P1) = log(r0) + 1
2
(
r−20 − 1
)
, Q ∈ UGr0(P ). (71)
As our notation suggests, the ambiguity set is determined by the value of the single parameter r0 = σ1/σ2 ∈ (0, 1),
which can again be fixed by specifying a relative-entropy bound. We will refer to ambiguity sets constructed in this
manner as Gaussian ambiguity sets.
Remark 4.1 The Gaussian ambiguity sets are similar to the power-law decay family. This can be seen by approxi-
mating erfc(x) ≈ e−x2/(√pix), which implies thatGµ(r) ≈ Cr−α/
√
log(r/r0) for some C,α > 0. In practice, we
find the densities constructed via Theorem 3.8 using a Gaussian ambiguity set to be smoother than those constructed
via a power-law ambiguity set (59), and so the Gaussian case can be viewed as a reasonable replacement for (59)
when this smoothness is desired.
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Figure 3: Alternative models that saturate the MGF bound (i.e., that satisfy Eq. (33)) for the sub/super-exponential ambiguity sets with r0 = 3/4 and
κ = 1/2, 1, 2; see Eq. (76). The alternative models (densities, q, shown in dashed lines) are constructed using the procedure from Theorem 3.8. The
baseline model (density, p, given by the black solid line) is a Gaussian with mean 0 and variance 1. The value of r0 gives the minimum of q/p and this
always occurs at the maximum of p. Each ambiguity set contains all probability measures whose densities are between p and the corresponding q (see
Theorem 3.12 for this, and other such criteria).
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4.2. Constructing a Member of Uµ(P )
We now give several examples where the construction from Theorem 3.8 of an alternative measure Q that saturates the
defining MGF bound of Uµ(P ) can be carried out explicitly; we use the ambiguity sets from Section 4.1. Recall that each
of these involves a parameter, r0, that can be set by imposing a desired relative-entropy bound; see Eq. (62), Eq. (67), and
Eq. (71).
1. Let λ > 0 and P (dt) = λe−λtdt on [0,∞). Then, letting p(t) = λe−λt be the density with respect to Lebesgue
measure, we have
ψ(y) = P (p ≤ y) = min{y/λ, 1}, ψ(p(t)) = e−λt. (72)
Imposing power-law decay of the likelihood-ratio, with some choice of 0 < r0 < 1 (see example 1 in Section 4.1),
results in
Q(dt) = φ(p(t))P (dt), φ(p(t)) = G−1r0 (ψ(p(t))) = r0 exp
(
λ
η − 1 t
)
, η = (2− r0)/(1− r0), (73)
i.e., Q is exponentially distributed with the slower rate r0λ.
2. Again, let P (dt) = λe−λtdt. This time we impose sub/super-exponential decay of the likelihood ratio for some
choice of r0 ∈ [0, 1) and κ > 0 (see example 2 in Section 4.1), and find
Q(dt) = φ(p(t))P (dt), φ(p(t)) = r0 + (λt/η)
1/κ
, η =
(
Γ(1 + 1/κ)
1− r0
)κ
, (74)
i.e., the tail of dQ/dt is a power-law perturbation of dP/dt.
3. Let P = N(µ, σ2) be a normal distribution on R with σ > 0. Then, letting p be the density with respect to Lebesgue
measure, we have
ψ(y) =erfc
(
log
(
1
(2piσ2)1/2y
)1/2)
1y≤(2piσ2)−1/2 + 1y>(2piσ2)−1/2 , ψ(p) = erfc
( |x− µ|√
2σ
)
. (75)
Imposing the sub/super exponential decay Eq. (64) for some r0 ∈ [0, 1) and κ > 0 we have
Q(dx) =φ(p(x))P (dx), φ(p(x)) = r0 +
(
η−1 log
(
1/erfc
( |x− µ|√
2σ
)))1/κ
, η =
(
Γ(1 + 1/κ)
1− r0
)κ
. (76)
Several differentQ’s obtained in this manner are shown in Figure 3.
Again, we emphasize that once one has a single member of Uµ(P ), other members can be obtained by using Theorem 3.12
(see Figure 2 for illustrative examples).
Remark 4.2 Note that we have named the general classes of ambiguity sets constructed via Eq. (61) or Eq. (66) after the
decay of the likelihood ratio under P : P (dQ/dP ≥ r). For any particular instance of one of these constructions, the tail
behavior with respect to (for example) Lebesgue measure (dQ/dx as compared to dP/dx) will be highly dependent on the
tail behavior of the chosen baseline model P ; it will often be quite different from the decay behavior of P (dQ/dP ≥ r)
(as was illustrated by the above examples) and must be investigated on a case-by-case basis.
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5. Uncertainty Quantification for Risk-Sensitive QoIs
Having explored the structure of Re´nyi-divergence ambiguity sets, we now move towards the application of these ideas
to uncertainty quantification for risk-sensitive QoIs. The techniques we develop here will apply to non-negative random
variables, τ , and from this point on we will formally call any quantity of the form log(EP [τ ]) (or simply τ by itself) a
risk-sensitive QoI (EP denotes the expectation under P ), though our results are most relevant for those τ ’s that are risk-
sensitive in the intuitive sense (i.e., sensitive to the tail(s) of P ), e.g., rare-events, partition functions, moment generating
functions, exit times, or random variables whose MGF is not finite on any neighborhood of 0 (i.e., heavy tailed).
In this section we discuss the general theory of Re´nyi-divergence-basedUQ, both summarizing the relevant established
literature as well as proving some new additions. In particular, we derive a Donsker-Varadhan variational formula for Re´nyi
divergences, a generalized version of the UQ bound Eq. (1.3), and prove several new tightness and divergence properties.
Applications and examples will be given in Section 7.
5.1. Variational Principles and Re´nyi Divergences
UQ bounds for non-risk-sensitive QoIs can be derived from variational formulas involving relative entropy [5, 8, 9, 14,
15, 16, 6, 17, 18, 19]. For motivation, we recall the relevant variational formulas:
1. The Donsker-Varadhan variational formula:
Proposition 5.1 Let P,Q be probability measures on (Ω,M). Then
R(Q‖P ) = sup
g∈B(Ω)
{
EQ[g]− log
[∫
egdP
]}
, (77)
where B(Ω) denotes the set of bounded measurable real-valued functions on (Ω,M).
2. Its dual relation, the Gibbs variational principle:
Proposition 5.2 Let P be a probability measure on (Ω,M) and g ∈ B(Ω). Then
log
[∫
egdP
]
= sup
Q∈P(Ω)
{EQ[g]−R(Q‖P )}, (78)
where P(Ω) denotes the set of probability measures on (Ω,M).
The variational principles Eq. (77) and Eq. (78) have counterparts that involve Re´nyi divergences. A Re´nyi-based variant
of Eq. (78) was derived in [1]:
Proposition 5.3 Let P be a probability measure on (Ω,M), g ∈ B(Ω) and β, γ ∈ R \ {0} with β < γ. Then
1
β
log
[∫
eβgdP
]
= inf
Q∈P(Ω)
{
1
γ
log
[∫
eγgdQ
]
+
1
γ − βRγ/(γ−β)(P‖Q)
}
(79)
and
1
γ
log
[∫
eγgdP
]
= sup
Q∈P(Ω)
{
1
β
log
[∫
eβgdQ
]
− 1
γ − βRγ/(γ−β)(Q‖P )
}
. (80)
19
The Re´nyi divergences also have a variational characterization, generalizing the Donsker-Varadhan variational formula
and complementing Proposition 5.3. This is a new result; the proof can be found in Appendix A:
Theorem 5.4 (Re´nyi-Donsker-Varadhan Variational Formula) Let P,Q be probability measures on (Ω,M) and α ∈
R \ {0, 1}. Then
Rα(Q‖P ) = sup
g∈B(Ω)
{
1
α− 1 log
[∫
e(α−1)gdQ
]
− 1
α
log
[∫
eαgdP
]}
. (81)
Remark 5.5 Formally taking α ց 1 in Eq. (81), one recovers the Donsker-Varadahn variational formula for relative
entropy, Eq. (77).
5.2. Non-Perturbative Robustness Bounds for Risk-Sensitive QoIs
The Gibbs variational principle (78) leads to the UQ bounds for non-risk-sensitiveQoIs that were quoted in the introduc-
tion; see Proposition 5.8. This result, and the corresponding linearized theory (i.e., sensitivity analysis), were generalized
to risk-sensitive QoIs in [1, 2]; specifically, Proposition 5.3 leads to the UQ bounds from Proposition 1.3. Combining this
with our discussion of Re´nyi-ambiguity-sets in Section 2.2, we will obtain useful tool for risk-sensitive UQ. Before moving
on to applications, we first extend the results of [1, 2] to apply to a more general class of QoIs, as well as prove some
additional tightness and divergence properties.
The following bound for risk-sensitive QoIs is a generalization of the result from [1], (quoted above in Proposition 1.3),
now allowing g to take the values±∞. The proof can be found in Appendix B, though if τ = eg for g bounded, the result
is an immediate consequence of Proposition 5.3.
Lemma 5.6 Let P,Q be probability measures on (Ω,M) and τ : Ω→ [0,∞] be measurable. Then:
1.
log
[∫
τdQ
]
≤ inf
c>1
{
1
c
log
[∫
τcdP
]
+
1
c− 1Rc/(c−1)(Q‖P )
}
, (82)
where we define−∞+∞ ≡∞.
2.
log
[∫
τdQ
]
≥ sup
c<1,c 6=0
{
1
c
log
[∫
τcdP
]
− 1
1− cR1/(1−c)(P‖Q)
}
, (83)
where we define∞−∞ ≡ −∞.
Here and in the following, powers of non-negative extended reals are defined by τc = exp(c log(τ)), along with the use of
the continuous extensions of exp and log to the extended reals.
Remark 5.7 The above generalization is necessary if one wishes to treat event probabilities (i.e., τ = 1A) within the same
unified framework as positive QoIs, τ = eg. Event probabilities were studied in [1] by a specialized limiting argument, but
we find it convenient to have a single result that encompasses the previously studied cases.
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To understand the utility of Lemma 5.6 for risk-sensitive robustness, we first contrast it with the following robustness
bounds for non-risk-sensitive QoIs, derived in [5, 6, 7, 8, 9]. These bound the Q-expectation of f for all Q in a relative
entropy (i.e., KL-divergence) neighborhood of P :
Proposition 5.8 (Gibbs information inequality) Let f : Ω→ R, f ∈ L1(P ) ∩ L1(Q), and define f̂ = f − EP [f ]. Then
±EQ[f ] ≤ inf
c>0
{
1
c
ΛfP (±c) +
1
c
R(Q||P )
}
, (84)
where R denotes the extended reals and ΛfP (c) = logEP [e
cf ] is the cumulant generating function (CGF) of f under P .
The bound Eq. (84) is nontrivial only when the MGF is finite in a neighborhood of 0; this is one sign that Proposition 5.8 is
inappropriate for risk-sensitive QoIs. The bounds in Lemma 5.6 only require the existence of c’th moments of the QoI for
an appropriate interval of c’s.
Lemma 5.6 and Proposition 5.8 together illustrate an important message: UQ for non-risk-sensitive quantities only
requires control of the mean of the log-likelihood, i.e., the relative entropy
R(Q‖P ) = EQ[log(dQ/dP )], (85)
while UQ for risk-sensitive QoIs requires control of the MGF of the log-likelihood (i.e., control of all moments), which is
equivalent to having control on the Re´nyi-divergences (see Eq. (14)). This is why the method of constructing ambiguity
sets in terms of Re´nyi-divergences ambiguity sets from Section 2.1 is appropriate for deriving UQ bounds on risk-sensitive
QoIs.
Combining these ideas results in a powerful tool for addressing the distributional robustness problem (2):
Theorem 5.9 Let P be a probability measures on (Ω,M), τ : Ω → [0,∞] be measurable, and Q ∈ UΛ(P ) for some
choice of Λ. Then
log
[∫
τdQ
]
≤ inf
c>1
{
1
c
log
[∫
τcdP
]
+
c− 1
c
Λ(1/(c− 1))
}
, (86)
where we define−∞+∞ ≡∞.
5.3. UQ for Rare Events
To gain some intuition on the bound Eq. (86), we specialize to (rare) events, τ = 1A, A ∈ M. ForQ ∈ UΛ(P ) we then
have
log [Q(A)] ≤ inf
c>1
{
1
c
log [P (A)] +
c− 1
c
Λ (1/(c− 1))
}
. (87)
For comparison, the non-risk-sensitive bound from Proposition 5.8 yields
Q(A) ≤ inf
c>0
{
1
c
log [1 + P (A)(ec − 1)] + 1
c
R(Q‖P )
}
. (88)
We illustrate these bounds using ambiguity sets constructed from classical MGF-bounds; see Section 2.2 and Appendix D.
In particular, Figure 4 demonstrates the ambiguity set inclusions from Lemmas D4 - D7, and also compares the risk-
sensitive and non-risk-sensitive bounds. In the non-risk-sensitive bound (88) we use the bound on R(Q‖P ) that is implied
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Figure 4: Comparison of the non-risk-sensitive UQ upper bound (i.e., relative-entropy-based bound) from Eq. (84) (black dashed curves) with the risk-
sensitive UQ upper bounds from Eq. (86). We show plots over several different ranges of P (A) and comparison of various ambiguity-set types defined
in Appendix D. These plots illustrate the following: for each risk-sensitive bound there is a crossover level of rarity (shown by the circles of the
corresponding color), below which it becomes tighter than the non-risk-sensitive bound. Intuitively, the relative-entropy-based method is superior for
‘typical events’ (P (A) close to 1), but the Re´nyi-based bounds are tighter for sufficiently rare events. The parameter values used are as follows: b = 1,
a = −1, η = 1/2, σ2 = (b − η)(η − a)/8 (for the Bennett ambiguity set),M = 1, with the variance for the sub-Gaussian ambiguity set chosen as in
the inclusion from Lemma D6.
by Q ∈ UΛ(P ), as discussed in Lemma 2.4. The Bennett-bound, which utilizes an upper bound on log(dQ/dP ) as well
as its mean and variance under Q, is the tightest among the risk-sensitive bounds; this is a consequence of the Lemmas
in Appendix D. For each risk-sensitive bound there is a crossover level of rarity, below which it becomes tighter than the
non-risk-sensitive bound. This is a commonly observed occurrence when comparing the methods: the Re´nyi-divergence
based methods generally perform better for sufficiently rare events, but for more typical events, the relative-entropy-based
method from Proposition 5.8 is preferable. In practice, it is of little additional cost to compute both bounds (87) and (88)
and use the minimum of the two.
6. Properties of the Risk-Sensitive UQ Bounds
This section contains several properties new properties, of both theoretical and computational interest, regarding to the
UQ bounds in Lemma 5.6. First, we state the divergence property and then we give various tightness results; proofs can be
found in the appendices.
6.1. Divergence Property
The UQ bound from Lemma 5.6 can alternatively be formulated in terms of what we call the goal-oriented Re´nyi
divergences. For simplicity, in this subsection we focus on the case τ = eg with g ∈ B(Ω).
Theorem 6.1 (Goal-Oriented Re´nyi Divergence) Let P,Q be probability measures on (Ω,M) and g ∈ B(Ω). Then for
γ ∈ R \ {0} we have
1
γ
log
[∫
eγgdQ
]
− 1
γ
log
[∫
eγgdP
]
(89)
≤ inf
β>γ,β 6=0
{
1
β
log
[∫
eβgdP
]
− 1
γ
log
[∫
eγgdP
]
+
1
β − γRβ/(β−γ)(Q‖P )
}
≡ Ξγ+(Q‖P, g)
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and
1
γ
log
[∫
eγgdQ
]
− 1
γ
log
[∫
eγgdP
]
(90)
≥ sup
β<γ,β 6=0
{
1
β
log
[∫
eβgdP
]
− 1
γ
log
[∫
eγgdP
]
− 1
γ − βRγ/(γ−β)(P‖Q)
}
≡ Ξγ−(Q‖P, g).
Ξγ± have the following properties:
1.
Ξγ−(Q‖P, g) = −Ξ−γ+ (Q‖P,−g). (91)
2. Divergence property:
±Ξγ±(Q‖P, g) ≥ 0, (92)
and if g is not P -a.s. constant then equality holds in Eq. (92) iff Q = P . (Note that only one of Ξγ±(Q‖P, g) must be
zero to guarantee that Q = P .)
Remark 6.2 We callΞγ± the goal-oriented Re´nyi divergences. The term goal-oriented refers to the fact that the divergences
incorporate information about the QoI, g.
6.2. Tightness Properties
Next, we show that the bounds in Lemma 5.6 satisfy a pair of tightness properties. First, we show that for a given τ ,
we have tightness over a particular range of Q’s. The proof follows by combining the UQ bound from Lemma 5.6 with
explicit calculations using Eq. (10); see Appendix C for a detailed proof.
Theorem 6.3 Let P be a probability measure on (Ω,M), τ : Ω → [0,∞] be measurable, and γ 6= 0,−1 with 0 <
EP [τ
γ ] <∞ (τγ denotes the γ’th power). Define the probability measure
dQγ = τ
γdP/EP [τ
γ ] (93)
and, for any β ∈ R, I ⊂ R, define the ambiguity sets
Uγβ (P ) = {Q : Rβ(Q‖P ) ≤ Rβ(Qγ‖P )}, (94)
UγI (P ) = {Q : Rα(Q‖P ) ≤ Rα(Qγ‖P ) for all α ∈ I},
i.e., ambiguity sets of the form Eq. (12) with h(α) = Rα(Qγ‖P ), either just for α = β or for all α ∈ I .
Then
Qγ ∈ UγI (P ) ⊂ Uγβ (P ) for any β ∈ I (95)
and:
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1. If γ > 0 we have
sup
Q∈Uγ
(1,∞)
(P )
log
[∫
τdQ
]
= sup
Q∈Uγ
1+γ−1
(P )
log
[∫
τdQ
]
= log
[∫
τdQγ
]
(96)
= inf
c>1
{
1
c
log
[∫
τcdP
]
+
1
c− 1Rc/(c−1)(Qγ‖P )
}
,
and the infimum is achieved at c = γ + 1.
2. If γ ∈ (−1, 0), τ <∞ P -a.s., and EP [τγ+1] <∞ then
inf
Q∈Uγ
(−∞,0)
(P )
log
[∫
τdQ
]
= inf
Q∈Uγ
1+γ−1
(P )
log
[∫
τdQ
]
= log
[∫
τdQγ
]
(97)
= sup
c<1,c 6=0
{
1
c
log
[∫
τcdP
]
− 1
1− cR1/(1−c)(P ||Qγ)
}
,
and the supremum is achieved at c = γ + 1.
3. If γ < −1 we have
inf
Q∈Uγ
(0,1)
(P )
log
[∫
τdQ
]
= inf
Q∈Uγ
1+γ−1
(P )
log
[∫
τdQ
]
= log
[∫
τdQγ
]
(98)
= sup
c<1,c 6=0
{
1
c
log
[∫
τcdP
]
− 1
1− cR1/(1−c)(P ||Qγ)
}
,
and the supremum is achieved at c = γ + 1.
Remark 6.4 Theorem 6.3 shows that, for fixed P and τ , tightness of the UQ bounds in Lemma 5.6 holds over the ambiguity
set of the form Eq. (12) that is constructed from h(α) = Rα(Qγ‖P ) for an appropriate range of α ∈ I (I being related to
γ as stated in the above theorem).
We also obtain a tightness result over a range of QoIs, for fixed P and Q. The method of proof is very similar to the
proof of Theorem 6.3; see Appendix C for details.
Theorem 6.5 Let P and Q be probability measures on (Ω,M). For ρ : Ω→ [0,∞] measurable, define
T +β (ρ) =
{
τ : Ω→ [0,∞]|τ is measurable and EP [τβ ] ≤ EP [ρβ ]
}
, β 6= 0, (99)
T −β (ρ) =
{
τ : Ω→ [0,∞]|τ is measurable and EP [τβ ] ≥ EP [ρβ ]
}
, β 6= 0.
1. SupposeQ≪ P . For ν > 0 define φν = (dQ/dP )ν .
Then
sup
τ∈T +
1+ν−1
(φν)
log
[∫
τdQ
]
= log
[∫
φνdQ
]
(100)
= inf
c>1
{
1
c
log
[∫
φcνdP
]
+
1
c− 1Rc/(c−1)(Q‖P )
}
,
the infimum is achieved at c = 1 + ν−1, and
log
[∫
φνdQ
]
= ν(1 + ν)R1+ν(Q‖P ). (101)
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2. Suppose P ≪ Q. For ν > 1 define ρν = (dP/dQ)ν . If
∫
(dP/dQ)ν−1dP <∞ then
inf
τ∈T −
1−ν−1
(ρν)
log
[∫
τdQ
]
= log
[∫
ρνdQ
]
(102)
= sup
c<1,c 6=0
{
1
c
log
[∫
ρcνdP
]
− 1
1− cR1/(1−c)(P‖Q)
}
,
the supremum is achieved at c = 1− ν−1, and
log
[∫
ρνdQ
]
= ν(ν − 1)Rν(P‖Q). (103)
3. Suppose P ≪ Q. For ν ∈ (0, 1) define ρν = (dP/dQ)ν . Then
inf
τ∈T +
1−ν−1
(ρν)
log
[∫
τdQ
]
= log
[∫
ρνdQ
]
(104)
= sup
c<1,c 6=0
{
1
c
log
[∫
ρcνdP
]
− 1
1− cR1/(1−c)(P‖Q)
}
,
the supremum is achieved at c = 1− ν−1, and Eq. (103) holds.
Remark 6.6 One can prove a related tightness property for the KL-divergences: If R(Q‖P ) < ∞, R(P‖Q) < ∞, and
for ν > 0 we define f±ν = ±ν log(dQ/dP ) then
± inf
c>0
{
1
c
log
(
EP
[
e±cf
±
ν
])
+
1
c
R(Q‖P )
}
= EQ[f
±
ν ] = ±νR(Q‖P ). (105)
7. Applications
7.1. Battery Failure Probability
As our first application of the methods developed above, we illustrate the steps one might take in analyzing risk-
sensitivity for a model obtained by fitting to a data-set. Specifically, we will analyze the life-time, T , of lithium-ion
batteries using the data set of N = 124 battery failure times from [3] (T is the number of charge-discharge cycles over the
battery’s lifetime); see the left pane of Figure 5 for a histogram.
The steps suggested by the framework developed above are as follows:
1. Pick a QoI: If one is interested in risk-sensitive QoIs then the Re´nyi-based methodology developed in this paper is
appropriate (see the discussion in Section 5.3). Here we will study the battery failure rate: τ = 1/T , which is very
sensitive to the tail of the distribution near T = 0.
2. Construct the Baseline Model from the Data: The chosen QoI is most sensitive to the tail near zero (the ‘early’
failure probability), and is relatively insensitive to the large T tail. We choose to fit to a gamma distribution, with
probability density
pa,b(T ) =
1
baΓ(a)
T a−1e−T/b, t > 0, (106)
as it provides a dedicated parameter, a, to fit the decay at 0 (unlike, for example, the Weibull family, where the decay
as T → 0 and T →∞ are linked).
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Figure 5: Left: Histogram created from the 124 battery lifetimes, T , in the data-set from [3] (see the supplementary material), together with the gamma-
distribution fit and a kernel-density estimator. Right: Upper bounds on the expected battery failure rate, E[1/T ], computed using the risk-sensitive UQ
bound Eq. (87), under the scenarios of super-exponential decay (blue curve; see Eq. (64) with κ = 2), power-law decay (magenta curve; see Eq. (59)), and
Gaussian ambiguity set (red curve; see Eq. (68)). The parameter r0 is related to the relative entropy of the alternative models with respect to the baseline
(see Section 4.1 as well as the discussion below). The non-risk-sensitive bound (88), which is based on relative entropy, is not applicable here as the MGF
of the QoI does not exist on any neighborhood of 0. The baseline model QoI (black solid line) was computed from a MLE fit to a gamma distribution; see
Eq. (106) - (107).
The maximum likelihood estimators (MLE) obtained from the data in [3] are used to define the baseline model:
P (dT ) = pa,b(T )dT, a ≡ â = 5.38, b ≡ b̂ = 149. (107)
3. Build Ambiguity Set(s): As is apparent form the frequency histogram, Figure 1, the data set contains very little
information about the tails of the distribution. The chosen QoI, τ = 1/T , is risk sensitive and so one should have
a healthy skepticism regarding the value of EP [1/T ] that is computed form the model constructed in step (2). It
is therefore important to test the robustness of the chosen QoI under perturbations, Q, of the baseline model P .
Performing a non-parametric robustness test using our methods requires the choice of an ambiguity set, defined
via Eq. (16) (or, more concretely, via Eq. (32)). The choice of ambiguity set should reflect the type of model-form
uncertainty one wishes to test (i.e., the type of stress test). We discuss this choice in more detail below.
4. Compute Robustness Bounds: Now that we have a QoI and ambiguity set(s), we can use Theorem 5.9 to obtain
UQ bounds.
Remark 7.1 Note that the MGF of the QoI τ = 1/T under P does not exist. This is another indication that the QoI
is risk-sensitive and also implies that the non-risk-sensitive bound from Proposition Eq. (5.8) is not applicable in this
case. In contrast, the risk-sensitive bound (86) only requires existence of c’th moments for c in a neighborhood of
1, and so is applicable in this case. This is an extreme form of the phenomenon seen in Figure 4, where the risk-
sensitive UQ bounds were seen to be tighter than the non-risk-sensitive bounds when the degree of risk-sensitivity
(rarity) became sufficiently high.
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For illustrative purposes, we characterize the system under three tail-decay scenarios, using the framework of Section
3: power-law decay (59), super-exponential decay (Eq. (64) with κ = 2), and the Gaussian ambiguity set (Eq. (68)). UQ
bounds are shown in the right pane of Figure 5 as a function of r0. Each of the corresponding ambiguity sets are fixed once
one specifies an upper bound on the relative entropy, as that fixes r0 in Eq. (62), Eq. (67), or Eq. (71). There is a large body
of literature on estimating relative entropy, and other density functionals [20, 21, 22, 23, 24, 25, 26], though none of these
works appear to rigorously apply to the task of estimatingR(Q‖P ) in this situation (continuous distributions of unbounded
support). Here, we use a bootstrap method, where we take N samples (with replacement) from the data set, use the sample
to form a kernel density estimator and use that as a surrogate for Q to compute R(Q‖P ). Averaging the result over many
different samples results in R(Q‖P ) ≈ 0.074.
Selecting which ambiguity set to use, out of the three types shown in Figure 5 (or out of the infinitely many other
possibilities), is a modeling choice; each such choice represents a different type of stress-test of the model. Given that we
have little data regarding the tail at 0, it is reasonable to stress-test the model via alternative models that decay polynomially
at 0 with a slower rate β, than the MLE fit, i.e., β < a. Thinking of the tail near zero, such alternative models with have
log-likelihood decay of the form:
P (dQ/dP ≥ r) ≈ P (CT β−1/T a−1 ≥ r) ≈ Dr−a/(a−β) (108)
for r large enough (C, D are some constants). This is of the power-law type (59).
Remark 7.2 Note that here, power-law decay of the likelihood under P does correspond to power-law perturbation of the
density near 0. This is because P also has a power-law form near 0.
Therefore, we are motivated to stress-test the model under the power-law family of ambiguity sets (59). This, together
with the estimate R(Q‖P ) ≈ 0.074, fixes r0 ≈ 0.70. The resulting UQ bound obtained from Theorem 5.9 (see Figure
5) is EQ[1/T ] ≤ 0.00194 for all Q ∈ UPLr0 (P ), as compared to the base-model expectation EP [1/T ] = 0.00153. We
emphasize that we do not simply compute the QoI under the gamma distribution Eq. (106) with perturbed values of a; our
goal with these methods is to obtain robust UQ bounds over non-parametricmodel neighborhoods.
Remark 7.3 We obtain a very similar bound EQ[1/T ] ≤ 0.00198, if we stress-test via the Gaussian ambiguity set (see
Eq. (68)). Based on the discussion in Remark 4.1, this is unsurprising.
7.2. Distributional Robustness for Large Deviations Rate Functions
Next, we show how our results can yield UQ bounds on large deviations rate functions. Specifically, we letXn, n ∈ Z+
be IID Rd-valued random variables with distribution P and finite MGF everywhere, i.e.,∫
ev·xP (dx) <∞, v ∈ Rd. (109)
Let Pn be the distribution ofXn ≡ 1n
∑n
i=1Xi. Cramer’s Theorem (see, for example, Section 2.2 in [13]) implies that the
Pn satisfy a large deviations principle with rate function, IP , given by
IP (x) = sup
v∈Rd
{v · x− ΛP (v)} , ΛP (v) ≡ log
[∫
ev·yP (dy)
]
. (110)
In the following result, we obtain UQ bounds on this type of rate function:
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Theorem 7.4 Let P,Q be probability measures on Rd. Then, using the definitions from Eq. (110), we have
sup
c>1
{
1
c
IP (x) − 1
c− 1Rc/(c−1)(Q‖P )
}
≤ IQ(x) ≤ inf
0<c<1
{
1
c
IP (x) +
1
1− cR1/(1−c)(P‖Q)
}
(111)
(∞−∞ ≡ −∞ in the lower bound).
Proof. Lemma 5.6 with τ(x) = ev·x gives
ΛQ(v) ≤ inf
c>1
{
1
c
log
[∫
ecv·yP (dy)
]
+
1
c− 1Rc/(c−1)(Q‖P )
}
. (112)
Therefore, for c > 1,
IQ(x) ≥1
c
sup
v∈Rd
{
cv · x− log
[∫
ecv·yP (dy)
]}
− 1
c− 1Rc/(c−1)(Q‖P ) (113)
=
1
c
IP (x)− 1
c− 1Rc/(c−1)(Q‖P ).
Taking the supremum over c > 1 gives the lower bound.
The derivation of the upper bound proceeds similarly:
ΛQ(v) ≥ sup
c<1,c 6=0
{
1
c
log
[∫
ecv·yP (dy)
]
− 1
1− cR1/(1−c)(P‖Q)
}
(114)
(∞−∞ ≡ −∞). So for 0 < c < 1 we have
IQ(x) ≤1
c
sup
v∈Rd
{
v · x− log
[∫
ev·yP (dy)
]}
+
1
1− cR1/(1−c)(P‖Q) (115)
=
1
c
IP (x) +
1
1− cR1/(1−c)(P‖Q).
(Note that we must restrict the supremum to c > 0 so that we can pull the 1/c factor out of the supremum.) Taking the
infimum over c ∈ (0, 1) gives the upper bound.
As a concrete example, let P be a normal distribution on Rd with mean 0 and invertible covariance matrix Σ; the
associated rate function is IP (x) =
1
2xΣ
−1x. Suppose we are considering a specific alternative model
Q(dx) = Z−1(1 + φ(x))P (dx), (116)
e.g., a ‘rough’ non-Gaussian perturbation φ, where Z is the normalization factor and we assume known bounds 0 < m ≤
1 + φ(x) ≤M for all x.
Here we illustrate the use of the classical MGF bounds (in particular, the Bennett bound) that were discussed at the end
of Section 2.2: The assumed bounds on 1 + φ imply
a ≡ log(m/M) ≤ log(m/Z) ≤ log(dQ/dP ) ≤ log(M/Z) ≤ log(M/m) ≡ b, (117)
(note that a = −b) and so the Bennett bound Eq. (21) combined with Eq. (14) gives
Rα(Q‖P ) ≤ 1
α(α − 1)
(
(α− 1)b+ log
(
(b − η)2
(b− η)2 + σ2 e
−(α−1)(σ2/(b−η)+(b−η)) +
σ2
(b− η)2 + σ2
))
≡ h(α), α > 1,
(118)
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where η ≤ b is an upper bound on R(Q‖P ) and σ2 is an upper bound on VarQ[log(dQ/dP )]. Eq. (118) can be used in
conjunction with Eq. (111) to obtain a lower bound on the rate function. Results are shown in Figure 6 for several values of
η and σ2. For comparison, we also show the naive bound (black dashed curve) IQ(x) ≥ max{IP (x)− log(M/m), 0}, ob-
tained from using the upper bound (117) on dQ/dP in the definition Eq. (110), together with the fact that rate functions are
non-negative.
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Figure 6: Lower bounds on the rate function forQ, computed from Eq. (110).
The base model is normal, P = N(0,Σ), with rate function shown in black.
We assume a bounded perturbation with −b ≤ log(dQ/dP ) ≤ b = 2 and
several values of η = R(Q‖P ) and σ2 = VarQ[log(dQ/dP )].
To understand the behavior in this figure, note that
when ‖Σ−1/2x‖ is large, the optimum value of c in the
lower bound from Eq. (111) will occur for c ≈ 1, and
so α ≫ 1 in Eq. (118). Therefore the upper bound on
Rα(Q‖P ) will approach b/α, and the optimum value is
approximately
1
c∗
IP (x)− 1
c∗ − 1Rc∗/(c∗−1)(Q‖P ) (119)
≈ 1
c∗
(IP (x)− b) ≈ IP (x)− b,
the same result as the naive bound. Hence, all of the
bounds converge to the naive bound for ‖Σ−1x‖ suffi-
ciently large. However, for intermediate values of ‖Σ−1x‖
our bounds are much more informative; they do require the
additional effort of computing (estimating) R(Q‖P ) and
VarQ[log(dQ/dP )]. Note that if one can also more accurately estimate Z , then a further improvement is be obtained by
using b = log(M/Z).
7.3. Risk-Sensitive Distributionally Robust Optimization with an Application to Option Pricing
Finally, as an application of the tightness results from Section 6.2, we study a distributionally robust optimization (DRO)
problem. DRO is an area with much recent work [27, 28, 29, 30, 31, 32, 33, 34, 35], wherein both information-theoretic and
optimal-transport (Wasserstein-metric) based methods are widely used. In this section, we develop a DRO result applicable
to risk-sensitive QoIs, using Re´nyi divergences.
The general setting is as follows: Fix a probability measure P , a collection of QoIs τy : Ω → [0,∞], y ∈ Y (the
parameter-space to be optimized over), and ambiguity sets Uy ⊂ P(Ω), y ∈ Y . The goal in risk-sensitive distributionally
robust optimization (DRO) is to compute one of the following:
argmin
y∈Y
sup
Q∈Uy
logEQ[τy ] or argmax
y∈Y
inf
Q∈Uy
logEQ[τy]. (120)
In the former, τy is often thought of as a cost, and the latter as a profit; in either case, y is a design or control variable. The
problem Eq. (120) then corresponds to finding the value of the control variable that minimizes (resp. maximizes) the worst
case cost (resp. profit) over the ambiguity sets Uy .
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Remark 7.5 The inclusion of the log in Eq. (120) doesn’t impact the minimizer/maximizer, but formulating the problem
this way better connects with the results developed above. We need to treat the min-max and max-min problems separately,
as our risk-sensitive UQ results only apply to non-negative QoIs, and hence we cannot use the standard technique of
converting between the problem types simply by changing the sign of the QoI.
Theorem 6.3 gives conditions under which one can explicitly evaluate the inner maximization or minimization in
Eq. (120), for specific classes of ambiguity sets. As a simple, concrete example, we consider the pricing of perpetual
American put options. For background see Chapter 8 of [36] or Chapter 8 of [37].
Under the baseline model, the asset price evolves according to geometric Brownian motion in an interest rate-r envi-
ronment and with volatility σ,
dXt = rXrdt+ σXtdWt, (121)
where r, σ > 0 are constants. This has the explicit solution
Xt = X0 exp
(
σW (t) + (r − σ2/2)t) . (122)
The baseline measure, P , is then the distribution ofX on path space, C([0,∞),R).
The quantity of interest we consider is defined as follows: LetK > 0 be the option strike price. The payout if the option
is exercised at time t ≥ 0 isK − xt, where xt is the asset price at time t. The relevant QoI is then the value, discounted to
the present time:
V [x]t = e
−rt(K − xt)1t<∞. (123)
We assume that the option-holder’s strategy is to exercise the option when the stock price hits some level L, assumed
to satisfy 0 < L < K < X0, i.e., we consider the stopping times τL[x] = inf{t ≥ 0 : xt ≤ L}. The option holder’s goal
is to choose L so as to maximize the expected option value at the stopping time, i.e., maximize EP [VτL ]. However, due to
lack of confidence in the model, one might desire to build in a safety margin by first maximizing over some ambiguity set
of alternative models. With this as motivation, our goal here is to compute the following:
argmax
L
inf
Q∈U
log(EQ[VL]), VL[x] ≡ e−rτL(K − xτL)1τL<∞ = (K − L)e−rτL1τL<∞ (124)
for an appropriate ambiguity set U (to be discussed below).
From Eq. (122), one can see that τL is the level aL hitting time of a Brownian motion with constant drift µ, where
aL ≡ −σ−1 log(X0/L), µ ≡ r/σ − σ/2. (125)
From Eq. (97), we see that if we choose γ < 0, γ 6= −1 and
U = Uγ1+γ−1(P ) = {Q : R1+γ−1(Q‖P ) ≤ R1+γ−1(Qγ‖P )}, dQγ ≡ V γL dP/EP [V γL ] (126)
(V γL denotes the γ’th power) then the inner minimization is computable, and we obtain
argmax
L
inf
Q∈Uγ
1+γ−1
(P )
log(EQ[VL]) = argmax
L
log(EQγ [VL]) = argmax
L
EQγ [VL]. (127)
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To make the above calculation valid, we must restrict to parameter values where µ < 0, so that τL <∞ P -a.s. (see Chapter
8 of [36] and page 196 in [38]), otherwise we will have EP [V
γ
L ] =∞.
The expectation can be evaluated using the formula for the MGF of τL under P (again, see Chapter 8 of [36]):
EP [e
−λτL ] = exp(aLµ− |aL|
√
µ2 + 2λ), λ > −µ2/2. (128)
Using this we find for 0 > γ > −µ2/(2r), γ 6= −1:
EQγ [VL] =
∫
V 1+γL dP/EP [V
γ
L ] = (K − L)
∫
e−r(1+γ)τLdP/
∫
e−rγτLdP (129)
=(K − L) exp(−|aL|
√
µ2 + 2r(1 + γ) + |aL|
√
µ2 + 2rγ)
=(K − L)(L/X0)dγ/σ, dγ ≡
√
µ2 + 2r(1 + γ)−
√
µ2 + 2rγ.
One can calculate R1+γ−1(Qγ‖P ) explictly, and thereby write the ambiguity set as
Uγ1+γ−1(P ) =
{
Q : R1+γ−1(Q‖P ) ≤ −
γ
γ + 1
aLµ+
γ2
γ + 1
|aL|
√
µ2 + 2(γ + 1)r + γ|aL|
√
µ2 + 2rγ
}
. (130)
Note that this ambiguity set only constrainsRα(Q‖P ) at the single (but γ-dependent) value of α = 1+γ−1; in the language
of Definition 12, the right-hand-side of Eq. (133) defines h(1 + γ−1), with h being undefined otherwise.
For a simple example of a class of alternative models that are contained in Uγ1+γ−1(P ), one can take Q to be the
distribution of Y in path space, where Yt solves an SDE of the form
dYt = (r +∆rt)Ytdt+ σYtdWt, (131)
and the process ∆r is bounded on [0, T ] and equals 0 for t > T . A straightforward application Girsanov’s theorem can
then be used to show that
Rα(Q‖P ) ≤ ‖∆r‖
2
∞
2σ2
T, for all α > 1. (132)
Combining this with the right-hand-side of Eq. (133), we see that
Q ∈ Uγ1+γ−1(P ) if
‖∆r‖2∞
2σ2
T ≤ − γ
γ + 1
aLµ+
γ2
γ + 1
|aL|
√
µ2 + 2(γ + 1)r + γ|aL|
√
µ2 + 2rγ. (133)
Remark 7.6 More general alternative models that (131) are possible, including ones where ∆r has unbounded support,
but bounding the Re´nyi divergences in such cases is a more involved task; we do not enter into the techniques for doing so
here, as they are tangential to our primary goal in this paper.
It should also be noted that in more realistic option-pricing models, the option itself has a finite expiration date, T , and
so the problem is naturally posed on a compact time interval. However, analyzing such models is more complex and we do
not discuss them further here; see [36] for details.
From Eq. (129), one can compute the maximizer in Eq. (127):
L∗γ ≡ argmax
L
EQγ [VL] =
dγK
dγ + σ
, dγ =
√
µ2 + 2r(1 + γ)−
√
µ2 + 2rγ. (134)
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It is important to note that dγ is decreasing and
lim
γր0
L∗γ =
2rK
2r + σ2
, (135)
which equals the optimal L in the non-risk-sensitive formulation of the problem (see 8.3.12 in [36]). Therefore we can
interpret γ < 0 as the degree of risk-aversion; when γ decreases below 0, L∗γ increases, meaning that a more conservative
choice of stopping level is considered optimal when one has uncertainty about one’s model.
Appendix A. Proof of the Re´nyi-Donsker-Varadhan Variational Formula
Here we prove the generalization of the Donsker-Varadhan variational formula from Theorem 5.4 and restated below:
Theorem A1 (Re´nyi-Donsker-Varadhan Variational Formula) Let P,Q be probability measures on (Ω,M) and α ∈
R \ {0, 1}. Then
Rα(Q‖P ) = sup
g∈B(Ω)
{
1
α− 1 log
[∫
e(α−1)gdQ
]
− 1
α
log
[∫
eαgdP
]}
. (A.1)
Proof. If one can show Eq. (A.1) for all α > 1 and all P,Q, then, using the relation Eq. (11) and reindexing g → −g in the
supremum, one find that Eq. (A.1) also holds for all α < 0. So we only need to consider the cases α ∈ (0, 1) and α > 1.
Using Eq. (80) with β = α− 1, γ = α, for all g ∈ B(Ω) we find
1
α
log
[∫
eαgdP
]
≥ 1
α− 1 log
[∫
e(α−1)gdQ
]
−Rα(Q‖P ), (A.2)
and hence
Rα(Q‖P ) ≥ sup
g∈B(Ω)
{
1
α− 1 log
[∫
e(α−1)gdQ
]
− 1
α
log
[∫
eαgdP
]}
≡ H(Q‖P ). (A.3)
To show the reverse inequality, we separate into three cases:
1. α > 1 and Q 6≪ P : We will show H(Q‖P ) = ∞, which will prove the desired inequality. To do this, take a
measurable set A with P (A) = 0 but Q(A) 6= 0. Let g = N1A. Then
H(Q‖P ) ≥ 1
α− 1 log
∫
e(α−1)gdQ − 1
α
log
∫
eαgdP (A.4)
=
1
α− 1 log
(
e(α−1)NQ(A) +Q(Ac)
)
− 1
α
logP (Ac)→∞
as N →∞, since α > 1.
2. α > 1 andQ≪ P : In this case we have
Rα(Q‖P ) = 1
α(α− 1) log
(∫
(dQ/dP )αdP
)
. (A.5)
Let fn,m(x) = x11/m<x<n + n1x≥n + 1/m1x≤1/m and gn,m = log(fn,m(dQ/dP )). These are bounded and
measurable and so
H(Q‖P ) ≥ 1
α− 1 log
∫
e(α−1)gn,mdQ− 1
α
log
∫
eαgn,mdP (A.6)
=
1
α− 1 log
∫
fn,m(dQ/dP )
(α−1) dQ
dP
dP − 1
α
log
∫
fn,m(dQ/dP )
αdP.
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Define fn(x) = x1x<n + n1x≥n. Using the dominated convergence theorem to takem→∞, we find
H(Q‖P ) ≥ 1
α− 1 log
∫
fn(dQ/dP )
(α−1) dQ
dP
dP − 1
α
log
∫
fn(dQ/dP )
αdP (A.7)
≥ 1
α(α − 1) log
∫
fn(dQ/dP )
αdP.
We have 0 ≤ fn(dQ/dP )ր dQ/dP , and so the monotone convergence theorem gives
H(Q‖P ) ≥ 1
α(α − 1) log
∫
(dQ/dP )αdP = Rα(Q‖P ). (A.8)
This proves the result in this case.
3. α ∈ (0, 1): Here, we have
Rα(Q‖P ) = 1
α(α − 1) log
(∫
p>0
qαp1−αdν
)
, (A.9)
where ν is any sigma-finite positive measure for which dQ = qdν and dP = pdν. Define fn,m(x) as in the previous
case and let gn,m = log(fn,m(q/p)), where q/p is defined to be 0 if q = 0 and +∞ if p = 0 and q 6= 0.
gn,m are bounded and measurable, hence
H(Q‖P ) ≥− 1
1− α log
∫
e(α−1)gn,mdQ − 1
α
log
∫
eαgn,mdP (A.10)
=− 1
1− α log
∫
fn,m(q/p)
α−1qdν − 1
α
log
∫
fn,m(q/p)
αpdν.
We can take n→∞ using the dominated convergence theorem (here it is critical that α ∈ (0, 1)) to get
H(Q‖P ) ≥− 1
1− α log
∫
1
max(1/m, q/p)1−α
qdν − 1
α
log
∫
max(1/m, q/p)αpdν (A.11)
≥− 1
1− α log
∫
q>0,p>0
qαp1−αdν − 1
α
log
∫
p>0
max(1/m, q/p)αpdν.
(Note that the second term is always finite.)
We can use the dominated convergence theorem on the second term to obtain
H(Q‖P ) ≥− 1
1− α log
∫
p>0
qαp1−αdν − 1
α
log
∫
p>0
qαp1−αdν (A.12)
=
1
α(α − 1) log
∫
p>0
qαp1−αdν = Rα(Q‖P ).
This completes the proof.
Appendix B. Proof of UQ Bounds for Risk-Sensitive QoIs
Here we prove the UQ bound for risk-sensitive QoIs, Lemma 5.6, extending Proposition 1.3 to g that are valued in the
extended reals:
Proof. First suppose τ : Ω→ [0,∞). If ∫ τcdP =∞ or Rc/(c−1)(Q‖P ) =∞ then Eq. (86) is trivial, so suppose not.
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Define τn = 1/n1τ<1/n + τ1τ≥1/n. These are positive and decrease pointwise to τ . Therefore, Proposition 1.3 with
g = log(τn) gives
log
∫
τndQ ≤ 1
c
log
∫
τcndP +
1
c− 1Rc/(c−1)(Q‖P ). (B.1)
By Fatou’s Lemma we have
∫
τdQ ≤ limn
∫
τndQ, therefore
log
∫
τdQ ≤ log lim
n
∫
τndQ ≤ lim inf
n
(
1
c
log
∫
τcndP +
1
c− 1Rc/(c−1)(Q‖P )
)
. (B.2)
We are in the case where Rc/(c−1)(Q‖P ) < ∞ and τc ∈ L1(P ). Therefore τcn = 1/nc1τ<1/n + τc1τ≥1/n ≤ 1 + τc ∈
L1(P ). The dominated convergence theorem then implies
∫
τcndP →
∫
τcdP and hence
log
∫
τdQ ≤1
c
log
∫
τcdP +
1
c− 1Rc/(c−1)(Q‖P ). (B.3)
This proves Eq. (86) when τ : Ω→ [0,∞).
To prove Eq. (83) for τ valued in [0,∞) we need to show that
log
[∫
τdQ
]
≥ 1
c
log
∫
τcdP − 1
1− cR1/(1−c)(P‖Q) (B.4)
for all c < 1, c 6= 0. If R1/(1−c)(P‖Q) =∞ or
∫
τdQ =∞ this is trivial, so suppose they are both finite.
Define τn as above. First let c ∈ (0, 1):
0 ≤ τn ≤ 1 + τ ∈ L1(Q) (in the case we are considering) so the dominated convergence theorem, combined with
Proposition 1.3 and Fatou’s Lemma, give
log
[∫
τdQ
]
= lim
n
log
[∫
τndQ
]
(B.5)
≥ lim inf
n
(
c−1 log
∫
τcndP − 1/(1− c)R1/(1−c)(P‖Q)
)
≥c−1 log
∫
τcdP − 1/(1− c)R1/(1−c)(P‖Q).
Similarly, for c < 0 we have
log
[∫
τdQ
]
= lim
n
log
[∫
τndQ
]
(B.6)
≥ lim sup
n
(
1
c
log
∫
τcndP −
1
1− cR1/(1−c)(P‖Q)
)
≥1
c
log
∫
τcdP − 1
1− cR1/(1−c)(P‖Q),
where we used τcn ≤ τc.
Now consider the general case τ : Ω→ [0,∞]. Applying the above calculations to τm = τ1τ≤m+m1τ>m (which are
valued in [0,∞)) gives
log
[∫
τmdQ
]
≤ 1
c
log
[∫
τcmdP
]
+
1
c− 1Rc/(c−1)(Q‖P ), c > 1, (B.7)
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where we interpret−∞+∞ =∞, and
log
[∫
τmdQ
]
≥ 1
c
log
[∫
τcmdP
]
− 1
1− cR1/(1−c)(P‖Q), c < 1, c 6= 0, (B.8)
where∞−∞ = −∞.
Takingm→∞ via the monotone convergence theorem gives
log
[∫
τdQ
]
≤ 1
c
log
[∫
τcdP
]
+
1
c− 1Rc/(c−1)(Q‖P ) (B.9)
for c > 1 and
log
[∫
τdQ
]
≥ 1
c
log
[∫
τcdP
]
− 1
1− cR1/(1−c)(P‖Q) (B.10)
for 0 < c < 1.
For c < 0, the monotone convergence theorem gives
log
[∫
τdQ
]
≥ lim sup
m
(
1
c
log
[∫
τcmdP
]
− 1
1− cR1/(1−c)(P‖Q)
)
, (B.11)
where we use the convention∞−∞ ≡ −∞. We have τcm ց τc, hence if
∫
τcdP < ∞ then τcm ≤ 1 + τc ∈ L1(P ) and
so the dominated convergence theorem implies
log
[∫
τdQ
]
≥ 1
c
log
[∫
τcdP
]
− 1
1− cR1/(1−c)(P‖Q). (B.12)
If
∫
τcdP =∞ then the above bound trivially holds. This completes the proof.
Appendix C. Proofs of the Divergence and Tightness Properties
The following is a proof of the divergence property, Theorem 6.1:
Proof. Eq. (89) and Eq. (90) follow directly from Proposition 5.3 and Eq. (91) follows from reindexing β → −β in the
infimum.
To prove non-negativity of Ξγ+, note that the cumulant generating function Λ(c) ≡ log
∫
ecgdP is smooth and convex
(strictly convex if g is not P -a.s. constant), hence its derivative is non-decreasing. Therefore
1
c
Λ(c) =
∫ 1
0
Λ′(cr)dr. (C.1)
is non-decreasing (strictly increasing if g is not P -a.s. constant) in c. This, together with non-negativity of the Re´nyi
divergences, implies Ξγ+(Q‖P, g) ≥ 0.
If Q = P then Rα(Q‖P ) = 0 for all α, and so taking β ց γ gives Ξγ+(Q‖P, g) = 0.
To complete the proof of the divergence property for Ξγ+, suppose g is not P -a.s. constant and Ξ
γ
+(Q‖P, g) = 0. By
the definition of Ξγ+, there must exist βn > γ, βn 6= 0 with
1
βn
log
[∫
eβngdP
]
− 1
γ
log
[∫
eγgdP
]
+ β−1n
βn
βn − γRβn/(βn−γ)(Q‖P )→ 0. (C.2)
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The fact that c→ 1cΛ(c) is strictly increasing implies that, after taking a subsequence, we have βn ց γ. Therefore
0 = lim
n→∞
1
βn
log
[∫
eβngdP
]
− 1
γ
log
[∫
eγgdP
]
+ β−1n
βn
βn − γRβn/(βn−γ)(Q‖P ) (C.3)
= lim
n→∞
βn
βn − γRβn/(βn−γ)(Q‖P ).
By Eq. (9) we see that, if γ > 0, the sequence βnβn−γRβn/(βn−γ)(Q‖P ) is nondecreasing. Combined with Eq. (C.3) and
non-negativity, we find Rβ1/(β1−γ)(Q‖P ) = 0. The divergence property for Re´nyi, Eq. (8), then givesQ = P .
If γ < 0, first use Eq. (11) to rewrite Eq. (C.3) as
0 = lim
n→∞
βn
βn − γRβn/(βn−γ)(Q‖P ) = − limn→∞
1
1− βn/γR1/(1−βn/γ)(P‖Q). (C.4)
Taking n large enough that βn < 0 we see that n→ 11−βn/γR1/(1−βn/γ)(P‖Q) is nondecreasing, and so
0 = lim
n→∞
1
1− βnk/γ
R1/(1−βnk/γ)(P‖Q) ≥
1
1− βn1/γ
R1/(1−βn1/γ)(P‖Q) ≥ 0. (C.5)
Hence R1/(1−βn1/γ)(P‖Q) = 0 and therefore P = Q. Finally, the divergence property for Ξ
γ
− follows from Eq. (91).
We now prove the tightness results. These calculations are similar to proving the equality case from Proposition 1.3. First
we give a proof of Theorem 6.3:
Proof.
1. Let γ > 0. Using Eq. (86) from Lemma 5.6, bounding the infimum by the value at c = 1 + γ, and then using the
definition of Uγ1+γ−1(P ) we have
sup
Q∈Uγ
1+γ−1
(P )
log
[∫
τdQ
]
≤ sup
Q∈Uγ
1+γ−1
(P )
inf
c>1
{
1
c
log
[∫
τcdP
]
+
1
c− 1Rc/(c−1)(Q||P )
}
(C.6)
≤ sup
Q∈Uγ
1+γ−1
(P )
{
1
1 + γ
log
[∫
τ1+γdP
]
+
1
γ
R1+1/γ(Q||P )
}
≤ 1
1 + γ
log
[∫
τ1+γdP
]
+
1
γ
R1+1/γ(Qγ ||P ).
Direct calculation, using Eq. (10), gives
1
1 + γ
log
[∫
τ1+γdP
]
+
1
γ
R1+1/γ(Qγ |P ) = log
[∫
τdQγ
]
≤ sup
Q∈Uγ
1+γ−1
(P )
log
[∫
τdQ
]
. (C.7)
Using Corollary 5.6 again yields
log
[∫
τdQγ
]
≤ inf
c>1
{
1
c
log
[∫
τcdP
]
+
1
c− 1Rc/(c−1)(Qγ ||P )
}
(C.8)
≤ 1
1 + γ
log
[∫
τ1+γdP
]
+
1
γ
R1+1/γ(Qγ ||P ).
Combining these with Eq. (95) gives the claimed result, Eq. (96).
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2. Let γ ∈ (−1, 0). Similarly to the previous case, using Eq. (83) from Lemma 5.6, bounding the supremum below by
the value at c = 1 + γ, and using the definition of Uγ1+γ−1(P ) along with Eq. (11), we find
inf
Q∈Uγ
1+γ−1
(P )
log
[∫
τdQ
]
≥ inf
Q∈Uγ
1+γ−1
(P )
sup
c<1,c 6=0
{
1
c
log
[∫
τcdP
]
− 1
1− cR1/(1−c)(P ||Q)
}
(C.9)
≥ 1
1 + γ
log
[∫
τ1+γdP
]
− 1−γR1+1/γ(Qγ ||P )
=
1
1 + γ
log
[∫
τ1+γdP
]
− 1−γR−γ−1(P‖Qγ).
We assumed EP [τ
γ ] <∞ so P (τ = 0) = 0. We also assumed P (τ =∞) = 0. Therefore P ≪ Qγ and we can use
Lemma 5.6 and the Re´nyi entropy formula 10 to compute
log
[∫
τdQγ
]
≥ sup
c<1,c 6=0
{
1
c
log
[∫
τcdP
]
− 1
1− cR1/(1−c)(P ||Qγ)
}
(C.10)
≥ 1
γ + 1
log
[∫
τγ+1dP
]
− 1−γR−γ−1(P ||Qγ)
=
1
γ + 1
log
[∫
τγ+1dP
]
+
γ
1 + γ
log
[∫
τγ+1dP
]
− logEP [τγ ]
= log
[∫
τdQγ
]
.
Here, it was critical that we assumed
∫
τγ+1dP <∞, so as to avoid the∞−∞ ≡ −∞ case.
Combining Eq. (C.9) with Eq. (C.10) and Eq. (95) yields the claimed result, Eq. (97).
3. The proof of Eq. (98) is very similar to the above proof of Eq. (97); we omit the details.
Finally, we give a proof of Theorem 6.5:
Proof.
1. Let ν > 0. Applying Eq. (86) from Lemma 5.6 and bounding the infimum above by the value at c = 1 + ν−1 > 1
gives
log
[∫
φνdQ
]
≤ inf
c>1
{
1
c
log
[∫
φcνdP
]
+
1
c− 1Rc/(c−1)(Q‖P )
}
(C.11)
≤ 1
1 + ν−1
log
[∫
φ1+ν
−1
ν dP
]
+
1
ν−1
R(1+ν−1)ν(Q‖P )
=
ν
ν + 1
log
[∫
φ1+ν
−1
ν dP
]
+
1
ν + 1
log
[∫
(dQ/dP )ν+1dP
]
= log
[∫
φνdQ
]
.
Note that this holds even if
∫
(dQ/dP )νdQ =∞.
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We similarly have
sup
τ∈T +
1+ν−1
(φν)
log
[∫
τdQ
]
≤ sup
τ∈T +
1+ν−1
(φν)
inf
c>1
{
1
c
log
[∫
τcdP
]
+
1
c− 1Rc/(c−1)(Q‖P )
}
≤ sup
τ∈T +
1+ν−1
(φν)
{
1
1 + ν−1
log
[∫
τ1+ν
−1
dP
]
+
1
ν−1
R(1+ν−1)ν(Q‖P )
}
≤ 1
1 + ν−1
log
[∫
φ1+ν
−1
ν dP
]
+
1
ν−1
R(1+ν−1)ν(Q‖P )
= log
[∫
φνdQ
]
≤ sup
τ∈T +
1+ν−1
(φν)
log
[∫
τdQ
]
.
Combining these proves Eq. (100).
2. Now let ν > 1, so that 0 < 1 − 1/ν < 1. Using Eq. (83) from Lemma 5.6 and then proceeding similarly to the
previous case, we find
log
[∫
ρνdQ
]
≥ inf
τ∈T −
1−1/ν
(ρν)
log
[∫
τdQ
]
(C.12)
≥ inf
τ∈T −
1−1/ν
(ρν)
sup
c<1,c 6=0
{
1
c
log
[∫
τcdP
]
− 1
1− cR1/(1−c)(P ||Q)
}
≥ inf
τ∈T −
1−1/ν
(ρν)
{
1
1− 1/ν log
[∫
τ1−1/νdP
]
− 1
1− (1− 1/ν)R1/(1−(1−1/ν))(P ||Q)
}
≥ 1
1− 1/ν log
[∫
ρ1−1/νν dP
]
− 1
1− (1− 1/ν)R1/(1−(1−1/ν))(P ||Q)
=
1
1− 1/ν log
[∫
(dP/dQ)ν−1dP
]
− 1
ν − 1 log
∫
(dP/dQ)ν−1dP
= log
[∫
ρνdQ
]
. (C.13)
In obtaining the last line, we used the assumption that
∫
(dP/dQ)ν−1dP <∞.
Again using Eq. (83) from Lemma 5.6 we find
log
[∫
ρνdQ
]
≥ sup
c<1,c 6=0
{
1
c
log
[∫
ρcνdP
]
− 1
1− cR1/(1−c)(P‖Q)
}
(C.14)
≥ 1
1− 1/ν log
[∫
ρ1−1/νν dP
]
− 1
1− (1− 1/ν)R1/(1−(1−1/ν))(P‖Q).
Combining these proves Eq. (102).
3. The proof of Eq. (104) is very similar to the above proofs of Eq. (100) and Eq. (102); we omit the details.
Appendix D. Ambiguity Sets Arising from Classical MGF Bounds
In Section 2.2 we saw that there is correspondence between tail behavior and the choice of Λ defining the ambiguity
set 16. Here we give examples of different Λ’s, coming from classical MGF bounds and discuss the relations between the
resulting ambiguity sets.
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1. Sub-Gaussian: Define the ambiguity set USGη,σ (P ) via:
ΛSGη,σ(λ) = ηλ+
σ2
2
λ2, λ ≥ 0. (D.1)
Remark D1 Note that ΛSGη,σ is the CGF of a normal distribution with mean η and variance σ
2.
2. Sub-gamma (i.e., Bernstein): Define UBernη,σ,M (P ) via
ΛBernη,σ,M (λ) = ηλ+
σ2/2
1−Mλλ
2, 0 ≤ λ < 1/M. (D.2)
3. Worst Case Regret: Define UWCRb (P ) via:
ΛWCRb (λ) = λb, λ ≥ 0. (D.3)
4. Bennett-(a, b): Define Λ
B(a,b)
η (λ) via:
ΛB(a,b)η (λ) = λb+ log
(
b− η
b − ae
−λ(b−a) +
η − a
b− a
)
, λ ≥ 0, a < b, η ∈ [a, b]. (D.4)
Remark D2 Λ
B(a,b)
η is the CGF of the following probability measure, which has mean η and is supported on [a, b]:
ν =
b− η
b− aδa +
η − a
b− a δb. (D.5)
5. Bennett: Define UBb,η,σ(P ) via:
ΛBb,η,σ(λ) = λb+ log
(
(b− η)2
(b− η)2 + σ2 e
−λ(σ2/(b−η)+(b−η)) +
σ2
(b− η)2 + σ2
)
, λ ≥ 0, σ > 0, η < b. (D.6)
Remark D3 ΛBb,η,σ is the CGF the following probability measure, which has mean η, variance σ
2, and is supported
on (−∞, b]:
ν =
σ2
(b− η)2 + σ2 δb +
(b − η)2
(b− η)2 + σ2 δη−σ2/(b−η). (D.7)
For further background on these CGF bounds and their applications, see [7, 13, 39].
We have the following inclusions between these ambiguity sets:
Lemma D4 USGη,σ (P ) ⊂ UBernη,σ,M (P ).
Lemma D5 For a, b, η with b ≥ 0, a < b, a ≤ η ≤ b, we have UB(a,b)η (P ) ⊂ UWCRb (P ).
Proof. This follows from
b− η
b − ae
−(b−a)(α−1) +
η − a
b− a ≤ 1. (D.8)
Lemma D6 For a, b, η with a < b, a ≤ η ≤ b we have UB(a,b)η (P ) ⊂ USGη,(b−a)/2(P ).
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Proof. For α > 1 we have
b
α
+
1
α(α − 1) log
(
b − η
b − ae
−(b−a)(α−1) +
η − a
b− a
)
=
1
α(α − 1) log
(∫
e(α−1)fdν
)
, (D.9)
where f = a1a + b1b and ν is defined by Eq. (D.5). f is a bounded measurable function with a ≤ X ≤ b and Eν [X ] = η,
so Hoeffding’s Lemma gives
b
α
+
1
α(α− 1) log
(
b− η
b− ae
−(b−a)(α−1) +
η − a
b − a
)
≤ 1
α
(η + (α− 1)(b− a)2/8). (D.10)
This proves the claimed inclusion.
Lemma D7 If a, b, η, σ satisfy a < η < b, 0 < σ2 ≤ (b− η)(η − a) then we have UBb,η,σ(P ) ⊂ UB(a,b)η (P ).
Proof. This follows from the fact that the following function is non-decreasing:
σ2 → (b− η)
2
(b − η)2 + σ2 e
−(α−1)(σ2/(b−η)+(b−η)) +
σ2
(b− η)2 + σ2 . (D.11)
Remark D8 The bound σ2 ≤ (b − η)(η − a) is motivated by the fact that the maximum variance of a random variable
which is bounded between a and b and has mean η is (b− η)(η − a).
Appendix E. Ambiguity Sets from Two-Sided Tail Bound
An alternative to defining ambiguity sets via Definition 3.5 is to specify a two-sided bound on the deviation of the log-
likelihood from the mean. This leads leads to bounds on the moments and hence on the MGF; the proof of the following is
similar to that of Lemma 3.2:
Lemma E1 SupposeR(Q‖P ) <∞ and we have a measurableG : [0,∞)→ [0,∞) with
Q (| log(dQ/dP )−R(Q‖P )| ≥ r) ≤ G(r), r ≥ 0. (E.1)
Then
E
[
|log(dQ/dP )−R(Q‖P )|k
]
≤
∫ ∞
0
G(z)kzk−1dz, k ∈ Z, k ≥ 2. (E.2)
The moment bounds Eq. (E.2) can be used to bound the MGF via its Taylor series; see Chapter 2 in [39]. The following
corollary gives two classical examples:
Corollary E2 1. Sub-Exponential Tail (i.e., sub-gamma or Bernstein bound):
Suppose Eq. (E.1) holds with G(r) = Ce−βr for some C > 0, β > 0.
Then, for 0 ≤ λ < β, we have
Λ
log(dQ/dP )
Q (λ) ≤λR(Q‖P ) + log
(
1 +
Cλ2/β2
1− λ/β
)
(E.3)
≤λR(Q‖P ) + Cλ
2/β2
1− λ/β . (E.4)
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2. Sub-Gaussian Tail:
A sub-Gaussian bound,
Λ
log(dQ/dP )
Q (λ) ≤ R(Q‖P )λ+ β2λ2, λ ≥ 0, (E.5)
holds under any one of the following conditions:
(a) If Eq. (E.1) holds with G(r) = 2e−cr
2
then the sub-Gaussian bound Eq. (E.5) holds with β = 3/
√
2c.
(b) Let Y ∼ N(0, τ2) be a Gaussian random variable such that Eq. (E.1) holds with G(r) = cP(|Y | ≥ r) for
some c ≥ 1. Then Eq. (E.5) holds with β = cτ .
(c) If we have a > 0 such that
EQ
[
exp
(
a(log(dQ/dP )−R(Q‖P ))2)] ≤ 2 (E.6)
then Eq. (E.5) holds with β =
√
3/(2a).
Remark E3 We call CGF bounds with the general forms Eq. (E.3) (or Eq. (E.4)) and Eq. (E.5) sub-gamma (or Bernstein)
and sub-Gaussian respectively. The classical form of the sub-gamma bound is Eq. (E.4), which often leads to simpler
analytical formulas, but for practical purposes there is little reason to not use the tighter bound Eq. (E.3).
Proof.
1. First use Lemma E1 to obtain
EQ
[
|log(dQ/dP )−R(Q‖P )|k
]
≤
∫ ∞
0
Ce−βzkzk−1dz = Ck!β−k, k ≥ 2. (E.7)
(i.e., the Bernstein condition holds; see equation 2.16 in [39].) Using this, we can bound the Taylor series
Λ
log(dQ/dP )
Q (λ) ≤ log
[
eλR(Q‖P )
(
1 +
∞∑
k=2
λk
k!
Ck!β−k
)]
≤ λR(Q‖P ) + log
(
1 +
Cλ2/β2
1− λ/β
)
. (E.8)
2. The proof uses similar ideas to the sub-exponential case and the proof of Lemma 3.2; see the proof of Theorem 2.1
in [39] as well as [40].
We end this section with several examples that illustrate the sub-Gamma and sub-Gaussian cases:
1. Sub-gamma (i.e., Bernstein) bounds:
(a) Let P = N(µ1, σ1), Q = N(µ2, σ2) be Gaussian distributions on R with means µi and variances σ
2
i , i = 1, 2,
with σ2 > σ1. The Re´nyi divergence (see [12]) is
Rα(Q‖P ) = 1
α
log(σ1/σ2) +
1
2
1
α(α− 1) log(σ
2
1/σ
2
α) +
(µ1 − µ2)2
2σ2α
, σ2α = σ
2
1 − (α− 1)(σ22 − σ21) (E.9)
for all α > 1 that satisfy σ2α > 0.
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One can bound
log(σ21/σ
2
α) = log
(
1 +
(α− 1)(σ22/σ21 − 1)
1− (α− 1)(σ22/σ21 − 1)
)
≤ (α− 1)(σ
2
2/σ
2
1 − 1)
1− (α− 1)(σ22/σ21 − 1)
, (E.10)
and hence
λ
log(dQ/dP )
Q (λ) ≤ λ log(σ1/σ2) +
1
2
λ(σ22/σ
2
1 − 1)
1− λ(σ22/σ21 − 1)
+
(µ1 − µ2)2
2(σ21 − λ(σ22 − σ21))
(1 + λ)λ. (E.11)
This can be bounded above by a Bernstein-type CGF (E.4) with β−1 = σ22/σ
2
1 − 1. It should be emphasized
that the upper bound Eq. (E.11) is only used to show that this family is of Bernstein type. If one is explicitly
interested in alternative models consisting of Gaussians, one should simply use the exact formula Eq. (E.9) to
define the corresponding ambiguity set.
(b) A Bernstein bound can also be obtained directly from Eq. (E.2) in the case where log(dQ/dP ) is bounded,
| log(dQ/dP )−R(Q‖P )| ≤M andVarQ[log(dQ/dP )] ≤ σ2. Using the Taylor series of the MGF, we obtain
Λ
log(dQ/dP )
Q (λ) =λR(Q‖P ) + logEQ
[
∞∑
n=0
λn
n!
(log(dQ/dP )−R(Q‖P ))n
]
(E.12)
≤λR(Q‖P ) + log
(
1 +
σ2
2M2
∞∑
n=2
(λM)n
)
=λR(Q‖P ) + log
(
1 +
σ2λ2/2
1−Mλ
)
, 0 ≤ λ < 1/M.
2. Sub-Gaussian bounds:
(a) Let P = N(µ1,Σ), Q = N(µ2,Σ) be Gaussian distributions on R
d with the same covariance matrices. Then
Rα(Q‖P ) = 1
2
(µ1 − µ2)TΣ(µ1 − µ2) = R(Q‖P ) (E.13)
for all α ≥ 1 (see [12]). Hence
Λ
log(dQ/dP )
Q (λ) = R(Q‖P )λ+R(Q‖P )λ2, (E.14)
which is of sub-Gaussian form (E.5).
(b) The Hoeffding bound, Eq. (22), is also of sub-Gaussian type.
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