This paper considers a special class of dynamic programs which satisfies the monotone and contraction assumptions. This class of dynamic programs is charaC1:erized by the piecewise linearity that the cost function is piecewise linear whenever the terminal cost function is pi'~cewise linear. Partially observable Markov decision processes have this property.
Introduction
Blackwell [1] , Denardo [4] , Straueh [14] et al consider a general class of monotone eontractive dynamic programs. In this paper we consider a special class of Denardo' s dynamic programs which satisfies the monotone and contraction assumptions. This class of dynamic programs, called piecewise linear dynamic programs, has the property that only piecewise linear cos t functions and piecewise constant policies are involved. A partially observable Markov decision process ( [6] , [11] , [12] , [13] ) has this property.
Larson [9] develops a theory, as "IITell as an algorithm, for a state Increment dynamic programming which is appU.ed to the continuous time model where the state dynamics is described by differential equations. The concept of "state increment" is similar to the one of simple partition in this paper in the sense that a convex polyhedral cell of a simple partition corresponds to a rectangular block of a state increment dynamic programming. Fox [7] studies © 1980 The Operations Research Society of Japan 92 K. Sawaki essentially finite-state d~~amic programs to approximate denumerab1e state dynamic programs. B1ackwe1l [1] and Strauch [14] also introduce the concept of essentially finiteness of the action space to approximate uncountable (Polish) state dynamic programs, but they neither mention how to cons tract an optimal policy and optimal cost, nor provide an algorithm. In this paper we show how to generate and construct E-optima1 costs and E-optima1 policies over simple partitions of which cells are convex polyhedrons. Furthermore, an algorithm is provided. It includes policy improvement and successive approximation as special cases. Its advantage is that we only have to involve linear equa1ities and linear inequalities.
In Section 2 piecewise linear dynamic programs with an abstract state space and finite action set. over an infinite horizon will be discussed. 
Piecewise Linear Dynamic Programs
First, we shall formulate a general dynamic programming problem under the setting of Denardo [4] . Secondly, a piecewise linear dynamic program will be defined. It is a special class of general dynamic programs which satisfies the mono tonici ty and contrac tion assumptions.
The state space Si is an arbitrary set of a real linear space. For each x E Si there is a set Ax of actions. Let ~ be the Cartesian product x~SiAx' An element 6 E ~ is a policy. There is always an optimal stationary policy among
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Piecewise Linear Dynamic Programs 93 a general class of policies in a contractive monotone dynamic program by Denardo [4] or Blackwell [1] . It suffices to consider only the class of stationary policies. Let V be the set of all bounded real valued functions on Q. An element of V is a cost function. V is a Banach space with the norm Ilvll = suplv(x) I. For u, v £ V we write u ~ v if u(x) ~ v(x) for all x £ Q. x£Q The loss function h is defined to be a mapping from u {x} x A x£Q x x V to a real number. Our objective function to be minimized is somehow ambiguous, unless that the loss function h is specified. In a Markov decision process, hClwever, h(x,a,v) can be written as h(x,a,v) = c(x,a) + SfQv(y)q(dylx,a) where c(x,a)
is the immediate cost, S the discount factor and q(olx,a) the transition probability on Q given x and a. Therefore, note that the system dynamics as well as the objective function is conc,ealed behind our formulation. Assume that the loss function satisfies the monotonicity and contraction assumptions, that is, for each x £ Q and a £ A h(x,a,u) ~ h(x,a,v) whenever u ~ v in V, oe:6 0 a for each x e: n, then we write U = U Denardo [4] verifies that U* and U are monotone contraction opera- is to find such £-optimal policy and £"optimal cost function.
Any set of the form {xe:n : bang control is such p.w. constant policy. The paper Denardo and Rothblum [5] discusses affine (but not piecewise) dynamic programs.
* *
Although v is not necessarily p.w. linear and 0 is not necessarily p.w.
constant, we will show for a class of dynamic programs having the structure described in the following assumption that there are €-optimal p.w. linear cost functions and p.w. constant policies. 
Assumption I (A.I.).

Examples
Let n be a bounded convex polyhedron in RN and the loss function
c(x,a) + Sfnv(x')q(dx' Ix,a) as mentioned in the preceding section.
Assume that c(x,a) = ca.x, which may be interpreted to be the expectation of ca if x is a probability vector. Also assume that for each convex polyhedron
Ben
Copyright © by ORSJ. Unauthorized reproduction of this article is prohibited. { -a } E j ; j=1,2, ... ,r , the product partition, which is again simple. Define the i-th component of X n , the random variable of x, to be
It can be shown (see Dynkin [6] ) that j 18 +1' a ,X ]. which can be shown to be p .1 •• linear (see Brumelle and Sawaki [2] ).
Model 3. A Machine Replacement Model with Partially Observable States
This model is an applieation of partially observable models into the quality control model modified from Sawaki and Ichikawa [11] . for X E: E., 1. which is p,w. constant with respect to {E i }. Therefore, the model belongs to 
Algorithm and Its Convergence
If the state space n is uncountable, or even countably infinite, then the dynamic program is difficult to implement on a computer. However, if the n dynamic program has the structure of (A.I.) and v is p.w. linear, then U 6 v is p.w. linear and each 6 n constructed as in Theorem l(11i) is p.w. constant. In this case, the cost functions and policies can be specified by a finite number of items -the inequalities describing each cell of a simple partition and the corresponding action or linear function.
In this section, we discuss the algorithm in general terms, choosing the 6 parameters {k } which specify the degree of approximation of v in the n-th n iteration, terminating the algorithm, and a proof that the algorithm converges.
The algorithm includes policy improvement and successive approximation as special cases.
A "igorithm
Start with a simple policy 6 0 and a p.w. linear function yO ~ V satisfying o 0 y ~ U oy . 6 An iteration of the algorithm is described as follows: n=0,1,2, . . . . At the start of the n-th iteration, we have a simple policy 6 n and a p.w. linear n . n n function y E V sat1sfying y ~ U n Y 6 S is a contraction operator's coefficient.
(i) (11) k Compute U nyn where the integer k 6n n is the number of iterations of U 6 n which are to be performed. We next show that if the algorithm terminates then it will provide an €-optimal cost function and an €-optimal policy. Theorem 4. Suppose that {yn} is a sequence of costs generated by the algorithm.
(i)
yn converges pointwise to y € v.
(11) y = U*y, Le., y is optimal.
In other words, the algorithm converges.
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We may observe from Table 11 
