Abstract-This paper presents the Gaussian implementation of the multi-Bernoulli mixture (MBM) filter. The MBM filter provides the filtering (multi-target) density for the standard dynamic and radar measurement models when the birth model is multiBernoulli or multi-Bernoulli mixture. Under linear/Gaussian models, the single target densities of the MBM mixture admit Gaussian closed-form expressions. Murty's algorithm is used to select the global hypotheses with highest weights. The MBM filter is compared with other algorithms in the literature via numerical simulations.
I. INTRODUCTION
Multiple target tracking (MTT) is an important problem in many applications, such as, surveillance, autonomous vehicles and air traffic control [1] , [2] . Relevant MTT algorithms are multiple hypothesis tracking [3] - [6] , joint probabilistic data association [7] , and algorithms based on random finite sets (RFSs) [8] .
In the RFS formulation, the (multi-target) filtering density contains the information of the target states at the current time step. This density can be used to estimate the number of current targets and their current states, which is a subproblem of MTT referred to as multi-target filtering. For the standard (point target) dynamic and measurement models [8] , there are multi-target conjugate prior densities that can be used to compute or approximate the filtering density. Multi-target conjugacy refers to a family of multi-target distributions which is closed under both the prediction and update steps [9] - [11] . We usually consider multi-target conjugate prior mixtures in which the number of components grows with time.
The Poisson multi-Bernoulli mixture (PMBM) [10] is a multi-target conjugate prior that can be written in terms of single target densities. If the birth model is a Poisson RFS, the filtering density is a PMBM. In this case, the Poisson part represents the targets that have never been detected and each component of the mixture is a global hypothesis, which has a certain weight and an associated multi-Bernoulli density.
A special case of a PMBM is a multi-Bernoulli mixture (MBM), which is obtained by setting the intensity of the Poisson RFS to zero in a PMBM. The MBM is a multi-target conjugate prior for the standard models if the birth process is multi-Bernoulli or MBM [11, Corollary 3] . The resulting filter is referred to as to the MBM filter, which is similar to the PMBM filter, but with a different processing of new born targets. Another multi-target conjugate prior is an MBM in which the existence probabilities of all Bernoulli components are either 0 or 1 (MBM 01 ). Given any MBM with probabilities of existence between 0 and 1, it can be parameterised in MBM 01 form, but with an exponential increase in the number of mixture components [11] . The δ-generalised labelled multiBernoulli (δ-GLMB) density [9] is a multi-target conjugate prior that is similar in structure to an MBM 01 in which targets (Bernoulli components) are uniquely labelled [11, Sec. IV] .
The main contribution of this paper is to provide a thorough description of the MBM filter and its Gaussian implementation for linear and Gaussian models. In the proposed implementation, we make use of Murty's algorithm [12] to prune the global hypotheses, which is a common approach in MTT [9] , [13] , [14] . We also indicate that the MBM filter can be labelled to provide a labelled MBM filter, which has the same filtering recursion as the MBM filter. We show simulation results comparing the MBM filter with the PMBM and MBM 01 filters.
The rest of the paper is organised as follows. In Section II, we formulate the problem and introduce the relevant conjugate priors. In Section III, we describe the MBM filter. Section IV addresses the proposed Gaussian implementation. Simulation results are shown in Section V. Finally, conclusions are drawn in Section VI.
II. PROBLEM FORMULATION
In this section, we describe the standard dynamic model, with Poisson and multi-Bernoulli birth, and the standard measurement model. We also explain the multi-target conjugate priors.
The set of targets at time step k is denoted as X k ∈ F (X ), where X is the single target space, often X = R nx , and F (X ) is the the space of all finite subsets of X . Given X k , each target x ∈ X k survives to time step k + 1 with probability p S (x) and moves to a new state with a transition density g (· |x ), or dies with probability 1 − p S (x). Set X k+1 is then the union of the surviving targets and new targets, which are born independently of the rest.
We consider two types of birth model: a Poisson RFS, which is also called Poisson point process, with intensity λ 
where denotes the disjoint union and the density of the l-th Bernoulli component is
Note that in (1) the summation is taken over all mutually disjoint (and possibly empty) sets
At time step k, we observe X k by a set
of measurements. Given X k , each target state x ∈ X k is either detected with probability p D (x) and generates one measurement with density l (·|x), or missed with probability 1 − p D (x). The set Z k is the union of the target-generated measurements and Poisson clutter with intensity κ (·).
In multi-target filtering, the objective is to compute the density of X k given the sequence of measurements (Z 1 , ..., Z k ). This density can be computed recursively by the prediction and the update steps of the filtering recursion [8] . This computation is aided by the use of multi-target conjugate priors
A. Multi-target conjugate priors
We first explain the PMBM conjugate prior [10] . A PMBM is the density of the union of two independent RFS: a Poisson RFS with density f p (·), and a multi-Bernoulli mixture RFS with density f mbm (·). Then, the PMBM density is [10] 
where λ (·) is the intensity of the Poisson RFS, ∝ stands for "proportional to", j is an index that goes through all the mixture components (also called global hypotheses), f i,j (·) is the i-th Bernoulli RFS in the j-th global hypothesis, and w i,j its weight. It should be noted that the weight w j of the j-th global hypothesis is
A particular, relevant case of the PMBM is the multi-Bernoulli mixture (MBM), which is obtained by setting λ (·) = 0. It is shown in [10] that, for the Poisson birth model, the filtering and predicted density are PMBM, which gives rise to the PMBM filter. A corollary of this fundamental result is that the MBM is conjugate prior if the birth model is multi-Bernoulli or MBM [11, Corollary 3] . In this work, we describe the MBM filter only for multi-Bernoulli birth model as the prediction step is simpler than for MBM birth [11] . We proceed to describe this filter in the next section.
III. MULTI-BERNOULLI MIXTURE FILTER
The density of X k with k ∈ {k, k + 1} given the measurements up to time step k is an MBM with the form
We proceed to explain Equation (3). First, n k |k is the number of Bernoulli components, i is an index over the Bernoulli components and a global hypothesis a = a 1 , ..., a n k |k contains the single target hypotheses for all Bernoulli components. The single target hypothesis for the i-th Bernoulli component is a i = t i , l i , ξ 
and has an associated weight w i,a i k |k . In the rest of this section, we explain the prediction and update steps to recursively compute (3) in Sections III-A and III-B. A discussion of the recursion is given in Section III-C. We will use the following notation for the inner product of two functions h (·) and g (·)
A. Prediction
We consider that the filtering density at time step k is an MBM of the form (3) with k = k. Then, the predicted density has the same number of global hypotheses as the filtering density but with n k+1|k = n k|k + n b k+1 Bernoulli components. That is, each global hypothesis is augmented with the Bernoulli components that represent new born targets. For the surviving Bernoulli components, i ∈ 1, ..., n k|k , the parameters are
For Bernoulli components of new born targets, i ∈ n k|k + 1, ..., n k+1|k , the parameters are
B. Update
We recall that the set of measurements at time step k is denoted as
. The number of Bernoulli components does not change in the update so n k|k = n k|k−1 . The update of the i-th Bernoulli component is as follows. We go through all single target hypotheses and create misdetection and measurement associated hypotheses. In this section, we use a i , p , with p ∈ {0, ..., m k } to append p to the single target hypothesis a i . For a single target hypothesis a i at the previous time step, the misdetection single target hypothesis is characterised by
The corresponding updated single target hypothesis with measurement z j k is characterised by
Once we have formed the single target hypotheses for all Bernoulli components, a previous global hypothesis generates new global hypotheses that correspond to the possible associations of measurements to Bernoulli components, such that one measurement can be assigned to at most one Bernoulli component and one Bernoulli component can only be assigned to at most one measurement.
The MBM filter update is equivalent to the PMBM update in [10, Thm. 3] by setting the intensity of the Poisson component of the PMBM to zero [11] . Nevertheless, there is a difference in how the update has been written in this section and in [10, Thm. 3] . The update in [10, Thm. 3] creates a new Bernoulli component for each measurement, which represents a potential target, as it can be clutter or a real target. A potential target created by a given measurement exists in global hypotheses in which this measurement is not assigned to previously existing Bernoulli components. If the intensity of the Poisson process is zero, a measurement that has not been assigned to a previously existing Bernoulli component is not a potential target, but clutter with probability one. This sets the probability of existence of the corresponding Bernoulli to zero. While this approach is correct, the Bernoulli components created in this fashion will always have a probability of existence equal to zero, so it is more suitable in the MBM filter not to create these components. In this case, the weights of the detected hypotheses must be adjusted to leave the weights of the global hypotheses unaltered. To this end, denominator κ z j k is included in [10, Eq. (49)] to yield (15).
C. Discussion
As pointed out in [11, Sec. IV], with MB birth, one can obtain the corresponding labelled MBM filter, as a particular case of the above MBM filter. The MBM filtering recursion has been provided for a general single target state x. This state is general enough to accommodate a label [9] , [15] - [18] , which can be written as x = (x , ) where is the label, which are uniquely assigned to each Bernoulli component and x is the rest of the target state. The uniqueness of the labels is achieved by considering the particular case in which
, This ensures that each Bernoulli component is uniquely labelled upon birth.
• The single target transition density
). This ensures that each Bernoulli component does not change its (unique) label. Both unlabelled and labelled MBM filters are implemented in the same way as they follow the same recursion. In both filters, labels are part of the single target hypotheses, so they always belong to the metadata of the filters. This equivalence in the filtering recursion between unlabelled and labelled approaches also holds in MTT using sets of trajectories [19, Sec. IV.A]. From the MBM filtering recursion, one can also obtain the MBM 01 filtering recursion. The MBM 01 filter is analogous to the MBM filter with the additional step that after prediction step the resulting MBM density is parameterised in its MBM 01 form [11, Sec. IV.A]. This operation entails an exponential increase in the number of global hypotheses in general settings, so the MBM filter is preferable over the MBM 01 filter.
It is also relevant to discuss the choice of birth model, either Poisson or multi-Bernoulli. A multi-Bernoulli birth can be suitable if one is certain that a known maximum of targets will enter the area of interest and the targets appear around some known locations. In this case, one can put a number of Bernoulli components (usually one) in each location to account for possible births. A practical example can be the tracking of people in a room with several doors where only one person can pass each door at a time. Overlapping Bernoulli components can also be used to cover potential births in large areas, but in this case, one must be certain that the number of appearing targets does not exceed the predefined number of Bernoulli components. Adding Bernoulli components to the birth model increases the computational burden. A problem with the multiBernoulli birth model occurs when there is a modelling error and the number of new born targets that are detected is higher than the number of birth components. In this case, the filter will not be able to estimate a state for each target at the time of the first detection so there will be missed target errors.
On the contrary, the Poisson birth model does not set a maximum to the number of targets. It can model target births at known points sources and also cover large areas of potential births, representing the information efficiently using its intensity. Therefore, Poisson models seem more suitable in radar surveillance applications in broad areas [10] and robotic applications [20] . Also, when prior birth information is vague, it is more sensible to initiate Bernoulli components based on the measurements, as in the PMBM filter.
It should also be noted that a Bernoulli RFS with low existence probability can be approximated very accurately by a Poisson RFS [21] , without the constraint of setting a maximum number of targets. Therefore, if the targets are born at known locations and the constraint on the maximum number of appearing targets of multi-Bernoulli birth is met, one should not expect a large difference between the models.
Finally, we would like to mention that one benefit of the Poisson part in the PMBM filter, which is missing in the MBM filter, is that it allows for the use of recycling [21] . In this technique, Bernoulli components removed in pruning are merged into the Poisson part rather than being completely discarded, which can be used to lower computational cost without sacrificing performance [22] .
IV. GAUSSIAN IMPLEMENTATION WITH MURTY'S ALGORITHM
The Gaussian implementation is obtained when there are constant probabilities p S and p D of survival and detection and Gaussian/linear models
where N (x; x, P ) denotes a Gaussian density with mean x and covariance matrix P evaluated at x. In this case, the predicted and filtering densities are MBM of the form (3) with Gaussian single-target densities
The prediction is given by Equations (5)- (11) . For the linear/Gaussian models, these expressions for i ∈ 1, ..., n k|k can be written as 
B. Update
The update of single target hypotheses corresponding to misdetections is given by (12)- (14), which simplify as
The updated single target hypothesis with measurement z j k , which is given by (15)- (17), is characterised by
where
C. Practical implementation
The MBM filtering recursion explained above cannot be carried out without approximations in practice, due to the ever increasing number of hypotheses and Bernoulli components. To this end, we perform pruning of global hypotheses and Bernoulli components. In order to explain how we perform pruning in the proposed implementation, it is convenient to write the filtering/predicted density in (3) as
where the weight of global hypothesis a is
In this representation, the information of the filtering/predicted densities, see (27) , is stored as
• n k |k Bernoulli components. The i-th Bernoulli component has -Bernoulli densities f • Global hypotheses. Each global hypothesis consists of its weight, and a list of n k |k pointers that indicate the single target hypothesis for each Bernoulli component that belongs to this global hypothesis. Pruning the global hypotheses consists of approximating some of the weights w a k |k as zero, followed by weight renormalisation, so that these global hypotheses are removed and do not have to be propagated through the filtering recursion. It should be noted that, clearly, setting some of the global hypothesis weights to zero does not affect the symmetry of the density w.r.t. the elements of set argument X k = {x 1 , ..., x n }, as each of the terms in the mixture is a multi-Bernoulli density, which is symmetric.
Pruning is performed at two stages, at the update step and after target state estimation. We proceed to describe both.
1) Pruning at the update step: At the update step, one can perform pruning before enumerating all newly generated global hypotheses. The first technique to limit the number of new global hypotheses is ellipsoidal gating [4] . In order to so, when we go through each Bernoulli component to create a new single target hypothesis with measurement z (28) is greater than a predefined threshold Γ g , this updated single target hypothesis is not created.
Given a global hypothesis a at the previous time step, in theory, we must go through all possible data association hypotheses that give rise to the updated global hypotheses. Nevertheless, we can perform pruning and select the k u new global hypotheses with highest weight for a given global hypothesis a without evaluating all the newly generated global hypotheses. To this end, we use Murty's algorithm [12] , which requires an algorithm to solve assignment problems. In our implementations, we have used the Hungarian algorithm [23] .
The cost matrix C of the assignment problem for global hypothesis a is of dimensions n k|k−1 ×m k . The i, j component of C is
We would like to remark that, for the new single target hypotheses that did not pass the gating threshold, one sets C i,j = −∞, which comes from the approximation N z A new global hypothesis (assignment) can be represented by a matrix S, whose entries are 0 or 1, with every row and column summing to either 1 or 0. S i,j = 1 if and only if the j-th measurement is associated with the i-th Bernoulli component. From a previous global hypothesis a, the weight of the new global hypothesis parameterised by S is [17] proportional to
Therefore, the k u global hypotheses with highest weight can be found by solving the k u assignment matrices that minimise tr S T C , for which we use Murty's algorithm. We select
, where N h is the maximum number of global hypotheses as in [11] , [17] .
It is relevant to notice that the costs of the assignment problem for the δ-GLMB filter [17, Eq. (24) ] are equivalent to the costs of the MBM filter if the existence probabilities are equal to one, r i,a i k|k−1 = 1. This is due to the fact that each global hypothesis in the the δ-GLMB considers targets with deterministic target existence, similar to the MBM 01 filter, rather than probabilistic, as in the MBM/PMBM filters.
2) Pruning after estimation: After multi-target state estimation, we perform pruning of Bernoulli components and global hypotheses following these three steps 1) Keep the global hypotheses that have the N h highest weights, and whose weight is higher than a threshold. 2) Remove the single target hypotheses of the Bernoulli components that do not take part in any of the considered global hypotheses. 3) Remove the Bernoulli components whose existence is lower than a threshold Γ b for all its single target hypotheses. As a result of the previous pruning operations, there can be global hypotheses that have the same single target hypotheses for all Bernoulli components. As these global hypotheses are alike, they are merged into one, whose weight is the sum of the merged global hypotheses, to save computational resources.
D. Estimation
The computationally efficient estimators of the PMBM filter explained in [11, Sec. VI], can be directly applied to the MBM filter, as they do not take into consideration the Poisson component. Finally, the pseudocode of one prediction and update are given in Algorithm 1.
V. SIMULATIONS
In this section, we evaluate the performance of the MBM filter against other algorithms in the literature. We evaluate
B. Comparison
We show simulation results that compare the MBM 2 filter with the PMBM filter [11] , and the MBM 01 filter, which is similar to the δ-GLMB filter. For the implementation of the MBM 01 filter, we consider the joint prediction and update formulation of the assignment problem. This idea was first proposed in [25] , and then used in the δ-GLMB filter in [26] . Murty's algorithm is used in all the compared filters to obtain global hypotheses with the highest weights. All units in this section are given in the international system.
Target states consist of 2D position and velocity
T with dynamics characterised by
where ⊗ is the Kronecker product, q = 0.01, and the sampling time T = 1. We also consider p S = 0.99. We measure the position of the targets with the model
The Poisson clutter is uniformly distributed in the region of interest
where u A (z) is a uniform density and λ c = 10, which implies 10 expected false alarms per time step. The probability of detection is p D = 0.9 . The filters consider that there are no targets at time 0. For all the compared filters, global hypotheses with weight smaller than 10 −5 are pruned, and the number of global hypotheses is capped at N h . We will analyse performance for N h ∈ {100, 200, 300, 400, 500}. For the PMBM filter, we also remove mixture components in the Poisson point process intensity with weights smaller than Γ b = 10 −5 , without recycling. In addition, for the PMBM filter and the MBM filter, Bernoulli components with existence probability smaller than 10 −3 are pruned. We also use ellipsoidal gating with threshold Γ g = 20.
We consider 81 time steps and the true target trajectories in Figure 1 . For each trajectory, we initiate the midpoint (state at time step 41) from a Gaussian with mean [150, 0, 150, 0] T and covariance matrix 0.01I 4 . The rest of the trajectory is generated by running forward and backward dynamics. This scenario is challenging due to the high number of targets in close proximity, and the fact that one target dies when targets are in close proximity.
For the PMBM filter, the Poisson birth intensity has the form λ To evaluate the estimation performance of the compared filters under different birth parameter settings, three scenarios were simulated. In the first scenario, we consider a case where targets can be born at several known locations with low uncertainty, as in [9] . We set n p = n b = 4, λ We perform 100 Monte Carlo runs and obtain the average root mean square GOSPA error (p = 2, c = 10, α = 2) as well as the average running time, summed over 81 time steps for each algorithm, as shown in Figure 2 . For the PMBM filter and the MBM filter, target states are extracted from Bernoulli components, contained in the MB with the highest weight, whose existence probability is above 0.4. This estimator allows two consecutive misdetections for p D = 0.9 and p S = 0.99 to report an estimate. As for the MBM 01 filter, target states are extracted from the Bernoulli components in the MB with maximum a posteriori cardinality and highest weight.
From the simulation results, we can see that the PMBM filter has the best filtering performance in terms of GOSPA error and computational time. The MBM 01 filter has significantly larger false detection error than the PMBM filter and the MBM filter. We found that this is because the filter MBM 01 usually fails to report the death of the blue target around midpoint, where targets are all in close proximity and data association becomes highly ambiguous. This observation confirms the fact that MBM parameterisation can represent the true posterior better than the MBM 01 parameterisation. The MBM presents larger missed detection error than the PMBM filter in Scenario 1, where we have an informative birth process. This difference becomes larger when we have a broad birth prior density. This is a drawback of having an MB birth density with identical Bernoulli components, which might result in additional data association uncertainty when associating measurements to Bernoulli birth components.
The advantage of having a Poisson point process birth over a multi-Bernoulli birth can be clearly seen from the simulation result of the third scenario, in which the PMBM filter has considerable smaller GOSPA error than filters using multi-Bernoulli birth. When prior birth information is vague, it is especially advantageous to use a measurement driven approach in which new Bernoulli components are created from measurements, as in the PMBM filter.
VI. CONCLUSIONS
We have proposed a Gaussian implementation of the MBM filter using Murty's algorithm to prune the global hypotheses. The MBM filter is a special case of the PMBM filter [10] , [11] that arises when the birth model is multi-Bernoulli or a mixture of multi-Bernoullis. The MBM filter can be labelled if desired, and labelling does not change the filtering recursion. Our simulation results indicate that, among the two filters that use multi-Bernoulli birth model, MBM and MBM 01 , the MBM filter is superior. This is due to the fact that the way of handling global hypotheses is more efficient. However, PMBM outperforms both MBM and MBM 01 in the considered scenarios. The Gaussian implementation has been provided for Gaussian/linear models, but it can also be extended to nonlinear models using non-linear Kalman filters [27] .
The PMBM, MBM and MBM 01 filters can be extended to sets of trajectories to provide full information on the trajectories followed by the targets from first principles. The MBM 01 filter (including its labelled version) and PMBM filter for sets of trajectories were introduced in [19] , [28] , and the corresponding MBM filter for sets of trajectories is also a special cases of the PMBM, by considering a multi-Bernoulli birth process. Full details of this filter will be provided in future work.
