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a b s t r a c t
We introduce a weighted averaging method for improving the inevitable error induced by
theGibbs phenomenon appearing in a spectral approximation for a discontinuous function.
In the result we have a family of filters generalizing the well known Fejer filter. In addition,
for high resolution recovery, we propose an adaptive filter which is competitive with the
existing exponentially convergent adaptive filter. Several numerical examples are included
to show the applicability of the method presented.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
It is well known that for given spectral coefficients {cj}Nj=0 of a piecewise smooth function f (x), having a jump
discontinuity, the spectral approximation
SN f (x) =
N
j=0
cjφj(x) (1)
based on an orthogonal set {φj(x)}Nj=0 does not converge uniformly on any interval containing the discontinuity. The lack
of uniformity of the spectral approximation degrades the convergence rate of SN f (x), and there are accompanying non-
vanishing spikes near the discontinuity, however large N is. This is known as the Gibbs phenomenon [1–4]. Methods
used to overcome the Gibbs phenomenon include the Fourier–Gegenbauer method [5–9] and the inverse reconstruction
method [10,11]. However, the methods are composed of rather complicated processes and they require a large number of
terms to support the exponential convergence.
The purpose of this work is to develop a simple and efficient multiplicative factor (or a so called filter) σ(w) to recover
the rapid convergence of the form of
N
j=0
σ

j
N

cjφj(x). (2)
Lots of filters for accelerating the rate of convergence of the spectral approximation have been developed over the years.
Among them the Lanczos local type averaging filter [12] and the higher order filter [13] are traditional examples. In addition,
one may consider the adaptive filtering method [14,15] which uses the adaptive order depending on the distance between
the time variable and the nearest discontinuity.
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In Section 2 we propose new filters based on a weighted averaging method which includes the Fejer filter as a special
case. The applicability of the method presented is demonstrated through some examples. In Section 3, using the weighted
averaging filter introduced in Section 2, we construct a higher order filter with an adaptive order for obtaining exponential
accuracy away from the discontinuity. Comparing the filter presentedwith the existing adaptive filter given in [15] for some
examples, we show that the filter presented is effective in resolving the Gibbs phenomenon.
2. The weighted average of the spectral approximations
2.1. Weighted averaging filters
From now on we consider a real valued function f (x) which is piecewise smooth on an interval [a, b]. Let SN f (x) be a
spectral approximation for f (x) in the form of (1).
For a set ofweights {wn}Nn=0 withwn > 0wepropose aweighted average of the partial sums, S0f , S1f , . . . , SN f , as follows:
S¯N f (x) = 1WN
N
n=0
wnSnf (x)
= 1
WN
{WNc0φ0(x)+ (WN −W0)c1φ1(x)+ · · · + (WN −WN−1)cNφN(x)}, (3)
whereWN =Nn=0wn. This can be rewritten as
S¯N f (x) = c0φ0(x)+
N
k=1
GN(k)ckφk(x), (4)
where GN(k) is a decaying factor defined as
GN(k) = 1− Wk−1WN (5)
whichwe call aweighted averaging filter. It seems to be reasonable that theweightwn in (3) should be increasingwith respect
to n. In a particular case of the Fourier partial sum SN f (x) for a 2π periodic function f (x)we have
S¯N f (x) = a0 +
N
k=1
GN(k){ak cos(kx)+ bk sin(kx)}, (6)
where the ak’s and bk’s are Fourier cosine and sine coefficients, respectively.
We note the following examples of weighted averaging filters associated with weights of the polynomial type.
1. Whenw[1]n = 1:
G[1]N (k) = 1−
k
N + 1 (7)
which is the celebrated Fejer averaging filter.
2. Whenw[2]n = 2n+ 1 andw[3]n = 3n2 + 3n+ 1, respectively:
G[2]N (k) = 1−
k2
(N + 1)2 (8)
and
G[3]N (k) = 1−
k3
(N + 1)3 . (9)
3. In general, for the weighted averaging filter
G[ j+1]N (k) = 1−
kj+1
(N + 1)j+1 , j ≥ 0 (10)
the corresponding weight of the form
w[ j+1]n = α( j+1)j nj + α( j+1)j−1 nj−1 + · · · + α( j+1)1 n+ α( j+1)0 (11)
can be determined by solving the following equation for the coefficients α( j+1)i , i = 0, 1, . . . , j:
W [ j+1]k−1 =
k−1
n=0
{α( j+1)j nj + α( j+1)j−1 nj−1 + · · · + α( j+1)1 n+ α( j+1)0 } = kj+1. (12)
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Fig. 1. Approximations and errors of the weighted average S¯T40f1(x) (thick lines) withw
[2]
n = 2n+ 1 and the Fejer average (dotted lines) for the Chebyshev
partial sum ST40f1(x) (thin lines).
In fact, we have for j ≥ 0
α
( j+1)
i =

1, i = 0
α
( j)
i−1 + α( j)i , 1 ≤ i ≤ j− 1
α
( j)
j−1 + 1, i = j.
(13)
2.2. Numerical examples
We consider a signum function on the interval [−1, 1]:
f1(x) =
−1, −1 ≤ x < 0
1, 0 < x ≤ 1
0, otherwise
(14)
which has a jump discontinuity at x = 0.
In this subsection we take the Chebyshev partial sum as
STN f (x) =
N
k=0
ckTk(x) (15)
where the ck’s are the Chebyshev spectral coefficients. Since it is accompanied with wiggles owing to the Gibbs
phenomenon at the discontinuity, an appropriate filter for accelerating the convergence of the spectral sum is needed. Fig. 1
includes results from the method presented,
S¯TN f (x) = c0 +
N
k=1
G[2]N ckTk(x), (16)
using the weighted averaging filter G[2]N (k) in (8) associated with the weight w[2]n = 2n+ 1. The results are compared with
those of the Fejer averaging method which corresponds to the method presented with the weight w[1]n = 1. The figure
shows that S¯TN f (x) greatly accelerates the convergence of the original spectral approximation far from the discontinuity. In
addition, from numerical experiments, we can observe that the results of the method presented with the weight w[2]n are
better than those with any other weightsw[ j]n , j ≠ 2.
As another example we consider a piecewise smooth function
f2(x) =
|x|, −1 ≤ x ≤ 1
0, otherwise (17)
whose the first derivative has a jump discontinuity at x = 0. Like for the case of f1(x), Fig. 2 illustrates that the averaging
method presented accelerates the rate of convergence of the Chebyshev partial sum. For other types of spectral approxima-
tion such as the Fourier partial sum, we can see the same results as for the Chebyshev partial sum.
3. Higher order filters with an exponential accuracy
Referring to the work of Vandeven [13] and Tadmor and Tanner [15], we consider an adaptive higher order filter based
on the weighted averaging method introduced in the previous section. Throughout this section we take the Fourier partial
sum for a function f (x)which is supposed to be 2π periodic and piecewise smooth with some points of discontinuity {xj}mj=1
in the interval [−π, π]. In addition we denote by d(x) a distance between x and the nearest discontinuity defined as
d(x) = inf{|x− xj + 2kπ |, 1 ≤ j ≤ m, k ∈ Z}. (18)
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Fig. 2. Approximations and errors of the weighted average S¯T40f2(x) (thick lines) withw
[2]
n = 2n+ 1 and the Fejer average (dotted lines) for the Chebyshev
partial sum ST40f2(x) (thin lines).
3.1. An adaptive weighted averaging filter
We introduce the usual filter of order p ≥ 1, σp(w), which is a real and even function satisfying the following
conditions [13,16].
(C1) σp(0) = 1 and σ ( j)p (0) = 0, 1 ≤ j ≤ p− 1.
(C2) σ ( j)p (1) = 0, 0 ≤ j ≤ p− 1.
(C3) σp(w) = 0, |w| ≥ 1.
The filter σp(w) is applicable for recovering the rapid convergence of the Fourier partial sum approximation using the
form
Sσp,N f (t) =
N
k=−N
σ

k
N

cke
i

kπ
l

t
. (19)
We recall the result of the error analysis in Vandeven [13] as follows.
For a higher order filter σp(w)with p large enough and for a point x in [−π, π] such that d(x) ≠ 0, it follows that
|f (x)− Sσp,N f (x)| ≤ CN1−pd(x)k0+1−p|||f |||p, (20)
where |||f |||p is the sum of the Sobolev p-norms in each interval of smoothness, k0 is a constant depending on f , and C is
a constant independent of f , N , and x. This result implies that the exponential accuracy can be recovered away from the
discontinuity by increasing the order of the filter. For example, Tadmor and Tanner [15] introduced an adaptive filter of
order p:
σ Tp (w) =
exp

cp|w|p
w2 − 1

, |w| < 1
0, |w| ≥ 1
(21)
with
cp = 2p 34
9p2 + 3p+ 14
9p2 + 12p+ 4 . (22)
Therein the order was optimized by an adaptive function of N and d(x) such as p = (ηNd(x))1/2 for a constant η. It was
proved that σ Tp (w) has the exponential error bound
|f (x)− Sσ Tp ,N f (x)| ≤ C · (1+ Nd(x)) exp(−2(ηNd(x))1/2). (23)
Referring to the weighted averaging filter G[p]N ((N + 1)w) = 1− wp developed in Section 2, we propose a new function
in the form
σWp (w) =

(1− |w|p)α, |w| < 1
0, |w| ≥ 1 (24)
for α > 0 and p ≥ 1. We employ the following constraint used to determine cp in the literature [15]:
d2
dw2
σWp (w)

w= 12
= 0 (25)
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Fig. 3. Absolute errors of SσWp ,N f3(x) (thick lines) and Sσ Tp ,N f3(x) (thin lines) associated with the adaptive filter σ
W
p (w) presented and Tadmor and Tanner’s
adaptive filter σ Tp (w), respectively.
Fig. 4. Absolute errors of SσWp ,N f4(x) (thick lines) and Sσ Tp ,N f4(x) (thin lines) associated with the adaptive filter σ
W
p (w) presented and Tadmor and Tanner’s
adaptive filter σ Tp (w), respectively.
which implies
α = αp = 1+ (p− 1)2
p
p
. (26)
Sinceα ≥ p, one can see that σWp (w) becomes a filter of order p based on the conditions (C1)–(C3) given above. Furthermore,
we take an adaptive order p = p(N, d(x))which is increasing with respect to N andwe call it an adaptive weighted averaging
filter. From (20)we can expect the filterσWp (w)presented to be applicable for recovering the exponential rate of convergence,
away from the discontinuity, on increasing its order p.
3.2. Numerical examples
In this subsection we take two test functions. One is a 2π periodic square function:
f3(x) =
−1, −π ≤ x < 0
1, 0 ≤ x < π (27)
which has discontinuities at x = −π, 0, π and the other is the 2π periodic function given in the literature [14,15] as
f4(x) =

(2e2(x+π) − 1− eπ )/(eπ − 1), −π ≤ x < −π/2
− sin(2(x+ π)/3− π/3), −π/2 ≤ x < π (28)
which has discontinuities at x = −π,−π/2, π .
In the numerical implementation using the present filter σWp (w) in (24), we set the order p = max(2,
√
Nd(x)/2) as
taken in [15] for Tadmor and Tanner’s filter σ Tp (w). Figs. 3 and 4 respectively illustrate the numerical absolute errors of
SσWp ,N f3(x) and SσWp ,N f4(x) with thick lines. They are compared with Sσ Tp ,N f3(x) and Sσ Tp ,N f4(x) obtained using the adaptive
filter σ Tp (w), shown with thin lines. The resolution effect of the filter presented, σ
W
p (w), seems to be competitive with that
of the comparison filter, σ Tp (w), over the whole interval. Moreover, the former regularizes better than the latter away from
each discontinuity.
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