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Preface
From the Cryptacus Project to the Cryptacus Book
Dear reader, we thank you for your interest in this book, which we expect will help
you gain an understanding of the state of the art in 2020 regarding the challenges
and solutions in the security of ubiquitous computing systems.
The definition of the field itself is not without controversy, but in this book
we will use the term ‘ubiquitous computing’ or ‘IoT’ to refer to generally small,
embedded devices with serious constraints in terms of memory and processing
power, typically with no batteries but with good connection capabilities and,
frequently, a number of sensors. This definition is, of course, flexible. Electronic
passports, contactless transportation cards, personal assistants such as Amazon Echo
but also new connected cars and fridges can fall within this definition.
This book is targeted to advanced undergraduate students and master’s and early
Ph.D. students who want quick, direct, authoritative, insightful exposure to the
topics covered, all generally falling under the umbrella of IoT security. Engineers
and other practitioners can also benefit from the book by getting a quick introduction
to a variety of practical security topics, their past and present solutions, and some
new and promising ideas that may play important roles in its future.
This book would not have been possible without the support of the CRYPTACUS
(Cryptanalysis in Ubiquitous Computing Systems) COST Action IC 1403, which
started in 2014 and ended in December 2018. We are particularly thankful to the EU
COST association, which was extremely positive for the community in Europe and
associated countries such as Switzerland, Turkey, and Israel, and we are particularly
grateful to the colleagues who were interested in our action.
As Chair (GA) and Vice-Chair (JH-C) we worked hard on the project, but we
enjoyed the possibilities offered for collaboration and furthering exchanges between
researchers in IoT security and cryptography in Europe. In particular, we are proud
that the CRYPTACUS Action achieved a number of successes that can be reflected
in the following figures:
• 32 short-term scientific missions
• 5 scientific meetings
v
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• 2 training schools
• 3 workshops and 1 conference
In total, more than 120 researchers took part in related events or activities. We
want to thank the Work Package Leaders and Vice-Leaders Prof. Serge Vaudenay,
Prof. Frederic Armknecht, Prof. Andrey Bogdanov, Prof. Mirosław Kutyłowski,
Prof. Lejla Batina, Prof. Ricardo Chaves, Prof. Flavio Garcia, and Prof. Alex
Biryukov. A special thanks as well to Prof. Bart Preneel.
Book Contents
The book is divided into 13 chapters. They can be read independently, but are
organised into 5 parts covering topics with some commonalities.
In Part I, the reader can find a very interesting and general introduction by
Mirosław Kutyłowski, Piotr Syga, and Moti Yung called Emerging Security
Challenges for Ubiquitous Devices.
After that, there is a part on Lightweight Cryptographic Primitives where 3
chapters try to offer insightful views of the state of the art on symmetric lightweight
cryptographic primitives. The chapter Catalog and Illustrative Examples of
Lightweight Cryptographic Primitives by Aleksandra Mileva, Vesna Dimitrova,
Orhun Kara, and Miodrag Mihaljević nicely exposes the state of the art in the disci-
pline, covering the most important proposals in detail. This is aptly complemented
by the next chapter Selected Design and Analysis Techniques in Contemporary
Symmetric Encryption, where Vasily Mikhalev, Miodrag Mihaljević, Orhun Kara,
and Frederik Armknecht offer a splendid review of the techniques and reasoning
behind the most successful approaches to designing and attacking these systems.
Last, but not least, we conclude this part with an exceptional first-person account
of the many issues that surrounded the failed attempts to standardise a couple
of NSA’s proposed lightweight block ciphers in An Account of the ISO/IEC
Standardization of the Simon and Speck Block Cipher Families by Atul Luyks
and Tomer Ashur.
In the next part of the book, called Authentication Protocols, we focus on
lightweight and ultra-lightweight authentication protocols. The section starts with
a chapter by Lucjan Hanzlik and Mirosław Kutyłowski titled ePassport and eID
Technologies, where the authors examine the existing ePassport literature and offer
some new solutions and open problems. Xavier Carpent, Paolo DArco, and Roberto
De Prisco contributed the chapter Ultra-lightweight Authentication where they
elaborate on the good and bad practices of previous ultra-lightweight protocols.
Finally, Gildas Avoine, Ioana Boureanu, Pascal Lafourcade, David Gérault, Gerhard
Hancke, Pascal Lafourcade, and Cristina Onete end this part of the book with
their work From Relay Attacks to Distance-Bounding Protocols, an area of
research that has seen many developments recently and some successful industrial
applications that make it more timely and relevant than ever.
Preface vii
The next part is composed of 4 chapters, and can be generally described as
Hardware Implementation and Systems. It starts with 2 works devoted to side-
channel analysis. The first one is by Lejla Batina, Milena Djukanovic, Annelie
Heuser, and Stjepan Picek with the title It Started with Templates: The Future
of Profiling in Side-Channel Analysis. There the authors present a nice recap on
side-channel analysis over the years, with special interest in the use of machine
learning to speed it up, and they discuss its future and some open problems. The
following chapter is by Apostolos P. Fournaris, Athanassios Moschos, and Nicolas
Sklavos and is titled Side-Channel Attack Assessment Platforms and Tools for
Ubiquitous Systems. These authors also present an insightful perspective on the
evolution of this field, and then introduce their latest results and tools in the area.
The next two chapters are in the same area, but cover totally different topics. The
first is by Darren Hurley-Smith and Julio Hernandez-Castro and is titled Challenges
in Certifying Small-Scale (IoT) Hardware Random Number Generators. The
authors discuss some of their recent results in analysing hardware random number
generators and present some of the limitations of the current approaches used to
certify their security, proposing a number of ideas to try and solve these issues.
Finally, Aurélien Francillon, Sam L. Thomas, and Andrei Costin propose a study
and in-depth description and comparison of the best tools and techniques to detect
bugs in firmware in their chapter Finding Software Bugs in Embedded Devices.
The last part of the book hosts two works dealing with Privacy and Forensics.
Agusti Solanas, Edgar Batista, Fran Casino, Achilleas Papageorgiou, and Con-
stantinos Patsakis present Privacy-Oriented Analysis of Ubiquitous Computing
Systems: A 5-D Approach, where they show in great detail some of the most
pressing issues in privacy on IoT systems and propose a methodology for its
improved analysis. Finally, Sasa Mrdovic deals with some of the differences
between classical computer forensics and the more challenging forensic analysis of
IoT systems, discussing the many open problems in the area but also its relevance
in IoT Forensics.
Funded by the Horizon 2020 Framework Programme of the European Union
Rennes, France Gildas Avoine
Canterbury, UK Julio Hernandez-Castro
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This book is the product of our good fortune in convincing so many top
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you enjoy it and that it is useful for your work as a researcher or practitioner.
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Mirosław Kutyłowski, Piotr Syga, and Moti Yung
Abstract In this chapter we focus on two important security challenges that
naturally emerge for large scale systems composed of cheap devices implementing
only symmetric cryptographic algorithms. First, we consider threats due to poor
or malicious implementations of protocols, which enable data to be leaked from
the devices to an adversary. We present solutions based on a watchdog concept—
a man-in-the-middle device that does not know the secrets of the communicating
parties, but aims to destroy covert channels leaking secret information. Second,
we deal with the problem of tracing devices by means of information exchanged
while establishing a communication session. As solutions such as Diffie-Hellman
key exchange are unavailable for such devices, implicit identity information might
be transmitted in clear and thereby provide a perfect means for privacy violations.
We show how to reduce such risks without retreating to asymmetric algorithms.
1.1 Introduction
The popularity and wide spread of ubiquitous systems requires us to focus our
attention on possible threats and challenges that are either not present or are easy to
solve in other environments. Quite often, a user of such a system is in possession
of multiple severely constrained devices that may communicate with others without
the user’s explicit consent or knowledge. Since the user has no direct control over
the messages that are exchanged, a malicious manufacturer may aim to leak users’
secrets over a covert channel created when random values should be transmitted.
The problem is acute, since due to cost factors it is hard to defend against it—e.g.,
by going through a tough certification process.
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Another threat which is specific to ubiquitous systems is the possibility of
tracking a device even if it communicates over encrypted channels: e.g., establishing
a shared key by two devices may enable identifying these devices. Device tracking
may result in various personal threats, ranging from profiling the device holder
(resulting in targeted advertisements) to criminal activities such as stalking and
impersonation. Apart from risks to the individuals, there is a threat of massive
tracking being done for illegal business purposes, organized crime, or subversive
or terrorist purposes, as well suppressing personal freedom. So far, methods for
preventing tracking have not been adequately developed. In this chapter we identify
the aforementioned threats and present some solutions that are feasible in ubiquitous
systems.
The chapter is organized into two main parts. In Sect. 1.2 we focus on the
threat posed by a device designed to leak the user’s secrets via covert chan-
nels. As a countermeasure against leaking information in supposedly random
parts of a communication, we propose using a watchdog device. We describe
modifications of cryptographic primitives that allow the use of a watchdog: in
Sects. 1.2.3.1 and 1.2.3.2 we discuss commitments, in Sects. 1.2.3.3 and 1.2.3.4
we focus on generating and answering challenges, and Sect. 1.2.3.5 is devoted to
distance bounding. In Sect. 1.3 a privacy aspect of the protocols is discussed, in
particular we aim to prevent the adversary from identifying a device as partaking in
two different communications. Section 1.3.2 discusses some basic ideas for coping
with communication linking in ubiquitous systems using predistributed keys. In
Sect. 1.3.3 we present a notion of using ‘general pseudonyms’, common to a group
of devices, in order to preserve their privacy, whereas in Sects. 1.3.4 and 1.3.5 we
discuss modifying the transmitted keys by a permanent evolution in the former case,
and by transmitting the identifiers with a pseudorandom perturbation in the latter.
1.2 Malicious Devices and Watchdog Concept
1.2.1 Attacks by Malicious Devices
In ubiquitous systems, controlling hardware devices in terms of their security
features may be a major problem. Methods such as certification of products, strict
manufacturing regimes and controlling the supply chain might be relatively costly
compared with the purpose and application area of such systems. On the other hand,
there are numerous smart methods to cheat users: a device may look inoffensive,
while it may leak secret data to an adversary using various types of covert channels.
In fact, no extra message has to be sent: covert channels can be hidden in regular
innocent-looking messages. The main problem areas are:
1. Protocol steps where random elements are created by a malicious device and
subsequently presented in some form.
2. Erroneous executions where (random) faults in protocol execution may encode
information.
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Note that in the second case there might be no security alert. For instance, distance
bounding protocols explicitly admit failures.
While the most effective methods of the types mentioned in point 1 require
asymmetric cryptography (see, e.g., [590]), there are possibilities to create narrow
covert channels even if a random string is processed with, say, a hash function.
Assume for instance that the device chooses r at random, while Hash(r) is available
to the adversary. Assume that a malicious device executing the protocol intends to
leak bits of a string μ of length 2l . Assume also that it has a secret key k shared
with the adversary, who is observing the communication channel. Instead of just
choosing r at random, computing Hash(r), and presenting it, the following steps are
executed:
1. choose r at random, s := Hash(r), z := Hash(s, k),
2. parse z as a||b|| . . ., where a consists of l bits and b consists of m bits,
3. goto 1, if the m-bit substring of μ starting at position a is different from b,
4. output s.
Of course, this is a narrow channel, as m must be small enough so that an
appropriate r can be found in a reasonable time—in practice we are talking about
a few bits per protocol execution. Note that this procedure works for any hash
function. It works also if the loop may be executed only a limited number of times
and, during the last loop execution, steps 2 and 3 are omitted. Unfortunately, if a
device is delivered as a black-box, then the possibilities to inspect what the device
is doing are severely limited. There are only a few exceptions (see, e.g., [94]).
1.2.2 Active Watchdog Concept
The general idea is that a device is controlled by its dedicated watchdog coming
from a source independent from the device manufacturer and the device provider.
The watchdog should detect malicious operation or make it ineffective, given that
no access to the internal operation of the device controlled is granted. A watchdog
is an active device, modeled as follows:
• it controls the whole communication between the device and the external world,
• it can delete and change all messages,
• it may challenge the device during extra interactions executed by them.
The idea of separating the tasks between two independent devices is an old
concept [136]. The same concerns supervising computation correctness by an
external unit [97]. Nevertheless, it has attracted more attention in the post-Snowden
era, being used, among others, in a solution guarding against subversion attacks on
cryptographic devices—see the paper [31] and an extension [510].
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1.2.3 Solution Strategy
We propose the following general approach for transforming cryptographic proto-
cols into versions involving a watchdog:
• the proposed changes in a protocol should be minimal, preferably exactly the
same protocol should be executed by other protocol participants,
• we identify the basic components of the protocol that enable creating covert
channels and for each of them provide a modified secure version.
The main problem areas are the steps that are either nondeterministic or not
verifiable by the protocol partners and external observers. This concerns in particular
choosing elements at random. However, we have also to consider deterministic steps
if their correctness can be verified only with a delay—note that in the meantime the
session can be interrupted due to, for example, a real or claimed physical fault.
From now on we use the following terminology:
Device a potentially malicious device to be controlled,
Watchdog a watchdog unit controlling the Device,
Reader the original partner in the protocol executed by the Device.
Apart from that, we talk about an adversary that may observe and manipulate
communications between the Watchdog and the Reader, while the adversary has
no access to communications between the Watchdog and the Device (including, in
particular, all Device’s output.)
1.2.3.1 Commitments: Problems with Solutions Based on Hash Functions
Cryptographic hash functions are frequently used to generate commitments in
lightweight protocols for ubiquitous devices. Due to their one-wayness, it is hard to
build a broad subliminal channel, however the following attacks are still possible:
• choosing the committed value in a malicious way (e.g., from a small subspace),
• creating a narrow covert channel according to the method described on page 5.
For this reason, forwarding a hash value by the Watchdog should not occur unless
the hash argument has been randomized by the Watchdog. One may attempt to
randomize a hash value in the following naïve way:
1. the Device chooses r ′ at random, computes c′ := Hash(r ′) and sends c′ to the
Watchdog,
2. the Watchdog selects ρ at random and returns it to the Device,
3. the Device computes the final value r := r ′ ⊕ ρ (where ⊕ stands for the bitwise
XOR operation) and sends the final commitment c := Hash(r).
The problem with this approach is that in the case of standard hash functions, the
Watchdog cannot check that c has been computed correctly without retreating to
very complicated procedures (more expensive than simple commitments based on
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symmetric cryptography) or disclosing r . However, revealing the committed value
must not occur before the moment when this value is transmitted to the Reader.
Indeed, the Watchdog might transfer this value prematurely—we cannot exclude
the possibility that the Watchdog and the Reader are colluding.
Recall that randomization of the hash argument is easy for Pedersen commit-
ments:
• the Device chooses r ′ and s′ at random and computes c′ := gr ′ · hs ′ , it presents
c′ to the Watchdog,
• the Watchdog chooses r ′′, s′′ at random computes c := c′ · gr ′′ · hs ′′ and:
– sends r ′′, s′′ to the Device,
– sends the commitment c to the Reader,
• the Device computes the committed values: r := r ′ · r ′′, s := s′ · s′′.
Unfortunately, such commitments require implementing asymmetric cryptography,
while we have assumed that we are limited to symmetric methods. Concluding, as
it seems very hard to overcome the problems related to hash functions that are not
based on asymmetric cryptography, we must focus on symmetric encryption. Note
that symmetric encryption has to be implemented on most ubiquitous devices to
encrypt messages, so reusing it for commitments may reduce the implementation
cost and simplify the hardware requirements.
1.2.3.2 Commitments Based on Symmetric Encryption
We assume that the encryption function works with n-bit keys and converts n-bit
blocks into n-bit ciphertexts. Hence each key defines a permutation on n-bit blocks.
We assume that the encryption scheme is resistant to known-plaintext attacks.
The second assumption is that given a ciphertext c, for most plaintexts t there is
a key k such that c = Enck(t).
Basic Commitment Mechanism
1. choose a plaintext t and a key k at random,
2. compute c := Enck(t),
3. present (t, c) as a commitment for k.
In order to open the commitment (t, c) one has to present k. The commitment
opening test is Enck(t)
?= c. Note that breaking the commitment is equivalent to a
successful known-plaintext attack. Of course some care is required when choosing
the encryption scheme, as each single bit of the key has to be secure against
cryptanalysis.
Controlled Commitment Mechanism
1. The Device creates a commitment (t ′, c′) for k′ using the basic mechanism
(i.e., c′ := Enck′(t ′) and t ′ is a single n-bit block), and presents (t ′, c′) to the
Watchdog,
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2. The Watchdog chooses n-bit blocks θ and κ at random and presents them to the
Device,
3. The Device recomputes the basic commitment:
t := t ′ ⊕ θ, k := k′ ⊕ κ, c := Enck(t)
and presents c to the Watchdog,
4. the Watchdog chooses α at random and computes
t := t ′ ⊕ θ, ζ := Encc(α)
5. The Watchdog presents the final commitment (t, α, ζ ) concerning the element k
to the Reader.
Note that the Watchdog has no control over the correctness of execution of the
third step and therefore the Device can potentially install a covert channel in c.
However, at this moment c is hidden behind the commitment (α, ζ ) chosen by the
Watchdog. So in particular, the potential covert channel is hidden as well.
However, it is necessary to note that the Device should not be given the freedom
to interrupt the protocol execution. Otherwise the Device could selectively interrupt
the execution depending on the values of t and k and in this way leak some secret
bits.
Opening the commitment is controlled by the Watchdog in the following way:
1. the Device presents k′ to the Watchdog,
2. the Watchdog computes k := k′ ⊕ κ and aborts if
c′ = Enck′(t ′), or c = Enck(t ′ ⊕ θ),
3. the Watchdog presents k to the Reader,
4. the Reader computes c̄ := Enck(t), and accepts the opening if ζ = Encc̄(α).
Note that breaking this commitment by the adversary is at least as hard as known-
plaintext cryptanalysis. Namely, for a (plaintext, ciphertext) pair (α, ζ ) one can
choose t at random and present it to the adversary. Indeed, for any key ψ that is
a solution for (α, ζ ), for most values t there is a key k such that ψ = Enck(t).
1.2.3.3 Encrypted Random Challenge
We assume that the protocol requires the Device to send a random challenge r as
a ciphertext Enck(r) for the key k shared with the Reader. The following protocol
enables the Watchdog to control the situation:
1. the Watchdog sends a commitment θ to an element α chosen at random (for this
purpose the basic commitment from Sect. 1.2.3.2 can be used),
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2. the Device chooses r ′ at random, computes s := Enck(r ′) and sends s to the
Watchdog,
3. the Watchdog computes σ := α ⊕ s and sends
• σ to the Reader,
• α to the Device (if necessary, the Watchdog attaches also an opening to the
commitment).
With this approach, the random challenge is r = Deck(σ ).
For the Device, the final shape of r is unpredictable so there is no way to hide
information in r . On the other hand, the Watchdog cannot influence r (for instance,
enforce repetition of the same r), as α has to be determined before the (random)
ciphertext s is presented to it.
Note that if the random challenge is presented in clear, then a simplified version
of the above procedure can be used.
1.2.3.4 Answers to Challenges
One of the moments when information can be leaked to the adversary is when
the Device is responding to a challenge sent by the Reader by computing some
deterministic algorithm, but any verification procedure for the response requires
knowledge of a key shared by the Reader and the Device. This key must not be
available to the Watchdog due to security reasons. In this case no censorship by the
Watchdog is possible. On the other hand, the Reader may discover the manipulation
when it is already too late, since the malicious message has been already on the air,
available to the adversary.
The solution to this problem is to encrypt the communications from the Watchdog
to the Reader with a random session key that is unknown to the Device. Such an
encryption results in randomization destroying, any covert channel.
The procedure to establish the session key is as follows:
1. the Reader creates a commitment u to a random key z′ and sends u to the
Watchdog of the Device,
2. at the same time the Reader creates a ciphertext c0 = Enck(z′) with the key k
shared with the Device, and sends it to the Device through the Watchdog,
3. the Device decrypts c0 and reveals z′ to its Watchdog,
4. the Watchdog checks the correctness of z′ against the commitment u and chooses
a key z at random,
5. the Watchdog sends Encz′(z) to the Reader,
6. from now on, in the current session all messages forwarded by the Watchdog
from the Device to the Reader are additionally encrypted with the key z.
Note that for the steps 1 and 2 one can apply the procedures from Sects. 1.2.3.2
and 1.2.3.3. Thereby, the protocol can be secured against a malicious Reader as well.
Note also that the Device knows z′ so it could learn z from Encz′(z). However, the
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Device cannot access the communication channel without help from the Watchdog.
Consequently, it does not know Encz′(z).
For the adversary, the situation is just the opposite: it has access to Encz′(z), but
it does not know z′ and cannot learn it from the colluding Device, as there is no
communication channel between them.
1.2.3.5 Distance Bounding Protocols
A distance bounding protocol [112] is executed when the physical presence of the
Device in a close proximity of the Reader needs to be verified. This is particularly
important in scenarios concerning access control in the presence of hardware tokens.
By utilizing the timing delays between sending out a challenge bit and receiving a
response, the Reader can calculate an upper bound on the distance to the verified
device, and, if the Device is outside the intended perimeter, abandon the protocol.
The main and most problematic part in distance bounding protocols is the Rapid
Bit Exchange (RBE) phase that is key to calculating the distance based on the
response time. Typically, it is executed by a Device and a Reader as follows:
1. the Device and the Reader share m-bit strings r0 and r1 (computed from a shared
secret and a nonce transmitted in clear),
2. for i = 1, . . . ,m, the following steps are executed:
(a) the Reader sends a pseudorandom bit c[i],
(b) the Device responds immediately with rc[i][i].
3. The Reader aborts the protocol if the answers of the Device have not been
obtained within (strict) time limits or not all of them are correct.
The RBE phase is potentially a source of problems:
• The Device can send bits different from rc[i][i] just to create a covert channel.
Incorrect responses might be interpreted not as malicious activity of the Device,
but as an attempt by an adversary standing between the Device and the Reader to
cheat about the distance.
• Convincing the Watchdog about the correctness of the responses is a challenge:
during the RBE phase there is no time for exchange of messages between the
Device and the Watchdog and for nontrivial computations.
The solution presented below is based on blinding the responses with a one-time
pad, where the random key is transported via the Device to the Watchdog in a secure
way. It consists of the three phases described below:
PREPARATION: During this phase a blinding string is prepared. Namely, a
session key z shared between the Watchdog and the Reader
is established, as described in Sect. 1.2.3.4. However, instead
of using it for encapsulation of messages it is used as a seed
for creating a pseudorandom bit string B(z).
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RBE: RBE is executed as in the standard protocol except that the
Watchdog, after receiving the ith response A[i] from the
Device, converts it to
A′[i] := A[i] ⊕ B(z)[i]
and forwards A′[i] to the Reader.
VERIFICATION: Aside from the usual operations, the Reader additionally
removes the blinding by XORing each A′[i] with B(z)[i].
1.3 Privacy
Deploying ubiquitous systems means not only substantial advantages for many
application areas, but at the same time emerging and significant privacy problems.
For instance, if device identifiers are explicitly transmitted when two devices
establish a communication session, then it is relatively easy to create a global
tracking system and misuse the information collected in this way. Note that in the
case of symmetric cryptography, one cannot first securely establish a session key
(e.g., with the Diffie-Hellman protocol), and then send the identifiers encrypted with
this key. Theoretically, parties A and B sharing a symmetric key k may recognize
each other without transmitting any identifier:
1. party A chooses a nonce n at random and for each of its partners i:
(a) chooses a nonce ni at random,
(b) computes Mi = Encki (n, ni ), where ki is the key shared with this partner,
2. party A broadcasts (n,M1,M2, . . . , ),
3. party B decrypts each Mi with all shared keys it knows; if the first half of the
plaintext is n, then this is the right key and it responds with ni .
The obvious problem with such a protocol is its lack of scalability, so it cannot be
applied in large-scale ubiquitous systems.
Fortunately, in the case of ubiquitous systems the size of the system may be an
advantage: even if the adversary can monitor communication at many places, one
can assume that the adversary is not omnipresent and consequently only a fraction
of the interactions are available to him. Some defense methods are based on this
fact.
Another factor that may hinder adversarial actions is that a device may have some
a priori knowledge about its potential communication partners and therefore its
computation effort can be limited to these partners. On the other hand, an adversary
having no idea who is attempting to communicate may be forced to consider all
possible pairs of partner devices—the computational effort in this case might be
higher by an order of magnitude. Moreover, it may lead to many false candidates—
while for the attacked device this problem does not arise, as its range of partner
choices is limited.
12 M. Kutyłowski et al.
The rest of this section is devoted to diverse methods that at least reduce the
privacy risks without retreating to asymmetric cryptography.
1.3.1 Symmetric Protocols and Deniability
From the point of view of privacy protection, symmetric cryptography leads to fewer
problems than advanced methods based on asymmetric cryptography. Namely, if
all cryptographic secrets used to execute a protocol are available to both parties
executing the protocol, then a valid transcript of a protocol execution can be created
by either party of the protocol. Therefore such a transcript cannot be used as a proof
that an interaction has taken place.
Let us note that the situation might be different if a secret for symmetric
cryptography is known only to one party of the protocol. For instance, if a device D
is authenticated by presenting a token s, where Hash(s) is a one-time key publicly
known as belonging to D, then presenting s may serve as a proof that an interaction
with D has taken place.
1.3.2 Identity Hiding with Random Key Predistribution
When tools such as Diffie-Hellman key exchange are unavailable, random key
predistribution may help to protect the initial information exchange. According to
this approach, a session is initiated as follows:
Phase 1 (key discovery): the communicating devices find keys from the key
predistribution scheme that they share,
Phase 2 (identity disclosure): the devices exchange their identity information,
and communication is protected with the shared keys found in Phase 1,
Phase 3 (authentication and key establishment): the devices continue in a way
tailored to the declared identity information, encryption may be based on bilateral
keys and not on the keys from the key predistribution.
Let us recall a few details of key predistribution schemes. There is a global key
pool K of size N . We assume that each device i has an individual key pool K (i)
consisting of keys k(i)1 , . . . , k
(i)
n . If devices i and j meet, they identify a key (or
keys) in K (i) ∩ K (j) (shared keys).
There are certain details about how to choose the subsets of keys to ensure that
the set of keys K (i) ∩ K (j) is nonempty. The basic approach is to choose random
subsets—then due to the birthday paradox there is a fair chance of a key being
shared if n ≈ √N . Another approach is to consider a projective space and assign
keys corresponding to a line to each device—note that in a projective space every
two lines intersect [124].
1 Emerging Security Challenges for Ubiquitous Devices 13
Key predistribution may reduce the privacy risks during identity information
exchange as most of the devices in the vicinity of devices A and B initializing
an interaction will not be able to access the information exchanged in Phase 2.
However, some details have to be implemented carefully:
• In Phase 1 a device cannot simply send identifiers of the keys it holds as this set
of identifiers would serve as its implicit identifier and can be abused to trace it.
• An adversary that knows a key k from the pool (e.g., as a legitimate user) would
be able to trace all interactions in Phase 2 between devices for which k is the
shared key. Even worse, the adversary may attempt to learn as many keys from
the pool as possible, e.g., by hacking its own devices.
In the following we recall a few techniques that reduce these risks.
1.3.2.1 Key Discovery with a Bloom Filter
Bloom filters can be used as a compact data structure to enable discovery of shared
keys in a relatively secure way. A Bloom filter is a bit array of length, say, 2l . In order
to “insert” keys k1, . . . , kt into a filter a device A performs the following steps:
1. initialize a Bloom filter F as an array of zeroes,
2. choose a nonce η at random,
3. for each i ≤ t “insert” the key ki into the filter:
(a) for j ≤ m compute Hash(η, ki, j), truncate it to the l most significant bits,
getting hi,j (m is a Bloom filter parameter),
(b) set the bits of F to 1 in the positions hi,1, . . . , hi,m,
When a device B receives the filter F together with the nonce η, for each key it
holds it can perform a similar calculation and check whether F holds only ones in
the computed positions. If there is even a single 0, this key is not shared with A.
Otherwise, it is a candidate shared key. For some details see [332].
Of course, depending on the size of the Bloom filter, the number of keys inserted
into the filter and the parameter m, there might be false candidates. In order to
inform A about the candidate keys one can reply with a Bloom filter created for the
candidate keys. A few interactions of this type should suffice to narrow the set of
candidates to the set of shared keys on both sides.
1.3.2.2 Multiple Shared Keys
For the sake of privacy preservation, it is useful to design the key predistribution
scheme so that two devices share multiple keys. Then during Phase 2 the devices
sharing keys, say, ki1, . . . , ki,w, encrypt each message with all these keys. For
instance, one can use single encryption with a key K := KGF(ki1, . . . , ki,w, nonce)
where KGF is a key generation function, and nonce is a nonce exchanged in the
clear.
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The advantage of this approach is that the adversarial device needs to know
all keys ki1, . . . , ki,w to decrypt the communications of Phase 2. Of course, some
keys from the list may be known to the adversary—due to the key predistribution
mechanism.
1.3.2.3 Epoch Keys
Paradoxically, reducing the number of keys in a pool may be advantageous.
According to [146], each device holds the following:
long term keys: These are the keys from a key predistribution scheme. Long term
keys are used only to decrypt ciphertexts containing epoch keys,
epoch keys: These keys are used for establishing communication links within
their epoch as described in previous subsections.
From time to time the system provider runs the following steps:
1. new epoch keys are generated at random,
2. for each key k from the pool of long term keys, the corresponding ciphertext
C := Enck(η) with a MAC is created, where η is an epoch key selected for k,
3. the ciphertexts of the epoch keys are disseminated to the devices.
There might be different ways of dissemination. For example, it might be done by
broadcasting over a public radio channel or handling the new epoch keys when a
device logs into the system.
The crucial property of this approach is that the number of epoch keys is N/m,
where N is the number of long term keys, and that an epoch key is assigned to
m long term keys when creating the ciphertexts described above. The parameter m
could be a small constant such as 4. If each device holds n ≈ √N long term keys,
and m is a small constant, then the expected number of epoch keys shared by two
devices is approximately m.
Using epoch keys has advantages from the point of view of privacy protection:
• As the number of shared keys increases the probability that a different device can
follow the communication in Phase 2 is significantly reduced. For instance, for











	 1, the progress is significant.
• Devices A and B may share epoch keys for two reasons:
– A and B share a long term key, so consequently they share the epoch key
encrypted with this long term key,
– the same epoch key has been encrypted with different long term keys
possessed, respectively, by A and B.
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In the second case the same pair of long term keys does not necessarily
correspond to the same epoch key during the next epoch. So an adversary that
may follow A and B in one phase cannot automatically continue to do so in the
next epoch.
1.3.3 Overloading Identifiers
The idea is to follow the approach used in human society: in everyday life we
do not use unique identifiers (like personal identification numbers), but ambiguous
identifiers such as first names (in Europe), family names (in China), etc. Despite the
fact that the same identifier is used by a large number of people, there is almost
no confusion in social interactions. For ubiquitous systems, we can mimic this
approach. Namely, we assume that:
• The number of devices is large, say N , however in each local environment the
number of devices is at most m, where m 	 N ,
• Apart from its main unique identifier, each device holds k identifiers from a pool
of size M , where M 	 N and k is a small constant,
Now, the concept is that in a local environment each device occurs under one of
its short IDs [147]. The process of joining such an environment involves using
one of its short identities not yet in use there so far. The chances of having such
an identifier available might be surprisingly high due to the famous power-of-two-
choices phenomenon [46]. The crucial point in this approach is to determine how
many short identifiers are needed globally, as minimizing their number provides
better privacy protection. One can show that this process proceeds successfully for
m participants (i.e., they always have the ability to choose an unused identifier) with






1.3.4 Pairwise Keys Evolution
If a device has no asymmetric cryptography implemented, then establishing a
bilateral key with another device is a problem. In small scale systems, we can deploy
such keys in a secure environment during the manufacturing phase. Unfortunately,
this is no longer possible in most large-scale application scenarios. So, the common
solution is to pair two devices in a private environment and hope that electronic
communication has not been tapped there. Only in a limited number of cases the
key (or some auxiliary information) can be carried by the user and inserted into
both devices. Indeed, a device may have no appropriate interface for such direct
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communication with the user (e.g., a keyboard). Another issue is that users might
feel annoyed by the need for such manual work.
A pragmatic solution to this problem was presented in [499]:
• One can assume that the adversary is not omnipresent, hence it misses some
number of successful communications between each pair of devices.
• Each time two devices meet, they change the bilateral key in a random way, i.e.,
if the shared key is k, then new key is F(k, i), where i ≤ n is chosen at random
and F(k, i) means k with its ith bit flipped.
This approach has the advantage that the bilateral key evolves in an unpredictable
way and, after a small number of successful interactions it, becomes uniformly
distributed in the key space. If during this time the adversary is not monitoring
communication, then it loses control entirely over the shared key: indeed in the case









An additional advantage of this approach is that if a device A gets cloned, then a
partner B of A can talk with only one version of A—evolution of keys will lead to
a lack of synchronization and consequently detection of the presence of clones.
One can modify the scheme so that recovering past versions of the key becomes
impossible: if F is, say, a hash function, then learning the current version of the key
(e.g., by breaking into the device) does not reveal even the previous key. Despite the
limited randomness in the process, key evolution has comparable properties to key
unpredictability [331].
In a similar way, one can let the identifiers evolve.
1.3.5 Transmission with Errors
Transmitting the same encrypted identifiers during Phase 2 of the algorithm from
Sect. 1.3.2 allows the adversary to set it as a temporary identifier for that user. To do
so, the ciphertext has to be randomized. The obvious way to create non-repeatable
messages is to include a nonce, namely instead of sending c = Enck(A), A selects a
nonce η and transmits ĉ = Enck(A ⊕ η) together with η. However, one can arrange
this in a more clever way. The modified procedure is as follows:
• A chooses at random a string η with a (relatively) small Hamming weight,
• A computes ĉ := Enck(A ⊕ η) and sends it to a partner (say B), with which it
expects to share the key k.
• B computes Â := Deck(ĉ) and looks for identifiers D of its partners such that
the Hamming weight of Â ⊕ D is small. The identifier of A is among these
candidates, and if the parameters are chosen properly there is only a small chance
of having any other candidate on the list. Such false candidates may be eliminated
easily using bilateral keys.
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From the point of view of the adversary, holding a lot of keys the situation is more
complicated. It may hold many false candidates for the key k used in this phase. As
Deck′(Enck(A ⊕ η)) provides unpredictable results, it may happen that it is close
enough to some valid identifier U . In this way the adversary may get a lot of data
confusing its tracing attack.
1.4 Conclusion and Future Directions
In this chapter, we focused on pointing out some of the challenges in developing
large scale networks of severely constrained devices. Due to computational con-
straints the traditional approach to multiparty security and privacy has to give way
to methods based on symmetric cryptography and information obfuscation. While
considering threats caused by malicious protocol implementation, we presented
several schemes utilizing an additional device, a watchdog, that may be provided
by a third party, and hinders any covert channel aimed at secret leakage.
Future directions include inspecting the possibilities of leakage prevention in the
case of collusion between a reader and a device. The additional device described
in Sect. 1.2 prevents understanding of the messages exchanged between the verified
device and the reader, however as the watchdog is not integrated into the device
there is no guarantee that the device and the reader are not creating a covert
channel. A natural approach would be to enable the possibility of signal jamming
by the watchdog, however this solution is ineffective due to power requirements.
Moreover, since each user may be in possession of multiple devices, the case of a
single watchdog responsible for all a user’s devices and batch authorization might
be considered.
In the second part of the chapter, we pointed out the problem of violating privacy
requirements, especially via user tracking, in ubiquitous systems. One of the major
challenges is establishing a shared key, as ‘generating’ a new one with methods
derived from the Diffie-Hellman protocol is not feasible and using a constant pool
of predistributed keys allows a tracking adversary to identify devices during the key
discovery phase. We described some methods based on a key evolution approach
and on the obfuscation of information. The latter is obtained by utilizing hash
functions or introducing a small error into the transmitted message. It should be
noted that these solutions are not fully satisfactory, at least if we are confined to
symmetric methods. If asymmetric cryptography can be used, then the situation is
quite different (see Chap. 5).
Acknowledgments Authors “Mirosław Kutyłowski and Piotr Syga” supported by Polish National
Science Centre, project OPUS no 2014/15/B/ST6/02837.
18 M. Kutyłowski et al.
Open Access This chapter is licensed under the terms of the Creative Commons Attribution 4.0
International License (http://creativecommons.org/licenses/by/4.0/), which permits use, sharing,
adaptation, distribution and reproduction in any medium or format, as long as you give appropriate
credit to the original author(s) and the source, provide a link to the Creative Commons licence and
indicate if changes were made.
The images or other third party material in this chapter are included in the chapter’s Creative
Commons licence, unless indicated otherwise in a credit line to the material. If material is not
included in the chapter’s Creative Commons licence and your intended use is not permitted by
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of Lightweight Cryptographic Primitives
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Abstract The main objective of this chapter is to offer to practitioners, researchers
and all interested parties a brief categorized catalog of existing lightweight sym-
metric primitives with their main cryptographic features, ultimate hardware per-
formance, and existing security analysis, so they can easily compare the ciphers
or choose some of them according to their needs. Certain security evaluation
issues have been addressed as well. In particular, the reason behind why modern
lightweight block cipher designs have in the last decade overwhelmingly dominated
stream cipher design is analyzed in terms of security against tradeoff attacks. It turns
out that it is possible to design stream ciphers having much smaller internal states.
2.1 Introduction
Lightweight cryptography aims to deploy cryptographic algorithms in resource-
constrained devices such as embedded systems, RFID devices and sensor net-
works. The cryptographic community has done a significant amount of work in
this area, including design, implementation and cryptanalysis of new lightweight
cryptographic algorithms, together with efficient implementation of conventional
cryptography algorithms in constrained environments (see the Lightweight Cryp-
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tography Lounge,1 [89, 260, 391]). Most recent cryptographic competitions such
as NIST’s SHA-3 Cryptographic Hash Algorithm Competition2 and eSTREAM
project3 (with the Profile 2) had requirements that support implementations for
highly constrained devices. Additionally, NIST currently is working on a special
call4 to create a portfolio of lightweight algorithms through an open standardization
process.
The lightweightness of a given cryptographic algorithm can be obtained in
two ways, by optimized implementations with respect to different constraints or
by dedicated designs which use smaller key sizes, smaller internal states, smaller
building blocks, simpler rounds, simpler key schedules, etc. There are several
relevant metrics for assessing lightweight algorithms, such as power and energy
consumption, latency, throughput and resource requirements [404]. Power and
energy consumption are important for devices that are battery-oriented or energy
harvesting. Latency is the time taken to perform a given task, and is important
for applications where fast response time is necessary (e.g., Advanced Driver
Assistance Systems), while throughput can be defined as the rate at which the
plaintext is processed per time unit, and is measured in Bps.
Resource requirements are expressed differently in hardware and software
implementations. In the hardware case, they are described as gate area, expressed by
logic blocks for FPGAs or by Gate Equivalents (GEs) for ASIC implementations.
However, these measures highly depend on the particular technology, so it is not
possible to do a fair and relevant comparison of the lightweight algorithm imple-
mentations exactly across different technologies. In the software case, resource
requirements are described as number of registers, RAM and ROM consumption
in bytes. ROM consumption corresponds in fact with the code size.
Hardware implementations are suitable for highly constrained devices. For
example, on the low end, low-cost passive RFID tags may have a total of 1000–
10,000 gates, with only 200–2000 budgeted for security purposes [309]. Software
implementations are suitable for less constrained devices, and they are optimized
for throughput and energy consumption.
Some design choices related to dedicated lightweight cryptographic algorithms
have influences on the security margins. For example, smaller key sizes such as 80
bits or 96 bits are in conflict with the current NIST minimum key size requirement
of 112 bits. Smaller block and output sizes in some algorithms may lead to plaintext
recovery or codebook attacks. Simpler key schedules may enable different attacks
using related keys, weak keys, etc. Smaller internal state (IS) and digest sizes in
hash functions may lead to collision attacks. Simpler rounds sometimes means that
more iterations are required to achieve security.
1https://cryptolux.org/index.php/Lightweight_Cryptography.
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The main objective of this chapter is to offer to practitioners, researchers and
all interested parties a short categorized catalog of existing symmetric lightweight
primitives with their main features, some details about known software and
hardware performance, and existing security analysis, to enable selection according
to specific needs. These cryptographic primitives can be categorized into five
areas: block and stream ciphers, hash functions, message authentication codes,
and authenticated encryption schemes. As a consequence of the simplicity which
provides lightweightness, the security evaluation of lightweight stream ciphers
appears as an issue of top importance, and so a number of illustrative elements
relevant for cryptanalysis of lightweight encryption techniques have been pointed
out as well.
It can easily be observed that (see Sect. 2.2) almost all of the recently designed
lightweight ciphers are block ciphers. The requirement for unnecessarily large
internal states results in extra hardware area cost which definitely hinders designing
ultralightweight stream ciphers. We analyze the arguments behind this criterion
and propose to loosen it by justifying the security analysis in Sect. 2.3. We believe
this adoption will promote the design and even the analysis of lightweight stream
ciphers.
2.2 Catalog of Lightweight Cryptographic Primitives
The catalog of lightweight cryptographic primitives is divided in five categories:
block and stream ciphers, hash functions, message authentication codes, and
authenticated encryption schemes.
2.2.1 Block Ciphers
Block ciphers encrypt one block of plaintext bits at a time, to a block of ciphertext
bits, through multiple rounds, and using a secret key. Each round is a sequence
of several simple transformations, which provide confusion and diffusion [522].
In each round, a round key is used, which is derived from the secret key using a
key schedule algorithm. According to the algorithm structure, block ciphers can be
divided into several types:
• Substitution Permutation Network (SPN)—each round consists of substitution
(S-) and permutation (P-) boxes. Usually, S-boxes are non-linear transformations
and provide confusion, while P-boxes are linear and provide diffusion.
• Feistel Network (Feistel)—divides the input block into two halves, Li and Ri ,
and in each round, the output block is (Li+1, Ri+1) = (Ri, Li ⊕ F(Ri,Ki+1)),
where F is the round-function (introduced by H. Feistel [209]).
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• Add-Rotate-XOR (ARX)—only three operations are used: modular addition,
rotation and XOR.
• Generalized Feistel Network (GFN)—divides the input block into n parts, and
each round consists of a round-function layer and a block-permutation layer,
which usually is a cyclic shift. If the round-function is applied only to one part,
we speak about Type-1, and if it is applied on the n/2 parts, we speak about
Type-2 GFN. If there is an additional linear layer between the two layers, we
speak about Extended GFN [78].
• LFSR-based—in the round function they use one or more Linear Feedback Shift
Registers (LFSRs) in combination with non-linear functions.
• LS-design—each round combines linear diffusion L-boxes with non-linear
bitslice S-boxes, and they are aimed at efficient masked implementations against
side-channel analysis [247].
• XLS-design—a variation of the LS-design, that uses the additional ShiftColumns
operation, and Super S-boxes [306].
There are also tweakable block ciphers, which in addition to the key and the
message have a third input named tweak, and they must be secure even if the attacker
is able to control the tweak input. Each tweakable block cipher can be seen as a
family of permutations in which each (key, tweak) pair selects one permutation.
The standard block cipher approach can be made lightweight by using smaller
key sizes (e.g., 80 or 96 bits), smaller block sizes (e.g., 64 bits), smaller or
special building blocks (e.g., 4-bit S-boxes, no S-boxes at all, or recursive diffusion
layers), simpler key schedules (e.g., selecting a key schedule where bits from the
master key are selected as round keys), smaller hardware implementation, involutive
encryption, etc. AES-128 belongs in this group also, because there are ASIC
implementations of it with an area of just 2400 GE[426] on 0.18µm technology, but
it cannot be applied in every scenario. In Table 2.1, we give a summary of the known
lightweight block ciphers, sorted in alphabetical order, with their type, key and block
size in bits, number of rounds, used technology and number of GEs if known, and we
give the best known attacks in Table 2.2. KASUMI used in UMTS, GSM, and GPRS
mobile communications systems, 3-Way and MANTIS are considered insecure.
Additionally, CLEFIA and PRESENT are part of the ISO-29192-2 standard, while
HIGHT, MISTY1 and AES are part of the ISO/IEC 18033-3:2010 standard.
For fair and consistent evaluation and comparison of software implementations
of lightweight block and stream ciphers, one can use a free and open-source
benchmarking framework FELICS (Fair Evaluation of Lightweight Cryptographic
Systems) [182]. Currently, the assessment can be done on three widely used
microcontrollers: 8-bit AVR, 16-bit MSP and 32-bit ARM, and extracted metrics
are the execution time, RAM consumption and binary code size, from which one
single value “Figure Of Merit” (FOM) is calculated. Table 2.3 presents some details
about software performance of some lightweight block ciphers with the current
best FELICS results for encryption of 128 bytes of data in CBC mode (scenario
1 in [182]), sorted according to the FoM measure, where the lowest result is the
best.
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Table 2.2 Lightweight block ciphers (best known attacks)
Best known attack: data complexity/memory/time
Name Ref complexity
3-Way [164] Practical related-key attack [320], 1 related key pair, 222
CPs
AES-128 [166] Biclique key-recovery attack [545]: 256 / − /2126.13
CLEFIA [527] Impossible differential attack [106]: 2114.58 / 283.16B
/2116.16
DESL/ [361] Linear cryptanalysis on DES [311]: 239 − 241 DES
evaluations






[487] Single-key KP differential attack [159]: 264 / 270B /2179
GRANULE [54] −
HIGHT [283] Biclique cryptanalysis [15]: 28 / _ /2126.07
ICEBERG [541] Differential cryptanalysis [543]: 263 CPs /296 enc. on 8
rounds
ITUbee [315] −
KASUMI [1] Practical related-key attack [192]: 4 related keys, 226 / 230
B / 232
KATANn/ [126] Meet-In-The-Middle attack on KTANTANn [104]
KTANTANn (3, 2, 2) pairs/ −/(275.17, 275.044, 275.584)
KLEIN [239] Truncated differential attack [497]: 248.6 / 232 /254.9 on
KLEIN-64
LBlock [583] CP related-key impossible differential attack[584]: 263 / −
/275.42 on 24 rounds
LEA [282] −
LED [252] Random-difference distinguishers [443]: − / 260B/260.3 on
40 rounds LED-128
Lilliput [78] Key-recovery attack with the division property [512]: 263 /
− /277 on 17 rounds
MANTISr [68] Practical key-recovery attack [185]: 228 / − /238 enc. on
MANTIS5
mCrypton [372] Related-key impossible differential cryptanalysis [388]:
(259.9, 259.7) / (263.9, 255.7)B /(274.9, 266.7) on 9 rounds
MIBS [299] Biclique cryptanalysis [519] (MIBS-80): 252/− /278.98
Midori [51] Key-recovery attack for the class of 232 weak keys in
Midori64 [250]: 2/− /216
MISTY1 [398] Single-key integral attack [56]: 264/− /269.5
Mysterion [306] −
(continued)
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Table 2.2 (continued)
Best known attack: data complexity/memory/time
Name Ref complexity
Noekeon [165] Many related keys (weakness) [334]
PICARO [485] Related-key attack [129]: 299/222B /2107.4
Piccolo [526] Biclique cryptanalysis [15]: 24/− /(279.07, 2127.12)
PRESENT [101] Biclique cryptanalysis (PRESENT-80) [15]: 222/− /279.37
PRIDE [17] Multiple related-key differential attack [167]: 241.6/−
/242.7
PRINCE [105] Multiple differential attack [128]: 257.94/261.52 /260.62 on
10 rounds
PRINTcipher [333] Invariance subspace attack [359] applicable to 252/ 2102
weak keys:
5 CPs/ −/ negligible
PUFFIN2 [569] Differential attack [95]: 252.3 CPs/− /274.78
RC5-12 [502] Differential attack [88]: 244 CPs
RECTANGLE [598] Related-key differential attack [521]: 262/272B/267.42 on
19 rounds
RoadRunneR [63] −
Robin [247] Key-recovery attack for the weak key set of density
2−32 [360]: 1 CP/− /264
SEA [542] −
SKINNY [68] Related-tweakey impossible differential attacks [23]:
271.4/264 /279 up to 23 rounds
Simeck [588] Linear hull attack with dynamic key-guessing
techniques [491]:
(231.91, 247.66, 263.09)/ −/(261.78, 292.2, 2111.44) add. and
(256.41, 288.04, 2121.25) enc.
SIMON [65] Differential cryptanalysis on 12/16/19/28/37
reduced-round
SIMON-32/48/64/96/128
SPARX [181] Truncated-differential attack [24]: 232 /261/293 on 16
rounds ( SPARX-64/128)
SPECK [65] Differential cryptanalysis [537]:
2125.35/222/2125.35 on 23 rounds of the SPECK-128/128
TWINE [544] Impossible differential and multidimensional zero
correlation linear attack [373]:
262.1 KPs/ 260B / 273 (TWINE-80)
QARMA [39] −
XTEA [436] Related-key rectangle attack [380]: 263.83 / − / 2104.33 on
36 rounds
Zorro [227] Differential attack [55]: 241.5 / 210 / 245
KP—Known Plaintext
CP—Chosen Plaintext
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Table 2.3 The current best FELICS results for scenario 1: Encrypt 128 bytes of data in CBC
mode
AVR MSP ARM
Code RAM Time Code RAM Time Code RAM Time
Cipher (B) (B) (Cyc.) (B) (B) (Cyc.) (B) (B) (Cyc.) FoM
Speck 966 294 39,875 556 288 31,360 492 308 15,427 5.1
Speck 874 302 44,895 572 296 32,333 444 308 16,505 5.2
Simon 1084 363 63,649 738 360 47,767 600 376 23,056 7.0
Simon 1122 375 66,613 760 372 49,829 560 392 23,930 7.2
RECTANGLE 1152 352 66,722 812 398 44,551 664 426 35,286 8.0
RECTANGLE 1118 353 64,813 826 404 44,885 660 432 36,121 8.0
LEA 1684 631 61, 020 1154 630 46,374 524 664 17,417 8.3
SPARX 1198 392 65,539 966 392 36,766 1200 424 40,887 8.8
SPARX 1736 753 83,663 1118 760 53,936 1122 788 67,581 13.2
HIGHT 1414 333 94,557 1238 328 120,716 1444 380 90,385 14.8
AES 3010 408 58,246 2684 408 86,506 3050 452 73,868 15.8
Fantomas 3520 227 141,838 2918 222 85,911 2916 268 94,921 17.8
Robin 2474 229 184,622 3170 238 76,588 3668 304 91,909 18.7
Robin
 5076 271 157,205 3312 238 88,804 3860 304 103,973 20.7
RC5-20 3706 368 252,368 1240 378 386,026 624 376 36,473 20.8
PRIDE 1402 369 146,742 2566 212 242,784 2240 452 130,017 22.8
RoadRunneR 2504 330 144,071 3088 338 235,317 2788 418 119,537 23.3
RoadRunneR 2316 209 125,635 3218 218 222,032 2504 448 140,664 23.4
LBlock 2954 494 183,324 1632 324 263,778 2204 574 140,647 25.2
PRESENT 2160 448 245,232 1818 448 202,050 2116 470 274,463 32.8
PRINCE 2412 367 288,119 2028 236 386,781 1700 448 233,941 34.9
Piccolo 1992 314 407,269 1354 310 324,221 1596 406 294,478 38.4
TWINE 4236 646 297,265 3796 564 387,562 2456 474 255,450 40.0
LED 5156 574 2,221,555 7004 252 2,065,695 3696 654 594,453 138.6
2.2.2 Stream Ciphers
Stream ciphers encrypt small portions of data (one or several bits) at a time. By using
a secret key, they generate a pseudorandom keystream, which is then combined with
the plaintext bits to produce the ciphertext bits. Very often the combining function
is bitwise XORing, and in that case we speak about binary additive stream ciphers.
The basic security rule for stream ciphers is not to encrypt two different messages
with the same pair of key/IV. So, stream ciphers usually have a large keystream
period, and a different key and/or IV should be used after the period elapses. Each
stream cipher usually has an initialization phase with some number of rounds (or
clock-cycles), followed by an encryption phase. A fast initialization phase makes a
given cipher suitable for encrypting many short messages, while when several large
messages need to be encrypted, stream ciphers with a fast encryption phase are more
appropriate.
The standard stream cipher approach can be made lightweight by using: smaller
key sizes (e.g., 80 bits), smaller IV/nonce sizes (e.g., 64 bits), a smaller internal state
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(e.g., 80 or 100 bits), simpler key schedules, a smaller hardware implementation,
etc. Table 2.4 lists the known lightweight stream ciphers in alphabetical order, with
their main parameters and details about hardware implementation, and Table 2.5
provides the best known attacks. One can notice that all eSTREAM Profile 2
candidates that were not selected as finalists are not in the table. Also, according
to the hardware implementations, ZUC, ChaCha and Salsa20 cannot really be
considered as lightweight. While Lizard uses 120 bit keys, its designers claim only
80-bit security against key-recovery attacks. A5/1 used in GSM protocol, E0 used
in Bluetooth, A2U2, and Sprout are considered insecure.
Additionally, Enocoro and Trivium are part of the ISO/IEC 29192-3:2012
standard, and Rabbit is part of ISO/IEC 18033-4:2011. SNOW 3G was chosen
for the 3GPP encryption algorithms UEA2 and UIA2, while ZUC was chosen for
the 3GPP algorithms 128-EEA3 and 128-EIA3. The profile 2 eSTREAM portfolio
includes Grain v1, MICKEY 2.0 and Trivium. There is an IETF implementation of
the ChaCha20, published in RFC 7539, with 96-bit nonce and maximum message
length up to 232 − 1B that can be safely encrypted with the same key/nonce, as a
modification.
2.2.3 Hash Functions
A hash function is any function that maps a variable length input message into a
fixed length output. The output is usually called a hashcode, message digest, hash
value or hash result. Cryptographic hash functions must be preimage (one-way),
second preimage and collision resistant.
Usually the message is first padded and then divided into blocks of fixed length.
The most common method is to iterate over a so-called compression function, that
takes two fixed size inputs, a message block and a chaining value, and produces
the next chaining value. This is known as a Merkle-Damgård (MD) construction.
The sponge construction is based on fixed-length unkeyed permutation (P-Sponge)
or random function (T-Sponge), that operates on b bits, where b = r + c. b is
called the width, r is called the rate (the size of the message block) and the value c
the capacity. The capacity determines the security level of the given hash function.
There is also a JH-like sponge in which the message block is injected twice.
The main problem of using conventional hash functions in constrained environ-
ments is their large internal state. SHA-3 uses a 1600 bit IS, and its most compact
hardware implementation needs 5522 GE [471] on 0.13µm technology. On the
other hand, SHA-256 has a smaller IS (256 bit), but one of its smaller hardware
implementations uses 10,868 GE [211] on 0.35µm technology.
Lightweight hash functions can have smaller internal state and digest sizes (for
applications where collision resistance is not required), better performance on short
messages, small hardware implementations, etc. In some cases, for example tag-
based applications, there is a need only for the one-way property. Also, most tag
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Table 2.5 Lightweight stream ciphers (best known attacks)
Best known attack: data complexity/memory/time
Name Ref complexity
A2U2 [173] Practical key-recovery attack [524] under the KP attack model
210/−/224.7
A5/1 [92] Practical Time-Memory tradeoff attack [92] 2sec KPs/ 248
preprocessing steps to compute 300GB/ 224
BEAN [350] Distinguishing attack [13] with 217 keystream bits
CAR30 [172] −
CAvium [511] −
ChaCha [79] Multi-bit differential attack [143]: 228 / −/ 2233 on 7 rounds
E0 [96] Practical key-recovery attack [381] using the first 24 bits of
223.8 frames and 238 computations
Enocoro [574, 575] −
Fruit-80 [228] −
Grain [266, 267] Fast near collision attack [595]: 219 / 228/ 275.7 on Grainv1
LILLE [53] −
LIZARD [253] Distinguishing attack [52]: −/276.6/251.5 random IV enc
MICKEY 2.0 [48] Practical related key attack [179] with 65/113 related (K,?IV)
pairs and 0.9835/0.9714 success rate
Plantlet [421] Distinguishing attack [422]
Rabbit [98] Differential fault analysis [330] with 128 − 256 faults: −/241.6
B/238
RAKAPOSHI [148] Related key attack [297]: 238 chosen IVs/−/ 241
Salsa20 [80] Multi-bit differential attack [143]: 296 / −/ 2244.9 on 8 rounds
SNOW 3G [204] Multiset distinguisher [90]: 28 on 13 rounds
Sprout [27] Many, e.g., key recovery attack [50]: −/−/266.7 enc.
Trivium [127] Key-recovery attack [224]: 277 on 855 rounds
Quavium [555] −
WG-8 [207] Related key attacks [180] with one related key 252 chosen
IVs/−/ 253.32
ZUC (v 1.6) −
KP—Known Plaintext
Tables 2.6 and 2.7 list the cryptographic and implementation properties of
the known lightweight hash functions. ARMADILLO is considered insecure.
Lesamnta-LW, PHOTON, and SPONGENT are part of the ISO/IEC 29192-5:2016
standard.
2.2.4 Message Authentication Codes
A message authentication code (MAC) protects the integrity and authenticity of
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schemes can be constructed from block ciphers (e.g., CBC-MAC (part of the
ISO/IEC 9797-1:1999 standard) or OCB-MAC [504]), from cryptographic hash
functions (e.g., HMAC (RFC 2104)), etc. Three lightweight security architectures
have been proposed for wireless sensor networks: TinySec [316], MiniSec [382] and
SenSec[370]. TinySec and MiniSec recommend CBC-MAC and the patented OCB-
MAC, while SenSec recommends XCBC-MAC, for which there is an existential
forgery attack [238], and all suggest the use of 32-bit tags. 32-bit security is not
enough—the recommended size is at least 64 bits.
Design choices for lightweight MACs include shorter tag sizes, simpler key
schedules, small hardware and/or software implementations, better performance
on very short messages, no use of nonces, and generation from lightweight block
ciphers and hash functions. Some lightweight MACs are listed in Table 2.8, and the
best known attacks against these MACs are provided in Table 2.9.
2.2.5 Authenticated Encryption Schemes
Authenticated encryption (AE) schemes combine the functions of ciphers and
MACs in one primitive, so they provide confidentiality, integrity, and authentication
of a given message. Besides the plaintext and the secret key, they usually accept
variable length Associated Data (AEAD schemes), a public nonce, and an optional
secret nonce. AD is a part of a message that should be authenticated, but not
encrypted.
Lightweight authenticated encryption schemes are presented in Table 2.10, and
the best known attacks against these schemes are provided in Table 2.11. Sablier
and SCREAM/iSCREAM are considered insecure. The hardware implementation
is given with encryption/authentication and decryption/verification functionalities.
2.3 Illustrative Issues in Security Evaluation of Certain
Encryption Schemes
As a consequence of the simplicity which makes them lightweight, the security
evaluation of lightweight encryption schemes arises as an issue of top impor-
tance. However, constraints on chapter space limit our discussion of the security
evaluation. Consequently, this section shows only a number of illustrative issues
relevant for the cryptanalysis of lightweight encryption techniques. In the first part, a
generic approach for security evaluation is discussed, and in the second an advanced
dedicated approach is pointed out.
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Table 2.9 Lightweight MACs (best known attacks)
Best known attack: data / time complexity
Chaskey [428] Differential-linear attack [369] 248/ 267 on 7 rounds
LightMAC [384] −
SipHash -2-4 [32] −
TuLP [238] −
2.3.1 Reconsidering TMD Tradeoff Attacks for Lightweight
Stream Cipher Designs
We can simply divide the tradeoff attacks against ciphers into two groups, key
recovery attacks and internal state recovery attacks. The first tradeoff attack against
symmetric ciphers was introduced by Hellman [268] to illustrate that the key length
of DES was indeed too short. Hellman prepared several tables containing DES keys.
In general, the tradeoff curve is T M2 = N2 where T is the time complexity and
M is the memory complexity. N is the cardinality of the key space. Here, the data
complexity D = 1 since only one chosen plaintext is used to define a one way
function which produces the (reduction of the) ciphertext of the chosen plaintext
for a given key. Then, the tables are prepared during the precomputation phase. In
practice, one generally considers the point T = M = N2/3 on the curve since
the overall complexity also becomes N2/3. The precomputation phase costs roughly
O(N) encryptions. This is a generic attack which is applicable to any block cipher.
Therefore, we can say that the security level diminishes to 2k/3-bit security during
the online phase of the Hellman tradeoff attack where k is the key length of a block
cipher. However, one must pay a cost equivalent to exhaustive search to prepare the
tables during the precomputation phase.
Stream ciphers also suffer from the same affliction by tradeoff attacks in that
their keys can be recovered with an effort of 22k/3 for each of them during the online
phase. Stream ciphers consist of two parts. The initialization part uses an IV and a
key to produce a seed value S0. Then, S0 is used to produce the keystream sequence
through a keystream generator. While a state update function updates the internal
states Si , an output function produces the keystream bits (or words) zi . It is possible
to define a one way function from the key to the first k bits of the keystream sequence
by choosing an IV value and fixing it. This is similar to the case of tradeoff attacks
on block ciphers with a chosen plaintext. However, the attack may only be mounted
on a decryption mechanism since it may not be possible to choose the IV during
the encryption. Then, by preparing the Hellman tables, one can recover a key in
22k/3 encryptions using 22k/3 memory. The precomputation is 2k. This is similar to
the Hellman attack. Therefore, stream ciphers are prone to tradeoff attacks as with
block ciphers in the key recovery case.
The other category of tradeoff attacks is aimed at recovering internal states of
stream ciphers, rather than keys. Babbage [47] and Golić [236], independently,
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Table 2.11 Lightweight authenticated encryption schemes (best known attacks)
Best known attack: data complexity/memory/time
Name Ref complexity
ACORN v3 [581] −
ALE [103] Forgery attack [324]: 240/−/2110
APE [22] −
ASC-1 [300] −
Ascon [186] Key-recovery attack [371]: 2103.9 time on 7 out of 12
rounds ASCON-128
C-QUARK [36] −
FIDES [87] State-recovery/forgery attacks [184]:
1KP/(215, 218)/(275, 290)
Hummingbird-2 [200] Related key-recovery attack [525]: 24 pairs of related
keys/−/240
Helix [215] Key-recovery attack [432]: 217 CP/−/288
Joltik [304] −
KETJE [82] −
LAC [596] Differential forgery attack [368] with probability
2−61.52
NORX32 v.3 [35] −
NORX8/NORX16 [34] −
Sablier [594] Practical state/key recovery attack [213]: −/−/244
SCREAM/iSCREAM [246] Practical forgery attack [530] with 2 queries
sLiSCP [20] −
TriviA-v2/uTriviA [132] −
One can pick out the point D = M = N1/2 to get an overall complexity of
N1/2. Then, storing
√
N internal states with their outputs (keystream parts with an
appropriate length), one can recover a keystream used during encryption/decryption
if it is loaded in the table. We need roughly
√
N data to ensure a remarkable success
rate. So, it is conventionally adopted that
√
N should be larger than 2k as a security
criterion just to ensure that the internal state recovery attack through tradeoff is
slower than the exhaustive search. This simply means that the internal state size
should be at least twice as large as the key size. This extremely strict criterion has
played a very crucial role in raising extra difficulties in designing lightweight stream
ciphers.
Another highly effective tradeoff attack for internal state recovery is the
Biryukov-Shamir attack [91]. This simply makes use of Hellman tables. But,
instead of recovering just one specific internal state, it is enough to recover only one
of D internal states. Then, preparing just one Hellman table is an optimum solution
and the table can contain N/D states. So, the precomputation phase is around
O(N/D) and the tradeoff curve is T M2D2 = N2 where D is bounded above by√
T since the number of internal states contained in just one table is limited to
avoid merging of collisions. We can pick out the point on the curve where time and
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memory are equal and maximize the data, namely T = M = N1/2 and D = N1/4.
We need N1/2 to be larger than 2k if we want the online phase of the attack to be
slower than an exhaustive search. This again simply implies that the internal state
size should be at least twice as large as the key size.
The condition on the size of the internal states of stream ciphers makes
designing ultralightweight stream ciphers too difficult. Indeed, there are sev-
eral ultralightweight (say less than 1000 GE) block ciphers recently designed,
such as PRESENT [101], LED [252], KTANTAN [126], Piccolo [526], and
SIMON/SPECK [65], whereas there are almost no modern stream ciphers with
hardware area cost less than 1000 GE.
The security margin for state recovery attacks through tradeoff techniques is k
bits, whereas it is much less, 2k/3 bits, for the key recovery attacks, although any
information about the key is assumed to be more sensitive than any information
about the internal states. One can produce any internal state once the key is
recovered. However, recovery of an internal state may reveal only one session of
the encryption/decryption with the corresponding IV . Hence, it seems that the more
sensitive data are, contradictorily, protected less against tradeoff attacks!
The security level of tradeoff attacks to recover internal states should be the
same as the security level of tradeoff attacks to recover keys, just to be fair.
So, the online phase of a tradeoff attack should be at least 22k/3 instead of 2k .
Similarly, the precomputation should be not faster than exhaustive search. In this
case, D = M = N1/2 ≥ 22k/3 for the Babbage-Golić attack. Then, N should be at
least 24k/3. The same bound is valid for Biryukov-Shamir attack since the smallest
overall complexity is attained when T = M = N1/2.
The precomputation phase of the Biryukov-Shamir attack is roughly N/D; which
is simply N3/4 when D = N1/4. So, the precomputation phase is more than
2k. This means that it is slower than an exhaustive search. On the other hand,
the precomputation phase of the Babbage-Golić attack is M , and hence if the
data is restricted to at most 2k/3 for each key we have M ≥ 2k and hence the
precomputation phase will be slower than an exhaustive search.
It seems it is enough to take the internal state size as at least 4k/3, not at least 2k,
for security against tradeoff attacks. This simply implies that it is possible to design
lightweight stream ciphers with much smaller internal states. However, it is an open
question how to design stream ciphers with very small internal states. The security
is generally based on the largeness of the states.
2.3.2 Guess-and-Determine Based Cryptanalysis Employing
Dedicated TMD-TO
This section presents an illustrative framework for cryptanalysis employing guess-
and-determine and time-memory-data trade-off (TMD-TO) methods using the
results of security evaluations of the lightweight stream ciphers Grain-v1, Grain-
128 and LILI-128, reported in [415, 416], and [417], respectively.
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2.3.2.1 Generic Approach
Certain stream ciphers can be attacked by employing the following approach: (1)
Assuming the availability of a sufficiently long sample for recovering an internal
state, we develop a dedicated TMD-TO attack which allows recovery of the internal
state for a certain segment of the available sample. (2) The dedicated TMD-TO
attack is developed over a subset of the internal states in which certain parts of
the internal state are preset or algebraically recovered based on the considered
keystream segment. Assume that the state size is ν and that certain bits (say β) of the
internal state are fixed according to a specific pattern. Then, with this information,
for the corresponding keystream segment, we try to obtain some more bits (say γ )
of the internal state. The final goal is to recover the unknown bits of the internal
state δ = ν − β − γ by employing a suitable TMD-TO attack. Accordingly, the
cryptanalysis is based on the following framework:
• preset certain bits of the internal state to a suitable pattern (the all-zeros pattern,
for example);
• for a given m-bit prefix (usually an m-zeros prefix) of the keystream segment,
algebraically recover up to m bits of the internal state assuming that the remaining
internal state bits are known;
• recover the assumed bits of the internal state by employing the dedicated TMD-
TO attack.
2.3.2.2 Summary of Cryptanalysis of Grain-v1 Employing
Guess-and-Determine and Dedicated TMD-TO Approaches
The internal state of Grain-v1 consists of 160 bits corresponding to the employed
nonlinear and linear feedback shift registers NFSR and LFSR, respectively. For
a given parameter m, let Ω(m) be a subset of all internal states where three
m-length segments of all zeros exist which implies that the state generates m
consecutive zero outputs. Let the vectors b(i) and s(i) be the states of the NFSR
and LFSR, respectively, at the instant i, s(i) = [si, si+1, . . . , si+79] and b(i) =
[bi, bi+1, . . . , bi+79]. Let u(i) be the internal state of Grain-v1, and accordingly,
u(i) = [s(i)||b(i)] = [si , si+1, . . . , si+79, bi, bi+1, . . . , bi+79]. For a given parameter
m, the set Ω(m) is the set of internal state vectors defined as follows Ω(m) =
{u(i)|si+25−j = 0, si+64−j = 0, bi+63−j = 0 , j = 0, 1, . . . ,m − 1}.
Consequently, the number of internal states belonging to Ω(m) is upper-bounded
by 2160−3m.
The internal state recovery is based on the following: Whenever we observe an
m-zeros prefix of a keystream segment, we suppose that the segment is generated
by an internal state belonging to Ω(m) and we employ a dedicated TMD-TO attack
to check the hypothesis. The complexities of this cryptanalysis and a related one are
illustrated in Table 2.12.
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Chapter 3
Selected Design and Analysis Techniques
for Contemporary Symmetric Encryption
Vasily Mikhalev, Miodrag J. Mihaljević, Orhun Kara,
and Frederik Armknecht
Abstract In this chapter we provide an overview of selected methods for the
design and analysis of symmetric encryption algorithms that have recently been
published. We start by discussing the practical advantages, limitations and security
of the keystream generators with keyed update functions which were proposed for
reducing the area cost of stream ciphers. Then we present an approach to enhancing
the security of certain encryption schemes by employing a universal homophonic
coding and randomized encryption paradigm.
3.1 Introduction
The concept of ubiquitous computing brings new challenges to the designers of
cryptographic algorithms by introducing scenarios where classical crypto primitives
are infeasible due to their costs (such as hardware price, computational time, and
power and energy consumption). In this chapter we provide an overview of selected
recent approaches which deal with such challenges.
An approach [27] which allows one to realize secure stream ciphers with state
size beyond the bound which was previously considered to be the minimum is
summarized in Sect. 3.2. The main idea is to use so-called keystream generators
with keyed update functions (KSGs with KUF) where the secret key is involved
not only in the initialization phase (as is common practice) but during the entire
encryption process. After explaining the advantages [27] of KSGs with KUF in
resisting Time Memory Data Tradeoff (TMDTO) attacks [47, 237] together with
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practical issues and limitations on their implementation in hardware[421], we
describe the stream cipher Sprout which was designed in order to demonstrate
the feasibility of the approach [27], and its improvement Plantlet where the
security weaknesses of Sprout were fixed [421]. In Sect. 3.3 we present a generic
attack [314] against such KSGs that implies a design criterion. Section 3.4 presents
an approach to security enhancement of certain encryption schemes employing uni-
versal homophonic coding [397] and a randomized encryption paradigm [503]. The
approach summarized in this section has been reported and discussed in a number
of references including [413, 418, 452] and [420]. A security evaluation of this
encryption scheme has been reported in [452] from an information-theoretic point
of view, and a computational-complexity evaluation approach is given in [420].
3.2 Keystream Generators with Keyed Update Functions
3.2.1 Design Approach
Stream ciphers usually provide a higher throughput than block ciphers. However,
due to the existence of certain TMDTO [47, 91, 237] attacks, the area size required
to implement secure stream ciphers is often higher. The reason is the following. The
effort of TMDTO attacks against stream ciphers is O(2σ/2), where σ is the internal
state size. Therefore, a rule of thumb says that to achieve κ-bit security level, the
state size should be at least σ = 2 · κ . This results in the fact that a stream cipher
requires at least 2 · κ memory gates which are the most costly hardware elements in
terms of area and power-consumption. In this section we discuss an extension [27,
421] of the common design principle, which allows for secure lightweight stream
ciphers with internal state size below this bound.
We start the description of the new approach for stream ciphers design by giving
the definition of the KSG with KUF [27]:
Definition 1 (Keystream Generator with Keyed Update Function) A keystream
generator with a keyed update function comprises three sets, namely the key space
K = GF(2)κ , the IV space IV = GF(2)ν , and the variable state space S =
GF(2)σ . Moreover, it uses the following three functions
• an initialization function Init : IV × K → S
• an update function Upd : K × S → S such that Updk : S → S ,
Updk(st) := Upd(k, st), is bijective for any k ∈ K , and
• an output function Out : S → GF(2).
The internal state ST is composed of a variable part st ∈ S and a fixed part
k ∈ K . A KSG operates in two phases. In the initialization phase, the KSG
takes as input a secret key k and a public IV iv and sets the internal state to
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st0 := Init(iv, k) ∈S . Afterwards, the keystream generation phase executes the
following operations repeatedly (for t ≥ 0):
1. Output the next keystream bit zt = Out(stt )
2. Update the internal state stt to stt+1 := Upd(k, stt )
The main difference between KSGs with KUF and the KSGs traditionally used as
a core of stream ciphers is that the next state is now computed not only from the
current variable state stt (as is commonly done) but also from the fixed key k.
We now explain why stream ciphers built based on the KSGs with KUF have
advantages in resisting TMDTO attacks over classical KSGs. The goal of the
TMDTO attacker is the following: given a function F : N → N and D images
y1, . . . , yD of F , find a preimage for any of these points, i.e., determine a value
xi ∈ N such that F(xi) = yi . Typically, these attacks consist of two phases: a
precomputation (offline) phase, and a real-time (online) phase. At first the attacker
precomputes a large table using the function F (offline phase). In the online phase
the attacker gets D outputs of F and checks if any of these values is included in the
precomputed table. In the case of success, a preimage has been found. Obviously,
an attacker can increase the success probability by either precomputing more values
in the offline phase or collecting more data in the online phase where the optimal
trade-off is usually given as |D| = √|N |.
The goal of a TMDTO attack in the context of KSGs is to recover one internal
state as this allows us to compute the complete keystream. To this end, let FOut :
GF(2)σ → GF(2)σ be the function that takes the internal state stt ∈ GF(2)σ at
some clock t as input and outputs the σ keystream bits zt , . . . , zt+σ−1. Then, the
attack translates to finding a preimage of FOut for a given keystream segment with
the search space being N = S and an effort of at least √|S | = 2σ/2. This implies
the above-mentioned rule of selecting σ ≥ 2κ .
To understand the motivation behind the design principle given in Definition 1,
we introduce the notion of keystream-equivalent states which is important for
analyzing the effectiveness of a TMDTO attack. Let F compl.Out be the function that
takes as input the initial state and outputs the maximum number of keystream bits.
If no bound is given by the designers, we assume that the maximum period of 2σ
keystream bits is produced. An attacker is interested in any internal state that allows
the keystream to be computed:
Definition 2 (Keystream-Equivalent States) Consider a KSG with a function
F
compl.
Out that outputs the complete keystream. Two states st, st
′ ∈ S are said to
be keystream-equivalent (in short st ≡kse st ′) if there exists an integer r ≥ 0 such
that F compl.Out (Upd
r (st)) = F compl.Out (st ′). Here, Updr means the r-times application
of Upd.
For any state st ∈ S , we denote by [st] its equivalence class, that is [st] =
{st ′ ∈ S |st ≡kse st ′}.
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Now, let us consider an arbitrary KSG with state space S . As any state is a










Assume a TMDTO attacker who is given some keystream (zt ), based on an unknown
initial state st0. In this case if none of the precomputations are done for values in
[st0], the attack will fail. This implies that the attack effort is at least linear in the
number  of equivalence classes. Hence we can see that if we design a cipher such
that  ≥ 2κ , such a cipher will have the required security level against trade-off
attacks.
Let us now take a look at the minimum time effort for a TMDTO attack against
a KSG with a KUF. We make in the following the assumption that any two different
states ST = (st, k) and ST ′ = (st ′, k′) with k = k′ never produce the same
keystream, that is F compl.Out (ST ) ≡kse F compl.Out (ST ′). Hence, we have at least 2κ
different equivalence classes. As the effort grows linearly with the number of
equivalence classes, we assume in favor of the attacker that we have exactly 2κ
equivalence classes. This gives a minimum time complexity of 2κ . This means that,
in theory, it is possible to design a cipher with a security level of κ regardless of the
length σ of its variable state.
3.2.2 On Continuously Accessing the Key
In most cases the workflow of ciphers looks as follows. After the encryption or
decryption process is started, the key is loaded from some non-volatile memory
NVM into some registers, i.e., into some volatile memory VM. We call the value in
VM a volatile value as it usually changes during the encryption/decryption process
and the value stored in NVM, the non-volatile value or non-volatile key which
remains fixed. It holds for most designs that after the key has been loaded fromNVM
into VM, the NVM is usually not involved anymore (unless the key schedule or the
initialization process needs to be restarted). But the design approach discussed in
Sect. 3.2.1 requires that the key which is stored on the device has to be accessed not
only for initialization of the registers but continuously in the encryption/decryption
process. The feasibility of this approach for different scenarios was investigated
in [421].
It has been argued there that continuously accessing the key can impact the
achievable throughput. To this end, two different cases need to be considered. The
first one is when the key is set once and is never changed and the second one is when
it is possible to rewrite the key. The types of NVM (e.g., MROM and PROM) which
can be used in the first case, allow for efficient implementations where accessing the
key bits induces no overhead. However, the key management is very difficult here.
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In the second case, i.e., for those types of NVM which allow the key to be rewritable
(such as EEPROM and Flash), severe timing limitations for accessing the NVM may
occur. In particular, it depends on how the key stored in NVM needs to be accessed.
In some cases, implementation of ciphers which require continuous access to the
randomly selected bits of the key stored in rewritable types of NVM may lead to a
reduction of the throughput up to a factor of 50 [421]. However, designs that require
sequential access to the key bits are almost unaffected, irrespective of the underlying
NVM type.
With respect to area size, there is no big difference whether the key has to be
read only once or continuously during encryption, since the logic for reading the
key (at least once) has to be implemented anyway. Small extra logic may be needed
for synchronization with an NVM cipher which should not be clocked unless key
material is read from NVM.
3.2.3 The Stream Ciphers Sprout and Plantlet
The design principles discussed in Sect. 3.2.1 have been demonstrated by two
concrete keystream generators with keyed update function, namely Sprout and
Plantlet. Both ciphers have a similar structure (see Fig. 3.1) which was inspired by
Grain-128a [14]. The differences are the following:
1. Sprout and Plantlet have shorter internal state size compared to any of the Grain
family ciphers [265]













Ini aliza on phase Ini aliza on phase
Round key
func on
Fig. 3.1 Overall structure of the Sprout and Plantlet ciphers
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3. The counter is used in the state update in order to avoid situations where shifted
keys result in shifted keystreams
The design of Plantlet actually builds on Sprout but included some changes to fix
several weaknesses [50, 203, 355, 387]. The main differences between Plantlet and
Sprout are the following:
1. Plantlet has a larger internal state size compared to Sprout. The difference was
introduced in order to increase the period of the output sequences and to increase
resistance against guess-and-determine attacks
2. In both ciphers, the round key function cyclically steps through the key bits,
which is well aligned with the performance of different types of NVM as
mentioned before. However, in Sprout the key bits are only included in the NFSR
update with a probability of 0.5, i.e., only if the linear combination of several
state bits is equal to 1. This has been exploited by several attacks so in Plantlet
the next key bit is added unconditionally at every clock-cycle.
3. Plantlet uses a so-called double-layer LFSR which allows for high period and at
the same time avoids the LFSR being initialized with all-zeroes
For full specifications we refer the reader to [27, 422].
Implementation Results We used the Cadence RTL Compiler1 for synthesis and
simulation, and the technology library UMCL18G212T3 (UMC 0.18µm process).
The clock frequency was set to 100 kHz. For different memory types Sprout requires
from 692 to 813 GEs, whereas Plantlet needs from 807 to 928 GEs. Note that the
smallest KSG which follows the classical design approach needs at least 1162 GEs
if the same tools are used for implementation [421].
Security As already mentioned, several serious weaknesses [50, 203, 355, 387]
were shown to exist in Sprout, whereas Plantlet, to the best of our knowledge,
remains secure for the moment.
3.3 A Generic Attack Against Certain Keystream
Generators with Keyed Update Functions
In this section, we describe a generic attack against the following type of Keystream
Generators with a Keyed Update Function (Definition 1):
Definition 3 (KSG with Boolean Keyed Feedback Function) Consider a KSG
with a KUF as in Definition 1. Let Updi denote the Boolean component functions
of the update function Upd, that is Upd(k, st) = (Updi (k, st))i . We call this a KSG
with a Boolean KFF (Keyed Feedback Function) if only one component function
depends on the secret key. That is, there is an index i∗ such that all other component
1See http://www.cadence.com/products/ld/rtl_compiler/pages/default.aspx.
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functions with index i = i∗ can be rewritten as Updi (k, st) = Updi (st). We call
Updi∗(k, st) the keyed feedback function and denote it by fUpd(k, st).
When we say the “feedback value”, we mean the output of the keyed feedback
function fUpd(k, st). The most prominent examples of KSGs with a Boolean KUF
in the literature are Sprout [27] and its successor Plantlet [421] (see Sect. 3.2.3).
Even though several attacks against the cipher Sprout have been published [50, 203,
355, 387, 593], only little is known about the security of the underlying approach
(see Sect. 3.2.1) in general. In the following, we explain the only existing generic
attack [314] that implies a design criterion for this type of ciphers.
The attack is a guess-and-determine attack that is based on guessing internal
states from the observed output. Its efficiency heavily relies on the guess capacity,
which we define next:
Definition 4 For a given KSG with a Boolean KFF having a σ -bit internal state, a

















The average guess capacity simply indicates how accurately we can guess the
feedback value fUpd(k, st) when we know the internal state but we do not know the
key. The following attack [314] applies to the case of Prg > 1/2 which eventually
allows us to formulate a necessary design criterion.
The core of the attack is an internal state recovery algorithm (see Algorithm 1).
It tests, for a given internal state whether it can consistently continue producing
the observed output bits. To this end, it produces the feedback values (the outputs
of the Boolean keyed feedback function) for the next states by either determining
them from the output if that is possible or first checking and then guessing them.
It consists of two parts: determining the feedback value is done by Algorithm 2
and checking the candidate state and then guessing the feedback value if the state
survives, is achieved by Algorithm 3. It is obvious that Algorithm 2 produces
only one feedback value for each clock. Similarly, Algorithm 3 first checks if a
candidate state can produce the output. So, it survives with a probability of one half
and the surviving states will have two successors. Hence, neither Algorithm 2 nor
Algorithm 3 will propagate the total number of states to be checked.
Each candidate state has successors for consecutive clocks and a set of feedback
values produced by Algorithm 1. On the other hand, we count the number of
mismatches for each feedback value. We say that a feedback value is a mismatch
if it is not the suggested value obtained through its internal state. If the probability
that the feedback value is equal to 0 (or 1) for a given state is higher than one half,
then 0 (or 1) will be the suggested value of that state.
Assume we clock the generator αter steps to check each state. Then, we expect
roughly αter/2 mismatches for a wrong state and αter (1 − Prg) mismatches for
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Algorithm 1 Internal state recovery
1: Input: Non-empty set of internal state candidates, S; keystream {zt+1+θf , . . . , zt+θf +αter };
the maximum number of clocks for each test, αter ; average guess capacity, Prg ; miss event
probability ε




and αthr = αter (1 − Prg +εter )
3: Initialize CUR and NEW as two empty sets and load all the states in S into CUR
4: Set #MM(st) to 0 for each state st in CUR and make a copy of CUR as the roots
5: for each clock i from t to (t + αter − 1) do
6: for each state st in CUR do
7: Compute Prg(st)f
8: if Prg(st)f = 0.5 then
9: Set f bsugg = 0
10: else
11: Set f bsugg as the feedback value of st suggested through fUpd
12: end if
13: if fUpd(k, st) of st can be determined from the output bit zi+1+θf then
14: Run Determine Procedure (Algorithm 2)
15: else
16: Run Check-and-guess Procedure (Algorithm 3)
17: end if
18: end for
19: Terminate if NEW is empty and give no output
20: Copy NEW to CUR
21: Empty NEW
22: end for
23: Output: the roots in CUR as the candidates for the correct state at clock t
Algorithm 2 Determine procedure
1: Determine the feedback value as fUpd(k, st) from the corresponding output bit
2: Update st by clocking it with the feedback value f bdet
3: if f bsugg = f bdet (it is a mismatch) then
4: Increment #MM(st) by one
5: end if
6: if #MM(st) ≤ αthr then
7: Add updated st with #MM(st) and its root to NEW
8: end if
a correct state. This provides us with a distinguisher to recover the correct state
without knowing the key. We set a threshold value αthr , between αter (1 − Prg)
and αter/2 and simply eliminate the states whose number of mismatches exceeds
αthr . We expect all the wrong internal states to be eliminated for a well-chosen pair
(αter , αthr ) and only the correct state is expected to survive. Theorem 1 suggests
appropriate values for αter so as to obtain a given success rate. Then we fix the
threshold value accordingly, in Algorithm 1 in its third line.
The performance of Algorithm 1 depends heavily on how many clocks we should
go further to eliminate all the wrong states without missing the correct state. This is
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Algorithm 3 Check-and-guess procedure
1: if the output of st is equal to the actual output at the corresponding clock then
2: Make two copies st0, st1 of st with #MM(st0) = #MM(st1) := #MM(st)
3: Set the feedback value to 0 for st0 and update st0 and 1 for st1 and update st1
4: if f bsugg = 0 then
5: Increment #MM(st1) by one
6: else
7: Increment #MM(st0) by one
8: end if
9: if #MM(st0) ≤ αthr then
10: Add st0 along with #MM(st0) to NEW and set the root of S as its root
11: end if
12: if #MM(st1) ≤ αthr then
13: Add st1 along with #MM(st1) to NEW and set the root of st as its root
14: end if
15: end if
determined by the success rate of the algorithm which in turn is dominated by the
guess capacity (Definition 4) as stated in the following Theorem 1 [314]:
Theorem 1 Let Prg > 1/2 be the guess capacity of a given KSG with Boolean KFF




(√−2 ln ε + √2 ln 2 · (σ − 1)
)2
,
then the success rate of the attack in Algorithm 1 is at least 1 − ε and the number of
false alarms is less than one in total.
The average guess capacity of Sprout is 0.75. Hence it is possible to recover
its correct state without knowing the key by eliminating a wrong state in roughly
122 clocks [314]. Checking roughly 240 states (which are called “weak states” and
loaded into a table in the precomputation phase), one can recover the key in roughly
238 encryptions [314]. On the other hand, Algorithm 1 becomes infeasible when Prg
approaches 1/2. Plantlet (Sect. 3.2.3) has a guess capacity of 1/2, so Algorithm 1
is not applicable to Plantlet. Concluding, the attack above implies a new security
criterion: the guess capacity of the feedback function of a KSG with Boolean KFF
should be one half in order to avoid state recovery attacks that bypass the key.
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3.4 Randomized Encryption Employing Homophonic Coding
3.4.1 Background
In [503], several approaches to including randomness in encryption techniques
are discussed, mainly in the context of block and stream ciphers. Randomized
encryption is described [503] as a procedure which enciphers a message by
randomly choosing a ciphertext from a set of ciphertexts corresponding to the
message under the current encryption key.
Homophonic coding was introduced in [249] as a source coding technique which
transforms a stream of message symbols with an arbitrary frequency distribution
into a uniquely decodable stream of symbols which all have the same frequency. The
universal homophonic coding approach [397] is based on an invertible transforma-
tion of the source information vector with embedded random bits, and this approach
does not require knowledge of the source statistics. The source information vector
can be recovered from the homophonic coder output without knowledge of the
random bits by passing the codeword to the decoder (inverter) and then discarding
the random bits.
A number of randomized encryption techniques have been reported: In [234],
a probabilistic private-key encryption scheme named LPN-C whose security can
be reduced to the hardness of the LPN problem was proposed and analysed.
An approach for the design of stream ciphers employing error-correction coding
and certain additive noise degradation of the keystream was reported in [201]. A
message is encoded before the encryption so that the decoding, after mod 2 addition
of the noiseless keystream sequence and the ciphertext, provides its correct recovery.
Resistance of this approach against a number of general techniques for cryptanal-
ysis, was also considered in [201]. Joint employment of randomness and dedicated
coding has been studied for enhancing the security of the following block-by-block
encryption schemes: (1) in [418], where the basic keystream generator security is
enhanced by employing a particular homophonic coding based on embedding of
random bits; (2) in [413, 419] and [414] randomness and dedicated coding were
employed for enhancing the security of the compact generators of pseudorandom
vectors; (3) in [322] and [577] channel coding was employed to increase the security
of a DES block cipher operating in the ciphertext feedback (CFB) mode. Also,
certain issues of randomized encryption were considered in [321, 570] and [313].
3.4.2 Encryption and Decryption
The ciphering technique given in this section originates from the schemes reported
in [322, 414, 418], and it corresponds to the randomized encryption schemes
proposed and discussed in [452]. The design assumes the availability of a source of
pure randomness (for example, as an efficient hardware module) and that a suitable
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error-correcting coding (ECC) technique is available. This availability means that
the implementation complexities of the source of randomness and the ECC do not
imply a heavy implementation overhead in suitable scenarios.
The scheme employs a homophonic approach for a purpose different from
the ones this coding techniques were designed for. The main purpose is not just
randomization of the source message vectors (the goal of homophonic coding) nor
secrecy without a secret key (the goal of wire-tap channel coding) but enhancing the
cryptographic security of certain encryption schemes by employing the underlying
features of homophonic or wire-tap channel coding. The goal is the security
enhancement of a cryptographic keystream generator for encryption by employing
a dedicated coding scheme where the codewords provide additional “masking” of
the keystream vectors employed for encryption. The encryption scheme in Fig. 3.2
performs modulo 2 addition of the outputs of the encoding block and the keystream
generator which can be considered not only as “masking” the message vector with
a vector generated by a secret key, but also as masking the keystream vector by a
randomized mapping of the information vector.
We assume that the encryption from Fig. 3.2 employs concatenation of the
following coding algorithms: (1) a universal homophonic coding [397] which
performs the following mapping {0, 1} → {0, 1}m,  < m, and (2) a linear
block error-correction code which performs {0, 1}m → {0, 1}n, m < n, and
which provides reliable communication over a binary symmetric channel with a
known probability of bit complementation. Please note that any suitable binary
Fig. 3.2 Model of a security enhanced randomized encryption within the encoding-encryption
paradigm: the upper part shows the transmitter, the lower part—the receiver [452]
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linear block code designed to work over a binary symmetric channel with crossover
probability p could be employed. There are a lot of these coding schemes reported
in the literature and one which best fits into a particular implementation scenario
(hardware or software oriented) could be selected. We consider a communication
system displayed in Fig. 3.2 where some message a = [ai]li=1 ∈ {0, 1}l is sent to a
transmitter over a noisy channel and the following operations at the transmitter and
receiver.
At the Transmitter To ensure reliable communication, a linear error-correcting
encoder CECC(·) is used, that maps an m-bit message to a codeword of n > m bits,
using an m×n binary code generator matrix GECC . A homophonic encoder CH (·) is
added prior to CECC(·), which requires the use of a vector u = [ui]m−li=1 ∈ {0, 1}m−l
of pure randomness, i.e., each ui is the realization of a random variable Ui with
distribution Pr(Ui = 1) = Pr(Ui = 0) = 1/2. The encoding CH (a||u) may be
described by an m × m binary matrix GH such that














where GC is an (m−l)×m generator matrix for an (m,m−l) linear error-correction
code C, and h1, h2, . . . , hl are l linearly independent row vectors from {0, 1}m\C.
We get a joint encoding a ∈ {0, 1}l → CECC(CH (a||u)) ∈ {0, 1}n, which may
alternatively be written as
CECC(CH (a||u)) = CECC([a||u]GH) = [a||u]GHGECC = [a||u]G (3.3)
where G = GH GECC is an m × n binary matrix containing the two successive
encoders at the transmitter.
The codeword sent is finally an encrypted version y of CECC(CH (a||u)) given
by y = y(k) = CECC(CH (a||u)) ⊕ x where x = x(k) = [xi]ni=1 ∈ {0, 1}n
is a pseudorandom vector needed for encryption, which is generated by either a
keystream generator, or by a block cipher working in the cipher feedback mode
(CFB) as in [322] and [577]. Notice the important dependency of x = x(k) in the
secret key k. Also note that, for simplicity of the exposition, the data employed
for generation of the pseudorandom vectors x, which are publicly known (like a
public seed and a synchronization parameter) are not explicitly shown. Finally,
the model includes the assumption that the concatenation of the binary vectors x
appears as a pseudorandom binary sequences and from a statistical point of view is
indistinguishable from a random binary sequence.
At the Receiver The noisy communication channel is modeled by the addition
of a noise vector v = [vi]ni=1 ∈ {0, 1}n, where each vi is the realization of a
random variable Vi with Pr(Vi = 1) = p and Pr(Vi = 0) = 1 − p. The
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receiver obtains z = z(k) = y ⊕ v = CECC(CH (a||u)) ⊕ x ⊕ v and starts by
decrypting y = (CECC(CH (a||u)) ⊕ x ⊕ v) ⊕ x = CECC(CH (a||u)) ⊕ v. He then
first decodes CH(a||u). In the case of a successful decoding, he computes a using
C−1H and informs the transmitter he could decode. Otherwise he asks the transmitter
for a retransmission. This assumes noiseless feedback between the receiver and the
transmitter.
3.4.3 Security Evaluation
Information-Theoretic Security In [452], the above model of randomized encryp-
tion schemes was studied from an information-theoretic point of view. The goal was
to analyze the security enhancement provided by the wiretap encoding, in terms of
secret key k equivocation, that is, the uncertainty that an adversary faces about the
secret key, given all the information he could collect during passive or active attacks.
This analysis demonstrated a gain in unconditional security, and thus confirmed
the security benefit of the additional wiretap encoder, through tight lower bounds
(Lemmas 1 and 2 in [452]) and asymptotic values (Theorems 1 and 2 in [452])
of the secret key equivocation. The cost of this enhanced security is only a slight-
to-moderate increase in the implementation complexity and the communications
overhead. However, it also revealed that if the same secret key is used for too
long, the adversary may gather large enough samples for offline cryptanalysis. The
uncertainty then decreases to zero. Then starts a regime in which a computational
security analysis is needed to estimate the resistance against secret key recovery,
which motivated the current paper.
Computational Complexity Security Mihaljević and Oggier [420] presents a secu-
rity evaluation of the considered technique in a chosen plaintext attack scenario,
which shows that the computational complexity security is lower bounded by the
related LPN (Learning from Parity with Noise) complexity in both the average
and worst cases. This gives guidelines for constructing a dedicated homophonic
encoder which maximizes the complexity of the underlying LPN problem for a
given encoding overhead.
Note Recall that in a chosen plaintext attack (CPA) scenario, the claim that a
scheme is secure in an information-theoretic sense means that even an attacker
with unlimited resources for recovering the secret key, in the considered evaluation
scenario, faces complete uncertainty about the secret key employed for encryption,
i.e., a set of equally probable candidates for the true secret key will exist. On
the other hand, a claim that an encryption scheme is secure in a computational-
complexity sense means the following: Although the secret-key could be recovered
in a CPA scenario, and so it is not possible to claim information-theoretic security,
the computational complexity of this recovery is as hard as solving a problem which
belongs to a class of proven hard problems, as the LPN problem is.
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3.5 Conclusion and Future Directions
We have presented some advances in the design and security evaluations of some
contemporary symmetric encryption techniques which provide a good trade-off
between the implementation/execution complexity and the required security.
In one direction, we have demonstrated the use of keystream generators with
keyed update functions to provide the same security level at much smaller hardware
area costs. In particular, we have shown that the security limitations which were
believed to be imposed by the size of the state can be improved to offer a much
better trade-off between hardware requirements and security. In the other direction,
we have described the use of homophonic encoding for security enhancement of
certain randomized symmetric encryption schemes.
Also, we have discussed certain generic approaches for security evaluation
of the considered encryption schemes. The encryption schemes based on keyed
update functions were evaluated against a dedicated guess-and-determine attack.
The randomized encryption schemes were evaluated based on generic information-
theoretic and computational-complexity approaches. We believe that there is plenty
of room for further work in this area, and other innovative schemes should be
investigated. We have found that employment of keyed update functions and results
from coding theory are particularly promising ideas for the design of advanced
encryption schemes and we plan to explore them further in the near future.
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Chapter 4
An Account of the ISO/IEC
Standardization of the Simon and Speck
Block Cipher Families
Tomer Ashur and Atul Luykx
Abstract Simon and Speck are two block cipher families published in 2013
by the US National Security Agency (NSA). These block ciphers, targeting
lightweight applications, were suggested in 2015 to be included in ISO/IEC 29192-2
Information technology—Security techniques—Lightweight cryptography—Part 2:
Block ciphers. Following 3.5 years of deliberations within ISO/IEC JTC 1 they
were rejected in April 2018. This chapter provides an account of the ISO/IEC
standardization process for Simon and Speck.
4.1 Introduction
By their very nature, cryptographic algorithms require large-scale agreement to
enable secure communication. Standardization by bodies such as ANSI, IEEE,
and ISO/IEC is important means by which industries and governments achieve
such agreement. The standardization process can be effective for agreeing upon
trustworthy, secure, and efficient cryptographic algorithms when conducted in the
open, as was the case with AES [444]. Yet opaque standardization processes lend
themselves to subversion, as exemplified by Dual-EC [472].
In recent years, standardization bodies have initiated projects to understand
the need for lightweight cryptographic algorithms. We shed light on the ISO/IEC
standardization process, one not well understood by the general public, by delving
into how cryptographic algorithms are scrutinized and determined to be fit for
standardization. To this end, we present a chronological description of the events
that led to removal of the NSA block ciphers Simon and Speck [64] from
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Table 4.1 Simon’s
parameters











consideration in the ISO/IEC process, spanning 5 years from their initial public
release. We aim to educate the wider public and academic community about the
process which leads governments and industries to agree upon the algorithms which
secure their digital communications.1
4.2 Simon and Speck
Simon and Speck are two block cipher families designed by the NSA and published
in 2013 [64]. Each family has ten variants differing in their block- and key- sizes.
Both ciphers aim to be extremely efficient on resource constrained platforms, with
Simon targeting hardware implementation and Speck software implementation.
4.2.1 Simon
A member of the Simon family is denoted Simon2n/mn where 2n is the block
size and mn is the key size. For a list of block- and key-size pairs see Table 4.1. All
variants use a balanced Feistel structure iterating a simple round function using only
XOR’s, bitwise AND’s and cyclic bit rotations. Simon’s round function is depicted
in Fig. 4.1.
For all variants, the key schedule is an LFSR operating on m words.
The number of rounds for each variant, which was a big source of contention
during the standardization process, as well as the round dependent constants, can
also be found in Table 4.1.
1The authors have been actively participating in the discussions surrounding this project as
ISO/IEC JTC 1/SC 27/WG 2 experts. This chapter is an account of their personal experiences.






















Fig. 4.1 One round of Simon (without the final swap operation)






Fig. 4.2 One round of Speck and its key schedule
4.2.2 Speck
Similar to Simon the Speck family includes ten variants, differing in their block- and
key- sizes. A member is denoted Speck2n/mn where 2n is the block size and mn is
the key size. Speck builds on the ARX design paradigm and the cipher is composed
of three operations: modular Addition, Rotation, and XOR (hence the name ARX).
While efficient in software, ARX operations are known to have slow diffusion.
Usually, this slow diffusion mandates employing a large number of rounds (see
e.g., [214]) to be secure. However, as discussed in the sequel, the designers argued
that they have a good understanding of the cipher’s diffusion and settled for a
relatively small number of rounds.
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Table 4.2 Speck’s
parameters
Block size (2n) Key size (mn) (α, β) Rounds (T )
32 64 (7, 2) 22
48 72 (8, 3) 22
96 (8, 3) 23
64 96 (8, 3) 26
128 (8, 3) 27
96 96 (8, 3) 28
144 (8, 3) 29
128 128 (8, 3) 32
192 (8, 3) 33
256 (8, 3) 34
To reduce implementation size, the designers reuse Speck’s round function for
the key schedule, feeding in the round number as the round key and outputting one
subkey word in every round. Depicted in Fig. 4.2 are the round function and the key
schedule for Speck. The pairs of possible block- and key- sizes, and the rotation
constants α and β for each variant are listed in Table 4.2.
4.3 Simon and Speck’s “Design Rationale”
A standard practice in modern block cipher design is to provide a design rationale
explaining the design decisions (e.g., the choices of round constants, number of
rounds, rotation amounts, etc.), and the expected security of the new algorithm.
There is no particular structure to a design rationale, but it usually includes a
description of the attacks the designer attempted to apply against the algorithm, and
some reasoning about why the designer believes the algorithm to be secure (e.g.,
using the wide-trail strategy). If the cipher has additional features (such as being an
involution) they are also described and explained in the design rationale.
The purpose of the design rationale is twofold. First, it allows a cryptanalyst
to quickly discard attacks that have been attempted and ruled out by the designer.
Secondly, it provides a general idea about how secure the algorithm should be. Once
new attacks are found against an algorithm they can be compared with the expected
security reported by the designer to see how serious they are.
An important component to establishing confidence in a new algorithm’s security
is the teamwork between the designer and third party cryptanalysts. While the
designer has the “home advantage” of understanding the internals of their algorithm,
the cryptanalyst enjoys an unbiased view that allows them to see things that might
have been overlooked by the designer.
This is why it came as a surprise that the NSA chose not to provide any security
design rationale for their algorithms. The lure of analyzing newly released NSA-
ciphers proved tempting for many, as the vacuum the NSA left behind was quickly
filled with third party analysis such as those in [5, 6, 18, 19, 183].
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As a result of substantial resistance to their attempts to standardize Simon and
Speck in ISO—discussed further below—the designers finally offered to ISO what
they called a “design rationale” in April 2017. As per the request from ISO experts,
this so-called design rationale was made public to the crypto-community via the
ePrint repository in June 2017 [66].2 The purpose of releasing this design rationale
is stated in Sect. 4.4:
A desire has been expressed that we publish our analysis of Simon and Speck, and we
certainly understand the wish to have insight into our analysis. Therefore, we would like
to address that here. We will begin by addressing how we as the design team considered
the standard block cipher attacks and their applicability to the security of the SIMON and
SPECK design.
However, the joy of finally having a design rationale was short-lived. While the
document is heavy on selling the algorithms’ efficiency, the security part of the
design rationale is practically non-existent. A careful reading of [66, Sec. 4] reveals
that it includes no new information regarding the algorithms’ security, and merely
cites publicly known third party analysis. In particular, three caveats which we now
describe in detail raised questions about whether this so-called design rationale was
published in good faith.
4.3.1 Lack of New Information
Rather than explaining the attacks the design team attempted, the authors quote the
work of others without committing to any particular security claim. The so-called
security analysis opens with:
As the limiting attacks on Simon and Speck have been observed to be differential and linear
attacks, it is important to understand the linear and differential properties of the algorithms.
Fortunately, this has been a focus of the academic research, and it was an area we paid
considerable attention to in our design effort.
The design team used standard techniques (Matsui’s algorithm, SAT/SMT solvers) to
determine optimal differential and linear paths for Simon and Speck. We agree with the
results obtained by outside researchers.
Reading this, the expectation was that the design team would explain in detail the
methods used to bound the length of differential and linear paths3 and release their
tools so that the results they obtained can be reproduced. Instead, they proceeded to
describe academic works, sometimes veiling published results as original work by
the design team.
2We remind the reader that the algorithms were published in June 2013, i.e., 4 years prior.
3The designers use the term “path” in place of the more common terms “characteristic” and “trail”
and we will follow suit.
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Moreover, it is a known secret that differential and linear paths do not give the
full picture due to the “multipath effect”.4 The designers also acknowledge this and
wrote for Simon:
As has been noted by various authors [3, 4, 19, 138, 490, 523], Simon has a strong
multipath effect, largely because of the simplicity of its round function . . . We might very
conservatively estimate that the number of rounds admitting detectable linear correlations
(12, 16, 20, 29, and 37) increases by 50% or so, in the worst case.
How this number (50%) was obtained remains unknown.
Similarly, the multipath effect for differences in Speck is simply stated without
explanation:
For Speck, there is also a slight multipath effect for differences and so an additional round
or two can be gained, as noted by Song et al. [537]
and the multipath effect for linear approximation is not quantified at all:
The linear paths tend to exhibit a stronger multipath effect, but the best linear attacks for
Speck are still worse in every case than the best differential attacks.
To understand how the design team determined these numbers is crucial not only
for understanding the security of Simon and Speck, but if properly done it can help
in improving the security of other algorithms.
4.3.2 Choice of the Number of Rounds
A major source of contention within ISO was the lack of any information on how the
round numbers were chosen. Table 4.1 gives the number of rounds for the various
variants of Simon. We can see from this table that there does not seem to be any
rule for choosing the number of rounds (or “stepping”, as it is called in [66]). For
example, moving from Simon48 with m = 3 to m = 4 does not change the number
of rounds, while the same change adds two more rounds for Simon64 and Simon96,
and 3 more rounds for Simon128.
The only concrete claim in [66] is about the security margins.5 The designers
say:
Thus, the design team set the stepping with the aim of having security margins comparable
to those of existing and trusted algorithms, like AES-128. After 4 years of concerted effort
by academic researchers, the various variants of Simon and Speck retain a margin averaging
around 30%, and in every case over 25%. The design team’s analysis when making stepping
decisions was consistent with these numbers.
4The term “multipath effect” used by the designers is also known as the “clustering effect”,
“differential effect”, or “linear hull effect”.
5The security margin is the difference between the number of rounds that can be attacked and the
actual number of rounds.
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In an attempt to determine the real security margins, ISO experts tried to piece
together all the claims made by the designers. First, we looked at the best paths
given in [66]:
The design team determined that the single path probabilities (and linear correlations) dip
below 2−block size for 12, 16, 20, 29, and 37 rounds for Simon 32, 48, 64, 96, and 128,
respectively.
Then, for the multipath effect they argue:
Simon has a strong multipath effect, largely because of the simplicity of its round function
. . . We might very conservatively estimate that the number of rounds admitting detectable
linear correlations (12, 16, 20, 29, and 37) increases by 50% or so, in the worst case.
That an additional round on each side of a Feistel network can be attacked is
acknowledged:
And then first/last round attack ideas must be factored in.
Pasting all these pieces of information together reveals that except for the case
of Simon32/64, which retains a security margin of 37.5%, the remaining security
margins for all other variants are below 30%, ranging between 12.5–27.8% with
numbers that tend to decrease for the larger block sizes. The exact figures can be
found in Table 4.3.
For Speck, the so-called design rationale focuses on differential cryptanalysis:
the stepping was based on the best differential paths, which tend to be stronger than the best
linear paths. See [223]. The single difference path probabilities dip below 2−block size for 10,
12, 16, 18, and 21 rounds for Speck 32, 48, 64, 96, and 128, respectively.
The multipath effect is not quantified and the report only reads:
For Speck, there is also a slight multipath effect for differences and so an additional round
or two can be gained, as noted by Song et al. [537].
Table 4.3 Remaining security margins for Simon
Number of Longest 150% + first/last Remaining security
Variant rounds path 150% round trick margin (rounds)
32/64 32 12 18 20 37.5% (12)
48/72 36 16 24 26 27.8% (10)
48/96 36 16 24 26 27.8% (10)
64/96 42 20 30 32 23.8% (10)
64/144 44 20 30 32 27.3% (12)
96/96 52 29 43.5 45.5 12.5% (6.5)
96/144 54 29 43.5 45.5 15.7% (8.5)
128/128 68 37 55.5 57.5 15.4% (10.5)
128/192 69 37 55.5 57.5 16.7% (11.5)
128/256 72 37 55.5 57.5 20.1% (14.5)
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A method which uses the key recovery procedure to attack additional rounds is
mentioned:
Dinur [183] shows that an r-round differential distinguisher yields at least an (r +m)-round
attack, where m is the number of words of key.
For linear cryptanalysis the designers make a vague statement:
The best linear paths for Speck are notably weaker than the best difference paths, with
squared correlations dropping below 2−block size in fewer rounds than is necessary for the
difference path probabilities. This agrees with what was found (through non-exhaustive
searches) in [223].
Then they cite again someone else’s work, but only for Speck32, Speck48, and
Speck64:
In [377], it’s proven that for Speck 32, Speck 48, and Speck 64 the squared correlations fall
below 2−block size in 10, 11, and 14 rounds, respectively.
The multipath effect is again mentioned, but not in a meaningful way:
The linear paths tend to exhibit a stronger multipath effect, but the best linear attacks for
Speck are still worse in every case than the best differential attacks.
In the case of Speck, not only does no variant retain a security margin of 30% as
is argued in [66], but also the largest security margin is 18.2% for Speck32/64. The
exact figures can be found in Table 4.4.
We stress that the estimation of the remaining security margin given here is very
generous. It assumes that no path longer than those already found exists (which
the designers refused to confirm), that the first/last round trick can indeed only be
applied to a single round on each side, and that unlike Speck, key recovery attacks
against Simon cannot extend beyond the statistical property being used.
Table 4.4 Remaining security margins for Speck
Multipath
effect + m +
Number Longest Multipath Multipath first/last round Remaining security
Variant of rounds path effect (+2) effect + m trick margin (rounds)
32/64 22 10 12 16 18 18.2% (4)
48/72 22 12 14 17 19 13.6% (3)
48/96 23 12 14 18 20 13% (3)
64/96 26 16 18 21 23 11.5% (3)
64/144 27 16 18 22 24 11.1% (3)
96/96 28 18 20 22 24 14.3% (4)
96/144 29 18 20 23 25 13.8% (4)
128/128 32 21 23 25 27 15.6% (5)
128/192 33 21 23 26 28 15.2% (5)
128/256 34 21 23 27 29 14.7% (5)
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Even under these generous assumptions the security margins seem slightly on
the unsafe side. Surprisingly, it appears that the security margin decreases with
the block size and that for about half of the variants the security margin is below
(sometimes well below) the claimed 25%. In particular, by the time this so-called
design rationale was finally released, only the 128-bit variants of Simon and Speck
were considered for standardization in ISO with their extremely small security
margins.
After facing these comments, the designers updated [66] and changed the 50%
figure for the multipath effect to 25% adding a footnote which reads:
The original version of this paper said 50% here, but noted that this was “very conservative.”
This led to confusion by some, who interpreted 50% as an exact value, rather than the very
conservative upper bound we intended it to be. This is supported by the literature (see,
e.g., [138]) and by our internal analysis. Indeed 50% is a significant overestimate; 25%
appears to be a more accurate estimate. We apologize for the lack of clarity here, and note
that even if future advances increased the 25–50% Simon would still be secure.
In fact, this footnote is liberal with the facts. In a private correspondence between
the design team and one of the ISO experts, the former writes:
Interestingly, for 18 rounds, it appears that there *is* likely a distinguisher. However, it’s
not a slam dunk . . . However, I think the existence of such a distinguisher could likely be
supported by analytic arguments. . .
4.3.3 Misquoting Existing Work
Following an extended discussion about differential and linear paths the designers
proceed to briefly discuss other, less notable attacks. When reading this section
with an expert’s eye it becomes clear that some of the claims are outdated, either
intentionally or unintentionally. One claim stands out in particular in the paragraph
discussing slide and rotational attacks. The designers write:
Both Simon and Speck employ round counters to block slide and rotational properties . . .
We note that, as with many block ciphers, the counters are essential elements of the
designs; without them there are rotational attacks. In fact a very early analysis paper
described a rotational attack on Speck, but it only worked because the authors of that paper
mistakenly omitted the counter (see [6] (20130909 version)). Also see [28].
The uninformed reader may understand this paragraph to mean that rotational
attacks are avoided by injecting round constants into the state and that this approach
is supported by Ashur and Liu [28]. While adding round constants is indeed
a common countermeasure against rotational attacks, the aforementioned [28]
actually presents a novel method for building rotational distinguishers despite the
algorithm’s use of round constants. To drive the point home [28] exemplified the
new method by building a rotational property for Speck. It is therefore not surprising
that [376], a follow-up work to [28] used this method to build the longest distin-
guisher against certain variants of Speck using rotational cryptanalysis (surpassing
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differential and linear cryptanalysis which were deemed by the designers to be the
limiting attacks).
4.4 The ISO/IEC JTC 1 Standardization Process
The work in ISO/IEC JTC 1 is done at two levels: expert- and country-level.
Officially, members of JTC 1 are countries, and, more particularly, national
standardization bodies (NBs) within these countries. In various stages of the
standardization process (e.g., amending an existing standard, canceling a project,
approval of Committee Drafts (CD), etc.) NBs are requested to vote on certain
questions via a procedure called a formal ballot.
Meetings are held every 6 months, each time in a different country. The national
bodies send national experts to the meetings to discuss the ballots’ results, which
happen between these meetings, and resolve comments and disagreements.
The rules for how standards are developed in JTC 1 are governed by the
ISO/IEC Directives Parts 1–2 [295, 296], which are publicly available documents.
In particular, [295, Sec. 2] (Development of International Standards) outlines
the various steps a project should follow before being accepted as a part of an
international standard.
Being international and market-driven in nature, the work of ISO/IEC JTC 1
focuses around the concept of consensus. The importance of reaching consensus is
described in [295, Foreword]:
Consensus, which requires the resolution of substantial objections, is an essential procedural
principle and a necessary condition for the preparation of International Standards that will
be accepted and widely used. Although it is necessary for the technical work to progress
speedily, sufficient time is required before the approval stage for the discussion, negotiation
and resolution of significant technical disagreements.
A more refined procedure for determining whether consensus has been reached
appears in [295, Sect. 2.5.6], which we mention further below.
When developing a new standard or amending an existing one, an editor and
possible co-editor(s) are assigned to the project. The role of the editor is to manage
the comments received from the various stakeholders, resolve them, and integrate
the changes into the draft text. Target dates are also set for each project. A project
that does not meet its target dates is automatically canceled, although extensions are
possible.
For a better understanding of the standardization of Simon and Speck, and its
resulting cancellation, we now briefly explain some of the important stages of the
process.
Study Period
The standardization process for a new algorithm starts with a Study Period (SP).
In this, a Call for Contributions (CfC) is drafted and sent to stakeholders. The
stakeholders are requested to provide their views on the new proposal. The CfC
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usually includes questions about the necessity for the new proposal, its security,
possible use cases, how it compares to algorithms in existing standards, etc.
The decision to initiate a new working item as a result of an SP is made by the
experts participating in the following meeting, and approved by NB ballot.
Working Draft (WD)
Once it has been decided to initiate a project, a working draft is circulated among the
experts associated with the Working Group (WG) in charge of the project. The role
of the project editor is to receive, resolve, and integrate comments from the experts
to build consensus. A Working Draft (WD) usually undergoes several revisions until
the experts agree that it is ready to progress to the Committee Stage as a Committee
Draft (CD).
Committee Stage (PDAM, Proposed Draft Amendment)
The committee stage is the principal stage at which comments from NBs are taken
into consideration. Once the Working Group experts agree that a draft proposal
is mature enough to progress to the Committee Stage, a ballot is sent to all NBs
which are requested to vote to approve this draft. While NBs are obliged to vote,
the internal process through which the NBs vote is decided is governed by its own
internal working procedures. When an NB wishes to vote to reject a proposal,
they must also provide justification. Many of the national bodies do not have the
required expertise to evaluate all proposals they receive and they either abstain or
automatically approve proposals, by default.
The goal of the Committee Stage is to reach consensus among the national bodies
involved. The definition of consensus is given in [217] and [295, Sect. 2.5.6]:
Consensus: General agreement, characterized by the absence of sustained opposition to
substantial issues by any important part of the concerned interests and by a process that
involves seeking to take into account the views of all parties concerned and to reconcile any
conflicting arguments.
NOTE: Consensus need not imply unanimity. . . . in case of doubt concerning consensus,
approval by a two-thirds majority . . . may be deemed to be sufficient for the committee draft
to be accepted for registration as an enquiry draft; however, every attempt shall be made to
resolve negative votes.
Further Stages
A consensual proposal that has been approved in the committee stage goes through
more stages until its final publication. Since Simon and Speck, the subjects of this
chapter, did not make it past the committee stage we do not explain the further stages
here, and refer the interested reader to [295, Sec. 2].
4.5 The Standardization Process of Simon and Speck
in ISO/IEC 29192-2
ISO/IEC 29192 [218] is a standard managed by the Joint Technical Committee
(JTC 1) of the International Organization for Standardization (ISO) and the
International Electrotechnical Commission (IEC). The standard is managed by
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Subcommittee 27 (SC 27) which is responsible for information and IT security.
Within SC 27, the standard is edited by Working Group 2 (SC 27/WG 2) which
is responsible for cryptography and security mechanisms. ISO/IEC 29192 itself is
a multipart standard dealing with lightweight cryptography and Part 2 deals with
Block ciphers.
The standardization process of Simon and Speck was improper from the outset.
It involved premature submission of the algorithms, assignment of the Simon and
Speck designers as the project editors, using erroneous procedures to promote the
algorithms, refusal to respond to technical questions and a generally adversarial
approach towards the process. For brevity, we describe in the sequel the timeline of
the standardization process starting from the initial study period and until the project
was finally canceled.
Mexico City, Mexico (October 2014)
The idea to include Simon and Speck as part of ISO/IEC 29192-2 was formally
launched in the WG 2. A Study Period (SP) was initiated in November 2014 and
there was a Call for Contributions for a period of 18 weeks.
Kuching, Malaysia (April 2015)
The responses in the study period were registered. Responses from 4 NBs were
received: two supporting the standardization (Russia and the US) and two objecting
(Norway and Germany). A presentation was given by Doug Shors discussing the
comments submitted by the NBs.6
The meeting report indicates that a discussion was held about some of the
submitted comments, resulting in a compromise which extended the study period
by 6 months to request further input on the algorithms’ security, while also allowing
a Preliminary Working Draft (PWD) to be circulated in parallel. Interestingly, the
most critical question in the Study Period, Question 1, “Should SIMON and SPECK
be included in ISO/IEC 29192-2?” is not addressed in the meeting report despite
negative responses from some NBs. It is this meeting summary that would later
be used by the editors to argue that a decision to include Simon and Speck in
ISO/IEC 29192-2 had already been made and could not be contested anymore.
The new Call for Contributions and the Preliminary Working Draft were
circulated in May 2015 and June 2015, respectively. At this point, the new CfC no
longer included any question of whether Simon and Speck should be standardized,
suggesting that the NSA had already decided by then to act in a way that was
adversarial to the process.
Jaipur, India (October 2015)
The circulation of the extended CfC following the previous meeting resulted in
several experts’ comments. About half of the experts commented that the security
6Doug Shors and Louis Wingers are two NSA employees listed as part of Simon and Speck’s
design team. They were assigned as co-rapporteurs for this study period, and later as co-editors of
the project.
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of Simon and Speck was not yet fully understood, and additional information,
preferably in the form of a design rationale, was requested.7
In parallel, two responses to the Preliminary Working Draft, editorial in nature,
were received. Both the comments made in the study period and the ones on the
Preliminary Working Draft were discussed in a presentation by Louis Wingers.
In this presentation, Wingers argued that providing a design rationale was not the
designer’s job, and that cryptanalysis of both algorithms had stabilized such that no
new results were expected to be published.8
Not mentioned in the meeting summary is a discussion that was held about past
involvement of the NSA in sabotaging cryptographic standards, e.g., Dual-EC. One
of the NSA experts, Debby Wallner, who was also involved in the standardization
of Dual-EC, referred to it as the “elephant-in-the-room” and claimed that they had
apologized for it and that it was time to move on.9
Also not reflected in the summary is a request by Wallner to have a country-level
vote during the meeting in order to decide how to proceed with the project. This
vote, which has no grounds in the ISO directives, had to be later ratified using the
correct procedure. By then, the meeting summary had already noted that the study
period should be terminated and that a first Working Draft should be circulated.
Tampa, Florida, USA (April 2016)
Simon and Speck’s Working Draft (WD) was circulated on November 2015 with a
commenting period of 17 weeks (until March 2016). Aside from editorial remarks,
the comments received make it clear that many experts did not trust the security
of these algorithms. Another concern raised by experts was that many experts
disagreed with the editors’ decision to leave variants of Simon and Speck with a
48-bit block size in the draft.
In their Disposition Of Comments (DoC), the editors refused to address the
security concerns raised by the experts, virtually marginalizing what seems to be
the majority’s opinion; quoting from the first paragraph of their response:
The decision to initiate this Amendment which includes SIMON and SPECK has already
been made.
Reading the comments about small block sizes, the editors decided to shift the
discussion outside of their own project, and started yet another Study Period (SP)
dealing with the more general question of small block sizes.
In conclusion, the meeting report writes:
The session ended by trying to determine how to move forward. To do this, Debby Wallner
(US) requested that a straw poll be taken to decide if the proposed Amendment should move
7This would be a recurring theme in the standardization of Simon and Speck.
8This is yet another recurring theme in the standardization of Simon and Speck. This claim was
made by the NSA in each and every meeting, and was always defeated by the time of the next
meeting.
9Since the discussion about Dual-EC is not reflected in the meeting summary, it is reproduced here
from memory.
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to second working draft or to the ballot stage. All experts in attendance were asked and the
result was 16 to 8 in favor of a second working draft with 8 abstentions.
Such numbers, especially in a preliminary stage, show that the algorithms did
not enjoy the wide support required for standardization. Nevertheless, since it was
the editors’ responsibility to implement the decisions, they concluded the meeting,
writing:
The Editor will now draft a new Call for Contributions which will make three requests.
First, a request to outline security concerns with the use of a 48-bit block cipher. Secondly,
a request for potential use cases for a 48-bit block cipher. Finally, a request for any updates
on the ongoing security evaluation of SIMON and SPECK.
Abu Dhabi, UAE (October 2016)
Indeed, another Working Draft was circulated on June 2016 with a commenting
period of 15 weeks (until September 2016). Surprisingly, the Working Draft only
included questions about the block size, and about new cryptanalytic results,
completely ignoring the mistrust expressed by the majority of experts. As a result,
comments about this working draft were limited to the questions asked and referred
only to the block size.
In their Disposition of Comments, the editors resolved to remove the 48-bit
variants of Simon and Speck and leave the other block sizes.10 They also resolved
all editorial comments and declared that a consensus has been reached and that the
draft was ready to progress to Committee Stage.
Hamilton, New Zealand (April 2017)
Simon and Speck’s 1st PDAM was circulated on December 2016 requesting that
votes and comments be sent until February 2017. The result of this ballot showed
that 15 NBs voted to approve the proposal (some with comments), 8 voted to
disapprove, and 26 abstained. This result showed not only that the algorithms do
not enjoy consensus, but also even the 66% minimal threshold was not met.
Many of the comments from the National Bodies listed the absence of a design
rationale as a factor in their disapproving vote. Other comments also mentioned that
64-bit block ciphers were inherently insecure against generic attacks.11 In their
preliminary Disposition of Comment the editors announced that they would provide
a design rationale for the algorithms:
The editors will provide documentation that discusses the design rationale and the design
team’s security analysis for SIMON and SPECK.
10Since the efficiency of the two algorithms, which was its main selling point, was always presented
with respect to the smaller variants of the algorithms, it is interesting how the smaller variants have
been slowly phased out of the proposed standard, leaving only the larger variants whose efficiency
was never thoroughly discussed and that do not fare as well as the alternatives.
11The Sweet32 attack [86] was published around this time and was a factor in many of the decisions
of the NBs.
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but the editors refused to address the comments about small block sizes. Following
a heated discussion in the meeting itself, they announced that they would remove all
variants of Simon and Speck with block size smaller than 128-bits.
Berlin, Germany (October 2017)
The so-called design rationale was circulated together with the 2nd PDAM asking
again the national bodies to approve or disapprove this project within 8 weeks.
This time, the results were that 15 countries voted to approve the draft (some with
comments), and 7 voted to disapprove. This vote, while still not consensual, at least
met the 66% threshold allowing the secretariat to deem such vote consensus.
The so-called design rationale and the problems that arise from it were analyzed
in Sect. 4.3 and most of these comments were also submitted as part of the National
Bodies (NBs) justifications for disapproval. The editors refused to address these
comments, and provided the following standard answer to comments from NBs:
The editors regret that [Country X] feels that there is insufficient design criteria provided
for SIMON and SPECK in order to determine their inclusion in ISO/IEC 29192-2. . . . No
further design rationale will be provided by the editors for SIMON and SPECK. The
editors stand behind their position that all the documents previously referenced as a part
of this Disposition of Comments do indeed provide sufficient information to determine that
SIMON and SPECK are indeed secure.
A particular focus was put in this meeting on how the number of rounds was
chosen for the algorithms. The NSA editors argued that Tables 4.3 and 4.4 are a
misunderstanding and that
Any native English speaker would immediately understand what we were trying to say in
the design rationale.
When asked to elaborate about this decision for the sake of the non-native English
speakers in the room, they simply refused. Furthermore, the editors also refused to
answer the following two questions posed to them:
• When releasing the algorithms in 2013, was the NSA aware of all
attacks that were later published by the academic community against these
algorithms?
• Is the NSA aware of additional attacks, beyond those already discovered
and published by the academic community?
Their refusal to answer these questions, together with the insufficient quality
of the design rationale, was enough to demonstrate that “sustained opposition to
substantial issues” still existed, and it was decided that a 3rd PDAM should be
circulated.
Wuhan, China (April 2018)
The 3rd PDAM was circulated on December 2017, again asking for the support
of national bodies within 8 weeks (until February 2018). This time, 14 countries
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voted to approve the draft (some with comments), and 8 voted to disapprove. The
Disposition of Comments was not distributed prior to the meeting and was made
available to participants only in the meeting itself. The project editors could not
attend the meeting in-person and the editing session was performed via Skype. At
this point, it was made clear that the editors had given up on reaching consensus.
They refused to address the concerns raised by the NBs, and simply said that they
requested that a 4th PDAM be circulated. In response, some of the experts suggested
that since it is clear that a consensus cannot be reached due to the refusal to provide
further information, the project should be canceled.
Following a discussion about the proper procedure to make this decision, the
WG2 conveners decided to hold an internal vote. Each country participating in the
meeting would cast a single vote for one of the following options: (1) cancel the
project; (2) proceed to a 4th PDAM; and (3) abstain. Of the 16 countries represented
in the room, 8 voted to cancel the project, 4 voted to move to a 4th PDAM, and 4
abstained. This decision was later ratified by SC27, the parent committee to WG2.
The justification for cancellation reads:
Working Group 2 (WG 2) feels that both algorithms included in the amendment are not
properly motivated and their security properties are not sufficiently understood. An attempt
was made by the designers to publish a design rational (ePrint 2017/560) which was not
enough to convince WG 2 experts. Requests to disclose additional information about the
way the algorithms were designed were refused by the designers.
It appears that a stalemate has been reached where the amendment cannot reach the
required majority of 66% to move from PDAM to DAM stage. This issue seems to already
reflect badly on ISO’s reputation in what media attention it receives. It also has an adverse
effect on the collaborative nature of the work within ISO which seems to polarize around
this and spill over onto other projects. Therefore, WG 2 experts believe that it is best to
cancel the project and not standardize these algorithms.
WG 2 wishes to convey that not including the algorithms in ISO/IEC JTC 1/SC 27
standards is not a statement about the security or the quality of the algorithms nor about
the work done by the designers nor the editors. Since the decision to move forward from a
PDAM stage requires consensus decision (even if not unanimity) it simply means that given
the available information and the opposing opinions about the security of the algorithms
they do not enjoy the level of confidence required for inclusion in ISO/IEC JTC 1/SC 27
standards.
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ePassport and eID Technologies
Lucjan Hanzlik and Mirosław Kutyłowski
Abstract This chapter is devoted to the design and implementation of electronic ID
(eID) such as ePassports and electronic personal identity documents. We present an
overview of existing and emerging concepts, both concerning threats and possible
countermeasures. Thereby we aim to shed light on the development of ubiquitous
systems, where many artifacts will require strong electronic identification with
similar properties to those in the case of eIDs issued for humans.
5.1 Application Scenarios
The initial reason to develop an electronic identity document (eID)—an identity
document with an electronic layer—was to prevent its forgery. The problem is
that purely visual security measures have their limitations. The introduction of the
electronic layer changed the situation substantially.
After introducing the electronic layer into identity documents it became evident
that there are multiple opportunities to design and/or improve systems requiring
strong authentication. The first obvious example is the eGate automatic border
control.
5.1.1 Remote vs. Local Use
The motivation for designing eID systems comes from situations such as automated
border control and enabling eGovernment applications. The first option is presenta-
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tion of an eID to a reader and processing all information locally. The second option
is using an eID as a secure token that enables us to create authenticated connections
with a remote terminal. An alternative is to use no eID and realize its functions using
an ID infrastructure. Each option has its advantages and disadvantages:
Option 0: Virtual ID An ID document contains data that may be fetched from an
appropriate registry. So one can use a “virtual ID document” containing only a key
to a database (e.g., an ID number printed on a sheet of paper). There are certain
advantages of this approach: a negligible technical effort for issuing and delivery of
an ID document, and ease of ID document updating and revocation. However, this
solution has also substantial disadvantages:
• The service operator (as well as a cyber criminal that breaks into the system)
is aware of all activities concerning identity verification. This violates the data
minimization principle of security engineering.
• In the case of a system failure (e.g., due to a cyber attack, telecommunication
infrastructure failure, etc.), all activities requiring identity verification are sus-
pended.
• There is a non-negligible communication latency and overhead.
• Responding to a query should be preceded by checking the rights to get an
answer. This is hard if the verifier has no eID.
Option 1: Local Use An eID token holding crucial ID data and verifiable for its
originality has substantial advantages in certain situations:
• The presence of an eID is indirect proof of the physical presence of its holder.
• Identity and data verification does not require online access despite strong
guarantees originating from the eID issuer.
• Interaction with a chip may enable biometric verification without the involvement
of any external database. The biometric data obtained by the reader can be
directly compared with data stored in the eID. Consequently, any security breach
in the system would not expose the biometric data of the whole population.
Option 2: Remote Use In this case an eID serves as a secure cryptographic token
for remote authentication. The advantages of this approach are as follows:
• An eID is involved in the authentication process as a “what you have” and a
“what you know” component, since typically an eID requires us to provide the
user’s activation password.
• In remote authentication it is hard to check that the user is really on the other side
of the line. An eID serves as indirect proof of this presence: its participation in a
protocol execution is checked in a cryptographic way, while one can reasonably
assume that the owner of the eID would not borrow/give it to a third person.
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5.1.2 Actors and Scenarios
Determining the actors of the process involving an eID enables us to see the variety
of solutions associated with this term. Below we list a number of cases:
• Owner–eID–Reader: Example: border control booth.
A traveler presents their ePassport to an eGate. No border control officer is
involved in this process (unless additional processing is needed or the traveler
needs assistance). The holder of the ePassport is involved in the protocol as
biometric data are scanned and compared with the data stored in the ePassport. In
some data protection scenarios, providing the password of the ePassport holder
is required.
• eID–Reader: Example: vending machine with age verification.
A vending machine selling stuff for adults only (alcohol, etc.) has to verify the
age of the buyer. The process must work smoothly without annoying the buyer.
The protocol should guarantee that a genuine eID is involved, and that this eID
has been issued for a person that has reached the legal age. No other data about
the eID holder should be revealed.
• Owner–eID–Reader–Terminal: Example: submitting claims to an e-
government authority.
In this case the reader serves as a man-in-the-middle transmission device located
between the eID and the remote terminal. It provides technical means to establish
a channel between them, while the essential part of the protocol is run between
the eID and the terminal. The second role of the reader is to enable authorization
of the eID owner to perform some actions with the eID—such as signing a digital
document submitted to the terminal.
• eID–Reader(s)–eID: Example: vehicle to vehicle communication.
In the near future a new application area may emerge where autonomous devices,
such as vehicles, communicate directly and make decisions about their behavior.
In many cases this will require strong authentication. For instance:
– One has to recognize non-authorized devices that may work in a malicious
way or merely misuse the protocol for their own profit.
– It might be necessary to identify traffic rules violators and vehicles responsible
for traffic accidents.
At the same time the privacy of the authenticating parties should be protected.
• eID–PC: Example: user presence verification.
In certain cases a user operates a terminal and apart from the initial authentication
we need continuous verification of their presence. This concerns cases such
as operating a terminal for performing certain financial operations or safety-
relevant operations (e.g., in railway or air traffic). We have to make sure that an
unauthorized person will not be able to perform any action when the authorized
person leaves the terminal without closing a session.
Another major application area is medical services and, in particular, authenti-
cating medical records presented to an insurance company. Evidence of presence
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created together with a patient’s eID is required in order to witness a medical
transaction.
• Owner–eID–PC: Example: signature creation.
An eID may enable us to create digital signatures that are legally equivalent
to handwritten signatures. In this case the eID holds signing keys and creates
signatures provided that the eID owner explicitly gives their consent.
5.1.3 Goals of Protocol Execution
The execution of a protocol with an eID may serve different purposes. Below we
list those that are either currently in operation or claimed as a near target:
• identity data confirmation: confirming data regarding the owner that are either
printed on the eID or otherwise available for the verifier (e.g., a face image of the
eID holder),
• attribute confirmation: an eID shows no identification information (including
indirect ones such as the eID’s serial number), instead it presents (authenticated)
attributes of the eID owner,
• key exchange: the eID and the terminal establish a mutually authenticated secret
key for establishing secure communication,
• authentication and proof of eID’s presence: a volatile or non-volatile proof of
the eID presence, in the second case the proof can be used against third parties,
• authentication and proof of user’s presence: we check that the owner holds an
eID participating in a protocol (the difference with the previous case is that the
eID holder is involved in the process, for instance through biometric or password
verification),
• terminal authentication: authentication of the (remote) terminal concerning its
identity and access rights,
• confirming owner’s consent: providing an (implicit) proof that the owner of the
eID has agreed to something.
5.2 Threats and Security Requirements
5.2.1 Assets
The first type of asset concerns secret and private information:
• password: a password or a PIN number used to activate the electronic layer of
the eID or used in a password authentication protocol,
• secret key: a secret key used for eID or terminal authentication,
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• personal data: data about the document owner including name and other
identification attributes that are printed on the physical layer of the identity
document,
• sensitive data: data stored in the electronic layer of the eID, which are not
present on the physical layer (typically, biometric data about the document
owner: iris scan, fingerprint, etc.).
On the other hand, there are assets related to a property or state of a protocol
execution. The following assets fall into this category:
• authenticity of data: we consider the integrity and originality of the data stored
in the memory of the eID,
• authenticity of eID: the integrity and originality of the eID as a device,
• confidentiality of communication: preventing access of unauthorized parties to
data exchanged over communication channels established with an eID,
• access limited to authorized terminals: limiting access to sensitive data to
authorized terminals,
• privacy of eID usage and location: confidentiality of data regarding eID usage,
including for instance the identity of terminals involved in an interaction, the
interaction time, and the data exchanged.
Note that in some scenarios a proof that the document interacted with a reader
is required. However, in general user privacy should be protected and access to
the data should be confined to authorized parties.
• robustness: an eID must work properly regardless of previous, possibly faulty,
executions.
5.2.2 Threats
A major threat against identification documents is forgeries. An attacker may
attempt to create a fake eID that behaves like a genuine one and presents data that
will be accepted just like in the case of interaction with a genuine eID.
An adversary may attempt to clone an eID.
A clone can be used by a person with a similar appearance as well as in remote
applications, unless protection via biometric authentication or password verification
continues to work effectively. In particular, eID cloning may enable identity theft
with profound consequences. Note that breaking the secret key of an eID may be
regarded as a partial forgery or cloning.
Another threat is using an eID without the owner’s consent. This is particularly
likely in the case of wireless communication, where interaction with an eID can
be initiated even without the owner’s knowledge. Typically, an eID is secured
via a password either entered manually by the owner or read optically from the
document’s surface.
Since the password has usually low entropy (e.g., 4–6 digits in the case of a
PIN) it might be guessed by an adversary. A common protection mechanism is to
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block an eID after a limited number of failed attempts, but this would allow an
adversary to mount a denial of service attack—especially in the case of wireless
communication. In the case of non-blocking passwords, an adversary can try to
guess the correct password using a brute-force dictionary attack. If the protocol
execution is artificially slowed down so that a single interaction takes, say, 2 s, the
threat is only reduced.
On the other hand there is a threat of offline attacks, where the attacker analyzes
transcripts of communications between the eID and honest as well as dishonest
readers. Another scenario is simply leaking passwords from a malicious reader.
A different kind of threat comes from malicious terminals that interact with the
electronic layer of an eID and attempt to receive more data than allowed. This may
concern eID identity (e.g., if no password has been provided by the eID holder)
or sensitive data such as biometric data (if the terminal has not been properly
authenticated). In any case we are talking about escalating access rights via
bypassing the access control mechanism employed by the eID. Note that breaking
the secret key used for terminal authentication is essentially a step of such an attack.
Malicious terminals as well as parties observing communication may use an
interaction with an eID to convince a third party of their location and activities.
In the weaker form of location and activity tracing an attacker derives these data
for its own purposes, e.g., by observing interaction or initiating a session with the
purpose of learning the identity of eIDs within its range.
An adversary can also try to extract personal data by eavesdropping on
secure and authenticated communication between an honest eID and an honest
reader/terminal. To perform this kind of attack, the adversary has to break the con-
fidentiality of the communication channel or hijack a session already established.
In Table 5.1 we summarize the dependencies between the above assets and
threats.
5.3 Cryptographic Protocols for eIDs
In this section we present some cryptographic protocols that are implemented and
used in various existing eID solutions and which tackle the problems described
above.
5.3.1 Preventing eID Forgeries
A simple approach adopted, among others, by the ICAO (International Civil
Aviation Organization) (see [291]), is to store all relevant data D1, . . . ,Dn in the
electronic layer, compute h := Hash(Hash(D1), . . . , Hash(Dn)) and an electronic
signature of the eID issuer on h. Then, it is possible to check the signature and
verify that the data D1, . . . ,Dn are authentic. (Note that it is also possible to verify
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the signature when only some Di are given, while for the remaining values Dj only
Hash(Dj ) is presented.) What is more, this data can be compared with the data
stored in the physical layer of the document.
The solution presented is called Passive Authentication (PA).
Unfortunately, it provides no protection against eID cloning as all digital data
stored in the eID can be presented to a reader in the course of a normal interaction.
5.3.2 Enforcing Owner’s Consent
An access control mechanism based on an activation password can be deployed in
order to protect against using an eID without the owner’s consent, Unfortunately, it
can turn out to be ineffective. There are at least two attack scenarios:
1. an adversary is communicating directly with an eID,
2. an adversary is eavesdropping on an interaction between honest parties.
In the former case, the adversary may try all possible passwords by starting an
interaction with the eID. However, the eID may increase its response time to say
1–2 s in order to slow down the attack.
Moreover, the password may include a code printed on the eID in a machine
readable zone (MRZ) and optically read by the reader. This code may have much
higher entropy than human memorizable passwords.
Because of this latter scenario, the password cannot be transmitted in a form that
would enable the adversary to learn it and reuse it later to communicate with the eID.
This has been taken into account in a solution adopted by the ICAO called Basic
Access Control (BAC). In this protocol a fixed password corresponding to an eID
is used (1) to encrypt random nonces used to derive a session key, and (2) to create
MACs authenticating the nonces. If on any side an incorrect password is used, then
the protocol will fail. The password is derived from data scanned optically from the
MRZ area—therefore an ePassport must be shown by its owner. Unfortunately, BAC
allows an offline attack, i.e., given a transcript of a communication an adversary can
apply a brute-force dictionary attack to learn the password [375].
The successor to BAC—Password Authenticated Connection Establishment
(PACE) introduced by the German Federal Office for Information Security (BSI)
in 2008—changes the situation. It becomes impossible to verify a password guess
given only a transcript of a communication between an eID and a reader. The PACE
protocol consists of four main phases (see Fig. 5.1 for details):
1. sending a ciphertext Enc(Kπ, s) to the reader, where s is random and the key Kπ
is derived from the password,
2. using a mapping function based on the secret s to derive new parameters Ĝ with
a new generator ĝ for the Diffie-Hellman protocol,
3. applying Diffie-Hellman key exchange to derive a master secret key K ,
4. exchanging message authentication tags TR , TC based on a key derived from K .
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Fig. 5.1 PACE protocol
There are two variants of the mapping function specified in the ICAO standard:
Generic and Integrated Mapping. In the former case, ĝ = h · gs , where h is the
secret key generated using a standard Diffie-Hellman protocol for parameters G. In
the latter case, ĝ := Hash(s, r) where r is a random number chosen by the reader.
The security of the Generic Mapping version of the protocol is based on the
following argument. We can create a virtual protocol, where h is not derived by
the Diffie-Hellman protocol but is a random element. Such a change cannot be
detected by an adversary performing an offline attack due to the hardness of the
Diffie-Hellman Problem. However, in the virtual protocol all data exchanged are
stochastically independent of s. Therefore, it is impossible to derive any information
about s. A similar argument applies to Integrated Mapping. Note that ĝ never occurs
in the communication and the values Y ′C , Y ′R are uniformly distributed, as the group
used has a prime order. The only relation to ĝ is hidden in the way the protocol
partners derive K . However, again we can consider a virtual protocol where K is
replaced by a random element. The change is not observable to the attacker even
if they learn the key K . Some partial security proofs for the PACE protocol were
presented by Bender et al. [72] and for the PACE Integrated Mapping by Coron et
al. [153].
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An important feature of password-based schemes is how to respond to authenti-
cation attempts with a wrong password. In any case, a failed attempt is information
indicating incorrectness of the password. The important point is that no other
information should be revealed to the attacker. Note that PACE has this property:
first, the ciphertext of a random number s does not reveal any information about
the password dependent encryption key. Second, the random challenges exchanged
within the final Diffie-Hellman key exchange are stochastically independent of the
password. The password dependent message TC is sent after positive verification of
TR—so TC is not transmitted, if the password is incorrect!
5.3.3 EID Authentication and Preventing Cloning
The threat of eID cloning is also called an impersonation attack, since a user of
a cloned eID may impersonate its legitimate owner. This kind of attack can be
easily performed in the case of passive authentication, as all data in an eID are
also available outside it. An obvious remedy to this problem is to use an eID public
key as part of the data authenticated by the document issuer, store the corresponding
secret key in the memory of the eID, and run an authentication protocol based on
these keys. Obviously, this solution makes sense only if it is infeasible to export the
secret key from the eID.
The ICAO standard for Machine Readable Travel Documents specifies two
cryptographic protocols that can be used to authenticate a chip. The first is called
Active Authentication (AA) and relies on the challenge-response paradigm. The
terminal sends a challenge to the ePassport, which responds with a signature under
this challenge. Finally the terminal verifies the signature with respect to the public
key stored in the authenticated data read from the ePassport’s memory.
The second solution called Chip Authentication v.2 (ChA v.2) was introduced
by the BSI as part of the so-called Extended Access Control (EAC) protocol stack,
where within the same protocol the rights of the terminal are checked. ChA v.2
is a static Diffie-Hellman protocol: it is simply the Diffie-Hellman key exchange
protocol where the challenge from the eID is replaced by its public key, say y = gx .
As in the Diffie-Hellman key exchange protocol deriving the shared key is possible
provided that one knows the discrete logarithm of the challenge, the ability of the
eID to derive the secret key serves as evidence that it knows the secret key x.
The main advantage of ChA v.2 is that it generates a new session key that can
be used to secure communication between the eID and the terminal. Note that the
protocols discussed in the previous subsection establish a secure channel between
the eID and a reader, which is not necessarily part of the terminal. For example, if
the eID is used for online activities the card reader is at best a part of the user’s
system.
The main disadvantage of both solutions is that they require additional computa-
tions that are expensive, i.e., exponentiations. For this reason the ICAO adopted
a protocol called PACE with Chip Authentication mapping (PACE-CAM) that
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Fig. 5.2 Generic mapping of PACE
combines PACE with authentication of the eID [298]. The initial part of the protocol
is exactly the same as in the case of PACE Generic Mapping (see Fig. 5.2)—which
is important for reasons of backwards compatibility and the costs of upgrading the
protocols. However, in the final part of the protocol the eID must show the discrete
logarithm of its challenge YC with respect to its public key pkC as the generator.
Note that the eID cannot pass the protocol without being able to derive h and this
requires knowledge of yC such that YC = gyC . As the eID has to present a w such
that YC = pkwC , it follows that pkC = gyC/w where yC and w are both known to the
eID. Consequently, after checking that YC = pkwC the terminal can safely conclude
that the eID knows the discrete logarithm of pkC .
Leakage Resistance The protocol PACE-CAM may serve as an example of a
possible defense against malicious or poor implementations. One of the critical
threats for this protocol is the danger of leaking the discrete logarithm of pkC
(thereby enabling cloning of the eID concerned).
Assume that during protocol execution the eID first chooses yC and later
computes w = yC/skC (as in [73]). Then obviously the key skC is exposed in
case a weak random number generator has created yC . In [257] the computations
are performed in a slightly different way. Namely, YC = pkwC , for w chosen at
random, and there is no computation of w during the final stage. The most important
feature is that the value yC does not appear at all. However, the element h has to be
computed by the eID in a slightly different way: instead of computing h = Y yCR ,
the eID computes h = (YwR )skC . The exponentiation with skC can be executed in a
separate hardware zone which performs no other operation. In this way the secret
key skC is essentially secure even if the adversary has access to all values outside
this hardware zone.
Particular care is needed in the case of protocols using signatures such as DSA
and Schnorr. In this case leakage of ephemeral random values leads to leakage of the
long time secret keys and it seems that there is no simple remedy for this problem.
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5.3.4 Authenticating the Terminal and Its Rights
A terminal that has guessed or knows the activation password of an eID may attempt
to read sensitive data from the eID. Since it knows the activation password it can
interact with the eID, but should not necessarily be able to access all data. This
problem is solved by Terminal Authentication v.2 (TA v.2), which in fact is a
standard challenge-response protocol: the eID generates a random nonce and the
terminal responds with a signature of this nonce and a fingerprint of an ephemeral
public key—this public key is the challenge for the static Diffie-Hellman key
agreement executed as part of ChA v.2. For the sake of signature verification the
terminal presents a certificate of its public key. The certificate declares in particular
which data from the eID the terminal is allowed to read. To verify the authenticity of
the certificate, the document verifies a chain of certificates supplied by the terminal.
The first supplied certificate is verified using the root of trust, i.e., a public key of
the issuer stored inside the eID (for details see Sect. 5.4).
5.3.5 Proof of Interaction
In this scenario we consider a malicious reader/terminal that tries to sell a transcript
of communications or interactions to a third party. Such a transcript may contain
valuable information about the document owner (e.g., location, services used). The
best protection one can achieve is that a reader/terminal can create a protocol
transcript (including values normally available only to the reader/terminal) that is
indistinguishable from transcripts originating from real executions. This should also
concern executions where a reader/terminal deviates from the protocol description.
Then a transcript presented by a reader/terminal has no value to a third party.
In general, any protocol implemented in an eID should support deniability:
neither the eID nor the terminal/reader should be able to prove that an interaction
with the eID has taken place and had a given form. Note that AA provides a strong
proof of interaction for third parties, while for ChA v.2, PACE, PACE-CAM the
deniability property is fulfilled. For TA v.2 a signature collected from the terminal
is a proof of interaction (with an unspecified eID).
5.3.6 Passive Tracing
Protocols such as PA enable tracing—an eID responds with explicit identification
data. The situation is slightly better for BAC. However, once the adversary learns the
secret key used by the eID of the traced person to set up connections, the adversary
can make trial decryptions of all recorded communications and identify those of
the traced eID. The situation is different for protocols such as PACE and PACE-
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CAM—where identity information is revealed after establishing a secure channel.
Even password related data are transmitted in a very careful way—via a ciphertext
of a random value s. For ChA v.2 the situation is slightly more complicated: if PACE
is executed first, then ChA v.2 is secured by the secret channel established by PACE.
Otherwise, transmission of the public key used for static Diffie-Hellman reveals the
identity of the eID. This was one of the reasons for designing ChA v.3, where the
protocol starts with the regular Diffie-Hellman key exchange.
5.3.7 Eavesdropping
While most of the discussed protocols run key exchange protocols and automatically
support confidentiality of the established session, there are some subtle issues
concerning for instance the threat of hijacking of a session. Especially if the
protocols are executed one after another, the protocol partners need to be sure that
in the meantime an adversary has not taken over the communication on one side.
For instance, TA v.2 and ChA v.2 are coupled by a signature created during TA v.2
execution for a fingerprint of the terminal’s ephemeral key used during execution of
ChA v.2. Similarly, while PACE is not resilient to MiTM attacks (by an adversary
knowing the password), it seems to be infeasible to run an active attack enabling the
eID and the reader to establish the shared key K , so that it would be known also to
the adversary.
Summary
Table 5.2 depicts threats addressed successfully by the protocols discussed above.
Table 5.2 Threats addressed by the discussed protocols
Threat/protocol PA PACE ChA v.2 TA PACE-CAM
eID forgery   
eID cloning  
Lack of owner’s consent  
Unauthorized data access 
Location and activity tracing  
Eavesdropping   Indirectly 
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5.4 PKI
In standard situations the Public Key Infrastructure (PKI) is built on top of trust
relations. A user chooses roots of trust—entities that are trusted by him. A root of
trust can delegate trust to other entities, creating a chain of trust. In the end, the user
will accept/trust any entity that can prove itself to be a member of a chain of trust.
To confirm trust relations, the entities issue certificates signed with their secret keys.
A similar approach could be implemented in the eID scenario, but we face
substantial technical problems. The hardware chip of an eID might be severely
limited in computational power and memory size. Storing many roots of trust
and verifying long chains of trust would immediately make an eID solution quite
inefficient. For this reason a simplified approach has been adopted:
• the root of trust is set to one entity, namely the country verifying certificate
authority (CVCA),
• the CVCA delegates its rights to domestic and foreign document verifiers that
delegate rights to terminals—so the trust chains have a length of at most 2,
• certificates have a form enabling easy verification on hardware with limited
resources (card verifiable certificates, CVC).
This PKI allows for interoperability between passports issued by different countries.
However, in order to inspect a passport, a document verifier must be trusted by
the document owner’s CVCA, which requires cooperation between two countries.
Practically it turns out to be a problem.
Another serious problem is revoking certificates. In a standard situation it is
implemented using certificate revocation lists (CRL) and an online certificate status
protocol (OCSP). In the case of eID systems this may lead to technical problems:
• an eID has no memory available for storing CRLs,
• an eID has no direct access to the OCSP server,
• verification may turn out to be too slow from a practical point of view,
• an eID has no internal battery and therefore no internal clock. It can only store
the time last seen, so a terminal may authenticate itself with an outdated CRL.
The solution implemented in ePassports is to use short-term certificates for ter-
minals. Thereby, a terminal that has to be revoked simply does not receive a new
certificate.
5.5 Challenges for eID Systems
In this section we focus on some fundamental issues that do not concern eIDs
directly, but nevertheless are crucial for their success in practice.
Deployment of eIDs Due to financial costs, the deployment of eIDs has to be
a continuous process, where the production capacities are used evenly over time.
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Hence invalidating eIDs and replacing them with new ones on a large scale might be
infeasible. Unfortunately, one cannot exclude that a security flaw or an exploit will
be found after deployment. Therefore it would be reasonable to design in advance
pragmatic strategies for such situations which are not based on replacement.
As an eID is issued for a long period of time (typically 10 years in the case of
personal ID documents and passports), inevitably many generations of eIDs will
have to coexist and interact with the existing systems. On the other hand, if a
user gets a new eID replacing the expired one, they should be able to continue all
activities as the same person. This might be a problem, since transferring the signing
keys from the old eID to a new eID might be technically impossible or forbidden
due to, e.g., requirements for “secure signature creation devices”.
Malicious Provider/Document Issuer Before an eID is given to its owner it has
to go through procedures implemented by the hardware and software provider and
the document issuer responsible for personalization of the eID. These procedures
may be not strict enough and/or depend on the internal policies of these parties.
This can open doors for implementing trapdoors or intentional creation of security
weaknesses.
A malicious hardware provider can implement secret backdoors that reveal the
secret keys of the eID (created during personalization) or provide a means to trace
the eID. Similar backdoors can be implemented in software by the document issuer.
A malicious issuer can still infer information about users, even if the software is
somehow protected (e.g., installed by a different authority). In many cases the secret
keys used by the cryptographic protocols can be generated on-card (i.e., by the eID
without revealing the secret key to anyone). However, the owner of the document
has no guarantee that this is how the keys have been generated. What is more, in
many cases the secret keys cannot be generated on-card since secret system keys
have to be involved.
A different attack technique is to use a flawed random number generator that
would allow an attacker to predict the secret key generated by the document and
break any protocol based on randomness generated by an eID. The problem can be
also caused by a flawed software library. This was the case for the Estonian eID,
where many RSA moduli were created in a way that made their factorization easy.
Interoperability While in the area of biometric passports we have to deal with
a de facto worldwide standard, in the case of personal ID documents there are a
variety of different solutions and concepts. At the same time, the expectation is that
an eID may interact with any system and communicate with any reader. This is
costly and hardly possible from the technical point of view. The problem has been
recognized by the European Union as an obstacle to the internal market. The eIDAS
regulation [546] attempts to find a solution to this problem. The approach chosen by
eIDAS is as follows. Assume that an eID J attempts to connect to a terminal T in a
third country. Then:
• the terminal T redirects the connection request of J to an online authentication
service A of the country of origin of J ,
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• A runs the verification process,
• after a positive answer from A the terminal T establishes a connection with J .
Unfortunately, this approach has limited usability:
• it does not work for the offline eID–reader scenario,
• a reader must run all protocols notified in the EU,
• when the authentication service learns that the eID is active at some place. for
some protocols the online authentication service can learn the session key and be
able to eavesdrop on the communication.
Sometimes cooperation between eID providers is limited, e.g., due to different
approaches to personal data protection (such as for the EU versus the US).
User–eID interaction While declaratively users pay attention to their own security,
the standard behavior is to trade security for convenience. A good eID system should
take this into account. On the other hand, a user has to be given a minimal level of
control over their eID. This should include in particular the possibility to:
• temporarily block their own eID,
• get a record of their former activities.
In existing systems, there are limited possibilities to suspend or invalidate an eID
based on inserting entries into a central database. This is not enough to prevent
lunchtime attacks, where an eID is seized by an adversary for a short time. To keep
track of eID activity one could deploy for instance a transaction counter or some
more sophisticated solution (see, e.g., [349].
5.6 Future Directions
Composability The main goal of eID protocol designers should be composability.
That is, given a limited number of cryptographic procedures it should be possible
to implement all required functionalities and even leave room for new applications.
This approach not only ensures that an eID can be created with cheaper hardware
(i.e., less code means less memory used), but also makes it easier to create and reuse
a formal security analysis.
Extensions The protocol stack implemented in an eID should allow extensions. In
particular, it should be possible to build new security features on top of the existing
stack.
Simple Protocol Changes If a security flaw is found, the protocol designers should
focus on simple fixes that make only small changes to the existing protocols. This
would not only simplify the security analysis of the new protocol but also speed
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up the certification process. What is more, the same approach should be taken in
the case of an extension to existing protocols. A good example is the PACE-CAM
protocol, which is only slightly different from PACE, but significantly improves it.
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Xavier Carpent, Paolo D’Arco, and Roberto De Prisco
Abstract In this chapter we provide a critical look at the state of the art in
ultra-lightweight authentication protocols. We start by outlining the features of the
current ubiquitous and pervasive computing environment that have motivated the
development of the ultra-lightweight paradigm which uses only basic arithmetic
and logical operations. We emphasize its goals and its main challenges. Then, we
focus our attention on the authentication problem. We use an abstract framework
for modeling the protocols proposed over the years, in order to discuss their design
strategies and the security and privacy properties they aim to achieve. After that, we
survey the weaknesses and the common pitfalls in both the design and the analysis
of ultra-lightweight authentication protocols. Finally, we conclude the chapter by
discussing some fundamental ideas and research directions.
6.1 Introduction
6.1.1 A Fully Connected World of Small Devices
Small and inexpensive devices are becoming increasingly important in today’s
technological infrastructures. Modern computing paradigms, pervasive in nature,
involve methods for monitoring the status of physical objects, capturing mean-
ingful data, and communicating the data through network channels to processing
servers. In many cases, the endpoint elements of connected systems are small and
inexpensive devices attached to physical objects. These devices carry identifying
information, and are used to achieve certain functionalities: to open and lock doors,
control a heating system, catalog items in a shopping basket, identify objects,
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operate anti-theft systems, and much more. Wireless communication plays an
important role in this landscape, especially in dealing with moving objects where
Radio and Near-Field frequencies are commonly used. In the specific case of Radio-
Frequency Identification (RFID), there are “Tags” and “Readers”. Tags are tiny
devices used to label objects; they contain data and communicate with the readers.
Readers are bigger devices that collect and forward information to a backend server
that processes the data. RFID tags are already widely deployed to track objects (e.g.,
goods dispatched in a distribution hub). Tags, in their most basic form, the passive
one, have no battery: they receive their energy wirelessly from the reader. Tags are
extremely cheap, with costs in the order of few cents. They are severely constrained
in terms of computing power.
In general, small devices, in all forms currently available, are the weak link in
the system (e.g., see [579] for a recent attack), and good solutions to the security
and privacy concerns are of paramount importance. In particular, authentication,
the process through which two entities confirm their identities to each other, is a
fundamental step for the development of secure applications.
6.1.2 Authentication: Protocol Classification and Physical
Constraints
Unfortunately, the authentication problem, in the ultra-lightweight setting, is a
challenging one. Indeed, the devices’ limitations severely impact the design of the
protocols. In [139] a coarse classification partitions authentication protocols into
4 categories: full-fledged, simple, lightweight, and ultra-lightweight. The division
is based on the capabilities of the constrained devices. Full-fledged protocols
allow the use of public-key and symmetric-key cryptography. Thus, they can
fully exploit standard cryptographic tools. Simple protocols rely on a limited
number of cryptographic functionalities like pseudo-random numbers generation
and hashing. Lightweight protocols further restrict the usable cryptography. They
avoid hashing, and resort to using simpler operations like CRC checksums. Finally,
ultra-lightweight protocols rely only on basic arithmetic and logical operations
(modular addition, and, or, xor, etc.).
Although the above classification does not provide an exact distinction among
the various classes, we still adopt it since it has been used in several papers
that have appeared in the literature. In this chapter we are concerned with very
small computing elements, like passive RFID tags, and with ultra-lightweight
authentication protocols for such devices. It is very likely that a large percentage
of tomorrow’s interconnected world will consist of ultra-lightweight computing
elements. Indeed, as observed in [308], although technological advances allow us to
build inexpensive devices with improved capabilities at the same price, usually the
market dictates the use of increasingly cheaper devices with the same capabilities.
Hence, we should expect to keep dealing with the least powerful ones.
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What exactly are the limitations imposed by these inexpensive devices? In [26]
the authors provide a detailed description of the constraints.1 These constraints are
mostly influenced by hardware factors: chip size, power consumption, and clock
speed. A standard measure for the computing power of such devices is the number
of Gate Equivalent (GE) elements, which reflects the number of logic gates that the
circuit integrated on the device consists of.
Let us consider RFID tags as an example. An RFID tag can communicate at very
slow rates (typically under 200 kb/s), and this imposes, assuming that authentication
has to happen within a reasonable time limit (e.g., 150 ms), an upper bound on
the size of the total communication that the protocol can use. RFID tags usually
consists of no more than 2000 GEs. Such a limit is imposed by the available physical
area and by the cost of the device. Most of the gates are used for the tag’s basic
functionalities, and only a small fraction of them remain available to implement
an authentication protocol. The cheapest RFID tags are passively powered. They
receive power through an electromagnetic field, radiated from the reader; this limits
the total power consumption that can be used in a single run of the authentication
protocol. The power available to the tag is inversely proportional to the maximum
distance at which the tag and the reader have to operate: a greater distance implies
less available power and this imposes limits on the clock speed (a typical limit is
100 kHz) and, consequently, on the number of instructions that the tag is allowed to
execute to finish a run of the protocol within a given time bound. Another limitation
of RFID tags is the total number of memory bits: a typical limit is 2048 bits.
Finally, notice that authentication protocols often rely on random or pseudo-
random number generators. Passive RFID tags can hardly afford such a component.
There exist low-cost pseudo-random generators, but they still pose a substantial
burden for an RFID tag. A generator might require the use of more than 1000
GEs, which is more than half of the total number of GEs usually available on these
devices.
6.1.3 Design Challenges
Authentication can be achieved in several ways. Standard authentication protocols
exhibit a challenge-and-response structure, and exploit public-key or symmetric-
key cryptography. Sometimes they require the presence of a trusted third party.
In all cases, the parties involved in the protocols must be able to execute the
required cryptographic algorithms (e.g., encrypting a piece of data using AES).
So it goes without saying that standard authentication protocols are not tailored
for ultra-lightweight devices. Thus, ultra-lightweight authentication protocols using
1The title of [26] uses the term “lightweight”, but its authors do not use the classification proposed
in [139]. The discussion provided in [26] is, indeed, about ultra-constrained devices, like RFID
tags.
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only elementary operations are needed. It should therefore not come as a surprise
that achieving the same security levels as those offered by standard authentication
protocols might be much more difficult, or perhaps even impossible.
Thus, the real challenge posed by ultra-lightweight authentication is obtaining
the highest possible level of security, given the hardware constraints. Part of the
challenge concerns the development of a formal model that can be used to assess
the security and privacy achieved by ultra-lightweight authentication protocols.
Nowadays, security assertions are expressed in terms of formal mathematical
models for describing problems and analyzing proposed solutions. In particular,
security assertions are expressed in formal mathematical terms, cryptographic
protocols are built upon computational hardness assumptions, and proofs assume
the form of mathematical reductions. As we will argue in the following sections,
ultra-lightweight cryptography should be tackled with a similar rigorous approach.
We might have to rethink, or to appropriately adapt, the formal framework within
which ultra-lightweight protocols are designed and security and privacy assertions
about them are assessed.
6.1.4 Organization of the Chapter
In Sect. 6.2 we provide a general concise framework which captures the common
structure of known ultra-lightweight authentication protocols, and we discuss the
design strategies and properties they aim to achieve. Then, in Sect. 6.3, we point
out the limits of achieving security by using very constrained computing devices
which allow only simple operations. Specifically, we survey the weaknesses and
the common pitfalls in the design of ultra-lightweight authentication protocols. In
Sect. 6.4, we elaborate on the importance of using security and privacy models, and
provide suggestions for sound design strategies. Finally, in Sect. 6.5 we provide
some conclusions.
6.2 Ultra-lightweight Authentication Protocols
Ultra-lightweight mutual authentication protocols appeared in the literature around
2006. M2AP [467], LMAP [466] and EMAP [465] were the first protocols designed
to be executed on circuits equipped with only a few hundred gates. They were collec-
tively identified as the UMAP family. In the following year, another protocol, called
SASI [139], addressed some of the weaknesses present in those protocols. SASI
received considerable attention both from cryptanalysts and designers. However,
like its predecessors, it was quickly broken in a few months. Surprisingly, plenty of
similar protocols followed, and its “structure” is still being used.
Almost all proposed ultra-lightweight mutual authentication protocols can be
seen as instances of one general framework. Three entities are involved: a tag, a
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reader and a backend server. The channel between the reader and the backend server
is assumed to be secure, but the channel between the reader and the tag is public and
is susceptible to attacks. To simplify the description, we say that the reader performs
some computations, even if the reader just forwards the messages and the backend
server is the real entity that performs the computations.
Each tag has a static identifier, ID, which is hard-coded into the circuit at
production time and is never revealed. Furthermore, the tag has a pseudonym, IDS,
and a few secret keys, which are stored in the tag memory, and are usually updated
after each successful execution of the protocol. All of these values are bit-strings of
up to 100 bits. Common values are 64 and 96.
Readers are expected to be able to generate random numbers or pseudo-random
numbers.
The backend server, for each tag with static identifier ID, stores in a table the
pseudonym and the keys, which therefore are shared with the tag.
The authentication protocol consists in a few rounds. Typically, four.
Figure 6.1 depicts the structure of many ultra-lightweight authentication proto-
cols. Here we provide a description of the messages:
• The Hello message is the starting message with which the reader activates the







3. Choose random numbers
Compute, as function of the
random numbers, the keys, and IDS,
the values A1,A2, . . . ,An
A1||A2||...||An
Extract the random numbers
from some of the Ai′s
Check the other Ai′s.
If ok, accept.
Compute B1,B2, . . . ,Bk
B1||B2||...||Bk
4. Check B1,B2, . . . ,Bk. If ok, accept
Fig. 6.1 General framework: steps of the authentication protocol
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• The IDS is the current pseudonym, which the tag sends to the reader and initiates
the subsequent authentication protocol.
• The sequence of values A1, A2, . . . , An, computed by the reader, is usually
used in the following form: the first values are a sort of carriers for fresh
randomly or pseudorandomly generated numbers, while the last ones are the
true authenticators, computed by using the random numbers, the secret keys and
information shared between the reader and the tag. From some of the Ai’s, the
tag, by using the secret keys, retrieves the random numbers chosen by the reader.
Then, by using the secret keys, the retrieved random numbers and some other
shared information, the tag recomputes the remaining Ai’s and checks that they
match the ones received. Such a check aims at ensuring the integrity and the
authenticity of the transmitted values.
• The values B1, B2, . . . , Bk are, finally, used by the reader as an acknowledgment
that the tag has authenticated the reader, and to complete the authentication of
the tag to the reader. They are generated and used in a similar way to the values
A1, A2, . . . , An.
At the end of a successful execution, the reader and the tag change the pseudonym
IDS of the tag, and all the secret keys, by applying some updating functions. The
updating functions use the IDS and the secret keys, as well as some of the random
numbers, used in the last execution of the protocol. In particular, the updating
function for the IDS uses also the static tag ID.
In practice, many protocols require the reader and tag to store both the new
IDS and the sequence of secret keys, as well as the previous IDS and the previous
sequence of secret keys. The reason is that the tag completes the protocol before
the reader. If for some reason, adversarial or not, the reader does not complete the
protocol, the tag updates the IDS and the secret keys while the reader does not.
Then, at the subsequent execution, the reader and the tag do not recognize each
other. Technically speaking, they are not synchronized anymore. By also keeping
the old tuple of values, the authentication protocol can be modified in such a way
that, if the reader does not reply to the new IDS, then the tag sends the old IDS again
and the authentication protocol is executed using the old sequence of secret keys.
To exemplify the general framework, notice that in M2AP and EMAP three
values are sent from the reader to the tag, and two values are sent from the tag
to the reader. In LMAP, SASI, and Gossamer [463], three values are sent from the
reader to the tag and one value is sent from the tag to the reader. Moving ahead to
more recent protocols, in KMAP [323], RCIA [431] and SASI+ [431], three values
are sent from the reader to the tag and one value is sent from the tag to the reader,
while in SLAP [383] two values are sent from the reader to the tag, and one value
is sent from the tag to the reader. However, some protocols slightly deviate from the
general framework, e.g., RAPP [554] has one more round.
To get an idea of the computations, let us look at SASI. Denote by K1 and
K2 two secret keys shared between the reader and tag, and by n1 and n2 two
fresh random values generated by the reader. Moreover, we denote by ⊕,∨,+ the
xor, or and modular addition operators. Finally, denote with Rot(s, ) a bit-string
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cyclic rotation function, which returns the string s rotated circularly to the left by 
positions. The three values, A1, A2 and A3, computed by the reader, are:
A1 = IDS⊕K1 ⊕n1, A2 = (IDS∨K2)+n2, and A3 = (K1 ⊕K2)+(K1 ⊕K2),
where K1 = Rot(K1 ⊕ n2,K1) and K2 = Rot(K2 ⊕ n1,K2). Then, the value B1,
computed by the tag, is
B1 = (K2 + ID) ⊕ ((K1 ⊕ K2) ∨ K1)
The updating functions for the pseudonym and the keys are:
IDS = (IDSold + ID) ⊕ (n2 ⊕ K1), K1 = K1, K2 = K2,
Having considered a sample computation, let us move to the basic requirement
for an authentication protocol, that is, correctness: if the reader and tag initiate a
protocol execution when they share at least one IDS and the corresponding sequence
of secret keys, and no adversarial action or transmission error occurs, then they
should successfully complete the execution and authenticate each other.
The main security and privacy goals in the design of ultralightweight authentica-
tion protocols are:
• Resistance to desynchronization attacks. An adversary should not be able to
desynchronize the reader and tag.
• Resistance to impersonation attacks. An adversary should not be able to
impersonate the reader to the tag or the tag to the reader.
• Anonymity and resistance to tracking attacks. The protocol should protect
against any adversarial action aiming at identifying the tag, and should guarantee
that the movements of a tag cannot be traced.
• Resistance to replay attacks. The protocol should be immune to attacks in
which an adversary collects messages from protocol executions between the
reader and tag and sends them again to the parties, in order to subvert some
of the security and privacy properties.
• Forward security. Even if at a certain point the tag is compromised and the
adversary gets the secret information stored in the tag’s memory, the past
communications should remain unaffected.
• Resistance to leakage and disclosure attacks. The protocol should not leak
secret information under adversarial actions, and there is no way to get access to
the secret information shared between the tag and reader.
Some of the above goals in certain applications should be guaranteed against
a passive adversary, who just eavesdrops on the protocol executions, while others
should hold with respect to an active adversary, who can intercept and modify the
messages and interact with the parties.
In the next section we elaborate on the security and privacy properties. Indeed,
in this area they are almost always expressed in an informal way, and as a list of
106 X. Carpent et al.
desiderata that need to be achieved. No rigorous model is used to state clearly the
goals and to prove the merits of a given protocol. The proofs are arguments aiming
at convincing the reader of the goodness of the design. As shown in [169] in a case-
study for the SASI protocol, this approach opens doors to unexpected consequences.
6.3 Weaknesses and Pitfalls
Ultra-lightweight protocols strive to achieve a strong level of both security and
privacy while fitting extreme design constraints due to limited space, energy, and
cost on RFID tags. Unsurprisingly, attacks on virtually all proposals in the literature
have been published.2
As a result, no such protocol could reasonably be used in practice.3 Although
some lessons have been learned from these failures, and despite much advocacy for
better screening from the research community, protocols repeatedly fall victim to
common pitfalls, even in recent proposals. What follows is a short description of the
prevailing weaknesses.
6.3.1 Poor Diffusion and Linearity
Many protocols use the so-called “T-functions” extensively. These are functions for
which each bit in the output depends only on bits in the same or lower positions
in the input. Binary operations (e.g., and, or, xor) and modular addition are T-
functions.
By definition, in a T-function it is not possible that all output bits depend on
all input bits, which is the ideal scenario for maximizing “diffusion”, an important
property in cryptographic primitives. This is particularly dangerous in cryptographic
applications, lightweight or otherwise. The only reasonable way to address this
shortcoming is by combining these operations with others which do not exhibit this
characteristic. Unfortunately many designers do not follow this simple combination
rule, and have proposed schemes entirely based on T-functions which are doomed
to fail. LMAP [466] is an example of a protocol that uses T-functions exclusively,
which was exploited in its cryptanalysis [464].
2It has been observed that ultra-lightweight protocols are “broken” with relative ease, very
shortly after their publication. Avoine et al. [43] shows a short statistical study and concludes
conservatively that most are broken in under 4 months.
3To the best of our knowledge, the Gossamer protocol [463] is the sole instance to not have any
published attacks, although a number of weaknesses in its construction have been identified [130].
In addition, Gossamer is definitely more involved and, arguably, could hardly be considered “ultra-
lightweight”.
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Linearity, i.e., the property that f (a  b) = f (a)  f (b), is another source
of trouble. The xor operation, rotations and other permutations are linear. Like
T-functions, linearity is transitive (the composition of linear operations is linear),
and some schemes have been shown to be entirely linear, which easily leads to
attacks. Particularly notable and common examples are the many proposals in which
security is based heavily on the use of Cyclic Redundancy Codes (CRCs). CRCs are
designed to do channel error correction, but offer very little security if any at all.
6.3.2 Poor Message Composition
Securely designing the messages exchanged over an ultra-lightweight protocol is
a difficult open problem. Keeping the secrets exchanged as secure as possible
against any leakage is indeed a big challenge, particularly in such constrained
environments. Generally speaking, the messages should guarantee good confusion
(i.e., key mixing) and diffusion properties. That is, the secret key (or keys) should
be thoroughly involved in the construction of the messages, and a subtle change
in the secret should result in completely different messages. However, due to the
constraints of ultra-lightweight protocols, messages are usually built using a handful
of operations, and in many cases good confusion and diffusion levels are not
obtained.
In LMAP for instance, the key update phase is defined by:
IDS(n+1) = (IDS(n) + (n(n)2 ⊕ K(n)4 )) ⊕ ID,
where we can see that ID, a secret that the protocol is designed to protect, is simply
xored with a mixture of public and secret values. This operation exhibits poor
confusion and diffusion properties. Although exploitation of this varies in different
attacks, this quite frequent feature heuristically leads to a major leakage of secret
bits, as the rest of the message the ID is combined with may be biased, or be
partially known by the adversary.
6.3.3 Biased Output
Another important weakness of many lightweight schemes is that some of the
operations are biased, a property that in many cases leads to security vulnerabilities.
This is typical of Boolean functions such as or (∨) and and (∧), where x ∨ y
and x ∧ y have, for unbiased random bits x and y, heavily (75%) biased outputs,
respectively, towards 1 and 0.
This can constitute a security weakness because these functions leak information
for both of their arguments. For example, if x ∨ y = 0, then x = y = 0, which
discloses both the inputs. With a uniformly distributed input, this happens 25% of
108 X. Carpent et al.
the time (similarly for and, of course). In some cases it is more than enough, after
seeing some exchanges, to be able to completely recover all the inputs.
In LMAP, the reader sends B = (IDS ∨ K2) + n1. The attacker can thus use
B + (2L − 1) as a very good approximation to the unknown “shielded” nonce n1
(on average, 75% of the bits are correct), and this approximation can be used later
in other parts of the protocol to approximate the secret (see e.g. [44] for a full attack
partially based on this).
6.3.4 Rotations
Rotations have been used for a long time in cryptography. Many modern block
ciphers and hash functions such as BLAKE [37] or RC5 [502] rely on the ARX
(addition, rotation, XOR) paradigm. Rotations are extremely cheap to implement
in hardware, and they introduce diffusion, which complements nicely the modular
addition and the XOR (which exhibit poor diffusion properties). Fixed-amount
rotations are typically used in ARX designs, but data-dependent rotations, as first
featured in the RC5 block cipher [502], also exist.
The SASI [139] protocol was the first ultra-lightweight authentication protocol to
feature data-dependent rotations. Since then, most ultra-lightweight protocols have
used them, and in many cases they are the weak spot for ad hoc attacks. In addition
to linearity, the most important shortcoming of data-dependent rotations is that there
are only L possible outputs. Mod n cryptanalysis [319] is also a promising tool for
attacking schemes using rotations and additions, although it has never been applied
in the cryptanalysis of an ultra-lightweight protocol, to the best of our knowledge. It
has, on the other hand, been used to successfully attack block ciphers such as RC5P
and M6, which use the same kinds of operation.
6.3.5 Vulnerability to Knowledge Accumulation
If partial leakage of a static secret occurs in a protocol, there is an obvious
traceability issue. Indeed, it becomes possible for an attacker to correlate two leaked
traces of an eavesdropped exchange. A typical example is recovering the least
significant bit of the static identifier (see for instance [473], the first traceability
attack on SASI). More importantly, an attacker is sometimes able to recover the
full static secret after a few rounds. Indeed, different observations can be combined
using Bayesian inference. An example of such an attack was the full cryptanalysis
of SASI [44].
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One of the initial goals of synchronized protocols4 is to provide forward privacy.
Forward privacy is a stronger notion than just privacy. Simply put, a protocol is said
to be forward private if an attacker, having recovered the internal state (the dynamic
values of the identifier and keys) of a tag, is not able to recognize the tag in past
interaction traces. For a more formal definition, see [453]. Forward privacy cannot
be achieved in a protocol if the secrets used in the exchange are all static. Indeed,
if the attacker knows the secrets of a tag at some point, it also knows them in the
past, since the secret does not change in the tag’s lifetime. Therefore, messages sent
by a tag in previous interactions can be recomputed, and recognized easily. Note
that a changing secret is required for forward privacy, but it does not guarantee it
(indeed, there are many synchronized protocols that are not private, and therefore
not forward private).
A positive side effect of changing the secrets is that it might make it harder to
obtain the full secret at any given time, if only a partial leakage is obtained at every
authentication round. This seems to be a good feature as it is intuitively harder to
hit a moving target than a static one. However, this does not necessarily make the
full cryptanalysis impossible, just slightly harder, as has been demonstrated with the
Tango attacks [273, 468].
6.3.6 Dubious Proofs of Security: Randomness Tests
and Automated Provers
In many instances, some degree of security is allegedly claimed by verifying that
the exchanged messages look random enough. For that, multiple sessions of the
protocol are run and the exchanged messages are recorded and later analyzed using
various randomness test batteries such as the well-known ENT [568], Diehard [394]
and NIST [509]. Unfortunately this does not prove any security level (for instance,
LMAP presented such a “proof” but was broken shortly after publication). Random-
ness may appear, not as a consequence of a well designed protocol, but simply as
a result of employing nonces in message mixing. Randomness is not a sufficient
condition, neither is it a necessary one. A trivial way of showing this is by thinking
about highly formatted messages and how, even if a protocol is secure, due to
formatting and padding of some or all of its messages these may not pass some
randomness test.
Another popular but flawed way of proving security of proposed ultra-
lightweight protocols is the use of logic modeling and formal protocol verification
software.
A notable example is [492]. The scheme was broken in [464], despite being
accompanied by a formal security proof in BAN logic. The authors mistakenly
4In synchronized protocols the parties, after each execution of the protocol, apply the same
updating function to their secret keys and state information.
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employed CRC (as recommended by the EPC-C1-G2 standard), but instead of
using them as a simple error detection tool, employed them for encryption. In their
idealized model, they identified their CRC usage as equivalent to encryption, so
some of the BAN logic rules (for example R1: the message-meaning rule) did
not hold anymore. This constitutes a common mistake, as an idealized scenario
like the one modeled by BAN logic (with perfect, unbreakable and zero-leaking
ciphers) never accurately models reality. The level of abstraction needed in the
modeling phase basically makes it impractical for most realistic situations. This
is, unfortunately, not only a limitation of BAN logic but, to different extents, is also
in most formal models (GNY, etc.).
6.4 Towards a Sound Approach
6.4.1 State of the Literature
RFID technology has prompted many interesting challenges in the security and
privacy research community, and designing a secure authentication protocol for very
low-end tags is definitely one of them.
The field, however, has been the victim of an abundance of papers of dubious
quality. Many research results either repeat mistakes (for new schemes) or past
achievements (for attacks) or both. Recent protocols, with respect to previous ones,
have been enhanced by using more involved transforms of the data stored in the
tag’s memory. However, the mistakes appear to be repeated: poor design choices, a
lack of confusion and diffusion in the transforms, and informal fallacious security
analyses to support the security claims [170]. This bad reputation, combined with a
decline of interest in RFID security research as a whole, may have scared off many
seasoned cryptographers, and contributed to the relative stagnation of the field.
Despite the current situation, which may seem to indicate that ultra-lightweight
protocols are bound to fail, there is no clear evidence that designing a secure
protocol with such constraints is impossible.
The field may nowadays be inactive, but there are many unanswered questions
(and indeed, no practical, concrete, and trusted protocol emerged from it). While
it is likely to reappear under a different guise, the problem of designing a secure
authentication protocol while minimizing some aspects of its design (e.g., gate
count), is not going away, and remains an interesting research question.
6.4.2 Promising Avenues
The need for cryptographic building blocks in low-end systems is definitely
not unique to ultra-lightweight authentication protocols. A much larger research
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community is dedicated to so-called “lightweight cryptography”, with countless
applications.
In particular, significant efforts have been made to develop ciphers and hash
functions suitable for lightweight authentication. A notable example is the KEC-
CAK hash function [81], winner of the SHA-3 competition, that has excellent
hardware performance. Furthermore, there are many ongoing efforts to develop
special primitives with a stronger focus towards hardware footprint/performance,
possibly trading off “some” security (e.g., reducing 128 or 256-bit security to 80)
or other aspects, such as reducing block size, or software performance. Examples
include the PRESENT block cipher [101] or the hash functions PHOTON [251] and
QUARK [33].
Some of these, like BLAKE [37] or RC5 [502] are so-called Add-Rotate-Xor
algorithms, that use the very same set of operations as ultra-lightweight protocols.
While not quite fitting the same extreme constraints imposed on ultra-lightweight
protocols just yet, they are a stepping stone in that direction. They also benefit from
much wider exposure and scrutiny, which bodes better for their overall security.
Ultra-lightweight protocols take a unique approach in that the entire scheme is
designed, for instance, without using cryptographic building blocks as black boxes.
It seems instead perhaps more promising to use standard authentication protocols
with these lightweight primitives.
6.4.3 The Reductionist Approach
A deeply studied approach to the design of lightweight authentication protocols
for RFID tags is the one provided by the HB+ protocol [310], which builds on
the earlier HB protocol [284], introduced to efficiently authenticate a human to a
computer. The security of these protocols is based on the difficulty of solving the
learning parity with noise (LPN) problem [284]. Subsequently, several variants of
HB+ have been proposed but almost all of them present some problems, e.g., [231–
233, 457]. Unfortunately, according to [26], the HB-like protocols are not suitable
for implementation on ultra-constrained devices. However, the identification of hard
problems which allow the design of ultra-lightweight authentication protocols is a
research direction which should not be abandoned.
Another interesting approach to designing an authentication protocol for RFID
tags was proposed in [520]. Therein, a lightweight hash function, which can be
used in RFID authentication, was described. The security of such a hash function
is related to the security of the Rabin public key scheme. The idea is to compute
an excellent numerical approximation for a short window of bits in the middle of
the ciphertext produced by the Rabin encryption function. The Rabin encryption
function uses a modulus of a particular form, in such a way that computing these
bits for an adversary is as hard as breaking the full Rabin scheme. A basic version
of the scheme was analyzed in [458]. As far as we know, the approach of [520] has
not been followed by other significant proposals. We believe that this research line,
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which aims at reducing the computational burden while maintaining the security of
the full protocol, or even in a more realistic way by paying a small loss compared to
the full protocol, is worth pursuing in order to get an improvement in the field.
6.5 Conclusions
We have provided a short overview of the field: from our excursus, it seems clear that
ultra-lightweight authentication is a challenging task, and that the present solutions
are insufficient. The current state of knowledge is overall quite poor.
Perhaps, the first important open problem is to come up with a reasonable model
for the class of ultra-lightweight protocols, in order to get an in-depth understanding
of the possibilities and limits of these protocols.
Moreover, we note that, while most of the ultra-lightweight authentication
protocols are broken, some are more broken than others: if one can impersonate
a tag after 106 eavesdropped sessions, or after 1 such session, the two attacks
effectively “break” the protocol in theory, but the question is does in practice the
former represent an “acceptable” or “sufficient” level of security in some settings?
It is quite unique to have this tradeoff between security and complexity measured,
for example but not exclusively in GEs. We should think about this.
Finally, positive, promising avenues, which build on well-known cryptographic
approaches and practices, are available. They are a good starting point to get new
findings and to realize suitable solutions for the application market.
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Abstract We present the concept of relay attacks, and discuss distance-bounding
schemes as the main countermeasure. We give details on relaying mechanisms, we
review canonical distance-bounding protocols, as well as their threat-model (i.e.,
covering attacks beyond relaying) stemming from the authentication dimension
in distance bounding. Advanced aspects of distance-bounding security are also
covered. We conclude by presenting what we consider to be the most important
challenges in distance bounding.
7.1 An Introduction to Relay Attacks and Distance Bounding
In this section, we first explain the concept of relay attacks. Then, we present
distance bounding, the main countermeasure, but also discuss other ways of possibly
counteracting relaying.
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7.1.1 Relay Attacks
A relay attack against two legitimate parties A and B is one whereby a man-in-the-
middle C forwards A’s messages to B and/or B’s messages to A, unbeknown to
them. In doing so, C wishes to obtain a facility meant for A and granted by B or
vice-versa. For instance, C could get to fraudulently spend the funds associated with
A’s bank-card at a payment terminal embodied by B.
Relay attacks are hard to detect and deter, as they subvert all conventional
cryptographic mechanisms potentially employed in the protocols: C only forwards
the messages, and does not need to break the cryptography that is used. This is even
more acute in the case of contactless applications: user A simply brings a token (e.g.,
a card or phone) within range of a reader B, and the protocol starts automatically,
with no consent or input by the person who is getting the privilege. Thus, a relay
attack can be mounted without hindrance.
7.1.2 Distance Bounding
The further A is from B, the longer the messages relayed by C from A take to arrive
at B. Hence, imposing an upper-bound on the round-trip times (RTTs) of message-
exchanges was proposed as a countermeasure in [83]. This lowers the probability of
successful relay attacks. This mechanism is often referred to as distance bounding
(DB).
The idea of distance-bounding protocols is as follows: a verifier (e.g., an RFID
reader) is equipped in the physical layer with a reliable clock that measures the
RTTs of certain communication exchanges to check that a prover (e.g., a card) is no
further than some allowed distance. So, at some point in the protocol, the verifier
starts its clock, sends a challenge, and stops the clock when it receives the response.
The measured time Δt corresponds to twice the time it takes for a message to travel
from the prover to the verifier, plus the time taken by the prover to reply. Since no
information can travel faster than the speed of light c, d = Δt ·c2 is an upper bound
on the distance between the prover and the verifier. If the prover was any further
than d , then it would mean that the messages traveled faster than light, which is
impossible. Consequently, if d is short enough, then the verifier can deduce that the
prover is within range. In other words, a time bound B can be a priori fixed such
that, if Δt > B, then the verifier rejects the prover.
As described above, distance bounding would be just a proximity-checking
mechanism. However, most distance-bounding protocols do not stop at proximity-
checking. Instead, they also encompass a unilateral authentication dimension: the
prover authenticates itself to the verifier. Authentication is generally achieved
cryptographically: by using well-established primitives, such as signature schemes,
HMAC, encryption, and others.
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7.1.3 Other Relay-Countermeasures
Approaches to relay-counteraction other than distance bounding have been pro-
posed. In his seminal paper [178], Desmedt proposed that a prover computed his
exact location on earth, signed it, and sent it to the verifier. The inconvenience in
this approach is that it requires one to trust the prover not to cheat. In addition,
it requires a safe localization system, which is not trivial to realize. In particular,
using the GPS technology does not seem to be a robust solution [242] due to the
fact that the GPS signal is sensitive to obstacles and not accurate enough. In [133],
position-based cryptography is further studied and proven to be impossible.
Another option against relay attacks is to measure the strength of the signal
received by the verifier [347]: since it decreases as the distance increases, it gives
indications about the distance from the prover. However, an attacker can amplify the
signal to make the prover appear closer to the verifier, and defeat this approach.
Similarly, a solution based on sensing the local environment (for instance the air
temperature) was proposed, with the idea that if the prover was actually close to
the verifier, then it would sense similar values [561]. This approach however fails
if the adversary is able to manipulate the value that is being sensed, which can be
relatively easy to do.
To prevent relay attacks, one can also isolate the prover inside a Faraday cage [74]
during the protocol, to make sure that it cannot communicate with external entities.
While efficient, this solution is not very user friendly, and severely limits the
usability of the system.
Finally, radio frequency fingerprinting [496] can be used. It identifies the devices
based on variations in the signal features due to imperfections in the manufacturing
process. However, such fingerprinting can be counterfeited [168].
Comparing all the aforementioned relay-countermeasures, distance bounding
appears the most promising option to defeat relay attacks.
7.2 Relay Attacks in Practice
Relay attacks have been implemented against contact-based smart cards [189],
contactless smart cards [256], and keyless car entry systems [221]. First, in
Sect. 7.2.1, we discuss attacks against “unprotected systems”. Then, in Sect. 7.2.2,
taking into consideration the fact that distance-bounding type countermeasures are
starting to be implemented, we consider more advanced practical relay strategies
against systems thus “protected”.
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7.2.1 Basic Relay Strategies
A basic relay equates to the attack described in Sect. 7.1.
7.2.1.1 Purpose-Built Relays
There are several relay-attack implementations against radio frequency identifi-
cation (RFID) systems using purpose-built attack proxies and relay links, which
incur minimal delay in executing the attack, e.g., [221, 256, 548]. The conventional
approach to implementing an attack uses custom-built attack proxies, using a
combination of custom hardware and hacked readers [256, 548]. The proxy will first
demodulate the data symbols from the reader or token, and then forward data over
an analog radio link, e.g., a video channel [256], and this tends to introduce a delay
in the order of a few to tens of microseconds (2–20µs). These implementations are
also capable of active relay attacks, equivalent to a conventional man-in-the-middle
or ‘wedge’ attack, which can modify communication with negligible additional
delay, e.g., using an FPGA to reshape analog signals in real-time [256]. If the goal
is to minimize the relay delay to less than a microsecond then the relay link can
be implemented without demodulating the data first [221, 548]. In these cases, the
proxies are either connected via a wire (120–500 ns delay), or forward data by direct
up-mixing of the LF/HF carrier onto a UHF radio carrier for transmission (120–
750 ns delay).
7.2.1.2 Off-the-Shelf Relays
It has also been shown that software-only implementations using off-the-shelf
NFC-enabled mobile devices are effective, which simplifies the attack and allows
any person with the right type of NFC-enabled mobile phone to implement a
token emulator or a reader. These attacks can therefore use a standard phone as
a proxy-reader and a second phone as a proxy-token and relay the data across
Bluetooth, WiFi or the mobile data network [222, 392, 539]. Even though such
attack implementations incur a larger attack delay (200-500 ms), these remain
effective against real systems, as was demonstrated in an attack against Google
Wallet [505]. There are an increasing number of non-mobile NFC devices, such
as the Adafruit NFC breakout board, that easily connects with embedded hardware
Arduino or Raspberry Pi, which could be used as readily available proxy platforms.
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7.2.2 Advanced Relay Strategies
The relay attacks above were executed on systems that implemented no proxim-
ity checks. As systems start to implement such checks over conventional low-
bandwidth communication channels there are practical strategies for gaining time
that can hide the relay delay. Even if the attacker can gain part of a bit period,
e.g., a few microseconds, it could leave enough time to mount one of the attacks in
Sect. 7.2.1.
7.2.2.1 Early Send and Late Commit
If the attacker can send a challenge or response late but still get the prover or verifier
to accept it as a valid message then that could also hide the relay delay. Receivers
do not evaluate the bit value right at the beginning of the bit period TB . To make
the channel more reliable this evaluation is done later, in the middle or at the end of
the bit period, which could be exploited to gain the attacker some time [149, 255].
For example, for NRZ (non-return to zero) coding the signal is high for the entire
bit period for ‘1’ and low for the entire bit period for ‘0’, and the receiver samples
only once in the middle of the bit period to determine the bit value, as shown in
Fig. 7.1a. This means the attacker could start his response bit up to TA = TB/2 late,
and still have the bit sampled correctly. Several receiver architectures, to be resistant
to noise, integrate the signal across the entire bit period and evaluate the bit value at
the end. In this case, the attack could ‘late commit’ by transmitting a larger, shorter
signal later in the bit period and still achieve the same integration output at the time
of bit value evaluation. If combined with early send, where the attacker guesses the
value based on the observation of the first part of the bit period, the attack in Fig. 7.2
becomes possible. The attacker will guess the value of challenge Ci from the verifier
early, and send it to the prover late. It will repeat this approach for the response Ri
Fig. 7.1 Gaining attack time by exploiting channel characteristics. (a) Late commit for non-return
to zero (NRZ) coding. (b) Speeding up Manchester code data clock [255]: Sampling clock is 8×
time data clock (trigger and synchronization counter for sampling signal transition shown)
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Fig. 7.2 Early send and late commit can make a Prover P appear closer than it really is. In the
figure, one challenge round is relayed, with the dotted lines indicating the propagation time (the
line stops and starts at transmission and reception). If the proxy-prover P ′ guesses Ci early, and
the proxy-verifier V ′ commits late then the response Ri is received by the Verifier V at the same
time as expected for a prover located at P̃ even though the Prover P is much further away [149]
that the prover sends to the verifier, and will therefore appear to be closer to the
verifier than the true distance of the prover.
7.2.2.2 Speeding Up the Prover’s Response
If the attacker can get the prover to provide the response earlier than expected by
the verifier, then the relay delay could remain hidden, with the round-trip time of
the message remaining within the bound. There are two approaches to making the
prover process the challenge faster [255]. Smart tokens receive their system clock
from the reader, with contact-based cards having a clock line and contactless cards
recovering a clock from the received radio carrier. This allows the proxy-verifier
to overclock the token, which causes the response to be calculated and transmitted
earlier. If the token has its own, independent clock, then the attacker can also gain
some time by exploiting data clock recovery from the data coding. For example,
for Manchester coding (‘1’ is high to low,‘0’ is low to high) each bit period has
an edge transition to which the receiver can synchronize its decoding data clock.
If the transition is moved slightly ahead in each bit, as shown in Fig. 7.1b, then
the receiver will sample earlier as the message is received and the message is
decoded TA faster than normal. This approach can also effect distance fraud if
a dishonest prover is able to speed up its own response, either by calculating a
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response faster than expected or sending a correct response early, e.g., if the verifier
sends a challenge followed by some framing bits and expects the provers to start
calculating the response only once the entire message, including the stop frame bit,
is received but instead the prover can send the correct response immediately after
the challenge bit is received.
7.3 Canonical Distance-Bounding Protocols
In this section, we describe and discuss two protocols that can be considered
the cornerstones of distance-bounding schemes. The Brands-Chaum protocol is
the earliest distance-bounding protocol ever published, and is based on Beth and
Desmedt’s [83] idea that roundtrip times (RTTs) can detect mafia fraud. The
Hancke-Kuhn protocol resurrected research interest in distance-bounding protocols,
and was specifically designed for contactless devices.
7.3.1 General Structure
General Setup Distance-bounding schemes can use either symmetric- or public-
key cryptography. In the symmetric-key scenario, the prover and verifier share a
secret key K . For public-key primitives, the prover stores a private/public key-pair
(ski , pki ), for which the verifier only holds the public key. Each verifier is assumed
to possess a clock able to measure roundtrip times (RTTs) with a fine-grained
resolution (ideally, less than a nanosecond). In the protocol, the verifier uses the
clock to measure RTT values for several so-called time-critical rounds.
General 3-Phase Structure The general structure of distance-bounding protocols
follows these three phases (each consisting of zero, one, or multiple rounds
of communication): session set-up, proximity checking, and verification. During
session set-up, the prover and verifier exchange session-specific data and possibly
pre-compute some values that will be used during the next stage. During proximity
checking, the parties execute n fast phases of communication: the verifier generally
starts the clock at the beginning of each round, and stops it at the end. The responses
ri sent by the prover, and the round-trip time (RTT) of each round are stored by
the verifier. Finally, during verification, the verifier performs some cryptographic
operations, may exchange some more messages with the prover, and it compares
the measured RTT values of the proximity-checking phase with a threshold. At the
end of this phase, the verifier must output an authentication bit, which is typically
1 if the prover is assumed to be legitimate and within a correct distance, and 0
otherwise.
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Fig. 7.3 The Hancke and Kuhn protocol between a prover P and a verifier V . The notation ||
describes string concatenation
7.3.2 The Hancke-Kuhn Protocol
The protocol presented by Hancke and Kuhn [254] in 2005 performs symmetric-
key distance bounding. It relies on a pseudorandom function (PRF), which takes
two inputs, a key and a message, and outputs a string of fixed length (in our case,
2n). Figure 7.3 depicts this protocol for a prover P and a verifier V . At session set-
up, P and V exchange nonces.1 The two parties then use the PRF to map the key
K and the concatenation of the two nonces to a bit-string of length 2 · n. This value
is divided into a left and a right register of length n each, which we denote R0 and
R1 respectively. During proximity-checking, in each of the n subsequent fast rounds,
the challenger chooses a bit ci at random, and the prover is expected to respond with
the i-th bit from either the left response register (if ci = 0) or from the right one. We
denote these bits R0i and R
1
i respectively. For each round, the RTT is measured. At
the end of the protocol, during verification, the prover is authenticated if, and only
if, all the responses provided by the prover were correct, and if all the measured
RTT values are under the tmax bound.
Design Intuition As long as the key K is unknown to an attacker, the PRF
guarantees the security-crux herein: two independent response strings. Indeed, a
man-in-the-middle attacker can relay the exact nonces used by an honest prover and
1In an early version of this protocol, only V sent a nonce; P did not. That version of the protocol
is insecure against worst-case attackers; thus we choose to present a later version here.
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verifier. This allows the adversary to establish two sessions (one with the prover,
the other, with the verifier) which share the same response strings R0 and R1. This
adversary can now use its session with the prover to extract data: before it receives
the honest verifier’s challenge, the adversary can query the prover with any kind of
request. If the protocol were to rely on only one response string, the adversary could
obtain the entire response and forward it to the attacker.
7.3.3 The Brands-Chaum Protocol
The public-key counterpart of the Hancke-Kuhn protocol was proposed by Brands
and Chaum [113] and relies on commitment schemes and digital signatures.
Commitment schemes allow users to temporarily hide a value; the commitment will
also only open to that hidden value, and not to any other. Signature schemes are
public-key primitives allowing a signer to generate signatures for a given message
and a secret key; the signature can be verified for that message with the public key.
Figure 7.4 depicts an execution of the Brands-Chaum protocol. The session set-
up and verification consist of one-message rounds each. During set-up, the prover
chooses and commits (in a message C) to a number of responses to be used at
proximity checking. Note that C hides the contents of the message, from both an
attacker and the verifier. In each round of the proximity-checking phase the verifier
picks a one-bit random challenge ci and sends it to P . The latter’s response is
ci ⊕ ri , where ri is the response bit to which the prover committed for this round.
The values Ri and the measured RTT values are stored by the verifier. Finally, during
verification, P sends to V the opening of the commitment C and a signature on the
concatenated challenge and response values exchanged at proximity-checking. The
Fig. 7.4 The Brands–Chaum protocol for a prover P and a verifier V
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verifier retrieves the randomly-chosen ri values from C and uses them to ascertain
the validity of the prover’s time-critical responses and the signature σ and Ri values.
If these values verify and the measured RTTs are below the tmax bound, then the
verifier authenticates the prover.
Design Intuition The commitment serves a dual purpose: it hides the values of
ri until they become useless to the attacker (i.e., until after the proximity-checking
rounds); and the commitment compensates for the fact that the response values are
chosen entirely by the prover. Finally, the commitment allows the verifier to retrieve
the ri values without exchanging or sharing any further keys with the prover. The
commitment, however, does not authenticate P; that is achieved by the signature
σ . The signature also effectively prevents pre-ask strategies during the proximity-
checking phase.
7.4 Distance-Bounding Threat Model and Its Formal
Treatments
In this section, we present the main threats in distance bounding, and the state
of formal security analysis in this field. We also review more recent protocols,
comparing their advantages and disadvantages.
7.4.1 Main Threat-Model
Distance-bounding schemes are vulnerable to attacks other than relaying, issued out
of the proximity-checking measure. For instance, any attack that makes the prover
appear closer than it actually is defeats the purpose of a distance-bounding protocol,
which is to compute a correct upper bound on this distance. The threats we present
can be classified as attacks by outsiders and attacks by insiders. In the first category
lies mafia fraud, where an unauthorized adversary attempts to be accepted by the
verifier. In the second, comprising distance fraud, distance hijacking and terrorist
fraud, a faraway dishonest prover attempts to be accepted by the verifier despite his
distance.
7.4.1.1 Mafia Fraud (MF) [178]
In mafia fraud, an adversary A authenticates in the presence of a far-away honest
prover. A mafia fraud typically involves a faraway prover, and two collaborating
adversaries: one near the prover, and one near the verifier. The fraud succeeds if
the authentication of the adversary located close to the verifier is accepted by the
verifier.
7 From Relay Attacks to Distance-Bounding Protocols 123
7.4.1.2 Distance Fraud (DF) [113]
In distance fraud, a malicious prover located far away from the verifier attempts to
convince the verifier that he is close. The fraud succeeds if the authentication of the
faraway malicious prover is accepted.
7.4.1.3 Distance Hijacking (DH) [160]
Distance hijacking is a distance fraud in which honest provers are present near
the verifier. This gives the malicious prover more surface of attack, so that some
protocols are resistant to distance fraud, while being vulnerable to distance hijack-
ing. For instance, in the Brands-Chaum protocol (Sect. 7.3.3), which is resistant to
distance fraud, a faraway prover can eavesdrop on a session played by an honest
prover P (located close to the verifier), send the final message before P does, and
be authenticated in place of P . Distance hijacking succeeds if the verifier accepts
the authentication of the faraway malicious prover.
7.4.1.4 Terrorist Fraud (TF) [178]
Terrorist fraud is an attack in which a malicious prover, located far away from the
verifier, is helped by an accomplice located near the verifier. A trivial attack in this
scenario would be that the prover simply gives all his secret keys to his accomplice.
Since this attack cannot be prevented if the prover has access to his secret key, we
make the additional assumption that the prover does not want the accomplice to
impersonate him later. Hence, a terrorist fraud succeeds if the verifier accepts the
authentication of the faraway prover through his accomplice, and the accomplice
cannot authenticate on his own in a later execution of the protocol.
7.4.2 Provable Security and Formal Verification
Provable security is the field of research which aims at building formal, mathe-
matical proofs of the security of systems or protocols. Early distance-bounding
protocols were analyzed in an ad hoc fashion, so a call for provable security
of distance bounding was needed. A preliminary framework [41] for modelling
distance bounding paved the way to formal treatment of distance-bounding security.
In terms of formal security for distance bounding, we have: computational
formalisms [110, 193], and symbolic ones [177, 401]. Computational models treat
the messages as bitstrings and attackers as probabilistic polynomial-time algorithms
trying to defeat cryptographic goals. Symbolic security verification represents
messages as terms in a term algebra, abstracts the cryptographic primitives to black
box functions and models attackers as rules manipulating the terms and black-box
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cryptographic functions. Due to these abstractions, symbolic models are easier to
mechanize into automatic verifiers, yet generally an attack found in such models is
more a logical flaw than a cryptographic-design problem.
7.4.2.1 Symbolic Verification
The two symbolic models permit us to use semiautomatic tools, Tamarin [406] and
Proverif [93], respectively, to verify the security of distance-bounding protocols.
They slightly differ in their approach: [177] models time and distance explicitly,
while [401] abstracts this into some classification of the order of messages.
However, they find similar attacks. Moreover, both methodologies take a step
beyond the scope of previous computational models: they consider that the verifiers
can be corrupted. Also, outside formalizations, in distance bounding, verifiers were
traditionally considered honest (except when user privacy is considered).
However, as symbolic models, there are some attacks that they cannot find, due
to the abstractions they make. For instance, if a prover is within the distance bound,
it might be possible for a mafia-fraud adversary to flip challenge bits on the fly
without being detected, which allows him to recover the secret key of the provers
in some protocols [62]. This kind of attack can be found using the computational
models, but not the symbolic ones, which abstract bitstrings to terms.
7.4.2.2 Provable Security
Due to abstracting the cryptographic primitives into black-boxes, symbolic-veri-
fication mechanisms also cannot detect attacks by “PRF programming” [108].
Some protocols, such as Swiss-Knife or Hancke-Kuhn, use a PRF to compute the
response vectors. However, as noted in [108], the pseudorandomness of a PRF is
only guaranteed if the adversary does not know anything about the involved key and
if there is no oracle/reuse for/of the key anywhere else in the protocol. Yet dishonest
provers in distance-fraud attacks do know the key of the PRF. And, in distance-
bounding protocols such as the Swiss-Knife protocol [328], the key is re-used
outside of the PRF call in forming the responses. So, [108] exhibit “programmed
PRFs”: dishonest provers can use the PRF to mount distance fraud, and man-in-
the-middle attackers can adaptively chose inputs to mount mafia fraud. In turn,
this means that in provably-secure distance bounding, care needs to be taken with
security claims resting just on pseudorandomness.
For both symbolic and computational models, modelling terrorist fraud is a
big challenge. The symbolic models for terrorist fraud are either too strong or
too weak, and the computational ones are often tailored definitions proposed
for specific protocols. For instance, SimTF [216] imposes restrictions on the
communications between the prover and his accomplice, and in [109], the prover
helps his accomplice several times instead of just once.
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7.4.2.3 Provably-(in)Secure Protocols
Designing a distance-bounding protocol that is both efficient and provably-secure
has proved a difficult task.
For instance, the Hancke-Kuhn scheme presented in Sect. 7.3 only provides sub-
optimal mafia-fraud resistance (3/4 per round as opposed to the optimal 1/2);
in addition, it is vulnerable to distance frauds by PRF-programming. Striving for
optimal mafia- and distance-fraud resistance, Avoine and Tchamkerten [45] describe
a scheme in which the proximity-check responses are inter-dependent: this strategy
makes the per-round mafia-fraud security asymptotically approach the optimal
bound of 1/2, but fails to thwart PRF-programming strategies. By combining a
late authentication like Brands-Chaum and two pseudorandom response registers
like Hancke-Kuhn, Kim et al. attempted to achieve optimal mafia- and distance-
fraud resistance, as well as terrorist-fraud resistance [328]. However, its design
includes a circularity in the use of the key which does not allow provable mafia-
fraud resistance; in addition, its use of PRFs is problematic with respect to achieving
distance-fraud resistance.
Protocols that provably guarantee the four properties described above are rare in
the literature [40, 114]. The SKI protocols [110] introduced a new countermeasure
to terrorist fraud by using a leakage function. This design is further refined and
made efficient by Boureanu and Vaudenay [111, 325]. A recent protocol called
SPADE [118] circumvents PRF-programming attacks by using one-time keys
during the proximity-checking phase; in that case, terrorist-fraud resistance is
achieved by adding in a backdoor. An extended family of protocols using the same
basic designs was proposed in [42]; it can be instantiated with various primitives,
achieving different degrees of provable security and privacy.
The reader is referred to extensive distance-bounding surveys, such as [40, 114].
7.5 Distance-Bounding Protocols in Practice
7.5.1 NXP’s Mifare Technology
NXP is a world-wide semiconductor supplier especially involved in secure identi-
fication, automotive and digital networking industries. Mifare is a series of NXP’s
contactless products that includes four families, namely Classic, Plus, Ultralight,
and DESFire. Mifare Plus (X and EV1) as well as Mifare DESFire (EV2) benefit
from a distance-bounding protocol [445, 446]. Note that the DB protocols are not
activated by default on these cards, and the data sheets do not explain how the system
operator should evaluate the value of the round-trip time upper bound.
Although the protocols have not been publicly released, it is worth noting that
NXP published several patents on distance-bounding protocols. Figure 7.5 depicts
the protocol described in [303, 553]. In contrast to most DB protocols available in
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Fig. 7.5 Sketch of the patented NXP DB Protocol [303, 553]
the literature, this NXP DB protocol is byte-oriented, meaning that the messages of
the fast phase contain one or several bytes instead of a single bit. The byte-length
x of the random values is not enforced in the patents, but suggested only. They
can typically be 7 or 8 bytes. The fast phase is followed by a verification phase
where MACs are exchanged. The MACs are computed “over the complete 7-byte
random numbers and some information about the speed at which the [reader] and
[transponder] operate”. Note that “the random number ordering for the MAC input
reflects the same split as during the sending of the proximity check commands.”
Obviously, the two final MACs must contain the message direction to avoid a trivial
reflection attack. The NXP DB protocol is unlikely to be resistant to purpose-built
relays—because the measurement resolution is probably not high enough to detect
fast relays—but it might resist off-the-shelf relays.
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7.5.2 3DB Technology
3DB Access AG is a Swiss company founded in 2013, by Boris Danev and David
Barras. 3DB developed an integrated circuit that contains a distance-bounding
protocol based on Ultra-Wide Band (UWB) pulses compliant to IEEE 802.15.4f.
The technology allows a reader to estimate the distance to reach a given contactless
receiver. It aims to avoid mafia-fraud attacks, but it does not consider the other frauds
presented in Sect. 7.4 (e.g., it does not consider distance fraud). The distance range
is 120 meters (line of sight) and the accuracy of the distance-bounding protocol is
10 cm according to the product’s datasheet.2 The 3DB technology specifically (but
not only) targets the market of keyless entry and start systems (PKES), given that
such systems are particularly vulnerable to relay attacks [221]. It is likely that most
vehicles will be equipped with such a DB-friendly PKES in the future.
The protocol implemented in the 3DB technology, described in [531], is based on
the Brands-Chaum protocol [113]. However, it takes the channel characteristics into
account and includes countermeasures to thwart physical-layer attacks, in particular
the “early detect and late commit” attack described in Sect. 7.2 that is mitigated
since the basic symbol pulses have a very short period. These countermeasures rely
on the reordering and blinding of the pulses. The reordering consists in applying
a permutation to the pulse positions associated with each bit. The number of bits
considered in the pulse reordering is actually an adjustable security parameter. The
blinding consists in XORing the stream of pulses with a mask. The cryptographic
primitives used to generate the permutation and the mask are not described. No
attack has been suggested so far on these reordering and blinding techniques. Apart
from security properties, UWB channels can also provide very accurate time-of-
arrival measurement as the timing resolution achievable with a signal of bandwidth
B, is 1/2B.
7.5.3 Relay-Resistance in EMV
Relay attacks are particularly relevant in contactless-payment systems. Indeed,
no PIN code or other payee-originating input is requested with such payments.
Moreover, most contactless payment cards rely on ISO 14443, which is a standard
available in most of today’s smartphones. Consequently, performing a relay attack
between a payment terminal and a payment card is as simple as uploading an app
on a smartphone [567].
Indeed, using off-the-shelf smartphones and some in-house Android software,
this relay threat was exhibited in practice by Chothia et al. [141] against the EMV
(Europay, Mastercard and Visa) contactless-payment protocol; this is the most wide-
2Available at the 3DB Access AG Website, https://www.3db-access.com/, May 2018.
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spread type for contactless payments. In their work, Chothia et al. also introduced a
countermeasure to mitigate their own relay attack. Their so-called PaySafe protocol
is put forward as a slight variant of the contactless version of PayWave, i.e., the
EMV protocol used by Visa. In PaySafe, a new command is introduced into the
EMV contactless protocol such that a calculation of the round trip times becomes
possible for EMV readers. Namely, the reader sends a nonce to the card and expects
that the latter will respond with a pre-generated nonce; the reader measures the
time taken by the whole exchange and if it is beyond a pre-established bound, then
the reader aborts the protocol. In PaySafe, the nonces used in this timed phase are
encompassed in some other messages, included in a MAC issued by the card and
keyed on a key the card shares only with the bank.
It is worth noting that PaySafe did not aim to be a full distance-bounding protocol
(i.e., it did not mean to protect against the distance-bounding frauds presented in
Sect. 7.4)
EMVCo—is the consortium behind EMV—give the EMV contactless payments’
specifications in [199] (current version is 2.7, April 2018). Since 2016, these
specifications include the possibility for a relay-resistance mechanism, which is
inspired by PaySafe [141]. A friendly introduction to this protocol is provided
in [563]. As of today, there are unfortunately no public figures about the number
of MasterCard/Visa readers that benefit from this feature.
7.6 Current Challenges in Distance Bounding
7.6.1 Theory vs. Practice
Provable-security/formal-methods models for DB (see Sect. 7.4) generally do not
capture accurately the DB threats shown in practice. For instance, one major
assumption that most DB formal models make is that the computation on the
prover’s side, during the timed exchanges, is instantaneous or constant. In practice,
as [141] showed, different cards have significantly distinct response-times, leading
to practical attacks which cannot be easily found via theoretical tools.
Besides such coarse abstractions, other approximations are made by provable-
security models for cryptographic-proofs to become possible. For instance, in some
variants of the model in [193], no communication is allowed between colluding
attacking parties during the timed phase (i.e., the coalition has to be active outside
the timed phase). Or, in the formalism in [110], the time taken to compute over
bits equal to 0 is always considered the same as that to compute over bits equal
to 1, which—as Sect. 7.2 explained—is not always factually true. These two
approximations entail that the respective models are too weak. But also there is
the possibility that some formal security definition is too strong, i.e., that it would
classify a protocol as insecure when in practice the protocol is secure (see [216]).
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Last but not least, the theoretical DB protocols presented in Sect. 7.3 follow a
design whereby the fast phase is generally formed of a repetition of a number of
timed rounds, where each challenge/response is one bit. These designs (endorsed
by formal models/proofs, etc.) were traditionally anchored in practice, and Sect. 7.2
alluded to this: i.e., a challenge given as a bitstring can lead to bit-by-bit early reads
and therefore possible early responses by dishonest provers. But, as of recently,
there seem to be mechanisms for these early-send attacks to be effectively coun-
teracted by other ingenious, practical mechanisms in designs even in cases where
the timed challenges/responses are bitstrings (see Sect. 7.5 or [531]). However, it
is important to recall that the security of the DB design in [531] has not yet been
formally analyzed, and the protocol only claims to protect against relay attacks, not
other DB threats.
7.6.2 Application-Aware DB
In the formal models presented in Sect. 7.4 and even in the practical considerations
given in Sect. 7.2, we saw that the DB threat-model has thus far been generally
focused on this primitive in isolation; that is, it assumes an honest verifier, a
dishonest prover and a malicious man-in-the-middle. However, as DB is adopted in
different applications (e.g., PKES as per the above), these security considerations
will need adjustments. To begin with, the verifier may be dishonest, or some
threats—such as terrorist fraud—may become irrelevant, or specific anonymity
concerns may be considered. In this space of fine-tuned threat models for DB,
two lines have recently emerged [107, 326]. Namely, [107] advances a formal DB
threat-model where a fine-grained level of corruption of the prover (i.e., white-box,
black-box) is taken into account, such that each application can “pick and choose”.
In turn, this also leads to clear-cut, DB-security properties and even the exclusion of
resistance to terrorist fraud, in some cases. Complementary to this, [326] recently
advances a formal DB model with three parties, where the new party is a named
piece of hardware and this also leads to a fine taxonomy of DB-security properties,
with an application-ready nature.
DB efficiency is paramount, but it varies from application to application. A
DB solution that can be acceptable on a smartphone, may be unacceptable on
a simple, passive card. A series of research lines [111, 325] discussed the
efficiency of DB protocols with “traditional” structure, i.e., following the designs
presented in Sect. 7.3, from a theoretical-analysis viewpoint. At the same time, the
practical solution for proximity-checking in PKES offered by 3DB (see Sect. 7.5)
is extremely efficient in practice. However, this question of efficiency stands,
especially if new DB solutions are to be given on top of different applications, such
as EMV.
In DB adoption, there are also strong backwards-compatibility constraints. For
instance, in EMV, the public-key infrastructure or the restrictions of keeping as
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close as possible to old-generation EMV cards/readers are such that a DB protocol,
following the designs we saw in Sect. 7.3, is simply un-adoptable out of the box.
7.6.3 Specialist Implementations and Slow Adoption
On the one hand, PKES with relay-protection are finally becoming commercial—
arguably due to relay attacks being exploited by fraudsters in the automotive sector.
On the other hand, in DB-enhanced EMV contactless protocols (à la PaySafe), a
dishonest party already has a tangible incentive to mount a distance-fraud attack;—a
purchase receipt carries an intrinsic proof that the card was in the range of the reader.
Yet, EMV with relay-protection is not widely deployed and, indeed, the markets do
not appear to call for protocols to be enhanced with full DB-protection yet.
Should such DB frauds appear in practice, would we then see fully-fledged DB
solutions being implemented for commercial purposes? Or, will the 5th generation
of mobile networks (5G) and its increased spectrum and higher bands lead to the
true rise of DB technology in the ubiquitous systems of the 2020s, and raise new
DB research questions?
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It Started with Templates: The Future
of Profiling in Side-Channel Analysis
Lejla Batina, Milena Djukanovic, Annelie Heuser, and Stjepan Picek
Abstract Side-channel attacks (SCAs) are powerful attacks based on the infor-
mation obtained from the implementation of cryptographic devices. Profiling
side-channel attacks has received a lot of attention in recent years due to the fact that
this type of attack defines the worst-case security assumptions. The SCA community
realized that the same approach is actually used in other domains in the form of
supervised machine learning. Consequently, some researchers started experimenting
with different machine learning techniques and evaluating their effectiveness in
the SCA context. More recently, we are witnessing an increase in the use of deep
learning techniques in the SCA community with strong first results in side-channel
analyses, even in the presence of countermeasures. In this chapter, we consider
the evolution of profiling attacks, and subsequently we discuss the impacts they
have made in the data preprocessing, feature engineering, and classification phases.
We also speculate on the future directions and the best-case consequences for the
security of small devices.
8.1 Introduction
In 1996, Kocher demonstrated the possibility to recover secret data by introducing
a method for exploiting leakages from the device under attack [338]. In other
words, implementations of cryptographic algorithms leak relevant information
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about the data processed through physical side-channels such as timing [338], power
consumption [339], EM emanation [493], and sound [225].
Side-channel attacks (SCAs) exploit weaknesses in the physical implementation
of cryptographic algorithms rather than the algorithms themselves [389]. Those
weaknesses stem from the physics of the underlying computing elements, i.e.,
CMOS cells, which makes it hard to eliminate such threats.
Numerous evaluation techniques, which generally involve some form of digital
signal processing and statistical computations, have been proposed in the literature.
Some of the most important methods include Simple Power Analysis (SPA) [339],
Differential Power Analysis (DPA), and Template Attacks (TA) [135].
The SPA technique implies that the attacker aims at reconstructing the secret
key using just a single trace of side-channel information, and it often exploits
the difference in basic public-key operations such as double-and-add, or add-and-
multiply [339]. Still, SPA is not possible if the observed signal-to-noise ratio (SNR)
is not high enough. Consequently, most of the time developed countermeasures
make SPA futile.
DPA techniques are based on the evaluation of many traces with varying
input data for the targeted algorithm. After that step, a brute-force attack, testing
sub-key hypotheses, is performed on a part of the algorithm (so-called “divide
and conquer”). In the DPA approach, a large number of samples are used in
order to reduce noise by averaging, and a single-bit power model is commonly
adopted [339]. On the other hand, Correlation Power Analysis (CPA) represents a
multi-bit power model in order to reduce the influence of noise on the possibility to
execute a successful attack [115]. The main difference between these two techniques
is that DPA is based on computing the difference between two trace sets, while
CPA uses the correlation coefficient in order to calculate the dependency test. We
often also say that the two use different side-channel distinguishers. Side-channel
attacks using the above three techniques have been reported on a wide variety of
cryptographic implementations, see, e.g., [154, 402, 410, 412, 434, 500] including
some real-world applications [196].
In contrast to DPA, TA requires a profiling stage, i.e., a step during which
the cryptographic hardware is under full control of the adversary to estimate the
probability distribution of the leaked information and make better use of all the
information present in each sample [135]. In this way, TA can provide a promising
model of the real device, instead of using some a priori model.
TA is the best (optimal) technique from an information-theoretic point of view if
the attacker has an unbounded number of traces and the noise follows the Gaussian
distribution [277, 367]. After the template attack, the stochastic attack emerged
using linear regression in the profiling phase [515]. In the years that followed,
researchers recognized certain shortcomings of template attacks and tried to modify
them in order to deal better with the complexity and portability issues. An example
of such an approach is the pooled template attack where only one pooled covariance
matrix is used in order to cope with statistical difficulties [142]. Alongside such
techniques, the SCA community realized that a similar approach to profiling is
used in other domains in the form of supervised machine learning. Consequently,
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some researchers started experimenting with different machine learning (ML)
techniques and evaluating their effectiveness in the SCA context. Although mainly
considering distinct scenarios and various ML techniques, all those papers tend
to establish different use cases where ML techniques can outperform the template
attack and establish themselves as the best choice for profiled SCA. More recently,
we are witnessing the relevance of deep learning (DL) techniques in the SCA
community with strong results in side-channel analyses, even in the presence of
countermeasures.
8.2 Profiled Side-Channel Attacks
Profiled side-channel attacks estimate the worst-case security risk by considering
the most powerful side-channel attacker. In particular, one assumes that an attacker
can possess an additional device of which he or she has nearly full control. From this
device, he obtains leakage measurements and is able to control the used secret key
or at least knows which one is used. Knowing the secret key enables him to calculate
intermediate processed values that involve the secret key for which he is estimating
models. These models can then be used in the attacking phase to predict which
intermediate values are processed and therefore carry information about the secret
key. Commonly used models are the identity value or Hamming weight/distance.
Uniformly Distributed Classes Targeting intermediate variables, e.g., when
loaded or manipulated on the device and resulting mostly in 2n uniformly distributed
classes where n is the number of bits of the intermediate variable.
Binomial Distributed Classes The Hamming Weight (HW) or the Hamming
Distance (HD) of a uniformly distributed intermediate variable results in n + 1
binomially distributed classes.
8.2.1 Definition of Profiling Attacks
In this section, we consider side-channel attacks on block ciphers for which a
divide and conquer approach can be utilized. Note that, as there exist operations
within the block cipher which manipulate each block/chunk (e.g., bytes in Advanced
Encryption Standard (AES)) independently and most importantly involving only
one block/chunk of the secret key, an attacker only needs to make hypotheses about
the secret key block/chunk instead of the complete secret key at once.
More formally, let k∗ denote (a chunk of) the fixed secret cryptographic key that
is stored on the device and let t denote (a chunk of) the plaintext or ciphertext of
the cryptographic algorithm. The mapping y maps the plaintext or the ciphertext
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t ∈ T and the key k∗ ∈ K to an intermediate value that is assumed to relate to the
deterministic part of the measured leakage x. For example,
y(t, k) = Sbox[T ⊕ k], (8.1)
where Sbox[·] is a substitution operation. The measured leakage x can then be
written as
x = ϕ(y(t, k∗)) + r, (8.2)
where r denotes independent additive noise and ϕ is a device-specific (unknown)
deterministic function mapping the intermediate variable to the leakage space.
In the rest of this chapter, we are particularly interested in multivariate leakage
x = x1, . . . , xD , where D is the number of time samples, i.e., features (also called
attributes or points of interest).
Now, it is considered that the attacker has the following information at his
disposal to conduct the attack:
• profiling phase: N traces (measurements) xp1, . . . , xpN , the secret key
k∗p, and plaintexts/ciphertexts tp1, . . . , tpN , such that he can calculate
y(tp1, k
∗
p), . . . , y(tpN , k
∗
p).
• attacking phase: Q traces xa1, . . . , xaQ (independent from the profiling traces),
plaintexts/ciphertexts ta1, . . . , taQ .
In the attacking phase the goal is to make predictions about y(ta1, k
∗





a is the secret key on the attacking device. Note, even before
running the attack, there are several steps one could do in order to make the attack
more powerful. These phases are depicted in Fig. 8.1.
8.2.2 Data Preprocessing
In the data preprocessing phase, the aim is to prepare the data in a way to increase
the performance of side-channel analysis. There are several papers considering
various data augmentation techniques in order to artificially generate measurements
so as to increase the size of the profiling dataset. Cagli et al. propose two data
Fig. 8.1 Depiction of an end-to-end profiling attack
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augmentation techniques they call Shifting and Add-Remove [122]. They use
convolutional neural networks (CNN) and find data augmentation to significantly
improve the performance of CNN. Pu et al. use a data augmentation technique
where they randomly shift each measurement in order to increase the number
of measurements available in the profiling phase [489]. They report that even
such simple augmentation can effectively improve the performance of profiling
SCA. Picek et al. experiment with several data augmentation and class balancing
techniques in order to decrease the influence of highly unbalanced datasets that
occur when considering HW/HD models [478]. They show that by using a well-
known machine learning technique called SMOTE, it is possible to reduce the
number of measurements needed for a successful attack by up to 10 times. Kim et
al. investigate how the addition of artificial noise to the input signal can be beneficial
to the performance of the neural network [329].
8.2.3 Feature Engineering
When discussing the feature engineering tasks, we can recognize a few directions
that researchers follow in the context of SCA:
• feature selection. Here, the most important subsets of features are selected. We
can distinguish between filter, wrapper, and hybrid techniques.
• dimensionality reduction. The original features are transformed into new fea-
tures. A common example of such a technique is Principal Component Analysis
(PCA) [25].
When discussing feature engineering, it is important to mention the curse of
dimensionality. This describes the effects of an exponential increase in volume
associated with the increase in the dimensions [71]. As a consequence, as the
dimensionality of the problem increases, the classifier’s performance increases until
the optimal feature subset is reached. Further increasing the dimensionality without
increasing the number of training samples results in a decrease in the classifier
performance.
In the SCA community, there are several standard techniques to conduct feature
selection:
• Pearson Correlation Coefficient. The Pearson correlation coefficient measures the
linear dependence between two variables, x and y, in the range [−1, 1], where
1 is a total positive linear correlation, 0 is no linear correlation, and −1 means
a total negative linear correlation. The Pearson correlation for a sample of the
entire population is defined by [301]:
Pearson(x, y) =
∑N
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where x̄ and ȳ are the empirical means of x and y, respectively.





(x̄yi − x̄yj )2, (8.4)
where x̄yi is the mean of the traces where the model equals yi . Because of the
square term, SOSD is always positive. Another advantage of using the square is
that it enlarges big differences.
• SOST. SOST is the normalized version of SOSD [230] and is thus equivalent by
the pairwise student T-test:



















with nyi and nyj being the number of traces where the model equals to yi and yj ,
respectively.
There are several more relevant works in the domain of feature selection and
SCA. The work of Lerman et al. [367] compared template attacks and machine
learning on dimensionality reduction. They concluded that template attacks are the
method of choice as long as a limited number of features can be identified in leakage
traces containing most of the relevant information. Zheng et al. looked into feature
selection techniques but they did not consider machine learning options [600].
Picek et al. conducted a detailed analysis of various feature selection techniques
where some are also based on machine learning (so-called wrapper and hybrid
methods) [477]. They concluded that commonly used feature selection techniques
in SCA are rarely the best ones and they mentioned L1 regularization as a powerful
feature selector in many scenarios.
8.3 Template Attacks
In this section, we start by explaining the details of template attacks, and after that
we give details about two techniques that emerged from template attacks—pooled
template attacks and stochastic attacks.
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8.3.1 Context of Template Attack
In the pioneering template attacks article of Chari, Rao, and Rohatgi, it is shown that
template attacks apply advanced statistical methods and can break implementations
secure against other forms of side-channel attacks [135].
In some works template attacks are built to classify the state of a byte, e.g., a
key byte in RC4 [135, 498]. The weakness of these papers is the need to create
256 templates for each byte. Additionally, the template building process can only be
guided by partial attack results. In [498], the authors reduce the number of points of
a trace by using an efficient algorithm instead of the standard principal component
analysis method, which increases the speed of selecting points of interest. Also, by
introducing a preprocessing phase with the use of discrete Fourier transformation
on traces, the authors improve the template attack results in practice.
Agrawal et al. develop two new attack techniques that extend the work of the
previously mentioned research results [11]. The first is a single-bit template attack
technique that creates templates from peaks observed in a DPA attack resulting
with a high probability value of a single DPA-targeted bit. Their second, template-
enhanced DPA attack technique can be used to attack DPA protected cards and
consists of two steps: a profiling phase and a hypothesis testing phase. In the first,
profiling phase, the attacker, who is in possession of a smart card with a biased RNG,
builds templates, and in the hypothesis testing phase the attacker uses previously
built templates to mount a DPA-like attack on a target card which is identical to
the test smart card, but has a perfect RNG. The authors illustrate these two attack
techniques considering unprotected implementations of DES and AES on smart
cards.
Archambeau et al. take template attacks techniques a step further by transforming
leakage traces in order to identify important features (i.e., transformed time instants)
and their number automatically. Actually, they use the optimal linear combination
of the relevant time samples and execute template attacks in the principal subspace
of the mean traces creating a new approach, the principal subspace-based template
attack (PSTA) [25]. The authors validate this approach by attacking the RC4 stream
cipher implementation and an FPGA implementation of AES.
In the literature, the main focus is on template attacks aiming at recovering
the secret key of a cryptographic core from measurements of its dynamic power
consumption. But with scaling of technology, static power consumption grows faster
and creates new issues in the security of smart card hardware. Therefore, Bellizia et
al. proposed Template Attack Exploiting Static Power (TAESP) in order to extract
information from a hardware implementation of a cryptographic algorithm using
temperature-dependence of static currents as a source of information leakage [70].
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8.3.2 Standard Template Attack
The template attack is based on the Bayesian rule and works under the simplifying
assumption that the measurements are mutually independent among the D features
given the target class. More precisely, given the vector of N observed attribute
values x, the posterior probability for each class value y is computed as:
p(Y = y|X = x) = p(Y = y)p(X = x|Y = y)
p(X = x) , (8.6)
where X = x represents the event that X1 = x1 ∧ X2 = x2 ∧ . . . ∧ XN = xN .
Note that the class variable Y and the measurement X are not of the same type:
Y is discrete while X is continuous. So, the discrete probability p(Y = y) is equal
to its sample frequency where p(X = x|Y = y) displays a density function. In most
state-of-the-art models p(X = x|Y = y) is assumed to be based on a (multivariate)
normal distribution and is thus parameterized by its mean and its covariance matrix:




2 (x−x̄y )T Σ−1y (x−x̄y ). (8.7)
8.3.3 Pooled Template Attack
In practice, the estimation of the covariance matrices for each class value y can be
ill-posed mainly due to an insufficient number of traces for each class. The authors
of [142] propose to use only one pooled covariance matrix to cope with statistical
difficulties and thus a lower efficiency. Accordingly, Eq. (8.7) changes to
p(X = x|Y = y) = 1√
(2π)D|Σ|e
− 12 (x−x̄y )T Σ−1(x−x̄y ). (8.8)
The works in, e.g., [142, 476, 477, 481] showed that indeed the pooled version is
more efficient, in particular for a smaller number of traces in the profiling phase.
8.3.4 Stochastic Attack
Compared to TA, the stochastic attack (SA) utilizes linear regression instead of
probability density estimation [515]. One critical aspect of SA is the choice of
regressors (aka base functions), as for example shown in [275]. A natural choice
in the context of side-channel analysis is the bitwise selection of the intermediate
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variable, i.e., let [·]b define the function selecting the bth bit and using the same
intermediate variable as in Sect. 8.2.1 then
([Sbox[T ⊕ k]]1 [Sbox[T ⊕ k]]2 . . . [Sbox[T ⊕ k]]n) (8.9)
is an n-dimensional vector used as regressors. One benefit of SA is the constructive
feedback of side-channel leakage detection it might bring to the evaluator (see,
e.g., [278]).
8.4 Machine Learning-Based Attacks
Machine learning encompasses a number of methods used for classification,
clustering, regression, feature selection, and other knowledge discovering meth-
ods [423]. A typical division of machine learning algorithms is into supervised,
semi-supervised, and unsupervised approaches. Each of those paradigms can also be
used in SCAs—supervised (profiling) attacks, semi-supervised attacks (profiling),
unsupervised (non-profiling) attacks.
In Fig. 8.2, we depict differences in the supervised and semi-supervised cases.
Supervised Techniques
The supervised approach assumes that the attacker first possesses a device similar to
the one under attack. Having this additional device, he is then able to build a precise
profiling model using a set of measurements while knowing the plaintext/ciphertext
and the secret key of this device. In the second step, the attacker uses the earlier
profiling model to reveal the secret key of the device under attack. For this, he
additionally measures a new set of traces, but as the key is secret he has no further
information about the intermediate processed data and thus builds hypotheses. The
only information that the attacker transfers between the profiling phase and the
attacking phase is the profiling model he builds.
When considering supervised machine learning and SCA, in recent years there
have been numerous papers considering various targets, machine learning algo-




















Fig. 8.2 Profiling side-channel scenario: supervised (left), semi-supervised (right)
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is the fact that they attack AES [235, 274, 279, 285, 363–365, 367, 475, 476, 479,
481]. More recently, deep learning (DL) techniques started to capture the attention
of the SCA community. Accordingly, the first results confirmed expectations,
with most of the early attention being paid to convolutional convolutional neural
networks [122, 329, 386, 482].
As far as we know, when considering machine learning-based attacks on other
ciphers, there are only a few papers. Heuser et al. consider Internet of Things
scenarios and lightweight ciphers where they compare 11 lightweight ciphers and
AES in terms of their SCA resilience and conclude that lightweight ciphers cannot
be considered to be significantly less resilient than AES [274, 276].
Semi-supervised Techniques
Semi-supervised learning is positioned in the middle between supervised and
unsupervised learning. There, the basic idea is to take advantage of a large quantity
of unlabeled data during a supervised learning procedure [517]. This approach
assumes that the attacker is able to possess a device to conduct a profiling phase but
has limited capacities. This may reflect a more realistic scenario in some practical
applications, as the attacker may be limited by time or resources, or also face
implemented countermeasures, which prevent him from taking an arbitrarily large
amount of side-channel measurements while knowing the secret key of the device.
The first application of semi-supervised SCA was done by Lerman et al.,
where the authors conclude that the semi-supervised setting cannot compete with
a supervised setting [366]. Note, the authors compared the supervised attack with
n + m labeled traces for all classes with a semi-supervised attack with n labeled
traces for one class and m unlabeled traces for other unknown classes (i.e., in total
n + m traces). Picek et al. conduct an analysis of two semi-supervised paradigms
(self-training and graph-based learning) where they show that it is possible to
improve the accuracy of classifiers if semi-supervised learning is used [480]. What
is especially interesting is that they show how semi-supervised learning is able to
significantly improve the behavior of the template attack when the profiling set is
(very) small.
8.4.1 Conducting Sound Machine Learning Analysis
Since it is not possible (in general) to expect machine learning techniques to give us
theoretical observations or proofs of results, we need to rely on a set of procedures
to run experiments such that the results are convincing and easy to reproduce. In the
next section, we briefly discuss several steps to be considered in order to make the
analysis more reproducible.
Datasets
When preparing the data for machine learning analysis, it is necessary to discuss
the number of measurements, the number of features, and the number of classes
(if known). Additionally, if the data come from different distributions, one needs to
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discuss those. If not all data from datasets are used, it is necessary to state how the
samples are chosen and how many are used in the experiments. One needs to define
the level of noise appearing in the data in a clearly reproducible way, e.g., using the
signal-to-noise ratio (SNR). Finally, if some feature engineering procedure is used,
it needs to be clearly stated in order to know what features are used in the end.
Algorithms
When discussing the choice of algorithms, first it is necessary either to specify which
framework and algorithms are used or provide pseudo-code (for example, when
custom algorithms are used). As a rule of thumb, more than one algorithm should
always be used: the algorithms should ideally belong to different machine learning
approaches (e.g., a decision tree method like Random Forest and a kernel method
like Support Vector Machine (SVM)). Next, all parameters that uniquely define the
algorithm need to be enumerated.
Experiments
Regarding the experiments, it is first necessary to discuss how the data are divided
into training and testing sets. Then, for the training phase, one needs to define the
test options (e.g., whether to use the whole dataset or cross-validation, etc.) After
that, for each algorithm, one needs to define a set of parameter values to conduct the
tuning phase. There are different options for tuning, but we consider starting with
the default parameters as a reasonable approach and continue varying them until
there is no more improvement. Naturally, this should be done in a reasonable way,
since the tuning phase is the most expensive from the computational perspective and
it is usually not practical to test all combinations of parameters.
Results
For the tuning phase, it is usually sufficient to report the accuracy. For the testing
results, one should report the accuracy but also some other metric like the area under
the ROC curve (AUC) or the F-measure. The area under the ROC curve is used
to measure the accuracy and is calculated via Mann-Whitney statistics [580]; the
ROC curve is the ratio between the true positive rate and the false positive rate.
An AUC close to 1 represents a good test, while a value close to 0.5 represents a
random guess. The F-measure is the harmonic mean of the precision and recall,
where precision is the ratio between true positive (TP, the number of examples
predicted positive that are actually positive) and predicted positive. The recall is
the ratio between true positives and actual positives [488]. Both the F-Measure and
the AUC can help in situations where accuracy can be misleading, i.e., where we
are also interested in the number of false positive and false negative values.
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8.5 Performance Metrics
When considering profiling SCA, there are three performance metrics we mention:
accuracy, guessing entropy, and success rate. The accuracy is the proportion between
the correctly classified measurements and all measurements:
ACC = T P + T N
T P + T N + FP + FN . (8.10)
TP refers to true positive (correctly classified positive), TN to true negative
(correctly classified negative), FP to false positive (falsely classified positive), and
FN to false negative (falsely classified negative) instances. TP, TN, FP, and FN are
well-defined for hypothesis testing and binary classification problems. In the multi-
class classification, they are defined in a one class vs. all other classes manner, and
are calculated from the confusion matrix.
A side-channel adversary AEK,L conducts an experiment ExpAEK,L , with time-
complexity τ , memory complexity m, and making Q queries to the target imple-
mentation of the cryptographic algorithm. The attack outputs a guessing vector g of
length o, and is considered a success if g contains correct key k∗. o is also known
as the order of the success rate. The oth order success rate of the side channel attack
AEK,L is defined as:
SRoAEK,L
(τ,m, k∗) = Pr[ExpAEK,L = 1] (8.11)
The Guessing entropy measures the average number of key candidates to test
after the attack. The Guessing entropy of the adversary AEk,L against a key class
variable S is defined as:
GEAEK,L
(τ,m, k∗) = E[ExpAEK,L ] (8.12)
8.6 Countermeasures Against SCA
There are various countermeasures against SCAs that have been proposed over the
years. A general approach focuses on decreasing the information gathered from the
measurements:
• Noise Addition. Introducing external noise in the side-channel, shuffling the
operations or inserting dummy operations in cryptographic implementations is
often used as a countermeasure against SCAs. The basic objective is to reduce
the signal-to-noise ratio (SNR) and thereby decrease the information gathered
from measurements. Still, as shown already by Durvaux et al. [194], these
countermeasures become insecure with increasing attack time.
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• Dynamic and Differential CMOS Logic. Tiri et al. [557] proposed Sense
Amplifier Based Logic (SABL)—a logic style that uses a fixed amount of charge
for every transition, including the degenerated events in which a gate does not
change state.
• Leakage Resilience. Another countermeasure, typically applied at the system
level, focuses on restricting the number of usages of the same key for an
algorithm. Still, generation and synchronization of new keys have practical
issues. Dziembowski et al. introduced a technique called leakage resilience,
which relocates this problem to the protocol level by introducing an algorithm
to generate these keys [195].
• Masking. One of the most efficient and powerful approaches against SCAs is
masking [134, 243], which aims to break the correlation between the power traces
and the intermediate values of the computations. This method achieves security
by randomizing the intermediate values using secret sharing and carrying out all
the computations on the shared values.
8.7 Conclusions
In this chapter, we discussed profiling side-channel attacks where we started with
data preprocessing and feature engineering. Then we presented several template-
like techniques and afterward machine learning techniques. Next, we discussed how
to conduct a sound machine learning analysis that should result in reproducible
experiments. We finished the chapter with a short discussion on how to test the
performance of SCA and what are some of the possible countermeasures to make
such attacks more difficult.
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Chapter 9
Side Channel Assessment Platforms
and Tools for Ubiquitous Systems
Apostolos P. Fournaris, Athanassios Moschos, and Nicolas Sklavos
Abstract Side Channel Attacks are nowadays considered a serious risk for many
security products and ubiquitous devices. Strong security solution providers need
to evaluate their implementations against such attacks before publishing them
on the market, thus performing a thorough assessment. However, this procedure
is not straightforward and even with the appropriate equipment, it may require
considerable time to provide results due to the slow process of collecting measure-
ments (traces) and the inflexible way of controlling the tested implementation. In
this chapter, we explore and overview the trace collection landscape for generic
devices under test (including ubiquitous systems) highlighting and overviewing the
latest trace collection toolsets and their shortcomings, but also proposing a trace
collection approach that can be applied on the most recent, open source toolsets.
We showcase our proposed approach on the FlexLeco project architecture, which
we have developed in our lab, and manage to practically describe how an evaluator
using the proposed methodology can collect traces easily and quickly without the
need to completely redesign a control mechanism for the implementation under test.
9.1 Introduction
The transition of computing devices to the ubiquitous era, where the cyber world
is merging with the physical world to bring an ever present layer of computer
intelligence to everyday life objects, is bringing, among other things, cybersecurity
and privacy into the physical world as an issue to be constantly considered.
Due to IP interconnected cyberphysical systems, attackers can gain access not
only to a victim’s data but also to the victim’s life itself, by controlling “smart”
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devices of urban and industrial systems, critical infrastructures and individual
households [540]. This highlights the need for strong security features that must
be installed on embedded systems. However, ubiquitous devices have several non-
functional constraints like small processing power, low power consumption or
small memory footprint, that prohibit the use of several traditional security and
cryptography schemes (e.g., asymmetric cryptography). This has led to the redesign
and simplification of existing security solutions (like TLS schemes and their cipher
modes) or the development of cryptography algorithms especially designed for low
performance devices (lightweight cryptography schemes [197]).
The design and evaluation of security schemes and cryptographic algorithms
must take into account several parameters that are related to a scheme’s crypto-
graphic strength (addressed by cryptanalysis, formal security verification methods
etc.), to its algorithmic performance (addressed by collecting and comparing per-
formance and resource measurements) and to its resistance against implementation
attacks like side channel and fault injection attacks [337]. Side channel attacks
(SCAs) have a leading role in the design of modern cryptosystems, since they are
the weakest point and they have been exploited by many well-known attacks in
order to break otherwise unbreakable security/cryptography algorithms. SCAs can
be easily applicable to ubiquitous, cyberphysical systems, where devices are left
unattended in potentially security “hostile” environments (in remote, secluded areas,
inside malicious user premises, etc.)
There is a broad research field related to various SCAs, aiming to exploit
various physical characteristics of a device including timing, power consumption,
electromagnetic emission, etc. The flagship SCA analysis methods are of statistical
nature and can be categorized into horizontal attacks (using one or a few collected
inputs) or vertical attacks (using many collected inputs). Among the most potent
and successful such attacks are Differential Power Analysis (DPA) or Correlation
DPA [390] as well as template, online template [58] and Mutual Information Attack
(MIA) [229]. A simple review of the above advanced SCAs reveals that all of them
require a considerable amount of collected leaked physical characteristic inputs in
order to be effective.
Assessing if a security/cryptography scheme on a ubiquitous device is SCA
resistant, is not a straightforward process. It usually follows two directions. In the
first direction, a security scheme is evaluated against specific SCAs while the second
direction is based on performing a generic information leakage assessment based on
some statistical test. Student’s or Welch t-test are two such tests that use statistical
hypothesis testing in order to detect if one of a series of sensitive intermediate
processes during a security procedure significantly influences the measurement data
or (more often in a non-specific test) detect how different is a collected trace from
random noise (indicating a bias addressed to exploitable information leakage).
Collecting inputs for SCA analysis is done using specialized equipment in a fairly
cheap and easy way. However, when a huge number of inputs need to be acquired
then the processing of an input (or trace, as they are usually denoted in the literature)
becomes a very slow and cumbersome process. A restricted number of tools that
help the acquisition of the needed traces for advanced SCA attacks exist. Most of
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them still require a considerable amount of time for trace collection and employ
custom (to the cryptosystem at hand) control mechanisms. There are open source
SCA trace collection setups widely used by the research community [451] but have
either very primitive support or are built on low-cost equipment that cannot endure
very sophisticated attacks without having software developed by an attacker [427].
Also, adjustments for different cryptographic devices under test are always needed,
sometimes to a great extent. There exist a few commercial companies in this
research field (Riscure [501], CRI[495]) that offer their own proprietary equipment
to the prospective crypto-analysts at a prohibitively high cost, affordable only by
high budget labs.
In this chapter we review the latest commercial, open source and experimental
trace acquisition tools and focus on their benefits and drawbacks. We also highlight
the need for a cheap, fast and automated process for sending and receiving data
between a Device under Test (DUT) and a controller. We comment on the impor-
tance of efficient control loops of DUT in order to speed-up the trace acquisition
process. Finally, we propose and describe a three step approach for controlling,
functionally validating and SCA assessing a DUT that goes beyond the traditional
control model that other solutions follow. Finally, we describe the use of our solution
using an open source hardware/software trace acquisition platform that we have
developed in our lab (FlexLeco project [427]) that consolidates the latest trends in
trace collection tools and platforms.
The rest of the chapter is organized as follows. In Sect. 9.2, the major SCA
categories and leakage assessment methodologies are described and evaluated
according to the number of traces needed. In Sect. 9.3 we overview existing open
source and commercial trace collection platforms and toolsets, and the proposed
trace collection approach is described. In Sect. 9.4, we describe the use of the
proposed approach on the FlexLeco project architecture, and discuss the benefits
of the solution. In Sect. 9.4 conclusions are provided.
9.2 Side Channel Attacks, Leakage Assessment Methods
and Problems
A typical side-channel attack (SCA) measurement and analysis setup consists of
several components, including measuring equipment (e.g., a digital signal oscillo-
scope), a DUT controller component that handles attacker-to-DUT communication
as well as a Personal Computer (PC). The PC is used by an attacker/evaluator for
providing input to the controller and for analyzing, with the help of programming
tools, the collected leakage trace measurements by applying signal processing
techniques on them [390]. Possible additions to this classic SCA measurement
collection and analysis setup could be some kind of pre-amplifier to boost the signals
acquired by the measuring equipment (e.g., an oscilloscope), a differential cable
to help reduce acquired measurements noise, electromagnetic probes for acquiring
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electromagnetic emanation signals, and some kind of tool that will speed up leakage
trace capturing.
There are a large variety of DUTs that can be assessed for their SCA resistance
using the above setup. Under the ubiquitous computing framework, small embedded
system devices (e.g., RFID tags, wireless sensor network nodes, smart card devices),
having lightweight versions of cryptographic algorithms, are the most prominent
candidates to have SCA vulnerabilities. Assessing the SCA resistance of such
devices can be achieved by evaluating the device when it is deployed and is fully
operational (in that case the DUT is the whole device) or can be achieved by
evaluating individually, in a controlled environment, a specific cryptography or
security implementation that is meant to be deployed on the ubiquitous device. In
the first case, SCA assessment is very hard to perform since, apart from security
functions, on the DUT there are many operations, unrelated to security, that are
being executed in parallel [219]. Such operations can be considered as hard-to-
remove noise inside the collected traces [219]. In the second case, the DUT is not the
full ubiquitous device but a specific security hardware or software implementation
deployed on this device. No other operations are executed in the second case control
environment, thus noise is minimized, enabling the evaluator to test many SCA
resistance scenarios in depth.
When trace collection is needed for SCA analysis or assessment, the
attacker/evaluator needs to pass the cryptography/security algorithm’s expected
input data each time from his control point (usually a personal computer) to the
control component, which is responsible for sending the data to the DUT for one
security/cryptography process to begin. After having set the right settings in the
oscilloscope (e.g., sampling rate, time window capture, resolution capture) the
attacker arms it. The attacker then sends a command to the DUT, for it to start
performing the evaluated security process. Before the start of the process the DUT
sends a triggering signal to the oscilloscope, warning it that the process is about
to start and a trace capture must be performed. As soon as the trigger signal
reaches the oscilloscope, it captures a leakage trace measurement (e.g., power
consumption or the electromagnetic emanation, depending on the used probes) of
the DUT. The attacker/evaluator then requests from the oscilloscope the captured
trace for analysis at his PC. When the captured trace reaches the PC, various signal
processing techniques are applied on it and it is used for side-channel analysis
of the DUT. The above procedure (called loop round) is repeated for each new
security/cryptography process we want the DUT to perform.
9.2.1 Side Channel Attack Categories
Adopting the formulation approach described in [60, 61, 220] we can model each
security/cryptography computation C as a series of n different Oi operations (for
i ∈ {0, 1, . . . n − 1}) that each require inputs Xi (thus Oi(Xi)). We can also assume
that each operation output can be considered as input to another operation during
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the C computation. Each operation Oi is linked to an information leakage variable
Li . A side channel attack is possible if there is some secret information s that is
shared between Oi and its leakage Li . The ultimate goal of a side channel analysis
is, by using some strategy, to deduce s from a series of information leakage Li
values [220]. To achieve that we collect leakage traces L which are sequences (in
time) L = {L0, L1, . . . Ln−1} and try to associate them with the computation C as
a sequence of operations C = {O0,O1, . . .On−1}.
SCAs follow either the vertical or horizontal leakage collection and analysis
strategy, as originally described in [60]. In the vertical approach, the implementation
is used N times using either the same or different inputs each time in order to
collect leakage traces. Each trace is associated with the j -th execution of the
computation. In the horizontal approach, leakage traces and related analysis is
collected/performed from a single execution of the computation and each trace
corresponds to a different time period within the time frame of this execution. As
expected, in horizontal attacks the implementation input is always the same.
By associating and distinguishing specific patterns of Oi operations (consisting
of a single or multiple operations) in a leakage trace L, an attacker can recover the
secret s. Such an attack approach is typically followed in simple SCAs (SSCAs) that
are mostly horizontal attacks meaning that they are mounted using a single leakage
trace that is processed in time. Vertical SSCAs that need more than one leakage
trace rely on comparative analysis for pattern matching between computations with
different inputs. Vertical SSCAs require a few hundred leakage traces to be collected
considering that averaging technique for noise reduction is applied between leakage
traces of the same computation.
There exist several countermeasures that can thwart SSCAs, thus, more advanced
attacks have been devised (i.e., Advanced SCAs (ASCAs)). ASCAs do not focus
only on single operations or series of operations (e.g., Oi) but also on the
computation operands (i.e., the operation inputs Xi) [61, 220]. ASCAs are focused
on a specific subset of the calculation C (e.g., some Oi operations that are strongly
associated with s) and examine how this subset behaves over a large collection of
(e.g., N) leakage traces Lj associated with computations Cj with different inputs
(where j ∈ {1, . . . , N}). ASCAs on this subset of operations and associated leakage
traces, exploit the statistical dependency between the calculation C for all Xj and
the secret s. ASCAs follow the hypothesis test principle [60, 335] where a series of
hypothesis ś on s (usually on some bit j of s i.e., śj =0 or 1) are made and a series
of leakage prediction values are found based on each of these hypotheses using an
appropriate prediction model. The values of each hypothesis are evaluated against
all actual leakage traces using an appropriate distinguisher δ for all inputs Xi so as
to decide which hypothesis is correct.
Most ASCAs are of vertical nature and their success is highly related to the
number of processed leakage traces. The most widely used ASCA vertical attack is
Differential Attack (DSCA) originally proposed by Kocher in [336], which was later
expanded into the more sophisticated Correlation SCA (requiring fewer traces to
reveal the secret than DSCA) [21] and the collision correlation attack [99, 210, 425],
which can be mounted even if the attacker does not have full control of the
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implementation inputs. There are, however, also horizontal ASCAs that apply
differential or correlation statistics on a single leakage trace assuming that a subset
of operations associated with the secret s appear many times in this trace. Finally,
ASCAs can bypass strong SCA countermeasures (e.g., randomization/blinding) by
combining horizontal and vertical approaches [59, 210, 220].
Following the above categorization (Vertical vs. Horizontal, SSCA vs. ASCA),
we can include profiling SCAs like Template Attacks or Machine Learning
Attacks [367] among the vertical ASCAs. Profiling attacks operate in two phases:
Initially, they need to collect a series of leakage traces from a device under the full
control of the attacker (with known inputs and secrets) so as to create a leakage
model. In the second phase, the leakage model is used as a template or as the
training set of a machine learning algorithm in order to recover a secret from a
series of traces collected from a device (similar to the one used for profiling) not
under attacker control.
9.2.2 Leakage Assessment Using t-Test
In addition to SCA resistance assessment based on the success of various SCAs, a
generic methodology for finding information leakage from a DUT has been gaining
ground. The dominant, generic, leakage assessment methodologies are based on
Student’s t-distribution following specific and non-specific t-tests [67, 516]. The
goal is to detect any type of information leakage that occurs during the computation
of security/cryptography functions in the DUT, at a certain n-th SCA order.
[An SCA attack of order n appears when there exists an n set of intermediate
variables that appear during the computation of the algorithm, such that knowing
a few key bits (in practice fewer than 32 bits) allows us to decide whether two
inputs (respectively two outputs) give the same value for a known function of
these n variables.] Any sensitive computational intermediate operation Oi series
that appears on the side channel as significantly different from random noise
can potentially be detected using the above leakage assessment approach without
conducting any specific SCA. This significant difference is enough to mark a DUT
implementation as leaky and SCA insecure.
Test Vector Leakage Assessment (TVLA) is one of the most promising, generic,
non-specific leakage detection techniques, initially proposed by Cryptography
Research (CRI) [67]. The method is practically used as the first action towards
assessing a system’s SCA leakage. It consists of a univariate test that is performed
on a series of traces obtained from a DUT. The DUT implementation is evaluated
as non-leaky if the test throughout the duration of the DUT trace remains below
a certain threshold, independently of the leakage model that might be used. More
precisely, we test the case where there is no leakage (null hypothesis) versus the
case where there is some leakage at a certain intermediate point L(t) at time t .
Let ntr be the number of traces that the evaluator collects and ns the number of
samples in each trace. Following the notation of [597], and assuming that we have
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N traces of ns samples each, let L = {L1, . . . , Lns } be the leakage traces of a
security/cryptography implementation, having mean values L̄i . For the traces null
hypothesis to be true the expected leakage value L̄exp should be the same as the
measured value, if there is no leakage, i.e., L̄exp = L̄i ∀i ∈ {1, . . . , ns}. In
practice, to perform the TVLA we conduct two experiments. In both experiments,
we collect N/2 traces where the variable to be leakage assessed has a known, fixed,
value and N/2 traces where this variable has a random value. This trace collection
is done in an interleaved way by randomly choosing to acquire either a fixed trace
or a random trace each time. After collecting the necessary traces, we perform a
Welch’s t-test as described in [516] and check the outcome against a threshold.
TVLA and all similar leakage assessment tests can provide an initial indication
regarding SCA leakage but require huge amounts of collected traces in order to
provide an accurate assessment result. In the case of symmetric key cryptography
algorithms (e.g., in AES implementations) this number is in the order of millions
(in [516] N =100M traces for an AES evaluation). This number is reduced in Public
Key algorithms (in the order of thousands of traces) yet still is hard to collect since
each public key algorithm implementation trace consists of a very large number of
samples ns . From a trace collection perspective, TVLA is a very slow assessment
method due to this high N number, and can become very frustrating for an SCA
evaluator.
9.2.3 Practical Considerations in SCA Trace Collection
When, in practice, the above described SCA attacks are applied to actual, raw
collected traces using real hardware or software implementations, their success rate
is very low. This happens since in a trace, leakage information is mingled with a
considerable amount of SCA-useless signals that we can consider here as “noise”.
Noise, as very accurately described in [411], can be external, intrinsic, quantization
or algorithmic. External noise that is picked up from external to the DUT sources
as well as intrinsic noise, due to the DUT’s physical characteristics (capacitance,
conduction, transistor, non-linear behavior, etc.), are not under the control of the
attacker and the DUT SCA resistance designer, and must be removed or reduced
by some appropriate trace preprocessing technique. On the other hand, quantization
noise can be considerably reduced by using better trace collection equipment (with
small A/D quantization for example). Algorithmic noise is usually designer infused
on a DUT in an effort to increase randomness in data processing but also infused by
computation functionalities unrelated to security, such as interrupts, pipelining, OS
system calls, etc., these can very often appear in ubiquitous devices.
In order to practically make a successful SCA, noise cancellation techniques
must be applied during or after trace collection in order to have clear and useful
leakage traces. Traditional noise reduction techniques can be applied on traces
after collection based on low-, band- or high-pass filtering after finding dominant
frequencies using, for example, Fast Fourier Transform analysis or based on trace
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resampling where sample windows are specified and they are replaced by their
average value [501]. However, many researchers apply the averaging technique to
increase the signal-to-noise ratio and mount a successful attack. Using averaging,
we collect T leakage traces with the same inputs and secret, then average them
sample-per-sample to come up with a single, averaged leakage trace that contains a
lot less noise than each individual trace itself. The technique is very popular (almost
mandatory) in embedded system SCAs to remove noise, but it increases the needed
number of collected traces by a factor of T since we need T trace collections for
each SCA useful, averaged, leakage trace.
Another practical factor to be considered during trace collection, which also
has an impact on the number of collected traces, is trace misalignment. This phe-
nomenon happens when, after triggering a security/cryptography computation, the
various Oi operations do not always appear at the same point in time in all leakage
traces of this computation, even if the same inputs and secret are used. Misalignment
can appear frequently in software based security computations (a common case
in ubiquitous devices) since such computations run in parallel to other security-
unrelated processes, or random events may happen that influence the computa-
tion execution sequence. Misalignment can also appear in hardware-implemented
security computations when related SCA countermeasures are introduced in the
computation flow. To solve the problem, SCA theory states that traces should
be realigned using postcollection trace processing techniques [390]. However, in
practice, for several cases of ubiquitous devices, traces are so misaligned that they
become SCA useless and cannot be effectively realigned. Thus, there is a percentage
of collected traces that due to misalignment should be discarded. This makes it
imperative to collect more traces than those needed, having in mind that some of
them will be useless due to misalignment. A rule of thumb in such cases is to
collect 20% more traces than needed. This percentage can increase to 50% in highly
misaligned traces (usually on ubiquitous software implementations).
9.3 Side Channel Attack Trace Collection Platforms
There exist several Security Test Labs and individual researchers who have proposed
and manufactured their own ad hoc hardware boards [399, 532, 565] for trace collec-
tion. In the years following the discovery of SCAs, several Side-Channel Analysis
measurement boards and evaluation setups emerged in the security community. The
purpose of such boards is to provide a common platform for the aspiring attackers
to mount their attacks and help them get low noise measurements in an easy way.
Typically, they accommodate a general purpose device (a microprocessor, an ASIC,
or an FPGA) serving as the DUT, connected with a controlling device (control
component) on the same board (mainly some sort of microcontroller). There were
also boards that accommodated signal-enhancing mechanisms on the same board to
ease the oscilloscope’s work [117]. Gradually the quality of the boards improved
to such a degree that several of them found their way to the market for commercial
use, with significant success.
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There is limited variety of commercial SCA boards, each with its pros and cons.
The Cryptographic Engineering Research Group (CERG) presented the FOBOS
board [565, 566], which consists of two FPGA’s, one for handling control tasks
and one for the implementation of the cryptographic algorithm. The FOBOS
board contains a Digital Clock Manager that produces frequencies in the range
of 31.25 kHz up to 50 MHz for the Victim Board. The communication with the
Control FPGA is performed through a software control loop that is responsible
for transmitting the appropriate commands and the necessary data to the victim
FPGA. The software loop is also responsible for the communication with the
oscilloscope (currently supporting only Agilent oscilloscopes). Unfortunately, the
FOBOS approach relies on old FPGA boards, is not capable of automated multiple
trace collection through the provided control loop, is only applicable to a specific
type of oscilloscope, and involves the PC in each trace collection (part of the control
loop) which considerably burdens the collection speed.
The Tamper-resistance Standardization Research Committee (TSRC) released
two trace collection hardware boards [399]. The first is INSTAC-8 which uses an
8-bit microcontroller and the second is INSTAC-32 with a 32-bit microcontroller
as the control component and an FPGA chip as the DUT. Unfortunately, very
limited information is provided on the clock frequencies and the communication
methods that those two boards employed. Similarly to FOBOS, they also featured
some custom-made software loops for the communication between the users and
the victim chips. An evolution of the above approaches is the Sakura-Sasebo
Project [354], which provides several choices regarding measurement boards.
Initially, low-end-based chip boards were implemented, leading to the Sasebo-G,
Sasebo-GII and Sasebo-W solutions, which for several years constituted the most
widely used platforms for trace collection. Later, more sophisticated versions of
those boards were launched, the Sakura-G, Sakura-X and Sakura-W. Both Sakura-
G and Sakura-X contain two FPGAs each (a Control FPGA acting as the control
component and a cryptography FPGA acting as the DUT), making them perfect
for evaluation of hardware-implemented cryptographic algorithms, while Sakura-W
was suitable for evaluation of smartcard security. Unfortunately, the boards are still
supported by a primitive interface on the Control FPGA that enables the interfacing
of a particular cryptographic algorithm with limited key-length. Also, the provided
software loop in charge of data and command transmission to the Cryptographic
FPGA is slow, oriented towards a specific algorithm with fixed key-length, and
offers through a PC program very basic functionality only for a single trace capture
per loop round.
An attempt to remedy this issue was made in the IAMeter project, which is
focused exclusively on developing an efficient control loop for commercial and
custom FPGA board platforms (including the Sasebo-G and GII boards) [307].
However, even this attempt can provide only a single trace collection per loop round,
it is not capable of adjusting/controlling the DUT clock, and it relies heavily on
PC-based configurations (including Python scripts along with MySQL databases
queries) which slow the trace collection as a whole.
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Recently, in an effort to provide a cheap SCA setup, the ChipWhisperer
project [450] managed to provide a diverse tool-chain for embedded hardware
security research. The ChipWhisperer featuring a CW1173-Lite board is suitable
for capturing traces and attacking software cryptographic algorithms implemented
in its Atmel XMEGA microcontroller, and it was recently upgraded to the CW1200-
Pro version that offers additional ease-of-use on the process. ChipWhisperer though
also provides the CW305-Artix FPGA board that specifically targets attacks on
hardware cryptographic algorithms implemented in its ARTIX 7 FPGA as well as
the OpenADC dongle that enables trace capturing directly from hardware devices
(without the need for an oscilloscope). Both CW1173 and CW305 allow the
modification of Victim’s Chip frequency (e.g., the frequency range for the CW305-
Artix board starts from 5 MHz and goes up to 160 MHz due to the onboard PLL
(Phase Locked Loop)). The communication between the user and the Victim Chip
in both boards relies on a software control loop called Chipwhipserer-Capture. This
is a PC-based loop responsible for sending the appropriate data and commands to
the Victim board. In the case of the CW305-Artix FPGA board the PC software
loop is assisted by an onboard AVR microprocessor (partially acting as a control
component).
Complete measurement and evaluation setups are provided by experienced
security test laboratories with longtime presence in the hardware security com-
munity. BrightSight delivers the Sideways acquisition center. CRI-Rambus offers
the DPA Workstation [495] which is a complete platform that enables the testing
and analyzing of cryptographic chips and systems vulnerabilities, to power and
electromagnetic (EM) side-channel attacks. Finally, Riscure launched the Inspec-
tor [501] which is an integrated test tool for side channel analysis and fault
injection attacks on security devices. The above commercial setups offer SCA
resistance evaluation/assessment on individual security/cryptography hardware and
software implementations as well as on fully working DUT ubiquitous devices (e.g.,
embedded systems).
The gap between the measurement boards and the complete evaluation setups is
huge when it comes to cost. Trace collection and SCA evaluation setups providing
a complete package that includes measurement collection, side-channel attacks
and DUT security analysis, have a considerable cost. On the other side, the cost
of the measurement boards is much more affordable, nonetheless exploiting their
capabilities to the full extent is not always supported by their manufacturers in terms
of software or hardware tools.
9.3.1 Proposing a Fast Trace Collection Approach Beyond
the Traditional Model
As the need for a huge number of traces for SCA evaluation and leakage assessment
becomes considerable (in the presence of DUT with SCA countermeasures) the
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traditional SCA trace collection control loop model is not fast enough for efficient,
practical, trace acquisition. The main bottleneck in such control loops is the
presence of a PC device for providing inputs, collecting outputs and controlling each
execution of the DUT security/cryptography implementation [427]. The solutions
presented in the previous subsection, although they do not manage to eliminate
the need for a PC inside the control loop, clearly indicate a tendency to migrate
traditional PC-related functionality to other hardware or software entities that are
closely associated with the DUT. In some solutions, the control loop operations
are implemented in hardware and are downloaded on a dedicated control FPGA
that is physically connected to the DUT. This is done in the Sasebo/Sakura project
and in some ChipWhisperer (NewAE) technologies, just to name some examples.
Hardware, however, is not flexible and thus cannot be easily adapted to different
algorithms or assessment techniques. Similarly, control loop functionality is par-
tially migrated on dedicated control loop ASIC microcontrollers or microprocessors
that operate alongside a PC in order to implement the DUT control in software. Such
solutions lack speed when transmitting DUT test vectors to the DUT itself since PC
usage is still needed.
Therefore, it has become apparent that a different, updated approach to realize
DUT control loops for SCA evaluation and leakage assessment is needed. In
this work, considering the previous paragraph’s described hardware and software
control loop limitations, we propose an approach that relies on a hardware/software
co-design solution for controlling the trace acquisition process. Extending and
generalizing the work in [427], we propose a three-step SCA trace collection
process. For this process to be possible, the control loop is not executed on a PC
but exclusively on a microcontroller that is directly connected to the DUT. The
microcontroller can be an ASIC (hard-core) or FPGA based (softcore) depending
on the SCA trace collection board at hand. Using software that is executable on the
microcontroller we gain the flexibility of a software control loop solution. Using
the microprocessor that is directly connected (through a bus interface) to the DUT
we gain very high control loop speed, which is not achievable using PC-based
control loops. More information on such an architecture can be found in the use
case example presented below.
In the first step of the proposed control trace collection process, denoted as the
design phase, the evaluator can describe in a programming or scripting language
(e.g., C, Python, JavaScript), using some developed Application Program Interface
(API), the SCA trace acquisition experiment that needs to be performed. The
experiment includes inputs that need to be provided to the DUT, specification
of the security/cryptography operations that need to be executed, the execution
sequence, the delay between experiment executions (in case the experiment needs
to be executed more than once) and DUT output storage. The goal of the design
phase is to fully specify the inputs, parameters and execution sequences of the
experiment. The outcome of this phase is an executable file that can be transmitted
to the microcontroller bootloader for execution.
The second step of the proposed control trace collection process, denoted as
the execution phase, is focused on the execution of the designed experiment. This
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phase does not include any non-trivial transmission delays between the control loop
entity (i.e., the microcontroller) and the DUT, since the bus connecting them is
extremely fast, in contrast to the PC-based control loop where such transmission
is done serially. During execution, the microcontroller control loop is responsible
for transmitting the appropriate signals to the DUT so as to execute one or multiple
times a security/cryptography operation as well as to generate appropriate trigger
signals for trace collection by a DSO.
In the final step of the proposed control trace collection process, denoted as the
trace processing phase, the execution of the experiment has been concluded and the
experiment traces have been collected by the DSO. In this phase, post-collection
operations are performed on the collected traces, like averaging and alignment but
also operations related to the specificities of a particular experiment. This phase is
performed on the DSO or on a PC with an appropriate digital signal processing
toolbox, and it can be slow (depending on the post-collection operations that are
executed). However, the performance delay is considerably smaller than when a PC
is included in the control loop during an experiment.
9.4 A Use Case of a Flexible and Fast Platform for DUT SCA
Evaluation
To showcase the applicability and effectiveness of the above-proposed three-step
trace collection architecture and mechanism in action, we focus on the Flexible
Leakage Collection (FlexLeco) project, which was recently published in [427]. the
FlexLeco project was designed to match the latest trace collection challenges and
to introduce a unified mechanism for applying various trace collection scenarios. It
provides an architecture that tries to blend the reconfigurability of Software Control
loops with the speed of Hardware Control loops. Taking advantage of the latest
trace collection boards that utilize schemes with two FPGAs (one acting as the
Control Unit and the other as the Device Under Test), the project created two generic
hardware interfaces that enable fast communication between the two FPGAs, and
managed to include an embedded softcore processor inside the Control FPGA,
which is in charge of the Control Loop during the execution of trace collection
scenarios. The project is currently instantiated on the boards of the Sakura/Sasebo
project (Sakura-X and Sakura-G), but it can be modified to fit any board that adopts
the approach of two distinct, hardware-isolated FPGA chips.
The FlexLeco architecture of Fig. 9.1, consists of two generic interfaces and an
embedded softcore processor. Inside the Cryptographic FPGA a generic crypto-
graphic interface is implemented for the communication of the Control Unit with the
DUT. This interface contains two variable memory spaces (called “Hyperegisters”)
that handle the inputs and outputs of the DUT.
Inside the control FPGA exists a generic control interface that is directly
connected with the embedded microprocessor (a Xilinx Microblaze for the Spartan-
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Fig. 9.1 General architecture
6 Control FPGA of the Sakura-X board), residing in the same FPGA. With
this approach, the softcore microprocessor undertakes the duty of control and
communication with the Cryptographic FPGA, through a hardware Finite State
Machine implemented inside the control interface, which utilizes a custom hardware
protocol between the two FPGAs. Data inputs to the DUT can be provided by the
softcore processor, as well as from a hardware Pseudo Random Generator (PRNG)
module (to support TVLA leakage assessment scenarios). The communication
between the two FPGAs is performed using a 16-bit address bus, a 16-bit data bus
for sending data to the crypto side and a 16-bit data bus for receiving data from the
Cryptographic FPGA side.
The use of an embedded system design inside the control FPGA provides support
for the proposed three-step trace collection approach thus allowing the execution
of a software API on the microprocessor for the realization of the trace collection
control loop. This API consists of reusable code functions that fit multiple trace
collection scenarios and DUTs. Through these functions the control FPGA remains
unchanged (no need for redesign or reprogram), regardless of the DUT inside the
cryptographic FPGA, as it can be quickly reconfigured only by passing certain
values to software registers inside the control interface. By setting code values to
these registers, the control interface’s Finite State Machine is ready to serve any
updated cryptographic component inside the cryptographic FPGA. In this way, the
control component can be permanently be downloaded inside the control FPGA’s
flash memory, thus negating the inflexibility issues that other hardware control loops
present in their adaptability to different DUTs and scenarios.
The above-mentioned software API provides functions that, beside the ini-
tialization of the control loop, set up the leakage trace collection parameters
(inputs/outputs number, bit-length, randomness), trigger encryption/decryption,
send or receive plaintext/ciphertext values to FIFOs, and register and randomize
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input values.1 By doing so, the attacker/evaluator can use the API functions to
create any SCA or leakage assessment scenario to be executed inside the softcore
microprocessor, omitting the slow, PC-based software control loops. In that sense,
the FlexLeco solution fully supports and favors the design phase of the proposed
trace collection approach of this chapter and provides to an SCA evaluator all the
tools required to design diverse and complex SCA evaluation experiments.
The cryptographic interface on the cryptography FPGA side is primarily
designed for testing specific security/cryptography hardware implementations.
It is an open source HDL (Hardware Design Language) design that can be adapted
to the DUT’s cryptographic algorithm specifications during design time. By simply
assigning appropriate values for five HDL generic parameters, the number of inputs,
outputs and their bit length is adjusted to that of the DUT’s algorithm. The generic
interface is synthesized and downloaded whenever a new hardware implemented
cryptography algorithm is tested.
Inside the cryptographic interface, a Digital Clock Manager has been included
that provides different clock frequencies to the DUT and the interface. The
frequency of the interface is the same as that of the other one inside the control
FPGA, while the frequency of the DUT can be clocked as high as the component’s
critical path and the FPGA chip’s functional specifications allow (or as low as the
attacker/evaluator desires). By raising the frequency of the DUT, the evaluator is
now able to use DSOs with low memory size buffers, thus fitting more traces on
the time interval the DSO offers (as long as the DSO’s sampling frequency allows
it). The DCM’s output frequencies update is a straightforward process done by
changing a single parameter during the cryptographic FPGA’s synthesis phase.
Presenting such flexibility and scalability, the FlexLeCo mechanism allows the
evaluator to perform various trace collection scenarios like a Single-Encryption, a
Single-Encryption with Rapid Block Mode (if an oscilloscope with such a feature
is available) and a Multi-encryption mode [427], for different DUTs and with
minimum overhead between the mode updates.
During any trace-collection scenario (Fig. 9.1), at design phase, the softcore
microprocessor is set up so as to initiate communication transactions with the
cryptographic FPGA, in which it either reads and sends the contents of the
corresponding test vector records (i.e., plaintexts) or signals a random value
generation (using an API function or the hardware PRNG) and transmits it to the
DUT. We can design an experiment where this procedure continues until all of the
test vectors on the microprocessor’s memory have been sent to the cryptographic
device (DUT) or until the needed number of random inputs is reached. After the
design phase, the actual experiment is executed in the softcore microprocessor and
post-collection operations may be performed. As an example of such postcollection
operations, we showcase the Multi-encryption scenario, detailed in [427], which
is enabled in the FlexLeco project in case an RBM (Rapid Block Mode) Digital
1Both software- and hardware-based randomization is supported through the PRNG module.















Fig. 9.3 Post-collection extraction outcome as a single AES leakage trace
Signal Oscilloscope is not available to the evaluator. During this scenario, the DSO
starts capturing a continuous waveform (Fig. 9.2) of leakage traces starting from the
first de/encryption and continuing for all de/encryptions until the end of the DSO’s
chosen time window. By setting up the appropriate time window, after execution
phase, we capture a single continuous waveform that should contain the leakage
traces of all the cryptographic processes we have instructed the DUT to execute.
The split of this continuous multi-encryption waveform into individual single
de/encryption traces is done during the trace processing phase. The outcome single
encryption trace from this post-collection operation can be seen in Fig. 9.3. The
whole process is considerably faster than if we tried to capture each de/encryption
trace autonomously during the execution phase [427].
To qualitatively compare the proposed three-step trace collection approach of
Sect. 9.3.1 as was realized using the FlexLeco project, we present Table 9.1 where
our approach is compared with recent open source trace collection projects in terms
of flexibility, usability and various post-collection feature supports. The presented
results are collected from actual experimentation of the authors with the compared
162 A. P. Fournaris et al.
Table 9.1 Leakage trace collection architectures qualitative features comparisons
Collection setup Flexibility Single encr. Multi-encr. Averaging Ease-of use Clock control
FlexLeco three
step approach
High Yes Yes Yes High 5–230 MHz
Sakura/Sasebo
[353]
No Yes No No None No
ChipWhisperer
[451]
Moderateb Yes Partialc Yes Moderate b 5–160 MHz
FOBOS [565] No Yes No No Minimuma Max.
50 MHz
a Hardware interfaces are unique for each cryptography DUT
bHard to implement software control loop and tedious, time-consuming interfacing of different
cryptographic DUTs
cMulti-encryption only with constant or random plaintexts
projects or from personal communication with the projects’ developers. The table
indicates that the three-step approach is flexible enough to rival existing and well-
established solutions offered to the SCA community by Sakura and ChipWhisperer.
9.5 Conclusions
In this book chapter we focused on an important aspect of SCA analysis, evaluation
and leakage assessment, which is the efficient and easy collection of needed SCA
traces. We presented the traditional mechanism for collecting traces from DUT
ubiquitous devices and commented on the drawbacks of this approach. After briefly
describing dominant SCA attack categories and leakage assessment methodologies
in view of their needed number of traces, considering also the high level of trace
noise and possible misalignments that are ever present in ubiquitous devices, we
concluded that the traditional model is not practically useful for ubiquitous systems
SCA evaluation. To further explore the recent SCA trace collection and analysis
landscape, we described the most prominent open source and commercial toolsets,
both research and commercial. Most have shortcomings in terms of controlling
in a flexible and easy manner the DUT to be SCA evaluated, thus giving us the
motivation to propose a three-step trace collection methodology using a design, an
execution, and a trace processing phase. To validate the applicability, efficiency, and
ease-of-use of this proposed approach, we applied it to the FlexLeco project open
source solution, which is highly compatible with our proposal. Using this use case
we managed to easily design experiments and collect results even when we applied
complex design scenarios, like the multi-encryption mode where multiple inputs
are provided on the DUT, multiple traces are collected as one, and the actual single
traces (that are usable for SCA evaluation or leakage assessment) are extracted after
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postprocessing. To conclude, the evaluation of our proposal and the exploration of
the recent toolset landscape indicate that there is a need for a different model for
trace collection. In this model, the trace collection DUT control functionality is
migrated close to the DUT (on a device physically connected to the DUT) and not
on a remote control entity (like a PC).
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Chapter 10
Challenges in Certifying Small-Scale
(IoT) Hardware Random Number
Generators
Darren Hurley-Smith and Julio Hernandez-Castro
Abstract This chapter focuses on the testing and certification of Random Number
Generators (RNG). Statistical testing is required to identify whether sequences
produced by RNG demonstrate non-random characteristics. These can include
structures within their output, repetition of sequences, and any other form of
predictability. Certification of computer security systems draws on such evaluations
to determine whether a given RNG implementation contributes to a secure, robust
security system. Recently, small-scale hardware RNGs have been targeted at IoT
devices, especially those requiring security. This, however, introduces new technical
challenges; low computational resources for post-processing and evaluation of on-
board RNGs being just two examples. Can we rely on the current suite of statistical
tests? What other challenges are encountered when evaluating RNG?
10.1 Introduction
Randomly generated values are sought after for a variety of applications, in which
they are often vital. Cryptographic systems require random values to ensure that
generated keys are unpredictable, making brute force attacks against those keys
unfeasible. Even in the entertainment industry, there is a demand for randomness:
lotteries and games both rely on random number generation to guarantee the fairness
of the game in question.
However, random number generation is a non-trivial task. Deterministic Random
Number Generators (DRNG), also known as Pseudo-Random Number Generators
(PRNG), are incapable of truly random output [514]. PRNG achieve an appropriate
degree of randomness by using an initial seed value to populate a proportionally
far longer sequence of apparently random output. This form of random number
generation is only unpredictable if the seed value remains unknown. To this end,
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most PRNG algorithms are periodically re-seeded from a natural source of entropy.
The primary benefit of PRNGs is that they are usually extremely fast, especially
when compared to the natural entropy sources used to seed them. This makes them
highly attractive for use in computer systems, and in applications requiring high-
volume RNG.
Physical sources of entropy can provide what is referred to as true randomness.
True Random Number Generators (TRNG) use a broad array of different entropy
sources as their key component but share several common characteristics. They
do not require seeding to generate randomness and use a natural phenomenon as
their entropy source. TRNGs can be classified further, as classical or Quantum
Random Number Generators (QRNGs). To simplify matters, TRNG will refer to
classical methods, and QRNG will refer to quantum methods from this point. TRNG
utilize microscopic phenomena that generate statistically random noise signals. The
photoelectric effect and thermal noise are two examples of classical entropy sources.
QRNG operate on similar principles but instead make use of quantum phenomena.
These include photon-counting, using a beam-splitter, or the observation of quantum
shot-noise in MOS/CMOS devices.
All random number generators can be evaluated using statistical test batteries.
Dieharder, Federal Information Processing Standard (FIPS) 140-1/2, and National
Institute of Standards and Technology (NIST) SP800-22 [448] represent the three
most common test batteries used for professional testing of random number gen-
erators. Manufacturers often use such tests to demonstrate the correct functioning
of their products, but they are also used by third-parties to independently verify the
randomness of a device. NIST and Common Criteria [407] provide guidelines and
tests that have been independently developed to ascertain whether an RNG is non-
random. These tests evaluate RNGs by identifying whether there is any observable
bias, structure or predictability in an RNG’s output. It is not possible to identify
randomness, but non-randomness can be detected. Certification schemes make use
of such tests to publicly acknowledge the robustness of computational security
systems. Specific methodologies have been devised to guide and ensure the quality
of these evaluations in the area of RNG validation.
Significant trust is placed in statistical testing to determine whether an RNG
provides sufficiently random output. The aim of this chapter is to demonstrate
that the challenges of statistical testing of randomness are far from solved. We
evaluate a selection of contemporary TRNG to highlight issues in data collection,
test correlation and the overuse of older test batteries to the exclusion of newer tests.
As minuscule, integrated TRNG become more prolific through their use in Internet
of Things (IoT) products, these considerations become all the more important.
The following sections discuss, in order: certification of RNGs and the stan-
dards/testing procedures that apply, the challenges faced during the collection of
data from RNGs, and two sets of experimental results demonstrating issues in the
appropriate selection of statistical tests for RNG evaluation.
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10.2 Certification, Standards, and Testing
Many companies employ their own testing teams, to whom the responsibility of
carrying out company mandated quality control falls. ID Quantique (IDQ) and
NXP are two examples, both of whom perform varying degrees of testing on their
products. In the case of products implementing cryptography, RNG testing is vital
for the validation of the cryptosystem in question. However, in-house testing is
insufficient for certification, with the exception of self-certification (as performed
by IDQ). Testing must be performed by a third-party to ensure impartiality.
NIST is one example of a standards and testing institution. This US institute
concerns itself with the advancement of measurement science, standards and
technology. This body does not conduct testing or reward certificates itself but is
responsible for the publication and impartial development of statistical test suites
for randomness tests. Special Publications (SP) are created to circulate accepted
developments in the field of RNG testing and formal verification of RNG. Of
particular note are SP800-90B [449] and SP800-22 [448]. SP800-90B details
specific tests for the entropy source and final outputs of PRNG and TRNG. SP800-
22 details an extensive test battery suitable for use over PRNG and TRNG (including
QRNG by association with TRNG).
Common Criteria (CC) is an international standard (ISO/IEC 15408). Unlike
the NIST SP documents discussed previously, CC is a broad framework for the
verification of computer security systems [407]. Functionality, construction, and
assurance requirements are the core tenets of the CC. It is important to emphasize
that this is a whole-system-security verification: RNG testing is only part of a larger
verification process. However, it can be argued that RNG validation is a keystone
for the certification of a computer-based security system. If the RNG is incapable of
providing the appropriate output, then it is unlikely that the security system will be
robust to the degree demanded by the CC.
To differentiate between different applications and their security requirements,
the CC has developed the Evaluation Assurance Level (EAL) scheme. These
numbered levels, from 1 to 7, reflect an increasing security requirement. At level 1,
testing is cursory and reports provided by manufacturers are acceptable. As higher
certifications are sought, more third party and design-stage tests by third parties
are required. At levels 5+, spot checks of manufacturing plants and implementation
of security critical systems are performed. NXP produces two CC EAL certified
devices: the DESFire EV1 (EAL4+), and the DESFire EV2 (EAL5+).
The test methodology employed by the CC when testing RNGs is outlined
in AIS-31 [327]. AIS-31 outlines the test methodology for entropy sources in
computer-based security systems [327]. AIS-20 is referred to as the source of
information for recommended tests and parameters for TRNG evaluation. Both
documents have a TRNG focus, as they are aimed at the evaluation of the formal
verification of entropy sources, not the PRNG algorithms that they may seed. As a
result, hardware RNGs are the focus of these documents.
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Table 10.1 Standards applied in the testing of selected RNGs
Cost
Manufacturer Device e Entropy source Certifications/tests
NXP DESFire EV1 0.59 Not disclosed CC EAL4+
NXP DESFire EV2 1.25 Not disclosed CC EAL5+
IDQ Quantis 16M 2900 Beam splitter NIST SP800-22, METAS, CTL
IDQ Quantis 4M 1299 Beam splitter NIST SP800-22, METAS, CTL
IDQ Quantis USB 4M 990 Beam splitter NIST SP800-22, METAS, CTL
Comscire PQ32MU 1211 Shot noise NIST SP800-90B/C
NIST SP800-22
Diehard
Altus Metrum ChaosKey 45 RBSJa FIPS 140-2
aReverse biased semiconductor junction
Table 10.1 shows a selection of RNGs and their associated certifications. CC
EAL, METAS, CTL, and FIPS 140-2 are applicable as certifications from their
respective institutions. NIST SP800-22 indicates that the NIST methodology and
test battery were applied when testing the RNG in question (whether internally or
externally). Any RNG testing process requires a set of statistical tests. One of the
earliest examples of a statistical test battery for randomness is Marsaglia’s Diehard
battery [393]. NIST SP800-22 provides a more expansive series of tests developed
by Rukhin et al. [508]. The NIST battery contains 15 tests, which are evaluated
in terms of uniformity and proportion of p-values for each test. There has been
some criticism of the accuracy of these results. Marton and Suciu observed that
false alarms were common and that more tests that SP800-22 suggests can be failed
by otherwise robust RNGs [396]. NIST itself states that any failure is cause for
further investigation, but does not suggest any specific follow up procedures for
RNG testing. It is implied that further data collection and testing a larger number of
target devices are initial approaches to the problem.
Dieharder is an extension of Diehard, integrating the SP800-22 tests and the
original Diehard tests [116]. This brings the battery up to a total of 30 tests, with 76
variant tests in total. This battery requires a much larger body of test data than its
predecessors. To test a stream of data with no rewinds with every test in the suite,
one must collect 228 GB of data. This is far beyond the recommended parameters
suggested by NIST and CC. A 4 GB sample would rewind 57 times under the same
test conditions. If a sequence of repeats during a single execution of a given test,
type-1 errors may be introduced. The test may report such repetition as a violation
of its definition of randomness, and identify the sequence as non-random, when in
fact it was just insufficiently large. This highlights the importance of appropriate
data collection.
TestU01, developed by L’Ecuyer and Simard, is more of an RNG developer’s
toolbox than test battery [362]. However, it incorporates 5 different test batteries:
Alphabits, Rabbit, Small Crush, Crush, and Big Crush. Each battery has a differing
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number of tests. Alphabits and Rabbit operate over bits, whilst the Crush batteries
operate over floating point numbers between 0 and 1. Alphabits, Rabbit, and Small
Crush complete in minutes over samples of 2 GB in size. Big Crush requires a large
amount of data (or a constant stream of input from the target device) and can take
hours to complete. McCullough et al. identify some potential issues with this tool-
set. Some tests are only able to read 32 bits and are more sensitive to errors in
their most significant bits than their least significant bits [403]. To resolve this, they
suggest that tests are performed over the sequences forwards and backwards. The
issue here is that a test on live data cannot be performed in this manner. This limits
many tests and prevents them from being used as live tests.
Another class of tests exists; continuous tests. These tests are designed to identify
whether there have been hardware failures that lead to corruption or cessation
of the entropy stream. FIPS 140-1/2 are designed with hardware in mind [121].
Both tests suites can be implemented in the circuitry of an RNG, providing a
constant series of results regarding the health and functionality of the device. A core
requirement of any continuous test is that no RNG should output two identical N bit
blocks in succession. If this condition is not met, the device should cease function
immediately and alert the user that it is not performing as expected. However,
this does not detect more subtle flaws. The astute reader may also have deduced
that requiring that no two N bit blocks be identical actually results in reduced
entropy. This has an impact on the legitimacy of such tests when considering that
the definition of an ideal RNG is one that is completely unpredictable. These tests
are likely to be implemented alongside IoT TRNG implementations due to their
efficient implementation in hardware, carrying the previous concerns to millions of
potential devices.
The usage of NIST, Dieharder, TestU01, and other statistical test batteries can
vary between institutions. NIST SP800-22 outlines minimum sample sizes and
Dieharder implies these by rewinding samples if insufficient data is provided.
However, during self-certification, some companies have been found to test small
samples, below the suggested guidelines. This can cast doubt over the validity of
their findings.
10.3 Challenges in Data Collection
For standalone RNG, data collection may be simple. However, there are no official
certifications for standalone RNG. FIPS and CC both certify whole security systems,
not individual elements, so even though RNG testing is key to this process, a
standalone RNG that passes these tests still cannot be certified. Regardless, RNG
testing as a part of whole system certification is a critical consideration. Data
collection from certain integrated RNGs may not be trivial. As IoT devices represent
a whole-system security implementation, they may be certified; RNG evaluation
forms a critical part of any such evaluation process.
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Black-box design is often employed by companies using licensed technology, or
who need to protect their Intellectual Property (IP). This means that schematics of
their security implementation, including RNG, may not be publicly accessible. For
lower EAL awards, such obfuscation of technical detail may extend to inspectors
and CC officials. At higher levels, non-disclosure agreements are required as a part
of the certification contract between the petitioning company and the evaluating
body. Such arrangements are expensive. Inspectors and independent testers have
to be compensated for their times and the cost falls to the company requesting an
evaluation at a given EAL. As a result, self-certification is common.
The speed with which an RNG may be read depends on a great many factors.
In situations where the RNG is fully integrated, there may be additional overheads
such as post-processing, use of a PRNG to clean TRNG output used as an entropy
source, or simply a hard limit on output size and speed. A poignant example of
this is the DESFire EV1 and EV2. These RFID cards do not directly expose their
internal TRNG to the user, requiring that the user extracts random numbers using
the authentication protocol instead. This protocol requires that both the card and
reader exchange random values as part of their authentication handshake [289].
The 16 bytes values transmitted by the card can be collected and stored in a file
for analysis using statistical tests for randomness [288]. This is a time-consuming
procedure, as Table 10.2 shows. To collect 64 MB of data from the DESFire cards,
approximately 12 days were required. The primary bottleneck in this process was
the need to complete the authentication protocol before a second handshake could
be initiated to gather additional 16-byte sequences. Attempting to terminate the
protocol by switching off the reader, thus resetting the card, proved to be even more
time-intensive [288]. This issue is shared by IoT devices, many of which implement
integrated TRNGs.
IoT devices have a plethora of ways in which PRNG and TRNG may be
implemented. The FRDM K64F board implements a TRNG, though the output is
limited to making calls internally for use, or outputting values over an I/O pin in
the form of unsigned integers. Though significantly faster than the EV1 and EV2,
this is still much slower than most standalone TRNGs. The Red Bear Duo does
not implement a local entropy source. An on-board PRNG must be supplied with
off-device entropy, with no checks or continuous tests performed on-device. In a
full-system implementation, such a device can make it difficult to identify where
the flaw in its RNG occurs.
Table 10.2 RNG output
speed of selected devices
Sample size (MB) Mean data rate (bit/s)
DESFire EV1 64 4.93 · 102
DESFire EV2 64 4.90 · 102
Quantis 16M 2100 1.27 · 108
Quantis 4M 2100 3.08 · 107
Quantis USB 4M 2100 3.11 · 107
Comscire PQ32MU 2100 2.48 · 108
ChaosKey 2100 3.07 · 107
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The standalone generators (Quantis, Comscire and ChaosKey entries in
Table 10.2) are substantially faster, making data collection trivial by comparison.
However, this does not mean that samples of appropriate size were tested.
SP800-90B states that an entropy source must provide 1,000,000 bits of sequen-
tial output for testing [449]. Concatenation of smaller sequences is tolerable if
contiguous output to that size is not possible, but is undesirable. 1000 such
sequences must be concatenated, according to NIST guidelines. SP800-22 extends
these requirements by recommending that 100 samples of the aforementioned size
are tested to validate the results [508]. AIS-31 and AIS-20 do not stipulate minimum
sample sizes. John Walker states that, in their default configuration, the Diehard tests
should be run over at least 100 MB of data [568].
With this in mind, the test reports of several TRNG manufacturers can be more
thoroughly analyzed. IDQ states that their Quantis devices pass the Diehard and
NISTSP800-22 batteries with no failure.1 SP800-22 tests were conducted over 1000
samples of 1,000,000 bits in length. A significance level of 1% was maintained
throughout this process. Diehard was used over a single sample of 1 · 109 bits. Our
own tests confirm that IDQ’s report of no failures is true, even for larger samples
(ours were 2.1 GB in size). In this case, IDQ is a good example of a test protocol
that is in line with the recommendations of test developers.
Comscire’s PQ32MU, a QRNG that uses shot-noise as an entropy source, is a
different story. Their NIST-Diehard report2 shows that the number of tests has been
reduced. The reduced sample size is one issue, but reducing the number of tests
can result in the loss of certain capabilities. Unless the removed tests are wholly
redundant, it is likely that their removal will impact the capability of the battery to
detect certain types of non-randomness. The insufficient sample size is cited as the
reason for excluding those tests. Comscire only tests this QRNG using 2 samples;
one of 8 · 107 bits and another of 1 · 106 bits. This is drastically below the suggested
sample size for Diehard. Even though these samples meet the requirements of NIST
SP800-90B in the most basic sense, they still fall short of SP800-22’s additional
recommendations requiring the testing of at least 100 samples. Considering the ease
with which samples can be generated from standalone RNGs such as these, it is
surprising that a more robust test process is not used.
10.4 Appropriate Selection of Tests
The correlation between tests in a battery, and as a whole if the evaluation
methodology involves multiple test batteries, must be considered. Statistical tests
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Fig. 10.1 Example of Ent default output in byte mode [272]
batteries are intended to mitigate this issue by providing many statistical tests that
evaluate different aspects of the target RNG, providing a broader analysis.
Hernandez-Castro et al. identify a degree of correlation between tests in the Ent
battery. The Ent battery is a simple set of tests included in most Linux distributions
as a simple statistical testing tool [568]. Ent includes tests for estimated entropy,
compression, χ2, arithmetic mean, Monte Carlo π , and serial correlation. Bit and
byte level tests can be run over target sequences. Figure 10.1 shows the output of
the Ubuntu 16.04 Ent utility in byte mode.
By degenerating an initially random sequence using a genetic algorithm, Her-
nandez-Castro et al. were able to observe the test results of Ent as the sequence
slowly became more ordered and predictable [272]. The results demonstrate that
many of the Ent tests have a degree of correlation. Entropy and compression tests
analyze the same general attributes, both performing linear transformation and
ceiling operations on a sequence. The χ2 and excess statistics provided by the χ2
test are also closely correlated. The conclusion of the paper recommends that the
excess and compression statistics should be discarded.
Soto et al. explore the degree of correlation between tests in the NIST SP800-22
battery. Their work finds that the range of attributes evaluated by SP800-22 may
be insufficient to recognize issues [538]. TRNG and QRNG are particular issues,
as many examples of these RNGs have been developed since the development
of SP800-22. Soto describes the independence of tests in this battery as an open
problem.
Turan et al. provide a more recent analysis of SP800-22. Their work finds that
the frequency, overlapping template (input template 111), longest run of ones,
random walk height, and maximum order complexity tests produce correlated
statistics [560]. This issue is most evident when using small samples or block
sizes. Georgescu et al. build on Turan’s work, identifying and examining the
open problems in SP800-22 test correlation. The sample size is found to have a
significant effect on the correlations between tests. The correlations identified by
Turan et al. are confirmed, and their relationship with sample size explored in
greater depth [226]. Such results demonstrate that every element of an RNG test
methodology must be carefully examined to ensure a meaningful and unbiased
result. Georgescu et al. conclude by stating that better tests than those implemented
in SP800-22 may exist, as that battery is now quite old.
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Researchers have commented on the ambiguity of SP800-22’s hypothesis and
statistical output, stating that more descriptive test output is required. Zhu et al.
propose a Q-value, computed using test statistics prior to their consolidation to p-
values [601]. The proposed statistic is more sensitive to total variation distance
and Kullback-Leiber divergence. This overcomes some of the issues caused by
correlations between the non-χ2 level 2 tests of SP800-22 [601].
Dieharder implements many of the SP800-22 tests. As a result, it shares many of
the criticisms levelled at SP800-22 [206]. TestU01 is a more recent battery aimed at
allowing researchers to develop and evaluate their own RNGs, especially TRNGs.
There is little critical literature regarding this battery at present, so the independence
of tests in TestU01 is an open question at this time. Turan et al. comment on the
presence of some tests that they have found to be correlated being implemented in
the Crush batteries of TestU01 [560].
The diversity of a test methodology is related to, but separate from, the
independence of tests. Where independence is a measure of how related the results
from a set of tests may be, diversity is a measure of how many methods of evaluation
are used in the analysis of an RNG. A common observation is that the isolated use
of p-values is insufficient to fully characterize the randomness (or lack thereof) of a
sequence. Research by Hurley-Smith et al. explores TRNG and QRNG in detail to
identify flaws that were not detected by the most commonly used test batteries. In
these analyses, test correlation and diversity are key topics.
10.4.1 Randomness Testing Under Data Collection
Constraints: Analyzing the DESFire EV1
The first of these in-depth analyses was conducted over the Mifare DESFire EV1,
an RFID card produced by NXP [379]. The DESFire EV1 is used as a part of the
Transport for London (TfL) Oyster card scheme, as well as other loyalty and e-
wallet schemes throughout Europe. As a device that can store cash value, it requires
robust security to foster trust among vendors and users. The EV1 has achieved an
EAL4+ certification, based on its full security implementation.
Table 10.3 shows the Dieharder results for 3 DESFire EV1 cards. As mentioned
previously, data collection from the EV1 is challenging, requiring 12 days to obtain
64 MB of data. As a result, this was the largest amount of data able to be collected. A
total of 100 cards were tested, with all 100 passing. The 3 cards shown in this table
show the p-values reported by the Dieharder tests for all tests that can be performed
on 64 MB of data without rewinds.
Card 3 shows a single failure of the Dieharder battery, for the count the ones test.
However, this was not reproduced by any other card that was tested. Therefore, it is
reasonable to conclude that the Dieharder battery does not identify any significant
degree of non-randomness in the tested sequences.
Table 10.4 shows the pass rates for NIST tests. All SP800-22 tests were used
over the EV1 samples we collected.
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Table 10.3 Dieharder results [289]
Test Card 1 Card 2 Card 3
Birthday spacings 0.18194520 0.61105583 0.78263630
Overlapping permutations 0.38044164 0.58693289 0.44201308
32 × 32 Binary rank 0.42920693 0.23409500 0.55699838
6 × 8 Binary rank 0.31311490 0.32387215 0.66137580
Bitstream 0.97724174 0.18743536 0.59532464
Count the 1’s (stream) 0.17108396 0.74984724 0.87214241
Count the 1’s (byte) 0.65870385 0.01287807 0.00020194
Parking lot 0.18078043 0.24200626 0.38128677
Minimum distance (2d sphere) 0.76328000 0.95091635 0.34980807
3d sphere (minimum distance) 0.23871272 0.20826216 0.39340851
Squeeze 0.62598919 0.08843989 0.77057749
Runs 0.99778832 0.62043244 0.90550208
0.44719093 0.91228597 0.04870531
Craps 0.54077256 0.92769962 0.91803037
0.57614807 0.94245583 0.95209393
The bold values indicate those tests which fail, but such a degree that they are well outside the
bounds of confidence established by NIST (or in the case of Ent, our extrapolation of the NIST
SP800-22 confidence bound of a = 0.01)
Table 10.4 NIST SP800-22
results [289]
Test Card 1 Card 2 Card 3
Frequency 198/200 200/200 197/200
Block frequency 196/200 199/200 194/200
Cumulative sums 2/2 2/2 2/2
Longest run 196/200 198/200 198/200
Rank 198/200 199/200 197/200
FFT 197/200 199/200 198/200
Non-overlapping template 147/148 148/148 148/148
Overlapping template 198/200 198/200 198/200
Universal 198/200 198/200 198/200
Approximate entropy 197/200 198/200 196/200
Random excursions 8/8 8/8 8/8
Random excursions variant 18/18 18/18 18/18
Serial 2/2 2/2 2/2
Linear complexity 199/200 197/200 199/200
The bold values indicate those tests which fail, but such a
degree that they are well outside the bounds of confidence
established by NIST (or in the case of Ent, our extrapolation
of the NIST SP800-22 confidence bound of a = 0.01)
Cards 1 and 3 both show some borderline results, notably in the Runs and Non-
overlapping template tests. However, the majority of cards (98 of 100) passed this
battery. This was a cause for concern: any failure is a cause for further investigation
as stated by SP800-90B. As a result, further analysis was deemed necessary, and the
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Table 10.5 Mifare DESFire EV1 ENT results for 64 MB of TRNG output [289]
Card 1 Card 2 Card 3 Optimal
Entropy 7.999969 7.999989 7.999972 8
Optimal compress. 0 0 0 0
χ2 2709.10 973.07 2470.32 256
Arith. mean 127.492921 127.500582 127.5006 127.5
Monte Carlo π est. 3.14167 3.142019 3.141909 3.14159
S. correlation 0.000008 0.000045 0.000093 0.0
The bold values indicate those tests which fail, but such a degree that they are well outside the
bounds of confidence established by NIST (or in the case of Ent, our extrapolation of the NIST
SP800-22 confidence bound of a = 0.01)
humble ENT battery was used as a starting point for a more generalized approach
to our EV1 TRNG evaluation.
Considering Hernandez-Castro et al.’s work on the independent of Ent tests, the
compression and excess statistics should be discarded. However, the full results
of the Ent battery over 3 EV1 cards are shown in Table 10.5 for the sake of
completeness.
All tests are passed, with the exception of the χ2 test. For the 3 64-MB samples
shown in Table 10.5, the χ2 statistic is exceptionally poor. By comparison, a
sequence that passes this test should have a χ2 statistic of between 220 and 305.
Even at a sample size of 1 MB, 100 DESFire EV1 cards failed this test. These results
show that the values in the tested sequences are not uniformly distributed: there is
a bias towards some byte values and away from others. Considering that the χ2 test
is such a trivial (and widely used) test of the distribution of values in a sequence, it
is surprising that it would highlight issues in the output of the EV1’s TRNG while
Dieharder and NIST SP800-22 do not.
Non-uniform distribution of bytes is not an automatic indicator of non-
randomness. It is not a good indicator of randomness, but it is also possible for
a true source of randomness to produce a slightly biased sequence. However, as per
the guidelines of AIS-20 and SP800-90B, a TRNG should provide an output that is
functionally equivalent to that of a cryptographic PRNG. As a result, non-uniform
byte distribution is a concern. The fact that there is bias is an important observation,
but more important is the analysis of that bias.
Figure 10.2 provides a deeper examination of how bias is expressed by the TRNG
output of 100 DESFire EV1 cards. Figure 10.2a shows the mean bias of 100 1-
MB samples. The extreme deviation from the expected distribution of values is
apparent in the square-wave of the plot. The expected distribution should result in
a noisy, relatively evenly distributed set of byte values. A bias in the order of 10−5
is observed, with an almost evenly distributed bias among values that are deviated
above or below the normal. To be precise, 127 values are biased above the normal,
and 129 are biased below the normal.
Figure 10.2b refines the observations of the previous graph. Fourier approxi-
mation of the bias reveals that the distribution of byte values has a period (w) of
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Fig. 10.2 Analysis of DESFire EV1 bias [289]. (a) Mean bias of 100 1-MB samples. (b) Mean
Fourier approx. of 1 MB samples. (c) Mask test results. (d) χ2 scores for 100 1-MB samples
−31.9918. This results in 8 oscillations throughout the 256 possible byte values,
with a shift across the normal, observed every 32 values (approximately). Statistical
analysis of the possible distribution of bits within these byte values shows that the
under-occurrence of a specific bit-sequence can result in this very particular form of
bias.
Figure 10.2c provides the results of a so-called mask test. The purpose of this test
is to XOR each byte of a sequence with an 8-bit sequence, ranging from 0000000
through all intervening values to 11111111. The sum of all sequences that resolve to
zero after the XOR operation records the occurrence of that bit-sequence throughout
a sample. This graph shows the composite of 100 1-MB sequences tested in this
manner. It is immediately apparent that there’s a significant deviation from the
normal for mask 00011000. For all cards, and for both 64 and 1 MB samples, this
bias was observed. Following our responsible disclosure to NXP, it was suggested
that this bias may be caused by an incorrectly implemented whitening-function: a
function usually intended to remove bias from TRNG output.
Figure 10.2d shows the distribution of the χ2 statistic for 100 1-MB EV1
samples. The statistics are proportionally lower than those seen for the 64 MB
samples (Table 10.5). This is because sample size has a direct effect on the
expression of bias within a sequence. Early experiments conducted by Hurley-
Smith et al. demonstrated that the bias of the DESFire EV1 could not be observed
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at sample sizes smaller than 7.5 KB [288, 289]. This emphasizes the point made
in Sect. 3 regarding data collection. The amount of data collected needs to meet a
minimum size to reliably identify issues in the RNGs being tested. This minimum
threshold is test-specific, requiring that the highest minimum sample size is
identified by analysts prior to conducting an evaluation of an RNG. Furthermore,
these experiments showed that even well-respected, proven statistical test batteries
such as Dieharder and NIST SP800-22 were unable to identify the issue with the
DESFire EV1. It is clear that it is possible to design a TRNG to pass these tests,
but is it wise to rely on tests that can be designed for? Does designing to meet the
finite and narrow requirements of Dieharder and NIST SP800-22 actually provide
any guarantees of randomness? We argue that it does not.
10.4.2 Identifying Issues with Quantum Random Number
Generators
The EV1 experiments provided an introduction to issues in using well-established
statistical tests to identify non-randomness in TRNG. QRNGs are currently too
large for RFID card or IoT device implementations, but miniaturization of quantum
entropy sources is proceeding quickly, and proposals for IoT-scale QRNG have
already been published. However, there are several open problems with the current
generation of QRNGs and their evaluation.
Even when sample collection is not a problem, there can be issues. IDQ’s Quantis
range of QRNGs is based on an optical quantum source of entropy (a beam splitter).
Comscire produces a rival product, the PQ32MU, which uses quantum shot-noise as
its entropy source. Both companies provide multiple models of QRNG with varying
speeds, all with appropriate statistical test results associated with their devices.
As previously discussed, IDQ provides a relatively robust test report, though it is
limited to Diehard and NIST SP800-22 tests. Comscire uses few and small samples,
with a smaller number of tests, limiting the rigor of its test process significantly.
None of the devices tested as a part of this work were validated using the AIS-
31 methodology, nor were they certified (as there are no official certifications for
standalone RNGs).
Data collection is not an issue from these devices, the Quantis devices provide
data at a rate of 4 or 16 Mb/s, whiles the PQ32MU has an output speed of 32 Mb/s.
As a result, collecting large amounts of data is trivial. A key difference in these two
brands is that the Quantis generators do not implement on-board post-processing
to remove bias, whilst the PQ32MU is an all-in-one product with post-processing
performed on-device.
Table 10.6 shows the results for the EV1, Quantis generators and PQ32MU. Both
raw and post-processed Quantis output is shown. EV1 data is tested for 64 MB
samples over 100 cards. Quantis and Comscire QRNGs are tested over 100 2.1 GB
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Table 10.6 Dieharder, NIST and TestU01 results
Samples Dieharder NIST SP800-22 Alphabits Rabbit Small crush Crush
Device # passed passed passed passed passed passed
DESFire EV1 100 100 98 0 0 – –
Quantis 16M 100 100 100 54 60 93 47
Post 16M 100 100 100 95 87 91 82
Quantis 4M 100 100 100 3 7 91 3
Post 4M 100 100 100 91 82 93 86
Quantis USB 100 100 100 3 21 89 3
Post USB 100 100 100 90 81 97 80
Comscire
PQ32MU
100 100 100 91 86 93 84
samples collected from one of each type of device. Ideally, more devices would be
tested, but the cost was a limiting factor (the cheapest device, a 4M, costs e900).
All devices pass Dieharder, while all but 2 EV1’s pass the SP800-22 tests. The
TestU01 toolkit has been used, with 4 of its statistical test batteries used to evaluate
all tested devices, including the EV1. Due to the sample size requirements of the
Crush tests, EV1 data has not been tested for either Crush test. Immediately, the
EV1 shows critical issues, failing the Alphabits and Rabbit batteries. The average
failure rate is 1 of 4 tests for Alphabits, and 5 of 16 tests for Rabbit. This shows
how the simple addition of a new test battery can instantly reveal weaknesses that
the better-known batteries cannot identify.
Raw Quantis samples, especially those of the 4M and its USB variant, also
perform very poorly on Alphabits and Rabbit. They also perform very poorly in
Crush, but a significant number of samples pass the Small Crush tests. This could be
because the Small Crush battery has many tests in common with SP800-22, leading
to a correlation between the results. Post-processing cleans up many of these issues,
but not completely. Most notably, Alphabits, Rabbit and Crush test results improve
dramatically, with the most drastic change being the jump from 3 passed tests for
the 4M under Alphabits, to 91 passes. This shows that appropriate use of a QRNG is
yet another factor to consider: improper use of a device may not be identified by the
more well-known test batteries and incorrect configuration can be as damaging as
any other form of non-randomness. The Comscire PQ32MU performs well on most
tests but struggles with the Rabbit and Crush tests.
Table 10.7 shows the results of Ent for the QRNG. DESFire results are not shown
to avoid repetition. A summary of the 100 samples tested shows that Post-processed
Quantis data, and the PQ32MU, passes the χ2 and serial correlation tests with
no issues. All devices pass the other tests, hence their omission from this table.
However, the raw Quantis data fails the χ2 test dramatically. Furthermore, the 4M
and its USB variant perform quite poorly on the serial correlation test at the bit
level. This emphasizes the need to test sequences across multiple block sizes to
identify issues that may occur at lower or higher orders of output. Unlike the EV1,
raw Quantis data does not provide an easily identifiable or consistent bias across
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Table 10.7 ENT results
Bytes Bits
Samples χ2 Serial corr. χ2 Serial corr.
Device # passed passed passed passed
Quantis 16M 100 10 99 0 100
Post 16M 100 100 96 100 96
Quantis 4M 100 0 99 0 49
Post 4M 100 100 99 100 100
Quantis USB 100 0 92 0 81
Post USB 100 100 94 100 100
Comscire PQ32MU 100 100 99 100 100
samples. The bias appears to drift between samples, with the only constant being a
tendency to express a 10−6 bias above the normal for byte values 0–5. Even this is
not a representative trend, with only 38% of samples showing this particular trait.
Figure 10.3 shows the χ2 statistics for raw Quantis samples from all the 16M and
4M devices. The results for the Quantis USB are omitted, as the USB is effectively
a 4M in different packaging and provides similar results.
The 16M (a) fails the χ2 test for 90 of its samples. The mean statistic for the 16M
is approximately 350. This is above the acceptable maximum threshold for this test.
The 4M is significantly worse, with a mean statistic of 506. Unlike the 16M, the
4M shows no passes at all (the USB reports similar results). In fact, the minimum
statistic for the 4M was 407. This is significantly above the maximum threshold for
the χ2 test.
The experiments conducted over these QRNGs show that established tests do
not always identify issues that more recent (or just less well-known) tests highlight.
The TestU01 battery reinforces the results of the Ent test, by providing a wider
variety of more sophisticated tests that prove that there are issues beyond simple
deviation from the normal distribution of values at the byte and bit level. As TestU01
is designed to provide the tools to test TRNG, this battery would ideally be made
a mandatory recommendation for TRNG and QRNG testing. Dieharder and NIST
SP800-22 will remain in use, as they are effective at identifying egregious issues
with RNG output, but the extension of the minimum recommended number of tests
is very much needed at this time. Post-processed and raw data should be tested and
the results clearly marked to show users how the improper configuration of software
post-processing can be identified and resolved. One should also consider that if
IoT QRNGs are sought-after, how does one implement a post-processing algorithm
(which are known for their high memory requirements) in such a small package?
Resource limitations may prevent effective post-processing of QRNG output, the
consequences of which are made clear in the preceding work.
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Fig. 10.3 Distribution of χ2 scores for Quantis devices. (a) 16M. (b) 4M
10.5 Conclusion
There are many complex issues to consider when evaluating RNGs for use in
security systems. Device specifications, the use of off-device entropy pools, post-
processing, and output speed are all critical to the evaluation process. Each element
should be tested in isolation, but only the whole device may be certified, leading
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to issues when considering black-box design philosophy and resource-constrained
devices.
The DESFire EV1 has been found to output biased values from its TRNG, but this
does not necessarily mean that the RNG itself is at fault. Subsequent work with the
EV2 has found no issues with its RNG. Combined with conversations with NXP’s
engineers, this indicates that the issue may instead be in the whitening function
employed to remove bias from the raw TRNG output. The EV1 results highlight two
key issues; the role of black box design in complicating the evaluation process, and
the quality control challenges facing small-scale robust TRNGs. Quantis QRNGs
also require post-processing, as demonstrated by the exceptionally poor results
shown by raw data over a variety of statistical tests. Rigorous testing of RNG with
multiple input and processing dependencies should require results demonstrating
the performance of both raw and processed output of such devices. This will aid in
the identification of implementation errors.
Reliance on Dieharder and NIST SP800-22 cannot continue to the exclusion
of new tests, such as those employed by TestU01. There is a wealth of academic
literature on the subject of statistical tests of randomness and efforts must be made
to identify which of these will provide the next wave of reliable tests of randomness.
Finally, it is important to consider how tests may be evaded by manipulation of
RNG output; future work will focus on how some simple manipulations result in
predictable data that passes current statistical tests of randomness.
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Chapter 11
Finding Software Bugs in Embedded
Devices
Aurélien Francillon, Sam L. Thomas, and Andrei Costin
Abstract The goal of this chapter is to introduce the reader to the domain of bug
discovery in embedded systems which are at the core of the Internet of Things.
Embedded software has a number of particularities which makes it slightly different
to general purpose software. In particular, embedded devices are more exposed to
software attacks but have lower defense levels and are often left unattended. At the
same time, analyzing their security is more difficult because they are very “opaque”,
while the execution of custom and embedded software is often entangled with the
hardware and peripherals. These differences have an impact on our ability to find
software bugs in such systems. This chapter discusses how software vulnerabilities
can be identified, at different stages of the software life-cycle, for example during
development, during integration of the different components, during testing, during
the deployment of the device, or in the field by third parties.
11.1 The Challenges of Embedded Devices and Software
We argue that the problem of embedded software security is due to multiple factors,
including a systematic lack of transparency, control, and resistance to attacks. A
particular way to improve this is to analyze the software of these devices, with the
particular goal of identifying software vulnerabilities in order to correct them as
early as possible.
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11.1.1 Lack of Transparency
Today, many smart devices are compromised during massive attacks, and may be
abused to form large botnets (networks of compromised devices). Record-high
Distributed Denial of Service (DDoS) attacks (i.e., network flooding) reportedly
generated between 620 Gbps and 1 Tbps of traffic [241, 344]. These DDoS attacks
were reported to use several hundred thousand compromised embedded/smart
devices, comprising dozens of different models of Commercial Off-The-Shelf
(COTS) products like IP/CCTV cameras and home routers. Most of those devices
were compromised using default or hard-coded credentials set by the manufac-
turer [345]. Malware running on such devices has complete control over the traffic
that is generated, and most smart devices do not embed any infection detection or
prevention mechanism. Worse yet, the users or owners of the device are often not
aware of the problem, and unable to solve it. In fact, devices are not designed to
be inspected and modified by end-users (e.g., to perform forensics as discussed in
Chap. 13).
11.1.2 Lack of Control
Another important problem is that smart devices are generally provided as a fixed
software (i.e., firmware) and hardware platform, often tied to a cloud service
and bundled together as a closed system that the user has little control over. An
example of the negative consequences of this customer lock-out is the Revolv smart
thermostat. Revolv’s manufacturer was acquired by its competitor Nest, and after a
year Nest stopped the cloud service, rendering the Revolv thermostats installed in
homes impossible to use [271]. Users often have no choice regarding which software
the device should run, or which cloud service to use, or what the device should do.
Choosing, installing and using alternative software for such devices is difficult, if
not impossible, often due to the single-purpose nature of the hardware and software
design, the lack of public documentation, in addition to any anti-tampering measures
imposed by the manufacturer.
11.1.3 Lack of Resistance to Attacks
In practice, Internet scanning botnets are active enough that some devices will be
compromised within a few minutes after being connected to the Internet [344]. To be
considered trustworthy, devices need to have a certain level of resistance to attacks.
This is astonishing, because in essence many of the recurring security issues with
smart devices have already been “solved” for many years. If vulnerabilities and
corresponding attack situations could ultimately be avoided, it is important to ask
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who is responsible for the damage caused by compromised smart devices, beyond
the malware author. The device owner may be legally responsible, but often the end-
user does not have any means to detect or prevent such compromises, or to apply
a secure configuration. On the other hand, the manufacturers currently often have
no legal liability, and thus no incentive (e.g., economic, legal) to prevent a potential
vulnerability and compromise.
11.1.4 Organization of This Chapter
Solving these problems requires analyzing the software and firmware for the
embedded devices, and identifying and fixing their vulnerabilities. This chapter
describes the possible steps to systematically and consistently achieve this goal.
We first provide a classification of embedded systems that is well adapted to their
analysis. We then describe the possible steps for their analysis. We start with
ways to obtain the software to analyze, which is often a challenge in itself for
embedded devices. We then describe how to perform static analysis on the firmware
packages obtained, which has many advantages such as speed and scalability. We
then describe techniques which can be used to dynamically analyze the firmware,
which in contrast to static analysis has the advantage of larger code coverage and
lower false positive rates.
11.1.5 Classification of Embedded Systems
A general definition of embedded systems is hard to establish [261]. However,
two widely accepted differences separate embedded devices from modern general-
purpose computers, such as ordinary desktop PCs or smartphones, namely: (a)
they are designed to fulfill a specific purpose, and (b) they heavily interact with
the physical world via peripherals. The aforementioned two criteria cover a wide
variety of devices, ranging from hard-disk controllers to home routers, from digital
cameras to Programmable Logic Controllers (PLCs). These families can be further
classified according to several aspects, such as their actual computing power [171],
the extent to which they interact with their computing and physical environment,
their field of usage, or the timing constraints imposed on them.
Unfortunately, these classifications tell us very little about the type of security
mechanisms that are available on a given device. Muench et al. [430] classifies
embedded systems according to the type of operating system (OS) they use. While
the operating system is certainly not the only source of security features, it provides
several security primitives, handles recovery from faulty states, and often serves as a
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building block for additional and more complex security mechanisms. We therefore
classify embedded devices using the following taxonomy:
Type-0: Multipurpose / non-embedded systems.
We use Type-0 in order to reference traditional general-purpose sys-
tems.
Type-I: General purpose OS-based devices (e.g., Linux-based).
The Linux OS kernel is widely used in the embedded world. How-
ever, in comparison to the traditional GNU/Linux found on desktops
and servers, embedded systems typically follow more minimalist
approaches. For example, a very common configuration that can be
found in consumer-oriented products as well as in Industrial Control
Systems (ICS) is based on the Linux kernel coupled with BusyBox
and uClibc.
Type-II: Embedded OS-based devices.
These dedicated operating systems targeted at embedded devices sys-
tems are particularly suitable for devices with low computation power,
which is typically enforced on embedded systems for cost reasons.
Operating systems such as uClinux or FreeRTOS are suitable for
systems without a Memory Management Unit (MMU) and are usually
adopted on single-purpose user electronics, such as IP cameras, DVD
players and Set-Top Boxes (STB).
Type-III: Devices without OS-Abstraction.
These devices adopt a so called “monolithic firmware”, whose opera-
tion is typically based on a single control loop and interrupts triggered
by the peripherals in order to handle external events. Monolithic
firmware can be found in a large variety of controllers of hardware
components, such as CD-readers, WiFi-cards or GPS-dongles.
11.2 Obtaining Firmware and Its Components
Even though complete black box analysis of embedded devices is possible to some
degree and in certain situations, obtaining the firmware significantly helps and
makes more advanced analyses possible. There are two main ways to obtain the
firmware for a given device—as a firmware package (e.g., online, support media)
and through extraction from the device itself.
11.2.1 Collecting Firmware Packages
The environments in which embedded systems are deployed are heterogeneous,
spanning a variety of devices, vendors, CPU/hardware architectures, instruction
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sets, operating systems, and custom components. This makes the task of compiling
a representative and balanced dataset of firmware packages a difficult problem to
solve. The lack of centralized points of collection, such as the ones provided by
software/app marketplaces, antivirus vendors, or public sandboxes in the malware
analysis field, makes it difficult for researchers to gather large and well triaged
datasets. Firmware often needs to be downloaded from vendor Web pages and FTP
sites, and it is not always simple, even for a human, to tell whether or not two
firmware packages are for the same physical device.
One challenge often encountered in firmware analysis and reverse engineering
processes is the difficulty of reliably extracting meta-data from a firmware package.
This meta-data might include, the device’s vendor, its product code and purpose, its
firmware version, or its processor architecture, among countless other details.
11.2.2 Extracting Firmware from Devices
Obtaining the firmware from an online repository as a firmware package is conve-
nient and thus preferred, however it is not always possible. First, the firmware may
not be available, e.g., because there is no update yet, nor one planned. Sometimes the
firmware is only distributed through authorized and qualified maintenance agents,
e.g., in case of industrial or critical systems. It is also common that the firmware
is not distributed at all in an attempt to prevent counterfeit products, reverse
engineering of the software or protecting its security.
In such cases the best (and sometimes the only) solution is to extract the firmware
from the device itself. There are multiple possible ways to approach this ([529]
and [564] provide a detailed overview of the process), each approach having its
own set of benefits and issues. In the simplest case, the firmware can be extracted
by connecting to a debug interface (e.g., JTAG, and serial ports such as UART,
SPI, I2C). It is important to note that JTAG is a low level protocol and many
different mechanisms can be implemented on top of it. Debug mechanisms allow
dumping some memories (e.g., ROM, RAM or Flash memories behind a Flash
controller), but not necessarily others. When Flash memory is soldered onto a
Printed Circuit Board (PCB) and is independent from the processor, it is possible to
de-solder it and extract its contents using a Flash programmer/reader. Unfortunately,
the variety of Flash memory standards, types and pinouts is huge. One can design
their own Flash chip adapter for reading and dumping the memory contents (e.g.,
code, data) [75]. However, some cheap universal programmers may be sufficient for
dumping sufficiently many models of Flash memories [38]. Finally, the advanced
Flash programmers support even hundreds of thousands of different Flash memory
models [198].
However, when the device is a Flash microcontroller, the Flash memory is
integrated within the microcontroller and is typically not directly accessible. In
such cases, the microcontrollers themselves provide mechanisms to access Flash
memory areas, but often such mechanisms come with some Flash area protection
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mechanisms, which are often arbitrary and microcontroller specific. Such protection
mechanisms can sometimes be bypassed due to vulnerabilities in the implementa-
tion of the protections themselves [447, 556]. However, such attacks may not always
succeed, and one may be left with using more costly invasive hardware attacks
such as Linear Code Extraction (LCE) [549] or direct memory readout using a
microscope [158] as the only option available.
11.2.3 Unpacking Firmware
The next step towards the analysis of a firmware package is to unpack and extract
the files or resources it contains. The output of this phase largely depends on the
type of firmware, as well as the unpacking and extraction tools employed. In some
examples, executable code and resources (such as graphics files or HTML code)
might be embedded directly into a binary blob that is designed to be directly copied
into memory by a bootloader and then executed. Some other firmware packages
are distributed in a compressed and obfuscated package which contains a block-
by-block image copy of the Flash memory. Such an image may consist of several
partitions containing a bootloader, a kernel, a file system, or any combination of
these.
11.2.4 Firmware Unpacking Frameworks
The main tools to unpack arbitrary firmware packages are: binwalk [263],
FRAK [161], Binary Analysis Toolkit (BAT) [558] and Firmware.RE [155]
(Table 11.1 compares the performance of each framework):
• Binwalk is perhaps the best known and most used firmware unpacking tool
developed by Craig Heffner [263]. It uses pattern matching to locate and carve
files from a binary blob. Additionally, it also extracts some meta-data such as
license strings.
• FRAK is an unpacking toolkit first presented by Cui et al. [162]. It reportedly1
supports a limited number of device vendors and models, such as HP printers
and Multi-Function Peripherals (MFP).
• The Binary Analysis Toolkit (BAT), formerly known as GPLtool, was originally
designed by Armijn Hemel and Tjaldur software in order to detect GPL license
violations [269, 558]. To do so, it recursively extracts files from a binary blob
and matches strings with a database of known strings from GPL projects and
licenses. BAT also supports file carving similar to binwalk, as well as a very
flexible plugin-oriented extension interface.
1Even though the authors mention that the tool would be made publicly available, it has yet to be
released.
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Table 11.1 Comparison of the unpacking performance of Binwalk, BAT, FRAK and
Firmware.RE on a few example firmware packages (according to [155])
Device Vendor OS Binwalk BAT FRAK Firmware.RE
PC Intel BIOS ✗ ✗ ✗ ✗
Camera STL Linux ✗ ✓ ✗ ✓
Router Bintec – ✗ ✗ ✗ ✗
ADSL gateway Zyxel ZynOS ✓ ✓ ✗ ✓
PLC Siemens – ✓ ✓ ✗ ✓
DSLAM – – ✓ ✓ ✗ ✓
PC Intel BIOS ✓ ✓ ✗ ✓
ISDN server Planet – ✓ ✓ ✗ ✓
Voip Asotel Vxworks ✓ ✓ ✗ ✓
Modem – – ✗ ✗ ✗ ✓
Home automation Belkin Linux ✗ ✗ ✗ ✓
55% 64% 0% 82%
• Firmware.RE [155] extends BAT with additional unpacking methods and specific
analyses to perform automated large-scale analyses. When released, it achieved
a lower false positive rate when unpacking firmware compared to binwalk.
11.2.5 Modifying and Repacking Firmware
Modifying and repacking a firmware could be one optional step during the analysis
of the firmware and device security. The modifications could be performed either
at the level of the entire firmware package, or at the level of individually unpacked
files (that are finally repacked back into a firmware package). Such a step could be
useful in testing several things. First, it can check whether a particular firmware has
error, modification and authenticity checks for new versions of firmware. If such
checks are missing or improperly implemented, the firmware update mechanism
can then be used as an attack vector, or as a way to perform further analysis
of the system [57, 162]. Second, it can be used to augment the firmware with
additional security-related functionality, such as exploits, benign malware and more
advanced analysis tools. For example, this could be useful when there are no
other ways to deliver an exploit (e.g., non-network local exploits such as kernel
privilege escalation), or provide some (partial) form of introspection into the running
device/firmware [163].
The firmware-mod-kit tool [262] is perhaps the most well-known (and pos-
sibly among the very few) firmware modification tools. Unfortunately, it supports a
limited number of firmware formats, and while it can be extended to support more
formats, to do so requires substantial manual effort. Further, for some formats it
relies on external tools to perform some of the repacking. These tools are developed
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and maintained by different persons or entities in different shapes and forms, thus
there is no uniform way to modify and repack firmware packages.
11.3 Static Firmware Analysis
Once the code is extracted further analysis can be performed. There are two main
classes of analysis that can be preformed on a generic computing system—static
analysis and dynamic analysis. In principle, the distinction between the two is
easy: in static analysis the code is analyzed without executing it, but instead only
reasoning about it, while in the dynamic setting the analysis is performed on the
code while it is executed. With more advanced analysis techniques, however, this
frontier is slightly blurred. For example, symbolic execution allows one to analyze
software by considering some variables to have an unknown value (i.e., they are
unconstrained). Symbolic execution is sometimes considered static analysis and
at other times dynamic analysis. In this section, we will first describe simple
static analysis which can be efficiently performed on firmware packages, then we
will discuss more advanced static analysis approaches. Finally, we will cover the
limitations of static analysis and in the next section focus on the dynamic analysis
on firmware packages.
11.3.1 Simple Static Analysis on Firmware Packages
11.3.1.1 Configuration Analysis
For a large majority of complex embedded devices (i.e., those of Type-I as described
in Sect. 11.1.5), while service configuration is stored within the file-system of the
device, user-configurable information is often stored elsewhere—within a region of
memory called Non-Volatile Random Access Memory (NVRAM) which retains its
state between power cycles (similar to Flash memory in some ways). Many devices
treat NVRAM as a key-value store and include utilities such as nvram-get and
nvram-set, as well as dedicated libraries to get and set values stored there. On
a router, for example, the current Wi-Fi passphrase and web-based configuration
interface credentials, will often be stored within the NVRAM, which will be queried
by software in order to facilitate the authentication of the device and its services.
All other device configuration, without performing a firmware upgrade, will be
static. As a result of this, any, e.g., hard-coded passwords or certificates (as noted
in [151]), can be leveraged by an adversary to compromise a device. To this end,
Costin et al. [155] show many instances where devices are configured with user
accounts and passwords that are weak, missing entirely, or stored in plain-text.
Therefore, a first step in static analysis of firmware is to examine the configuration
of its services: to check for improperly configured services, e.g., due to use of
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mount -t proc proc /proc







#iwcontrol is required for RTL8185 Wireless driver
#iwcontrol auth &
#busybox insmod /lib/modules/2.4.26-uc0/kernel/drivers/usb/quickcam.o
/bin/webs -u root -d /www -i /var/run/thttpd.pid &
#ifconfig wlan0 up promisc
Fig. 11.1 Example of a boot script taken from an IP camera
unsafe defaults and hard-coded credentials. Configuration files are of further use
in estimating the set of programs utilized and the initial global configuration of a
device, in the absence of physical access to it. For example, by examination of its
boot scripts, we are able to learn which services present in its firmware (among
potentially hundreds) are actually utilized by the device, this can aid in reducing the
amount of time taken by more complex analysis approaches described later.
Manual methods are often sufficient for analysis of a few firmware images
and, with limited scope, analysis of things such as the device’s configuration. For
example, to estimate the set of processes started by a firmware one can inspect the
contents of a boot script, e.g., /etc/rcS.
Figure 11.1 details such a boot script taken from the firmware of an IP camera.
We are able to observe that the device’s primary functionality is orchestrated by
the /bin/webs binary, which we would then analyze further using the methods
detailed in Sect. 11.3.2.
11.3.1.2 Software Version Analysis
Many devices are not designed to receive firmware updates. This prohibits patching
against known security vulnerabilities and can often render a device useless to an
end-user. This prevents abusing the firmware update as an attack vector. However,
when a vulnerability is discovered, the only effective mitigation is to replace the
device with a new one.
Many devices are designed to be updated and vendors provide firmware updates.
However, the mechanisms for applying those updates are often not standardized and
are largely ad-hoc. They also heavily rely on the end-user’s diligence (to identify that
an update is available) and action (to actually apply the updates). The end-result of
this is that an overwhelming majority of devices are left unpatched against known
vulnerabilities. Thus, a further step in the analysis of firmware is to identify the
192 A. Francillon et al.
versions of software (both programs and libraries) it contains, and correlate those
versions with known vulnerabilities (e.g., CVE database).
There are several possible approaches to perform this. For example, [155] use
fuzzy hashing [340, 507] as a method to correlate files in firmware images. The
effectiveness of the approach was demonstrated in several examples, in particular
uncovering many IoT and embedded devices being so-called “white label” prod-
ucts.2 Finally, machine learning can be used to identify firmware images [157] or
to search for known vulnerabilities [585].
11.3.2 Static Code Analysis of Firmware Packages
Developing tools for performing automated static code analysis on embedded device
firmware presents a number of complexities compared to performing analyses on
software for commodity PC systems (i.e., Type-0 devices). The first challenge is the
diversity of CPU architectures. This alone restricts the amount of existing tooling
that can be used, and when attempting large scale analysis tools will inevitably
have to deal with firmware from a number of distinct architectures. To facilitate
the analysis in this case, the algorithms will either have to be reimplemented for
each architecture being analyzed, or the architecture-specific disassembled firmware
instructions will have to be lifted to a common, so-called Intermediate Language
(IL) or Intermediate Representation (IR). A further difficulty for more simple
devices (e.g., those of Type-III) is the often non-standard means by which different
device firmware executes (e.g., it could be interrupt driven) and interacts with the
memory and external peripherals. More complex firmware (e.g., that of Type-I
devices) tends to more closely follow the execution behavior of more conventional
devices (those of Type-0).
11.3.2.1 Code Analysis of Embedded Firmware
Despite the increased complexity of performing automated analysis of embedded
device firmware, a number of techniques have been proposed for both targeted and
large-scale static analysis. Eschweiler et al. [202] and Feng et al. [212] use numeric
feature vectors to perform graph-based program comparisons [191] efficiently.
They encode control-flow and instruction information in these feature vectors to
identify known vulnerabilities in device firmware. Both methods provide a means
of querying a data-set of binaries using a reference vulnerability as input and
identifying the subset of binaries that contain constructs that are similar (but not
necessarily the same) to those of the input vulnerability. The work in [585] improves
the performance of these approaches by relying on Neural Networks.
2Generic products which are sold under a known brand.
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11.3.2.2 Discovering Backdoors with Static Analysis
Aside from vulnerability discovery, a small body of work has attempted to auto-
matically identify backdoor-like constructs in device firmware. Static analysis is
most suited to detecting such constructs due to the fact it can achieve full program
coverage. Dynamic analysis is less adequate in this case, as it relies solely on
execution traces that can be captured and analyzed stemming from triggering
standard program behaviors (which, by definition [551], a backdoor is not).
HumIDIFy3 [552] uses a combination of Machine Learning (ML) and static
analysis to identify anomalous and unexpected behavior in services commonly
found in Linux-based firmware. ML is used first to identify the type of firmware
binaries, e.g., a web-server, this then drives classification-specific static analysis
on each binary. HumIDIFy attempts to validate that binaries do not perform any
functionality outside of what is expected of the type of software they are identified
as. For example, HumIDIFy is able to detect a backdoor within a web-server taken
from Tenda router firmware4 that contains an additional UDP listening thread which
executes shell commands provided to it (without authentication) as the root user.
Stringer5 [550] attempts to locate backdoor-like behavior in Linux-based
firmware. It automatically discovers comparisons with static data that leads to
execution of unique program functionality, which models the situation of a backdoor
providing access to undocumented functionality via a hard-coded credential pair
or undocumented command. Stringer provides an ordering of the functions within
a binary based on how much their control-flow is influenced by static data
comparisons that guard access to functionality not otherwise reachable. The authors
demonstrate Stringer is able to detect both undocumented functionality and hard-
coded credential backdoors in devices from a number of manufacturers.
Firmalice [528] is a tool for detecting authentication bypass vulnerabilities and
backdoors within firmware by symbolic execution. It takes a so-called security
policy as input, which specifies a condition a program (or firmware) will exhibit
when it has reached an authenticated state. Using this security policy, it attempts to
prove that it is possible to reach an authenticated state by discovering an input that
when given to the program satisfies the conditions to reach that state. To discover
such an input, Firmalice employs symbolic execution on a program slice taken from
a program point acting as an input source to the point reached that signals the
program is in an authenticated state. If it is able to satisfy all of the constraints such
that a path exists between these two points, and an input variable can be concretised
that satisfies those constraints, then it has discovered an authentication bypass
backdoor (and a triggering input)—such an input will not be discoverable in a non-
backdoored authentication routine. Unfortunately, Firmalice requires a degree of
manual intervention to perform its analysis, such as identifying the security policy,
3Available as open-source: https://github.com/BaDSeED-SEC/HumIDIFy.
4http://www.devttys0.com/2013/10/from-china-with-love/.
5Available as open-source: https://github.com/BaDSeED-SEC/strngr.
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input points and privileged program locations. It is therefore not easily adaptable for
large-scale analysis.
11.3.2.3 Example Static Analysis to Discover Code Parsers
In order to interact with remote servers or connecting clients (e.g., for remote config-
uration), most firmware for networked embedded devices will contain client/server
components, e.g., a web-server, or proprietary, domain-specific client/server soft-
ware. In all cases, the firmware itself or software contained within it (for more
complex devices) will implement parsers for handling the messages of the protocols
required to communicate with corresponding client/server entities. Such parsers are
a common source of bugs, whether their implementation incorrectly handles input
in a way that causes a memory corruption, or permits an invalid state transition
in a protocol’s state machine logic. Thus, identifying these constructs in binary
software is useful as a premise to performing targeted analyses. To this end,
Cojocar et al. [150], propose PIE, a tool to automatically detect parsing routines
in firmware binaries. PIE utilizes a supervised learning classifier trained on a
number of simple features of the LLVM IL representation of firmware components
known to contain parsing logic. Such features include: basic block count, number
of incoming edges to blocks, and number of callers (for functions). PIE provides
a means to identify specific functions responsible for performing parsing within
an input firmware package, or software component. Stringer [550], described
in Sect. 11.3.2.2, similarly provides a means of automatically identifying parser
routines (for text-based input); in addition to identifying routines, it is also able
to identify the individual (text-based) commands, processed by the parser.
11.4 Dynamic Firmware Analysis
Static analysis is indeed a robust technique that can help discover a wide range
of vulnerability classes, such as misconfigurations or backdoors. However, it is
not necessarily best suited for other types of vulnerabilities, especially when they
depend on the complex runtime state of the program.
Similar to static analysis, powerful dynamic analysis techniques and tools have
been developed for traditional systems and general purpose computers. However,
the unique characteristics and challenges of the embedded systems make it difficult,
if not impossible, to directly apply those proven methods. To this end, there are
several distinct directions for dynamic analysis of embedded systems and we briefly
discuss them below.
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11.4.1 Device-Interactive Dynamic Analysis Without
Emulation
When the device is present for analysis, the simplest form of device-interactive
dynamic analysis is to test the devices in a “black-box” manner. The general
idea of this approach is to setup and run the devices under analysis as in normal
operation (e.g., connect to Ethernet LAN, WLAN, smartphone), and then test it
with various tools and manual techniques (e.g., generic or specialized fuzzers,
web penetration) and observe their behavior via externally observable side-effects
such as device reboots, network daemon crashes, or XSS artifacts [439]. Similar
approaches and results were reported by several independent and complementary
works [259, 280, 292].
While being simple and easy to perform, this type of dynamic analysis has certain
limitations, some of which are due to the “black-box” nature of the approach. For
example, it is challenging to know what is happening with the entire system/device
while the dynamic analysis is performed, i.e., the introspection of the system is
missing or is hard to achieve. Also, in this approach it is not easy to control in
detail what specifically is being executed and analyzed, the analysis being mostly
driven by the data and actions fed to the device. In addition to this, some types of
vulnerabilities might not have side-effects that are immediately [430] or externally
visible (e.g., a crash of a daemon which does not necessarily expose a network port),
therefore those bugs could be missed or misinterpreted during the analysis.
11.4.2 Device-Interactive Dynamic Analysis with Emulation
As an extension to the aforementioned approach, emulation can be coupled with
device-interactive dynamic analysis to provide the required depth and breadth,
therefore outperforming other static or dynamic analysis methods. The general idea
of this approach is to split the execution of the embedded firmware between the
analysis host and the actual running device. The analysis host is connected to the
device via a debug (e.g., JTAG) or serial (e.g., UART) interface. Therefore one
requirement is that the device under analysis must provide at least such an interface,
whether documented or not. The analysis host then runs a dynamic analysis
environment which is typically an emulator (e.g., QEMU-based) augmented or
extended with additional layers and plugins such as symbolic execution and taint
analysis. The analysis host has access to the execution and memory states both for
the emulator and for the running device. The firmware is being analyzed first in
the extended emulator environment. During the firmware emulation and analysis,
certain parts of the analyzed firmware are transferred for execution by the analysis
host from the emulator to the running device. This is sometimes required, for
example, when the firmware needs to perform an I/O operation with a peripheral
present on the devices but not in the emulator. The execution and state transfer to
196 A. Francillon et al.
and from the device occur via the connected debug or serial interface. On the one
hand, by using this approach it is possible to control exactly what is to be analyzed
because the emulator is under the full supervision of the analysis host. On the other
hand, this approach enables broader and deeper coverage of the execution because
the device can complement the execution of firmware parts that are impossible to
execute within the emulator.
This is the approach followed by Avatar [591] which aims at providing symbolic
execution with S2E [140], while Avatar2 [429] focuses on better interoperability
with more tools. Prospect [312] explores forwarding at the system calls level and
Surrogates [341] provides a very fast debug interface. Inception [125] provides an
analysis environment to use during testing when source code is available.
11.4.3 Device-Less Dynamic Analysis and Emulation
Performing dynamic analysis in a device-interactive manner certainly has its
benefits, however such an approach has a number of limitations and is hard to
fully automate. Firstly, it is not easy to scale the human operator’s interventions
and expertise required for many of the tasks related to the approach of device
interaction with emulation. Secondly, it is challenging to automate and scale the
logistics operations related to acquisition, tear-down, connection, configuration and
reset of a large number of devices. Therefore, dynamic analysis techniques that are
easier and more feasible to scale and automate are required. One such technique is
the device-less analysis based on full or partial emulation.
Davidson et al. [175] presented the FIE tool that detects bugs in firmware of the
MSP430 microcontroller family. FIE leverages KLEE [120] to perform symbolic
execution of firmware in order to detect memory safety violations (e.g., buffer
overflows and out-of-bounds memory accesses), and misuse of peripherals (e.g.,
attempted writes to read-only memory). FIE needs the availability of the source
code, which is uncommon, and is able to handle a variety of the nuances and
challenges faced during automated analysis of firmware, especially when dealing
with firmware for Type-III devices. However, when reading I/O from a device,
the values read are always assumed to return unconstrained (completely symbolic)
values which leads to a state explosion problem. This limits the size of the programs
which can be analyzed.
In [156], the authors perform device-less dynamic security analysis via
automated and large-scale emulation of embedded firmware. Similarly, FIRMA-
DYNE [137] presents an automated and scalable system for performing emulation
and dynamic analysis of Linux-based embedded firmware.
The general idea of both works is to crawl and then unpack firmware packages
into minimal root filesystems (i.e., rootfs) that can subsequently be virtualized
and executed as a whole via “system emulation” (as opposed to “user emulation”)
using for example QEMU [69]. The emulator is first used to start an architecture-
specific emulation host OS, such as Debian for ARM or MIPS depending on the
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architecture of the device whose firmware is being dynamically analyzed. Then the
firmware root filesystem is uploaded to the emulation host OS, where its Linux
boot sequence scripts are initiated, most likely in a chroot environment under the
emulation host OS. Once the firmware’s Linux boot sequence concludes, various
services (e.g., a web server, SSH, telnet, and FTP) of the device/firmware under
analysis should be running, and are ready for logging, tracing, instrumentation and
debugging. The work in [137] extends this approach by running a custom operating
system kernel which is able to emulate some of the missing drivers.
11.5 Conclusion
We have provided a short overview of the field: from our excursus, it is clear that
analyzing the software of IoT/embedded devices and finding security vulnerabilities
within them is still a challenging task. While multiple directions and techniques are
being actively explored and developed within the field, more research, insights and
tools are still required.
Unfortunately, the existing proven techniques (e.g., static, dynamic, hybrid
analysis) cannot be applied in a straightforward manner to embedded devices
and their software/firmware. One reason for this is the high heterogeneity and
fragmentation of the technological space that supports embedded/IoT systems.
Another reason is the “opaque” nature of embedded devices, which can be seen as
akin to the “security by obscurity” principle. Such reasons make embedded systems
harder to analyze compared to more traditional systems.
Indeed, the current embedded firmware “population” may still contain many
latent backdoors and vulnerabilities, both known and unknown. However, as
we detailed in this chapter, positive and promising avenues for the detection
of embedded software bugs are becoming increasingly available. Such avenues
include large-scale analysis and correlation techniques, hybrid/dynamic analysis
of emulated firmware or running devices, and advanced techniques to specifically
detect backdoors.
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Privacy-Oriented Analysis of Ubiquitous
Computing Systems: A 5-D Approach
Agusti Solanas, Edgar Batista, Fran Casino, Achilleas Papageorgiou,
and Constantinos Patsakis
Abstract Ubiquitous computing systems are commonplace. They have opened the
door to great benefits for society as a whole. However, they have to be used with
care, otherwise they can cause serious risks for their users. In this chapter, we
analyze the privacy risks of ubiquitous computing systems from a new individual-
centred perspective based on five privacy dimensions, namely identity, location,
footprint, query and intelligence. We describe each dimension and provide an
introductory view of the main privacy risks of these systems. Also, we discuss some
of the challenges that derive from new trends in the field.
12.1 Introduction
The widespread deployment of ubiquitous computing systems (UCS) is a com-
monplace reality. Despite their youth, the adoption of ICT together with the
generalization of the Internet [294] have enabled the early consolidation of UCS
in our daily lives. Nowadays, it is not surprising to find people using multiple
computing devices: from traditional computers or laptops, to smart phones or
even trendy smart watches or fitness trackers equipped with plenty of built-in
sensors and powerful computing capabilities. In addition, to make things even more
complex, interactions do not take place between humans and machines only, but
among machines too. Those machine-to-machine interactions are magnified with
the adoption of the Internet of Things (IoT), which implies a strengthening of
the overall sensing capabilities of the machines ecosystem which allows further
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processing [437]. In a nutshell, the consolidation of these technologies has paved
the way for what has been called the third era of modern computing [424].
Following the increasing use of UCS, it was inevitable that they would become
able to sense, collect and store huge amounts of information, which quite frequently
refer to people. From a global perspective, this results in a tremendous increase in
the data generated (and stored) in the digital world and, in fact, according to IBM,
by 2017 90% of all data ever created had been created just in the previous 2 years
[290]. It is worth noting that most of this data is sensor-based data gathered by
UCS. In this situation of rapid growth of heterogeneous data, big data technologies
has emerged as a solution for their management and processing [293].
People, consciously or not, provide vast amounts of personal information
(e.g., locations, preferences) to digital services in exchange for an improved user
experience and personalized results. In the UCS context, the storage and processing
of large amounts of data could jeopardize privacy. Thus, it must be preserved by
computer systems and technologies should be revisited as they evolve to guarantee
individuals’ privacy and to foster awareness. Interestingly enough, about two
decades ago, in the late 1990s, initial studies evaluated people’s awareness regarding
privacy in the digital world due to the rise of the Internet and e-commerce. This was
done by profiling individuals [351] and evaluating their comfortability in providing
different types of information [8]. At that time, people could have hardly imagined
the effects of the new digital era and its influence on today’s lives. Thus, recent
studies aim at evaluating the levels of concern of people regarding ubiquitous
tracking and recording technologies [438], and their main concerns regarding their
loss of control over their privacy [352]. Currently, the adoption of big data motivates
the redefinition and analysis of privacy concerns on UCS [400].
Already identified as one of the most challenging issues, privacy is not a
new addition to the ubiquitous computing field [578]. Unfortunately, determining
whether a given UCS is privacy-friendly is not straightforward, since current
techniques are based on individual analyses. In this context, understanding the
purpose of UCS, how they work, and why they work that way, are key questions that
emerge from the analysis of their privacy features [348, 513]. The increasing number
and variety of UCS makes the assessment of the proper management of personal
data in all UCS devices very difficult. Additionally, new advances in the privacy
and security fields (e.g., recent attacks, vulnerable technologies and protocols) do
not guarantee to an adequate level that a certain UCS will always remain safe,
and this motivates the periodical review of UCS privacy-related analyses. It should
also be highlighted that the recent implementation of the General Data Protection
Regulation [547] requires the privacy impact assessment of all services that process
sensitive user data, along with other requirements such as consent management,
mechanisms to allow data portability, and erasure of user data [486]. All in all,
interest in UCS privacy is justifiably growing.
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12.1.1 Goal and Plan of the Chapter
In this chapter we analyze the current state of UCS from a privacy perspective. To do
so, we identify, describe and explain the most relevant privacy risks that derive from
the deployment and use of UCS. However, since privacy is a multifaceted topic,
understanding it holistically might be difficult for non-expert readers. Hence, we
propose the use of a 5-dimensional approach to analyze privacy and we classify the
identified privacy risks into five privacy dimensions: identity privacy, query privacy,
location privacy, footprint privacy, and intelligence privacy. This 5-D approach,
which has been previously used in the context of smart cities, will help readers
grasp the difficulties and nuances of privacy protection in a compartmental way,
which will finally lead to a wider and more comprehensive understanding of the
problem. Therefore, the ultimate goal of the chapter is to increase awareness on
privacy risks related to UCS.
The rest of the chapter is organized as follows: Sect. 12.2 summarizes previous
work related to the identification of threats in UCS and reports the most relevant
classifications and analysis of privacy-related issues. Section 12.3 describes our
5-D classification of privacy risks in UCS. Moreover, possible countermeasures,
some practical scenarios and privacy enhancing technologies will be discussed,
to better illustrate each privacy threat. Next, Sect. 12.4 provides readers with a
glimpse into the future of privacy protection in the context of UCS, by analyzing
the impact of new technologies and services. Finally, the chapter ends in Sect. 12.5
with a summary of the main contributions and with some thoughts regarding the
importance of increasing awareness on privacy-related issues in UCS.
12.2 Background and Previous Work on Privacy in UCS
Regardless of the context or application area of the UCS at hand, its design involves
several challenging steps, from the proper selection of hardware and technol-
ogy (e.g., microelectronics, power supplies, sensors, communications, localization
technology, M2M interactions and human-machine interfaces [518]), to the imple-
mentation of a system that addresses security risks [119, 352] (e.g., large number of
nodes, resource constraints, authentication-related challenges, unauthorized access
to devices or networks) and privacy issues. Regarding the latter, some studies have
analyzed the privacy issues of UCS. Kušen and Strembeck published, very recently
(i.e., 2017), a systematic literature review on the security of UCS and they identified
vulnerabilities, threats, attacks, and some defenses. Within the last category they
consider several options (i.e., trust computation and management, cryptographic
protocols, authentication and access control, and privacy protection mechanisms).
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They identified the most common privacy protection mechanisms found in the
literature [352] as follows:
• Masking mechanisms that preserve individuals’ privacy by hiding their identities.
• Privacy protection layer for mobile apps, that imply security analyses, configura-
tion and proper regulation of permissions. Especially when it has been repeatedly
proven that leaks are common [459].
• Obfuscation, based on deliberately degrading the quality of the information.
• Proximity detection schemes, that are founded on trust computation based on
encounters, which require a coincidence in space and time and a mutual interest
between the components performing the computation.
• Game-based approaches, to find the optimal privacy protection mechanism
depending on the requirements and needs of participants by following several
rounds in a game between the attacker and the user.
• Consents and notifications.
• Negotiation approaches, in which privacy settings may be modified and config-
ured to enable different services.
• RFID-based methods, that use RFID devices that simulate multiple RFID tags
simultaneously.
• Other techniques such as tag identification schemes or recommendation systems
for private location-sharing services.
In this study, the authors found that 29% of the privacy measures were related to
masking mechanisms, these being the most frequently used. Although most research
on privacy in UCS is focused on the aforementioned privacy protection mechanisms,
it is worth noting that privacy may also be considered as a requirement by design.
Along this line, Duan and Canny[190] advocate for the principle of data discretion
in which, in their own words, “users should have access and control of data about
them, and should be able to determine how it is used.”.
Moreover, in [357] Langheinrich stresses the importance of including privacy
considerations in the early stages of system design. He proposes six principles to
guide the development of privacy-preserving ubiquitous systems as follows:
• Notice: Users should always be aware of what data is being collected.
• Choice and Consent: Users should be able to choose whether it is used.
• Anonymity, Pseudonymity: Should apply when identity is not needed.
• Meeting Expectations: Systems should mimic real-world norms.
• Security: Different amounts of protection depending on the situation.
• Access and Recourse: Users should have access to data about them.
Also, Langheinrich, in [358], proposed a privacy awareness system (PawS) to
enforce users’ participation and to give them the ability to respect other user’s
safety, property, or privacy, and to rely on social norms, legal deterrence, and law
enforcement to create a reasonable expectation that people will follow such rules.
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In addition, PawS elaborates on four principles that complement the previous and
that are prevalent in a ubiquitous computing environment:
• Notice: The ability of the environment not only to set privacy policies but also to
implement efficient ways to communicate these to the user.
• Choice and consent: The provision to the data subject of the choice and ability to
agree or to oppose a policy in a functional way.
• Proximity and locality: Mechanisms to encode and use locality information for
collected data in order to achieve access restrictions based on the location of the
person.
• Access and recourse: The system must give access to the user’s data and also
provide him with all of the essential information regarding the activity history of
the usage of his data.
For the above principles to be fulfilled Langheinrich suggests a series of mech-
anisms, namely machine-readable privacy policies, policy announcement mecha-
nisms, privacy proxies, policy-based data access.
In UCS we want technologies to fade into the background and become invisible
to the user, hence, the location of the user should not be an obstacle. In this sense,
Location Based Services (LBS) [346] are one of the main enablers of UCS. The
research on privacy protection in LBS is vast [29, 342, 460, 533, 573]. In this line,
several dimensions of privacy could be identified [395, 461] but in most cases,
research articles focus on only one at a time: identity [76, 85], data [454, 484, 571],
location [30, 408, 506, 599] and footprint [7, 123].
12.3 5-D Classification and Analysis of Privacy Risks
From Sect. 12.2 it can be derived that most of the efforts have been oriented towards
the suggestion of measures to protect privacy (fighting against specific privacy
issues). Also, some efforts have been devoted to the analysis and proposal of privacy
principles and properties to be fulfilled. However, there is a lack of conceptual
models that allow researchers and practitioners to analyze UCS privacy holistically.
With the aim to fill this gap we build upon the ideas of Martínez et al. in [395] to
suggest a 5-dimensional privacy model for UCS.
The 5-dimensional privacy model results from the combination of two simpler
privacy models (i.e., the 3-D Conceptual Framework for Database Privacy [187]
and the W3-privacy model for location-based services [461]), and it was already
used within the context of smart cities [395]. However, in this chapter we revisit
the model and adapt it to the nuances of UCS. Moreover, we provide more detailed
insights regarding the scope of each dimension with regard to individuals’ privacy, in
opposition to corporations’ privacy, which in the original model was called “owner
privacy” and we have renamed it for the sake of clarity as “intelligence privacy”.
In our model, we identify five privacy dimensions: (1) identity privacy, (2) query
privacy, (3) location privacy, (4) footprint privacy, and (5) intelligence privacy. Next,
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for each dimension, we detail the definition, risks, countermeasures and practical
scenarios within the context of UCS.
12.3.1 Identity Privacy
In the context of UCS, service providers cover some needs of their clients
through a variety of added-value services. In order to use such services, generally,
providers require clients to identify themselves using different kinds of identification
mechanism to control who is accessing the services. Although this requirement is
reasonable in most cases from the providers’ perspective, it might not be always
convenient from the users’ perspective, they might prefer to avoid the disclosure of
their identities.
Identity privacy refers to the preservation and non-disclosure of the identities
of individuals to service providers when using their UCS-based services. The
identification of users (e.g., by using their full name, the SSN) commonly improves
their experience since it enables the outcomes of the service to be personalized in
accordance with users’ preferences. However, identification procedures based on
this kind of personal data allow providers to uniquely identify their clients and track
their use of the provided service (or services). As a result, privacy advocates have
raised concern about user profiling.
Disclosing real identities to service providers enables the possibility for those
providers to create digital profiles with personal information and, as a result of
combining information from multiple providers (or from multiple services offered
by the same provider) they could infer personal information such as daily activities,
habits and routines. The more information providers collect and the more UCS
services deployed, the more accurate and realistic these digital profiles can become.
With the creation of users’ profiles, additional concerns such as the trustworthiness
of the providers, the purposes of the gathered data, and the potential privacy impact
in the case of misuse or theft arise.
Using pseudonyms might help to preserve identity privacy. However, this is a
choice that is frequently not in the hands of users but providers, who decide which
information they require for validation. The idea behind pseudonyms is simple and
builds upon linking a certain pseudonym or pseudonyms to an individual’s identity
in a secret, unique and non-trivial way. Users might create and control their own
pseudonyms, but this task might be difficult for most users and it is handed over
to pseudonymisers (i.e., third parties that do the job). In this case, the trust is
placed in those pseudonymisers. Hence, using a single pseudonymiser might not be
enough for some users. With the aim to improve the privacy-resistance of a single-
pseudonymiser approach, multiple and geographically distributed pseudonymisers
can be used instead [462].
It is worth noting that often users are identified by means of the devices they
use. We observe several risk levels depending on the nature of the UCS device
in place. The riskier situation arises with UCS devices that normally belong to a
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unique individual (e.g., smart watches, smart glasses or fitness trackers). In this
situation, to preserve the identity privacy of individuals, the relationship between
each individual and his/her device must be unknown. Hence, pseudonyms could be
helpful but clearly are not enough to prevent the disclosure of identities. A similar,
though not so risky scenario is that where we have UCS devices providing services
to a controlled group of people, such as the UCS devices in a smart home or in
an autonomous vehicle. In this scenario, services are provided to their owners. As
in the previous situation, the relationship between individuals and devices should
be unknown. However, in this case, if the service identifies the device, it cannot
identify a single individual, since he/she is somehow anonymized within the group.
The more people using the same device, the more preserved their identities will be.
This example could be extended to larger systems such as smart cities in which
services are provide to the entire population in which case, the identity of the users
is practically guaranteed. Despite the above, we suggest the use of attribute based
credentials [84, 244] as the best option to protect identity privacy in the UCS context,
especially when using a single device.
12.3.2 Query Privacy
Usually, UCS provide services on demand, i.e., upon the reception of requests
from consumers. Normally, these requests can be understood as queries that users
create to obtain a specific service. Although queries do not necessarily include
personal identifiers, they have to be managed carefully since they could disclose
much personal information. In this context, query privacy refers to the privacy
preservation of the queries sent by users to UCS service providers.
By collecting queries from anonymous users, one could profile them and infer
their habits and preferences. More importantly, some queries could enable the
identification of such “anonymous” users [9]. In this situation, users tend to trust
providers, however, this has proven to be a suboptimal solution. Thus, with the
aim to avoid the need to trust providers, scenarios where services can be used by
providing minimal query information would be suitable from the privacy perspective
(i.e., putting in place the principle of data minimization). By doing so, users make
more difficult for service providers to learn information.
Most users are not trained to tune their queries, hence, in general, query privacy
concerns can be mitigated by using Private Information Retrieval (PIR) techniques.
By definition, PIR-based schemes are cryptographic protocols that retrieve records
from databases while masking the identity of the retrieved records from the database
owners [589]. From the UCS-based services perspective, PIR tools could be used by
consumers to query service providers. By doing so, the correlation between queries
and individuals could be broken and profiling becomes much more difficult.
Queries and their results can be easily analyzed by UCS-based service providers
unless the proper countermeasures are put in place. For example, providers of fitness
services could infer habits and routines when interacting with the fitness trackers
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since they collect a variety of health-related data (e.g., physiologic, biometric,
exercise, calorie intake). Furthermore, UCS-based services in smart homes and
autonomous vehicles might also put in danger query privacy since the submitted
queries could be used to extract information about daily habits, such as work
schedules or sleep routines. Finally, one of the most challenging UCS services that
could endanger query privacy are those related to voice recognition, since they listen
to and record the exact query. For this kind of service, it would be necessary to
guarantee that the signal processing is done on the device, which currently is not the
case for most services.
12.3.3 Location Privacy
One of the most significant revolutions provided by UCS is their capability to
bring computation anywhere. The deployment of UCS devices around the globe
has indirectly led to the control and monitoring of their physical location.
This situation may raise some privacy concerns since location of users of such
devices could be inferred. Location data needs to be carefully managed. It is worth
noting that with location information, other sensitive data could be inferred, e.g.,
health-related data, religious or political beliefs, or even social relationships. The
importance of preserving individuals’ location privacy in the context of UCS-based
services justifies its addition as an independent dimension to be analyzed. Location
privacy concentrates on guaranteeing the preservation of the physical location of
individuals when accessing UCS-based services.
Classical location-based services (LBS), which could be integrated into UCS
devices, require location data to provide their services (e.g., roadside assistance,
real-time traffic information or proximity-based marketing). Normally, UCS service
providers receive location information directly from individuals that use their
services. For instance, requiring the weather forecast information or the best route
to go to a specific location according to the real-time state of the traffic are services
where individuals disclose their location information explicitly. Besides, many
UCS devices, such as smartphones, smart watches, fitness trackers or autonomous
vehicles, already integrate built-in sensors with location capabilities, commonly
GPS-based.
Moreover, there are situations in which UCS providers could infer the location of
individuals by using proximity data. For instance, video surveillance systems could
identify individuals (e.g., by using face recognition) and associate their location
with that of the camera, without the intervention of the user. Also, in the case of
autonomous cars and smart homes, the location of users is indirectly disclosed since
it coincides with the location of the car and the home, respectively.
The sensitiveness of location data fosters the search for solutions that allow
the hiding of location information while preserving functionality. For example,
in scenarios where the location of the UCS changes over time, collaboration
mechanisms between nearby UCS devices/users could mask exact locations, so that
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the location data sent to the providers would not directly disclose the real location.
Similarly, if collaboration protocols are not suitable, real locations could be also
protected by means of cloaking services [248] or by determining the proximity to
entities without revealing their whereabouts [342, 460]. However, this could result
in a degradation of the quality of the results obtained and users might look for the
right balance between location details disclosure and the quality of the results.
12.3.4 Footprint Privacy
While providing clients with the requested services, service providers collect
information about them. They store the activities that individuals perform, mainly
for traceability and analytical purposes. As a result, large amounts of microdata
(i.e., individual records containing information collected from individuals) are
stored. Roughly speaking, UCS providers collect microdata sets with information
detailing the use and traffic on their services, that is, the footprint left by the
users on the services. Privacy concerns might emerge once these microdata sets
are published or released to external third parties, since these parties could be
able to retrieve meaningful information about individuals. In addition, if third
parties obtain microdata sets from several service providers used by the same user,
further knowledge could be inferred about the individuals’ actions. To address these
concerns, footprint privacy, considers the control of the information that can be
retrieved or inferred from microdata sets.
Any UCS service provider collecting and storing information about the activities
of their consumers might raise footprint privacy concerns. In previously discussed
privacy dimensions, users played a key role in protecting their privacy by putting
in place the right countermeasures. However, in the footprint privacy dimension,
most of the effort to guarantee privacy is handed over to the provider, and hence it
has to be enforced by law (as in fact it is). This privacy dimension will mainly be
preserved when service providers apply the proper countermeasures before releasing
microdata sets. Otherwise, the privacy of individuals whose data have been collected
would be jeopardized.
Statistical disclosure control (SDC) techniques have been used to protect the
privacy of users, whose data is stored in microdata sets. Footprint privacy is,
hence, normally preserved by applying those techniques. Proposed SDC techniques
(e.g., noise addition, rank swapping or micro-aggregation [534], to name a few)
aim to prevent linkage between individuals’ identities and some of their data (i.e.,
footprint data) by distorting it. It is worth noting that footprint data does not include
identifiers. However, the combination of quasi-identifier attributes might lead to the
reidentification of users. Yet, the distortion applied to the data to enhance privacy is
not free, since the quality and the utility of the data decrease. So, when using SDC
techniques a trade-off between privacy and data utility needs to be considered [287].
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12.3.5 Intelligence Privacy
In the current globalization context, there are numerous service providers offering
similar products and services, which results in an increase in the number of
competitors. Data collected by each provider is, in many cases, very valuable, and it
is used to extract knowledge and provide customer-oriented, personalized or added-
value services. Hence, sharing and releasing this data is not a common practice,
especially if competitors have a chance to take advantage from such data. However,
in some cases, organizations (not necessarily competitors) could take mutual benefit
by collaborating, but they do not want to share their data. This situation is covered
by what we have called intelligence privacy. In this dimension, the goal is to allow
the collaboration among several organizations so that all could make joint queries
to databases to obtain joint information in such a way that only the results are
revealed (i.e., the actual information in the databases of each company is not shared
or revealed).
To clarify the concept of intelligence privacy let us have a look at the following
example of manufacturers of autonomous and intelligent vehicles. Each vehicle
manufacturer integrates many built-in sensors on vehicles to gather, store and
analyze the status of the car, the nearby environment and further driving-related
parameters. Since these data are highly sensitive, manufacturers might decide not to
share them. However, collaboration among manufacturers by sharing data could be
extremely useful to improve safety on roads and to avoid collisions. In this sense,
each manufacturer (even if they compete) would benefit from the collaboration, that
is, to obtain joint results, but they want to avoid sharing their intelligence data.
In this situation of mutual distrust, Privacy-Preserving Data Mining (PPDM)
techniques emerge as the natural solution to protect intelligence privacy [12]. PPDM
methods are applicable once independent entities want to collaborate to obtain
common results that benefit both of them, but without sharing their data since they
do not trust each other. In such scenario, by applying PPDM to the queries submitted
across several organization databases, the amount of information transferred to
every party is controlled, and this does not pose risks that original data will be
revealed, only the results.
It is worth emphasizing that Intelligence Privacy considers data belonging to
companies (e.g., the heat dissipated by the front-left wheel brake). Thus, data
collected by companies but belonging to individuals should not be considered under
this dimension because they belong to the users and not to the companies, and hence
they should be managed as such.
12.4 Future Trends and Challenges
Privacy has often been considered from a data-oriented perspective. The goal was to
protect the data regardless of their origin. Data, in this sense, were seen as something
of value that belong to whoever has the ability to collect, store and exploit them and,
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following this line, privacy protection has been mixed with related problems such as
access control, network and database security, and the like. However, to understand
privacy we have to put the focus on people and, from there, we should rethink the
whole architecture that aims at protecting it.
Although some people support the idea of companies’ privacy (i.e., our concept
of intelligence privacy), privacy issues mainly affect people. There is no doubt about
the importance of protecting people’s privacy and to do so we state that the focus
should be put on people and become personalized. In the years to come, we will
see many changes related to how privacy is understood, how the focus will shift
from data privacy to people’s privacy, and how the latter is protected in practice. We
see some fundamental changes that are taking place already and are going to fully
develop in the years to come.
12.4.1 Privacy by Design
The addition of privacy at the very beginning of the design process [357] is going
to change many ideas and bad practices that are common nowadays. This principle
is especially important when we consider the UCS that surround us all the time.
Take as an example the face recognition technology that allows access to our
mobile phones. In the early days of this technology (and similar ones), biometric
information was sent to servers over the Internet, analyzed, and the authentication
result was sent back to the edge device. Clearly, this procedure has many points of
failure from a privacy perspective. Now most of these technologies are executed on
the device, and as a result the data is privately stored by the user and privacy risks
are lessened. Emerging technologies based on context-awareness (e.g., smart homes,
smart cities, intelligent transportation systems, smart healthcare systems [535, 536])
must be designed with privacy at their core, otherwise we will make the same
mistakes of the past and we will need to address privacy as an additional layer
outside the system instead of an inner component.
12.4.2 Individual-Centred Privacy
We are shifting towards an individual-centred privacy in which the focus is on the
user of the technology and privacy is going to be protected by understanding the
personal dimensions of users. As we introduced in this chapter, those dimensions
respond to questions such as Who am I? (Identity Privacy), Where am I? (Location
Privacy), What do I need? (Query Privacy), What have I done? (Footprint Privacy).
This paradigm shift is especially relevant when we consider the impact of wearable
devices (e.g., smart phones, smart watches, smart glasses). Most of the data that they
generate are sensitive, personal data about their users, hence the important thing here
is not the data per se but its relationship to users and their privacy dimensions.
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12.4.3 Growing Importance of Legislation
Since the beginning of the twenty-first century, researchers have proposed concepts
such as data minimization to improve privacy protection. However, these ideas are
taking shape along with others such as consent as a result of the enforcement of
the Global Data Protection Regulation (GDPR) [547]. In this sense, it could be said
that the ideas were there, but it took almost 20 years to provide them with the right
embodiment to be enforced. Clearly, the role of legislation and law enforcers will be
fundamental for the protection of privacy, since technology alone can hardly protect
all privacy dimensions that affect people.
Lately, there has been a lot of controversy around the impact of the GDPR in the
technological context, affecting trendy fields such as UCS, IoT and Big Data. With
the aim to enhance individuals’ privacy and strengthen the protection of personal
data, GDPR unifies data protection laws across EU member states. Law experts
agree that GDPR has caused a major overhaul of data protection laws across EU.
Thus, to preserve individuals’ privacy and guarantee their rights, UCS need to be
designed to protect individuals data.
To prevent potential data misuse, GDPR limits the processing of personal data,
places higher importance on individuals’ consents, and strengthens the rights of
individuals to control their data. Also, it introduces reinforcements on the conditions
for processing personal data. Hence, processing is only allowed when individuals
give explicit and informed consent for such processing according to some well-
defined and unambiguous purposes and uses. These requirements pose many
challenges for UCS (e.g., obtaining consent in public environments, clearly defining
the purposes of processing). In addition, GDPR introduces the right to withdraw this
consent (i.e., revocation of consent) easily and at any time, thus denying the future
processing of these data if no legal basis justifies their storage.
Also, GDPR considers the right of individuals to obtain their data in a structured,
commonly used, interoperable and machine-readable format. This is indeed very
challenging, since the heterogeneity of UCS leads to a wide spectrum of information
to be returned, ranging from health-related data, wearable trackers, and opinions to
even biometric and financial data [562].
For the processing of personal data, UCS must put in place appropriate means
to guarantee privacy. For instance, encryption and pseudonymisation could be used
to ensure confidentiality. However, despite these techniques, UCS are not free of
attacks that open the door to personal data breaches and scenarios where data is
compromised. In this context, considering that GDPR establishes the obligation
to communicate data breaches to supervisory authorities within 72 h, monitoring
systems should permanently keep track of UCS activities and look for abnormal
behavior that could compromise personal data [176].
The effect of GDPR on privacy protection will be varied, and the years to come
will see a very interesting transformation of the field of privacy protection as a result
of its deployment and enforcement.
12 Privacy-Oriented Analysis of Ubiquitous Computing Systems: A 5-D Approach 213
12.5 Conclusions
Privacy is a fundamental right that has to be protected, and Ubiquitous Computing
Systems (UCS) are so intricately fused with our daily lives that they must play a key
role in this endeavor. In this chapter, we have provided an overview of the privacy
issues that might arise as a result of the generalization of UCS.
We have briefly summarized the state of the art on the matter and we have
proposed a 5-dimensional framework that allows the analysis of privacy protection
from an individual perspective, in opposition to the older approach centred on
data. In our model, we focused on individual dimensions (i.e., identity, location,
query, and footprint). Also, for the sake of completeness we have considered a
dimension for companies (i.e., intelligence privacy). We believe that this high-level
model of privacy dimensions will help researchers and practitioners to approach
the difficult problem of analyzing and guaranteeing individuals’ privacy in a more
comprehensive way.
Also, we have analyzed some of the main changes that we expect to affect
privacy in UCS now and in the years to come. Along this line, we emphasized three
fundamental trends, namely the consolidation of the privacy-by-design approach,
the paradigm shift from data privacy to individuals’ privacy, and the growing
importance of legislation. Overall, this chapter had the goal of improving people’s
awareness on privacy issues that affect us all. We hope that these lines have helped
readers realize the importance and fragility of their privacy in the technological
world in which we live today.
Open Access This chapter is licensed under the terms of the Creative Commons Attribution 4.0
International License (http://creativecommons.org/licenses/by/4.0/), which permits use, sharing,
adaptation, distribution and reproduction in any medium or format, as long as you give appropriate
credit to the original author(s) and the source, provide a link to the Creative Commons licence and
indicate if changes were made.
The images or other third party material in this chapter are included in the chapter’s Creative
Commons licence, unless indicated otherwise in a credit line to the material. If material is not
included in the chapter’s Creative Commons licence and your intended use is not permitted by





Abstract This chapter provides an overview of research opportunities and issues
in IoT forensics. It gives a quick introduction to forensics and digital forensics. Key
specifics of IoT forensics are explained. Issues that arise from IoT related challenges
in all phases of a forensic investigation are presented. Some opportunities that IoT
brings to forensics are pointed out. An example of an IoT forensics case is provided.
A detailed research overview is given, providing information on the main research
directions with a brief overview of relevant papers. The chapter concludes with some
ideas for future research.
13.1 Introduction
IoT, like any other system, needs a way to analyze things that happened within a
system. When such analysis is performed for legal reasons it is called forensics.
IoT brings many opportunities and issues in its forensics. Collection of forensic
data from devices with very limited interfaces and capabilities for data storage
and processing is challenging. On the other hand, aggregation of little data pieces
from these devices can provide an unprecedented picture of events from various
perspectives. That opens up a new chapter in digital forensics.
The future prevalence of connected things will provide an abundance of foren-
sically relevant data. Our digitally connected lives leave traces that might lead to a
golden age of forensics. Hard evidence will replace unreliable human recollection.
The opportunities of IoT forensics come with a price. The first issue that comes
to mind is privacy. Fortunately, researchers are aware of this challenge and are
working on addressing it, in general IoT and especially in IoT forensics. The focus
of this chapter is mostly on the difficulties that a forensic investigator faces with IoT
specific challenges.
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The chapter is organized in the following way. Section 13.2 provides a short
introduction to general and then digital forensics, and ends with IoT forensics
specifics. Open questions and hurdles that IoT forensics faces are presented in
Sect. 13.3. Section 13.4 deals with opportunities that IoT forensics provide. An
example of an IoT forensics case is presented in Sect. 13.5. An overview of IoT
research with a focus on new approaches is the subject of Sect. 13.6. The last section
presents conclusions and future research directions.
13.2 Forensics
Forensic science, usually called forensics, encompasses scientific methods used
with the purpose of answering legal questions that generally arise in court cases and
criminal investigations. One of the main activities in forensics is evidence collection
and analysis. Evidence collection and handling has its procedures that should ensure
that [286]:
• evidence is obtained legally, by court order or by order of an authorized
institution or person;
• there is a chain of custody, which ensures that collected evidence is unaltered
from the moment it was collected until the moment it is presented.
13.2.1 Digital Device Forensics
Digital forensics deals with evidence in a digital form. Digital, or sometimes called
electronic, evidence is easy to change. Every access to a file on a digital device (PC,
smart phone, IoT device) changes the file’s last access time, and thus changes the file
in a way that might constitute evidence. This is an example of a change that is neither
malicious nor substantial but might be considered evidence tampering. An even
bigger issue is the possibility of intentional malicious alterations. To ensure digital
evidence integrity and its usability in court, procedures for electronic evidence and
handling are in use [208].
The first step is the creation of a forensically correct evidence copy. The forensic
copy is bit-by-bit identical to an original digital record. This must be done by tools
developed for this purpose that are evaluated and tested to confirm their operation
in accordance with a requirements specification [305]. Before and after copying
bits, the tools create a cryptographic hash of the original and copied data to confirm
data integrity during the copy making process. These tools also keep a log of all
steps taken to ensure the existence of the mentioned chain of evidence. Further
evidence analysis is performed on the copy, which ensures that the original evidence
is unaltered and available in case it’s needed for new analysis.
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There is an ethical question of data privacy regarding digital evidence from any
device that holds personal data. Digital devices are part of our everyday life. All of
them, ranging from personal devices such as smart phones or personal computers to
cloud and IoT devices, process and store huge amounts of data about personal users’
private lives. Most of that data is not relevant in any particular case that triggered
evidence collection from that digital device. Nevertheless, a forensic investigator
frequently needs to examine a variety of files to be able to establish which ones are
relevant to an investigation and which ones are not. Digital device examination is a
significant invasion of privacy. For this reason, it is necessary to clearly define what
kind of data and evidence an investigator should look for, to protect user privacy as
much as possible. This issue in regard to IoT will be further addressed later.
The fact that digital evidence can be on a number of different devices in a variety
of formats represents an additional challenge. These devices can be computers,
smart phones, digital cameras, GPS devices, or any other device (thing) that stores
data in a digital form (and it seems that it will eventually include everything).
Each of these devices might store data on a different medium in a different way.
Luckily there is some de facto standardization that usually makes it a little easier.
Digital records on devices are created by different software that use different data
formats. To read and understand a particular data format one needs specialized
knowledge and tools. For this reason, evidence collection from special devices is
often performed by a specialist in that area.
13.2.2 Other Digital Forensics
There are other sources of digital forensic data. Collecting data from those has some
issues that are similar to IoT forensics. In reviewing them we can identify what
differentiates IoT evidence collection.
All issues mentioned in the previous subsection relate to digital evidence that
exist in the memory of a device. That memory is usually non-volatile. Volatile,
working memory, like RAM, can contain forensically interesting data. The creation
of an evidence copy of such memory must be done without powering down the
device, this is known as live forensics. That procedure generally alters memory
content and must be thoroughly documented.
Similar issues exist within network forensics. Some of the evidence can be
collected from network devices, like routers, firewalls, etc., but most of it exists
only in flight. That data can be captured only at the time it passes through a
device processing it. There are devices and procedures for storing that network data.
Nevertheless, it is impractical to capture and save all network data, due to its volume,
however there are other issues such as the number and location of sniffing devices
needed [174]. The question of privacy here is much larger as the network data might
include a lot of information that is not related to the legal case in question [10].
Therefore, a narrow investigation focus is of utmost importance.
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The more recent development in digital forensics is the need for cloud forensics.
In its essence it should not differ much from device and network forensics,
however it does. The cloud is built on a virtual infrastructure that is shared among
many users of a particular cloud service provider. That presents a challenge for
forensics because it is hard to locate, identify and separate data or virtual resources
relevant for an investigation. In addition, there is no easy way to get access to
the cloud infrastructure needed for creation of forensics copies. Data processing is
decentralized and data cannot be collected without the cooperation of cloud service
providers. Data decentralization might mean that parts of that data are stored in
different jurisdictions where different authority can apply [483].
13.2.3 The Need for IoT Forensics
IoT forensics encompass these forensics: device, live, network and cloud. ‘Things’
might be devices with permanent storage with familiar file systems and file formats.
Such ‘things’ can be treated as any other digital device. Unfortunately, ‘things’
might use proprietary file systems and formats. They might not even have permanent
memory that holds user data and a limited power supply that severely limits duration
or even prevents live forensics. ‘Things’ might have limited amount of RAM and
transfer all their data immediately. That data can be transferred in an open standard
or a proprietary closed format. Network data can be encrypted. IoT data is often
processed in the cloud located in an unknown location that can be on the other
side of the planet. All this makes IoT forensics different and more challenging than
traditional digital forensics.
An IoT ecosystem, especially for forensic purposes, is divided into three areas:
(IoT) device forensics, network forensics and cloud forensics [592]. Although all
three of them are important, the focus of this chapter is on (IoT) device forensics.
It is in line with the focus of this book on ubiquitous computing systems. The other
two areas are more mature. Here they are briefly covered, to the extent required to
understand IoT systems forensics.
One of the first papers on IoT forensics [455] created a list of differences to
traditional digital forensics. A more recent paper [131], in an IEEE Security and
Privacy issue devoted to digital forensics, extended that list. The differences found
are the source of specific issues and opportunities in IoT forensics that are discussed
in the next two sections.
13.3 Challenges in IoT Forensics
Issues specific to IoT forensics are systematized here based on the available
literature. Initially, the general issues are presented followed by others as they occur
in successive phases of a forensic investigation.
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13.3.1 General Issues
There is a lack of a methodology and framework for IoT forensics. Even in digital
forensics there is no single universally accepted methodology, but there are a few
that are recognized and used by practitioners and researchers. IoT forensics is still
in its infancy and relies on methodologies and frameworks from standard digital
forensics that might not be fully adequate.
There is a lack of appropriate tools for IoT forensics. New software and hardware
will be needed. A good overview of available forensics tools and their suitability for
IoT is given in [559]. After a thorough analysis the authors concluded that existing
traditional computer forensic tools are insufficient for cyber-crime investigations in
IoT systems.
Since IoT is everywhere, it might be difficult to establish which jurisdiction a
case might fall under as there will often be more than one involved. IoT systems
can have devices in different jurisdictions as well as different cloud locations and
providers. This is not too dissimilar to the Internet with its worldwide reach. IoT
just expands the issue from the digital to the physical world.
13.3.2 Evidence Identification, Collection and Preservation
With IoT forensics the first thing to do is to identify the available sources of
evidence. The investigator must establish which devices recorded relevant data.
The question that needs to be answered is how IoT interacts with its surroundings.
The investigator can then know which of the possible available sources to use. In
addition, information on where and in which format data is saved must be obtained.
Before collecting evidence, constraints to data collection (physical, proprietary
standards, legal) should be checked.
Detecting the presence of IoT systems [258], and identification of IoT devices
that can provide evidence in an investigation can also be challenging [264]. In
addition, the device might contain data on different users not just the one(s) relevant
to the investigation. Identification of data of a particular user is not an easy task.
A wide array of different devices makes it difficult to have a standardized
approach to evidence collection. Data extraction is made difficult by the limited
capabilities of devices, their various interfaces, and their storage formats. Data
extraction without making changes to the device or data can potentially be difficult,
which is an issue in forensics and can even be considered evidence tampering.
On-board data storage is generally not accessible via traditional digital forensic
methods [576]. There are limited methods to create forensic images of a given IoT
device [152]. It can be difficult or even impossible to collect residual evidence from
the device in a forensically sound manner [188, 405]. Encryption of data can make it
difficult or impossible to collect evidence. Cumulative datasets may exist in multiple
locations [576].
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A crime scene in IoT involves physical things and the environment. It can
be very difficult to preserve it in its entirety. IoT elements might be interacting
autonomously. That can make it impossible to identify the boundaries of a crime
scene and separate it from its surroundings [152].
There is a practical question if an IoT device needs to be kept as evidence or not.
By its removal from the IoT environment there is an obvious loss of functionality.
13.3.3 Evidence Analysis and Correlation
The first issue for a digital forensics investigator when faced with an IoT system
is how to analyze evidence from the physical world. IT knowledge might not be
enough and expertise from related disciplines can be required [374].
The main issue at this stage of the investigation is the amount of data that an IoT
system might produce. That amount can be overwhelming for an investigator [455]
and the tools used [559]. The number of possible evidence sources in IoT is much
higher than in standard digital forensics. Each source might produce a lot of data,
for instance if it is a sensor that measures some physical property in small time
intervals.
Since the evidence comes from a high number of heterogeneous sources it is
more difficult to correlate. Creating a time-line is important in forensics. With a
variety of devices with possibly unsynchronized clocks it can be very challenging
to do [152]. All this is an issue in reconstructing events of interest. More evidence
should mean better reconstruction but requires a lot of effort that might not be worth
it [131].
The issue of privacy is most present in this phase. Aggregation and analysis
enables pieces of evidence to be put together, and to establish someone’s identity
and actions. That is a good thing if the identity belongs to the person being
investigated, however it is difficult to know in advance. Data collected from an
IoT system might contain a lot of information on individuals not relevant to the
investigation [440]. It is best to filter that data out at the time of collection but
it is generally not possible due to time and resource limitations in that phase.
Even the data on individuals relevant to the investigation might contain personal
information that is not important. This issue also exists for standard digital forensics,
however in IoT the data is collected continuously and indiscriminately from within
the sensors’ reach, and usually when individuals are involved this happens without
their knowledge.
13.3.4 Presentation
Presenting forensic findings in a case involving IoT can be challenging. It is a new
forensics and legal field. The courts are just learning to accept virtual evidence and
this physical/virtual combination that IoT brings might be confusing.
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There is also an additional question in this phase, as well as in the others, of
whether a court will accept the methodology and tools used since they are not yet
standardized.
There are several issues that are more relevant for forensic practitioners than
researchers, but should be mentioned. How much court knowledge and understand-
ing of IoT operations should be assumed? Should IoT devices be brought to court
and an explanation provided on how they work before presenting evidence from
them? Should an IT or an IoT expert present evidence? [374].
13.4 Opportunities of IoT Forensics
Fortunately, we do not only encounter challenges with IoT forensics. There are also
opportunities. Some of them are presented in this section.
IoT brings new sources of evidence to general forensics. IoT records events from
the physical environment, which were not recorded and stored before. They are now
even stored as digital data. That enables much easier search, filtering, cross-relating,
aggregation and other data operations that are helpful in turning data into evidence.
IoT systems can contain contextual evidence collected without the individual who
committed the crime being aware. This all happens automatically, without any user
interaction as a side effect of the IoT operation [264].
IoT evidence, both for physical and digital forensics, is also harder to
destroy [131]. It usually is not just one piece of evidence and it is generally stored
in the cloud out of the reach of people who may want to delete it. As mentioned in
the previous paragraph, usually suspects are not even aware of the evidence being
collected. If that is the case they will not see the need and will not try to delete
collected evidence.
IoT offers more evidence sources than standard digital forensics. Connected
things provide an abundance of forensically relevant data. All devices that might
collect, process, store or exchange data are interesting as possible sources of
evidence. Even the smallest sensor that transmits a single value of measurement
of a single physical quantity might be important. A composite picture of events can
be constructed from all the data collected from the IoT systems. For example, the
location of a suspect at a particular time can be established by correlating data from
different IoT devices from various locations the suspect frequents. Wearable activity
monitors can also help identify the approximate location of the suspect [592].
13.5 An Example of an IoT Forensics Case
To present how the above-mentioned IoT forensics challenges and opportunities
can relate to a “real” case, a DFRWS IoT forensics Challenge will be used. The
Digital Forensic Research Workshop (DFRWS) is a top forensics conference. It has
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a yearly forensics challenge, and in 2017 the focus was on IoT. The challenge is
open to the public but it is particularly directed towards forensic researchers and
practitioners. It is intended to motivate new approaches to IoT forensic analysis.
The submitted solutions had to include source code openly available under a free
software license with supporting documentation. Explanations of the procedure used
to analyze the data needed for reaching conclusions were also required. There were
four submissions. The winners were announced in May 2018. The challenge details
and all submissions with explanations and tools used are available on a github
repository for the challenge [302]. All people interested in practical aspects of IoT
forensics are strongly advised to read the challenge and check out all proposed
solutions. It is state of the art in this area at the time of writing. A lot can be learned
from the solutions, explanations and tools.
The case scenario is simple. A woman has been murdered. Her husband has
called an ambulance. The husband claims to have been at home at the time of the
murder. Contestants had to analyze available artifacts for forensically interesting
information and try to conclude who killed the woman.
An overview of general IoT forensics issues, analyzed in Sect. 13.3.1, as they
relate to this case are given below.
• Tools: The fact that there is a challenge to develop new tools shows that existing
tools, either free open source or proprietary commercial, are inadequate for
IoT forensics. All submitted solutions used a combination of existing and tools
specifically developed for this purpose.
• Jurisdiction: In this case there were no jurisdiction issues. Investigators had
access to all data collected. In this case the husband provided credentials for
cloud stored data. In reality, such credentials might be missing and a court
warrant can be required to obtain cloud data that can potentially be in a different
country.
Evidence identification, collection and preservation challenges, described in
Sect. 13.3.2, which this case brings are presented next. In this particular case
the investigators were provided with a list of digital devices found on the scene and
the images or data from the devices including the cloud provider network traffic
dump. A quick overview of issues police might have faced during relevant data
collection is provided.
• Identification of devices with relevant evidence: There are some obvious
devices that might contain relevant data such as the victim’s mobile phone and
the smart wristband she was wearing, as well as the husband’s mobile phone.
Since the husband claimed to have been watching TV using a Raspberry Pi
as a smart device at the time of the murder, data from that Raspberry Pi is
also of interest. There was a smart Amazon Echo speaker in the apartment that
might have recorded something of interest for the investigation. Three sensors,
a main sensor, a bedroom door sensor, and a motion sensor, connected to a
Samsung SmartThings hub were found. A Google OnHub AP/Router provided
Internet access and it had forensically interesting data. It was connected to the
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Samsung SmartThings hub and an IPTime network switch. Finding all these
devices required effort and knowledge given by the police officers who were
on the scene. In this case they missed the smart power outlet.
• Data extraction/image creation: Getting relevant data from the devices in a
forensically sound manner depends on the type of the device. Creating an image
of a mobile phone can be challenging without credentials. Since a Raspberry
Pi holds all its data on its SD memory card, imaging it is not difficult. IoT
devices like the wristband and the sensors usually do not store any data. Data
they generate can be found on the mobile phones used to control them, in
the cloud of the smart service provider, or in a network traffic dump. Data
collected from the Amazon Echo device can be obtained partly from the device
and partly from the cloud. Access to the cloud data here was possible as the
victim’s husband provided the password. In some other cases, the password
might not be available and cloud data would be more difficult to get. Network
traffic is usually not logged on a permanent basis. In this case it was possible to
obtain a diagnostic report from the OnHub AP/router in Google’s protocol buffer
specification format and a SmartHome network traffic dump for a period of one
relevant hour.
• Encryption: It was not an issue in this case since the credentials for the devices
and the accounts were available. In general, in the case of encrypted data on
devices, or network dumps of encrypted traffic, collection of data in readable
format might be impossible.
• Multiple data locations: Data was saved on multiple locations: devices and
clouds.
• Crime scene preservation: Police arrived at the crime scene a short time after
the relevant event. Data was collected in a timely manner and there was no need
for additional crime scene preservation.
The practical issues of evidence analysis and correlation (Sect. 13.3.3) in this case
are explained next.
• Physical world data expertise: There was no need for expertise on the data
collected from the physical world. All events were simple (opening, closing,
motion, steps) and were easy to interpret. That should be expected in current
home automation, but in an industrial environment or a smart city this would
have been different.
• Amount of data: The total amount of compressed data was over 6 GB. It was
only a small household of two persons and a relatively short period of time. One
can only imagine the data amount expected in a case involving an open space in
a smart city.
• Correlation/time-line: The analyzed data was from six different devices and
locations. For analysis, knowledge was required on how each of the devices and
services, which were sources of data, worked and what the collected data meant.
Significant effort was required to establish how the devices were connected and
how all the data correlated. The time-line was a little easier to establish since all
the devices had working and fairly synchronized clocks.
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• Privacy: Analysis revealed a lot of personal data on the victim and her husband.
The history of their phone usage, which included messages, application usage,
locations visited, and health data collected from the health devices, among
other information, was available to the investigators. Some of their physical
conversations, the commands they gave to their smart devices, their movement
through the home, and their TV viewing habits were also disclosed. Some data,
such as the victim’s phone messages and Echo-recorded conversations, were
crucial for the investigation, but some, such as the husband’s TV viewing habits,
were not.
• Effort needed: The challenge was open for 3 months. Even after that period,
none of the four teams that submitted solutions could be certain that their
explanation of the events was completely correct. In total 18 highly skilled
professionals worked for 3 months. It was a significant effort and as it was
a murder case a human life was at stake. In real life, it is hard to imagine
having so many experts available for an investigation. In the author’s opinion,
that fact might be the biggest practical problem of IoT forensics. Real forensic
investigations are not like the CSI program we see on TV.
The challenges of how IoT forensics can present findings, as described in
Sect. 13.3.4, are described below for this particular case. The details of the solutions
that the competing teams provided were very technical. They were difficult to
read and understand for non-experts. They were not written for the court, but for
an expert panel. In reality, an additional effort would be needed to prepare the
case presentation in front of a judge and jury. In this case it should have been
possible to explain to the general public the sequence of events established after the
forensic investigation. Technical details need to be kept to a minimum and should
be presented as an appendix to the written report.
This case clearly shows the opportunities that IoT forensics can bring. Without
IoT forensics the main, and probably only, evidence would have come from
eyewitnesses. There might not have been any eyewitnesses, or they could have been
hard to find. The case would have had to rely on memories that might have been
incomplete, unreliable and subject to change.
IoT forensics enabled the collection of more reliable evidence. That evidence
was used to reconstruct the sequence of events that led to the murder. The sensors
provided data on door opening and movement. That data enabled investigators to
establish the presence of a third person. The smart loudspeaker data contained parts
of relevant conversation that confirmed the presence of a third person arguing with
the victim. The victim’s phone data showed unfriendly conversation between the
victim and the coworker she seems to have been having an affair with. That enabled
us to establish the identity of a suspect. Data from the smart TV confirmed that the
husband was watching TV at the time of the attack on his wife.
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13.6 Research Overview
Here we present and analyze the research directions in the literature that address the
above-described issues and proposed solutions. IoT forensics research is in its early
stages. It did not really start until 2013. It seems that researchers are just beginning
to scratch the surface of this vast area. This opens up opportunities for young
researchers to join in and offer fresh ideas. Most of the published papers expand
on previous results in standard digital, network, cloud and mobile forensics. Several
research directions can be identified. The following overview is organized into
subsections, with papers that propose similar ideas grouped together and ordered by
publication year. Some papers might belong to multiple subsections but are referred
to in just the one that corresponds to its main contribution.
13.6.1 New Models and Frameworks
The biggest number of papers belongs to this group. It is understandable as models
and frameworks need to define and provide some direction and standardization
for researchers and professionals. Unfortunately, none of the proposed models
and frameworks has been widely accepted and most of the proposals are still of
theoretical nature. A brief overview of papers follows.
In addition to defining challenges and IoT differences, as mentioned in
Sect. 13.2.3, [455] proposed some approaches to address challenges. Authors
proposed a zone-based method for approaching IoT related investigations. They
call them 1-2-3 zones. Zones loosely correspond to three areas of IoT forensics:
device, network and cloud. Zone 1 is an internal network with all devices and
software. Zone 2 covers hardware and software at the network border that provides
communication services from outside networks. It can include a firewall and IDS.
Zone 3 is everything outside of the network being investigated and includes cloud
and ISP, among other things. Zones enable work in parallel or they focus on the
one that is most urgent. Authors also propose a preparation phase for IoT forensics
methodology. Future papers confirm the need for the phase where data collection
devices are installed in advance. The paper proposes another important concept,
Next Best Thing (NBT). It can be expected that in IoT some sources of evidence will
not be available or reliable. The NBT model suggests that forensically interesting
data can be acquired from devices that are either directly connected or somehow
related to the object of forensic interest, as authors call it.
Another IoT digital forensic investigation model is presented in [470]. The model
divides IoT into a number of zones, similar to [455]. It includes concepts for base
device identification, a location finder represented by zones. The conceptual idea
is on the right track, but the paper does not propose how the model could be
implemented.
226 S. Mrdovic
Yet another framework is proposed in [318]. That framework is created to comply
with ISO/IEC 27043:2015, the international standard for incident investigation
principles and processes. The authors hope that their approach to the standardization
and creation of a framework will enable tool development. Their framework consists
of distinct processes: proactive process, IoT forensics, and the reactive process.
The proactive process is similar to the preparation phase in other models and
frameworks. IoT forensics is the same as in [592]. The reactive process consists
of initialization, acquisition and investigation which happens after an incident is
identified in an IoT-based environment.
Harbawi and Varol [258] propose a theoretical framework that should improve
the evidence acquisition model for IoT forensics. They address the problem of the
identification of the main source of digital evidence in IoT. A Last-on-Scene (LoS)
algorithm is proposed, consisting of seven steps for things-of-interest identification.
It extends ideas from [455] and [470]. After things of interest are defined, a modified
digital forensic procedure consisting of seven steps is proposed. The authors also
propose an online management platform that manages and clusters IoT digital
forensic cases, but the paper does not elaborate further than platform general
specifications.
Zia et al. [602] propose adding application specific forensics to digital forensics
model. They argue that to ensure the collection of evidence in the context of specific
IoT applications it is important to have application-specific forensics in place. This
application specific component feeds data into the digital forensics component of
their model. It provides relevant data for the IoT application in question. That
enables focused extraction of artifacts relevant to the investigation. The authors
picked the top three most popular IoT applications at the time of writing: Smart
Home, Wearables and Smart City. For each of these they defined items of forensic
interest in a complete IoT system: device, network and cloud. With this approach
the IoT forensic process should be focused on important data but is still holistic.
Privacy protection in IoT forensics is the focus of [440]. It proposes a Privacy-
aware IoT forensics model (PRoFIT) that takes into consideration the privacy
requirements established by the ISO/IEC 29100:2011 privacy framework. The
model, similarly to others, relies on a preparatory phase. In this phase a piece
of software may be installed to assist and advise the user about the information
contained in the device according to privacy policies and forensic restrictions. Data
collection is based on informed user consent. The logic is that enough IoT users will
provide this consent and have the software installed. In that case at the time of the
investigation a lot of data will be readily available. There might always be a need for
court-ordered data collection but less than without the preparation step. The model
presents privacy protection aspects through the rest of the investigation process. It
includes asking the user’s consent whenever there is a need in the investigation to
share user data with someone who was not included in previous consents.
The same authors combined their work on PRoFIT [440] with Digital wit-
ness [442] to advance IoT forensics while providing user control of private data
in [441]. Digital Witness is, exactly what its name suggests, a device which is able
to collaborate in the management of electronic evidence. To stimulate a willingness
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among citizens to collaborate and allow their devices to be Digital Witnesses they
need assurance about the protection of their personal information on such devices.
The paper shows how it is possible and feasible to have a PRoFIT-compliant Digital
Witness. The authors evaluate and confirm their approach in two cases: social
malware and warehouse registration.
13.6.2 Preparation Step with Repository
Most of the proposed models and frameworks define the need for a preparation
phase in IoT forensics. Such a phase has been suggested for other types of digital
forensics. In IoT, due to the lack of logging and local data preservation, a type of pre-
prepared local data repository of potential evidence seems to be the most warranted.
The following papers offer some ideas on how this can be achieved.
The work in [456], from the same authors as [455], proposes a concept that
introduces a device in between the local IoT network and the home firewall
(Internet/Cloud) that provides security and forensic services. It is an end-user-
managed solution which is unusual and has its pros and cons. The device provides
standard security services like IDS/IPS, network monitoring, logging and threshold
establishment. Once something happens that causes a crossing of a set threshold
the forensic services are activated. They include data compression, parsing and
differentiation, storage, time-line creation, alerting, preparation and presentation
of results. It is an interesting idea but relies on the end user who might want to
hide certain events. Authors also mentioned issues, common with all systems that
monitor network traffic, when encryption, compression and steganography are used
on the network data. In addition, a device that sits in the path of network traffic
might become a bottleneck.
The FAIoT paper [592] formally defined IoT forensics and listed its challenges.
It proposed a forensics-aware model for the IoT infrastructures (FAIoT). The model
is supposed to help researchers focus on a specific research sub-problem of the IoT
forensics problem domain. The FAIoT consists of three parts: a secure evidence
preservation module, a secure provenance module, and access to evidence through
an API. The authors propose a centralized trusted evidence repository as a new
service available for all the IoT devices. Since the repository should handle very
large datasets, the authors propose the use of the Hadoop Distributed File System
(HDFS). To ensure a proper chain of custody by preserving the access history of
that evidence, a provenance aware file system [433] for the repository is proposed.
FAIoT could help with IoT forensics investigation but at this stage it is more a
conceptual design than a practically usable system.
One more paper that proposes a preparatory phase in order to obtain evidence
is [405]. It argues that collection of IoT devices states can enable an investigator
to create a clear picture of the events that have occurred. The authors propose a
centralized controller that can be connected to devices, controllers (hubs) and the
cloud to acquire IoT states. This controller can only read the state and cannot change
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it. It logs states with time stamps in secure storage with hashes for integrity. The
authors provide a proof of concept implementation of their controller using an open
source IoT device controller, OpenHAB. It is connected to one device (IP camera),
one controller (Insteon Hub) and a cloud account for a device (Nest thermostat).
Analysis of the logged states enables reconstruction of scenarios of events in the
physical world.
Wang et al. [572] propose a system that ensures data provenance. It ensures
that it is possible to establish where a piece of data came from as well as
the processes and methodology by which it was produced. It enables a holistic
explanation of the system activities, including malicious behaviors. With data
provenance, the sequences of activities in an IoT system can be connected with
causal relationships. It replaces isolated logging and the analysis of individual
devices. The authors implemented this idea with a centralized auditing system for
a Samsung SmartThings platform called ProvThing. They showed that, through
optimization, real-time system auditing is possible with minimal overhead.
13.6.3 Real-World Systems
The paper “Digital forensic approaches for Amazon Alexa ecosystem” [145]
discusses practical issues when carrying out the forensic analysis of IoT systems
present in many households. It proposes a combination of cloud-native forensics
with forensics of companion devices, and this is called client-side forensics. Since
Alexa is a cloud based assistant, most of its data is in the cloud. The authors used
unofficial Alexa APIs to access its cloud data. Analysis of network traffic with
the Alexa cloud-using proxy, enabled the authors to establish that the data are
returned in the JSON format. This reveals issues with cloud forensics retrieving
data that might not be available in its raw form but only through calls to predefined
query functions, and these functions might not be documented. In this manner the
authors were able to obtain some Alexa-native artifacts. Alexa is usually managed
through a mobile application or the web. The authors apply forensics of mobile
applications and web browsers to retrieve additional artifacts from the client. To
automate this process of data collection, visualization and evaluation, the authors
created CIFT (Cloud-based IoT Forensic Toolkit). The paper emphasizes the need
for a holistic approach to data collection and analysis. The DFRWS Challenge,
presented previously, had a practical scenario with more popular home IoT devices,
including Alexa Echo, a smart speaker that is part of the Alexa Echo system.
In [494] the authors investigate what data can be collected in IoT attacks and what
can be reconstructed from that data. They used a hub and sensors from “sen.se” as
well as the Samsung hub, both for the home environment. After a 20-day period
of operation, the collected data was analyzed. The authors explain the challenges
they faced even with this small system. The paper shows how with a small number
of simple sensors different attack scenarios can be identified, interpreted, data
preserved and analyzed and presented in a way that is easy to understand. It clearly
demonstrates the power and opportunities that come from IoT forensics.
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13.7 Conclusion and Future Research Directions
IoT forensics is a new area open for research. There is already a need for practical
solutions to questions that arise during investigations that include IoT. That need
will help advance the research through practice.
The omnipresence of IoT makes it an ideal tool for evidence collection. As part
of its normal operation IoT collects data from its surroundings. That data, from
different IoT devices, can be correlated to create a very detailed reconstruction of
events. Suspects can easily be unaware of recordings and usually cannot destroy the
evidence.
Although this seems like a dream come true for surveillance agencies it can be
perceived as “scary” for the common citizen. IoT forensics, with data correlation,
can enable the emergence of personally identifiable information from, what seems
like, irrelevant pieces of data. The issue of privacy in IoT is a very important one
and needs to be adequately addressed.
With the opportunities it offers, IoT forensics has also some issues. New devices,
new interfaces, new storage media, new file systems, new network protocols,
dispersed cloud storage, unclear authority and jurisdiction are just some of those.
The amount of data that needs to be preserved, stored and processed is huge. Even
the presentation of the results can be challenging.
IoT forensics research so far has three main directions: the creation of new
models and interfaces, the creation of systems with a pre-prepared repository for
evidence, and forensics of real-world IoT systems. It seems to be at its beginning,
so there are definitely many opportunities for further research.
From the author’s point of view two new technologies, blockchain and SDN, can
play an important role in that future research. IoT’s distributed nature seems to be a
good fit for blockchain which is built to, among other things, ensure integrity which
is important for forensics. SDN can play a key role in relevant IoT traffic filtering
which can be set up on an ad hoc basis.
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Süleyman Kardaş, Chong Hee Kim, Cédric Lauradoux, Benjamin Martin, Jorge Munilla,
Alberto Peinado, Kasper Bonne Rasmussen, Dave Singelée, Aslan Tchamkerten, Rolando
Trujillo-Rasua, and Serge Vaudenay. Security of distance-bounding: A survey. ACM Comput.
Surv., 51(5):94:1–94:33, September 2018.
41. Gildas Avoine, Muhammed Ali Bingöl, Süleyman Kardaş, Cédric Lauradoux, and Benjamin
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