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ABSTRACT 
A new set of stability conditions for differential non-unit-memory linear multipass 
processes is derived and used to develop computationally feasible stability tests. This 
results in a systematic procedure which tests these conditions in a particular order 
with termination if the one just tested does not hold. Finally, the use of this procedure 
within the area of control-system design is discussed. 
1. INTRODUCTION 
The essential characteristic of a multipass process is the presence of a 
repetitive, or recursive, action with interaction between successive passes. 
Industrial examples include long-wall coal cutting and the rolling of metal 
strip. To introduce formal definition, first suppose that the pass length (Y is 
constant. Then (Owens, 1977) a multipass process is a dynamic system where 
the output vector Yk(t), 0 < t < a < + cc (t = “distance” variable), generated 
during the kth pass acts as a forcing function on, and hence contributes to, 
the dynamics of the new output vector or pass profile, Yk+ Xt), 0 < t < 
(Y < + 00, k >, 0. Such processes therefore have the so-called (Rogers, 1987) 
unit-memory property, i.e. the profile on any pass is a function of the 
independent inputs to that pass and the previous pass profile. This has led 
(Rogers, 1987) to the designation “unit-memory multipass process” for the 
general class which includes long-wall coal cutting and metal rolling as special 
cases. 
Multipass processes also exist (Edwards and Owens, 1982; Rogers, 1987) 
where the profile on any pass is a function of the independent inputs to that 
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pass and a finite number M ( > 1) of previous pass profiles. Such processes 
are unit-memory if M equals unity and can therefore be regarded as the 
natural generalizations of their unit-memory counterparts. Hence they are 
termed “non-unit-memory linear multipass processes of memory length M.” 
A major industrial example is the bench mining system (Rogers and Smyth, 
1988), where (typically) M = 10. 
In the most general case, a multipass process has nonlinear dynamics and 
a pass length which varies from pass to pass. Suppose, however, that the 
dynamics are linear and the pass length is constant. Then a large number of 
practical examples are known (Edwards and Owens, 1982) to satisfy these 
conditions. Further, Owens (1977) has developed an abstract representation 
for this case which, in effect, regards the output on any pass as a point in a 
suitably chosen function space. This abstract representation includes as a 
special case the class known (Edwards and Owens, 1982) as differential 
non-unit-memory linear multipass processes, which are the subject of the 
work reported here. 
Using elementary techniques from functional analysis, Owens (1977) has 
developed a stability theory for this abstract representation. In particular, a 
definition of stability which has a well-defined physical meaning has been 
introduced, and necessary and sufficient conditions for its existence devel- 
oped. Further, the results of interpreting these conditions for a wide range of 
special cases have been reported by Owens (1977), Edwards and Owens 
(1982), and Rogers (1987). For the purposes of this paper, however, the most 
important of these are those for differential non-unit-memory linear multipass 
processes, which can, for example, be found in Edwards and Owens (1982). 
Consider, therefore, the problem of testing the reported conditions for 
stability of a differential non-unit-memory linear multipass process. Then it is 
immediately apparent that testing one of these conditions in its current form 
is not a computationally feasible proposition-a fact which prompts the 
search for equivalent conditions which are computationally feasible to test, 
and one of which forms the basis of this paper. 
The main body of this paper begins in Section 2 with the introduction of 
the relevant general results in terms of the abstract representation. In Section 
3 the state-space model of a differential non-unit-memory linear multipass 
process is introduced, and the results of interpreting the general stability 
conditions for this special case are presented. Further, the computational 
feasibility of testing these conditions is discussed, and an equivalent set 
derived to serve as the basis for the development of computationally feasible 
stability tests. 
Section 4 considers the development of such tests. In particular, the 
theory of axis positivity of polynomial matrices is used to develop tests which 
are, in effect, well-known tests from standard linear systems theory. Finally, 
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the use of these new tests in the important area, (Rogers, 1987) of control-sys- 
tem design for multipass processes will be discussed, with particular emphasis 
on computer aided design aspects. 
2. BACKGROUND RESULTS 
Consider a unit-memory multipass process with linear dynamics and a 
constant pass length. The unique features of such a process are, for example, 
summarized in Chapter 2 of Rogers (1987). Suppose also that the pass profile 
on pass k is regarded as a point in a suitably chosen Banach space E,, i.e. 
Y,eE,, k a 0, (1) 
in which case the following definition (Owens, 1977) provides an abstract 
representation, or model, for such processes. 
DEFINITION 
Y k-cl =LaYk + &+I, k > 0, (2) 
where Yk E E, is the pass profile on pass k and bk+l E W,, k > 0. Here the 
term L,Y, represents the contribution from the kth pass to the k + lth pass 
profile, and b,, 1 represents known initial conditions, disturbances, and 
control input effects. 
S( E,, W,, L,) includes all known examples as special cases, and the 
details associated with a representative cross-section can be found in Chapter 
2 of Rogers (1987). 
Suppose that (Y > 0 again denotes the pass length. Then over this pass 
length the most general model of a constant-pass-length linear multipass 
process with memory length M takes the form 
Y k+l=~1,Yk+~2,Yk_l+ ... +L:Yk+l-M+bk+l, 
where Y,EE,, k>,l-M, bk+l E W, c E,, and the LL are bounded linear 
operators in E,. Note also that (3) reduces to (2) with L, = L’, if M = 1, and 
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hence in this sense (3) can be regarded as the natural generalisation of the 
unit memory case. Further, (3) can be regarded as a linear multipass process 
of the form S( E,, W,, L,) in the product space Ef = E, X E, X . . . X E, (M 
times) by writing it in the “companion” form 
and using the notation 
k>O, 
(4 
(5) 
Using (4)-(5) Owens’s (1977) stability theory for S(E,, W,, L,) can be 
applied to (2). As in the unit-memory case, (3) includes all known examples as 
special cases, and the details associated with a representative cross-section 
can again be found in Chapter 2 of Rogers (1987). 
To introduce the relevant elements of Owens’s (1977) stability theory for 
S(E,, W,, L,), first note that this theory consists of two distinct concepts, 
termed asymptotic stability and stability along the pass. Asymptotic stability 
is a necessary condition for stability along the pass, and it is known (Rogers, 
1987) that this stronger latter condition is required in practical applications. 
Suppose also that (2) is subjected to a disturbance sequence { bk } k ~ r which 
settles down to a steady disturbance b, as k + + 00. Then the essence of 
stability along the pass for S(E,, W,, L,) is the requirement that the output 
sequence { Y, } k ~ r, produced in response to { bk } k a 1 and any initial profile 
Y,, settle down to a steady profile Y, as k + + co for ail pass lengths (Y >, (~a, 
where e0 is some nominal pass-length value of interest. This steady profile Y, 
is termed the limit profile, and its existence is guaranteed by asymptotic 
stability. Stability along the pass is, however, required to guarantee that this 
limit profile also has acceptable design characteristics in a well defined sense. 
Owens’s necessary and sufficient conditions for stability along the pass of 
S(E,, W,, L,) are expressed in terms of a so-called extended linear multipass 
process, which is defined as follows. 
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DEFINITION 2.2. A collection of models of S(E,, W,, L,) with pass 
lengths in the range cx > (Ye is termed an extended linear multipass process 
and is denoted by S(E,, W,, L,), > %. 
Suppose also that 11. jla denotes the norm in E,. Then Owens’s conditions 
for stability along the pass take the following form. 
THEOREM 2.1. The extended linear multipass process S( E,, W,, L,), $ ao 
is stable along the pass if, and only if, 
r,= sup T(L,)<l, 
(I > a” 
(6) 
where r(L,) denotes the spectral radius of L,, and 
iv,& sup sup /(zI- L,)-‘llu< +cC 
a>a, Izl>h 
(7) 
for some real number A in the range rm < h -C 1. 
Proof. See the proof of Theorem 3.1 in Owens (1977). n 
NOTE. (6) is equivalent to the requirement that all models of 
S( E,, W,, L,) with cx > a,, should be asymptotically stable. Hence the reason 
for retaining the separate identities of (6) and (7) in Theorem 2.1, despite the 
fact that (7) does imply (6). 
Suppose, therefore, that Theorem 2.1 holds. Then a corollary of this result 
is that the corresponding limit profile for (Y is given by the unique solution of 
the linear equation 
Y,=L,Y,+b,. 
Further, (8) can be formally obtained from (2) by substituting the corre- 
sponding strong limits for all of the variables. Finally, a study of practical 
examples (Rogers, 1987) has yielded a number of control policies in which the 
dynamics of (8) play a central role. 
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3. STABILITY OF DIFFERENTIAL PROCESSES 
The remainder of the paper exclusively considers the subclass of (3) 
known as differential non-unit-memory linear multipass processes. This sub- 
class includes the bench mining system (Rogers and Smyth, 1988) as a special 
case, and the defining statespace model has the form 
~k+l(t)=AXk+l(t)+BU,+l(t)+ E Bj-lYk+l-j(t)2 
j=l 
Yk+l(t)=CXl,+l(t)+D,Uk+l(t)+ IF DjYk+l-j(t)9 
j=l 
X,+1(t) E R”, %+1(4 E R”Y u,+,(t) E R1, 
O,<t~a<+cx3, X,+,(O) = dk+l> k a 0. (9) 
Further, as one possible choice, set E, = C,(O, a), the space of bounded 
continuous mappings of the interval 0 Q t < LY into R”, with norm 
(10) 
(where 11.11 is any convenient norm in R”, e.g. IIPl( = maxigkgmlPkl). Then 
the details of writing (9) in the form (3) can, for example, be found in 
Chapter 2 of Rogers (1987). 
One possible approach to the analysis of multipass processes is to exploit 
any structural links which may exist with other, well-established, areas of 
systems theory. In which context, suppose that the following are applied in 
turn to (9): 
(i) The previous pass terms are deleted or, equivalently, Bj_ 1 = 0, Dj = 0, 
l<j<M. 
(ii) The pass subscript k + 1 is dropped. 
(iii) The concept of a pass length is irrelevant. 
Then this state-space model reduces to 
If(t) = AX(t)+ BU(t), 
Y(t) = CXJt) + D”UQ), 
X(0) = d. (11) 
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This is just the state-space model from standard differential linear systems 
theory, and within the multipass context it is termed (Rogers, 1987) the 
derived conventional linear system of (9). Further, it will be shown in Section 
4 that well-established tests from the stability theory of this derived conven- 
tional linear system and its discrete counterpart can be used to test for 
multipass stability. 
In order to state the interpretation of Theorem 2.1 for (9) first introduce 
the following definitions due to Rogers (1987). 
DEFINITION 3.1. The asymptotic stability polynomial for (9) is defined as 
where 
and P,(z) is to be regarded as a polynomial in z-r. 
DEFINITION 3.2. The stability along the pass polynomial for (9) is 
defined as 
A,(s,z)= sZ,-A- ; Bilz-jQ(z)-k (14 
j=l 
and is to be regarded as a polynomial in s with coefficients which are rational 
functions in 2-l. 
Then this abstract result translates to the following. 
THEOREM 3.1. Suppose that 
(i) the pair {C, A } is observable, 
(ii) the pair { A,E~=i,BjP1~j-r} is controllable at all but a finite number 
of points rll,v2,.... vI, in the complex plane, and 
(iii) IsZ, - A - C~==,Bj_,qi~‘P(q,~‘)-‘CI has no roots on the imaginary 
axis of the complex plane, 1~ i < q, where 
P(~)=TJz”,-Dl-z12q-‘- . . . -~M~l-~, (15) 
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Then the extended linear multipass process S( E,, W,, L,), 2 oLg enerated by 
diffmential models of the form (9) with a > a0 is stable along the pass if, 
and only if, 
(a) one has 
and 
(b) there exist real numbers E > 0 and roe -C X < 1 such that 
A&s, z) + 0 
(16) 
07) 
for all compkx numbers s, z satisfying JzI > x and Re s > - E. 
Proof. See, for example, the proof of Theorem 3.5.4 in Edwards and 
Owens (1982). 
NOTE. (16) is equivalent to asymptotic stability, (Y > 01~. 
Consider now the testing of (a) and (b) of Theorem 3.1 for a given 
example. In particular, consider first the testing of the necessary asymptotic 
stability condition of (a). Then some simple analysis leads immediately to the 
equivalent requirement that all roots of the real polynomial 
= a,zN+ aNplzN-l + . * * + a,2 + a,, N=mM, a,=l, (18) 
lie inside the unit circle C = { z : 1.~1 = l} in the complex plane. This is just 
the standard stability result for the discrete counterpart of (ll), and hence it 
can be tested by applying any one of numerous tests which avoid the need to 
compute the roots of g(z). For example, the Jury-Marden table test (Jury, 
1974) could be employed. 
Condition (b) of Theorem 3.1 is equivalent to the requirement that all 
eigenvalues of the matrix A + Xy= ,Bj_ ,a- jQ( a)- ‘C have strictly negative 
real parts for all 121 >, X -a fact which leads immediately to the conclusion 
that testing this condition in its current form is not a computationally feasible 
proposition. Note, however, that A&s, z) plays a central role in extending 
the fundamental concepts of a characteristic polynomial and poles for the 
derived conventional linear system to (9). The multipass equivalent of a pole 
leads to welldefined physical interpretations for asymptotic stability and 
stability along the pass, and for the difference between them, but not to 
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computationally feasible stability tests. Hence, since the emphasis is on the 
development of such tests, this particular aspect is not considered further in 
this paper, and the interested reader is referred to Rogers and Owens (1988a) 
for a comprehensive treatment. 
The following is the major result of this paper and (see Section 4) leads to 
the development of computationally feasible stability tests. Its effective action 
is to replace (b) of Theorem 3.1 by two equivalent conditions. 
THEOREM 3.2. With the assumptions of Theorem 3.1, the extended 
linear multipass process S( E,, W,, L,), > a,, generated by differential models 
of the fwm (9) with a >, a0 is stable along the pass if, and only if, 
(a) (16) of Theorem 3.1 holds, 
(b) the derived conventional linear system (11) is stable and hence 
p(s) = IsZ, - A( # 0 VRes>O, (19) 
and 
(c) one bus 
g(s,z)#O, s=io, Vreal w>,O, 121>1, (20) 
where 
g(s,z)=Iz”z,-G1(S)ZM-1-G2(~)ZM~2- ..- -GM(s)\ (21) 
and 
Gj(s)=C(sZ,-A)~‘Rj_,+~j, l<j<M. (22) 
Proof. This consists of showing that (19) and (20) are, together, equiva- 
lent to (b) of Theorem 3.1. 
To proceed with this task, first let IzI -+ + cc in (17) and hence (19). 
Further, with (19) established, note that 
sz, - A - f Bj_ lz-jQ( z) -‘c 
j=l 
=(sZ,-Al I,-(sZ,-A)-’ 5 Bj_lzpjQ(z)-‘C (23) 
j=l 
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and hence (b) of Theorem 3.1 reduces to 
Setting s = iw, the necessity of (c) above follows immediately, since (24) 
implies that all solutions of g(iw, z) = 0 have modulus strictly less than X. 
Conversely, suppose that (a)-(c) above hold and consider the usual 
Nyquist contour in the complex plane. Further, let zj(s), 1~ j < N, denote 
the jth root of g(s, z), and Aj, 1~ j < N, the jth root of g(z) of (18) where 
JXjl < 1 by (a). In this case 
lim g(s, z> =dz> 
ISI -+ + 00 (25) 
indicates that the choice of 
lim zj(s) = Xi, 
ISI - + cc 
l<j,<N, (26) 
incurs no loss of generality. Hence, using (a) and (c), it is possible to choose a 
real scalar X in the nonempty range 
sup max Izj(iw)l<h<l. 
o>Oldj<N 
(27) 
Now suppose that s traverses the Nyquist contour in a clockwise manner. 
Then it follows immediately that the locus generated by the right hand 
side of (23) does not intersect or encircle the origin of the complex plane 
for any choice of 1~1 > X. Equivalently, all eigenvalues of the matrix 
A +C~z,,Bj_lx-jQ(~)-‘C have strictly negative real parts for all choices of 
lzl 2 h, i.e., A&s, z) # 0 for all complex numbers s, z satisfying 1~1 > X and 
ResaO. 
The final step in this proof is to demonstrate the existence of a suitable 
E > 0. To accomplish this, first note again that the eigenvalues of 
A +Z$Bj~iz-jQ(z) - ‘C approach the eigenvalues of A as 1.z I + + 00. 
Hence (b) of Theorem 3.1 can be replaced by the requirement that all 
eigenvalues of A + Xy= iBj_ iz- jQ( .z- ‘C have strictly negative real parts for 
all z lying in some compact set X < Izl< R with R “large.” The existence of 
a suitable E > 0 now follows by continuity and the consequent existence of a 
finite covering of this set by open balls. W 
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NOTE. If U,, i( t ) = 0, 0 < t Q (Y < + co, k > 0, then, in Laplace trans- 
form terms, Gj(s), 1 d j < M, of (22) describes the contribution of pass 
profile k + 1 - j to pass profile k + 1, k >, O-a fact [see also Rogers (1987) 
for a detailed discussion] which provides some insight into the physical 
significance of (c) of the above result. 
Both Theorems 3.1 and 3.2 invoke assumptions concerning the existence 
of uncontrollable oscillatory modes, and as yet the precise reasons for these 
assumptions are not fully understood. Hence it will be necessary to assume 
for the remainder of this paper that these assumptions always hold. This may 
not always be the case, however, and hence this area is one to which future 
research effort could profitably be directed; some promising preliminary 
results and observations can be found in Rogers (1987). 
4. STABILITY TESTS 
The purpose of this section is to develop computationally feasible tests for 
the conditions of Theorem 3.2. In particular, the theory of axis positivity 
(Siljak, 1975) is exploited to produce tests which are, in effect, well-known 
tests from conventional linear systems theory. 
Consider first, therefore, (a) of Theorem 3.2, and note again that this is a 
necessary condition *for stability along the pass and hence for (b) and (c) of 
this result. Consequently no further tests for the latter are required if this 
condition does not hold. Further, it was concluded in Section 3 that if this 
condition is expressed in the form (18), then it can be tested using any one of 
numerous well-known stability tests for the discrete counterpart of the 
derived conventional linear system (11). For example, the Jury-Marden table 
test (Jury, 1974) could be employed. 
Suppose, therefore, that (a) of Theorem 3.2, holds and consider the 
condition listed under (b). Then this condition is necessary for stability along 
the pass, and consequently no further tests are required if it does not hold. 
Further, the stability theory of systems described by (11) immediately 
indicates that it can be tested using any one of numerous well-established 
tests. Within the context of this paper, however, the preferred method is the 
Routh array, since (see below) this array is also used in testing (c). 
At this stage, suppose that (a) and (b) of Theorem 3.2 hold. Then the 
particular example under consideration is stable along the pass if, and only if, 
(c) holds. To develop a test for this condition, first write g(s, z) = 0 in the 
form 
Z~+CN_l(S)Z~-l+ ... +cl(s)z+co(s) =o, (28) 
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where the coefficients ca( s), cl(s), . . . , cN_ i(s) are rational functions in s. 
Further, let aN(s) denote the least common denominator of the cj(s), 
j=O,l , . . . , N - 1. Then (28) can be written as 
u&)ZN+uN_l(S)ZN-l+ -*. +a,(s)z+u,(s)=o, (29) 
where the coefficients u,,(s), u,(s), . . . , u,,,(s) are real polynomials in s. From 
this it follows immediately that this condition holds provided the (assumed 
irreducible) polynomial 
p(z) = u,(s)P+ u,_l(s)zN-l+ . . * + al(s)2 + uo(s) (39) 
satisfies 
P(Z) 20 VsEZ= {s:Res=O}, 1.2121. (31) 
In order to test (31), first suppose that the N x N Schur-Cohn matrix 
H = { hij} is constructed for p(z), where 
u,_i+ka,_j+k-ai-kuj-k, 
i < j, 
(32) 
i > j, 
and is hence a polynomial in s and/or its complex conjugate. Then it can be 
shown (Siljak, 1975), that (31) holds if, and only if, the Hermitian polynomial 
matrix H(s) 3 H is positive definite V’s E I. Such a matrix is said (Siljak, 
1975) to be axis positive, and the following result gives necessary and 
sufficient conditions for the existence of this property. 
THEOREM 4.1. The N X N Hermitian polynomial matrix H(s) is axis 
positive if, and only if, 
H(0) > 0 (33) 
IH(s VSEZ. (34) 
STABILITY OF LINEAR MULTIPASS PROCESSES 791 
Proof. See the proof of Theorem 1 in Siljak (1975). W 
In order to test the conditions of Theorem 4.1, first set s = 0 in H(s). 
Then H(0) is simply a real constantcoefficient symmetric matrix. Hence (33) 
can be tested by applying any one of numerous (Gantmacher, 1959) sets of 
criteria for positive definiteness of real symmetric matrices. For (34), set 
s = iw and note that the determinant of a Hermitian matrix is real and 
consequently q(02) A ]H(iw)] must be a real polynomial of the form 
(35) 
from which it follows immediately that (34) holds if, and only if, 9(w2) has 
the positive realness property 
4b2) ’ 0 V'w>O. (36) 
Further, (36) can be expressed in terms of the roots of q(w2) by means of the 
following easily proven result. 
LEMMA 4.1. The polynomial q(w2) satisfies (36) if, and only if, it has 
no positive real roots and q(w2) > 0 for some w 2 0. 
NOTE 1. In the trivial case of r = 0, Lemma 4.1 reduces to 9( w2) = q0 > 0 
and no further analysis is required. 
NOTE 2. q( 02) > 0 for some w > 0 can be replaced by either q0 > 0 or 
qzr > 0 [i.e., q( + co) > 01, which is easy to test. In particular, (36) is violated 
if 90 < 0 and no further tests are required. 
The following lemmas, derived from Descartes’s rule of signs (Jury, 1974) 
provide useful preliminary tests for Lemma 4.1. 
LEMMA 4.2. With 90 > 0, a necessary condition for q(w2) to have no 
positive real roots is that there is an even number of changes of sign in the 
coejjkients q2k when arranged in descending order. 
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REM-K. If the number of sign variations is zero (i.e. all coefficients are 
positive), then the above result is a sufficient condition and is a special case 
of Lemma 4.3 below. 
LEMMA 4.3. A sufficient condition for q(d) to have no positive real 
roots is that the coefficients qzk satisfy 
To test Lemma 4.1 in the general case, however, requires a means of 
determining the location of the real roots (if any) of the real polynomial 
q(w2), a task for which a number of solutions exist. Here, however, attention 
is restricted to the one described below, since it is known (Siljak, 1975) to be 
computationally less expensive to implement for numerical examples. 
First note that q(02) of (36) is a real even-order polynomial and therefore 
has 2~ roots symmetrically distributed with respect to both the real and 
imaginary axes of the complex plane. Suppose also that the polynomial 
q(io) = kc0 ( - l)kq2ku2k (38) 
is constructed from (36). Then, since (38) represents an anticlockwise rota- 
tion of 90°, the symmetry discussed above is preserved, but real roots (if any) 
of q( w2) become purely imaginary roots of q( iw ). Consequently, if q( i w ) has 
r roots with positive real parts, then q(02) has no roots with positive real 
parts, and hence Lemma 4.1 holds under the assumption that. q. > 0. 
To test this new condition, replace w2 by o and form the so-called (Siljak, 
1975) modified Routh array 
1 ( u2’ ( ( -G/2, ( -lY%p2 . . . - 
2 Wsr-r ( -1yrq2, (-l)‘_‘(r-l)q,,_, ... -42 
2r+l w” QfJ 
(39 
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for (38), where 
(i) the entries in row 2 are given by the coefficients of the derivative of 
q(iw), and 
(ii) the entries in row j, 3 < j ,< 2r + 1, are constructed as per the 
standard Routh array (Gantmacher, 1959). 
Now let Var[( - l)‘q,,,( - I)‘r9sr,. . . , qo] denote the number of changes of 
sign in the sequence [( - l)*q,,,( - l)‘,q,,, . . . , 90]. Then Routh’s result 
(Gantmacher, 1959) can be invoked to show that 9(iw) must have 
Q-Var[( - l)‘qgr,( - l)‘f92,,...,90] (40) 
roots with positive real parts in this case. Hence it follows immediately that 
9(w2) has no positive real roots if, and only if, there are r changes of sign in 
the first column of the modified Routh array (39) i.e. 
?‘=var[( - l,jrq2,,( - l)r~~,~d-&$ (41) 
In summary, therefore, it has been shown that conditions (a)-(c) of 
Theorem 3.2 for stability along the pass of (9) can be tested using tests which 
are, in effect, well-known tests from conventional linear systems theory. 
Further, it has been concluded that these conditions should be tested in the 
order (a) followed by (b) followed by (c), with termination if the one just 
tested does not hold. This fact leads immediately to the following systematic 
procedure for determining the stability along the pass characteristics of (9). 
Step I: Test the necessary asymptotic stability condition in the form of 
(18) by applying an appropriate test from the stability theory of systems 
described by the discrete counterpart of the derived conventional linear 
system (11). Stop if this condition does not hold. 
Stq 2: Test condition (b) by applying the Routh array to the character- 
istic polynomial of the derived conventional linear system (11). Stop if this 
necessary condition does not hold. 
Step 3: Construct p(z) of (30) and hence the Schur-Cohn matrix H(s) 
of (32). Test if H(0) is positive definite, and stop if this is not the case. 
Step 4: Construct g(w2) = IH(i and stop if Lemma 4.2 does not hold 
for this polynomial. Then apply Lemma 4.3, and stop if this condition holds, 
since (9) is stable along the pass. If, however, it does not hold, the final step is 
to test the modified Routh array condition of (41). 
To illustrate the use of the above procedure in characterising system 
parameters for stability along the pass, consider the following example, taken 
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from Rogers and Smyth (1988), which represents a simplified mode of 
operation of a long-wall coal cutter: 
o,<t<(Y<+cQ, Xk+1(O) = 0, k > 0, (42) 
where a 1 and a2 are positive real scalars. 
step 1: This unit-memory process is asymptotically stable, since D, = 0. 
Step 2: The characteristic polynomial of the derived conventional linear 
system is given by 
pd(s)=s3+3s2+3s+1. (43) 
Application of the Routh array to (43) now shows that this system is stable. 
step 3: 
p(z)=(s3+3s2+3s+1)z-(u,s+u,), (44 
H(s)=(s~+3S2+3S+1)(~~+3S2+3s+1)-(uzS+a,)(a2s+u,), 
(45) 
H(O) = 1 - uf, (46) 
and H(0) > 0 if, and only if, a 1 < 1. 
step 4: 
g(02)=06+3t.d4+(3-u;)cd2+(1-u~). (47) 
Lemma 4.2 holds for any choice of u2 and a, < 1. Using Lemma 4.3, the 
following constraints on a, and u2 are a sufficient condition for stability 
along the pass: 
q+, a, -=c 1. (48) 
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If the constraint on us in (48) is violated, then (41) must be tested and two 
options exist. The first of these is to construct the array with a, and a2 
arbitrary and then proceed to obtain conditions on a i and a2 which give 
three changes of sign in the first column and hence stability along the pass. 
Alternatively, if particular values of ai and us are given, construct the array 
and count the number of changes of sign in the first column. As an example 
of this second option, (49) below shows the array for the choice of a, = l/a 
and a,=2&: 
Row 
1 
;: 
-1 3 9 0.5 
2 -3 6 9 
3 ;: 1 6 0.5 
4 24 10.5 
5 w2 5.56 0.5 
6 8.34 
7 0.5 (49) 
Since there is only one change of sign in the first column, this particular case 
is unstable along the pass. 
At this stage, it is appropriate to consider the above test procedure in 
terms of its use in the important area (Rogers, 1987) of control-system design 
and, in particular, CACSD (computer aided control-system design) for (9). In 
which context, note that this procedure does not provide measures of relative 
stability or performance indicators. Further, it is clear that the constituent 
tests, in particular those for condition (c), are not suitable for software 
implementation. Hence this procedure is best suited to low-order synthesis 
problems, in the spirit of the illustrative example, which, by analogy with the 
conventional linear-system design, can be expected to play a significant role 
in the initial development of this important area. Theorem 3.2 can, however, 
still be used to develop tests suitable for a CACSD environment by first 
reformulating conditions (a)-(c) as eigenvalue problems. Complete details of 
these tests can be found in Rogers and Owens (1988b). 
5. CONCLUSIONS 
Motivated by the absence of computationally feasible stability tests, a 
new set of stability conditions for differential non-unit-memory linear multi- 
pass processes has been developed. Two of the resulting three conditions are 
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fundamental results from the stability theory of standard linear systems, 
which, in the multipass context, are termed conventional linear systems. In 
the case of the third, the theory of axis positivity of polynomial matrices has 
been used to show that this condition can also be tested using conventional 
linear-system tests. This has led to a systematic computationally feasible 
procedure which tests these conditions in a particular order with termination 
if the one just tested does not hold. 
The use of this procedure within a CACSD environment has been 
discussed. This has led to the conclusion that it is best suited to low-order 
synthesis problems, which are expected to play a significant role as bench- 
marks in the initial development of this important area. 
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