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When h is a toral subalgebra of a Lie algebra g over a field k, andM a g-module
on which h also acts torally, the Hochschild-Serre filtration of the Chevalley-
Eilenberg cochain complex admits a stronger form than for an arbitrary sub-
algebra. For a semidirect product g = h ⋉ k with h toral one has H ∗(g,M ) ∼=∧
h∨
⊗
H ∗(k,M )h =H ∗(h,k)
⊗
H ∗(k,M )h, and for a Lie poset algebra g, thatH ∗(g,g),
which controls the deformations of g, can be computed from the nerve of the
underlying poset. The deformation theory of Lie poset algebras, analogous to
that of complex analytic manifolds for which it is a small model, is illustrated by
examples.
1 Introduction
A Lie algebra T acts torally on a vector space V over k if all its elements act semisim-
ply, or equivalently, can be brought into diagonal form over the algebraic closure k¯
of k. The actions of its elements must then commute, cf. [16, p.34], so a toral subal-
gebra of a Lie algebra g, i.e., one whose adjoint action is toral, is necessarily Abelian;
it will here generally be denoted by h. If h also acts torally on a g-module M , then
it does so on the Chevalley-Eilenberg cochain complex C ∗(g,M ), and therefore on
the cohomology H ∗(g,M ). Viviani’s Lemma, §2, implies that the Hochschild-Serre
filtration of C ∗(g,M ) admits a stronger form than when h is an arbitrary subalgebra.
When g is a semidirect product h⋉ k, this yields the following:
H ∗(g,M ) ∼=
∧
h∨
⊗
H ∗(k,M )h = H ∗(h,k)
⊗
H ∗(k,M )h. (1)
Here h∨ is the dual space of h and H ∗(k,M )h consists of the invariants of H ∗(k,M )
under the operation of h; the last equation follows since h is Abelian.
Let P = {i , j , . . .} be a finite poset with partial order . The associative poset
algebraA = A(P ,k) is the span over k of elements e i j , i  j withmultiplication given
by setting e i j e j ′k = e i k if j = j ′ and 0 otherwise. The trace of an element
∑
c i j e i j is∑
c i i ; the Lie poset algebra g = g(P ,k) is the Lie subalgebra of A of all elements of
trace zero. If #P = N , in which case wemay assume that the underlying set ofP is
the set of integers {1, . . . ,N }with partial order compatible with the linear order, then
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A and g may be viewed as subalgebras of the algebra of all upper triangular N ×N
matrices over k. Let b be the Borel subalgebra of this algebra consisting of matrices
of trace zero and h its Cartan subalgebra of diagonalmatrices. Any subalgebra gwith
b ⊃ g ⊃ h is then a Lie poset algebra, a condition which may be used to define Lie
poset algebrasmore generally. For g is then the span over the field k of h and of those
e i j which it contains, and there is a partial order on {1, . . . ,N } compatible with the
linear order defined by setting i ≺ j whenever e i j ∈ g.
Suppose now that the characteristic p of k is either zero or greater than N . We
compute the cohomology of g in two special cases, those where themodule is k with
trivial operation, and where it is g itself with adjoint operation, the latter being the
case essential for deformation theory. ViewingP as a category, letΣ be its nerve and
Σ+ be the complex obtained by adjoining a unique simplex of dimension -1 serving
as boundary of every 0-simplex. Only the zero-dimensional cohomology is affected
by this adjunction; one hasHn (Σ+,k) =Hn (Σ,k) for n > 0. We show that
H ∗(k,M )0 ∼= H
∗(Σ+,k), (2)
where on the left one has Chevalley-Eilenberg cohomology and on the right simpli-
cial cohomology with coefficients in k. Combining this with (1), one has
H ∗(g,g) =
∧
h∨
⊗
H ∗(Σ+,k) = H ∗(h,k)
⊗
H ∗(Σ+,k).
It follows that the space of infinitesimal deformations H2(g,g) of g is a direct sum of
three components,
H2(g,g) = (
∧
2 h∨
⊗
c)
⊕
(h∨
⊗
H1(Σ,k))
⊕
H2(Σ,k). (3)
The first consists of infinitesimal deformations, necessarily in a non-commutative
direction, of the structure of h alone. The second consists of infinitesimal deforma-
tions of the action of h on the e i j . The third consists of infinitesimal deformations of
g determined by the complex Σ alone, and in effect, only on the underlying topology
of the geometric realization of its nerve. In the final section we give simple examples
of global deformations whose infinitesimals are of each of these types.
The decomposition (3) is analogous to that of the space of infinitesimal defor-
mations of a complex analytic manifold X . Those infinitesimal deformations ofX
to other complex manifolds were identified by by Frölicher and Nijenhuis, [4], with
H1(X ,T ), where T denotes the sheaf of germs of holomorphic tangent vectors on
X .1 However, the full space of infinitesimal deformations ofX has components not
recognized until the introduction of algebraic deformation theory, cf. [11]. WhenX
is projective (and probably more generally), there is a single associative algebra A
built fromX and a basic isomorphism, [11], of cohomology rings,
H ∗(A ,A) ∼= H ∗(X ,
∧
T ).
1This breakthrough paved the way for the work of Kodaira and Spencer, [17]. Earlier, Teichmüller,
[20] had defined infinitesimal deformations of a Riemann surfaces, identifying these with its quadratic
differentials, but his methods could not be extended to higher complex dimensions.
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In particular,
H2(A ,A) ∼= H2(X ,
∧
T ) = H0(X ,
∧
2T )
⊕
H1(X ,
∧
1T )
⊕
H2(X ,
∧
0T ). (4)
The first component on the right consists of infinitesimal deformations of X to
spaces whose function sheaves are sheaves of non-commutative rings, cf. [11, p.
250]. Such deformations are an essential aspect of quantization; for an exposition
and summary of the richhistory of this idea, cf. [3]. The second consists of the classi-
cal Frölicher-Nijenhuis infinitesimals. The third component, which is justH2(X ,C),
has been called the “mysterious" one by Kontsevich as it is difficult to see how ele-
ments of the second cohomology group of the underlying topological space of X
can produce deformations. However, in the context of our present results, which
provide a small model of the complex analytic case, we show how this happens.
By contrast with (2), in the associative case (where k may even be an arbitrary
commutative unital coefficient ring), we have simply H ∗(A ,A) ∼= H ∗(Σ,k). This fol-
lows readily from the basic proposition that Hochschild cohomology can be com-
puted relative to any separable subalgebra containing the unit element, cf. [10], but
no analog is known for Lie algebras. Although the Euler-Poincaré characteristic of
an associative poset algebra can be arbitrary, that of H ∗(g,M ) in (1) is zero (like that
of any finite-dimensional Lie algebra, cf. [13]2) because of the factor
∧
h∨. A third
significant difference between the Lie and associative cases is that associative poset
algebras A (over an arbitrary commutative unital ring k) are quasi self-dual in the
sense of [8], i.e. there is an isomorphism H ∗(A ,A)∼=H ∗(A ,A∨op), where “op” denotes
the interchange of left and right operations. It follows that for such algebrasH ∗(A ,A)
is a contravariant functor of A , but for Lie poset algebrasH ∗(g,g) is generally not iso-
morphic to H ∗(g,g∨). (Note that g = gop since every Lie algebra is isomorphic to its
opposite: send every element to its negative.)
2 Viviani’s lemma
Suppose that a Lie algebra T acts torally on a vector space V over k; the action of
τ ∈ T on v ∈ V will then be denoted by [τ,v ]. When k is algebraically closed, the
space V splits into a direct sum of weight spaces, the weights w being elements
of the dual space T ∨; an element v is in the weight space Vw if τv = w(τ)v for
all τ ∈ T . However, even when k is not algebraically closed, the weight 0 space
V0, consisting of the invariants under T (elements it annihilates), is well-defined
and a direct summand of V , although it may be reduced to the zero element of
V . If T acts torally and compatibly on a Lie algebra g and g-module M , i.e., if
[τ, [g , g ′]] = [[τ, g ], g ′] + [g, [τ, g ′]] and [τ, [g ,m ]] = [[τ, g ],m ] + [g , [τ,m ]] for all
τ ∈ T ; g , g ′ ∈ g and m ∈ M , then it also acts on the Chevalley-Eilenberg complex
by setting
[τ,F ](g 1, . . . , gn ) = [τ,F (g 1, . . . , gn )] −
n∑
i=1
F (g 1, . . . , [τ, g i ], . . . , gn ),
2Shown there only for the trivial module k but the proof holds for all finite-dimensional ones.For an-
other proof which, by deformation theory extends to certain infinite dimensional algebras, cf. [9].
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where g 1, . . . , gn ∈ g, and F ∈ C n (g,M ) is an n-cochain of g with coefficients in M .
This action descends to the cohomology H ∗(g,M ) which, when k = k¯, therefore also
decomposes into a direct sum of weight spaces. Denoting the group of n-cochains
of g with coefficients inM by C n , the Chevalley-Eilenberg coboundary operator δ :
C n →C n+1 is defined3 by setting
(δF )(g 0, g 1, . . . , gn ) =
∑
0≤i≤n
(−1)i [g i ,F (g 0 . . . , gˆ i , . . . gn )] +
∑
0≤i<j≤n
(−1)i+j F ([g i , g j ], g 0 . . . , gˆ i , . . . , gˆ j , . . . gn ),
where gˆ indicates omission of the argument g . Following [21], it is useful to rear-
range the terms on the right by taking first all those in which ad g 0 appears either as
an operator onM or on g. Denoting by ιg 0F the (n − 1)-cochain defined by setting
(ιg 0)F (g 1, . . . , gn−1) = F (g 0, g 1, . . . , gn−1), the coboundary then takes the form
(δF )(g 0, g 1, . . . , gn ) =
[g 0,F (g 1, . . . , gn )] +
∑
1≤i≤n
(−1)i F ([g 0, g i ], g 1, . . . , gˆ i , . . . , gn )
− (δ(ιg 0 F ))(g 1, . . . , gn ).
Since (δF )(g 0, g 1, . . . , gn ) = (ιg 0(δF ))(g 1, . . . , gn ), this can be rewritten as
(ιg 0(δF ))(g 1, . . . , gn ) + (δ(ιg 0F ))(g 1, . . . , gn ) =
[g 0,F (g 1, . . . , gn )] +
∑
1≤i≤n
(−1)i F ([g 0, g i ], g 1, . . . , gˆ i , . . . , gn ). (5)
Theorem 1 Suppose that a toral subalgebra h of g acts torally also on a g-module M.
If F ∈C n (g,M ) is the homogeneous component of weight w ∈ h∨, then for all h ∈ h one
has
(ιh (δF ))(g 1, . . . , gn ) + (δ(ιhF ))(g 1, . . . , gn ) = w(h)F (g 1, . . . , gn ). (6)
In particular, if F is a homogeneous cochain of weight zero then
(ιh (δF ))(g 1, . . . , gn ) = −(δ(ιhF ))(g 1, . . . , gn ) (7)
for all h ∈ h, i.e., ιh is (up to sign) a cochain mapping when restricted to the subcom-
plex C ∗(g,M )0 of cochains of weight 0.
PROOF. Assume for the moment that k = k¯. When the arguments are all homoge-
neous elements of g it is easy to see that (6) holds . This implies, however, that it is
true in general, proving the first assertion. The second follows. 
3This definition, allowing the use of an arbitrary g-module M , is probably due to Hochschild and
seems to have appeared first in [15]. Chevalley and Eilenberg, [1], initially considered only cohomology
with trivial coefficients, in which case the first term on the right does not appear
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When k is extended to k¯ every cochain decomposes into the sum of its homoge-
neous parts under the operation of h, but note that the part of weight 0 is already
defined over the original field k; it is just the invariants under h.
Corollary (Viviani’s Lemma) Any cocycle F n ∈C n (g,M ) is cohomologous to its ho-
mogeneous part of weight zero, whence
Hn (g,M ) = Hn (g,M )0 = H
n (g,M )h. (8)
PROOF. Again, assume for the moment that k = k¯. If F is a cocycle then so are all
its homogeneous summands, so (6) implies, for all w ∈ h∨, that if Fw is the homo-
geneous part of F of weight w, then w(h)Fw is a coboundary. If w 6= 0 then there is
some h ∈ h such that w(h) 6= 0, so Fw is a coboundary. Therefore, all that remains of
the left side of (8) is the right side, whose definition does not require that k = k¯. 
AsHn (g,M )0 =Hn (g,M )h, we may use the notations interchangeably.
Viviani’s Lemma, [21] (independently discovered but later, [5]), does not exhaust
for us the content of Theorem 1 as (7) will also be essential in what follows. The
lemma applies in particular to semidirect products g= h⋉ kwhere h is toral 4.
3 Filtration of the cochain complex
Suppose for the moment that h is an arbitrary subalgebra of g andM a g-module. If
F n ∈ C n (g,M ) vanishes whenever r or more of its arguments lie in h, then it is easy
to check that δF n vanishes whenever r + 1 or more of its arguments lie in h. Let
F jC n (g,M ) be the space of those cochains which vanish whenever n+1− j ormore
arguments lie in h. Then F jC ∗(g,M ) is a subcomplex of C ∗(g,M ), and we have the
Hochschild-Serre descending filtration, [15],
C ∗(g,M ) = F 0C ∗(g,M ) ⊃ F 1C ∗(g,M ) ⊃ · · · ⊃F jC ∗(g,M ) ⊃ · · · . (9)
(For any fixed dimension n the filtration terminates since F n+1C n (g,M ) = 0.) This
admits a stronger form when h is a toral subalgebra of g acting torally on M . De-
note the homogeneous part of weight 0 of C n (g,M ) by C n (g,M )0 and the set of
those F n ∈ C n (g,M )0 which vanish whenever r or more of its arguments lie in h
by FrC n (g,M )0. The cochain subcomplex C ∗(g,M )0 inherits the filtration (9), but
iteration of (7) shows, more strongly, that δFrC n (g,M )0 ⊂ FrC n+1(g,M )0. Also, if
F is a homogeneous n-cocycle of weight 0, and if we are given h1, . . . ,hr ∈ h, then
ιhr ιhr−1 · · ·ιh1F is an n − r -cocycle whose cohomology class depends only on that of
F and the h i . It is an alternating function of the latter, so we have a linear map
∧
r h
⊗
C n (g,M )0 −→C
n−r (g,M )0, r ≤ n . (10)
To put this in a form more usable later, observe that whenever U ,V, and W are k-
spaces with dimkU <∞, there is a canonical isomorphism
Hom(U
⊗
V,W ) ∼= Hom(V,U∨
⊗
W ), (11)
4The cohomology of Lie semidirect products g⋉ k, with g arbitrary and coefficients in an arbitrary
moduleM , is analyzed in [2] for various k, but unlike here, k is required to act trivially onM .
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whereU∨ is the dual vector space toU . For suppose that dimU = q , choose a basis
u1, . . . ,uq and let u
∨
1 , . . . ,u
∨
q be the dual basis. The isomorphism (11) sends a mor-
phism φ :U ⊗V →W to the morphism ψ : V →U∨ ⊗W defined by sending v ∈ V
to
∑q
i=1
u ∨i ⊗φ(u i ⊗ v ); this does not depend on the choice of basis. For the inverse,
suppose thatψ : V →U∨⊗W is given. If v ∈ V thenψ(v ) is of the form
∑q
i=1u
∨
i ⊗w i
andφ is defined by setting φ(u ⊗ v ) =
∑
〈u i ,v 〉w i .
Suppose (as in slN ) that dimh = N −1. Choose a basis η1, . . . ,ηN−1, let η
∨
i , i =
1, . . . ,N − 1 be the dual basis, and fix an integer r with 0 ≤ r ≤ N − 1. Then the
ηi 1 ∧ · · · ∧ηi r with 1 ≤ i 1 < · · ·< i r ≤ N− 1 form a basis for
∧r
h, where for r = 0 this
willmean 1∈ k. For simplicity, denoteηi 1∧· · ·∧ηi rbyηI , where I denotes the linearly
ordered set of indices i 1, . . . , i r . Then the η
∨
I = η
∨
i 1
∧ · · · ∧η∨i r form the dual basis for∧r
h∨. If F n ∈C n (g,M )0 then we will write ιηI F
n for ιηi r ιηi r−1 · · ·ιηi1 F
n . Applying (11)
now to (10) gives an epimorphism
σ :C n (g,M )0 −→
∧
r h∨⊗C n−r (g,M )0 (12)
sending F n ∈C n (g,M )0 to
∑
I η
∨
I ⊗ ιηI F
n . To see that it is onto, extend {η1, . . . ,ηN−1}
to an ordered basis of g. Every η∨I ⊗ f
n−r with f n−r ∈C n−r (g,M )0 then has a preim-
age F n ∈ C n (g,M )0 defined by setting F (g 1, . . . , gn ) = 0 when the set of basis ele-
ments {g 1, . . . , gn} does not contain {ηi 1 , . . . ,ηi r }, and by F (ηi 1 , . . . ,ηi r , g r+1, . . . , gn ) =
1 when all the arguments are distinct basis elements and are in the prescribed order.
The kernel of σ is FrC n (g,M )0, for it consists of those F such that ιηI F = 0 for all
I with #I = r , i.e., those F which vanish when r or more of its arguments lie in h.
Fixing r and considering all n , we have an exact sequence of complexes
0 −→ FrC
∗(g,M )0 −→ C
∗(g,M )0 −→
∧
r h∨⊗C ∗−r (g,M )0 −→ 0. (13)
The coboundary operator of the quotient,
∧
r h∨ ⊗ C ∗−r (g,M )0 is, up to sign, just
the coboundary operator of the second tensor factor. For as
∧
∗h∨ is identical with
C ∗(h,k), the product
∧
∗ h∨⊗C ∗−r (g,M )0 is a tensor product of two complexes, hence
a complex, but h is Abelian, so the coboundary operator in the first tensor factor is
zero. The short exact sequence (13) gives rise, for every r , to a long exact sequence
of cohomology groups, but we do not need this here.
4 Toral semidirect products
If g= h⋉ k is a toral semidirect product, and if h also acts torally on the g-moduleM
then, as mentioned, the subcomplex ofC n (g,M )0 ofC ∗(g,M ) consisting of cochains
of weight 0 relative to the weighting induced by h inherits the filtration (9). However,
the filtration now actually arises from a gradation on C ∗(g,M )0, causing the associ-
ated Hochschild-Serre spectral sequence to collapse.
As a vector space, g is just the direct sum of h and k, so wemay obtain an ordered
basis of g by first taking the ordered basis η1, . . . ,ηN−1 of h, followed by any ordered
basis κ1, . . . ,κK of k. A cochain F ∈ C n (g,M ) will be completely determined by its
values when its arguments g 1, . . . , gn are taken from this basis of g and are in the
prescribed order, something which we will henceforth always assume.
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Following Hochschild-Serre [15], recall that two g-modules M and M ′ are said
to be paired to a third, P , if there is a bilinear mapM ⊗M → P such that, denoting
the image ofm ⊗m bym ⌣m ′, one has [g ,m ⌣m ′] = [g ,m ]⌣m +m ⌣ [g ,m ′]
for all g ∈ g,m ∈ M ,m ′ ∈ M ′. If F r ∈ C r (g,M ),G s ∈ C s (g,M ′) then define F r ⌣
G s ∈C r+s (g,P) as follows. Let I = (i 1, . . . , i r ) be an ordered subset of {1, . . . ,r + s }, set
g I = g i 1 ∧ · · · ∧ g i r , and if J is its complement, define g J similarly. Then I
⊔
J is a
permutation of {1, . . . ,r + s }. Letting ν (I ) denote its signum, set
F r ⌣G s (g 1, . . . , g r+s ) =
∑
ν (I )F r (g I )⌣G
s (g J ),
where the sum is over all partitions of {1, . . . ,r + s } into a disjoint union I
⊔
J with
#I = r, #J = s . Then
δ(F r ⌣G s ) = δF r ⌣G s +(−1)r F r ⌣δG s ,
from which it follows that the cup product descends to cohomology. Since M and
M ′ are always paired toM
⊗
M ′ and k
⊗
M =M , the coefficient ring k, considered
as a trivial g-module, is always paired with any g-moduleM to the sameM . The cup
product defines morphisms
C r (g,k)⊗C s (g,M ) −→ C r+s (g,M ) (14)
in which cup products of cochcain of weight zero again have weight zero. The mor-
phism g→ h induces a morphism
∧
rh∨⊗C n−r (g,M )−→
∧
r g∨⊗C n−r (g,M ),
in which cochains of weight zero are carried to cochains of weight zero. Combining
this with (14), gives a morphism
ρ :
∧
r h∨
⊗
C n−r (g,M )0 −→ C
n (g,M )0.
Theorem 2 The composite morphism
∧
r h∨
⊗
C n−r (g,M )0
ρ
−→ C n (g,M )0
σ
−→
∧
r h∨
⊗
C n−r (g,M )0
is the identity; the sequence (13) splits.
PROOF. Since
∧
r h∨
⊗
C n−r (g,M )0 is spanned by elements of the form ηI ⊗G with
G ∈ C n−r (g,M )0 and ηI of the form ηi 1 ∧ · · · ∧ηi r , it is sufficient to prove that σρ is
the identity on such an element. Set ρ(ηI ⊗G ) = F . With the preceding conven-
tion, F (g 1, . . . , gn ) vanishes unless g i = ηi i , . . . , g r = ηi r , in which case its value is
G (g r+1, . . . , gn ). Now recall that σF =
∑
η∨J ⊗ ιη J F . By the definition of F we have
ιη J F = 0 unless J = I and ιηI F =G . 
Let C n−r :r (g,M )0 now denote the subspace of C n (g,M )0 spanned by those those
n-cochains which, when its arguments are chosen as above, vanish unless exactly
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r of its arguments are amongst the ηi . Then δC n−r :r (g,M )0 ⊂ C n−r+1:r (g,M )0. For
if F = F n−r :r ∈ C n−r :r (g,M )0 and its arguments are chosen from the basis elements,
thenδF vanishes if fewer than r are amongst theηi . On the other hand, ifh1, . . . ,hr+1
are amongst theηi , then as F is ofweight0 one has ιh1 · · ·ιhr+1δF = (−1)
r+1δ(ιh1 · · ·ιhr+1F )
from (7), but the right side vanishes by hypothesis. Since every F ∈C n (g,M )0 can be
written uniquely as a sum of components in the various C n−r :r (g,M )0 we have the
following decomposition into a direct sum of subcomplexes.
Theorem 3
C ∗(g,M )0 =
N−1⊕
r=0
C ∗−r :r (g,M )0 
Recall that ηI = ηi 1 ∧ · · ·∧ηi r for an r -tuple of integers 1≤ i 1 < i 2 · · ·< i r ≤N−1.
With n fixed, similarly define κJ for a set of n − r distinct integers between 1 and
K . When F ∈ C n−r :r and arguments are restricted to the chosen basis elements,
one can express its value simply as F (ηI ,κJ ) for suitable I and J . If also F ∈ C
n−r :r
0
then ιηI F = ιi r ιi r−1 · · ·ιi 1F is an n − r cochain of weight 0 which vanishes when any
argument is in h, and so may be viewed as an element of C n−r (k,M )0. We therefore
have a cochain morphism (up to sign)
∧
r h
⊗
C ∗−r :r (g,M )0 −→ C
∗−r (k,M )0,
where on the left the coboundary operator operates only on C ∗−r :r (g,M )0. From the
preceding section, this may be identified with a cochain morphism
φ :C ∗−r :r (g,M )0 −→
∧
r h∨
⊗
C ∗−r (k,M )0,
where now on the right the coboundary operator operates only onC ∗−r (k,M )0. How-
ever, we also have a cochain morphism
ψ :
∧
r h∨
⊗
C ∗−r (k,M )0 −→ C
∗−r :r (g,M )0
defined as follows. If ξ ∈
∧
r h∨, f ∈ C n−r (k,M )0, then to define F = ψ(ξ ⊗ f ) ∈
C n−r :r (g,M )0 we only have to give its values when its arguments are amongst the
chosen basis element of h and k. Let the set of arguments bewritten, as above, in the
form ηI ,κJ , where I is an r ′-tuple of integers and J an s ′-tuple, with r ′+ s ′ = dimg.
Then set F (ηI ,κJ ) = 0 unless r ′ = r , in which case set F (ηI ,κJ ) = 〈ξ,ηI 〉 f (κJ ). This
ψ is the inverse of φ. With n fixed, summing over r gives
C n (g,M )0 =
n⊕
r=0
∧
rh∨
⊗
C n−r (k,M )0,
so there is an isomorphism of complexes
C ∗(g,M )0 ∼=
∧
h∨
⊗
C ∗(k,M )0.
Taking cohomology yields the following.
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Theorem 4 Let g = h⋉ k be a semidirect product where h is Abelian and acts torally
both on g and on a g-module M. Then with respect to the weighting induced by the
action of hwe have
H ∗(g,M ) ∼=
∧
h∨
⊗
H ∗(k,M )0 = H
∗(h,k)
⊗
H ∗(k,M )0. 
Note thatH0(k,M )0 consists of the invariants ofM under the operation of all of g, for
it consists of the invariants ofM under k which are also invariant under h, but as a
vector space, g is the direct sum of k and h
5 Lie poset subalgebras of sl(N )
Let b again be the Borel subalgebra of sl(N ) and n now be the ideal of b consisting of
all strictly upper triangular matrices. While h does operate to give a decomposition
of the cohomology, as h is not contained in n, the cohomology does not necessarily
reduce to the weight 0 part 5. Recall that ηi = e i i − e i+1,i+1.
Theorem 5 Let g be a subalgebra of sl(N ) with b ⊃ g ⊃ h and set k = g∩ n. Then (i)
g= h⋉ k, and (ii) k is spanned by those e i j which it contains; defining a partial order
P on {1, . . . ,N } by setting i  j if either i = j or e i j ∈ k, (iii) g is the Lie poset algebra
g(P ).
PROOF. The first assertion is immediate from the fact that an upper triangular ma-
trix is uniquely a sum of an element of h and an element of n. For the second it is
sufficient to show that if some linear combination a =
∑r
k=1
ck e i k ,jk , i k < jk ,ck 6= 0
is in k then at least one of the e i k ,jk is already in k; this will imply that all are in k. If
not, suppose that the given a ∈ k is one with minimal r having no summand e i k ,jk in
k; surely r ≥ 2. Then [ηi 1 ,a ] is not a multiple of a but is a linear combination of the
same summands e i k ,jk ,k = 1, . . . ,r , so there is a linear combination of a and [ηi 1 ,a ]
which is not zero and contains nomore than r −1 of these summands. One of them
is consequently already in k, a contradiction. The last assertion follows. 
The description of Lie poset algebras in Theorem 5 is meaningful for all Lie al-
gebras of Chevalley type. This suggests that the results that follow may carry over in
some way to such algebras.
From this point on we assume that the characteristic of k is greater than N .
Since the e i j in sl(N ) are all simultaneous eigenvectors for the operations of h
they determine elements of h∨. The weight defined by e i j will be denoted wi j , so
[h,e i j ] = wi j (h)e i j for h ∈ h. In what follows we use the fact that every wi j with i < j
is a sum of weights of simple positive roots: wi j = wi ,i+1+wi+1,i+2+ · · ·+wj−1,j .
Theorem 6 If e i 1,j1 , . . . ,e i k ,jk , i r < jr ,r = 1, . . . ,k are distinct elements of sl(N ,k), then
(i)
∑k
r=1
wi r ,jr 6= 0 and (ii)
∑k
r=1
wi r ,jr 6= wi j for any e i ,j unless the e i r ,jr can be so
ordered that i = i 1, jr = i r+1,r = 1, . . . ,k −1 and jk = j .
5The cohomology of n with coefficients in an arbitrary module has been computed by Kostant, [18],
but the nature of the decomposition does not seem to have been considered by him.
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PROOF. Suppose (i) were false. Reordering if necessary, we may assume that i 1 is
minimal amongst the i r . Then wemay assume that i 1 = 1, else we could reduce the
value of N . Consider the summands on the right of the form w1j . Since [η1,e12] = 2
while [η1,e1j ] = 1 for j > 1, writing all wi r ,jr as sums of weights of simple positive
roots, one sees that the sum of these can not vanish. For w12 appears, but can not
appear with coefficient greater than N since there are no more than N − 1 distinct
possible summands of the form w1j ; as we have assumed that p > N it can not be
zeromodulo p .
For (ii), suppose that we have an equality of the kind given. If i 1 is minimal
amongst the i r that appear on the left then i 1 = i , for it clearly can not be greater,
but can not be less since, by the same argument as before, the summands of the
form wi 1,jr could not cancel. Similarly there can not be more than one summand
of the form wi ,jr , so i 1 = i , implying that r = 1. If now i 2 > i 1 is minimal amongst
the remaining i r then we must have i 2 ≥ j1. Otherwise, writing every weight on the
left as a sum of weights of simple positive roots, observe that wi 2,i 2+1 would occur
at least twice, but its multiplicity can not then be 1 modulo p since there can be no
more than p −1 elements of the form wi 2,jr on the left. Continuing, we see that after
possible reordering wemust have i = i 1, j1 ≤ i 2, j2 ≤ i 3, . . . , fromwhich it is clear that
the assertion must hold.
It follows that Hn (k,k)0 = 0 for n > 0, for a cochain F of weight 0 evaluated on
elements of k must have non-zero weight, but all elements of the coefficient mod-
ule have weight 0. On the other hand, H0(k,k)0 = k, so with Theorem 4 one can
reproduce the result of [5].
Theorem 7 H ∗(g(P ),k) ∼=
∧∗
h∨ = H ∗(h,k). 
Theorem 6 will permit us to identify Hn (k,g(P ))0 with Hn (Σ,k) for n > 0, in turn
allowing the application of Theorem 4. A non-degenerate n-simplex of the partially
ordered set {1, . . . ,N } can be identified with an ordered n + 1 tuple (i 0, i 1, . . . , in ) of
integers with i 0 ≺ i 1 ≺ · · · ≺ in in the partial order induced by g, and an n-cochain in
C n (Σ,k) can then be considered as a function f n (i 0, i 1, . . . , in ) from such n-tuples to
k, where Σ is the associated simplicial complex. Define a mapping Φn : C n (Σ,k)→
C n (k,g(P ))0 for all n > 0. A cochain is uniquely determined by its values when
all its arguments are basis elements. If f n ∈ C n (Σ,k) then set the value of Φn f n
equal to zero if any argument is an ηi ; it then vanishes if any argument is in h. If
i 0, . . . , in ∈ {1, . . . ,N } with i 0 ≺ i 1 ≺ · · · ≺ in (so by hypothesis e i 0,i 1 ,e i 1,i 2 , . . . ,e in−1,in ∈
k), then set (Φ f n )(e i 0,i 1 ,e i 1,i 2 , . . . ,e in−1,in ) = f
n (i 0, . . . , in )e i 0,in and extend the defini-
tion so that Φ f n is an alternating multilinear function of these arguments. Finally,
set (Φ f n )(e i 0,j0 ,e i 1,j1 , . . . ,e in−1,jn−1) = 0 if the arguments can not be so reordered that
j0 = i 1, j1 = i 2, . . . , jn−2 = in−1. Then Φ f n is homogeneous of weight 0 relative to the
weighting induced by the toral subalgebra h of g(P ), hence an element of C n (k,k)0,
which is identical withC n (k,g(P ))0 for n > 0 . Theorem 6 asserts that Φn is onto.
When n = 0 we must make a minor modification (often introduced to avoid ex-
ceptional cases, cf, e.g., in Alexander duality). Augmenting Σ to Σ+ by adjoining
a single simplex of dimension −1 to serve as the boundary of every 0-simplex one
obtains the reduced cohomology H ∗(Σ+,k). When char k = 0 this coincides with
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H ∗(Σ,k) in every dimension except 0. While this may fail for positive characteristic,
the following shows that it continues to hold for the cases we are considering.
Theorem 8 With the preceding notation, H0(Σ+,k) can be naturally identified with
the center c of g, while for n 6= 0 one has Hn (Σ+,k) = Hn (Σ,k).
PROOF. The center of g clearly is contained in h. A diagonal matrix may be viewed
as a function on 1, . . . ,N viewed as 0-simplices. It is in c precisely when it is con-
stant on their homology classes, so these elements of h are just the functions on the
homology classes, hence constitute the cohomology in dimension zero, proving the
first assertion. Since C ∗(Σ+,k) and C ∗(Σ,k) differ only at dimension 0, we certainly
have Hn (Σ+,k) =Hn (Σ,k) for n > 1. To show that also H1(Σ+,k) =H1(Σ,k) wemust
show that δC 0(Σ+,k) = δC 0(Σ,k). However, every 0-cochain f : {1, . . . ,N } → k in
C 0(Σ,k) can be written uniquely as a sum f = f ′+ f ′′ with f ′ ∈C 0(Σ+,k) and f ′′ hav-
ing the same constant value on all i ∈ {1, . . . ,N }: set f ′(i ) = f (i )− (1/N )
∑N
j=1
f (j ) for
all i and f ′′(i ) = (1/N )
∑N
j=1 f (j ) all, i . This is well-defined since the characteristic
is greater than N . Then δ f ′′ = 0, proving the second assertion. Since the unique
simplex of dimension −1 of Σ+ is always a coboundary it does not contribute to the
cohomology. 
Theorem 9 The mapping Φ :C ∗(Σ+,k)→C ∗(k,g(P ))0 is a cochain isomorphism.
PROOF. We must show that δΦ f n = Φδ f n for all f n ∈ C n (Σ+,k). For n > 0 it is suf-
ficient to show that the two sides coincide when the arguments are amongst the
e i j , i ≺ j . Since δΦ f n is a homogeneous cocycle of weight 0 it must vanish, by Theo-
rem6, unless the arguments can be reordered to be of the form (e i 0,i 1 ,e i 1,i 2 , . . . ,e in−1,in )
with i 0 ≺ i 1 ≺ · · · ≺ in , in which case the value must be a multiple of e i 0,in . It follows,
cf. Theorem 6, that the only non-zero terms in (δΦ f n )(e i 0,i 1 ,e i 1,i 2 , . . . ,e in−1,in ) can be
ones of the form
[e i 0,i 1 , (Φ f
n )(e i 1,i 2 , . . . ,e in−1,in )], [e in−1,in , (Φ f
n )(e i 0,i 1 , . . . ,e in−2,in−1 ] and
(Φ f n )([e i r−1,i r ,e i r ,i r+1 ],e i 0 , · · · , eˆ i r−1,i r , eˆ i r ,i r+1 , . . .e in−1,in ), r = 1, . . . ,n −1.
It only remains to consider the signs with which these terms appear; examining
them shows that indeed
δ(Φ f n )(e i 0,i 1 ,e i 1,i 2 , . . . ,e in−1,in ) = ((δ f
n )(i 0, . . . , in ))e i 0,in
=Φ(δ f n )(e i 0,i 1 ,e i 1,i 2 , . . . ,e in−1,in ).
For the case n = 0, recall (§4) that H0(k,g(P ))0 is just the center c= c(g(P )) of g(P ).
This is spanned by those diagonal matrices h such that h(i ) = h(j )whenever e i j ∈ k.
After augmenting Σ, those 0-cochains having the same constant value on all i ∈
{1, . . . ,N } are now coboundaries. A 0-cocycle of Σ+ is a cochain f such that f (i ) =
f (j ) whenever e i j ∈ k. For each there is now a unique cohomologous cochain with∑N
i=1 f (i ) = 0, so we also now have an isomorphism, c(g(P ))
∼=H0(Σ+,k). 
This yields our final theorem.
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Theorem 10 IfP is a partial oder on {1, . . . ,N } and char k>N or 0, then
H ∗(g(P ),g(P )) =
∧
h∨
⊗
H ∗(Σ+,k) = H ∗(h,k)
⊗
H ∗(Σ+,k) 
6 Some examples of deformations
With Theorem 10 we can return to the discussion in the Introduction. We have fi-
nally proven that if P is a finite poset, then writing g for g(P ) and Σ for Σ(P ), the
spaceH2(g,g) of infinitesimal deformations of g is
H2(g,g) = (
∧
2 h∨
⊗
c)
⊕
(h∨
⊗
H1(Σ,k))
⊕
(H2(Σ,k)). (15)
The infinitesimals in the first summand (“type (2,0)”) involve only elements of h
since any central element of a Lie poset algebra g must lie in h. Those infinitesi-
mals in the last summand (“type (0,2)”) involve only elements of k. The elements in
the first and last summands do not change the operation of h on k; the infinitesimals
in the middle summand (“type (1,1)”) do. Some simple examples follow of deforma-
tions whose infinitesimals are of each of these three kinds.
Observe from (15) that the necessary and sufficient condition for a Lie poset al-
gebra to be absolutely rigid, i.e., to have no infinitesimal deformations, is the si-
multaneously vanishing of c, H1(Σ,k), and H2(Σ,k). An associative poset algebra
A(P )may be absolutely rigid while its associated Lie poset algebra g(P )may allow
non-trivial deformations. In the simplest case, let the partial order on {1, . . . ,N } be
vacuous. Then A(P ) is the algebra of all diagonal N ×N matrices, a direct sum of
N copies of k, hence separable. Having trivial cohomology, it is absolutely rigid.
However, h is Abelian and therefore deformable to any algebra of the same dimen-
sion. By contrast, suppose that P is {1, . . . ,N } with partial order identical with the
linear order. Then c = 0 and H ∗(Σ+,k) = 0, so just as in the associative case, g(P )
is absolutely rigid. Since all Lie poset algebras are solvable this provides a simple
example of a solvable Lie algebra which is absolutely rigid. It is not known, both in
the associative and the Lie cases, whether a nilpotent algebra can be rigid, let alone
absolutely rigid.
One can construct small posets P n whose corresponding simplicial complexes
have geometric realizations which aren-spheres, [11, §15]. Start with the zero sphere,
S0, which consists of just twopoints, and repeatedly take two-point suspensions. For
S0 one has P 1 = {1,2} with vacuous partial order, for S1 take its two-point suspen-
sion P 2 = {1,2,3,4} with 1 ≺ 3,4;2 ≺ 3,4 and no other relations, for S2 take P 3 =
{1,2,3,4,5,6} with 1≺ 3,4;2 ≺ 3,4;3≺ 5,6;4 ≺ 5,6 and no relations other than those
following from these, and so on. Denote the corresponding associative poset alge-
bras by A(Sn ) and the Lie poset algebras by g(Sn ). SinceH2(A(Sn ),A(Sn )) =H2(Sn ,k),
which vanishes except when n = 2, it follows that A(Sn ) is rigid for n 6= 2. When
n = 2 there is exactly one infinitesimal deformation, and as H3(A(S2),A(S2)) = 0, it
is unobstructed. Therefore A(S2) has a one-parameter family of non-trivial defor-
mations. Assuming that the characteristic of k is at least 6, Theorem 10 asserts that
H2(g(S2),g(S2)) is likewise one-dimensional. Although H3(g(S2),g(S2)) does not van-
ish, the existing single infinitesimal deformation of g(S2) is not obstructed and in fact
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does give rise to a one parameter family of deformations. For while a deformation
of an associative algebra A always gives rise to a deformation of its commutator Lie
subalgebra which could be trivial, nevertheless, although g(S2) is not just the com-
mutator subalgebra of A(S), the deformation is essentially the induced one and is
non-trivial because its infinitesimal, which is of the type (0,2), is non-trivial. Theo-
rem 10 also implies that g(Sn ) is absolutely rigid for n > 2.
Deformations induced by infinitesimals of the type (2,0) are necessarily jump
deformations, since after deformation h will no longer be commutative. The coho-
mology of the algebra will have changed and the original algebra can not be recov-
ered as a deformation of the new one. In the extreme case, where g is reduced to h
and the ideal k vanishes, g is Abelian and can deform to any Lie algebra of the same
dimension, in particular, to another Lie poset algebra. This shows that the underly-
ing topology, i.e., that of the geometric realization of the nerve, which was originally
discrete, can cease to be so. A small example where it does not change, however, is
given by the three-dimensional subalgebra g of sl(3) spanned by η1 = e11− e22, η2 =
e22 − e33, and e12. Its infinitesimal deformations are all of the type (2,0). The cen-
ter is non-trivial and is spanned by η1 + 2η2 = e11 + e22 − 2e33. Denoting this by c ,
the single element (η1 ∧η2)⊗ c spansH2(g,g) and gives rise to a deformed Lie prod-
uct [−,−]∗ in which we have [η1,η2]∗ = t c with all other products of basis elements
unchanged. The power series one normally encounters is here just a single term,
but infinitesimals of the type (2,0) in general can be obstructed. Here, setting t = 1,
the Cartan subalgebra h of g has been deformed to the unique non-abelian two-
dimensional Lie algebra. Viewing h as the algebra of functions on the vertices of Σ,
which here is just a one-simplex, its multiplication has been deformed, becoming
non-commutative, but the evaluation of an h ∈ h on any e i j , i.e., the corresponding
eigenvalue of adh, has not changed.
Infinitesimals of the type (1,1) are of the form z =
∑
ξi ⊗Di where ξi ∈ h∨ and
Di are derivations of k which commute with the operation of h and therefore send
every e i j ∈ k to a multiple of itself. To first order, the deformation induced by z is
given by [h,e i j ]∗ = [h,e i j ] + t
∑
〈ξi ,h〉e i j for all h ∈ h; products of two elements of
h, as well as of two elements of k, remain unchanged. Such infinitesimals may also
meet obstructions except, as in the complex analytic case, when that part of the
third cohomology group vanishes which contains the possible obstructions to the
given kind of infinitesimal. In the complex case this means that H2(X ,T ) = 0, e.g.,
when the manifold is a Riemann surface. (Note that T =
∧
1T , contributing one
dimension.) Here the condition is that h∨
⊗
H2(Σ,k) = 0, but as h∨ is never zero, it
becomes simply thatH2(Σ,k) = 0. This is the case, for example, whenP =P 1.
As an illustration, we compute the deformation associated with one particular
non-trivial cocycle. In g(S1) the ideal k is spanned by e13,e14,e23,e24, and is Abelian.
AsΣ(P ) has no 2-simplices, any 1-cochain f there is already a 1-cocycle. The condi-
tion for f = f 1 to be a coboundary is that f (1,2)− f (2,3)+ f (2,4)− f (1,4) = 0; viewing
f as an alternating function of its arguments, this says that f (1,2)+ f (2,3)+ f (3,4)+
f (4,1) = 0. So, for example, choosing f (1,2) = 1, f (1,3) = f (2,3) = f (2,4) = 0 gives
a 1-cocycle whose class generates H1(Σ(P ),k). The Cartan subalgebra h of g(S1) is
3-dimensional with basis {ηi , i = 1,2,3} in the notation of the preceding section. Let
{η∨i , i = 1,2,3} be the dual basis. Then z =η
∨
1 ⊗Φ f is a non-trivial 2-cocycle of g(S
1).
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As basis for g(S1) we have {η1,η2,η3,e13,e14,e23,e24}. The deformed product [−,−]∗
induced by z on these basis elements is exactly the same as the original except in
one instance: one has [η1,e12]∗ = (2+ t )e12. This defines the entire deformation, but
note, for example that we now have [e11− e33,e12]∗ = (1+ t )e12, since we must write
e11− e33 as η1 +η2. We can specialize t to values in k to obtain an algebra defined
over k. For almost all values one can recover the original algebra as a specialization
of a deformation of the new one, but it is not clear if this is possible when, for ex-
ample, we set t equal to -2. Similarly, when a complex variety is deformed, it may
become singular or degenerate for some values of the deformation parameter.
To understand the mysterious infinitesimals of the type (0,2), suppose that we
have an associative poset algebra A(P ), and an element of H2(Σ(P ),k) represented
by a 2-cocycle f . When i ≺ j ≺ k , denote by f i j k the value of f on the 2-simplex
these define. Those e i j in k, together with 0, form a semigroup; one may view f
as a 2-cocycle of this semigroup with values in the additive group of k by setting
f (e i j ,e j ′k ) = f i j k if j = j ′ and 0 otherwise. If k is R or C, then we can define a one-
parameter family of deformations of the ideal kofA by setting e i j⋆e j k = (exp t f i j k )e j k ,
extended linearly. This is associative, and can be extended to all of A by leaving un-
changed products of any two elements in which one is an e i i . Up to equivalence, the
deformation so obtained depends only on the class of f . It induces a deformation
of the associated Lie poset algebra g(P ), where the class of f is now a differential of
the type (0,2). Replacing t by it , the deformation becomes a ‘phase’ periodic in t .
The idea of exponentiating an “additive” 2-cocycle of a semigroup to get a “mul-
tiplicative” one, thereby yielding a family of deformations, may have first appeared
in [6], cf. also [7]. A change in structure defined by an arbitrary multiplicative 2-
cocycle need not be a deformation in the technical sense, but the exponential of an
additive 2-cocycle is. It can not be a jump deformation and one can recover the orig-
inal algebra as a specialization of a deformation of the new one, in sense undoing
the deformation. When k has finite characteristic, one can construct a formal family
by use of the Artin-Hasse exponential, but it may not be possible then to specialize
the deformation parameter t to an element of the ground field k.
As an illustration, observe that the only non-trivial infinitesimal deformations
of g = g(S2) are of the type (0,2), stemming from the second cohomology of the 2-
sphere S2. When k is either R or C, the exponential of a non-trivial 2-cocycle f
of Σ(P 2) yields a non-trivial deformation of g. In this example, however, it is un-
necessary to require that k be either R or C, since H3(Σ,k) = 0. As all products
of three of the e i j in g(S2) vanish, every 2-cochain of Σ(P 2) is a 2-cocycle, and in
place of the full exponential we can simply use Fi j k (t ) = 1+ t f i j k as a family of mul-
tiplicative 2-cocycles to obtain a one-parameter family of deformations; one sets
[e i j ,e j k ]∗ = Fi j k (t )e i k , other products of basis elements being unchanged. Since
dimH2(Σ(P 2),k) = 1, any 2-cochain f which is not a coboundary will produce, up
to equivalence, the unique one-parameter family of deformations which g(S2) al-
lows.
In each of our examples, the deformation has produced an algebra which is no
longer a Lie poset algebra, suggesting that there is some larger category in which the
theory should be set. This problem already arises in the case of associative poset al-
gebras, as the last example shows. Such algebras, however, are particular examples
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of “Tic-Tac-Toe” algebras in the sense of Mitchell, [19], and any deformation of a
Tic-Tac-Toe algebra is again a Tic-Tac-Toe algebra, [12], so the category of Tic-Tac-
Toe algebras is stable under deformation. This raises the question of whether there
is a stable category of Lie algebras containing the category of Lie poset algebras as a
full subcategory. A much more intriguing question, however, is whether the similar-
ity between the deformation theories of complex analytic manifolds and Lie poset
algebras actually stems from their being special cases of something more general.
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