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We considered the lowest twenty-eight LS states of singly ionized oxygen
in our calculations of excitation energies, oscillator strengths, transition prob
abilities, radiative life-times, and electron collisional excitation cross sections.
Transition probabilities and oscillator strengths were calculated by the use of
a configuration-interaction method and the electron impact excitation collision
strengths were calculated in the close-coupling approximation using the R-matrix
method. The LS states of singly ionized oxygen are represented by extensive
configuration-interaction wave functions that give excitation energies in close
agreement with the experimental values. Rydberg series of resonances converg
ing to the excited state thresholds are explicitly included and are found to make
substantial enhancements in the cross sections for many transitions. The electron
impact excitation of oxygen ions is a dominant excitation atomic process in the
Jupiter's satellite Io plasma torus and several other astrophysical plasmas. Our
research has helped us to understand further the basic aspects of atomic structure
and atomic collisional processes.
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The knowledge of atomic radiative and collision processes is important in
many fields of science, such as stellar and solar astrophysics, planetary atmo
spheres, plasmas, lasers, lightning, microelectronics, and superconductors. For
example, plasmas contain electrons, ions, and atoms that interact with each other
and we need to know how they interact; and how to model various types of natural
and man-made plasmas. To model low as well as high temperature plasmas, we
need atomic data such as excitation energies or wavelengths of levels, excitation
and ionization cross sections, oscillator strengths, and dielectronic recombination
cross sections. Only a small amount of the collision data has been determined
experimentally and most of the cross section data have been theoretically calcu
lated, but a close interaction between experimental and theoretical efforts in this
field has led to detailed investigations of collision dynamics. A major goal of the
theoretical atomic physics has been to develop reliable and efficient computational
methods to calculate the atomic data for various collision and radiative processes
of interest.
Experimental work has been done on excitation energies, oscillator strengths,
life-times, and cross-sections. In 1990 Wenaker measured excitation energies of
the 0 II levels [1]. Beam-foil techniques have been used to determine the life-times
of many 0 II excited states [2]. It is recognized that some of the earliest produced
values in the beam-foil measurements are now known to be somewhat large and
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that line blending problems often existed [3]. The experimental values of oscil
lator strength have been derived from life-times. Martinson et al [4], Lin et al
[5], and Pinnington et al [6] measured oscillator strengths for transitions from the
2s22p3 2P° state. There are experimental measurements of collisional excitation
cross sections in O II that are presented by Zuo et al [7]. These are the first exper
imental results for the 2s22p3 45°-2s22p3 2D° (forbidden) and 2s22p3 45°-2s2p4 4P
(resonance) transitions. The experiment was carried out using energy-loss, merged
beams methods [8, 9]. An electron mirror was used so that experimental mea
surements in the entire angular range of inelastically scattered electrons were
accessible to obtain integral cross sections [7].
Previous theoretical investigations include calculations done for excitation
energies and oscillator strengths by the use of the non-closed shell many-electron
theory (NCMET), the CI calculation using the atomic structure computer pro
gram CIV3 of Hibbert [10] in which excitation energies and oscillator strengths
are obtained by employing wave functions of the configuration-interaction type
(Bell et al [3, 4] and Ho and Henry [11, 12]) and the R-matrix calculations of
Becker and Butler [13] and Lennon [14]. All these previous calculations have
clearly demonstrated that the calculated oscillator strengths are sensitive to the
wave functions used as well as to the procedure by which the parameters of the
wave functions are determined. Considerable uncertainty still exists for many of
the important transitions in various calculations [4].
Several theoretical calculations have been performed for electron impact
excitation cross sections of O II. The first study of the electron collisional ex
citation was carried out by Seaton [16, 17] who, using the exact-resonance ap
proximation, obtained the first quantitative calculation of collision strengths for
electron impact excitation of the forbidden lines in the ground state multiplets.
In 1967 Czyzak et al [18], using an improved exact-resonance and distorted wave
formalism as outlined by Saraph et al [19], calculated collision strengths among
the Is22s22p3 levels. These calculations were carried out at an electron impact en
ergy matching that of the 2P° threshold. Calculation of collision strengths among
the Is22s22p3 4S°, 2D°, 2P° levels were then carried out in LS coupling by Saraph
et al [20] at three incident electron energies above the Is22s22p3 (2F°) threshold
using the exact-resonance approach for the p wave and the distorted wave approx
imation for all others. Collision strengths for fine structure transitions among the
Is22s22p3 levels were then calculated by Martins and Seaton [21] using the reac
tance matrices obtained in the work of Saraph et al [20] together with resonance
theory as developed by Gailitis [22] for the case of degenerate closed channels.
In 1969 Henry et al [23] used three-state close coupling expansion to calculate
collision strengths for excitation among the Is22s22p3 states in LS-coupling for
electron impact energies in the range 1-10 eV [24].
In 1973 Ormonde et al [25] calculated collision cross section for the transi
tions 2s22p3 4So-2s2p 4P in O II. They used a two-state close coupling approxima
tion with the Hartree-Fock target wave functions. In the following year, Rountree
and Robb [26] used the R-matrix approach as described by Burke and Robb [27]
to carry out cross section calculations for e~ — O II scattering. Pradhan [28], us
ing the IMPACT code developed at the University College London by Seaton and
co-workers (Crees et al) [29], carried out calculation of collision strengths using
multiconfiguration target wave function. The lowest states of the O II target ion
U22s22p3 4S°, 2D°, 2P° and Is22s2p4 4P, 2D were used in close-coupling expan
sion describing the e~ +O II collision complex [30]. In approximately 1978, Davis
et al [31] and Stobel and Davis [32] used two-state distorted wave methods for the
2s22p3 4S° - 2s2p4 4P and 2s22p3 4S° - 2s22p23s 4P transitions. In 1983 Ho and
Henry [11] dealt with the same two transitions but used the close-coupling ap
proximation with limited correlations in the target wave functions. Lastly in 1987,
McLaughlin et al [33] carried out nine-state and 34-state calculations using the
R-matrix method. The nine-state work used accurate configuration-interaction
wave functions, whereas the 34-state calculations used very limited correlation
in the target wave functions. In the nine and 34-state R-matrix calculations the
positions and widths of the O I resonances were analyzed and collision rates were
calculated but no transitions rates were determined. Later in 1993, McLaughlin
and Bell [34] reported detailed collision calculations for electron collisional exci
tation of O II using the R-matrix method in which they included 11 lowest target
states in the close-coupling expansion [35]. There is a need for further theoretical
work on electron collisional excitation of singly ionized oxygen, particularly for
transitions involving highly excited states. Many of the transitions have never
been considered and most of those which have been investigated have had rela
tively unsophisticated theoretical treatment [34].
We have studied excitation energies, oscillator strengths, radiative life
times, excitation cross-sections and collision strengths using sophisticated CI
wave functions for transitions among the levels of the 28 (2s22p3 4S°,2D°, 2P°;
2s2p4 4P, 2D, 2S, 2P; 2p2{3P)3s 4P, 2P; 2s22p2(3P)Sp 2S°, 2D°, 4P°, 4D°, 2P°;
2s22p4(1D)3s 2D; 2s22p4(1S)3s 25; 2s22p2(3P)3d4S°, 2D; 2s22p2(lD)3p2F°, 2D°,
2P°; 2s22p2{3P)3d 4F, 4P, 4D, 2F, 2P; and 2s22p2(3P)4s 4P, 2P) lowest lying
states of singly ionized oxygen. The electron collisional excitation strengths for in
elastic transitions have been calculated using the R-matrix method. Our physical
model includes all important electron correlations, exchange, channel couplings,
and autoionizing resonance effects. The present results are compared with avail
able calculations and experiments. Thus far, McLaughlin and Bell [36] results
were the most accurate available for transitions to low lying excited states. It
may be noted that they considered lowest 11 LS target states while we included
lowest 28 LS target states in the close-coupling expansion. Thus we calculated
theoretical data on several excited states that have not been previously considered.
Chapter 2
Wave Function Calculation
The calculation of any atomic property requires knowledge of the wave
functions of the relevant atomic states. If effects of relativity are not considered,
these wave functions tyn are solutions to Schrodinger's equation
(2.1)
at
The Hamiltonian H consists of the total kinetic energy of the N electrons plus the
total potential energy of the electrons due to their electrostatic interaction with
the nucleus and with each other:
(2.2)
where atomic (or Hartree) units are used for which h, the electronic charge (e),
and the reduced mass \i are all set equal to unity. In Eq. (2.2), r^ = |rj — r,-|, r^
and Tj are the position vectors of two electrons with respect to the nucleus which
is taken as the origin of coordinates and Z is the nuclear charge. Stationary-state
solutions of Eq. (2.1) take the form
*n({ri},<) = *n({ri})exp{-iEnt} (2.3)
so that
|vj/n({ri},*)|2 = |*B({pJ)|a (2.4)
where
{*}) = En*n({Ti}) (2.5)
is the stationary-state (time-independent) form of Schrodinger's equation and
En are the energy eigenvalues of the Hamiltonian, H corresponding to the wave
functions \Pn.
It is possible to obtain the exact solution of Eq. (2.5) only for one-electron
systems, i.e., for hydrogen-like ions. Even for two electron systems, the presence
of the interelectron distance r^ in the Hamiltonian prevents this operator from
being amenable to the separation of variables technique. It is necessary to ap
proximate the Hamiltonian operator so that its eigenfunctions and eigenvalues
can approximate the form of the wave functions so that Eq. (2.5) is satisfied only
approximately.
In practice, either perturbation theory or the variational principle has been
used to systematize these approximations. Two-electron ions have formed one of
the major systems of interest (because they are the simplest for which the solution
of Eq. (2.5) is non-trivial) in the development of methods that will yield accurate
wave functions. Even as early as 1929, Hylleraas showed that a fairly simple form
of the wave function, explicitly involving the interelectronic distance r12, could
result in quite an accurate value for the ground state energy of helium [37].
The Hylleraas method has proved difficult to extend to many-electron sys
tems, mainly for technical reasons. The vast majority of calculations for many-
electron systems have involved the expansions of the wave functions in terms of
one-electron functions known as spin orbitals. In particular, nearly all the recent,
very accurate calculations have employed this method. It has as its base the con
ceptually simple Hartree-Fock method, and can be extended in principle to any
accuracy by the method of configuration interaction.
2.1 The Variational Method
Suppose tpoi "01, i>2, ■ ■ ■ > ipn are the complete set of eigenfunctions of the
Schrodinger's equation based on Eq. (2.2), with eigenvalues Eo, E\, £2, •••, En,
ordered so that Eo is the lowest. Then \I> is the function defined by
n^n (2-6)
n







for any *. Basically, the expression on the left of Eq. (2.8) will always be
greater than the lowest-energy eigenvalue. The eigenvalues of H are bounded from
below. Thus, the computed energy for any approximate wave function is an upper
bound to the exact lowest eigenvalue. By the Hylleraas-Undheim-MacDonald
(HUM) theorem the computed excited states are also upper bounds to the exact
eigenvalues provided that the spectrum of states is bounded from below. It is
therefore convenient to form a trial wave function $ which depends on a number
of variable parameters, for any choice of which Eq. (2.8) is satisfied. The best
choice of these parameters may be considered to be that which yields an optimal
value of $n when Eq. (2.8) has its lowest value.
2.2 Hartree-Fock Method
In this method, Hartree approximated the physics of the problem, and
was thus able to set up a mathematical model which was tractable even for large
atoms. In this scheme each electron moves independently of the others. Hence the
probability density function ^*^ should be a product of the probability density
functions of the individual electrons. This requires each electron to be described
by a function of its own coordinates Uk(k). The N-electron wave function ^
becomes
tf = U1(l)U2(2)...UN(N). (2.9)
Each orbital function Uk(k), k = 1, 2,..., JV, may be determined by setting up a
Schrodinger-type equation for each electron
[_IV2 - - + Vk(r)]Uk = etUk (2.10)
where Vk{r) is the electrostatic potential experienced by the kth electron
t* (2.1D
S I
A simplification may be made by taking a spherical average of Vk(r) to produce
a purely radial potential
Vk(r) = ^Jvkrdr (2.12)
If this radial potential is used, the entire potential term is purely radial; thus it is
a central-field model. Moreover, a comparison with the Schrodinger equation for
the hydrogen atom reveals that the angular dependence of each orbital function is
then a spherical harmonic function. The Eq. (2.9) fails to satisfy Pauli's exclusion
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principle. To overcome this difficulty, in 1930 Fock expressed the wave function
in the form of a determinant [10].
(2.13)
where the (i, j) element of the determinant is Ui(j). The exclusion principle is now
satisfied, for elementary properties of determinants show that ^ = 0 if Ui = Uj,
while the wave function is antisymmetric with respect to interchange of pairs of
coordinate sets. Since it is possible to add to one row of a determinant multiples
of other rows without changing the value of the determinant, it is possible to
choose the Ui to form an orthonormal set. The factor (Nl)~ in Eq. (2.13) then
ensures that \& is also normalized. A set of equations, similar in character to Eq.
(2.10) but based on Eq. (2.13), may be derived [37] using the variational principle
by setting to zero the first-order variation with respect to Ui of (ty|i/|\l/) subject
to the orthonormality conditions
(Ui\Uj) = Sij (2.14)
where H is given by Eq. (2.1). If c^ are the Lagrange multipliers thus introduced,
these equations take the form
eijUj (2.15)
where Ft is an integro-differential operator.
The determinant in Eq. (2.13) and Eq. (2.15) are invariant with respect
to a unitary transformation of the Ut. Since the matrix e^ may be chosen to
be symmetric, the unitary transformation that diagonalizes it may be chosen.
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Denoting these diagonal elements by e*, and factorizing each orbital into space
and spin parts
si) (2.16)
where msi =±\ then equations Eq. (2.15) take the form
Fifa = ti4>i (2-17)
The Fock operator Ft is given by
pi = hi + Vi = hi + Ji- Ki • (2.18)
where
h = _Iv2 - - (2.19)
The direct operator Jj is defined by
' '^ili)]!rf (2.20)
while the non-local exchange operator Ki is defined by
n r (h*(r)6(r)
^-fo) / ^l3m^rj%,,mSJ). (2.21)
J Vij
Eqs. (2.17) are the Hartree-Fock (HF) equations.
2.3 Configuration Interaction Method
The Hartree-Fock method constrains us to a wave function consisting of a
single determinant (or a linear combination in order to ensure an eigenfunction of
12
the angular momentum operator), with the elements as one-electron orbitals, to
each of which is associated a single spherical harmonic. Such a restriction will be
lifted by using the Configuration-Interaction (CI) Method.
To see how the restriction of the HF wave function can be removed, the O
II ion with seven electrons will be considered.
The ground state of O II is usually denoted as \s22s22p3 4S° which is
really a representation of the HF approximation. The individual /j of the electrons
coupled to give the total orbital angular momentum L, where L satisfies
\h ~h\ < L < \h+h\ (2.22)
L=0 can be obtained by having lx — l2 = 0. Also L=0 can be obtained for values
where l\ = l2. But still the angular momentum of these orbitals must couple to
form Is22s22p3 4S°.
A more flexible form of the wave function for the state labeled (ls22s22p3)4S°
in HF would be
*(45°) = a1$1(ls22s22p3 45°) + a2$2(ls22s2p33s 4S°)
+ a3$3(ls22P23p 4S°) + a4^4(ls22s22p23d 4S°)
+a5$5(ls22s22p24p 4S°) + ... (2.23)
The assignment of electrons to orbitals (ls,2p,...), together with angular mo
mentum coupling, are known as configurations, and the process of finding the
coefficients {a,;} as well as the radial functions involved in these one-electron or
bitals is known as the CI method. The {$J are known as the Configuration State
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Functions (CSF). The atomic state CI wave functions are written in the form
M
i=l
where {a,} denotes all the distinguishing features of 3>j, other than L and S. The
summation in Eq. (2.24) should in principle be infinite, but in practice a finite
value is used.
2.4 Optimizing the CSF
To derive an alternative form of the variational principle, which allows
an optimization of the CSF -specifically the radial functions of the one-electron
orbitals, the Hylleraas-Undheim theorem is used. Let
rjX < ti2 < ... rLM yl.lo)
be the M-ordered eigenvalues of the Hamiltonian matrix arising from Eq. (2.24).
If another configuration function ^m+i is added, the new eigenvalues are
(2.26)
The Hylleraas-Undheim theorem gives
Now if more configurations are added, then Eq. (2.27) implies that
... (2.28)
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If Eq. (2.24) were expanded to a complete set, then
E(M) > E
Previously, it was seen that Eq. (2.8) provides a variational principle for the
lowest-energy state for each LS symmetry. Now it is shown that it gives a physical
meaning to the eigenvalues of the matrix (as upper bounds to the corresponding
energies). Whereas Eq. (2.24) provides a variational principle for any excited
state and in particular for the orbitals on which it depends. It is customary to
assume that, as with the HF method, the orbitals form an orthonormal set. The
calculated eigenvalue E\ will depend on the radial functions used in $,. The
analytical form of the one-electron radial function is given by
Pn,i(r) = £ CjnlNjnlr>nlexp{-Qnlr} (2.30)
with k > n — I, and the normalization factor is
Nj1d - Wjnl)\y" ( }
subject to the orthonormality condition
Pni(r)Pnn(r)dr = 5nn, (2.32)
If the parameters of these functions are treated as variational parameters, any
of the eigenvalues can be used as the variational functional. Therefore these
parameters can be optimized to give as good a representation as possible for any
atomic state.
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If the HF configuration as $x in Eq. (2.24) is included, then the energy
will be at least as accurate as the HF approximation. The improvement in energy
is known as the correlation energy:
exactEcorr = E
2.5 Oscillator Strengths And Transition Prob
abilities
Thus far only the calculation of the atomic wave functions and hence the
associated energies have been considered. However, there are other atomic prop
erties of interest, such as the probability that an atom undergoes a transition from
one state to another. Atoms can change state either by losing energy (emission)
or by gaining energy (absorption). Several final states may be available to the
atom depending on certain selection rules governed by the initial and final states
and energy differences involved. However, they all have a certain probability that
is time dependent
In order to obtain an equation for transition probability, the time depen




The Hamiltonian contains not only the electrostatic interaction, but because of
the radiation field involved, it also contains electromagnetic corrections, which for
one-electron systems have the form (e/mc)A • p. Here A is the vector potential
associated with the electromagnetic field and p is the momentum of the electron.
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The wave function can be expanded in terms of the stationary state wave
functions {\Pn}, with energies {En}.
tf = ^2Cn(t)exp(~Ent)ipn (2.35)
where the sum includes integration over the continuum. If the atom is in state \i)
at time t=0, then Cj(0) = l,Cn(0) = 0 for n^i. If the vector potential expands
in a Fourier series of plane waves of the form Aocos(cjt — k • r), then first-order
perturbation theory gives, for absorption in one-electron atoms
2
p{v3i) = BjiPji (2.36)1
where hVij = Ej — Ei, the transition energy. Bij is the Einstein coefficient for
absorption and />(%) is the energy density per frequency range.





Let eikr be expanded, eikr = 1 + ik ■ r 4- ..., and evaluate the mean
value of the second term. In case of (k • r) <C 1, eikr can be replaced by 1 to a
good approximation. This is known as the dipole approximation. Combining Eq.




The oscillator strength f is a dimensionless quantity, yielding
^ |^vl*<>|2, (2.39)
where AE = Ej — Et, is the transition energy.
If H is the free-atom Hamiltonian; then in atomic units




Hence, Eq. (2.39), may also be written as
//_,- = - Af?|(*j-|r|*i>|2. (2.43)
Expressions 2.39 and 2.43 are referred to as the velocity and length forms of
the oscillator strength, respectively. Their equality is valid whenever Eq. (2.40)
applies and the wave functions are eigenfunctions of the Hamiltonian H. For many-
electron systems, the exact wave functions are not known and the two forms of the
oscillator strengths will not agree. But in the CI framework they should converge




If in an assembly of atoms, Nj is the number of atoms in state \j >, then
the rate of decay will be proportional to Nj. The constant of proportionality A{j
for a transition to state \i > is known as the transition probability;
£ = ~AJiNJ (2-44)
with solution
Nj (t) = Nj (0) exp (-Ajit) (2.45)
From Eq. (2.45), Aji has the dimensions of jX^. The mean lifetime of the state
\j > is then
r3 = ^- (2.46)




V I i ) /
and
Tj = —^— (2.49)
The sum over i is over all accessible final states.
Chapter 3
Scattering Calculation
The scattering of an electron by an atom of nuclear charge Z having N
electrons is under consideration. The total Hamiltonian for the (N+l)-electron
system is
= £(-iv?-^)+ £ ^ (3-D
i=l z '» i>j = l ' lJ
where r^ = |rj — r, | and r^ = |r;|, r* and r^ are the position vectors of the ith and
jth electrons from the target nucleus. The Schrodinger equation for the complete
system is
(HN+1-E)V = 0, (3.2)
where E is the total energy. The target eigenstate tyq, which satisfies the equation
(HN-Eq)$q = 0 (3.3)
where H^ is the target Hamiltonian denned by Eq. (3.1) with (N+l) replaced by
N, and Eq is the target eigenenergy.
3.1 Expansion of the Total Wave Function
The wave function ^ in Eq. (3.2) is expanded in terms of a set of target





Here the functions G87 and coefficients Cjq are to be determined. The LS coupling
scheme of angular momenta is used. The operator A antisymmetrizes the total
wave function, and the symbol xn denotes the space and spin coordinates of the
nth electron. The function Qiq may be written as
Qiq(r) = r-lFiq(r)Ylimii(t)S(msi\a). (3.5)
where YiiTnii are spherical harmonics. The coupling of the target wave function $,
with the spin-angle functions for the scattered electron give the total function $!q
Fiq(rN+l) +^ ...,xN+l)c]q. (3.6)
TN
The radial function Fiq obeys the condition
Fiq(0) = 0, (3.7)
Fiq{r) -^oo -^[sindiSu, + cosO^}, kf > 0 (3.8)
Vki





<^(7i) = argTili + l-in). (3.11)
The Kq in Eq. (3.8) are the elements of the reactance matrix K. Instead of the
real solution specified by the conditions of Eqs. (3.7)-(3.9), it is good to introduce
complex solutions defined by the boundary conditions
Fig = 0 (3.12)
Fiq(r) ^r^oo -—[S^exp{-iBi) - Siqexp(i9i)}, k\ > 0, (3.13)
Vki
*;,(r)~r-Kx, 0, fc?<0. (3.14)
The quantities Siq are the elements of the S-matrix, which are directly related to
the K-matrix by
_ (1 + iK)
S - (T^K)- (3-15)
The transition matrix T is given by
T = 1-S, (3.16)
or written as
K is real and asymmetric and S is symmetric and unitary.
3.2 The R-Matrix Method
The main concept of the method is that the configuration space describing
the scattered particle and the target is divided into two regions. The radius a is
chosen so that the charge distribution of the target states is contained within the
22
sphere r = a. In the internal region r < a, where r is the relative coordinate of
the colliding particles, the interaction is many-body and strong and the collision
process is difficult to calculate. On the other hand, in the external region, the
interaction is weak and in many cases is exactly solvable in terms of plane waves
or of Coulomb waves. In the inner region, electron exchange and correlation
between the scattered electron and the N-electrons in the target are important
and the (N+l) electrons in the total system behave as bound electrons. Whereas,
in the outer region, the electron exchange between the scattered electron and the
bound electron in the target can be neglected. Thus for r > a, the collision is
described as the scattered electron moving in a long-range multipole potential.
The inner region is studied using the configuration-interaction type description
similar to the standard approach for the bound state. The outer region is studied
using a close-coupling method without the exchange effect. In the internal region
a complete discrete set of states describing all the particles is denned by imposing
logarithmic boundary conditions on the surface of this region.
This R-matrix basis can then be used to expand the collision wave function
on the boundary. From this information and the known solution in the external
region, the S-matrix and the cross sections can be calculated. So far the theory
described is exact and is completely equivalent to solving the scattering problem
exactly. In applications, however, only a finite number of eigenstates can be
retained in the internal region.
The atomic eigenstates and the pseudostates are represented in the R-
matix theory. This is because the radius of the boundary of the internal region
is defined by these states, and in addition, the bound state orbitals, which are
used to represent these states, are also used in the representation of the electron
collision wave function. Analogous to Eq. (3.6), the total wave function in the
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inner region is expanded in the form
X Uij{rN+l)dljk + ^xj(xl...xN+l)cjk. (3.18)
In Eq. (3.18) an additional index j is introduced in the first summation to indicate
that the radial function representing the scattered electron, Fi(r), is expanded in
a complete set of basis Uij(r).
The first expansion in Eq. (3.18) is taken over all possible scattering chan
nels but is usually truncated to include only a finite number of target eigenstates
and some additional pseudo-states. The pseudo-states are introduced to allow for
polarization effects. The functions \i are (N+l)-electron functions constructed
from the same bound orbitals and pseudo-orbitals as those used for the N-electron
target states \I/j. This takes into account the short-range correlation effects be
tween the scattered electron and target ones.




with the boundary conditions
iiO-(0) = 0, (3.20)
Q dUij \r=a = ft. (3.21)
Uij (a) dr ' v
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The \ijv on the right-hand side of Eq. (3.19) are the Lagrange multipliers. They
are determined so that
f Uij{r)Pv{r)dr = 0, if k = lv, (3.22)
Jo
where Pv(r) are the radial bound orbitals describing the target states. The po
tential, V(r) in Eq. (3.19) is chosen to represent the static charge distribution of
the atom.
The coefficients Cjk and d^k in Eq. (3.18) are determined by diagonalizing
the Hamiltonian i/jv+i as
(3.23)
where the radial integral is taken over the finite range 0 < r < a. The radial




The total wave function tyk can be expanded in the inner region at any energy E





of the scattered electron in channel i of the total wave function $e is defined.
After some manipulation [26], the radial function Fi(r) at r = a can be related to
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its logarithmic derivative on the boundary by
Fi(a) = Y.R^E){a-r1-bFj)\T=a (3.27)
3 ^
where
R (F) _ 1 v Wik(a)Wjk(a)
R»{E) - Ta\ E™-E '
is called the R-matrix. The amplitudes Wik{a) and the poles £^+1 of the R-matrix
are obtained from the eigenvectors and eigenvalues of the Hamiltonian matrix in
Eq. (3.23). The most important source of error in the R-matrix method is the
truncation of the close-coupling expansion to a finite number of terms. In order
to obtain the K-matrix, the equation for r > a at energy E is solved. This follows
directly from the representation of the R-matrix basis by Eq. (3.18) and the
expansion of the total wave function in terms of this basis by Eq. (3.25). For
r > a, as mentioned, the exchange effect between the scattered electron and the




The K-matrix is obtained by matching at r = a the inner region solution, Eq.
(3.27) to the outer region solution of the equation Eq. (3.29).
The collision strength Q(i, j), first introduced by Hebb and Menzel [38] for
the appropriate i to j transition, is related to the cross section by the following
relation:
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where & = (2Li + l)(25j + 1) is the statistical weight of target i. The colli
sion strength Q(i,j) has the added advantage of being both dimensionless and
symmetric in i and j. The cross section a(i,j) in units of nal is given by
Chapter 4
Results and Discussion
The CI calculations were performed using the orthogonal orbitals: Is, 2s,
2p, 3s, 3p, 3d, 4s, 4p, 4d, and 4f. The Is, 2s, and 2p orbitals were taken to be the
Hartree-Fock orbitals obtained by Clementi and Roetti [39]. The physical orbitals
3s, 3p, 3d, and 4s and the correlation orbitals 4p, 4d, and 4f were calculated using
the atomic structure computer code CIV3 [10]. The 3s, 3p, 3d, 4s, 4p, 4d, and 4f
orbitals were optimized on 2s22p3(3P)3s 4P, 2s22p2(3P)3p 4P°, 2s22p2(3P)3d 4D,
2s22p2{3P)4s 4P, 2s22p2(3P)3p 4P, 2s22p2(3P)3d 2P, and 2s22p2{1D)3p 2D° ex
cited states, respectively. The choice of optimization in general depends on one's
goal and we wanted to get the best possible accurate energies and oscillator
strengths among the 28 LS lowest lying states. The parameters of the radial
functions are presented in Table 4.1. For the 3s, 3p, and 3d orbitals we chose
k > n — 1 ( see Eq. 2.30) which means that both exponents and coefficients
were varied to minimize the energies. The coefficients are also subjected to or-
thonormality conditions (see Eq. 2.32). In order to test the convergence of the
CI expansions for different LS symmetries we carried out several test calculations.
In our largest calculation we considered 5298 configurations to represent 14 LS
symmetries. We then omitted configurations with weights < 0.004. We thus have
included 1204 configurations to represent 28 LS state in our limited CI calcula
tion. This calculation includes all the major internal and semi-internal correlation
effects [15]. These CI wave functions are then used to calculate energies, oscillator
strengths, and collision cross sections.
27
28
























































































































We present in Table 4.2 the calculated excitation energies of the various
levels relative to the ground level. These are compared with the experimental
energies given by Wenaker [1] and theoretical energies reported by Bell et al [3].
The present calculated energies agree to better than 10% with the measured values
for most of the energy levels. Our calculation also agrees excellently with the
calculation of Bell et al [3]. Our calculated energies in the extensive and limited
CI calculations agree very well with each other. This is due to the fact that we
carefully included all important configurations in our limited CI calculation. In
our extensive calculation the symmetries 45°, 2D°, 2P°, 4P, 2P, 2S, 2S°, AD°, 2D,
4P°, 2F°, 4D, 2F, and 4F were represented by 233, 299, 266, 571, 248, 499, 603,
206, 399, 254, 563, 216, 639, and 302 configurations, respectively. In our reduced
CI calculation the symmetries 4So2D°, 2P°, 4P, 2P, 2S, 2S°, 4D°, 2D, 4P°, 2F°,
4D, and 2F were represented by 58, 126, 134, 133, 154, 76, 44, 66, 153, 44, 53, 48,
67, and 48 configurations, respectively.
The excitation energies also served as a first order test to the accuracy of
our wave functions. If we look at Table 4.2, we see that the accuracy of excitation
energies is affected by the optimization procedure. The states that were optimized
on agree very well with experiment than those that were not optimized on. For
example, the 3p orbital was optimized on the 2s22p(3P)3p 4P° state, index number
12, and we see that our CI calculation agrees very well with experiment for this
state, so do states with index number 13, 14, etc., states having the same 2p2(3P)
core.
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Table 4.2 Comparison of our calculated excitation energies (in au) relative to the ground state with the



























































A: Extensive CI calculation




























































































































The percent difference with experiment increases when the core is changed to
2p2(1D), for states number 17, 18, and 22. Also note that in Table 4.2, we give
theoretical values of excitation energies for states including 4s that no one has
previously calculated.
4.2 Oscillator Strengths
The oscillator strengths are presented in Table 4.3 for transitions among
the states of the quartet symmetry and in Table 4.4 for transitions among the
states of the doublet symmetry of singly ionized oxygen. Both the length and
velocity forms of the oscillator strengths are presented. Comparison is made with
the experimental and with other available theoretical results. Some of the ex
perimental values have been derived from lifetime measurements using the length
value of oscillator strengths.
It is clear from Table 4.3 that our results are in remarkable agreement
with those of Lennon and Burke [40] and Bell et al [3], as well as consistent with
the other theoretical calculations, and experimental data except those of Wiese
et al [41]. For the 2p3 iS°-2pA 4P transition, we agree excellently with the value
obtained by Becker and Butler [13]. For the 2p3 4S°-3d 4P transition we agree
more with the R-matrix calculation of Lennon and Burke [40] and Becker and
Butler [13] than with Bell et al [3]. Overall, we are within 10% of the calculation
of Bell et al [3]. For the above mentioned transitions, it is interesting to note
that the length value changes as the degree of sophistication is enhanced within
the framework of the R-matrix method (i.e. the results of Lennon [14]) compared
with those of Becker and Butler [13].







































































































































0.233 (L)a; 0.259 (V)a;
0.206 (L)d; 0.255 (V) d;
0.265 (L)J; 0.287 (V)j;
0.265e; 0.240s; 0.198!
0.086 (L)a; 0.132 (L)j; 0.122h
0.375 (L)j; 0.351 (V)j; 0.370"
BBH: Belletal[3]; LB: Lennon and Burke [40]; "Ho and Henry [11]; dWesthaus and Sinanoglu [47]; eLaughlin and Dalagamo [48]; ^icolaides [50];
hBecker and Butler [13]; 'Sinanoglu [51]; jLennon [14]; kSmith et al [52]; 'Lawrence [53]; ""Martinson et al [4]; rLin et al [5]; & Wiese et al [41]
K5
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The Ho and Henry [11] limited CIV3 results are very much smaller than all other
results for the 2s22p3 4S°-2s22p23s 4P transition; and despite the agreement it has
between its length and velocity values, it is probably inaccurate. Data from the
remaining transitions agree within 5%. Presented in Table 4.3, for the first time,
are the length and velocity values for 2p3 4S°-4s 4P, 3p 45°-4s 4P, 3p 4P-4s 4P°,
3p 4D°-4s 4P, and 3p 4P°-4s 4P transitions.
Table 4.4 gives our, experimental, and other theoretical results for dipole-
allowed transitions among the states of doublet symmetry. For a number of these
transitions listed in Table 4.4 it is possible to examine convergence as the degree of
sophistication of CIV3 calculations is increased and/or as the degree of sophistica
tion of the R-matrix calculations is increased. Our results for the 2p3 2D°-2p4 2D
transition agree well with that of Bell et al [3], Lennon and Burke [40], and other
calculations. We seem to agree extremely well with the experimental results of Ir-
win et al [42] and Ryan et al [43]. Interestingly our results for the 2p3 2D°-2p4 2P
transition agree better with the experimental value obtained by Lin et al [5] than
the results of other theoretical calculations. Conclusions for the 2p3 2D°-2p23d 2P
transition are difficult to reach since discrepancies still exist between the theoret
ical data which are themselves significantly different from the experimental value
of Wiese et al [41]. We would recommend the present value of 0.081 since it is
obtained by the most sophisticated calculation. Our results for the 2p3 2P°-3s 2P
and the 2p3 2P°-Zd 2P transitions are in good agreement (within 5%) with exper
iment, Lennon and Burke [40], Bell et al [3], and other theoretical calculations.
The 2p3 2P°-3d 2P transition shows discrepancies between the CIV3 calculations
and the R-matrix calculations as well as with experiment.
Table 4.4 Oscillator strengths of dipole-allowed transitions among the states of doublet symmetry.













0.154 0.171 0.156 0.167 0.136 (L)a; 0.173 (V)a;
0.148 (L)b; 0.158 (V)b;
0.141 (L)d; 0.167 (V)d;































































0.043(L)a; 0.052 (V) a;
0.052(L)b; 0.051 (V)b;
0.053 (L)j; 0.052 (V)j;
0.047h
0.0247 (L)b; 0.0240 (V)b;
0.0257h
0.126 (L)a; 0.163 (V)a;
0.106 (L)b; 0.118 (V)b;
0.092 (L)f; 0.126 (V)f;
0.116 (L)j; 0.117 (V)J;
0.115h
0.170 (L)a; 0.169 (V)a;
0.164 (L)b; 0.164 (V)b;
0.158 (L)cf; 0.184 (V)^;
0.152 (L)j; 0.160 (V)j;
0.23e;0.311e








































































































































0.040 (L)a; 0.046 (V)a;
0.035 (L) b; 0.037 (V)b;
0.036 (L)f; 0.037 (V)f;
0.041h
0.162 (L)a; 0.217 (V)a;
0.0094 (L)b; 0.103 (V)b;
0.086 (L)cf; 0.076 (L)j;
0.007&i









































































































BBH: Bell et al [3]; LB: Lennon and Burke [40]; "Ho and Henry [11]; ''Ho and Henry [12]; °Luken and Sinanoglu [46]; "Westhaus and Sinanoglu
[47]; "Laughlin and Dalagarno [48]; 'Luken and Sinanoglu [49]; ^icolades [50]; "Becker and Butler [13]; 'Sinanoglu [51]; jLennon [14];
kSmith et al [52]; 'Lawrence [53]; ""Martinson et al [4]; "Irwin et al [43]; "Chang [54]; Tlaig et al [55]; '■Ryan et al [56]; "Lin et al [5];
Tinnington et al [6]; & Wiese et al [41]
oo
37
The agreement between our length value of 0.098 with the result of Lennon and
Burke [40] suggests that this value cannot be greatly in error. Our results for the
2^3 2po_2p4 2p transjtion d0 not agree with the experimental data and the other
theoretical calculations.
4.3 Lifetimes
Table 4.5 compares our lifetimes with the theoretical calculation of Bell
et al [3] and experimental data. Most of the experimental data were obtained us
ing beam foil spectroscopy and it is recognized that some of the earliest produced
values are now known to be somewhat large and that line blending problems of
ten existed. Nevertheless, the agreement between experiment and our theory is
impressive for some states. The 2s2p4 2]4P, 2D states show remarkable agreement
with some experimental data than the theoretical calculation of Bell et al. The
2p2(3P)3s 2>4P, 3p 2D° and 3d 2F states are also in remarkable agreement with the
experimental data. The present results for the excitation state 2s22p2(1D)3d 2D°
is somewhat higher than those obtained from experiment. Our calculated life
times for the 2s22p2(3P)3p 4P°, 2D° and 2s22p2(3P)3d 4F, 4P states are in good
agreement with experiment and theory. The result for the 2s22p2(3P)3p 2P° state
agrees well with the experimental value obtained by Kernhan et al [44]. Our value
for the 2s2p2(1D)3p 2F° state agrees better with the experimental value of Coetzer
and Van der Westhuizen [45] than the calculation of Bell et al [3]. The lifetimes for
the 2p2(3P)3p 4D° and 2p2(1D)3p2 2D° states show considerable discrepancy be
tween theory and experiment and among the various experimental values. These
states require further investigation, particularly by the experimentalists.
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BBH: Belletal[3]; aRyanetal [56]; b Coetzer and Van der Westhuizen [45]; c Campell and Head [57];
d Chang [54]; ' Pinnington et al [57]; f Pinnington et al [6];B Nicolaides [50];h Church and Liu [59];
' Clark and Head [68]; jLinetal[5]; k Smith et al [52]; ' Martinson et al [4]; mDruettaetal [61];




A boundary radius r=26.25 atomic units is introduced to contain the charge
distribution of singly ionized oxygen target. The coefficients c^ and djk in the
basis denned by Eq. 3.18 are determined by diagonalizing the total Hamiltonian
of the singly ionized oxygen plus incident electron system. We included exchange
in our R-matrix calculation of partial cross sections for lower partial waves (L=0-
9) and exchange is neglected in the calculation of higher partial waves (L=10-22).
The higher partial waves are needed to obtain converged total cross sections for
the allowed transitions.
The cross sections, <r(E), for the forbidden and allowed transitions in Oil
are presented graphically rather than in tabular form due to the large amount
of excitation cross section data in Figs. 4.1-4.7 as a function of electron energy
(eV) from the relevant Oil threshold to approximately 29 (eV). In Figs. 4.1-
4.4 we show our theoretical cross sections for the three forbidden 2s22p3 45°-
2s22p3 2D°, 2s22p3 4S°-2s22p3 2P°, and 2s22p3 2D°-2s22p3 2P° transitions in OIL
In Figs. 4.5-4.7 our results for the two allowed 2s22p3 4S°-2s2p4 4P and 2s22p3 4S°-
2s22p2(3P)3s 4P transitions in Oil are given. The present results are shown by
solid curves while the measured values are displayed by open diamonds.
Integral cross sections for the 2s22p3 4S° —> 2s22p3 2D° excitation are pre
sented in Fig 4.1. To compare our results with experiment the theoretical cross
sections were convoluted with the experimental Gaussian energy beam distribu
tion of 250 meV full width at half-maximum (FWHM). The cross sections have
been plotted at incident electron energies from 3.83 (2D° threshold) to 29 eV. In
this figure we have plotted our 28-state R-matrix results (solid curve), the mea
sured direct excitation cross section of Zuo et al [7] (diamonds), and the 11-state
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R-matrix results of Zuo et al [7] (dashed curve). The experimental cross sec
tions are strongly peaked at threshold to a value of about 1.25 X 10~16 cm2, and
decrease rapidly as energy of the incident electron increases. Our 28-state calcula
tion is for the most part within the error bars of the experimental data. Our peak
value of the cross section is about 1.0 X 10~16 cm2 around 4 eV, which is in good
agreement with the measured value. The discrepancy in the two calculations is
due to the difference in the target wave functions and the number of target states
included in the CC expansion. Our background cross sections for the forbidden
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Figure 4.1: Integral cross sections for the forbidden 2s22p3 4S°-2s22p3 2D° tran
sition as a function of electron energy. The theoretical cross sections have been
convoluted with an experimental energy spread of 250 meV. Solid line represents
our results, the dashed line represents 11-state results [7], and the diamond gives
the experimental values of Zuo et al [7].
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Fig. 4.2 shows our unconvoluted results for the same forbidden 45° —>2 D° tran
sition and compare these with 11-state results [7]. It is clear from this figure that
the resonance structure in our calculation in the energy region from 11 to 13 eV
is weaker than the 11-state calculation, but we get some additional structure in
the higher energy region (E > 21 eV). In Figs. 4.3 and 4.4, we display our the
oretical cross sections for the forbidden 45° -»2 P° and 2D° -»2 P° transitions.
The peak cross section for the 2D° —>2 P° transition is 0.5 X 10" 16cm2 at about
6 eV, whereas for the 2D° -+2 P° transition the peak value is 0.45 X 10~16cm2
and also occurs at about 6 eV. The cross sections decrease with increasing energy
of the incident electron. This is the expected behavior of the cross sections for
the forbidden transitions. Fig. 4.3 also shows the 11-state results [7] by a dashed










Figure 4.2: Integral cross sections for the forbidden 2s22p3 4S°-2s22p3 2D° tran
sition as a function of electron energy. These results are unconvoluted. The solid













Figure 4.3: Integral cross sections for the forbidden 2s22p3 4S°-2s22p3 2P° tran
sition as a function of electron energy. These results are unconvoluted. The solid
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Figure 4.4: Integral cross sections for the forbidden 2s22p3 2D°-2s22p3 2P° tran
sition as a function of electron energy (eV).
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In Figs. 4.5 and 4.6 we have shown the integral cross sections for the allowed
2s22p3 4S°-2s2p4 4P transition. In Fig. 4.5 the theoretical cross sections are
convoluted with an experimental Gaussian energy beam distribution of 250 meV
full-width af half-maximum (FWHM). The incident electron energies ranged from
15 to 29 eV. The experimental results are shown by diamonds and the 11-state
results by a dashed curve. Our results are lower than the experiment as well
as the 11-state theory [7]. Finally Fig. 4.7 shows the integral cross sections for
the allowed 2s22pz 4S°-2s22p23s 4P transition as a function of electron energy.
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Figure 4.5: Integral cross sections for the allowed 2s22p3 iS°-2s2pi 4P transition
as a function of electron energy. The theoretical cross sections have been convo
luted with an experimental energy spread of 250 meV. Solid line represents our
results, the dashed line represents 11-state [7] results, and the diamond gives the
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Figure 4.6: Integral cross sections for the allowed 2s22p3 4S°-2s2p4 4P transition
as a function of electron energy. These results are unconvoluted. The solid line
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Figure 4.7: Integral cross sections for the allowed 2s22p3 4S°-2s22p2(3P)3s 4P
transition as a function of electron energy. These results are unconvoluted.
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4.5 Conclusion
Excitation energies, oscillator strengths, lifetimes, and cross sections based
on sophisticated configuration interaction wave functions have been obtained for
transitions among the 28 lowest lying states of singly ionized oxygen. The atomic
structure calculations were performed using the computer code CIV3 of Hibbert
[10] and the 28-state calculation of excitation cross sections was performed using
the R-matrix method of Burke and Robb [27]. Our excitation energies, oscillator
strengths, and lifetimes agree reasonably well with measured and other theoretical
results. We have given excitation energies, oscillator strengths, and lifetimes data
on transitions of highly excited states not previously calculated.
We have presented theoretical cross sections for the electron-impact ex
citation of the forbidden 2s22p3 4S°-2s22p3 2D°, 2s22p3 4S°-2s22p3 2P°, and
2s22p3 2D°-2s22p3 2P° transitions and the allowed 2s2p3 4S°-2s2p4Zs 4P, and
2s22p3 4S°-2s22p2(3P)3s 4P transitions in O II. These transitions give rise to
prominent emission features in the dayglow and aurora. For the 2s22p3 4S°-
2s22p3 2D° transition, our cross sections agree well with experiment and the ear
lier 11-state calculation, but for the allowed 2p3 4S° — 2s2p4 4P transition our
results lie lower than the experiment and the theory [7], by a factor of about two.
Our background cross sections for the forbidden transition are lower than the 11-
state R-matrix calculation [7], whereas for the allowed transitions our background
cross sections are higher than the 11-state results. The resonance structure for
the forbidden 2p3 4S° - 2p3 2D° transition in our calculation is weak in the low
energy region but additional structure appears at higher energies so that the total
flux remains the same as in the 11-state results.
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