We propose that the spin-chain with the PSU(2|2)⊗U(1) 3 symmetry is equivalent to the non-linear σ-model on PSU(2|2)⊗U(1) 3 /{H⊗U(1)} with a certain subgroup. To this end we show that the spin-variable of the former theory is identified as the Killing scalar of the latter and their correlation functions can have the same integrability. It is crucial to think that the respective theory gets the PSU(2|2)⊗U(1) 3 symmetry by a symmetry reduction the exceptional supergroup D(2,1;γ), rather than by an extension of PSU(2|2).
Introduction
is meaningless as it is, because the ordinary non-linear realization is not applicable to a non-simple group such as PSU(2|2)⊗U (1) 3 . To give it a precise meaning we consider the non-linear σ-model on a further enlarged coset space D(2,1;γ)/{H⊗U(1)}. The nonlinear σ-model on PSU(2|2)⊗U (1) 3 /{H⊗U(1)} is defined by the symmetry reduction of D(2,1;γ) to PSU(2|2)⊗U (1) 3 in the model thus generalized. The symmetry reduction is undertaken in the same way as was done for the spin-system [2, 7] .
This letter is organized as follows. In section 2 we explain the Lie-algebra of D(2,1;γ) and a reducing process to go to the subgroups PSU(2|2)⊗U (1) 3 , SU(2|2), PSU(2|2) at an algebraic level. In section 3 the matrix representation for those subgroups are given. The non-linear representation of D(2,1;γ) is discussed in section 4. In section 5 we undertake the symmetry reduction, discussed at the algebraic level in section 2, in the coset space D(2,1;γ)/{H⊗U(1) 3 }. It is then shwon that the non-linear σ-model on the reduced coset space is equivalent to the spin-chain with the PSU(2|2) symmetry.
The Lie-algebra of D(2,1;γ)
The Lie-algebra of D(2,1;γ) is given by 17 generators 
[Lαβ,L˙γδ] = −δ˙γβLαδ + δα δLγβ ,
[Lαβ,
with α + β + γ = 0. The overall scaling does not change the algebraic structure. The algebra is characterized by the only parameter ε = − γ α
. With the definitioṅ
is decomposed as
In this base the algebrae (4), (6) and (7) become
[C,
and the algebrae (3) and (5) do not change the forms, i.e.,
The quadratic Casimir is given by
, in the respective basis of the algebrae (3)∼ (7) and (9)∼ (14) .
To obtain the Lie-algebra of PSU(2|2)⊗U(1) 3 , we rescale as (C, P, K) → 1 γ (C, P, K) [2, 7] . In the limit γ → 0 2 (9) and (10) become
with α + β = 0, while (11)∼(13) vanishing algebrae. Together with the algebrae (14) they are closed to the centrally extended algebra of PSU(2|2)⊗U (1) 3 . We denote the generators of this algebra by
Here the generators are the same one as given by (8), but by the above rescaling the SU(2) symmetry given by (11) is broken to U(1) 3 . We shall call this symmetry reduction the PSU(2|2)⊗U (1) 3 limit. Actually the algebrae (14) and (15) are closed to even smaller algebrae, of which generators are
and
The symmetry reductions are called the SU(2|2) and PSU(2|2) limits respectively.
Matrix representation
The generators of PSU(2|2)⊗U(1) 3 in (14) and (15) can be represented by 4×4 matrices [2, 7] as
with the index notation of a 4×4 supermatrix
Here the constants A, B, C, D are constrained by
Let ψ to be a linear representation vector of PSU(2|2)⊗U (1) 3 . It transforms as
Here the generators T D→PSU⊗U(1) 3 were given in (16), and use was made of the corresponding infinitesimal parameters
When B = C = 0 (21) becomes the linear transformation of SU(2|2)(=PSU(2|2)⊗U (1))
with the constraints (20) simplified to be AD = α = −β. By ǫ C = 0 this becomes the PSU(2|2) limit of the transformation.
Non-linear representation of D(2,1;γ)
In this section we discuss the coset space D(2,1;γ)/{H⊗U(1)} which non-linearly realizes the exceptional supergroup D(2,1;γ), whose Lie-algebra was discussed in section 2. We choose the simplest case where H=SU(2)⊗SU(2). Then the generators of D(2,1;γ) are decomposed into the subsets denoted by
D(2,1;γ)/{H⊗U(1)} is parametrized by the supercoordinates ϕ i = (x, θ α a ) and the complex conjugates σ i = (y, ω a α ) which correspond to the generators {X i } and {Y i } respectively. However at first we consider the coset space D(2,1;γ)
C is the complex extension of D(2,1;γ) andĤ⊗U(1) C is the complex subgroup generated by the generatorsĤ I and C in the decomposition. Write a coset element of
For a left multiplication of an element e iǫ·T D ∈ D(2,1;γ) the coset element changes as
Here use was made of
(23) defines the transformation of the coordinates ϕ i → ϕ ′i (ϕ, ǫ). When ǫ is infinitesimally small this relation defines the Killing vectors R Ξi (ϕ) as
and the parameter functions λ Ξ (ϕ) and λ Ξ C (ϕ) of the compensator as
According to [12] they can be calculated in a purely algebraic way. We only outline the calculation. For the details the reader may refer to [13] . For infinitesimally small parameters ǫ Ξ , we may write the transformation (23) as
This becomes
by using the following formulae: for matrices E and X
if E ≪ 1. Here α n are the constants
The quantity (ad X) n in (26) and (27) is a mapping defined by the n-ple commutator
These formulae were proved in appendix A of [12] . We calculate the multiple commutators in the r.h.s. of (25), assuming that the generators T Ξ commute with ϕs, λs, ǫs irrespectively of their gradings. 3 We then expand
For this assumption refer to appendix B of [12] .
Comparing the powers of both sides of (25) order by order yields recursive relations for R
we solve the relations for them. By lengthy calculations, but a purely algebraic use of (9)∼(14) we find that [13] − iǫ Ξ R
together with
So far we have discussed the coset space D(2,1;γ) C /Ĥ⊗U(1) C . We may enlarge the coset space to D(2,1;γ) C /H⊗U(1) as
Correspondingly an element e iϕ·X ∈ D(2,1;γ)
It becomes a coset element of D(2,1;γ)/{H⊗U(1)} when imposed on D(2,1;γ) the unitarity U † U = UU † = 1 and the complex structure so that X †i = Y i and ϕ
and c(ϕ, σ) real functions by definition of the coset space {H ⊗ U(1)} C /{H⊗U(1)} [14] . They are determined by the unitarity of U(ϕ, σ). Practically it is done by writing the unitary condition as 
with an appropriately chosen compensator e iρ(ϕ,σ,ǫ)·H+iρ C (ϕ,σ,ǫ)C . U(ϕ, σ) has been already obtained in the d × d supermatrix representation. Then the Killing scalar Υ(ϕ, σ) of the coset space D(2,1;γ)/H⊗U(1), which transforms as
is given by taking any column vector from U(ϕ, σ), for example
. . .
Here η is a quantity transforming as η → e iρ(θ,ω,ǫ)·H+iρ C (ϕ,σ,ǫ)C η, which is induced by the transformation (31). Its existence was shown in [8] .
Symmetry reduction to PSU(2|2)⊗U(1)

3
Now we come to the main point of this letter. Let us reduce the D(2,1;γ) symmetry to PSU(2|2)⊗U (1) 3 in the non-linear representation. The Lie-algebra in this limit was given (14) and (15), while (11)∼(13) vanishing after the rescaling (C, P, K) → 1 γ (C, P, K). To find the Killing vectors (28) in the scaling limit, the calculation in the previous section should be redone with these algebra. We then find them to tend to
It amounts to dropping the coupling terms of the parameters ǫ C , ǫ P , ǫ K and the coordinate x in (28). It is because the multiple commutators with C, P, K in the r.h.s. of (25) are vanishing when calculated in the limit. Correspondingly the coset space D(2,1;γ)/{H⊗U(1)} is reduced to PSU(2|2)⊗U(1) 3 / {H⊗U(1)}. The transformation (34) represents the PSU(2|2)⊗U (1) 3 symmetry on this reduced coset space. Thus a non-simple group symmetry such as PSU(2|2)⊗U (1) 3 has been non-linearly realized in a definite way. Without the above symmetry reduction it would have been found hardly. This is an important point in this letter. Thus the coset space PSU(2|2)⊗U (1) 3 /{H⊗U(1)} gets well-defined by the Killing vectors (34). For this coset space we may find the Killing scalar as well. Here also we had better recalculate it as has been done for the Killing vectors (34), rather than resort to a scaling argument of (33). It takes the form
with Υ PSU (θ, ω) the Killing scalar for the coset space PSU(2|2)/H. The phase factor is due to the decoupling of C, P, K in the limit. This form of the Killing scalar may be alternatively understood by writing the coset space PSU(2|2)⊗U (1) 3 /{H⊗U(1)} as PSU(2|2)⊗U (1) 2 /H. Namely the phase factor in (35) is due to the U(1) 2 charge. The Killing scalar (35) transforms as
by the non-linear transformation (34) by the construction. It is interesting to observe that the linear transformation (36) is obtained although the phase factor e ixP +iyK is subjected to the non-linear transformation by the Killing vector R Ξ P in (34). (36) is isomorphic to the transformation (21). Hence Υ PSU⊗U (1) 3 may be identified with the spin-variable ψ m of the spin-system with PSU(2|2)⊗U (1) 3 . Consequently we are led to claim that the non-linear σ model on PSU(2|2)⊗U (1) 3 /{H⊗U(1)} is equivalent to the spin-system with the centrally extended symmetry PSU(2|2)⊗U (1) 3 . In the PSU(2|2)⊗U (1) 3 limit the assumed d × d matrix representation in (33) becomes reducible to that of 4×4 matrix. When we use the latter representation the equivalence between the non-linear σ-model and the spin-system becomes more clear, by writing the Killing scalar Υ PSU (θ, ω) in (35) in an explicit form. To this end we need an element of PSU(2|2)/H similar to (29),
The parameter functions are obtained as the PSU(2|2)⊗U(1) 3 limit of U(ϕ, σ) ∈ D(2,1;γ)/ H⊗U(1), but may be directly found by repeating the procedure again. We work out the unitary condition (30) for this case. Use the matrix representation (19) of PSU(2|2)⊗U (1) 3 in the PSU(2|2) limit, defined by (18). We then find (37) to be
Here note that A * = D since we have the constraint AD = α = −β from (20). Hence the complex structure was assumed also for PSU(2|2). With this U(θ, ω) the Killing scalar Υ PSU (θ, ω) of the form (33) becomes explicit as
for instance. Thus the Killing scalar Υ PSU⊗U(1) 3 (ϕ, σ) given by (35) represents twocomponent spinors of the spin-variable ψ m .
Conclusion
In this letter we have discussed the central extension of PSU(2|2) to PSU(2|2)⊗U (1) 3 in the non-linear representation. To this end we studied the coset space D(2,1;γ)/{H⊗U(1)} choosing H to be SU(2|2)⊗SU(2|2). Then the coset space PSU(2|2)⊗U (1) 3 /{H⊗U(1)} was well-defined by the symmetry reduction of D(2,1;γ) to PSU(2|2)⊗U (1) 3 in the former coset space. The Killing scalar Υ PSU⊗U (1) 3 (ϕ, σ) for this reduced coset space was obtained in the form (35). It was shown to transform as (36) by the non-linear transformation of the reduced coset space, given by (34). Identifying Υ PSU⊗U (1) 3 (ϕ, σ) with the spinvariable ψ m we have claimed that the non-linear σ-model on PSU(2|2)⊗U (1) 3 /{H⊗U(1)} is equivalent to the spin-system with the PSU(2|2)⊗U (1) 3 symmetry. The central extension of PSU(2|2) to PSU(2|2)⊗U (1) 3 in the non-linear representation can be similarly done by choosing H to be U(1)⊗U(1) instead of SU(2|2)⊗SU(2|2). For this case the PSU(2|2)⊗U (1) 3 symmetry is realized on the coset space PSU(2|2)⊗U(1) 3 /U(1) 3 , which is a central extension of the coset space PSU(2|2)/U (1) 2 . It is obtained from D(2,1;γ)/U(1)
3 by the symmetry reduction discussed in this letter. To study these coset spaces the generators of PSU(2|2) are furthermore decomposed as
The coset space PSU(2|2)/U(1)
2 is mimic to PSU(2,2|4)/{SO(1,4)⊗SO(5)} discussed in [15] . It is parametrized by the coordinates X S 2 ⊗S 2 of S 2 ⊗S 2 and the fermionic ones Θ, which correspond to the coset generators P and Q respectively. The Killing scalar for the coset space takes the same form as for PSU(2,2|4)/{SO(1,4)⊗SO(5)} [12] Υ PSU (X, Θ) = e i(X S 2 ⊗S 2 ·P+Θ·Q) η.
It resembles to the vertex operator of the Green-Schwarz superstring. We consider an enlarged coset space as D(2,1;γ)/U(1) 3 by introducing the coordinates x and y(= x * ) as previously. For this enlarged coset space there exists the Killing scalar, say Υ(x, y, X S 2 ⊗S 2 , Θ). The central extension of the Killing scalar (39) is the limit of it in which D(2,1;γ)/U(1) 3 gets reduced to PSU(2|2)⊗U (1) 3 /U(1) 3 , i.e., Υ PSU⊗U (1) 3 (x, y, X S 2 ⊗S 2 , Θ) = e ixP +iyK Υ PSU (X S 2 ⊗S 2 , Θ).
It corresponds to (35) in the previous argument, and has the same transformation property as (36) by the non-linear transformation realized on the PSU(2|2)⊗U(1) 3 /U(1) 3 . Either of the Killing scalars Υ(ϕ, σ) and Υ(x, y, X S 2 ⊗S 2 , Θ), given in a form such as (33), satisfies the exchange algebra with the universal R-matrix of D(2,1;γ), when nonlinear σ-models on those coset spaces are quantized following [8, 12] . The universal R-matrix becomes position-dependent as the consequence of the symmetry reducing of these Killing scalars as (35) and (40) respectively. The real problem is to understand how the U(1) phase factors in (35) and (40) are braided in the correlation functions (1) so that the R-matrix satisfies the Yang-Baxter equation [2] . We hope that the non-linear representation presented in this letter would shed new light on such a study.
