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Abstract An intercomparison study of a midlatitude mesoscale squall line is performed using the Weather
Research and Forecasting (WRF) model at 1 km horizontal grid spacing with eight different cloud
microphysics schemes to investigate processes that contribute to the large variability in simulated cloud and
precipitation properties. All simulations tend to produce a wider area of high radar reﬂectivity (Ze > 45 dBZ)
than observed but a much narrower stratiform area. The magnitude of the virtual potential temperature
drop associated with the gust front passage is similar in simulations and observations, while the pressure rise
and peak wind speed are smaller than observed, possibly suggesting that simulated cold pools are shallower
than observed. Most of the microphysics schemes overestimate vertical velocity and Ze in convective
updrafts as compared with observational retrievals. Simulated precipitation rates and updraft velocities have
signiﬁcant variability across the eight schemes, even in this strongly dynamically driven system. Differences
in simulated updraft velocity correlate well with differences in simulated buoyancy and low-level vertical
perturbation pressure gradient, which appears related to cold pool intensity that is controlled by the
evaporation rate. Simulations with stronger updrafts have a more optimal convective state, with stronger
cold pools, ambient low-level vertical wind shear, and rear-inﬂow jets. Updraft velocity variability between
schemes is mainly controlled by differences in simulated ice-related processes, which impact the overall
latent heating rate, whereas surface rainfall variability increases in no-ice simulations mainly because of
scheme differences in collision-coalescence parameterizations.
1. Introduction
Deep convective clouds have profound impacts on the hydrologic cycle and atmospheric radiation budget
[Arakawa, 2004]. The former is a result of heavy convective precipitation and widespread stratiform rainfall,
while the latter is due to the extensive spatial coverage of anvil clouds. Complicated microphysical and dyna-
mical processes involved in deep convective clouds and gaps in our understanding are impediments to accu-
rate model simulations. In general, it is expected that high-resolution models with more complete and less
parameterizedphysics aremore faithful in reproducingnature, but suchmodels still involvemanyassumptions
[Khain et al., 2015]. In recentmodel intercomparison studies of tropical convective clouds with cloud-resolving
models (CRMs) and limited areamodels (LAMs) [Fridlind et al., 2012; Zhu et al., 2012], all models drastically over-
estimated radar reﬂectivity and vertical velocity in deep convective updrafts but underestimated stratiform
rainfall [Varble et al., 2011, 2014a, 2014b]. At the same time, there was a large spread in modeled radar
reﬂectivity and deep convective updraft velocity within various CRM and LAM simulations. Different model
dynamics and microphysics parameterizations were employed in these intercomparison studies (and in most
previous intercomparison studies), making it difﬁcult to attribute model differences to speciﬁc factors,
although it was clear that microphysics schemes modulated the magnitude of biases relative to observations.
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Even within the same dynamical model, results have shown a general sensitivity of CRM deep convection
simulations to different cloud microphysics schemes, which often produce large differences in storm struc-
ture, dynamics, precipitation, and anvil characteristics [e.g., Li et al., 2009a, 2009b; Morrison et al., 2009;
Morrison andMilbrandt, 2015; Fan et al., 2015; Khain et al., 2015]. This spread of deep convective cloud proper-
ties leads to a large uncertainty in assessing aerosol impacts on these clouds as the magnitude and even the
sign of changes in updraft strength and surface precipitation with aerosol loading often vary, depending
upon the particular model and microphysics parameterization used [e.g., Van den Heever and Cotton, 2004;
Fan et al., 2012, 2013; Khain et al., 2015]. In particular, recent studies have shown large differences in simulat-
ing aerosol effects on deep convection using bulk versus bin microphysics parameterizations [Lebo and
Seinfeld, 2011; Fan et al., 2012, 2013; Wang et al., 2013; Khain et al., 2015]. However, there is a lack of studies
about the dominant factors and processes producing sensitivities to different microphysics schemes. It is rea-
sonable to believe that improved understanding and ability to reliably simulate aerosol effects on deep con-
vection is contingent upon a reduction in uncertainty in simulating deep convective systems more generally.
Therefore, it is important to understand the dominant processes and factors that contribute to these model
differences ﬁrst, which can then focus future observational needs and model improvements. In addition, vali-
dating, improving, and developing numerical weather prediction and general circulation model (GCM) para-
meterizations often employ CRM simulations as benchmarks [e.g., Xu et al., 2002; Randall et al., 2003; Suhas
and Zhang, 2015]. The large spread of CRM and LAM deep convective cloud simulations makes it difﬁcult
to deﬁne “benchmarks” and limits their use in parameterization development.
Squall lines are linearly organized mesoscale convective systems (MCSs) that commonly occur in the tropics
and midlatitudes. A key aspect of squall-line organization and maintenance is the balance between the cold
pool strength and low-level environmental wind shear [e.g., Rotunno et al., 1988;Weisman and Rotunno, 2004;
Bryan et al., 2006; Takemi, 2007]. Rotunno et al. [1988] proposed a theory that the interaction between low-
level environmental vertical wind shear (Δu) and cold pool intensity (C) controls organization and lifetime
of quasi-linear convective systems (hereinafter referred to as Rotunno-Klemp-Weisman (RKW) theory), where
cold pools are maintained primarily through rain evaporation in convective and mesoscale downdrafts.
According to RKW theory, the optimal state of a squall line (i.e., C/Δu= 1) exists when horizontal vorticity asso-
ciated with the cold pool circulation balances horizontal vorticity associated with low-level vertical wind
shear in the environment ahead of the squall line, producing upright convective updrafts. If shear is too weak
relative to the cold pool, the line will tilt in the upshear direction. A rear-inﬂow jet often forms as a response to
a convective circulation having upshear tilt and horizontal pressure gradients [Weisman and Rotunno, 2004].
On the other hand, if the cold pool is weak relative to shear, the squall line tilts in the downshear direction.
Therefore, changes in cold pool strength via changes in microphysical processes can alter the strength and
organization of squall lines. For example, Morrison et al. [2012] showed that a more aggressive raindrop
breakup scheme led to stronger cold pools due to greater evaporation, which facilitated faster squall line pro-
pagation, larger MCS size, and greater updraft mass ﬂux for the midlatitude squall line case they simulated.
Many studies have also shown squall-line convective intensity and precipitation structure to be sensitive to
parameterization of cloud microphysics [e.g., Khain, 2009; Li et al., 2009a, 2009b, Morrison et al., 2009;
Morrison and Milbrandt, 2015; Baldauf et al., 2011]. The general conclusion based on these studies is that
bin microphysics and two-moment bulk schemes predict the spatial structure of rain in squall lines better
than single-moment bulk schemes, while domain mean rain rate can vary by up to a factor of two between
different microphysics schemes [Khain et al., 2015].
This intercomparison study focuses on major differences produced by different microphysical schemes and
examines dominant underlying factors responsible for these differences by using simulations of a squall line
MCS event over the U.S. Southern Great Plains (SGP). To realize our goals, a constrained approach is employed
in which simulations with different cloud microphysics schemes (including one-moment bulk, two-moment
bulk, and bin schemes) are run with the same dynamical core using exactly the same model setup except for
the parameterization of microphysics. This is different from many previous model intercomparison studies in
which different models have been run based on a common case [e.g., Redelsperger et al., 2000; Xu et al., 2002;
Fridlind et al., 2012].
The squall-line MCS case simulated in this study occurred on 20May 2011, during the Midlatitude Continental
Convective Clouds Experiment (MC3E) [Petersen and Jensen, 2012; Jensen et al., 2016], which was supported
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by both the U.S. Department of Energy Atmospheric Radiation Measurement Program (ARM) and NASA’s
Global Precipitation Measurement mission ground validation program in north-central Oklahoma from 22
April to 6 June 2011. Detailed ground-based and aircraft cloud dynamical and microphysical observations
are available for this case [Mather and Voyles, 2013; Jensen et al., 2016], which has been a focus of several
recent studies [e.g., Tao et al., 2013, 2016; Giangrande et al., 2014; Fan et al., 2015; Kumjian et al., 2016;
Marinescu et al., 2016; Van Lier-Walqui et al., 2016; Saleeby et al., 2016; Fridlind et al., 2017]. Section 2 includes
a more detailed description of the case and the relevant observations used in this study. Convective updrafts
are key elements of deep convective clouds and are the focus of this paper, which is the ﬁrst part of a multi-
part study. A follow-on study will focus on the properties of the stratiform region.
The rest of the paper is organized as follows: section 3 describes model and experiment design. In section 4,
we ﬁrst discuss and evaluate simulated precipitation, cold pool, and updraft properties. We then describe the
spread of simulated updraft intensity across the microphysics schemes and the main factors leading to the
spread. Following that, we examine how the differences in updrafts and precipitation are related to micro-
physical processes and how ice-related microphysics parameterizations contribute to them. Section 5 pre-
sents conclusions and discussion.
2. Case Description and Observations
The squall-line MCS event on 20 May 2011 during the MC3E ﬁeld campaign was oriented northeast-
southwest with surface precipitation extending for approximately 1000 km along the line and ~200 km per-
pendicular to the line at its peak size around 1100 UTC. The squall line evolved from two lines during the
developing stage between 0100 and 0600 UTC. As shown in Figure 1a, a northern segment was located in
Kansas and a southern segment was located in western Oklahoma and northern Texas. The two lines began
to interact around 0630 UTC. The southern line dominated and the system developed into a quasi-linear MCS
with a leading line of deep convection and an extensive region of trailing stratiform precipitation (Figure 1b).
The near-surface atmospheric environment ahead of the squall line has a cloud condensation nucleus (CCN)
number concentration of 320 cm3 at a supersaturation of 0.4% [Fan et al., 2015].
This case was extensively sampled by ground-based remote-sensing instrumentation, aircraft, and satellites.
A multi-Doppler radar 3-D wind ﬁeld retrieval is a crucial data set used for evaluation of simulated convective
properties in this study. The Doppler radar network around the ARM SGP Central Facility (CF) included a
6.3 GHz C-band Scanning ARM Precipitation Radar (CSAPR) located approximately 20 km north of the SGP
CF [e.g., Atmospheric Radiation Measurement Program (ARM) Climate Research Facility, 2010; Giangrande
et al., 2014]. During the 20 May 2011 squall line event, nearby well-calibrated operational Vance Air Force
Base, OK (KVNX) and Wichita, KS (KICT) NEXRAD WSR-88D 2.8-GHz (S-band) [e.g., Whiton et al., 1998] radars
routinely collected reﬂectivity and Doppler velocity measurements. This triplet of CSAPR and WSR-88D radar
volumes matched fairly well in time, and therefore, wind ﬁeld retrievals could be performed as long as the
time offset between their respective volume scans was less than 60 s. Radial velocity observations from
CSAPR, KVNX, and KICT were assimilated in a three-dimensional variational algorithm capable of retrieving
wind ﬁelds that satisfy the input velocity observations and anelastic mass continuity simultaneously, among
other physical constraints [North et al., 2017]. The wind retrievals were performed on a regular 0.5 km spaced
Cartesian grid surrounding the SGP CF covering 125 km × 100 km × 10 km in meridional, zonal, and vertical
distances, respectively. The retrieval is averaged to 1 km horizontal gridding before making comparisons with
model output.
The other observations employed for evaluation are radar reﬂectivity (Ze) and precipitation rate. Ze comes
from the National Severe Storms Laboratory (NSSL) three-dimensional (3-D) radar mosaic reﬂectivity data
set, a data product that combines all available radars (NEXRAD, TDWR, and gap radars) gridded at 0.01°
(∼1 km) horizontal and varying vertical resolutions (0.25 km–2 km) with 10 min temporal frequency [e.g.,
Zhang et al., 2005]. For precipitation, three rainfall accumulation products are considered: NEXRAD
National Mosaic and Multisensor Quantitative Precipitation Estimate (NMQ Q2), a bias-corrected NEXRAD
Q2, and an hourly Arkansas-Red Basin River Forecast Center (ABRFC) product [e.g., Young et al., 2000;
Zhang et al., 2011]. The NMQ Q2 product suite includes gridded radar reﬂectivity moments used to generate
conventional rain-rate estimates at 5 min intervals and 1 km gridding resolution. The bias-corrected NMQ Q2
products (1 km grid resolution) are available at hourly intervals, with accumulation errors adjusted by nearby
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rain gauge measurements. The ABRFC products combine NEXRAD radar precipitation estimates with rain
gauge reports at a horizontal grid spacing of 4 km, placing additional emphasis on gauge accumulations.
Our motivation to consider several independent observational rainfall products was based on known obser-
vational uncertainties in conventional radar-based rainfall estimates during MC3E [Xie et al., 2014].
Overestimation of rainfall accumulations during Oklahoma’s warm season is common when implementing
single parameter Z-R relations (as in simpliﬁed forms of the NMQ Q2 products) because of natural variability
and/or possible hail or melting layer contamination [e.g., Giangrande and Ryzhkov, 2008; Gourley et al., 2010;
Stenz et al., 2014; Wang et al., 2016]. Methods that incorporate rain gauge reports, as in ABRFC products, can
help mitigate radar system biases (miscalibration) and accumulation errors. Therefore, these products may
provide improved hourly estimates when the rainfall is well sampled by those gauges. ABRFC may poorly
sample convective rainfall rates even if implementing additional gauge controls, due to factors including
the coarse spatial resolution of rain gauge measurements, gauge undercatchment in higher winds, and
enhanced radar reﬂectivity measurements because of hail contamination.
Figure 1. Composite NEXRAD radar reﬂectivity at (a) 0500 and (b) 1000 UTC, with (c) the model domains used. D1, D2, D3,
and D4 represent Domains 1, 2, 3, and 4, respectively. The cyan dot is the SGP Central Facility (CF) location, and the small
blue box represents the multi-Doppler retrieval domain.
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The well-distributed Oklahoma Mesonet sites [e.g., Fiebrich et al., 2006] provide robust spatially distributed
data sets for surface meteorological parameters including pressure, temperature, wind speed, and direction.
The MESONET stations are dense spatially (one or more per county) and cover almost all of Oklahoma. These
data are used for evaluating the simulations, particularly the squall-line cold pool evolution.
3. Model Description and Simulation Design
All simulations are performed using the fully compressible and nonhydrostatic Advanced Research Weather
Research and Forecasting (WRF) model version 3.4.1. Its vertical coordinate is a terrain-following hydrostatic
pressure coordinate. The grid staggering is the Arakawa C-grid. The model uses the Runge-Kutta third-order
time integration schemes, and the third and ﬁfth-order advection schemes are selected for the vertical and
horizontal directions, respectively. The positive deﬁnite option is employed for advection of moist and scalar
variables. The model uses a time-split small step for acoustic modes. Eight cloud microphysics schemes are
employed for intercomparison including one-moment bulk, two-moment bulk, and bin representations.
The schemes used are Morrison (MORR), Milbrandt and Yau (MY2), WSM6 (WSM6), Fast Spectral-Bin
Microphysics (FSBM), National Severe Storms Laboratory (NSSL), Predicted Particle Properties (P3),
Thompson (THOM), and Texas A&M University Two-moment Bulk Microphysics (TAMU). A short description
for each scheme is provided in Text S1 in the supporting information. The prognostic variables in each
scheme with references are listed in Table 1. FSBM, NSSL, and P3 explicitly calculate condensation and
evaporation based on predicted supersaturation, but all other schemes employ the saturation adjustment
approach. Table 2 summarizes the major ice formation parameterizations in each microphysics scheme.
For the P3 scheme, although it has been generalized to include a user-speciﬁed number of multiple ice-phase
categories [Milbrandt and Morrison, 2016], only the one-category conﬁguration is used in this study. Note that,
although simulations are run with WRF V3.4.1, updates in later versions for a few microphysics schemes (i.e.,
NSSL, MORR, and MY2) are incorporated (see supporting information for the details).
Real-case simulations are conducted with initial and boundary conditions produced from NCEP FNL (Final)
Operational Global Analysis data on a 1° × 1° grid. Four nested domains are utilized with horizontal grid spa-
cing of 27, 9, 3, and 1 km, respectively (Figure 1c). The numbers of horizontal grid points for Domains 1, 2, 3,
and 4 are 96 × 91, 181 × 166, 301 × 271, and 601 × 511, respectively. Fifty-one vertical levels are used with a
grid spacing of ~60 m at the lowest levels and ~490 m at the uppermost levels. To reduce computation time
and size of model output, and to simplify the feedback between the nested domains, the “nest down”
approach is used to run the innermost 1 km domain. That is, simulations for Domain 4 are performed sepa-
rately with initial and lateral boundary meteorological conditions obtained from Domain 3 every 3 h, where
Domains 1–3 were run once simultaneously with the standard Morrison microphysics. Simulations are initia-
lized at 0000 UTC on 20 May and run for 18 h.
The Kain-Fritsch cumulus parameterization [Kain, 2004] is employed for Domains 1 and 2. We use the Rapid
Radiative Transfer Model for application to GCMs shortwave and longwave radiation schemes [Iacono et al.,
2008], the Noah Land Surface Model [Chen and Dudhia, 2001], and the Mellor–Yamada–Janjic (MYJ) planetary
boundary layer scheme [Hong et al., 2006]. The dynamic time step is 5 s for the innermost Domain 4.
Unfortunately, there are fewmeasurements to guide the choice of aerosol or droplet number concentrations.
Aircraft measurements only exist behind the squall line at the rear of the stratiform region late in the squall
line life cycle with limited clear-air samplings. Surface-based CCN measurements indicate a concentration of
320 cm3 at ~0.4% supersaturation. Except for FSBM and NSSL that predict droplet number concentration
(Nc), Nc is held constant with a clean continental environment default value of ~250 cm
3 in all other
schemes. For NSSL, aerosol is a single prognostic variable with the initial sea-level value set to be
450 cm3 to obtain typical cloud droplet number concentrations of ~250 cm3 in cloud, consistent with
the value set in the other bulk schemes. For FSBM, cloud droplet concentration (Nc) is prognostic and droplet
nucleation is calculated from predicted supersaturation and aerosol size distribution based on Köhler theory.
The initial aerosol size distribution is determined as Nccn = cS
k, where c = 1500, k = 0.308, and S is the critical
superstation for aerosols over each size bin assuming aerosol composition of ammonia sulfate. A uniform
vertical aerosol distribution is used to be more consistent with bulk schemes since most of the bulk schemes
are conﬁgured with a ﬁxed droplet number concentration vertically and horizontally. This aerosol setup yields
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typical Nc of 500–700 cm
3 in convective updrafts and 150–250 cm3 in the stratiform region. Therefore, in
convective updrafts, Nc in FSBM is about 2–3 times higher than in other schemes.
Simulations without ice processes (“no-ice”) were also conducted to examine the contribution of ice-related
microphysical processes to variability of updraft velocity and precipitation across different schemes. These
simulations are run for each microphysics scheme in the same way as the simulations with full microphysics,
except that ice-related microphysics is turned off. Microphysics and dynamics variables are output with 5 min
time frequency for all simulations from 0600 to 1000 UTC.
4. Results
4.1. Rainfall and Cold Pool Properties
The average surface precipitation rates for the time period of 0600–1000 UTC (i.e., the main development
period of the squall line) vary by a factor of 1.5 between the different microphysics schemes, with MY2
and THOM on the low end and TAMU and WSM6 on the high end (Figure 2a). The accumulated precipitation
during 0600–1200 UTC (excluding the 6 h spin-up time period) averaged over the domain varies by a factor of
1.5 as well from 7.3 mm in THOM to 11.2 mm in WSM6 and TAMU (Table 3). Simulated accumulated precipi-
tation amounts generally fall within the observed range from ABRFC and bias-corrected NMQ Q2, with MY2
and THOM as outliers (the total precipitation from NSSL is only slightly less than the ABRFC accumulation and
P3 only slightly more). As expected, nonadjusted radar Q2 accumulations are much larger than the bias-
corrected NMQ Q2 (15–30%) and ABRFC amounts (40–100%). As ABRFC accumulations tend to represent
the lower end of convective rainfall observational values, MY2 and THOM likely underestimate precipitation
since their values are less than ABRFC. Figure 2b shows that MY2 has much lower occurrence of rain rates
Table 1. Summary of the Microphysics Schemes Employed in This Study
Microphysics Approach Prognostic Variablesa References
MORR Two-moment Qc, Qr, Qi, Qs, Qh, Nr, Ni, Ns, Nh Morrison et al. [2005]; Morrison et al. [2009]
MY2 Two-moment Qc, Qr, Qi, Qs, Qg, Qh, Nr, Ni, Ns, Ng, Nh Milbrandt and Yau [2005a, 2005b];
Milbrandt and McTaggart-Cowan [2010]; Milbrandt et al. [2012]
WSM6 One-moment Qc, Qr, Qi, Qs, Qg Hong and Lim [2006]
FSBM Bin-resolved Qc, Qr, Qi, Qs, Qh, Nc, Nr, Ni, Ns, Nh Khain [2009]; Fan et al. [2012]
NSSL Two-moment Qc, Qr, Qi, Qs, Qg, Qh, Nc, Nr, Ni, Ns, Ng, Nh, Vg, Vh Mansell et al. [2010]
bP3 Two-moment Qc, Qr, Qi_tot, Qi_rim, Bi_rim, Nr, Ni_tot Morrison and Milbrandt [2015]
THOM Hybrid one- and
two-moment
Qc, Qr, Qi, Qs, Qg, Nr, Ni Thompson et al. [2004, 2008]
TAMU Two-moment Qc, Qr, Qi, Qs, Qg, Nr, Ni, Ns, Ng Li et al. [2008]; Wang et al. [2011]
aThe symbols denote the mass mixing ratios and number concentrations of cloud water (Qc, Nc), rain (Qr, Nr), ice (Qi, Ni), snow (Qs, Ns), graupel (Qg, Ng), and hail
(Qh, Nh). In P3, “cloud ice” includes all ice types. Vg and Vh are volume mixing ratios for predicting bulk density for graupel and hail, respectively.bQi_rim and Bi_rim denote the rime mass and volume mixing ratios, respectively.
Table 2. Ice Nucleation Parameterizations Used by the Microphysics Schemes
Microphysics Deposition-Condensation Nucleation Immersion Drop Freezinga Homogenous Drop Freezing
MORR Cooper [1986]b Bigg [1953] Instantly freezing at T ≤ 40°C
MY2 Meyers et al. [1992] Bigg [1953] DeMott et al. [1994]
WSM6 Temperature-dependent Bigg [1953] Instantly freezing at T ≤ 40°C
FSBM Meyers et al. [1992] Bigg [1953] Bigg [1953]
NSSL Phillips et al. [2007] Bigg [1953] Bigg [1953]
P3 Cooper [1986] Modiﬁed Bigg [1953] Instantly freezing at T ≤ 40°C
THOM Cooper [1986] Bigg [1953] Instantly freezing at T ≤ 38°C
TAMU Pruppacher and Klett [1997] None DeMott et al. [1994]
aBesides immersion drop freezing, some schemes including MORR, MY2, P3, and NSSL also implement contact drop
freezing following Cotton et al. [1986]. However, the current parameterization of contact freezing contributes negligibly
to drop freezing.
bThe same parameterization could be implemented differently. For example, MORR, P3, and THOM all use Cooper
[1986] for deposition-condensation ice nucleation, but different temperature and supersaturation limits are used (see
model descriptions for details).
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larger than 20mmh1 than other simulations, andMY2 and THOM have the lowest and second lowest occur-
rences, respectively, at intermediate rain rates of 20–40 mm h1.
Figure 2a also shows that simulated systems develop about 1 h earlier than the observed system. The rapid
increase of precipitation generally starts at 0500 UTC in the simulations, which is an hour earlier than was
observed (0600 UTC). Thus, a 1 h lag is applied to comparisons between the simulations and observations.
The 1 h lag is also justiﬁed by examining the correlation between the observed rain rate (Q2) and the aver-
aged model results from all simulations: the 1 h lag increases the correlation coefﬁcient from 0.80 (without
any lag) to 0.86. Further increasing the lag to 2 h does not improve the correlation much further (0.87).
Therefore, for all comparisons with observations starting with Figure 2b and continuing through subsequent
ﬁgures, the model output is shifted to 1 h earlier than observations. For example, Figure 2b shows the obser-
vations from 0700 to 1100 UTC, corresponding to the model output from 0600 to 1000 UTC.
The squall-line reﬂectivity structure is shown in Figure 3. As described in section 2, the observed squall line
developed from two branches, with the southern branch located in western Oklahoma and northern
Texas. However, the simulated squall line is dominated by the northern branch that extended into Kansas.
Figure 2. (a) The time series of domain-mean precipitation rate for the simulations and three observational data products
(NEXRAD Q2, bias-corrected Q2 denoted by “Q2_Gauge,” and ABRFC) from 0100 to 1200 UTC and (b) normalized fre-
quencies of precipitation rates for simulations from 0600 to 1000 UTC and observations from 0700 to 1100 UTC. Frequency
is normalized by the total domain grid points, which are regridded to the same 0.04° × 0.04° grid for both simulations and
observations. The colors denoting schemes are the same throughout the paper except as speciﬁcally noted.
Table 3. Observed and Simulated Accumulated Surface Precipitation (mm) From 0600 to 1200 UTC Averaged Over the
Model Domain
NEXRAD Q2 14.24
Bias-corrected Q2 12.19
ABRFC 8.93
MORR 9.61
MY2 8.48
WSM6 11.2
FSBM 9.91
NSSL 8.69
P3 9.00
THOM 7.30
TAMU 11.2
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As shown in Figure 3, the simulated system is shifted northward relative to the observed one at 1100 UTC
(1000 UTC for simulations) when the squall line is fully developed. The simulated areas with Ze > 45 dBZ
are 17,407 (MORR), 18,959 (MY2), 13,149 (WSM6), 10,410 (FSBM), 10,299 (NSSL), 10,674 (P3), 10,914 (THOM),
and 29,268 (TAMU) km2. All simulations produce a much wider area of Ze > 45 dBZ than the observations
(7612 km2), especially for the MORR, MY2, WSM6, and TAMU schemes. Another distinct feature visible in
Figure 3 is dramatically narrower stratiform area in all simulations as compared with observations.
Modeled radar reﬂectivity is also generally overestimated compared to observations in stratiform regions,
with FSBM and NSSL as exceptions, and most lack a distinct low-reﬂectivity transition zone. The second part
of this study will focus on these model differences in stratiform precipitation properties.
To evaluate cold pool evolution associated with the squall line, near-surface virtual potential temperature,
pressure, and wind speed at Oklahoma MESONET sites over a wide region are analyzed in Figure 4. Sites
located between 35–37°N and 96–99°W are grouped into 0900–1000 UTC (Figure 4a) and 1000–1100 UTC
periods (Figure 4b) based on the time when the gust front passed over each station, and results are plotted
from 2 h before (minus sign at the x axis) to 2 h after (plus sign) the gust passage. Model data are processed in
the same way, except that the region is shifted to 35.8–37.8°N and 98–95°W and time is shifted to 1 h earlier
due to the location and temporal shifts of the simulated events. We use a potential temperature drop of2 K
to deﬁne the cold pool edge and approximate gust front location. The simulations and observations produce
a virtual potential temperature drop, pressure rise, and wind speed peak associated with passage of the gust
Figure 3. Spatial distribution of composite radar reﬂectivity for NEXRAD data at 1100 UTC and simulations at 1000 UTC. The Rayleigh radar reﬂectivity calculation for
each scheme is based on assumed and predicted hydrometeor properties. “SGP” on the ﬁrst panel marks the location of ARM SGP CF. The black boxes denote regions
used for comparing convective updrafts.
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front. For the 0900–1000 UTC period, the observed virtual potential temperature drop is reproduced by
simulations, but the pressure rise and wind speed peak are lower than observed, which may suggest that
simulated cold pools are too shallower. For the 1000–1100 UTC period (Figure 4b), the magnitudes of
virtual potential temperature drop, pressure rise, and gust front peak wind speed from simulations are
1.7 K, 0.5 hPa, and 0.9 m s1, respectively, signiﬁcantly smaller than observed values of 3.9 K, 2.7 hPa,
and 3.6 m s1, respectively. Note that the conclusions are not affected by the sample size differences
between the observations and simulations.
4.2. Convective Updraft Velocity and Radar Reﬂectivity
4.2.1. Comparison Between Simulations and Observations
The multi-Doppler 3-D wind retrieval allows for evaluation of convective updraft velocity (w). Domains are
chosen from each simulation (black boxes in Figure 3) with the same size as the multi-Doppler retrieval
domain (black box in the ﬁrst panel of Figure 3), and the comparison is limited to points with w > 2 m s1.
The time period of 0900–1100 UTC (0800–1000 UTC for simulations) is chosen for comparison, when the
convective portion of the system passes through the multi-Doppler domain. As shown in Figure 5a, the simu-
lations generally overestimate w above 5 km altitude, especially for very strong updrafts (99th percentile).
The multi-Doppler retrievals may underestimate vertical velocity by 2–4 m s1 (2 m s1 for the 90th percen-
tile and 4 m s1 for the 99th percentile in Figure 5) based on North et al. [2017]. Thus, for some schemes such
as FSBM and NSSL, the overestimation aloft reduces to 30% or less after considering the potential observa-
tional bias. To validate the multi-Doppler retrieval, we compare it with vertical air motion data retrieved from
the ARM 920-MHz UHF Radar Wind Proﬁler (RWP) for the portion of the squall line that passed over the ARM
SGP CF [Giangrande et al., 2013]. The accuracy of the RWP retrievals is expected to be within 1–2m s1 in con-
vective updrafts for this case without large hail [Giangrande et al., 2013, 2016], so these may be considered
more accurate estimates of vertical velocity whenever available. However, RWP data are conﬁned to a single,
potentially spatially unrepresentative column, and thus, the 3-D multi-Doppler retrieval is used for evaluation
of simulations. The two retrievals show 2–4 m s1 differences at higher altitudes for the 90th percentiles
(Figure 6). The multi-Doppler retrievals have signiﬁcant uncertainty in the upper troposphere (2–4 m s1)
due to radar sampling and methodology limitations, and thus, this level of agreement is considered within
the bounds of uncertainty.
Figure 4. Comparisons of the near-surface virtual potential temperature, pressure, and wind speeds 2 h before (minus sign at x axis) to 2 h after (plus sign) the gust
front passes a location from the simulations and the MESONET data (gray). For observations, the sites located in the region of (35–37°N, 96–99°W) are grouped into
(a) 0900–1000 UTC and (b) 1000–1100 UTC based on the time when the observed gust front passes by. The gray dots denote observations from the sites, and
the gray line is the mean values of all sites (8 sites for 0900–1000 UTC and 10 sites for 1000–1100 UTC). Modeled data are processed in the same way except that the
region is shifted to 35.8–37.8°N and 98–95°W, and time is shifted to 1 h earlier. The mean of all eight model simulations is shown in black, with the maximum in
red and minimum in blue.
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Figure 5. Vertical proﬁles of (a) updraft velocity and (b) radar reﬂectivity at the 50th, 90th, and 99th percentiles with multi-Doppler retrievals represented by plus
symbols and convective updrafts deﬁned by w > 2 m s1. The last panel of Figure 5a shows the proﬁle of the number of samples, normalized by the number of
times in the sampling time period of 0900–1100 UTC for observations and 0800–1000 UTC for simulations. Model output has 5 min frequency, and observations have
5–10 min frequency. (top) The multi-Doppler retrieval domain is shown by the black box in Figure 3. The corresponding model domain has the same size and is
shown by the black box in other panels of Figure 3.
Figure 6. Vertical proﬁles of updraft velocity at the (left) 50th and (middle) 90th percentiles, with the (right) retrieval sample size frommulti-Doppler retrievals (blue)
and RWP retrievals (red) at SGP for convective updrafts deﬁned by w > 2 m s1. The RWP observed the convective component of the squall line over a 40 min
window (1020–1100 UTC). Multi-Doppler data only have four discrete sampling times during this period, and therefore, multi-Doppler data are used from a west-east
cross section ±25 km from the SGP. With this approach, RWP andmulti-Doppler sample sizes are similar. The 99th percentile is not shown because of too few samples
from the RWP retrieval to give a robust result.
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Total updraft area (i.e., number of grid points with w > 2 m s1) is similar among the simulations at upper
levels with 20–40% variability at middle levels but is about 6 times smaller than the area obtained from
multi-Doppler retrieval data (last panel of Figure 5a). Furthermore, the vertical proﬁle of updraft area is
shaped differently between the simulations and 3-D multi-Doppler retrieval. Updraft area increases with alti-
tude for the multi-Doppler retrievals but decreases above 4 km altitude in the simulations. Increasing the
updraft speed threshold from 2 to 5 m s1 for comparison reduces the differences, but the modeled areas
remain 2–3 times smaller than retrieved at upper levels despite similar areas at lower levels, with the vertical
proﬁle shape remaining the same. Evaluation against available RWP retrievals suggests that multi-Doppler
retrievals may overestimate the updraft area by up to a factor of 1.5 for w> 2 m s1 at altitudes above 8 km
(Figure 6). In addition, the RWP retrievals show that the updraft area decreases with height above 6 km alti-
tude (Figure 6, left), consistent with previous longer term proﬁler studies of deep convection [e.g., Kumar et al.,
2015; Giangrande et al., 2016]. Thus, the multi-Doppler retrievals are possibly biased by radar sampling limita-
tions and methodology that may give excessive coverage of weak convection at upper levels with too little
coverage at lower levels. Simulations are qualitatively consistent with RWP retrievals showing a decreasing
trend in the updraft area with height, but they still underestimate the updraft area and produce small, intense
updraft cores aloft regardless of the microphysics scheme used (Figure 7a). As a result, at upper levels, simu-
lations underestimate the frequency of smaller w but overestimate the frequency of larger w (Figure 7d). This
feature is evident in all simulations and may be associated with model dynamics, particularly the representa-
tion of turbulent mixing and diffusion.
Past studies have shown that ﬁner resolution (less than 1 km horizontal grid spacing) better resolves turbu-
lent mixing (e.g., entrainment/detrainment) and can lead to more diluted updraft cores; i.e., the area of
weaker updrafts is larger [Bryan et al., 2003; Lebo and Morrison, 2015; Varble et al., 2014a]. A sensitivity test
using 200 m horizontal grid spacing performed for a domain of 200 km × 200 km nested inside the 1 km grid
spacing MORR simulation shows similar results: convective intensity for the strong updrafts (90th percentile
Figure 7. Spatial distribution of 8 km altitude vertical velocity (line contour; start from 2 m s1 and ends at 20 m s1 with a 3 m s1 increment) and radar reﬂectivity
(color ﬁll) from (a) FSBM, NSSL, MORR, and WSM6 simulations at 0940 UTC and (b) multi-Doppler retrievals at 1040 UTC. (c) The normalized frequency of different
vertical velocity bins at 8 km altitude are shown for all simulations and the multi-Doppler retrieval.
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and above) is reduced by 3–5 m s1 above 6 km altitude, and the updraft area is increased by 50%. However,
the 50th percentile values are actually larger, due to more occurrences of moderate strength updrafts, in
lesser agreement with the multi-Doppler retrieval. Therefore, increasing resolution alone does not fully
eliminate model-observation updraft velocity and area differences, a conclusion also reached in Varble
et al. [2014a]. It is worth mentioning that the updraft cores at upper levels become larger and weaker but
not enough to match retrievals, even considering the multi-Doppler retrieval uncertainties.
Small, intense updraft cores in simulations are also associated with high Ze in all schemes at upper levels
(Figure 7a), and as shown in Figure 5b, all simulations overestimate Ze in updrafts above 5 km altitude with
larger overestimates for lower percentiles (i.e., relatively weak updrafts). Overestimation is largest for
THOM, resulting from much larger graupel size than in other schemes, as discussed in Varble et al. [2014a].
Although not shown, the above conclusions are not affected by the location of the area chosen in simulations
for comparison with the observations.
4.2.2. The Simulated Updraft Velocity Spread and Causes
The term spread or variability in this paper refers to the range among the simulations. Large variations in
simulated updraft speeds are evident above 5 km altitude for different microphysics schemes (Figure 5a).
At upper levels, where the strongest vertical motion and the largest vertical velocity variability occur across
schemes, MORR, MY2, and WSM6 produce the strongest updrafts (referred to as the stronger convection
group (SCG) hereinafter), while FSBM and NSSL produce the weakest updrafts (referred to as the weaker
convection group (WCG) hereinafter; Figure 5a). At 8 km altitude, the strongest updrafts in FSBM and NSSL
(i.e., the 99th percentile in Figure 5a) have vertical velocities about 6–8 m s1 less than in MY2 and WSM6.
To understand how different microphysics schemes produce different updraft speeds, we analyze updraft
velocity together with key components that impact it (i.e., vertical perturbation pressure gradient accelera-
tion (PPG) and buoyancy acceleration; see Figures 8 and 9). The PPG calculation follows
PPG ¼  1
ρ
∂p
∂z
(1)
where p is the perturbation pressure with respect to the horizontal domain average and ρ is the air density.
Figure 8 shows that the vertical PPG is positive at low levels in every simulation, presumably associated with
mechanical forcing along the cold pool edge. On the other hand, PPG is negative at upper levels, which is
associated with dynamic perturbation pressure produced by negative vertical gradients in vertical velocity,
as well as buoyant perturbation pressure associated with a negative vertical gradient in buoyancy.
Correspondingly, the SCG has more strongly negative PPG acceleration at upper levels than the WCG, attrib-
uted to their larger vertical velocities and buoyancy (shown in next paragraph). At low levels, the SCG has
larger positive PPG than the WCG. Note that P3, whose convective strength is only slightly weaker than
the SCG, has large low-level PPG similar to the SCG, while THOM and TAMU, whose convective strength is
only slightly stronger than the WCG, have low-level PPG similar to the WCG.
Above 6 km altitude, the increase in vertical velocity correlates well with increasing buoyancy acceleration
(condensate loading included) in each simulation, especially for updrafts with w > 10 m s1 (Figure 9). The
buoyancy is relatively large for the SCG (i.e., MORR, MY2, and WSM6) and relatively small for the WCG (i.e.,
FSBM and NSSL). THOM and TAMU, which have intermediate vertical velocities, have large buoyancy accel-
eration as well, but their low-level PPGs are relatively smaller (Figure 8). Therefore, the updraft velocity varia-
bility among simulations correlates well with the variability in both buoyancy and low-level PPG. Both
buoyancy and low-level PPG are the largest for the SCG, while both are smallest for the WCG. For the simula-
tions that have intermediate updraft velocity between the SCG and WCG, either buoyancy or low-level PPG
values are smaller than those in the SCG.
Buoyancy can be broken down into (1) contributions from temperature, water vapor, and pressure, referred
to as “thermal” buoyancy, and (2) condensate loading [e.g., Houze, 2014]:
B ¼ g θ  θ
θ
þ 0:61 qv  qvð Þ  qh
 
(2)
where g is gravitational acceleration, θ is potential temperature, qv is water vapor mixing ratio, qh is total
hydrometeor mass mixing ratio, and overbar represents the domain average. The condensate loading
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acceleration (the qh term in equation (2)) is negative (Figure 10) and counters the positive thermal buoyancy
(the ﬁrst two terms in the right side of equation (2)) in updrafts at upper levels as shown in Figure 11. Note
that the magnitude of condensate loading acceleration is about half of the magnitude of PPG, and it
signiﬁcantly offsets the positive thermal buoyancy; thus, the buoyancy including condensate loading is
only about half of the thermal buoyancy at upper levels (Figure 11 versus Figure 9). Variability in
condensate loading acceleration is large (a factor of 2 in the maximum values from the simulations;
Figure 10). The SCG has a much larger condensate loading effect than the WCG, especially for the largest
w values (especially for w > 26 m s1). Within each simulation, the largest condensate loading occurs with
the largest w as well (Figure 10). These results suggest a strong impact of updraft velocity on condensate
loading. Moreover, they suggest that differences in condensate loading might not be a signiﬁcant factor
contributing to the differences in vertical velocity since the largest condensate loading (counteracting
positive thermal buoyancy) occurs for the SCG, and vice versa for the WCG. Across schemes, P3 has a
Figure 8. Proﬁles of the relationship between simulated updraft velocity and vertical perturbation pressure gradient (PPG) acceleration from 0800 to 1000 UTC over
the same box shown in Figure 3. The color contours are mean PPG acceleration averaged over all data in each vertical velocity 1 m s1 bin at each height level.
The black contours represent sample sizes of vertical velocity at each height level. The reference pressure for the vertical PPG calculation is the domainmean value at
each height.
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smaller condensate loading effect with relatively stronger updraft intensity and TAMU has a relatively
larger condensate loading effect with relatively weaker updraft intensity. Section 4.3 provides further
discussion on these points. Overall, the model spread in updraft intensity is consistent with the thermal
buoyancy at upper levels.
Latent heating is the main source of thermal buoyancy in updrafts. The relationship of vertical velocity with
the net latent heat release (heating plus cooling) presented in Figure 12 shows that the net latent heating for
the WCG (i.e., FSBM and NSSL) is indeed smaller than that of the SCG (i.e., MORR, MY2, and WSM6). However,
differences in latent heating alone do not fully explain differences in thermal buoyancy among all simula-
tions. For example, WSM6 has the largest latent heating, with values larger than MORR, THOM, and TAMU,
while its thermal buoyancy is smaller. Therefore, although latent heating contributes signiﬁcantly to the
thermal buoyancy magnitude in updrafts, other factors such as entrainment may also lead to differences
in thermal buoyancy among the simulations.
Figure 9. As in Figure 8, except for the buoyancy acceleration incorporating condensate loading. The reference states for potential temperature and water vapor are
domain mean values at each height level.
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Cold pools contribute to upward acceleration of air through (1) mechanical lifting such as the interactions
between a cold pool with low-level wind shear (i.e., RKW theory discussed in the introduction) and (2) the ther-
modynamic forcing given by the positive anomaly of moist static energy surrounding cold pools [Tompkins,
2001]. Based on Torri et al. [2015], both mechanisms may be important at different stages of air parcel ascent.
We follow Benjamin [1968] and Rotunno et al. [1988] to calculate cold pool intensity C, which has been widely
used in recent studies [Bryan and Morrison, 2012; Morrison et al., 2012; Morrison and Milbrandt, 2015],
C2 ¼ 2 ∫H0Bdz (3)
where z is height; B is buoyancy that includes contributions from temperature, vapor, and condensate; and H
is cold pool depth deﬁned between the surface and the altitude where B goes to 0. C is taken as an average
0–30 km behind the surface gust front for examining its time evolution. As shown in Figure 13, the cold pool
intensity for the SCG is up to 50% stronger than for the WCG at some locations averaged over 0800–1000 UTC
(line contours) and up to 20% stronger on average (Figure 14a). The conclusion here is not dependent on the
region over which C is computed.
Figure 10. As in Figure 9, except for condensate loading acceleration.
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Despite stronger C for the SCG relative to the WCG, Table 4 shows that C/Δu values for the SCG are actually
smaller than those for the WCG, which results from 2 to 3 m s1 larger Δu for the SCG as compared to the
WCG. Therefore, it seems that stronger cold pool intensity in the SCG is associated with stronger environmen-
tal wind shear, leading to stronger horizontal convergence and thus larger dynamic PPG (Figure 13 versus
Figure 8), whichmay contribute to larger updraft velocity. Table 4 also shows that the C/Δu values for all simu-
lations are larger than 1.5, which means that the cold-pool circulation overwhelms the ambient vertical shear,
the convection tilts upshear, and the system produces a rear-inﬂow jet [Weisman and Rotunno, 2004]. The
rear-inﬂow jet (Δuj in Table 4) is also a fewm s
1 stronger for the SCG than for WSG. To account for the effects
of rear-inﬂow jet, Weisman [1992] proposed a modiﬁed balance state of Cj/Δu = 1, where C2j ¼ C2  Δu2j ,
Δuj is the strength of rear-inﬂow jet, and Cj represents the strength of cold pool circulation including the
effects of the rear-inﬂow jet. Accounting for the effect of the rear-inﬂow jet makes the Cj/Δu ratios smaller
than the C/Δu ratios, closer to the optimal state of 1 in all the simulations (Table 4). Because the strength
of rear-inﬂow jets in the SCG is larger than in the WCG, and the differences of Δuj between the SCG and
Figure 11. As in Figure 9, except for thermal buoyancy acceleration (i.e., excluding the condensate loading effect).
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WCG (4–5 m s1) are larger than the differences of Δu (2–3 m s1), the convective state is more optimal
compared with the WCG, which may help to explain the differences in updraft velocity.
Stronger cold pool intensity corresponds with a larger integrated evaporation rate over the cold pool depth
(color contours in Figures 13 and 14a and 14b). FSBM and NSSL (i.e., theWCG) havemuch weaker evaporation
rates compared with the SCG and therefore much weaker cold pool intensity (Figure 14a), where evaporation
is dominated by raindrop evaporation (not shown). There is a poor relationship between the cold pool inten-
sity and surface rainfall rate across the simulations with different schemes (Figure 14c), with typical linear
correlation coefﬁcients of only 0.2–0.5 with a highest value of 0.6.
Large differences in evaporation rates between different microphysics schemes likely result from different
approaches for parameterizing evaporation of both cloud droplets and raindrops and/or from differently
simulated raindrop size distributions. The raindrop size distribution differences can be impacted by a large
number of microphysical processes, including ice processes since much of the rain forms from melted ice.
The impact of ice-related microphysics is discussed further in section 4.4.
Figure 12. As in Figure 9, except for total latent heating (sum of heating and cooling).
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4.3. Microphysical Properties in Convective Updrafts
Since all of themodel differences in updraft intensity and precipitation are caused by usage of different cloud
microphysics parameterizations, in this section, we examine how the model spread in updraft intensity
correlates with microphysical processes and properties. Figure 15 shows the 90th percentiles of latent heat-
ing from various microphysical processes in updrafts. Generally, the updraft speed spread correlates with the
spread of total latent heating (Figure 15a), as also shown in Figure 12. The SCG (MORR, MY2, and WSM6) has
the largest total latent heating. Among the processes producing latent heating, condensation dominates,
and differences in condensation heating between different simulations are somewhat consistent with differ-
ences in total latent heating and updraft intensity between simulations, particularly above 6 km altitude
(Figure 15b). There is a lack of obvious correlation between the spread in simulated updraft speeds and
the spread in any speciﬁc simulated ice-related microphysical process such as deposition, riming, or drop
freezing (Figures 15c–15e). This suggests that complicated interactions among different microphysics
processes and feedback betweenmicrophysics and dynamics/thermodynamics are at play in causing updraft
strength variability between simulations. We do see large variability in deposition heating rate (maximum
differences across the simulations of ~120 K/h), a few times larger than the spread in condensation (maxi-
mum of ~40 K/h) and riming (maximum of ~30 K/h) heating rates. However, the magnitudes of the heating
from condensation or riming are larger at middle levels where updrafts accelerate and the spread in simu-
lated updraft velocities forms, which indicates that they might play a more important role in determining
Figure 13. Spatial distribution of cold pool intensity and evaporation rate averaged over 0800–1000 UTC based on the calculation at each grid point at 5 min time fre-
quency. The color ﬁll is cold pool intensity from 10 to 30m s1 with an interval of 10m s1. The red contours denote evaporation rate integratedwithin cold pool depth.
C Max is maximum cold pool intensity in the domain averaged over 8–10 h. The evaporation rate accounts for both cloud droplet and raindrop evaporation.
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the spread in convective intensity than the deposition heating that peaks strongly at upper levels above the
altitude of maximum updraft intensity.
The signiﬁcantly different microphysical process rates between the simulations result in very different bulk
microphysical properties as seen in Figure 16. Stronger convection generally produces larger total
Figure 14. Time series of (a) cold pool intensity, (b) integrated evaporation rate, and (c) precipitation rate. The data are
taken as an average 0–30 km behind the surface gust front over a latitude range of 36.8–37.9°N (same as the box chosen
for comparing with multi-Doppler retrievals). The integrated evaporation rate is calculated as in Figure 13.
Table 4. Cold Pool Intensity (C), Cold Pool Depth (H), Maximum Vertical Wind Shear (Δumax), and the Ratio of C/Δumax
Averaged Over 0800–1000 UTCa
MORR MY2 WSM6 FSBM NSSL P3 THOM TAMU
C [m/s] 29.04 29.82 29.74 25.82 26.07 27.17 26.87 26.94
H [km] 3.90 4.19 4.19 3.16 3.61 3.60 3.91 3.46
Δu 8.54 8.55 9.51 6.85 6.48 7.35 7.17 6.87
C/Δu 3.40 3.49 3.13 3.77 4.02 3.70 3.75 3.92
Δuj 20.33 20.46 19.47 15.85 16.18 19.24 18.83 19.69
Cj/Δu 2.43 2.54 2.36 2.98 3.15 2.61 2.67 2.68
aCalculations here follow Meng et al. [2012]. Two boxes with a size of 60 km × 30 km were selected that are located
behind and in front of the leading edge of the squall line at a distance of 10 km from the leading edge (red boxes in
Figure S1). Values of C, H, and Δuj are averages over the box behind the leading edge. The Δu values are calculated as
follows: wind shear is calculated between H and all levels below H using the averaged wind speed at each vertical level
over the box ahead of the squall line, with the maximum wind shear value chosen for Δu. Δuj represents rear-inﬂow
intensity and is calculated the same as Δu except over the box behind the gust front. Cj represents the strength of
the cold pool circulation including the effects of the rear-inﬂow jet. Cj/Δu represents the modiﬁed balance state of
Weisman [1992].
Journal of Geophysical Research: Atmospheres 10.1002/2017JD026622
FAN ET AL. CRM INTERCOMPARISON OF A SQUALL LINE 9369
condensate mass, so that the SCG has larger total condensate mass than the WCG. As mentioned in
section 4.2.2, TAMU produces a similarly large condensate loading effect as the SCG due to signiﬁcant
production of graupel despite weaker updraft intensity, and P3 produces a smaller total condensate mass
content despite similarly strong updraft intensity as the SCG because of smaller total ice mass content. A
major contributor to the total condensate mass (gray line) above 6 km altitude is graupel (or hail in FSBM
and MORR since the hail versions for both schemes were used in this study). Above 6 km altitude, the total
condensate mass for the WCG is about 0.5 g kg1 less than those from MY2, WSM6, and TAMU (Figure 16).
Graupel is a major contributor to the larger total condensate mass at middle and upper levels in MY2,
WSM6, and TAMU, primarily formed from riming (Figure 15).
The larger total condensate mass in WSM6 and TAMU corresponds to greater rainfall rates in these simula-
tions, as discussed in section 4.1, while MY2 and THOM produce the least rainfall. For MY2, despite the simi-
larly large total condensate mass, the smaller rainfall rate is likely a result of larger ice number concentrations
(Figure S2 in the supporting information) and relatively small graupel terminal velocity for the speciﬁed bulk
density of 400 kgm3 from Ferrier [1994]. For THOM, snowmass dominates graupel mass (Figure 16), possibly
decreasing precipitation efﬁciency because of the slower fall speed for snow as compared to graupel, which
may produce its relatively low rainfall rates. A possible explanation for the large snow mass in THOM is that
drop freezing forms more snow than in the other schemes, while the conversion of snow to graupel through
riming is smaller by up to 3 orders of magnitude than in the other schemes (not shown). WSM6 has the great-
est surface rainfall rates despite limited rain mass at low levels (Figure 16). Greater rainfall rate is often seen in
single-moment schemes rather than two-moment and bin schemes [Khain et al., 2015] because of larger sedi-
mentation rates from the single-moment rain size distribution [e.g., Milbrandt and Yau, 2005a, 2005b;
Milbrandt and McTaggart-Cowan, 2010].
Figure 15. Vertical proﬁles of the 90th percentile of latent heating rates from (a) all processes, (b) condensation, (c) deposi-
tion, (d) riming, and (e) cloud drop freezing for the same updraft points as in Figure 5. Drop freezing in Figure 15e only
includes heterogeneous and homogenous cloud drop freezing. (f) Condensation latent heating from the no-ice runs. The
inserted panel in Figures 15c and 15e zooms in on 5–8 km altitudes.
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All of the bulk schemes that use the saturation adjustment method for calculating droplet diffusional growth
predict larger cloud water mass than FSBM, associated with larger mean condensation rates (not shown),
possibly associated with the removal of all supersaturation within one time step [Grabowski and Morrison,
2017]. Most of the bulk schemes have signiﬁcant cloud water mass reaching the homogeneous freezing level
(40°C at about 9.7 km altitude). MY2 and THOM, predicting the least surface rainfall, have the most cloud
water at low temperatures and hence the largest homogenous drop freezing rates (Figure 15e). In contrast,
FSBM does not have signiﬁcant cloud water at such temperatures, and thus, the homogenous freezing rate is
smaller. Among all of the schemes that assume instantaneous homogeneous freezing (Table 2), only THOM
predicts a sharp peak in the homogenous freezing rate. A few two-moment schemes (i.e., NSSL, P3, THOM,
and TAMU) predict signiﬁcant rainwater mass content up to an altitude of 8 or 9 km in the updrafts. The
schemes that do not predict rainwater above 6 km have either large deposition rates or large riming rates
(Figure 15), forming signiﬁcant graupel or hail mass between 5 and 9 km altitudes.
4.4. Rainfall and Convective Updraft Velocity Without Ice-Related Processes
Since large variability between simulations exists in ice-related process rates such as deposition and riming,
removing ice-related processes may reduce the updraft velocity spread. Figure 17 shows that the spread is
Figure 16. Vertical proﬁles of hydrometeor mass content averaged over the updraft points with w > 2 m s1 from 0800 to 1000 UTC for the entire model domain.
The plots for the region in Figure 5 are qualitatively similar. The gray line is total mass content of hydrometeors. Note that P3 has only one ice category, so the cyan
line represents ice mass content from all ice particles (not just snow).
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indeed reduced. Updraft velocity between different schemes varies by less than 1 m s1 for the 50th
percentiles and by only 2–3 m s1 for the 90th and 99th percentiles at 8 km altitude with ice-related
microphysics turned off (excluding MY2 as an outlier that is discussed later). These differences are much
smaller than those from the simulations including ice-related processes (5–8 m s1 for the 90th and 99th
percentiles). Given that the magnitude of the updraft velocity is smaller in the no-ice simulations than in
the full microphysics runs, we also calculate the normalized spread by dividing the spread in updraft
strength with the mean updraft velocity from either the full microphysics or no-ice simulations to compare
them in a more quantitative way. At 8 km altitude, the normalized spread for the 90th and 99th
percentiles for the no-ice runs is 0.15 and 0.11 (excluding MY2), respectively, while the corresponding
values for the full microphysics run are 0.34 and 0.28, respectively. Therefore, the normalized spread is
reduced more than half from the full microphysics to no-ice runs (by about one third to half when MY2 is
included), which is very signiﬁcant.
This reduced spread in updraft velocity in the no-ice runs is because of reduced simulation differences in both
low-level PPG and middle- to high-level buoyancy accelerations; the maximum differences in the 99th
percentile of PPG and buoyancy acceleration are only about 0.06 and 0.03 m s2, respectively, both of which
are about 40% smaller than the corresponding values in the simulations with full microphysics (Figure S3).
Further examination shows reduced differences in cold pool intensity between simulations in the no-ice runs
compared to the simulations with full microphysics (Figure 18a versus Figure 14a), which likely explains
reduced low-level PPG in the no-ice runs relative to full microphysics runs, with the exception of MY2
(although the reduction in FSBM is not as large as in the bulk schemes). However, the spread of simulated
evaporation rates is still large and only slightly reduced compared to that for the full microphysics runs
(Figure 18b versus Figure 14b), suggesting that the connection of cold pool intensity with the evaporation
rate in the no-ice runs is not as strong as in the full microphysics runs. Therefore, ice-related processes such
as melting cause greater correlation between cold pool strength and evaporation rate.
The reduced buoyancy variability between the no-ice runs corresponds well with reduced variability in latent
heating between the runs (Figure 15f) relative to the full microphysics runs. There is increased variability in
condensation heating among the full microphysics runs compared with the no-ice runs (Figure 15b versus
Figure 15f), which is not surprising, given the strong feedback between updraft intensity and condensation
(increased vertical velocity directly leads to increased condensation rate). Among all ice-related microphysi-
cal processes, the largest variability across schemes is seen in riming below 9 km altitude and deposition and
cloud droplet freezing (excluding riming) above 9 km altitude (Figures 15c–15e). Above 9 km altitude, both
the variability and absolute values of deposition are about 1 order of magnitude larger than those of cloud
droplet freezing, so the contribution of cloud droplet freezing to latent heating variability is minor.
Although the variability and absolute values of riming heating are a few times smaller than those from
deposition, riming heating is more dominant below the peak updraft strength altitude of 7–9 km where
the spread in simulated velocities forms. Additionally, riming heating does not add condensate loading,
whereas deposition does, which partially offsets the impact of depositional heating. Riming heating
Figure 17. Same as Figure 5a, except showing simulations without ice-related microphysics based on hourly data over the entire model domain. The dashed purple
line denotes the mean values from all full microphysics simulations. The plus sign denotes multi-Doppler retrievals. Simulations are represented with the same colors
as in Figure 5a.
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variability appears to be a contributor to simulated updraft velocity variability (e.g., the SCG has the largest
peak riming heating rates below 5.5 km altitude), but condensation differences and, potentially, deposition
differences are also important. For example, the relatively large riming heating in TAMU is offset by
relatively small condensation and deposition rates, while the relatively small riming heating in P3 is offset
by relatively large condensation and deposition rates, and the WCG has modest riming heating with
relatively weak condensation and deposition rates. Therefore, the lack of clear correlation between the
intersimulation variability in updraft intensity and the intersimulation variability in any one microphysical
process likely occurs because several different processes are important, interacting in complex ways and
feeding back to the dynamics and thermodynamics. In addition, contributions to this variability in the full
microphysics runs (i.e., with ice) from warm microphysical processes cannot be ruled out since
condensation and collision-coalescence affect the liquid water mass, size, and number concentrations that
reach the mixed-phase region, impacting riming and cloud droplet freezing. Additional study is needed to
further isolate the contribution from each of these processes, which could be facilitated by the
“piggybacking” methodology [Grabowski, 2014, 2015].
Figure 17 also shows weaker convective strength in the no-ice simulations than in the full microphysics simu-
lations, which is represented by an average of all the full microphysics simulations with the dashed purple
line. No-ice simulations agree better than full microphysics simulations with the multi-Doppler retrieval
denoted by the plus symbols. The shape of updraft area vertical proﬁles (i.e., sample size of w > 2 m s1)
for the no-ice runs (last panel of Figure 17) also mimics that from the RWP retrievals shown in Figure 6.
Therefore, ice-related processes contribute signiﬁcantly to the stronger than observed updraft intensity
and vertical proﬁle of updraft area that is different than observed. Much weaker updraft intensity in the
no-ice runs appears to result mostly from reduced buoyancy due to reduced latent heating at middle and
upper levels relative to full microphysics runs, since the balanced state based on the modiﬁed RKW
theory ( Cj/Δu) does not change much from the full microphysics to no-ice runs (the cold pool intensity,
rear-inﬂow jet, and low-level wind shear are all reduced in the no-ice runs so that the ratio of Cj/Δu does
not change much). Small, intense updraft cores occur in the no-ice simulations similarly to those in the full
microphysics simulations, further suggesting that this feature is more likely a result of nonmicrophysics-
related model issues.
In contrast, variation in surface rain rate is larger in the no-ice simulations than in the simulations with full
microphysics (Figure 19a versus Figure 2a), mainly because of large differences in the parameterization of
collision-coalescence processes (Figures 19c and 19d) and compensation of these differences from
ice-related precipitation in the full microphysics simulations. Mass and number conversion rates from cloud
water to rain vary considerably among the different schemes, while condensation and evaporation rates are
Figure 18. Time series of (a) cold pool intensity and (b) evaporation rate from 0600 to 1000 UTC for no-ice simulation. Data
are processed the same way over the same geographical box as in Figure 14.
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similar, as shown in Figure 19b. Therefore, for warm cloud processes, parameterization improvement should
focus on the collision-coalescence processes between liquid drops (including autoconversion and raindrop
collection of droplets in the bulk schemes) in order to reduce model uncertainty in simulating
precipitation. Note that MY2 is an outlier among the no-ice simulations in that it predicts not only much
stronger convection (Figure 17) but also much smaller rain rates (Figure 19a) than the other simulations.
The smaller rain rate is associated with smaller rain formation rate (Figure 19b). Much stronger convection
compared with the other simulations might be because of the dramatically weakened cold pool intensity
(Figure 18a), leading to a more optimal balance between the cold pool and the low-level environmental
wind shear, which results in more upright and stronger convection (Cj/Δu at 0900 UTC is only about 1.7 for
MY2, while others have values of 2.7–5.5).
5. Conclusions and Discussion
A constrained CRM intercomparison study is performed using the same dynamical model (i.e., WRF-ARW)
with eight different cloud microphysics schemes including one-moment bulk, two-moment bulk, and bin
parameterizations. The primary purpose is to identify speciﬁc processes and parameterizations that lead to
the large spread in simulated convective cloud properties using different schemes. The ﬁrst part of the study
described in this paper focuses on differences in updraft properties and surface precipitation. Simulations are
conducted with eight schemes for a large midlatitude squall line case occurring on 20 May 2011 during the
MC3E ﬁeld experiment. A set of sensitivity tests are conducted to test the roles of ice-related processes and
rain evaporation in causing simulation spread and biases compared with observations.
Accumulated surface precipitation in the simulations mostly falls within the observed range provided by
ABRFC and bias-corrected Q2 retrievals, with MY2 and THOM as outliers (lower than rainfall observed by
Figure 19. (a) Time series of surface precipitation rate, (b) vertical proﬁles of condensation and evaporation rates, and (c) mass conversion rates of cloud water to rain
water due to collision-coalescence between liquid drops (i.e., autoconversion and collection of droplets by raindrops) from the no-ice simulations; (d) as in Figure 19c,
except for cloud droplet number reduction rates (note P3 and THOM only include the reduction from the autoconversion processes since they do not account for
cloud droplet number changes due to collection of droplets by raindrops). Figures 19b–19d are averaged for 0800, 0900, and 1000 UTC for updraft points with
w > 2 m s1 over the entire model domain.
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different measurements). Comparison with NEXRAD radar reﬂectivity shows that the simulations tend to
produce a larger region of high radar reﬂectivity. They also produce a narrower stratiform region with gener-
ally overestimated reﬂectivity, with FSBM and NSSL of no signiﬁcant estimation. The simulated magnitude of
near-surface virtual potential temperature drop associated with the passage of the squall line gust front is
similar to observations, but the pressure rise and wind speed peak are less than those observed by
Oklahoma Mesonet stations, suggesting that simulated cold pools may be shallower than observed.
Comparisons with a multi-Doppler radar wind ﬁeld retrieval suggest that simulations generally overestimate
updraft velocity, but this overestimation is not found to be as dramatic as was observed for a tropical MCS case
from TWP-ICE [Varble et al., 2014a]. However, all simulations exhibit decreases in updraft area from lower to
upper levels, opposite to the multi-Doppler retrieval trends but qualitatively similar to the RWP retrieval.
The multi-Doppler retrieval updraft area could be biased high at upper levels and biased low at low levels
because of the retrieval methodology, although the magnitude of the multi-Doppler retrieval agrees with
the RWP retrieval. The simulations tend to underestimate updraft area at upper levels, producing small, intense
updraft cores aloft regardless of themicrophysics scheme. This also occurs in the no-ice simulations. Increasing
the horizontal grid-spacing to 200 m increases core size, but not enough to match observations, suggesting
that this feature is likely related primarily to nonmicrophysical model aspects such as diffusion and mixing.
Simulated updraft velocity is sensitive to the chosen microphysics scheme, with 6–8 m s1 differences in
strong updrafts between the schemes. Differences in simulated updraft intensity correlate well with differ-
ences in both simulated buoyancy and low-level vertical PPG; both are small for the WCG (weak convective
group; i.e., FSBM and NSSL), while both are large for the SCG (strong convective group; i.e., MORR, MY2, and
WSM6). For the simulations with intermediate updraft velocity between the SCG and WCG, either PPG or
buoyancy is smaller than SCG values. The magnitude of simulated low-level PPG correlates well with cold
pool intensity, which appears to be strongly controlled by evaporation rate. In this squall-line case dominated
by upshear-tilted convective updrafts, the rear-inﬂow jet also contributes to a more optimal convective state
and thus may enhance updraft strength. Stronger rear-inﬂow jet in the SCG than in the WCG appears to lead
to a more “optimal” stronger convection RKW state. Condensate loading offsets thermal buoyancy by up to
50% at upper levels, although thermal buoyancy controls buoyancy variability across different schemes.
Latent heating differences are the dominant factor in producing differences in thermal buoyancy between
the SCG and the WCG.
Ice-related microphysical processes enhance convective strength signiﬁcantly and are a major contributor to
spreads in simulated updraft speed (the upper level updraft speed is reduced by half from the full microphy-
sics runs to the no-ice runs, and the spread in simulated updraft speeds is reduced by more than half).
Mechanisms through which ice-related microphysical parameterizations drive the model spread in updraft
intensity are (1) increasing simulation differences in evaporation rate and thus cold pool intensity and (2)
increasing differences in latent heating and thus buoyancy. Therefore, model spread is increased via feed-
backs between ice-phase processes and the dynamics and thermodynamics. Riming heating variability
appears to be a contributor to updraft velocity variability. For example, the SCG has the largest peak riming
heating rates below 5.5 km altitude where updraft velocity model spread begins to form. But condensation
heating and, potentially, deposition heating are also important. For example, the WCG has modest riming
heating but relatively weak condensation and deposition rates. However, we cannot rule out the possible
contribution to simulated updraft speed variability from the microphysical processes in the warm region of
the cloud. For example, large differences in collision-coalescence in the warm region may contribute to
the variability of updraft velocity in the full microphysics runs (with ice) because it can change the liquidmass,
size, and number concentrations that reach the mixed-phase region, impacting riming and cloud droplet
freezing. The lack of clear correlation between updraft intensity and any one latent heating process indicates
that several different microphysical processes are important, complexly interacting with one another and
feeding back to the dynamics and thermodynamics in complex ways. Isolating the effects of microphysics-
dynamics feedbacks from the direct contribution of each process to the spread of updraft velocity can be
studied with the “piggyback” approach [Grabowski, 2014, 2015] and is a topic for future research.
Stronger convection generally produces larger total condensate mass across schemes, as the SCG has larger
total condensate mass than the WCG. The major contributor to total condensate mass in updrafts above 6 km
altitude is graupel (or hail for those using hail to represent high-density ice) in most schemes, with THOM as
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an outlier having more snow than rimed ice. All bulk schemes predict more cloud water mass than the FSBM
bin scheme, possibly associated with larger condensation rates in the bulk schemes.
WSM6 and TAMU produce the most surface precipitation, while MY2 and THOM produce the least. More
precipitation in WSM6 and TAMU corresponds to larger total condensate mass than in the other simulations.
However, MY2 is an outlier in that it predicts the largest total condensate mass with surface rainfall among
the lowest simulated, possibly due to smaller ice particle sizes and graupel terminal velocity. Thus, surface
rainfall does not always correlate well with total condensate mass in the updrafts. For THOM, the small rainfall
rate is likely a result of the dominance of slower-falling snow over faster-falling graupel in updrafts. Although
turning off ice-relatedmicrophysics reduces the simulated convective intensity variability, precipitation varia-
bility increases mainly because of differences in parameterizing collision-coalescence processes between
schemes that are buffered by ice-related processes in the full microphysics runs. Therefore, for warm cloud
processes, an emphasis on constraining collision-coalescence processes would signiﬁcantly reduce model
uncertainty in simulating precipitation.
Lastly, we note that the WCG (FSBM and NSSL) happens to employ a prognostic approach for cloud droplet
number concentration, while ﬁxed cloud droplet number is used in all of the other schemes. A separate inves-
tigation is needed to examine the effects of prognostic versus ﬁxed cloud droplet number concentration on
convective strength. Since aerosol and cloud droplet number concentrations used in the simulations are not
well justiﬁed due to the lack of robust measurements for this case, aerosol effects on updraft intensity could
add uncertainty to the results. However, preliminary sensitivity tests show that the primary conclusions of this
paper are not impacted by signiﬁcantly changing the CCN or cloud droplet number concentrations (not
shown). A follow-on study is planned for examining aerosol impacts on the squall line using the range of
different schemes employed here.
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