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АСТОИАТА 'З 3E.IULAHCCT A3 A PARTIALLY ORDBRbT) SET 
J . 3u l s 
Styasarv. The r e l a t i o n ­ s imu la t i on o f automata do f inen a 
p r e o ­ d e r . Th i s prec rde r dete rminēs tho o rde r i n Hie quot i en t 
set_ . Every f i n i t e poaet oan be anbedded i n t o the poae t 
( ТЛ , ^ ) ­ AH3 Sub jec t c l a s s i f i c a t i o n бвОзО. 
"He should l i k e to remind one c l e s s i c a l r e s u l t . Every par ­
t i a l l y o rde r ed s e t ( p o a e t ) ( H , ­3 ) can be onbedded i n t o a f i t 
n a t u r a l l y o rde r ed p o w e r ­ s e t , i d e s t , a L . t o f a l l subsets o f R­. 
А р о з е * ( R , ^ ) i o ould to be embedded i n t o a pose t 
( И , ^ ) i f t h e r e e x i s t s isomorphism 
f i ( v , « ) - * C W , tkh 
where M'­ā M. R e c a l l that each subse t U' o f a pooet и i s e l e o 
ordered : by the r e a t r i o t j o n o f the g i v e n o r d e r . 
The r e l a t i o n ­ s imula t i on o f automata ( вее below ­ deno­
ted as i ) i n the se t 7i\ o f f i n i t e d e t e r m i n i s t i c automata 
d e f i n e s a p r e o r d e r . This p r e o r d e r as anyone [ l ] determines tne 
o r d e r in the q u o t i e n t se t 1R\ . I t turns ou i tha t eve ry f i i t i t e 
p04Ct ( S , S ) con be embedded i n t o the poce t ( (Л , ~ ) . T h a i ' s 
the aim o * t h i s paper . An of fee t l v e d e s c r i p t i o n o f 'Ли e q u i v a ­
l e n c e c lauooa comp i l i ng 131 i s g i v e n i n [ 2 ] . 
Воя we r e v i e w bas io d e f i n i t i o n s . An automaton ( a f i n i t e 
d e t e r m i n i s t i c automaton) V l a a f i v e ­ t u p l e f ­ ( Q , A, B . ^ . y ) , 
where Q, A , 3 ­ f i n i t e , noneapty s e t s , ­j" '• Q A —* Q, 
у : Q.» Л —> 3 a r e шцрэ. The s e t s Q, А , В a r e c a l l e d c o r r e s ­
ponding ly : a se t of s t a t e s , i npa t and ov tpu t e lphetx i ta . Map vf 
i s c a l l e d the treneitlon function, but у - the output 
function. 
Tbe sot of a l l words отег 0; C'noluding the empty word e ) 
is denoted b y 0 . 
L e * h J a —» 0' be а шар, where a , 0 ' ­ alphabets. As a 
r u l e we extend the map such that i t I s defined on 0 . W B put 
hCe). ­ e , hCux) ­ hCu> nCx> 
f o r a l l ( . и , х ) * а * л о. i 
iet V = CQ, А , В, у , у ) be an automaton. We extend 
у , у on ^ A * thus 
4>Cq,e) ­ q, <fČq ,ux) - f t f C q . u ) , x>, 
У Cq ,e ) ­ e, Y C 4 t « x > " Y С Ч . ч > Y С f Cq f u> , x) 
f o r a l l q « Q, Cu,x> < I* * A. 
D e f i n i t i o n , b e t Y ­ CQ, Л , В, « , у >» • '"С°Л L\ *\sf',y') 
bo automata. Then Y simulates • ' by 
i f diagram 
Q , Ь 2 I A ' A , hj i В В' 
ОЧ 'А ' ) ' 
Q x A ' 
т 
Y В 
i s commutat i ve , i d e s t , i f 
• y ' ( q ' . u ' ) ­ h3C Y ( b jCq 1 ) , hjCu ' ) ) ) 
f o r a l l Cq' , u ' ) * Q' * U ' We w r i t e V * V ( h l f h 2 > h, ) i f V 
Hiaulbtea Y ' by h ļ t h 2 , by 
'•"«• oay Y s imu la t e s V and d e n o t e Y ? Y ' i f the re i i x i e ta 
maps hx, h 2 , h j such t h a t T ļ Y 'Ch^, hg, h j ) . O the rw i s e we a ay 
t h a t Y c a n ' t s imu la t e V» and d e n o t e T ^ Y ' . W e e a y the e u t o -
r.ato V , Y ' a r e 4 ioom;iarab: .e i f Y ^ Y ' oud V 1 f 7. 
9 
Не say aa automaton ¥ s imu la t es the s t a t e q' t Q' o f the 
automaton V i f the re e x i s t a s t a t e q с Q o f the automaton T 
and maps h 2 , h j such that 
Y ' C q ' . u ' ) ­ h , ( у ( q , h 2 ( u ' ) ) > 
f o r a l l words u ' * ( A ' ) . Othe rw i s e we say t h a t T c a n ' t simu­
l a t e the s t a t e q' o f the automaton I f the automaton V 
o u i i ' t s imula te a s t a t e q' o f the automaton T ' then T ļ T * . 
I f i n a d d i t i o n the automaton Y ' c a n ' t s imu la te any s t a t j q o f 
tho automaton V then the automata T , T ' a r e incomparable . 
Wa cono ido r the automata 
where Q,,- { o ^ , . . . , 0 ^ } , f n < 4 l , 0 ) - q ( . + 1 ) m o d n 
T n 4 1 * I 1, i f 1*0. 
lemma 1. Por eve ry n > m > 1 automata Т д , » m are Incom­
p a r a b l e . 
& e p r o o f by o o n t r a d i o t i o n g o e s as f o l l o w s . l e t 
V n >f y D ^ h l » n 2 , h 3 ^ " H o t l c e t h a t v n а 1 ш и 1 а * в в t n e s t s t e * ° 1 n ­
O l e a r l y h 2 i s the i d e n t i t y map o f the input a lphabet {0\. 
The r e f o r e t h e r e e x i s t s a s t a t e q t * Од suc)i that 
f o r г.11 n o n ­ n e g a t i v e i n t e g e r s s ( 0 a means a word o f e x a c t l y s 
e lements 0 ) . 
(.1) I f i ­ С, then 
Т т Ч ' 0 0 * * 0 l ' ' 
Yn.C V 0 0 * ° 0 1 ­
I t f o l l o w s tha t h j ­ tho i d e n t i t y map. 
Y . 4 » <^* 1 ) ­
Yncio« ° m + 1 ) ­ 0 l * , * l l » 
and e q u a l i t y 
Y e / 4 © ' ° m + 1 ) * h 3 ^ V e ^ 4 o » О ™ * 1 ) ) СЛ) 
i s d i s tu rbed on the l a s t symbol . 
10 
( i l ) I f i » n­1. then 
Ym4 ' 00) ­ 0 1 , 
Y n ( 0 0 ) = 10. 
I t f o i l o w c that h 3 ( 0 ) • 1 and h ^ C l ) я 0 . But 
Y . 4 » ^ ' 0 1"" 1°» 
Yn< 'n­ l ' 0 й * 1 ) ­ ī o ^ o , 
ena e q u a l i t y ( l ) i s d i s t u r b e d on the l a s t symbol a g a i n . 
Clix) I f i Ф 0 and i »i u ­ 1 , then 
' Ym4» ° 0 ) " 0 1 • 
y B C q ± . 0 0 ) ­ 1 1 . 
I t f o l l o w s t h a t e q u a l i t y 
Y J v ° o > c « 3C Y » W » 0 0 ) ) 
I s d i s t u r b e d . B o t i e e that h^ ­ map. 
( i v ) O t h e r w i s e , i f } T^Ch^, h 2 , h 3 > , then 
Y n K » ° m + 1 ) ­ i 0 " " 1 0 . 
where ( b , w ) * l O . l } * [o,l]' 
end h^Cb) ­ 0 ­ c o n t r a d i c t i o n . 
D e f i n i t i o n . Let T ­ ( Q , A , B, f , у ) . *>С<И В! у ' , у ' ) 
be automata and A • A * . L e t Q ' ' ­ a s e t whloh o a r d l n a l equa l s 
too cu rd ina l o f the s e t Q' j Q ' ' *) Q ­ 0 and h : Q'• — * Q' 
i e a b l j e o t l o n . An automaton Я • ( Q , A, B , >f , у ) i e s a i d to 
be a product o f automata T , 7 ' i f t 
( i ) Q = Q ^ Q " , Ā » A ­ A , , B = B ^ B ' ; 
I t followa t h a t h ^ b ) ­ 1 
( i i ) f ( q . a ) ­ ļ 
( i i i ) у U . a ) " ļ 
f Cq,a) , i f q « Q, 
h " 4 f ' C h C q ) , e , ) ) , if q * Q " | 
Y ( q , a ) , I f q t Q, 
y ' ( h ( q ) , a ) , i f q « Q*' . 
?'o d e f i n e the p r o d u c t o f automata f o r e v e r y f i r i t e o o l -
l e o t i o n o f automata i n the same manner. 
Lot I - a f i n i t e , nonempty i n d e x s e t . The produot o f 
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i tomāta Т . , I t I w i l l be w r i t t e n U Т . . 
1 i d 1 
lemma 2 . l e t I , J ­ f i n i t e , nonempty se ta of i n t e g e r s 
g r e a t e r then 1. Then 
U T 4 >, LJ I f f I 2 J . 
I t I 3tJ 3 
P r o o f . L e t Л * J'N.I and U T . J U T . . Than the 
0 1 * 1 3 * J i 
automatcn U T . s i n u l a t e s the automaton T. . O l e a r l y LJ W 
I t I 1 J o i t I 
s imu la t es the s t a t e q Q o f the automaton . This meane t h e r e 
e x i s t a s t a t e q o f the automaton (_| У^ and шаре hg, h^ 
such tha t U I 
Y j o l V u ) " h 3 ( T ( q * h 2 ( u ) > 
f o r each u € ^о}. Here , Y j ' Y ~ t b e 0 U * P U * f u n c t i o n s ­ o f 
the automata T , U T . r e s p e c t i v e l y . 
•>o i t l 1 
Hence, t h e r e e x i s t s i < I euoh that an automaton Y . 
о 
siTiulatea the s t a t e qQ­ o f the automaton Y . But t h i s i s o o n ­
" O 
t r a d i o t i o n ( s e e lemma l ) . 
Oonve i ' s e l y , the p r o o f i s e v i d e n t . 
Theorem. Every nonempty f i n i t e pose t ( » , 3 ) о an be em­
bedded i n t o the poee t ( "W( , ^ ) . 
P r o o f , l e t ( I , "3 ) be a nonempty f i n i t e p o e e t . Without 
f u r t h e r r e s t r i c t i o n s on ( В , Й ) we oan assume that W i s a 
subset o f i n t e g e r s g r e a t e r then 1. 
Def ine an i n t e r v a l 1^ ­ ( к t » | к 5 n ) f o r a l l n t W. 
Def ine a map f « • by l e t t i n g , f o r each n t I , 
an equ i va l ence c l a s s c o n t a i n s an automaton U Y j . 
We may conc lude (lemma 2) t h a t f i s an embedding. 
The author would l i k e t o exp ress a p p r e c i a t i o n to p r o f e s ­
so r Kudr j a v t z e v Y.B. f o r good d iaouss i on on t h i s s u b j e o t . 
1 2 
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. МОДЕЛИРОВАНИЕ ABT0UA1OB НЕ ОБРАЗУЕТ ПОЛУРЕШЕТИУ 
Я.Було 
Аянотапкя. Уолслировапие автоматов как частично упорядо­
ченное" мя,>/':Ство не я а л _ е т с я ни нижней, ни верхней полурсмет­
коя . УДК 519.95 + 51? .8 * 5 1 " . 5 5 . 
Ньзе исследование в основнвх чертах таково. Вы показыва­
ем, что моделирование автоматов ( точные определения да d Р П ­
• е ) как частично упорядоченное множество ( ТУс, ) ) И!*еет 
наименьший элемент. Это обстоятельство неводит на мисль, что 
{7ft, >, ) является похуреиеткой. мы показываем, что вто 
заблуждение : (."УМ., ? ) не является ни нижней, на верхней 
полуреветкоч. 
Под автоматом ( т о ч н е е : неиняциальныи конечным детерми­
нированным автоматом типа Нили) подразумевается набор 
V = I Q , А , В . у у), где Q , А , В ­ конечное гелустыс 
мног.ества, у : Q * A — ' Q , у : Q » А — ' В ­ отображения, 
ыиожестэа Q , А , В называется соответственно множеств.^­
состояния, входным алфавитом и внходныж алфавитом автомат » 
V . Отображение f паэывается функцией переходов, а о т о ­
бражение у ~ фуяяциея выхо/.гв автомата V . 
Пусть С ­ некоторые алфавит. Тогда С* ­ множэство 
всех с л о в алфавита С ; как элемент множества С* употреб­
ляется также пустое слово , обозначаемое символом в . 
Пусть h : С —*• С ' ­ отображение некоторого а л ф а ы ­
?а С в алфавит С . В дальнейшем, если не оговорено про ­
тивное, отображение Ь на С доопределяется равенством 
h ( u А ) = h < u ) h ( i ) 
для всех ( U , * ) * С*» С . Для е положим ! ч 'е )« в . 
и 
Пусть V ­ ( О, А , В. у , у ) ­ автомат, вункция перехо­
дов <f на множестве Q * А* доопределяется равенством 
f < Oj. i u < ) * f ( f ( ļ , u > • * ) 
для всех ( U , x ) t А*« А . Для е положи* 
f ( Я ' е > ' 
Функция выходов у на­ множестве Q « А доопределяется 
раэ*вотво* 
y t ^ . w x ) = у . ( 4 „ Ц ) Y ( f * ) 
WKXfc для всех ( u , X ) t А** А . Для е положки 
у ( я . е ) = е 
Oupei яепис. Автомат V = ( О , А . Р>. у . Y ^ моделирует 
автомат v"= ( Q', А', В , у ' , *у посредством отображений 
h, Q' —» Q . Нг- А ' — ' А . h A : В —*• З ' . есля 
ДВВГрМЖ 
О'МАГ — 
\ 
Q * А* 
(В У 
А 
Y 
чочмутативна, в сииьоли«еской записи V t V'( , hj , h 3 " ) . 
Другими словами, для лсбых ( ō ' , и ) ( Q " ( А ' ) * 
Y ' < о/; u ' > ­ h A C y ( К с ^ ! ) . h . ' v u ' ) j ; . 
1!ы говорим, что автомат V моделкрует автомат V , в 
символическое записи V г V , если судествупт такие отойра— 
яенг !>, , hj . ­n. i , что V >, V'( h , . h , , h 5 ) . В противном 
случае мы говорим, что автомат V не моделирует автомат V , 
и ПЖО* V г V * Автомата ' / , ' / ' * * наэнааем несравничы­
ми, если V b V' к / | V7 . 
Не множестве конечных детеричкирсванпых автоматов 
отиоюеьио возможности моделирован ал у, определяет предиоря­
дох. Этот предпорядок у естестве:;.ц,м обозом яа фа1тор«на­
хосп­е задает порядок [ I ] . Ч-:о ьс касается деталей и ьф-
фег.тивкого описаний классог_Э1(чпвалс;.*,»нгсти, по кггорьм стро­
ится порядок на множеств , заиитерелив>.нны1 пдгатвжь 
отсылаете» к ста.­ье \ 2]. 
В дальнейшей юг будем свободно пользоваться диаграммами 
Мура 13]. 
Так, диаграмма Мура Ч, : 
определяет автомат Ve = ( { о } , [ i | ( [г] ; у , , у . ) , 
где f, : ( О , 1 > —• о 
к Y« : ( с . О 1 — » 2 . ' 
Преддоаенйе 1 . Любой автомат V моделируе* автомат V e , 
т.е . , V i V, . 
Доказательстве. Пусть V » ( Q , А , В , ч>. ­у ) - некоторый 
азтоа&т я ( q , й ) Ц Q < А 
Пусть h, • [0\~* Q , h a : 111—* А ­ отображения, 
где h, •  0 »—» с^ . и Ь г : 1 •—» а . 
Пусть h s : Ь—»L?} ­ отображение, переводящее каждут 
букву Ь* В в 2 . Тогда V * Vi 1 п , . Ь г , и л ) . ДеЯотгктель­
по, диаграмма 
• i o b h i 
К К . ļ К, 
' Y ! 
Q х А * В* 
коммутативна. 
Определение. Состояния (\, , автомата 
V » ( Q.A , В. у , у ) aaanflaDvc* к­отлнчикыяк С обозначается : 
q , ) , соли найдется слово я длины !< в алфавите А 
такое, что"1 Y ( 1. • u ^ ' Y 1 Я* 1 u * • 
Состояния tt,.; С1г назысаотся отличимыми, еслг. для неко­
торого к эти состояния :с­отлнчими. 
Автомат, у которого вес состояния отличимы, называется 
приведенный автопатом. 
Пусть 
IS 
Я О Ф ­
И С © ­
°1 < Э О Г . ) 
Vor."« автоматы W, v/j, приведенные. 
Действительно, 
> {О, О ) * 0 , A, U . 0 ) = 1 , Л, ! 2. 0 ) * 2 
Л, кО. \ 0 ) ­ 0\ , Л 2 ( 1. «С­ | ­ .10 , 
^ i , 1 0 V » 0 0 , А. Х 3 , Ю ) ­ 11. 
Тогда 
где fcj . Ov— 0 0 1 
1 •—*• ' 1 1 
2 G • Э 1—» 0 
. » 
1 >—­ 1 
С • V 
h, : 
1 •—­ 1 
hi 0 »—­ ) 
1 »­*• 1 
2 ' — г 
a>­r 1 
Очевидно W 2 >, V, • ,1*4 * . 
Ван понадобится следящая 
Лемма I [ 2 ] . Пусть Q . A . B , ­f• Y ) . V = (Z ,X ,Y , д , л) 
автоматы и V ? »^ (b , .ha ,b j ) . Если состояния , а а автома­
та W к­отличиик, то 
Лемма 2. Автоматы W,, W a , а такие автоматы V, , 
несравнимы. 
2 жазательство. Автомат W, содержит менее внутренних 
состоянии, чем автомат \V, . Следовательно, W, $ Vv^  ­
лемма I . 
Так как алфавит Y, выходных букв автомата W, больве. 
чем алфав­ \ г , то W, ļf vv", . 
Пред. сложим, что Уг £ V, I К , Ь г . h » ) . тогда и , и ) " 3 
Г. I ) Если U,10)= 3 то •и 
* *S ( v t V 3, \пл к 11)» ч h b i 1\Y ­ /1, к V) Ь»Х 1) 
Так i b ­ отображение, то одновреиенно 
­ 1 не имеет смысла. 
I .? ) Если п, () ) ­ 3 . то картина тзкая хе : 
01 -- y,v М' ' Н h » v Y a l 3 . h , t11| ) ) ­ h j v l l ) . 
Следовательно, Vt ^ Vļ . 
Предпологии, что V, >, V, ( h, ,h , . h s ) , тогда h , i , 2 . ) « Q 
или h, 12) » 1. 
2.1) Если h,t2)V 0 , то 01 = у г ч?­, О 1) = 
• k v h ^ ° ° V » ) = M o ) h a 4 ) . 
Заключаем, что h e l O ) ­ » 1 и h s V 0 ) = 0 , h s U ) ~ 1 . 
Далее J1 « у , l 5, 00 ) •» 
получается, что Kyi­0) * 1 ­ "ротиворечие. 
2.2") Если h, (.2) = 1 . то 
0 1 ­ у в t2 . ОС) ­ h b k у,С 1. h a t 00 ) ) ) . 
Закдотяем, что 
i ; i o ) « i i b „ i D ­ c , h0 0 ) « i . 
Далее J 1 •= Y 2 <• 2 , 0 1 ) • 
" h j i y ^ l . h ^ C A ) ) ) ­ h 5 ( y . ' 1 . 0 h . . t 1 ) ) ) ­ h 5 U ) M 1 > ; 
получается что п ь 1 V/ ­. 1 ­ противоречие. 
Следовательно, V, $ V, . 
Итак, мы получилг следугаут диаграмму; 
W, 
v . 
т.е . , ­л/, * % , v v ļ ^ V . Щ > % , Ц , 
а пары ав .-омегов W, , \л/, ŗ /, , Ул несравнимы. 
I 
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V 
Ч У, 
ни для какого автоната_ V . Тем самый будет установлено 
Предлоиение 2 . О Л , £ ) не является ни нижней, ни 
верхнее, полурешеткой. 
Определение. Пусть V ­ » ( Q , A . B , ^ . y ) ~ автомат. Иы го­
ворим, что автомат V не отличает входные буквы о.,, а , ar l a ­
вита А , если 
для лвбых I q,, и ) * Q ' А ' 
В противном случае, мы говорим, что автомат V отличает 
букгу щ от буквы а г . 
Приведенный автомат V называется особо­приведкгкым. ec­w 
ли автомат V обличает каждую пару входных егкл, 
Демма 3 . Пусть V ­ особо­приведзнныя еьтомьт и У * V . 
Тогда число входны­ букв автомата V не превышает числа 
входных букв автомата V . 
Доказательство. Пусть У e ( Q. А , В, ^ у ) , 
У = ( Q , А , В , •f'. Y ' ) Г автоиоты, но V ­ особо­приве­
денный автомат. 
Пусть • V ' * V ( h, .h a . h 5 ) . тогда диаграмма 
" Y 
В 
(ВТ 
кеммутативна. 
Депус'­'м противное, а именно : пусть число бучв алфавите 
А больше вела букв алфавита А' . Тогда Н 4 1 Л , ) = h j U i , ) 
некоторой пар» ( а , , | \ ) ( А . , 
Теперь мы покажем, что следующая диаграмма не имеет места 
w 2 0 
Автокат V ­ особе—привеченной, следовательно, для неко­
торое пары ч «1 , а ) t Q « А*, у I Я • a i u ^ Y Я . n * u * • 
С другой стороны, V i V( h , ,h a , h 5 ) ; поэтому 
y i q , , а , а > = K S ^ Y ' ^ * I < V > , h a ( a , u » ) ­
•= b s ( . Y ' t h . t q , ) , h 2 v a , ) h a V ­ u ) ) ) = 
Получается, что v i Cļ , Q,u ) = y ( t V - c > * u ^ ~ противоречие ! 
Теперь перейгзм непосредственно к докаьательству пред­
ложения 2. 
Пусть V = t Q , A , B . f • Y ) ~ особо­призеденный автомат. 
Из лемм» Ī вытекает, что 1Q\ * 3 • , в ив леммы 3 ­ . что 
|А' * 2 . 
Из предложения W, >, V следует, что I Ъ \ 4 2 . 
Пусть V ? V, 'ч h,, n,, h ъ ) , тогда диаграмма 
Q. * К 
I 
У: 
Q ­ А 
ha 
У 
­ В, 
i 
h s 
.со««/тетив::*. Креме тоге : 
Г ) h, ­ селекция, поэтому \&\ > |В, I . Следователь­
но, i B i * г . 
2) h 2 ­ инъекция, ведь У тоже особо­приведеявый ав­
томат. Следовательно,! A,l 4 |А| ; откуда 1 А ! » 2 . 
3) h - инъекция, V, особо­приведенный автомат. 
Имеем в виду что особо­пркведекныЯ автомат ^ассматрива­
етсн с точноетьп до изоморфизма, поэтому правомерно предпо­
ложить, что A ­ 10. \\r* Q , я h , ' '~d , 
'» в 
Итак, г.^ягрзмуа 
w. < А. Y ­ ­> в, 
i. А, В 
Q 
"окиутг­тивнг. 
* А ­ ^ В * 
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Пусть V i V ž i, 9 . , 9... Q ļ ) . тогда диаграмма 
9 -ļ :Ц» ^ t . . 9 . 
Ļļ • А » В 
коммутативна, • : 
T ) Q.s ~ сиечция, ведь *В'. = 9 i ~ зврьекпиг 
2) q 2 ­ ин>еп*и.ч, ведь V a ­ особо­приведеиныЯ а в ­
томет ; 
3 ) у, ­ • иенцм.­­, ведь V, ­ нриведонаыя а томат. 
Если у » h, , g, ­адьекцяи, то суиестзуст состояния 
ведь I Q I V 3 . Ямея в виду Oļ,-*" 4 , з а м е ч а е м , что И г * у 
В противном счучае ^ i q , , w ) = 
.для лпбого u k 1С |V* , т . е . , Чм ~ 
Во?коина ля ситуация q, = LpL ? 
11 ­ у 4 ч 5 , 10) = g 4 v у i 9,1 i ) . 9 i l , 0 > » * 
и, так катг g ъ ­ иньенцик, то 
Y i q 4 i J ) , >о , ­ а а . где а * l o . i l : 
Принадлежит ли g t v 3) множеству \С, 1 \ ? 
С j ) Если д,! 5) ч 0 . т о 
•у I 0 .10 ) = v . ( О, 10) = 01 * Q а ; поэтому 
да»» о. 
( М ) Если 9, i3 ) ' 1 , то у 1 ' ­ 1 0 ) * 
* : Y , ' ( l . * 0 } * i O •* « J O . ; по»токт 9 « V * f ) * • 
Итак. g t ( Л ) « l -J . i ļ . 
Принаддежчт ли £1,1,2)! чяожестзу [0,\\ ?• 
ОН = , ( 2 . 0 1 0 ) - Y -V 0 , ( 2 ) , g a t С 1 О ) } ) ч 
?2 
( i ) Ес«и q,i?) = О , w 
•ļ ( о о ю ) * у , i o , o i o ) = o o i * jb«od ; 
поэтому 9,1.2) + О 
, ( i i ) Если 9,1.2) щ \ , то 
Y d. О 10 ) ' Y, ( 1 . 0 1 0 ) = 110* ļV*<* ; 
поэтому у , (.2) * 1. 
Попучячтяя противоречие : 9,1.2)» [ О, i ļ , • такие 
? M J ) * I °> 1 \ • Следовательно. 9 г * 1 а д . 
Вкзяможна ли ситуапня, что * 
с a i о > » I и g a -. i —• о ?-
и, пк как 9^  ­ яяьекция, то 
•ул 9/ 1), 10) ­­ а а . г д е а* [о, \]. 
Принчдлеяит ли 9,1 3 ) множеству [0,1| ? 
( i )_ Воля 9t I 3 ) « 0 , то 
Y i O . i o ) = у , i 0 . i о ) * 01 * о а ; 
поэтому д , ( 3 ) * 0. 
(И ) Если . g , l 3 ) = | , то 
Y < 1 , I 0 ) ­ у\ 1 • 1 0 1 ж 1 0 ы а п ' 
поэтому д ч Л) У 1. 
Итак 9 ,vM * 1 0,1\. 
Остается по^лелняч возмояность, а именно 9 , l2 ) * l o , iļ. 
on - у , ч г , 0 О 1 ) ­ 9ПТ< 9 , t 2 > . 9 a ( C 0 1 > ) ) * 
я так как д^ ­ инъекция, то 
Y « 9 i ( , ? > ­ n o ) = b Q Q • г д е Ь. о. * |о. 11. 
Принадлежит ли g, i 1 о \ О I } ? 
( j ) Если g , 4 2 ) » 0 , то *f\О, П О ) ­ y , i о . ' Ю ) * 
~ 0 Ю " * Ь л а : поэтому 9,ч 2) * i) 
( l i ) Есля £ , 1 3 ) * 1 , то у ! * , Н О ) ­ ул1, 1 10) = 
­ 101 *• Ь о а i поэтому д, i 2 ) * 1. 
Получается противоречие : q , i 2 ) t ( 0 , i ļ и такие 
9 , i 3 ) 4 n , n 
J инотествч |0, l ļ имеется только лве «некийп. Слепо­
еятмиио. нет вояиожпости подобрать такое стоЛрчяоние 
% ' I * ' 1 — ' I °.1i . чтобн V ? va ч q , . q . ; 9$.; 
2? 
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ŠŪTS OP FIXED LANGUAGES AND EXDOMORPHISM 
SEMIGROUPS ОТ FREE MONOIDS 
V. Shteintouk 
A b s t r a c t . I t i s shown tha t i f t h e endomcrphiem semigroups o f 
two f r e e monoids a r e e lementary e q u i v a l e n t then во a r e the o rde r ed 
under i n c l u s i o n s e t s c f f i x e d l anguages o f t h e s e monoids. 
AMS Subjec t c l a s s i f i c a t i o n 20M20. 
Le t Л be a nonempty s e t , A deno te a f r e e monoid on the s e t 
A, End A be the semigroup o f a l l endomorphisras o f A*. A subset С 
o f ā' i s c a l l e d an expanded subalphabet [ 3 ) i f f o r any word xtC 
the re e x i s t s a symbol OCX such tha t a oooure p r e c i s e l y onoe i n X 
and а сосите i n no o th e r word i n 0. Th i s new type o f codes was 
i n t roduced by T.Head [ 3 1 : i n the same paper he has i n v e s t i g a t e d 
submcnoids o f A gene ra t ed by expanded suba lphabe ts . Now we r e c a l l 
the oharaoteri7.ation o f euoh subrtonoids due t o T.Head . 
Le t g be any endomorphism o f a f r e e monoid A . A s e t o f a l l 
f i x e d p o i n t s o f g i s o a l l e d a f i x e d l anguage o f the endoroorphisn g . 
A language LcA* i s a f i x e d language f o r some endomorphism 
ģi.Erd A* i f and o n l y i f i i s a submonoid o f A g ene ra t ed by some 
expar.de;! subalphabet CcA 1 3 ] . 
By ~ . яе denote the s e t o f a l l f i x e d languages o f 
eridoiEorphisms o f a nonoid A . The a e t £ A one may cons i d e r аз a 
p a r t i a l l y orde red se t w i t h r e s p e c t t o i n o l u s i o n . L e t ( £ д . с ) denote 
the cor respond ing p a r t i a l l y o rde r ed s e t . The i n c l u s i o n r e l a t i o n on 
i r e 3at o f f i x e d languages was s t u d i e d i n [ 2 ) . 
I t ' i s easy '.o see that the p a r t i a l l y o r d e r e d s e t ( £ д , с ) i s 
determined by the semigroup End A* up t o isomorphism. R e c a l l that 
twc models o f the same c i g n a t u r e 0 a r e o a l l e d elementary" 
e q u i v a l e n t i f e v e r y o l o e e d f o rmu la o f f i r s t o r d e r p r e d i c a t e 
ca l cu lus w i t h e q u a l i t y I n e i g n a t u r e 0 which i e t rue f o r a g i v e n 
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mode1 i s a l s o true f o r o the r model . There a r e many papers devoted 
to i n v e s t i g a t i o n o f r e l a t i o n s between elementary p r o p e r t i e s 
( i . e . p r o p e r t i e s whioh oan be expressed by a f i r s t o rde r p r e d i c a t e 
oa lou lus f o rmula ) o f o e r t in mathematical s t ruc tu r e ! and 
a l g e b r a i o o b j e c t s a s s o c i a t e d with those s t r u c t u r e s . The problem 
o f elementary dei i n a b i l i t y i s one o f p r i n o i p a l in t h i s d i r e c t i o n . 
The aim o f t h i e note i s t o g i v e an answer f o r the ques t i on o f 
elementary d e f i n a b i l i t y o f p a r t i a l l y ordered set ( £ д . « = ) by means 
o f the semigroup Erd A*. 
T;.e r e s u l t of t h i s note has been annour.oed i n 1 4 ] . 
Theorem. L e t 4 , , A £ be nonempty s e t s . I f the semigroups End A, 
and End A*, a r e r 'ementary e q u i v a l e n t then the p a r t i a l l y 01 ' ered 
s e t s ( £ , c ) and \C, , c ) are e lementary e q u i v a l e n t . 
P r o o f . Рог any nonempty s e t A l e t RetA denote the s e t of a l l 
idempotents o f the semigroup End A*. Qidomorphisms from RetA* are 
o a l l e d r e t r a c t i o n s . Def ine a binary r e l a t i o n О i n the s e t Ret4 
as f o l l o w s : 
(YZ.y € RBtA*) xoy — 1X = X. 
We put p = OfkJ" 1 . I t i s easy to see tha t the r e l a t i o n a i s a 
quas io rder and p i s an equiva lenoe r e l a t i o n i n RetA . 
The quas io rder О n a t u r a l l y induces a p a r t i a l o rde r r e l a t i o n 
i n the s e t o f a l l 0­o lasses RetA*/p. Thie p a r t i a l order r e l a t i o n 
we denote by Ō. The s e t ReiA*/p endowed w i t h the r e l a t i o n Ō i s 
denoted by {RetA*/0,5). 
As i t f o l i o is from 1 3 ) , « e have 
CA~ l / u ' J I / c i t e t i ' ) . 
Рог e v e r y f i x e d language Le.CA we denote 
9L= {/ € RetA*\f(.A*) = L). 
I t i s obvioue tha t ī j z ~ ī z . TZS^ Л • t o ­ a 1 1 Л»/z< " l ­
On the o ther hand, i f /, , / 2 are r e t r a c t i o n s and / , / 2 ­ fz, /3/,= / , 
then /,<•** )= / 2 U * ) . T h e r e f o r e 
Ret A*/p = { SR l^b e £ A ) . 
2Ē 
Dsf ine now a one­to—one mapping V from £ д on t o RetA*/p by 
l e t t i n g •<{L)" f o r eaoh 1 < £ д . Take any two f i x e d languagee 
Ь.И €fj and ohoose / , « S ^ , / 2 c JJ^. Ob i o u s l y , L с I i f f jyya ff. 
Using the d e f i n i t i o n o f ō we oonolude tha t L с N i f f D^ō SU^. 
Чепсе ­i/ i s en iBomoi­phlsm o f p a r t i a l l y o r d e r e d s e t s (CA, c ) and 
{RetA*/р,a ). 
^Esurre now that the semigroups EnOA* and £ Т Ш * are 
elementary e q u i v a l e n t . Then the p a r t i a l g r o u p o i d s RetA* and RetA* 
of a l l idempotents of t h e s e semigroups a r e e lementary e q u i v a l e n t . 
S ince the r e l a t i o n О i e d e f i n e d b y a formula of f i r s t o r d e r 
p r ed i c a t e oa lou lus wi th e q u a l i t y i t f o l l o w s t h a t the quas i o rde red 
s e t s (RetA*, a) and {RetA*, a) a r e e l ementa ry e q u i v a l e n t . Henoe 
accord ing t o Ehrenf enoht • в 11] c r i t e r i o n o f elementary 
equ i va l enoe o f model t h e r e e x i s t s a winning s t r a t e g y f o r the 
p l a y e r I I i n the game 
Gn{{RetA*, a),{RetAļ, a)) 
f o r e ve ry na tura l 71. 
Using t h i s s t r a t e g y l e t us show tha t t h e r e e x i s t s a winning 
s t r a t e g y f o r the p l a y e r I I I n the game 
Gn{{RetA'/p, ō),{RetAļ / р . ō ; > 
f o r e v e r y na tura l n. 
Рог each f( RetA* we denote by / the c l a s s o f r e t r a c t i o n s 
which are p - e q u i v a l e n t t o / . 
l e t us assume that i n the move I the p l a y e r I has chosen the 
model (ЯеГЛ*/р. О ) , and an e lement / < * i n i t (/ t € Я е * - ^ . 
kt e ( 1 , 2 ) . Le t us denote by ] \ * * , where ft 1 € R e t 4 * . ^ , an 
element ohosen i n the move I a c c o r d i n g t o the winning s t r a t e g y f o r 
the p l a y e r I I i n the game 
Gn{{RetA*. a),{RetAļ, a)) 
unner the c o n d i t i o n that the p l a y e r I has chosen in the move t an 
* « 
element f t . Then in the game 
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Gn({RetA*/p, a)ABetA\,/o ō j ) 
з - ь , 
the p l a y e r I I must ohoose the element / In the move t . 
Thla s t r a t e g y i e a winning one f o r the p l a y e r I I . Indeed , i f 
/ [ ō fj f-f< ( , Jin) then aocord ing to the d e f i n i t i o n o f ō we have 
f\of[. Since the w i m i n g e t r a t e g y f o r the p l a y e r I I i n the game 
C n ( ( S e t i * . 0),{RetA'2, a)) wae usee., i t f o l l o w s f^a fy T h e r e f o r e 
О / J . I n the sane way i t . o a n be proved that f^a fj i m p l i e s 
Thus we have oonstruoted the winning s t r a t e g y f o r the p l a y e r 
I I i n the cons idered game. The r e f o r e i t f o l l o w s by Ehrenfeuoht 'в 
c r i t e r i o n o f elementary equ i va l enoe that the ordered a r t e 
{RetA*/p, Ō) and ( № t ^ /p.ŌJare elementary e q u i v a l e n t . But 
s i n o e , aa i t was shown above , the orde red s e t s ( £ j , e ) and 
(RetA*/a,a) are i somorphio , we oonolude that the ordered s e t e 
(C. , c ) and ( £ . , c ) are e lementary e q u i v a l e n t . 
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S U P E R D I A G O N A L S O F U N I V E R S A L 
A L G E B i i A S 
Jānis Cīrulis 
Abstract. Given a variety K. and the free gebra T on an enumerable set 
of free ģenerators .Y, by the superdiagonal Ы a £­algebra U we mean the func­
tion D that assigns to every "equatioii"(*, t) 6 T1 the set of those "assignments" 
<fi € Vх which * satisfy" it. We show that £­algebras and £­hoinomorpbUm3 
can be characterized ir. terms of superdiagonals. We also piesent an axiomatic 
description of supa diagonals of algebras, together with a construction which 
converts such an abstract superdiagonal into corresponding algebra. 
1991 MathemattesSubjectClaastfication: primary OS A62, secondary 04G15, 
08B20.118C05 
1. S e t t i n g t h e p r o b l e m 
In what follows, let K. be a variety of algebras of an arbitrary sig­
nature П, let T be a free AT­algehra wi th a enumerable set X of free 
generators, and let T be the carrier of tliis a lgebra Elements of X will 
be called variables, those of Г — K-terms or just terms. W e take the lib­
erty to denote the operation of T corresponding to the operator w from 
(1 by the same symbol 
Let us assume that a non­void set U is somehow converted Hrto 
algebra U from K. Then every mapping <p € £/ л (an assignment) can 
uniquely be extended to a homomorphism >p : T —• U. The function 
£ > : Г 3 ­ V{UX), denned by 
D« = {<p € Vх : 4» = &) 
(we write Dlt for £» ( j , < ) ) , will be termed the svperdiagonal of U (wittl 
respect to T ) . FVom it, all equations fulfilled iu U can be ' r e ad " : these 
art­ precisely the pairs ( * , ( ) for which Dlt = Ux. In general, D., may be 
зо 
regarded as a validity measure of the equat ion ( s , t) in U. I t is easy to 
check t hat a superdiagonal contains full in format ion about the algebra 
determining i t . 
PROPOSITION 1 . Different algebras from fZ kave different superdia-
gonait. 
Proof. Le t U,V be two different algebras wi th a common carriei, 
and l e t U, D" be their superdiagoneJs. T h e n , for some operator ui, there 
must be elements щ,..., in U such that 
<^(«l «m) • • • .«m) , 
where u/, u/' are operations of U and V corresponding to this operator. 
Select an assignment <p such that <px\ =щ, .... <pxn = ti„, for suitable 
variables x\,..., i m . and denote by ļ>n the extensions of if to hotno-
morphisnia of T into Г/ a n d V respect ively. T h e n <p'u(x\,...,xm) ф 
ip"ui(xl,...,xm). 
Now. if у is a vaiiablc distinct f rom all x „ 1 = . . ; , « * ) and 
од a> yp'/. then ip <ž D1^, but not о € There fo re , super diagonals D' 
and Z? v are really different. П 
Given the superdiagonal D of an AJ­algebra U only, we САП easily 
restore the operat ion w' of U corresponding to an operator со € Л as 
follows: 
Л{щ ««.) = f <fi G 
where f, I/. y1 >»re selected as in the proof of the Proposit ion 1, except that 
tpy - v. Moreover, not only algebras themselves, but also homcmor­
phism.s ln*t­.vecu them van b e characterized in terms of supcrdiagonals. 
p r o p o s i t i o n 2". Let U, V be two K-algcbros, and let 1У,D" be 
Uieir nperdiagonah. The mapping A : U —» V is a homomorphism U —• 
V if and only if, for any two terms я, t an all assignment* <p € Vх. 
A c j e / U . ( 1 ) 
Proof. Suppose first that. X is real ly a homomorphism. T b * n (\$)"~ ­
Xp for all \p € Ux, since both" these homomorphisms {/ —• V coincide on 
Л . and vo have. 
(As?)* = (A?)f => (,\^)s = (Av?)« * A & € l $ . 
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Now suppose that, conversely, (1) holds; we must show that 
Aw'(ui. • • ­. «m) = <•>"( Am, • • •, Au*,), 
where и/, ui? are operations of algebras U and V respectively, correspond­
ing to the operator из. Wc may assume that ui = ... , u m = <pxm. 
1 w ' ( u j , . . . , um) = <py for some assignment ip 6 Vх and mutually distinct 
variables xtl. ..,x„. Let, furthermore, 1 : = ш(х\,. ..x„). and let if' be 
the extension of <p to a homomorphism Г ~» 17; then <py = By (1), 
Xtpy = (Ayj)"f, where (Xip)" is the extension of A^ o to a homcmorphism 
T —• V, and the needed identity follows. • 
Our aim is to characterize abstractly those functions on Г 5 which 
are superdiagonals of algebras, and to give a uniform method of recon­
structing ihc algebra which corresponds to such a function. Main results 
of the paper were announced in [1] (see also footnote 3). They play a sig­
nificiant role in the proof of the representation theorem for supercylindric 
algebras ­ cf. (2,3)1 
2. Superdiagonals 
Given У С A", we denote by T[Y\ che carrier of the subalgebra of T 
generated by Y. We say that the term t is independent of the variabl»­
x if t € T[Y] for some Y not containing x. and denote by At the set 
П(У : I € T[Y]) of all those variables I depends on. Evidently, the later 
set Li always finite. 
Now let us fix some nonvoid set U and denote by A the power set 
V(UX). For any a e A and r € .AT, we set 
Сга = {<р',:<р€а,неи}, 
where yjj is an assignment svrh that ~p*ay = ipy if у ф x, aud pļx = и. If 
a function D : X2 --» A is defined by 
D,y = {peUx :ч>х = V!/}, 
then the algebra (.4, U, П, \, (?„ , is the /«// cylindnc .«t a/<?r6r,i 
безе U iu the souse ot (oļ. We call such a function the princim! 
diagonal on U. By analogy, by a prvu.ijHil supridxagonal on V *c sliali 
mean the superdiagonal of any algebra from A. with the carrier M. 
Every principal supcrdiagonal D poscsses the following properties: 
'ГЫз ра|)гг is a slight* elal­oralcxl version of the on­; '.wrif'­n a iiitk­ «h.U- after 
whiih heu to appear ir. ml. 36 of Latvian Mali. mxtic.I Vj :.*booi( (IWtt) an.l which yre 
liave rcfcrrivl to in Щ. However, that vclium .l'tuLlfiil!y wili Ьг роМпЬ»-'! f..r finaji. Ы 
<liK>ultii>. к. *c (лис I he opportunity lo pubiwli tlv р."ч»­г 
( a ) D is an extension of the principal diagonal , 
( b ) = Vх, if у 4 At, 
(c\ Dxl ПО* С Dry, if x, у f At, 
(d) D* = С , ( £ ) „ П Dtt), if x £ As U At, 
( e ) Dx, С A(( ,/xj i ) , if z ģ Д а , where [s/x] is the edomorphism of T that 
takes x into i and is constant elsewhere on X. 
Any function D : T2 -» A having these propert ies wil l be called just a 
superdxagonal on U (of course, re lat ive ly to T . W e shall omit , however, 
explicit references to the algebra T , since i t is fixed.)2 
B y a support of a set a e .4 we shall mean any subset Y С X such 
that , for all ip,tp e Vх, 
<p£a, ip\Y = tp\Y ф £a 
or, what amounts to the same, 
v\Y-=ri>\Y => (ip e о e> Ф e a). 
A n almost word by word repet i t ion of the easy proof of L e m m a 3.7 from 
(4J shows that S(a) is a filter of sets on X, perhaps, improper one. T h e set 
a is said to be finitely dimensional if i t has finite supports. I t is reasonable 
to call a supcrdiadonal D finitary if all Drt are finitely dimensional. A 
principal superdiagonal is always finitary, since in this case A s U At is a 
support of D,i. 
W e are now prepared to state the main result of the paper. A s we 
saw just above , the "only it" part of it is almost obvious. T h e proof of 
its " i f " par t 3 will b e postponed to the sect ion 4. 
THEOREM 3 . A superdiagonal is principal if and only if it is finitary. 
3 . A u x i l i a r y l e m m a s 
W e shall need some further propert ies of superdiagonals. 
LEMMA 4 . Suppose that D is a superdiagonal on U. If a term t 
does not depend on distinct variables у and г tlien, for all ipč Ux and 
ueU, 
*In {1,2,3], different, though equivalent, system of axioms for superdiagonals was cho­
sen. The present system looks somewhat weaker, but it has the advantage that it does 
nut involve elements of 1 not belonging to the range of I'. Theorem * and Corollary 7 
below show, however, that the weakness is apparent. 
T i c aon-trivial part of the theorem has meanwhile appeared in a modified form in 
S3) as Theorem 4.3. In general outlines, proofs of both theorems are similar. However, initarily luiidition used line is simpler than that of regularity in (31. On the other band, 
the theorem in [3| is more suitable for needs of that paper. 
ъъ 
(f) у» G А< «/ and only ifvļe D¥, 
(g) Vj G Dyt if and only if G D„. 
(h ) there is exactly ime set v 6 U such that <p* 6 A*. 
Proof. Assume that t,y and г axe selected as indicated. By (d), 
C,Dt = CtC;{D!t Oj}„) m C , ( D „ П A . ) = 1>и < (2) 
for, evidently, C,C-a = C,a. Now, if p € A* then б С A* =­• Ал. but 
if G Ал then ipĻ, G С, Ал and, furthermore, ^ € Ал­ Therefore, (f) 
holds. Once again referring to (d), and using (a), (f), we obtain (g): 
<p» G Ал • » G C,(A, П Af) «• 3», 6 G A , & 6 D r f ) о 
** 3r e t7(« = u & v>; e AO *> y>, g A«­
As to (b), the assumption (b) provides, for any p G Vх. such an element 
v G U that y?" 6 Ал­ In fact, it is unique: by (g), (f), (c) and (a), 
<e» G D„ к <pļ G D„ ч>1 6 Ал & G А. о 
«*• v»K e Ал & tf» 6 А. щ ч%. e A^ n A. =*• y>S*„ g <* u = *. 
Thus, the lemma is proved. D 
Note that the property (e) was not used in the proof. On the strength 
of this lemma, the equivalence 
(3) 
where у & At, correctly defines a function i: Ux —» U for every term f. 
Obviously, i(yj) = ipx. Moreover, by (d) and (3), 
ч>e A, «> v»ec,(A.n Ал)** 3 u g i/(y>» б О „ & ^ е Ал> 
3u G {/(4т1) = v & Hf) = " ) <* 5(\p) = f(v»), . 
i.e., for all s and t, 
A = {y>Gt/x:%>) = r\y,)}. (4) 
In particular, we conclude that i m i if and only if At = 
LEMMA 5 . // the superdiagonal D is finitary, thin, for all assign-
ments ifi, Ф. 
* | Л : = ^ | Д , =* ?(*>) = < № ) . (5) 
Proof. Assume that <p \ At = ф \ At. The . Jso уз» | ( {y } U At) = 
Ф1 i (iv) u ДО *<>г any у g At and all t* e U. Let У be a finite support 
of Dpi; without loss of generally, we may assv ie tha' tp \ (X\Y) = 
фЦХ\У)апау^У. 
Therefore, <p and ф agree outside a finite set {x\,..., x„) = У \ At; 
we are only interested in the case n > 0. Now if yo* € Z)^, then € 
C,, • -CxnOyt = D ; (see (2)), and vice versa. So we obtain that, still for 
all u, <p* .6 Dyt •<=> ф* 6 A * . Now (3) leads to t(y9) = Кф), as needed. • 
Of course, Ax = { x } . It follows from the next lemma that 
Aw(tj,• •.,<п>) С A * i U . . . U A t m . (6) 
LEMMA 6 . If Ate Y and Y ф в, then t £ T[Y]. 
Proof. Let 5(0 be the set {Y С X : Va,0 6 Xх (a\Y = 0 | У =* 
at = 0t)}, where a,0 are the extensions of a,0 to endomorphisms of 
T. 5(t) is a filter of sets on X (cf. with 5(a) in sect. 2). In particular, 
every fini i set Z such that t € T[Z] belongs to 5(0­ Hence, At can Le 
presented as a meet of a finite number of members of 5(f), viz., subsets of 
such Z. So 5(t) contains At and, therefore, У as well. Now let с* : X —» У 
be any mapping»identical on У. Then aX С У, and t = at € T[āX| С 
Г [У]. • 
4 . Pi oof of theorem 3 
S ppose that D ie a finitary superdiagonal on U. For every operator 
i> € fi of arity m, define an operation w»j 
on U by setting 
W e ( « i , ­ . ­ . « n "< = ' ( * > ) . ( 7 ) 
where i = u/(t|, . . . , z m ) with all i , mutually distinct, and у is an as­
signment which assigrs the value u,­ to every X|. This lefinition may be 
rewritten in tae form 
w„(ipxu. .,<pxm)=i(<p), . 
where y> is already arbitrary. The operation wD does not depend on the 
choise of ip: if ф € Vх and фх\ = ipxu фхт = фхт, then, by v'5), 
i(ip) = t(0), for At С { i j , . . . , xm) (cf .(6)). It does not depend also on 
tie choise of x b . . . ,xm: if ipxt = <pylt <pxm = <pym, then, by (a), 
f € А , л П - • r\Dtmtn, hence, by (e), <p € Die, wheii f := w(yi , . . . ,y„ ) . 
Now i(*p) = '(y?) according to ( 4 ) . 
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Therefore, U is turned into an 0­algebra U. Ve now want to show 
that, for every assignment <p, its extension : T — V defined by 
* ' * = «"(V) (8) 
is a homomorphism T —• Г/. Given a term a = w[ti,..., f r a ) , select 
mutually distinct variables z j , . . . , t n on which the terms t ....f.„ do 
not depend, and denote by t the term w(xi,. . . , xm). By (6), Л»П As = 
Now let ф be an assignment such that, for all i = 1,..., m, 
ф I At, ш кр I At,, фц = f<(yo). 
Then Цф) = ?,­(¥>) by (5), JO фц = й(ф), i.e. ф € 1Ц for all • (see (4)). 
Also, З'.ф) = i(ip) by (6) and (5). By multiple use of (e), ф € U„ and, 
furthermore, t(^) = i(t/>). Hence, taking into account the definition (7), 
we obtain: 
. . . , t , =Š(v5) = e(tp) = t(^) = u .p(^z,,...,V m ) = 
= w»(<i(y>),..., t „ d » ) = « . ( p ' t , , . . . *'tm), 
i.e., у?* is really a homomorphism. 
Thus, tt"? constmcted algebra U has the following property: every 
assignment <p can be extended to a homomorphism T — U. The class 
K' of all such algebras is a variety (5, theorem 24.3], and T, being free 
over itself, belongs to this class. Therefore, T Minu out to be free on 
an infinite set of generators both in K. and K'. Hence, it generates both 
these varieties (cf. [5 §661), and we conclude that Л? = К and V € K. 
Moreover, y>* = <p, sc D is the superdiagonal of U by (8) and (4). The 
proof is completed. О 
Let us denote by P the class of all finitary superdiagonals on ar­
bitrary nonvoid sets. We have a mapping Ф : К —» V which correlates 
with every AC­algebra its superdiagonal. According to Proposition 1, this 
mapping is injectiv.. Independently of that propositi. <n the proof just 
above provides another mapping Ф : V —• K. Evidently, for all U € AT 
and D 6 V, ФФ1/ = U and ФФЯ = D. So we get 
COROLLARY 7 . Mappings Ф and Ф are mutually inverse, and give 
rise to a one-to-one correspondence between К and V. 
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J . Cīrulis. Univera&lo algebru superdiagonālea. 
Kopsavilkums. Fiksēsim varietāti XT un brīvu algebru T tajā ar sanumurējamu 
ģeneratoru kopu X. Ar XT-algebras V superdiagonāli sapratīsim tādu funkciju />. kas 
katram pārii (s,t) € T1 piekārto visu to novērtē jumu (t.i., funkciju у € C x ) kopu, kūtij 
"apmierina" "vienādojumu" з = 1. Rakstā parādīts, ka XT­algebras un to homomorfismn» 
var rrksturot superdiagonāļu terminos. Dots arī akaiomātisks superd:agonāļii apraksts 
kopā ar algoritmu, kā pēc patvaļīgas abstraktas sKperdiagonāles konstruēt tai atbilstošo 
algebru 
Цирулис Я. е в е р х д и а г о н а л и у н и в е р с а л ь н ы х а л г е б р . 
Ai ЮТаЧИЯ- Пусть Т ­ свободная • с е б е п л г е б р а с о сметным 
множеством сьобо/зных обра^увиих X , л % ­ порождаемо» а с п н о ­
.­ooopaJH» Под : аерхамагональю алгебры U из К бу^еп понимать 
еункиню D, которая каыдопу ' уравнению'^ C s . O ез ; е о п о с т а а л я ­
»­т мно«еет|»о тех "приписываний" *> «• V , которые ему " y j c e / i » v ­
•оряют" . Показано , что Я ­ а л г е б р ы и * < с в е р х д и а г о н а л и и о г у т 
быть характеризованы в терминах св >хдиагочалея Паны также 
аксиоматическое описание с в е р х д и а г о н а л е й а л г е б р н к о н с т р у к ­
ция, поэбо/­««> пая по такой а б с т р а к т н о й с в е р х д и а г о н а л и п о с т р о ­
ить с о о т в е т с т и у м у ю алгебру . 
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Matemātika 
ON ECSJIVARIANT HOMOTOPY TYPE 
S. M.AGHEEV 
Abstrac t . With help o f a new met.hod we prove the complete 
Genera l i z a t i on of Janes­Segal theorem ; Let G be a conpact 
group. X and 4 e r e metr ic G­ANE­spaces.Then f : X «V i s 
a G­horrotopy equiva lence I f f f 4 : * " i s a homotopy 
equ iva lence f o r every c l osed subgroup И-£ " 
AHS Sublect c l as ; l f l c a t l c n 57S15 
1. In t roduc t i on 
I .M.Janes and G.B.Segal [8J have proved a very lnportant 
theorem : l e t G be a conpact L i e group. X and 1 a r e separable 
n e t r l z a b l e G­ANE­spaces. Then G­map f : X • » У I s a G­ho­
rrotopy equlva l чтсе I f f f o r a l l c l osed subgrOurs H In G­iraps 
f H : K H ^ y H Q f н­flxed points are honotopy equiva lence 
In t h i s paper we obta in complete g e n e r a l i z a t i o n of th i s 
theorem < f o r a r b i t r a r y compact group ) . Equivariant ve rs i on of 
one of the Hanner theorems 16] С see theorerr, В ) [81 was used as ft 
key t o prove . Below we g i v e t h i s g e n e r a l i z a t i o n s . 
Theorem A. Let G be л compact group. X and 4 are гчы1г 
L e t ' s denote G­spaces as / . V . 2 . P . and so on : t h e i r 
o r b i t sr ces as У . Y . 2 . ? . and so on 
spaces. Then G­map f : X -4 I s a G­horrotopy equ iva l ence 
I f f f o r a l l c l o s e d subgroups H I n G .so t ha i GHteANE . the map 
f : if4 »\fH a r e horrotopy equl Val ence . 
Theorem B. l­et G be a conpact group, К I s a ne t r ī c G­ANE­­
space Then for every cove r ovscovdO there e x i s t 
G­CW­conplex IP and G­rreps f : K >IP and g :P ­it 
for which the composit ion g ­ f and 1^ a r e G­nomotopy r e l a t e d t o 
cover ot . 
2. Pre l im ina r i e s 
L e t G be a compact group and we assume that a l l spaces are 
Hausdorff . 
Main concepts and f a c t s of G­space theory can be found In 
151. L e t us remind some of them . 
D e f i n i t i o n ( 2 . 1 ) G­map f : A >X g l v e n on a c losed 
G­subspace of metric G­space Z we c a l l a par t i a l G­map 
г a * — к . 
D e f i n i t i o n ( 2 . 2 ) G­space X I s c a l l e d G­A[NlE­space ( I n 
syrrtf­ls . XeG­A[NJE ) I f e v e r y p a r t i a l G­ггер Z f­ >x 
•­.an be extended t o a l l 2 . e . g . t h e r e e x i s t s G­map f ' : 2 
X . f ' l f l~f I can be extended t o some open G­subspace V !. 
I f In the d e f i n i t i o n (2.2) the e x t e n t l o n of f i s p o s l b l e onl у 
In case , wtien dlrrtZ)*n . then the n o t i o n o f G­A[NlECn) a r i s e s . 
L e t ' s n o t e , that In the c l a s s o f metr ic G­spaces the not ions 
of G­A(M1E and G­ACN1R conc lde where G­AINJR means e q u i v a ­
r lant abso lu te tneighbourhood) r e t r a c t f o r the c l a s s of a l l 
metric G­spaces ( see (4J ) . 
Every po in t x o f G­epace X o r i g i n a t e s the f o l l ow ing 
ob j e c t s : an o r b i t GCx)­ ( g ­ x : geG ) and s t a b i l i z e r G x ­ { j «G: 
g ' x ­ « } which I s a c l o s e d subgroup I n G Each c l o s e d subgroup 
H In G ( In symbols. H<C­ ) o r i g i n a t e s a s e t of H­f lxed points 
х"ч xeX : H«G V >­l x : H­x­x } . G­map f c a r r i e s x" t o ЧЦ 
A 
and t h e r e f o r e map f 'W l^ rx " »yH I s d e f i n e d . 
I n the paper ( 1 ) the f o l l o w i n g c h a r a c t e r i z a t i o n of ne t r ī c 
ANE(0>­epaces has been proved. 
P r o p o s i t i o n ( 2 . 4 ) Let X be a n e t r ī c G­space Then the 
cond i t i ons f a ) ­ < c ) a r e equ i va l en t 
( a ) feANECO) : 
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( b ) f o r every point x there e x i s t s the convergent sequence 
{Xr,) such that GCx^eANE and ^ s G ^ ; 
( c ) f o r any point xeX and any oO there e x i s t a point x 
and G­map » ­G(x) f o r which p< x.>b</c­ . « x ) c A N E . 
<Иатр~* (.iō<£ . 
And f i n a l l y we would l i k e to remind some equlvar iant horrotopy 
not ions . 
Let X and V be two G­spaces, to I s a open cover ing of 
X , f t : X ­V ( Ostsi > I s a G­horrotopy ( e .g . f o r every 
t e t O . l l f L I s a G­roap ) . Then f t I s c a l l e d oj­G­horrotopy, I f 
f o r any xeX can be found an elerrent Veto so that ^ e V f o r a l l 
tc f .0 .1 ) . I t I s qu i t e c l ea r that I f « ­ p " 1 (&> "> . where w 'ecov fX ) , 
hence o»­G­horrotopy Induces on o r b i t spaces w'­horrotopy f : X 
>4 . 
The f o l l o w i n g statement charac t e r i z e s metric G­ANE­spaces by 
o>­G­horrotopy С see 110] ) 
Propors l t l on (2.5) I f f o r every cover otecovX of a rretrlc 
there e x i s t a G­ANE­space V and G­rraps f : X '\f and 
g : 4 — — — X so that g « f and 1 x are ct­G­homot oplс . then 
XsG­ANE 
We Introduce a notion o f G­horrotopy equ iva lence as usual ly . 
I f f ; X '4 I s a G­homotopy equ iva lence then f :X ­"d" 
and f^rX*1 V й are ord inary horrotopy equiva lence f o r any 
subgroup H<G . 
3. G­CW cop lex and equl va r i an t theorem of Hanner 
T.Matumoto (11.121 de f ined a G­CW complex for general 
t opo l og i ca l group and elementary p r o p e r t i e s of I t In t h i s note 
G­CW complex w i l l be de f ined as an ANE­space 
D e f i n i t i o n ( 3 . 1 ) Let G be a conpact group and H be a 
c losed subgroup of G so that Gx­HeANE. A c losed G­n­ce l l i s 
de f ined to be the G­space e^Vc­rO^A" .where A n I s n­slrrplex . 
D e f i n i t i o n ( 3 . 2 ) A pa i r (X .K ) of G­spaces X and the f a ­
mily of open G­ce l l s In X . K­( e^=X . Х л Л } . I s c a l l e d t o be 
a G­CW complex I f : 
( a ) * W K e x : Х е Л } ; ( b ) each G­n­ce l l e n has I t s 
G­cha rac t e r l s t l c map of a c l osed G­n­ce l l onto I t s c l o sure . 
tf:(G^)*An » ē " s x . s a t i s f y i n g 
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< Ы ) е " ( е^ г 1 ) х (Д п ч с 5 д п ) I s equlrnorfIsm on to е Г | •' 
<Ь2) boundary 6 e n K 7 t G ^ r l x 6 A n ) I s conta ined In the 
union o f a f i n i t e number o f G ­ c e l l s e£ wi th r<n 
( с ) X has the I d e n t i f i c a t i o n t opo l o gy wi th respect t o tne 
onto G­cha rac t e r l s t l c maps of X . etyl.U UGAOxA^ : ХвЛ > 
—:—»X , where U denotes t o p o l o g l c a i l d i s j o i n t union 
I t I s easy deduced that o r b i t space X o f G­CW complex X 
has a canonical CW complex s t r u c t u r e . Suppose tha t these Cf com­
p l e x X represents polyhedron wi th some t r l a n g u l a t l o n т . Then 
G­CW complex X I s c a l l e d t o be t h e G­polyhedron 
Using яп analogy argument w i t h t h e f u l l polyhedron l e t ' s 
In t roduce the no t i on of a f u l l G­polyhedron Le t Z ­ { GAi^ : Х е Л . 
G/H^cANE } be a f ami l y of homogenious spaces. An a r b i t r a r y po in t 
of GAi^ we s h a l l denote as [ g ^ l ; G­n ­ s lnp l e x ^ x ^ ' l S x ^ * 
I g ^ j with a g i v e n f i n i t e number o f po in t s ( g ^ J.Gxti^ I s 
c a l l e d a s e t of formal sums 
f E t f c ­ l g ' g ^ J : t k e ( 0 . 1 1 . Etfc­1 . geG > . 
I t i s c l ea r that ^ в х , , ' * • • * t g X n i , c f 9 X 0 ) * " ' 9 X ' l t K n 
The s e t FIZJ­C f g ^ b . . . ' t g ^ l : 1.­0.1,8 \*Л ) of 
a l l G­n­s lnplexes having weak t o p o l o g y r e ga rd ing t o G­n­slrrplexes 
I s G­polyhedron . FtZ Ī I s c a l l e d a f u l l G­polyhedron 
L e t ' в cons ider extensor p r o p e r t i e s of G­CW complexes. 
Theorem ( 3 . 3 ) Any G­CW complex IP I s a G­ANE­space. 
The schema o f the proof of t h i s statement I s g i v en be l low. 
Lemma ( 3 . 4 ) Any f i n i t e G­CW complex i s a G­ANE­space . 
Lerrma ( 3 . B) Let f: A HP be G­map of metric G­space 
orrto G­CW complex P . Then f f _ 1 < e n ) : e n r f > } I s the open 
In­variant l o c a l ­ f i n i t e cove r of A 
Lemma ( 3 . 6 ) Let Z =A * >X be a p a r t i a l G­map from 
metr ic G­space 2 onto Hausdorf G­врасе X Let X­ U arid 
U X^eG­ANE f o r any f i n i t e c o l l e c t i o n of Indexes . ! f the re 
e x i s t s such l o c a l ­ f i n i t e cover o f A . tf­CV^,) . so that f o r any у 
can bo found ft : f ( V y ) = X ^ . then f may b * oqu l va r l an t extended 
on sorte I n va r i an t neighbourhood . 
L e t ' s devo t e the l e f t part o f t h i s I tem t o the t i s c u s s l o n 
and prool of equl var iant Kanner theorem ­ theorem В 
Let XeG­ANE. I t I s known [ 4 ] tha t 
( I ) X I s equl var iant embedded 
G­space H. . X being c losed In IL ; 
( I I ) for an open cover ctecovX 
(ЗЕСОУХ such. that i s soon as G­maps f 0 . f , : X ­
onto some nor mad l inear 
the re e x i s t s an open cover 
X are 
and f 1­
o f some 
/3­еIosed . then there e x i s t 
Since XeG­ANE . hence 
i n va r i an t neighbourhood V 
such an open cover reeovU 
Image I s ref inement of (3 , 
s a t i s f y the f o l l ow ing cond i t i ons 
denote the s ta r refinement ) . 
According t o the propos i t i on ( 2 . 4 ) there e x i s t s an open I n va ­
r i a n t l o c a l ­ f i n i t e cover <-*х*ХкТ • t h e Г а п 4 1 У o f G­maps ( ? x : 
a­G­horrotopy F between 
G­re t r ac t l on г: V -
e x i s t s . where XeiWL . L e t ' s choose 
. cons i s t i ng of convex se ts . whose 
r ( y ) (3 . Le t open covers cf0.CJteeovtl 
and c o l l e c t i o n of po in ts f x , . ) such that 
( 1 ) 
( 2 ) 
( 3 ) 
( and thus. G.­G„ gANE ) ; 
( e ­ G T ) r c T } ct. 
Let us f i x some Invar iant p a r t i t i o n of the uni ty < W X ­
the 
inscr ibed I n t o cover 
The f ami l y Т-4<зЛзхУTeT of the homogenous spaces o r i g i n a t e s 
f u l l G­CW complex F t Z l . Lett 's consider the f o l l ow ing 
G­CWsubcom?lex (N=F(EJ . 9H.lgr ] ­ . . . ­ [ g _ ) 
­*> ) . The continuous G­map f : X IN 
by the formula f ( x ) •£<>,,.( x ) " l P t ( x > : T e T > . 
can be g iven by the for rail a h(E t j ' t g ­ g r ) 
к ) s i n c e ­ s T • 
I X g ­ g ^ ­ x , . : j ­ 0 . 1 к leVtey 
J ­ 0 . 1 . . . 
J ­ 0 . 1 . . . к )«»v/?0 
sequent ly . E t j ­ g ' g ^ d H 
L e t ' s v e r i f y that h­ f a^ l^ t r e l c * ] 
enough t o show that h­f and l j j a r e 
­ h ( l > r < x ) ' f P T ( x ) ) ­ r C l V ^ ^ ' g r ' X j ) . where g T ­ G T ­ « > . 
g_ ­S r\ eg S 
x o ъо x k *k 
I s c o r r e c t l y de f ined 
G­map h:6N ­ X 
: J­0.1 к )­*•<£ t j ­
•e . then LKg­g S ­ : 
and. con­
By proper ty ( 1 1 ) I t I s qu i t e 
/3­close. But h « f ( x ) ­
x and O r ' X r are (iQ­close . x and EV­
x and T{T»TiiO-lx'Y^.) are f3 ­c lose . • 
4 Equl va r i an t horrotopy t ype 
X X 
(Xl 'Xr 
T ( x ) e G ­ ­ G T 
are 
But 
y ­ c l o s e . 
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t h e r e e x i s t s a G­map u:K X . u l ^ ^ i . f * t P^v . 
Propors l t l on ( 4 . 3 ) Le i f : X « ­V be a map of G­CW com­
p l e x e s I f f o r eve ry subgroup H­eG . G^tteANE the map f " : X " 
— — « V H be a honntopy equ i va l ence . then the G­map f be a 
G­hoiotopy equiva lence . 
rteturroto proved the s i m i l a r statement f o r G­maps of p a i r s 
of G­CW complexes. 
These r e s u l t s of Hatumoto a r e used t o prove that a n e t r i c 
G­ANE­врасе has a G­horrotopy t y p e o f G­CW complex. The scheme 
of proof i s performed s i m i l a r l y t o C103. 
Propo r s l t l on ( 4 . 4 ) l e t X be a G­space. I f Х* 1­* f o r some 
subgroup H<G . G^leANE . then t h e r e e x i s t s such a G­map f:!P 
­X of G­CW complex IP . tha t f o r eve ry subgroup N«fi .G^He 
cAKE the map f N be a weak horrotopy equ i va l ence 
Propo r s l t l on ( 4 . 5 ) Let X be a metr i c G­A4E­epace . Then 
X be G­r.orrotopy equ lva l en ted t o some G­CW complex . 
This p r o p o r s l t l o n i s based on e q u l v a r i a n t Hanner theorem ( s e e 
1101). 
And f i n a l l y , every th ing I s r eady t o prove the theorem A . Let 
f : X »tf be such a G­map of G­ANE­spaces. that f be ­
honotopy equl va l ence f o r e v e r y H<G . G^HeANE. By ( 4 . 3 ) t h e r e 
e x i s t G­horrotopy equiva lences u:IP ­X and v­ 0 »t, 
where P and С a ' e G­CW cop l exes Then the G­map h ­ v ' ­ f ­ u : 
P 4} be a weak horrotopy equl va l ence , where v ' : t f —С 
and v are honrtopic i nve rse . From ( 4 . 3 ) I t f e l l o w s , that h be 
s G­hOTO'.opy equiva lence . Since f ­ v ­ h - i ; ' . where u ' and u a r e 
L e t ' s enumerate some r e s u l t s , ob ta ined by T. Matunoto С103. 
P r c p o r s l t l o n ( 4 . 1 ) Le t f : X *•* V be a G­map of 
G­CV complexes. Then f I s G­horrotoplc t o such G­map f ' , that 
f c a r r i e s r.­skeleton X * " 0 t o n­ske l e t on tf(n) f o r eve ry n^O. 
F r o p o r s l t l o n ( 4 . 2 ) Let f : X >Y be a G­map of 
G jpac6s. I f f o r every subgroup 4<G . G/HeANE map f K of 
H­ f lxed po in t s be a weak horrotopy e q u i v a l e n c e , then f o r eve ry pa i r 
i[AtK of G­CW complexes and f o r e v e r y c o r m m a t l v e diagram 
G­honotoplc I n v e r s e , then f be a G­horrotopy equ iva l ence , and I t 
completes the proof of the theorem A. • 
Coro l l a ry ( 4 . 6 ) I f a metr ic G­ANE­space X I s such that x" 
eAE f o r every subgroup H<G . GAieAHE . then XeG­AE 
Proof. Apply ( 4 . 5 ) t o the t r i v i a l G­пвр f : X — « ­ ( « О . " 
Coro l l a ry ( 4 . 7) Let the p a i r s o f metric G­spaces (X.Xn) and 
( Y . V q ) be such that X. Xq. V. 1a be G­ANE­npaces . Then G­map 
f : (X .Xo> <Ч.10} a G­horrotopy equiva lence of G­palrs 
I f f f o r every subgroup H<G . GxHeANE пар f H be a horrotopy 
equ iva lence of the corresponding p a i r s of spaces 
The proof I s performed s i m i l a r l y t o the proof of the theorem A 
with making use of the vers ions of ( 4 . 2 ) . ( 4 . 3 ) . ( 4 . 4 ) . ( 4 . 5 ) . ( 3 . 9 ) 
f o r the p a i r s of G­spaces. 
5. Concluding remarks 
The equl var ian t Manner theorem has some more app l i ca t i ons . 
Theorem ( 5 . 1 ) I f a im t r l c G­space XcG­ANE . then 
( 1 ) X t H , eG­ANE f o r eve ry H<G : 
( 2 ) X/rl€<GAij ­ANE f o r e v e r y normal subgroup H<G . 
For the G­CW complex X t h i s statement be ev iden t . In 
the cormon case theorem ( 5 . 1 ) f o l l ows from the theorem В 
and propors l t l on ( 2 . 5 ) . 
Coro l l a r y ( 6 . 2 ) Let H<G be a subgroup of the Abel lan group 
G I f X be a metric G­ANE­space , be a metric H­ANE­sp«iee. 
then the crossed product ХхцУ be a G­ANE­space . 
Proof. Consider the f o l l o w i n g ac t i on of group G*H on X 
and V : ( g . h l ­ x ^ g ­ h ' S x . ( g , h ) ­ y ­ h y . I t I s not d i f f i c u l t t o 
v e r i f y that X*(GxH)­ANE . V*<G*H) ­ANE,. But 
X ­ H t f 4 X * V ) X ( e } > H ) G ( G K W X ( e } x H ) ­ A N E . e .g . X* u»eG­AN£ . • 
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'AWARDS THE THEORY 03? CONTIHUITT DEJ7ECT 
А1ГО CONTINUITY HE.' SURE FOR МЛ1ТJUGS OV METRIC SPACEF 
H. Burg in , A . Šostak 
Summery. The concept o f the c o n t i n u i t y d e f e c t end the r e ­
l a t e d concept o f the c o n t i n u i t y measure f o r a mapping wi th va lues 
In л met r i c space are in t roduced and the cor respond ing t h e o r y i a 
be ing i n i t i a t e d . Ve cons ide r t h i s theo ry as a g e n e r a l i z a t i o n o f 
the c l u e s i c t h e o r y of cont inuous mappings made in i i n e with the 
i d e a s o f f u z z y mathemat ics . 
AM6 Sub jec t C l a s s i f i c a t i o n 5 W 0 
When d e a l i n g with e mepping o f m e t r i c s p a c e s , o r mora g e n e ­
r a l l y , wi th e. mapping o f t o p o l o g i c a l spaces , o f paramount irroo*­­
tance i s u s u a l l y the quest ion whether t h i e mapping i s cont inuous 
o r n o t . T h i e n a t u r a l l y l e ads t o cLe c l a s s i f i c a t i o n of a l l map­
p i n g s between met r i c ( o r t o p o l o g i c a l ) spaces i n t o "i^ood" ­ c o n ­ ' 
t i n u o u e , and " bad " ­ d i s c o n t i n u o u s o n e s . N o t i c e , however , that 
such a s t r i c t , c r i e p c l a s e i f i c a t i o n be ing co top le t e l j i n a c c o r ­
dance wi th the t r a d i t i o n s of modern mathematics, the r eason ings 
i n which a r e usua l l y based on tho two ­va lued ( " c l a s s i c " ) l o g i c 
and a r e b e i n g c a r r i e d o u t , e x p l i c i t l y o r i i r p l i c i t i j , i n the з е Ь ­ ' 
t i n g o f the ca t e go r y t h e o r y , seems t o be not always nutura l and 
e f f e c t i v e i f one aims a t app ly ing a g i v e n mathem­j t i c e l theory to 
the study o f models of systems and proces s e s i t . the r e a l w o r l d . 
We mean here f i r s t of a l l tha t when d e a l i n g w i t h r e a l p r o c e s s e s 
one can speak as a ru l e on l y about a known approx imat ion to fcne 
p r o p e r t y o f c o n t i n u i t y . On the o t h e r hand one hes to dlai­in­culsi. 
d i f f e r e n t d e g r e o s of d i s c o n t i n u i t y ­ r o u g h l y spe ik i . . ; ; i t s n e g l i ­
g i b l e and n o n ­ n e g l i g i b l e esrtoiita. 
Thua t h e r e ippeara ti»e n e c e s s i t y o f ruthera i fcii;«l concepts 
and t h e o r i e s .rtiicn would be f l e x i b l e ­ enou,:. t c dee l cozh with 
cont inuous and d i s con t i nuous mappings and to t­эке i n t o account 
the der ree o f d i s c o n t i n u i t y in c a s e of *;he l a s t ones . The i d e o l o ­
g i c a l 
and thematic^l b a s i s Jfor +:heoe concopfcs und t h e o r i e s can 
be L u k a s i e v i c l o g i c ( s ee e . g . [ 8 ) , [ 2 ] ) and the f u r z y s e t t h e o r y 
( n e e e . g . [ i c ] , [ l j , [ 4 j , [ 5 ) ) u h i c h has e x p e r i e n c e d a v i g o r o u s d e v e l o p ­
ment in t i i l a s t twenty f i v e y e a r s . In p a r t i c u l a r , t h e concept of 
a f u z z y c a t e g o r y i n t r oduced in £ 9 ] , i n which moroh isas are a l l o w ­
ed t o be such o n l y to some e x t e n t , c o u l d s u i t e t o t h e s e m e r i t s . 
The aim of . th is paper i s t o p r o p o s e <i c o n c r e t e approach t o 
the problem of measuring t h e d e g r e e o f ( d i s c o n t i n u i t y f o r mop­
p i n g s with v a l u e s i n m e t r i c spaces and t o some r e l a t e d prob lems , 
t o s t a r t t o d e v e l o p ibe c o r r e s p o n d i n g theory and to o u t l i n e some 
o f i t s p o s s i b l e a p p l i c a t i o n s . 
1 . The c o n t i n u i t y de f e c t ­nd tha meueure of c o n t i n u i t y : d e f i n i t i ­
ons and b a s i c p r o p e r t i e s . 
I t i s wel l ­known t h a t г mapping t-. X ­ » T where X end I a r * 
t o p o l o g i c a l s p a c e s , i s c o n t i n u o u s i f f f ( И ) с i ( к ) ­ f o r each subset 
M C X . (A deno t es the c l o s u r e o f a s e t A in t h e co r r espond ing topo­
l o g i c a l apace ) TOhus, in c a s e when the t o p o l o g y of T i s induced by 
m e t r i c О , the c o n t i n u i t y of f Just means t h a t the v a l u e d"(f , H ) : » 
sup e ( y , f ( M ) ) » «up_^ (y , f ( t i ) ) i s e q u a l to O . Horoove r , f o r e 
y t f f f i ) yt f lH) 
d i s con t i nuous mapping f t h e vr. lue d"(f , M ) can i n t u i t i v e l y do i n t e r ­
p r e t e a as the rap i t the borde r o f the s e t ti. Th i s r eason ing Jus­
t i f i e s the i n t r o d u c t i o n o f the n e x t d e f i n i t i o n : 
( 1 . 1 ) D e f i n i t i o n . L e t ( X , T ) be л t o p o l o g i c a l space und <Y , ? ) 
be a m e t r i c в р л с е . By tho d e f e c t of c o n t i n u i t y , or Just by t h e 
c o n t i n u i t y d e f e c t , of в capp ing f : I — I we c a l l the va lue 
d " ( f ) ­ sup d A f . H ) where оЧ i , К ) ­ вир. § ( f ( x ) , f ( К ) ) 
K C i xe 4 
( t h e uase d~(l") ­ со ie n o t exc luded­ I­) 
In t h e oeoue l in S e c t i o n s 1,2 jna 3 s jmbo ls X , J ,tļf end 
f a lways h i v e the :.one menninB us in t h o p r e v i o u s a e f i n i t i o n , 
un l ess spe c i - i i s t i p u l . t i o n s - r e mode. 
Using e lementary o r o p - j r t i c s of m e t r i c s one сад immedia te ly 
n o t i c e the v a l i d i t y of t h o next s t a t e m e n t : 
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( 1 . 2 ) P r o p o s i t i o n . c T ( f , K ) ­ sup in f ? ( f ( x ) , f ( x ' ) ) , 
x e R x*en 
e n d hence d * ( f ) ­ 8 up eup i n f 9 ( f f x ) , f ( x ' ) ) 
ИС X xt f t xteM 
For p r a c t i c a l purposes however i t seems more conven ient t o 
u s e another form of the d e f i n i t i o n o f c o n t i n u i t y d e f e c t ( s e e D e f i ­
n i t i o n 1 . - 1 " ) which la based on the g i v e n below concept of the ( l o ­
o a l ) c o n t i n u i t y defect o f a napping Bt a p o i n t . 
( 1 . 5 ) Def i r . i t i o n . By the 0­ocal) c o n t i n u i t y d e f e c t o f a mapping 
t a t a p o i n t x 0 « X we c e l l the v » l u e 
t f ( f , x 0 ) : ­ s n p { ? ( f ( x o ) , f ( M ) ) : MCX, х о еЙ ) . 
( T h e case £{t,xQ) ­ eo i s not e x c l u d e d . ) 
I n other words , 
d * ( f , x 0 ) & a where a * 0 , i f f ' o r each K c l such that x Q e Й 
at.d each £ > 0 t h e r e e x i s t s x e К s a t i t ­ y i n g the i n e q u a l i t y 
о ( f ( x 0 ) , f ( x ) ) < e + 6 . 
N o t i c e t h a t the c o n t i n u i t y of a mapping f e t a po in t x o e X 
j u s t means t h a t ( f ( f , x 0 ) ­ 0 . 
( 1 . * ) Депчагк. n o t i c e tnat in g e n o r r l d " ( f , x o ) | 4<f ( f , { x 0 l ) . 
Since . o v i o o eJy 3 u p d " ( f , x ) ­ anp eup 0 ( r ( x ) , f ( M ) ) « 
« X xeX Mcx 
x ( H 
eup eup P ( f ( x ) , f ( M ) ) ­ , < f ( f ) , we can re fo rmula te D e f i n i t i o n 
MCX xtM 
1 . 1 as f o l l o w s : 
( 1 . 1 ' ) D e f i n i t i o n . The c o n t i n u i t y d e f e c t of a mapping f i s 
d e f i n e d by the e q u u l i t y 
d ~ ( f ) ­ 8 и ^ ( Г ( Г , х ) 
Next wo s h a l l e s t a b l i s h some u s e f u l c h a r a c t e r i s a t i o n s <>f con­
t i n u i t y d e f e c t a t a p o i n t . By s e t t i n g < T ( f , x 0 ) ­ 0 tho r c . d e r can 
e a s i l y e x t r a c t f r e e t h e s e statements the well­>mown c h ­ r ­ c t e r i s n ­
t i o n s of contiuuous mappings (wh i ch , by the way, aerved ..s p r o t o ­
t ypes f o r our č h u r j r t e r i z a c i o n s ) . 
И . 5 ) P r e p o s i t i o n , d t f ; « J ­ sup i n f ? (JC(X ) ,J f f .Hj , 
V й г*щ 
I n other w e r l s . 
Ml 
d * ( f , x 0 ) i a, where a* 0 , i f f f o r each MCX such that­ x Q e R the re 
e x i s t s a l oun tab l e s e t H e N f o r which f ( f ( x Q ) , f ( H ) ) л a . 
Proof i e o b v i o u s . 
L e t now jf ( x Q ) denote the s e t o f a l l ne ighborhoods o f x Q e X . 
( 1 . 6 ) P r o p o G i t i o n . o r ( f , x ( J ) ­ SUD sup ? ( f ( x o ) , f ( K O U ) ) 
x o * " и<Л"(0 
P r o o f , b e t Л(1 ,y.Q) 9tond f o r the r i g h t p a r t o f the e q u a l i t y 
t o be proved . S i n c e х е У ( х 0 > , i t i s c l e a r t h e t c T ( f , x b ) s A ( f , x Q ) . 
C o n v e r s e l y , >ssurae that а < Д ( 1 ' , х 0 ) f o r some a t R . i'hen t h e r e 
e x i s t a s e t R such t i n t x 0 f e F and a ne ighborhood U € . V * ( x 0 ) s a t i s ­
f y i n g tho i n e q u a l i t y <ļ ( f ( x Q ) , f ( M Л U ) ) !> a . N o t i c i n g t h a t х 0 « Й л й 
we conc lude e a s i l y t h a t c T ( f , x o ) > a . Hence c f " ( f , x o ) ­ Д ( х , х с ) . 
I e t ( X | ) , e p be a ne t i n the opace X. The e n t r y ( x j O j 6 f . — » ­ x 0 
o r ­lust ( x r ) ­ » x 0 w i l l mean t h a t t h i s ne t c o n v e r g e s t o x 0 . We 
w r i t e l i e x r t o denote the l o w e r l i m i t o f ( : , ; r i i p i . e . the se t o f 
a l l i t s c l u s t e r p o i n t s ( s e e e . g . f 2 J ) . E x p l i c i t l y , x e l i m x , i f f 
f o r each \5&.jf(x) and each Y Q 6 Г chore e x i s t s if>t0 each tha t Xj&O. 
F o r a r ­ a l va lued n e t ( < i , ) | t r we s e t TpT * f t o denote i t s upper 
l i m i t , i . e . TTm л , ­ l im sup / л / | . (The cae e TT5" otf ­ e­» 
i s not e x c l u d e d ) . 
( 1 . 7 ) P r o n o ­ ; i t i o c . c T ( f , x 0 ) « я , >i С, i f f f o r each ne t ( x , ) 
conve­p­lne; to >: 0 , f o r each £ > 0 , und e­cl i У о е Г t h e r e e x i s t s У > £ 
such tha t ? ( f ( x 0 ) , f ( x , ) ) < a + c . 
P r o o f . AS3uw. That d " ( f , r 0 ) > e . Then . .ceoi­ding t o ( 1 . 3 ) 
the re ax i s ; . ( > 0 nnd II С .< sucb t h i t x ņ £ ГГ auu f < f ( x 0 , , f ( N . ) ) * 
Then having c o n s t r u e ... i ne t ( x , ) , f c f conr.­.inea" i n К ч.и. conve r g ing 
t o x 0 we con.^ude th . . . у ( f ( x Q ) . f Cx, ) ) ? s ­ f Го.­ ­Д1 
O r . v e r s o l y , l o c C x , ) f t r , bo a n e t i . & » 0 « « « h 
thsc f ( x , ) ) > ••• f o r ft f l a a a pur* 3±((.l\x,)). ­'i.en t h e r e 
e . i . i t * č P and f " 0 -such t . t e ( f ( x > , f ( x , ) ) v i»-r< f o r a l l 
с 
I.»t- :• . t x _ 1 if ^ jr.. i . I t i." easy i o t i č e " U t г л с К nd 
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? ( f ( x o ) , f ( M ) ) :» a + t and hence < f ( f , x o ) ^ n+£ > a . 
The p r e v i o u s p r o p o s i t i o n can be r e f o rmu la t ed as f o l l o w s J 
( 1 . 7 ' ) P r o p o s i t i o n . o " ( f , x 0 ) < a, a > 0 . I f f there e x i s t s 
t> 0 such that f o r each ne t ( x , . ) conve rg ing t o x o and each f € f 
t h e r e e x i s t s f?-f0 such tha t ? ( f ( x 0 ) , f ( x r ) ) < а­ С . 
Sinco i n a compact space each ne t has a c l u s t e r p o i n t , 
from P r o p o s i t i o n 1.7 one can e a s i l y g e t the f o l l o w i n g 
( 1 . 8 ) C o r o l l a r y . I f the space I i s compact, then 
0~<* . * 0 > ­ sup ? ( f ( x ) , ļ i m f ( x ) ) 
( 1 . 9 ) P r o p o s i t i o n . c f ( f . x 0 ) - eup l im f ( f ( x c ) , f ( x ^ ) ) 
In o th e r words ' ^ 
< f ( f , x Q ) £ a i f f f o r each ne t ( x , ) , e r c onve rg ing t o x Q and each 
£>C t h e r e e x i s t s У 0 such t h a t ( f ( x f ) , f ( x Q ) ) < : e+£ f o r a l l * > Г 0 . 
P r o o f . S e t A ( f , x Q ) to denote the r i g h t p a r t of the e q u a l i t y 
t o be proved and assume tha t ^ ( f , x Q ) > a . Then accord ing to ( 1 . 6 ) 
t h e r e e x i s t e > 0 , H C I wi th x Q e Я and V0<ž.jf(.xg) such tha t 
9 ( r ( x o ) , f ( M n C o ) > a » £ . Obv i ous l y f o r each ū€./t*(x 0 ) conta ined 
in C,, the i n e q u a l i t y P ( f ( x 0 ) , f ( M n 0 ) ) >• ь + £ i s a l so v a l i d end 
henee f o r e » ch l l e / ( x 0 ) one e­n f i n d a po in t ХцСКЛП f o : vhioh 
о ( f ( x Q ) , f ( х ц ) ) > a+£ . Thus a ne t ( * п ; ) ц £ У ( х ) * 8 obta ined where 
the s e t Jf(x0) i s d i r e c t e d by i n c l u s i o n : U < 0 ' i f f U' С U. From 
the c o n s t r u c t i o n i t i s ' o b v i o u s tha t (Хц) conve rges to x 0 and 
P ( f ( x o ) , f ( x g ) ) > a*£ > a f o r each Xg. . .owever , t h i s means tha t 
f ( f , x Q ) > a and hence A ( f , x Q ) > < P ( f , x 0 ) . 
C o n v e r s e l y , nseume that A ( i " , x 0 ) > « ; then the re e x i s t t>0 
and e n e t ( x ^ ) conve rg ing t o x o such that f o r e v e r y J Q t h e r e 
e x i s t s J f f 4 J f 0 s a t i s f y i n g the c o n d i t i o n о ( f ( x Q ) , f ( x , ) J z a . 
L e t И » { x^ : J ' ( f ( x 0 ) , f ( x J ) ) > a + t } . S i n c e o b v i o u s l y x Q e P end 
o ( f ( x 0 ) , f ( M ) ) j c < » £ i t f o l l o w s tha t о ( f , x Q ) > e and t h e r e f o r e 
d * ( f , x 0 ) ^ A ( f , x 0 ) . 
In case whun the space X i s f i r s t countab le i.in p a r t i c u l a r 
when i t i3 m e t r i r a b l e ) one can e a s i l y e s t a b l i s h the f o l l o w i n g 
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v e r s i o n s of P r o p o s i t i o n s 1 . 5 and 1 . 9 . 
( 1 . 5 * ) P r o p o s i t i o n . I f X i s f i r s t c o u n t a b l e , then 
< Г ( Г , х 0 ) ­ ­ Fup/f ( f ( x 0 ) , f ( H ) ) : H e x , х о е Т Г , 
( 1 . 9 * ) P r o p o s i t i o n . I f X i s f i r s t c o u n t a b l e , then 
< f ( f , x 0 ) ­ sup { т а r&xjc&jy* ( « a ) » n ­ * * e ^ • 
( 1 . 1 0 ) g x a a n l s . L e t X be the u n i t i n t e r v a l I ­ [ 0 , 1 J endowed 
with the t o p o l o g y T ­ 1 U: О С ( 0 , 1 ) } U U \ G: G C I , IG I <JC0t ( t h u s 
a l l p o i n t s o f ( 0 , 1 ] are i s o l a t e d and the p o i n t 0 i s cons ide r ed 
wi th co ­ coun tab l e t o p o l o g y ) , l e t T be the same s e t I hut c o n s i ­
dered i n i i ­s usual t c n o l o g y , and l e t f : X ­*• Y be the i d e n t i t y 
mapping. I t i s easy to n o t i c e t h a t d~(f , 0 ) - 1 w h i l e no countab l e 
s e t N c o n t a i n s the po in t x Q i n i t s c l o s u r e , and no sequence f rom 
( 0 , 1 j eenvorpies t o 0 in cne space X . 
In c ­ s e when the m e t r i c 9 i e bounded, sometimes i t may be 
r easonab l e t o c o n s i d e r the normed v e r s i o n o f D e f i n i t i o n s 1 . 3 and 
1 . 1 ' . 
( 1 . 3 ) D e f i n i t i o n . The normed c o n t i n u i t y d e f o c t o f a f u n c t i o n 
f e t a po in t x^ i s d e f i n e d by the e q u a l i t y 
г ( f , x 0 ) ­ — ­ — , 
whera d i e the d i •merer o f the s e t f ( X ) , i . e . d-supļ ? ( у , у ' ) : y , y ' t 
Ooviouel .v , t h e v . l u o а ( Г , х 0 ) . с ь п v a r y f rom О ^cor respond ing 
to the arise «Й»В I i s cont inuous o t xQ ) t o 1 ( c o r r e s p o n d i n g t o 
the гч p o s s i b l e ffip ­it * 0 ) . 
( I ^ ' l ) Del ' in t j i o c . ВЬ# norraed d e f e c t o f c o n t i n u i t y o f ч m ip­
pint* f i e d e f i n e d by the e q u a l i t y o ( f ) ­ s u p t f d * , * ) , o r e q u i ­
vn l c ­n t l y , by the formal^ <T ( f ) ­ ­ ī i «• 
d 
'* '..'a end nhis nacUon b j i nb roduc ing the concep t ol tho c o n t i ­
,,,iit:7 .ат.яг­п о? I i p j i n , ' ; ' o r us i t w i l l be a d e r i v a t e o f the 
'•enco.it i.i tue c o n t i n u i t y d e f e c t . 
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( 1 . 1 1 ) D e f i n i t i o n . Я м l o c a l c o n t i n u i t y measure A o f a 
napping f a t л p o i n t x Q e X i s d e f i n e d by the e q u a l i t y 
A ( f , x 0 ) -2 
0 1 + « f ( f , x 0 ) ' 
The c o n t i n u i t y measure X o f a mapping f i s d e f i n e d by 
^ ( f ) ­ i n f X ( f , x ) or e q u i v a l o n t l y , by 
X(i") * . 
In севе when the d iameter o f the s e t f ( X ) i s f i n i t e the f o l ­
l o w i n g approach to the c o n t i n u i t y measure cou ld be p r e f e r a b l e : 
( 1 . 1 2 ) D e f i n i t i o n . The ( l o c a l ) c o n t i n u i t y measure 
o f a mapping f a t a po in t x Q € X i s d e f i n e d by the e q u a l i t y 
^ » ­ ( f , x 0 ) • 1 ­ d * * ( f , x 0 ) . The c o n t i n u i t y measure J*- o f a mapping 
f i s d e f i n e d by /L<t) ­ 1 ­ < T ( f ) o r e q u i v a l e n t l y , by 
/ t ( f ) ­ i n f f - ' t , x ) . 
a r e a d e r can e a s i l y r e f o r m u l a t e the statements o f t h i e s e c ­
t i o n i n such a way tha t i n s t ead o f the c o n t i n u i t y d e f e c t the 
measures o f c o n t i n u i t y X and 1*- are used . 
2 . On the behav iour of c o n t i n u i t y d e f e c t s under va r i ous 
o p e r a t i o n s 
In t h i s s e c t i o n we s h a l l i n v e s t i g a t e how va r i ous o p e r a t i o n s 
on mapping.. ­ such as the r e s t r i c t i o n o f a sapp ing , the diagona l 
of a family o f mappings, the product o f mappings e . a . can i n ­
f l u e n c e the c o n t i n u i t y d e f e c t . To be more p r e c i s e , w e s h a l l t r y 
to es t ima t e t o what e x t e n t the c o n t i n u i t y d e f e c t of the i n i t i a l 
mapping ( o r mappings) dete rmines the c o n t i n u i t y d e f e c t of the 
r e s u l t i n g mapping. 
The p r o o f of the f i r s t two s ta tements i s obv ious and there­
fore o m i t t e d . 
( 2 . 1 ) P r o p o s i t i o n . Let X' be a subspacs e f a apace X and 
f t X" ­*­ Y be the r e s t r i c t i o n of a mapping f: X -+t t o X* . 
Then « T ( f ) « c T ( f ) . 
ъ*. 
( 2 . 2 ) P r o p o s i t i o n . L e t X * , « « i . , be a d i s j o i n t f am i l y o f , 
t o p o l o g i c a l s p a c e s , i. ­ © X e t h e i r d i r e c t sum and ft X-* i a 
mapping. Then <T ( f ) • sup <f ( f ^ ) where Jt^  i s the r e s t r i c t i o n o f 
t t o X,, . * 
( 2 . 5 ) P r o p o s i t i o n . L e t ( T , , , ? , , ) , ( T 2 , ? 2 ) be s e t r i o spaces an 
l e t ( T . 9 ) be t h e i r product where УЧУ .У ) ­ V Y ^ y . ­ . y ' , ) * f ^ y ^ . j ' g ) 
( y ­ ( y ­ 1 t T 2 ) « y ' ­ ( y ' ­ i i 7 2 ^ ­ f " г 1 ^ х 2 ; : " * Г 1 , Т 2 i e t h e d l ° 8 ° n e l 
o f mannings X\: X ­ ^ T j , i ­ 1 , 2 , then max i d ~ U . , , x 0 ) , < T ( f 2 , x 0 ) } «S 
d * ( f , x 0 ) 4 v ' c * " J ( l ' 1 , x o ) 4 ­ d " 2 ( f 2 , x o ) f o r each p o i n t x o e X and 
mat t< f ( f . , ) , C T C F G » * ^ * ) * ^ ^ ) * ^ 2 ^ ) . 
P r o o f . L e t ­ u s denote <J " ( f j , x o ) ­ b ^ , i ­ 1 , 2 and a = v b ^ + b* . 
Ī O sbow the i n e q u a l i t y d " ( f , x Q ) i \/b^ +• Ъ 2 we can assume t h a t 
b / ) , b 2 < « > t a < d " ( f , x 0 ) . 'i'hen from, ( 1 . 3 ) ±-s i s c l o a r that thei­e 
e x i s t M C X the c l o su r e o f which c e n c a i n s x Q and а геь.1 number £>0 
such that 9 ( f ( x 0 ) , f ( H ) ; > a +C . Choose now 6> fc s a t i s f y i n g the 
i n e q u a l i t y V (b^ + d)~ +• ( Ь э + б ' ) * ^ a + £ . On tho o t h e r hand, 
s i n c e x 0 « H and d * ( f ^ , x o ) ­ b ^ , a c c o r d i n c t o 1.6 f o r each p e i g h ­
boroood U o f x Q one can f i n d a p o i n t Хц€ М О О such t l a t 
9 ( f 1 ( x 0 ) , f 1 ( x „ ) ) Л b^+rf о C o n s i d e r t h e s e t - ļ JCņ i П « / ( » „ ) | 
thus o b t a i n e d . O b v i o u s l y , x Q e >Ц and t h e r e f o r e , s ince d 4 f . , , x 0 ) ­ i 
b 0 + e acco rd ing t o 1.5 t h e r e e x i s t s a p o i n t x ' e H 1 such tha t 
О ( f , ( x 0 ) , f 2 ( x ' ) ) * s 2 « ­ < . 
I t i s e a s y t o n o t i o e now t h e t p ( l ' ( x ^ , f ( K ) ) « ? ( f ( x 0 ) , fCx " ) ) 
­ V 9 | ( r 1 ( « e ) . * 1 ( x ' ) ) + * | ( f 2 ( x 0 ) , f 2 ( x ' ) ) ž V C T O ^ ­ O ^ V * ) 2 * 
.c a ­tt . The ob ta ined c o n t r a d i c t i o n Maris fcht»t <f ( f , x Q ) < 
, v / r a ­ 1 . V + < f 2 < f 2 ­ x o > • 
The i n e q u a l i t y m a x { d " ( f 1 , x ( > ) , H*l,xJ J * « f a i ^ ) f o l l o w s 
e a s i l y from the e v i d e n t i n e q u a l i t y 9 A ( f t ( x ) , f ^ x ' } / * 
9 ( f ( x ) , f ( x ' » , 1­1 ,2 . 
F i n s l l y , the i n e q u a l i t i e s e s t i ­ w s i n g the d e f e c t «Г (X ) r ­ l l o w 
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e a s i l y from the e v a l u a t i o n s o f the l o t Л d e f e c t c f ( f , x 0 ) . 
(The e q u a l i t y < T ( f , x o ) ­ vV 2 ( f_ , , x Q ) 4­<T 2(f 2 , x Q ) g e n e r a l l y 
does not h o l d . To moke sure o f t h i a one can cons i d e r the f o l l o w ­
i n g example . L e t X • Y ­ R ( t . . e r e a l l i n e endowed w' h the usual 
m e t r i c ) , c € R be a f i x e d po in t and l e t f u n c t i o n s f^ X ­ * Y be 
d e f i n e d as f o l l o w s : 
I 0 , i f x ­ c c I 0 i f x < с 
­ Ь , i f x>c a i d *2<*> " l 1 i f x>c . 
I t i s easy t o n o t i c e tha t < Г ( ^ ) ­ с Г ( ^ , с ) ­ 1 f o r i ­ " , 2 , 
end o ( f ) ­ <T ( f ,o) ­ A ( < v 2 ) . ) 
Toge the r wi th the m e t r i c p used in P r o p o s i t i o n 2 . } the 
product I • « " j i s o f t e n endoweo. with o the r met r i c s conn t i b l e 
wi th the product t o p o l o g y . D e f i n i t e analogues o f P. j p o s i t i o n 2 . 3 
are v a l i d f o r these m e t r i c s , t o o . Рог example, r eason ing i n a 
manner qu i t e s i m i l a r t o the one used in the p r o o f of 2.3 
i t i s easy t o e s t a b l i s h the f o l l o w i n g f a c t s (X,Y,j , T 2 , Y , f , f 2 and 
f have the same meaning as i n P r o p o s i t i o n 2 . 3 ) : 
( 2 . 3 ° ) P r o p o s i t i o n . I f Y i s endowed, w i t h t h e met r i c f 0 
where o ° ( y , y ' ) ­ ?. , (* . , fyJļ> + ? 2 ( у 2 , У £ ) . then mBx[S(t^xoļ,S(.t2,x0)\ 
* d " ( f , x 0 ) 4 0 r ( f 1 , 3 O ) + ( T ( f 2 , x o ) f o r each p o i n t x o e X and 
» a x t o ' ( f 1 ) , o r ( f 2 ) ) ^ d - ( f ) i < f ( f 1 ) + « - ( f 2 ) . 
( 2 . 3 * ) P r o p o s i t i o n . I f X i s endowed w i th the metr i c ? " 
wbere o * ( j , y - ) - . . x . O ^ Y j . y l ) , then d * ( f , x 0 ) - max 0 ( f ļ t x o ) 
i—1,2 i - 1 , 2 
and d"(f ) - max d * ( f . ) . 
i - 1 , 2 1 
In an obv ious way by i n d u c t i o n P r o p o s i t i o n 2.3 as w e l l as 
P r o p o s i t i o n s 2 . 3 ° and 2 . 3 * can be extended t o the case o f an 
a r b i t r a r y f i n i t e number o f f a c t o r s : f^: X - » Y i f 1 - 1 , . . . , n . More ­
o v e r , pa t t e rned a f t e r the p roo f o f 2.3 i t i s not d i f f i c u l t t o 
e s t a b l i s h the f o l l o w i n g i n f i n i t e analoque o f P r o p o s i t i o n 2.3 
( 2 . 4 ) P r o p o s i t i o n . L e t ( * n , ? n ) , n t H , be в countab le f a m i l y 
o f metr ir paces such tha t l ? n l ž 1 , and l e t ( Y , ? ) be t h e i r p r o ­
duct wheu ; л ō ~ 
9 ( y . y ) ­ \ / Z 2 n ? n ( V ^ 
5 ' 
I * f ­ Д * ' п : X ­ * ­ T i s the d i a g o n a l o f the mappings i^: X ­ * ­ T n , 
n f e U , then <f ( f , x 0 ) i \ / z 2 ~ n 6 " ( r n , x o ) f o r each p o i n t x Q € X 
o 4 f ) ž V z 2 ­ n ( f 2 ( 0 . 
and 
( 2 . 5 ) P r o p o s i t i o n . L e t ( T 1 , ? 1 ) , ( T 2 , f 9 ) be met r i c s p a c e s , 
X 1 f X 2 t o p o l o g i c a l spaces and l e t Г ­ f 1 « f j t X ^ I j ­ * f^  x T 2 
be <he product of mappings f jS X i ­ * r j _ » i e 1 t « , » ­here Т., x X 2 i s 
endowed wi th the same m e t r i c p a s i n P r o p o s i t i o n 2 . 3 . Then 
< T ( f ) ­ V r f 2 ( f ^ ) + d ­ 2 ( f 2 ) . 
P r o o f . Talce a po in t x ° ­ ( x ! J , x| ) e X^ x X 2 ­ X and l e t b^ ­
6 " ( ^ , х ° ) , b ? d ~ ( f 2 , x 2 ) . J* s h a l l r e s t r i c t o u r s e l v e s i n the 
p r o o f w­'th the case woen and b 2 a r e f i n i t e ; the case when one 
o r both of b ļ i s i n f i n i t e can be p r o v e d s i m i l a r l y and w i t h 
obv ious s i m p l i f i c a t i o n s . 
To p r o v e the i n e q u a l i t y <f( f ,J 3) 6 V b 2 + b | - a assume tha t 
< f ( f , x o ) > a and choose £>0 and ^ > 0 such t h a t d ~ ( f , x ° ) > i + £ > 
> V / ( d 1 + o ) 2 + ( b ? + o ) 2 . Then a p p l y i n g P r o p o s i t i o n 1 . 9 we can 
f i nu i ne t ( x * ) , t p in X c o n v e r g i n g t o x ° 3uch t h a t ° ( f ( x ° ) , f ( x r ) > 
a t t . B e j i d e s , as i t i s c l e a r f rom 1 . 9 , w i t h o u t l o s s o f g e n e r a l i t y 
we can assume t h i s net t o be u n i v e r s a l ( s e e e . g . С 6 ) ) . 
Since the image of a u n i v e r s . 1 ne t i s u n i v e r s a l [ 6 ) , the 
c o o r d i n a t e n e t s ( x f , ) , t r and ( x | ž , e r a r e u n i v e r s a l and b e s i d e s , 
they obviou i l y converge t o p o i n t s x° and x | r e s p e c t i v e l y . R e c a l l ­
i n g t l i a t J ( f i t x ° ) ' b i t i ­ 1 , 2 and a p p l y i n g a g a i n P r o p o s i t i o n 
1 . 9 we can conc lude the t t h e r e e x i s t S ļ , i - 1 , 2 such t h a t 
° ( f i ( x ° ) , f i ( x j ) ) < b ^ e " f o r a l l t>*i . Howaver , t i . i s w i l l e a s i ­
l y l e a d to a c o n - r a d i c t i o n i i one ' t akes XH*, where T * > » 1 and 
v * у. fs . Hence o " ( f , x 0 ) ­= vA>2 + b 2 . 
To e s t a b l i s h the o p p o s i t e i n e q u a l i t y assume that d " ( f , x ° ) < 
V ^ b f + b ^ and choose £>0 and « "Х) i n such a way that d~(.t,x°)+t < 
v/ C&.­.4 > ' « • ( b 2 ­ c ) 2 . Then f o r i ­ 1 , £ one can f i r­d a s e t n^C X± 
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such tha t X l f e H i and ? ļ ( l ' ( x * ) , f ( 1 ^ ) ) ^ b± - d . L e t M - M.,* Ид . 
I t i e eaey t q n o t i c e t h a t p ( r ( x ° ) , f ( h ) ) > У/(Ь,,-б* ) 2 + ( b 2 - d ) 2 > 
3><5"(f , x ° ) + £ > ( r , x ° ) , and hence cT ( , x Q ) * V b 2 + b | . 
To comple te the proo f n o t i c e tha t 6 (1*) - в и р с г ( х , х ) -
j r _ xtX 
sup \JcS2(t.,x^ +• o" 2 C f p . x , ) - \/ s u p ( f ' : C f 1 , x . ) + sup c f ^ f - . x - ) -
Reasoning i n • s i m i l a r way one can e s t a b l i s h the ana logues of 
t h i s p r o p o s i t i o n in ease when the met r i c s p ° (2.3°) and p * (2.3*) 
are used i ns t ead o f the m e t r i c p . 
P a t t e r n ' i a f t e r the proo f , o f P r o p o s i t i o n 2.5 i t i s n o t d i f f i - ' 
c u l t t o e s t a b l i s h a l so i t r i n f i n i t e ana logue : 
( 2 . 6 ) P r o p o s i t i o n . L o t %n, nfcttl, be a f a m i l y of t o p o l o g i s a l 
spaces and ( T n , V \ ) be a f a m i l y o f met r i c spaces such t h a r \ ? n | ч 1. 
b e t ? ( y , y ' ) - V^ Sŗ 2 " n ? n ^ y u « 7 n ^ 0 0 t b e m e t r J e o n t h e p roduct • 
T - f^l T n , 1 s t X - T^lXn and l e t f - ņ f n i X - » - Y be t h e product 
o f mappings f n i ! „ — - V Then 6 " ( f , x ° ) - \ļ Ķ 2 _ n c T 2 ( f b , x £ ) f o r 
each p o i n t x ° « * and d ~ ( f ) - \/ Ķ 2 _ n < f 2 ( l * n ) . 
3 . The c o n t i n u i t y d e f e c t i n case o f a normed a l g eb ra 
In t h i s s e c t i o n i t i s assumed a d d i t i o n a l l y tha t ( T , II II) i s a 
normed a l g e b r a . 
( 3 . 1 ) P r o p o s i t i o n . For any mappings f , g : X - * Y the i n e q u a l i t i e s 
d " ( f + g , x 0 ) * d " ( f , x 0 ) + c T ( G , x 0 ) and (FCf + g ) * d " ( f ) + s " ( g ) h o l d . 
P r o o f . N o t i c e f i r s t t h a t ° ( ( f + g ; ( x ) , ( f + g ) ( x « ) ) -
- I ( f + - g ) ( x ) - ( f + g ) ( x ' ) l * U ( x ) - f ( x , ) | + B g ( x ) - g ( r ' > l | -
- ? ( f ( x ) , f ( x ' » ) + 9 ( 8 ; x ) , g ( x ' ) ) . 
iesu.'i)i now that the re e x i s t s a po in t x Q e X such t h s t 
< f ( f - r g , x 0 ) > a > o"(f , x 0 ) + J ( g , x c ) •» 2a * o r some a , < > 0 . 
Then a c j o r d i n g t o P r o p o s i t i o n 1.9 t h < r * j x i a t s i net ( x i ) , ^ such 
t h a t ( x , ) - * x Q and p ( ( f + g ) ( x , ) , ( f + g ) ( x c ) ) > a f o r e l l lef*. 
B e s i d e s , w i thout l o s s o f g e n e r a l i t y we may assume tha t the ne t i s 
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un i v e r sa l Сб ] . On the o t h e r hand a c c o r d i n g t o 1 . 9 t h e r e e x i s t 
Гл,ГгеГ such tha t ? ( f ( x , ) , f ( x 0 ) ) < 1 ( ^ + 6 f o r a l l ГЙ'Л and 
9 (.S\X, ) ,s(.XQ')j <. o" (g ,x^*r f f o r a l ' . Tak ing now Jfe Г such 
that 1 1С, and t>-r2 we g e t y4(f T g ) ( x , ) , ( f g ) ( x 0 J > 
° ( f ( x , ; , f ( x 0 ) ) + 9 ( g ( x / ) , g ( x 0 ) ) but t h i s c o n t r a d i c t s the inequa­
l i t y e s t a b l i s h e d s t the beg inn ing o f the y r o o f . The ob ta in ed c o n t ­
r a d i c t i o n means that <f ( f* e , x t V « <Г (Г .х о ) + J* ( g , x 0 ) . 
Taking i n the l e s t i n e q u a l i t y the supremum when x Q e X we 
e a s i l y corae t o the i n e q u a l i t y < f ( f + g ) A <T ( f ) ­ » ­ c f ( g ) . 
Since obv i ous l y d""( f ) ­ S < ­ f ) ( s e e e . g . ( 3 . 6 ) ) , from P r o p o ­
s i t i o n 3 . 1 f o l l o w s e a s i l y 
( 3 . 2 ) C o r o l l a r y . d ~ ( f ­ g ) > W ( f ) ­ d " ( g ) l f o r any mappings 
f , g : X ­ T . 
( 3 . 3 ) P r o p o s i t i o n . Por any f , g : X \ ind any * 0 £ X the i n ­
e q u a l i t y d ­ ( f ­ g , x 0 ) ž t f ( f , x 0 ) ­ | g ( x 0 ) | + ( f ( g , x 0 ) . | f ( x 0 ) | t c ­ ( f ^ ) ) 4 r ( b x 0 ) 
h o l d s . 
P r o o f . N o t i c e f i i s t that f o r each point ­ x « X 
? ( ( x ­ g ) ( x 0 ) , ( f e ) U ) ) ­ l ( f ­ e ) ( x ) ­ ( f ­ g ) ( x 0 ) i « | f f x ) ­ f ( x 0 ) | | g ( x ) l + 
H g ( * ) ­ g U 0 ) | ­ l f ( x o ) | ­ » ( f ( x ) , f v X 0 ) ) | g ( x ) | + 9 ( B ( x ) , g ( x 0 » | f ( x o ) | 
^ j ( f ( x ) . f ( x 0 ) ) ? ( g ( x ) , g ( x o ) ) + 9 ( f ( x ) , f ( x 0 ) ) • I g ( x 0 ) | + 
9 ( g ( x ) , g ( x 0 ) ) B f ( x 0 ) | . 
To show the i n e q u a l i t y <5"(f­g , < d*( f , x Q ) » g ( x o ) K + d 4 g , x 0 ) ­
ļ f ( x Q ) | + d " ( f , x 0 ) - d " ( g , x 0 ) assume tha t t h e r e e x i s t p o s i t i v e 
numbers a, 6 such that d"( f g , x 0 ) > s > ( d " ( f , x o ) + 6' ) » g ( x Q ) | + 
+ ( 0 " ( g , x o b d ) - I f ( x 0 ) | + ( <f ( f , x 0 ) + o ) ( < T ( g , x 0 ) + d ) . 
Then accord ing t o 1 . 9 the re e x i s t s a ne t ( x , ) converg ing t o x 0 
and such tha t f o r a l l < € Г ? ( f • g ( x , ) , f • g ( " t Q ) ) > a. B e s i d e s , without 
l o s s of g e n e r a l i t y we may assume t h a t ( x ( ) i s u n i v e r s a l . 
Now, app ly ing 1 . 9 a g a i n , we conc lude t h a t the re e x i s t jr., and 
« 2 « . r eaoh that 9 ( f ( x 0 ) , f ( x , ) ) *­ <T(f ,x0)*6 f o r Г and 
9 ( e ( x 0 ) , g ( x , ) ) <. < T ( g , x 0 ) + d f o r » > » 2 . Cheese now If*. 
Then, combining the ob ta ined i n e q u a l i t i e s we e a s i l y g e t 
? < ( f ­ g ) U 0 ) , ( f . C ) ( x , » > ( f ( V , r ( x o ) ) i g ( x 0 } | | + f ( g ( x I ) l S ( X o ) ) n f ( x 0 ) i | + 
? ( * ( х , ) , * 0 г о ) ) • ? ( g ( x p , s ( x e ) ) . However, t h i s c o n t r a d i c t s the i n ­
e q u a l i t y e s t a b l i s h e d at the beg inn ing o f the p r o o f . 
I f f and g a r e bounded by ccnetanta <* and ļi r e s p e c t i v e l y , 
then from ( 1 , 2 ) e a s i l y f o l l o w s t h a t о ( f ­ g ) * d " ( f ) / » + J ( g ) e c + 
o r ( f ) , < f ( ? ) . However , in t h i s cas e r eason ing s i m i l a r l y е е i n the 
p r o o f of ( 3 . 2 ) bat with obv ious changes one лап e a s i l y e s t a b l i s h 
a more p r e c i s e e v a l u a t i o n o f o r ( f ­ g ) : 
( 3 . * ) P r o p o s i t i o n . L e t f . g i X X be mappings buoh t h a t 
i f ( x ) | * o < and *g(x )|4y* f o r a l l x t X (­<,у»6.Ь). x'hen 
<T(f­g)=S < f ( f ) y i ­ K f ( g ) . * 
( 3 . 5 ) Remark. I t i s easy t o f i n d mappings f , g : В ­» IR such 
t h a t d" ( f ) ­ t T ( g ) (where « i s an a r b i t r a r y p o s i t i v e number ) , 
< ^ ( f v g ) ­ 2 л i nd < f ( f * ( ­ g ) ) ­ 0 , Hence the e s t imec i on g i v e n by 
P r o p o s i t i o n 3 . ' i o unimprovab le . I t i s a l s o not d i f f i c u l t t o con­
s t r u c t examples showing the im imj>rovab i l l t y o f the e s t i m a t i o n s 
g i v e n by P r o p o s i t i o n s 5.3 end 3 . * . 
( 3 . 6 ) P r o p o s i t i o n . For any mapping f t ' I ­ ^ ' l and any constant 
* * K i t ho lds < f ( * f ) ­ l * l £ ( f ) „ In p a r t i c u l a r , < f ( ­ f ) ­ c T ( f ) . 
Proo f i s obv ious and t h e r e f o r e o m i t t e d . 
( 3 . 7 ) Remark. S ince a f u n c t i o n i s cont inuous i f f i t s c o n t i ­
n u i t y d e f e c t equa l s t o r e r o , P r o p o s i t i o n s 3 . 1 , 3.3 and 3 . * immedia­
t e l y imply the wel l ­known theoroma c f c l a s s i c a l mathemat ica l ana­
l y s i s s t a t i n g tha t о sua and a product o f two cont inuous f u n o t i o 
a r e c o u t i n u o ­ s . 
( 3 . 8 ) Remark. Obv ious ly , the analogues o f s ta tements o f t h i s 
s e c t i o n ho ld a l s o f o r the normed c o n t i n u i t y d e f e c t ^ ( f ) . 
( 3 . 0 ; Вео,згк. *n i n t e r e s t e d r eade r can e a s i l y r e f o rmu la t e 
the s ta tements o f t L i s s e c t i o n i n sucb a way t h a t i n s t e a d o f Vi 
c o n t i n u i t y d e f e c t the c o n t i n u i t y measures \ and A a r e used. 
For example i t f o l l o w s e a s i l y from P r o p o s i t i o n З И , f o r A 
two mappings f , g : X ­ » Y the f o l l o w i n g i n e j u t l i t i e s ho ld « 
/ i ( f + g ) > fUj+fie) ­ 1 
and 
X ( f + g ) > 
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X ( f ) ­ X ( g ) 
X(r ) + X ( g ) ­ X ( f ) X ( g ) 
4 . The non ­ expar .d ib i l l t y d e f e c t and t h e measure o f поп­етрaud i ­
b i l i t y 
An e s s e n t i a l shor tage o f the i n v a r i a n t < f ( f ) ae w e l l as o the r 
i n v a r i a n t s d iscussed i n the p r e v i o u s s e c t i o n s i s t h a t they can be 
comp l e t e l y d i s t r o y e d by the o p e r a t i o n o f c o m p o s i t i o n . For example 
l e t the mappings f , g : U­ » ­K be d e f i n e d by the e q u a l i t i e s f ( x ) ­ f x j 
and g ( x ) ­ x 2 . Then, o b v i o u s l y , <T ( f ) m 1 , c T ( g ) ­ 0 but d " ( g « f ) ­ ° o . 
Th i s obse rva t i on means,in p a r t i c u l a r , t h a t the c l a s s o f a l l 
metr i c spaces as the c l a s s of o b j e c t s and the c l a s s o f a l l c a p ­
p ings between them ss the c l a s s o f p o t e n t i a l morphiems t o g e t h e r 
w i t h one o f the c o n t i n u i t y d e f e c t s ( cT o r d* ) can not be c o n s i d e r ­
ed as a fussy ca t e go r y i n the sense o f С 9 ) . E s s e n t i a l l y b e t t e r 
from t h i s point o f view behaves i t s e l f another i n v a r i a n t ­ the so • 
c a l l e d n o u ­ e x p a n d i b i l i t y d e f e c t o f a mapping, which i s the sub j e c t 
o f t h i s s e c t i o n . 
The standard s i t u a t i o n i n t h i s s e c t i o n i s as f o l l o w s . ( X , ? j ) , 
( Т , У у ) " r e m e t r i c spaces and f : X ­*• T 1 s a mapping. 
R e c a l l tha t a mapping f i s c a l l e d non­expanding I f 
^ W x ^ . K x , ) ) * ^ ( i , , ! , ) f o r any x0,KybX . 
( 4 . 1 ) D e f i n i t i o n . A, mapping f : X ­ * T i s c a l l e d fc­non­expan­
d i n g ( C » 0 ) i f S , T ( f ( x 0 ) , f ( x 1 ) ) * f x < x 0 , x 1 ) + 6 f o r a l l x 0 , x 1 e X . 
Le t Xf ­ ( е . : €>0, f t X — T i s t­non­expanding \ . I t i s 
easy to n o t i c e tha t 
( 1 ) i f e e E j a n d £ ' > t , then t'e E f » 
( 2 ) i n f Ee « I f i 
( 3 ) i f ? T * 1 , then 1fe E f . 
( 4 . 2 ) D e f i n i t i o n . The va lue d~v ( f ) ­ i n f E f i s c a l l e d the 
d e f e c t o f n o n ­ e x p a n d i b i l i t y of the mapping f . 
( 4 . 3 ) Remark. Obv ious l y a mapping f i s non­expanding i f f 
i i ( t ) ­ 0 . 
I 
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However t o our op in ion то го p e r s p e c t i v e a r e r e l a t i v e v e r ­
s i o n s of che n o n ­ e x p a n d i b i l i t y d e f e c t s one of which i s presen t ed 
be low: 
( A . 2 ) P o f i n i t i o n . The va lue <Ti><f) ­ ^~SH where d i a 
d 
the d iameter or the set f ( X ) ( i . e . d ­ sup ft ( f ( x ) , i ( : : ' ) ) i 3 c , x , « x | ) 
i s c a l l e d the noi. ieu n o n ­ e x p « n d i b i l i t y d e f e c t o f the mapping f . 
( * . * ) Remark. Having f i x e d the p o i n t x f l e X i n the d e f i n i ­
t i o n s ( 4 ­ . 1 ) , ( 4 . 2 ) snd ( Ч ­ . 2 ) , we can e x t r a c t the l o c a l v e r s i o n s 
o f these d e f i n i t i o n s : the n o t i o n o f £ ­ n o n ­ e x p a n d i b i l i t y o f a 
mapping f at a p o i n t x e ard the d e f e c t s o f n o n ­ e x p a n d i b i l i t y 
< f t f ( f , x 0 ) end d v ( f , x 0 ) o f a mapping f a t a p o i n t x 0 . 
( 4 . 5 ) P r o p o s i t i o n . <fv\( f>> ( Г ( Г ) and hence JV ( f j * ^ ( f ) 
f o r anj mapping f : % ­*• T . 
P r o c l . I t i s s u f f i c i e n t t o show t h a t <fv»(f , x o ) * J ( f , x Q ) 
f o r an a r b i t r a r y point х у « ".. 
Assume, c o n t r a r y , t h a t t h e r e e x i s t s x o e X such t h a t 
d " V ( f , x 0 ) ­ a < O r ( f , x 0 ; and f i n d £ > 0 pnd И С X euch that x^FT 
and ? Y \ i ( x 0 ) , f ( H ) ) > a»­e > o 7 ( f , x 0 ' , . Choose в po in t x^tK a u t i u i y ­
i n g the i n e q u a l i t y 0 x ( x o , x 1 ) < £ , t h e n , s ince o V ( * , x 0 ) ­ a , i t 
f o l l o w s that 9 T ( i ( x 0 ) , f ( x 1 ) ) ^ a *C and hence f . , ( f ( x Q ) , f Щ ) * 
6 a t t . 
( 1 . 6 ) Remark. The conve r s e to t h e i n e q u a l i t y e t a t e d iT. 4.5 
g e n e r a l l y doee no t bo lu : t h e r e are p l e n t y o f cont inuous mappiiies 
which are 4­non­ex , .and ib le f o r no t * 0 aa w e l l as p l e n t y o f 
cont inuous mappings the n o n ­ e x p a n d i b i l i t y d e f e c t of v:aicn e rua la 
t o в pi­escr ibed va lue f •» 0 . 
As i t wajj mentioned above , an impor tant advantage o f the d e ­
f e c t oi n o n ­ e x p a n d i b i l i t y to compare wi th the d e f e c t of c o n t i n u ­
i у i s i t s £00d behaviour in r e spec t o f the ope ra t i on o f compos i ­
t i o n . Here i£ the p r e c i s e statement o f What do wc JWJU. 
( a . 7 ) r e p o s i t i o n . Lo t ( X , ? x ) , ( T , f ? ) , *>й be met r i c 
s p a c e s , f : ?nd g : t — Z he nappinge and l o t Г: * — Z bo 
r h a i r compos i t i on ?hen Si(e< f ) =• d V ( c ) + o"t>(f) aj.i ­­enc» 
6 0 
rfWe*>« 3** ( в ) + . 
Proo f i e obvious and t h e r e f o r e o m i t t e d . 
Pa t t e rned a f t e r the d e f i n i t i o n s o f c o n t i n u i t y measures and 
s t a r t i n g from the d e f e c t s o f n o n ­ e x p a n d i o i l i t y we d e f i n e the 
n o n ­ e x p a n d i b i l i t y measures i n the f o l l o w i n g two d i f f e r e n t ways: 
( 4 . 8 ) D e f i n i t i o n . The n o n ­ e x p a n d i b i l i t y measure Л 0 ( f ) o f a 
mapping f : X ­ » ­Y i s d e f i n e d by the f o rmu la 
Av ( f ) 3 
1+«TI>(X) 
( 4 . 9 ) D e f i n i t i o n . The n o n ­ e x p a n d i b i l i t y measure ) ( f ) of 
a napping f i X ­*­T i a d e f i n e d by the e q u a l i t y y * ^ ( f ) ­ 1 ­ d V ( f ) 
(4 .10 ) P r o p o s i t i o n . A v ( f ) < A < f ) and ^ ( f ) <. y * ( f ) f o r 
any mapping f : X — T. 
Proo f f o l l o w s immediate ly from 4 . 5 . 
( 4 . 1 1 ) The fuzzy c a t e g o r y t­JffR^.j . L e t KETR be the c l a s s o f 
a l l metr i c spaces and f o r any X . Y f t METR l e t Y * deno te the s e t 
o f a l l mappings i r o n X to I . L e t y»J : I х ­ » ­ I ass i gn to each map­
p ing f : X­*• Y i t s measure o f n o n ­ e x p a n d i b i l i t y ^ * i i > ( f ) . Thus a 
fuzzy, ca t e go r y METRy,? i s o b t a i n e d w i t h METR as the c l a s s o f ob ­
j e c t s , ­ i t h T 1 as the c l e s s o f p o t e n t i a l morphisms from X t o T , 
and with the measure o f n o n ­ e x p a n d i b i l i t y J L ) : У* — ­ I as the 
f u z zy se t of morphisms from X t o T . 
( F o r the d e f i n i t i o n o f t h e f u z z y c a t e g o r y and r e l a t e d 
n o t i o n s see Г 9 ] ) 
Indeed, t o conclude tha t METR^t* i s a f u z z y c a t e g o r y one 
has t o n o t i c e o n l y that ^uiKid j . ) ­ 1 f o r e v e r y i d e n t i c a l uapping 
i d j : X ­ * X and that ^ » J ( g « f ) > y » $ ( g ) + / » * ( F ) ­ 1 f o r any mappings 
f :X-* T and g : Y ­» Z ( X . Y . Z 4 METR). However , the f i r s t f a c t i s 
ev i d en t whi l e the second i s an ea­y c o r o l l a i ­ y of ( 4 . 7 ) . 
( * . 1 2 ) The fuzzy c a t e g o r y KSI.'R>o . S t a r t i n g frcra the c l a s s 
KETR of r e t r i o spaces and r eason ing i ~ the r.ame way s.s in 4.11 
but using the measure o f nan—exoandib i l i t y A J : * 3 i n s t e a d 
o f we r e c e i v e another f u z z y c a t e g o r y which w i l l be denoted 
6.1 
на » * » • 
Indeed , the e q u a l i t y A ^ ( i d j ŗ ) •= 1 f o r e v e r y i d e n t i c a l map-
p lug i d j S X - » X i s e v i d en t and the i n e q u a l i t y \t ( 6 * f ) * A V 4 G ) T -
A i/ ( f ) - 1 where f e f * , g c Z Y f o l l o w s from ( 1 . 7 ) by e l ementary 
a l g e b r a i c t r a n s f o r m a t i o n s . 
( 4 . 1 3 ) The ca t ego ry i:CTR ^ . 1-fte subca tego ry o f ' .КВД^р wi th 
the same c l a s s o f o b j e c t s KSTR and the s e t s o f morp'r.isras def i ru i 
b y the e q u a l i t y Horn ( Х Д ) = j f « I х : > ! > , t f ) ­ 1 } i n an obv i ous j 
way can be i d e n t i f i e d wi th the ca tego ry KETR^ of n e t r i c spaces 
and non­expanding mappings. The c a t e g o r y KETR $ c «n t c ob ta ined 
a l s o from the c a t e g o r y КЧГНдр i f o r e r e s t r i c t s h imse l f t o t и 
s e t s of morphisms Horn ( X , I ) » ( f f c T * : Xi ( f ) ­ 1 / . 
( 4 . 1 4 ) On the behaviour of the n o n ­ e x o a n d i b i l i t y d e f e c t . 
Pa t t e rned a f t e r the theory o f c o n t i n u i t y d e f e c t d e v e l o p e d i n 
8 e c t i o n s 1,2 and } one can work out an ana logous t hoo r y o f the 
i e f e c t o f non­expancL ib i l i t y • Some o f the c r u c i a l p o i n t s 
o f t h i s theo ry w i l l be d i s cussed in a subsequent p a p e r . 
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Matemātika 
ИДШ10ТЕНТНЫЕ И ПОЛУПЕРВИЧНЫЕ ИДЕАП 
В КОЛЬЦАХ НЕПРЕРЫВНЫХ ФУНКЦИЙ 
Е­ М. Вечтомов, А. Г. Повышев 
Аннотация. Статья посвящена теории идеалов колец 
С=С(Х,У) непрериввых функции со значениями в нормированном 
теле *9. Решается вопрос о совпадении идемпотентких ж 
полупервичных идеалов в С. Доказано, что первичные 
односторонние идеала колец С являются вполне первичными и 
двусторонними. Эти. результаты переносятся и на подпольно 
Гельфанда С* кольца С. Кроме т о г о . (С * ) * =С* . УДК 515 .122 .3 . 
0. Введение. 
Пусть X ­ произвольное топологическое пространство н 
пусть С=С(Х,Р) ­ кольцо всех непрерывных функции на X со 
значениями в фиксированном нормированном теле 1*. О 
нормированных телах смотрите в книге Н.Бурбаки 
I I , г л а в а V T ] , где вместо слова "норма" используется т е р я ю 
"абсолютное значение" . Норма элемента а с 9 - это действитель­
ное число, обозначаемое |а|. Если /еС, то полагаем: 
| / | ( х ) = | / ( х ) | для каждой точки Х(Х, 
Z(f)=(x(J\f(x)=0) и c o z / = S\Z(f). 
Множество с*хС*(Х,Р) всех функции /еС, таких, что для 
любого максимального идеала М кольца С существует элемент 
оУ, для которого ļ-atU, является подкольцем в С. называемо! 
подкольцом Гельфанда кольца С. 
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Левый идеал I кольца С называется z­идеахом, если 
/€l,g€C и Z(f)cZ(g) влекут gel. 
Левые идеал Г кольца R называется: 
­ идемпотентным. если 
­ строго идемпотентным, если для всякого г с Г найдутся такие 
8, t<R, что г=а£; 
­ первичным, если rRe= I влечет г& игл ail для любых r . e e R ; 
­ вполне первичный, если гз(.1 влечет г е Г или a d при любых 
r . a t R ; 
­ полупервичным, если r R r e l влечет r e l для любого r « R . 
­ вполне полупервичным, если г 2 e l влечет г€1 для любого г ; к . 
Двусторонние идеалы будем называть просто идеалами. 
Нормированные тела действительных чисел , комплексных чисел и 
кватернионов обозначаются, как обычно, r . C . I H . 
В работе [21 для абсолютно выпуклых идеалов колец 
C ( X , R ) доказана эквивалентность понятий идемпотентности и по­
лупервичности. В 131 доказано совпадение идемпотентных и п о ­
лупервичных идеалов в С ( Х , к ) . В данной статье этот результат 
получен для колец С=С(Х,У) (теоремы 2 , 3 ) н для их подколец 
с"=С*(Х,1?) (теоремы 5 ,6 ) для различных 9. двуоторонность мак­
симальных односторонних идеалов установлена одним из авторов 
[ 4 ] . Последнее утверждение распрастранено нами с максимальных 
на полупервичные идеалы, а также доказана вполне подупервич­
кость (вполне первичность) полуперБичных (первичных) идеалов­
(теоремы I и I ' ) . Относительно подколец Гельфанда колец О 
смотрите работу [ 5 ] и библиографию к ней. 
I.Первичные идеалы 
Лемма I . Если /,g«C и 2 ( / ) c Z ( g ) . т о в С разрешимо 
уразкеиге 
te*f <8f=fX). 
Доказательство. Определим функцию h:X — 9 
[ О н а Z(f) 
h - { I /ef H B co z/ . 
Ясно, что h/«/g. Докажем непрерывность .4. Непрерывность Л на 
Goz/ ж на внутраньэсти 2 ( / ) очевидна. Пусть xf.Z(f) принадлежит 
границе саг/ и ( х а ) ­ направленность в coz/ , сходящаяся к х . 
Тогда 
поскольку I t * x a =x tZ ( ' / ; cZ f gJ . 
Теорема I . Пусть ? ­ нормированное т е л о . Тогда для 
подмножества I кольца С эквивалентны условия: 
£ 1 ) 1 . ­ первичный идеал; 
( 2 ) Г ­ вполне первичный идеал ; 
( 3 ) I ­ первичный левый (правый) идеал; 
(4) I ­ вполне первичный левый (правый) идеал . 
Доказательство проведем по циклу ( I ) » ( 2 ) » (4 ) • 
­ ( 3 ) ­ ( I ) . Импликации ( 2 ) » (4 ) » ( 3 ) , очевидно, справедливы 
для любого кольца с единицей. 
( I ) ­> ( 2 ) . Пусть I ­ первичный идеал в О и /gtJ для 
/ , g € C . В силу леммы I для любых с.гчС найдется ПеС, для 
которого 
/cgr/с ­ И / . 
откуда fcgrfcg - h/ge l . Значит, / O g c l . Следовательно, Д Г или 
« Š ī ­
( 3 ) ­ ( I ) . Пусть I ­ первичный левый идеал в 0, / е ! и 
gfcC. Для любого сеС по лемме I в С разрешимо уравнение 
Поскольку Я/еГ, то и / g e l . Следовательно, I ­ правый идеал. 
Так как полупервичные (вполне полупервичные) идеалы 
колец суть пересечения первичных (вполне первичных) идеалов, 
то из теоремы I немедленно вытекает следующая 
Теорема I ' . Пусть Т ­ нормированное т е л о . Тогда для 
подмножества I кольца С эквивалентны условия : 
( 1 ) 1 ­ аолупврвичный идеал; 
( 2 ) I ­ вполне полупервичный идеал ; 
( 3 ) I ­ полупервичный левый (правый) идеал ; 
( 4 ) I ­ вполне полупервичный левый (правый) идеал . 
2.Полупервичность идемпотентных идеалов 
Лемма 2 . Пуст. I ­ идеал в С, g(I и / с С И пусть на 
некотором открытом' множестве U сХ , содержащем Z(g), 
выполняется неравенство 
1/1«1в!г. r>ti 
Тогда в С разрешимо уравнение Xg=f it, следовательно, fd. 
Доказательство. Если Z(g)=-j), то g обратим, Г=С в 
X=īex- Пусть Z(g)*0. И пусть 
^ Г С на Z ( / ) 
\ /g" 'Ha cozJ. 4 
Непрерывность h на cozg и на внутренности Z(g) очевидна. 
Пусть точка xeZ(g) принадлежит грашще cozg и (ха) 
направленность в cozg П U, сходящаяся к точке х . Тогда 
'А) Х'^ Л. f.- нш№ •Р,13'\'МЛ1,?7Г» .О. ^T""7i • '. »­i ­ \ ? * y 
| W x J | = | / g ­ ' f x J | < | g '(xj\\g-l(xj\=\g F * ļ 0 , 
а, следовательно, и Ых > —• 0. 
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Замечание. Для удобства решение л из леммы 2 уравнения 
Xg=f будем обозначать fg'. 
Теорема 2 . Пусть F ­ подтело нормированного тела и 
кватернионов, замкнутое относительно операции сопряжения. 
Тогдв в любом кольце С(Х ,Р ) каждый идемпотентний левый 
(правый) и д е е , является полупервичным кдеалом. 
Доказательство. Возмем произвольный идемпотентний левый 
идеал I кольца С и функцию Д С . для которой /*е I . В силу 
идемпотентности I имеем 
\f\'-\f\=\ĪSJJ *Е l / J I / J <Ж1/.,1*+кЛ«*">-
i k " ik" 
где / „ . / « . « . . ф ^ . Ф ^ . Л ^ Г . Следовательно, 
1Я<Е Р у ­
далев , повторяя рассуждения для вместо g., получаем 
е & « u v ­ < e е е ^ w w ' . 
i к I * i k 1 * 
где n ^ e l д fcJlrt:X * функция, сопряженная функции Л ^ . 
Поскольку 2 Е Е ft.wAn^. те по лемме 2 и fel. Значит, 
учитывая теорему I ' , I ­ полупервичный идеал. 
3 . Идеишотентнооть падулераичшд идеалов. 
Теорема 3 . Пусть 9 » •* ,<" , « или У - нормированное тело. 
положительных чисел. Тогда любой полупервичный идеал кольца 
С(Х ,Р ) строго пдемпотентен. 
Доказательство. Пусть I ­ полупервичный идеал в 0 и 
fil. Докажем представимость ' в виде произведения двух 
функций из I . 
Если f = R , c илж и , то / ­ ( Л Л * Л Л " <•<**• лемму 2 ) . 
Пусть теперь K»freR|r>OJ\\9\/0. Ясно, что множество К 
всюду плотно в (r(№\rļQ}. Есле норма на F тривиальна, т . е . 
­принимает только гчвчения О и I , т о 9 дискретно и, очевидно, 
все идеалы в С строго идемпотентны. Поэтому предполагаем, что 
найдется ненулевой элемент асР с |а|«р<1. Пусть 
последовательность чисел из К, такая, что 
для любого натурального п . 
Равобьем X на открыто­аамкнутые множества следующим 
образом: 
A e ­ f i | \f(x))>ĶJ и 
A n * f x 1 £г.« <1/ ( хЛ<£ п> Для натуральных п. 
Определим функцию g:X 9 
значение нормы которого не исчерпывает множество всех 
• 
so 
Очевидно. gtC и Z(f) = Kg). Ha A n при n>3 выполняются 
неравенства 
р п , , < | Л х Л г < р п . 
a 
Откуда 
a £ 
\/(х)\'<рг*<Шх)\<рт'<\Г(х)\'. ккп, n » . 
Следовательно, на открыто­замкнутом множетве 
Х\(А о и A,U A a ) = Z ( / ) U r U i A r i имеем 
1/1*<1вГ<1/|". ( « ) 
Из правое части неравенства ( * ) по лемме 2 g* € I и , в 
сьлу полупервичности I , g e l . Из левой части неравенства ( * ) 
по лемме 2 получаем /*£~ эеС и /g~4€C Наконец ( /*g"* = 
• fg'agil и, значит, /g " *€ l . 
Итак, (/g~*)g при /g~*.g < I . что завврдает 
доказательство теоремы. 
Следствие. Если F = к . с . и ели F ­ подтело нормированно­
г о тела w, замкнутое относительно сопряжения и такое , 
что \r\/t(ri«\riO), то для всякого одностороннего идеала I 
кольца С ( Х . Р ) эквивалентны условия : 
I ) I ­ полупервичный идеал ; 
2 ) 1 ­ идемпотентный левый (правый) идеал ; 
3 ) Ī ­ идемпотентный идеал ; 
4 ) 1 ­ строго идемпотентный левый (правый) идеал ; 
5 ) I ­ строго идемпотентный идеал . 
Замечание. Теорема 3 верна для произвольного 
неархимедоьо нормированного тела F а в с л учае , когда F ­
нормированное подтело в и , замкнутое относительно операции 
сопряжения, и F (i (re*|гЖ)> замкнуто относительно операции 
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извлечения корня n­ой степени для некоторого натурального п. 
Доказательство вполне аналогично приведенному доказательству 
теоремы 3 . 
4. Подкольцо Гельфанда 
Для нормированного тела F любой максимальный идеал Ы 
кольца С=(Х,Р ) является максимальным левым (и правым) 
идеалом. Поэтому фактор­кольцо С/Ч является телом. Через М 
будем такие обозначать канонический эпиморфизм 
М:С ­ » ­ СУМ. М ( / ) = / + М для всех /€С. 
Отождествляя ага+М для aCf, считаем F с 0/М. 
Пусть Ж=И(С) ­ максимальный спектр кольца 0, т . е . 
множество всех максимальных идеалов в С с топологией 
Стоуна­Зарисского. Определение подкольца Гельфанда С* кольца 
С при этом может быть выражено так 
С"={/сС | М ( / К Р для любого М Л > . 
Теорема 4. Пусть F ­ нормированное тело и максимальные 
идеалы кольца C(X,F ) суть г идоалы. Тогда справедливы 
следующие утверждения: 
1 ) Для любых /,g€C если / « C ' . g / e C * и Z(f)zZ(g). то 
geC* . 
2 ) Если для натурального п каждый элемент из F имеет 
п 
лишь конечное число корней n­ой степени в F . то / еС* влечет 
fiC для любого /«С. 
3 ) В кольце С" имеют место теоремы 1 ,1 ' и 2 ( если 
вместо С рассматривать С * ) . 
Доказательство. I . Пусть g e C , / .g/cC* и Zlf)zZ(g). Для 
произвольного максимального идеала М в С 
U(gfHHg)U(f) и U(f),U(gfHT. 
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исли Щ / ) = 0 , т . е . /el l , то в gik\ (поскольку М­ i и д е а л ) , 
т . е . M(g)=0€F. Если же U(g) j<0, то N(g) ­M(g/)M(/) "*df . 
2. Пусть выполнено условие данного утверждения н / г с" 
при /еС. Фиксируем максимальный идеал U кольца 0. Тогда 
/ ­а е и для некоторого af.F. В силу леммы 1161 
а > « • (Н t » | / ­ а t Ы » Ы, 
г. 
где левая часть есть замыкание Z ( / а ) в Я , содержащем X при 
вложении х * tgtO | gi-ii О). Следовательно, Z{f - a) г ft. 
Пусть а й ; . . . . o ^ t f ­ все корни n­ои степени из а . Тогда 
Откуда 
N е 2 ( / а)л ­ t y t Z ( / п ­ а, ) „ . 
Значит, 
U е 2 ( / a x ) e * i :,• liii ; ai Ы) 
для некоторого К К А . Таким ибрвзом, f-a^H для a ŗF и /fff*. 
3 . Из утверждения I вытекает сипяшодлинг.сть лемм I и 2 
для О*. 11­.;эк1му в кольце С* выполняются и теоремы 1 , 1 ' ы 2 . 
Относительно теоремы 2 надо только заметить, что С* вмвоте с 
каждой OBQdU функцией / содоршт и • ­и; г.*­­»..;». к най 
функцию /. Действительно, если /­а ­ м при ait я Н(_Ш, то 
/ й>/­а«;М, ибо Z ( / а ) * ? ( / ­ а ) и II ­ z­идвад. 
Следствие. Для F • ai в к о л л и С блнчлннб'нгя 
теорема .1 л /.|/| С*, если Д О * . 
Теорема 5 . Равенство 1С* ОС,У) ļ « С " ( Х , У ) имеет место для 
любого топологического тела У, обльдаюцего одним из следующих 
ср тств : 
1) У ­ поле , не являющееся алгебраически замкнутым; 
2 ) У ­ некоммутативное т е л о , в котором существует таков 
элемент а, что в У неразрешимо уравнение 
ftf ± а =0 
при некотором натуральном в? 
3 ) Свойство Капланского: существует непр рывши 
аддитивный гомоморфизм *:У — У такой, что 
on '+bo*=0 => о=Ь=0 для любых а.ЬцУ. 
Доказательство. Достаточно показать , что идеалы МПС*. 
М Л , ­ это в точности все максимальные " валы в С*. 
Ясно, что МПС* ­ идеал в С*. Если /€С*\Ы, т о / ­а с Ы 
для некоторого ненулевого аеУ . Тогда 
I = fa'-(f-o)ali С*+ МПС*. 
что ознечает максимальность идеале МПС*. 
Обратно, пусть дан максимальный идеал м* в С*. Докажем 
существование такого МсЯ. что М* = МПС* (при выполнении 
каждого из условий I ) ­ 3 ) для У ) . Рассмотрим г­идеал I в О, 
порожденные М*. Если 1>С, то I лежит в каком­то М Л , и для 
него М* = М*ПС*. 
Убедимся, что I/O. Для этого достаточно доказать , что 
для любых / . g e e " найд_­тся такие ф,ф€С*. что 
• Zif№(g)=Z(f4»eĻ). 
I ) Пусть tn*a^ix"~'+.. .+<xtuao - многочлен 
положительной степени с коэффициентами из У, ве имеющий корней 
в поле У. Тогда полагаем 
Ф = / и 4> = а м / + . . . + a / g шо8 . 
Ч>.= f И ф - i O g . 
3 ) Для произвольной функции /еС определим функцию f'<ļC 
как композидоо отображений / и ' . По свойству Калл энского 
для любых f.giT. Поэтому все максимальние идеалы в С являются 
2­идеалами ( с м . [ 4 ] . теорема I ) . Тогда пряна; жность /\С* 
дня Д С * доказывается аналсгично включению Д С " в пункте 3 
теоремы 4. 
Замечания. I . В [ 4 ] рассмотрен! общие условия для 
топологического тела I, при которых все максимальние 
односторонние идеалы r^Oor j кольца С(Х,Р) являются 
z­идеалами и, значит, они совпадают с максимальными идеалами. 
В частности, это верно для несвязных F. 
2 . Услови* пункта 2 теоремы 4 выполняются для люиого 
поля F. Если F ­ алгебраически замкнутое поле и Д С ­ корень 
многочлена f„t"+---Mf,t*f0 с коэффициентами / „ . / , /„^С* . 
т о Д С * . В самом д е л е , равенство 
иг /„ )У 'ГГ*.. .+Wft M(f)*u(/0 ;=о 
влечет Н(/)&. 
3 . Свойство Капланского имеет место для произг дльного 
топологического подтела F t н , замкнутого относительно опера­
ции сопряжения (которая играет роль ' ) . 
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Matemātika 
СШАЙНЕ В цРОСТРЛШТВЛХ НЕПРЕРЫВНЫХ ФУНКЦИЙ 
М.Л.Гольдмав 
V* i • 
Аннотация. Рэодится понятие сплайна в пространствах непре­
£ывных функций, определенных на топологических пространствах, ля кзтерполяционн jro сплайна устанавливаются теорема един­
ственности (два запианта"), теорема существования и экстремаль­
ное свойство. УДК 515.Г2. 
Пусть V "U^  — топологические пространства, Х,^), 2 — 
пространства всех яепрерыр­ых "и ^ явственных функций, определенных 
соответственно на 
Пусть, далее , * : Ы и ^•W'—*XL ­ непрерывные отобра­
жения, в Tļ : X — V и пул~*2 ­ линейные операторы, 
«еденные вавенстваив Т х cx-f A»X*X«<J, Х'^Х ( т . е . pV^t? 
(T fxļ(Y) =x ( f t v ) ) , ^ - e W (A«<)V>= % U > » , X )• 
Назовем сплайном, соответствуй!ям операторам Tļ и Aj , 
лix5ус функции 5 I I д . которая удовлетворяет оледуввегу ус­
ловно : VxeffCA}) 7j.4"­TjX= г д в JVYA*)- ядро оператора 
Л « . в — нуль пространства 
Совокупность всех сплайнов, соответствуощях опе{ торам 
• Л,, обозначим 5 ( Т , А,) . так как ( Т , $ ) М = ^ М Щ х Х » > 
- x V f ( v ) ) , To 5С^А ,Я '*Х1г*«Ж^)&еК?>) * a o x ( u * e } -
Замечание. Введенное сейчас понятие сплайна является неко­
торым аналогом понятия сплайна в гильбертовых пространствах, 
определяемого следующим образом (см., например", [ I ] , с.201, Оп­
ределение «».5.3). Пусть X , V , Z — вещественные гильбертовы 
пространств", Т: X — • А:Х—"* £. — непрерывные линейные 
операторы. Сплайном, соотв<тОтвумим операторам Т г Д , назы­
вается любой алемкит м1.олест^а5(Т,A)e{se,XJV*eJVvAl <Ts,TV>=0j, 
где < , > ­ анач скалярного произведения. 
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Непосредственно из определения мнояества сплайнов 50 ļ ,A j ) 
оледует, что J\"(Tļ)č.S(T>, Aj) и что 5 ( 4 } , А . ) является век­
торный подпространствои пространства Л . Легко вндеть, что 
5 /%) замкнуто в топологии поточечной сходимости прост­
ранства А . 
Рассмотрим понятие интерполяционного сплайна в 
Пусть г е Aļ (X ).Интерполяционный сплайном, соответствувщкм 
функции Z , называется сплайн S . для которого Ajs~Z 
Выясним, при каких условиях интерполяционный сплайн сущест­
вует к при каких условиях он единствен. . , » 
Введем обозначение Ц Н и е Ы 1 V x e j M , ) * < " > = ° J 
Теорема­ I (единственности интерполяционного сплайна). Если 
Доказательство. Пусть s,, $ г е^ (TJ >^ j X ^ ^ % 2 • Тогда 
S , - ļ € j V ( A j ) . T.c. (s , -^ ) (g (h- ) )=0 VWeltf. Покажем, что 
S,-S eJfO))- Предположим, что вто не так. Тогда Э^щФ-, 
* ( S , ­ S , ) ( { (V . ) ) т*0 . Отсида вытекает, поскольку .5,­S t<s 
Это означает, 
что , следовательно, 3'*'oeW': f (Я»)* 
= <ļ(Wo), а так как (S,­S*.')(f ( v « ) ) # 0 , то получаем неравенство 
( V * s a ) ( g f ^ ^ ^ O , противоречащее тому, что (s,­50(k^J* О 
W e I P . Такяи оораэом. y,.­S teJv ( T f M J Y Y / A j ) ^ в* j> 
откуда следует, что St~ Sb . 
Дадим некоторые пояснения по поведу условий §(W')= Xiļ и 
cJY" (T j )n jV " (A j ) = lM . фигурирующих в теореме 1. Легко видеть, 
что в двоои случае д(1л7")с "Uj . Что же касается равенства 
a(W~)-7J-J . то оно имеет место тогда и только тогда, когда 
$СШ~) замкнуто в Х­топологии пространства Ы (.[2J, Теоре­
ма 5, о,62). (Напомним, что предбазу /­топологии на Ы состав 
лявт все множества вида [ u e U I l x ( u ) ­ x ( u . ) l < f J ^. прИ произ­
вольных и^еЦ,Х^Х, č>0 ) . В случае, когда пространство Ъ1 
вполне регулярно, nilfrh^lAa. тогда и только тогда, когдаQ(№) 
замкнуто б топологии пространства Ъ1 (ибо для вполне регулярных 
пространств топология на \Х совпадаете Х-топологией наЫ ). 
Если Ш~ — коипактлое пространство, то %(.W')='Uļ при усло­
вии, что и — функционально отделимое пространство ( [ 21 , След­
ствие 5, с. 62). 
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Заметим, что при выполнении условия e(U^) = W« имеет 
место равенство 
Действительно, п у а Т Ь 2$ft A , ) - f «X l ^ ^ Ж / , ) ^ 
e f ( 1 » 5 ' u ) x<u ) « o } „ u e f ( ^ K g ( ^ r ^ K ^ Т а к к а к 
u ^ * U j , т о 3x e e.JV"(-Aj ) :X.Cu)^o . Но S f U ) X . ( u ) « r О . еле 
довательно , S ( U ) = 0 . Этим доказано , чпS(\fyc[seX\Yu.£ 
Обратное включение справедли 
во • бея предположения ļ(Vs)= U « „ . ч т о легко , проверяется , . 
Применяя «J03 M 4 eB?e5(f. j ) = V eXlKU* f (T^ S ( W « W « : 6 J 
ножен записать S O ļ , A j . ) c 5 ( f > 3 ) . причем Г О } . Aj )=5 ( f . j ) . 
е с л и J ( I C ) " W | ­
Рассмотрим множество J l ( 11)П»ЛГ(ла) . Так как J^T*)" 
­ {x«X|x( i (W)­ leJJ. а ЖАМх<А)*(А(№)=т> 
то X € JfCTf )(\Я(А9)+*У(iWWl(№))={<>} отсюда 
следует , что 
Покажем, что обратная импликация верна, если V и 1$ — ком­
пактные пространства, а Ы ­ функционально отделимое прост­
ранство. Пусть jCWL/^U^Jr* U . Возьмем точку u,<=U4 (ffWflCKJ-)) и зададим функцию 
Sr:f(WL/jOA»b'tw«J —R с л е д у я и м образом :5гЛ1,Й 
и У и ^ С Ш д М ­ ) О . ф у н к ц и я х ­ непрерывна. Так 
как множество j(V)Vļ(w)U компактно, а пространство 
функционально отделимо, то функция X может быть непрерывным 
обрааон продолжена на все fj. CC31» Теорема I , с .3­4 ) . Пуоть 
X ­ одно из таких продолжении функции х* . Поскольку 
х ej/CTj)П Jf(Aļ) ч Х т * 0*. , то имеем импликацию 
Принимая во внимание теорему I ж текст , помеченный после 
ее доказательства , можем высказать след у с е к ! резу льтат . 
Теорема 2 . Есхи пространства V~ в 10~ ковпаитни-, а 
пространство Ы функционально отделимо, то при условия, что 
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Теореча 3. Если компактные пространства, 
— Функционально отделимое пространство и множество 
{ ( W ^ F T T W замкнуто в L I . то W E Д , ( Х ) 3)П/Г.' 
Доказательство. Пусть х . — произвольно фиксированный 
элемент ив А « 2 . Обозначим через X . функции, определевиув 
на f ( V ) l / G C U / ) равенствами : X . ( U ) = X „ ( U ) , если 
U E Ļ F U ) ^ G C U > ) . И x . . ( U ) ­ O . е с л и U ­ e g a ^ ) . Так как 
­ замкнутые множества, то X . ­ н е ­
прерывная функция. Ввиду т о г о , что Ы ­ функционально о т д е ­
лимое пространство, а множество компактно, 
функция Х а допускает непрерывное продолжение на Xi . Пусть 
X , — одно из таких продолжений. Так как х< (а (Ш))=ХМ(.Ща 
s o f r * « L # F Т О х.SJVYAJ). Поэтому, полагая 5 = Х . ­ х , , б » ­
дем ч и е т ь / А а 5 = Д 3 Х , = £ , причец S(u)=o f u e f ( t f ) ^ «JCLTFL 
( и б о Х„ и X, совпадают на j-i^J^liW) ) . Значит 
V CF i J ) П Aļ 3 . Теорема докаьана. 
Выясним условия, при которых АлУ.)=Л . Введем о б о ­
значение Н , Ц ? е 2 | g < * > « g t « f c ) = z f a W 0 4 ) , Щ$Ц#Щ-
Легко видеть , <;то всегда. A j ( X ) c 2 ^ и, если g ­ иньек­
цкя, то Zļ= Ž . Что касается равенства yAj(X)=i?.ļ , то оно 
имеет место, в случае функциональной отделимости пространства 
t i , тогда и только тогда, когда Ag ( X ) замкнуто в тополо ­
гии поточечной с х о д н о с т и пространства Z ( [ 2 ] . Теорема 2 , 
Справедливо следупцее утверждение. Если l4/ ­ компактное 
, пространство, а XI ­ функционально отделимое пространство, 
то /Aj(X )= j?g ( [ 3 ] , Теорема 2 , с . 5 ) . Если при этом ^ — инъ­
екция, го A , ( X ) = Z 
Принимая во внимание этот р е з у л ь т а т и теорему 2 , можем 
высказать следующее утверждение. 
Теорема 2?. Если пространства У " и компактны, а 
пространство Ы функционально отделимо, то при условии, что 
F ( W S < U / ) ­ U и ^ ИНЬЕКЯИЯУГЕ2 L S ( F , I ) N A J Z U 1 . 
Перейден к теореме существования интерполяционного сплайна. 
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След у м а я теорема вытекает из теорем 2 и 3 . 
Теорема Ч . Пусть V" и VŌ~ - компактные пространства. 
IX - функционально отделимое пространство, ((.7})Uļ(№)= ХХ} 
множество U u ) ^ замкнуто в IX и й — инъекция. Тогда 
В следупцей .еореме устанавливается экстремальное с в о й с ­
тво иптерполяционного сплайне. 1 ­< 
Теорема 5, Пусть q W = U t , н е Л д ( Х ) и J « M f ' M A j * 
Тогда W e t f V x € j V (A , ) J(T } S)<» ) ! « i t t f ^ ^ ī ­
Доказательство , Если {{Щвg( W") , т . е . | ( v ) = O j ( w ­ ) 
при некотором w <= U?" , то S ( f ( v J ^ S C ' ^ O * ' * ) ' ^ A , s ) ( w ) , a 
таккакА«$ = 2 , то $ { f ( V ) ) = H ( v > ; если же­f ( V ) ^ fjv'W, 
то s ( f ( V > ) = 0 ( п о скольку s (u )=o tr'ue­fCV^ S 2 ( "U>) ' ) . 
Учитывая, что ( * T S ) ( v ) = 5 ( f получаем ( T } s ) ( v ) = X ( w ) , 
еоли - f ( v )=3 ( i « r ) , и ( T t S ) ( V ) e O . если 4(v) 
Д а л е е , ^ ^ ( A j ) X U ( w » ­ o ^ 1 в б о и ( C J e . 
довательно , V x « J \ r ( A j ) ( T f x ) ( v ) = 0 . если л (Ц/ ) . 
Таким образом, (T fs)(v)=fTl(s+x;)(») , воли 
и l(T,s)fv)|=o< I T t ( « + x ) ) ( v ) ļ = lfTjX)(v)l = | x ( f W f J , 
если - f (V ) ^ <ļ(.W) . Теорема доказана. 
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H.Qoldman. Sp l inea in ppaeea o f con t inuous f uno t i ena* 
Summary. Le t U, 7 , W be t o p o l o g i c a l s p a c e s , and I . T , Z 
be the spec ее of a l l cont inuous r ea l—va lued f unc t i ons d e f i n e d 
on U, 7 , W r e s p e c t i v e l y , l e t t » T —s» U and g « * 0 be 
cont inuous mappings and l e t o p e r a t o r s flj » I — » У and 
A i I — 9 Z be de f ined r e s p e c t i v e l y by S^x » x»f and A^x ­ x » g 
Cx e I ) . I h e s e t sČB f , A >-.{s е. X / V x £ l ( A ) VuftfOO 
eta ) * Cu) ­ 0 J i s c a l l e d the e s t o f s p l i n e co r r e spond ing t o 
opere.torb U f and A . 3y an i n t e r p o l a t i n g s p l i n e co r r e spond ing 
t o a func t i on s 6 i ­ C D * e o a l l a s p l i n e в euah t h a t A s » s 
Vor i n t e r p o l a t i n g e p l i n e s the e x i s t a n o o theorem ( i n tiro 
v a r i a n t a ) , the "uniqueness theorem e r e p r o v e d and an ex t r ema l 
prope r t y i s ob ta ined . 
AM3 Suhjeo t o l a s e i f i c a t l o n 54СЭ5, 6 5 D ° 7 . 
U.Ooļdmann, Sp la i id .ņep ' l r t rau.ķ f t t fil.nkci.iu ^eļpĒg-
A n o t ā c i j a . Dote sp l a ina j ē d z i e n a nepār t rauktu funks l j u 
t e l p ā s ( funkc Ц в d e f i n i t e p a t v a ļ ī g ā s t opo l eķ t akās t e l p ā s ) . 
I n t e r p o l ā c i j a s aplainan p i e r ā d ī t a u n i t A t e s teorSma ( d i v o s v » 
r i e n t o s ) , aks i s t enoes teorēmu un o k e t r e m e l i t ā t e a I p a S l b a . 
Ка/редра математического анализа 
Лзтвийскна Университет 
бульв . P a t e i c a , 19 
226098 Рига 
l a t v l j a a U n i v e r a i t e t e a Z i n f i t n i o k i e R a k a t i , 5 7 6 . e e j . ( 1 9 9 2 ) 
Matemātika 
OS SOME CATKCORIOAX PROPERTIES 0 » PROBABILITY. MEASURES 
M. Z o r l c h n j i 
Summary. I t i a prowed tha t the p r o b a b i l i . y measure func ­
t o r P i e c omp l e t e l y de termined by i t e r e s t r i c t i o n t o tfce 
subca tego ry o f f i n i t e compacts . The problem o f e x t e n s i o n o f 
( { -symmetr ic power func to rs to the K L e i e l i c a t o g o r y o f the 
t r i p l e g ene ra t ed by P i s c o n s i d e r e d . AUS dub jec t C l a s s i f i ­
c a t i o n 54B3C, I8C20. 
The p r o b a b i l i t y measure f u n c t o r P a c t i n g i n the c a t e g o ­
r y Comp o f compasta i e normal i n the s e n s e - o f E.V.Shchepin 
[ i ļ . R e c a l l t ha t a func to r P:0omp » 0 o n p i s normal i f i t 
i e cont inuous , p r e s e r v e s w e i g h t , monomorphieas, epimorphisma, 
i n t e r s e c t i o n s , pre lmagea, s i n g l e t o n s , and empty se t ( a e e f T j 
f o r d e t a i l s ) . In the f i r s t s e c t i o n we p r o v e t h a t the func t o r 
P i s c omp l e t e l y determined w i t h i n the c l a s s o f normal func -
t o - e by i t s r e s t r i c t i o n t o the subca tego ry o f f i n i t e corapacta. 
A s i m i l a r r e s u l t f o r the hyperspace func t o r i a due t o E.V. 
Shcheplu f l j . I n the uecond s e c t i o n the t r i p l e a?» (P ,Tj , i^) 
w i t h f u n c t o r i a l p a r t P i s d e f i n e d and the problem o f axter i -
a i on o f G-symmetric p o w w f u n c t o r s Spjļ t o the K l e l s l i c a t e ­
g o r y of IP i s i n v e s t i g a t e d . The main r e s u l t o f t h i s s e c t i o n 
i s announced in f . 2 ] . 
I . On a c h a r n c t e r i z a t i o n o f the f u n c t o r P 
Por each n a t u r a l number a l e t ~K n be the f o i l subca­
t e g o r y o f Comp , whose o b j e c t s a r e compact opuces o f c a r d i ­
n a l i t y < n . 
Ve d e f i n e (n - v l ) - d i i s ens i o ca l s imp l ex func t o r Л п *"*г 
УСn »• Comp 05' the f o l l o w i n g manner. L e t I be an o b j e c t 
o f % n . Then, by d e f i n i t i o n , Д П + 1 Х i e ( | X | * l ) ­ d i m e n s i o ­
na l symplex whose v e r t i c e s a r e i d e n t i f i e d w i t h the p o i n t s o f X. 
A morphism f :X ­ — * Y i n u n i q u e l y determines a f f i n e 
map A n + I t : Д П + 1 Х - A n + I " f . I t i a easy to check t h a t 
Д П 1 " * i s normal f u n c t o r . 
Theorem I . Le t P:Comp *­Comp be a normal f uno to r such 
tha t P| Xa * A n t I f o r each n £ X . Then P S p. 
P r o o f . I t f o l l o w s from c o n t i n u i t y o f the funo to rs P and 
P that P|Comp0 3 p|comp 0 ( h e r e Gomp0 denotes the f u l l 
subcategory of Coup whose o b j e c t s are z e r o ­d imens i ona l com­
p a c t s ) . To s i m p l i f y d e n o t a t i o n s , we assume ths,t P|Cocp„ • 
= P|l!omp 0. ' 
Let X be an a r b i t r a r y compactum and f : X ' • X be a 
M i l u t i n map where X ' i s z e r o ­ d i m e n s i o n a l compactum ( з е э . 
e . g . [ 3 1 " f o r the u e f i n i t i o n and p r o p e r t i e s o f M l l u t i n т а р з ) . 
Then t h e r e e x i s t s an a f f i n e map srPX » P X ' such t h a t 
Pfoa m I p j j . Def ine the map y X : P X »• FX as the compos i t i on 
Р 1 ­ а ­ * Р Х 1 = FX' P * » P I . 
In order t o check tha t ,y>I i s c o r r e c t l y d e f i n e d , r e ­
mark tha t if X i s unique ly de te rmined on the dense subset 
{f. (• PX| |supp(_^ )|< со J , by n o r m a l i t y o f P and P . I t i s 
easy t o see t h a t f - (tfX) i s a n a t u r a l t r ans f o rmat i on e x ­
tending the i d e n t i t y t r a n s f o r m a t i o n o f the r e s t r i c t i o n s o f the 
func to rs P and P onto Comp s . 
Show tha t f o r each compactum X the map у X i s i n f e c ­
t i v e . Assuming the c o n t r a r y , we o b t a i n t h a t t h e r e e x i s t ju.^, 
jxz £ PX % t J*.z , f o r which ( P X ( fŗ) = <p X ( / t 2 ) . 
I t i s not d i f f i c u l t t o c o n s t r u c t the map f :X •—r I » C O , i ļ 
f o r which ?*<.J*ļ) i* Ш y * 2 ) . L e t A ^ I be a c l o s e d subset 
such tha t f-^k) i 1*2^ 8 1 1 1 1 8=1 " i be a map such t h a t 
g _ I ( I ) - A . Then P g o P f ^ j ) 4 P g o P ' ( Y M 2 ) . Consider the s e -
queace o f maps h t : I *• I , 1 £• U , d e f i n e d by the f o rmula : 
h j / t ) - t 1 , t С I , i £ X . 
I f Vļl i s a l i m i t p o i n t o f t he sequence 
( P h ^ P g o P K ^ j ) ) ^ , j - 1 , 2 , 
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then e v i d e n t l y cupp( V j ) с [ o , l } , у j 4 » 2 but 
if> К y j ) •» if I ( V 2 ) , by z e r o ­ d i m e n s i o n a l i t y o f s u p p ( V j . ) 
and eupp( V g ) > and we g e t a o o n t r a d i c t i o n . 
I t i s obv ious tha t fZ i s s u r j e c t i v e . Theorem i s 
proved . 
2 . Extens ions o f G— symmetric power functors t o the 
c a t e g o r y Сошрд, 
R e c a l l tha t t r i p l e Ж?»(Р, ij , y O on a c a t e g o r y 0 con­
s i s t s o f endofunctor P:C — > Q and n a t u r a l traneformatior.3 
i j : I C —*• ? , _ ^ : P 2 » P such t h a t the diagrams 
t 1*,Т?«ГЧ P P 3 ^ ? l F 2 
P 2 ­•г. > p 
a r e sommutative ( s e e [ 4 l ) » 
The K l e i s l i c a t e g o r y C f f o f the t r i p l e X* i s defined 
in. the f o l l o w i n g manner: ObCC^) ­ Ot (C ) , C p ( X , Y ) » С ( Х , Р Г ) . 
and the compos i t i on g « f o f morphisms f £ Cjŗ ( X , Y ) , g €. 
( Y , Z ) i s g i v e n by g - f = ^ Z o P g o f . 
We have n a t u r a l f u n c t o r 1 (0 »Cjp which i a the i d e n t i ­
t y cn o b j e c t s and I f = i j Y o f f o r each f £ C ( X , Y ) . 
We a ay t h a t func to r T:Cļp * <3jp i B e x t e n s i o n of func­
t o r T:C fC i i T I « I T . 
P r o p o s i t i o n (aee £ 5 ] ) . There e x i s t s a b i j e c t i v e coi-rea-
pondence between ^ t e n s i o n s o f f u n c t o r T :C » C to the c a ­
t e g o r y and n a t u r a l t r ans f o rma t i ons £ : T P • » И such 
t h a t <^oTjj » 7jT and 40ĪJ* " ^ I 0 ^ 0 ^ • 
R e c a l l t h a t the funotor P dete rmines the t r i p l e 3P^ 
• ( p t fļ i у7) 0 0 * h e o a t e e o r y Coep [ 33. The n a t u r a l t r a n s f o r ­
mat ions 7j and u­ a r e d e f i n e d aa f o l l o w s : ij X ( x ) • o ( x ) 
( D i r a c measure concent ra t ed 1л x ) , x £ I , y> X ( K ) ( f ) • 
- UlvLy.it)) , Ы е- Г 2 Х , where U j U X y . ) и y u ( f ; , t a c (X> , 
,ч £ ?X . 
See e . g . C l ] t o r a d e s c r i p t i o n o f G­symmetric power 
functora 3pģ . We denote by Ar.^i ( - ) n - SPļļ the c ^ o n i c a l 
n a t u r a l transformation. 
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Theorem 2 . Рог e v e r y aujgroup О o f symmetric group S n 
tt ere e x i s t s unique e x t e n s i o n o f tl э f u n c t o r spļi t o the c a ­
t ego ry Compjp . The n a t u r a l t r u a s f o r m r t l c a c o r r e spond ing , by 
th» ibove P r o p o s i t i o n , t o t h i s e x t e n s i o n i s d e f i n ē t by the 
formula : 
^ n - l ] G 6 S I C M • 
P roo f . I t i s easy t o check t h a t £ = ( £ X ) : S P g p 
i s na'tural t r ans f o rma t i on . Show tha t Ķ s a t i s f i e s thi 
t i o n s o f P r o p o s i t i o n . 
1 1 ^ G ( x 0 X n - I ) a I- ^ o» • • • , x n - l ^ C ^ S P G X • t h e n 
" п ­ Л " t*№*0> ^ ­ I ^ G • 
­ PJr G X( l/|G| Z ^ I в ( х 4 ( 0 ) ) в . . . в ^ ' ­ . 4 М ) ) ) = 
e c o n d i ­
РЛ",.Х(1/|01 > <?(х 
­ * < l > 0 V ­ L V • ^ o S P u ? " T S P u • 
I t i s suf f i c i e it t o prove the e q u a l i t y 
4 XoSpg t x [ « 0 . . . . . V J J " G > «, SPgXoP£ Xo £ Р х Ц , 
i n the case when HQ " n ­ Y have f i n i t e supports wi th r e s ­
p e c t to the f unc t o r P 2 ) . b e t виррргСМо) U . . . U s u p p p a C ^ j ) . 
­ { x j o * i < H > , 
S 
• К 1 » * K Ō R Ī R A ^ ( J ( I ) ) T ? 4 ( J ( I ) ) > • T H E N 
* « • « ( 0 ) > ® " ­ ® t X < M e ( n ­ i ) > " 
J M 
3; i <n­i))­o к (j ( ё (n­ i )))­о 
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Л . . H_ 
i ( n - i ) - o k ( j (n - i ) -6 
^ ( ^ х к ( з ( о ) ) x x ( ļ ( n - i ) ) ^ G ) • 
On the o t h e r hand, 
vA-
. ^ G m i / l G l I Z ^ ^ f o j ® . . . ® » ! ^ ^ ) -
" ļ ( 0 ) « 0 - < ^ J ( 0 ) - " ° ( 3 ( n - I ) ^ ( ^ m j ( 0 ) m d ( n - l ) ^ G 5 
l ( n l i ) = 0 
and, s i n c e 
^ l [ m j ( 0 ) m j ( n - D ^ G • 
В 
и mXo))~ō~ ^ ( 3 ( o ) ) , " ^ ( 3 ( n - i ) ) < 5 ' ( ^ x k ( j ( o ) ) 
k ( j ( n - i ) ) i o 
^ ( J t n - D ^ G 1 • 
we Immediate ly o b t a i n the r e q u i r e d e q u a l i t y . 
How, show tha t the n a t u r a l t r a n s f o r m a t i o n £ : S P ? P — 
PSPq l a comp l e t e l y determined by the p r o p e r t y ^ °SPj2 rļ • 
• tj S fg . Рог each m i l deno te by g g i a — ^ P ( n » m > the 
map Def ined by the formula : 
в ­ d ) ­ I/m5 < f t i . J ) • 
jum 
" Py{J{6iOWm / 9 k ( 3 ( A ( n ­ I ) ) / ( x k ( j ( 6 ( 0 ) ) ) ' ­ ­ ­ ' x K ( 3 ( 6 ( n ­ I ) ) p ­
Th i s i m p l i e s t h a t 
4 x ° s p ° a , i [ M 0 , . . . , H n . T 3 G -
­ р я X(I/|G| J J Ш*аЩ.+'*& ^ ( « a ­ l » } e 
ё. £ G 
вб 
č b'pjiu end deg ( a ) о а . Denot ing оу pr^ :n i 
t-u the p r o j e c t i o n , we o b t a i n SPļjPpi-joSpJJg^fa) <• 
. a i ļ n n ( a ) , and t h e r e f o r e , ^ ' n o S ^ F p r j o S i ^ g . ^ a ) = 
- nSPgn(a) . By n a t u r ā l i t y o f Ļ' , PSlJJprjO £ ' ( n * m > o 
«Špgga(a.) « Tj3P{ļn(a) . S ince t h e e l ement |- ' (n * ш Ь З . ^ Ы 
i a i n va r i an t under the maps o f n x m i n t o i t j e l f which p r e ­
serve Che f i r a t c o o r d i n a t e , wo o b t a i n 
^ W m J o S p l i g ^ a ) - 1/п ш 2 _ _ ^'(Stgffu)) , 
where (Л- { l : n — * n x ml pr^of = i d / . Immediate c a l c u l a t i ­
ons show that the r i g h t s i d e i a equa l t o Ķ lu x a ) ^ P J b L ( a i. 
I f с € i ipll ix i s я po in t o f the form Г . , n i a - l ' - ' ' i i 
where ia. i s a measure wi th f i n i t e suppo r t , i t a , and 
4i ) Ahere 
Q then for aome 
iach that с = m i l there bil3td a map fmxm 
* S i ^ H l ^ l a ) ) . Hence, ^'X ( c ) = Ķ X(c) . 
olnce t.je eleueate in consideration form a 'lenae subset 
lu SPjJFX ļ . l ļ , ffs obtain that Ķ' X = X aru) conse^uenlly 
Tin orem is proved. 
lot 3» = (t,'/,/«) be a "triple on category 0 and 
T,T ';0 *C be tndp2uš>vtora admitting extensions to tlie ca-
tegory . ui^ec natural transformations £ ; У—*• И , 
iĶfļt'f teUt' corresponding,--bj Proposition, to tl.ese ei-
tfnsicn.'i, w« tjay Unit natural tran.ifor-.мtinu t:T —*-T' is 
iv-oon.-ordur.t U Vt'£ = . £ ' o t * . 
Theorem iae'j 16 ļ > . H^tural ti -чк» format i on t .­T—*• T' 
*-з ч1во natural tj-ansfcimetlon of extended f j n : l i r a in tte 
catogerj" "I'm If 'uid only i f t . J 
iet 0,H be wit^rtiupb of 
a . f-.-oiicor-lrJit. 
metric group flL and A G, 
Denote \jj X nji&Q —-»-Srļļ '..л nn'.uril tr'Miafer oati or. de-
f'nei by 'he 'i'cn:i.ila: 
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The jran 3• Tiie n a t u r a l tivu-.j lev.,.ill on A . ( ļ ļ . ;>. J; v i . j : 
I K a l ao the n i t turs l truusif o n t a t l o n o f e x t e n s i o n s o f fiJi3toi-B 
31 G ' and atļ ļ to tne c a t e g o r y ..Оэирд, . 
P r o o f . Apply the above Theorem. 
3 • Reiu.-ix'afc 
I t I s announced In 2 that each погша-1 tune-tor at ie , , -
fc n, e l r a i t t i n g ex'-euuion t o the o a t e ^ o r y Ooufjp l a i acmor-
pbia t o Q-symiQeii ' iu pov.er f u n c t o r f< . S0m4 mil ...it В С S , 
T h e r e f o r e , there e x i s t s comple t e c l a s s i f i c a t i o n o f e. i lbi ibion 
of f unc t o r s CO the o a t e g o r y Jorap-ц, w i t h i n tliO c l a s s o f nor -
luel f unc t o r s o f f i n i t e d e g r e e . I t iu s t i l l unknown wl:(-.tl:er' 
the func to r P .it.-, n o l i - t r i v i a l e x t e n s i o n to the со I _1 
Ooupjg (n t r i f i u l one i s de te rmined by tfcu iu turu l ti ( . '>: ;...r-
(uiitlcn ļ i о «у ) . 
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SOME AKAĪīGGb О? ТЯЕ АВЗАЫОН/ 3RTI­PTTiL8SV 
A. Soroviū 
Su"nary . I n t h i s paper i t ' s g i v e n e c h a r a c t e r i z a t i o n i n 
terms or С a* euch spaces X that any f i n i ; e rychono f f power 
o f X does р п о г conta in an uncountab le c l o s e d and d p s e r t t e 
s u b s e t s . АЧЗ Subjec t c l a s s : ' i c a t i o n SC.5^C35­
1. I n t r o d u c t i o n 
A l l .­puces агв assumed t o be Tychonof f spaces i n t b e paper 
­ For any space X we c o n s i d e r tbe s e t C ( X ) i n s i s t i n g o f a l l 
r e a l ­ v a l u e d cont inuous f u n c t i o n s on X and the з<гсе 0 0 ( X ) which 
i s the space of r e a l ­ v a l u e d cont inuous f u n c t i o n s i n tho t o p o l o ­
gy of p o i n t w i e e conve rgence . Ve a l s o need the e x t o a t , tho M o ­
d e l d f nuaber and ihe t i g h t n e s s o f the apace X denotcc" by e ( Z ) ; 
1 ( X ) and t ( X ) r e s p e c t i v e l y ( for the d e f i n i t i o n s , se.e C l l ; C21). 
As in С1Э, f o r any c a r d i n a l ­ v a l u e d . i n v a r i a . i t tp \.e detiļkB 
the f o l l o w i n g c a r d i a a l - v r lued i n v a r i - i n t : 
u>* (X ) -supJ if ( X n ) ' n i s e n a t u r a l auubcr | . 
(where X i s a s p a c e ) . 
The r i r e t i n f i i i i t e c a r d i n a l i. . . - r l a deputed 'y u> . 
? o r any space I , f o r each subset A of the вьаее X and f o r 
e v e r y c a r d i n a l number r we иве the f' l l o w i n g n o t i o n s : 
the c a r d i n a l i t y o f the s e t A which i s denoted by I A I ; 
the c l o s u r e of the s e t A i n Cue space X which i . denoted 
>У U] x » 
the f i r s t ­.uccesor of the o a r d i u ­ I r.jmbtr ' t which i s d e ­
noted Ь' ­J.V!!S Cf T * . 
tfs s l a o naed Čhe sett: 
9 0 
С»J « f c i B c A : I Bl*­ T.\ ļ 
[ a ] " { B : В С AI IB I 4 x ļ J 
j 4 ] i X = £ : B c A : IBI = 1) . 
г any f a m i l y f c o n s i a t l n g of tt­e apaoa X and f o r each 
p o i n t s £ X we oone id e i the s t i r o f the f a m i l y f i n the p o i n t s 
( denoted b y T 4 z ) ) and a l s o the f o l l o w i n g s e t a : 
l i t . r •{*•• X 6 X» I rix)\*x\ I 
l i m y ­ ^ x i xzxt \y{x)\<t\ ; 
l imy ­ ­ { x : x f i l : \ y ( x ) l ^ : t \ . 
D e f i n i t i o n 1. l e t ­1 be a c a r d i n a l number. A space » has x-
prope r t y ( s t r o n g t ­ p r o p e r t y ) i f f f o r any f a m i l y у c o n s i s t i n g 
of opan subsets of the apace X c o n d i t i o n ( 1 ) ( c o n d i t i o n ( 2 ) 
r e s p e c t i v e l y ) i s f u l f i l l e d : 
^ г З х ' Ч 1 ­ ? * ' " 0 Ш» 
the s e t И в у i s open i n X ( 2 ) . 
D e f i n i t i o n 2 . Por any i n f i n i t e c a r d i n a l number т we c o n ­
e i d e r the f o l l o w i n g c l a s s e s of s p a c e s : 
5 C ( ~ ) " ( x : X i s a space : any s e t A « [ x ] i r has a complete 
accumulation p o i n t i n X} 
' and 
X " ( X ) ­ { X : X n e X ( T ) f o r any number n £ c_> ļ . 
D e f i n i t i o n l e t X be a s p a c e , С be a subse t or the space 
C p ( X ) . The s e t of func t i ons С " w e l l s e p a r a t e s " the space X i f f 
f o r any open subset 0 o f the space X and f o r each f i n i t e subse t 
E of the se t U there e x i s t s a f u n c t i o n f s a t i s f y i n g the f o l l o ­
wing c o n d i t i o n : 
f € C ; f ( K ) - l l ļ a n d f ( X 4 Ū ) - { 0 \ . 
2 . Two analogs o f the Asanov theorem. 
The Asanov theorem e s t a b l i s h e s tha t t * ( .X ) 4 l ( C p ( X ) ) f o r any 
space X ( s e e C 1 ; Theorem 1 . 4 . 1 . { 0 . 41 ]; [ 2 3 ) . 
We present two ana logs o f t h i s theorem: 
Theorem 1. L e t X be a space , x be an i n f i n i t e c a r d i n a l 
nuaber, С be such a sub­space of t h e space 0 p ( X ) that e ( C ) i t 
and 3 " w e l l s epa ra t e s " the space X. Then f o r any nuaber n « C j 
the space Xй has x + ­ p r o p e r t y . 
theorem 2 . L e t X be a s p a c e , T. be a r e j u l a r i n f i n i t e c a r ­
d i n a r number end С be such a subspace o f the spoct 0 p ( X ) t h a t С 
" w e l l r e p a r a t e s " the space X and Oe 21 ( " C ) . Then f o r each num-
be r D t u the space X° has s t r o n g t - p r o p e r t y . 
P r o o f of Theorem 1. L e t n e c j , ŗ be о f am i l y c o n ­
s i s t i n g of open subsets o f the space X1* and l e t x > ( x 1 ; . . . : x D ) w 
•i l i e ŗ . 
We s h a l l f i n d such an open neighbourhood V o f the p o i n t x 
i n the space X я tha t the f o l l o w i n g c o n d i t i o n i f u l f i l l e d : 
4c 11ш г­ • 
» c o ' 
Thus, prope r t y ( 1 ) w i l l be proved end i t w i l l be shown 
tha t the space X й hits T * ­ p r o p e r t y . 
L e t ' s pick such open neighbourhoods 7 ļ ; . 
p o i n t s x. 
. ;V o f t he 
, ; x n i n the upace X that . 
V V J ' f X i - X j . n d V ^ V j - 0 i f 
the ne ighbourhood V-V.,* . . . « 7 n 
(3 ) 
of t h e p o i n t 
f o r any numbers i - 1 ; . . . ; r and J = 1 ; . . . ; n . 
We c ons i d e r 
x ^ C X l ( . . . » * „ ) iu the space X й . 
L e t ' s choo j e eome o n e ­ t o ­ o n e numerated sub fami l y 
o f the f a m i l y y ( x ) end f o r a j y number dL*= т * de te rmine such 
open neighbourhoods G 
X tha t 
x 4 x 1 i . . . ; : n ) e G U|1 » G 
We a l s o f i n d a f u n c t i o n f л € 0 s a t i s f y i n g the f o l l o w i n g 
c o n d i t i o n s : 
( 5 ) 
and 
that i s p o s s i b l e because the s e t o f f u n c t i o n s С " w e l l аерагд­
the space X. 
We de te rmine the s e t s 
) ) a T ± (where i ­ 1 j . . . ; n ) 
and the sa t 
t e a " 
u . 4 i ­ f o i " 1 « 0 « * (?) 
Condi t i ons ( 4 ) and ( ь ) imp ly the f o l l o w i n g p r o p e r t i e s : 
and 
( 8 ) 
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L e t ' s conuider the se t ^ ­ [ f ^ • Л € ­ x * j end i t s c a r d i n a l i t y . 
Us have two e s s e s : 
F i r s t case. I У I ­ t + . S ince e (J) ž­t , we e s t choose a 
l im « + poir.t f f o r tbe e » t T i n the space C. 
We now need the f o l l o w i n g s e t s : 
, ' 1 . Г 1 Ц О ; . * ) ) л Т 1 (where i ­ 1 ; . . . 8 n ) ( 1 0 ) 
and 
W­WlX . . . * W n . 
I t f o l l o w s d i r e c t l y from c o n d i t i o n ( 5 ) and from t a d e f i ­
n i t i o n of the topo logy o f p o i n t w i e e convergence tha t 
f ( { x i 5 . . . | x n \ ) ­ 1 . 
Using cond i t i on ( 1 0 ) end t a k i n g i n t o c o n s i d e r a t i o n the 
cho i ce o f the s e t s У ^ ; . . . } 7 n i t ' s e a s y t o prove tha t the s e t W 
i s a neighoourhood of the p o i n t x i n the space l n . 
L e t ' в show that К е Ш J* . F o r anj po in t y « ( y . , ; . . . ; y n ) £ W 
we cons ide r the se t o f f u n c t i o n s 
0 ( y ) ­ [ g : g £ O p ( X ) : g t j ^ d i - 1 j . . . - , n ļ 
which i s sn open neighbourhood o f the p o i n t f i n the space 
0 p ( X ) . S ince f i e a l i m i t p o i n t f o r the s e t * 5 ~ , the se t 0 ( y ) 
i a i n f i n i t e . 
Then the f ami l y 
ff-l0 * = l <Hy ) rs T )« J. * т т { 
i a i n f i n i t e t oo I.because t b e c o l l e c t i o n l a one-
to -one n u a e r a t e d ) . 
Condi t iona ( 3 ) | (?)-, ( 8 ) and ( 9 ) now imply t h a t C c f ( y ) . 
Thus, i n the f i r s t case we h a v e : J e W с ļ im ŗ . 
Second счве . * x + . F o r any f u n c t i o n f £> 'Jrve con­
s i d e r the s e t 
& ( f ) ­ { « / « J. С X + i f - f ^ ļ . 
Using the r e g u l a r i t y o f the c a r d i n a l number T we can p iok 
such a func t i on g £ t h a t \d ( g ) | - x + . 
Cond i t i on ( ? ) now i 'up l i ea t h a t W e l - * ' r i f o r any numbers 
J, £ & ( « > and } € & ­ ( б ) . 
Le t W » W ^ f o r aoae nuaber Л 6 ( ī l ( ļ ) . Then c o n d i t i o n ^9 ) . 
l s p l i a a the f o l l o w i n g p r o p e r t y : 
The p roo f o f Theorem 2 l a c i m i l n r no '-he p roo f oi" ТЬеогел I. 
5 3 
ļ. Tv? ana logs o f the АгЬап^а!* aJc lx­Pr tkeev theorem 
Theorem 3 aud Theorem the uau i r e e u l t e o f the piper­ s i e 
analogs o f the Ar tange l ' ek i i ­ ­ .Py t l ceev theorem e s t a b l i s h i n g >;hot 
f o r any apace X the f o l l o w i n g e q u a l i t y i s f u l f i l l e d : 
l * ( X b t ( O p ( X ) ) 
( в ер [ 1 ; Theorem Л . 1 . 1 ; p. 5 4 S E 2 3 ) . 
Theorem 3 . ?o r any ярасе X ani f o r each i n f i n i t e c a r d i n a l 
number t the f o l l o w i n g c o n d i t i o n s a re e q u i v a l e n t : 
( a ) a * ( X ) i 
( b ) the space Cp(X ) has ~c* ­ p r o p e r t y . 
Theo. за 4 . :­'эг any space X and f o r each r i g u l a r uncounta­
b l e c a r d i n a l number т the following conditions are eq^ iv i ­ leatJ 
( a ) X £ г * ( T ) ; 
( b ) the space С ( X ) hes s t r o n g T ­ p r o p a r t y . 
P 
We use the f o l l o w i n g c o n s t r u c t i o n i n the ргооГэ o f Theorem 
3 and Theorem 4­j 
Рог any space X we c o n s i d e r the reflexion mapping 
%t X — O p ( C p ( X > ) : x ~ X ( * ) ; Ц ( x ) ( f ) ­ f ( x ) . 
The n ipp ing i ( i e cont inuous . 
Wo ,.1бо need the mappings of p o i n t w i s e sum, multiplication 
oipxiaura and niijinum determined on the 5 .ace О„ (С ( X ) ) . There 
P P 
mappings are denoted by V­^ i у>£» f-ļi <f-^ respectively. Pov ray 
number i » 1 ; 2 j 3 , * the mapping 
4 г с ( C p ( X ) ) « С р ( О р ( Х ) ) ­ ­ С р < О р ( Х ) ) 
i s ( . j o i n t l y ; cont inuous . 
Wo c o n s i d e r the f o l l o w i n g subspaces o f the specs О (С ( X ) ) : 
Z- * ( X ) u (51 5 £ 0 р ( С р ( Х ) ) : I i s a c o n s t a n t f u n c t i o n } ; 
fin'i­ ^ i ( C n i i ­ i * ° n » i ­ i ) C w h e r e п й с о 1 , 2 1 3 i *> » 
° n . 1 ; l " *л1°щ*я ( W h e P ' П С " 
We d e f i n e the nubepaoe 
? " У ; { | ? а ; х « n t u : i ­ 1 ­ , 2 ; 3 t 4 
or the s p a c e ' C p i O p ( X ) ) . 
I n t h * p r o o f o of Theorems 3 and * we use the f o l l o w i n g 
s i n p l e s ta tement : 
i^Gpoaltlou 1. lat X bo a s p a c e , t be aa infinite c o i d l ­
r.fi nujibcr. Ther. ti.e f o l l o w i n g eomditions a r e fu l f i l led : 
( a ) the subspace 0 o f the apace C p ( C ? ( X ) ) " w e l l s e p a r a t e s " 
the арате 0 p ( X ) ; 
( b ) i f e " ( X ) < T : then e (0 ) £ x » 
( c ) i f t i a a r e g u l a r uncountab le c a r d i n a l number and 
X e 5С"(.т: ) then 0 б ( T . ) . 
I 'roof of Theorem 3­ P r o o f ( a ) ­ » ( b ) . I t f o l l o w s d i r e c t l y 
from P r o p o s i t i o n ч and from o o n d i t i o u ( .a ) o f the tbeorem that 
t h e r e e x i s t s such e aubspace С o f the space С ( G p ( X ) ) t h a t 
e ( C ) £ t and 0 " w e l l e e p a r a t e s " the apace С р ( £ ; . Theorem 1 now 
imp l i e ? c o n d i t i o n ( Ь ) of the theorem. 
Proof i . Ь ) ­ » ( а ) . L e t ' в assume the c o n t r a r y . Then we can 
choose ь number n € и and a subset P o f t h s apace X й s a a i s f y i n g 
the f o l l o w i n g c o n d i t i o n : 
? Ia а d o s c r e t s and c l o s e d i n Xя and | P | « " t ' + ( " И ) . 
We show that c o n d i t i o n (. i } i s n ' t f u l f i l l e d f o r the c a r d i n a l 
nunbor t* and f o r the f a m i l y ? ^ . ­ { r j ( x ) : x ­ ( x . , ; . . . j x n ) £ ? \ 
where 
C ( x > ' . f * i f € C p ( X ) : t(.x±)> O: i ­ 1 ; . . . ; n } ( 1 2 ) . 
j »or any po in t x « ( x 1 ; . . . ; x n ) e Xй we p i c k an open ne i^hbour ­
, ; x n and the ne ighbour ­hoods V . j ( x ) ; . . . ; V n ( x ) of the p o i n t s x ^ ; . 
hooa V ( x ) ­ V 1 ( x ) « . . . »» n(x) of th r p o i n t x o a t i a f y i n g the f o l ­
l ow ing c o n d i t i o n : 
? л Т ( х ) ­ ^ , i f x f ? and P A V ( X ) ­ ( X { , i f x 67 ( 1 3 ) . 
Moreover, we choose such a f u n c t i o n f С ( X ) tha t 
and (14) 
f X ( X 4 ( 7 . , U ) U . . . W n ( x ) > ) - ( o ļ 
We de t e ru ina the se t 
and the ae t 
-7 " • {max f f . f . - ^ K f f J J ^ ļ (16), 
cons ign ing o f po intwiue maxima o f a l l f i n i t e eubaota o f the s e t 
Wi • 
J o o d i t i o a e ( 1 4 ) . ( 1 5 ) and ( i e ) i u p l y tha t the conetar.r 
func t i on Гл ( f , ( X ) - { l l ) И a l i m i t uoint f o r the s e t 91" i n 
Cbb apace C p ( X ) . We hava f ^ l i o ^ beflnuse ? 4 . ( f . , > - pni 
11ч. I ( е эп c o n d i t i o n s ( 1 1 ) and M . ? ) ' : . ' c 3how thai: c7~tl l i ia 2x . Tor any p o i n t f с J- 'je лап 
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choose by means o f ( 1 5 ) end ( 1 6 ) such a f i n i t e s e t 
{ » ( 1 ) { . . . ; z ( B ) | < = x n tha t 
r ­ » a x { f i n ) 5 . . . ! f a i i ) b 
Cond i t i on ( 1 2 ) ­mo l i e s tha t 2 ( . < f ) c 6 ( . ( f b ( 1 ) ) v y . . . ^ 
О Z ^ ( f B ( a ) ) ­ S i n c e | Z i ( f t ) U l f o r any p o i n t s f e X 0 ( s e c o o r . d i t i ­
one ( 1 2 ) , ( 1 3 ) and ( 1 * ) , we hsve i 
l ? I ( f ) l i m < O J . 
Thua, ^ i « ' & am? f * [ 9 " J 0 ( x ) , i . e . the soaoe C p ( I ) 
h a s n ' t t ­ p r o p e r t y . ' 
Ds in j the scheme o f the proo f o f Theorem } i t ' s easy t o 
prove theorem 4 . 
4 . Зове remarks 
The i p o s s i b i l i t y t o e l i m i n a t e the c o n d i t i o n o f the unco­
u n t s b i l i t y of the c a r d i n a l nuaber t i n Theorem 4 f o l l o u b f r ou 
P r o p o s i t i o n 1 and i s sugges t ed by t h e 3ul 'ko ­HoyJyova example 
showing tbe t ­ e o u i v a l e n c e of I >.e r e a l l i n e and the r e e l s i n g l e 
sogment ( s e e C l i Г'])« 
I t f o l l o w s u i r e c t l y from Theorem 3 tha t f o r any i n f i n i t e 
c a r d i n a l nuaber t the r e l a t i o n of t­equiva. ' .адра pres­.­г/ез t t o 
f o l l o w i n g p r o p e r t y : 
e * C O i X . 
Ac the f i r s t t ime the l e t t e r s ta tement wae proved by 0*onev I n 
t o . 
5 . Acltgoyled,;amcrit 
The author exp. e s s e s h i s deep g r a d i t u d e t o pro f ea eo r U.I, 
Arhan e l ' s * i * and to p r o f e s s o r A .P . Shostak f o i the support end 
the h e l p . 
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maa diakrStae e l e g t o a apakšVopaa. 
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Matemātika 
OR THB APPROXIMATION OF H U L T I V A L U B D MAPS 
U.Rai tume 
Summary. тпе paper d locussea upper samicont lnuous n u l l i ' 
va lued maps de f ined on a subset <E o f Sucl ide i ­n apace and 
w i t h convex c l oaed (not neceeoary bounded) v a l u e s i n ano the r 
Kuc l idean apace . I t i a shown that i f such а шар has an i n t e g ­
r a b l e majorant then t h e r e e x i s t s i n g l e va lued cont inuoua ap ­
p r o x i m a t i v e maps which have anulogous majoranta. USC 5Ю60. 
I n t r o d u c t i o n . I n v a r i o u s f i e l d s o f matheEaticu, f o r 
i n s t a n c e , d i f f e r e n t i a l i n c l u s i o n s , opt ima l control, equa t i ons 
w i t h d i s con t inuous n o n l l n e a r l t l e s , the m u l t i v a l u e d maps a r e a 
necessary instrument f o r i n v e s t i g a t i o n . And o f t e n he r e i t i a 
necessary to approx imate m u l t i v a l u e d тара by a i u g l e va lueo 
maps. The e x i s t e n c e o f such an approx ima t i on w i t h cont inuoua 
f unc t i ons f o r the case o f compact va lued ( w i t h some a d d i t i o n a l 
p r o p e r t i e s ) maps i e o b t a i n e d , f o r i n s t a n c e , i n I'll . 
On the o t h e r hand, i n some a i t u a t i o n a the re i s necessa r y 
t o i n t r oduce mul t i va lued тара w i t h convex bu t , i n g e n e r a l , un­
bounded v a l u e s . Por these case where i a impor tant ea t ima t ea 
f o r approx imat ing f u n c t i o n s . 
I n t h i s paper the case o f m u l t i v a l i e d тара -A-
d e f i n e d on a subset o f Euc l i dean s p a c e , 
tļ = (CS,2): УеП, Z& Ŗ " } ^ , w i th v a l u e s 
i n the another Euc l idean apace i a d i s c u s s e d , f e a s ­
sume that the шар Л l a upper semicont lnuouo w i t n 
convex va luea and that the e s t i m a t e 
sup f $ i • •> t Лс*,1)}б hex) + / ( 2 ) ; (фЩ 
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ho lds where the func t i on ^ I s cont inuous and the func­
t i o n h be longs to воше Lebeegue space if. ( s i ) . 
• e show that t h e r e e x i s t a sequence { ^ } o f 
continuous func t ions which i n some sense approximate the 
map Л and f o r which an ana l o gues es t ima t e are v a l i d . 
In the l a s t s e c t i o n of­ t h i s paper we i n v e s t i g a t e p r o p e r t i ­
es of weak l i m i t e lements 6 0 e f sequences ifyl') Ujc('l)1 
where the аесиелсв c o n v e r g e s s t r o n g l y i n воше 
Lebessues space . I t i s shown that under some 
natura l assumptions t h e r e i e 
f o r a . e . X€rSl ( U k - * U0 ). 
1 , Nota t i ons and r e s u l t s . L e t \J be a l i n e a r 
t o p o l o g i c a l space with e lements у . We denote by псу; 
the f s i c i l y o f a l l nonempty s u b s e t s o f У I f У 
i e a m e t r i c space w i t h m e t r i c P then f o r a r b i r a r y 
j i lven subsets У, С У , С У we denote 
We note that 0(l6i) У А ) i t equal to с / ( ^ ^ ) 
i n g e n e r a l . 
n Let h , N } M be id i n t e g e r s und 
$ , К be the co r r e spond ing Euc l idean 
spaces w i t h elemente У f 2 , A r e s p e c t i v e l y . Let 
_ П be a f i x e d bounded domain i n ^ Л which 
boundary has ze ro measure and l e t G. be c l o s e d se t 
wi th e l emen t s 
We denote by A. a m u l t i v a l u e d map, 
J? : Q ­ * П(к) . The graph o f the map J( 
we denote by Cb*iJl , i . e . , 
fr^MX**' ^ A(f)}. 
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It necessa ry , f o r g i v e n subeet wo d e ­
n o t e by G l J ? j the r e e t r i c t l o n o f the &1 Л 
t o the set 
& . i . e . 
The same n o t a t i o n s we s h a l l uoe f o r ano the r mul t i v a lued 
o r s i n g l e va lued maps i n Buc l idean spaces . 
For map me I n t r oduce 
the f o l l o w i n g hypo theses . 
H1. For eve ry ft Q . the v a l u e A(f] I s a 
convex c l o s e d subset o f Ж ( no t necessa r y bounded ) . 
H2. The map A l a upper semicont inuous , i . e . 
f o r g i v e n JN> ^ ^ and g i v e n neighbourhood & 
o f fil fo) the re e x i s t s a neighbourhood C O ' 3 fa 
auoh that A(0C CO f o r every / б O'DQ. 
H3. There e x i s t a number p , 4 < f>< ^°, 
л f unc t i on A € Lp(SL) and cont inuous monotone 
I n c r e a s i n g nonnega t i v e f u n c t i o n s Л* •' ^ ~* ^  , < c/,-/ '*/ 
such tha t f o r a l l ^ = € Q 
the es t imate 
h o l d s . Here Z* Г Z f |..., Z y j ­ . . 
HA. For some I n t e g e r C, 4бК^ N , С<Г*1, 
t h e r e e r l a . a cont inuous monotone i n c r e a s i n g f u n c t i o n 
fo , '--В-* Я . with fofol'O 
and an unl fo rma ly continuoua f u n c t i o n 
w i t h va luee g r e a t e r than some p o s i t i v e oonatant such 
t h a t f o r g i v e n ^ 
the re e x i s t 
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eucb that 
< л", i ' - Л * £ f ( \ i - t /| " 
Uera >• ) denotes the s c a l a r product I n Eu­
c l i d ean spaces . 
The main r e s u l t o f tbe pape r i s ; 
Theorem 1 . Le t the map Д : Q ­S f] (Ik / 
s a t i s f i e s the hypotheses H1­H5. Then t h e r e e x i s t a func­
t i o n KbLpCQ.) and a f a m i l y {fK } 
o f cont inuous func t ions Y°K i <Й ­ * Ж** , Af» j 
such that 
f o r e l i ( ' V . Z J ^ Ф and ... j 
( i i ) f o r e v e r y chosen bounded subset 
there i s 
dfGtlftldv, GlAjQ¥) - > 0 a s ' 
( i i i ) i f f o r some cons tan t s 
there i e 
and a sequence /(J к} С. L^fjl) oonverges 
s t r o n g l y to an element C/0 then the sequence 
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tbko)>- fcl%№0 
i a weakly compact i a L b (SI) and e v e r y weak l i ­
m i t po in t 6* o f the aaquance / & к 1 hae the 
f o l l o w i n g p r o p e r t y 
beU)€ Ли,и,Ы)) f o r а . е . rf*­i2. 
Here by LŌ (SI) . we denote the d i r e c t product 
o f M apaoea Lfa (Jl) , rV M 
and by //J (Si} we deno te the d i r e c t product o f 
t*\ apacea Lp(Sl) 
I f a d d i t i o o a l y the шар </c has a measurable s e ­
l e c t i o n whloh s a t i s f i e s tho h y p o t h e s i s HA then a l l f unc ­
t i o n s <fk . V - 4t2j ­ •• , have the same p r o ­
p e r t y with f u a o t l o n ļļķ - У/ŗ i n s t e a d o f 
2. Approx imat ion . I n t h i s s e c t i o n we s h a l l g i v e the 
p r o o f s o f the s ta tements ( 1 ) and \ i l ) o f the theorem. 
Рог X&Sl , j * « Q and A. a,... 
wo denote the a e t s 
w i t h l ebeague meaeures 
r e s p e c t i v e l y . 
For l o c a l l y l n t e g r a b l e f unc t i ona У . de f ined 
on IK x tK and v a l u t a from (K. , we i n ­
t roduce the a v e r i g l n g o p e r a t o r a 
and a n a l o g i c a l ope ra to ra f o r ^ ' Č L4£oc (ft'') 
and I t i e obv ious tha t the f u n c t i o n s 
IpY a re cont inuous and i f 
then ~fļ<ļ- —> У" as f^­> «x> s t r o n g l y i n Lp(rl) 
f o r eve ry bounded measursble sex . The same 
proper ty bnve func t i ons 
from tbe f a c t that 4 £ Lp>(±t) i t f o l l o w s 
the ex i s t ence of c l o s e d s e e s 
such t h a t i 
­ _ A A с _ Q 5 , , ; 
­ a l l _ Q . S be longs to the i n t e r i o r o f SL \ 
И (ж) i S on J2j , 
­ // i s cont inuous on _C2.1 ; 
­ sequence c o n v e r g e s un i f o rm ly 
i n A S , if „ . 7 
­ f o r iJteSl\Sis: bMtsj 
the re i s 
tows. X 2 S <? I t**4) ; 
- fkeasSl\ris s 4 čff Ши0ц, 
Here and i n what f o l l o w s by MfQS E 
we denote the Lebesgue measure o f (he so t E 
ю з 
By v i r t u e o f the hypo theses H1­H3 t h e r e e x i s t s e 
mensurable s e l e c t i o n Q o f the map Jl , i . e . 
G i s a s i n g l e va lued measurable f u n c t i o n de f ined on 
Q such that Q(f)& Я (f ) f o r e v e r y 
feO . A d d i t i o n a l IQI e Ufa (Q) • , 
Le t uu d e f i n s on Qy\~ 1 Q '. V t J 7 s 5 
f unc t i ons 
ft 3£a • к щ 
where the number depends on tbe d i s t a n c e between 
-Sls and the boundary o f SI (we need tha t */( 
i s l e s s than ;hia d l a t a n o e ) . 
A f t e r tha t by means o f the f i r s t o p e r a t o r o f expan­
s i o n f r cn S t e i n l2, ch . 6 J we expand the f u n c t i o n s 
^1? from Q$ t o (x as cont inuous f unc ­
t i o n s fes such that f o r choaen У «г \ Л 1 
t h e r e i a а Л č Sir such tha t 
(2) 
>L 9l, ft* -r ™ d P 1 0 -
<>i and " l( i t 
From the d e f i n i t i o n o f 
p e r t i e a o f the ope ra t o ra I
f o i l owe that on Qs 
Prom here and the c o n s t r u c t i o n o f a * t a Sls 
and func t i ona < Д 5 we have tha t 
^ t o l ^ W / r s W + cits* 
where 
J,. and % ­ » О mm Č-» 
By v i r t u e o f p r o p e r t i e s o f —T2_j v a l u e s o f tbe 
funct ion 
/loCx) I = Sup { f l s M : S~ 4,1,... } 
f o r a . e . .Vfi- a r e equa l to the ват1mum o f on l y 
a f i n i t e number o f hs (*J . Hence, we have 
i . e . the f unc t i on no b e l o n g s t o 
(5) 
The r e f o r e 
whore as 
that (FjttsJS. and d e f i n e our sequence 
Then from ( *> i t i o i l o w b immed ia te l y that the sequence 
ļ } c a t i a f l e a the p r o p e r t y ( i ) ( i f n e c ease r y we 
can renun­Ъаг t b ~ aequence and s t a r t w i t h 
Tho aequence s a t i s f i e s the p r o p e r t y 
( 1 1 ) t o o . 2he proo f i s baaed on argu ing by c o n t r a d i c t i o n . 
Let ua suppose that thttre are a bounded c l o s e d 
se t and a sequence f. 1к j c 
such that 
f o r e n к* /,г, .... 
Without l o o s e o f g e n e r a l i t y we can assume that tbe s e ­
quence { j f * } ' conve r ses t o some €• 
By the c o n s t r u c t i o n o f the f u n c t i o n s Y « the 
v a l u e s o f 1 . » * / depend only on v a l u e s o f the 
a e l e c t i c n 0 i n the s e t 
where the cone ten t * 1 depends o n l y oa A 
А/ > and Ш . But f o r &c 
po iu ta tilbelong t o the sa t 
C,t ­ > О aa AC —» 
1 0 * 
from ( 5 ) we g e t that 
О as /С ­ о 
whet c o n t r a d i c t s w i t h the aesumyt i on tha t $o > O. 
So, tho p r o p e r t y (3d.) i s p r o v e d . f 
Xt the ­map <Л has a s e l e c t i o n ^ 
f o r which the hypo thes i s H* h o l d s then ca the s e l e c t i o n 
Q i n the c o n s t r u c t i o n o f f u n c t i o n s ffis 
ve choose ' h i s s p e c i a l s e l e c t i o n & . '.'от, from 
the p r o p e r t i e s of the ope ra tOre i t f o l l o w u 
that the funot loua ^ > on has the same a o ­
n o t o n l c i t y p r o p e r t y . Beoauae the e x t e n s i o n o f 
frou: Ql, to Q do not chanre the argument 
Щ then the f u n c t i o n s *P(s have t h e needed mo­
n o t o n i c i t y prope r t y . 
Here we have used :he uni form c o n t i n u i t y o f the 
func t i on T~t which a l l o w a t o e s t i m a t e v a l u e s c f 
3 . Convergence. Sow , l e t 
ana Uк ­ » Uņ s t r o n g l y ав A ' ­* . Prom 
the prope r t y ( i ) o f the f u n c t i o n s f< i t f o l ­
lows that the seauenco 
i s weakly sequont la ly compact i n Lp ( & ) • 
Without l o o s e o f g e n e r a l i t y we can suppose that the 
eeauence t ^k J c o n v e r g e s weak ly to some element 
t>o and that the sequence / U<} convorges 
po in tw i se f o r n . e . У i- CI 
To b e g i n with l e t us suppose tha t tho func t i on 
4o i s bounded and cont inuous cn ­ Л and 
thet ;he sequence /^/ *3 conve r . oo u u i f o r a l y to U\ V 
or. 
hy v i r t u e o f the h y p o t h e s i s 112. The s e t s Dk are 
convex ( h ypo thes i s H1) and from the d e f i n i t i o n o f the 
func t ions <fgs and we have tha t 
¥*(f*) Ģ Ok , X* - , t o o . 
Becnust* 'fk: ~* as A> " * c * ° then 
Let us de f i n e f o r 
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€ Ž О the s e t s 
f o r a . c . SX J . 
By v i r t u e o f the hypo theses H1­U3 and the u o n t i n u i ­
t y o f (-1° the se t G , i s bounded convex and 
c l o s e d . 
I t i s easy t o see tha t Bo £ Bf. f o r 
and that 
d ( b t j 60) "9 О ae £-iO ( 6 ) 
I nde ed , I f the r e l a t i o n s h i p ( 6 ) d o e s n ' t ho ld then we 
hb/ь a convergent sequence f­^icj С ­П. j V < 
as £ ­ » 0 0 and a aequence { } С 
auch that С*к, Л * ) č ^ £ w i t h 
£ = Д and Ы((Хк>>л), 30)><Г*с 
f o r a l l Л 2, •• • . Bui t h i a c o n t r a d i c t s w i t h 
t e e upper semicon t inu l t y o f the тат J} ела c c n t i ­
nu l t y o f Uo . T h e r e f o r e , t h « r e l a t i o n s h i p ( 6 ) 
i s t r u e . 
The p r o p e r t y ( i l ) o f the eequ­m­e / ' ' ?к\ end 
•he uniform convergence * * ae H-* "*> 
givt thet 
d(G» Ьк } 5$ ) О aa * 
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Otherwise we should bave a conve r gen t sequence 
f 3v­ f * * , ik)} w i t h 
~ У к Ык) such t h a t 
what c o n t r a d i c t s wi th tbe p r o p e r t y ( i i ) o i the f u n c t i o n s 
tyr and the upper S J ­ i c o n t l n u i t y o f the map Я • 
These arguments g i v e tha t 
as 1С-* ~3-
Prom c o n t i n u i t y o f U° and h y p o t h e s i s H1 i t 
f o l l o w s tha t from the aot in­ate 
So) <z , 
i t f o l l o w s that 
ct(G* X^KU , So cTfz) 
where i s a convex combinat ion 
o f the e lementa £>< wi th К •» Kit) 
ana О ft) ~* О ao 7T~* °-
But t h i s prope r t y t o g e t h e r wi th the weak couver ­
gence o f the sequence "f Ьк \ t o bo and the 
convex i t y and c loaedneaa o f 0>0 i 'J enouch f o r 
the i n c l u s i o n h 0 € Go . 
I n gene ra l case o f a convergent sequence 
f UKI , ­ * ^ a s £­• » ' *<> , 
ле ar^ue i n the f o l l o w i n g way. 
l e t £ > О i a chesen . Poi t fc ie ^ 
there o x i a t a a t l o e e d s e t j С ­ Q such 
t h e t » 
­ f . Q \ S* f ; 
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Цо In cont inuous on 
tV* Uo un i f o rm ly on _ f 2 с as K - * ^ -
I n t b e same wsy as above by us ing tbe f i r s t o p e r a ­
t o r o f expans ion we expand £<o from -CI с t o 
_ Q an a cont inuous f u n c t i o n 
<l\ (X) - Ue Ш , У Sr­ f l ļ . I n s t e a d 
o f func t i ons UK we d i s cuss the f u n c t i o n s 
*% (*) , _Д\17.£ ; 
K-. ',2t.... 
Then f o r the sequence we o r e i n the same si­
t u a t i o n as above and have that 
£ / 4 ) * » • ^ ^ (• , VK (•)) , 
/> К j <= G iV* ) 
where the se t G i s d e f i n e d ­ f o r / u £ i n the. 
вате way as the ee t Cfto f o r the f u n c t i o n . 
But b(tfļ) I s equal t o on the s e t 
. Hence, pabsing £ 0 we g e t 
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У.Райтум. Об аппроксимации многозначных отображений. 
Аннотация. В работе рассматриваются многозначные отоора ­
кения одного евклидоье пространства в другое с выпуклыми 
замкнутыми значениями (не обязьтельно ограниченными). По­
казано, что если такое отображение полунепрерывно сверху 
и имеет интегрируемую мажоранту, то> существуют непрерывные 
функции, которые все имеют аналогичную мажоранту и графи­
ки которых в определенном смысле близки к графику к а ч е л ь ­
ного многозначного отображения. у . Д . К . 517.98 
U.Raiturns. Par daudznozīmīgu a t t ē l o j u m u ep roka lmāc i ju . 
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P a r ā d ī t a , k a . j a e i e a t t ē l o j u s i i r pusaepār t^aukt i no augšas , 
to v ē r t ī b a s i r s l ē g t a s i z l i e k t a s kopas un t i em e i s i e t e i n t e g ­
rējamas mažorante " , tad Šādus a t t ē l o Jumus va r aprokaimēt ' ar 
nepārtrauktām funkci jām, kurām i r l ī d z ī g a mažorante . 
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Matemātika 
ОБ ОДНОм ЭКСТРЕИАЛЬНОН СВОЙЗТЗЕ СЯГ.АЖ­ЗУНКаИЗ 
ДВУХ ПЕРЕМЕННЫХ 
С.Асмусс 
Аннотация. Доказано экстремальное свойство внтерпаляиу.ол­
ных сплайнов тензорного произведения пространств одномерна* 
полиномиальных сплайнов, определяв:.­!.* произвольными оператора­
ми интерполяции, благодаря чему дана вариационная формулиров­
ка задачи интерполяции функций двух переменных такшх сплай­
нами. УДК 517.5. 
Своей популярности, возникшей в 60­ые голы, сплайны ео 
иногом обязан» обнаруженному Дж.Холлидеем экстремальному 
свойству, свкзьзиеиу кубические сплаСны И.Еенберга с решением 
задачи о минимуме нормы в 1_ а второй производной на аногестхге 
функция, припчмаэиих заданные значения в фиксированных точках. 
Это свойство помутило отправной точкой лги создания вариац:'­
снноч теории сплайнов, в рсыках которой ( си . , например, [11") 
пространство сплайнов S(T ,A} . соответствуя ге линейным не­
прерывный операторам Т "• X -» У и А : Х-*-*? . дейстзунпим 
в вещественных гильбертовых пространствах Х , У , Z определя­
ется так : 
5(T,AV.= C s 6 X I V x e j Y ( A ^ <Ts,T<n>y-o} , (г , 
где Jf(A) ­ ядро оператора А , < •, ­>у ­ знак скалярного 
произведения в црозтранстве V . Интерполяционный сплайном, 
соптветсгвувщим элементу ЗЬбА(А). называется такой сплапн 
SeS(T,A^ , что As= i . Оказывается, что интерполяционный 
сплайн, если он существует, является реше. лем вариационной 
аадачи 
|Тз Иь - [ nxfc j I х е Х , А ас - * } , 
га* ii . !|ч. ­ норма в пространстве а . 
1 1 2 
Верно и обратное, поэтому (2) дает эквивалента уп формулировку 
задачи сплайн-интерполяции. 
Для определения полиномналъянх оплайн-функций на отрезке 
[ u , b ļ в ( I ) следуит считать 
Х ­ Н У Ь ] , У=И°са,Ьз, Н­К™ Т а ­ * * 4 , Щ 
где п 'LQ-,oī ~ пространство Соболева , о^тазованвое функциями 
: LCL,b3*R . производная которых х"*"° ­ абсолютно непре­
рывна, а Х 1 < Р интегрируема по Л е б е г у в квадрате, и з а д е л ё я ­
ное скалярный произведением 
Оператор А строят в зависимости от типа интерполяционных 
условий. Если при этом 
JCCK)ПЛГСП-СО}, _ Я ( А ) - 2 , с*) 
то для каждого вектора l £ £ оужествует единственный интер­
поляционный сплайн. 
Зарекомендовавшим себя аппаратом сплайн­интерполяции 
функций двух переменных в прямоугольной области Е *С0$41*1Л,Ьа 
являетсч аппарат тензорного произведения. Пусть SCV*,A 
пространство полиномиальных сплайНтфункцкй на отрезке tQ*,b*3 
( ( 3 ) ­ ( 4 ) . . а ­^ : ,т ­плД5\ ,^ . . . , 511 ­ е г о базис , состоящий 
из. сплайнов , интерполяционных для векторов 
е{­­ С Бц, O^eR"""^ здесь ­ символ ЕронекераО. 
Тогда функции о 
s^,cntM­=(s;® ^xtU f c ) ­ » (teeE,yi7ū,,i=^ 
образуй? бесэис тензорного произведения SCT* А ) © S(T l, А 1 ) , 
а интерполяционный для вектора ^«(й^цУС: J^Vi сплайн S 
пространства S (T 1 , A0© S (T\/0 записывается в виде 
В то время как построеиие таких сг иСнов сводится к и я о ­
гократноиу решенив соответствувянх одномерных задач, и сс л з до ­
вание их экстремальных свойств значительно усложняется по 
сравнение г одномерный случаем. Первая попытка дать варноцизн­­
нуп формулировку задачи интерполяции сг айнами тензорного про­
изведения была предпринята авторами монографии [2]. Она заклю­
чалась в рассмотрении (2) для сшератора Т » ^Ч­'­Чь ( в з я т и я 
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частной производной порядка­ по переменно*, t.*, ^'.. ) 
в пространстве X , являвшейся тензорный произведением 
Н СО.' Ь'З * Н^ 1 CCL* Ь*1 • Однако при такой построении ядро' 
оператора Т бесконечномерно, а следовательно, бесконечномер­
но и получаемое пространство сплайнов ( Е В э т о т $гкт впервые 
обратил внимание B.C.Завьялов \У\). нас же интересует экстре­
мальное своих f во, принадлежедее только сплайном тензорного 
произведения. Один подход, свободный от этого недостатка, 
предложил С.С.Завьялов [3 ­ 71 . Он обеспечил елиястгвиность 
решения вариационной задачи ( 2 ) для Т » cļJ (v1*V за спет 
бора функционального пространства, другой, ­ предлегеикии 
А.Имамовык [ 8 ] , ­ заплочеется в усложнении оператора Т . 
Сравнение укезанных подходов сделано в [ 7 ] и [ 9 ] . 
При всех их достоинствах конструкции А.Имаиова и 
В.С.Завьялова давт чариационвуо формулировку только для ярдач 
сплайн­интерполяции по значениям функции и, MOEDT быть, с е 
производных в фиксированных уэлзд регулярного ррзбкения п р я ­
моугольной области. Они не могут быть реализована, если в ка­
честве исходных данных испольэувтея, например, локальные 
средние значения функции двух переменных [101. В связи с стии 
возникает вопрос об вкстреиольном свойстве интерполяционных 
сплайнов из S ( T \ A ? ) ® S ( T t . A t ) в случае, копи S I T \ А Ч и 
S ( T * А 1 ) задастся произвольными операторами интерполяции 
Д 1 и Д* . Один из возможных ответов на него даёт денная 
статья, в которой с помощью S ( T \ А ) и S \ Т * А ? ) н а основе 
( I ) определено пространство сплайнов S ( T , A ) , совпадкхгцее 
Пусть ­пространство функций X ' . Е ­ * R , 
производные которых * Х , kj = C,G^4, ]m\,l, , ­ «долот­
но непрерывны на Е по каждой переменной, а Ъ " ^ х , 
$4,1.1* х е L X C E ^ , t j = 0 , Q,j , \»\t%, (последние по­
нимавтея в обобшенном (по Соболеву) смысле ­ см., например, 
[ I I ] , с.140), наделенное скалярным пооизь .дением 
н ^ ( е ) ­ = й Й 1*№ЬЯНЩ£ 
известно, уто Н ^ М Е ) = Н ^ й ' . Ь ^ H M t f t f l ( и № 8 ­
знак топологического тензорного произведения). 
Определил Q : V W E H M L B L полагая 
(5 ) 
где 
1 
0. Utr . 
Нетрудно убедиться, что (5. • линейный непрерывные оператор. 
Поскольку J F F C Q ­ f l V f c . . T 0 Q Q = Q . аэначтт. Q 
является операторои проектирования в Н '^Ц» (.Е) ' , область 
его значений 5MQ) замкнута. щ/г\\ 
Пусть теперь \ ­ = L 0 © L . Р Д Е L : = R C U ) , а 
Ļ - (Jf (Г )® ЗДА1")) * ( S( Т.1 А4) ® Л Т О 
(Ц П L = { 0 } . так как L D C Jf ( ^ ) « Ш)\ . 
3 силу замкнутости подпространства L в л и конечномерности 1_0 
(dimL,­ ^(UfliSlT*. A * V t o S m % W toS(TJ,^\ 
пространство У замкнуто в Н^'^СЕ). Следовательно, оно 
является гильбертовым. Пусть, далее, V'­=LX(E^ и 
Т х := ^ ' ^ З С W « х е Х • Легко видеть, что 
О Т Е L C 0 W , ибо I ^ x I U E ) « i x i r t v i ^ E ) . 
З ) Я 1 Т ) = У , и б о Jlfn­TCFTCQ)) ­ ^ М Ш И ^ М Н ^ Ч Э , 
где последнее равенство следует из разложения 
Для того, чтобы задать пространство сплайнов. о ч \ , А ) , 
остается указать оператор А . Пусть t j *• И^Ш.*,МЗ"*К» ļ*iAv~ 
линейныс непрерывные функционалы. Определим функционал 
Ю = К , 0 К,,: Н ^ ( Е ) ­ * R, следугаим образол. Будем счи­
тать, что К.Х есть результат последовательного действия на 
функтш X функционалов К, и , при котором ^ девствует 
на XI.­,"t*") при произвольно фиксированном значении t 1 , а 
К г ­ на Х ( т \ . ) при фиксированном "t* ( бдет установлено, 
что от порядка их действия результат но зависит). Точнзе, для 
Х € H^'^lE) обозначим через «С VC­зечевяе фузкцкм X : 
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и определим 
(к,® ко x к, sc K j = tc^x^. (« ) 
Далее покажем, что это определение корректно, т.е. 
1 ) x ^ e H ^ c o l t o . x K i e H ^ c o i V l , ( 7 ) 
2) в ( 6 ) имеет место последнее равенство; ( в ) 
и сно задает на X линейный непрерывный функционал. 
Конструкция тензорного произведения К,^®К^ линейны! 
функционалов К, и Kt , область определения которого еог 
алгебраическое тензорное произведение облаотей определени ,С, 
и fcļ , описана в [12]. мы не можеы воспользоваться ев непо­
средственно, так как, во­первых, мы ииееи дело с топологичев­
кны тензорным произведением, а во­вторых, для нас важна непре­
рывность 1С,® К% . Доказательству ( 7 ) ­ ( 8 ) предпошлем один 
вспомогательный, результат. 
1емма. Всякий линейный непрерывный функционал 
1С: Н^СО.,0]-* IR, "перестановочен" с интегральным оператором 
в смысле выполнения равенства 
Замечание. Эта формулировка нуждается в уточнении, кбо 
функционал Ю , вообще говоря, не определён на усечённой сте­
пенной функции III C.,t^. Условимся считать, что 
если только выражение в правой части равенства определено. 
Убедимся, что оно определено почти при всех t € C Q . , b l . 
С «той цельв представим 1С в виде 1 С Х = < Х 0 , Х > ^ (во 
теореме Рисса функция Х „ € 
однозначно определяется 
последним соотношением). Тогда 
1 1 6 . 
*JZ t&kVĻ * (*!Г(Ь>-«Уг». 
Воспользовавшись теоремой о дифференцировании интеграла, з а ­
исяиего от параметра, ин получаем, что во в с е х тех точках 
с.резки CCL, в ] , где существует производная Х^" * . функция 
KCļ^C.jt") дифференцируема и ее производная 
суммируема в квадрате на CCL,И. 
Доказательство леммы с учетом сделанного замечания ва­
клочается в цепочке равенств 
Для доказательства ( 7 ) ­ ( 6 ) воспользуемся одним специ­
альным представлением , Э С £ Н ^ Ч Е } ­ Ч т о 1 5 ы е г о получить, 
рассмотрим p v = ЭС­QOC . Тек как ? 5 c M 1 Q = f t ( W . т о 
^ , ' ^ 1 р = 0 • Интегрированием этого равенства получаем 
p i 1 = 0 1 Н О ? " 0 i « i 1 где ­ некоторые функции ив П L C L д * ] . Поэтому 
откуда а силу *еммы имеем ^* ' 
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Теперь легко видеть, что H ^ O l J ) 1 ] , ^ е Н ^ И ^ , 
Итак, определение ( б ) корректно. Убедимся, что функцио­
нал 1С непрерывен на Л . Пусть последовательность 
( X i Y V g ^ C X сходится к нулв. Представии функции Х л в виде 
ЭСп=рп.тОа:* . r « p „ e L 0 . Для *Q0Ca. с помовьв леычы 
и неравенства Гельдера получим оценку 
из котогой сразу следует, что K­Qo : * ,— - 9 0 . Остается пока­
вать, что К.ра *0 . Непрерывность оператора li/ влечет 
IQaCnlV * 0 . а следовательно, Hpnllv * О . Это 
и доказывает, что К О п — * ­ 0 , ибо на конечномерной поостран­I fl­too 
отве 1_0 линейный функционал К непрерывен. 
Описанная конструкция позволяет нац задать А : 
(A^i,t/» ( А 4 ц€>А\ ) х , 4ļļ = 0 ^ , ^ А Д , . aco 
где А^  Х ­ а (А*х)^ есть t ­ «я компонента вектора А?Х для 
^ И П ^ £ н и е I. ЖА^ = Г А ^ £ ( А Ь = ^ , ] М . 1 . ' 
Доказательство и».г­­акации 
11» 
Предложен/е 2 . ХЩ^ОЦО}^^^^^­^­^.. 
Доказательство Тстаноькм имглчквцчо 
Ш ~ ) ( Ш т * ) = i o } ; r ^ ХШШ) ­ t o ) 
(обрагчзя очевидна). * 
Ядро J f l T ) состоит из Функций­ вида 
э неравенств!, ( ļpdun, J('СГ')*Г^ < m j . как 
сводится к проверке ахлсченяя 
ДЕЙСТВИТЕЛЬНО, достаточно установить, что ДЛЯ каидого вектора 
I E R ^ I W . где a L ' E R M ­ » . _ J _ » 4 , L . (равенство 
X » t f © X L означает, ЧТО 3­1,1 = */ц1*,, Ч* i » m i > и а я * е т с я 
ФУНКЦИЯ Э С е Х • яля котооой Д Х ­ i t , ­ ^ ° так к а к в предиоюжв­
для i ­ ' сунествует интерполяционный сплайн 
o i e S № , А О . то остается убедиться, что 9 C ; = S 1 © S i е с т ь 
функция ИЗ X • С это» целью разлоиин $ī ПО формуле Тейлора, о 
сстьточным членои в .интегральной форме 
где p< ­ иолинои степени С1.­­1 . Тогда X исжио записать а 
виде X = Ъ*® p 4 d S 1 ­ р 4 ­ © ^ * Qx , 
HOVopJE свидетельствует о пояналле^НССТИ X к пространству 
ДЛЯ ipotepKH обратной ( I I ) импликация укажем прообраз век­
тора i , € R m < (для 5 ^ т 1 э т о делается ацйлоГПщо) при ото­
орекениа Ŗ - фу^ кцио Х*€ Н^ГСС1, Ь*3 . опредлт ее при П О ­
полагая X ( , V ) * " A t t f i f t » ^ Олесь с ­ произвольно фиксиро­
ваний ui^eKC). 
Предложен/i 
У ви и с
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1,.о ' ч * о ( 1 3 ) 
Зафиксировав индекс Ч, расснотрии функции 
Pa i ;Нство (13) влечёт A ļ Cļļ^" О > £ i * i »**" !* 
а так как Cļļ & S ( T \ A \ то функция Cļļ^ тоздественно р а в ­
на нули как единственной ( в силу предположения 
интерполяционный сплайн для нулевого вектора . Так мы получаем, 
О, ГЦ-4 . Принимая во внимание, что при этом CC€t5(.Tl,A), 
приходнм к выводу : 4 
_4 
T f . как условие «Jt(.r\ ".UrtAl /=\ f ) j гарантирует единствен­
ность интерполяционного сплайна для нулевого вектора . Остаёт ­
ся заметить, что ( 1 4 ) возможно лишь в случае , когда вес коэф­
фициенты d'lļlt. I * * 3 * * яулв , J* 0 1 " * * pt i\c * ) «=0 . 
Так как в случае , когда ядро »ft (Tj конетиомерао, у с л о ­
вия ( * » ) является необходимыми я « о с а т с ч и н м х для cyo.ee * е с м ы ил 
J ( W ) c S ( T a A * ) ­ и Д­*" гаядого векторе, из. 1R • в силу 
п р е д п о л о ж е н и я ' ^ W ^ M ^ в ЭТ.А4) не существует 
болея одного интерполяционного с п л а й н а ) . Предположим, что 
р € J f ( A ) . * о г д а м я л 1 х 5 о я тлра индексов С1;,,.Ц) имеем 
0 ­ ( А р \ ; ШккШ* 
Г < «• 1 ,­0 1 ^ 0 
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( 1 7 ) 
( 1 8 ) 
О учётом ( 1 8 ) перепишем ( 1 7 ) в виде 
ГО.4 ГПх. 
Voce X <Ts,Tx>vj ­ JZ Г = r (AQx\ L . со) 
По определению оператора f\ ( ю ) с помощью леммы находим, что 
где ^ ^ П ^ ^ ­ С А ^ ^ С . Д ­ ^ У ^ А ^ ^ ­ Д ^ . А 
Теперь преоораз/еь ( 1 9 ) тая 
з SlTjA") единственного интерполяционного сплайна для каждого 
элемента ( П А , с . 1 8 6 ­ 1 8 7 ) , то из предложений I я 2 вм­
Теорема Г. Задача интерполяции сплайнами из 0\1,г\/ для 
каждого вектора из ^ < т * ­ имеет единственное решение тогда 
и только тогда, когда этим свойством обладает каждое из 
п р о с т р а н с т в : 5Р ,АЧ « Ж, К). 
3 дальнейшем будем предполагать выполненными условия с у ­
ществования а единственности решения рассматр..ваечых интерпо­
ляционных вадат. ' 
Предложение 3 . Функция S £ A является сплайном из 
5(7 А^ тогда и только то гда , когда 
где %\JL - какие­либо вещественные числе , удовлетворяющие 
условии ^ 4 п \ 
v P e L ­ f ^ 1 i W A P V 0 - w 
Доказательство . Для того , чтобы функцш» SeX была сплай­
ном, необходимо и достаточно ( С П , с .206" ) , чтобы нашлись такие 
коэффициенты Л.: 7 , что 
V sce­X <Ts J x > M = ? = : 1 _ л а ( А х ) с • . 
I (Лчл J 1 , и ^* 1 1 Поскольку L 0 C J K U . то из ( 1 7 ) иемедленяо следует : 
В силу равв­1ства • «ЯСО " ^ окпда следует, что 
т . . n u 
Так как в";е рассуждения можно пов­.'орить в обратной п о с л е ­
довательности, то доказательство на этом заве. 2Но. 
Доказательство . Поскольку OUU b l ^ A j ^ m o U ^ W I . A } , 
то достаточно установить включение S( .T ,A)®5.CV,A) С 5СТ,АГ). 
Рассмотри ! функцио $ вида S = S < ® & 1 . где S* б ^ С ^ / О ' 
Сплайн характеризуется равенством 
т . ; 
X I 3 . 0 ­206 ) , где числа Л.'. уд| IX.'. удовлетворяет условии 
( 2 0 ) 
Тогда: 
ж для £ выполняется условие ( 1 5 ) . В этом случае по предложе­
ние 3 функция S будет сплайном из S(T,/0 . е с л и только 
5еХ г Д* я ч и с е л ^ ū ' ^ ^ i ļ ^ t * б у д е т в е Р н о . С 7 ' 0 . При­
надлежность S пространству X обеспечивается вклвчением ( 1 2 ) . 
Остаётся проверить ( 1 6 ) . 4 i \ к 
Для функции р е Ц вида р = р © < 6 , где pelfCT). 
^eSOT1/1?") . ( аналогично для 0=<о® ) находим 
( п о с л е д н е е .ивенство имеет место в силу ( 2 0 ) ) . 
Из теоремы 2 вытекает, что интерполяцчонный с п зйн т е н ­
зорного произведения $(Т, А*)®о(^г^У'Оэпадае? с интерполя­
ционным спл\яыом пространства S(T, ,\) , а следовательпо , 
является реыениен вар анионной задачи ( 2 ) . 
Течрема 3 . Для каждого' вектора *ifcš к 1 " 1 1 единственным 
рсиением задачи 
ccl U E ) • min хеХ,Аз.­5ь 
явл тся интерполяционный сплайн пространства 
В этой связи встаёт вопрос описание пространства 
ответ на который даёт 
Предложение ч . Пространство X состоит яд всех функций 
ЗСвН^ '^ЧЕ ) . которые вместе с о своими частными производ­
ными D , , 0 Х С" <й°' гЛС ). L » 0 , ( ^ i преврааалтея при 
t ^ O ? ( соответственно при Т^=­С1г 5 в сплейны из «S (T*At ) 
( соответственно из $ ) ( T \ A v ) ) . 
Доказательство. I ) Учитывая, что K * L 0 © L . представим 
функция Х е Х в виде X ­ p + Qx. где O G L ^ x e H V M D . 
Поскольку при ^ £ 0 ^ ­ 4 
то tf,0x<a\o­^pcO eSCTJA 1), 
Аналогично И ° ' С Х ( . 1,.а?л = Я ^ р О * ^ С SCT 'tf), 
2 ) Пусть теперь функция Х € обладает описанным 
свойством. Покален, что в этом с лучае Р'­* X ­ Q x принад­
лежит 
( 9 ) , из которой получим 
ля этого воспользуемся разложением р ­ о формуле 
S ° W > ­ Ufļ l i b g М ? £ * Ц l-ČftjP. 
О другой стороны, поскольку при t : 4 CLi — 1 
C u ^ Q a V , . > № 4 x X , ( f t - o cc-, ( i ) ) , то №ptfj-№*<&.')eUTfi\ t - о А Я 
• B ^ p C o D - ^ a c . ^ e S t r . A 4 ) , 1 - < ц Л . 
И. ( 2 2 ) - ( 2 3 ) вытекает, что j 4 е SCT^AM • * значит, 
Доказательство завершено. 
( 2 * ) 
1 2 3 
Обратим внимание г а тот факт, что в вариационной формули­
ровке адачи интерполяции сплайнами из 
( т е орема 3 ) участвует пространство функций, ка диффорексиалькне 
свойства которых накладывается " Е е с п « т р и ч н ы е " ограничения : 
мы требуем, чтобы функции и некоторые их частные производные 
на прямых t 4 ­ * Q * и v » 0 f были сплайнами ( предлоте !ие 1 ) , 
выделяя тем самым два "особых" направления. Однако эти направ­
лении ничем не выделяется при определении р а с этриваеиого 
пространства как тензорного произведения пространств сплайн­фун 
кпий )Дной перемгчней. 
Оказывается, что полученный результат мояно обобиить. 
Зафиксируем прсизвольнуо точку (Л, Д**}е £ и опреде­
лим » H * r * * \ f c ) оператор ^ : 
г д е 4 ' * Е 
,Л*А'ьл • Г ^ T T ; i C t ­ t ^ " 4 S q r v t t ­ ­ b . если точка Т р а с ­
<f tt , t ) ­ .= -i (0,­fli о п ^ 0 1 е я а и е я д у t и%. < 2 
' LŌ для остальных t . 
Сопоставляя ( 2 * 0 ­ ( 2 5 ) с ( 5 ) , заметим, что Q = Q ^ Q 1 . 
Во всех предыдушпх рассуждениях существенными были следующие 
свойства оператора Q : 
r ) Q € L C ( H ^ ( E ) , H ^ ( E ) ) , 
а следовательно 
Нетрудно убедиться , что. оператор кии обладает ( с л е д у е т 
только точку СОХО,1") в 3 ) заменить B i ' ^ t ) ) . Полагая теперь 
Х и i t i * L j B $ A W , « « ) я повторяя констругашв в этом функцио­
вальном пространстве, гададк! пространство сплайнов d U ^ ^ A g J 
исследованя ) которого почти дословно повторяет исследование * 
Bf л утверядения статьи сохранят силу , « с ди э их формули­
1 2 4 
ровчах запенить 0,1,0.\Х, I и А на t^, ^ , Х ^ ^>1ļl £ " ^ ļ.1 
«i 
соотче1 отаенно. на сформулируем лишь лкончательвы» результат. 
Теорема 3. Для каядого вектора St€ RITV*m* интерполяцион­
ный с айк пространства 5(.Т* A1)® SlT^A*") является .динстзен­
выы решением задачи 
где X* ­ пространство всех функций X t П 'ЧЕ), для ко­
торых чоино указать такую точку ( i\ L X ) , + Д ( Х ­ ) ) £ Е t 
что <D4, ,<8C .С», ^ ' ^ f c ) при lj"0,(^­1 превращается на пря­
мой f = t\\ ­X ) (соответственно i?-*^ ( X ) ) в сплайны из 
S I T 1 А 1) (соответственно из SCT\A 4 ) )• 
Для случая, когда рассматривается задача эрмитовой ннтер­
доляции функции двух переменных по ее эяа* (иям • значениям 
ее частных производных в услах регулярного разбиения 
где 
, т.е. когда 
( А ' х \ . = хЛЬ, ( 2 D 
и, соответственно, 
В.С.Тавьяловын было установлено, что интерполяционный сплайн 
тенэорпого произведения S(T4AJ)(?> S(!T*A") является един­
ственным решением' задачи (26) иа классе X фунхций х п 
, обладавших свойствами : 
В связи с 8тин отметим, что во­первых, доказательство этого 
фак i использовало специфику интерполяционных условий, а 
во­вторых, теорема 3 • в случае (27 ) гарантирует для сплайнов 
тензорного прокзвпения • 
кининлльноя в нор­ы 
классе функций. 
s e r v o ® з с ^ а ч 
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Ueteofi t l k a 
Ас:в.'Лтсг:­:чЕскоь решение с д о ш о П ОАРАкрличижоа 
ЗАДАЧИ С РАЗРЫВНЫМ!! НАЧАЛЬНОЙ УЙДОВИЯИН, 2 
М.Белов 
Анистация.Ьо ьтороС. части работы дано опосновекле ( о : ­ : . и « к ­
ного ас. п>л1т лтач е с к ого реиенш., построенного в нерроР ч н с т н . Р ы ­
смотреш: прнлоу.енлп поязченпьд результатов для: ас/мптотичесштх 
разложений — вядов £урье я некоторых « И Т О Г У а д о в , а л г о г и т ю . * 
у с т о й ч а м г с суммирования радов $урье !ункш'Й с рзарИЕакт! второго 
рода, Бсэмс'шых 'лоди<1икаш:й алгоритмов численного решена,! ш н а ­
Солических задач с разрывными нъчальнь'ми условиями. УДК 519.ЕГЛ 
Настоящая работа и ее' первая часть [ ī ļ ниввт сСщ<и [фмв* 
рацию 1<.гмул и параграфов. Ссылке на фс рмулк из [ I ļ привод., г­
ся бе з дополнительных пояснений, как н основные конструкции и 
понятия из [ I ] . 
во второй части завершается построение : {ориалъного асимпто­
тического решения ( tAP ) , ироы.лится ое­оснонашш его а с п ш т о ­
тичепксго характера и дастсн некоторое из воамеяннл приложений, 
Чвнду ограж^енностн оо­ьёка основные г е зультатн работы нгивоцл! ­
ся бе з доказательства . 
5 . Глобальное 'УАР и егс свойства 
Испоигуя иоотроепше si/u.e регулярнее *АР ( 4 . 7 ) , яональ ­
нье 1АГ­ ( 4 . 8 ) г ­ ( 4 . 1 0 ) и fyaKWij согла ;овь ;шд ( 4 . 1 2 ) ~ 
( 4 . М ) , оора .^си глеоелыгоа fc* [ o ^ & l ) И Г эгдачи ( 1 . 1 ) 
в ьнде 
u t l u , t ) ­ B u . h A ^ l b R,. (Ьо ,л*од. )..(ь.1) 
где Rņ»Ŗ„,t * ft ±tyk R „ , t — дикция ВЛИЯНИЯ р а д и в а » 
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О * X * Ь./1 , 
> > W r , ( 5 . 7 ) 
а яа промежутке х fcloY2 , Ъ Д/ч1 Ч^л*» монотонно убывает от 
единили до куля . 
Выбор функции \ ) неоднозначен­ Однако функции V не в л и ­
яют на "колнчественнув сторону" аппроксимации, а введены лишь 
для достижения более высокой степени гладкости ФАР С 5 . 1 ) . 
Для .'Уюрьргрования ФАР ( 5 .1 ) требуется уже меньшая степень 
гладкости входных функций задачи ( . 1 . 1 ) • чем это было принято 
ннше при построении ФАР ( _ < 3 . 2 9 ) — ( . 3 . 3 1 ) .Здесь достаточно д о ­
пустить , что р , у е С и " , 1 ) ( и > Ш i q , t C u , v " l ) (La, i l ) ( при 
* = 0 , С ( l a , И ) ) и 9 а . 9 * д ь е e C " 4 + i > на с о о т в е т ­
ствупшгх промежутках^см. ( 1 . 3 ) ) . Однако, кике будем считать , 
та Р . ? . Я* С ^ Ч и . И ) » 5а . «ж. • ļ . f cO " 0 . 
Следувдие результаты характеризуют свойства ФАР u ­ x l * , i ) , 
определённого формулой (. 5 .1 ) . 
Теореме 2 . ЕРИ Х 1 * 0 . , Х Ь Ь и * С * > * ) i C C~4u,* «©О, 
при x» a . i t , i u , u > t H c ^ O v ­ <­> ; U n U , t ) «сГЛй) , 
где область G •• ( * * t a , l } , k > о } . 
Vol.*) и У*Л*> чётные , бесконечно данТ/реренцируекые на R 
функции, такие, *то 
V_ i , * ? i­ , С 5 . 6 ) 
а на промежутке &eli/2 , i l Ч*6(Х) монотонно возрастает от 
нуля до единицы ; 
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• Если учесть формулы С 3.21) и (.3.23) для фунттий i r K > ­ i 
я aFi­логичные формулы для функций v ^ P i . то представление 
(.4.10) функции A w ^ V j можно несколько видоизменить: 
К/2 ~ 
к.» 0 
где к­о 
V < ^ S n , \ М ­ 1 н ) П З С ^ \ ( 5 .9 
1 гм 0 "o ­v­Q 
) 
Съсвда уне легко обосновать прштедённую в теореме 2 сте­
пень гладкости SAP ч „ в точке x=*-i разрыва функции $ • 
В частности из ( . 5 .8 ) и ( .5 .9 ) следует, что 
ТУ* , i mt ( —i/21^4. ^ 
• C- i f t^I lVnt^^&ļ ^ - 0 . 1 . 2 . : . ) . С 5.10) 
к.=0 
Аналогично: 
'о 
1*п ы 
(.5.11) 
(.5.12) 
0*~ " W=a ( f 0 . t r / 2 ЕГ й . V ' ~ 
О ­ .+(«2 2п»1 
Лемма 5 . При 0 . , * v , & 
Him d n ( * , T . ) ­ $ ( ж ) (п.= ь . 1 . 2 , . . ) . ( .5.13) 
Замечание. В общем случае глж х= й . х , , ь tv« u ^ u , 0 = < » 
t-»*o 
Однако, для любой непрерывной фунвгии f « у о ) и любого доста­
точно ма/эго ЕГ> 0 
t i w ^ 1пС*»1>Д% = Urn \ Х , & . 1 ) & = 
( 5 Л 4 ) 
где 1 л иД )»^Ч*);и п (лЛ )­^01>> , т .е . в точках х ­ а , ^ я I 
t ^ i " * 4 t x * ^ "иеет интегрируемую особенность ( u »O l> t ) при t ­ » *0 
не 
1 3 0 
с 5 .15 ; 
К»0 1А"П*1 
2n*i + oo 
(. s. 4 6 ­ t ) . ( . 5 . 1 6 ) 
допускающие почленное дифференцирование. 
Лемма 7. UnfiVa^On при достаточно малых t > 0 имеют 
место следующие оценки: 
Q A„ i 4U ­ Qft вда A n > x A 2 nvi,z f t V f t = 
* оса­*Г 1)1 ( ь ­ б ь * х * e > , ( 5 . 1 9 ) 
• ^ A n , x U ­ Qi Q u . A a > i А ^ Ц * . = 
сходится к 5 ­ функции ) . 
Летаю 6 . Д л я V а > О и V t > О при t ­ • • О имеют место 
следушие асимптотические разложения: 
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+ O u * ­ * / * 1 ) j U i U . i . i ^ ^ , ( а д е ) 
допускавшие почленное днф^ренцирозание , причём 5 Л = (.з^­йуг, 
6. Обоснование Ф о к а л ь н о г о асимптотического решения 
Запишем решение задачи С X . I ) в виде 
u I X , t ) ­ a n u , t ) + г л и Д ) , С6Л) 
где ФАР ц ^ и ^ С у Д Х о п р е д е л е н о формулой (_5Л ) .. Тогда 
Теорема 3 . Д л я Л / л ^ о незяэка 1 П = 2 ^ Ci ,t) удовлетворяет 
следуипей задаче : 
где * = о ) , Q n U , t ) f e С & (х*1а.И , t » e ) в аде 
t ­ » »o 2 n(,a,Vy= 0 ( 1 ) равномерно относатзльяо t.Q, Ь3 при 
п г = 0 ( U * = u ) S4 =• О (.<& = 0 ) для V t ­ О , а при О 
- Q ( , H l t n * ^ * ^ / i ) > t - * о ) . 
Теорема 4 . Для V * * Q имеет место оценка: 
i 4 v t * , t ) = ( K s i t * * 1 * " " 2 ) + 0 < . b 2 t h , L 4 ! V 2 ) + 
+ 0 u . , i . « / a ) ; ^ v Q , u g ) 
равномерная относительно x t \ . a , t ļ , причём « ч п ' л ^ р ^ А д . ^ . о ) ; 
при Ч а = Q ( Н г ­ 0 ) S i ­ О ( Ь » = 0 ) , t при Ьгф U ( Н г / 0 ) 
5 t = C . S 4 = H i / H i . ) . 
Замечание. Оценка ( . 6 .3 ) остаётся в силе и при бол е е с л а ­
бых требованиях к входным «Тгункпцям задачи (. i Л ) , чеь. т е . яс­:о~ 
рне бкли дринятк вуте ( ем. т е к ; т плред теоремой 2 ) . Напг­теер, 
достаточно i<t< 
(2n»2) 
CTBjoutHx промежутках (.c; 
H q,e C t l \ U , « ) ) 
(.см. ( . 1 . 3 ) ) С при * " о p.pfe C L \ v u , W ) 
на с о о т в е т ­
Теорема 4 завершает обоснование асимптотического характе ­
ра ФАР ( 5.Г ) задач? ( I . I ) . 
7. Некоторые приложения 
По«имо непосредственны/, отметим ещё ряд возможных приложе­
ния полученпкх выше ре зу л ь татов . 
7 . 1 . Асимптотика ( t ­• * 0 ) ряда Фурье : 
Т. С К С * v f K U ) = U ^ D ^ C x . t ) , t ­ * ­ o , ( .7 .1 ) 
где ļ ¥ * J n ­ и ч ^ * \ й — п о л н а я ортонормированная система 
собственных функций и соответствуицих собственных значений з а ­
дачи Штурма­Лиувиллл: 
K ^ f ( a ) T W 2 f U ) ­ 0 , H j . v f l . ) v H a v f ' ( b ) = 0 J ( 7 . 2 ) 
a ь 
с к = j o ­ ) ^ c w d x . ( . 7 . 3 ) 
a 
Здесь и ниже функция « п ­ ^ ч С ­ Л ) определена формулой ( 5.1 ) , 
а оценка озтатка 1п~Ъп(ЖЛ> дано теоремой 4 ­
Пример I . Рассмотрим задачу: 
где 
Здесь pi.A)= i , рс*)= t , ļ 00 =• (i . <\ = 0 , V.2 = Н г = 0 , 
и oi . <j< ; 
Легко покаэбть, что при • t > Q 
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г i i - *>Н • 
Для V t > 0 ряд ( . 7 . 6 ) сходятся абсолютно и равномерно 
относительно Х б ( р , Ы . Однако из (. 7 . 7 ) с л е д у е т , что С * f 
= O U ­ ' K * * 1 ) f ) , к — + " о . Поэтому, когда ы.< О 
и ( . к ли ) Р. < 0 , то Еопрос практического суммирования ряда ( .7 ­S ) 
при t ­• + о не столь тривиален и становится вообще проблематич­
ным при o t ­ » ­ 1 * О и ( и л и ) j ļ - * - l * 0 . 
Если ке воспользоваться асимптотическим разложением С 7 .1 ) , 
то получим асимптотическую ­ » * 0 ) аппроксимацию: 
I L c K e ^ S f e t i F * ) * cHt^A^U * ^ п * г л ( ^ а д . г , . . . ) , ( 7 . s ) 
ь 
исзваляющую практически просуммировать ряд ^ 7 . 6 ) ^при малых t . 
Из результатов п.5 следует , что 
' a ^ u ' = I 1 ^ и п о . ы , ; ? . 9 
90>.Д)= Уй(.*1<£) VaCOi­*,)/Vt) i^eCtl­*)/^ ) , где функдая с р е ­
зания Ч 'о<­*> определена ( 5 . 6 ) . Функция 6= аннулирует 
­регулярную асимптотику A _ j U в окрестностях : о « t f f l z , 
U ­ i j \ < i k / 2 и 0&ь­х4|?72 особых точек х » 0 , » j i « t 
функции ^ • \Х­ К ) • Функция влияния разрывов R . n . = Q . , l > 0 ( x , t ) + 
v ^ д ( х Д ) т B . „ j 6 U , t ) , где 
­ C A ^ I Ā V V O W ^ > A n ^ A ^ ^ ^ V o ) Y b , t » , С 7.10) 
Rn,iU,t>= C ^ i ^ . ^ i i V ^ 1 " ^ ) ^ ^ ^ 1 ^ ^ ^ ^ ­ ^ • ( 7 « Z I ) 
Я«д1*Л>« ( , A a n T l > Z t V t ­ v0((8­»)/^)An,» A 2 l 4 4 l , n v t ) v 4 v « ­ * ) ; 17.12) 
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2n,l 
****** P. 
a n * l JVĶ 3 
~ » 0 
K=0 
С 7.15) 
C.7-I6) 
С 7.19) 
(7 .20) 
4 - Ъ _ sŗ^lWcj£2e л * frfr­fW­fejfe ( 7 . 22 ) 
а фуак'ляя срезания VA (*)определена (5 .7 ) , причём Д 0 = * j , 
A « = Б ­ * j > = " Л * ( А » , Д Ь ) • 
Ез теоремы 4 следует, «го погрешность I n аппроксимации 
( 7 . 8 ) 'имеет оценку: Z^= (Kt*** ļ , t - * 0 . * = 
= i^vyv(_j,^> о ) разномерную относительно х е L о » ь 1. 
Проааглпгг:руем cxetTj вьпислеяия по асимптотической формуле 
. »Д ) = виД^А».,» U * "U.<.*Д > в оксестностз точки л » 0 . 
провозите» сле­дутй'ая группировка слягоемга 
lis авмш 7 елэдет, что 
А«,хи ­ A n . , А ^ . , A V V ­ ч " S J i j ^ S ч ^ Т ^ • ) 
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Так как при х е № / 2 , ^ 1 *VO»t) fc U/16 , i/Ч 1 , то 
A n . * U ­ V 6 = 0 U * 4 * 1 ) , t ­ » * О. Следовательно, в (. 7.23) 
доминирует A b ^ . ^ V e , a V o l ^ ^ A n ^ O " A * . »AiH.i , * ,V/ a ) 
имеет порядок погреиности in. в ( .7 .8 ) , что и позволяет на 
промежутке Хб1о,^1/21 вообще "срезать" это слагаемое с помо­
щью функции Ц ) 0 ( * / л £ ) . а 
На промежутке '.».>•>№ ( ч/(А О > ' •» ) при X близких. 
k­JT вычислечие An^U ­ А п > 1 A i 4 ļ . i ^ 0 V ņ ведётся по формуле 
( . 7 .24 ) . Затем пря г» ~ 1 слшгеемке асимптотики u ^ ( * . , t ) 
группируются иначе: ! 
где А ^ ^ А ^ ^ г ^ в вычисляется согласно формуле ( ,7 .19) . 
Далее, согласно лемме 6 , при 5 0 - * • 0 0 
Таким образом, при н 0 ­ « + «*> A a ^ i ^ v , ­ « » a * I , X 0 V ° 
вычисляется по асимптотической формуле (. 7.26 ) . Пргчёк « 
( .7.26) следует, что при к ~ 4­ С«о ~ 1/ (Ш ) A 2 « , . i , i 0 Vņ-
- A « . x A a n , 1 . , i e V e « 0 U n * l ) , t - * O т.е. A l 4 + l j , 0 V 0 ­
~ A n A A l 4 + 1 , e V b 1 * м в е т порядок погрешности г*, в ( .7 ,8 ) , что 
позволяет в* иальнегаем "срезать" это слагаемое функцией V U „ ( * ) ­
Следовательно, при i. < *4>t­j­i в ( . 7 .25 ) доминирует регулярная 
асимптотика An, » (J . 
Аналсгнчннм образом ведётся счёт по асимптотической Тормуле 
u.«v(x,t)= йлхД )A 4 ) , U +Q„(.x,t ) и в окрестностях особых точек 
А= и х ­ Ь . • 
7.2. К п. 7.1 примыкает задача построения рчвномерсоЧ 
асимптотики интегралов вида: 
а. 
где +оо ļ 
и.= 0 
Из получелннх ветье результатов следует, что X ( x , V ) = A . ^ X , 4 ) V 
+ ^ » U , t ) , t ­ * * ­ o рявномеряо относительно j j t L u , & 3 . 
Нгзуег :>.. Пусть заязча ( I . I ) имеет следующие вад: 
1 * 
( x t H . U , t > o ) , 
u \ t = 0 = r U ) 0,7.29) 
Здесь p u ^ i . / * 2 , pt » ) = х г , ^ l*> = о , а » 1 , а функция 1= TC>) 
типа ( 1.3 ) . 1отда при t ­ * » О ( равномерно относительно x>U,61) 
( .7.31, 
имеем: % 
причем здесь 
1ик=*3?к6/(,6­1 > . Получение равномерной асимптотика интеграла 
такого типа классическими методами отнюдь не очевидно. 
7.3. Как отмечено в \_ з\ при численном решении параболиче­
ских задач влияние гладкости начальных условий весьма существен­
но. Например, если 
N (,7.32 ) s . t ļ ( a v i V 2 , ь 1 , 
то скорость сходимости для кубической конечноэлементаоЯ и пяти ­
или сем?.точечной конечноразностной схем снижается до второго по­
рядка. Если же в качестве начального условия принималось точное 
решение з­адачи даже для "•лалых" X. , т i скорость сходимости вос­
станавливалась. 
Построенные асимптотические решения позволяют в качестве 
начальных условий выбирать не точные значения решения, а асимптот 
тическпе аппроксимации для "малых" t и таким образом избегать 
технических осложнений при численпом счёте Hs­за разрывов в 
начальных услоиирс. 
8. 7сто;*чрвое суммирование рядов фурье 
Ра:с­отр:*у применение полученных выше асимптотических разло­
жении для построения алгоритмов устойчивого суммирования ряда 
ЗУ ! " ^ ? 
И»>"« i ^ c ^ c o ( , x f c > . U ) ^ е . т ) 
/ушшзш \ я ^ ( * ) с разрывами второго рода по лолной ортонортаро­
ьзиной системе собственных Функций задачи Итугма­Дп^пилля ( 7 . 2 ) . 
• jfa ;гректикс коэффициенты Турье С к , сп>;де<гённче формулой • 
С 7.8 ) , обычно не известии, но из вес­па1 кх приолячеённые знвче­
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ния С * . причём 
С к = С ч V Д С * , ( 8 . 2 ) 
где л. С * — погрешность задания коэффициентов Фурье . 
Задача же суигерования рядов Фурье относится к классу некор­
ректных t 2 1 . "Сколь угодно малые" вариации входной информации 
могут соответствовать "как угодно большим" изменениям р е з у л ь т а ­
та . Поэтому непосредственный численный счёт ряда (. 8.1 ) н е у с т о й ­
чив — дане "небольшие" погрешности А С * в задании коэффициентов 
Фурье с к приводят к большой погрешности численного результата 
( вплоть до полной потери точности ) . 
Для построения устойчивого алгоритма суммирования ряда 
( . 8 . 1 ) воспользуемся асимптотической формулой ( 7 . 1 ) 
* u , t i t K ) ­ T c < e ' 4 , V o L ) e u . n i * J t ) + t 4 o i J t ) , t ­ * * f l ; ( 8 . 3 ) 
где функция u „ . ( x , t ) определена формулой ( . 5 . 1 ) . а оценка о с т а ­
тка г п ( х Д ) дяна теоремой 4 . З д е с ь и ниже предполагается , что 
функция ^ ( х ) и функции р = р ( х ) , «ļ,= ļ ( x ) . p=p ( x ) задачи Штурма ­
Лиувнлля С 7 . 2 ) удовлетворяют условиям, необходимым для сира ­ . 
зедливости теоремы 4 (. см. формулы ( . 1 . 2 ) , (.1.3) Я замечания к 
теореме 4 ) . В ( . 8 . 3 ) введено обозначение ФЧз­Л^ С к ) для 
ряда 2_с„ .€ Ч\.0О которое будем использовать и в дальней­
шем. * * ° . 
В отличие от С 8.1 ) ряд в формуле ( . 8 . 3 ) содержит ( при 
t > 0 ) "быстро убывающий" (. при К ч ю . ) множитель­ е.»р,(­ x * t ) , так 
называемый стабилизирующий множитель [ 2 ļ . Наличие стабилиэнт 
рующего множителя приводит к тому , что суммирование ряда в фор­
муле ( . 8 . 3 ) устойчиво к "малым" вариациям коэффициентов Фурье 
С к . Асимп­этическая же формула ( 8 . 3 ) позволяет оценить (. ври 
малых t > 0 ) меру уклонения суммы ^ ( х Л ' ^ С ^ ) от функции ^ ( х ) 
и ъ и т о г е , согласовав выбор t > 0 (. здесь t является параметром 
регуляризации в с и с л е \ 2 ~\ ) с погрешностью задания коэффици­
ентов Фурье , получить устойчивый алгоритм суммирования ряда 
Фурье ( 8.1 ) . 
Преобразуем ( 8 . 3 ) к следующему виду: 
^ Л ­ , с О = < ( * Д ) * ^ ( х Д ) CUo.xeLa.Vl.n.o.i,... 
г г е • • ­ • • ; ­ • ' ' / . . ­ „ 
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к=0 
( 8 . 6 ) 
( . 8 . 7 ) 
( . 8 .8 ) 
( . 8 .9 ) 
( .8 .10) 
( . 8 . 11 ) 
Определение и обозначения функций, входящих в формул 
( 8 . 6 ) — ( 8 . I 0 ) дано в п.5 . 
Легко заметить , что при достаточно малых t > 0 ( j H ^ 
Д ь ) . Д Л = V й , A f t = b ­ * j ) разность между функ­
цией и.ц(х.Д)и и " ( * Д ) отлична от нуля лишь при i f e A t , В t и 
Р ч , г д е A * « U , ' f t ^ 1 , -в. Я > П , 
Учитывая лемму 7 и теорему 4 , получаем 
Лемма 8. Для V « x * О функция р п ( ч Д ) заданная форыз­
до* ( 8 . 1 0 ) , имеет сценку 
Л ' ­ О ^ О с Л ) t * * * } j t ­ « o , С8.2 
равномерную относительно X f c L a , ? . ! . причём 
+ ( t ­ X ) * X B i U ) * ( х ­ Я ^ О Д » • Ц ­Х^ З С ^ К . » ) , ( 8 . 1 3 ) 
где ас , Si. и S i определены в теореме 4 , Х А ( х ) — характе­
ристическая функция множества А , т . е . 
а множества А* , i . t и Ъ ^ — определены ( . 8 . 1 1 ) . 
В ( . 8 . 9 ) помитю функции ^ . ( х ) пряс jтствувт С в т , к ­
. . . , п . Для исключения функций L* I, введём операторы 
, действупцие на функцию « f ­ v f ( t ) аргумента t > 0 согласно 
пр­ илу: 
&'ГуЧ^ = ^ U / ļ / ē ( m - i , 2 . . . . ) ( 8 . г ь ) 
R оператор 
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[ • • f i t ) , n = О 
Леииь. 9. Пусть f i t ) 3 X. a K t ­ произвольный полином 
h. ­го по ядка. Тогда u t­f<.V) = » о • 
Отсюда, учитывая ( .8.9) , теорему I и определение ж а , г , 
i i j , даннье в соотношениях ( .4.8) ­т ( 4 . 1 Г ) , получаем 
Лемма 10. Для V п » о и при xela. fct име место следупие 
соотношения: &t An,»U » Н*> > &t А» , * A l > v* t. >» iV«.*"T»,v»iCxJ,, 
&. A ^ A ^ ^ ­ T L I O » . ) и &t А » . х А „ . л , * ^ « T j ^ t » ) , где 
T ^ D ­ Z ^ f c ­ a ) ^ . T L f e ) ­ ^ ^ ^ ­ ^ ­ СИЛ? ) 
соответственно при x>* j ипри х < х ^ , а 9 « > ?j. * 
9^, определены соотношениями ( .1.3) — (JU75 . 
Теперь, подействовав на С 8 .4 ) оператором получаем 
Ф*ч>Л»СО • JC.*;)­ &*(*Л) т ? n U , t > . (.8.19) 
где 
­ G.; V * ^ , E i V j ) B A i U ) t ( д£^00­Ь ­ t A 2 n . i > i t V t ) 9. (A ) , ^8.20) 
+ 00 
^ U A , c K ) = &*4С*Л­ ,СК ) - Г . с^Ь* С** 1 Y K U ) . (8 .2 i ) 
Функцию R n ( * A ) будем называть Функцией разрывов, т.д. 
для'её конструктивного построения требуется лишь некоторая 
априорнря информация о структуре разрывов Функции у « ^ ( * ) : 
числа •< . £ , * i , > ^ , Ц и £ Ļ , 5' . а* , 0,1., 
г , .. . t 2n,* l ( см. формулы ( 1 . 3 ) — ( . 1 . 7 ; ) . 
fc Из ( 8 . 1 6 ) следует, "то &° е . *р ( ­ Х к Л ) = e x p ^ ­ X K ­ t ) , 
С г ^ е х ^ ­ Х к ч . ) ­ ге%.р (­ХкЧ/2)­ехр.(­>ч1) , &\е*р ( ­ХкТ_ ) = 
» Ц e * p ( ­ x * t / 2 v l ) ­гехК­х.Л/'/г ) ­г<г*р(.­>чЛ/г)+ « * p ( ­ x * t ) 
ж т.д. ' 
.1емма I I . Д л я У п г . о , У к » о и V t ^ l R имеет место 
представление 
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где 
( 1 , л = 0 
A ­ j a m 
(8 .22) 
Г * > . " ­ 2 V ' ^ ) , и > 0 . ( e . 23 ) 
С/адствие. При n ­ * + oo функция Сг^  <£"Х"* —> 1 
равномерно относительно 0 < \ >>*(. \ .­ Т «£. + 0 0 . 
Из построении п.З . результатов п. 4 , формулы ( 5 . 8 ) и 
леммы 6 следует'справедливость следующих двух утвержде! Л. 
' Демма 12. Для V н V t ? Q имеют место следующие 
представления; 
&t A a ^ r , % V f c = t * * 11 ( * к * ) * < » А ( * ж ) ( U ­ ^ | ) , С8.24> 
2nri 
too где 
( 4=0 
+ oo 
A 1 4 
u . * = Q 
1ц- « ' ^ ^ ­ i < ­ l r ) ( M / 2 v „ . 4 / n ) 
C8.26) 
(.8.27) 
(8.28) 
(.8.29) 
(.8.30) 
( 8 . 3 I J 
Замечание. Радиус оодимости степенных рядов (8J27) — 
(.8.30") равен бесконзчности. 
(,8.32) 
Лемма 13 . Для V a * 0 имеют место следующие асякп отическив 
разл ' .леиия: 
2>н1 
U - ъ ) 2 _ t t t t ' ^ V , г А = - ŗTT- (JB.33) 
( .8.34 ) 
св.» ; 
где функции T * , ^ и T ^ « i определены в лемме 10 , 
а заданы формулой С.8.23 ) . 
Замечание. Из двух^посдадних лемм с л е д у е т , что схема вычис­
ления функции разрывов 5 ^ = R n ( _ J ­ , t ' ) по существу 'совпадает с о 
схемой счёта по асимптотической формуле ц п = > t ) , разобран­
ное в п .7 .1 . 
Теперь из 4 8 . 1 9 ) , учитывая С 8 . 2 ) , получаем 
Н* )= VnU.b*fv<.*>t) C*feU,W , t > 0 , n ­ o . i , 2 , . . . ) , ( 8 . 3 6 ) 
где i n l , * , l ) — приближённые значения функции \ = ļ t * ) , которые 
определяится формулой: 
( . 8 . 37 ; 
а погрешность аппроксимации 
В дальнейшем бу тем допускать , что погрешность д С * з а д а ­
ния коэффициентов Фурье с к . удотлетверяет оценке 
s u p \lCK\ 4 1 
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равномерная относительно хе1йД } , где !ункцин О = 9 С*,», i ) 
определена форйуио! ( 8.13 ) . 
Формула ( 8.36) содержит параметр t > 0 . Его вибор 
надо согласовать с погрешностью задания коэффициентов &урье. 
Теорома С. Пусть suj, \ л с » \ < £ . Вела е ('8.36) положить 
t = t U ) = £ ** , JU= 2/.'2n­» Ъ) (ft. 42) 
ТС ПрИ £ ­ » > 0 ( ДЛЯ V 
погреьмосп апнроксимапии ? о ) имеет uecjō следзтоая оценка 
(8.43) 
равномерная относительно х*­1йД j , где 1$нкцнн ь- v'/Д) 
определена !ормулс1» ( Р.13 ) . 
Замечании I. Как при валко:» аоиишот.тческой анпроксима­
цн!1 с ростом ее вор^дка ( т.е. с увеличении* п > необходимо 
увеличивать точность за,гтнпя'котф! чщмит­:ь typte, т.е. умень­
шить £ Т/;К, чтооч 
где параметр е > 0 характеризует точность определенна коэффи­
циентов Sypbe С* . 
Учитывая ( 8.21 > и предполагая определён!!)'» степень глад­
кости функций р= рс*>, р= роо и а^ = t^ (x) задачи Штурма­Лкувил­
ля (7.2 ) , пат/чаем 
Лехма 14. Пусть р'.ч; , р(х.> е C W < ( *Л1) , 
y.Ofe Си)С.(ь,П ) и ^ U U K t . Тогда 
4 л а , х , 4 С к ) i 0 ( £ / Ш , t ­ * 0 f ^8.40) 
PAAIIOMEPI'.O относительно Xfctu.,bl • 
Отсида, учитывая лемму 8 и формулу < 6.38 ) , легко полу­
чаем опенку погрешности аппроксимации p^= р^(хД). 
Теорема 5. Пусть sup\&СК\ б £ . Тогда для V » » * о имеет 
месте/ опечке 
1*3 
бшго достаточно надо. Таким образом, если точность задавая коэф­
фициентов Фурье невелика, то нет смысла выбирать слишком б о л ь ­
шое п. , а лучше ограничиться случаем «\ = О ­
2 . Выше предполагалось существование лишь одной точки внут ­
реннего разрыва j i j f e ļu ,b [ . . Если таких точек несколько С \= * j 
Z,...,n ) . то в формуле С 8 .20 ) , определяющей функцию р а з ­
рывов R.„ , вклад от точки разрыва * =* * j , т . е . функцию 
следует заменить на сумму таких вкладов от всех внутренних т о ­
чек разрыва , i ­ . ^ j ­ ­ ­ , М , определив: 
w v i i v U j ­ X,.v ­Kj ) ( . X , ­ a * м * 1 в ­ , * i « . . > * i > , 
4 » ­ x v ­ a J д , = i ­ x * . 
Итак, получен алгоритм устойчивого суммирования ряда Фурье 
по собственным Функциям задачи Штурма­Лиувилля С 7.2 ) для функ­
ций j ­ £ c . x ) , имеющих разрывы второго рода. В Нормировании 
приближённых значений 
kU . t ) = ēnU.tļ Ск) + ) 
ряда Фурье 
испольэуштся как информация о прибличённнх значениях коэффициен­
тов Фурье с к ( .сумка ряда Ф п <лД' , с * ) , определённого форму­
лой ( . 8 . 2 1 ) ) так и дополнительная ( а п р и о р н а я ) аналитическая 
информация о структуре разрывов функции \ = \ ( * ) (_ рункпия р а з ­
рывов ) » определённая формулой ( 8 . 2 0 ) ) . Выбор пара­
метра регуляризации t > 0 со г ласован : 
t ­ * ( . £ > = £ * * , 14 = 2 / С 2 п + г ) • 
с погрешностью задания коэффициентов Фурье ( . ь и р \ д с . с \ « t ) . 
Введение в ьнчислитедьный алгоритм дополнительной аналити­
ческой информация позволяет получить равномерное приближение к 
Функция ^ = ^ o f ) не только на участках непрерывности, но в в 
окрестности >: точек разрыва. 
Таким образом, без привлечения такбЗ дополнительной анали­
тическое информации невозможно построить устойчивый алгорятв 
суммирования, аахги ! разномерную аптгроксамацро для достаточя 
широк­// классов функций ( ь частности для функций, имегасих psug* 
вы первого или второго рода ) , 
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Важно отметить, что асимптот:гческие разложения лплястсч 
здесь тем инструментом, который наиболее естественным образом 
вводит в численный алгоритм апркориус аналитическую ннрормацию 
о структуре решения. 
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Ma t emat ika 
АСИМПТОТИЧЕСКИЕ ПРЕДСТАВЛЕНИЯ ОСТАТКОВ 
КВАДРАТУРНЫХ ФОРМУЛ ГАУССА 
Т.Цирулис 
Аннотация. Расоиатриваются остатки квадратурных формул 
Гаусса с узлами в нулях полиномов Чебышвва. Устанавливается 
связь этого остатка з асимптотическими представлениями коэф­
фициентов Фурье интегрируемой функции при разложении ее в ряд 
по полиноыаи Чебишевз. УДК 517 .52 . 
При вычислении интеграла с помощью квадратурной формулы 
RJf) ( 1 ) 
и весовой функцией рХ) > О очень важно для практики найти асимп­
тотическую формулу для остатка R^ff) при Л/-*+°°. Если такое 
асимптотическое выражение для R^(f) известно , т . е . , 
т о вместо приближенной формулы 1(f) * S/Jf) имеем бол е е 
точную формулу N-I 
так как добавление к квадратурной сумме S^(f) асимптотики о с т а т ­
ка išjfi вообще может улучшить точность приближения. 
Для квадратурных формул прямоугольников, трапеций или па ­
рабол такие асимпт01ичесюы выражения для остатка­ PJf) полуг 
чвны в работе Из этих формул л е г к о увидеть , что дополни­
тельное повышение гладкости функции f дли этих квадратур в о ­
обще не повышает порядок малости остатка Rfjf) П Р И / V - * ' 0 0 • 
Это свойство в [ 2 / названо насыщаемостью метода и является 
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существенный недостатком этой квадратурной формулы. 
Квадратурные формулы высшей алгебраической точности или квад­
ратурные формулы Гаусса не обладают таким свойством насыщаемос­
ти и на первый взгляд обладают некоторым преимуществом перед . 
квадратурными формулами прямоугольников, трапеций или парабол. 
Однако на практике £ случае сильноосциллирухщих, но гладких 
функций ошибка при применении квадратурн: с фоомул Гаусса нохет 
оказаться большей,чем, например, ошибка в формуле Симпсона. 
Целью настоящей статьи является исследование асимптотических 
формул остатка Rjfl квадратурных формул Гаусса, в частности, 
выяснение тех овойотв функции / в формуле ( I ) , которые непо­
средственно влияют на Rjf)-
I . Случай полиномов Чебьшева 1­го рода. 
Пусть р(х) = (S-Х1) ^,(l=-lj&=1. Тогда сиотема ортогональ­
ных полиномов ­ полиноны Чебьшева 1­го рода (*)• В этом слу­
чае узлы JC# и весовые коэффициенты Ак в ( I ) особенно просты: 
T(&K+I) А Я" 
Хк=С(Ъ ļ_fj > \ в дальнейшем всюду будем считать, что 
N>,1 ,K-oj,...,N-i. . 
i - a fir I Г Н Г * m / А \ 
где kfj - остаток квадратурной формулы, определяемой из ( I ) , 
- полином Чебыиева 1-го рода. 
Доказательство. Из того, что RN - остаток квадратуры 
наиьысией алгебраической точности, получаем RA/(^m)=0) если 
ttl£2K'-i. Найдем RN(jļt/)- Для этого воспользуемся линейноотьв 
оператора R^ и рекуррентным соотношением 
ТппЫ =*гп(х)гтм-т;п_т1(х) • (5) 
Получаем при П = №-А/ ' л 
•бо JĻ Т£(хк) *" О . Аналогично для 0< С*<2Ы иг (5) ..олу-К-0 
чаем 
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ьчш, M<{<4./t спать R^C^/H, a С помощью 
математической индукции проверяеи правильность сЬсрцулн (*») 
для любых riL i S. Леыио доказана. 
Тоореиа I . Если /E{^[-F,T] и на промежутке /­/, } ] почти 
всюду существует £JJT) ограниченной вариации, то 
где СП ­ коэффициенты Фурье разложения Функции F в ряд по п о ­
ниноиам ТП . т . е . . 
Ряд в формуле ( 7 ) абсолютно сходится . 
Доказательство т&оремы получается применением лизанного о п е ­
ратора ^ к обеим частям равенства 
F(*)-LCNTNM ( 9 ) 
а использованием леины I . 
Аналогичным образом можно доказать бол е е общий р е з у л ь т а т . 
Теорема 2 . Если f удовлетворяет условиям теоремы I , т о 
для любого целого неотрицательного Ю-
где Сп определены формулой ( 8 ) и ряд ( 1 0 ) абсолютно сходится . 
При т=0 ( 1 0 ) совпадает с ( 7 ) . 
Следствие I . При выполнении условии теоремы I для квадратур­
ной суммы SF/F) имеет место представление 
Формула ( I I ) л е гко получаозся из ( 7 ) , если в ней Слык эамеви.ть 
интегралом ( 8 ) и изменить порядок суммирования и интегрирова­
ния. 
Условия, наложенные на J- ,пс— видимому, можно насколько о с л а ­
бить или заменить другячи достаточными уплов/ями разложимость 
/ в ряд ( 9 ) с оценкой С, ' ^ ( п ' ' " 1 ) ' , ,t/>0. 
На первый взгляд, теоремы Т или 2 ке даот существенной aEiļ-op-
ыецни об оотатке KjiM), так как к о з у ^ ц и е ш н Фурье С,._. в свои 
очереди, выражаются интегралом ( 8 ) , не крсце a c c w t y e x r . ; o . Одчако 
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для коэффициентов Сп существуют очень эффективные способы по­
лучения асимптотических формул, например, в [ з ] . Заменяя в 
(7) Cļļfo их асимптотическими формулами, находим асимптотику 
RN(f) при Л/-*+°о- Из результатов работы [з] вытекает 
Тесрема 3. Коли / ­ аналитическая функция комплексного 
переменного в области Ю, содержащей отрезок [-1,1], т о РЯДЫ 
(7) и (10) одновремэнно являются асимптотическими при /У­*+«о­
До.чаэательотьо этой теоремы следует ив того, что цри нало­
женных условиях на функцию у­ существует такое число 0<1<1t 
что Cn~6-(īn) при К-**00 • Из этого условия вытекает, что 
последовательность £с$/у*),*Ц£­ образовывает асимптотическую 
шкалу при уУ­**­°° ,а остаток ряда (7) имеет необходимую оценку. 
Если 4 неаналитическая на ļ-1, f], тогда ряд (7) вообще не 
асимптотический, но его легко можно преобразовать в асимптот;­
ческий ряд. 
Теорема ч. Пусть при ft—+eo коэффициенты Фурье ряда (9) 
имеют асимптотическое представление 
*<к> 
Cn-Iam^* , / < Д < Л < — > с » ) 
>ч=о 
где #„, не зависят от И. Тогда 
Kmļ 
где ­ дзета функция Рииана. 
Доказательство теоремы ь получается подстановкой асимпт 
тического ряда (12) в (7) и перестановкой порядка, оуммирое 
ния. Не пректике чаще всего асимптотические формулы вида (12 
встречаются в следующих случаях. 
а) Коэффициенты Фурье Сп имеют асимптотику (12),если фут 
ция 4- или ее производные имеют скачки в некоторых точках на ]~1,l[. Для нахождения разложения (12) можно применить методи­
ку расчета, данную в книге U J для рядов Фурье в случае функ­
V ш Щ) = /(СЮ S) JT. 
б) В случае, mvļfiffa) в кенцв X=-/(jC*fJ имеет интегриру­
емую особенность, есимптотические разложения коэффициентов 
С мо/но каин» по методике работы [l]-
Из приьедэнных тесрем в;1Дно, что главный член асимптотик. 
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при Л/-*+оо а олучао аналитической функции . / на 
[-1,1] совпадает о frCw Если функция f неаналитичвская на 
[~1>1]*20 асимптотика R^fJ по порядку совпадает с , но 
может отличатся от него числовым множителем. Из этих формул 
также видно, для каких оильноосциллирующих функций остаток fyjf) 
квадратуры не на..: число осцилляции вообще должно быть не ме­
нее, чем в два раза больше числа узлов А/, 
2. Случай полиномов Чебыаева 2­го рода. 
Пуои c7=-1J£=/jp$c)''(/-J$-T!ona система ортогональных поли­
номов ­ полиномы Чебышева 1­го рода Цп(х). в этом случае 
узлы Xx=toSjjŗŗ),a весовые коэффициенты /\к Sen1 ^J^^ 
Лемма 2. Для любых целых неотрицательных Ш и S 
D(ll\ \ £ > е с л и Щ~ШРЩ^> • *н{">у- ) " f ' 9 0 Л И fn = *(S+l)H+2S+Z Щ 
Ļ 0 в остальных случаях . 
Доказательство этой леммы проводится аналогично доказательст­
ву леммы I , только вместо рекуррентной"формулы (5) используются 
Иа (16) имеем 
Для %4ļ*W 
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Для L~3.N+l получаса КЦШ^+А)'^^*»)~Т' • 
Для получаем RN (1(ЦТ.Ч) ­ R#((^A/T-i)= ~Ī' 
Аналогично для М+Х^Ы^Ы+З получаем RN(^2NF.F)=0. 
С помощью индукции по S устанавливаем справедливость формулы 
(15). Лемма доказана. 
Теорема 5. Если F удовлетворяет условиям теоремы I , то 
коэффициенты Фурье разложения функции / в ряд по полиномам 
Чейышева второго рода. Ряд ( I?) абсолютно сходится. 
Доказательство теоремы 5 вытекает иэ лемиы2 и линейности R^. 
Из теоремы 5 можно найти асимптотическое разложение остат­
ка Rfjf) аналогично как для полиномов Тп (Х) в пункте I . Со­
ответсвующие теоремы и формулы мы здесь не приводим. . 
Вели ­вместо полиномов Чебышева брать полиномы Якобы РП "(Х), 
то для RFJ.F) такке может быть построен сходящийся ряд вида 
из которого можно получить асимптотику Rflļ(f) при Д/­**°о. Од­
нако в этом случае RJJ^ļ'^^Oj K'CJ,— Поэтому все Формулы более 
громоздкие, и мы их здесь не приводим. 
3. Примеры. 
Для коэффициентов Сп разложения в ряд по полиномам Чебыше­
ва 1­го рода асимптотические формулы согласно [ з ] получаютоя с 
учетом вклада особых точек функции ihjī, лежащих на конфокаль­
ных эллипсах ^ 
с минимальным 'l0t]O,L[. Воспользуемся слфдуАфМ результатом из 
[ з ] . Пусть f(Z)- аналитическая внутри ьллипса (20) и на атом 
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эллипсе имеет особые точки § 
б окрестности каждой из которых имеет место представление 
Щ = Ак ķ-iJ*[4+«£ -ъ)т-], Ак*о, 0 - 1 ч . . . ( 2 2 ) 
Тогда при П.—+в> m 
°Л v7rr(ntļ)^f7Yf%fn) ft *' ( 2 3 ) 
Для навего примера л, , , =±2?, Л/"7$Г*И«T№*9*f£ĶI? 
= * f ; 7 0 = f - / J * " / , = 0 , 3 = ^ И з ( 2 3 ) получаем 
По теореме I 
2°. f(x)=~£=r- Особые точки 2 W ­ точки ветвления 
/»t-=ftt - £ • После аналогичных вычислений получаем 
­функция Бесселл. 
Так как f - целая аналитическая функция порядка I , то по форму 
лем, приведенным в [ s j , получаем 
где ­ коэффициент ряда Тор лора разложения ~ Л) (**/ э 
окрестности Х=0. Подставляя этот копффицьеит в (28) , получаем 
Ряд в правой части ргоге равенства можко преобразовать з гипер­
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. геометрическую функцию 
( 3 0 ) 
, . V ­ ~ ( 3 i ) 
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РАСЧЁТ СОБСТВЕННЫХ ЧАСТОТ И ФОРМ ОРТОТРОННЫХ 
КОНИЧЕСКИХ ОБОЛОЧЕК 
Т.Цирулис, В.Неимение 
i g j . Рассмотрен метод аппроксимации с помоцыо полиноме 
в задаче для отыскания собственных частот и форы ус 
чениои конической оболочки, изготовленной из ортотропного ма­
териала , но достаточно точной математической модели Тинооенко, 
учитывающей как поперечный сдвиг , так и инерцию вращения э л е ­
мента оболочки. Метод бе з существенных усложнений может быть 
применен и к более сложным оболочечныы конструкциям. 
УДК 519.63 : 539.3 
I . Мат йматичеокая постановка задачи и выбор 
безразмерных величин. 
Пусть система криволинейных координат (oi, конической 
срединной поверхности оболочки выбрана,как показано не р и с . 1 . 
Рис . I . 
1 5 4 
Тогда перемещение элемента оболочки характеризуется пяти-
мерным вектором (it*, U*t *v'f ^ Т ^ г д е 1(л, iiĻy~ размерные 
перемещения точек срединной поверхности в направлениях коорди­
натной линии oL, координатной линии У и по вн>тренной нормали 
оболочка соответственно, а У* и ­ углы поворота нормаль­
ного гломента оболочки. 
Как показано в [ i ] по теории Тимошенко задача колебаний 
конической оболочки с неосзеимметричным нагрухением сводится к 
елеч у э д е » системе 5 уравнении с частными производными. 
где (pj, j tļ*) - размерный вектор внешнего ьагруження, 
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Кг — коэффициент сдвига, для которого в зависимости от 
выбранной ыодпди может быть принято одно из следующих значений: 
Пооле перехода к безразмерным величинам по формулам 
( R < R, " размерные радиусы оснований конической поверхности), 
Система ( I ) , (2) может быть записана в матричном виде 
где U^(u^W^.B^ ­ «скоиый безразмерный вектор­столбец, Q=(Px,pfA.O,Oy- безразмерный вектор­столбец ввешего нагруже­
ния, а A0)A,JAJLIAļ,AļjAs-квадратные матрицы ( 5 x 5 ) следу­
ющего вида: 
О 0 CtjX о о < • О \ I о о о о о 
0 4, 
о djz о о 
1 0 о -фс о о 
О О О о о / 
7 (6) 
^^^xMit^k^s " п а Р а м в 1 Р ы физических овойотв ортотропной 
оболочки, выражавшиеся через модули Юнга, модули одвита и 
коэффициенты Пуассона следующим образом: 
о аг о о о 
/ fit о ООО о о о о о 
О о о о а> 
о о о Qt Oļ ( 7 ) 
о -(dr**+<ļ) о 
о о о -(4+4*1 0 
0 
­ я , 
> 
о/ 
0 0 
0 с/лхх 
d,x 0 
( 8 ) 
( 9 ) 
В матрицах ( 6 ) ­ ( 9 ) введены дополнительные обозначения 
Для задачи на собствеиьыз частоты и формы коническо.1. оболоч ы полагают в уравлезии ( 5 ) Cl s О и о / = -со1//, 5Де ь) — 
4dctovh калобаякя. Для улобстза далвнеяших расчетов применим 
эце додстааов;:у Л - С иЗ _ с помощью которой мы набавляемся 
о » мзлого аараиетра £ . Ваесто ( 5 ) получаем уравнение 
£113 
X57 
где оператор 
К уравнению ( I I ) задаются ещё г; зничные условия . В теории 
С.П.Тимошенко все величины, задаваемые на торнах, выражаются че 
рез линейную комбинацию перемещений и их первых проигводных по 
координатам. Учитывая это , в программах расчета собственных к о ­
лебаний ­в неосесимиетричном случае цедесообр но выбрать н е ­
которое число наиболее употребительных г р а н и ч и в условий, пере­
нумеровать их , и p i пользовании программой счёта указать лишь 
номер типа граничгых условий . Будем считать , что после перехо ­
да к безразмерным координатам по формулам ( 4 ) на каждом торце 
Х=Х{=*ф£),1,11,что соответствует ура. нению в размерных коор­
динатах о( » V , могут быть заданы 5 из следующих десять од ­
нородных греничных у с л о в и ' : 
*Ц «-о, *ъ <н GĻ-o, Цг°> Ч: °> $ī% 46г °>™ 
Пк ~ дХ +aAxStnro дГ X ) ' 
$хг~4(Ш+*ШЪ$* ~х)> ( I * ) 
Нумерация­наиболее важных на практике 8 способов закреп­
ления каждого из двух торцов приведена в таблице I . 
Таким образом, задача сводится к нахождению собственных 
значений Я уравнения ( I I ) , удовлетворяющего на каждом кон ­
ц е , г . е . , п р " Х^Х, и Х = Х± одной нз систем 5 граничных 
условий, приведенных в таблице I . 
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* 
I . 
'аэвание способа крепления. Краевые условия z~mXm *i-
Полностью защемленный край 
г. Защемленный край, свооо^ныя в направлении х 
3 . Опертый край, свободный в 
тангенциальных направлениях <r = ° 
4 . Опертый неподвижный край =0 
5. Опертый край, свободный в 
направлении х 
6. Зацепленный край, свободный 
в тангенциальных направлениях 
7 . Зацепленный край, свободный 
в направлении у 
8 . Свободный край 
Эта двумерная задача сводится к одномерной с помощью' под­
становки l)~^4>(irnf)Ui , где т~0,1гЛг... Для избавления 
в уравнениях от мнимой единицы L применим замену ļJt=EV} -Дв 
Е-diaļ(rfj-i, i 1,'0, У=(г"<Л,-,11)Т ( i s ) 
Тогда вместо ( I I ) получим уравнение 
г « в 
( 1 7 ) 
Таблица ļ. 
Граничные условия на горце 
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малицы A 5 ^ - i E \ Ē Ā l ŗ i E ' \ E J цв) 
а Ак .K^Ojij...,5, — определены формулами '*,) - (9 ) . 
Рассмотрим, как меняются от этих замен граничные итовия. 
После выиевведенных замен переменных вместо ( эрнул (14) 
(в которых опущен множитель enp(cfriV) ) имеем: 
Граничные уолови" к уравнению (16) мохно получить из таблицы I , 
заменив функции L #у , К >МЖ , Sxif , Мх* Е Q* 
венно. В дальнейшем таблицу с так замененными функциями будем 
называть таблице! 2. 
2. Доказательство вещественности собстзениых -
значений 
Определим гчалярное произведение двух вектор-функций 
U^ļu^U^-UJpV^tfttr-Vr} с помощью следующей формулы 
где 
функция, комЪлексно­сопряженная с ££(jc). 
Теорема I . Для того, чтобы оператор [_ t определяомый ра­
венством (17), был самооопряженным, т.е . , чтобы имело равенство 
в класое дважды непрерывно дифференцируемых вестор­фунадг.й, 
liiO 
достаточно выполнения условия х 
Доказательство . Используя определение скалярного произведе­
ния, обозначение ( 21 ) в представление ( 1 7 ) оператора L п о с ­
л е соответствующего интегрирования по частям, получаем форму­
л у (1.ЦУ) *S +(Ū,LV), « которой с л е д у е т ( 2 3 ) . 
Тзореиа 2 . Все ообственные значенгя Л вещвствены для 
уравнения ( 1 6 ) о граничными условиями яэ таблицы 2 ( это т а б ­
лица I , в которой функции U.Vjh/, QT GI^.N* ,hxi > ^Xf и Qx 
заменены на VĻ, ,Щ, V4 ,Щ, Йк , Мх • ,М, „ И йх °°°»«°*-
венно ) . Y 
Для доказательства этого утверждения необходимо проверить, 
что для любых двух вектор­функций U Я V, которые удовлетво ­
ряют гра 1чным условиям таблицы 2 , имеет место равенство 
из которого следует самосопряженность оператора L Я, с л е д о ­
вательно , вещественность Л . Проверку равенства ( 2 3 ) необходимо 
провести отдельно для каждого из восьми способов закрепления 
торцов . 
Л и первого случая , где концы оболочки полностью защемлены, 
при X=XK,K-1,2-, имеет место равенства JJ:*V=0 и ( 2 3 ) з а в е ­
домо выполняется. Для краткости изложения докажем выполнения 
равенства ( 2 3 ) только для олучая 2 (защемленный край, свобод ­
ный в направлении х ) и случая 8 (свободный к р а й ) , так как 
в остальных случаях проверка а н а / ^ и ч н а . 
Проверка случая 2 . Пусть (J и V в точках х*хК,К=1,1, 
удовлетворяю условиям U^LĻ = ИЛ = U ¥ = 1>Ļ = U S =• tļj. = c. 
Из условия f\fx = О и формул ( 1 9 ) вытекают Д1з рпвенства в 
точках Х=ХК: 
и еще два аналогичных равенотва относительно комплексно-сопря-
женвых функций. Непосредственным вычислением находим, что i 
точках X =ХК 
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Подставляя в право­ части формулы ( 2 5 ) вместо производных FX 
значения из (24) , получаем, что правая часть (25) я точках 
*M»XJ обращаются в нуль . Аналогичным расчетом получьем, что 
в точках Л~хк 
{(^Ш^'ШШ-ЩШ ~иЛР (26) 
ибо ^ = г$><7 для K~L,b,'t,5. Равэиство (23) для олучэя 2 д о ­
казана. ~ ­ ~ ~ ­ V 
Проверка случая g . Из равенств Л£ ­ / % ~ Qx=0 
л л а Функций tiL,VCļū£ и Щ , где i=1,Z,3,4, S. получаем 
савенства (зилискваеи их только для ££,оотальные аналпгич-
- J2Ķ. а - tn\ 
dx xsmTo ' X й i Z i > 
Непосредственными расчетами получаеи, что 
г д е Z.a - диагснальная матрица, на главной диагонали которой 
находятся функции ^jjŗ f£ - UKj&: ,K-l,i.Jt 4,5". Исключая иа 
правой части (28) пронзьодЕые с помощью равенств (27), получаем 
после несложных,не несколько громоздких вычислений 
СоевниваН (29) о (26), находим, что лрн Х=ХК ' n — KA^AJUy}- (зо) 
Равенство (30) эквивалентно (23). Теорема доказана. 
Так как одномерные оператор L самосопряжен дли любого 
т=0,г,--., то собственные значения двумерной аадачь ( I I ) с г р а ­
ничными условиями из таблицы I тагсго зеэдзотввны,з казним с о б о ­
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Без органичения общности, допустим, что Х,ш~1-ж •**,-/. 
Общий случай к этому приводится подотановкой 
л = * ^ у у . * ^ , 01~1,ф ( 3 1 ) 
иатричное уравнение ( 1 6 ) для удобства в дальнейшем пред­
ставим в виде 
( 3 2 ) 
где 
а граничные условия ­
Щ(тт mMļ —EfL-r0-
где Г1(х) и ^Т^­матрнцн порядка 5 х 1 0 , составленные 18 с т р о ­
чек следующей квадратичной матрицы 10 порядка : i о о о о 
О 
1 О о о 
о о 
1 о 
о 
XSiliT. xtoT, Ух 
о о 
О О 
6 
О 
о о о 
/ 
о о 
4. 
х 
О. 
С cL 
0 0 0 0 0 
0 0 0 0 с 0 0 0 0 0 
0 0 0 0 0 
1 0 • 0 0 0 
0 1 0 0 0 
dļfn 
xstnr. 0 0 0 i 
0 0 ч 0 0 
sĻ 
X 
0 0 0 0 
0 0 0 0 
( 3 6 ) 
твенным значениям соответствующие собственные вектор­функции о р ­
тогональны о весом X на промежутке [x,,XjJ в омыоле скалярного 
произведения ( 2 0 ) 
3 . Метод аппроксимаций Чебыюева д л я решения 
задачи ( 1 6 ) . 
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r'J (Щ ' / а ' г ф у * ' 
f: ^х*ч-р..х *-р, - -• . ( V5 ) 
7+; 
Так как каждая строка соответствует одному из раэлоаеви;; 4унк-
и м Ķ f c j , . . . , од HkA Af-*Ļ&по ад и Щ 
согласно формулам ( 1 9 ) , то выбор соответствующих строк в матри­
цах Г](х) и Q(x) осуществляется в зависимости от видь граничного 
условия по таблице 2 . Например, матрицы Г((х)-{^(х) составлены из 
1 ­ 5 строки матрицы ( 3 6 ) , если на обоих торцах выполняются 
граничные условия I ; матрица Г(х) составлена из I ­ 5 строки 
матрицы ( 3 6 ) , а из 2 ­ 6 строки матрицы ( 3 6 ) , если на 
торце J ( = — / выполняется условие I , а на торце Л г / — условно 2 . 
Решения V(x)=(V,(x!i1Ļ(x)/..,iņ'задачи ( 3 2 ) и ( 3 5 ) будем искать 
в приближенном виде 
Щ * Уп (X) = №Н " Ш л (37 ) 
Очевидно, лри таком выборе V,t(*l имеет место равенство 
\ ^ ) - У п ( х С ] , Г 1 . ^ . . . , П , ( 3 9 ) 
г д е VK(XJ)- значения искомых функций в нулях полинома Чебышева 
W: J(j = сеjķ-ŗļf-,/= / . X ( * o ) 
Функции f (x), <--1, -5,-1'f,-.n выбираются так, чтобы удовлетворя­
лись граничные условия ( 3 5 ) . Нспрчиер, если искатз .в виде 
т о необходимо найта 10 Н неизвестных И 3 онсгвиы 
влгебгаических .'.рагнений, полученное прареэнсванк^м нулю.коэф­
фициентов при VK(XĻ) в системе ( 3 5 ) . 
Вели на обоих торцах выполняются граничное условие 1, т о г - i 
да дли ьсех К= /,;.,...,5i&j-ļZ,- ,п получав!. 
Если нэ торце X--f выполняется условие I , а на торце 
j f - т / - условие 2 , тс 
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Дискретизируя задачу ( 3 2 ) , получим оистему 
г д е B(Xļ) и £$ (^ыатрипы ( 3 3 ) и ( 3 4 ) , вычисленные в 
т.?»чк// X"*t* V(*r) в ы ч и с л в н а со г ла сно формуле ( 3 9 ) ; %V&f) и 
jjļļ - матрицы ­ столбцы, элементы которых определены следую­
щим образом: я , , 
DIRT* ) ' Г 4>UXA Х, I У KIYRMW 
Ш rKJ{Xjiŗt -уТпМ ^ 'KJ ПА J=XF W-V Хе-Х- bjWJ • 
Л " Система ( ч £ ) состоит из 5а линейных однородных а л г е б р а ­
ических уравнений относительно неизвестных 
Поскольку матрица ( 3 4 ) содержит слагаемое ЛЕ, тс оистему 
( 4 6 ) необходимо решать как задачу на отыскание собственных зна ­
чений Л^З^/Л—^и соответствующих им собственных векторов 
дискретные значения искомых функций vf'fx) в П. узловых точках 
После нахождения безразмерных собственных значений размер ­
ные частоты (i)s в Гц коничеокой оболочки вычисляются по фор­
муле 
]ФК%, >5~1Л--->5П. ( 4 9 ) 
4 . Численные результаты 
Для решения системы ( 4 6 ) по вышеизложенному методу с и с п о л ь ­
зованием многочленов Чебычева составлены программы расчёта на 
ЭВИ типа ЕС на языке "фортран" . Предварительные расчёты прозеде ­
ны для конической оболочки со следующими физичео1Шми параметрами: 
tjļ. \ = 0 , 2 0 ­ Ю 7 кгс/см ; 6 а = Ьп = &хз • 0 , 7 5 9 ­ Ю ^ с т с / с м 2 ; 
= 0г1 = 0 , 3 0 ; р = 0,0077 к г / с м 3 ; к 2 » I . 
В первом варианте граничные условия на обоих торцах ­ К? I 
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I зар;:ант г 2 вариант 
\ Z - х ° С- 5 Ū \ Rj, = 78.669Л1 $ х ­ 78 669мм • i & « 78,669ма \ fl = 0,25ми ;i =0 ,25 мм к = 0,25нм А /»? = 5 I I I = 5 
Л 6 = с ,9016 ­ 1 С ­ 6 t Р 0 , 1 2 2 0 ­ Ю ­ 5 
li - 20 = 30 П =20 = 30 = 30 
i 3 4 5 
i 562,5 557,7 564,1 559,3 4<Ю,С 
2 1262,2 1260,4 Ī I 6 V . 5 1164,6 1013,4 
3 2155,4 2154,2 1996,6 1993,6 1857,3 
4 3118,8 3118,6 2952,3 2931,6 2832,9 
с 
э 4074,4 4075,4 3901,4 3901,9 3841,7 
б 4965,6 4904,6 4846,7 4845,5 4513,3 
7 5759,1 5759,4 5726,0 5726,1 5711,2 
8 6445,7 5445,6 6517,0 6516,7 6510,9 
S 7030,7 7029,9 7211,9 7211,7 . 7210,0 
10 7624,5 7525.С 7314,6 7 Ы 3 . 1 7612.9 
согласно таблице 2; (полностью защемленные края ) и во второй 
варианте граничное условие на левом торце при Х--1 - а на 
правом торце ( п р и Л = / ) ­ )& (зацепленный край, свободный в 
направлении X ). 
Геометрисеские параметры следующие: высота оболочки 
Н • 305,0 ми; радиус нижнего основания оболочки Щщ 76,669мм; 
толщина оболочки А = е,25 uu; у г о л полурастаора j c = 1° или 
5 ° ; число волн в окрунном направлении т = 5; б'зраэмирныЯ 
параметр тонкости оболочки £ = 0 , 9 0 1 6 ­ К Г 5 ; число дискзотных 
значении аргумента согласно данному методу П = 20 ИЛИ 30. 
Рвтгеэнае частоты tos (в. Г" J дани в таблице 3 . Полученные 
результаты отличаются от приведенных в [z~\ с относительной 
ошибкой не более ,чем 0,5$. 
Таблица 3 . 
Размерные частоты и)$ ( з Г ч ) конической оболочка. 
Продолжение таблицы 3. 
I г 3 4 5 6 
I I 7953,2 7943,0 8320,7 8328,8 8328,7 
12 8269,3 8299,2 8847,5 8772,3 8772,0 
13 8758,9 8605,0 9108,5 9153,9 9153,3 
I * 9059,1 8869,8 10073,2 9488,6 9487,8 
15 9987,7 9103,6 10470,9 9786,9 9786,2 
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Matemātika 
ИССЛЕДОВАНИЕ НЕЯВНОЙ ЛИНЕАРИЗОВАННОЙ РАЗНОСТНОЙ СХЕМЫ 
ДЛЯ НЕСТАЦИОНАРНОЙ ЗАДАЧИ НАВЬЕ­СТОКСА 
Аннотация. Доказана устойчивость, получена сценка 
скорости сходимости неявной линеаризованной разностной схемы 
для нестационарной задачи Навье­Стокса. Предложен способ 
решения получающейся системы уравнений. УДК 532.5. 
Нэстояадч работа посвящена анализу неявной линейной 
разностной схемы для нестационарной задачи Навье­Стокса, 
описывающей движение вязкой несжимаемой жидкости в области 
П , являющейся объединением конечного числа прямоугольников 
с соизмеримыми сторона» ч , параллельными осям координат, с 
условиями непротекання и прилипания на границе дО (11 
С. И. Мельни.. 
u + grad р = F, 
d i v и щ О, С » 
и U 
t=0 
где и * С и , и в ) ­ вектор скоростей, р ­ ф)нкчия 
1 6 8 
аппроксимирующий выражение J ц , ii , обладающий следующими 
свойствами! 
в ) , если d i v 1 1 и • 0 , т о V *r, » 6 U 
CNCu,v),w3 ­ ­ C N C u , « ) , v 3 ; 
f ) . |CHC.j,v),w)| i Ca iut, M , 1*1 ; 
fl). |CHCu,v),<rt| < C, |u| E.|,. 
где константа C s не зависит г т h i h ( . В дифференциальном 
случае подобные свойства ииеют место 13J. 
гадрскггатичаского давления, и ­ коэффициент кинематической 
вязкости. 
Опишем процесс построения разностной схемы. Пусть U ­
пространство сеточных вектор­фикций скорости, Р 
пространогвс сеточных функций давления, ортогонаяьных 
единице. Введем разностные аналоги операторов grad, d i v и Ai 
g r a d h : Р — > U, d l r " t U — > Р, А* » oļi A * ) I U — > U. 
так, чтобы выполнялись с л е д у й т е свойства : 
ь 
а), оператор С-А 3 самосопряжен г положительно определен; 
Ь ) . Cq, div* 1 гЭ • - Cgrad h q, v ) Y v e U, q e P; 
cJ . V v e U С |гГ * I>1? * C e h - | v r , 
где h * C h * + h " V " , C f и Сщ - константы, не зависящие от h; 
|Cq, div* 1 u3| 
d ) . |q| < С s u p — V q € P, где 
и & B U B -
C e - константа, не зависящая от h. и h e , а только от 
отношения h , ' * , . а |м|, • C-A h o , а ) ' С т е к а я оценка для 
широкого класса сеток показана в U21, что и обосновывает э т о 
требование) . 
Введем билинейный оператор N • C H ļ f N e 3 i U x U — > U, 
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Далее будем использовать обозначения, принятые в 141 : 
т • v"CxJ • vCx, П Т ) , У • у"*' Сх) r t ­ СУ­ УЭ/Т , где т > О 
­ шаг по времени. Кроме того, будем пользоваться нормами: 
СУ, иЭ 
М_, • 5 и р — — — » 
и«и |a| t iri' -Ir В** Р 8 
к , т " i т i»1?' ifi!,,T" i *ю*:|£» «•» « и 
M i l ­ ( ж Г 
Рассмотрим разностную схему 
v t ­ м А у ­ МСУ, у) ­ grad" q • f 
div" у • 0 . 
С2) 
Получим некоторые априорные оценки ее решения. 
Лемма 1. Для решения разностной схемы имеет место 
оценки 
где 
|у*1* 
К* ­ мах ] |у°Г; —^г • » * jfJBi, ( ; 
{ 1<j<M J 
и * Г ( 1 ° г + f Щ, ) • 
сзэ 
С О 
Доказательетво, Умножим первое уравнение (2) скалярно 
в U на 2ТУ. Т.к. div" У ­ 0 , то CNCv,v),v) ­ 0 и 
Cgrad ц, v) • 0. Оценивая, приходим к неравенству 
А ' '* TV вув; * вув" • — i?г. 
суммирование которого по слоям дает оценку С4). 
C5J 
• 1 7 0 
Й я С 1 + С ти У < Вуй2 + — Й * . 
V 
1 л л 
Следовательно, если Ц>|* < ļtļ' , т о и |r|* S су -
­ —ЯГИ . что и доказывает оценку СЗ) . Лемма доказана. 
су -
Покажем теперь устойчивость разностной схемы С2) , Р а с ­
смотрим разностную задачу с другими данными С Г , , у ° ) ; 
обозначим е е решение C r , , q , ) и введем сеточные функции 
. р = f e ­ f, * = v ­ v , , г • q ­ q e , удовлетворяюине системе 
уравнений 
w t •= v L" w ­ g r a d h г ­ CNC* ,v ) + N C v . , » ) ) + p , 
div* 1 w ­ 0. 
C6) 
Булем считать, без потери общности, что функции у* и f , 
таковы, что выполняется соотношение S К*, где 
•М \<г> ­ А ­ • 4 х | f & 
Теорема 1. имеет место оценка 
с ! мг * ехр [ i Ļ [ K i - + - L B f l ! i T ] у 
( М Т • •>! ! , . т ] V i < i < м. 
С7> 
ч. 
Доказательство. Умножим первое уравнение С6) скалярно 
в U на 2т г Т к. C N O e , w ) , w ) « О , то в . результате получим 
MP ­ И " * " ­ 2 ™ M f " 2т CHCw,v) ,w)+ 2т С * , » ) . 
Из С5) вытекает соотношение 
1 7 1 
Оценивая слагаемые в правой части этого равенства, получлм 
А Г С" А ļ Т А 
|«|« < I-! ' [ 1 • Т — 2 ­ J Y | « j • _ |p|« t. 
Применим лемму Гронуолла в придем к соотношению: V 1<1<N 
|w« f < exp ( - | - I T |yJe« ] [ Ķ f • -L I T T ] 
Отссда я из C4) следует неравенство С7) . Теорема 
доказана. 
Вопрос о сходимости разностной схемы ( 2 ) требует 
привлечения каких-либо дополнительных предположений 
относительно параметров и данных задачи, либо относительно 
каких-нибудь свойств решения разностной задачи. Мы будем 
предполагать что коэффициент кинематической вязкости v 
ограничен снизу некоторой константой, зависящей только от 
данных у " и Г и от области П , но не от шагов сетки т , 
B ļ , h e . Такое предположение позволяет не ограничивагь сверху 
величину шага по времени т. Прежде всего получим некоторые 
дополнительные априорные оценки решения разностной схемы 
С25, в том числе и оценки, связанные с функцией давления. 
Лемма 2» Пусть коэффициент v таков, что 
V > иах { 2С |г"1"; 
if jr.:" } 
С8) 
с а с я з , / в с ; * ' * • а х 
1<1<И 
Отсюда следует , что г - » - ZZX > 0. 
Тогда для решения разностной схемы С2? верны оценки: 
' 1 С9) 
2м* 13 
ifi; • — i f C . T . T M i » ­ r J . i 
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i7o Г С М » 
2С* 2 И 
Доказательство. Умножим первое уравнение С2) скалярно 
в U на Tv t и получим равенство 
пм* ­ ( к ­ к ­ #щ ) -
­ Т С М С У , У ) , У 4 ) + T C f , y t 3 . 
Оцэнйвая величину т C N C y , y 3 , y t ) следующим образом: 
| т CNCy ,v ) , v t D | = | т C N C v , v ) , y t ) ­ т в О К У ^ У Э . У ^ | < 
*. Щ |y|f | v t | . т " С , | У | | r t I f * 
придем к неравенству 
С Ш 
+ TCf,y t ) . 
Отметим, что из ( 3 ) и С5) с л е д у е т соотношение 
и |y|f s — — — - 1 — • — If I!, s 
т м С 1 2 ) 
* 2 * | v t | • | fI ' . 
Отсюда следует 
тс, й» |v t i < т ZļL К* • А йе IM 
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Применяя эту оценку и е­неравенство, из СИ) получим оценку 
т — Kf i V С |v|*­|rV ) * т Щ- |fГ + т — Щ\ 
суммирование которой по слоям приводит к оценке СЮ). 
Исходя из первого уравнения С2) и свойства а ) . , 
получим 
| С­г. + V д" г ­ N C v , v ) • Г, и) | 
|q|<C o s u p ­ ! — L < 
i iui, 
Отсюда следует, что 
т h l » < ЭС; ( тС* |yt |« • ­L + г |f £ ]. 
Суммируем это неравенство по слоям , подставляем в правую 
часть оценки (4) и СЮ) и получаем оценку С9). Лемма 
доказана 
Оценим скорость сходимости разностной схемы С2). Пусть 
Си, р) ­ решение дифференциальной задачи С1) ­ обладает 
достаточной гладкостью, а именно: 
и б C*'"CQT), р е C' ­ 'CQ, . ) ; С13) 
существует положительная постоянная С #, такая, что 
т 
/ | a C O ŗ dt < С4. С14> 
Для решения разностной задачи С2Э подобная оценк? имеет 
место С на С12) вытекает: » |v|f т < УС |yt Ir • |f|* < T S 
< Г в ) , поэтому условие С14) вполне естественно 
Введем погрешности z C x ) • u C x ) ­ r C x ) , гСх) • рСх) ­ qCx). 
Функции 2 € U • г б Р удовлетворяют системе уравненпЧ 
v -
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|r|; < с; f 4С' j r l z ļ l ' • 10 m-|zĶ; 
С163 * 4 «&] 
z t • v L г - grad h r ­ CHCz.u) • NCv.z)) • С » 
div" 2 • x » * • 0 , 
Теорема 2. Пусть существует положительная постоянная 
0, не зависящая от т и h. такая, что 
{ 2С, | Y * | ; С2С ) ' / л С " « м а х &t?\ 
гс^ s н р B u m . I г в 
0<t<T J 
Пусть разностная схема С2) аппроксимирует задачу С1) так, что 
К ' | = О Ст • h , / e ) , | V | • 0 Ch*3, |* ļ| • 0 Ст • h*) 
V 1<1<N. Пусть решение задачи CD удовлетворяет условиям 
С13) к С14-). Тогда разностная схема С2) сходится со 
скоростью, определяемой соотношениями: 1г|т • 0Ст а / 4 + h), 
12i, т - ОСт + п 1 " ) , в а х |2* I - ОСт • h " * ) . 
l<t<N 
Доказательство. Из первого уравнения С15) имеем |г| < 
| С-2, • V Ь г - NC2,u) - NCv,2) + р, и) | 
< С s u p — S L Bui, 
U € Гь 
< Ce С Су |z t| + -Ļ v Й. • ļ ļ - 1*1, * ici.,). 
поскольку С э |u| S v/2 я Ся |vfl - м/2 . 
Отсюда, суммируя по слоям с учетом z° • 0, получки 
• 
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• а х ( —1 \г\\ т ; ш а х 0 р ] < 
1 z l<i<N J С173 
* Kl!1/T • в, ļrfr •-Ь''|г.К V e, > 0. 
M-i 
Оценим теперь J т |zļ|* . Для этого умножим первое 
I =0 
уравнение С15) скалярно в U на rz t . Получим 
т|г,|» ­ ^ ­ С |x|» ­ |z|f ­ т" I z j f ) + т Cr\* t ) + 
• т С&г4Э ­ т CNCz.o), z, J ­ т CHCv.z), z t > . 
Оценим слагаемые в правой части равенства и отбросим слагае­
мое т* |z t i*. Получим неравенство, верное при любых « в X О I 
T|z t | е < 2v С |r|f ­ |z|f ) • 4т Kf • 4т*:. |r|" • 
• — • 4CV |z|f + 4С*т |r|« |z|; . 
*• 
Суммируем это неравенство по слоям, а результат подставляем 
вместе с оценкой С17) в неравенство С!6) и, полагая 
1 С. 
Оценим слагаемые в правой части этого неравенства. Сначала 
оценим |х|" т. Для этого умножим первое уравнение С15) 
скалярно в U на 2xz. Получим, отбрасывая слагаемое T"|z t | B , 
|z|* ­ |zf < ­ 2tv|z|* + 2rC?,J) ­ 2tCMCz,u3,z)+ 2t(C,z) 
Оценим слагаемые в правой части , используя е­неравенство. 
и, суммируя по слоям, приходим к оценке 
ITS ­
256C* ( гзес 44 K I ! , , T • . «OCfu" |*Ц — *- ЬХ * 
16 16C* 1 
• — KVr * — I TC |V |f l u ^ l f • I* 1 ' I f Br1 If ) . 
L I 1 ДО 
Поскольку |C I*, T ­ О CT" • h» ) , к I* • О Ст" • h ' ) , 
|*|" • 0 Ch*), 1^1" • О Ст* • h*) , то имеем 
H ­ i 
I rĶ < ОСт« . h») . С. 2 тС |z' |f |У*« |f • |z»* If Ir 1 If h 
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где C e ­ 32 CfC'C* . 
Оценим сумму в этом неравенстве, пользуясь неравенством 
Коми­Буняковского. 
J T I» 1­If | V ŗ s J r IK-If J T | V Ķ i 
I « 0 I SO * 1 1 =1 ' 
* ( C / ' • /~Г K | f J [ J T |z 4|f ] " " . 
I r |z J | f l u ^ ' l f - CT.k. . -0 J 5 
t so 
L = I J I am 1 
( N y ' > 
Полсяш постоянную С т > С; ' ļ С ? ' * * ( С*/" * / 7 " I r - l f ļ ļ . 
1 7 7 
Получаем 
I r Ķ S O C T - . k ' ) . c , [ 2 T l z * I * ] ' ' * • C 1 8 ) 
Заметим, что 
с 
S i i ­ 2 ­ i^ »r 
T 1 =1 
WT.T­
Подставляя эту оценху в С18Э , применяя оценку С17) ч 
V Т 
полагая « = 
* С_ получим 
I r Ķ < си: '4 [ — ici«f т + —S*~ ы; ]. 
м • т ^ м V "» т ' 
Отсюда, поскольку Г £ , т • ОСт" + h*), • CKh4), имеем 
[ h* h" 1 
h* • т » " * — ­ • — . C19) 
T T 
Оценим слагаемое С, в С18) несколько иначе. v [ 1 
J т I z ' l * V " < . а х I z ' l , Ы S 
< ­ i ­ н и х i 2 ' l » z l 1 . T S ­ T ­ f B a X | z , | | , + ^ . т ] 
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Подставим сюда оценку С17) с с • - — - , а 
СтС/"См + 2) 
результат подставим в неравенство С183. В итоге, учитывая 
•С I", > т « ОСт* • h*3, hi; ­ ОСЬ*Э, получим 
|гЦ • о( т" • т'/Ь * h" ) . С203 
Перемножим оценки С19) и С205 и применим неравенство 
Гельдера; в результате имеем оценку 
|rf£ < 0 ( тп' + т"*Ъл ) ­ 0(т* + h 4 ) , т.е. 
•гЦ ­ ОСт"* • h). 
Полаг i в С17) ct = h в используя оценку С20), получаем 
tz| • ОСт • 1в*лЭ и ш а х |z l | • ОСт • h " e ) . 
1<1<N 
Теорема доказана. 
Рассмотрим вопрос о реализации разностной схемы С2). 
Для решения этой системы уравнений рассмотрим итерационный 
nr. с .есс: 
1 h r> p»i p»i h р»« 
— А С У ­ v ) • У ­ Т У А У » 
. р*1 и л 
• ­ т grad" q ­ т Ж\,т ) • т f • v , с 2 1 ) 
div*1 У ­ 0. 
о • 
При этом У может быть выбрана произвольно, например, v = У , 
о 
или, линейно интерполируя по двум предыдущим слоям, v • 2v ­
­ у 1 ­ ' , лишь бы ьыполнялссь условие dlv*1 v • О. 
Исследуем сходимость предложенного итерационного 
179 
4 Стр • С;' h' ) 
такое, что для лвобго положительного 9 < 9и и сеточно-со-
о 
леноидального начального приближения v итерационный процесс 
С21] сходится со схоростыв геометрической прогрессии. 
Доказательс .во. Умножим первое уравнение С22) 
А 
скалярно в U на 2у. Получаем 
- ļ - CiPtf • |у ­ yif ­ |у|'Э + |у|« + Т У М' • 
= ­Г СКСУ,у),у) = ­т CNCv,y),y­y5. 
Оценивая слагаемые, получаем неравенство 
А 
Ir i 
Оценивая |у|* > С ' h" |yĶ • | У | S К, получаем 
отсвда 
­ 1 С* К* 
• Г* — 
е­ 4 
Ir i , *Г М,. где 6 = 1 — + TV + С * h " 9 • 
Если & < 9 , то 6" < 1. Теорема доказана. 
л р. л р л л 
отоцесса. Введен обозначения s * q ­ q» у • У ­ У» у » 
р*1 А 
• V ­ у . Выписей уравнения в погрешностях 
1 h Л A h л 
Д С у ­ т ­ Э + у ­ т м Л у • 
­ ­ т grad h s ­ т Ж>,у) С 22) 
dlv h у ­ 0. 
Теорема 3. Существует положительное число 
т" С" К" 
1 8 0 
S.Mslnlk. The I n v e s t i g a t i o n o f i m p l i c i t l i n e a r i z e d d i f f e r e n c e 
scheme for n o n - s t a t i o n a r y N a v l e r - S t o k e s problem. 
Summary. The present paper c o n t a i n s t h e s t a b i l i t y proo f 
and CFrf convergence speed e s t i яд L i on o f the i m p l i c i t 
l i n e a r i z e d d i f f e r e n c e scheme f o r n o n - s t a t i o n a r y Nav i e r -S t okes 
problem. The way o f ob ta ined e q u a t i o n s system d e c i s i o n i s 
proposed t o o . AHS Subjec t c l a s s i f i c a t i o n 65H10, 65K20. 
S . M B I D J K S . Nestac ionāra Nav iS -S toksa uzdevumā n e t i e s a s 
I i n e a r l z e t a s d i f e r enču sltfmas i z p ē t a . 
Anotaci . la. P i e r a d ī t a n e s t a c i o n ā r a Nav jō -S toksa uzdevuša 
n e t i e š a s l i n e a r i z e l a s d i f e r e n č u ' shēmas s t a b i l i t ā t e , kfi a r i 
ietjuts sh?mas konverģences ātruma n o v e r l e j u a s . No rad ī t s 
i e g ū t a s v ienādojumi s i s tēmas r i s i n ā š a n a s paņēmiens. 
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Matemātika 
ФУНДАМЕНТАЛЬНАЯ СИСТЕМА РЕШЕНИЙ ДЛЯ 
ОДНОГО УРАВНЕНИЯ /1­го ПОРЯДКА 
Д.Калныня, Т.Цирулис 
Аннотация. Доказывается, что фундаментальная система ре­
шения уравнения уЫ+Ллу*=о выражается явно через обобщенную 
гипергеометрическув функцию типа 0Тп.,- Такое представление дает 
возможность изучить асимптотику решений при Л — °° и хе<£. 
Основные результаты предлагаемой статьи получены Д.КалньшеР в 
дипломной работе. УДК 517.512 
Как известно, при изучении асимптотических свойотв решения 
уравнения ^ ^ . ^ ^ , x e [ a J ] ­
с точкой поворота Xgtja^ первого порядка, т.е . , Ъ(Хо)*>0 и 
t'(x0)^Oļ применяется хорошо известный метод ВКБ, с эталонным 
уравнением 
(2) 
В настоящей статье рассмотрим метод отыскания фундаментального, 
решения более общего уравнения 
9 
Теорема I . Пусть ^ (ЭД,*­^.„/?­/­систеиа частных реаз­
нии уравнения ( I ) , удовлетворяющих начальным уоловияы 
Тогда и (A=F ī±- 1 
' tj Л­1-v P fJ- A. ... tL ntX .-Лхп" 1 yi4-Vn-,L^i'r»t' Jn+t'7ūV fS$*il> 
n A\ •**ГГ [***,—,0-, '...ПКИ.-АХ1*! 7 15) 
г д в * с о z* ГС***) 
о С, Я % • • ч «п-, ; * У ~ £ ^ Д ц * ' ' ^ * ' " С б ) 
фуидсквнта..т.ная сксгема решений уравнения ( 3 ) . Каждое частное 
реген.гс представляя ; собой $МфЕ аналитическую Функгптю 
относительно лере^еаного JC порядка 1+ļļ-
Док&.>з;ельстзэ. Примени:: ДЛЯ £к(х) интегральное преобразо ­
вание Лапласа 
ТмРДа аз уравнения (3) и условии (ч­) получаем 
ļevcHKoi дйн&ч-. (о) является функиик 
г д « Г($,2)- в ­­полная гаша­функинп.Ооознатем ^rj '^"J^īvl)' 
• Из таЛыиы интегральных п р с о б ^ з о в а н г к R R J известно , 
/s р­­»унг:и;:.; !4вж*авалада. ПрвАСТарим £jK(p)'!- *W 
Я ДОШеДЕ* fпорогу j(bptK;­i £ ? J , г*о БСйгедюы 
•/•СО 
IT,; 
I 
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После примонения Сюркудч умножения 
на ( 1 5 ) получаем 
( I ? ) . с о в п а д а е т с состветсвущей формулой из ( 5 ) . 
Учитывая характер убывания косффициентов степвчнсгс ряда 
( 6 ) , легко проворить,, ч т о ^ ^ , , • • • — целая аналктвчйсчая 
дункпия порядк:! относительно ž . Позтоыу ffK(x). К'й,...,П~/, — 
полая аналитическая функция аорпдг.о f*~~-ļfo о*нооптсльио ПорЭ­
мвивого JC. 
фундаментальность системы (^(х)) слвдуз­i из т о г о , что 
определитель Вроьсчсго этой системы из условий ( 4 ) р­век I в 
точке Х^О. Теорема доказоиа. 
Для обобщенных ?ипйг~еомегричзских фушеши типа в 
\_b\ приведены эсиаштохичесгаз Формулы,из. которых йохЕО вайян 
ыси^птогичесгле г.аилл'ония при и произвольно . д едишш 
0-1(1% (или вря .^и'.сироьпнксц Л и Л " * 0 0 i» юмвдожком (ВКЮ­
г . о о м ) . Выпашек только гдвв4ЫЙ чяеи аон^ллокмчеокого рпзяохенця 
дл» случаен: 
а ) Л — * 0 0 ­ л > 0 ( щ Л>0 • х — гт? jj 
2а фОркуя ребруй [ з ] пйя/чаёф 
Функция f(x) определена формулой ( 1 0 ) , а CĻķ,t) находим разложэ­
ниои &р[~?фр)) G($ Б РЯД по степеням р и почленным обращением 
полученного ряда. Дат иокоиогп оригинала VK(XJ получаем формулу: 
•вяля порядок интегрирования и оуширозания и вычисляя явно и н ­
те грал по переменной Tļ находим, что 
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A b s t r a c t . I t i s prt­ved t h a t the fundamental system ol s o l u ­
t i o n s T ō i the equation U^^+XXlf^O can be e x p l i c i t l y eX­
presfled j.r the terns of a g e n e r a l i z e d hypergeometric function 
of the type eFļ. 1 This p r o v i d e s en o p p o r t u n i t y to i n v e s t i ­
gate t're c s y . - p t o t i c behaviour 01" s o l u t i o n s i f Л ­» * ° end 
X€ <T . ,'he M6in r e s u l t s of the p a p e r were Drovsii by D.l^lntna 
in her ^nstrr I'nesls unoлг fi­of . r . C i r u l i s . 
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M a t e m ā t i k a 
THE EXAMPLE ILLUSTRATING SOME PROPERTIES OP SOLUTION 
OP THB SYSTEM OP ELLIPTIC EQUATIONS I K A MUSHY REGION 
Summary. The s i m p l e s y s t e m o f e l l i p t i c e q u a t i o n s w i t h 
d i s c o n t i n u o u s n o n l i n e a r i t i e a i n t h e m a i n c o e f f i c i e n t s h a s 
b e e n c o n s t r u c t e d w i t h p r o p e r t y i i t s e o l a t i o n i s e i t h e r 
u a i g u e o r n o t d e p e n d i n g upon t h e c o n c e p t o f t h e s o l u t i o n * " 
MSC 3 5 J 4 5 . 
I t m u s t be m e n t i o n e d t h a t t h e e x h a u s t i v e a n s w e r t o t h e 
q u e 2 i i o n how t o d e f i n e t h e s o l u t i o n f o r s y s t e m s w i t h d i s c o n ­
t i n u o u s n o n l i n e a r i t i e s i s unknown. 
А . C l b u l i s 
L e t 
f u n c t i o n s 
and w i t h t h e f i n i t e l i m i t s 
Рог the system 
( 1 ) 
we i n t r o d u c e t h e f o l l o w i n g c o n c e p t s o f s o l u t i o n . 
1 8 6 
u.,4 1*3 v . choose the l i n e f-faftM ~ ^ '"''Р 
d e f i n i t i o n 1 . The p a i r (Ц t / (fol «= * ff'fJlj 
i e eaid t o be the s o l u t i o n o f *­he eyntom ( 1 ) i f the boundary 
c o n d i t i o n s i r e s a t i a f i s d and f u n c t i o n s K, % £ (-ДJ 
w i t h v a l u e s on [<?; i j e x i s t auoh that 
I n auoh a t reatment the c l a s s o f the e x i s t e n c e o f tbe 
s o l u t i o n i s t oo wide , 'x'o melee i t more narrow one can r e q u i r e 
^», ^"2 a r e connected i n a c e r t a i n f u n c t i o n a l way. 
D e f i n i t i o n 2 . The p a l p (<tt,Ua} € JlJ * //'f-flj 
i s *'x\.i t o be the s o l u t i o n o f t h e system ( 1 ) a s s o c i a t e d 
w i t h a l i n e /b(*,r;J - О 
I f the boundary c o n d i t i o n s , v a r i a t i o n a l e q u a l i t y ( 2 ) and 
fļ«h A <*» , <( К * |УЙ 
i r e s a t i s i ' i n d . 
i t Suras out tha t a l s o a r e s t r i c t i o n o f a c l a s s o f *he 
ex i s t ence i o oa not guarantee un iqueness even i f £ 
l a a smooth und monotone. 
ft> prove i t l e t us take t h e system ( 1 ) w i t h 
/, - ^ ъ'Ш/ *° - ° < * * 3 i 
1 8 7 
( 3 ) 
Рог example, s / and some neighbourhood o f 
i t a r e f i t t o . 
As Zf-tJ > 0 , -2 %(V О and i n e q u a l i t i e s 
/OfXffJ * 2 ( f * % (Vj, 
/C(Xrf, > Pjf f / * % (*J 
hold f o r a l l J( [ōi *] then the requ i rements ( 3 ) -
( 5 ) a r e s a t i s f i e d i n some neighbourhood o f the po in t 
0 - / , because o f the c o n t i n u i t y o f the 
func t i ons 2j 'j., m 
The v a r i a t i o n a l e q u a l i t y (2) ho lds f o r 
SO • 60 
3 ' r+1 
• • 
Such a l i n e a r i s e s i f one approx imates the c o e f f i c i e n t * 
<' , '' ' f ^ i and c o n s i d e r s G - l i m i t . 
Let p > О be an a r b i t r a r y number such that 
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I n d e e d , 
a id t h e r e f o r e i f * * * , % J Щ 
f u r t h e r m o r e , 
_ / у у r»p/ у - (fjtrtp*j)(/Pgt/^) 
oc. = 
ind 
iff* fJ'/i'-ļ, 
And thus t h e r e i s a continuum o f the s o l u t i o n * o f 
t h « system 
for ( v - u ) U ' ) ' = 3 , 
(6> 
a i l o f wtiich a r e a s s o c i a t e d w i t h a smooth, monotone l i n e 
6 V 
z3 
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( 7 ) 
( 8 ) 
I t l e known [ 1 ] tba t a l l tbe d iscont inuous c o e f f i ­
o i e n t e i n a case o f one equa t i on may be d e f i n e d i n a u n i ­
f i e d way, i . e . , by neane o f one and the same f unc t i on . For 
the system ( 6 ) there a l s o e x i s t s a s o l u t i o n which i s cha 
r a c t e r i z e d by the one and the same func t i on 'f : SI •* [0, i J 
Jn both c o e f f i c i e n t s /3 . I t i s a s s o c i a t e d wi th 
a s t r a i g h t l i n e £7<* /0) = /0-^-2 
g o i n g through the po ln t a (**/', ¥»"J - Ы~, $~) - (*, 3j 
and (**S,<Xļ ) = p*) = iit y ; . 
The equality ( 2 ) and the g i v e n boundary v a l u e s a r e he ld i n 
t h i s case f o r 
Theorem 1. Lot (U, Is J be the s o l u t i o n ( i n the 
sense o f the d e f i n i t i o n 1 ) o f the system ( 6 ) . Then (/?{/. 
P r o o f . Le t W- [S-U , 
He suppose that /NEPS J7R • 
Then the v a r i a t i o n a l e q u a l i t i e a 
-а 
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for ļ = /по* { W; О ) y l e l d 
J (2и iv' * $vs)<jt - О t 
* t'lW iii* ' ' ' ' А Ч Ф И ^ ' f A v * «RT4ORH ^ *•** "T . I *V ­V ­ • •N ' i ' » V .»«i3jļtf*t«^ Y *nft£^SY>'4 
Hence 
­ л * . 
Ihat ca i t t r aū l c t a ^ f . J J ­ / ? у > 
Thus /»•«?«» J Л.* - О. 
Furthermore , l e t us suppose tha t fr&OJ -CI ­ > CT 
Then e q u a l i t i e s ( 7 ) ­ ( B ) f o r » - [ W) С } 
l sp ly ' 
-12-
llonc* 
у (3IB*F - W/DT * & T 
ii­at ccrtmdict / " W .—O. > 
Thus 'reOS J~)_ - О ana the proo f 
i s comple te . 
Remark 1. The s o l u t i o n o f the syntem (t>) asso ­ : l 9 t « 1 
w i t h e s t r a i g h t U n » .­3 - °< '2 i e unique . 
I t f o l l o w s immediate ly from the system 
fas*?* jv/' ; f . 
nnd boundary c o n d i t i o n s . 
Remark 2 . The system ( 6 ) has the s o l u t i o n In the 
sens ' : o f the d e f i n i t i o n 2 f o r any Riven cont inuous l i n e 
oonnpct ing the po in t s ( 1 , 3 ) and ( 2 , '» ) . 
As the system ( f i ) has the s o l u t i o n С/ - V f o r 
any с/ > О end /3 ~ / •/ then t h i s ee ­
s e r t l o n f o l l o w s from the f ac t tha t such e l i n e l n t e r r e c t s 
a s t r a i g h t l i n e Z 4 ­ / °< / i n воле point 
( " V 0 / f^o/J ) " h e r e 5/./ s f 'wy ē lļ/Ā 
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O N S T R I C T C O N V E X I T Y 
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Summary. In this work we'll show some fcird о definition of a convex. seTlr a metric ypace, give.concept uf.a ­trlctly convox netrīc space, prove that t>e set of flxeo. points is rrfcvex in such sp?ce _ tor, none::pansive mappings ard give new characterisation Of..strictly ccnvex Banach spaces. AMS Subject Classification 5­JH2S. 47H10. 
P.Introduction. 
3olving the problem what properties of spares and its 
subsets are neces ary to guarantee the fixed point prcrarty 
aostly we deal with Banach spaces. Intuitively it .iesēs thet in 
rep"! life воге mportant are metric spaces. Therofcre w» want ta 
ascertain what properties of metri: spaces are essential for 
nonexpansive mappings to have fixed points. In this article we 
don't solve tnese questions, but we get to knew some things Cor 
metric spaces important in the fixed point theory. 
Looking through w.A.Kirk article series on fixed poll,*' (for 
example, [ 1 , 2 , 3 ] ) we can observe that on? of the most important 
properties 01 sets is convexity. But thes) articles ware 
concerned with subsets of Eanach spaces.Turning attention to 
metric spaces one have possibility to aae the conccjN of 
convexity introduced with applying closure operators («,). 
However, to uy mind, these results are difficult to look through 
and probably have lltlle pragmatic value. But wbat does веы. the 
conr­ept of a convex set in a metric space? We try to give answer 
on this queaLion. 
l^gpnv'px seta ana strictly yqavlx Bainacb spaces.. 
I ;his section WP want to remind probably known facts. КЧ 
shall do it with purpose to compare new concepts with known fa>:ts 
and see the diferjnee. 
Let X be 6 Banach sf'ci ard x.yiX • 
Definition l . i . The set о points z=tx< l ­ t )y , t [ 0 , 1 ] , ie 
slid to be a closed straight l..ie Joining x..\ 
Definition 1.2, A set jfcjf is said to be convex If for 
every x.yex the closed straight line joining x,y belongs to К. 
Every closed ball B{x,z) -iyex\\x-y\ir),xex, reB,, , is conv.ex 
and on intersection of convex sets i s convex. However, as it will 
be seen afterwards both properties don't hold in metric spaces. 
Therefore we consider nure special condition ­ Jtrlct convexity. 
In the fixed point theory with this conception we meet in for 
sxample [?J, this article inspired this attempt to for» this 
concept in a metric space. 
Definition 1 .3 . A Banach space X is said to bt strictly 
convex if all the points of an unit sphere are not inner points 
of otraiyht lines in an unit ba l l . 
Assertion 1.1.Г51 In a Banach space X the following 
conditions are equivalent: 
1. X Is strictly convex; 
2. Vjt.yefi(o.i) (л­»у) :\x*yl<2 ; 
3. ^'x.yeX:lx.y|­lxblyI­(OAeR.. :x-Xy)Vx-oVy-0) . 
2*>t« vhat Xllbert space, 1. and L,, pM , are sti ict ly convex, 
f ie jji­er exciting is that in str ict ly convex spaces one can 
rr«­ve : 
Theor­im 1.1 ~et X be a str ict ly convex Banach space and С 
­Is a convex subset of X. If 3elfmapr f is nonexpansive, then the 
sot of tixed points of f is conve. . 
Wh<st do is these concepts looX like In a metric space? 
Г'.СОГУ* s p t s and i tr lctlv convex Metr ic spaces 
Let (X,d) Le a metric space with a distance d. 
r.ef j.iitlon 2 . 1 . A set .7cX is said to be convex if for e"»ch 
x,v .­• X and for sach t с CO.IJ fhere exists z | X satisfying: 
U(x.e)*tdjx, j l end JU ,y ) = (1 ­ t>d (x ,y ) . 
Note that in a mean of tr­.e Definition 2 . 1 . in general closed 
t-alla Л Г 9 П " convex rets and tt.e 1 .jtrr section of convex eecs ol*c 
i s n ' t always convex. 
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Example 2.1, Examine X as discrete metric space i 
d{x.y)­0 if x=y and c»(x fy)=l if x * у for each x,y г X. Then 
B(u,r)=!u) if r<i and B(u,r)=x if r i l for each u e X and In the 
second case balls aren't convex sets. 
C ( M ) , 
A(0:i) 
with Kxomple 2 . 2 . Examin» 
the maximum metric: 
D{X,Y) ­тох(|у, x,| ļ i -1,2). 
Vx- (x», л , ) , у­ (у,, y,) eB'. 
Then breal. Une ЛЕС ( M is 
convex ead close:! straight line AC 
is convex too, but the intersection 
{A.C> isn't convex. 
Definition '..ž. A metric space X is s«ld to be etrit ly 
convex i£ for e<..b x,y e X and for each t e [0,11 iere exists 
unique satisfying: 
d(x,z)=td(x,y) aud d (s ,y )= ( l ­ t )d (x ,y ) . 
From 'he previous Definition 2 . 2 . it follows that R" with 
Eu.liJ»4n metric Is strictly convex, but with the maxlEiim metric 
isn 't . 
We can prove following: 
Theorem 2, j . If К is a family of :onvex sets in a strictly 
i­onvex metric space X, then fYjr]A'eK/ is convex. 
Proof. Let x.ytflAlXeK) and t e [0.1 J­ Then x.y e К for 
each JCEK and there exicts such a point z e к satisfying: 
d(x ­.]=td(x,y) and d(z ,y (= ( l ­ t )d (x ,y ) . 
Since X is strictly convex, such a point z is unique. therefore ZECIK KIK) 
and the result follows. 
In strictly convex metric spaces the following generalizing 
o ' Theorem 1.1. is true. 
leorem 2 . 2 . suppose X is a strictly convex metric space.Let 
X is nonexpansive: /Ц£{Х), F<Y)) TDIX.Y) .VX.YEZ. selfmap f of 
Then the set of all fixed pointr of f is convex. 
Proof We choose freely twe points x and у in the ert of all 
fixed po: s of £ : х,у e Fixt. Let t e [0,1). we find the 
correspond .ng z = X : d(x, z) =tc'ix,y) and d(z ,y) = (1­t )d (x,y) , 
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which is unique by strict convexity of X. 
Examine the distance bet en Images о) x and z under f: 
d(flx) ,£{x))<d(g,x)-ed(x,y) ." 
As x 6 Fixf. dif(z),X£ed(x,y) . 
Similarly: 
/*(/(z), £{y)) id(z,y) ­ (1­е) d{x,y) . 
d{£(z) , y ) * ( l ­ t ) d ( x y) . 
Ехгт1пе the distance between x and y: 
d(x.y) £d(x,f(z))+d(fU) ,y) scdix.y) • (1-е) d(x.y) -d(x,y} . 
It follows: d (x , f ( z ) ) = td(x.y) and 
d( f (z ) ,y l = ( l ­ t ) d ( x , y ) . 
Strict convexity of X Implies that z=f(z) and z с rixf. 
3.Again on strictly convex Banach spaces. 
In the Definition 2.2. of a str ict ly convex metric spaces 
we don'* use the concept of a ba l l . Therefore we propose to 
define trlctly convex Banach spaces similarly. 
Definition 3.1. A Banach space X is said to be strictly 
convex If: Vx,yeXVC€(0,1] 3! z : :|x­yl.\z-y\- (1­W l*­y|­
Indeed, Definition 3.1. is equivalent V Mi the previous 
Definition 1.3. 
ftssi­rtluii 3.1. In a Banach space X the following conditions 
are equivalent: 
1 Vx.yeZ: |x.y|­|x|*M­( (ЗЛеВ.. -.x-Xy) V x ­ o V y ­ o ) ; 
2. V^,yexVee[o,i)3!r:|x­z|=t»x­y|,|x­yl­(i­t)|x­y|. 
proof. We prove that the f i rst condition implies the second. 
we choose freely x,y e X and t e [ 0 ,1 ] . If z« ( l ­ t )x+ty, 
then: 
|x­yj­ lx­ ( (1 ­1) x . ty) I ­ t|x­y| . 
\z-y\» I (1 ­ C) x* ty-y\- < 1 ­1) l x ­ y l . 
Such c. point z is unique. Really, suppose that there exist 
two points z 1 , z , ( 2 1 г>х,гха*у) satisfying: 
I x ­ ^ J ­ t l x ­ y l . l z ^ a ­ y l ­ d ­ t ) \x-y\. (1) 
Observe that: 
\x-y\-\x-2l,1*'l.i-Ai\x-zll\*\zXi-y\-c\x-y\yl.l-t) \x-y\-\x-y\. 
Theref. re l(x-zlI)t(Zx . , ­ y ) |­|x­x»,al*Ui . »­y|. 
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and from (3) ­ g ._JL.x» t1 y. 
2 I I n U * i U . L И » 
7 satisfy thp condition ( I " therefore 
tx-z^lx-l^x.-gryt-j^lx-yl-Cix-yl. 
. г х ­ Л ­ l ^ x . ^ y ­ y b ­ ^ l x ­ y l ­ (1­t) |x­y|. 
It fellows that X'— 
1­е 
Similarly n­^­t­. 
We conclude that :.-ц , consequently šy*s>i 
No.­ we prove that the second condition implies the f irst. 
We examine x.ycZ: |x*yi*|xS*ly!>' 
Lot z с X, u=::+z and v=z­y. Then ::=u­z and y­z­v. 
Hence, \vz\* I T ­ vļ> Ju~ z» 7 - vļl- Ju-vj. 
There exists such celO, 1] that: |u-:r|= t|L-v|, 
|z-vļ=(l-t;iu-vļ. 
If zx- (1- с) u*tv , chen Cor jf, the previous equalities also 
hold. Theiefore x-z- U­ t) u*t". 
Hence, z=( l ­t )v+tv=!l ­t ) (x+z) »t (z ­y ) » 
=( l ­ t )x+( l ­ t )z+cz­ty=( l ­ t )x ­ty+z. 
It follows that 0»(l­t )» : ­ty and x~ т^У ­
Tf t=0, then z»u and x=e. If r = i , then z=v and уч?. 
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ON F I X E D P O I N T S OF MAPPINGS 
I.Карга'ne. A.Liepin'в' 
_ „ abstract.. Existence, of fixed point? for mappings of Ft.Kannsņ'в tyfte in a metric space Is proved. AMS subject classification МЯ25. 
we extend the result3 of [1,2) similarly as the results of 
(3,2) in [4]. 
We need the following basic definitions and nctatlons. 
Let x be a .netrīc space with a distance d. Let EX be a set 
of all subsets of X. B'.x,ri :=iy€X\d{y,x) sz) tor each x e X and 
г еж.. 
Definition. A closture orerator on X is a mapping w:EX ­ BX 
for each А,В e EX satisfying: 
1) Ac£­V(A) cW(B) » 
2 ) Л-::'[A, I 
3) J/i«(A))=W(A) . / 
Let w be а с^озиге operator on X. A subset A of X Is said 
to be S­rlosed if A=w(A). W­conpactness of X is defined In »he 
same mmner as in the case of a topolocical closure operator. 
Let f be a selfmap of X. ­ot x t X and 
Л'.Х) : ­.ГКСеЯХхгВ * Ь=И(В) L f(B) с B> . 
Theoroa. Suppose X le a metric space and w Is a ^losurs 
operator on X. Suppose the following holds: 
1) X Is W­co«jpact; 
2) B(x,r) is V­closed for each x e X and /«П.. 
Let f be a selfaap of X and ;he following condlrlons 
ave satisfied: 
3) Эу.еЮ.ЦУх.убЛ­: 
d{f[x) ,f(y)) amx\d(x,'t[x)), c/(y, t\y)) ,?dian(Aix)lU \y))); 
« ) Vxex:x»f"(x)) :x(x> :• sop. М<у, f i y i )|уел < x> ) < Ш а т* ' ,зй. 
Then f. ha* a fl\e6 point. 
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Proof. Using Zcrn'e Axiom and W­compactness of X (condition 
1) we conclude that there exists a minima] nonempty w­closed and 
invariant under f subset м of x. 
Let x e M and x * f ( x ) . since H=A(x), r (x ) < diam f. by 4. 
Let r ' : » q diam M and max ( r ( x ) , r ' ) =:r. 
Let B:=B(f (x) ,r ) flK. В is nonempty ( « ( x ) e B) and 
И­closed by 2. Let у e B. By 3: 
d ( f ( x i . f ( y ) ) i max ' d ( x , f ( x ) ) ; d ( y , f ( y ) ) ; qdlamK > t 
i wax ( r(x> ;r (y) : r ' ) t г and f ( y ) e B.H«*nca, f(B) с В, B=M, 
Mc B ( f ( x ) , r ) , f (x) еПз{у,г)Г)!1\уе!4=:С*д and f(M; с С as x t и 
waj arbitrary. Therefore f(C) с С and c=M as С is W­closed by 2 
and M 1з minimal. 
At the same time: diam с s r < dlamM. 
The resul ­: follows. 
ВаШьйЬ*. The fixed point of the mapping satisfying th»< third 
condition of our theorem Is unique i f w({x))­*{x) for each x € X. 
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СБ Ш К Д О Ш и а PSaEļtffi ОДЮРСдЙОГО УГАВШЫИ. 
i l ­ oTLpoHi i sa сьйрггШ с шс:1 ­лаль !1ЫЧ : г д а к А т о Р о а 
и.И.Калинин 
Аннотация. 3 данной заметке рассматривается однородное 
уравнение ­сторонней свертки с максршлыют и н д и к а т о р е . В 
предполо­геши: полном регулярности роста хаоаиерастячвокой 
функции уравнения вдоль лучей из некоторых хкеяеех? приводится 
описание едносвязных облаете; , аппроксимации реаеаий э т о г о ура­
внения посредством так назылавмы.:" элементарных решений. 
Щ 517.S. 
Б настоящей статье условимся использовать терминологию и 
обозначения работ [ l ļ - i . 3 ] . 
1. Постановка задачи 
Пусть G ­ выпуклая область в комплексной плоскости С ; 
Н ­ пространство голоморфных в этой области функций с обыч­
ной топслогпеЯ равномерной схсд;1мости ка компактах пли про­
странство, ассоциированное с Q ; £> ­ онвлитичес;:и'1 функци­
онал с ко?1пактньм носителем в G • Известно, что £? /(опуска­
ет представление в зиде интеграла по маре 
< s j > = $ X^Ķ\ U н , ( i ) 
к 
где К ­ ноксторай компа;я в области G , № ­ комплексная 
конечно аддитивная мера ограниченной вариации, сосредоточенная 
на К • Кэ представления ( I ) сл.ду 'ат, что функционал S мож­
но при"внлть не только к функциям | из пространства Н , 80 и 
к "малы" " едзиган ( С* t­ й ) этих функций, при которых ог.и 
остаются аналитическими на К • Функцию 
* ­о 
где (л) = e x p {.25 , будем называть ^.­сторонним сдвигом 
функции \ на £, , причем сдвиг ( 2 ) назовем равномерным, если 
а,* <х4 = ... = i и неравномерным ­ в протичноу с л у ч а е . 
Оункцив 
о * " ° где It достаточно " м а л о " , будем называть ^­стороннеГ! сверткой 
функционала S и функции ­te Н и обозначать , слздуя [ 2 ] , 
( , S ® ( ) l i ) • Рассмотрим однородное уравнение ^,­саоронней 
свертки 
S $ I = о ( U H ) . ( 3 ) 
Приведем введенное в [ 5 ] понятие индикатора уравнзния ( 3 ) . 
Опраделанде. Поднабор t = { р, р г , . . » . , } наЗора целкх 
чисел ( о , <,,„, ^.­i ] , удовлетворяющий условиям 
1 ) О * Р Д < ... ^ PHI -4 <ļ-4 ) 
2 ) ^ ^ Л ^ О , e c " " ŗ*.*-l, 
К ' ° ' «CR. 
g а , о > ^ = О , если р„ £ 1 , 
называется индикатором уравнения ( 3 ) . 
3 нау.'ояуей рабств мы будем предполагать , что уравьенив 
( 3 ) имеет максимальный индикатор с • { о, \,% - * \ . 
Множество W решений { е Н уравнения ( 3 ) образует 
замкнутое подпространство в И • Сно, в оилу т о г о , что опера­
тор ņ ­сторонней свертки коммутирует с оператором кратного 
ли:-'.арвнцирования и u i ' r ?­=H , кге Д\/ , является инва­
риантны?* относительно оператора Х)^ • Экспоненциальные поли ­
номы вида 
где \Ч С 't 1 « ( 2 ) . к • t ­ функции, г о л о ­
морфные в точке Д ; щ е /71/ U » называютоя злекентапными 
вкспоненциальными полиномам.!. Эломотарные экспоненциальные 
полиномы из W 1 , следуя [ 3 ] , буде?* называть э л е м е н ­
т а р н ы м и р е в е н и я к и ур1чнеьия ( 3 ) . Известно 
[ 3 , C . 7 I J , чте каждое решение \ € Ц уравнения ( 3 ) можно 
2 0 3 
аппроксимировать з топологии Н линейными комбинациями элемен­
тарных реаений. Ьастсядап работе посвящена исследованию с л е д у ­
Ю|Цей задачи: пусть рсяение 1 1 ļ-| уравнения ( 3 ) допускает од­
нозначное аналитическое продолжение в односвяэяу» облаоть G' . 
G С­ G^  • При каких условиях { мсхло аппроксимировать ксчби­
наиияун элементарных решении в топологии пространства Н' , а с ­
социированного с областью G ? 
В следующее пункте в предположении полной регулярности ро­
ста характеристической функции ^ 4 ^ ) = <S, е * > уравнения ( 3 ) 
вдоль лучей из некоторых кножестъ приводится ОПИСЬКИИ одиосвяэ­
ньх областей G' t Для которых рассматриваемая задача имеет по­
ложительное решзние. Упомянутые одаосвязниь области представля­
ют собою введенные автором в [ I , с . 2 0 2 ] "флаговые" области, 
являющиеся существенно неьылуклымн. 
2 . (.онодной результат 
Пусть на границе области G существуют допустимые [ I ] от ­
носительно сопряженной диаграммы характеристической функции 
Ц Ч А ) дуги Г, F ' T T I T ( И > • ( ' ) . Предположи, что ин­
тервалы направлений(Ы 0 £>,ļ , , ņK \ , ассоцшронакпые 
Ц 1 с эти*'!! ; iyra«H, попарно не имеют общих направлений. Обра­
зуем флаговую область ( c v . [ i ļ , <;ор*«ула ( 2 ) ) 
порожденную дугами \ t Г Л , г'дэ S K ­ (<* ,<,JŠJ­HtnpaB­
леаный ф л а г Щ , пристроенный к хорде, стягивающей концы дуги 
Г Ч . Следуя i l l , флаг S * будем иеэывать узким, если дуга 
Г Ы ­ малая LI , с . 2 (Д1 • Справедлизы следупиие теоремы 
Теорема I . Пусть характеристическая функция У уравнения 
( 3 ) B ļ t eņ полную регулярность роста вдоль лучей 
А ранение \ <LY\ этого урзвнеиия допускает однозначнее а п о ­
литическое гподолжзнле иг области Q в односвязную область 
Q ' , содержащуюся в области ( ч ) . Тогда | можно сшорокси* 
кКроваць хинбШома комбинациями элементарных розеиая к хоисл е ­
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гки гросхрансхва Н , ассоцичройаьного о G ' • 
; 'б(лгд"а 2 . Пусть характеристическая функция уравнения 
( i ) имеет полную регулярность ростр вдоль лучой 3.īiķ z = - o l K , 
;//:.;-•- ­ у , ; К " и, , и решение ­£ <Е. Н э т о г о 
уравнения допускает однозначное аналитическое прододквняв иг 
сслаоти 1л в сдлослязнуь область G ' , содеркацуися в ( ' • ) , 
гдо асе imi-r. S, Ь ц " у з к и е . Т о г д а утверждении т о о ­
рамн I хакхе имеет « з с т о . 
Приведенный теоремы мознб с^одоулнроваг­ь в терминах рас­
npociVdne.HH спектрального синте за . ' известно , ч ю пространство 
Vv7 рВ'шидЙЙ *{ 6. И уравнения ( 3 ) допускает спектралънИ! 
си; ' . x.cv. [}, c . V I j ) . Г.оследнее означает , что W совпадает 
с замыкеяизм в И л:«сейной оболочки злеиентсрашс экспоненци­
альных колиаомоз, принедле:'ааиис V/ . Пусть W'­= Vi/П Н ' • 
гйо ' , ­ ( ' ­ t..iGCipu(jci'BO, ассоциированное с сдносвньной областью 
G ' t G С G ' Условимся г о в о р и т ь , что подпространство 
V/ KCIQCKBAX распространенна с п е к т р а л ь н о г о синтеза с области 
G нц CC: : ICTC G ' . если подпространство V V ' . C ļ-|' . * И > 
::• йОйуркаоя спектрельный с и н т е з . Теорема I и i» эквивалентны 
occTBf. гяве юс сэккм утверждениям 
Тпооема 3­ Пусть характеристическая функция ' { уравнения 
С ' ) i j ост полную рогуллуность п о м а вдоль лучей , 
err, х ­£>, 8 & 1 ^ ­ £ , ^ " Ш LyV<,\=.«*el, < = «•>", 
I . ' i С» С Q ' ) ­ вЯюсвяаЯая облнеть , седеркзцаяся 
з с tact j . Тогда г.эдирострйнехво V\/ допускает распростра­
нение спвкъральвогр синтеза с области Q на область G ' • 
"•ui/ūf::­ ii. ! .усть хораьгеристк.чос' .йя функция (/ урйЕнопил 
(3) ??адет волэгув « . «гулярность робка вдоль лучеИ 
аод / ^ £я к , ™fe - -Р« ; к * i , . . . , и.­ , 
l­ Ci' ( G С G ' ) " од::осв':^пая област ь , содерхачзп' .я 
г о б л е с и ) (••), у которой все флаги ­ у з к и е . Тогда у т а в ^ е и / е 
2.;». ,••?,.!, I сохраняется . 
••, чго ;;.!;jyi.'.'!.o в ге'оренбх . ' , 3 оолеста G ' 
tfosec "y.­.^v•).•:•;". асу .да и теоремах 2 , 4 » ко и • осло;.к;пс с лабее 
v ­ r p a u . : 4 e i j xipa.iiciit:cjL'itt;«CKyj 
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Теоремы 3 и ч дополняют цитированный выше результат A.fi. 
ьшгаккнв о спектральном синтезе в пространство W рсаеьап ура­
внения (3 ) с максимальным индикаторов. 
Д о к а з а т е л ь с т в о теорем 3 и ч (а значат, и 
теорем I и 2 ) основывается на том факта ( см. [ з ] , аредлогвсиа 
2.4.2), что аинуляториив подмодули [ 2 ] ­ [ 3 ] пространств реаелий 
W и W' порождаются независимой системой функций 
Г ч ( * ь * 4 ч с * ) ft*"V.). 
Следовательно, в частности, аннулпторный подмодуль 1 подпро­
странстве W представляет собою заикание в "р> л множества 
АуакцкЯ айда fCb)Lļ(li) , где р ' ­ класс всех целых функ­
ций экспоненциального типа, у которых ассоциированные по Борол» 
функций является аналитическими на дополнении С до саслирвн­
ной комплексной плоскости, наделенный отделимой локально ьыпук­
лой топологией, индуцпрозанной из пространства Н ' (сильного 
сопряженного к Ч ' )отобрансние" 
а ­ многочлен. Таксе строение 1 , з силу эзмкчания к 
теореме 5.1 работы Гч]. говорит о том, что пространство V ' 
совпадает с пространством решений обычного однородного уравне­
ния свертки 
а значит, является подпространством пространстла Н , пнса­
риантным относительно оператора "D обычного дийфсренцирозпнкя. 
Но в усл01икх теорем > и ч, в силу теорем А и Б работы [ I ] , 
как водпростра]гство, инвариантное относительно оператора "D • 
допускает спектральный синтез. Значит, подпространство YV до­
пускает распространение спектрального синтеза с {'СВОДНОЙ ышуь­
лой области G на область Q ' , фигурирующую я fopj^rWJOB­
ках теорем 3 и 4. 
3. Иллюстрация теряемы 3 
рассмотрим однородное уравнение AEjxJxapOimaQ свертки 
• < С, й < 4 ф *Д } ... и 2 1(з - г- = С- ( 5 ) 
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<; хашавраотяческсь фу-шцлък 4(п1г> ^.ln-sfi , задвкиое в нолосо 
C f / t e c t 1 l&a^Uft, 0 < f t ^ } . Нетрудно а н д е * » , что это 
Г*а •••••с будет ferešb ••вксаизльикЦ ; н д я г а * о в тогда к только т о ­
Гда, когда - а | . £ о . Прстасложд» , что для (5) ото у с ­
*«as»j . што шлется. Тогда по теореме 3 пространство pureimii VI/ 
уКиквняя ( 5 ) , голсйр^аых з полосе G , допускает раопрост­
ŗasbi&e uiibkiравного синтеза с G :'а всякув область G' " 
­ G G П , где П ­ 1 ? с С ­ ^ С « У ^ < Х г < ^ 1 С х > а г > ) { " й » г ] ^ 
:< ...•ол.:!!01.ка1т полоса, порожденная иоьроривно!­. на 1R функцией 
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Matemātika 
О ДЕ1ИК0МПАКТШХ ОПЕРАТОРАХ 
В.Пономарев 
Аннотация. Приводятся достаточные условия дяя домикoMnaf?­
ности операторов. УДК 517.988.5 
3 связи с изучением неподвижных точек операторных уравне ­
ний в гильбертовом пространстве Petryehyn L1! з в е л поня­
тие демиксмпактного оператора. Зто понятое также привело к ин­
тересным результатам (обоошаодим ряд известных, см. \ ?Л. и у к а ­
занную там литературу) а теории к роевых задач [ 2-А~[. 
В настоящей работе приводятся утверждения, дашие д о с т а ­
точные условия демикошактности оператора. 
Пусть Е , Q ­ нормированные пространства с ноомами И ­ И Е , 
К-U^ŗ . Введем определение. 
Определение. Оператор (отображение) \ '• Е~* £ назовем 
демикомпакткым, если из условий: 
1 ) последовательность С"*­*­* элементов из Е ограничена, 
2 ) найдется (X, € О!" т а к о е , что 
с л е д у е т , что у последовательности C^itb сугаествует подсос л е ­
^
« т о л ь н о с т ь ( " X К ; "i н о с в £ Е такие , что 
™ . ц тс * . , ­ х в » . * * , 
1 ­ > " ^ л е д у п а н й пример показывает, что ф^1кционально­ди«Лерен­
циальное уравнение ( в частности , обыкновенное двЗДерекциааьное 
уравнение) при весьма естественном условии определяет демиком­
пачтннй оператор. 
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Д л я ^ ' 5 R v полагаем I » \ = G * M , . . , ttS&tt» 
­(..£.. l>^\* ) 4 . Покатом, что если для ЛЕООГО ограниченного 
мюжестза Ас. АСС1,£Л) найдется суммируемая функция 
•jeLCTjR 1*) такая , что |#оь>С* > 1 < %Щ для любых 
А и почти для всех t ^ I , то отображение Р , 
определенное псоредствоы ( I ) , демккомпактно. 
Действительно , пусть С ограниченная последователь­
ность элементов из АХ СТ t R,w ^ такая, что последовательность 
С сходится к некоторому элементу о , c ­ L C X ^ R * ) 
т . е . 
К -ļ- - J O 
Определяя 
сдс­думаик образом 
для любого 
идсом 
к о д 
Г'!''А'.:ер. Определим отображение г " :ACCl ,R K J­ » L C I , R K } 
с. эдуж.:м образом: для любых х . АССХ, R w ļ и ^ £ 1 по­
хожим 
­ оо< а < & < V оо > AtCl,f£ f t } ­ пространство абсолютно непре­
рнвках ОУНКЦИЯ *Х. : I ­» с нормой Ц a iU t = *'yvft*ļla ;C-t)l \ 
C s t l e ^ , . . , **-J Х Т \ , L C l . R w ^ ­ пространство суммируе­
мых пс Лебе гу функций ^ : I ­*• K * " с кормой 
Последовательность C^itJ разномерно ограничегл я равносте ­
пенно непрерывна. Первое очевидно, а второе следует к следую­
щей оценки,справедливой для любых J * » * \ i , l , . . . \ , € 1 я 
j ^ f t j c l t * \ l x C t l l c U v \ \ е к с + М о * Л ) ( 2 ) 
где ^ e L C X ^ R j _ функция, существупцая со гласно ус/ояиг для 
множества { Х ' « \ w t \ i , r , . . . 4 ļ . 
Согласно теореме Асколи ( т . 7 . 5 . 7 ивСс}), существует под­
нос зедоьатед'.неот*. C x t . J пссл"дователъност/. С**.} , с х о ­
дящаяся я х , . йс оценки (г?) с л е д у е т , что х . t АС CL 
что и требовалось покьаать. ы 
Т е о р е м Т . Пусть F: Е"* (л , Vx 1 вкяолнчьт­
сп условия : 
1 ) ^ . « ^ ( Ж ) д л я табого Х б Е , 
2) прообраз ^ C­V) любого компактного множества Д с 
прк отображении Р яв , л е т ся относительна жишактнЕМ к п о ­
хеством. 
Тогда отображение X ~* гЧк.'ь Т \ © демисоппактно. • 
Доказатепьстзо . Пусть дана ограличеяная последовательность 
С Х > Л эл2т.»нтов из Ē и влемгьт €• G( хакиз, что 
Следовательно , последовательность к ­*» V­1"*-'*) схгдэтся я 
элементу о . - \ о • 
Л силу условия Т , .идя ю й с т о к & А t» ­ ^ наГдьтся 
^ 6 w т а к о е , что 
На ( 3 ) получаем, что множество 
компактно п А С Р С с } . С о т о м у п о у с л о в и е 2 имев!.., что мно­
жество 
(5 ) 
относительно компактно. Так как для л в б о г о К * \ л , 2 , . . . \ . с о ­
гласно ( 4 ) , элеиснты O i K сркчадлекат множеству (Ь). т о из 
лоследоратзльнэсти V. •* к. можно выделять подпоследова­
тельность t ^ Q b ^ j , сходящуюся к некоторому влементу x . t Е 
что v. требоватосъ доказать . 
Тсооста 2. Пусть отображение Р '. t ­» Q биективно и 
обратнге отображение Р* А непрерывно, ­ ^ „6 (X . Тогда о т о ­
бры>е­ше x ­ » V­ (эф ^ « демякомпактно. 
А . ч а . а г е л ъ с т з о . йз о б ъ е к т и в н о с т и р с л едует выполни­
мость условия I теорема I , из биектЕзности \­ с л едует сущест­
вование , которое , будучи но условию непрврыв»зй1, перево ­
дит относительно коасажтвоа множество ( т е орема 3 .17 .Э из\_51> 
в относительно контактное множество, а с л е д о в а т е л ь н о , по т е о ­
реме I псгучае\. тсебуеыоэ . 
Теорема 'I. Пусть А ". f; ­ * Q линейпое , непрерывное, 
сюрьег.тивксе отображение, № С Aļ - S -х, £ Е \ А -х. =. о J = ļ о \ к 
1сгца отображение x * * » * * V ° демикомпактно. 
Док. " зат «льство . Так кгк кнбжеств^ нулей опеегторь А с о ­
стоит "o/ifcKO из нулевого элемента , т о он пмьсктивэн (теорема i 
п .12 .1 из ц б 1 ) , и ас теореме Е?чаха об обратном операторе ( т е ­
о р и й 4 п . 1 2 . i и э £ о ] ) существует обратяы!* линейно непрерывный 
о л е са? ор , что со г ла сно теореме У л означает требуемое . 
I 
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