Process planning is an essential component of computer aided process planning (CAPP), which involves operations selection from design features and operations sequencing of these selected operations. It makes process planning a complex combinatorial optimization problem to conduct of these two steps simultaneously. In this paper, we propose a cooperative simulated annealing (CoSA) approach for the process planning problem to minimize total manufacturing cost. The proposed CoSA algorithm employed a novel optimization strategy different from all the existing approaches in the literature. Simulated annealing was utilized to optimize the four components of a process plan individually and sequentially. The approach is tested on two parts from the literature and compared with other approaches. The computation results validate the effectiveness of the proposed algorithm.
Introduction
Computer Aided Process Planning (CAPP) is an essential component of Computer Integrated Manufacturing System (CIMS). It links Computer Aided Design (CAD) and downstream Computer Aided Manufacturing (CAM) by translating design features extracted from a part into machining process instructions (machines, tools, setups, and so on). In traditional job shop environment, process planning involves the selection of necessary operations needed to machine a given part and the sequencing of selected operations. Usually, operations selection and operations sequencing are conducted sequentially. Recent researches indicated that simultaneously optimize these two steps can greatly reduce production cost as well as manufacturing time. However, considering operations selection and operations sequencing simultaneously results in a more complex solution space. In addition, precedence constraints generally exist among operations because of geometrical and technological requirements of machined parts. These two factors make the process planning a combinatorial optimization problem with complex solution space and strong precedence constraints.
In the past few years, process planning has received significant attention from researchers and numerous approaches have been proposed to obtain optimal or near-optimal solutions of this intractable optimization problem. Due to their excellent performance in solving combinatorial optimization problems, meta-heuristic algorithms such as genetic algorithms, simulated annealing, tabu search, particle swarm optimization and ant colony optimization make up the main class of search methods that have been adopted to efficiently solve the process planning problem. Zhang et al. presented a genetic algorithm for solving process planning problem with the objective of minimizing the total machining cost [1] . Ma et al. proposed a simulated annealing approach to deal with this problem by flexibly considering several cost factors including machine cost, tool cost, machine change cost, tool change cost and set-up change cost as the objective function [2] . Li et al. formulated process planning as a constraints-based optimization problem and employed a tabu search algorithm to solve it [3] . Li et al. presented a hybrid algorithm combining a genetic algorithm and simulated annealing with very promising results reported [4] . Guo et al. minimized the total weighted cost of a process planning by utilizing a particle optimization algorithm [5] . Most recently, Liu et al. modeled the process planning problem as a constraint-based traveling salesman problem and the ant colony optimization algorithm was employed to solve the proposed model [6] .
Mathematical Model for Process Planning
Process Planning Problem. As mentioned above, operations selection is the act of determining operations needed to produce a design part from raw material to satisfy specific functions and selecting machine, tool and tool access direction (TAD) from available machining resources for each determined operation. While the aim of operations sequencing is to obtain optimal sequence of operations such that certain machining costs are minimized. Table 1 shows an illustrative example of process plan with five operations. The first row in the table indicates the sequence of operations to be executed. And the following three rows indicate the machine, tool and TAD needed to conduct the operation. Operation ID  2  4  1  3  5  Machine  2  3  1  4  2  Tool  3  7  5  6  4  TAD +x -y +z +y -z
Mathematical Model. The mathematical model proposed by Liu et al. is adopted in this paper [6] . iji j z are 0-1 integer variables.
Constraints. Precedence constraints are generally existed in process planning because of the geometrical as well as technological requirements in a part. These constraints are summarized in the work of Li et al. [4] .
Proposed cooperative simulated annealing algorithm
The Rationale. A process plan for a part consists of a sequence of operations and for each operation there is an associated machine, tool and TAD. In other words, a process plan is made up of four components, namely, operation sequence (OperSeq), machine sequence (MacSeq), tool sequence (ToolSeq) and TAD sequence (TADSeq). All the existing algorithms developed to address the optimization of process planning generate initial process plans randomly and adjust them by some operators. The optimization strategy of these approaches is to optimize the four components of a process plan simultaneously, which needs complicated designed operators and is prone to be trapped into local optima. In this paper, we proposed a novel simulated annealing-based optimization strategy which optimizes the four components of a process plan individually and sequentially. For each component, during the process of optimization by simulated annealing, the other three components stay unchanged and the four components are integrated to evaluate its fitness. Procedure of CoSA Algorithm for Process Planning. Simulated annealing (SA), originally proposed by Metropolis, Rosenbluth, and Teller (1953), simulates the annealing process [7] . It moves from the current solution to its neighborhood solution. Better neighborhood solutions will always be accepted while worse solutions can still be accepted with a certain probability ( ) ( / )
where E ∆ is the difference between new solution and current solution, B k is Boltzmann's constant and T is the current temperature. At each temperature, SA repeats L times to reach the thermal equilibrium, where L is a control parameter, usually called the Markov chain length. The temperature T is gradually decreased as SA proceeds until the stopping condition is met. The framework of the proposed cooperative simulated annealing algorithm is described in next subsection.
The main workflow of the proposed CoSA algorithm is the same with single SA algorithm. The difference lies in at each temperature of the CoSA algorithm, four different Markov chain length L is employed to optimize the four components of a process plan. The procedure for the CoSA algorithm is described below. Let OperSeq denotes the plan's operation sequence, MacSeq denotes machine sequence, ToolSeq denotes tool sequence and TADSeq denotes TAD sequence.
Step 1. Randomly generate a process plan to initialize OperSeq, MacSeq, ToolSeq and TADSeq. [3] . Two conditions are considered for studies on this part.
(a) All machines and tools are available, all cost are considered (b) All machines and tools are available, only MC, MCC, TCC are considered. Table 2 gives the comparison of computational performance of CoSA with that of GA, SA and TS under these two conditions. (a) All machines and tools are available; (b) M 2 is down; Table 3 gives the comparison of computational performance of CoSA with that of GA, SA and TS under these two conditions. 
Conclusions
In this paper, we propose a cooperative simulated annealing approach for the process planning problem to minimize total manufacturing cost. The proposed CoSA algorithm employed a novel optimization strategy different from all the existing approaches in the literature. Simulated annealing was utilized to optimize the four components of a process plan individually and sequentially. Computational experiments on two parts from the literature showed the effectiveness and feasibility of the proposed algorithm.
