The concepts of partial size-and-shape and partial shape are defined, with motivation from a study in human movement analysis. Some co-ordinates for partial shape for landmarks in three dimensions are given, and Gaussian models for the landmark co-ordinates are proposed. The main results involve the derivation of the partial size-and-shape distributions for the isotropic and general multivariate normal models for three-dimensional data. The partial shape distribution is given in the isotropic case. Maximum likelihood based inference is explored, and examples using simulated and real human movement data illustrate the methodology.
Introduction
Shape analysis is playing an increasing role in many applications, including in human movement analysis, medical image analysis, and biometric face recognition. The shape of an object is the geometrical information that remains when location, rotation and scale are removed from an object. The 'size-and-shape' (or 'form') of an object involves the geometrical properties that are invariant to translation and rotation. The focus in this paper is with partial size-and-shape, with invariance under translation and rotation in a single plane.
Consider for example an experiment concerning human movement where a subject moves his or her index finger from one position on a table to another and back, and the 3D co-ordinates of the tip of the finger are recorded over time. One aspect of the analysis is to investigate the size-and-shape of the curve but only removing the 2D rotation in the plane of the table and not the full 3D rotation. The reason for the interest in partial rotation is that important features of the curve can be lost when rotating in full 3D. Another application is in the study of the human brain, where a midline plane has been identified but invariance in rotation in this plane is required for the analysis but not the full 3D rotation. Given that only part of the rotation information has been removed we use the term 'partial shape' or 'partial size-and-shape'.
Often key points, called landmarks, are located on each object, which correspond in a meaningful way between and within groups of objects. Shape distributions for landmarks have been explored by many authors including, for example Kendall [6] , Mardia and Dryden [10] [11] [12] , Dryden and Mardia [2] [3] [4] , Kent [7] , Goodall and Mardia [5] , Micheas and Dey [14] and Micheas et al. [15] . Many of these studies were based on Gaussian distributions for the landmarks. The resulting distributions in the shape space are called offset normal distributions, obtained by integrating unwanted location, rotations and possibly size from the landmark co-ordinate distributions. In this paper we investigate offset normal distributions for partial size-and-shape and partial shape.
We begin by describing the partial shape variables in Section 2. We propose an isotropic Gaussian model for the landmark co-ordinates and obtain the joint distribution of size and partial shape. In Section 3 we extend the result to general multivariate normal landmarks, consider some special cases, and also consider the isotropic partial shape distribution. In Section 4 we consider statistical inference based on maximum likelihood, and apply the results to the analysis of a human movement dataset which motivated the work. We conclude with a brief discussion.
Partial size-and-shape

Partial shape variables
We consider the case where data are available in 3D, and we are interested in partial shape where the invariance is with respect to location and a planar 2D rotation. Let (x * i , y * i , z * i ), (i = 1, 2, . . . , k) be the co-ordinates of the k labelled independent points (landmarks) in three dimensions. Without loss of generality we assume that the rotation invariance is required in the x-y plane. Let
The location information can be removed for example by pre-multiplying y * by the Helmert sub-matrix. Let L = I m×m ⊗ H i.e. L = diag(H, H, H ) for m = 3 dimensions where H is Helmert sub-matrix of size ((k − 1) × k), see e.g. Dryden and Mardia [4] . The j th row of H is given by
where h j = −{j (j + 1)} − 1 2 and so the j th row consists of h j repeated j times, followed by −jh j and then k − j − 1 zeros, j = 1, 2, . . . , k − 1. Thus, L is (3(k − 1) × 3k) block diagonal matrix with LL T = I 3(k−1) . The Helmertized landmarks y are given by
Partial size-and-shape is obtained by removing the rotation information. In addition the removal of size gives the partial shape. Let
be the vector of partial shape co-ordinates which are defined as follows:
where r = x 2 2 + y 2 2 > 0 is a size variable and −∞ < u j , v j , t l < ∞; j = 3, 4, . . . , k; l = 2, 3, . . . , k. Note that (u j ,v j ) are Kendall's planar shape co-ordinates (see [4, Section 2.3] ).
The size-and-shape space of k points in m dimensions is written as S k m [9] and so the partial size-and-shape space for k > 3 points in m = 3 dimensions is the product space S k 2 ×R k−1 (since location has been removed from the z co-ordinates). The dimension of the partial size-and-shape space is 3k − 5. The partial shape space is given by the quotient space {S
The partial size-and-shape density
Let us define the orthogonal 3(k − 1)−vectors u x , u y and u z as follows:
Consider the isotropic Gaussian model for the landmark co-ordinates given by
with mean
Result 1. Under the isotropic normal model of Eq. (2), the partial size-and-shape density is given by
where 2 , and = L T * .
) is the modified Bessel function of the first kind and order
Proof. The probability density function (p.d.f.) of y * is given by
We wish to derive the partial size-and-shape density after location and a partial rotation are integrated out. The location is removed by transforming to
We now transform from y to (x 2 , y 2 , u T ) T . The inverse transformation is
which has Jacobian given by
where r 2(k−2) is the Jacobian in the 2D case. Thus, the p.d.f. of (
where
The (x 2 , y 2 ) contain both the rotation and scale information. Therefore, we can transform (x 2 , y 2 , u) to (r, , u) by letting
with Jacobian r. Thus the joint p.d.f. of (t, , u) is given by
, where h * = (r cos , r sin , r) T . Therefore, the p.d.f. of (r, , u) is given by
The p.d.f. of partial size-and-shape, i.e. the joint density of (r, u), is given by integrating Eq. (9) over i.e.,
However, we note that
exp{r (cos cos 0 + sin sin 0 )} d
(e.g. see [13] ). Therefore, by matching Eqs. (10) and (11), we obtain
and
Hence,
as required.
Note that if we transform to the alternative partial size-and-shape variables {r, (u j , v j ), z l }, j = 3, . . . , k, l = 2, . . . , k then the variables {r, (u j , v j )} and {z l } are independent, with {r, (u j , v j )} having the isotropic offset Gaussian size-and-shape density [3] and the z l be multivariate normal. More complicated distributions arise when the covariance matrix is more general, as we now examine.
General covariance structure
The partial size-and-shape density
Let the 3k vector y * follow a multivariate normal distribution such that
with mean * = ( 
The linear transformation of y * to Helmertized landmarks y is given by
where L is as defined in the previous section). The density of y is written as follows: 
where 1 2 > 0 are eigenvalues of C −1 u , where
and l i are the eigenvectors of
Proof. To prove the result we follow similar steps as for the isotropic case. Thus, the density function of (x 2 , y 2 , u) is
Note that U and h are defined after (7) . Let
The transformation to the polar co-ordinates is given by letting
The Jacobian of the inverse transformation to the polar co-ordinates is r. Therefore, 
Thus, the p.d.f. of size-and-shape i.e. the joint density of (r, u) is given by 
And by reversing the order of integration and summation, using 
In this case
Note that if = 2 I this reduces to the isotropic case, since 
where (0) is defined by
Independence of directions: Here we assume that the pair direction (x i , y i ) is independent of the direction z i . Let −1)×2(k−1) ) is the corresponding covariance matrix, and z is (k − 1) vector of Z-direction means with covariance matrix z (k × k) and 0 is (2(k − 1) × (k − 1)). We also let ru z be decomposed into subvectors, such that ru z1 is 2(k − 1) vector with zero elements and ru z2 = rT is (k − 1) vector, where T already been defined. Then Eq. (18) could be rewritten as multiplication of two independent functions:
Partial shape distribution
Since the partial shape distribution is very complicated in general, we just consider the isotropic case. The p.d.f. of the shape variables u can be derived from Eq. (3) by integrating out the variable r. Alternatively it can be derived from Eq. (7) by integrating over X 2 and Y 2 .
Result 3. Under model (2) the p.d.f. of shape variables u is given by
f (u) = 1 3(k−1) 2 1 2 2 3 1 (u) 3k−6 2 exp − T 2 2 ∞ j =0 (2 ) j j ! 1 (u) j 2 × 1 + 3k − 4 + j 2 1 F 1 1 + 3k − 4 + j 2 ; 1; a 2 2 0 ,(29)where = T u z 2 , a = ( T u x ) 2 +( T u y ) 2 (u) , 0 = 2 (u)
and (u) is as defined in Result 2.2 and (·) is the gamma function.
The proof is given in the Appendix. Note that the partial shape distribution is very complicated in comparison with the partial size-and-shape distribution, because the partial shape space is not a product space.
Statistical inference for partial size-and-shape
Maximum likelihood estimation
In the present section methods for inference for the Gaussian partial size-and-shape distribution will be presented. Inference for general models will be very complicated and it will be difficult to estimate their parameters. However, one approach which can be used for inference from those models is numerical maximum likelihood methods, following Mardia and Dryden [11] .
Assume that we have a random sample ((r i , u i ); i = 1, . . . , n) from the distribution with p.d.f. given by Eq. (3). The likelihood function is given by
and log-likelihood function l is given by
where L is a function of = ( , 2 ).
If model (3) is assumed the log-likelihood is given by
For maximizing the likelihood of Eq. (30), Newton type methods can be used. Note that in practice the values of (u i ) are large and so we use an approximation [13, Appendix 1]
Numerical maximization of the log-likelihood is carried out using the nlm function in R, [17] .
Simulation study
We consider a small simulation study for k = 4 points in 3D. We consider samples of size n taken from a Gaussian distribution with mean vector with all co-ordinates zero except the first which is 1, and standard deviation . The m.l.e.ˆ of , the size-and-shape of , is calculated. In addition, we compute the 3D generalized Procrustes (without scaling) estimatorˆ and an estimatoř consisting of centering and then 2D Procrustes (without scaling) in the X-Y plane and with the sample mean taken in the Z axis. See Dryden and Mardia [4, Chapter 5] for details of generalized Procrustes analysis.
The performances are displayed in Table 1 . The square root of the sum of squared bias for each size-and-shape parameter is given in the column marked 'bias' and the square root of the sum of variances is given in the column 'sd'. We observe that the partial size-and-shape m.l.e. has a very low bias compared to the other estimators, and the bias in general reduces as sample size increases. The estimatorˇ has a similar standard deviation, but there is a noticeable bias for larger . The 3D Procrustes estimator is biased and has a larger variance. It is known from 2D Procrustes analysis that the estimator for size-and-shape is not consistent for the mean under the isotropic model (see [8] ) and so the bias inˇ is expected. From the usual asymptotic properties of m.l.e.'s we would expectˆ to be asymptotically unbiased, and most efficient under this model. 
Human movement data
We now consider applying the isotropic model to the real dataset which motivated the work. We consider 13 curves where the subjects move their index finger forwards towards a target and then backwards from the target to the start position. Two different targets on the table are to the left at approximately 45 • , to the right at approximately 45 • . The subjects were asked to point near to the target, but not directly at it. For this example, as the original observed number of time points is large we linearly interpolate the curves into a smaller number of points k = 20, starting at the beginning and finishing at the end of the movement. There are 3k − 5 = 55 size-and-shape coordinates for each curve. The orthographic projected views of the interpolated curves are shown in the first column in Fig. 1 . The estimated centroid size of the 3D Procrustes mean and the m.l.e are 676.6 and 675.7, respectively, with Riemannian shape distance between them 0.0094. The centroid size of the estimatorˇ is 675.8 and the Riemannian shape distance between the m.l.e. andˇ is 2 × 10 −5 , which is extremely close.
The curves fall into two groups, those with a target on the left (7 curves) and those on the right (6 curves). We carry out a likelihood ratio test to examine if there is a difference in parameters in the two groups. The maximized log-likelihood of the pooled group of 13 curves is 1153.1, for the left group 707.5 and for the right group 517.9. The estimates of for the pooled, left and right groups are 11.41, 11.97 and 9.11, respectively. Under the null hypothesis of no difference in parameters in the two groups from Wilks' Theorem we expect −2 log ≈ 2 p 1 −p 0 where p 0 = 56 is the number of parameters under the null hypothesis, p 1 = 112, and is the estimated likelihood ratio. Since −2 log = 144.7 is far in the positive tail of the 2 56 distribution we conclude that there is strong evidence for a difference in parameters in the two groups. From Fig. 1 in the second column we see that the Right 45 • m.l.e. is a little more arched than the Left 45 • m.l.e. in the X-Y plane. Also, there is more local curvature in the Left curve near the target. Also, the Left 45 • m.l.e is a little higher in the Z direction than the Right 45 • m.l.e. Further analysis of the full dataset is presented in Alshabani et al. [1] .
