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a b s t r a c t
In this paper, we prove that anisotropic homogeneous Besov spaces B˙s,up,q(R
d) are gentle
spaces, for all parameters s, p, q and all anisotropies u. Using the Littlewood–Paley
decomposition, we study their completeness, separability, duality and homogeneity. We
then define the notion of anisotropic orthonormal wavelet basis of L2(Rd), and we show
that the homogeneous version of Triebel families of anisotropic orthonormal wavelet
bases associated to the tensor product of Lemarié–Meyer (resp. Daubechies) wavelets are
particular examples. We characterize the B˙s,up,q(R
d) spaces using Lemarié–Meyer wavelets.
In fact, we show that these bases will be either unconditional bases or unconditional ∗-
weak bases of B˙s,up,q(R
d), depending on whether B˙s,up,q(R
d) is separable or not. By introducing
an anisotropic version of the class of almost diagonal matrices related to anisotropic
orthonormal wavelet bases, we prove that these spaces are stable under changes of
anisotropic orthonormal wavelet bases. As a consequence, we extend the characterization
of B˙s,up,q(R
d) using Daubechies wavelets.
Crown Copyright© 2012 Published by Elsevier Inc. All rights reserved.
1. Introduction
Anisotropic phenomena appear in many fields of analysis (partial differential equations, pseudo-differential operators
theory, approximation theory etc.), aswell as inmanymulti-dimensional signals and images from real physical problems [1],
and require the study of some anisotropic function spaces as Hölder, Sobolev and more general Besov spaces (for example
see [2]). Our main aim in this paper is to check if the homogeneous version of these spaces are gentle spaces. The notion of
gentle spaces, introduced by Jaffard (see [3]), is based mainly on the separability, the existence of bases, the homogeneity
and the γ -stability. Let us recall some useful definitions.
Definition 1. ABanach (resp. quasi-Banach) space of distributions is a vector subspace E of the space of distributionsD ′(Rd)
endowed with a complete norm (resp. quasi-norm) such that the embedding E ↩→ D ′(Rd) is continuous.
Recall that a quasi-Banach space Eis a complete topological vector space endowedwith a quasi-norm. A quasi-norm satisfies
the requirements of a norm except for the triangular inequality which is replaced by the weaker condition
∃C > 0; ∀x, y ∈ E, ∥x+ y∥E ≤ C (∥x∥E + ∥y∥E) .
Banach spaces of distributionswere used by Bourdaud in several aims specially to characterize bounded operators on Lp (see
for instance [4]) such as Calderón–Zygmund operators, in particular singular integrals operators (for example the Hilbert
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Transform in dimension 1 and the Riesz transforms in higher dimensions) and pseudo-differential operators of order 0which
appear in elliptic PDEs. The continuity criteria for these operators are formulated naturally in the homogeneous framework.
Definition 2. Let H ∈ R. A Banach (or quasi-Banach) space of distributions E is homogeneous of order H if there exists a
constant C > 0 such that for all f ∈ E, all a ∈ Rd and all r > 0, we have
∥τaf ∥E ≤ C∥f ∥E and ∥hr f ∥E ≤ CrH∥f ∥E
where τa is the shift operator defined by τaf (x) = f (x− a), while hr is the dilation operator defined by hr f (x) = f (rx).
In his book ‘‘Opérateurs de Calderón–Zygmund’’, Meyer has shown that, in an orthonormal wavelet basis, these operators
are presented by almost diagonal matrices. The set of these matrices was denoted byMγ where γ is a positive parameter
(see [5, Chapter 8, Section 9]). More precisely,Mγ is the space of infinite matrices M(λ, λ′) indexed by the dyadic cubes
λ = k2−j + [0, 2−j[d and λ′ = k′2−j′ + [0, 2−j′ [d (where j, j′ ∈ Z and k, k′ ∈ Zd) and satisfying:
∃C > 0; ∀(λ, λ′), M(λ, λ′) = M(j, j′, k, k′) ≤ Cωγ (j, j′, k, k′),
where
ωγ (j, j′, k, k′) = 2
−

d
2+γ

|j−j′|
1+ (j− j′)2 1+ 2inf{j,j′} k2−j − k′2−j′ d+γ ,
here | · | denotes the Euclidean norm. Meyer proved thatMγ is an algebra of matrices. Besides he defined Op(Mγ ) as the
algebra of bounded operators on L2(Rd) whose matrices on a wavelet basis belong toMγ , and showed that this definition
does not depend on the chosen wavelet basis. Even better, he proved that all operators in Op(Mγ ) are bounded on the
homogeneous (isotropic) Besov space with precise exponents. These spaces are called γ -stable.
Definition 3. Let γ > 0. A Banach (or quasi-Banach) space of distributions E is γ -stable if the operators of Op(Mγ ) are
continuous on E.
This concept will be therefore used in order to check that a criterion based on wavelet coefficients does not depend on the
choice of the wavelet basis. Since wavelets have vanishing moments, it is natural to assume that a Banach (or quasi-Banach)
space of distributions E contains the space
S∞(Rd) =

f ∈ S(Rd);

Rd
xβ f (x)dx = 0, ∀β ∈ Nd

,
where S(Rd) is the Schwartz space and xβ = xβ11 · · · xβdd for all x = (x1, . . . , xd) ∈ Rd and all β = (β1, . . . , βd) ∈ Nd.
On the other hand, note that a homogeneous space is in general a quotient space defined modulo polynomial; then we
can assume that it is embedded in S′∞(Rd), the topological dual space of S∞(Rd) called the space of distributions modulo
polynomials.
All these requirements were collected by Jaffard in the following definition (see [3]).
Definition 4. Let H ∈ R. A function space E is gentle of order H if
• E is a Banach or quasi-Banach space of distributions,
• S∞(Rd) ↩→ E ↩→ S′∞(Rd),• S∞(Rd) is dense in E, or E is the dual of a separable space F for which S∞(Rd) is dense in F ,
• E is homogeneous of order H ,
• there exists γ > 0 such that E is γ -stable.
The examples we have inmind are Lp(Rd) for 1 < p <∞ (recall that they are homogeneous of order− dp for all 0 < p ≤ ∞)
and the classical homogeneous (isotropic) Besov spaces B˙s,qp (Rd) (the γ -stability was shown by Meyer for γ ≥ |s| and
1 ≤ p, q ≤ ∞, see [5]). Referring to the studies on Besov spaces by Bourdaud, Meyer and Peetre in the homogeneous
isotropic case (see [6,7,5,8]), and by Triebel in the inhomogeneous anisotropic case (see [9]), wewill show that homogeneous
anisotropic Besov spaces are also gentle spaces. In this study, the Euclidean norm does not interact in a good way with
the anisotropy. We propose instead the homogeneous quasi-norm that was used by Calderón and Torchinsky on one side
(see [10]), Folland and Stein on the other side (see [11]) to develop a theory of anisotropicHp spaces.
In the next section, we will establish some results related to the homogeneous quasi-norm which are often useful.
Anisotropic Besov spaces are classically defined by a condition on iterating differences (see Remark 2), but here we use
essentially the anisotropic Littlewood–Paley decomposition, which plays a crucial role in this paper. So in the third section,
wewill prove some results related to this decomposition. Then,wewill define the anisotropic homogeneous Besov spaces by
this decomposition, and wewill show that this definition does not depend on the smooth dyadic anisotropic decomposition
of unity. In Section 4,wewill study their completeness, separability, duality andhomogeneity. In Section 5,wewill prove that
these spaces can be characterized by the homogeneous version of the Triebel family of anisotropic wavelets [9] associated
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to the tensor product of Lemarié–Meyer wavelets [12]. In Section 6, we define the notion of D-u-anisotropic wavelet basis
of L2(Rd) for which the homogeneous version of Triebel families of anisotropic orthonormal wavelet bases associated to
the tensor product of Lemarié–Meyer (resp. Daubechies [13]) wavelets are particular examples. Then we introduce and
discuss an anisotropic version of Mγ , denoted as MuD,γ and called the class of almost diagonal matrices related to D-u-
anisotropic orthonormal wavelet bases. We check, under a precise condition on γ , that MuD,γ is an algebra of matrices.
Furthermore, we will prove that matrices of operators that map a D-u-anisotropic orthonormal wavelet basis associated
to the tensor product of Daubechies wavelets onto a D-u-anisotropic orthonormal wavelet basis associated to the tensor
product of Lemarié–Meyer wavelets belong to Mu
D−1,γ . We extend therefore the characterization done in Section 5 to
anisotropic orthonormal wavelet basis associated to the tensor product of Daubechies wavelets, under precise conditions
of the smoothness and the vanishing moments. We finish the paper by introducing the algebra Op(MuD,γ ) and proving the
γ -stability of B˙s,up,q(R
d), that implies the stability of these spaces under changes of D-u-anisotropic orthonormal wavelet
bases.
Throughout this paper, ∥ · ∥p denotes the Lp(Rd)-norm (or quasi-norm) on Rd and p′ the conjugate exponent of p if
1 ≤ p ≤ ∞, i.e. such that 1p + 1p′ = 1. If f ∈ L1(Rd) thenf or F f and F −1f are respectively its Fourier and inverse Fourier
transform. These operators are extended to S′(Rd) in the usualway. As usual, if s is a real number then [s] denotes the integer
part of s, i.e. the largest integer less than or equal to s.
2. Preliminaries
2.1. Homogeneous quasi-norm
We give, once and for all,
u = (u1, . . . , ud) ∈ Rd; 0 < u1 ≤ u2 ≤ · · · ≤ ud and
d
i=1
ui = d. (1)
For t > 0 and x = (x1, . . . , xd) ∈ Rd, we define the anisotropic dilation tux = (tu1x1, . . . , tudxd). It satisfies tsux = (ts)ux
for all s ∈ R.
The homogeneous quasi-norm ρu is defined on Rd by ρu(0) = 0 and for all x ≠ 0, ρu(x) is the unique t > 0 for whicht−ux = 1. The function ρu is continuous and homogeneous in the sense that
ρu

tux
 = tρu(x), ∀t > 0, ∀x ∈ Rd. (2)
In the isotropic case, i.e. ui = 1 for all 1 ≤ i ≤ d, ρu coincides with the Euclidean norm | · | on Rd. From this definition, it is
easy to prove that for all x ∈ Rd,
ρu(x) ≤ 1⇐⇒ |x| ≤ 1, (3)
min
|x|1/u1 , |x|1/ud ≤ ρu(x) ≤ max |x|1/u1 , |x|1/ud , (4)
and that exists a constant C > 0 such that for all x, y ∈ Rd,
ρu(x+ y) ≤ C (ρu(x)+ ρu(y)) (5)
and
1+ ρu(y) ≤ C (1+ ρu(x)) (1+ ρu(x− y)) . (6)
Inequality (5) justifies the fact that ρu is a quasi-norm.
Proposition 1. If α > d, then

|x|≥1 ρu(x)
−αdx <∞.
Proof. See [11, Corollary 1.17, p. 15]. 
The homogeneous quasi-norm ρu can always be replaced by a more explicit one (this is the point of view of Triebel and
other people).
Proposition 2. Let us define for all x = (x1, . . . , xd) ∈ Rd
|x|u :=
d
i=1
|xi|1/ui . (7)
Then there exist constants M ≥ m > 0 such that mρu(x) ≤ |x|u ≤ Mρu(x) for all x ∈ Rd.
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Proof. It is clear that | · |u is a continuous function on Rd, that |x|u = 0 if and only if x = 0, and that
∀t > 0, ∀x ∈ Rd tuxu = t|x|u. (8)
By compactness of the unit sphere, there exist constants M ≥ m > 0 such that m ≤ |x|u ≤ M for all |x| = 1. Now let x be
any non zero element of Rd. If t = ρu(x), we have
t−ux = 1, thenm ≤ t−uxu ≤ M . By (8) it follows thatmt ≤ |x|u ≤ Mt ,
which is the desired property. 
Lemma 1. Let α > dud. Then there exist constants C > 0 and d ≤ β < α such that for all x ∈ Rd
k∈Zd

1+ ρu

x− tuk−α ≤ C max t−β , 1 , ∀t > 0. (9)
Proof. By replacing x by tux it suffices to prove that for any y
k∈Zd
(1+ tρu (y− k))−α ≤ C max

t−β , 1

, ∀t > 0.
The left hand side function, denoted as ft(y), is Zd periodic so we can restrict ourselves to y in the unit cube. By condition
α > dud, the function f1 is bounded, then if t ≥ 1
ft(y) ≤ f1(y) ≤ ∥f1∥∞.
Suppose now that 0 < t < 1. Note that from (5), we get
ρu(y− k) ≥ C−1ρu(k)− ρu(y).
Since ρu(y) ≤ d1/2u1 on the unit cube,
ρu(k) ≥ 2Cd
1/2u1
t
implies ρu(y− k) ≥ 12C ρu(k).
By denoting A = 2Cd1/2u1 , we obtain
ρu(k)≥A/t
(1+ tρu (y− k))−α ≤ (2Ct−1)α

ρu(k)≥A/t
(ρu(k))−α
≤ (2Ct−1)α

|k|≥(A/t)u1
|k|−α/ud
≤ C ′t−β ,
with β = α

1− u1ud

+ du1.
On the other hand, since |ki| ≤ (ρu(k))ui and u verifies (1), it follows that
ρu(k)<A/t
(1+ tρu (y− k))−α ≤

ρu(k)<A/t
1 ≤ C ′t−d.
Obviously we have d ≤ β < α. 
Remark 1. In the isotropic case, the estimation (9) is true for β ≥ d.
Lemma 2. Let α > dud and 0 < η ≤ ε ≤ 1. Then there exist constants C > 0 and d ≤ β < α such that for all x, y ∈ Rd
k∈Zd

1+ ρu

x− εuk−α 1+ ρu y− ηuk−α ≤ Cε−β 1+ ρu y− (ηε−1)ux−α . (10)
Proof. Since (1+ ρu (y− ηuk))−α ≤ 1 then Lemma 1 implies that there exist constants C > 0 and d ≤ β < α such that
k∈Zd

1+ ρu

x− εuk−α 1+ ρu y− ηuk−α ≤
k∈Zd

1+ ρu

x− εuk−α ≤ Cε−β . (11)
We put now z = ε−ux− η−uy and then we divide the left member in (10) in two sums: the first corresponds to k ∈ Zd such
that ρu

k− ε−ux ≤ 110C ρu(z) and the second corresponds to k ∈ Zd such that ρu k− ε−ux > 110C ρu(z) (where C is the
constant which appears in (5)).
Note that from (5) we get
ρu

y− ηuk = ηρu η−uy− k ≥ η C−1ρu(z)− ρu k− ε−ux .
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So if ρu

k− ε−ux ≤ 110C ρu(z) then
ρu

y− ηuk ≥ C ′ηρu(z) = C ′ρu(ηuz) = C ′ρu y− (ηε−1)ux .
Hence 
k:ρu(k−ε−ux)≤ 110C ρu(z)

1+ ρu

x− εuk−α 1+ ρu y− ηuk−α
is bounded by
C ′ρu

y− (ηε−1)ux−α
k∈Zd

1+ ρu

x− εuk−α ,
which is bounded, from inequality (9), by
C ′′ε−β

ρu

y− (ηε−1)ux−α .
On the other hand if ρu

k− ε−ux > 110C ρu(z) then
1+ ρu

x− εuk−α ≤ C ′ε−α (ρu(z))−α .
And this fact together with (9) imply that
k:ρu(k−ε−ux)> 110C ρu(z)

1+ ρu

x− εuk−α 1+ ρu y− ηuk−α
is bounded by
C ′′ε−αη−β (ρu(z))−α = C ′′ε−β
η
ε
α−β 
ρu

y− (ηε−1)ux−α ,
which is bounded by C ′′ε−β

ρu

y− (ηε−1)ux−α because ε ≥ η and α > β .
Then
k∈Zd

1+ ρu

x− εuk−α 1+ ρu y− ηuk−α ≤ C ′′ε−β ρu y− (ηε−1)ux−α . (12)
Thus (11) and (12) imply that
k∈Zd

1+ ρu

x− εuk−α 1+ ρu y− ηuk−α ≤ C ′′ε−β inf 1, ρu y− (ηε−1)ux−α .
Hence (10). 
For the homogeneous quasi-norm ρu there exists an anisotropic version of the Taylor expansion theorem (see [11,14]).
For β = (β1, . . . , βd) ∈ Nd, we put |β| = β1+ · · · + βd, β! = β1! · · ·βd!, βu = β1u1+ · · · + βdud and ∂β = ∂β1x1 · · · ∂βdxd the
differential operator. Thus |β| is the order of ∂β , while βu is its homogeneous degree.
For all y ∈ Rd and all t > 0, we put
Ωu(y, t) =

x ∈ Rd; ρu(x− y) ≤ t

. (13)
Theorem 1. Let N be a positive number. Let U be an open convex subset of Rd and assume that f : U → C is a function such
that ∂β f exists for all β ∈ Nd with βu ≤ N + ud. Let y ∈ U and t > 0 be such that Ωu(y, t) ⊂ U. Then there exists a constant
C > 0 such that for all x ∈ Ωu(y, t)
f (x) =

βu≤N
(x− y)β
β! ∂
β f (y)+ RN(x, y) with |RN(x, y)| ≤ C

N<βu≤N+ud
tβu sup
z∈Ωu(y,t)
∂β f (z) .
This result (proved in [14]) will be called the anisotropic Taylor expansion theorem of order N on the set Ωu(y, t). This
theorem can be also written as follows: if we denote by PT the Taylor polynomial of f at y of homogeneous degree N , i.e.,
PT (z) =

βu≤N
zβ
β! ∂
β f (y), (14)
then there exists a constant C > 0 such that for all x ∈ U
|f (x)− PT (x− y)| ≤ C

N<βu≤N+ud
(ρu(x− y))βu sup
ρu(h)≤ρu(x−y)
∂β f (y+ h) . (15)
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2.2. Sampling inequalities
In this subsection, we will establish anisotropic versions of some results proved by Peetre (see [8, Lemma 1, p. 234 and
Lemma 8, p. 237]), and by Bourdaud (see [7, Lemmas 1 and 2]).
Let a ∈]0, π[ and a function θ ∈ S(Rd) such thatθ(ξ) = 1 for all ξ ∈ [−a, a]d, andθ is supported by ] − π, π[d. Then
for all entire function g satisfying suppg ⊂ [−a, a]d, we have
g(x) =

k∈Zd
g(k)θ(x− k). (16)
We need often to use an anisotropic version of (16). For R > 0 we denote by F[R], the set of functions f such that
suppf ⊂ Ωu(0, R). We put g(x) = f R−ux, with f ∈ F[R]. Theng(ξ) = Rdf (Ruξ) and suppg ⊂ Ωu(0, 1) which
coincides (from (3)) with the unit cube. By the identity (16) with a = 1, we have f R−ux =k∈Zd f R−uk θ(x− k), which
can be rewritten as
f (x) =

k∈Zd
f

R−uk

θ(Rux− k). (17)
Lemma 3. Let 0 < p ≤ p1 ≤ ∞. There exists a constant C > 0 such that the inequality
∥f ∥p1 ≤ CRd

1
p− 1p1

∥f ∥p (18)
holds for all R > 0 and all f ∈ F[R].
Proof. We distinguish three cases.
– If 0 < p ≤ p1 ≤ 1 then there exist two constants C1 > 0 and C2 > 0 such that
C1∥f ∥p ≤

k∈Zd
|f (k)|p
1/p
≤ C2∥f ∥p
for all f ∈ F[1] (see [7, Lemma 1]).
By a change of scale and by the homogeneity of Lp(Rd), we obtain
C1R
d
p ∥f ∥p ≤

k∈Zd
f R−ukp1/p ≤ C2R dp ∥f ∥p
for all R > 0 and all f ∈ F[R].
Thus by the embedding ℓp ⊂ ℓp1 , we get
∥f ∥p1 ≤ CR−
d
p1

k∈Zd
f R−ukp1/p ≤ CR− dp1 R dp ∥f ∥p.
We set now θR(x) = Rdθ(Rux). Then θR(ξ) =θ R−uξ = 1 for all ξ ∈ Rd such that ρu(ξ) ≤ R, and f = θR ∗ f .
– If 1 ≤ p ≤ p1 ≤ ∞ and if we put q such that 1q = 1+ 1p1 − 1p then using the Young inequality and the homogeneity of
Lq(Rd), we get
∥f ∥p1 ≤ ∥θR∥q ∥f ∥p ≤ CRd

1− 1q

∥θ∥q∥f ∥p = CRd

1
p− 1p1

∥θ∥q∥f ∥p.
– If 0 < p < 1 ≤ p1 ≤ ∞ then by the previous steps, we obtain
∥f ∥p1 ≤ CRd

1− 1p1

∥θ∥p1∥f ∥1 and ∥f ∥1 ≤ CR−dRd/p∥f ∥p.
The proof is now achieved. 
Lemma 4. Let 0 < p ≤ 1. There exist constants C > 0 and β > 0 such that for all R > 0 and all f , g ∈ F[R], we have
∥f ∗ g∥p ≤ CRd

1
p−1

∥f ∥p∥g∥p (19)
and 
k∈Zd
|f ∗ g(k)|p
1/p
≤ CRd

2
p−1

max{R−β/p, 1}∥f ∥p∥g∥p. (20)
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Proof. Let R > 0 and f , g ∈ F[R]. By applying identity (17) to f ∗ g and using the property
(a+ b)p ≤ ap + bp (21)
for positive numbers, we obtain |f ∗ g(x)|p ≤k∈Zd f ∗ g R−ukp |θ (Rux− k)|p.
Hence
∥f ∗ g∥p ≤ CR−d/p∥θ∥p

k∈Zd
f ∗ g R−ukp1/p . (22)
Remark that f ∗ g R−uk = R−d f R−u. ∗ g R−u. (k). Then by Lemma 2 in [7] and a change of variable it follows that
k∈Zd
f ∗ g R−ukp1/p ≤ CRd 2p−1∥f ∥p∥g∥p. (23)
Inequalities (22) and (23) imply (19).
On the other hand, by the fact that θ has fast decay, we obtain
k∈Zd
|f ∗ g(k)|p ≤ C

k′∈Zd
f ∗ g R−uk′p
k∈Zd

1+ ρu

Ruk− k′−N ,
with N as large enough. By applying estimation (9) with α = N, x = k′ and t = R, and inequality (23), we get (20). 
3. The anisotropic Littlewood–Paley decomposition and anisotropic Besov spaces
Let φu ∈ S(Rd), compactly supported in Ωu(0, 2) and such that φu(x) = 1 on Ωu(0, 1). For all x ∈ Rd, we put
Φu(x) = φu(x)− φu (2ux). ThenΦu is supported by

x ∈ Rd; 1/2 ≤ ρu(x) ≤ 2

and satisfies
j∈Z
Φu(2jux) = 1, ∀x ∈ Rd \ {0}. (24)
Definition 5. The anisotropic Littlewood–Paley decomposition of a distribution f is the series

j∈Z Qj,uf , where (Qj,u)j∈Z is
the sequence of operators defined on S′∞(Rd) by
Qj,uf (ξ) = Φu

2−juξ
f (ξ) or Qj,uf = gj,u ∗ f , (25)
where gj,u(x) = 2dj

F −1Φu
 
2jux

.
Throughout this section we put
gt,u(x) = t−dg

t−ux

, ∀x ∈ Rd, t > 0. (26)
Lemma 5. For all f ∈ S′(Rd) and all g ∈ S(Rd) there exist C > 0 and γ ≥ 0 such thatf ∗ gt,u(x) ≤ Ct−d max t−γ , tγ  (1+ ρu(x))γ (27)
holds for all x ∈ Rd and all t > 0.
Proof. Note that f ∗ gt,u(x) = ⟨f , wx⟩, wherewx(y) = t−dg

t−u(x− y). If we endow S(Rd)with the following norms
ζγ ,u(f ) := sup
y∈Rd,βu≤γ
(1+ ρu(y))γ
∂β f (y) , γ ≥ 0 (28)
then there exist C > 0 and γ ≥ 0 such that
|⟨f , wx⟩| ≤ Cζγ ,u(wx), ∀x ∈ Rd.
Remark that
ζγ ,u(wx) ≤ ζγ ,u(g) sup
y∈Rd,βu≤γ
t−dt−βu (1+ ρu(y))γ

1+ ρu

t−u(x− y)−γ .
By inequality (6), ζγ ,u(wx) is estimated by
ζγ ,u(g) (1+ ρu(x))γ sup
y∈Rd,βu≤γ
t−dt−βu (1+ ρu(x− y))γ

1+ ρu

t−u(x− y)−γ ,
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which, by identity (2), will be bounded by
ζγ ,u(g) (1+ ρu(x))γ t−d+γ , if t ≥ 1
and
ζγ ,u(g) (1+ ρu(x))γ t−d−γ , if 0 < t ≤ 1.
Thus the proof of (27) is achieved. 
Consequence 1. For all f ∈ S′∞(Rd) there exist C > 0 and γ ≥ 0 such thatQj,uf (x) ≤ C2dj max 2−γ j, 2γ j (1+ ρu(x))γ (29)
holds for all x ∈ Rd and all j ∈ Z.
Lemma 6. Let δ, η be positive numbers.
1. If f ∈ S(Rd) and g ∈ S∞(Rd) then there exists a constant C > 0 such that for all x ∈ Rd and all t ∈]0, 1], we havef ∗ gt,u(x) ≤ Ctδ (1+ ρu(x))−η . (30)
2. If f ∈ S∞(Rd) and g ∈ S(Rd) then there exists a constant C > 0 such that for all x ∈ Rd and all t ≥ 1, we havef ∗ gt,u(x) ≤ Ctη−δ−d (1+ ρu(x))−η . (31)
Proof. Without any loss of generality we can assume that η ≥ δ + ud. Note that
f ∗ gt,u(x) =

Rd
f (x− y)t−dg t−uy dy = 
Rd
f

x− tuy g(y)dy, ∀x ∈ Rd.
By the anisotropic Taylor expansion theorem, for f , of order δ, on the set Ωu (x, tρu(y)) and since g ∈ S∞(Rd), it follows
when t ∈]0, 1] thatf ∗ gt,u(x) ≤ C 
δ<βu≤δ+ud

Rd
(tρu(y))βu

sup
z∈Ωu(x,tρu(y))
∂β f (z) |g(y)|dy
≤ Ctδ

βu≤η

Rd
(1+ ρu(y))η

sup
z∈Ωu(0,tρu(y))
∂β f (z + x) |g(y)|dy.
From (28) and (6), we get
sup
z∈Ωu(0,tρu(y))
∂β f (z + x) ≤ ζη,u(f ) (1+ ρu(x))−η (1+ ρu(y))η .
Hencef ∗ gt,u(x) ≤ Ctδζη,u(f )ζN,u(g) (1+ ρu(x))−η , where N > 2η + dud.
Since f ∗ gt,u =

g ∗ f1/t,u

t,u then by exchanging the roles of f and g in (30),g ∗ f1/t,u(x) ≤ Ct−δ (1+ ρu(x))−η .
Thus f ∗ gt,u(x) ≤ Ct−dt−δ 1+ ρu t−ux−η ≤ Ct−dt−δtη (1+ ρu(x))−η .
This yields (31). 
Consequence 2. Let δ, η be positive numbers and f ∈ S∞(Rd). Then there exists a constant C > 0 such that for all x ∈ RdQj,uf (x) ≤ C2−δj (1+ ρu(x))−η , if j ≥ 0C2(δ−η+d)j (1+ ρu(x))−η , if j < 0. (32)
Proposition 3. For every f ∈ S∞(Rd) (resp. S′∞(Rd)), f =

j∈Z Qj,uf in S∞(Rd) (resp. S′∞(Rd)).
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Proof. Note that for all β ∈ Nd and all f ∈ S∞(Rd), ∂β

Qj,uf

verifies (32).
Let γ ≥ 0. By taking η > γ + dud and δ > max {η − d, 0}, we obtain
j∈Z
ζγ ,u

Qj,uf

<∞.
This implies the convergence of

j∈Z Qj,uf in S∞(Rd).
Let now g ∈ S∞(Rd) and (Qj,u)j∈Z be the sequence of operators defined by
Qj,uf (ξ) = Θu(2−juξ)f (ξ), (33)
where Θu is a positive, radial, C∞ function, having a compact support in Rd \ {0} and satisfying ΘuΦu = Φu. ThenQj,u
behaves as Qj,u and

Qj,uf , g
 = Qj,uf ,Qj,ug.
Let γ > 0 be such that (29) holds. By choosing η > γ + dud and δ > max {γ , η + γ − d} in (32), we obtain
j∈Z
Qj,uf , g <∞.
From the injectivity of the Fourier transform from S′∞(Rd) to D ′(Rd \ {0}) we deduce that

j∈Z Qj,uf coincides with f in
S′∞(Rd) or in S∞(Rd) because S∞(Rd) is embedded in S′∞(Rd). 
Definition 6. The anisotropic homogeneous Besov space B˙s,up,q(R
d), s ∈ R, 0 < p, q ≤ ∞, is the set of f ∈ S′∞(Rd) such that
∥f ∥B˙s,up,q(Rd) :=

j∈Z

2sj
Qj,uf pq
1/q
<∞, (34)
with the usual modification if q = ∞.
The isotropic case was studied by many authors (see for example [15,16,8]).
Remark 2. These spaces are classically defined by a condition on iterating differences; for all x, h ∈ Rd and k ∈ N, we put
(∆1hf )(x) = f (x+ h)− f (x) and (∆k+1h f )(x) = ∆1h(∆khf )(x).
The space B˙s,up,q(R
d) is the set of f ∈ S′∞(Rd) such that ∞
0
t−sq sup
0<|h|u≤t
∥∆khf ∥qp
dt
t
<∞,
where k is sufficiently large. The isotropic and the anisotropic inhomogeneous counterparts can be found respectively in
[17, p. 234] and in [9, p. 242]. See also [18,19].
The following proposition is the homogeneous counterpart of a well-known result of Yamazaki, see [20, Theorem 3.6].
Proposition 4. Let a, b be real numbers such that 0 < a < b. Let (vj)j∈Z be a sequence in S′(Rd) such that
– vj is supported by ξ ∈ Rd; a2j ≤ ρu(ξ) ≤ b2j,
–

j∈Z

2sj
vjpq1/q <∞.
Then the series

j∈Z vj converges in S′∞(Rd). Moreover there exists a constant C > 0 depending only on d, s, p, q, a, b and u
such that
j∈Z
vj

B˙s,up,q(Rd)
≤ C

j∈Z

2sj
vjpq
1/q
.
Proof. Remark that there exist two numbers J1 and J2 such that
suppΦu(2−j
′u·) ∩ suppvj = ∅ except for J1 < j− j′ < J2.
Hence Qj′,uvj = 0 and

vj,Qj′,uf
 = Qj′,uvj, f  = 0 except for J1 < j− j′ < J2.
Let f ∈ S∞(Rd) then f =j′∈Z Qj′,uf and vj, f  =J2J=J1 vj,Qj−J,uf .
We fix now J between J1 and J2. Using the Hölder inequality, and applying inequality (18) to vj with p1 = ∞, 0 < p ≤ ∞
and R = b2j, we obtainvj,Qj−J,uf  ≤ C2dj/p vjp Qj−J,uf 1 = C2sj vjp 2−s− dp j Qj−J,uf 1 .
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– If q ≥ 1 then using again the Hölder inequality, we get

j∈Z
vj,Qj−J,uf  ≤ C 
j∈Z

2sj∥vj∥p
q1/q 
j∈Z

2−

s− dp

j∥Qj−J,uf ∥1
q′1/q′
.
– If 0 < q < 1 then
j∈Z
vj,Qj−J,uf  ≤ C


2−

s− dp

j∥Qj−J,uf ∥1

j∈Z

ℓ∞(Z)

j∈Z
2sj∥vj∥p
≤ C


2−

s− dp

j∥Qj−J,uf ∥1

j∈Z

ℓ∞(Z)

j∈Z

2sj∥vj∥p
q1/q
.
From (32) and Proposition 1 it follows that if η > d,
Qj,uf 1 is estimated by C2−δj if j ≥ 0, and by C2(δ−η+d)j if j < 0. Then
by choosing δ > max

−s+ dp , s− dp − d+ η

where η > d, the expressions
j∈Z

2−

s− dp

j Qj−J,uf 1q′
1/q′
and


2−

s− dp

j Qj−J,uf 1
j∈Z

ℓ∞(Z)
will be finite. Therefore
j∈Z
vj, f  ≤ J2
J=J1

j∈Z
vj,Qj−J,uf  <∞.
We set now v =j∈Z vj. Then Qj′,uv =J2J=J1 Qj′,uvj′+J for all j′ ∈ Z. Since ∥ · ∥p and ∥ · ∥ℓq(Z) are quasi-norms (or norms if
p, q ≥ 1), we obtain
∥v∥B˙s,up,q(Rd) ≤ C
J2
J=J1

j′∈Z

2s(j
′−J) Qj′−J,uvj′pq
1/q
.
– If p ≥ 1 since the operators Qj′−J,u are uniformly bounded on Lp(Rd), we get
∥v∥B˙s,up,q(Rd) ≤ C

J2
J=J1
2−sJ

j′∈Z

2sj
′ vj′pq
1/q
.
– If 0 < p < 1 then from both identity (25), inequality (19) and homogeneity of Lp(Rd), it follows thatQj′−J,uvj′p ≤ C2dj′ 1p−12d(j′−J)1− 1p  F −1Φup vj′p .
Thus
∥v∥B˙s,up,q(Rd) ≤ C
J2
J=J1

j′∈Z

2s(j
′−J)2−dJ

1− 1p
 vj′pq
1/q
= C

J2
J=J1
2−J

s+d− dp

j′∈Z

2sj
′ vj′pq
1/q
.
This completes the proof of Proposition 4. 
We now want to prove that the definition of B˙s,up,q(R
d) does not depend on the chosen function φu. This property results by
the following proposition.
Proposition 5. Let w be a function inD(Rd \ {0}) such that
–

j∈Zw(2juξ) = 1 for all ξ ∈ Rd \ {0}
or
– w is a positive function andw(ξ) ≠ 0 for all ξ ∈ Rd satisfying a ≤ ρu(ξ) ≤ b, where a, b ∈ R are such that 0 < 2a < b.
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Then
f ∈ B˙s,up,q(Rd)⇐⇒ A(f ) :=

j∈Z

2sj∥Tj,uf ∥p
q1/q
<∞,
where (Tj,u)j∈Z is the sequence of operators defined on S′∞(Rd) by Tj,uf (ξ) = w(2−juξ)f (ξ). Moreover A(f ) is an equivalent
norm in B˙s,up,q(R
d).
Proof. Let f ∈ B˙s,up,q(Rd). We will use the same idea as in Proposition 4. First, there exist two numbers J1 and J2 such that
suppΦu(2−ju·) ∩ suppw(2−j′u·) = ∅ except for J1 < j− j′ < J2.
Hence Tj′,uQj,uf = 0 except for J1 < j− j′ < J2. If we replace in the proof of Proposition 4, v by f , vj by Qj,uf and Qj′,u by Tj′,u,
we obtain for Tj′,uf =J2J=J1 Tj′,uQj′+J f that
A(f ) =

j′∈Z

2sj
′ Tj′,uf pq
1/q
≤ C

j′∈Z

2sj
′ Qj′,uf pq
1/q
= C∥f ∥B˙s,up,q(Rd).
Conversely, suppose thatA(f ) is finite. Ifw satisfies the first condition then by exchanging the roles ofΦu andw, and applying
Proposition 4 to vj = Tj,uf , the seriesj∈Z Tj,u converges in S′∞(Rd) and
∥f ∥B˙s,up,q(Rd) =

j∈Z
Tj,uf

B˙s,up,q(Rd)
≤ CA(f ).
Suppose that w satisfies the second condition. Then the function S(ξ) =J∈Zw(2Juξ) is C∞ on Rd and satisfies S(ξ) > 0
for all ξ ∈ Rd \ {0}. We define then w ∈ D(Rd \ {0}) by w = ΦuS−1. So we have
Φu(ξ) =

J∈Z
w(2Juξ)w(ξ) = J2
J=J1
w(2Juξ)w(ξ)
and
Qj,uf (ξ) =
J2
J=J1
w(2(J−j)uξ)w(2−juξ)f (ξ) = J2
J=J1
w(2−juξ)Tj−J,uf (ξ).
Hence
∥f ∥B˙s,up,q(Rd) ≤ C
J2
J=J1

j∈Z

2s(j−J)
Tj−J,uf pq
1/q
≤ CA(f ). 
4. Some properties of anisotropic Besov spaces
4.1. Completeness
Theorem 2. Let s ∈ R and 1 ≤ p, q ≤ ∞ (resp. p < 1 or q < 1). Then B˙s,up,q(Rd) is a Banach (resp. quasi-Banach) space and the
following continuous embeddings hold
S∞(Rd) ↩→ B˙s,up,q(Rd) ↩→ S′∞(Rd). (35)
Proof. Let us first prove that

B˙s,up,q(R
d), ∥ ∥B˙s,up,q(Rd)

is a normed or quasi-normed space. Recall that
∥f ∥B˙s,up,q(Rd) =
2sjQj,uf j∈Zℓq(Z,Lp(Rd)) .
Since ∥ · ∥ℓq(Z) and ∥ · ∥p are norms when 1 ≤ p, q ≤ ∞ and quasi-norms when 0 < p, q < 1, then we will only show
that if ∥f ∥B˙s,up,q(Rd) = 0, then f = 0 modulo polynomials. This is immediate, because in this case Qj,uf = 0 for all j ∈ Z, which
implies thatf is the zero function on Rd \ {0}.
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To establish now the completeness of B˙s,up,q(R
d), we define the following continuous linear mappings:
H : B˙s,up,q(Rd) −→ ℓq(Z, Lp(Rd)) and K : ℓq(Z, Lp(Rd)) −→ B˙s,up,q(Rd)
where
H(f ) = (2sjQj,uf )j∈Z and K

(vj)j∈Z
 =
j∈Z
2−sjQj,uvj, (36)
whereQj,u is given by (33). ThenH is an isometry,K ◦H = Id and ImH = Ker (H ◦K − Id)which is a closed subspace
in ℓq(Z, Lp(Rd)). Therefore

B˙s,up,q(R
d), ∥ · ∥B˙s,up,q(Rd)

is a complete space as inverse image of a complete space by the isometry
H .
Let f ∈ S∞(Rd) then (32) and Proposition 1 imply if η > d/p then
Qj,uf p is bounded by C2−δj for j ≥ 0, and by
C2(δ−η+d)j for j < 0. Hence by choosing δ > max {s, η − s− d} with η > d/p, the sequence 2sj∥Qj,uf ∥pj∈Z belongs to
ℓq(Z). Then we have the first embedding of (35) and it is clear that is continuous.
The second embedding follows from the definition of B˙s,up,q(R
d). Let now (fn)n∈N be a sequence that converges to 0 in
B˙s,up,q(R
d) and g ∈ S∞(Rd). By using the same idea as in the proof of Proposition 4 with vj = Qj,ufn and Qj,uf =Qj,ug , we get
|⟨fn, g⟩| ≤

j∈Z
Qj,ufn,Qj,ug ≤ C∥fn∥B˙s,up,q(Rd).
This proves the continuity of the second embedding. 
4.2. Separability
We will prove that S∞(Rd) in not only a subspace in B˙s,up,q(Rd), but also a dense subspace, when p and q are finite. Let us
begin with the following result.
Proposition 6. Let K be a compact set in Rd \ {0}. Then the norms (or quasi-norms) ∥ · ∥p and ∥ · ∥B˙s,up,q(Rd) are equivalent on
Ep(K) :=

f ∈ Lp(Rd); suppf ⊆ K.
Proof. Let f ∈ Ep(K). There exists a finite set A ⊂ Z, depending on K , such that Qj,uf = 0 for all j ∉ A.
Suppose that p ≥ 1. Since the operators Qj,u are uniformly bounded on Lp(Rd), we get
∥f ∥B˙s,up,q(Rd) ≤ C

j∈A
2sjq
1/q
∥f ∥p.
If 0 < p < 1 then using both (25) and (19) and the homogeneity of Lp(Rd), we get
∥Qj,uf ∥p ≤ CRd

1
p−1

2dj

1− 1p
 F −1Φup ∥f ∥p,
where R = R(K) is chosen so that K ⊂ Ωu(0, R) and supj∈A 2j+1 ≤ R. Therefore
∥f ∥B˙s,up,q(Rd) ≤ C

j∈A
2sjqRdq

1
p−1

2djq

1− 1p
1/q
∥f ∥p.
Let now f ∈ B˙s,up,q(Rd) such that suppf ⊂ K . If q ≥ 1 then using the Hölder inequality, we obtain
∥f ∥p ≤

j∈A
Qj,uf p ≤

j∈A
2−sjq
′
1/q′
∥f ∥B˙s,up,q(Rd).
Finally if 0 < q < 1 then
∥f ∥p ≤

sup
j∈A
2−sj

j∈Z
2sj∥Qj,uf ∥p ≤ C

j∈Z

2sj∥Qj,uf ∥p
q1/q
. 
Proposition 7. If q < ∞ then the set Ep of functions in Lp(Rd) whose spectrum is a compact subset of Rd \ {0} is dense in
B˙s,up,q(R
d).
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Proof. Let f ∈ B˙s,up,q(Rd) and fn =
n
j=−n Qj,uf for all n ∈ N. It is clear that fn ∈ Ep. Proposition 4 yields
∥f − fn∥B˙s,up,q(Rd) =
|j|>nQj,uf

B˙s,up,q(Rd)
≤ C

|j|>n

2sj
Qj,uf pq
1/q
.
Since q <∞, the sequence (fn)n∈N converges to f in B˙s,up,q(Rd). 
Proposition 8. If 0 < p, q <∞ then S∞(Rd) is dense in B˙s,up,q(Rd).
Proof. Using Proposition 7, it suffices to prove that every function f ∈ Ep can be approximated by a sequence (fn)n∈N ∈
S∞(Rd) in B˙s,up,q(Rd). Furthermore, if K is a fixed compact inRd \ {0}, and (fn)n∈N ∈ Ep(K), then using Proposition 6, it suffices
to show the convergence of this sequence in Lp(Rd).
Let ϕ ∈ S(Rd) such thatϕ = Cφu and ϕ(0) = 1. We put for all n ∈ N, ϕn(x) = ϕ 2−nux. So there exist a compact
K ⊂ Rd \ {0} and an integer n0 such that
suppf ⊂ K and supp ϕnf ⊂ K , ∀n ≥ n0.
For all n ≥ n0 the functions ϕnf and f belong to Ep(K). Moreover since p < ∞, the sequence (ϕnf )n≥n0 converges to f in
Lp(Rd). 
4.3. Duality
If E is any quasi-Banach space of distributions in S′∞(Rd), and S∞(Rd) is embedded into E as a dense subspace, then the
dual space of E can be identified to a Banach space of distributions, namely the set of f ∈ S′∞(Rd) such that there exists
C > 0 satisfying
|⟨f , g⟩| ≤ C∥g∥E ∀g ∈ S∞(Rd).
In cases 1 ≤ p < ∞ and 1 ≤ q < ∞, Proposition 8 implies that B˙s,up,q(Rd)′ is a Banach space of distributions in the above
sense. We will prove that this dual space is itself a Besov space.
Theorem 3. If 1 ≤ p, q <∞, then B˙−s,up′,q′ (Rd) is the dual space of B˙s,up,q(Rd).
Proof. Assume that f ∈ B˙−s,up′,q′ (Rd). For all g ∈ S∞(Rd), Proposition 3 implies that
⟨f , g⟩ =

j∈Z

f ,Qj,ug
 =
j∈Z

Qj,uf ,Qj,ug .
Then a double application of the Hölder inequality yields
|⟨f , g⟩| ≤ C∥f ∥B˙−s,u
p′,q′ (R
d)∥g∥B˙s,up,q(Rd).
Hence f ∈ B˙s,up,q(Rd)′.
Conversely, assume that f ∈ B˙s,up,q(Rd)′. We consider the continuous linear functional L defined on ℓq(Z, Lp(Rd)) by
L

(vj)j∈Z
 = f ,K (vj)j∈Z, whereK is given by (36).
Since q <∞ then there exists a sequence (fj)j∈Z ∈ ℓq′(Z, Lp′(Rd)) such that
L

(vj)j∈Z
 =
j∈Z

fj, vj

. (37)
Therefore f =j∈Z 2sjQj,ufj. Since the operators Qj,u are uniformly bounded on Lp′(Rd) then
j∈Z

2−sj
2sjQj,ufjp′q′
1/q′
≤ C
fjj∈Zℓq′ (Z,Lp′ (Rd)) .
Then, applying Proposition 4 to vj = 2sjQj,ufj, we obtain
∥f ∥B˙−s,u
p′,q′ (R
d) ≤ C
fjj∈Zℓq′ (Z,Lp′ (Rd)) .
This completes the proof. 
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Theorem 4. If one of the following conditions holds
– p = ∞ and 1 ≤ q,
– q = ∞ and 1 ≤ p,
then B˙−s,up′,q′ (R
d) is the dual space of the closure of S∞(Rd) into B˙s,up,q(Rd).
Proof. The proof is similar to that of Theorem3. The onlymodification concerns the linear functionalL. Let E denotes Lp(Rd)
in case p <∞, and C0(Rd), the set of functions on Rd tending to 0 at infinity, in case p = ∞. ThenL is a continuous linear
functional on ℓq(Z, E) in case q < ∞, and c0(Z, E), the set of sequences tending to 0 at infinity and taking values in E, in
case q = ∞.
By classical duality results for vector valued Lp spaces, there exists a sequence (fj)j∈Z ∈ ℓq′(Z, E ′) such that (37) holds.
The rest of the proof is unchanged. 
4.4. Homogeneity
To define the homogeneity of anisotropic Besov spaces, one should adapt the operator hr to the anisotropies.We therefore
define the anisotropic dilation operator hr,u by hr,uf (x) = f (rux) for all r > 0 and all x ∈ Rd.
Proposition 9. Let s ∈ R and 0 < p, q ≤ ∞. Then B˙s,up,q(Rd) is a homogeneous space of order s− dp .
Proof. From (25), we have Qj,u ◦ τa = τa ◦ Qj,u for all a ∈ Rd and all j ∈ Z.
Since ∥τaf ∥p = ∥f ∥p for all a ∈ Rd and all f ∈ Lp(Rd), then
∥Qj,u (τaf ) ∥p = ∥τa(Qj,uf )∥p = ∥Qj,uf ∥p.
Thus ∥τaf ∥B˙s,up,q(Rd) = ∥f ∥B˙s,up,q(Rd) for all a ∈ Rd and all f ∈ B˙s,up,q(Rd).
Let us now define N ∈ Z by 2N ≤ r < 2N+1. Then the spectrum of hr(Qj,uf ) is a subset in

ξ ∈ Rd; a2j+N ≤ ρu(ξ) ≤
2b2j+N

. It follows from both Proposition 4, the hypothesis on the spectrum of hr(Qj,uf ), the homogeneity of Lp(Rd) and the
choice of N that
∥hr f ∥B˙s,up,q(Rd) =

j∈Z
hr(Qj,uf )

B˙s,up,q(Rd)
≤ Cr s− dp ∥f ∥B˙s,up,q(Rd). 
5. Wavelet characterization using anisotropic bases associated to the tensor product of Lemarié–Meyer wavelets
Wavelet characterizations for anisotropic function spaces go back to the work of several authors, for instance Long,
Triebel, Berkolaiko, Novikov, Garrigós, Tabacco and Hochmuth. In particular, in [21] and recently in [22] it was shown
that anisotropic inhomogeneous Besov spaces can be characterized by Haar bases. While the construction of unconditional
bases in anisotropic Besov and Lizorkin–Triebel spaces in their homogeneous and inhomogeneous versions (resp. only in
their inhomogeneous versions) viaMeyer–Davidwavelets [23] (resp. Triebel family of anisotropicwavelets associated to the
tensor product of Lemarié–Meyer [12] or Daubechies [13] wavelets) was considered in [24,25] (resp. [9]). On the other hand,
the result in [26] provides characterizations of anisotropic inhomogeneous Besov spaces only for wavelet bases with a very
special tensor product construction and for function spaces defined in the cube [0, 1]2. In contrast, wavelet decompositions
of these spaces (on Rn), in term of biorthogonal multiresolution analysis [27] in Lp(Rn), were carried out in [28] for indices
p, q ≥ 1, and in [29] for all 0 < p, q <∞.
To characterize here homogeneous anisotropic Besov spaces by wavelets, we will use the homogeneous version of
Triebel family of anisotropic wavelets [9] and adapt the techniques used by Bourdaud in his paper [7] to the anisotropic
framework. Let us first recall the Triebel family of anisotropic wavelets; let (vj)j∈Z be a one-dimensional multiresolution
analysis in L2(R) with a scaling function (called father wavelet) ψF and an associated wavelet (called mother wavelet) ψM .
Let Ij,u, j ∈ Z, be the set of all elements (G, l)with G = (G1, . . . ,Gd) ∈ {F ,M}d such that at least one component Gi is anM
and l = (l1, . . . , ld) ∈ Zd such that
li = [jui], if Gi = F , (38)
[jui] ≤ li < [(j+ 1)ui] if Gi = M and [(j+ 1)ui] > [jui], (39)
and
li = [jui] if Gi = M and [(j+ 1)ui] = [jui]. (40)
Remark that the cardinal of Ij,u is bounded, independently of j, by (2d − 1)di=1(ui + 2).
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The following proposition is given in [9, p. 251].
Proposition 10. Let
Ψ
(G,l)
j,k,u (x) = 2|l|/2
d
i=1
ψGi(2
lixi − ki). (41)
Then

Ψ
(G,l)
j,k,u , j ∈ Z, (G, l) ∈ Ij,u, k ∈ Zd

is an orthonormal basis of L2(Rd).
In the sequel of this section we will suppose that ψF and ψM are Lemarié–Meyer wavelets [12]. We will prove in this
case that the family

Ψ
(G,l)
j,k,u , j ∈ Z, (G, l) ∈ Ij,u, k ∈ Zd

given in (41) is a basis of B˙s,up,q(R
d). Here the word basis means
unconditional basis or unconditional ∗-weak basis.
When there is no ambiguity we will forget, in the decomposition the sum over (G, l) and we will write Ψj,k,u instead of
Ψ
(G,l)
j,k,u .
Definition 7. For s ∈ R and 0 < p, q ≤ ∞, the space b˙sp,q consists of all sequences (cj,k)j∈Z,k∈Zd such that
(cj,k)j∈Z,k∈Zdb˙sp,q :=

j∈Z

k∈Zd
2s− dp jcj,kp
q/p1/q <∞, (42)
with the usual modification if p = ∞ and/or q = ∞.
Proposition 11. Let s ∈ R and 0 < p, q ≤ ∞. Suppose that ψF and ψM are Lemarié–Meyer wavelets. Then for all complex
sequence (cj,k)j∈Z,k∈Zd in b˙sp,q, the series

j∈Z,k∈Zd cj,kΨj,k,u converges in S′∞(Rd). Moreover

j∈Z,k∈Zd
cj,kΨj,k,u

B˙s,up,q(Rd)
≤ C (cj,k)j∈Z,k∈Zdb˙sp,q , (43)
where C depends only on d, s, p, q and the wavelets ψF and ψM .
Proof. Step 1. Let g ∈ S∞(Rd). We want to show that
j∈Z


k∈Zd
cj,kΨj,k,u, g
 <∞.
Note that
k∈Zd
cj,kΨj,k,u, g

=

J∈Z

k∈Zd
cj,kQJ,uΨj,k,u,QJ,ug ,
whereQJ,u is given by (33). Using the identity
QJ,uΨj,k,u =

QJ−j,uΨ 2ju · −2ju−lk, where Ψ (x) = 2|l|/2 d
i=1
ψGi(2
li−juixi),
a change of variable, the Hölder inequality and the estimation (18) (with p1 = ∞), we get
j∈Z


k∈Zd
cj,kΨj,k,u, g
 ≤ 
J,j∈Z
2−dj


k∈Zd
cj,k

QJ−j,uΨ (· − 2ju−lk),QJ,ug2−ju·

≤

J,j∈Z

k∈Zd
cj,k

QJ−j,uΨ (· − 2ju−lk)

∞
QJ,ug1
≤ C

J,j∈Z
2(J−j)d/p

k∈Zd
cj,k

QJ−j,uΨ (· − 2ju−lk)

p
QJ,ug1 .
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Let us first suppose that 0 < p < 1, then (21) implies that
k∈Zd
cj,k

QJ−j,uΨ  (· − 2ju−lk)

p
≤ QJ−j,uΨ p

k∈Zd
|cj,k|p
1/p
. (44)
So 
j∈Z


k∈Zd
cj,kΨj,k,u, g
 ≤ C
J,j∈Z
aJ−jbjvJ ,
where
aj = 2js
Qj,uΨ p , bj =

k∈Zd
2s− dp jcj,kp
1/p
and vJ = 2

−s+ dp

J QJ,ug1 . (45)
From (32) and Proposition 1 it follows that, if η > d/p and δ > max {s, η − s− d}, then the sequence (aj)j∈Z belongs to
ℓinf{q,1}(Z). Furthermore, from (42), the sequence (bj)j∈Z belongs to ℓq(Z). Then, the embedding
ℓinf{q,1} ∗ ℓq ⊂ ℓq (46)
implies that (aj)j∈Z ∗ (bj)j∈Z ∈ ℓq(Z).
The estimation (32) once again, with η > d and δ > max

−s+ dp , s− dp − d+ η

, implies that the sequence (vJ)J∈Z
belongs to ℓsup{q,1}′(Z). Hence, by the duality

ℓq(Z), ℓsup{q,1}′(Z)

, we get
J,j∈Z
aJ−jbjvJ <∞.
Suppose now that p ≥ 1. Note that
k∈Zd
cj,k

QJ−j,uΨ  (· − 2ju−lk)

p
=

k∈Zd
cj,k

QJ−j,uΨ  (· − k)

p
=

[0,1]d

k′∈Zd

k∈Zd
cj,k

QJ−j,uΨ  (x+ k′ − k)

p
dx
1/p
.
Using the Young inequality ℓp ∗ ℓ1 ⊂ ℓp, we obtain the following estimation

k′∈Zd

k∈Zd
cj,k

QJ−j,uΨ  (x+ k′ − k)

p
≤

k∈Zd
cj,kp
k∈Zd
QJ−j,uΨ  (x+ k)p
for fixed parameters x, j and J . Thus
k∈Zd
cj,k

QJ−j,uΨ  (· − k)

p
≤

k∈Zd
cj,kp1/p 
[0,1]d

k∈Zd
QJ−j,uΨ  (x+ k)p dx1/p .
Applying now (32), with η > dud and (9) with α = η and t = 1, we obtain
[0,1]d

k∈Zd
QJ−j,uΨ  (x+ k)p dx1/p ≤ C2−δ(J−j), if J − j ≥ 0C2(δ+d−η)(J−j), if J − j < 0.
Therefore

k∈Zd
cj,k

QJ−j,uΨ  (· − 2ju−lk)

p
≤

C2−δ(J−j)

k∈Zd
cj,kp1/p , if J − j ≥ 0
C2(δ+d−η)(J−j)

k∈Zd
cj,kp1/p , if J − j < 0 (47)
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and 
j∈Z


k∈Zd
cj,kΨj,k,u, g
 ≤ C
J,j∈Z
a′J−jbjvJ ,
where (bj)j∈Z and (vJ)J∈Z were defined in (45) and
a′j =

2−(δ−s)j, if j ≥ 0
2(δ+d−η+s)j, if j < 0. (48)
If δ > max {s, η − s− d}where η > dud, then (a′j)j∈Z ∈ ℓinf{q,1}(Z). Furthermore, using the same argument as above, we get
(bj)j∈Z ∈ ℓq(Z) and (vJ)J∈Z ∈ ℓsup{q,1}′(Z). By the same duality

ℓq(Z), ℓsup{q,1}′(Z)

, we have
J,j∈Z
a′J−jbjvJ <∞.
Then, in both cases, we obtain
j∈Z


k∈Zd
cj,kΨj,k,u, g
 <∞.
This achieves the proof of the convergence of the series

j∈Z,k∈Zd cj,kΨj,k,u in S′∞(Rd).
Step 2. Now, to prove (43), we put
f =

j∈Z,k∈Zd
cj,kΨj,k,u.
Then
QJ,uf =

j∈Z,k∈Zd
cj,kQJ,uΨj,k,u =

j∈Z,k∈Zd
cj,k

QJ−j,uΨ  2ju · −2ju−lk .
Using the fact that ∥ · ∥p is a quasi-norm, the homogeneity of Lp(Rd) and (44) if 0 < p < 1 or (47) if p ≥ 1, we obtain
2sJ
QJ,uf p ≤ C
j∈Z
aJ−jbj, if 0 < p < 1
and
2sJ
QJ,uf p ≤ C
j∈Z
a′J−jbj, if p ≥ 1.
Recall that (aj)j∈Z and (a′j)j∈Z belong ℓinf{q,1}(Z), while (bj)j∈Z belongs ℓq(Z). Then by (46), we get
∥f ∥B˙s,up,q(Rd) =

J∈Z

2sJ∥QJ,uf ∥p
q1/q ≤ C (bj)j∈Zℓq(Z) = C (cj,k)j∈Z,k∈Zdb˙sp,q .
This completes the proof. 
Proposition 12. Let s ∈ R and 0 < p, q ≤ ∞. Suppose that ψF and ψM are Lemarié–Meyer wavelets. There exists a constant
C > 0, such that for any distribution f ∈ B˙s,up,q(Rd),(cj,k,u)j∈Z,k∈Zdb˙sp,q ≤ C∥f ∥B˙s,up,q(Rd) (49)
where cj,k,u = 2dj

f ,Ψj,k,u

.
Proof. We put
F(x) =
d
i=1
ψGi(−xi) and Fj(x) = 2|l|/2F(2lx).
Then
cj,k,u = 2dj(Fj ∗ f )

2−lk
 =
J∈Z

QJ,uFj ∗QJ,uf  2−lk .
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But
QJ,uFj =

QJ−j,uF 2ju· , where F(x) = 2|l|/2F(2l−jux).
Using a change of variable, we get
cj,k,u = 2dj−|l|

J∈Z

QJ−j,uF 2ju−l· ∗ QJ,uf  2−l· (k).
If 0 < p < 1 then inequality (21) implies that
k∈Zd
2s− dp jcj,k,up ≤
J∈Z
2(sp−d)j2(dj−|l|)p

k∈Zd
QJ−j,uF 2ju−l· ∗ QJ,uf  2−l· (k)p .
From Lemma 4 (inequality (20)) there exist C > 0 and β > 0 such that for all j, J ∈ Z,k∈Zd QJ−j,uF 2ju−l· ∗ QJ,uf 
2−l· (k)p is estimated by
C2d(J−j)(2−p)max

2−β(J−j), 1

2−(dj−2|l|)
QJ−j,uFpp QJ,uf pp .
Thus

k∈Zd
2(s− dp )jcj,k,up is bounded by
C2(dj−|l|)(p−2)

J∈Z
2spj2d(J−j)(2−p)max

2−β(J−j), 1
 QJ−j,uFpp QJ,uf pp .
Remark that 2dj−|l| is bounded independently of j. Therefore
k∈Zd
2s− dp jcj,k,up ≤ C
J∈Z
a˜pJ−jb˜
p
J ,
where
a˜j =

2−j

s+d− 2dp
 Qj,uFp , if j ≥ 0
2j

−s+ 2dp −d− βp
 Qj,uFp , if j < 0 and b˜j = 2
sj
Qj,uf p . (50)
Note that Proposition 5 implies that the sequence (b˜j)j∈Z belongs to ℓq(Z) and

j∈Z b˜
q
j = ∥f ∥qB˙s,up,q(Rd). On the other hand,
for δ > max

2d
p − s− d, s− 2dp + βp + η

where η > d/p, it follows from the estimation (32) that the sequence (a˜pj )j∈Z or
(a˜qj )j∈Z belongs to ℓ1(Z).
– If q ≥ p then using the Young inequality ℓq/p ∗ ℓ1 ⊂ ℓq/p, we get
j∈Z

k∈Zd
2s− dp jcj,k,up
q/pp/q ≤ C 
j∈Z
a˜pj

j∈Z
b˜qj
p/q
≤ C∥f ∥p
B˙s,up,q(Rd)
.
– If q < p then using (21), we obtain
j∈Z

k∈Zd
2s− dp jcj,k,up
q/p
≤ C

j∈Z

J∈Z
a˜qJ−jb˜
q
J = C

j∈Z
a˜qj

j∈Z
b˜qj

≤ C∥f ∥q
B˙s,up,q(Rd)
.
Suppose now that p ≥ 1. From the Minkowski inequality, it follows that
k∈Zd
cj,k,up1/p ≤ 2dj−|l|
J∈Z

k∈Zd
QJ−j,uF 2ju−l· ∗ QJ,uf  2−l· (k)p1/p .
We now use a result proved by Bourdaud (see [7], Proposition 5), where he defined Ep as the set of all functionsψ ∈ L1loc(Rd)
for which there exists a constant C = C(ψ) > 0 such that
k∈Zd
ckψ(· − k)

p
≤ C (ck)k∈Zdℓp(Zd) , (51)
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for all sequences (ck)k∈Zd with finished support (in the sense that the number of k’s such that ck ≠ 0 is finite). The norm
of ψ in Ep′ is the smallest constant C in (51). Moreover, Bourdaud showed that if ψ ∈ Ep′ then for any f ∈ Lp with p ≥ 1,
the function ψ ∗ f is continuous; the operator f −→ ((f ∗ ψ)(k))k∈Zd is continuous from Lp(Rd) on ℓp(Zd). Here we take
QJ−j,uF 2ju−l· instead of ψ and QJ,uf  2−l· instead of f . Then
k∈Zd
QJ−j,uF 2ju−l· ∗ QJ,uf  2−l· (k)p1/p
is bounded byQJ−j,uF 2ju−l(· − k)Ep′ QJ,uf  2−l·p = 2|l|/p QJ−j,uF 2ju−l(· − k)Ep′ QJ,uf p .
Note that
k∈Zd
cj,k

QJ−j,uF 2ju−l(· − k)

p′
= 2−(dj−|l|)/p′

k∈Zd
cj,k

QJ−j,uF · − 2ju−lk

p′
is bounded, as in (47), by
C2−(dj−|l|)/p
′
2−δ(J−j)

k∈Zd
cj,kp′1/p
′
, if J − j ≥ 0
C2−(dj−|l|)/p
′
2(δ+d−η)(J−j)

k∈Zd
cj,kp′1/p
′
, if J − j < 0.
ThereforeQJ−j,uF 2ju−l(· − k)Ep′ ≤

C2−(dj−|l|)/p
′
2−δ(J−j), if J − j ≥ 0
C2−(dj−|l|)/p
′
2(δ+d−η)(J−j), if J − j < 0.
Hence
k∈Zd
2s− dp jcj,k,up
1/p
≤ C

J∈Z
a′J−jb˜J ,
where a′j and b˜J are respectively given by (48) and (50). By arguing similarly as in the proof of the previous proposition, the
sequence (a′j)j∈Z belongs to ℓinf{q,1}(Z). Proposition 5 implies that the sequence (b˜j)j∈Z belongs to ℓq(Z) and ∥(b˜j)j∈Z∥ℓq(Z) =∥f ∥B˙s,up,q(Rd). Then using (46), we obtain (49). 
Remark 3. In the proofs of Propositions 11 and 12, we refer to the estimation (32) that applies to functions belonging to
S∞(Rd), for this reason we supposed that ψF and ψM are Lemarié–Meyer wavelets. In the next section, we will prove that
we have the same results if ψF and ψM are Daubechies wavelets [13] assumed to be smooth enough. Even better we will
generalize these propositions to any anisotropic orthonormal wavelet basis of L2(Rd) (see Definition 8). In other words we
will prove the independence, in the decomposition of B˙s,up,q(R
d), of the chosen wavelet basis.
6. γ-stability and general anisotropic wavelet characterization of anisotropic Besov spaces
We first define the notion of D-u-anisotropic orthonormal wavelet basis. For all j ∈ Z, let
Dj : x = (x1, . . . , xd) → (aj,1x1, . . . , aj,dxd)
that satisfies
∃0 < C ≤ 1 ≤ C ′; ∀j ∈ Z, ∀i ∈ {1, . . . , d}, C ≤ aj,i ≤ C ′.
Remark that
C1/u1 |x|u ≤ |Djx|u =
d
i=1
(aj,i|xi|)1/ui ≤ C ′1/u1 |x|u, (see (7)).
So we write |Djx|u ≈ |x|u. From Proposition 2, we also have ρu(Djx) ≈ ρu(x).
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Definition 8. Let 0 < N ≤ ∞, (Dj)j∈Z be as above and (Ij)j∈Z be a sequence of finite sets with cardinality bounded
independently of j. A D− u-anisotropic orthonormal wavelet basis of L2(Rd), of order N , is a family
f αj,k,u, j ∈ Z, α ∈ Ij, k ∈ Zd

satisfying the following conditions
1. f αj,k,u ∈ CN(Rd) (regularity condition),
2. ∀β ∈ Nd; |β| ≤ N,∀M > 0, ∃C > 0; ∂β f αj,k,u(x) ≤ C2( d2+βu)j 1+ ρu(2juDjx− k)−M (localization condition),
3. ∀β ∈ Nd; |β| ≤ N, Rd xβ f αj,k,u(x)dx = 0 (vanishing moment condition),
4.

f αj,k,u, j ∈ Z, α ∈ Ij, k ∈ Zd

is an orthonormal basis of L2(Rd).
Theorem 5. For all j ∈ Z and all x = (x1, . . . , xd) ∈ Rd, set
Djx = D(G,l)j x = (2l1−ju1x1, . . . , 2ld−judxd),
where (G, l) ∈ Ij,u. Suppose that ψF andψM are Daubechies (resp. Lemarié–Meyer) wavelets and let N be the common regularity
of ψF and ψM (resp. N = ∞). Then the family

Ψ
(G,l)
j,k,u , j ∈ Z, (G, l) ∈ Ij,u, k ∈ Zd

given in (41) is a D − u-anisotropic
orthonormal wavelet basis of L2(Rd), of order N.
Wewill prove that the characterizations obtained in Propositions 11 and 12 remain valid if we replace the family

Ψ
(G,l)
j,k,u , j ∈
Z, (G, l) ∈ Ij,u, k ∈ Zd

given in (41) with ψF and ψM the Lemarié–Meyer wavelets by any D − u-anisotropic orthonormal
wavelet basis of L2(Rd), of order N (with N large enough). We will in fact check a stronger requirement which implies that
the characterization has some stability; indeed,wewill check that thematrix of the operatorwhichmaps aD−u-anisotropic
orthonormal wavelet basis of L2(Rd) onto another D−u-anisotropic orthonormal wavelet basis of L2(Rd) is invariant under
the action of infinite matrices which belong to algebrasMuD,γ that will be defined below; therefore, one can check that the
characterization obtained in Propositions 11 and 12 is also invariant under this action, which is the purpose of Theorem 7;
these algebras are defined as follows:
Definition 9. For every γ > d(ud − 1), we define MuD,γ as the set of infinite matrices M(λu, λ′u) indexed by λu =
x ∈ Rd; 2juDjx− k ∈ [0, 1[d

and λ′u =

x ∈ Rd ; 2j′uDj′x− k′ ∈ [0, 1[d

(where k, k′ ∈ Zd, j, j′ ∈ Z) and satisfying:
∃C > 0; ∀(λu, λ′u),
M(λu, λ′u) = M(j, j′, k, k′,u) ≤ Cωγ (j, j′, k, k′,u), (52)
where
ωγ (j, j′, k, k′,u) = 2
−

d
2+γ

|j−j′|
1+ (j− j′)2 1+ 2inf {j,j′}ρu 2−juDjk− 2−j′uDj′k′d+γ . (53)
Theorem 6. For all γ > d(ud − 1),MuD,γ is an algebra of matrices.
Furthermore, if

f αj,k,u, j ∈ Z, α ∈ Ij, k ∈ Zd

and

f˜ α
′
j,k,u, j ∈ Z, α′ ∈ I ′j , k ∈ Zd

are two D − u-anisotropic orthonormal
wavelet bases of L2(Rd), of order N, then the matrix whose coefficients are given by

f αj,k,u, f˜
α′
j′,k′,u

belongs toMu
D−1,γ as soon as
γ < N.
Proof. Let us first remark that for anyα > dud, ε and η such that 0 < η ≤ ε ≤ 1 there exist constants C > 0 and 0 < β < α
such that for all x, X, Y ∈ Rd and all j, j′ ∈ Z
k∈Zd

1+ ρu

x− tuDjk
−α ≤ C max t−β , 1 , ∀t > 0. (54)

k∈Zd
(1+ ρu(X − εuDjk))−α(1+ ρu(Y − ηuDj′k))−α ≤ Cε−β(1+ ρu(Y − (ηε−1)uDj′(Dj)−1X))−α. (55)
(54) results from (9) by taking Djx instead of x and the fact that
ρu(Djx− tuDjk) = ρu(Dj(x− tuk)) ≈ ρu(x− tuk).
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To prove (55) we put X = Djx and Y = Dj′y. Since
ρu(Djx− εuDjk) ≈ ρu(x− εuk) and ρu(D′jy− εuD′jk) ≈ ρu(y− εuk)
then applying (10) we obtain
k∈Zd

1+ ρu

X − εuDjk
−α 1+ ρu Y − ηuDj′k−α ≤ Cε−β 1+ ρu y− (ηε−1)ux−α
≤ Cε−β 1+ ρu Dj′y− (ηε−1)uDj′x−α .
That gives the desired estimation.
We will now prove only the stability ofMuD,γ under the multiplication of matrices.
Let A = (A(λu, λ′u))λu,λ′u ∈MuD,γ and B = (B(λu, λ′u))λu,λ′u ∈MuD,γ . We consider
C(λu, λ′u) =

λ′′u
A(λu, λ′′u)B(λ
′′
u, λ
′
u) =

j′′∈Z

k′′∈Zd
A(j, j′′, k, k′′,u)B(j′′, j′, k′′, k′,u).
Using the symmetry between λu and λ′u, we can suppose that j ≤ j′ and so we will study three cases: j ≤ j′ ≤ j′′, j ≤ j′′ ≤ j′
and j′′ ≤ j ≤ j′. We put
S1 =

j≤j′≤j′′

k′′∈Zd
A(j, j′′, k, k′′,u)B(j′′, j′, k′′, k′,u),
S2 =

j≤j′′≤j′

k′′∈Zd
A(j, j′′, k, k′′,u)B(j′′, j′, k′′, k′,u)
and
S3 =

j′′≤j≤j′

k′′∈Zd
A(j, j′′, k, k′′,u)B(j′′, j′, k′′, k′,u).
First, we have
|S1| ≤ C

j≤j′≤j′′
2−

d
2+γ

(2j′′−j−j′)
1+ (j′′ − j)2 1+ (j′′ − j′)2 
k′′∈Zd

1+ ρu

Djk− 2(j−j′′)uDj′′k′′
−d−γ
×

1+ ρu

Dj′k′ − 2(j′−j′′)uDj′′k′′
−d−γ
.
Applying inequality (55), with α = d+ γ , X = Dj′k′, Y = Djk, η = 2j−j′′ and ε = 2j′−j′′ ,
k′′∈Zd

1+ ρu

Djk− 2(j−j′′)uDj′′k′′
−d−γ 
1+ ρu

Dj′k′ − 2(j′−j′′)uDj′′k′′
−d−γ
is estimated by
C2β(j
′′−j′)

1+ ρu

Djk− (2j−j′′2j′′−j′)uDj′′(Dj′′)−1Dj′k′
−d−γ
= C2β(j′′−j′)

1+ 2jρu

2−juDjk− 2−j′uDj′k′
−d−γ
,
where 0 < β < d+ γ .
Remark that

1+ (j′′ − j′)2−1 ≤ 1 and 1+ (j′′ − j)2−1 ≤ 1+ (j′ − j)2−1. Then
|S1| ≤ C 2
−

d
2+γ

(j′−j)
1+ (j′ − j)2 1+ 2jρu 2−juDjk− 2−j′uDj′k′−d−γ

j′′≥j′
2(2γ+d−β)(j
′−j′′)
≤ Cωγ (j, j′, k, k′,u).
Second, we have
|S2| ≤ C2−

d
2+γ

(j′−j) 
j≤j′′≤j′
1
1+ (j′′ − j)2 1+ (j′ − j′′)2
×

k′′∈Zd

1+ ρu

Djk− 2(j−j′′)uDj′′k′′
−d−γ 
1+ ρu

Dj′′k′′ − 2(j′′−j′)uDj′k′
−d−γ
.
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Applying now inequality (55) for X = 2(j′′−j′)uDj′k′, Y = Djk, η = 2j−j′′ and ε = 1, then
k′′∈Zd

1+ ρu

Djk− 2(j−j′′)uDj′′k′′
−d−γ 
1+ ρu

Dj′′k′′ − 2(j′′−j′)uDj′k′
−d−γ
is bounded by
C

1+ ρu

Djk− (2j−j′′2j′′−j′)uDj′k′
−d−γ = C 1+ 2jρu 2−juDjk− 2−j′uDj′k′−d−γ .
Remark also that
j≤j′≤j′′

1+ (j′′ − j)2−1 1+ (j′ − j′′)2−1 ≤ 1+ (j− j′)2−1 .
Thus
|S2| ≤ Cωγ (j, j′, k, k′,u).
Finally, we have
|S3| ≤ C

j′′≤j≤j′
2−

d
2+γ

(j+j′−2j′′)
1+ (j− j′′)2 1+ (j′ − j′′)2
×

k′′∈Zd

1+ ρu

2(j
′′−j)uDk− Dj′′k′′
−d−γ 
1+ ρu

2(j
′′−j′)uDj′k′ − Dj′′k′′
−d−γ
.
The estimation (55) once again, with x = 2(j′′−j)uDjk, y = 2(j′′−j′)uDj′k′ and η = ε = 1, implies that
k′′∈Zd

1+ ρu

2(j
′′−j)uDjk− Dj′′k′′
−d−γ 
1+ ρu

2(j
′′−j′)uDj′k′ − Dj′′k′′
−d−γ
is bounded by
C

1+ ρu

2(j
′′−j′)uDj′k′ − 2(j′′−j)uDjk
−d−γ = C 1+ 2j′′−jρu 2(j−j′)uDj′k′ − Djk−d−γ ,
which is estimated by
C2−(d+γ )(j
′′−j)

1+ 2jρu

2−j
′uDj′k′ − 2−juDjk
−d−γ
.
Note that

1+ (j− j′′)2−1 ≤ 1 and 1+ (j′ − j′′)2−1 ≤ 1+ (j′ − j)2−1. Therefore
|S3| ≤ C 2
− d2 (j′−j)
(1+ (j′ − j)2) 1+ 2jρu 2−j′uDj′k′ − 2−juDjk−d−γ

j′′≤j≤j′
2−γ (j
′−j′′)
≤ Cωγ (j, j′, k, k′,u).
Let us now prove the second part of Theorem 6. Put
A(j, j′, k, k′) =

f αj,k,u, f˜
α′
j′,k′,u

, j, j′ ∈ Z, k, k′ ∈ Zd, α ∈ Ij, α′ ∈ I ′j′ .
As above we suppose that j ≤ j′. From the localization condition in Definition 8 and by a change of variable, we getA(j, j′, k, k′) ≤ 
Rd
|f αj,k,u(x)|
f˜ α′j′,k′,u(x) dx
≤ C2 d2 (j′+j)

Rd

1+ ρu

2juDjx− k
−M 
1+ ρu

2j
′uDj′x− k′
−M
dx
≤ C2 d2 (j′+j)

Rd

1+ 2jρu

x− 2−juD−1j k
−M 
1+ 2j′ρu

x− 2−j′uD−1j′ k′
−M
dx.
Set xλu = 2−juD−1j k and xλ′u = 2−j
′uD−1j′ k
′. Since j ≤ j′ then (5) implies that
1+ 2jρu(xλu − xλ′u) ≤ C

1+ 2jρu(x− xλu)
 
1+ 2j′ρu(x− xλ′u)

.
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So if 0 < a < M is such that

Rd (1+ ρu(y))−adx <∞ thenA(j, j′, k, k′) ≤ C2 d2 (j′+j) 
Rd

1+ 2jρu

x− xλu
−M 
1+ 2j′ρu

x− xλ′u
−M
dx
≤ C2 d2 (j′+j)

Rd

1+ 2jρu

x− xλu
 
1+ 2j′ρu

x− xλ′u
−(M−a) 
1+ 2j′ρu

x− xλ′u
−a
dx
≤ C2 d2 (j′+j) 1+ 2jρu xλu − xλ′u−(M−a) 
Rd

1+ 2j′ρu

x− xλ′u
−a
dx
≤ C2 d2 (j′+j) 1+ 2jρu xλu − xλ′u−(M−a) 
Rd

1+ ρu

2j
′ux− 2j′uxλ′u
−a
dx
≤ C2 d2 (j′+j) 1+ 2jρu xλu − xλ′u−(M−a) C2−dj′ .
ThereforeA(j, j′, k, k′) ≤ C2− d2 |j′−j| 1+ 2jρu xλu − xλ′u−(M−a) . (56)
On the other hand, since f˜ α
′
j′,k′,u satisfies the vanishing moment condition in Definition 8, thenA(j, j′, k, k′) ≤ 
Rd
|f αj,k,u(x)− PT (x− xλ′u)| |f˜ α
′
j′,k′,u(x)|dx,
where PT is the Taylor polynomial of f αj,k,u at xλ′u of homogeneous degree N . The estimation (15) and Definition 8 imply thatA(j, j′, k, k′) ≤ C2− d2+N+ud(j′−j).
Since γ < N , thenA(j, j′, k, k′) ≤ C2− d2+γ(j′−j). (57)
Removing the estimation (56) power θ and the estimation (57) power 1 − θ , and choosing M sufficiently large and θ
sufficiently small, we get a matrix which belongs toMuD−1,γ . 
Corollary 1. Let

Ψ
(G,l)
j,k,u , j ∈ Z, (G, l) ∈ Ij,u, k ∈ Zd

and
Ψ (G,l)j,k,u , j ∈ Z, (G, l) ∈ Ij,u, k ∈ Zd be two orthonormal bases in
L2(Rd) given in (41) associated respectively to the tensor product of Daubechies and Lemarié–Meyer wavelets, then the matrix
whose coefficients are given by

Ψ
(G,l)
j,k,u ,
Ψ (G′,l′)j′,k′,u  belongs toMuD−1,γ as soon as γ < N, where N corresponds to the smoothness of
Daubechies wavelets.
Proof. Since both Ψ (G,l)j,k,u and Ψ (G′,l′)j′,k′,u satisfy the localization condition in Definition 8 with Djx = D(G,l)j x =
(2l1−ju1x1, . . . , 2ld−judxd) then, by arguing similarly as in the proof of the previous theorem, the coefficients
A(G,l),(G
′,l′)
j,j′,k,k′,u =

Ψ
(G,l)
j,k,u ,
Ψ (G′,l′)j′,k′,u 
satisfy (56). On the other hand, since Ψ (G′,l′)j′,k′,u satisfies the vanishing moment condition in Definition 8 then, as in the proof of
the previous theorem, the coefficients A(G,l),(G
′,l′)
j,j′,k,k′,u satisfy (57), and therefore we get a matrix which belongs toM
u
D−1,γ . 
Definition 10. For every γ > d(ud− 1), the algebraOp(MuD,γ ) is the space of bounded operators on L2(Rd)whose matrices
on a D-u-anisotropic wavelet basis belong toMuD,γ .
Note that Theorem 6 implies that this definition does not depend on the chosen wavelet basis.
Theorem 7. Let 0 < p, q ≤ ∞ and γ > max

d(ud − 1), d( udp − 1)

. Therefore for every s ∈

d
2 − γp , d2 + γp′

if p ≥ 1 and
every s ∈

d
p − d2 − γ , dp − d2

if 0 < p < 1 the space B˙s,up,q(R
d) is γ -stable.
Remark 4. This theorem and Corollary 1, imply that if N is the smoothness of Daubechies wavelets and also the number of
vanishing moments, then the family

Ψ
(G,l)
j,k,u , j ∈ Z, (G, l) ∈ Ij,u, k ∈ Zd

given in (41) associated to Daubechies wavelets, is
a basis of B˙s,up,q(R
d), if
N > max

s− d
2

p′,−

s− d
2

p

, whenever p ≥ 1
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and
N > max

d
p
− d
2
− s, 0

, whenever 0 < p < 1.
Before giving the proof of Theorem 7 we start with some useful properties of matrices; recall that if A = (A(k, k′))k,k′ is a
matrix indexed by Zd × Zd, the action of A on a sequence v = (vk)k∈Zd is given by
(Av)(k) =

k′∈Zd
A(k, k′)vk′ .
For all 1 ≤ p ≤ ∞we denote by Np(A) the norm of A as a bounded operator on ℓp(Zd).
Lemma 7.
N1(A) ≤ sup
k′∈Zd

k∈Zd
|A(k, k′)|, N∞(A) ≤ sup
k∈Zd

k′∈Zd
|A(k, k′)|
and
Np(A) ≤ (N1(A))1/p (N∞(A))1/p′ .
Proof. By definition
N1(A) = sup
∥v∥
ℓ1(Zd)≤1
∥Av∥ℓ1(Zd) = sup∥v∥
ℓ1(Zd)≤1

k∈Zd
|(Av)(k)|.
But 
k∈Zd
|(Av)(k)| ≤

k∈Zd

k′∈Zd
|A(k, k′)||vk′ | ≤ ∥v∥ℓ1(Zd) sup
k′∈Zd

k∈Zd
|A(k, k′)|.
Hence we get the first inequality.
We have also
N∞(A) = sup
∥v∥
ℓ∞(Zd)≤1
∥Av∥ℓ∞(Zd) = sup∥v∥
ℓ∞(Zd)≤1
sup
k∈Zd
|(Av)(k)|.
But
|(Av)(k)| ≤

k′∈Zd
|A(k, k′)||vk′ | ≤ ∥v∥ℓ∞(Zd)

k′∈Zd
|A(k, k′)|.
Therefore
sup
k∈Zd
|(Av)(k)| ≤ ∥v∥ℓ∞(Zd) sup
k∈Zd

k′∈Zd
|A(k, k′)|.
This implies the second inequality.
The third one can be obtained by interpolation between the extreme cases. 
Lemma 8. Let r > 0, γ > d(ud − 1),Dj and Dj′ are given as previously. Let Ar be a matrix whose coefficients are given by
Ar(k, k′) =

1+ ρu

Djk− ruDj′k′
−d−γ
, ∀k, k′ ∈ Zd. (58)
Then there exist constants C > 0 and 0 < β < d+ γ such that
Np (Ar) ≤ C max

r−β/p
′
, 1

.
Proof. Using the previous lemma, it suffices to consider the cases p = 1 and p = ∞.
Inequality (54), with α = d+ γ , t = 1 and x = ruDj′k′, implies thatk∈Zd |Ar(k, k′)| ≤ C . Thus N1 (Ar) ≤ C . The same
inequality, but with t = r and x = Djk, gives
k′∈Zd
|Ar(k, k′)| ≤ C max

r−β , 1

.
Hence N∞ (Ar) ≤ C max

r−β , 1

. 
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Proof of Theorem 7. Recall that using the Lemarié–Meyer multiresolution, we obtained in Propositions 11 and 12 that
f =

j∈Z

k∈Zd
cj,k,uΨj,k,u ∈ B˙s,up,q(Rd)⇐⇒

k∈Zd
dj,k,up1/p

j∈Z
∈ ℓq(Z),
where dj,k,u = 2(s− dp )jcj,k,u. Then to prove that T (f ) ∈ B˙s,up,q(Rd) for all f ∈ B˙s,up,q(Rd) and all T ∈ Op(MuD,γ ), it suffices to prove
that 
k∈Zd
xj,k,up1/p

j∈Z
∈ ℓq(Z),
where
xj,k,u = 2

s− dp

j 
j′∈Z,k′∈Zd
M(j, j′, k, k′,u)cj′,k′,u =

j′∈Z,k′∈Zd
2

s− dp

(j−j′)M(j, j′, k, k′,u)dj′,k′,u
and

M(j, j′, k, k′,u)

j,j′,k,k′ is the matrix of T . We put
yj,k,u =

j′∈Z
αj,j′,k,u and zj,k,u =

j′∈Z
βj,j′,k,u
where
αj,j′,k,u =

k′∈Zd
2

s− dp

(j−j′)M(j, j′, k, k′,u)dj′,k′,u if j′ ≥ j and 0 else
and
βj,j′,k,u =

k′∈Zd
2

s− dp

(j−j′)M(j, j′, k, k′,u)dj′,k′,u if j′ < j and 0 else.
Step 1. Thanks to the Minkowski inequality, we get
k∈Zd
yj,k,up1/p ≤
j′∈Z
αj,j′,k,uk∈Zdℓp(Zd) .
It follows from (2) and the fact that j′ ≥ j that
αj,j′,k,ukℓp(Zd) ≤ C2

s− dp

(j−j′)2−

d
2+γ

(j′−j)
1+ (j′ − j)2

k

k′
dj′,k′,u
1+ ρu

Djk− 2(j−j′)uDj′k′
d+γ
p1/p
≤ C2

s− dp

(j−j′)2−

d
2+γ

(j′−j)
1+ (j′ − j)2 Np(A2j−j′ )

k′∈Zd
dj′,k′,up1/p ,
where the matrix A2j−j′ is defined by (58) with r = 2j−j
′
. Applying Lemma 8, there exist constants C > 0 and 0 < β < d+γ
such that
Np(A2j−j′ ) ≤ C2−(j−j
′) β
p′ ≤ C2(j′−j)
d+γ
p′ .
Hence
αj,j′,k,uk∈Zdℓp(Zd) ≤ C2−

s− d2+ γp

(j′−j)
1+ (j′ − j)2

k′∈Zd
dj′,k′,up1/p = Caj′−j bj′ ,
where aj = 2
−(s− d2+
γ
p )j
1+j2 if j ≥ 0 and 0 else, and bj =

k′∈Zd
dj,k′,up1/p. Therefore
k∈Zd
yj,k,up1/p ≤ C
j′∈Z
aj′−j bj′ .
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Hypothesis s − d2 + γp ≥ 0 implies that (aj)j∈Z ∈ ℓinf{q,1}(Z). Moreover (bj)j∈Z ∈ ℓq(Z) and ∥(bj)j∈Z∥ℓq(Z) is equivalent to
∥f ∥B˙s,up,q(Rd). From the embedding ℓq ∗ ℓinf{q,1} ⊂ ℓq,
j∈Z

k∈Zd
yj,k,upq/p
1/q ≤ C∥f ∥B˙s,up,q(Rd).
We will now argue similarly for zj,k,u. Note that
k∈Zd
zj,k,up1/p ≤
j′∈Z
βj,j′,k,ukℓp(Zd)
and for all j′ < j,
βj,j′,k,ukℓp(Zd) ≤ C2

s− dp

(j−j′)2−

d
2+γ

(j−j′)
(1+ (j− j′)2)

k

k′
dj′,k′,u
1+ ρu

2(j′−j)uDjk− Dj′k′
d+γ
p1/p
≤ C2

s− dp

(j−j′)2−

d
2+γ

(j−j′)
1+ (j− j′)2 Np

B2j′−j
 
k′∈Zd
dj′,k′,up1/p ,
where B2j′−j is the transposed matrix of A2j′−j . But Lemma 8 implies that there exist constants C > 0 and 0 < β < d + γ
such that
Np

B2j′−j
 = Np′ A2j′−j ≤ C2−(j′−j) βp ≤ C2−(j′−j) d+γp .
Thus
βj,j′,k,uk∈Zdℓp(Zd) ≤ C2

d
2+ γp′ −s

(j′−j)
1+ (j′ − j)2

k′∈Zd
dj′,k′,up1/p = Ca′j′−j bj′ ,
where a′j = 2
( d2+
γ
p′ −s)j
1+j2 if j < 0 and 0 else, and bj as above.
Since d2 + γp′ − s ≥ 0 then (a′j)j∈Z ∈ ℓinf{q,1}(Z). We obtain by the previous arguments that
j∈Z

k∈Zd
zj,k,upq/p
1/q ≤ C∥f ∥B˙s,up,q(Rd).
Hence we have the same estimation for xj,k,u = yj,k,u + zj,k,u.
Step 2. Suppose now that 0 < p < 1. Since ∥ · ∥ℓp(Z) is a quasi-norm then
k∈Zd
yj,k,up1/p ≤ C
j′∈Z
αj,j′,k,ukℓp(Zd) .
Furthermore by inequality (21), we obtain for all j′ ≥ j
αj,j′,k,ukℓp(Zd) ≤ C2

s− dp

(j−j′) 2−

d
2+γ

(j′−j)
1+ (j′ − j)2

k

k′
dj′,k′,u
1+ ρu

Djk− 2(j−j′)uDj′k′
d+γ
p1/p
≤ C2

s− dp

(j−j′)2−

d
2+γ

(j′−j)
1+ (j′ − j)2

k′
dj′,k′,up
k

1+ ρu

Djk− 2(j−j′)uDj′k′
−(d+γ )p1/p
.
Inequality (54), for α = (d+ γ )p, t = 1 and x = 2(j−j′)uDj′k′ implies that
αj,j′,k,uk∈Zdℓp(Zd) ≤ C2−

s− dp+ d2+γ

(j′−j)
1+ (j′ − j)2

k′∈Zd
dj′,k′,up1/p .
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Since s − dp + d2 + γ ≥ 0 the sequence given by 2
−(s− dp+ d2+γ )j
1+j2 if j ≥ 0 and 0 if not, belongs to ℓinf{q,1}(Z). As previously, we
deduce that
j∈Z

k∈Zd
yj,k,upq/p
1/q <∞.
We have also the same estimation for zj,k,u. Indeed, applying (21),
βj,j′,k,uk∈Zdℓp(Zd) is estimated by
C2

s− dp

(j−j′)2−

d
2+γ

(j−j′)
1+ (j− j′)2

k′∈Zd
dj′,k′,up
k∈Zd

1+ ρu

2(j
′−j)uDjk− Dj′k′
−(d+γ )p1/p
.
From (54) with α = (d+ γ )p, t = 2j′−j and x = Dj′k′ where j′ < j, there exist C > 0 and 0 < β < (d+ γ )p such that
k∈Zd

1+ ρu

2(j
′−j)uDjk− Dj′k′
−(d+γ )p ≤ C2−(j′−j)β ≤ C2(j−j′)(d+γ )p.
Then
βj,j′,k,uk∈Zdℓp(Zd) ≤ C2

s− dp+ d2

(j−j′)
1+ (j− j′)2

k′∈Zd
dj′,k′,up1/p .
Since s − dp + d2 ≤ 0 then the sequence given by 2
(s− dp+ d2 )j
1+j2 if j > 0 and 0 else, belongs to ℓ
inf{q,1}(Z). This achieves the
proof. 
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