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Abstract
Inverse problems arise in a variety of imaging applications including computed
tomography, non-destructive testing, and remote sensing. The characteristic fea-
tures of inverse problems are the non-uniqueness and instability of their solu-
tions. Therefore, any reasonable solution method requires the use of regulariza-
tion tools that select specic solutions and at the same time stabilize the inversion
process. Recently, data-driven methods using deep learning techniques and neu-
ral networks demonstrated to signicantly outperform classical solution methods
for inverse problems. In this chapter, we give an overview of inverse problems and
demonstrate the necessity of regularization concepts for their solution. We show
that neural networks can be used for the data-driven solution of inverse problems
and review existing deep learning methods for inverse problems. In particular, we
view these deep learning methods from the perspective of regularization theory,
the mathematical foundation of stable solution methods for inverse problems. This
chapter is more than just a review as many of the presented theoretical results ex-
tend existing ones.
Keywords: Inverse problems, deep learning, neural networks, regularization theory,
ill-posedness, stability, theoretical foundation.
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1 Introduction
The solution of inverse problems arises in a variety of practically important applications
including medical imaging, computer vision, geophysics as well as many other branches
of pure and applied sciences. Inverse problems are most eciently formulated as an
estimation problem of the form
recover x∗ ∈ X from data y = A(x∗) + ξ ∈ Y . (1.1)
Here A : X → Y is a mapping between normed spaces, x∗ ∈ X is the true unknown
solution, y represents the given data, and ξ is an unknown data perturbation. In this
context, the application of the operator A is referred to as the forward operator or
forward problem, and solving (1.1) is the corresponding inverse problem. In the absence
of noise where ξ = 0 we refer to y = A(x∗) as exact data, and in the case where ξ 6= 0
we refer to y as noisy data.
Prime examples of inverse problems are image reconstruction problems, where the for-
ward operator describes the data generation process depending on the image recon-
struction modality. For example, in X-ray computed tomography (CT), the forward oper-
ator is the sampled Radon transform whereas in magnetic resonance imaging (MRI) the
forward operator is the sampled Fourier transform. Reconstructing the diagnostic image
from experimentally collected data amounts to solving an inverse problem of the form
(1.1). In these and other applications, the underlying forward operator is naturally for-
mulated between innite dimensional spaces, because the object to be reconstructed
2
is a function of a continuous spatial variable. Even though the numerical solution is
performed in a nite dimensional discretization, the mathematical properties of the
continuous formulation are crucial for understanding and improving image formation
algorithms.
1.1 Ill-posedness
The inherent character of inverse problems is their ill-posedness. This means that even
in the case of exact data, the solution of (1.1) is either not unique, not existent, or does
not stably depend on the given data. More formally, for an inverse problem at least one
of the following three unfavorable properties holds:
(I1) Non-uniqueness: For some x∗1 6= x∗2 ∈ X we have A(x∗1) = A(x∗2).
(I2) Non-existence: For some y ∈ Y, the equation A(x) = y has no solution.
(I3) Instability: Smallness of ‖A(x∗1)−A(x∗2)‖ does not imply smallness of ‖x∗1 − x∗2‖.
These conditions imply that the forward operator does not have a continuous inverse
which could be used to directly solve (1.1). Instead, regularization methods have to be
applied which result in stable methods for solving inverse problem.
Regularization methods approach the ill-posedness by two steps. Firstly, to address
non-uniqueness and non-existence issues (I1), (I2), one restricts the image and pre-
image space of the forward operator to sets M ⊆ X and ran(A) ⊆ Y such that the
restricted forward operator Ares : M → ran(A) becomes bijective. For any exact data,
the equation A(x) = y then has a unique solution inM which is given by the inverse of
the restricted forward operator applied to y. Secondly, in order to address the instability
issue (I3), one considers a family of continuous operators Bα : Y → X for α > 0 that
converge to A−1res in a suitable sense; see Section 2 for precise denitions.
Note that the choice of the setM is crucial as it represents the class of desired recon-
structions and acts as selection criteria for picking a particular solution of the given
inverse problem. A main challenge is that this class is actually unknown or at least it
cannot be described properly. For example, in CT for medical imaging, set of desired
solutions represents the set of all functions corresponding to spatially attenuation in-
side patients, a function class that is clearly challenging, if not impossible, to describe
in mathematical terms.
Variational regularization and variants [43] have been the most successful class of regu-
larization methods for solving inverse problems. Here,M is dened as solutions having
a small value of a certain regularization functional that can be interpreted as a mea-
sure for the deviation from desired solutions. Various regularization functionals have
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been analyzed for inverse problems, including Hilbert space norms [17], total variation
[1] and sparse `q-penalties [14, 21]. Such handcrafted regularization functionals have
limited complexity and are unlikely to accurately model complex signal classes arising
in applications such as medical imaging. On the other hand, their regularization eects
are well understood, ecient numerical algorithms have been developed for their real-
ization, they work reasonably well in practice, and they have been rigorously analyzed
mathematically.
1.2 Data-driven reconstruction
Recently data-driven methods based on neural networks and deep learning demon-
strated to signicantly outperform existing variational and iterative reconstruction al-
gorithms for solving inverse problems. The essential idea is to use neural networks to
dene a class (Rθ)θ∈Θ of reconstruction networks Rθ : Y→ X and to select the param-
eter vector θ ∈ Θ of the network in data-driven manner. The selection is based on a
set of training data (x1,y1), (x2,y2), . . . , (xN ,yN ) where xi ∈M are desired reconstruc-
tions and yi = A(x∗i ) + ξi ∈ Y are corresponding data. Even if the set M of desired
reconstructions is unknown, the available samples x1, . . . ,xN can be used to select the
particular reconstructionmethod. A typical selection strategy is tominimize a penalized
least squares functional having the form
θ∗ ∈ arg min
θ
{
1
N
N∑
i=1
∥∥xi −Rθ(yi)∥∥2 + P (θ)
}
. (1.2)
The nal neural network based reconstruction method is then given by Rθ∗ : Y→ X and
is such that in average it performs well on the given training data set.
Existing deep learning-based methods include post-processing networks [23, 27], null-
space networks [45, 46], variational networks [28], iterative networks [51, 2, 3], network
cascades [29, 44] and learned regularization functional [32, 34, 38]. We refer to the re-
view [6] for other data-driven reconstruction methods such as GANs [9, 35], dictionary
learning, deep basis pursuit [47] or deep image priors [48, 49, 15], that we do not touch
in this chapter. Post-processing networks and null-space networks are explicit, where
the reconstruction network is given explicitly and its parameters are trained to t the
given training data. Methods using learned regularizers are implicit and the reconstruc-
tion network Rθ(y) = arg min Tθ,y is dened by minimizing a properly trained Tikhonov
functional Tθ,y : X→ [0,∞]. Variational networks and iterative networks are in between,
where arg min Tθ,y is approximated via an iterative scheme using L steps.
Any reasonable method for solving an inverse problem, including all learned recon-
struction schemes, has to include some form of regularization. However, regulariza-
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tion may be imposed implicitly, even without noticing by the researcher developing
the algorithm. Partially, this is the case because discretization, early stopping, or other
techniques to numerically stabilizing an optimization algorithm at the same time has a
regularization eect on the underlying inverse problem. Needless to say, understanding
and analyzing where exactly the regularization eect comes from, will increase reliabil-
ity of any algorithm and allows its further improvement. In conclusion, any data-driven
reconstruction method has to include either explicitly or implicitly a form of regular-
ization. In this chapter, we will analyze the regularization properties of various deep
learning methods for solving inverse problems.
1.3 Outline
The outline of this chapter is as follows. In Section 2 we present the background of in-
verse problems and deep learning. In Section 3 we analyze direct neural network based
reconstructions whereas in Section 4 we study variational and iterative reconstruction
methods based on neural networks. The chapter concludes with a discussion and some
nal remarks given in Section 5. While the concepts presented in the subsequent sec-
tions are known, most of the presented results extend existing ones. Therefore, this
chapter is much more than just a review over existing results.
For the sake of clarity, in this chapter we only study linear inverse problems even several
results can be extended non-linear problems as well. We will provide remarks point-
ing to such results. Throughout, we allow an innite dimensional setting, because in
many applications the unknowns to be recovered as well as the data are most natu-
rally modeled as functions which lie in innite dimensional spaces X and Y. However,
everything said in this chapter applies to nite dimensional spaces as well. In limited
data problems, such as sparse view CT, the nite dimension of the data space Y is even
an intrinsic part of the forward model. Therefore, the reader not familiar with innite
dimensional vector space can think of X and Y as nite dimensional vector spaces each
equipped with a standard vector norm.
2 Preliminaries
In this section, we provide necessary background on linear inverse problems, their reg-
ularization and their solution with neural networks.
Throughout the following, X and Y are Banach spaces. We study solving inverse prob-
lems of the form (1.1) in a deterministic setting with a bounded linear forward operator
A : X→ Y. Hence we aim for estimating the unknown signal x∗ ∈ X from the available
data y = A(x∗) + ξ, where ξ ∈ Y is the noise that is assumed to satisfy an estimate
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of the form ‖ξ‖ ≤ δ. Here δ ≥ 0 is called the noise level and in the case δ = 0 we call
y = A(x∗) the exact data.
2.1 Right inverses
As we have explained in the introduction, the main feature of inverse problems is their
ill-posedness. Regularization methods approach the ill-posedness by two steps. In the
rst step, they address (I1) and (I2) by restricting the image and the pre-image spaces
which gives a certain right inverse dened on ran(A). In order to address the instability
issue (I3), regularization methods are applied for stabilization. We rst consider right
inverse and their instability, and consider the regularization in the following subsection.
Denition 2.1 (Right inverse). A possibly non-linear mapping B : ran(A) ⊆ Y → X is
called right inverse of A if A(B(y)) = y for all y ∈ ran(A).
Clearly, a right inverse always exists because for any y ∈ ran(A) there exists an element
By := x such that Ax = y. However, in general no continuous right inverse exists. More
precisely, we have the following result (compare [36]).
Proposition 2.2 (Continuous right inverses). Let B : ran(A) → X be a continuous right
inverse. Then ran(A) is closed.
Proof. By continuity, B can be extended in a unique way to a mapping H : ran(A)→ X.
Let xn ∈ ran(A) with x = limn→∞ xn ∈ ran(A). The continuity of H and A implies
A ◦H = Id
ran(A)
. Therefore ran(A) = ran(A ◦H) ⊆ ran(A) ⊆ ran(A) which shows that
ran(A) is closed.
Proposition 2.2 implies that whenever ran(A) is non-closed, then A does not have a
continuous right inverse.
The next question we study is the existence of a linear right inverse. For that purpose
recall that a mapping P : X→ X is called projection if P2 = P. If P is a linear bounded
projection, then ran(P) and ker(P) are closed subspaces and X = ran(P)⊕ ker(P).
Denition 2.3 (Complemented subspace). A closed subspace V of X is called comple-
mented in X, if there exists a bounded linear projection P with ran(P) = V
A closed subspace V ⊆ X is complemented if and only if there is another closed sub-
space U ⊆ X with X = U⊕V. In a Hilbert space, any closed subspace is complemented,
and X = V⊥ ⊕ V with the orthogonal complement V⊥ := {u ∈ X | ∀v ∈ V : 〈u, v〉 = 0}.
However, as shown in [33], in every Banach space that is not isomorphic to a Hilbert
space there exist closed subspaces which are not complemented.
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Proposition 2.4 (Linear right inverses).
(a) A has a linear right inverse if and only if ker(A) is complemented.
(b) A linear right inverse is continuous if and only ran(A) is closed.
Proof. (a) First suppose that A has a linear right inverse B : ran(A)→ X. For any x ∈ X
we have (B◦A)2(x) = B◦ (A◦B)(A(x)) = (B◦A)(x). Hence B◦A is a linear bounded
projection. This implies the topological decomposition X = ran(B◦A)⊕ker(B◦A) with
closed subspaces ran(B ◦A) and ker(B ◦A). It holds ker(B ◦A) ⊇ ker(A) = ker(A ◦B ◦
A) ⊇ ran(B ◦A) which shows that ker(A) = ran(B ◦A) is complemented. Conversely
let ker(A) be complemented and write X = X1 ⊕ ker(A). Then Ares : X1 → ran(A) is
bijective and therefore has a linear inverse A−1res dening a right inverse for A.
(b) For any continuous right inverse, ran(A) is closed according to Proposition 2.2. Con-
versely, let B : ran(A) → X. be linear right inverse and ran(A) closed. In particular,
ker(A) is complemented and we can write X = X1 ⊕ ker(A). The restricted mapping
Ares : X1 → ran(A) is bijective therefore bounded according to the bounded inverse
theorem. This implies that B is bounded, too.
In a Hilbert spaceX the kernel ker(A) of a bounded linear operator is complemented, as
any other closed subspace of X. Therefore, according to Proposition 2.4, any bounded
linear operator dened on a Hilbert space has a linear right inverse. However, in a
general Banach space this is not the case, as the following example shows.
Example 2.5 (Bounded linear operator without linear right inverse). Consider the set
c0(N) of all sequences converging to zero as a subspace of the space `∞(N) of all bounded
sequences x : N→ R with the supremum norm ‖x‖∞ := supn∈N|x(n)|. Note that c0(N) ⊆
`∞(N) is a classic example for a closed subspace that is not complemented in a Banach
space, as rst shown in [39]. Now consider the quotient spaceY = `
∞(N)upslopec0(N) where el-
ements in `∞(N) are identied if their dierence is contained in c0(N). Then the quotient
map A : `∞(N) → Y : x 7→ [x] is clearly linear, bounded, and onto with ker(A) = c0(N).
It is clear that a right inverse of A exists which can be constructed by simply choosing
any representative in [x]. However, because c0(N) is not complemented, the kernel of A
is not complemented and according to Proposition 2.4 no linear right inverse of A exists.
At rst glance it might be surprising that bounded linear forward operators do not al-
ways have linear right inverses. However, following Example 2.5 one constructs bounded
linear operators without linear right inverses for every Banach space that is not isomor-
phic to a Hilbert space. This in particular includes the function spaces Lp(Ω) with p 6= 2,
where inverse problems are often formulated on.
Proposition 2.6 (Right inverses in Hilbert spaces). LetX be aHilbert space and letPker(A) : X→
X denote the orthogonal projection onto ker(A).
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(a) A has a unique linear right inverse A† : ran(A)→ X with A ◦A† = Id−Pker(A).
(b) ∀y ∈ ran(A) : A†(y) = arg min {‖x‖ | A(x) = y}.
(c) A† is continuous if and only if ran(A) is closed.
(d) If ran(A) is non-closed, then any right inverse is discontinuous.
Proof. In a Hilbert space the orthogonal complement ker(A)⊥ denes a complement
of ker(A) and therefore (a), (c), (d) follow from Propositions 2.2 and 2.4. Item (b) holds
because any solution of the equation A(x) = y has the form x = x1 + x2 ∈ ker(A)⊥ ⊕
ker(A) and we have ‖x‖2 = ‖x1‖2 + ‖x2‖2 according to Pythagoras theorem.
In the case thatX andY are bothHilbert spaces there is a unique extensionA† : ran(A)⊕
ran(A)⊥ → X such that A†(y1 ⊕ y2) = A†(y1) for all y1 ⊕ y2 ∈ ran(A) ⊕ ran(A)⊥. The
operator A† is referred to as the Moore-Penrose inverse of A. For more background on
generalized in inverses in Hilbert and Banach spaces see [36].
2.2 Regularization methods
Let B : ran(A) ⊆ Y→ X be a right inverse of A, setM := ran(B) and supposeM∗ ⊆M.
Moreover, let D : Y × Y → [0,∞] be some functional measuring closeness in the data
space. The standard choice is the squared norm distance dY(y,yδ) = ‖y−yδ‖ but also
other choices will be considered in this chapter.
Denition 2.7 (Regularization method). A function R : (0,∞)× Y→ X with
∀x ∈M∗ : lim
δ→0
sup
{
‖x−R(δ,yδ)‖ | yδ ∈ Y ∧ D(A(x),yδ) ≤ δ
}
= 0 . (2.1)
is called (convergent) regularization method for (1.1) on the signal class M∗ ⊆ M with
respect to the similarity measure D. We also write (Rδ)δ>0 instead of R.
The following lemma gives a useful guideline for creating regularization methods based
on point-wise approximations of B.
Proposition 2.8 (Point-wise approximations are regularizations). Let (Bα)α>0 be a family
of continuous operators Bα : Y → X that converge uniformly to B on A(M∗) as α → 0.
Then, there is a function α0 : (0,∞)→ (0,∞) such that
R : (0,∞)× Y→ X : (δ,yδ) 7→ R(δ,yδ) := Bα0(δ)(yδ) (2.2)
is a regularization method for (1.1) on the signal class M∗ with respect to the similarity
measure dY. One calls α0 an a-prior parameter choice over the setM∗.
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Proof. For any  > 0 choose α() such ‖Bα()(y) − x‖ ≤ /2 for all x ∈ M∗. . Moreover,
choose τ() such that for all z ∈ Y with ‖y − z‖ ≤ τ() we have ‖Bα()(y)−Bα()(z)‖ ≤
/2. Without loss of generality we can assume that τ() is strictly increasing and contin-
uous with τ(0+) = 0. We dene α0 := α ◦ τ−1. Then, for every δ > 0 and ‖y − yδ‖ ≤ δ,
‖Bα0(δ)(yδ)− x‖ ≤ ‖Bα0(δ)(y)− x‖+ ‖Bα0(δ)(y)−Bα0(δ)(yδ)‖
= ‖Bα◦τ−1(δ)(y)− x‖+ ‖Bα◦τ−1(δ)(y)−Bα◦τ−1(δ)(yδ)‖
≤ τ−1(δ)/2 + τ−1(δ)/2 = τ−1(δ) .
Because τ−1(δ)→ 0 as δ → 0 this completes the proof.
A popular class of regularizationmethods is convex variational regularization dened by
a convex functionalR : X→ [0,∞]. These methods approximate right inverses, given by
theR-minimizing solutions of A(x) = y. Such solutions are elements in arg min{R(x) |
x ∈ X ∧A(x) = y}. Note that an R-minimizing solution exists whenever X is reexive,
R is coercive and weakly lower semi-continuous, and the equation A(x) = y has at
least one solution in the domain of R. Moreover, R-minimizing solution are unique if
R is strictly convex. In this case this immediately denes a right inverse for A. Convex
variational regularization is dened by minimizing the Tikhonov functional Tyδ,α : X →
[0,∞] : x 7→ D(A(x),yδ) + αR(x) for data yδ ∈ Y and regularization parameter α >
0. In Section 4 we will study a more general form including non-convex regularizers
dened by a neural network. At his point, we only state one result on convex variational
regularization.
Theorem 2.9 (Tikhonov regularization in Banach spaces). Let X be reexive, strictly con-
vex and p, q > 1. Moreover, suppose that X satises the Radon–Riesz property; that is,
for any sequence (xk)k∈N ∈ XN the weak convergence xk ⇀ x ∈ X together with the
convergence in the norm ‖xk‖ → ‖x‖ implies limk→∞ xk = x in the norm topology. Then
the following holds:
(a) A† : ran(A)→ X : y 7→ arg min {‖x‖ | x ∈ X ∧A(x) = y} is well-dened.
(b) For allα > 0 themappingBα : Y→ X : yδ 7→ arg min {‖A(x)− yδ‖p + ‖x‖q | x ∈ X}
is well dened and continuous.
(c) For any α0 : (0,∞)→ (0,∞) with α0 → 0 and δp/α0(δ)→ 0 as δ → 0, the mapping
dened by (2.2) and (b) is a regularization method for (1.1) on A†(X) with respect
to the norm distance dX
Proof. See [26, 43].
In the Hilbert space setting, the mapping A† dened In Theorem 2.9 is given by the
Moore-Penrose inverse, see Proposition 2.6 and the text below this Proposition.
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2.3 Deep learning
In this subsection, we give a brief review of neural networks and deep learning. Deep
learning can be characterized as the eld where deep neural networks are used to solve
various learning problems [31, 20]. Several such methods recently appeared as a new
paradigm for solving inverse problems. In deep learning literature, neural networks
are often formulated in a nite dimensional setting. To allow a unied treatment we
consider here a general setting including the nite dimensional as well as the innite
dimensional setting.
Problem 2.10 (The Supervised learning problem). Suppose the aim is to nd an unknown
function Φ : Y → X between two Banach spaces. Similar to classical regression, we are
given data (yi,xi) ∈ Y × X with Φ(yi) ' xi for i = 1, . . . , N . From this data, we aim
to estimate the function Φ. For that purpose one chooses a certain class (Φθ)θ∈Θ of
functions Φθ : Y→ X and denes Φ := Φθ∗ where θ∗ minimizes the penalized empirical
risk functional
RN : Θ→ [0,∞] : θ 7→ 1
N
N∑
i=1
L(Φθ(yi),xi) + P (θ) . (2.3)
Here L : X× X→ R is the so called loss function which is a measure for the error made
by the function Φθ on the training examples, and P is a penalty that prevents overtting
of the network and also stabilizes the training process.
Both, the numerical minimization of the functional (2.3) and investigating properties
of θ∗ as N → ∞ are of interest in its own [19, 13], but not subject of our analysis.
Instead, most theory in this chapter is developed under the assumption of suitable
trained prediction functions.
Denition 2.11 (Neural network). LetΘ be a parameter set andH`,θ : X0×· · ·×X`−1 → X`,
for ` = 1, . . . , L and θ ∈ Θ, be mappings between Banach spaces with X0 = Y and
XL = X. We call a family (Φθ)θ∈Θ of recursively dened mappings
Φθ := aL,θ : Y→ X where ∀` ∈ {1, . . . , L} : a`,θ = H`,θ(Id, a1,θ, . . . , a`−1,θ) (2.4)
a neural network. In that context, X1, . . . ,XL−1 are called the hidden spaces. We refer
to the individual members Φθ of a neural network as neural network functions.
A neural network in nite dimension can be seen as discretization of (Φθ)θ∈Θ where Y
and X are discretized using any standard discretization approach.
Example 2.12 (Layered neural network). As a typical example for a neural network con-
sider a layered neural network (Φθ)θ∈Θ with L layers between nite dimensional spaces.
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In this case, each network function has the form Φθ : Rp → Rq : y 7→ (σL ◦ VθL) ◦ · · · ◦
(σ1 ◦ Vθ1 )(y), where Vθ` : Rd(`−1) → Rd(`) are ane mappings and σ` : Rd(`) → Rd(`) are
nonlinear mappings with d(0) = p and d(L) = q. The notion indicates that the ane
mappings depend on the parameters θ ∈ Θ while the nonlinear mappings are taken
xed. Although this is standard in neural networks, modications where the nonlineari-
ties contain trainable parameters have been proposed [4, 40]. The ane parts Vθ` which
are the learned parts in the neural network can be represented by a d(`)×d(`−1) matrix
for the linear part and a vector of size 1× d(`) for the translation part.
In standard neural networks, the entries of the matrix and the bias vector are taken as
independent parameters. For typical inverse problems where the dimensions p and q
are large, learning all these numbers is challenging and perhaps impossible task. For
example, the matrix describing the linear part of a layer mapping a 200 × 200 image
to an image of the same size already contains 1.6 billion parameters. Learning these
parameters from data seems challenging. Recent neural networks and in particular
convolutional neural networks (CNNs) use the concepts of sparsity and weight sharing
to signicantly reduce the number of parameters to be learned.
Example 2.13 (CNNs using sparsity and weight sharing). In order to reduce the number
of free parameter between a linear mapping between images, say of sizes q = n × n
and p = n × n, CNNs implement sparsity and weight sharing via convolution opera-
tors. In fact, a convolution operation K : Rn×n → Rn×n with kernel size k × k is repre-
sented by k2 numbers which clearly enormously reduces the number n4 of parameters
required to represent a general linear mapping on Rn×n. To enrich the expressive power
of the neural network, actual CNN architectures use multiple-input multiple-output con-
volutions K : Rn×n×c → Rn×n×d which uses one convolution kernel for each pair in
{1, . . . , c} × {1, . . . , d} formed between each input channel and each output channel.
This now increases the number of learnable parameters to cdk2 but overall the number
of parameters remains much smaller than for a full dense layer between large images.
Moreover, the use of multiple-input multiple-output convolutions in combination with
typical nonlinearities introduces a exible and complex structure which demonstrated
to give state of the art results in various imaging tasks.
3 Regularizing networks
Throughout this section let A : X → Y be a linear forward operator between Banach
spaces and B : ran(A) → X a linear right inverse with U := ran(B). In particular, the
kernel of A is complemented and we can write X = U ⊕ ker(A). The results in this
section generalize the methods and some of the results of [45] from the Hilbert case to
the Banach space case.
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3.1 Null-space networks
The idea of post-processing networks is to improve a given right inverse by applying a
network. Standard networks however will destroy data consistency of the initial recon-
struction. Null space networks are the natural class of neural networks restoring data
consistency.
Denition 3.1 (Null space network). We call the family (IdX +Pker(A)◦Nθ)θ∈Θ a null space
network if (Nθ)θ∈Θ is any network of Lipschitz continuous functions Nθ : X→ X. We will
also refer to individual functions Φθ = IdX +Pker(A) ◦Nθ as null space networks.
Any null space network Φθ = IdX +Pker(A) ◦Nθ preserves data consistency in the sense
that A(x) = y implies A(Φθ(x)) = y, which can be seen from
A ◦ (IdX +Pker(A) ◦Nθ)(x) = A(x) + A ◦Pker(A) ◦Nθ(x) = y . (3.1)
A standard residual network IdX +Nθ often used as post processing network in general
does not satisfy this property (3.1).
Figure 3.1: Residual network Id +Nθ (left) versus null space network Id +Pker(A) ◦ Nθ
(right). The dierence between the two architectures is the projection layer Pker(A) in
the null space network after the last weight layer.
Remark 3.2 (Computation of the projection layer). A main ingredient in the null-space
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network is the computation of the projection layer Pker(A). In some cases, it can be com-
puted explicitly. For example, if A = SI ◦ F is the subsampled Fourier transform, then
Pker(A) = F
∗ ◦ SI ◦ F. For a general forward operator between Hilbert spaces the pro-
jection Pker(A)z can be implemented via standard methods for solving linear equation.
For example, using the starting value z and solving the equation A(x) = 0 with the CG
(conjugate gradient) method for the normal equation or Landwebers methods gives a
sequence that converges to the projection Pker(A)z = arg min {‖x− z‖ | A(x) = 0}.
An example comparing a standard residual network IdX +Nθ and a null space network
Id +Pker(A) ◦Nθ both with two weight layers are shown in Figure 3.1.
Proposition 3.3 (Right inverses dened by null space networks). Let B : Y → X be a
given linear right inverse and Φθ = IdX +Pker(A) ◦Nθ be a null space network. Then the
composition
Φθ ◦B : ran(A)→ X : y 7→ (IdX +Pker(A) ◦Nθ)(By) (3.2)
is right inverse of A. Moreover, the following assertions are equivalent:
(i) Φθ ◦B is continuous
(ii) B is continuous
(iii) ran(A) is closed.
Proof. Because B is a right inverse we have (A ◦B)(x) = y for all y ∈ ran(A). Hence,
the data consistence property (3.1) implies A(((IdX +Pker(A) ◦Nθ)◦B)(x)) = y, showing
that Φθ ◦ B is a right inverse of A. The implication (i) ⇒ (ii) follows from the identity
PU ◦Φθ ◦B = B and the continuity of the projection. The implication (ii)⇒ (iii) follows
from the continuity of Φθ. Finally, the equivalence (ii) ⇔ (iii) has been established in
Proposition 2.4.
A benet of non-linear right inverses dened by null space networks is that they can be
adjusted to a given image class. A possible network training is given as follows
Remark 3.4 (Possible training strategy). The null space network Φθ = Id +Pker(A) ◦Nθ
can be trained to map elements inM to the elements from the desired class of images.
For that purpose, select training data pairs (x1, z1), . . . , (xN , zN ) with zi = B◦A(xi) and
minimize the regularized empirical risk,
RN : Θ→ [0,∞] : θ 7→ 1
N
N∑
n=1
‖xi −Φθ(zi)‖2 + ‖θ‖22 . (3.3)
Note that for our analysis it not required that (3.3) is exactly minimized. Any null space
network Φθ where
∑N
n=1 ‖xi − Φθ(zi)‖2 is small yields right inverse ΦθB does a better
job in estimating xn from data Axn than the original right inverse B.
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Proposition 3.3 implies that the solution of ill-posed problems by null space networks
requires the use of stabilization methods similar to the case of classical methods. In
the following subsection, we show that a the combination of null-space network with
a regularization of B in fact yields a regularization method on a signal class related to
the null-space network.
3.2 Convergence analysis
Throughout the following, let Φθ = Id +Pker(A) ◦Nθ be null-space network and (Rδ)δ>0
be a regularizationmethod for (1.1) on the signal classU∗ ⊆ Uwith respect to the similar-
ity measure D as introduced in Denition 2.7. As as illustrated in Figure 3.2, we consider
the family (Φθ◦Rδ)δ>0 of compositions of the regularizationmethod with the null space
network.
U∗ ⊆ ran(B)
ker(A)M∗ = Φθ(U∗)
Rδ(y)
(Φθ ◦Rδ)(y)
Figure 3.2: Linear Regularization (Rδ)δ>0 combined with a null space network Φθ =
Id +Pker(A) ◦Nθ. We start with a linear regularization Rδy and the nullspace network
Φθ = Id +Pker(A) ◦Nθ adds missing parts along the null space ker(A).
Theorem 3.5 (Regularizing null-space network). For a given null-space network Φθ =
Id +Pker(A) ◦Nθ and a given regularization method (Rδ)δ>0 on the signal class U∗, the
family (Φθ ◦ Rδ)δ>0 is regularization method for (1.1) on the signal class Φθ(U∗) with
respect to the similarity measure D. We call (Φθ ◦Rδ)δ>0 a regularizing null-space net-
work.
Proof. Let L be a Lipschitz constant of Φθ and recall Φθ = Id +Pker(A) ◦ Nθ. For any
x ∈ Φθ(U∗) and yδ ∈ Y we have
‖x−Φθ ◦Rδ(yδ)‖ = ‖(Id +Pker(A) ◦Nθ)(B ◦A(x))− (Id +Pker(A) ◦Nθ)(Rδ(yδ))‖
≤ L‖(B ◦A)(x)−Rδ(yδ)‖ .
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Here we have uses the identity x = (Id +Pker(A) ◦ Nθ)((B ◦ A)(x)) for x ∈ ran(Φθ).
Consequently
sup {‖x− (Φθ ◦Rδ)(yδ)‖ | yδ ∈ Y ∧ D(yδ, y) ≤ δ}
≤ L sup {‖(B ◦A)(x)−Rδ(yδ)‖ | yδ ∈ Y ∧ D(yδ, y) ≤ δ} → 0 .
In particular, (Φθ ◦ Rδ)δ>0 is regularization method for (1.1) on Φθ(U∗) with respect to
the similarity measure D
In Hilbert spaces a wide class of regularizing reconstruction networks can be dened
by regularizing lters.
Example 3.6 (Regularizations dened by lters). Let X and Y be Hilbert spaces. A family
(gα)α>0 of functions gα : [0, ‖A∗ ◦A‖]→ R is called a regularizing lter if it satises
 For all α > 0, gα is piecewise continuous;
 ∃C > 0: sup {|λgα(λ)| | α > 0 ∧ λ ∈ [0, ‖A∗ ◦A‖]} ≤ C .
 ∀λ ∈ (0, ‖A∗ ◦A‖] : limα→0 gα(λ) = 1/λ.
For a given regularizing lter (gα)α>0 dene Bα := gα(A∗ ◦A)A∗. Then for a suit-
able parameter choice α = α(δ,y) the family (Bα(δ, · ))δ>0 is a regularization method on
ran(A†). Therefore, according to Theorem 3.5, the family (Φθ ◦Bα(δ, · ))δ>0 is a regulariza-
tion method on Φθ(ran(A†)). Note that in this setting one can derive derive quantitative
error estimates (convergence rates); we the refer the interested reader to the original
paper [45].
3.3 Extensions
The regularizing null-space networks dened in Theorem 3.5 are of the form Φθ ◦ Rδ
where Rδ is a classical regularization and Φθ only acts in null space of A. In order to
better accounts for noise, it is benecial allowing the networks to modify Rδ also on
the complement U.
Denition 3.7 (Regularizing family of networks). Let (Rδ)δ>0 be a regularization method
for (1.1) on the signal classU∗ ⊆ Uwith respect to the similaritymeasureD as introduced
in Denition 2.7. A family (Φθ(δ) ◦ Rδ)δ>0 is called regularizing family of networks if
(Φθ)θ∈Θ is a neural network such that the network functions Φθ(δ) : X → X, for δ > 0,
are uniformly Lipschitz continuous and
∀z ∈ ran(B) : lim
δ→0
Φθ(δ)(Rδ ◦A(z)) = N(z) ,
for some null-space network N.
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Regularizing families of networks have been introduced in [46] where it has been shown
that a regularizing family of networks denes a regularization method together with
convergence rates. Moreover, an example in the form of a data-driven extension of trun-
cated SVD regularization has been given. In a nite dimensional setting, related exten-
sion of null-space networks named deep decomposition learning has been introduced
in [12]. A combination of null-space learning with shearlet reconstruction for limited
angle tomography has been introduced in [11]. In [16], a neural network based projec-
tion approach based on approximate data consistency sets has been studied. Relaxed
versions of null-space networks, where approximate data consistency is incorporated
via a condence region or a soft penalty are proposed in [25, 30]. Finally, extensions of
the null-space approach to non-linear problems are studied in [8].
4 The NETT approach
Let us recall that convex variational regularization of the inverse problem (1.1) consists
in minimizing the generalized Tikhonov functional D(A(x),yδ) + αR(x), where R is a
convex functional and D a similarity measure (see Section 2.2). The regularization term
R is traditionally a semi-norm dened on a dense subspace of X. In this section, we
will extend this setup by using deep learning techniques with learned regularization
functionals.
4.1 Learned regularization functionals
We assume that the regularizer takes the form
∀x ∈ X : R(x) = Rθ(x) := ψθ(Φθ(x)) . (4.1)
Here ψθ : Ξ → [0,∞] is a scalar functional and Φθ( · ) : X → Ξ a neural network where
θ ∈ Θ, for some vector space Θ containing free parameters that can be adjusted by
available training data. From the representation learning point of view [7], Φθ(x) can be
interpreted as a learned representation of x. It could be constructed in such a way that
ψθ ◦Φθ is minimal for a low dimensional manifold where the true signals x are clustered
around. Finding such manifold for biomedical images has been an active research topic
on manifold learning [18, 50]. Deep learning has also been used for this purpose [10].
A learned regularizer Rθ = ψθ ◦ Φθ reects the statistics of the signal space, which
penalizes those who deviate from the data manifold.
The similarity measure is taken asDθ : C×C→ [0,∞], where C is a conic closed subset
in Y. It is not necessarily symmetric in its arguments. One may take Dθ(A(x),y) to
be common hard-coded consistency measure such as D(A(x),y) = ‖A(x)− y‖2 or the
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Kullback-Leibler divergence (which, among others, is used in emission tomography). On
the other hand, it can be a learned measure, dened via a neural network. A learned
consistency measure Dθ reects the statistics in the data (measurement) space. It can
learn to reduce uncertainty in the data measurement process, e.g. by identifying non-
functional transducers. It can also learn to reduce the error in the forward model [5].
Finally, it may encode the range description of the forward operator, which has not been
successfully exploited in inverse problems by traditionalmethods. In summary, it can be
said that learned consistency measures have potentially high impact in solving inverse
problems.
Using the neural network based learned regularizer (4.1) and a learned discrepancymea-
sure as discussed above, results in the following optimization problem
arg min
x∈D
Tθ(x) := Dθ(A(x),y) + αRθ(x) . (4.2)
Solving (4.2) can be seen as a neural networks-based variant of generalized Tikhonov
regularization for solving (1.1). Following [32] we therefore call (4.2) the network Tikhonov
(NETT) approach for solving inverse problems. Currently, there are twomain approaches
for integrating neural networks in the NETT approach (4.2): (T1) training the neural net-
works simultaneously with solving the optimization problem, and (T2) training the net-
work independently before solving the optimization problem.
Approach (T1) fuses the data with a solution method of the optimization problem (4.2).
The resulting neural networks, therefore, depend on the method to solve the optimiza-
tion. This approach enforces the neural networks to learn particular representations
that are useful for the chosen optimization technique. These representations will be
called solver-dependent. The biggest advantage of this end-to-end approach is to pro-
vide a direct and relatively fast solution x for given new data y. It is commonly realized
by unrolling an iterative process [6]. The resulting neural network is a cascade of rel-
atively small neural networks, each of them is, possibly a variant of, those appearing
in the data consistency or regularization term. It is worth noting that the neural net-
work does not aim for representation learning. Each layer or block serves to move
the approximate solution closer to the exact solution. In contrast to typical iterative
methods, each block in a unrolled neural network can be dierent from others. This is
explained to speed up the convergence of the learned iterative method. The success of
this approach is an interesting phenomenon that needs further investigation. The use
of neural networks to implement and accelerate iterative methods to solve traditional
regularization methods has been intensively studied. We refer the reader to [6] and the
references contained therein.
The approach (T2) is more modular [32, 34] and results in smaller training problems and
is closer to the meaning of representation learning. The training of the regularizer may
17
or may not depend on the forward operator A. In the former case, the resulting rep-
resentation is called model-dependent while the latter is model-independent. Model-
dependent representation seems to be crucial in inverse problem for two reasons. The
rst reason is that it aligns with the inverse problem (and better serves any solution
approach). Secondly, in medical imaging applications, the training signals are often not
the ground truth signals. They are normally obtained with a reconstruction method
from high quality data. Therefore, while training the regularizer, one should also keep
in mind the reconstruction mechanism of the training data. A possible approach is to
rst train a baseline neural network to learn model-independent representation. Then
an additional block is added on top to train for model-dependent representation. This
has been shown in [37] to be a very ecient strategy.
Let us mention that approach (T1) has richer literature than (T2), but less (convergence)
analysis. In this section, we focus more on (T2), where we establish the convergence
analysis and convergence rate in Section 4.2. This is an extension of our works [22, 37].
In Section 4.3, we review a few existingmethods that aremost relevant to our discussion,
including some works in approach (T1). We also propose INDIE, which can be regarded
as an operator inversion-free variant of the MODL technique [3] and can make better
use of parallel computation.
4.2 Convergence analysis
Analysis for regularization with neural networks has been studied in [32] and [22]. In
this section, we further investigate the issue. To this end, we consider the approach (T2),
where the neural networks are trained independently of the optimization problem (4.2).
That is, θ = θ∗ is already xed a-priori. For the sake of simplicity, we will drop θ from
the notation ofRθ andDθ. We focus on how the problem depends on the regularization
parameter α and noise level δ in the data. Such analysis in standard situations is well-
studied, see, e.g., [43]. However, we need to extend the analysis to more general cases
to accommodate the fact thatR comes from a neural network and is likely non-convex.
Let us make several assumptions on the regularizer and delity term.
Condition 4.1.
(A1) Network regularizer R: X→ [0,∞] satises
(a) 0 ∈ dom(R) := {x | R(x) <∞};
(b) R is lower semi-continuous;
(c) R( · ) is coercive, that is R(x)→∞ as ‖x‖ → ∞.
(A2) Data consistency term D: C×C→ [0,∞] satises
(a) dom(D(0, ·)) = C;
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(b) If D(y0,y1) <∞ and D(y1,y2) <∞ then D(y0,y2) <∞;
(c) D(y,y′) = 0 ⇐⇒ y = y′;
(d) D(y,y′) ≥ C‖y − y′‖2 holds in any bounded subset of dom(D);
(e) For any y, the function D(y, · ) is continuous and coercive on its domain;
(f) The functional (x,y) 7→ D(A(x),y) is sequentially lower semi-continuous in
the weak topology of X and strong topology of Y.
For (A1), the coercivity condition (c) is the most restrictive. However, it can be accom-
modated. One such regularizer is proposed in our recent work [22] as follows
R(x) = φ(E(x)) + β
2
‖x− (D ◦E)(x)‖22 . (4.3)
Here, D◦E : X→ X is an encoder-decoder network. The regularizerR is to enforce that
a reasonable solution x satises x ' (D ◦E)(x) and φ(E(x)) is small. The term φ(E(x))
implements learned prior knowledge, which is normally a sparsity measure in a non-
linear basis. The second term ‖x − (D ◦ E)(x)‖22 forces x to be close to data manifold
M. Their combination also guarantees the coercivity of the regularization functionalR.
Another choice for R was suggested in [32].
For (A2), C is a conic set in Y. For any y ∈ C, we dene dom(D(y, · )) = {y′ | D(y,y′) <
∞}. The data consistency conditions in (A2) are exible enough to be satised by a
few interesting cases. The rst example is that D(y,y′) = ‖y − y‖2, which is proba-
bly the most popular data consistency measure. Another case is the Kullback-Leibler
divergence, which reads as follows. Let Y = Rn and A : X→ Y is a bounded linear pos-
itive operator.1 Consider nonnegative cone C = {(y1, . . . ,yn) | ∀i : yi ≥ 0}. We dene
D : C×C→ [0,∞] by
D(y,y′) =
n∑
i=1
yi log
yi
y′i
+ y′i − yi.
It is straight forward to check that Condition (A2) is satised in this case. In particular,
item (d) has been veried in [41, Equation (13)].
To emphasize the fact that our data is the noisy version yδ of y, we rewrite (4.2) as
follows
arg min
x∈D
Tyδ,α(x) := D(A(x),yδ) + αR(x). (4.4)
Here, D is a weakly-closed conic set in X such that A(D) ⊆ C.
Theorem 4.2 (Well-posedness and convergence). Let Condition 4.1 be satised. Then the
following assertions hold true:
(a) Existence: For all y ∈ C and α > 0, there exists a minimizer of Tα;y in D.
1A is positive if: y ≥ 0⇒ Ay ≥ 0.
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(b) Stability: If yk → y, D(y,yk) <∞ and xk ∈ arg min Tα;yk , then weak accumulation
points of (xk)k∈N exist and are minimizers of Tα;y.
(c) Convergence: Let y ∈ ran(A) ∩ C and (yk)k∈N satisfy D(y,yk) ≤ δk for some
sequence (δk)k∈N ∈ (0,∞)N with δk → 0. Suppose xk ∈ arg minx Tyk,α(δk)(x), and
let the parameter choice α : (0,∞)→ (0,∞) satisfy
lim
δ→0
α(δ) = lim
δ→0
δ
α(δ)
= 0 . (4.5)
Then the following holds:
(1) All weak accumulation points of (xk)k∈N are R-minimizing solutions of the
equation A(x) = y;
(2) (xk)k∈N has at least one weak accumulation point x†;
(3) Every subsequence (xk(n))n∈N that weakly converges tox† satisesR(xk(n))→
R(x†);
(4) If the R-minimizing solution of A(x) = y is unique, then xk ⇀ x†.
Before starting the proof, we recall that x† is an R-minimizing solution of the equation
Ax = y if x† ∈ arg min {R(x) | x ∈ D ∧Ax = y}.
Proof. (a) Firstly, we observe that c := infx Ty,α(x) ≤ Ty,α(0) < ∞. Let (xk)k be a se-
quence such that Ty,α(xk) → c. There exists M > 0 such that Ty,α(xk) ≤ M , which
implies αR(xk) ≤ M . Since R is coercive, we obtain (xk)k is bounded. By passing into
a subsequence, xki ⇀ x∗ ∈ D. Due to the lower semi-continuity of Tα, · ( · ), we have
x∗ ∈ arg min Ty,α.
(b) Since xk ∈ arg min Ty,α, it holds Tyk,α(xk) ≤ Tyk,α(0) = D(0,yk) + αR(0). Thanks to
the continuity of D(0, · ) on C, (D(0,yk))k is a bounded sequence. Therefore, αR(xk) ≤
Tyk,α(xk) ≤M, for a constantM independent of k. SinceR is coercive, (xk)k is bounded
and hence has a weakly-convergent subsequence xki ⇀ x†.
Let us now prove that x† is a minimizer of Ty,α. Since Ty,α(x) is lower semi-continuous
in x and y,
lim inf
ki→∞
Tyki ,α(xki) ≥ Ty,α(x†). (4.6)
On the other hand, let x ∈ D be such that Ty,α(x) < ∞. We obtain D(A(x),y) < ∞
and R(x) < ∞. Condition (A2)(d) and D(y,yk) < ∞ give D(A(x),yk) < ∞. That is,
yk ∈ dom(D(A(x), ·). The continuity of D(A(x), ·) on its domain implies D(A(x),yk)→
D(A(x),y). Since xk is the minimizer of Tyk,α, Tyk,α(xk) ≤ Tyk,α(x). Taking the limit,
we obtain lim supk Tyk,α(xk) ≤ Ty,α(x). From (4.6), Ty,α(x†) ≤ Ty,α(x) for any x ∈ D. We
conclude that x† is a minimizer of Ty,α.
(c) We prove the properties item by item.
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(1) Since y ∈ R(A), we can pick be a solution x¯ of A(x) = y. We have
D(A(xk),yk) + αkR(xk) ≤ D(y,yk) + αkR(x¯) ≤ δk + αkR(x¯). (4.7)
Assume that x† is a weak accumulation point of xk, then
D(A(x†),y) ≤ lim
k→∞
inf D(A(xk),yk) ≤ lim
k→∞
inf(δk + αkR(x¯)) = 0.
Therefore, D(A(x†),y) = 0 or A(x†) = y. Moreover, R(xk) ≤ δk/αk +R(x¯), which
implies R(x†) ≤ lim infR(xk) ≤ R(x¯). Since this holds for all possible solution x¯
of A(x) = y, we conclude that x† is a R-minimizing solution of A(x) = y.
(2) Using again the inequality R(xk) ≤ δk/αk + R(x¯) and R is coercive, we obtain
{xk} is bounded. Therefore, {xk} has a weak accumulation point x†.
(3) Using (4.7) again for x¯ = x†, we obtain R(xk) ≤ δk/αk + R(x†), which gives
lim supkR(xk) ≤ R(x†). This together with the fact thatR is lower semi-continuous
gives R(xk(n))→ R(x†).
(4) The last conclusion follows straight forwardly from the above three.
Let us proceed to obtain some convergence results in the norm. Following [32], we
introduce the absolute Bregman distance.
Denition 4.3 (Absolute Bregman distance). Let F : D ⊆ X→ R be Gâteaux dierentiable
at x ∈ X. The absolute Bregman distance ∆F( · ,x) : D→ [0,∞] with respect to F at x is
dened by
∀x˜ ∈ X : ∆F(x˜,x) := |F(x˜)− F(x)− F′(x)(x˜− x)| . (4.8)
Here F′(x) denotes the Gâteaux derivative of F at x.
From Theorem 4.2 we can conclude convergence of xδα to the exact solution in the abso-
lute Bregman distance ∆R. Below we show that this implies strong convergence under
some additional assumption on the regularization functional. For this purpose, we de-
ne the concept of total non-linearity, which was introduce in [32].
Denition 4.4 (Total non-linearity). Let F : D ⊆ X → R be Gâteaux dierentiable at
x ∈ D. We dene themodulus of total non-linearity of F at x as νF(x, ·) : [0,∞)→ [0,∞],
∀t > 0: νF(x, t) := inf {∆F(x˜,x) | x˜ ∈ D ∧ ‖x˜− x‖ = t} . (4.9)
The function F is called totally non-linear at x if νF(x, t) > 0 for all t ∈ (0,∞).
The following result, due to [32], connects the convergence in absolute Bregman dis-
tance and in norm
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Proposition 4.5. For F : D ⊆ X→ R and and any x ∈ D, the followings are equivalent:
(i) The function F is totally nonlinear at at x;
(ii) ∀(xn): (limn→∞ BF(xn,x) = 0 ∧ (xn) bounded)⇒ limn→∞ ‖xn − x‖ = 0.
As a consequence, we have the following convergence result in the norm topology.
Theorem 4.6 (Strong Convergence). Assume that A(x) = y has a solution, let Rθ be
totally nonlinear at all Rθ-minimizing solutions of A(x) = y, and let (xk)k∈N, (yk)k∈N,
(αk)k∈N, (δk)k∈N be as in Theorem 4.2. Then there is a subsequence (xk(`))`∈N of (xk)k∈N
and an Rθ-minimizing solution x† of A(x) = y such that lim`→∞ ‖xk(`) − x†‖ = 0.
Moreover, if theRθ-minimizing solution of A(x) = y is unique, then x→ x† in the norm
topology.
We now focus on the convergence rate. To this end, we make the following assumptions.
following assumptions:
(B1) Y is a nite dimensional space;
(B2) R is coercive and weakly sequentially lower semi-continuous;
(B3) R is Lipschitz;
(B4) R is Gâteaux dierentiable.
The most restrictive condition in the above list is that A has nite-dimensional range.
However, this assumption holds true in practical applications such as sparse data to-
mography, which is a main focus of deep learning techniques for inverse problems. For
innite dimensional space result see [32].
We start our analysis with the following result.
Proposition 4.7. Let (B1)-(B4) be satised and assume that x† is an R-minimizing solu-
tion of A(x) = y. Then there exists a constant C > 0 such that
∀x ∈ X : ∆R(x,x†) ≤ R(x)−R(x†) + C‖A(x)−A(x†)‖ .
The proof follows [37]. We present it here for the sake of completeness.
Proof. Let us rst prove that for some constant γ ∈ (0,∞) it holds
∀x ∈ X : R(x†)−R(x) ≤ γ‖A(x†)−A(x)‖ . (4.10)
Indeed, let P be the orthogonal projection onto ker(A) and dene x0 = (x† −P(x†)) +
P(x). Then, we have A(x0) = A(x†) and x−x0 ∈ ker(A)⊥. Since the restricted operator
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A|ker(A)⊥ : ker(A)⊥ → Y is injective and has nite-dimensional range, it is bounded
from below by a constant γ0. Therefore,
‖A(x†)−A(x)‖ = ‖A(x0)−A(x)‖ = ‖A(x0 − x)‖ ≥ γ0‖x0 − x‖ . (4.11)
On the other hand, since x† is theR-minimizing solution ofA(x) = y andR is Lipschitz,
we haveR(x†)−R(x) ≤ R(x0)−R(x) ≤ L‖x0−x‖. Together with (4.11) we obtain (4.10).
Next we prove that there is a constant γ1 such that〈
R′(x†),x† − x
〉
≤ γ1‖A(x†)−A(x)‖ . (4.12)
Indeed, since x† is anR-minimizing solution ofA(x) = y, we obtain 〈R′(x†),x† − x0〉 ≤
0. Therefore,
〈
R′(x†),x† − x
〉
=
〈
R′(x†),x† − x0
〉
+
〈
R′(x†),x0 − x
〉
≤
〈
R′(x†),x0 − x
〉
≤ ‖R′(x†)‖‖x0 − x‖.
Using (4.11) again we obtain (4.12).
To nish the proof, we consider two cases:
 R(x†) ≤ R(x)⇒ |R(x†)−R(x)| = R(x)−R(x†)
 R(x†) ≥ R(x)⇒ |R(x†)−R(x)| = R(x)−R(x†) + 2(R(x†)−R(x)).
Therefore, using (4.10) and (4.12), we obtain
∆R(x, x˜) ≤ |R(x†)−R(x)|+ |
〈
R′(x†),x− x†
〉
|
≤ R(x)−R(x†) + (2γ + γ1)‖A(x)−A(x†)‖ ,
which concludes our proof with C := 2γ0 + γ1.
Here is our convergence rates result, which is an extension of [37, Theorem 3.1].
Theorem 4.8 (Convergence rates results). Let (B1)-(B4) be satised and suppose α ∼ δ.
Then ∆R(xδα,x†) = O(δ) as δ → 0.
Proof. From Proposition 4.7, we obtain
α∆F(x
δ
α,x
†) ≤ αR(xδα)− αR(x†) + Cα‖A(xδα)−A(x†)‖
= Tα,δ(xδα)−D(A(xδα),yδ)−
(
Tα,δ(x†)−D(A(x†),yδ)
)
+ Cα‖A(xδα)−A(x†)‖
≤ δ2 + Cαδ −D(A(xδα),yδ) + Cα‖A(xδα)− yδ‖
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≤ δ2 + Cαδ −D(A(xδα),yδ) + Cα
√
D(A(xδα),yδ) .
Cauchy’s inequality gives α∆R(xδα,x†) ≤ δ2 + Cαδ + C2α2/4. For α ∼ δ, we easily
conclude ∆R(xδα,x†) = O(δ).
4.3 Related methods
The use of neural networks as regularizers or similarity measures is an active research
directions. Many interesting works have been done. We briey review several tech-
niques: variational networks [28], deep cascaded networks [29, 44] and the MODL ap-
proach [3]. Further, we propose INDIE as a new operator-inversion free variant of MODL.
As opposed to the discussion in Section 4.2, these works make use of the approach (T1):
employing solver-dependent training. Finally, we will discuss a synthesis variant of the
NETT framework.
Variational networks: Variational networks [28] connect variationalmethods and deep
learning. They are based on the elds of experts model [42] and consider the Tikhonov
functional
Ty,α(x) =
Nc∑
c=1
Tc(x) :=
Nc∑
c=1
(∑
j
∑
i
φci ((K¯
c
i x)j) + α
∑
j
∑
i
ψci ((K
c
i (A(x)− y))j)
)
,
where K¯ci and, Kci are learnable convolutional operators, and φi, ψi are learnable func-
tionals. Alternating gradient descent method for minimizing Ty,α provides the update
formula
xn+1 = xn − ηn∇θTc(n)(xn) where c(n) = 1 + (n mod Nc) . (4.13)
Direct calculations show∇θTc(x) =
∑
i(K¯
c
i )
T (φci )
′(Kci x) + A
T
∑
i(K
c
i )
T (ψci )
′(K¯ci (A(x)−
y)). Minimizing the Ty,α is then replaced by training the neural network that consists of
a L blocks realizing the iterative update (4.13).
Network cascades: Deep network cascades [29, 44] alternate between the application
of post-processing networks and so-called data consistency layers. The data consis-
tency condition proposed in [29] for sparse data problems A = S ◦ AF where S is
a sampling operator and AF a full data forward operator (such as the fully sampled
Radon transform) takes the form
xn+1 = BF
(
arg min
z
‖z−AF(Nθ(n)(xn))‖22 + α‖y − S(z)‖22
)
, (4.14)
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with initial reconstruction x0 = (BF ◦ S∗)(y), where BF : Y → X is a reconstruction
method for the full data forward operator and Nθ(n) are networks. For example, in MRT
the operator BF is the inverse Fourier transform [44] and in CT the operator BF can be
implemented by the ltered backprojection [29]. The resulting neural network consists
of L steps of (4.14) that can be trained end-to-end.
MODL approach: The model based deep learning (MODL) approach of [3] starts with
the Tikhonov functional Ty,α(x) = ‖A(x) − y‖22 + α‖x − Nθ(x)‖22 where Nθ(x) is inter-
preted as denoising network. By designing Nθ as a convolutional block, then x−Nθ(x)
is a small residual network [24]. The authors of [3] proposed the following heuristic
iterative scheme xn+1 = arg minx ‖A(x) − y‖2 + α‖x − Nθ(xn)‖22 based on Ty,α whose
closed-form solution is
xn+1 = (A
ᵀA + α Id)−1(Aᵀy + αNθ(xn)) . (4.15)
Concatenating these steps together one arrives at a deep neural network. Similar to
network cascades, each block (4.15) consists of a trainable layer zn = Aᵀy + αNθ(xn)
and a non-trainable data consistency layer xn+1 = (AᵀA + λ Id)−1(zn).
INDIE approach: Let us present an alternative to the above procedures, inspired by
[14]. Namely we propose the iterative update
xn+1 = arg minLn(x)
Ln(x) := ‖A(x)− y‖2 + α‖x−Nθ(xn)‖2 + C‖x− xn‖2 − ‖A(x− xn)‖2 .
Here the constant C > 0 is an upper bound for the operator norm ‖A‖. Elementary
manipulations show the identity
Ln(x) = −2
〈
Aᵀ(y −A(xn)) + αNθ(xn) + Cxn,x
〉
+ (α+ C)‖x‖2 − (α‖Nθ(xn)‖+ C‖xn‖2)− ‖A(xn)‖2 + ‖y‖2 .
The minimizer of Ln can therefore be computed explicitly by setting the gradient of the
latter expression to zero. This results in the proposed network block
xn+1 =
1
α+ C
(
Aᵀ(y −A(xn)) + αNθ(xn) + Cxn
)
. (4.16)
This results at a deep neural network similar to the MODL iteration. However, each
block in (4.16) is clearly simpler than the blocks in (4.15). In fact, opposed to MODL our
proposed learned iterative scheme does not require costly matrix inversion. We name
the resulting iteration INDIE (for inversion-free deep iterative) cascades. We consider
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the numerical comparison of MODL and INDIE as well as the theoretical analysis of both
architectures interesting lines of future research.
Learned synthesis regularization: Let us nish this section by pointing out that reg-
ularization by neural network is not restricted to the form (4.2). For example, one can
consider the synthesis version, which reads [38]
xsyn = Dθ
(
arg min
ξ
‖A ◦Dθ(ξ)− y‖2 + α
∑
λ∈Λ
ωλ|ξλ|p
)
, (4.17)
where Λ is a countable set, 1 ≤ p < 2, andDθ : `2(Λ)→ X is a learned operator that per-
forms nonlinear synthesis of x. Rigorous analysis of the above formulation was derived
in [38].
Finally, note that one can generalize the frameworks (4.2) and (4.17) by allowing the
involved neural networks to depend on the regularization parameter α or the noise
level δ. The dependence on α has been studied in, for example, [38]. The dependence
on δ can be realized by mimicking the Morozov’s stopping criteria when training the
neural networks, either independently or together with the optimization problem. In
the later case, δ can help to decide the depth of the unrolled neural network.
5 Conclusion and outlook
Inverse problems are central to the solving a wide range of important practical problems
within and outside of imaging and computer vision. Inverse problems are characterized
by the ambiguity and instability of their solution. Therefore, stabilizing solution meth-
ods based on regularization techniques are necessary to solve them in reasonable way.
In recent years, neural networks and deep learning have emerged as the rising stars
for the solution of inverse problems. In this chapter, we have developed the mathe-
matical foundations for solving inverse problems with deep learning. In addition, we
have shown stability and convergence for selected neural networks to solve inverse
problems. The investigated methods, which combine the strengths of both worlds, are
regularizing null-space networks and the NETT (Network-Tikhonov) approach for inverse
problems.
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