We consider random trigonometric polynomials of the form
Introduction
The study of roots and level lines of random functions is a central topic in mathematics, at the crossroad between Algebra, Analysis and Probability theory, which has been extensively studied since the mid 20th century. Being at the very definition of algebraic varieties, the investigation of the geometry of nodal sets associated to random algebraic or analytic functions is naturally of primer importance. In the pioneering work [LO38] , the authors considered the expected number of real zeros of random univariate algebraic polynomials with uniform, Gaussian, and discrete entries. Since then, lots of developments were made to estimate the asymptotic behavior, as their degree goes to infinity, of the real/complex level sets associated to such polynomials, under various assumptions on the law of the random entries, see for example [Kac43, Kac49, EO56, IM68, Far86, EK95] and the references therein.
Among the class of random functions, of particular interest are random trigonometric polynomials of the form n k=1 a k cos(kt) or n k=1 a k cos(kt) + b k sin(kt), where (a k ) k≥1 and (b k ) k≥1 are random coefficients, since the distribution of the zeros of such polynomials occurs in a wide range of problems in science and engineering. The asymptotics of the mean number of real zeros of random trigonometric polynomials with independent standard and centered Gaussian coefficients was first explicited by Dunnage in [Dun66] , where it is shown that this number is asymptotically proportional to the degree n of the considered polynomial. Since then, the level sets of random trigonometric polynomials have been intensively investigated in various directions. For example, still in the case of independent standard and centered Gaussian entries, the variance and the fluctuations around the mean were studied in the serie of papers [Far97, GW11, AL13, ADL16] . Beyond the purely Gaussian case but still considering independent standard and centered entries, the universality of the asymptotic local/global behavior of the number of real zeros was recently established in [AP15, ADL + , Fla17, IKM16].
To the best of our knowledge, the case of dependent Gaussian entries in trigonometric models has only been considered in [Sam78, RS84] which focus on the two particular and somehow "extreme" cases of a constant correlation E(a i a j ) = ρ ∈]0, 1[ and a geometric correlation E(a i a j ) = ρ |i−j| . In both cases, it is nonetheless shown that the expected number of real roots lying in [0, 2π] obeys the same asymptotics
The latter result naturally raises the question of ascertaining the sharp conditions on the correlation function ρ of the random coefficients ensuring this universal asymptotic behavior. The main result of this article, i.e. Theorem 1 p. 9 below, provides a significant step in that direction by exhibiting mild conditions on the spectral density ψ ρ guaranteeing that (1) indeed holds. Our proofs exploit the Kac-Rice formula and more specifically the interpretation of its underlying integrand in terms of convolutions with respect to suitable trigonometric kernels. In a spirit close to [IM71] , that is to say by investigating sign changes of piecewise linear approximations of the underlying random functions, the analoguous question for Kac polynomials (P n (x) = k≤n a k x k ) has been tackled in [Gle89] . Under some assumptions on the spectral density, yet not covering the case of the increments of a fractional Brownian motion, it is shown that
The plan of the article is the following. In the next Section 2, we introduce the considered model of random trigonometric polynomials with dependent coefficients and we explicit the hypotheses made on their correlation function. In Section 3, we introduce a suitable renormalization allowing us to express the covariance of the process and its derivative as convolutions with positive kernels which approximate unity. In the last Section 4, we use the celebrated Kac-Rice formula to express the expected number of real zeros and deduce its asymptotics.
The model and the hypotheses
We consider here random trigonometric polynomials of the form
where (a k ) k≥1 and (b k ) k≥1 are two independent sequences of standard centered Gaussian variables with correlation function ρ :
exists and satisfies the following hypotheses:
By Riemann-Lebesgue Lemma, the above integrability condition ensures that the correlation coefficient ρ(k) goes to zero as k goes to infinity, but no condition is required on the speed of the decay, allowing us in particular to consider long-range correlations. For instance, the assumptions (2) are satisfied by the fractional Gaussian noise with Hurst index 1/2 < H < 1. Indeed, in this case, the correlation function ρ H is defined as
Setting c H := sin(πH)Γ(2H + 1) and as shown for example in Proposition 2.1 and Corollary 2.1 of [Ber94] , , the associated spectral function is then
This function admits a pole at the origin in accordance with the long-range correlation feature, with ψ ρ H (x) ∼ c H |x| 1−2H , and it admits a global positive minimum at π, as illustrated in Figure 1 below, for different values of the Hurst parameter H. 
Normalization and convergence
Let us now introduce the following normalized version F n (t) of the process f n (t)
and its derivative
Naturally, the zeros of f n and its normalized version F n coincide. Moreover, the variance of F n (t) and F n (t) have particularly nice expressions in terms of convolutions of the spectral function with non-negative kernels.
Lemma 1. There exist two regular 2π−periodic functions K n and L n such that for all
The two functions K n and L n are non-negative kernels with ||K n || 1 = ||L n || 1 = 1 and
In particular, under the hypotheses of Section 2, both functions K n * ψ ρ and L n * ψ ρ converge uniformly to ψ ρ on any compact subset of ]0, 2π[.
Proof.
For fixed t and n, we have
where K n is the celebrated Fejér kernel, namely
It is well known that K n has unit L 1 −norm and is an approximation of unity. By hypothesis, the spectral function ψ ρ is continuous on ]0, 2π[, in particular it is uniformly continuous on any compact subset K of ]0, 2π[, so that the convolution K n * ψ ρ uniformly converges to ψ ρ on K as n goes to infinity. In the same way, we have
With the convention that ∅ = 0, and setting α n := 6/((n + 1)(2n + 1)) for n ≥ 1, we have thus
where
Alternatively, the function L n (x) can be written as
It is therefore non-negative and satisfies the folllowing inequality
For all small ε > 0, we have thus
Finally, we have
The next figure illustrates the behavior of the kernel L n for different values of n. Remark 1. The positivity of the Fejér kernel K n combined with the lower bound hypothesis on the spectral function ensures that the variance of F n (t) is bounded below, namely
Let us now describe the behavior as n goes to infinity of the covariance between the process F n (t) and its derivative F n (t).
Lemma 2. The covariance between F n (t) and F n (t) is given by
and under the hypotheses of Section 2, for any compact subset
Proof. The expression of the covariance as a convolution is simply obtained by differentiating the one of E[F n (t) 2 ]. The derivative of the Fejér kernel is given by the explicit formula
from which it is clear that for any small η > 0, there exists a finite constant R η such that sup
Moreover, using Bernstein inequality, see e.g. Theorem 3.16 p.11 of [ZF03] , we have
Since the integral of x → K n (x) over a period vanishes, for all t ∈ K, we can write
For α > 0, let us denote by K α the compact α−neighboorhood of K and let us fix α small enough so that K α ⊂]0, 2π[. The function ψ ρ is uniformly continuous on K α and for all ε > 0, there exists 0 < η ≤ α such that |ψ ρ (t − x) − ψ(t)| ≤ ε as soon as |x| < η. We can then decompose the right hand side of Equation (7) as the sum
On the one hand, using the upper bound (6), we have |A n (t)| ≤ ε uniformly in t ∈ K.
On the other hand, using this time the upper bound (5), we get that uniformly in t
hence the result.
Asymptotics of the expected number of real zeros
Thanks to the estimates for the variance and covariance established in the last section, we can now explicit the asymptotic behavior of the expected number of real roots of our random trigometric polynomial. We first consider the real zeros at a positive distance from the origin. Here N n (K) denotes the random number of real zeros of F n in a set K whose volume i.e. Lebesgue measure is denoted by vol(K).
Lemma 3. Let K be a compact subset of ]0, 2π[, under the hypotheses of Section 2, as n goes to infinity, we have
Proof. The process (F n (t)) t≥0 is a centered Gaussian process with C 1 −paths. Besides, Remark 1 above implies that for each t ∈ [0, 2π] the distribution of F n (t) is nondegenerated. Hence, we can use the celebrated Kac-Rice formula as in Theorem 3.2 in [AW09] to compute the expectation of N n . So let K be a compact subset of ]0, 2π[, the expected number of real zeros of F n in K is then given by
From Lemma 1, we have
and combining Lemma 1 and 2, we get that uniformly on K, as n goes to infinity
so that we have indeed
The expected number of real zeros in the neighborhood of the origin is handled thanks to the following Lemma.
Lemma 4. Under the hypotheses of Section 2, there exists a finite constant C such that, for ε > 0 small enough and for all n ≥ 1
Proof. Again, thanks to Kac-Rice formula, we have
Using Cauchy-Schwarz inequality, we have then
Starting from the expression (8) of I n (t), using the lower bound (4) on the variance, we have for all t ∈ [0, ε] |I n (t)| ≤ (n + 1)(2n + 1) 6γ ρ L n * ψ ρ (t), so that ε 0 |I n (t)|dt ≤ (n + 1)(2n + 1) 6γ ρ 2π 0 L n * ψ ρ (t)dt ≤ 2π(n + 1)(2n + 1) 6γ ρ ||L n * ψ ρ || 1 ≤ π(n + 1)(2n + 1) 3γ ρ ||L n || 1 × ||ψ ρ || 1 .
Remembering that ||L n || 1 = 1 and injecting this last estimate in Equation (9), we get that for all n ≥ 1
2 n 2 ≤ (n + 1)(2n + 1) 3πγ ρ n 2 ε ≤ C 2 ε, where C := 2||ψ ρ || 1 πγ ρ .
The proof of the analogue estimate on [2π − ε, 2π] is similar.
We can finally combine Lemma 3 and Lemma 4 to deduce the asymptotic behavior of the expected number of real roots on the whole interval [0, 2π]. 
