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Introduction
Cloud computing is a now wildly used architecture hot, it's product of the development of grid computing, distributed computing, network storage and parallel processing [1] . It shows that the user's applications can operate without personal computer but the server cluster in the Internet. There are three basic forms of cloud computing services including: Infrastructure as a Service (IAAS), Platform as a Service (PAAS) and Software as a Service (SAAS) [2] . In cloud computing, the allocation of resources is a very important issue, the unsatisfactory allocation of resources can easily led the cloud's servers crashed and other servers in idle. So in cloud environment, the problem mostly need to solve is the ways to control any server's resources allocation and use condition by the information communication of local and in the Internet to make better use of the resources. Literature [3] made researches of the resources allocation conditions in different environment. Literature [4] proposed the resources allocation mechanism of self-management, self-adjustment and self-protection. Literature [5, 6] proposed a resources allocation system applies to extensive distributed system, which efficiently increased the system's service quality under cloud computing.
Cloud computing is a combination of parallel computing, distributed computing and virtual technology, a hot technology of nowadays computer industry. The cloud system firstly combined computer, storage device and so on and formed resources pool, then the users could choose the corresponding resources by their needs, this dynamically offers users a computing service environment with reliable and ensure quality of service(QOS). Task scheduling is one of the core technologies of cloud computing which has big effect on the whole performance of cloud computing [7] .
Problem Description

Basic Knowledge of Cloud Model
The cloud model is a transformation model uses linguistic values to express the uncertainty between a certain conception and its quantification expression, it fully combines fuzziness and randomness and forms the mapping between qualitative and quantification, shows in Figure 1 . , forms the cloud model with n cloud drop, calls x distribution in discourse domain U as cloud distribution. The number characteristics of cloud model are expressed as expectation (Ex), entropy (En) and excess entropy (He). Among them, expectation (Ex) refers to the central value of discourse domain U, is the center of qualitative concept, reflects the cloud focus of the whole cloud drop swarm; entropy (En) refers to the range which can be received by fuzzy concept, 0 En ; excess entropy (He) is a uncertain measurement of entropy, , ie , the excess entropy is the entropy's entropy, He >0. The excess entropy reflects the degree of reach an agreement of cloud drop of representation qualitative concept or the concentration degree of cloud drop's representation qualitative concept; the bigger excess entropy is, the qualitative concept has worse common sense or the qualitative concept is worse decentralization.
Intelligence Firefly Algorithm
Intelligence firefly algorithm, proposed by KRISHNANAD, etc., in 2005, it's a new intelligence swarm optimal algorithm, this algorithm is wildly used in producing and scheduling, its simulated the search and optimize process to the firefly's attraction and migration, measured the advantages and disadvantages of the individual's position by solving the objective function. In this algorithm, each intelligence firefly distributes in the declaration space of objective function, this intelligence firefly has its field of view and carries fluorescent powder, the brightness of fireflies is related to its position and the fitness value of objective function, the brighter position shows the firefly there has pretty objective value and it can attract more fireflies to move towards this direction, as each firefly has its own range of view, the range can be affected by the neighbor fireflies, when the number of firefly becomes fewer, the range of view is larger and attracts more fireflies. When the fireflies are more, the range of view becomes smaller. But at last the position which most of the fireflies in is the optimal solution position.
Suppose the firefly swarm id N, the i firefly's position T , the updating formula of each firefly's range of view is:
Among them, 
There,
is the position of j firefly in t generation,   j lu is the j firefly's fluoresce in value in t generation, the view of range between neighbor firefly is in i k f . The firefly neighbor's selecting probability is:
The position updating formula of firefly:
Fluoresce in value's formula:
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In formula (5),  is a parameter to measure the function value,
is the fitness value of the function. In nature, supposes firefly i enters into the view range of j , and the fluorescence in value is bigger than itself. Firefly i chooses firefly j according to probability   ij tu , after choosing, the position of firefly i and the fluorescence in is updating, calculates the objective function value of this position.
Measurement of Cloud Model'S Spray Characteristic
The cloud model's spray characteristic refers to the character of cloud drop distributes around cloud expectation curve's discrete degree. Professor Liuyu, etc., made researches on excess entropy measures cloud drop's discrete degree with fixed entropy. But these works did not show the essence factors of determine cloud model's spray characteristic, i. e, the standard deviation Y's distribution of cloud drop quantitative data X determines the cloud model's spray characteristic. The same as the cloud distribution probability density of cloud model algorithm identified is the theoretical basis of uncertainty reverse cloud model algorithm, this chapter revised the cloud distribution probability density and gave a strict proof according to spray characteristic Y >0.
The positive direction cloud model algorithm steps in one-dimension theory's domain are as following:
Step 1: Generates normal random number i y whose expectation is n E , standard deviation is He;
Step 2: Generates normal random number , the conditional probability density is
Gets joint probability density through conditional probability density formula:
Gets probability density which marginal probability density is cloud distribution through joint probability density formula: 
  , the discrete degree of cloud drop's distribution reaches the biggest; the bigger  is, the smaller discrete degree of cloud drop's distribution, finally tends to normal distribution. Now the cloud drop all approximate distributes on cloud expectation curve.
Character 2: cloud distribution's corresponding range of spray factor: 3
The spray factor determines the distribution characters of cloud drop qualitative data, and the kurtosis describe the figure of data distribution at the same time, the kurtosis of normal distribution is 3, if the kurtosis of cloud distribution values around 3, the cloud distribution turns to normal distribution [8] . The kurtosis of cloud distribution defines as following:
Definition 1: the kurtosis of cloud distribution 
From this formula, spray factor determines the transformation between cloud distribution and normal distribution. When a =18, the kurtosis of cloud distribution id 3.036, draws its cloud drop distribution as Figure 2 . From the figure, when cloud distribution approximate degrades into normal distribution. , ie, essentially, when spray factor meets 3≤ a ≤18, the distribution of cloud drop's qualitative data can be called as cloud distribution. So in later discussion, can only considers the condition when spray factor meets 3≤ a ≤18. 3 )
 . F 1 is cloud mode's outer contour curve, f2 is inner contour curve.
The experiment result of cloud model's spray characteristic is showed as Figure 3 . From this figure, the spray factor of (a) is greater than (b), the cloud drop discrete degree of (a) is obviously smaller than (b). The spray factor of (b) and (c) are being the same, their cloud drop discrete degrees are obviously being the same. The experiment showed, spray factor can reflects the discrete degree of cloud drop's distribution, no matter how cloud model entropy and excess entropy values, if only their spray factors are the same, the cloud model's cloud drop discrete degrees are the same. Besides, expectation (Ex) only affects the whole position of cloud drop's distribution without affects cloud drop's discrete degree. 
Figure 3. Cloud Drop's Discrete Degree is determined by Spray Factor
In cloud computing environment, the mostly used model is Map/Reduce, this model operates well in large-scale parallel task. Especially in cloud computing environment, it needs to processes each cloud user's resource number, time, network channel fee, etc. in time. The currently related task scheduling algorithm focuses on the needs of overall task, considers less about the cloud user's complementing time, which led to unreasonable in time and resources distribution for the users when multiple tasks operates. Supposes cloud client's tasks of cloud computing as Table 1: a) Divides large-scaled task into relatively small tasks, divides in average, the sub-tasks' operating time are similar.
b) The number of resource distribution offers enough for sub-tasks. c) Reasonable defines sub-task occupies resources time. refers to the costs in task i , resources j . In these above models, supposes the resources in cloud computing reasonable can be distributes into the computing resources of sub-tasks and ensures the shortest time and the lower costs for complementing the sub-tasks.
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Proposed Algorithm
Mathematical Model
The resources distribution under cloud computing related some specification for cloud users, they have this restrictions as following in general:
a) The required order is given for each cloud user. b) Can only receives one requirement of one user in one period of time, each user can only be occupied by one server in cloud server, one started it cannot be disrupted. c) Each task can only operate once in one cloud server in the whole machining process. d) Without considering the superiority of each task. The mathematic model of this problem can be expressed as following:
F in is h T im e M a c h in in g T im e M F in is h T im e i n j n
       (6)   1 , 1, 2 , ... , 1, 2 , ... jk ij ijk oj
F in is h T im e F in is h T im e M M a c h in in g T im e i k n j n
Formula (6) refers to the operating order of each sub-task determined by each task. Formula (7) refers to the order of each sub-task, formula (8) refers to each sub-task's time variable restriction. Formula (9) refers to objective function. 
The Applications of Improved Firefly Algorithm in Cloud Computing Tasks
In basic firefly algorithm, fluoresce in value judges position the current position of firefly is the best position, when it's in the best position, it can attracts more fireflies to move towards so as to find out the objective value of function, but in the obtaining of fluoresce in, current algorithm is easily to fell into local optimum. Aimed at this, improves formula (5), the fitness value of firefly is between   m in m a x , ll then gets formula (10)
The improved fluoresce in value can better avoid felling into local convergence and find best position, this improvement fits the reasonable use of multiple tasks in cloud computing, from formula (6) and formula (7), it ensures the complementing time among tasks in cloud server can reasonable close to processing time and confirms the objective function in formula (9) reaches minimum. Applies improved firefly algorithm into cloud computing, all the processed task uses string encoding, randomly chooses the cloud user's task which needs to be processed, all the tasks are numbered. Each firefly refers is a solution, the firefly's position length refers to all the working procedure, the number of firefly refers to the searching number and space of the solution. The objective function in fireflies turns to the minimum value in cloud computing complementing time. The objective function value
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Figure 6. Comparison of ACKELY Function's Convergence Curves
From Table 1 , the improved firefly algorithm is obviously better than intelligence firefly algorithm no matter in the best solution, the worst solution or the average. When basis intelligence firefly algorithm has certain iterations, it's easily fell into local optimum. This text efficiently limits the probability of felling into local optimum according to improve the fluoresce in of firefly, therefore reaches the optimum time of objective function.
Conclusion
How to make full use of the resources in cloud computing environment is a current-focusing problem. The method in this text improved the intelligence firefly algorithm in nature, combined the number of sub-task, resources with algorithm. In intelligence firefly algorithm, improved the method of firefly's fluoresce in position so as to make the firefly find the better object faster. On this improvement, the method reasonable solved the problem of balancing the network load and extending network, enhanced the global convergence of algorithm, it's valuable for increasing network operation. But there are still many practical problems in cloud computing to solve, resources distribution in cloud computing needs to be further researched.
