We solicited participants through marathon organizers, organized running groups, marathon training programs, message boards, and athletic shops. The study was advertised as "a study on the relationship between marathon performance and satisfaction." Over the course of three years (2007-2009), we recruited prospective marathon runners for our targeted marathons, specifically Boston, 2008; Chicago, 2007 Chicago, -2009 Grandma's, 2008; Los Angeles, 2008; Marine Corps, 2007-2009 New York City, 2009; Portland (OR), 2007; Rock 'n' Roll (San Diego), 2008; and Twin Cities, 2007-2009. 1 Each of these marathons was one of the 15 largest U.S. marathons of its year, ranging from 6,875 finishers for the 2008 Grandma's Marathon to 38,557 finishers for the 2007 New York City Marathon.
.1: Basic statistics for our study sample for each of the 15 targeted marathons, as well as for all finishers in these marathons. These numbers are taken from official results posted by the marathon organizers and sometimes differ from the numbers reported on some online compiled lists. Table A .2: Number of participants across pre-and post-marathon conditions. The usable sample drops participants who did not complete the entire study, did not start or finish the marathon they entered, whose data could not be matched to official marathon results, or who had participated as a subject in an earlier marathon in our study. yes/no × × Please respond to the following questions × about your goals for the marathon that you will be running:
Why are you running this marathon? text entry (large box) × How important are the following objectives [item order randomized × for you in running this marathon?
for each participant] × · Running with friends or with a club 1-7 Likert ("very × · Improving on your personal best time unimportant" to "very × · Placing well relative to other runners important") × · Seeing a new city or new neighborhoods × · Finishing the marathon × · Meeting the time goal you have set for × yourself · Raising money for a charity × · Participating in a major event with × thousands of other runners × · Winning a cash prize × · Accomplishing a feat respected by others × · Demonstrating your athletic abilities to × yourself · Increasing self-confidence × · Having fun on marathon day × Do you have any other objectives you hope text entry (medium box) × to achieve that are not listed above? If you indicated another objective above, 1-7 Likert ("very × how important is that objective to you? unimportant" to "very important") × Do you have a specific time goal yes/no × for the marathon? Please respond to the following questions × about your time goals for the marathon: [this section appeared only for participants who answered "yes" to the question above]
My time goal for the marathon is: hours:minutes:seconds × My time goal for the half-marathon is:
hours:minutes:seconds × 
A.2.2 Representativeness of Sample
We examined the representativeness of our sample relative to the overall population of the marathons used in our study. Although we do not have any data on goals or experience for marathon runners at large, our sample seems fairly representative in other dimensions. We refer to the "population" as the 283,651 marathon finishers in our 15 target marathons and the "sample" as the 1,801 runners described above. We created weighted averages by weighting the relevant statistics by the proportion of our sample in each marathon. 3 Cumulative distributions of the sample as well as the population (as determined by the weighted procedure above) is given in Figure A The mean age of our runners was 37.36, which was almost identical to the mean age of runners in the marathon population, 37.21. The one dimension in which our sample was not representative is gender. Consistent with the finding that women are more likely to complete surveys than men (Curtin, Presser, and Singer, 2000) , 57.3% of our participants were female, compared to 40.6% of runners in the marathon population. Table A .5: Descriptive statistics on demographics, goals, running background, training, objectives, satisfaction, and performance. Note: A random number has been added to the minimum and maximum for best 10 kilometers, best half marathon, best marathon, last marathon, and finishing time so that participants in our study cannot be identified. The random number is uniformly distributed between -3% of the actual time and +3% of the actual time. Most of the objective importance ratings reflect pre-marathon responses and thus only include participants in the goal-asked condition. We include pre-and post-marathon measures of goal importance, because we use post-marathon measures of goal importance in our moderation analyses in A.3.9. The differences between pre-and post-marathon measures reflect in large part higher post-marathon ratings for goal-not-asked participants (t(1, 540) = 2.08, p = .038). 
A.2.3 Goal Importance

A.2.4 Runner Experience
A.2.5 Individual Marathon Statistics
A.3 Robustness Analyses
In this section, we present additional analyses to test the robustness of the findings reported in the main paper. In Section A.3.1, we fit higher-order piecewise polynomials and test whether our reference dependence findings are sensitive to model selection. In Section A.3.2, we test alternative locations for the knot that ties the two pieces of the polynomials together. These analyses test whether the reference point should be located at zero as we have assumed in the main text. In Section A.3.3, we refit the linear, quadratic, and cubic polynomials to relative performance (in minutes) instead of normalized relative performance as used in the main text. In Section A.3.4, we remove influential outliers and refit the models. We also remove all observations from one marathon, the 2007 Chicago Marathon, that had distinctly different characteristics from the other marathons. In Section A.3.5, we repeat the multiple reference point analysis from the main paper, using runners' most recent marathon time, rather than their best marathon time, as a second reference point. In Section A.3.6, we elaborate on the change in time goals elicited before and after the marathon for participants in the "goal-asked" conditions. We also examine whether reference dependence holds for pre-marathon goals. In Section A.3.7, we test for any impact of having elicited a goal prior to the marathon on reference dependence. In Section A.3.8, we test whether the timing of satisfaction elicitation following the marathon had any effect on our estimates of reference dependence. In Section A.3.9, we reproduce the moderation analysis from the main paper, which examines the effect of goal importance and runner experience on loss aversion, using alternative dichotomizations of experience. Finally, in Section A.3.10, we present alternative analyses of participants' predicted satisfaction.
A.3.1 Higher Order Models
In the main paper, we fit a piecewise quadratic polynomial to our data using ordered logit regression. We established that the quadratic model exhibits reference dependence in the form of a jump at the reference point, a steeper slope in the loss than in the gain domain, and diminishing sensitivity in gains and losses.
Here we additionally fit all combinations of linear, quadratic, cubic, quartic, and quintic polynomials in both gains and losses, yielding 25 models. We then test each model for a jump at the reference point (Table  A. 3.1), a difference in loss and gain slopes at x = 3% (Table A.8 ) and x = 5% (Table A. 9), and a difference in loss and gain levels at x = 3% (Table A. 10) and x = 5% (Table A. 11). Finally we also test for diminishing sensitivity adjacent to the reference point in losses (Table A. 12) and gains (Table A. 13). The shaded boxes represent results that are significant at the 0.05 level. The basic findings from the main paper, a discontinuity at the reference point, a difference in the magnitude of gain and loss slopes away from the reference point, and diminishing sensitivity are broadly robust to alternative specifications of the piecewise polynomial. Notably, evidence for reference dependence is weakest for models that fit higher-order polynomials in gains. Our sample is highly skewed, with an interquartile range of normalized relative performance of -12.3% to 0%. Consequently, while higher-order polynomials are well-behaved when fit to the loss domain, they are overfit and overly influenced by outliers in the gain domain. This overfitting in gains is confirmed by model validation exercises.
Furthermore, this analysis illustrates the difficulty in statistically discriminating between the jump at the reference point and a more pronounced difference in slopes across the reference point. Moving down the rows in Table A.8 and Table A .9 (i.e., going from a lower-ordered to higher-ordered polynomial fit to performance in the loss domain), we observe an increasing difference in loss and gain slopes. Moving down the rows in Table A Table A .10: Loss levels (S(0) − S(−x)) minus gain levels (S(x) − S(0)) at x = 3% and p-values for all combinations of linear, quadratic, cubic, quartic, and quintic models in gains and losses. Table A .11: Loss levels (S(0) − S(−x)) minus gain levels (S(x) − S(0)) at x = 5% and p-values for all combinations of linear, quadratic, cubic, quartic, and quintic models in gains and losses. 
A.3.2 Location of the Reference Point
In the main paper, we assumed that the reference point lies at zero (i.e., finishing time equals time goal) and tested for reference dependence around that point. Here we test whether that assumption is appropriate by fitting the piecewise linear, quadratic, and cubic polynomials with knot points ranging from -10% to 5% to identify the knot location which provides the best fit to the data for each model. The left panels of Figure A .4 display the log likelihood for each model as a function of knot placement. For the linear and quadratic models, a local maximum is located near the assumed reference point, but the global maximum in each case is far in the loss domain. A likely explanation for this pattern is our highly skewed data, with far more observations below than above the reference point. Thus a piecewise polynomial with a knot closer to the center of the data is likely to provide a better fit. For example, 10% of our participants fall short of their goal by more than 20.8%. As a result, we again determine the best-fitting knot, limiting the range of normalized relative performance to [-15%,15%] (1,254 or 81.7% of our 1,534 participants with goals and satisfaction measures). The results for this restricted sample are displayed in the right panel of Figure A The left panels present log likelihoods for the models fit to the full range of data, while the right panels present log likelihoods for the models fit to a range of normalized relative performance of -15% to 15%.
A.3.3 Absolute Performance
In the main paper, we estimated models of satisfaction as a function of normalized relative performance, the difference between a participant's running time and their time goal, divided by their time goal. This was done to make performance more readily comparable across runners with wide ranging goals and performance.
Here we fit the same models using an absolute measure of relative performance (see Figure 1 in the main text). Recall that relative performance is the difference between the time goal and the finishing time. In this analysis, we scale relative performance to be a fraction of one hour to make the coefficients somewhat more comparable to those estimated in the main text. The parameter estimates are presented in Table A .14. The results using non-normalized relative performance measure are qualitatively similar to those we presented in the main paper using a normalized measure. We find evidence of loss aversion, as presented in Table A Table A .15: Tests of loss aversion using relative performance, as defined as the difference between time goal and finishing time in fractions of an hour. Loss and gain slopes (S (−x) and S (x)) and loss and gain levels (S(0) − S(−x) and S(x) − S(0)) at different values of x. The p-values are obtained by Wald tests that examine the null hypothesis of equality of the loss and gain slopes and the loss and gain levels.
A.3.4 Outlier Removal
We next identify and drop influential outliers from our data and refit the models to the reduced data set. DFBETAS (standardized difference of the beta) measures the degree of influence of a single observation on the coefficients of the fitted model, where the larger the value of DFBETAS, the greater the influence of the observation on a particular coefficient. 5 We identify outliers for each of our models and refit those models to a reduced data set with the outliers removed. Table A .16 presents the parameter estimates for all of these refit models. The basic results are qualitatively similar to those from the models fit to the full data set. We find evidence for loss aversion (see Table A .17). Diminishing sensitivity is also significant in both losses (χ 2 (1) = 42.86, p < .001) and gains (χ 2 (1) = 9.22, p = .002). Results for other cutoff levels for eliminating outliers are similar. Table A .17: Test of loss aversion using normalized relative performance, with outliers removed using DFBE-TAS. Loss and gain slopes (S (−x) and S (x)) and loss and gain levels (S(0) − S(−x) and S(x) − S(0)) at different values of x. The p-value is obtained by a Wald test that examines the null hypothesis of equality of the loss and gain slopes and the loss and gain levels.
We additionally drop participants for one of our 15 marathons, the 2007 Chicago Marathon, and refit our models to the remaining observations. This marathon took place on a day of record heat (reaching a peak of 93 degrees, the hottest October 7th on record, compared with a daily average high of 66 degrees for that day), causing hundreds of runners to fall ill or drop out, and prompting the organizers to stop the race 3.5 hours after it began.
6 Of those who finished the race before it was stopped, a significantly smaller proportion met their time goal relative to other runners in our sample (M = 4.0% versus M = 27.7%, χ 2 (1) = 38.83, p < .001), and runners in that marathon also finished the marathon further behind their goal than other runners (M = 50.75 minutes versus M = 14.80 minutes, t(165.76) = 13.84, p < .001). The results of our model after dropping observations from the 2007 Chicago Marathon are presented in Table A Marathon. Loss and gain slopes (S (−x) and S (x)) and loss and gain levels (S(0) − S(−x) and S(x) − S(0)) at different values of x. The p-value is obtained by a Wald test that examines the null hypothesis of equality of the loss and gain slopes and the loss and gain levels.
A.3.5 Multiple Reference Points
In the main text, we estimated a multiple reference point model, incorporating both a runner's time goal and their best previous marathon time as reference points. Here we perform the same analysis using a runner's time goal and their most recent marathon time as reference points. 
A.3.6 Analyzing Goal Change
Recall that we elicited time goals from participants in the "goal-asked" conditions (n = 1,055) both prior to and after the marathon. 85.4% of participants in the goal-asked conditions had time goals before the marathon. This percentage increased insignificantly to 86.1% after the marathon (t(1054) = 0.266, p = 0.790). Overall, runners reported less ambitious goals after the marathon (M = 246.50) than before it (M = 245.23) (t(835) = 3.30, p = 0.001). 30.1% (19.7%) of participants reported less (more) optimistic goals in the post-marathon survey than in the pre-marathon survey. 50.1% of participants provided identical goals in the two surveys. Since a minority of runners achieved their time goal, reporting less ambitious goals after the marathon closes the average gap between goals and performance. Thus, we examine how goals change as a function of performance relative to the pre-marathon time goal. Overall, for participants who provide both preand post-marathon goals, 21.7% of these runners met their pre-marathon goals and 24.5% of these runners met their post marathon goals. This difference is significantly different (t(835) = 2.80, p = .005). In addition, 39.0% of runners who fell short of their pre-marathon goal increased their reported goal following the marathon, compared to 6.0% of the runners who bested their pre-marathon goal (χ 2 (1, 836) = 25.44, p < 0.001). Of course, such a shift could occur for non-psychological reasons (such as a change in the weather as happened with the 2007 Chicago Marathon or an injury onset) or for psychological reasons (such as the desire to self-enhance). Nevertheless, whatever the reason, the mean change is still relative small (M = 1.27).
We fit the quadratic model using the pre-marathon goals and refit the same model to the post-marathon goals for the subset of participants who provided both pre-and post-marathon goals. The parameter estimates for both models are presented in Table A .21. Overall, the model fit to post-marathon goals provides a better fit to the data as measured by log likelihood. More importantly, we largely replicate our results for both pre-and post-marathon goals. For pre-marathon goals, the loss level significantly exceeds the gain level at p = .05 for values of x from 0-5% for the model fit to pre-marathon goals (e.g., χ 2 (1) = 5.37, p = .021 at x = 5%). For post-marathon goals, the loss level exceeds the gain level at p < .05 for values of x from 0-3.1%, and at p < .10 for values up to 5% (e.g., χ 2 (1) = 3.71, p = .054 at x = 5%). Diminishing sensitivity in losses is significant for both the pre-marathon goal model, (χ 2 (1) = 31.37, p < .001), and post-marathon goal model, (χ 2 (1) = 24.13, p < .001). Diminishing sensitivity in gains, however, is not significant for either pre-marathon goals, (χ 2 (1) = 0.08, p = 0.778), or post-marathon goals, (χ 2 (1) = 2.54, p = 0.113). These weakened results could likely be attributed to the reduction in sample size relative to the main analysis (n = 835 vs. n = 1,534). Table A .21: Ordered logit regression on piecewise polynomials relating satisfaction to normalized relative performance, fit to time goals elicited pre-and post-marathon. The statistical significance of coefficients is indicated by: *** (p < .01), ** (p < .05), and * (p < .10). Table A .22: Tests of loss aversion for participants in goal-asked condition using pre-marathon and postmarathon goal. Loss and gain slopes (S (−x) and S (x)) and loss and gain levels (S(0) − S(−x) and S(x) − S(0)) at different values of x for the quadratic model. The p-values are obtained by Wald tests that examine the null hypothesis of equality of the loss and gain slopes and the loss and gain levels.
A.3.7 Effect of Prior Goal Elicitation
In Section A.3.6, we compared the pre-and post-marathon goals reported by participants in the "goal-asked" conditions. Here we compare those in the "goal-asked" and "goal-not-asked" conditions. We hypothesized that asking participants to report a goal ahead of the marathon may increase commitment to that goal, and in turn increase reference dependence. To test this conjecture, we refit the quadratic model using postmarathon goals (as in the main analysis), but with the addition of a dummy variable indicating whether the participant had also been asked to provide a goal prior to the marathon and the interactions of that dummy variable with the other terms in the model. We find no significant effect of having elicited a goal prior to the marathon on the difference between gain and loss levels from x = 0-5% (χ 2 (1) = 0.52, p = .471, at x = 5%). There is also no significant effect on diminishing sensitivity in either gains (e.g., χ 2 (1) = 0.82, p = .365) or losses (χ 2 (1) = 0.14, p = .709).
A.3.8 Timing of Satisfaction Elicitation
Recall also that we varied the timing of the elicitation of post-marathon satisfaction. Some participants (66.1% of our sample) received the post-marathon survey 1 day after the marathon and others (33.9% of our sample) received the survey 2 weeks after the marathon. One possibility is that reference dependence is more pronounced immediately after the marathon, when comparisons to one's time goal are most salient.
To test for this possibility, we refit the quadratic model, adding a dummy variable to indicate whether the participant's goal had been elicited late (2 weeks rather than 1 day post-marathon), and the interactions of the dummy variable with the other terms in the model. There is no significant effect of the timing of satisfaction elicitation on the difference between gain and loss levels from x = 0-5% (e.g., χ 2 (1) = 1.09, p = .297, at x = 5%). There is a significant, positive effect of eliciting satisfaction later on diminishing sensitivity in gains (χ 2 (1) = 8.54, p = .003), but not in losses (χ 2 (1) = 0.00, p = .983).
A.3.9 Moderation by Goal Importance and Runner Experience
We have shown that satisfaction exhibits loss aversion, both in the form of a jump at the reference point and a steeper slope in losses than in gains. In this section, we investigate how experience and the importance of the time goal moderate that relationship. Our experience measure is whether a runner had previously completed a marathon. There is a small but significant positive correlation between rating of goal importance and marathon experience (Spearman ρ = 0.05, p = .034), and thus we test both moderations within the same model. We perform a hierarchical regression analysis to understand how these factors moderate satisfaction. First, we adapt the piecewise quadratic polynomial model, adding goal importance as a continuous variable and a marathon experience as dummy variable. Second, we include the interactions of goal importance with the linear and quadratic loss terms as well as with the jump. We also enter interactions of marathon experience with the same terms. We omit interactions of goal importance or experience with the gain terms because of the relatively sparse data for gains.
7 Finally, we enter all three-way interaction terms. The coefficients on the fitted models and likelihood-ratio tests comparing these models are presented in Table  A. 24.
The full model that includes all 3-way interactions provides a significantly better fit than either of the simpler models. Figure A. 6 plots the full model's effect on the jump at the reference point, the loss slope at x = -5%, and the loss level at x = -5% as a function of both goal importance and marathon experience.
The plots reveal what appears to be: (i) no systematic effect of goal importance or experience on jump; (ii) a main effect of goal importance on loss slope at x = -5%, with no clear effect of experience; and (iii) a less pronounced main effect of goal importance on loss level at x = -5%, with no clear effect of experience.
Statistical analyses provide support for these observations. Table A .24 shows that there are significant positive effects of goal importance on both the linear and quadratic terms in the loss domain, but an insignificant interaction with the jump at the reference point. Recall that the slope in the gain domain is estimated over all observations, therefore an interaction with the slope in the loss domain implies an effect on loss aversion. Experience has no significant effect on either the slope terms or the jump at the reference point.
Specific contrasts provide more detailed insights. Higher goal importance results in significantly higher loss aversion in slopes from x = 0 to -5% for both first-time marathoners, χ 2 (1) = 7.43, p = .006 at x = -5%, and experienced marathoners, χ 2 (1) = 16.90, p < .001 at x = -5%. The effect on levels is non-significant for first-time marathoners at any value of x from 0 to -5%, but is significant for experienced marathoners for values of x from -2.2% to -5%, χ 2 (1) = 9.36, p < .001 at x = -5%. Because levels incorporate the jump at the reference point as well as slopes, it is not surprising to see a less pronounced effect on levels than on slopes.
In sum, our analyses of moderating effects show a positive correlation between goal importance and loss aversion. This moderating effect operates through loss slopes and not the jump at the reference point. An increase in performance from -5% to -4% short of the goal has the largest impact on satisfaction for runners who view the goal as extremely important. It is noteworthy that, although there are no systematic effects of marathoner experience on loss aversion, loss aversion does not decrease with experience in a manner consistent with List's (2003) critique.
Coefficients
Step 1 Step 2
Step Table A .23: Hierarchical regression analysis of the moderation of the relationship between satisfaction and relative performance by goal importance (IMP, treated as a continuous variable) and runner experience (EXP, dummy coded with EXP=1 indicating prior marathon running experience). Unstandardized coefficients are presented, along with the increase in the log likelihood of each step relative to the previous step (the model in the first step is compared against our original piecewise quadratic polynomial with no moderator terms), and a likelihood-ratio test statistic for the comparison of each step with the step before. The statistical significance of coefficients is indicated by: *** (p < .01), ** (p < .05), and * (p < .10) We also test for a nonlinear relationship by inserting both a linear and squared goal importance term, and the interactions of those terms with the polynomial terms in the loss domain and the jump at the reference point. The resulting model provides a significantly better fit by likelihood ratio test than the model which treats the interaction as linear, χ 2 (8) = 42.0, p < .001. Figure A .7 presents loss slopes and loss levels at x = -5% for all combinations of goal importance and experience.
The results are more difficult to interpret in this model because the effect of goal importance on jump, slope, and level is a function of both x, normalized relative performance, and the level of goal importance itself. A visual examination of the plots, however, give a heuristic impression of the results that is consistent with the results presented for the linear model. The error bars are wide for goal importance of 1, 2, or 3. For goal importance levels of 4 or above, we see the same pattern reported with the linear model: (i) no systematic effect of goal importance or experience on jump; (ii) a main effect of goal importance on loss slope at x = -5%, with no clear effect of experience; and (iii) a less pronounced main effect of goal importance on loss level at x = -5%, with no clear effect of experience.
Contrasts are more complicated to report with this nonlinear model relative to the linear model. Thus, we simplify by looking at the difference in a measure of loss aversion between participants with goal importance levels of 7 and participants with goal importance levels of 4. We find that the loss slope for 7 is significantly larger than the loss slope for 4 for both first-time marathoners and experienced marathoners and all levels of relative performance between 0% and 5%. The loss level for 7 is significantly larger than the loss level for 4 for first-time marathoners and all levels of relative performance between 0% and 5%, and for experienced marathoners for all levels between 2.3% and 5%. These ranges are shown in Table A .24, along with pairwise comparisons of other levels of goal importance.
First-time Marathoners
Experienced Marathoners Goal importance Loss slope Loss level Loss slope Loss level 4 vs. 7 0-5% 0-5% 0-5% 2.3-5% 4 vs. 5 0-5% 0-5% 0-5% -5 vs. 6 0-5% 0-5% 0-5% 2.3-5% 6 vs. 7 0-5% 0-5% -2.5-5% Table A .24: The range of values of x for which the effect of goal importance on the loss slope and loss level are significant at the p < .05 level for both first-time and experienced marathoners. The first row examines the difference between participants with goal importance levels of 7 and participants with goal importance levels of 4. . The horizontal line represents the gain slope, S (5%), which is estimated over all observations. The bottom panel displays the loss level, S(0) − S(−5%). The horizontal line represents the gain level, S(5%) − S(0), which is estimated over all observations. Error bars represent 95% confidence intervals. The wider error bars for low goal importance and first-time marathoners reflect sparse data in some cells.
A.3.10 Alternative Analyses of Predicted Satisfaction
In Section 4.1 in the main text, we analyzed the results for our participants' predictions of satisfaction. In this section, we present some alternative analyses.
Recall that we asked participants in the goal-asked conditions to predict their satisfaction from finishing 1, 10, and 20 minutes ahead or behind their goal (n = 613). Figure 1 in the main text traces the characteristic shape of the Prospect Theory value function. In the main text, we analyzed these responses by fitting an ordered logit regression. Below, we provide a parametric analyses that is considerably more transparent than the ordered logit analysis, as well as an ordered logit analysis that resembles the analysis of experienced satisfaction presented in Section 5.2 of the main text.
We start with the parametric analyses. Let S t be the average predicted satisfaction for finishing t minutes above the goal. To test for loss aversion, we take S +10 − S +1 as a measure of the incremental satisfaction of finishing an additional 9 minutes better than a goal and |S −10 − S −1 | to be the incremental dissatisfaction of finishing an additional 9 minutes worse than a goal.
The gain (M = 0.58) and loss (M = 1.43) slopes are significantly different (Wilcoxon signed-rank Test, p < .001). The loss slope exceeds the gain slope, |S −10 − S −1 | > |S +10 − S +1 |, consistent with loss aversion, for 58.7% of our participants and is in the direction counter to loss aversion for just 12.6% of our participants (χ 2 (1) = 263.51, p < .001). The ratio of the mean loss slope to the mean gain slope is 2.46, a value in the range of estimates of loss aversion (Camerer 2005) .
Predicted satisfaction also exhibited diminishing sensitivity for gains, S +10 −S +1 > S +20 −S +10 (Wilcoxon signed-rank Test, p < .001), as well as losses, |S −10 − S −1 | > |S −20 − S −10 | (Wilcoxon signed-rank Test, p < .001). Note that this is a conservative test, because the intervals are not the same length.
We also analyze predicted satisfaction in terms of relative shortfall, as we did for experienced satisfaction. Consider, for example a participant with a time goal of running 4 hours who is asked to predict their level of satisfaction for exceeding her goal by 10 minutes, or 10/240 or 4.17% better their goal. We fit the quadratic model to predicted satisfaction. The results for predicted and actual are qualitatively similar, with a significant jump at the reference point (χ 2 (1) = 188.24, p < .001), as well as significant diminishing sensitivity for gains (χ 2 (1) = 27.10, p < .001) and directional but only marginally significant diminishing sensitivity for losses (χ 2 (1) = 3.06, p = .080). Table A .25: Ordered logit regression on piecewise polynomials relating both predicted and actual satisfaction to normalized relative performance. The statistical significance of coefficients is indicated by: *** (p < .01), ** (p < .05), and * (p < .10).
