Abstract. Let M be a smoothly bounded orientable pseudoconvex CR manifold of finite type and dim R M = 3. Then we extend the given CR structure on M to an integrable almost complex structure on S + g which is the concave side of M and M ⊂ bS + g .
Introduction
Let M be a smooth orientable manifold of dimension 2n − 1 and let M ⊂ M be a smoothly bounded CR manifold with a given CR structure S of dimension n − 1. Since M is orientable, there are smooth real nonvanishing 1-form η and smooth real vector field X 0 on M so that η(X) = 0 for all X ∈ S and η(X 0 ) = 1. We define the Levi form of S on M by iη([X , X ]).
In [4] , Catlin has considered an extension problem of a given CR structure on M to an integrable almost complex structure on a 2n-dimensional manifold Ω with boundary so that the extension is smooth up to the boundary and so M lies in bΩ. Under certain conditions on the Levi form (c.f, [4, Theorem 1.1, Theorem 1.3]), this leads to a solution of the Kuranishi problem [1, 9, 13] , which is to show that an abstract CR manifold can be locally embedded in C n . In this paper, we consider an extension problem of a given CR structure on M when M is a pseudoconvex CR manifold of finite type and dim R M = 3. For a given positive continuous function g on M , where g = 0 on bM , we define
Then our main result is the following theorem: Note that we extend the given CR structure on M to the concave side (instead of convex side) of M . We also note that if M is strongly pseudoconvex, this case was handled in [4, Theorem 1.1]. Theorem 1.1, in general, would not imply the local embedding of M into C 2 (c.f, [2, 6] [5] , the author showed that any smooth compact pseudoconvex complex manifold D of finite type with dim C D = n, n ≥ 2 can be embeded into a larger complex manifold Ω. Theorem 1.2 is a generalization of this result to non-compact complex manifolds of complex dimension 2.
In [4] , Catlin has introduced certain nonlinear equations which come from deformation theory of an almost complex structure. The linearized forms of these equations are simply the ∂-operator from Λ . The solutions of these equations represent sucessive corrections that must be made in the iterative process of solving the nonlinear equation. To overcome difficulties in subelliptic estimates for ∂ near bM , we choose a Hermitian metric on S + g so that S + g takes on the form S ε = M × [0, ε], where M is a complete noncompact manifold. To this end, we choose, for each x 0 ∈ M , a noneuclidean ball that is of size δ = g(x 0 ) in the transverse holomorphic direction and of size τ (x 0 , δ) in the tangential holomorphic direction. Some technical difficulties in constructing the quantity τ (x 0 , δ) is handled in Section 3. Here we introduce special coordinate changes (Proposition 3.1) so that the tangential vector field L 1 can be written in a suitable form. These change of coordinates will have an independent interest in studying the CR manifolds of finite type. To study the behavior of τ (x 0 , δ), we introduce a smoothly varying function µ(x, δ) which is defined invariantly. Then it follws that τ (x, δ) ≈ µ(x, δ) (Proposition 3.2), and hence τ (x, δ) is defined invariantly. Also τ (x, δ) satisfies "doubling property" (Corollary 3.3), which is one of a crucial property of τ (x, δ). Equipped with all of these necessary properties of τ (x, δ), we perform some careful subelliptic estimates of the ∂ type equation on each of these noneuclidean balls (Section 4). Then this will give us the estimates so called "tame estimates", which are required in the Nash-Moser method for the approximate solution to the linearized equation. Then the rest of the procedure is similar to those of Catlin's, which uses the simplified version of Nash-Moser theorem [12] .
I would like to thank David Catlin for his helpful discussion during the preparation of this paper.
Deformation of almost complex structures
Let M be a CR manifold as in section 1 and set Ω = M × (−1, 1). In this section we extend a given CR structure on M to an almost complex manifold Ω, and we consider a deformation problem of an almost complex structure on Ω so that the new (deformed) amost complex structure is integrable (or close to be integrable).
Since Ω is an almost complex manifold of dim
(L) denotes the set of (0, 1) forms with respect to L. Observe that if A is sufficiently small, then the bundle
(L) and is defined by
for all L ∈ L and ω ∈ Λ 1,0
. We want to choose A so that
By linearizing, i.e., by ignoring terms where A or A * appear more than once, we obtain
Note that this definition is linear in L 1 and
(L) ⊗ L. It follows from (2.1) and (2.3) that (2.2) is equivalent to the equation
where F is a section of Γ 2 defined by
Note that F measures the extend to which L fails to be integrable. If L defines a CR structure on M ⊂ bΩ and if we want L A to define the same CR structure on M , then this means that A must satisfy A(L ) = 0 on M whenever L is a section of L that is tangent to M . This is a Dirichlet condition on some of the components of the solution (2.4).
, where 
The next theorem shows that the above formal extension is essentially unique. 
Let η be a smooth non-vanishing one form on M that satisfies η(L) = 0 for all L ∈ S x x ∈ M , and that defines the Levi form of M as in Section 1. We can clearly extend η to all of Ω so that it still annihilates S (x,t) for all (x, t) ∈ Ω, where S (x,t) now denotes the space of vectors in L * (x,t) that are tangent to the level set of the auxiliary coordinate t. Choose a smooth real vector field X 0 on Ω that satisfies X 0 t ≡ 0 and η(X 0 ) ≡ 1 in Ω.
Since M is orientable, we may assume that dt(J L * (X 0 )) is always negative. Thus dt(Y 0 ) > 0 along M 0 , which shows that G preserves the sides of M 0 ; i.e., G maps Ω
If we write
We fix a smooth metric < , > 0 that is Hermitian with respect to the structure L 0 on Ω, and let {L 1 , L 2 } be an orthonormal frame defined in a neighborhood of p ∈ M . Note that along M , we have
It is obvious that this definition is an open condition. Observe also that, if
be as in Section 2. In this section, we will construct special coordinate functions defined in a neighborhood of z 0 ∈ M .
First, we note that X 0 t ≡ 0 on Ω and hence there is a neighborhood V z 0 of z 0 such that there exist coordinates (u 1 , u 2 , u 3 , u 4 ) with the property that u 4 = t and u k (u , t) = u k (u , 0), k < 4 for (u , t) ∈ V z 0 , and that ∂/∂u 3 
are the coordinates of x 0 , then
where the 3 × 3 constant matrix P x 0 is chosen so that if new coordinates
Note that the second equality actually implies that
We also note that the matrix P x 0 is uniquely determined by (3.1) and depends smoothly on x 0 ∈ V z 0 ∩ M . 
where b 1 (0) = b 2 (0) = 0, and e(x), a(x) are real functions satisfying
Proof. Let us write the vector field L 1 in terms of the coordinate functions (x 1 , x 2 , x 3 , t) satisfying (3.1):
where e(x), a(x) and b 3 and t such that L 1 can be written as (3.4) , where the coefficient functions e(x) and a(x) satisfy: 2 , and
Then, in terms of x-coordinates, L 1 can be written as:
where
We also perform another change of coordinates:
Then, in terms of x-coordinates, L 1 can be written as in (3.4) satisfying (3.5) with l − 1 replaced by l. If we proceed up to m steps, we will have coordinate functions (x 1 , x 2 , x 3 , t) defined near x 0 ∈ M ∩ V z 0 satisfying (3.2) and (3.3).
We first construct continuously varying non-isotrophic balls that are defined invariantly. Let {χ ν } ν∈I be a partition of unity subordinated to the coordinate neighborhoods {U ν } ν∈I of Ω. Let m be a given positive integer. Let us fix δ > 0 for a moment. For any j, k with j > 0, define
. , m, and,
Set M = (m + 1)! and define
By (2.6) and Proposition 2.4 it follows that m l=1 C l (x) > 0 if the type at x is less than or equal to m. Therefore µ(x, δ) is defined intrinsically and it is a smooth function of δ > 0 and x for x satisfying m l=1 C l (x) > 0. We want to define another quantity, τ (x 0 , δ), related to the coordinate functions defined in Proposition 3.1. Let x 0 ∈ M be a point whose type is less than or equal to m. Let us take the coordinate functions x = (x 1 , x 2 , x 3 , t) defined near x 0 where the vector field L 1 has the representation as in (3.2) , where the coefficient functions e(x) and a(x) of ∂/∂x 3 satisfy the estimates in (3.3) .
Set
and set
Since a(x 0 ) = 0, the Taylor expansion of a(x) at x 0 has the expression (in terms of (z 1 , z 2 )-coordinates) as:
}.
Assuming that the type at x 0 is less than or equal to m, it follows that a jk (x 0 ) = 0 for some j + k = l ≤ m − 1 and hence τ (x 0 , δ) is well defined. It also satisfies the estimate:
Let us consider the following balls defined in terms of τ (x 0 , δ) :
We want to study the relations between τ (x 0 , δ) and µ(x, δ) for x ∈ Q δ (x 0 ), where µ(x, δ) is defined as in (3.6). Set D 1 = ∂/∂z 1 for a convenience. If we combine the definition of τ (x 0 , δ) and the fact that η(L 1 ) ≡ 0, we obtain by induction that
where R 0 satisfies, from the estimates in (3.3) and (3.8) that,
Combining (3.7)-(3.10), we get:
Similarly, by sucessively applying
, we obtain by induction that
,
Therefore for any j, k, s, t with j + k + s + t ≤ m, it follows from (3.11) that
.
If we use the Taylor series method and the estimates in (3.13), we obtain that
Since this implies that
we conclude from the definition of µ(x, δ) in (3.6) that
By the definition of τ (x 0 , δ) and T (x 0 , δ), there must exist integers j, k
If we apply the estimates in (3.12) and (3.13) with s+t = 0 and the fact that τ (x 0 , δ) << 1 if δ is small, it follows that
Then, again by using the estimates in (3.13) and the Taylor series method, we obtain that
, which implies that
If we combine (3.14) and (3.16), we have proved the following proposition.
Proof. If we set x = x 0 in (3.17), then we see that µ(x 0 , δ) ≈ τ (x 0 , δ). Since this holds for Assume M ⊂ M and let ϕ ∈ C ∞ (M ) be a smooth real-valued function such that ϕ(x) > 0 for x ∈ M , and ϕ(x) = 0, dϕ(x) = 0 for x ∈ bM . We can extend ϕ to Ω by requiring that it be independent of t. Let us denote by T p the type at a point p ∈ M and define
Since type condition is an open condition, we see that T (M ) is well defined and is finite. In the sequal, we assume that
and for any ε, σ, 0 < ε ≤ σ ≤ 1, we define
The quantities and σ will be fixed later. If we set g(
, then S ε,σ will be the required manifold S
, and
where L 1 ∈ S. Since µ(x, δ) is a smooth function of x and δ, it follows that < , > is a smooth Hermitian metric on L 0 . We now show how S ε,σ can be covered by special coordinate neighborhoods such that on each such neighborhood there is a frame L that satisfies good estimates: Proposition 3.5. There exist constants ε 0 and σ 0 such that if 0 < ε < ε 0 and 0 < σ < σ 0 , then on S ε,σ there exist for all 
where C |α| is independent of x 0 , j, k. 
Proof. We first cover M by a finite number of neighborhoods V ν , ν = 1, . . . , N , in Ω such that in each V ν there exist coordinates (u 1 , . . . , u 4 ) with the property that u 4 = t and that 
and that
where a 3 (x) = e(x) + ia(x), and where e(x), a(x) satisfy estimates in (3.3). Set z 1 = 1/2(x 1 − ix 2 ) and z 2 = 1/2(t − ix 3 ). Since a 3 (x 0 ) = 0, the Taylor expansion of a 3 (x) at x 0 has the expression:
, and set
for a convenience. We take the quantity µ(x 0 , δ) and the corresponding quantity τ (x 0 , δ), for the function a 3 (x) (or a(x) = ∂/∂x 1 a(x)), as defined in (3.6) and (3.7). By virtue of Proposition 3.1, and by the definition of
where ϕ(x) is the function ϕ expressed in the x-coordinates of x 0 . In terms of the ycoordinates, we define an open set W b (x 0 ) by
, and (3.24)
Observe that since the diameter in the x-coordinates of
, |α| ≤ m}, and we extend this norm to vector fields and 1-forms by using the coefficients of ∂ ∂y j or dy j . From the expression of a 3 (x) in (3.22) and by virtue of the estimates in (3.3) and (3.23), it follows that
Similarly, by direct calculation, one obtains that
ϕ(x 0 ), and hence it follows that
Combining all these facts, we conclude that if b ≤ √ σ,
where T m (y) = T m (y 1 , y 2 , 0, 0), and that
Setting W (x 0 ) = W σ (x 0 ), for sufficiently small σ, we obtain (i) and (iii). By Proposition 3.2, it follows that τ ( 
and that τ (x 0 , δ) is defined independent (up to a universal constant) with respect to coordinate functions (Remark 3.4). These two facts give us (3.18).
We need the following proposition to prove the subelliptic estimates for ∂ equation in dilated coordinates y. We take the orthonormal frame {L 1 , L 2 } and its dual frame {ω 
] and set
), and (3.29)
Let I 2 be the ideal generated by λ
, and I s be the ideal generated by I s−1 and both λ 10...i s . By induction, it is not hard to show (see [8, 10] ) that
where j is the number of 0's in (10 . . . i s ).
. From the estimates in (3.8), we have:
for some constants C j,k , independent of x 0 . Note that L 1 has the representation as in (3.25). Therefore, as in the proof of Proposition 3.2, it follows that
where E j+k−1 satisfy, by virtue of (3.26) and (3.31), that
Note that we may write A 3 (y) = E(y) + iA(y), where E(y) satisfies the estimates as in (3.32). If we combine the definition of τ (x 0 , δ) and the fact that τ (x 0 , δ) ≈ µ(x 0 , δ), it follows that there exist a constant c 1 > 0 and integers
Here T (x 0 , δ) is defined as in (3.15). Combining (3.32) and (3.33), we get:
provided that δ is sufficiently small. Set j 1 + k 1 = T 1 and assume that g 1 ∈ I T 1 −1 . Then by virtue of (3.29) and (3.30), we can write
For g 2 ∈ I T 2 , we represent g 2 as in (3.35) and proceed as above with c 1 , T 1 replaced by c 2 and T 2 respectively. Note that if we iterate down to 1, then the required inequality vacuously holds. Therefore there exist a constant c 0 > 0, independent of x 0 , and a list {L
Now, by a simple Taylor's theorem argument, it follows that (3.28) holds for all x ∈ W σ (x 0 ) provided that σ is sufficiently small.
Using the special frames constructed above, we now want to define L 2 -operators with mixed boundary conditions. We first define nearby almost complex structures in terms of these special frames. We define a norm |A| k,W (x 0 ) for the restriction of A to W (x 0 ) by writing A = 
and let η l A be the dual frame. Set L
, and (3.36)
Obviously, the frame ω
In order to measure how L
Lemma 3.7. If A satisfies |A| 0,W (x 0 ) < ε 0 for sufficiently small ε 0 , then the following pointwise estimates hold for y ∈ W (x 0 ):
Proof. If we differentiate the expressions in (3.37), then we obtain sums of terms, each of which contains a finite product of derivatives of A, as in (3.38). Hence we get (3.39). Similarly, we can get (3.40).
Suppose that A satisfies
Then it is clear that there is an independent constant C > 0 such that
In terms of L 
, and, λ
Using Proposition 3.6 and Lemma 3.7, we prove the following proposition which is crucial in proving subelliptic estimates in Section 4. Proof. By Lemma 3.7, it follows that we can write, for each s ≥ 1, as: Next, we show that there exists a smooth Hermitian metric on S ε,σ such that for all 
Note that L
where c is independent of σ, ε, and x 0 . We will define the inner product for two functions
Then the following lemma follows from the Divergence Theorem. , h) , and 
where dV is the volume form given by the metric of L
is an orthonormal frame, the quantity in (3.45) is independent of the frame neighborhood W (x 0 ). Thus, by using a partition of unity, it follows that the norm in (3.45) extends to all of Γ 0,q 
We now extend the definition of the operator D q and D q to the L 2 -spaces. We define an operator T :
Note that these definitions imply that if U ∈ Dom(T ) (or Dom(S)), then 
Finally suppose that we have proved the estimate
(S ε,σ ; A). Then Lemma 3.10 shows that (3.48) holds for all U ∈ Dom T * ∩ Dom S. Then from the usual ∂-Neumann theory it follows that for all
We will call N the Neumann operator associated with D q .
The Subelliptic Estimate for D 2
In this section we prove a subelliptic estimate for the D 2 -Neumann problem with almostcomplex structure L A . We first define tangential norms that will be used in the estimates. For any s ∈ R, set |||f ||| By using the coefficients of U , we can easily define all of the above norms for any section U of Γ 0,q . We define A(S ε,σ ) to be the space of sections A ∈ Γ 0,1
Then the goal of this section is to prove the following subelliptic estimate: 
, and a i r = 
Then there exists a constant
Proof. The proof is similar to that of [7] . We just observe carefully how the coefficient functions depend. Then we can show, by induction, that the coefficient functions a j of X 1 , X 2 appear as in the right hand side of (4.4).
If we combine Proposition 3.8 and Proposition 4.2, we have the following corollary.
Corollary 4.3. Assume that T (M ) ≤ m and that (3.41) holds for a sufficiently small
where C is independent of x and ε 0 .
Proof. Since we are assuming (3.41), the coefficients a ik of X i , i = 1, 2 satisfy a ik m+5 ≤ C . Therefore by virtue of the estimates in (3.42), the corollary follows from Proposition 4.2.
For convenience, in all that follows in this section, we omit the notation A from the frames L 
, and (4.7)
We now return to the proof of Theorem 4.
This fact makes us easy to handle the boundary terms occuring when we integrate by parts. Assume that suppU W (x 0 ). Then it is obvious that SU = 0, and it follows from (3.46) and (3.47) that
Hence it follows that
and we conclude from (4.9) that
If we use Lemma 3.9 and the boundary conditions, we get for U = U l that
Note that we can write
and hence
and hence from (4.2) we have
provided that σ is sufficiently small. Note that d
By combining (4.10) and (4.11) we get
From (4.6) and Lemma 4.4, it follows that
If we combine (4.10), (4.12) and (4.13) we obtain for sufficiently small σ that 
and such that both ζ i and ζ i satisfy
and where A ). We also define A(S ε,σ ) to be the space of sections
(S ε,σ ; 0), we define A k = A k,0 , and we define H k (S ε,σ ; A) to be the set of A ∈ A(S ε,σ ) such that A k < ∞.
We want to get an estimate in global form.
. By using the partition of unity as defined above satisfying (4.16), (4.17), and the estimates in Theorem 4.1, we obtain: 
Also it follows from (3.18) and Lemma 3.7 that the frames L 
We now state the estimate (4.19) in global form.
A ) for all k and that A satisfies (3.41) . Then 
Since (4.18) holds, it follows that
and this proves (4.23).
Extension of CR structures
In this section we will prove Theorem 1.1 and Theorem 1.2 using the estimates in Section 4. If A ∈ A(S ε,σ ) is sufficiently small and if we set
We define a nonlinear operator Φ : A(S ε,σ ) → Γ 0,2 (S ε,σ ) as follows:
Obviously, if Φ(A) = 0, then L A is an integrable almost complex structure on S ε,σ . Note that there is a natural map P A : Γ 0,2
Therefore it follows from the definition of . Thus, we conclude that 
