Monodromy and Stability of a Class of Degenerate Planar Critical Points  by Gasull, A. et al.
Journal of Differential Equations 182, 169–190 (2002)
doi:10.1006/jdeq.2001.4095
C
PMonodromyand Stabilityof a Class of Degenerate Planar
Critical Points1
A. Gasull
Department de Matem "atiques, Facultat de Ci"encies, Universitat Aut "onoma de Barcelona,
08193 Bellaterra, Barcelona, Spain
E-mail: gasull@mat.uab.es
V. Ma *nosa
Department de Matem "atica Aplicada III, Universitat Polit"ecnica de Catalunya, Colom 1,
08222 Terrassa, Spain
E-mail: victor.manosa@upc.es
and
F. Ma *nosas
Department de Matem "atiques, Facultat de Ci"encies, Universitat Aut "onoma de Barcelona,
08193 Bellaterra, Barcelona, Spain
E-mail: manyosas@mat.uab.es
Received October 26, 2000; revised May 23, 2001
Necessary and also sufﬁcient monodromy conditions for a large class of degenerate
singular points of planar differential systems are given. For these systems, we also
ﬁnd a computable expression of the principal term of the asymptotic expansion of the
return map, which gives the stability of the point. # 2002 Elsevier Science (USA)
Key Words: degenerate critical point; monodromy problem; center focus problem;
stability; blow-up procedure.1. INTRODUCTION AND MAIN RESULTS
The study of the critical points for planar analytic differential equations,
’x ¼ X ðxÞ; is almost totally solved. It is possible to know which is the1All the authors are partially supported by the DGES under Grant PB96-1153, and
ONACIT 1999SGR 00349. The second author is also partially supported by UPC Grant
R99-08.
169
0022-0396/02 $35.00
# 2002 Elsevier Science (USA)
All rights reserved.
GASULL, MA *NOSA, AND MA *NOSAS170behaviour of the solutions of a planar analytic differential equation in a
neighbourhood of an isolated critical point p; in all cases except in the so-
called monodromic case. Remember that this case is the one in which the
solutions of the differential equation turn around the critical point.
The ﬁrst problem appears when we have to decide whether a critical point
is of monodromic type. This is usually done by the blow-up procedure. A
more difﬁcult problem is to give algorithms to know the stability of the
monodromic critical points.
The case in which the differential matrix of the vector ﬁeld at the critical
point, DX ðpÞ; has pure imaginary eigenvalues (different from zero) was
already solved by Poincar!e and Lyapunov.
The situation in which DX ðpÞ has all the eigenvalues zero, but it is not
identically zero (usually called nilpotent case) has been solved by Moussu,
see [1, 13].
The case in which DX ðpÞ is identically zero is much more difﬁcult. If,
after performing the ﬁrst polar blow-up, there appear no critical points,
then the theory developed by Poincar!e and Lyapunov can be reproduced.
In the general monodromic situation, it is known that the return map
P around p can be expressed as PðxÞ ¼ V1xþ oðxÞ; for some nonzero
constant V1: Medvedeva in [11] gives a procedure to compute V1 for
any monodromic singular point p: To apply Medvedeva’s result
it is necessary to perform all the blow-ups to desingularize the point,
in order to decide if it is monodromic, and to compute V1: This result,
as far as we know, is the last of a series of papers about this
subject [4, 9, 10, 11]. Observe that V1}which in the case of a critical
point with pure imaginary eigenvalues corresponds with exp
ðdiv X ðpÞÞ}decides the stability of the critical point just when it is not 1.
The stability of p when V1 ¼ 1 is yet an open problem. See [12] for some
results in this direction.
To describe our contribution to the monodromy and stability problems,
we ﬁx some notation.
Let F be the set of germs of planar real analytic vector ﬁelds at the origin.
For X 2 F; we denote by X 1 and X 2 its components. We also denote by Xk or
X 1k and X
2
k the corresponding homogeneous components of degree k: For
k52; set
Fk ¼ fX 2 F : X0 ¼ X1 ¼    ¼ Xk1 ¼ 0 and Xk=0g:
We associate to each ðX 1;X 2Þ 2 Fk the differential system
’x ¼ X 1ðx; yÞ;
’y ¼ X 2ðx; yÞ:
ð1Þ
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FiðX ÞðyÞ ¼ cosðyÞX 2i ðcosðyÞ; sinðyÞÞ  sinðyÞX
1
i ðcosðyÞ; sinðyÞÞ;
RiðX ÞðyÞ ¼ cosðyÞX 1i ðcosðyÞ; sinðyÞÞ þ sinðyÞX
2
i ðcosðyÞ; sinðyÞÞ:
Any zero of FkðX Þ is called a characteristic direction of X : As we will
see below (see Lemma 5) if X 2 Fk is monodromic then k is odd, the
number of characteristic directions of X in ½0; pÞ is bounded above
by kþ1
2
and FkðX ÞðyÞ is not identically zero and does not change the
sign. Without loss of generality, we ﬁx our attention in the case FkðX ÞðyÞ50:
Note that this last condition implies that any characteristic direction
has even multiplicity. Let l4kþ1
2
and o ¼ fy1; . . . ; ylg with yi 2 ½0; pÞ
such that yi=yj if i=j: We denote by Fk;o the set of vector ﬁelds in Fk
having o[ foþ pg as a set of characteristic directions and verifying that
FkðX Þ50:
Given a function f ; continuous in ½0; 2p=fy1; y2; . . . ; ykg we deﬁne the
Cauchy Global Principal Value (GPV) of
R 2p
0
f ðyÞ dy as the following limit
(if it exists):
GPV
Z 2p
0
f ðyÞ dy
 
:¼ lim
e!0
Z
Ie
f ðyÞ dy;
where
Ie ¼ ½0; 2p=
[l
i¼1
ðyi  e; yi þ eÞ:
Our main results will be precisely stated in Theorems 1 and 2, but ﬁrstly
we prefer to describe them.
* We will describe a ‘‘generic’’ subset inside the set of monodromic
vector ﬁelds in Fk;o; deﬁned by simple, semi-algebraic and testable conditions.
* For ‘‘most’’ monodromic vector ﬁelds in Fk;o; the stability of p is
given by the sign of
GPV
Z 2p
0
RkðX ÞðyÞ
FkðX ÞðyÞ
dy:
* As can be seen from the papers [6, 11], there are monodromic vector
ﬁelds (‘‘residual’’) for which the above global principal value does not give
the stability of the critical point.
To be more precise, we deﬁne some subsets of Fk;o which can be thought
as approximations to the set of monodromic vector ﬁelds at the origin. Let
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yj 2 o:
(a) RkðX ÞðyjÞ ¼ 0;
(b) Fkþ1ðX ÞðyjÞ ¼ 0;
(c) ½ðFkðX Þ
00  2RkðX Þ
0ÞFkðX Þ
00ðyjÞ > 0;
(d) ½ðFkþ1ðX Þ
0  Rkþ1ðX ÞÞ
2  2ðFkðX Þ
00  2RkðX Þ
0ÞFkþ2ðX ÞðyjÞ50:
As we will see, the vector ﬁelds in Sk;o are the vector ﬁelds verifying
that each characteristic direction can be desingularized applying two
(polar or directional) blow-ups unfolding the origin into two hyperbolic
saddles (see [2, 3] or [5] for more references about the desingularization
process).
Now let Nk;o be the set of vector ﬁelds in Fk;o verifying the following
properties for all yj 2 o:
(a) RkðX ÞðyjÞ ¼ 0;
(b) Fkþ1ðX ÞðyjÞ ¼ 0;
(e) ½ðFkðX Þ
00  2RkðX Þ
0ÞFkðX Þ
00ðyjÞ50;
(f) ½ðFkþ1ðX Þ
0  Rkþ1ðX ÞÞ
2  2ðFkðX Þ
00  2RkðX Þ
0ÞFkþ2ðX ÞðyjÞ40;
(g) Fkþ2ðX ÞðyjÞ50:
Clearly, Sk;o  Nk;o: Lastly, set
Mk;o ¼ fX 2 Fk;o: the origin is monodromic and FkðX Þ50g:
Our main results are summarized in the following two theorems.
Theorem 1. Following the above definitions, the next inclusions hold
Sk;o  Mk;o  Nk;o:
Moreover, the following properties are satisfied:
(1) If X 2 Sk;o and Y 2 Mk;o then X þ eY 2 Sk;o for all e small enough.
(2) Any X 2 Mk;o can be approximated, uniformly over compacts, by a
sequence fXngn2N; with Xn 2 Sk;o:
Theorem 2. Let X 2 Sk;o: Then the following statements hold:
(i) GPV
R 2p
0
Rk ðX ÞðyÞ
Fk ðX ÞðyÞ
dy exists:
(ii) The return map associated with the origin of (1) has the form
PðxÞ ¼ V1xþ oðxÞ;
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V1 ¼ exp GPV
Z 2p
0
RkðX ÞðyÞ
FkðX ÞðyÞ
dy
 
: ð2Þ
Remark 3. Theorem 1 is a genericity result. Let U be a bounded,
open neighbourhood of the origin. Consider Sk;oðU Þ ¼ Sk;o \ fHðU Þg; where
HðU Þ stands for the set of analytic vector ﬁelds in U ; and continuous in %U ;
endowed with the uniform convergence topology. Analogously deﬁneMk;oðU Þ:
With the above topology the maps cj and dj which appear in the
description of Sk;o and deﬁned from Mk;oðU Þ to R given by
cjðX Þ :¼ ½ðFkðX Þ
00  2RkðX Þ
0ÞFkðX Þ
00ðyjÞ;
djðX Þ :¼ ½ðFkþ1ðX Þ
0  Rkþ1ðX ÞÞ
2  2ðFkðX Þ
00  2RkðX Þ
0ÞFkþ2ðX ÞðyjÞ
are continuous. This result implies that Sk;oðU Þ is open in Mk;oðU Þ: On the
other hand, condition (ii) of Theorem 1 states that Sk;oðU Þ is dense inMk;oðU Þ:
In fact, by considering in the set of real analytic germs F the usual
topology given by the inductive limit of the topological spaces HðU Þ (see
[14, pp. 54–60]) it is not difﬁcult to see from Theorem 1 that Sk;o is open and
dense in Mk;o:
Remark 4. The case FkðX ÞðyÞ40 can be reduced to the case FkðX ÞðyÞ50
just by changing the sign of the independent variable in Eq. (1). In this new
case, Theorem 2 works with
V1 ¼ exp GPV
Z 2p
0
RkðX ÞðyÞ
FkðX ÞðyÞ
dy
 
;
instead of the original formula for V1:
The number V1 is called the generalized first Lyapunov constant for system
(1). Note that if there are no characteristic directions, then
V1 ¼ exp
Z 2p
0
RkðX ÞðyÞ
FkðX ÞðyÞ
dy
 
:
This paper is organized as follows. In Section 2, we give the proof of
Theorem 1 while in Section 3 the proof of Theorem 2 is displayed. The paper
is ended with Section 4 in which we wonder about the following two
problems, concerned with the usefulness of Theorems 1 and 2:
* When is it possible to check if a concrete vector ﬁeld is an element of
Sk;o?
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GPV
Z 2p
0
RkðX ÞðyÞ
FkðX ÞðyÞ
dy?
The main result of Section 4, Theorem 13, is stated in Section 4.2. Finally,
in Section 4.3, concrete examples of application are given.
2. PROOF OF THEOREM 1
We start stating the following well-known result.
Lemma 5. Let X 2 Fk and assume that X is monodromic. Then the
following assertions hold:
(i) FkðX Þ is not identically zero,
(ii) FkðX ÞðyÞ does not change the sign,
(iii) k is odd,
(iv) There are at most kþ1
2
characteristic directions in ½0;pÞ and each
characteristic direction has even multiplicity.
Proof of Theorem 1. First we show that Mk;o  Nk;o: To prove this in-
clusion, let X 2 Mk;o and let yj 2 o: Consider the expression of (1) in polar
coordinates,
’r ¼
X1
i¼k
RiðX ÞðyÞrikþ1;
’y ¼
X1
i¼k
FiðX ÞðyÞrik :
Note that ð0; yjÞ is a critical point of the above system. Its linear part is given by
RkðX ÞðyjÞ 0
Fkþ1ðX ÞðyjÞ 0
 !
:
Hence RkðX ÞðyjÞ must be zero. Otherwise ð0; yjÞ would be a critical
point with a nonzero eigenvalue and this fact would contradict
the monodromy of the origin. On the other hand, also by the monodromy
of the origin it follows that for r small enough ’yðr; yjÞ and ’yðr; yj þ pÞ have
the same sign. If Fkþ1ðX ÞðyjÞ=0; then these signs are the signs of Fkþ1ðX ÞðyjÞ
and Fkþ1ðX Þðyj þ pÞ: This last assertion is in contradiction with the fact that
Fkþ1ðyÞ is a trigonometric polynomial with odd degree. Therefore, Fkþ1ðX Þ
ðyjÞ ¼ 0: Hence X satisﬁes (a) and (b).
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up process. To do this, ﬁrst we conjugate X by means of a rotation in such a
way the characteristic direction yj is transformed into the direction y ¼ 0:
We denote by Y the vector ﬁeld obtained from this conjugation. Some
computations give the following relations:
(A) Y 1ðx; yÞ ¼ cosðyjÞX 1ðMyjðx; yÞÞ þ sinðyjÞX
2ðMyj ðx; yÞÞ and Y
2ðx; yÞ ¼
sinðyjÞX 1ðMyj ðx; yÞÞ þ cosðyjÞX
2ðMyjðx; yÞÞ; where
Myj ¼
cosðyjÞ sinðyjÞ
sinðyjÞ cosðyjÞ
 !
:
(B) For i5k; FiðY ÞðyÞ ¼ FiðX Þðyþ yjÞ and RiðY ÞðyÞ ¼ RiðX Þðyþ yjÞ:
Next, we consider the following blow-ups:
(i) ðu; zÞ ¼ ðx2=y; y=xÞ: This blow-up is obtained by the composition of
the two blow-ups ðx; zÞ ¼ ðx; y=xÞ and ðu; zÞ ¼ ðx=z; zÞ:
(ii) ðx;wÞ ¼ ðx; y=x2Þ: As above, this blow-up is obtained by the
composition of the two blow-ups ðx; zÞ ¼ ðx; y=xÞ and ðx;wÞ ¼ ðx; z=xÞ:
Rewriting the new differential equations in terms of the original vector
ﬁeld, we get
’u ¼ RkðX Þ
0ðyjÞ 
FkðX Þ
00ðyjÞ
2
	 

uþ O2ðz; uÞ;
’z ¼
FkðX Þ
00ðyjÞ
2
	 

zþ O2ðz; uÞ
ð3Þ
and
’x ¼ Y 1k ð1;wxÞ þ
P1
i > k Y
1
i ðx;wx
2Þ
xk
¼ pðx;wÞ;
’w ¼ Fkþ2ðX ÞðyjÞ þ ðFkþ1ðX Þ
0  Rkþ1ðX ÞÞðyjÞwþ
FkðX Þ
00
2
 RkðX Þ
0
	 

ðyjÞw2
þ xW ðx;wÞ ¼ qðx;wÞ: ð4Þ
From (3),
Fk ðX Þ
00ðyjÞ
2
 RkðX Þ
0ðyjÞ
 
FkðX Þ
00ðyjÞ must be greater or equal to 0.
Otherwise, the corresponding critical point in the blow-up is a node and this
contradicts the monodromy of X : Thus X must satisfy (e).
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½ðFkþ1ðX Þ
0  Rkþ1ðX ÞÞ
2  2ðFkðX Þ
00  2RkðX Þ
0ÞFkþ2ðX ÞðyjÞ > 0;
then a study of the power series expansion of the above expressions gives
that there are two simple critical points in x ¼ 0: This gives a contradiction
with the monodromy of X : Hence X has to verify (f).
Lastly, if Fkþ2ðX ÞðyjÞ50 then the system at x ¼ 0 turns in opposite
direction to the monodromic one. So (g) is proved. Thus, we have proved
that Mk;o  Nk;o:
Now we prove that Sk;o  Mk;o: Let X 2 Sk;o: Note that conditions (a)–(d)
ensure that, after the above blow-up process, each singularity of the system
associated with X has been desingularized obtaining a monodromic
polycycle whose corners are hyperbolic saddles. So X 2 Mk;o:
Next, we begin the proof of statements (1) and (2).
(1) Let X 2 Sk;o and Y 2 Mk;o: Since R and F are linear operators we get
that for all i5k; RiðX þ eY ÞðyÞ ¼ ðRiðX Þ þ eRiðY ÞÞðyÞ and FiðX þ eY ÞðyÞ ¼
ðFiðX Þ þ eFiðY ÞÞðyÞ: Then since (a) and (b) hold for X and Y then X þ eY
again veriﬁes (a) and (b). Since X veriﬁes (e) and (f) with strict inequality
and Y satisﬁes (e) and (f), it follows that for e small enough X þ eY veriﬁes
(e) and (f) with strict inequality, that is X þ eY satisﬁes (c) and (d).
Therefore, we have proved that X þ eY 2 Sk;o as desired.
(2) Without loss of generality, we can assume that p=2 =2 o: Let X 2
Mk;o: We have already proved that X 2 Nk;o: For each yi 2 o; set zi ¼ tanðyiÞ:
If X 2 Sk;o there is nothing to prove. Hence, we assume that X =2 Sk;o:
Therefore for some yj 2 o either (e), or (f) or (g) holds with an equality instead
of a strict inequality. Consider Xe;d ¼ X þ eY þ dZ; where Y is any
homogeneous vector ﬁeld of degree k þ 1 and Zðx; yÞ ¼ ðx2 þ y2Þðkþ1Þ=2
ðy; xÞ: It is easy to see that Fkþ2ðXe;dÞðyjÞ ¼ Fkþ2ðX ÞðyjÞ þ d and so choosing
d positive and small enough Xe;d satisﬁes (g) with strict inequality. The vector
ﬁeld Y has to be chosen in order to transform (e) and (f) into strict in-equalities.
When Card ðoÞ ¼ l5kþ1
2
this is very easy to be done. It sufﬁces to take
Y ðx; yÞ ¼ ðx2 þ y2Þ
k12l
2
Yl
i¼1
ðy  xziÞ
2ðy; xÞ
and e is positive and small enough. Note that the above vector ﬁeld is
homogeneous of degree k because l5ðk þ 1Þ=2: When l ¼ ðk þ 1Þ=2 it is no
more polynomial. In this latter case the construction of Y is more involved.
We will work with polynomials instead of trigonometrical polynomials.
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GðzÞ ¼ X 2k ð1; zÞ  zX
1
k ð1; zÞ and SðzÞ ¼ X
1
k ð1; zÞ þ zX
2
k ð1; zÞ:
Easy computations show that the following statements hold:
(i) For y=p=2; GðtanðyÞÞ ¼ 1
coskþ1ðyÞFkðX ÞðyÞ and SðtanðyÞÞ ¼
1
coskþ1ðyÞ
RkðX ÞðyÞ:
(ii) The degree of GðzÞ is exactly k þ 1:
(iii) y 2 o if and only if tanðyÞ is a root of GðzÞ: Moreover for i ¼
1; . . . l; SðziÞ ¼ 0:
(iv) ðS  zGÞðzÞ ¼ ð1þ z2ÞX 1k ð1; zÞ and ðzS þ GÞðzÞ ¼ ð1þ z
2ÞX 2k ð1; zÞ:
(v) For i ¼ 1; . . . ; l; FkðX Þ
00ðyiÞ ¼ G00ðziÞðz2i þ 1Þ
ðk3Þ=2 and RkðX Þ
0ðyiÞ
¼ S0ðziÞðz2i þ 1Þ
ðk1Þ=2:
In our situation, GðzÞ is a polynomial of degree k þ 1 with l ¼ kþ1
2
roots of
multiplicity two. Without loss of generality, we suppose that
GðzÞ ¼
Yl
i¼1
ðz ziÞ
2:
Then by (v),
FkðX Þ
00ðyjÞ ¼ 2
Yl
i¼1; i=j
ðzj  ziÞ
2ðz2j þ 1Þ
k3
2 > 0:
On the other hand by (iii), there exists a polynomial sðzÞ of degree at most
l 1; such that X 1k ð1; zÞ ¼
Ql
i¼1ðz ziÞsðzÞ: By using (iv),
SðzÞ ¼
Yl
i¼1
ðz ziÞ z
Yl
i¼1
ðz ziÞ þ ð1þ z2ÞsðzÞ
" #
: ð5Þ
If X does not verify (c) then FkðX Þ
00ðyÞ ¼ 2RkðX Þ
0ðyÞ for some y 2 o; that is
S0ðzjÞ ¼
Yl
i¼1; i=j
ðzj  ziÞ
2ð1þ z2j Þ ð6Þ
for some j 2 f1; . . . ; lg: Let us prove by contradiction that it is impossible
that (6) holds for all j 2 f1; . . . ; lg: Assume that (6) holds for all j 2
f1; . . . ; lg: Then, by (5) we see that
S0ðzjÞ ¼
Yl
i¼1; i=j
ðzj  ziÞð1þ zjÞ
2sðzjÞ:
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sðzjÞ ¼
Yl
i¼1; i=j
ðzj  ziÞ ¼ p0ðzjÞ
for all j ¼ 1; . . . ; l; where pðzÞ :¼
Ql
i¼1ðz ziÞ: Therefore sðzÞ ¼ p
0ðzÞ: Note
that sðzÞ ¼ lzl1 þ    : By substituting its expression into (5) we get that SðzÞ
has degree larger than k þ 1; which gives a contradiction. Therefore, if we
denote by K the set of zi’s verifying (6), the above reasoning implies that the
cardinality of K is at most l 1: Let rðzÞ be a polynomial of degree l 1
such that for any z 2 K;
Ql
i¼1; zi=zðz ziÞð1þ z
2ÞrðzÞ50: This polynomial
exists, just because the cardinality of K is less than l: Set Y the vector ﬁeld
deﬁned as follows:
Y ðx; yÞ ¼ xk
Yl
i¼1
y
x
 zi
 
r
y
x
 
;
Yl
i¼1
y
x
 zi
 
þ
y
x
r
y
x
  !
:
Tedious computations show that for all e > 0; and d > 0; the following
statements hold:
(I) FkðXe;dÞ
00ðyÞ ¼ ð1þ eÞFkðX Þ
00ðyÞ for all y 2 o:
(II) RkðXe;dÞ
0ðyÞ5RkðX Þ
0ðyÞ for all y 2 K:
Hence for e > 0 and d > 0 we have constructed Xe;d 2 Sk;o: Observe also
that X  Xe;d is a polynomial which tends to zero uniformly over compacts
when e; d tends to zero. This ends the proof of the theorem. ]
3. PROOF OF THEOREM 2
Before proving Theorem 2, we need some preliminary results. First, for
the sake of completeness, we restate Lemma 8 of [6].
Lemma 6. Consider system
’x ¼ xðaþ f ðx; yÞÞ ¼ P ðx; yÞ;
’y ¼ yðbþ gðx; yÞÞ ¼ Qðx; yÞ;
ð7Þ
where f and g begin with first-order terms, and, a and b are positive. Let
se;dðyÞ be the transition map of the flow from fx ¼ eg to fy ¼ dg being e and d
small enough and positive, then
se;dðyÞ ¼ Aðe; dÞya=b þ oðya=bÞ with Aðe; dÞ ¼
e
da=b
expfF ðdÞg
exp

a
bGðeÞ

;
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lim
d!0
F ðdÞ ¼ lim
e!0
GðeÞ ¼ 0:
Next lemma studies the transition map near a characteristic direction. We
refer to [8] for the deﬁnition of a semi-regular map. Given a continuous map
f : R! R we denote as PV
R1
1 f ðxÞ dx; its principal value, deﬁned as the
following limit (if it exists):
PV
Z 1
1
f ðxÞ dx :¼ lim
y!1
Z y
y
f ðxÞ dx:
Lemma 7. Let X 2 Sk;o; y0 2 o: For %e > 0 small enough, set e ¼ tanð%eÞ; and
S0þ ¼ ftanðy0  %eÞx4y4tanðy0 þ %eÞxg; and S
0
 ¼ ftanðy0 þ pþ %eÞx4
y4tanðy0 þ p %eÞxg: Let D
%e
y0 and D
%e
y0þp be the transition maps of the flow
in S0þ and S
0
: Then D
%e
y0 and D
%e
y0þp are semi-regular maps,
D%ey0 ðrÞ ¼ D
%e
y0r þ oðrÞ; D
%e
y0þpðrÞ ¼ D
%e
y0þpr þ oðrÞ;
where r2 ¼ x2 þ y2; and
D%ey0þðppÞ=2 ¼ exp H ðeÞ  l PV
Z 1
1
@
@x
pðx;wÞ
qðx;wÞ
	 

fx¼0g
 !
dw
( )
with
lim
e!0
H ðeÞ ¼ 0; l ¼
FkðX Þ
00ðy0Þ  2RkðX Þ
0ðy0Þ
FkðX Þ
00ðy0Þ
and p and q defined in (4).
Proof. Without loss of generality, we assume that y0 ¼ 0: Since X 2 Sk;o
the blow-up process described by Eqs. (3) and (4), and studied in the proof
of Theorem 1, desingularizes the direction y ¼ 0 in two saddles, p1 and p2
(see Fig. 1), with hyperbolic ratios 1=l and l; respectively.
For system (3), the origin is a hyperbolic saddle for which the ﬁrst
quadrant corresponds to the hyperbolic sector of p2 which comes from Sþ;
and the fourth quadrant corresponds to the hyperbolic sector of p1 also
coming fromSþ (see Fig. 2). The second and the third quadrant come from
S:
Now we want to describe D%e0 the transition map of the ﬂow between
S1 ¼ fy ¼ exg and S4 ¼ fy ¼ exg: The description of D
%e
p is analogous.
FIG. 1. Blow-up geometry of a characteristic direction of a system in Sk;o:
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D%e0 ¼ s2 8 t 8 s1;
where s1 is the transition map of the ﬂow in a neighbourhood of p1; s2 is the
transition map of the ﬂow in a neighbourhood of p2 and t is the transition
map of the ﬂow between these neighbourhoods. To compute s1 we work in
the coordinates of system (3). This map is now the transition between
S1 ¼ f½U ; 0  fz ¼ egg for U50 close enough to zero, and S2 ¼ ffu ¼
dg  ½Z; 0Þg for Z50; also close enough to zero.
Again in the coordinates of system (3), s2 is the transition between S3 ¼
ffu ¼ dg  ð0; *ZÞg for *Z > 0 small enough, and S4 ¼ fð0; *U   fz ¼ egg for
*U > 0 small enough.
Lastly, t is the transition map of the ﬂow from S2 to S3: To compute it,
we work in the coordinates of system (4).
We denote
s1ð %xÞ ¼ aj %xj1=l þ oðj %xj1=lÞ;
FIG. 2. Blow-up of the characteristic direction fy ¼ 0g in local coordinates.
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tð %xÞ ¼ c %x þ oð %xÞ
and we use in the next computations the following notation: ða; bÞðnÞ; where
n 2 f1; 2; 3g; means a point expressed in the original coordinates ðx; yÞ of our
system if n ¼ 1; expressed in coordinates ðx;wÞ of system (4) if n ¼ 2; and in
coordinates ðu; zÞ of system (3) if n ¼ 3: We get
D%e0 ¼ s2 8 t 8 s1ððu;eÞ
ð3ÞÞ ¼ s2 8 tððd; ajuj
1=l þ oðjuj1=lÞÞð3ÞÞ
¼ s2 8 t dajuj
1=lþoðjuj1=lÞ;
1
d
	 
ð2Þ !
¼s2 cdajuj1=lþoðjuj1=lÞ;
1
d
	 
ð2Þ !
¼ s2ððd;cajuj1=l þ oðjuj1=lÞÞ
ð3ÞÞ ¼ s2ððbclðaÞ
ljuj þ oðjujÞ; eÞð3ÞÞ:
GASULL, MA *NOSA, AND MA *NOSAS182Now, since ðu;eÞð3Þ ¼ ðeu; e2uÞð1Þ; we obtain
ðbclðaÞljuj; eÞð3Þ ¼ ðebclðaÞljuj þ oðjujÞ; e2bclðaÞljuj þ oðjujÞÞð1Þ:
Then for a point ðx; yÞð1Þ; it is easy to check that
D%e0ðrÞ ¼ bc
lðaÞlr þ oðrÞ; ð8Þ
where r2 ¼ x2 þ y2: Now we compute a and b: Using Lemma 6, adapted to
the corresponding quadrant, we obtain
a ¼
e
ðdÞ1=l
expfF ðdÞg
expf1lGðeÞg
and b ¼
d
el
expfGðeÞg
expflF ðdÞg
:
To compute c we consider system (4), and we use the ﬁrst-order
variational equations along the solution fx ¼ 0g; from fw ¼ 1=dg to fw ¼
1=dg; obtaining
c ¼ exp
Z 1=d
1=d
@
@x
pðx;wÞ
qðx;wÞ
	 

fx¼0g
dw
( )
¼: exp
Z 1=d
1=d
hðwÞ dw
( )
:
Hence, from Eq. (8), and taking into account the above expressions, we
have
D%e0ðrÞ ¼ D
%e
0r þ oðrÞ;
where
D%e0 ¼ exp F ðeÞ  F ðeÞ  lðGðdÞ  GðdÞÞ þ l
Z 1=d
1=d
hðwÞ dw
( )
:
Observe now that De0 does not depend on d; hence
A :¼ lðGðdÞ  GðdÞÞ þ l
Z 1=d
1=d
hðwÞ dw
is constant for all d > 0 small enough. Therefore,
A ¼ lim
d!0
A ¼ l PV
Z 1
1
hðwÞ dw:
This ends the proof of the lemma. ]
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lim
e!0
D%e0 ¼ lime!0
exp F ðeÞ  F ðeÞ þ l PV
Z 1
1
hðwÞ dw
 
¼ exp l PV
Z 1
1
hðwÞ dw
 
¼ exp l PV
Z 1
1
@
@x
pðx;wÞ
qðx;wÞ
	 

fx¼0g
 !
dw
( )
:
Proof of Theorem 2. Let X 2 Sk:o and set o[ foþ pg ¼ fy1; . . . ; ylg:
Observe that it is not restrictive to assume that fy ¼ 0g is not a characteristic
direction. Let e > 0 be small enough such that fðyj e; yj þ eÞgj2f1;...;lg is a
collection of disjoint intervals. Set Se¼
Sl
j¼1ðyj e; yj þ eÞ and Ie ¼ ½0; 2p=Se
 
:
Taking polar coordinates ðr; yÞ given by the change r2 ¼ x2 þ y2; y ¼
arctanðy=xÞ; and re-scaling the time by ds=dt ¼ rm1; we obtain the new system
’r ¼ Rðr; yÞ ¼ RkðX ÞðyÞr þ oðr2Þ;
’y ¼ Yðr; yÞ ¼ FkðX ÞðyÞ þ oðrÞ:
ð9Þ
Now, integrating the ﬁrst-order variational equations of system (9)
associated with the orbit fr ¼ 0g; we have that the transition map T ej from
fy ¼ yj þ eg to fy ¼ yjþ1  eg (which is regular) and is given by
T ej ðr0Þ ¼ exp
Z yjþ1e
yjþe
RkðX ÞðyÞ
FkðX ÞðyÞ
dy
( )
r0 þ oðr0Þ:
Also, let T e0 be the regular transition map from fy ¼ 0g to fy ¼ y1  eg;
and T el be the regular transition from fy ¼ yl þ eg to fy ¼ 2pg: Hence, we get
that P ¼ T el 8 D
e
l 8 T
e
l1    T
e
2 8 D
e
2 8 T
e
1 8 D
e
1 8 T
e
0 is a composition of regular and
semi-regular maps with nonvanishing linear leading terms, hence we can write
PðxÞ ¼ V1 x þ oðxÞ;
where V1 is the product of the principal terms of the maps D
e
j and d
e
j; for
j ¼ 1; . . . ; l: Therefore, for all e > 0 small enough:
V1 ¼
Yl
j¼1
Dej
 !
exp
Z
Ie
RkðX ÞðyÞ
FkðX ÞðyÞ
dy
 
: ð10Þ
Observe that the terms depending on e in the integrals appearing in each
Dej (given in Lemma 7) are nonsingular, and that for every supplementary
characteristic direction the principal values appearing in the expressions of
Dej; which are given in Lemma 7, are the same but with opposite sign, and
GASULL, MA *NOSA, AND MA *NOSAS184then they cancel. Therefore lime!0
Ql
j¼1 D
e
j ¼ 1: Taking e! 0 in Eq. (10),
we have that the GPV exists and
V1 ¼ exp GPV
Z 2p
0
RkðX ÞðyÞ
FkðX ÞðyÞ
dy
 
: ]
4. PRACTICAL USE OF THEOREMS 1 AND 2
In order to make Theorems 1 and 2, useful we have to consider if it is
possible to check if a concrete vector ﬁeld is an element of Sk;o: In this case,
we also study when it is possible to compute analytically
GPV
Z 2p
0
RkðX ÞðyÞ
FkðX ÞðyÞ
dy:
The method that we develop shows that this global principal value is always
numerically computable. Remember that this value, when it is not zero,
gives the stability of the origin.
In this section, we study both problems. The main result (Theorem 13) is
stated in Section 4.2. We ﬁnish the section giving some concrete examples.
4.1. Semi-algebraic Characterization of Sk;o
In order to check if a vector ﬁeld X 2 Fk belongs to Sk;o for some o;
conditions (a)–(d) before Theorem 1 have to be checked. In particular, the
values yj; zeros FkðX ÞðyÞ have to be computed. This is not always possible,
but taking into account that all its real zeros have to be double zeros, we can
compute them for k47: We develop this study in the sequel.
First, notice that since FkðX Þ is a homogeneous trigonometric polynomial of
degree k þ 1; the problem of determining its zeros can be reduced to the deter-
mination of the zeros of a polynomial of degree k þ 1 with just one variable,
Pkþ1ðtanðyÞÞ ¼ FkðX ÞðyÞ=coskþ1ðyÞ:
Given a real polynomial Pk of degree k; we deﬁne the following (ﬁnite)
sequence of polynomials
M0ðxÞ :¼ PkðxÞ;
MlðxÞ :¼ g:c:d: ðMl1ðxÞ;M 0l1ðxÞÞ; 14l4m: ð11Þ
We stop the sequence when some Ml is a nonzero real constant.
Remember that given any real polynomial QðxÞ it is possible by using the
Sturm sequence (see [15, pp. 281–282]) to determine, by means of algebraic
inequalities, its number of real roots (NRRðQÞ) and its number of complex
MONODROMY AND STABILITY OF PLANAR CRITICAL POINTS 185(nonreal) roots (NCRðQÞ) without taking into account their multiplicities.
From the two functions NRR and NCR, and from the sequence MiðxÞ;
i ¼ 0; 1; . . . ;m we can prove the following result.
Proposition 9. Let Pk be a real polynomial of degree k. Associated with
it, consider the sequence of polynomials MiðxÞ; i ¼ 0; 1; . . . ;m given in (11).
Define also Mmþ1ðxÞ  Mmþ2ðxÞ  1: Then, the following statements hold:
(i) The number NRRðMiÞ NRRðMiþ1Þ is the number of real roots of
Pk that have exactly multiplicity iþ 1:
(ii) The number NCRðMiÞ NCRðMiþ1Þ is the number of complex
(nonreal) roots of Pk that have exactly multiplicity iþ 1:
(iii) If
deg
MiðxÞMiþ2ðxÞ
M2iþ1ðxÞ
 !
44; i ¼ 0; . . . ;m;
then all the roots of PkðxÞ can be computed by radicals.
Proof. The proofs of (i) and (ii) follow similar steps. It sufﬁces to recall
that a linear or quadratic irreducible factor in R½x of a polynomial QðxÞ 2
R½x has multiplicity k if and only if it has multiplicity k  1 in the
polynomial g:c:d: ðQðxÞ;Q0ðxÞÞ:
The proof of (iii) follows from the above considerations and the fact that
all polynomials of degree at most 4 can be solved by radicals. Observe that
any irreducible factor in R½x of Miþ2ðxÞ; with multiplicity k52; does not
appear as a factor of MiðxÞMiþ2ðxÞ=M2iþ1ðxÞ: ]
Corollary 10. By using the same notations as that in Proposition 9. The
following results hold:
(i) Pk does not change sign if and only if
NRRðM2iÞ ¼ NRRðM2iþ1Þ; i ¼ 0; 1; . . . ; ½m=2:
(ii) Pk has all its real roots of multiplicity two if and only if
NRRðM0Þ ¼ NRRðM1Þ and NRRðM2Þ ¼ 0:
(iii) If k ¼ 2; 4; 6 or 8 and Pk has its real roots of multiplicity two, then all
these real roots can be computed by using radicals.
Note that from Theorem 1, statement (i) of the above corollary gives a
necessary condition}which can be checked algebraically}for an element
GASULL, MA *NOSA, AND MA *NOSAS186X 2 Fk to be monodromic and to be in some Fk;w: In a similar way,
statement (ii) gives a necessary condition for an element of Fk to be in Sk;w
for some w: Furthermore, in the following section we will see}as a
consequence of statement (iii) and some technical results}when is a semi-
algebraic problem to decide if a vector ﬁeld X 2 Fk ; also belongs to Sk;w:
Finally, we also study when GPV
R 2p
0
Rk ðX ÞðyÞ
Fk ðX ÞðyÞ
dy is algebraically computable.
4.2. On the Computation of Global Principal Values
All vector ﬁelds in Sk;w satisfy, among other things, that
FkðX ÞðyjÞ ¼ FkðX Þ
0ðyjÞ ¼ RkðyjÞ ¼ 0 and FkðX Þ
00ðyjÞ=0
for all yj 2 w: ð12Þ
In the next lemma we will prove that GPV
R 2p
0
Rk ðX ÞðyÞ
Fk ðX ÞðyÞ
dy exists for the
subset of vector ﬁelds in Fk satisfying (12). Observe that this subset contains
Sk;w: We also give a method to reduce its computation to the computation of
a nonsingular integral.
Lemma 11. Let RðyÞ and F ðyÞ be homogeneous trigonometric polynomials
of degree k satisfying that
RðyÞ ¼ PðyÞrðyÞ and F ðyÞ ¼ P2ðyÞf ðyÞ
with f ðyÞ > 0 and PðyÞ ¼
Ql
i¼1 sinðy yiÞ:
Then GPV
R 2p
0
RðyÞ
F ðyÞ dy exists, and can be computed asZ 2p
0
sðyÞ
f ðyÞ
dy;
where sðyÞ is the homogeneous trigonometric polynomial of degree k  2l given
by
sðyÞ :¼
rðyÞ PðyÞ f ðyÞ
Pl
i¼1 Ai cotðy yiÞ
 
PðyÞ
and Ai ¼
rðyiÞ
P0ðyiÞf ðyiÞ
; i ¼ 1; 2; . . . ; l:
Proof. Direct computations show that
rðyÞ
PðyÞf ðyÞ
¼
Xl
i¼1
Ai cosðy yiÞ
sinðy yiÞ
þ
sðyÞ
f ðyÞ
:
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GPV
Z 2p
0
cosðy yiÞ
sinðy yiÞ
dy ¼ 0
and
GPV
Z 2p
0
sðyÞ
f ðyÞ
dy ¼
Z 2p
0
sðyÞ
f ðyÞ
dy;
because f ðyÞ is always positive. ]
Remark 12. Remember that by using the transformation z ¼ eiy; if we
write sðyÞf ðyÞ ¼ qðcos y; sin yÞ; thenZ 2p
0
sðyÞ
f ðyÞ
dy ¼
Z
jzj¼1
1
iz
q
z2 þ 1
2z
;
z2  1
2iz
	 

and this integral can be studied by using Cauchy’s Residues Theorem.
Finally, as a consequence of statement (iii) of Corollary 10, Lemma 11
and Remark 12 we have the following result:
Theorem 13. Consider a vector field X 2 Fk : Then it is a semi–algebraic
problem to determine if there exists w such that X 2 Sk;w when k ¼ 1; 3; 5 or 7.
Furthermore, if ðk;wÞ =2 fð5; |Þ; ð7; |Þ; ð7; fygÞg; the global principal value
GPV
R 2p
0
Rk ðX ÞðyÞ
Fk ðX ÞðyÞ
dy can be algebraically computed.
Remark 14. (i) Observe that the stability problem in the case that ðk;wÞ 2
fð5; |Þ; ð7; |Þ; ð7; fygÞg; cannot be algebraically solved because in this situation
the rational integral given in Remark 12 cannot be computed in general.
(ii) There are a lot of cases in which the monodromy problem can be
solved even for k > 7: The computation of the global principal value also
depends on the computation of the rational integral given in Remark 12.
4.3. Concrete Examples
In order to give concrete examples of application of our results we study
in this section the case k ¼ 3:
From Theorem 1 and results of Section 4.1, if the origin of a vector ﬁeld
X 2 F3 is monodromic, then there exists a linear change of coordinates such
that F3ðX ÞðyÞ has one of the following expressions:
(1) F3ðX ÞðyÞ ¼ a sin
4ðyÞ;
(2) F3ðX ÞðyÞ ¼ a sin
2ðyÞ cos2ðyÞ;
GASULL, MA *NOSA, AND MA *NOSAS188(3) F3ðX ÞðyÞ ¼ sin
2ðyÞS2ðcosðyÞ; sinðyÞÞ;
(4) F3ðX ÞðyÞ ¼ S4ðcosðyÞ; sinðyÞÞ;
where a 2 R=f0g; and Sl are homogeneous polynomials of degree l which do
not vanish for y 2 ½0; 2pÞ:
Case (1) is not included in our study (it corresponds with a zero of
multiplicity four). Case (4) corresponds to the case of nonexistence of
characteristic directions and it is well known that the Poincar!e–Lyapunov
theory works in this situation. Cases (2) and (3) are the ones for which our
results apply. Taking into account that any vector ﬁeld X having a
monodromic singular point at the origin must satisfy (12), we have that
cases (2) and (3) corresponds with vector ﬁeld X ; of the form
X3ðx; yÞ ¼ ðBx2y;Gxy2Þ withG > B; ð13Þ
or
X3ðx; yÞ ¼ ðBx2y þ Cxy2 þ Dy3;Gxy2 þ Hy3Þ
with ðH  CÞ2 þ 4DðG BÞ50 and D50: ð14Þ
For system (13), Lemma 11 gives that GPV
R 2p
0
R3ðX ÞðyÞ
F3ðX ÞðyÞ
dy ¼ 0: While for
system (14) gives that
GPV
Z 2p
0
R3ðX ÞðyÞ
F3ðX ÞðyÞ
dy ¼ J
CGBH
GB
DGþG2GB
2ðGBÞ H
G B
H  C
2
D
0
B@
1
CA; ð15Þ
where
J
P Q R
p q r
 !
:¼
Z 2p
0
P cos2ðyÞ þ 2Q sinðyÞ cosðyÞ þ R sin2ðyÞ
p cos2ðyÞ þ 2q sinðyÞ cosðyÞ þ r sin2ðyÞ
dy
¼
2p
4q2 þ ðp  rÞ2
 
4Qqþ ðP  RÞðp  rÞ
þ
½2ðP þ RÞq2  2Qqðp þ rÞ þ ðpR PrÞðp  rÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
pr  q2
p
!
;
for q2  pr50 and 4q2 þ ðp  rÞ2=0; or
J
P Q R
p q r
 !
:¼
pðP þ RÞ
p
MONODROMY AND STABILITY OF PLANAR CRITICAL POINTS 189if 4q2 þ ðp  rÞ2 ¼ 0: To get the above expression we have used the formulas
that appear in pp. 150–151 of [8].
Note that to ensure that the global principal values computed above give
the stability of a vector ﬁeld X 2 F3; with X3 of the prescribed form we also
have to check conditions (c) and (d) of the deﬁnition of S3;w:
We end this section with the following example. Consider the system
’x ¼ bx2y þ axy2  by3  x4;
’y ¼ 4bxy2 þ ay3 þ 2x5: ð16Þ
It is easy to check that X 2 S3;f0g if and only if b > 1=4: Furthermore, for
any nonzero value of b
GPV
Z 2p
0
R3ðX ÞðyÞ
F3ðX ÞðyÞ
dy ¼ J
a 4
3
b a
3b 0 b
 !
¼
2p
ﬃﬃﬃ
3
p
a
3b
:
Therefore if b > 1=4; the origin of (16) is monodromic. Furthermore, it is
an attractor (respectively, a repellor) if a50 (respectively, a > 0). Observe
that if a ¼ 0 it is easy to see that the origin is a reversible centre. If b ¼ 1=4;
the critical point that appears on fx ¼ 0g for system (4) is elementary
degenerate. If b51=4 Theorem 1 assures that X =2 N3;f0g: Therefore, if b41=4
then the origin is not monodromic.
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