[1] A 1-month field experiment was conducted near Kunming in Yunnan Province, China, to continuously monitor subsurface velocity variations along different baselines. The experiment site is located 10 km west to the seismically very active Xiaojiang fault zone. An electric hammer was used as a source to generate highly repeatable seismic waves, which were recorded by 5 short-period seismometers deployed at $10 m to 1.2 km away from the source. Velocity variation was estimated by using coda wave interferometry technique. The technique measures changes in differential time between the coda and the first arrival, which is in principal insensitive to timing errors. We obtained a fractional velocity perturbation (dv/v) of 10 À3 to 10 À2 with a precision of 10 À4 . The measured velocity variation is consistent among different components and stations and appears to well correlate with deep water level. The velocity variation is featured by a long-term linear trend and well-developed daily cycles. The latter is interpreted as the velocity response to the barometric pressure. A multivariate linear regression analysis of the data indicates that the velocity change exhibits a negative correlation with barometric pressure, with a stress sensitivity of 10 À6 /Pa at the experimental site.
Introduction
[2] The time-varying stress state of fault systems at seismogenic depths is perhaps the single most important property controlling the sequencing and nucleation of seismic events. The measurement of stress, however, is notoriously difficult, particularly at seismogenic depths. Numerous laboratory studies over the last several decades have shown that the seismic velocity of crustal rocks clearly exhibit stress dependence with a stress sensitivity of 10 À9 to 10 À8 Pa À1 [e.g., Birch, 1960 Birch, , 1961 Simmons, 1964] . Such dependence is attributed to the opening/closing of microcracks in response to changes in the stress normal to the crack surface [e.g., Walsh, 1965; Nur, 1971] . Thus stress changes can, in principle, be detected through measuring changes of seismic velocity. Indeed there have been many attempts to accomplish this goal [e.g., De Fazio et al., 1973; Reasenberg and Aki, 1974; Leary et al., 1979; Yukutake et al., 1988; Yamamura et al., 2003; Silver et al., 2007] . The fractional change in seismic velocity with respect to stress change appeared to spread over a wider range, from 10 À9 to 10 À6 Pa
À1
.
[3] The small change of seismic velocity is usually estimated through measuring the subtle changes in absolute travel time of the first arrival along a fixed source-receiver path. Precisions in travel time measurement is thus of key importance to the success of these field experiments. One potential error source is timing. Using the first arrival time to estimate velocity perturbation thus suffers from systematic timing errors in the digitizer's base clock and in triggering time. Temperature fluctuation is observed to have notable effects on the measured travel time of the first arrival [Leary et al., 1979; Silver et al., 2007] .
[4] Coda waves in the later part of a seismogram are generally considered to be generated by multiple scattering/ reflection in the crust [Aki and Chouet, 1975; Wegler, 2004] . Since the pioneering study of Aki [1969] , decay of coda waves has been extensively analyzed to study the attenuation property of crustal rocks (see Herraiz and Espinosa [1987] and references therein). Meanwhile coda waves are also better tools to image subtle changes of crustal rocks as they sample the medium multiple times which effectively amplifies any small changes in the medium. More importantly the differential times between coda waves and the first arrival are essentially insensitive to timing errors discussed in the previous paragraph. Thus one can apply the interferometry technique to the coda waves in the consecutive recordings to detect subtle crustal changes. A generalized theory of coda wave interferometry was recently proposed by Snieder et al. [2002] and Snieder [2006] and its effectiveness has been well demonstrated in ultrasonic experiments [Snieder et al., 2002; Grêt et al., 2006b] . The technique has been widely applied to field experiments involving both active and passive source data. For example, it has been used to monitor in situ velocity changes caused by artificially controlled stress in mining environments [Grêt et al., 2006a] , as well as to detect velocity changes along fault zones [Poupinet et al., 1984] and volcanic areas [Ratdomopurbo and Poupinet, 1995; Matsumoto et al., 2001; Wegler et al., 2006] . It has also been successfully used to image changes in the scattering field associate with aseismic events [Niu et al., 2003] and to monitor magma propagation in an active volcano setting [Grêt et al., 2005] . In this study, we applied the coda wave interferometry technique to monitor in-situ seismic velocity variations caused by natural loadings (e.g., solid earth tide and barometric pressure).
[5] Ground water levels in the deep wells were observed to respond to stress changes caused by solid earth tide, barometric pressure [e.g., Spane, 2002] and large earthquakes [e.g., Montgomery and Manga, 2003] . Silver et al. [2007] suggested that the water levels affect pore pressure of subsurface rocks and further affect the seismic velocity. Sens-Schönfelder and found that fluctuation in ground water level caused by precipitation appears to be able to qualitatively explain the seasonal variation of the subsurface velocity field. In this study, a field experiment was conducted close to a deep well with continuous ground water level record, which allows us to calibrate the velocity more precisely than most of the previous studies.
Field Experiment
[6] The field experiment was conducted near Kunming in the southeast China, during the period from 22:30 pm of 7 April (local time) to 23:30 pm of 8 May 2006. We selected the site for several considerations. The experiment site is located at a peak of anticline about 10 km west to the Xiaojiang fault (Figure 1) , an active fault zone with high seismicity. More than six earthquakes with magnitude >5 occurred within the fault zone from 1 January 2005 to 25 August 2006. There are plentiful outcrops of highly fissured Devonian lime stones [Song et al., 1998 ] in the experimental site, and the overburden unconsolidated sediments there is no thicker than 2 m. The site possesses various geodetic records so that we can obtain observations of tidal and barometric strains as well as tectonically related strains. A 2000-m deep water well can be found about 1.2 km south from the experiment site (solid triangle labeled with XS in Figure 1 ). There are temperature recording in YL station, precipitation and barometric pressure recordings in SM station, and temperature, barometric pressure and gravity data in KM station. All stations are located within 30 km from the experiment site. Barometric pressure, temperature and gravity measurements are sampled continuously every one hour, and the water level is recorded once every one minute.
[7] We used the ESS200 electronic hammer (manufactured by GISCO) as the seismic source to generate highly repeatable shots. When detonated, the hammer hits on a square iron plate with a dimension of 30 cm Â 30 cm Â 2 cm that was fixed on the ground surface. To minimize the noises caused by seasonal wind during the day time, our regular experiment was conducted in the night time from 7 April 2006 to 5 May 2006. The source was detonated 6 times a day at 00: 30, 01:30, 06:30, 07:30, 22:30 and 23:30, respectively . During the last two days of the experiment (between 10:30 am of 5 May to 01:30 am of 7 May) we repeated experiment once per hour, hereafter referred as a densely sampled experiment. For each recording, a total of 30 and 10 shots, respectively, were fired within 12 minutes for the regular and densely sampled experiments. Their records were linearly stacked to enhance the signal-to-noise ratio (SNR).
[8] Two types of recorders were deployed: a surveying line (thick line in Figure 1 ) consisting of 48 geophones with offset ranging from 15 m to 250 m at 5 m spacing; and 5 three-component short-period seismometers (open triangles in Figure 1 ) in the distance range of $10 m -1.2 km from the source. The geophones have a dominant frequency of around 60 Hz and have a relatively flat response in the frequency range of 10 Hz to 200 Hz. The ''StrataVisor NZ'' manufactured by Geometrics was used as the acquisition system for the geophone line. The geophones and seismometers were deployed on the sediments and the outcrops of bedrock, respectively. For each recording, individual traces of the 30 or 10 shots were aligned with the triggering time and linearly stacked in the acquisition system. The data were collected at a sampling rate of 32,000 samples per second with a record length of 0.512 second. The digitizer is continually sampling the data, and receives a trigger that will generally be between two digitized samples. The time series is interpolated and re-sampled so that the time series begins at the time of the trigger with an accuracy of 1/32 of the sample interval (Geometrics Engineering, personal communication, 2006) . The seismometers have a natural frequency of 1 Hz with a flat frequency response up to 40 Hz. Response at frequencies higher than 60 Hz was not calibrated. The seismograms were continuously digitalized by a 24-bit digitizer and recorded with a sampling rate of 500 samples per second and the acquisition system is timed by a GPS clock.
[9] A total of 218 recordings was obtained throughout the experiment period from 7 April to 8 May 2006. During the 1-month period there was a 3-day period of continuous rainfall in the experiment site and surrounding regions. A typical seismic profile recorded from the surveying line is shown in Figure 2 . The survey line here is designed to constrain the basic information, such as the P-wave velocity, of the experiment site rather than to obtain detailed geological structure. A complicated first arrival time curve is obtained from the profile. For example the first arrivals recorded at channels 1 and 2 come later than that of channel 3. No clear reflectors can be identified from the profile. The complexity of the seismic profile may indicate that the crust beneath the experiment site is fairly heterogeneous. Through linearly fitting of the travel time of the first arrivals in the distance range of 25-125 m, we obtained an average P wave velocity of $2.8 km/s (thick line in Figure 2 ).
Measuring Velocity Variation Using Coda Wave Interferometry

Coda Wave Recording
[10] As indicated in Figure 2 , the upper crust in the experiment site appears to be remarkably heterogeneous. The recorded large amplitude coda waves resulting from multiple scattering [Aki and Chouet, 1975] are ideal for coda wave interferometry. As the record length of the geophones (0.512 second) is too short to document the entire coda wavefield, we thus only used the seismograms recorded by the five short-period seismometers in this study. Figure 3 shows the stacked waveforms recorded at two closest stations to the source (stations 1 and 2 in Figure 1 ). The amplitude spectra of stacked waveform are also shown in Figures 3e and 3j for stations 1 and 2, respectively. The spectra of station 1 show a prominent peak at $77 Hz on all of the three components and a second peak at $70 Hz on the E-W and N-S components (Figure 3e ). At station 2, all of the three components show a peak at $72 Hz, while the U-D and E-W components have another peak at $82 Hz. These harmonic signals appeared to be the dominant components of the observed coda waves. Narrow-band coda waves were also found by Grêt et al. [2006a] in their active source experiment.
[11] As both of the narrow peaks fall in the uncalibrated frequency range of the short-period sensors, one might ask whether they are true signals or instrument related parasitic auto oscillations. To verify the high-frequency response of the short-period sensors, we compared their spectra with those of the geophone records ( Figure 4 ). The spectra were calculated using exactly the same time window, the first 0.512 second of the records of the two stations and two geophone channels. In general the spectra computed from the two types of sensors agree very well with each other. The two adjacent sensors, channel 48 and station 2 (Figure 1) , essentially have the same spectrum. The high-frequency peak between 70 and 80 Hz is shown in all of the four spectra. We thus believe that they are true signals and any subtle changes in their arrival times reflect temporal variations in the scattering field.
[12] To enhance the SNR of the coda waves, bandpass filters of 73-78 Hz and 69-75 Hz were used to filter the seismograms of stations 1 and 2, respectively. An example of the filtered three-component waveforms is shown in Figures 3b-3d and 3g-3i for stations 1 and 2, respectively. The envelope of the filtered coda waves decays exponentially with time after 0.1 second and 0.3 second for stations 1 and 2, respectively, indicating that the observed coda waves are indeed resulting from multiple scattering [e.g., Aki and Chouet, 1975] . The calculated SNR of the unfiltered waveforms recorded at station1 (Figure 3a ) is >5 from a time window even 3 seconds after the first arrival (insets in Figure 3a ). We found that in general SNRs of the coda waves are >50 for station 1 and >5 for station 2, respectively. The amplitude of coda waves, however, decays rapidly with source-receiver distance. We found that the coda waves recorded by the three farthest stations are not strong enough for interferometry analysis. Thus we will focus on the stations 1 and 2 hereafter. On the basis of the SNR, we applied the coda wave interferometry technique to the entire 3-second records of station 1 and only the first 1.5 seconds for station 2.
Estimation of Velocity Variation With Coda Wave Interferometry
[13] We first aligned the bandpass filtered seismograms at each station recorded from different shots to the first arrival. A comparison of the seismograms from two different shots is shown in Figure 3 (solid line for the 22:30 of 7 April shot and dashed line for the 22:30 of 8 April shot). The early parts of the aligned seismographs are almost identical, while an obvious phase shift was found in the later (coda) part (insets in Figure 3 ). To use the coda wave interferometry to measure subtle changes in the velocity field, we compute the cross correlation between the first seismogram and each subsequent seismogram within a 0.1 second moving time window and a running step of 0.1 second. The time delay t(t) is obtained when the maximum cross correlation, C m (t), is reached.
[14] Many factors could affect the precision in the time delay (t) estimation. There is a theoretical lower limit on the achievable precision for any unbiased time delay estimators. This limit is known as the Cramer-Rao Lower Bound (CRLB) [e.g., Quazi, 1981; Carter, 1987] . The CRLB prediction of the standard deviation in the time delay estimates, s t m , is [Quazi, 1981; Walker and Trahey, 1995; Silver et al., 2007] :
[15] Here, f 0 , B, r, SNR, T are the dominant frequency, fractional frequency bandwidth (bandwidth over the dominant frequency), source waveform similarity, signal-to-noise ratio and kernel window length, respectively. In our case, we have f 0 % 77 Hz, B % 0.1, SNR ) 1, and T = 0.1 second. We measured the source waveform similarity r by averaging maximum cross-correlation coefficient C m (t) over all the consecutive time windows. The average cross-correlation coefficient C is shown in Figure 5 . The coda wave records exhibit high similarity, and most of the average correlation coefficient C > 0.9. We also observe a drop in similarity immediately after the rainfall that started from hour 485 especially for station 2.
[16] Because of the high waveform similarity shown in Figure 5 , we set r to 1. Thus equation (1) can be simplified as:
For a given SNR of 20, we obtained a s t m of $1 Â 10 À4 second. Since travel times of coda waves are in the order of 1 second, the standard deviation of the normalized time delay, s t/t m = s t m /t, is estimated to be $1 Â 10 À4 .
[17] The sampling intervals of the data were 2 ms. To obtain sub-sample precision for the time delay estimation, three different methods were applied to the data: (1) a linear interpolation of the seismograms; (2) a cubic spline interpolation of the seismograms; and (3) a cosine curve fitting of the correlation function [e.g., Céspedes et al., 1995] . In method (1) and (2) the seismograms were interpolated to a sampling interval of 0.1 ms (i.e., 20 times finer than the original sampling interval). No discernible difference was found among the three methods.
[18] Two examples of the time delay t(t) measured at station 1 are shown in Figure 6 . They are plotted as a function of the elapse time, t. The measured time delays are well-defined linear functions of the elapse time over the entire experiment period. It has been theoretically [e.g., Snieder, 2006] and numerically [e.g., Niu et al., 2003] proved that when and only when there is a change in the bulk velocity field, t and t will exhibit a linear relationship. The fractional change of velocity, dv/v, is equal to the negative slope (Àt/t) of the lines (Figure 6 ).
[19] We employed L 2 regression [e.g., Press et al., 1995] to determine the velocity variation (i.e., the slope of t/t). The regression allows for a direct estimation of the uncertainty in the measured velocity variation. When only the first arrival is used, it is very difficult to estimate the errors directly other than using the CRLB to obtain a theoretical lower bound [e.g., Snieder et al., 2002; Grêt et al., 2006b] . The regression gives an uncertainty of $10 À4 in our dv/v estimates.
Temporal Changes in Velocity and Possible Interpretation
[20] We used two methods to calculate the temporal velocity variation. The first one used the first shot fired at 22:30 pm of 7 April as the reference and all the resulting temporal variation is the accumulative changes occurred after the first shot. The second method calculated the small variations between two consecutive shots and these variations were finally integrated to obtain the cumulative changes with respect to the first shot. No prominent difference was found between the results calculated from the two methods. Somehow the result from the second method appears to be more stable, probably due to the better similarity between the consecutive pairs.
[21] At station 2 we were unable to obtain stable estimations on velocity variation from any of the three components after the rainfall, due to poor waveform similarity ( Figure 5 ). dv/v estimated from the three components of station 1 and station 2 is shown in Figure 7 . The average standard deviation of all the measurements is $3 Â 10 À4 , which coincides quite well with the theoretical prediction by equation (2). Estimations from the three components of station 1 coincide with each other remarkably well, and the results from station 2 also show a general agreement with them. The excellent internal consistency shown in Figure 7 is a good indication of the high reliability in our estimates.
[22] From the results of the regular experiment, we observed clear daily cycles in the velocity perturbation. The daily change of velocity is approximately one tenth of percent. Besides the daily cycles, we also saw a linear trend in the data which show a rapid increase about 16 hours after the rainfall. On the basis of the slope of the linear trend, we divided the 1-month period into 3 different stages: stages I, II and III corresponding to the periods before, during and after the abrupt change in velocity (Figure 7) . Two daily cycles can be also found in the results of the densely sampled experiment, which are shown in bottom of Figure 7 . The variation amplitude reaches as much as 1.5%. This is the largest perturbation that has been observed so far. It is about 5 to 10 times larger than the previous reports (see Table 1 in the study by Yamamura et al. [2003] ).
Effect of Temperature
[23] It is well known that most of the electronic systems have very strong temperature dependency. The air temperature recorded at stations KM and YL are shown in Figure 7 . The temperature records coincide with each other. Since our experimental site is located between the two stations KM and YL, it is reasonable to assume that the air temperature in the experimental site follows the same tendency as in KM and YL. Although the temperature records also show a daily variation, there is a two-hour phase shift between the temperature records and measured velocity perturbation.
[24] As we mentioned before, there are two major nonrandom errors in the time delay measurement: error in triggering time and drift of the digitizer's base clock. Temperature is expected to affect both the performance of triggering and the digitizer's base clock. Since we aligned the seismograms along the first arrival and measured the differential travel time of the coda waves with respect to the first arrival, our measurement should be insensitive to triggering time errors. Our measurements on the time delay are, however, sensitive to the accuracy of the sampling intervals which might be affected by temperature fluctuation. When a signal f was sampled with interval D 0 perturbed from the preset interval D (2 ms in our case) as f(nD 0 ), n = À1 Á Á Á 1. The Fourier transform calculated with the preset sampling interval is:
Here, w is angular frequency, and H is the Fourier spectrum of f when sampled with preset sampling interval. From equation (3), we can see that the perturbation in sampling interval will result in a rescaling of the Fourier spectrum by a factor of D/D 0 . As discussed in the last section, a change in the bulk velocity of the medium will also lead to a linear change in time delay, similar to those expected from a shift in the sampling interval.
[25] The amplitude spectra of the E-W component recorded at station 1 are shown in Figure 8a . We only showed those calculated from the densely sampled experiment. There are three notable peaks at $20, 72 and 77 Hz, in the amplitude spectra. The positions of those three peaks were marked with solid lines in Figure 8 . The 20 Hz first arrival peak remains unchanged over the entire 40 hours period, while significant changes can be found in the two high-frequency peaks (Figure 8b ). This was also confirmed from the other two components of station 1. If the sampling rate was perturbed by temperature fluctuation, the locations of all the three peaks should be modified in a similar way, which is not observed here. Furthermore, the digitizer that we used in the experiment has a working temperature from À20°C to 50°C. The variation in central frequency is expected to be less than several ppm (Beijing Gangzhen Mechanical and Electronic Technology Co., Ltd., personal communication, 2006 ). Thus we conclude that the changes in the position of the high-frequency peaks are unlikely to be caused by temperature fluctuation.
[26] Frequency variation of the 77 Hz peak follows the same tendency as the measured velocity change (Figure 8b ). The total frequency change over the 40 hours period is 1.2 Hz. The fractional frequency change is thus $1.5%, which coincides well with the amplitude of the observed velocity variation in the same period. [27] In fact, the observed variations in frequency can be used to argue that the coda waves are not instrument related auto-oscillations. If the coda waves were instrument related auto-oscillations and the observed variations were induced by temperature, then we would expect to obtain the same amount of frequency shift regardless which time window of the coda are used in the measurement. This is, however, not true. Frequency variations of the $72 Hz peak recorded at station 2 measured from three time windows (0.0 -0.3; 0.3-0.6; 1.5 -1.8 seconds) are shown in Figure 9 . There are significant differences among the measurements derived from the three time windows, indicating that the observed temporal variations are not originated from temperature changes which should be negligible within 2 seconds.
Interpretation of the Observed Velocity Variation
[28] Ground water levels have long been observed to be sensitive to the subsurface stress state [e.g., Montgomery and Manga, 2003] . The water level recorded at XS station 1.2 km south to the experiment site is shown in Figure 10a , together with the velocity perturbation measured from the U-D component of station 1. For comparison we also showed other geodetic data: barometric pressure and relative gravity recorded at station KM in Figure 10 . The synthetic areal strain e NS + e EW calculated with ETERNA 3.30 [Wenzel, 1996] are also included (Figure 10d ). The synthetic areal strain correlates almost perfectly with the observed gravity (Figures 10c and 10d) . The areal strain used here is defined as compressional. A positive compressional strain means areal consumption. The variation of the barometric pressure is in the order of 10 3 Pa. The bulk modulus used in previous studies [e.g., Reasenberg and Aki, 1974; Yukutake et al., 1988; Yamamura et al., 2003] ranges from 2 to 50 GPa. With an assumed bulk modulus of 5 GPa, the solid earth tide applied areal stress variation, as the product of areal strain variation and bulk modulus, is found to be $5 Â 10 2 Pa, which is about two times smaller than the changes in barometric pressure.
[29] Tidal modes with periods of one day (K1), half day (M2 and S2/K2), 1/3 day (M3), 1/4 day (M4) and 1/5 day (M5) can be observed in the Fourier spectra of the water level records (Figure 11a ). Diurnal and semi-diurnal modes are also shown in the spectra of barometric pressure (Figure 11a ). Although it is not shown here, the gravity data also contain these modes. Since our regular experiment was conducted with uneven sampling intervals, we cannot apply the Fourier analysis to the estimated velocity variation to confirm these different tidal modes. Daily cycles with a velocity perturbation of 10 À3 to 10 À2 , however, are clearly shown in the results from both the regular and densely sampled experiments.
[30] Throughout the experiments, there is a good correlation between the estimated velocity perturbation and the observed ground water level (Figure 10a ). In general, water level is mainly affected by the applied stress field including the barometric pressure and solid earth tide [e.g., Spane, 2002] . The linear relationship between the velocity and ground water level thus implies these two loadings might be responsible for the velocity perturbation. On the other hand, the estimated velocity changes showed a clear negative-correlation with barometric pressure (Figure 11b ), but no obvious dependence on the synthetic tidal strain (Figure 11c ). This is consistent with the observations of Silver et al. [2007] .
[31] A L2-norm linear regression was employed to estimate the velocity dependency on the barometric pressure (BP):
On the basis of the long-term linear trend in the velocity perturbation measured from station 1, we have divided the experiment period into three stages. The regression was thus conducted separately for these different stages. Figure 12 shows the fitting results, and it is clear that the observed velocity perturbation can be fitted reasonably well. The coefficients, a 1 and a 2 at the three stages are summarized in Table 1 . We have only 14 data points used in the regression for fitting the results of stage II. Thus the resulting fitting is thought to be less reliable. The two coefficients a 1 and a 2 , correspond to long-term linear trend and velocity sensitivity to the barometric pressure, respectively. The linear trend at stages I and III are of 10 À5 hr
À1
. If this is induced by longterm stress changes, the corresponding strain rate is a 1 / (a 2 K), where K is the bulk modulus. We estimate it in the order of 10 À6 yr
. Recent GPS study [Zhang et al., 2004] found that the study region is under expansion with an annual rate of $10 À8 yr À1 . Thus tectonic stress is unlikely to be the cause of the observed linear trend.
Discussion
[32] Velocity dependence on barometric pressure for stage I is estimated in the order of 10 À6 Pa À1 . The value agrees reasonably well with most of the previous subsurface measurements [e.g., Yamamura et al., 2003; Silver et al., 2007] . Velocity dependence on barometric pressure appears to be affected prominently by precipitation associating with the rainfall. It increased by a factor of 10 from $À3.7 Â 10 À6 Pa À1 in stage I to À3.8 Â 10 À5 Pa À1 in stage III. An increase in stress sensitivity after the rain was also observed by Silver et al. [2007] , which was interpreted as a result of weakening of the media. The stress sensitivity of velocity is always attributed to opening/closure of microcracks embedded in the media. How microcracks respond to the confining stress is likely controlled by many factors including physical properties (stiffness, crack density, permeability) of crustal rocks, and amount of fluids permeated in the media.
[33] Our measured velocity perturbation is an average of velocity changes occurring at different depths. As they are generated by multiple scattering/reflection, coda waves usually have very complicated ray paths, which are almost impossible to trace. It is thus difficult to estimate penetrating depths based on ray paths. The sampling depth, on the other hand, must be greater than the sizes of the scatterers, which should be comparable with the wavelength of the coda waves [e.g., Aki and Richards, 1980; Niu et al., 2003] . On the basis of a dominant frequency of 77 Hz and a P-wave velocity of 2.8 km/s, we estimated the penetrating depth to be a few tens of meters. As confining stress increases with depth, crack density decreases with depth and therefore stress sensitivity should also decrease with depth. The observed large stress sensitivity must be related to the shallow depth that the coda waves have sampled. It may also explain why the velocity perturbation is so sensitive to the rainfall precipitation.
[34] While all the previous studies measured stressinduced perturbations in the P wave velocity, our estimates based on coda waves probably reflect changes mostly in the S-wave velocity, as the coda consists mainly of multiple scattered S wave energy. On the basis of the study by Snieder et al. [2002] , the measured velocity perturbation here is a weighted summation of perturbations of dv p /v p and dv s /v s as dv/v = 0.91dv s /v s + 0.09dv p /v p . Both theoretically calculation [O'Connell and Budiansky, 1974] and laboratory study [e.g., Dvorkin et al., 1996] have found that S wave velocity also exhibit a stress dependence.
[35] A cracked medium is generally envisioned as a two phase medium composed of solid framework and cracks saturated with fluids (gas or liquid). The experiment site is located on the top of an anti-cline, where tensile stress prevails and cracks may interconnect with each other through some narrow throats (Figure 13 ). Velocity was observed to be related to the effective stress (defined as confining stress minus pore pressure p e = p c À p p ) [e.g., Toksöz et al., 1976] . It is obvious that tidal loading affect the confining stress only. The effect of barometric pressure is more complicated. It affects both the confining stress and pore pressure and consequently the effective stress in two contrary ways. It raises the confining pressure through increasing loads on the solid framework. Meanwhile, depending on the connectivity of the cracks, it can also increase the pore pressure through compressing the fluids embedded in the crack network. Silver et al. [2007] observed negative and positive mixed sensitivities on barometric pressure, which they explained as the near-field and farfield effects, respectively. For a short baseline a raise of the pore pressure appears to be the dominant factor which increases average crack density, and therefore decreases the seismic velocities of the medium. This could be also true for our case, as we observed a negative stress sensitivity Figure 13 . A cartoon shows the preferred crack model. Cracks are connected with each other, and the network opens to the barometric pressure. An increase of barometric pressures leads to an increase in crack density, which opens more space to the fluids and results in a decrease of fluid saturation that affects the seismic velocities.
to the barometric pressure throughout the entire experiment period. Other mechanism might be also involved to produce the large increase in the sensitivity associating with the rainfall.
[36] Besides being sensitive to the applied stress, P and S velocities of rocks are also known to change with the fraction of fluids in the embedded cracks [e.g., Murphy, 1984] . Yukutake et al. [1988] argued that the in-situ subsurface velocities are also affected by the partial saturation. O'Connell and Budiansky [1974] developed a theory to calculate seismic velocity of a medium with penny shaped cracks. Velocity appears to be a non-linear function of crack density, e, and fraction of saturation, x. On the basis of their theory, we calculated the P and S wave velocity for an assumed medium with a crack density (0 e 0.5) and saturation (0 x 1). The results are shown in Figure 14 . With a crack density of e = 0.5, we need only 1% change in saturation to produce a 2% increase in v p and v s . For e = 0.1, the required change in saturation rate is about 40-50% for producing the same amount of velocity increase. Since the increase of the stress sensitivity is observed right after the rainfall, it is plausible to argue that part of the observed velocity change is related in the change of fluid saturation resulting from precipitation infiltrating into the rocks. The existence of fluids thus tends to be able to enhance the stress sensitivity, making it possible to measure stress variations at seismogenic depth as fluids have been identified at depths as much as 4 km or even more [Yamamura et al., 2003] .
Conclusions
[37] We conducted a 1-month field experiment in the Yunnan Province of southeast China to measure changes in the subsurface velocity. Velocity was measured 6 times per day along two baselines with a source-receiver distance of $10 m and 250 m. Using the coda wave interferometry technique, we were able to obtain a precision of 10 À4 in measuring the fractional velocity change with commercial short-period seismometers. We observed a daily variation of $10 À3 to 10 À2 in the velocity perturbation. An increase of seismic velocity was also observed right after a continuous 3-day rainfall.
[38] The observed velocity perturbation tracks very well with the ground water level recorded near the experiment site. Changes in barometric pressure were attributed for the velocity perturbation. We found a negative stress sensitivity of 10 À6 for barometric pressure. The negative sensitivity can be explained by its effect on the effective stress that controls the crack density in crustal rocks. There is a drastic increase of the stress sensitivity to barometric pressure after the rainfall. We interpreted this increase as the combination effect of changes in effective stress and fluid saturation in cracks. (17), (18) and (28) of the study by O'Connell and Budiansky [1974] . Values shown are the normalized deviations from those with dry cracks.
