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a b s t r a c t
In this paper, we give existence, uniqueness and regularity of the solutions of problems
whose prototype is−∆Hu =
λ
Ho(x)2
u+ f (x) inΩ,
u = 0 on ∂Ω,
whereΩ is a bounded open set of RN , N > 2, and 0 ∈ Ω . Here H is a norm on RN , Ho is its
polar and∆Hu = div (H(Du)Hξ (Du)) is the anisotropic Laplacian.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Let N > 2, andΩ be a bounded open set of RN with 0 ∈ Ω . The problem−∆u =
λ
|x|2 u+ f (x) inΩ,
u = 0 on ∂Ω,
(1.1)
with λ ≥ 0, has been largely studied. It is well-known that, choosing f in some suitable Lebesgue space, the existence and
regularity results of the solutions of (1.1) depend on the constant λ. In this order of ideas, a key role is played by the Hardy
inequality
N − 2
2
2 
Ω
u2
|x|2 dx ≤

Ω
|Du|2dx, u ∈ W 1,20 (Ω),
where the value λN = [(N − 2)/2]2 is optimal, and not achieved. Indeed, for λ ≤ λN existence results have been proven
in [1,2]. Moreover, in [3] the authors study the optimal summability of the solutions of (1.1) with respect to the summability
of f ∈ Lm(Ω), m > 1, and the value of the parameter λ. In particular, they prove that there exists a sharp critical value
λ(m) for which if λ < λ(m), problem (1.1) admits a solution in W 1,20 (Ω) ∩ Lm∗∗(Ω), if 2NN+2 ≤ m < N2 , and in W 1,m
∗
(Ω),
if 1 < m < 2NN+2 . Such results are obtained proving, for λ < λ(m), some uniform estimates for the solutions of suitable
approximating problems of (1.1). Hence, the limit function solves (1.1) in a suitable sense, and enjoys the same regularity.
On the other hand, if λ ≥ λ(m) such estimates, in general, do not hold (see [3]).
We stress that the potential λ|x|−2 belongs to the Marcinkiewicz space M N2 (Ω) but not to L N2 (Ω). Hence, despite the
singularity of the zero order term, for λ sufficiently small in [3] the same regularity results, well-known in the case of
potentials in Lp(Ω), p > N2 (see [4]), are recovered.
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In this paper, we study a class of nonlinear elliptic problems which generalize (1.1) and involve a Hardy-type potential,
defined with respect to a general norm H of RN (see Section 2 for the precise assumptions on H). In this order of ideas, if Ho
is the polar function of H , in [5] it is proved the following Hardy inequality:
N − 2
2
2 
Ω
u2
Ho(x)2
dx ≤

Ω
H(Du)2dx, u ∈ W 1,20 (Ω),
where the constant λN =
N−2
2
2
is optimal and not achieved. Hence, it seems to be natural to study the problem−∆Hu =
λ
Ho(x)2
u+ f (x) inΩ,
u = 0 on ∂Ω,
(1.2)
where ∆Hu = div (H(Du)Hξ (Du)). We refer to the operator ∆H as the anisotropic Laplacian. When H(ξ) = |ξ |, ξ ∈ RN ,
we have that Ho(ξ) = |ξ |,∆H coincides with the classical Laplace operator, and the equation in (1.2) reduces to the one in
(1.1). Nevertheless,∆H is in general a nonlinear operator. Such kind of operator has been studied in several papers (see for
instance [6–10]).
Our aim is to prove some existence and regularity results for the solutions of (1.2), by means of symmetrization
techniques which involve the so-called convex symmetrization (see [6], and also [5]). We first study the ‘‘symmetrized’’
problem−∆Hv =
λ
Ho(x)2
v + f ⋆(x) inΩ⋆,
v = 0 on ∂Ω⋆,
(1.3)
where Ω⋆ is a level set of Ho with the same Lebesgue measure than Ω and f ⋆ is a positive radially symmetric decreasing
function (with respect to Ho) whose level sets are levels of Ho (see Section 2).
We investigate the existence, uniqueness and regularity issues of the solutions to (1.3) by choosing f in an appropriate
Lorentz space. In particular, we find a critical value of λ which depends on the summability of f , such that (1.3) admits a
unique radial solution in suitable Sobolev and Lebesgue spaces (see Section 3).
Hence, we establish a sharp pointwise comparison result between the rearrangements of the solutions of (1.2) and (1.3)
(see Section 4). This allows to obtain regularity estimates for the solutions of (1.2).
We finally point out that the comparison, existence and regularity results quoted above are proved for a larger class of
Dirichlet problems than (1.2), which can be written in the form−div (a(x, u,Du)) = g(x, u)+ f inΩ
u = 0 on ∂Ω
where a(x, s, ξ), g(x, u) and f (x) verify suitable conditions (see Section 2 for precise assumptions). Moreover, depending on
the summability of f , we will consider either weak solutions or an appropriate class of distributional solutions, obtained as
the limit of approximations.
2. Notation and preliminaries
Let N > 2, and H : RN → [0,+∞[ be a C2(RN \ {0}) function such that (H(ξ))2 is strictly convex and
H(tξ) = |t|H(ξ), ∀ξ ∈ RN ,∀t ∈ R. (2.1)
Moreover, suppose that there exist two positive constants α ≤ β such that
α|ξ | ≤ H(ξ) ≤ β|ξ |, ∀ξ ∈ RN . (2.2)
We define the polar function Ho:RN → [0,+∞[ of H as
Ho(v) = sup
ξ≠0
ξ · v
H(ξ)
.
It is easy to verify that also Ho is a convex function which satisfies properties (2.1) and (2.2). Furthermore,
H(v) = sup
ξ≠0
ξ · v
Ho(ξ)
.
The set
W = {ξ ∈ RN :Ho(ξ) < 1}
is the so-called Wulff shape centered at the origin. We put κN = |W |, and denoteWr = rW .
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The following properties of H and Ho hold true (see for example [11]):
H(∇Ho(ξ)) = Ho(∇H(ξ)) = 1, ∀ξ ∈ RN \ {0}, (2.3)
Ho(ξ)∇H(∇Ho(ξ)) = H(ξ)∇Ho(∇H(ξ)) = ξ, ∀ξ ∈ RN \ {0}. (2.4)
LetΩ be an open subset of RN . The total variation of a function u ∈ BV (Ω)with respect to H is (see [12]):
Ω
|Du|H = sup

Ω
u div σdx: σ ∈ C10 (Ω;RN),Ho(σ ) ≤ 1

.
This yields the following definition of anisotropic perimeter of F ⊂ RN inΩ:
PH(F;Ω) =

Ω
|DχF |H = sup

F
div σdx: σ ∈ C10 (Ω;RN),Ho(σ ) ≤ 1

.
The following co-area formula for the anisotropic perimeter
{u>t}
H(Du)dx =

Ω
PH({u > s},Ω) ds, ∀u ∈ BV (Ω) (2.5)
holds, moreover
PH(F;Ω) =

Ω∩∂∗F
H(νF )dHN−1
where HN−1 is the (N − 1)-dimensional Hausdorff measure in RN , ∂∗F is the reduced boundary of F and νF is the outer
normal to F (see [12]).
The anisotropic perimeter of a set F is finite if and only if the usual Euclidean perimeter
P(F;Ω) = sup

F
div σdx: σ ∈ C10 (Ω;RN), |σ | ≤ 1

is finite. Indeed, by properties (2.1) and (2.2) we have that
1
β
|ξ | ≤ Ho(ξ) ≤ 1
α
|ξ |, (2.6)
and then
αP(E;Ω) ≤ PH(E;Ω) ≤ βP(E;Ω).
A fundamental inequality for the anisotropic perimeter is the isoperimetric inequality
PH(E;RN) ≥ Nκ
1
N
N |E|1−
1
N , (2.7)
which holds for any measurable subset E of RN (see [13–15,6]).
We recall that if u ∈ W 1,1(Ω), then (see [12])
Ω
|Du|H =

Ω
H(Du)dx.
Finally, we recall some basic definition on rearrangements. Let Ω be a bounded open set of RN , u : Ω → R be a
measurable function, and denote with |Ω| the Lebesgue measure ofΩ .
The distribution function of u is the map µu : R→ [0,∞[ defined by
µu(t) = |{x ∈ Ω : |u(x)| > t}|.
Such a function is decreasing and right continuous.
The decreasing rearrangement of u is the map u∗ : [0,∞[ → R defined by
u∗(s) := sup{t ∈ R : µu(t) > s}.
The function u∗ is the generalized inverse of µu.
Following [6], the convex symmetrization of u is the function u⋆(x), x ∈ Ω⋆ defined by:
u⋆(x) = u∗(κNHo(x)N),
where Ω⋆ is a set homothetic to the Wulff shape centered at the origin having the same measure of Ω , that is, Ω∗ = WR,
with R =  |Ω|
κN
1/N
. The inequalities stated below will be useful in the next sections.
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Proposition 2.1. Suppose λ > 0, 1 ≤ γ < +∞. Let ψ be a nonnegative measurable function on (0,+∞). The following
inequalities hold: +∞
0

tλ
 +∞
t
ψ(s)ds
γ dt
t
≤ λ−γ
 +∞
0
(t1+λψ(t))γ
dt
t
(2.8)
and  +∞
0

t−λ
 t
0
ψ(s)ds
γ dt
t
≤ λ−γ
 +∞
0
(t1−λψ(t))γ
dt
t
. (2.9)
We recall that a measurable function u : Ω → R belongs to the Lorentz space Lp,q(Ω), 1 < p < +∞, if the quantity
∥u∥p,q =

 +∞
0

t1/pu∗(t)
q dt
t
1/q
, 1 ≤ q < +∞,
sup
0<t<+∞
t1/pu∗(t), q = +∞,
(2.10)
is finite.
The functional ∥·∥p,q is a norm if and only if 1 ≤ q ≤ p (see [16, Theorem 1]). As amatter of fact, it is possible to introduce
a metric in Lp,q(Ω) in the following way. Let us define
∥u∥(p,q) = ∥u∗∗∥p,q,
with u∗∗(t) = t−1  t0 u∗(σ ) dσ . We observe that also u∗∗ is a decreasing function; hence (u∗∗)∗ = u∗∗. By means of the
inequality (2.9) and the properties of rearrangements, we have that for 1 < p < +∞ and 1 ≤ q ≤ +∞,
∥u∥p,q ≤ ∥u∥(p,q) ≤ pp− 1∥u∥p,q.
Hence, the topology induced by ∥ · ∥(p,q) and ∥ · ∥p,q is the same, that is
un → u in Lp,q(Ω) ⇐⇒ lim
n
∥un − u∥p,q = 0. (2.11)
We stress that, for any fixed p, the Lorentz spaces Lp,q increase as the secondary exponent q increases. Indeed, if
1 ≤ q ≤ r ≤ +∞, there exists a constant C > 0 depending only on p, q and r such that
∥u∥p,r ≤ C∥u∥p,q. (2.12)
More generally, we recall that the Lorentz spaces are related in the following way:
Lr ⊂ Lp,1 ⊂ Lp,q ⊂ Lp,p = Lp ⊂ Lp,r ⊂ Lp,∞ ⊂ Lq,
for 1 < q < p < r < +∞.
The following result holds.
Theorem 2.1. Let Ω be a bounded open set, and 1 < p, q < +∞. The map u → u∗ is continuous from Lp,q(Ω) into Lp,q(0, |Ω|).
Proof. If p = q, this is a direct consequence of the following inequality (see [17]): +∞
0
A(|f ∗(s)− g∗(s)|)ds ≤

RN
A
|f (x)| − |g(x)| dx, (2.13)
where f and g are measurable functions on RN , and A(t), t ≥ 0, is convex, nonnegative, nondecreasing function such that
A(0) = 0.
Let un → u in Lp,q(Ω). To get the thesis, we prove that
∥u∗n − u∗∥(p,q) → 0 as n →+∞. (2.14)
The boundedness of Ω and (2.13) guarantee that u∗n → u∗ in L1(0, |Ω|) and then u∗nk → u∗ a.e. in ]0, |Ω|], for some
subsequence unk . It follow that (u
∗
nk − u∗)∗∗ → 0 pointwise in ]0, |Ω|], in view of
(u∗nk − u∗)∗∗(t) =
1
t
 t
0
(u∗nk − u∗)∗(s)ds ≤
1
t
 |Ω|
0
|u∗nk(s)− u∗(s)|ds, t ∈ ]0, |Ω|].
Moreover,
(u∗nk − u∗)∗∗
q ≤ u∗∗nk + u∗∗q ≤ 2q−1 (u∗∗nk )q + (u∗∗)q ,
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and, being ∥ · ∥(p,q) a norm, ∥u∗nk∥(p,q) → ∥u∗∥(p,q). Using a variant of the Lebesgue Theorem (see, e.g., [18]), we can conclude
that  +∞
0

(u∗nk − u∗)∗∗(s)s1/p
q ds
s
→ 0 as k →+∞,
that is (2.14) for unk . In fact, as the limit is independent of the subsequence, it follows that the entire sequence u
∗
n converges
to u∗ in Lp,q. 
More details on Lorentz spaces can be found, for example, in [19], or in [20].
The following results will be useful in the sequel.
In the next sections, a basic tool will be the anisotropic Hardy inequality, stated below.
Proposition 2.2. For any u ∈ W 1,2(RN),
RN
H(Du)2dx ≥

N − 2
2
2 
RN
u2
Ho(x)2
dx, (2.15)
and the constant λN =
N−2
2
2
is optimal, and not achieved.
If H(x) = |x|, (2.15) is the classical Hardy inequality. For a general H , (2.15) is proved in [5].
Remark 2.1. The inequality (2.15) can be rewritten as
∥u∥2∗,2 ≤ 2
(N − 2)κ1/NN

RN
H(Du)2dx
1/2
;
hence we recover the well-known resultW 1,20 (Ω) ⊂ L2∗,2(Ω) (see [21]).
Finally, in the sequel we focus our attention on problems of the type−div (a(x, u,Du)) = g(x, u)+ f (x) inΩ,
u = 0 on ∂Ω, (2.16)
whereΩ is a bounded open set of RN , N > 2, a(x, s, ξ):Ω × R× RN → RN is a Carathéodory function verifying
a(x, s, ξ) · ξ ≥ (H(ξ))2 (2.17)
for a.e. x ∈ Ω and for all s ∈ R, ξ ∈ RN ,
|a(x, s, ξ)| ≤ γ [j(x)+ |s| + |ξ |], (2.18)
for a.e. x ∈ Ω and for all s ∈ R, ξ ∈ RN , where j(x) ≥ 0 is in L2(Ω), γ > 0, and
(a(x, s, ξ)− a(x, s, ξ ′)) · (ξ − ξ ′) > 0, (2.19)
for a.e. x ∈ Ω , for all s ∈ R, ξ ≠ ξ ′ ∈ RN . As regards the lower order term, we suppose that g:Ω×R→ R is a Carathéodory
function verifying
g(x, s)s ≤ c(x)s2,
|g(x, s)| ≤ d(x)|s|, (2.20)
for a.e. x ∈ Ω and for all s ∈ R, where c(x) and d(x) are measurable functions inΩ such that
(c+)⋆(x) ≤ λ
Ho(x)2
, ∀x ∈ WR, (2.21)
and d(x) ∈ L N2 ,∞(Ω).
Finally, we take f is in some suitable Lebesgue or Lorentz space which will be specified in the next sections.
If f ∈ L 2NN+2 ,2(Ω), we will refer to a weak solution u of (2.16) if u ∈ W 1,20 (Ω) and
Ω
a(x, u,Du) · Dϕ dx =

Ω
[g(x, u)+ f ]ϕ dx, (2.22)
for any ϕ ∈ W 1,20 (Ω). We observe that L
2N
N+2 ,2(Ω) ⊃ L 2NN+2 (Ω). Nevertheless, being W 1,20 (Ω) ⊂ L2∗,2(Ω), the condition
f ∈ L 2NN+2 ,2(Ω) is sufficient in order to choose the test functions of (2.22) inW 1,20 (Ω) (see also [1]).
For a general f ∈ L1(Ω), we will say that u ∈ W 1,10 (Ω) is a distributional solution of (2.16) if g(x, u) ∈ L1(Ω) and (2.22)
is satisfied for any ϕ ∈ C10 (Ω).
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3. The radial case
In this section, we analyze existence, uniqueness and summability properties of the solutions of the ‘‘symmetrized’’
problem−∆Hv =
λ
Ho(x)2
v + f ⋆(x) inΩ⋆,
v = 0 on ∂Ω⋆.
(3.1)
We say that a function b(x), x ∈ Ω⋆ is radial with respect to Ho if, for any x ∈ Ω⋆, b(x) = b˜(Ho(x)) for some function
b˜(r), r ∈ [0, R]. For the sake of brevity, we will refer to such functions as the radial functions.
Without loss of generality, we will suppose that |Ω| = κN , that is
Ω⋆ = W = {x:Ho(x) < 1}.
Indeed, being Ho positively 1-homogeneous, v(x), x ∈ WR solves
−∆Hv = λHo(x)2 v + f (x) inWR
if and only if the function u(x) = v(Rx), x ∈ W verifies
−∆Hu = λHo(x)2 u+ R
2f (Rx) inW .
First of all, we find all the radial distributional solutions to (3.1) in the case f ≡ 0 (see also [22] for the Euclidean case).
Proposition 3.1. Let 0 < λ < λN . Then, any radial distributional solution v ∈ W 1,10 (Ω), v(x) = w(Ho(x)) of the problem−∆Hv =
λ
Ho(x)2
v inΩ⋆,
v = 0 on ∂Ω⋆,
(3.2)
has the form
w(r) = c(rα1 − rα2), r ∈ ]0, 1[, (3.3)
where Cλ,N = √λN − λ, α1 and α2 are the negative values
α1 = −N − 22 + Cλ,N , α2 = −
N − 2
2
− Cλ,N ,
and c is an arbitrary real constant.
Hence, in general,
v(x) ∈ W 1,q0 (Ω⋆), q < q(λ),
where q(λ) = N1−α2 = 2NN+2Cλ,N ∈ ] NN−1 , 2[.
Proof. The solution v satisfies the equality
Ω⋆
H(Dv)Hξ (Dv) · Dϕ = λ

Ω⋆
v
Ho(x)2
ϕ, (3.4)
for any test function ϕ ∈ C10 (Ω⋆). In particular, we can choose suitable radial test functions ϕ(x) = φ(Ho(x)), with
φ ∈ C∞0 (]0, 1[). Using the properties (2.3) and (2.4), by means of a change of variable we get that 1
0
[rN−1w′(r)]φ′(r) dr = λ
 1
0
[w(r)rN−3]φ(r) dr, ∀φ ∈ C∞0 (]0, 1[).
Hence, by standard regularity results,w ∈ C∞(]0, 1[) and satisfies the equation
−[rN−1w′(r)]′ = λw(r)rN−3, r ∈ ]0, 1[,
that is
w′′ + N − 1
r
w′ + λ
r2
w = 0, r ∈ ]0, 1[. (3.5)
By elementary integration, the solutionsw(r) to (3.5) which verify the boundary conditionw(1) = 0 are given by (3.3). Fi-
nally, beingw(Ho(x)) ∈ W 1,q0 (Ω), with q < q(λ), a direct computation shows that v(x) = w(Ho(x)) is such that v(x)/Ho(x)2
∈ L1(Ω⋆) and satisfies (3.4). This concludes the proof. 
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Remark 3.1. We explicitly observe that, for 0 < λ < λN , each term of the solutionw(Ho(x)) given in (3.3) is such that
Ho(x)α1 ∈ W 1,p(Ω⋆), p < N
1− α1 =
2N
N − 2Cλ,N ∈ ]2,N[,
and
Ho(x)α2 ∈ W 1,p(Ω⋆), p < q(λ) = N
1− α2 =
2N
N + 2Cλ,N ∈

N
N − 1 , 2

.
Remark 3.2. It is not difficult to see that all the solutions of (3.2) found in Proposition 3.1, belonging to W 1,q0 (Ω
⋆) for any
1 ≤ q < q(λ), are also entropy solutions, in the sense given in [23]. Hence, also dealing with entropy solutions, the
uniqueness fails.
Remark 3.3. We stress that, being λ < λN , v = 0 is the only radial solution of (3.2) which belongs toW 1,2(Ω⋆). As a matter
of fact, any other nonzero weak solution contradicts the Hardy inequality (2.15).
The following Theorem gives existence and uniqueness of weak solutions of (3.1) when f is sufficiently summable.
Theorem 3.1. Let 0 ≤ λ < λN . If f ∈ L 2NN+2 ,2(Ω), problem (3.1) admits a unique nonnegative weak solution v ∈ W 1,20 (Ω⋆).
Moreover, v is such that
v(x) = v⋆(x) = w(r),
with
w(r) =

−A+ γ1
 1
κN rN
t
α2
N f ∗(t) dt

rα1 +

γ2
 κN rN
0
t
α1
N f ∗(t) dt

rα2 , r ∈ ]0, 1],
where Cλ,N , α1 and α2 are defined in Proposition 3.1, γ1 = (2Cλ,NN)−1κ−
N+2−2Cλ,N
2N
N , γ2 = (2Cλ,NN)−1κ−
N+2+2Cλ,N
2N
N , and
A = γ2
 1
0
t
α1
N f ∗(t)dt.
Proof of Theorem 3.1. If f ≡ 0, then the result follows byRemark 3.3. Hence, suppose that f ≢ 0 inΩ , and let v ∈ W 1,20 (Ω⋆)
be a weak solution to (3.1). Then, being f ⋆ ≥ 0, using v− as the test function we get that
{v<0}
H(Dv)2dx− λ

{v<0}
v2
Ho(x)2
dx ≤ 0.
Hence, the anisotropic Hardy inequality (2.15) implies that
(λN − λ)

{v<0}
v2
Ho(x)2
≤ 0,
and then v ≥ 0, being λ < λN . Moreover, by maximum principle vmust be positive inΩ⋆. In order to prove the uniqueness
of solutions, we argue as in [24,7]. First, we observe that the solutions to (3.1) minimize the functional
F(v) =

Ω⋆

1
2

H(Dv)2 − λ
Ho(x)2
v2

− f ⋆v

dx, v ∈ W 1,20 (Ω⋆). (3.6)
Let u and v be positive solutions in W 1,20 (Ω
⋆) to problem (3.1), and define ϕ =

u2+v2
2 . Being u, v > 0 in Ω
⋆, ϕ is an
admissible function for problem (3.6). Moreover, computing Dϕ, by the homogeneity of H it follows that
H(Dϕ) = ϕH

1
2
u2
ϕ2
Du
u
+ 1
2
v2
ϕ2
Dv
v

.
Let s(x) = u2
2ϕ2
. Observing that 0 < s < 1, by convexity and homogeneity of H we have that
H(Dϕ)2 = ϕ2H

s(x)
Du
u
+ (1− s(x))Dv
v
2
≤ ϕ2

s(x)H

Du
u
2
+ (1− s(x))H

Dv
v
2
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= u
2
2
H

Du
u
2
+ v
2
2
H

Dv
v
2
= 1
2

H(Du)2 + H(Dv)2 . (3.7)
Hence, being ϕ ≥ u+v2 , by definition of F we have
F(ϕ) ≤ 1
2
[F(u)+ F(v)] ,
and by the minimality of u and v, also ϕ is a minimum of (3.6) and the equality in the above inequality occurs. Such equality
gives that
1
2

Ω⋆

H(Dϕ)2 − 1
2

H(Du)2 + H(Dv)2 dx = 
Ω⋆
f ⋆

ϕ − u+ v
2

dx ≥ 0,
and then the inequality in (3.7) becomes an equality. By the strict convexity of H , this implies that vDu = uDv a.e. in Ω⋆,
that is u/v is constant inΩ⋆. The condition |{f ⋆ ≠ 0}| > 0 implies the uniqueness.
Hence, looking for radial solutions v(x) = w(Ho(x)),w(r) solves the one-dimensional problem
−w′′ − N − 1
r
w′ − λ
r2
w = f ∗(κN rN), r ∈ ]0, 1[,
w(1) = 0,
(3.8)
with r = Ho(x). Then, solving explicitly (3.8), all the solutions are given by
wc(r) =

−c + γ1
 κN
κN rN
t
α2
N f ∗(t) dt

rα1 +

c + γ2
 κN
κN rN
t
α1
N f ∗(t) dt

rα2 , r ∈ ]0, 1], (3.9)
for c ∈ R and where all the constants have been defined before. We show that the unique solution inW 1,20 (Ω⋆) is given by
the choice of c = A in (3.9). We denote w = wA. As a matter of fact, the condition f ∈ L 2NN+2 ,2(Ω) ensures that the constant
A is well defined. Hence, writingw as
w(r) = −Arα1 + rα1γ1
 κN
κN rN
t
α2
N f ∗(t) dt + rα2γ2
 κN rN
0
t
α1
N f ∗(t) dt
= −Arα1 + ϕ1(r)+ ϕ2(r), (3.10)
we prove that 1
0
w′(r)2rN−1 dr < +∞.
First of all, we have that
w′(r) = −Aα1rα1−1 + α1γ1rα1−1
 κN
κN rN
t
α2
N f ∗(t) dt + α2γ2rα2−1
 κN rN
0
t
α1
N f ∗(t) dt
= −Aα1rα1−1 + ψ1(r)+ ψ2(r).
As for the solutions to the homogeneous equation, the integral
 1
0 r
2(α1−1)+N−1dr is finite. On the other hand, using the
inequalities (2.8) and (2.9) of Proposition 2.1 it follows that 1
0
ψ1(r)2rN−1dr = C
 κN
0

t
Cλ,N
N
 κN
t
s
α2
N f ∗(s) ds
2 dt
t
≤ C
 κN
0

t
N+2
2N f ∗(t)
2 dt
t
= C∥f ∥22N
N+2 ,2
and  1
0
ψ2(r)2rN−1dr = C
 κN
0

t−
Cλ,N
N
 t
0
s
α1
N f ∗(s) ds
2 dt
t
≤ C
 κN
0

t
N+2
2N f ∗(t)
2 dt
t
= C∥f ∥22N
N+2 ,2
.
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Being f ∈ L 2NN+2 ,2(Ω), by the Minkowski inequality the claim follows. Note that the choice of c in (3.9) is the only one
admissible in order to have that the functionwc(Ho(x)) belongs to the energy space.
In order to conclude the proof, we show thatw(x) = w⋆(x), that isw(r) is decreasing in ]0, 1]. This follows immediately
writing (3.8) as
− w′(r)rN−1′ = λwrN−2 + f ∗(κN rN)rN−1. 
Remark 3.4. It is worth noting that the uniqueness result of Theorem 3.1 can be obtained also in a more general setting.
More precisely, it is possible to prove that the problem−∆Hv = b(x)v + f (x) inΩ,
v = 0 on ∂Ω
withΩ bounded open set of RN , b such that
b(x) ∈ L N2 ,∞(Ω), with (b+)⋆(x) ≤ λ
Ho(x)2
inΩ⋆, 0 < λ < λN , (3.11)
and f ∈ L 2NN+2 ,2(Ω), f ≥ 0, f ≢ 0 inΩ , admits at most a positive weak solution. Indeed, using the Polya–Szegö inequality in
the anisotropic case (see [6]) and the Hardy–Littlewood inequality we get that
Ω⋆
H(D(v−)⋆)2dx ≤

Ω
H(Dv−)2dx ≤

Ω
b+(v−)2dx ≤

Ω⋆
(b+)⋆[(v−)⋆]2dx.
Recalling the assumptions on b in (3.11), the Hardy inequality ensures that v− ≡ 0. Hence we can proceed exactly as in the
proof of Theorem 3.1 obtaining the uniqueness of the solution.
Looking at the summability of the weak solution of problem (3.1) with respect to the summability of f , we have that it
depends also on the coefficient λ. More precisely, we have the following.
Proposition 3.2. Let f ∈ Lm,m∗∗(Ω), with 2NN+2 < m < N2 , and
λ < λ(m) = N(m− 1)(N − 2m)
m2
.
Then, the solution v(x) = w(r) of problem (3.1), obtained in Theorem 3.1, belongs to Lm∗∗(Ω⋆), where m∗∗ = mNN−2m .
Proof. The condition v(x) ∈ Lm∗∗(Ω⋆) holds if and only if 1
0
(w(r))m
∗∗
rN−1dr < +∞. (3.12)
Using the notation of the proof of Theorem 3.1, and recalling (3.10), we have immediately that 1
0
rα1m
∗∗+N−1dr < +∞ if and only if λ < λ(m),
and, similarly as before, the inequalities (2.8) and (2.9) ensure 1
0
ϕm
∗∗
1 r
N−1dr = C
 κN
0

t
α1
N + 1m∗∗
 κN
t
s
α2
N f ∗(s)ds
m∗∗ dt
t
≤ C
 κN
0

t
1
m f ∗(t)
m∗∗ dt
t
and  1
0
ϕm
∗∗
2 r
N−1dr = C
 κN
0

t
α2
N + 1m∗∗
 t
0
s
α1
N f ∗(s)ds
m∗∗ dt
t
≤ C
 κN
0

t
1
m f ∗(t)
m∗∗ dt
t
and the right-hand side integrals are finite if f ∈ Lm,m∗∗(Ω). Hence, using the Minkowski inequality we get (3.12), and this
concludes the proof. 
The next step is to examine problem (3.1) when f belongs to some space larger than L
2N
N+2 ,2(Ω).
Proposition 3.3. Let f ∈ Lm, with m ≥ 1 and 0 < λ < λN . Then, any radial distributional solution v to (3.1) can be written as
v(x) = wc(Ho(x)), with
wc(r) =

−c + γ1
 κN
κN rN
t
α2
N f ∗(t) dt

rα1 +

c + γ2
 κN
κN rN
t
α1
N f ∗(t) dt

rα2 , r ∈ ]0, 1], (3.13)
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where c is an arbitrary constant and the involved constants are defined in Proposition 3.2 and Theorem 3.1. Moreover,
v(x) ∈ W 1,q0 (Ω⋆), q < q(λ).
Proof. Let vi(r), i = 1, 2, r = Ho(x), be two radial distributional solutions of (3.1). Hence, 1
0
v′i(r)ϕ
′(r)rN−1 dr = λ
 1
0
[vi(r)r−2 + f˜ (r)]ϕ(r)rN−1 dr, ∀ϕ ∈ C∞0 (]0, 1[),
where f˜ (r) = f ∗(κN rN). By subtracting, we get that v1 − v2 is a distributional solution of the homogeneous equation
(3.2), and, by Proposition 3.1, has the form (3.3). A straightforward study of the ordinary differential equation shows that
any radial distributional solution v(x) of (3.1) can be written as (3.13), and v ∈ W 1,q0 (Ω⋆), q < q(λ). We observe that
v(x)Ho(x)−2 ∈ L1(Ω⋆) because, using (2.8), κN
0
wc(r)r−2d(rN) ≤ C

1+
 κN
0
s
α1
N − 2N
 κN
s
t
α2
N f ∗(t)dt

ds+
 κN
0
s
α2
N − 2N
 κN
s
t
α1
N f ∗(t)dt

≤ C 1+ ∥f ∥L1(Ω) . 
If we study the regularity of the distributional solutions of (3.1), we have the following result.
Corollary 3.1. Let f ∈ Lm,m∗(Ω), with 1 < m < 2NN+2 and 0 < λ < λN . If wc(r) is the function in (3.13), then the following
statements hold:
(i) if λ < λ(m) = N(m−1)(N−2m)
m2
, and
c = −A = −γ2
 κN
0
t
α1
N f ∗(t)dt,
then for such choice of c in (3.13), the function v(x) = wA(Ho(x)) is the unique radial distributional solution of (3.1) in
W 1,m
∗
0 (Ω
⋆). Moreover, v(x) = v⋆(x) inΩ⋆.
(ii) If λ > λ(m),wc(r) is a radial distributional solution in W
1,m∗
0 (Ω
⋆) for every choice of c. Therefore, the radial distributional
solutions of (3.1) in W 1,m
∗
0 (Ω) are not unique.
(iii) If λ = λ(m), then, for any constant c,wc(Ho(x)) is in W 1,p0 (Ω⋆), for any p < m∗. More precisely, |Dwc | ∈ Lm∗,∞(Ω⋆).
Proof. By a direct computation, if f ∈ Lm,m∗(Ω), withm > 1, the integral
A = γ2
 κN
0
t
α1
N f ∗(t)dt
is finite if and only if λ < λ(m). Hence, for c = A in (3.13), using the inequalities (2.8) and (2.9) similarly as in the proofs of
Theorem 3.1 and Proposition 3.2, we get thatw(Ho(x)) ∈ W 1,m∗0 (Ω⋆). Moreover, the choice of c = A is the only possible in
order to get that the solutions are inW 1,m
∗
0 (Ω
⋆). This follows observing that Ho(x)α2 ∈ W 1,m∗(Ω⋆) if and only if λ > λ(m),
and that Ho(x)α1 ∈ W 1,20 (Ω⋆) for any 0 < λ < λN . Hence, considering each of the condition in (i)–(iii), from the above
computations we get the thesis. 
Remark 3.5. Suppose that f is in Lm,m∗∗(Ω), with 1 < m ≤ 2NN+2 . Being m∗∗ > m∗, such space contains Lm,m
∗
(Ω). Arguing
as in the previous proofs, it is possible to prove that if λ < λ(m), then there exists a unique radial distributional solution v
to (3.1) such that v ∈ W 1,p(Ω⋆) ∩ Lm∗∗(Ω⋆), for any p < m∗.
Proposition 3.4. Suppose that f ∈ Lm,m∗(Ω), with 1 < m ≤ 2NN+2 and let fn be a sequence of functions in L∞(Ω) such that
fn → f in Lm,m∗(Ω). For any n ∈ N, let vn be the weak solution of the approximated problem−∆Hvn =
λ
Ho(x)2
vn + f ⋆n (x) inΩ⋆,
vn = 0 on ∂Ω⋆.
(3.14)
If λ < λ(m), vn converges in W
1,m∗
0 (Ω
⋆) to the unique radial distributional solution v of (3.1) such that v ∈ W 1,m∗0 (Ω⋆).
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Proof. Observe that by Theorem 2.1, f ⋆n → f ⋆ in Lm,m∗(Ω⋆). Moreover, by Theorem 3.1, there exists a unique weak solution
vn ∈ W 1,20 (Ω⋆) of (3.14), and vn(x) = wn(Ho(x)), which can be explicitly written. Moreover, consider
w′(r)− w′n(r) = Bnα1rα1−1 + α1γ1rα1−1
 κN
κN rN
t
α2
N (f ∗(t)− f ∗n (t)) dt
+α2γ2rα2−1
 κN rN
0
t
α1
N (f ∗(t)− f ∗n (t)) dt
= Bnα1rα1−1 + Φn(r)+ Ψn(r), r = Ho(x) ∈ ]0, 1]. (3.15)
Here we use the previous notation, and
Bn = γ2
 κN
0
t
α1
N (f ∗(t)− f ∗n (t))dt.
Using the Hölder inequality, being λ < λ(m), we get that
|Bn| ≤ C
 κN
0
s
α1
N |f ∗(s)− f ∗n (s)|ds ≤ C∥f ∗ − f ∗n ∥m
∗
m,m∗ .
Hence, as λ < λ(m), we have
|Bn|Ho(x)α1−1 → 0 in Lm∗(Ω⋆).
Moreover, arguing as in the proof of Proposition 3.2, it is possible to show that
∥Φn∥Lm∗ ≤ C∥f ∗ − f ∗n ∥m
∗
m,m∗ ,
and
∥Ψn∥Lm∗ ≤ C∥f ∗ − f ∗n ∥m
∗
m,m∗ .
This allows to conclude that vn → v inW 1,m∗(Ω⋆) as n →+∞. 
Remark 3.6. Suppose that fn → f in Lm,m∗∗(Ω), 1 < m ≤ 2NN+2 . Then, using the notation of Proposition 3.4, it is possible to
obtain that vn → v inW 1,p0 (Ω⋆) ∩ Lm∗∗(Ω⋆), p < m∗.
4. A priori estimates, existence and regularity results
In this section, we prove a priori estimates and existence results for the problem−div (a(x, u,Du)) = g(x, u)+ f (x) inΩ,
u = 0 on ∂Ω, (4.1)
where a, g and f satisfy the assumptions (2.17)–(2.21). Now we prove a comparison result in the spirit of the papers
[25,26,6,27].
Theorem 4.1. Under the hypothesis (2.17)–(2.21), if 0 ≤ λ < λN , f ∈ L 2NN+2 ,2(Ω) and u ∈ W 1,20 (Ω) is a weak solution of
problem (4.1), then
u∗(s) ≤ v∗(s), ∀s ∈ ]0, |Ω|],
where v is the solution of the symmetrized problem (3.1).
Proof. Let u ∈ W 1,20 (Ω) be a solution to (4.1). Using the following test function ϕ ∈ W 1,20 (Ω) in (2.22),
ϕ(x) =
0 |u| ≤ t,
(|u| − t) sign u t < |u| ≤ t + h,
h sign u t + h < |u|,
by (2.17) and letting h → 0 it follows that
− d
dt

{|u|>t}
H(Du)2 dx ≤

{|u|>t}
g(x, u) sign u dx+

{|u|>t}
f dx. (4.2)
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On the other hand, using the co-area formula (2.5), the isoperimetric inequality (2.7), the hypotheses (2.20) and (2.21), the
Hardy–Littlewood inequality and the properties of rearrangements we get
(−u∗(s))′ ≤ s
−2+ 2N
N2κ2/NN
 s
0

λ
κ
2/N
N
t
2
N
u∗(t)+ f ∗(t)

dt. (4.3)
Moreover, repeating the same arguments for the solution of (3.1), all the inequalities become equalities, and
(−v∗(s))′ = s
−2+ 2N
N2κ2/NN
 s
0

λ
κ
2/N
N
t
2
N
v∗(t)+ f ∗(t)

dt.
Hence, we can follow the proof contained in [26], obtaining that
u∗(s) ≤ v∗(s), s ∈ ]0, |Ω|]. 
The above a priori estimate allows to obtain the following.
Theorem 4.2. Suppose that the hypotheses (2.17)–(2.21) hold, and let 0 < λ < λN .
(i) If f ∈ L 2NN+2 ,2(Ω), then problem (4.1) admits a weak solution u ∈ W 1,20 (Ω).
(ii) If f ∈ Lm,m∗∗(Ω), 2NN+2 < m < N2 , and
λ < λ(m) = N(m− 1)(N − 2m)
m2
, (4.4)
then any weak solution to (4.1) belongs to Lm
∗∗
(Ω), where m∗∗ = mNN−2m .
Proof. The existence result follows by standard arguments (see [2]). To this aim, we consider the approximated problems−div a(x, un,Dun) = Tn(g(x, un))+ Tn(f (x)) inΩ,
un = 0 on ∂Ω, (4.5)
where Tn(s) = max{−n,min{s, n}} is the standard truncature function. By a classical argument (see [28]), problem (4.5)
admits a solution un ∈ W 1,20 (Ω). Being λ < λN , the Hardy, Hardy–Littlewood and Hölder inequalities give
1− λ
λN

Ω
H(Dun)2dx ≤

Ω
fundx ≤ ∥f ∥ 2N
N+2 ,2
∥un∥2∗,2.
Hence, by (2.2) and Remark 2.1, un is bounded inW
1,2
0 (Ω), and, up to a subsequence,
un ⇀ u weakly inW
1,2
0 (Ω),
Tn(g(x, un))→ g(x, u) strongly in L1(Ω).
Using the compactness result of [29], we can pass to the limit in (4.5), obtaining that u ∈ W 1,20 (Ω) is a solution to (4.1). This
proves (i).
Finally, recalling the equimeasurability of the rearrangements, (ii) follows from Theorems 3.1 and 4.1. 
Remark 4.1. We stress that, under the assumptions of Theorem 4.1, if z ∈ W 1,20 (Ω⋆) solves
−∆z = λβ
2
α2
z
|x|2 +
f
α2
inΩ⋆, z = 0 on ∂Ω⋆,
where α and β are the constants in (2.2), then
u∗(s) ≤ z∗(s), s ∈ ]0, |Ω|]. (4.6)
Indeed, by (2.2) and (2.6),
a(x, s, ξ) · ξ ≥ α2|x|2, (c+)⋆(x) ≤ λβ
2
|x|2 ,
and we can proceed as in [27].
Hence, the estimates in Theorem 4.2 can be obtained from (4.6) for λ < α
2
β2
λ(m). Being α ≤ β , such condition is stronger
than the hypothesis (4.4) of Theorem 4.2.
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Now we consider the case f ∈ Lm,m∗(Ω), 1 < m < 2NN+2 , and we look for a particular class of distributional solutions of
(4.1), obtained as the limit of solutions of the approximated problems (see [30,31]). Let us consider the problem−div a(x, un,Dun) = g(x, un)+ fn(x) inΩ,
un = 0 on ∂Ω, (4.7)
with fn a sequence in L∞(Ω)which converges to f in Lm,m
∗
(Ω).
Theorem 4.3. Suppose that (2.17)–(2.21) hold, and let f ∈ Lm,m∗(Ω), 1 < m < 2NN+2 , and λ < λ(m) = N(m−1)(N−2m)m2 . Then,
there exists a distributional solution u to (4.1) such that u ∈ W 1,m∗0 (Ω).
Proof. Let fn ∈ L∞(Ω) such that fn → f in Lm,m∗(Ω), and let un be the weak solution of problem (4.7). Denoted by vn the
weak solution of the problem−∆Hvn =
λ
Ho(x)2
vn + f ⋆n (x) inΩ⋆,
vn = 0 on ∂Ω⋆,
by Theorem 4.1 we have that
u∗n(s) ≤ v∗n(s), s ∈ [0, |Ω|]. (4.8)
Now we show that un is uniformly bounded inW
1,m∗
0 (Ω). Indeed, being un ∈ W 1,20 (Ω), using the Hölder inequality we
get
− d
dt

|un|>t
H(Dun)m
∗
dx ≤

− d
dt

|un|>t
H(Dun)2dx
m∗
2 [−µ′un(t)]1−
m∗
2 .
Integrating, using (4.2) and the properties of rearrangements and of H it follows that

Ω
|Dun|m∗dx ≤ C
 |Ω|
0
 s
0
[t− 2N u∗n(t)+ f ∗n (t)]dt
m∗
2 [−(u∗n(s))′]
m∗
2 ds. (4.9)
Recalling (4.8) and (4.3), from (4.9) we obtain that
Ω
|Dun|m∗dx ≤ C
 |Ω|
0
s(
1
N −1)m∗
 s
0
[t− 2N v∗n(t)+ f ∗n (t)]dt
m∗
ds
≤ C
 |Ω|
0
[s 1m− 2N v∗n(s)]m
∗ ds
s
+ C
 |Ω|
0

s
1
m f ∗n (s)
m∗ ds
s
,
where the last inequality follows from (2.9). Using the explicit expression of vn and applying the inequalities (2.8) and (2.9)
we can conclude that
∥|Dun|∥Lm∗ (Ω) ≤ C∥fn∥m,m∗ .
Hence, un ⇀ uweakly inW
1,m∗
0 (Ω), un → u strongly in Lq(Ω), q < m∗∗, and, up to a subsequence, a.e. inΩ . Then
g(x, un)→ g(x, u) strongly in L1(Ω),
and we can apply, for example, a result contained in [32] in order to conclude that Dun → Du a.e. in Ω , obtaining finally
that a(x, un,Dun) ⇀ a(x, u,Du)weakly inW
1,m∗
0 (Ω). Passing to the limit in (4.7), we get the thesis. 
An application of the previous results is the following.
Theorem 4.4. Under the hypotheses of Theorem 4.3, for any fn → f in Lm,m∗(Ω), the solution u obtained as the limit of the
approximated problems (4.7) verifies
u∗(s) ≤ v∗(s), s ∈ ]0, |Ω|],
where v is the unique radial solution in W 1,m
∗
0 (Ω) of (3.1).
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Proof. Using the notation of the proof of Theorem 4.3, we have that un → u in Lm∗(Ω). Hence u⋆n → u⋆ in Lm∗(Ω⋆) and, up
to a subsequence, u∗n converges almost everywhere to u∗ in ]0, |Ω|]. Using (4.8), we have that
u∗(s) = lim
n
u∗n(s) ≤ limn v
∗
n(s) = v∗(s), a.e. in ]0, |Ω|], (4.10)
where the last equality follows by Proposition 3.4. As a matter of fact, being u∗ and v∗ continuous functions in ]0, |Ω|], the
inequality in (4.10) holds everywhere, and this concludes the proof. 
Remark 4.2. If H(ξ) = |ξ |, the regularity estimates obtained in Theorems 4.2 and 4.3 are slightly more general than the
analogous results obtained in [3]. Indeed, in such a paper a datum f in Lm(Ω) ⊂ Lm,m∗∗(Ω) is considered.
References
[1] A. Alvino, G. Trombetti, Existence and uniqueness for the Dirichlet problem, in: Methods of Functional Analysis and Theory of Elliptic Equations
(Naples, 1982), Liguori, Naples, 1983, pp. 269–280.
[2] J. García Azorero, I. Peral, Hardy inequalities and some critical elliptic and parabolic problems, J. Differential Equations 144 (1998) 441–476.
[3] L. Boccardo, L. Orsina, I. Peral, A remark on existence and optimal summability of solutions of elliptic problems involving Hardy potential, Discrete
Contin. Dyn. Syst. 16 (3) (2006) 513–523.
[4] G. Stampacchia, Le problème de dirichlet pour les équations elliptiques du second ordre à coefficients discontinus, Ann. Inst. Fourier (Grenoble) 15
(1965) 189–258.
[5] J. Van Schaftingen, Anisotropic symmetrization, Ann. Inst. H. Poincaré Anal. Non Linéaire 23 (4) (2006) 539–565.
[6] A. Alvino, V. Ferone, P.-L. Lions, G. Trombetti, Convex symmetrization and applications, Ann. Inst. H. Poincaré Anal. Non Linéaire 14 (2) (1997) 275–293.
[7] M. Belloni, V. Ferone, B. Kawohl, Isoperimetric inequalities, Wulff shape and related questions for strongly nonlinear elliptic operators, Z. Angew.
Math. Phys. 54 (5) (2003) 771–783. (Special issue dedicated to Lawrence E. Payne).
[8] A. Cianchi, P. Salani, Overdetermined anisotropic elliptic problems, Math. Ann. 345 (4) (2009) 859–881.
[9] F. Della Pietra, N. Gavitone, Symmetrization for Neumann anisotropic problems and related questions, Adv. Nonlinear Stud. 12 (2) (2012) 219–235.
[10] V. Ferone, B. Kawohl, Remarks on a Finsler–Laplacian, Proc. Amer. Math. Soc. 137 (1) (2009) 247–253.
[11] G. Bellettini, M. Paolini, Anisotropic motion by mean curvature in the context of Finsler geometry, Hokkaido Math. J. 25 (1996) 537–566.
[12] M. Amar, G. Bellettini, A notion of total variation depending on a metric with discontinuous coefficients, Ann. Inst. H. Poincaré Anal. Non Linéaire 11
(1) (1994) 91–133.
[13] H. Busemann, The isoperimetric problem for Minkowski area, Amer. J. Math. 71 (1949) 743–762.
[14] B. Dacorogna, C.-E. Pfister, Wulff theorem and best constant in Sobolev inequality, J. Math. Pures Appl. (9) 71 (2) (1992) 97–118.
[15] I. Fonseca, S. Müller, A uniqueness proof for the Wulff theorem, Proc. Roy. Soc. Edinburgh Sect. A 119 (1–2) (1991) 125–136.
[16] G.G. Lorentz, On the theory of spacesΛ, Pacific J. Math. 1 (1951) 411–429.
[17] G. Chiti, Rearrangements of functions and convergence in Orlicz spaces, Appl. Anal. 9 (1) (1979) 23–27.
[18] L.C. Evans, R.F. Gariepy, Measure Theory and Fine Properties of Functions, in: Studies in Advanced Mathematics, CRC Press, Boca Raton, FL, 1992.
[19] R.A. Hunt, On L(p, q) spaces, Enseign. Math. (2) 12 (1966) 249–276.
[20] C. Bennett, R. Sharpley, Interpolation of Operators, in: Pure and Applied Mathematics, vol. 129, Academic Press Inc., Boston, MA, 1988.
[21] A. Alvino, Sulla diseguaglianza di Sobolev in spazi di Lorentz, Boll. Unione Mat. Ital. A (5) 14 (1) (1977) 148–156.
[22] X. Cabré, Y. Martel, Weak eigenfunctions for the linearization of extremal elliptic problems, J. Funct. Anal. 156 (1) (1998) 30–56.
[23] P. Bénilan, L. Boccardo, T. Gallouët, R. Gariepy, M. Pierre, J.L. Vázquez, An L1-theory of existence and uniqueness of solutions of nonlinear elliptic
equations, Ann. Scuola Norm. Sup. Pisa Cl. Sci. (4) 22 (2) (1995) 241–273.
[24] M. Belloni, B. Kawohl, A direct uniqueness proof for equations involving the p-Laplace operator, Manuscripta Math. 109 (2002) 229–231.
[25] G. Talenti, Elliptic equations and rearrangements, Ann. Scuola Norm. Sup. Pisa Cl. Sci. (4) 3 (4) (1976) 697–718.
[26] C. Bandle, Isoperimetric Inequalities and Applications, in: Monographs and Studies in Mathematics, vol. 7, Pitman (Advanced Publishing Program),
Boston, Mass, 1980.
[27] R. Volpicelli, B. Volzone, Comparison results for solutions of parabolic equations with a singular potential, Matematiche (Catania) 62 (1) (2007)
135–156.
[28] J. Leray, J.-L. Lions, Quelques résulatats de Višik sur les problèmes elliptiques nonlinéaires par lesméthodes deMinty–Browder, Bull. Soc. Math. France
93 (1965) 97–107.
[29] L. Boccardo, F. Murat, Almost everywhere convergence of the gradients of solutions to elliptic and parabolic equations, Nonlinear Anal. 19 (6) (1992)
581–597.
[30] L. Boccardo, D. Giachetti, Existence results via regularity for some nonlinear elliptic problems, Comm. Partial Differential Equations 14 (5) (1989)
663–680.
[31] A. Dall’Aglio, Approximated solutions of equations with L1 data, application to the H-convergence of quasi-linear parabolic equations, Ann. Mat. Pura
Appl. (4) 170 (1996) 207–240.
[32] A. Alvino, L. Boccardo, V. Ferone, L. Orsina, G. Trombetti, Existence results for nonlinear elliptic equations with degenerate coercivity, Ann. Mat. Pura
Appl. (4) 182 (1) (2003) 53–79.
