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Abstract
With the development of genome-wide sequencing, DNA synthesis technologies and
the continued growth of supercomputing resources, biology has become a new focus of
engineering research across the globe. Our ability to analyze gene function and develop
novel synthetic biological systems has made engineered biological constructs a reality.
Despite the advancement of computational resources and numerical methods biological
research, however, remains the domain of experimental scientists. Novel simulation
methods and theories for biological simulation are sorely needed in order to bridge the
gap between the experimental and computational sides of biological engineering.
One major issue facing biological simulations is that these systems experience ran-
dom fluctuations that can strongly influence and drive overarching function. The im-
portance of these random fluctuations to the accuracy of the simulation requires the use
of stochastic mathematics. Instead of describing and simulating a single deterministic
trajectory through time for a chemical system, a probabilistic distribution of possible
states must be determined. In such systems the master equation describes, in full detail,
the underlying dynamics. In practice, however, such a solution for non-linear systems
has been elusive for over 50 years. From a statistical perspective what is missing is a
relationship between complex sets of statistics that has remained unresolved for decades
called the moment closure problem. Solving this problem would allow for a new way to
analyze and optimize stochastic simulations using deterministic numerical methods.
The work presented herein focuses on the full development of a numerical solution
to the moment closure problem using maximum-entropy distributions. The intentions
of my work were: (1) To develop an algorithm to quickly produce moment equations
that fully describe the dynamics of the chemical master equation deterministically; (2)
Develop a novel moment closure method using maximum-entropy optimization to solve
the master equation; (3) Demonstrate the potential of this method for performing non-
linear analysis, power spectral density determination and model reduction on stochastic
systems. I will demonstrate in this initial study a new method for the simulation of
biological systems (and other systems with a random nature) that is entirely separate
from the methods that currently dominate stochastic biological simulation.
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Chapter 1
Introduction
1.1 Stochastic Simulation Motivation
Traditionally the mathematical modeling of biologically relevant systems has relied on
a single fundamental assumption that such systems can be represented by a set of
chemical reactions following mass action kinetics. These reaction-rate equation (RRE)
models are typically represented as a set of ordinary differential equations (ODEs) and
concern the macroscopic property of concentration, scaled with the system volume[1].
These simplified ODE models are still widely and effectively used in fields such as
systems biology[2], where very large sets of reactions need to be modeled and analyzed
efficiently. The use of these simple models in biological system simulation dates back
to the early work of Monod[3] and Goodwin[4].
The simple ODE models assume that the system is at the thermodynamic limit.
The thermodynamic limit concerns an important condition implicit to ODE simula-
tions: the number of molecules of each component is so large that the concentration can
be assumed to be continuous[5]. These systems, as a result, are deterministic, given the
initial conditions and set of reaction rate laws the concentration of every component can
be determined exactly for all future time. This is, at its core, the difference between sta-
tistical mechanics and classical mechanics. In statistical mechanics the noise in a system
(the amount macroscopic properties can deviate from average) is inversely proportional
to the number of particles, N, within the system[6]. In deterministic ODE models the
number of molecules for each chemical component can often be on the order of 1023
1
2(Avagadro’s number) for a benchtop experiment. The noise over signal ratio in such
a system is thus on the order of 10−10, practically undetectable under even the most
precise experimentation. When the system is at the thermodynamic limit, statistical
mechanics converges onto classical mechanics and ODE models are applicable.
Biological systems, however, are often far from the thermodynamic limit and are not
accurately represented by ODE models[7, 8, 9]. Considering molecules such as DNA (a
single macromolecule) and messenger RNA (often existing as a low copy number from
0-10 molecules) the condition of having a large number of molecules is obviously not
achieved. Fluctuations in the number of messenger RNA can then have a dramatic effect
on the underlying dynamics and biological function of the system[10, 11, 12, 13]. The
concentration of each component can experience discrete jumps in value and these jumps
will occur at seemingly random times. These systems are decidedly non-deterministic
and given a set of initial conditions the system can progress in an ensemble of possible
trajectories through time.
Biological systems are more accurately simulated using stochastic mathematics[14,
15, 16, 17, 18]. The state of the system at any given time can take on a wide range of
values, each with an associated probability. Stochastic simulations describe the states
as an underlying probability distribution and typically concern themselves with the
statistics, such as the mean and variance, of these distributions. It has been demon-
strated that the dynamics of stochastic systems can differ substantially from equiva-
lent deterministic models[19]. Noise can have a profound effect on system dynamics,
including being linked to complex behavior such as spontaneous state switching and
oscillations[20, 21, 22, 23, 24].
In the following section a comprehensive review of stochastic simulation will be
presented as a motivation for the development of novel stochastic simulation methods
for chemical reaction networks.
1.2 Stochastic Simulation
1.2.1 Historical Review
Probability theory as a mathematical discipline had been well established by the 1700s
by great mathematicians such as Bayes, Laplace and Bernoulli among many others[25].
3And while many of the statistical methods utilized by contemporary scientists were
established prior to 1900, the mathematical theory itself was not specifically applied
to natural processes until the development of statistical mechanics, quantum theory,
and chaos theory. The development of the Maxwell-Boltzmann distribution and the
groundbreaking work on Brownian motion by Albert Einstein[26] and others[27] firmly
established a place for probability theory in the natural sciences. Up until that point
the universe itself was widely consider to be deterministic, fully predictable given only
the laws of nature and well-defined initial conditions. During the early part of the 20th
century, however, descriptions of electrical processes (Nyquist) and a general rigorous
description of statistical dynamics (Kolomogorov) soon brought a more probabilistic
view of the universe to the natural sciences[28].
That is not to completely invalidate or reject a deterministic description of the
universe (although the uncertainty principle does make obtaining sufficiently accurate
initial conditions somewhat questionable). Stochastic theory and statistical mechanics
merely provides a simplified mathematical construct within which to explore the dy-
namics of such systems. Consider the simplest of the games of chance often explored by
the early pioneers of probability theory: the flipping of a coin. It is possible to describe
the entire isolated system in which the coin exists; the initial positions of every air
molecule, their initial velocities, the exact position of the perfectly fair coin itself, etc.
And perhaps once this incredible simulation is complete it could determine precisely
whether a heads or tails will be obtained on the particular flip being studied. But such
a simulation is unnecessary because a simplified description is available: the probability
of obtaining one of the two states (heads and tails) is for all practical purposes uniform
(50-50) for a fair coin. Stochastic simulation does not necessarily defy a deterministic
universe, but it does accept our inability to provide a perfect description of the state of a
system being modeled. In this way stochastic simulation can provide a mathematically
tractable version of systems that would otherwise be too complex (or unknowable) to
model deterministically.
From the turn of the century to approximately 1940 stochastic mathematics were
developed for applications in a wide range of fields. The primary pioneers of the the-
oretical aspect of such work were pure mathematicians such as Kolomagorov, Ito and
Lagevin[29] (Ito and Kolomagorov’s student Stratonovich developed the fundamental
4theorems for stochastic calculus). These ideas, however, were not specifically applied to
chemical processes until the 1950s and 1960s.
In 1940, Delbru¨ck[30] described the possibility of observable chemical fluctuations
in autocatalytic processes. Later, Renyi[31], Bartholomay[32, 33] and Ishida[34, 35]
among others[36] would all explore the stochastic description of simple chemical systems.
Applications to general chemical networks were established in 1967 by McQuarrie who
fully described what is referred to as the chemical master equation (CME)[37]:
∂P (X; t)
∂t
=
∑
X′
[
T
(
X|X ′)P (X ′; t)− T (X ′|X)P (X; t)] (1.1)
Here P (X; t) is the probability of being in state X at time t, and T (X|X ′) is the
probability of transitioning from state X ′ to state X. The state X in this context
means the vector of chemical concentrations. This is a forward Kolomagorov equation,
and theoretically provides an exact description of the underlying probability distribution
dynamics for chemical systems. Much later Gillespie would prove that, given a small
set of assumptions (a well mixed volume), the CME is, indeed, an exact theoretical
description of a chemical system from a probabilistic viewpoint[38]. McQuarrie’s two
groundbreaking papers[39, 40] described and solved the master equation for a select few
very simple chemical reaction networks (both linear and non-linear). Unfortunately, it
is also clear that such a solution method was impossible for anything but the simplest
networks, and that, from a mathematical perspective analytically solving stochastic
chemical reaction simulations via the CME was impractical.
For about ten years the exact stochastic simulation of complex chemical reaction
networks remained practically impossible, instead relying on the development of ap-
proximate stochastic differential equation methods[41, 42]. In 1976, extending the theo-
retical work previously done by Doob[43], Gillespie described the stochastic simulation
algorithm (SSA) which outlines a Monte Carlo method for sampling the master equa-
tion solution to arbitrary chemical reaction networks[44]. In particular, by assuming
the propensity for reaction (the probability a reaction event occurring in a small time
step ∆t) is a Poisson distribution the time to the next reaction is:
τ = − lnURN∑
r ar (X)
(1.2)
5Where URN is a uniformly distributed random number and ar (X) is the propensity
for the reaction r to occur given the current state of the system X. The probability
a specific reaction, r′, occurred in that time period is proportional to the propensity
relative to the total propensity of reaction:
P
(
r′ is the next reaction
)
=
ar′ (X)∑
r ar (X)
(1.3)
By generating random numbers these two equations determine a chain of reaction
events and reaction times describing a single stochastic trajectory. By constructing a
multitude of such trajectories the CME probability distribution can be obtained. Much
later this incredible achievement would be recognized as the key to efficient stochastic
simulation of chemical systems. Later still the necessity of stochastic simulations for
chemical networks would be recognized in the cutting edge fields of bioengineering.
1.2.2 Contemporary Review
In the late 1990s, after the incredible leaps made by physics in the 20th century, many
scientists declared the next frontier of research to be biology[45]. The advancements
in the understanding of biology with the human genome project offered a full scale
perspective of the genes that control human physiology[46]. More importantly the real
potential of constructing novel and deliberate function within biological systems on a
large scale was beginning to become apparent with the advent of cheap DNA synthesis
technology[47]. Using these tools fields such as synthetic biology began to look at a
bottom-up approach to the engineering of biological function[48].
The advancements concerning the stochastic simulation of chemical reaction net-
works began on three fronts. From an experimental perspective Elowitz and Liebler were
able to show the construction of a synthetic oscillator within a prokaryotic cell (along
with a simple stochastic model to help describe its function)[49]. Elsewhere, Gardner et
al (among many others) showed experimental evidence that cellular behavior is, indeed,
significantly affected by fluctuations and the necessity of stochastic simulation for accu-
rate descriptions of biological systems began to become apparent[50, 51, 52, 53, 54, 55].
And finally, from the theoretical perspective the first major advancement of Gillespie’s
SSA was made by Gibson and Bruck[56], potentially making the efficient simulation of
large biologically relevant chemical reaction networks possible.
6For the last twenty years there has been an explosion of research from all three fronts.
Many synthetic constructs were developed and introduced into the growing toolbox for
synthetic biology (including our own AND-gate and tetON/OFF constructs)[57, 58,
18, 59]. The evidence for the necessity and importance of stochastic simulations has
mounted, with the intrinsic and extrinsic noise in a system being credited for the sta-
bility of some systems, toggle switch behavior and even oscillations[60, 61, 62, 63].
And a multitude of major and minor advancements in the SSA and other simulation
algorithms[64, 65, 66, 67] or approximations[68, 69, 70, 71] have been developed as
well (including our own hybrid stochastic simulation algorithm for supercomputers,
Hy3S[72]). These methods are summarized nicely by Li et al[73]. All of these advance-
ments have made the construction, simulation and evaluation of synthetic biological
constructs both cheap and easy.
Yet, despite this advancement the computational side of synthetic biology, and more
generally biology itself, has remained a step behind the experimental work being done
in the field. Looking to industrial engineering or the aerospace fields it is obvious that
simulation and prediction is a major component of any well developed engineering field.
And so, from a theoretical perspective there is a lot left to be desired. Stochastic
simulation is very much available for just about as large and complex of systems as one
can find using kinetic Monte Carlo simulations. Unfortunately, Monte Carlo sampling,
while incredibly efficient for finding dynamic behavior of a system where the kinetic
constants are known, cannot obtain steady states or perform analysis on stochastic
systems efficiently. The potential for what is called moment closure to provide a faster
method for determining steady states and behavior of stochastic chemical networks will
be introduced and motivated in the next section.
1.3 Moment Closure
The motivation for moment closure is that for biological systems the computational
cost of kinetic Monte Carlo methods becomes prohibitive. This is especially true when
the simulations concern either steady states, which result in wasted computation time,
or analysis, which often rely on numerical approximation and multiple simulations to
achieve results. The desirable approach to analysis would be to take advantage of
7the wealth of knowledge available to deterministic modelers. With deterministic sys-
tems steady states can be obtained immediately from optimization programs. Using
the steady-state solution non-linear analysis, sensitivity analysis and other numerical
methods can give insight into the underlying behavior of the system and the important
kinetic components. With kinetic Monte Carlo simulations performing such analysis
is either impossible or impractical. Moment closure, as will be shown below, has the
potential to provide a deterministic viewpoint for stochastic simulations allowing for
deterministic analysis to be applied.
1.3.1 What is Moment Closure?
The moments, often referred to as statistics, of a probability distribution describe the
shape and characteristic form of the distribution function. Readers may be familiar with
the first two lowest-order moments, the mean and variance, but less familiar higher-order
moments become necessary when describing more complex distributions. Mathemati-
cally, for a simple single component system the mean is:
〈x〉 =
∫ ∞
−∞
xP (x) dx (1.4)
Where P (x) is the probability of being in state x. The mean is often described as
providing an expectation for the distribution, the average value the random variable
described by the distribution will take. Higher-order moments are defined similarly:〈
xM
〉
=
∫ ∞
−∞
xMP (x) dx (1.5)
Here M is called the order of the moment. The variance, for example, is related to the
second-order moment (it is the second central moment) and describes the width of a
given distribution. The skewness is related to the third-order moment and describes
asymmetries. And the kurtosis is related to the fourth-order moment and describes the
squatness.
Looking back to Equation 1.1 it is possible (see Chapter 2) to use transforms to
obtain dynamic equations for the moments that are equivalent to the CME. For well-
behaved distributions (i.e. no discontinuities, this is a good assumption for the chemical
systems dealt with throughout this thesis) the infinite set of moments have a one-to-one
8relationship with the distribution they represent. Thus solving the moment equations
is, in theory, equivalent to solving the CME.
The immediate benefit of the moment viewpoint is that we are now dealing with
deterministic equations. Given a set of initial moments (defined by an initial distribu-
tion) and the moment equations defined by the reaction network and all of the moments
through time can be calculated immediately. The issue, however, is the same as was
discovered by McQuarrie in 1967[37]. The set of equations is unclosed. The mean dy-
namics depend on the variance, the variance dynamics on the skewness, etc. In theory
an infinite set of moments is necessary to solve the moment equations, and this is called
the moment closure problem. In practice, using the moment viewpoint for all but the
simplest networks requires a moment closure solution, a way to relate a higher-order
moment to the lower-order moments (either numerically or analytically).
1.3.2 Moment Closure Review
The first moment closure schemes predate even the description of chemical dynamics by
stochastic mathematics[74, 75] and dealt exclusively with general stochastic processes.
The early closure schemes were of a single type: normal distribution approximations.
The simplest analytical closure method, this approximation was used almost exclusively
by ecologists through the 1990s [76, 77, 9]. While simple, this approximation is still
widely used today as a benchmark example of moment closure. Fundamentally, however,
this method was wanting. Using the normal distribution can result in negative values
for molecules and is only applicable as a third-order closure scheme (although some
researchers have looked into higher-order closure[78]). Theoretically there was a lot of
room for improvement.
The interesting thing about moment closure is the almost 40 year gap in significant
publications that utilize (let alone advance) the method. After Whittle a novel closure
scheme wouldn’t be proposed and explored until 2005. At this time an explosion of
papers come out in a short 5 years stretch.
In 2005 Krishnarajah[79] proposed a new closure scheme for epidemic models that ex-
hibited significant skewness. In this closure scheme a beta-binomial distribution is used
in conjunction with a log-normal distribution in order to represent non-normal distribu-
tions. This closure scheme is one of the only examples of mixing multiple distributions
9to represent complex behavior and was extended to include zero-modified distributions
as well[80]. Krishnarajah’s work represents some of the best multi-distribution schemes
available, although the method has not been widely applied since.
Hespanha and Singh introduced one of the first numerical approximations for mo-
ment closure with the seperable-derivative matching (SMD) method[81]. In this scheme
derivatives of the moments can be set equal to a chosen power-law ansatz in order to
produce a flexible high-order closure scheme. First proposed in 2005 the method has
been subject to continued study and refinement over the last 10 years [82, 83, 84]. Their
2011 paper provides the most complete description of the method which, essentially, as-
sumes that high-order moments are consistent with a log-normal distribution. This
method is widely considered to be one of the most promising analytical closure method
developed.
Lee introduced a Taylor series expansion inspired method involving setting central-
moments to zero[85]. The research is remarkable in two ways. First, as a numerical
moment-closure scheme it convincingly exhibits, on a limited number of example sys-
tems, increased accuracy on increased closure order without bound, an important and
rare characteristic. More importantly, however, outside of the closure method pre-
sented herein this is the only publication to claim the ability to immediately obtain
steady-state distributions (and correctly deduces that finding such solutions may be
substantially faster than similar SSA results). It extends this observation by suggesting
(although no results are presented) the ability to assess steady-state results via non-
linear eigenvalue analysis. The use of moment-closure to achieve stochastic non-linear
analysis is presented in the context of our own closure method in Chapter 4.
Other works of note include Gomez-Uribe[86] who essentially assumed the third-
central moments to be zero (symmetry) for a multi-component distribution. Stumpf[87]
extends this by allowing any order central moment to be zero as desired. Saddlepoint
approximations[88] provide an approach to approximating distributions given a set of
moments to provide analytical solutions to higher-order moments, but often results in
inaccurate or abberant results. Ruess[89] uses a small number of stochastic simula-
tions to estimate moments. Software for the use of moment-closure is also provided by
Gillespie[90]. These twelve papers comprise the majority of novel moment closure work
developed and applied to chemical reaction networks over the last 50 years.
10
Overall the available moment closure methods developed during this period fall into
two broad categories: distribution-based methods and numerical methods. With dis-
tribution based methods one assumes a distribution and assigns analytically calculated
moments based on this assumed information. One could assume the data will follow a
normal distribution[75], or a log-normal distribution[79], etc. There are two immediate
issues with this approach. First, if the distribution is not normal or log-normal such
methods will, obviously, provide bad results with no recourse for increasing accuracy.
Second, all of these methods are limited to 3rd-order closure because analytically de-
fined probability distributions are generally limited to one or two variables (the normal,
log-normal and beta-binomial distributions are certainly limited in this way). Numerical
methods, on the other hand, can generally be defined by a specific single assumption.
Perhaps a central moment is set to zero (analytically[87] or numerically[85]) or deriva-
tives are matched to an ansantz as in Hespanha[84]. This neatly avoids the second
issue described above: now the closure-order can be increased without bound, while
compounding the first issue. Now, not only will there be a risk that the distribution
being offered does not describe the underlying data, it is extremely probable that the
moments being calculated don’t belong to a valid distribution at all!
Ultimately, while moment closure has been researched extensively over the past 10
years, the field itself, when this thesis project was begun, was still somewhat undi-
rected and qualitative. Researchers each had their own proposed closure scheme, few of
these schemes went beyond single-component low-order closure and rarely were the as-
sumptions necessary for these schemes to hold true tested for applicability to biological
systems in general. There was ample room and motivation for a novel closure scheme
that could do several things:
• A closure-scheme that was not based on a specific distribution and thus could be
applied universally to any distribution.
• A closure scheme that could be applied to multi-component systems and at high-
closure order without restrictions.
• The assumptions concerning what types of reaction networks the closure scheme
can be applied to should be well-established and also non-restrictive when consid-
ering biologically relevant systems.
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Ultimately our zero-information closure (ZI-Closure) scheme (see Chapter 3) fits these
criteria nicely. In the following chapters the topics to be discussed are:
• Chapter 2: In order to facilitate the development and analysis of moment closure
schemes a more efficient open-source method for determining moment equations
was developed. This method is described in detail along with some of the issues
surrounding moment closure in general.
• Chapter 3: The ZI-Closure method is described in detail along with results for
three models. This demonstrated the universality and accuracy of the method
while also highlighting some of the drawbacks of utilizing numerical schemes for
moment closure.
• Chapter 4: The ZI-Closure method is extended in order to perform non-linear
analysis deterministically on simple stochastic networks. Eigenvalues and eigen-
vectors are found, and the fundamental differences between deterministic and
stochastic models are discussed.
• Chapter 5: The non-linear analysis method is extended in order to demonstrate
the calculation of exact power spectral densities of stochastic systems without the
need for Monte Carlo simulations. Such calculations will have impacts on the
analysis of oscillatory systems in the future.
• Chapter 6: A brief discussion of an earlier project concerning model reduction
is described and then discussed within the context of applications of ZI-Closure
in the future.
Chapter 2
Efficient Moment Matrix
Generation for Arbitrary
Chemical Networks
2.1 Introduction
As outlined in Chapter 1 the use of stochastic simulations in biological modeling and
simulation is increasingly common due to the tendency of such systems to lie far from
the thermodynamic limit[5, 18]. This condition, common when only a handful of re-
actants exist in a system, renders deterministic models inaccurate[91]. The primary
problem with stochastic simulations is the mathematical intractability of the gover-
ing equation, the chemical master equation (CME), that makes analysis particularly
difficult[92]. The motivation for the research presented within this chapter is to propose
and provide an efficient tool for the analysis of stochastic systems potentially without
the need of the costly kinetic Monte Carlo sampling employed by Gillespie’s SSA or
its derivatives[38, 56, 93, 73]. Indeed, the open-source tool presented here was used
extensively for generating the results of Chapters 3-5.
An analogue to the CME proposed initially by McQuarrie, among others, is the use
of time differentials of the moments of the probablility distribution[40]. In principle,
this deterministic analogue allows for system analysis without the need for Monte Carlo
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sampling. Such methods are in use, but predominantly in smaller systems like simple
transient gene activation[94]. Complications arise when 2nd-order reactions are included
in a chemical network. In such cases lower-order moments explicitly depend on higher-
order moments, necessitating an infinitely large matrix[86]. The production and analysis
of closure schemes for these open systems is an active area of research across several
fields[82, 95, 85, 84, 78].
What is not often considered is the generation of the moment equations necessary
once a particular closure scheme is chosen. Such sets of equations can become enormous
considering that reproducing probability distributions accurately for complex systems
have been shown to require as many as eight moments[96]. Recent publications provide
analytical solutions for the moment equations[96, 90], but do not touch on the scal-
ing problems or memory allocation of such systems. The intention of this work is to
facilitate moment closure research by making matrix construction a quick and simple
step. In particular, because biological systems often contain many components and ex-
hibit complex underying behavior, a method for generating an arbitrarily large set of
moments equations has become increasingly desireable.
The current work focuses on the efficient generation of a concise set of moment equa-
tions for arbitrary chemical networks. It should be noted that the method, as described,
only works with elementary rate laws with integer stoichiometry. The method can gen-
erate either factorial moments (indicated by curly brackets {·}) or traditional polyno-
mial moments (indicated by angled brackets 〈·〉). Factorial moments can, in principle,
conserve memory allocation by forming a banded matrix. Factorial and polynomial
moment formulation are entirely equivalent basis sets. The use of the probability gener-
ation function, the Z-transform of a probability distribution, also allows for a recursive
algorithm as the moment equations are produced by the systematic differentiation of
the Z-transformed CME (Z-CME). The results demonstrate the reduced memory load,
reduced bandwidth, and computational efficiency in several example systems.
2.2 Theory
The traditional approach to chemical kinetic modeling is deterministic in nature. Stochas-
tic models reframe chemical kinetics to take into account the randomness inherent to
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systems far from the thermodynamic limit. This viewpoint requires probability-based
mathematics developed by McQuarrie, Van Kampen, Gardiner, and Gillespie, among
others[40, 97, 28, 41]. The theory presented here focuses on Markov processes, the
CME along with its Z-transform analogue, and the moment viewpoint of chemical re-
action dynamics. The primary novel work is an alternative formulation of the moment
equations for arbitrary chemical networks, including the unclosed matrices for systems
with bimolecular reactions. The algorithm produces both the traditional and factorial
moment equation matrix for either numerical or symbolic kinetic reaction rates for any
desired order of moments.
2.2.1 Markov Processes and the Chemical Master Equation
For a stochastic process to be a Markov process the current state, xn at time tn, must
be fully determined by the previous state, xn−1 at time tn−1. This condition is often
called a “memoryless” condition, where the memory of states prior to the current state
have no effect on the future dynamics. In the particular case of chemical kinetic systems
the time scale is considered continuous, but the state space can be either continuous
or discrete. Herein, the state space is considered to be strictly discrete by viewing the
state X = [x0, x1, . . . , xn]
′ as a set of the number of molecules for each of the n chemical
species. The state exists within a volume, Ω, that is well mixed to eliminate diffusive
effects.
For stochastic processes the state can be described by a probability distribution
P (X; t) at a given time t. This distribution is a continuous, bounded, n-dimensional,
real-valued function. Given the Markov condition, the change in the probability distri-
bution in time can thus be described generally by:
P (X; t+ δt) =
1−∑
X′
T
(
X ′|X) δt
P (X; t) +∑
X′
T
(
X|X ′) δtP (X ′; t) (2.1)
where X is the current state, X ′ is any state that is not X, and T (Y |X) is the transition
probability from state X to Y. By rearrangement one can reach what is known as the
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chemical master equation (CME) for a discrete state space:
∂P (X; t)
∂t
=
∑
X′
[
T
(
X|X ′)P (X ′; t)− T (X ′|X)P (X; t)] (2.2)
The transition probability is a catch-all for any event that may bring the system into
or out of a given state. In chemical kinetics these events will be reactions and thus the
transition probabilities are equivalent to reaction propensities. For the general reaction
aA+ bB
kr→ cC + dD the propensity for a reaction event to occur is:
ar (X) = kr
(
xA
a
)(
xB
b
)
(2.3)
Here xA is the number of molecules of A in the system, and xB is the number of molecules
of B. Thus Equation 2.2 can be reformulated as a sum over the set of reactions in a
chemical network:
∂P (X; t)
∂t
=
∑
r
[ar (X − νr)P (X − νr; t)− ar (X)P (X; t)] (2.4)
Here νr is the stoichiometic vector for reaction r. The CME is an equation which
perfectly describes the time dynamics of any stochastic chemical network given an initial
condition. The problem is that, except for a select few simple equations, analytically
solving such a system is mathematically intractable.
To fully describe a system by probability states Equation 2.4 would form an infinite
set of ODEs. Analysis is predominately performed using the Z-CME, the CME in terms
of the probability generating function (Z-transform). The Z-transform is formed by a
simple change of variables:
G (S; t) =
∞∑
x0=0
∞∑
x1=0
· · ·
∞∑
xn=0
sx00 s
x1
1 · · · sxnn P (X; t) (2.5)
The vector S = [s0, s1, . . . , sn]
′ represents the continuous transform variables for an
n-component system. The Z-transform simplifies the system by transforming from a
discrete space (X) to a continuous space (S).
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The Z-CME is thus formed by mathematical manipulation of Equation 2.4:
∂G (S; t)
∂t
=
∑
r
kr∏n
i=1 ν
+
i,r!
[
n∏
i=1
s
ν−i,r
i,r −
n∏
i=1
s
ν+i,r
i,r
]
∂
∑n
i=1 ν
+
i,rG (S; t)
∂
∏n
i=1 s
ν+i,r
i,r
(2.6)
Here kr is modified since the differential creates permutations instead of combinations.
Thus kr must be divided by the appropriate factorials. Also ν
+
i,r refers to product
stoichiometries whereas ν−i,r refers to reactant stoichiometries. Both are strictly positive
constants. This formulation may appear daunting, but is extremely simple to implement
for any arbitrary chemical system with polynomial reaction rates (not non-linear rates).
To make things clearer the Z-CME for a system with one general reaction aA+ bB
k1→
cC + dD is:
∂G (S; t)
∂t
=
k1
a! · b!
[
scCs
d
D − saAsbB
] ∂a+bG (S; t)
∂saA∂s
b
B
(2.7)
The advantages of using the Z-CME will become clear after a brief discussion of different
types of moments available to form the full moment equation matrix.
2.2.2 Moments and Factorial Moments
Moments are expected values that describe properties of a probability distribution. The
common examples are the mean (first moment) and the variance (related to the second
moment). For a molecular system the distribution is defined on the positive integer line.
The polynomial moments are:
〈xm11 · xm22 · · ·xmnn 〉 =
∞∑
x1=0
∞∑
x1=0
· · ·
∞∑
x1=0
xm11 · xm22 · · ·xmnn · P (X; t) (2.8)
When more than one chemical species has an order greater than zero these are known
as joint moments. The order of the moment is defined by m = m1 + m2 + . . . mn.
While many distributions can be described primarily by low-order moments (m equals
one or two), more complex systems can require as many as eight or ten moments to
adequately reproduce the probability distribution[96].
The literature concerning moment equations and closure schemes has focused on
the traditional set of polynomial moments[90, 96, 84], but any moment basis set is valid
when describing a probability distribution. In this chapter we utilize factorial moments,
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an equivalent basis set. As will be shown shortly this has to do with the relationship
between the Z-CME and the moments of a distribution. The factorial moments are
defined as:
{xm11 · xm22 · · ·xmnn } =
∞∑
x1=0
∞∑
x1=0
· · ·
∞∑
x1=0
(x1)m1 · (x2)m2 · · · (xn)mn · P (X; t) (2.9)
The form (xi)mi refers to the mi-permutation of the variable xi: (x1)2 = x1 (x1 − 1),
(x1)3 = x1 (x1 − 1) (x1 − 2), etc. The Z-transform of a distribution relates to the facto-
rial moments as follows:
G (S; t)|S=1 = 1
∂G (S; t)
∂si
∣∣∣∣
S=1
= {xi}
∂2G (S; t)
∂s2i
∣∣∣∣
S=1
=
{
x2i
}
(2.10)
Using the factorial moment basis there is a simple way to obtain the full set of factorial
moment equations that has not been previously considered. By starting at the Z-CME
(Equation 2.6) and then systematically differentiating by the elements of the S vector
then setting S = 1 one can obtain the time derivatives for any factorial moment desired.
2.2.3 Matrix Equation Production
The analytical derivation of polynomial moment equations has been previously devel-
oped by several authors[90, 96]. The novelty of the following approach is that the
described method lends itself to efficient recursion. Higher-order moments are formed
by applying an additional differentiation to a lower-order moment. In this way there is
no need to re-derive information previously determined to form lower-order moments,
thus saving substantial computational time. What is often not taken into consideration
when producing a full analytical expression of moment equations is that it is almost
never the case where only a select few moments are required. Typically, a system
will require all moments up to a specific order (denoted as M throughout this thesis).
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Providing an analyical expression does not provide an efficient way to fill a matrix of
moment equations when all moments up to order M are necessary.
To expand on this last point a bit further, the available moment equation generation
techniques exclusively rely on and provide an analytical equation for general moment
equations[90, 96]. Sotiropoulos provided the following equation:
∂
〈
Xm11 X
m2
2 · · ·XmNN
〉
∂t
=
m1,m2,...,mN∑
j1,j2,...,jN=0
(
m1
j1
)(
m2
j2
)
· · ·
(
mN
jN
)
·
〈
Xm1−j11 X
m2−j2
2 · · ·XmN−jNN aj1+j2+···+jN (X)
〉
(2.11)
where
aj1+j2+···+jN (X) =
∑
r
[
N∏
i=1
νjii,k
]
ar (X) (2.12)
There are three issues with this formulation. First, the summation is of indeter-
minate size. When there are N components there are N summations. When build-
ing a matrix generation program this issue makes implementation difficult. Second,
the propensity term, aindexj1+j2+···+jN (X), does not have a computationally friendly form.
Rather, it is a complicated equation with multiple binomial terms and stoichiometric
considerations (Equations 22 and 29 in [96]). Finally, as mentioned above, there is
information waste in construction of the moment matrix that becomes costly as the
number of components and moments increase. Note that the analytical form is not
recursive: there is no intutive way to construct the higher-order moments from the
moment equations previously determined. The proposed method may not provide an
analytical equation for the moment equations, but by utilizing the Z-CME and factorial
moments it does avoid this last problem in particular to produce an efficient recursive
algorithm.
Using the Z-CME differentials can produce the moment equations. A quick appli-
cation to Equation 2.7 illustrates this point. The left side of the equation is simple:
∂
∂sA
∂G (S; t)
∂t
∣∣∣∣
S=1
=
∂
∂t
∂G (S; t)
∂sA
∣∣∣∣
S=1
=
∂ {A}
∂t
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The full transformed equation before simplification is:
∂ {A}
∂t
=
[
− k1
a! · b!
[
a · sa−1A sbB
] ∂a+bG (S; t)
∂saA∂s
b
B
+
k1
a! · b!
[
scCs
d
D − saAsbB
] ∂a+b+1G (S; t)
∂sa+1A ∂s
b
B
]∣∣∣∣∣
S=1
The reduced form then contains a single term:
∂ {A}
∂t
= − k1
(a− 1)! · b!
{
AaBb
}
(2.13)
It is easy to then produce ∂t
{
A2
}
by applying a second differential. The final expression
would be:
∂
{
A2
}
∂t
= − k1
(a− 2)! · b!
{
AaBb
}
− 2 · k1
(a− 1)! · b!
{
Aa+1Bb
}
(2.14)
This method is applicable to any arbirary set of chemical reactions.
A concern when producing moment matrices and moment closure schemes is a stan-
dardized and efficient indexing scheme for moments. Here it is proposed that the ideal
indexing will achieve one main goal: keep the system as banded as possible. In the
case of factorial moments the easiest way to band the matrix is to keep the moments
of order-m together. In elementary chemical systems the stoichiometry of a chemical
component in a reaction will rarely exceed an absolute value of two. In these cases then
the factorial moment equations of order-m will only depend on the moments of order-
(m-1), order-m, or order-(m+1). This tends to create systems with lower bandwidths.
The only other consideration would be to put chemical species which are not involved
in any common reactions apart. Within each order the moments are simply indexed
in descending order for each of the components. For example, with three components
the third-order moments are ordered:
[〈
x31
〉
,
〈
x21x2
〉
,
〈
x21x3
〉
,
〈
x1x
2
2
〉
, 〈x1x2x3〉,
〈
x1x
2
3
〉
,〈
x32
〉
,
〈
x22x3
〉
,
〈
x2x
2
3
〉
,
〈
x33
〉]
.
The final point to make is how the factorial moment matrix produced here relates
to the polynomial moment matrix typically considered in the literature. The factorial
moment matrix takes the form:
∂µ
f
∂t
=
[
Af |A′f
]  µf
µ′
f
 (2.15)
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The vector µ
f
represents all of the factorial moments up to order M, and µ′
f
represented
the higher-order moments necessary to close the system. The number of moments up to
order-M for N components is the same as the number of terms in a general polynomial
with N variables and up to order-M:
Number of Terms = NM =
(N +M)!
N ! ·M ! (2.16)
Therefore, a system with four components, as decribed above, with eight moments would
require NM = 495 rows. The vector µ
′
f
will be of size N ′M representing the number of
additional moments necessary to close the system. The size of matrix Af is NM × NM ,
and the size of the matrix A′f is NM × N ′M . This matrix can be quite large, especially
when there is a large number of components involved in a system.
The polynomial matrix takes the same form and is the same size:
∂µ
∂t
=
[
A|A′] [ µ
µ′
]
(2.17)
The polynomial moments and factorial moments are related through a similarity tran-
form. This means they have the same eigenvalues, just in a different basis set:[
Af |A′f
]
= T−1
[
A|A′]S (2.18)
The creation of the NM × NM transform matrices T and the (NM +N ′M ) × (NM +N ′M )
transform matrix S is rather simple and thus the programs outlined here are able to
produce Af and A, whichever is preferred.
2.3 Results and Examples
In the following section three examples of varying complexity and size are presented to
show the primary advantages of the Z-CME approach. The algorithm used to produce
the matrices of interest is written in Matlab. The matrices can be output for both nu-
merical and symbolic kinetic constants. The main advantages claimed for the algorithm
is speed, especially when producing high-order moments, and a reduced bandwidth and
memory load in most cases. The three examples will be a simple reversible dimeriza-
tion (2A ↔ B), a Michaelis-Menten system (S + E ↔ S : E → E + P ), and a gene
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regulatory network (9 components, 10 reactions). In all cases the matrices provided
will utilize symbolic kinetic constants. In order to provide a better estimate of com-
putational efficiencies, generation times are provided for these three matrices for the
recursive algorithm, an equivalent non-recursive algorithm, and for the python code
described by Gillespie[90]. These represent a non-analytic recursive algorithm, a non-
analytic non-recursive algorithm, and an analytic algorithm, respectively. We should
stress that a direct comparison could not be rigorously developed, but we present these
CPU times only to provide a sense of the computational efficiencies gained.
2.3.1 Reversible Dimerization
In reversible dimerization two monomers (A) combine in a second-order monomolecular
reaction to form a dimer (B). This dimer can then split apart to reform the monomer
bases. This reaction network is one of the simplest non-linear systems available with
only two reactions and two components. The network and Z-CME are as follows:
2A
k1→ B
B
k2→ 2A
∂G (sA, sB; t)
∂t
= k1
(
sB − s2A
) ∂2G (sA, sB; t)
∂s2A
+ k2
(
s2A − sB
) ∂G (sA, sB; t)
∂sB
(2.19)
For moment equations up to order-2
[
Af |A′f
]
is:
∂
∂t

{A}
{B}{
A2
}
{AB}{
B2
}

=

0 2k2 −2k1 0 0 0 0
0 −k2 k1 0 0 0 0
0 2k2 −2k1 4k2 0 −4k1 0
0 0 0 −k2 2k2 k1 −2k1
0 0 0 0 −2k2 0 2k1


{A}
{B}{
A2
}
{AB}{
B2
}{
A3
}{
A2B
}

(2.20)
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and [A|A′] is:
∂
∂t

〈A〉
〈B〉〈
A2
〉
〈AB〉〈
B2
〉

=

2k1 2k2 −2k1 0 0 0 0
−k1 −k2 k1 0 0 0 0
−4k1 4k2 8k1 4k2 0 −4k1 0
2k1 −2k2 −3k1 2k1 − k2 2k2 k1 −2k1
−k1 k2 k1 −2k1 −2k2 0 2k1


〈A〉
〈B〉〈
A2
〉
〈AB〉〈
B2
〉〈
A3
〉〈
A2B
〉

(2.21)
For the recursive algorithm the generation time for eight moments is on average 0.0502
seconds. This is compared to 0.962 seconds for the non-recursive version and 18.3 sec-
onds for the code provided by Gillespie[90]. Figure 2.1 highlights the non-zero entries
in the factorial moment matrix compared to the polynomial moment matrix for 8 mo-
ments. In all cases the factorial moment matrix will have at most as many non-zero
entries as the polynomial moment matrix. Here there are 179 non-zero entres for the
factorial moment case and 846 non-zero entries for the polynomial moment case. The
factorial moment matrix will also have a smaller bandwidth in all cases. The bandwidth
for the factorial moment matrix is 16 (7 left bandwidth, 9 right bandwidth), and for
the polynomial matrix is 52 (43 left bandwidth, 9 right bandwidth).
It should be noted that the system as described has a single degree of freedom since
2 · B = 2 · B0 + A0 − A. In later chapters the matrix is reduced to include only the
moments of A as a simplification.
2.3.2 Michaelis-Menten Network
The Michaelis-Menten reaction system is comprised of three reactions. First a substrate
(S) complexes with an enzyme (E) to form a complex (S:E). Then the complex either
degrades back to its original components or a product is formed (P). The network has
four components and three reactions:
S + E
k1→ E : S
E : S
k2→ S + E
E : S
k3→ E + P
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Figure 2.1: Comparison of the matrix form for the factorial moment equations and
polynomial moment equations for reversible dimerization up to eight moments. The
non-zero entries present in both matrices are represented by red empty circles, while
the non-zero entries present only in the polynomial matrix are represented by black
dots.
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This system has only two degrees of freedom. Using the following relations the system
is reduced to two components (S and E): S + E : S + P = ST and E + E : S = ET .
Using these relations the reduced Z-CME can be determined to be:
∂G (S; t)
∂t
= k1 (1− sSsE) ∂
2G (S; t)
∂sS∂sE
+ k2ET (sSsE − 1)G (S; t)− k2
(
sSs
2
E − sE
) ∂G (S; t)
∂sE
+ k3ET (sE − 1)G (S; t)− k3
(
s2E − sE
) ∂G (S; t)
∂sE
(2.22)
For moment equations up to order-2
[
Af |A′f
]
is:
∂
∂t

{1}
{S}
{E}{
S2
}
{SE}{
E2
}

=

0 0 0
ETk2 0 −k2
ET (k2 + k3) 0 −k2 − k3
0 2ETk2 0
ETk2 ET (k2 + k3) (ET − 2)k2
0 0 2(ET − 1)(k2 + k3)
0 0 0 0 0 0
0 −k1 0 0 0 0
0 −k1 0 0 0 0
0 −2k2 0 0 −2k1 0
0 −k1 − k2 − k3 −k2 0 −k1 −k1
0 0 −2k2 − 2k3 0 0 −2k1


{1}
{S}
{E}{
S2
}
{SE}{
E2
}{
S3
}{
S2E
}{
SE2
}

(2.23)
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and [A|A′] is:
∂
∂t

〈1〉
〈S〉
〈E〉〈
S2
〉
〈SE〉〈
E2
〉

=

0 0 0
ETk2 0 −k2
ET (k2 + k3) 0 −k2 − k3
ETk2 2ETk2 −k2
ETk2 ET (k2 + k3) (ET − 1)k2
ET (k2 + k3) 0 2(ET − 1)(k2 + k3)
0 0 0 0 0 0
0 −k1 0 0 0 0
0 −k1 0 0 0 0
0 k1 − 2k2 0 0 −2k1 0
0 k1 − k2 − k3 −k2 0 −k1 −k1
0 k1 −2k2 − 2k3 0 0 −2k1


〈1〉
〈S〉
〈E〉〈
S2
〉
〈SE〉〈
E2
〉〈
S3
〉〈
S2E
〉〈
SE2
〉

(2.24)
For the non-reduced set of reactions the recursive algorithm generation time for
eight moments is on average 0.126 seconds. This is compared to 21.9 seconds for the
non-recursive version and 37.2 seconds for the code provided by Gillespie[90]. Figure 2.2
highlights the non-zero entries in the factorial moment matrix compared to the poly-
nomial moment matrix for 8 moments. There are 244 non-zero entires for the factorial
moment case and 762 non-zero entries for the polynomial moment case. The bandwidth
for the factorial moment matrix is 26 (16 left bandwidth, 10 right bandwidth), and for
the polynomial matrix is 54 (44 left bandwidth, 10 right bandwidth).
2.3.3 Gene Network Model
While the previous two examples effectively show the memory conserving and bandwidth
reducing advantages of the method, both were simple enough to require little time to
complete. To demonstrate the final advantage, an ability to produce large matrices
quickly, a larger network was chosen, that of a single gene model. The network consists
of ten reactions involving nine components presented in Table 2.1.
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Figure 2.2: Comparison of the matrix form for the factorial moment equations and
polynomial moment equations for a Michaelis-Menten network up to eight moments.
The non-zero entries present in both matrices are represented by red empty circles,
while the non-zero entries present only in the polynomial matrix are represented by
black dots.
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Table 2.1: Gene Network Model
DNA + RNAp → DNA:RNAp
DNA:RNAp → DNA + RNAp
DNA:RNAp → DNA + RNAp∗
RNAp∗ → RNAp + mRNA
mRNA + rib → mRNA:rib
mRNA:rib → mRNA + rib
mRNA:rib → mRNA + rib∗
rib∗ → rib + Product
mRNA → ∅
Product → ∅
A two-moment matrix for nine components requires 55 rows and 194 columns. For
the non-reduced set of reactions the recursive algorithm generation time for four mo-
ments is on average 0.251 seconds. This is compared to 12.8 seconds for the non-recursive
version and 152.6 seconds for the code provided by Gillespie[90]. For eight moments,
the non-recursive and Gillespie’s code both run out of memory, but the recursive al-
gorithm takes 105 seconds to complete. The Z-CME and two-moment matrix are not
shown for size considerations. Figure 2.3 shows the non-zero entries for 8 moments.
The factorial moment matrix is a 24310 by 48355 matrix, a large matrix that pushes
the memory limits of Matlab when produced. The program takes about two minutes
to produce the symbolic matrix on a desktop computer. The transform matrix is larger
(48355 by 48355) and takes three minutes to produce. The number of non-zero entires
in the factorial moment matrix is 237299, whereas for the polynomial matrix there are
1439085 non-zero entries. This matrix is far larger than is currently feasable for methods
utilizing the moments of a stochastic simulation.
2.4 Discussion
The first two reaction networks presented (Dimerization in Figure 2.1 and the Michaelis-
Menten system in Figure 2.2) demonstrate advantages in bandwidth and memory allo-
cation for the factorial moment matrix,
[
Af |A′f
]
, compared to the polynomial moment
matrix, [A|A′], present in the literature. In the dimerization system the factorial ma-
trix is banded with three main bands corresponding to the (m-1)-order, m-order, and
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Figure 2.3: Comparison of the matrix form for the factorial moment equations and
polynomial moment equations for a nine component gene network up to eight moments.
The non-zero entries present in both matrices are represented by red empty circles,
while the non-zero entries present only in the polynomial matrix are represented by
black dots.
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(m+1)-order moments. The polynomial moment matrix is nearly lower-triangular in
nature and contains over five times as many non-zero entries. Similarly the Michaelis-
Menten system has four main bands in the factorial moment matrix. The fourth band
is an (m-2)-order moment resulting from the reduction using the conservation equation
E + E : S = ET . The polynomial moment matrix has about three times as many non-
zero entries and is nearly lower triangular. Both systems take a negligible amount of
time to produce up to order-eight moments. The important point is that the resulting
matrix will have at most the same number of non-zero entries and bandwidth as the
polynomial matrix, never more. As far as memory allocation and bandwidth reduction
are concerned the factorial moment equations are unequivocally better than traditional
polynomial moment equations in all elementary chemical networks. Although it would
be useful, we do not have a rigorous mathematical means for providing scaling argu-
ments that show precisely how much sparser the factorial moment matrix is compared
to the polynomial moment matrix or to what degree these matrices can take advantage
of sparse algorithms.
The final system (Gene network, Figure 2.3) demonstrates the most impressive as-
pect of the method presented, its efficiency. The matrix produced is massive with over
109 entries in the system, pushing the limit of memory allocation in many programs.
The production of such a set of moment equations takes less than five minutes in total
and shows that even in this extreme case the system does not require a prohibitively
long period of time to run.
This final network also illustrates one of the drawbacks of utilizing the moments
matrix in stochastic simulation for complex systems. Some systems will require four,
six, or even eight moments to produce accurate results. For systems with, say, nine
components this obviously becomes prohibitive in the analytical sense. The number of
equations in deterministic systems scale O (N) where N is the number of components.
On the other hand, the number of equations in stochastic systems will scale O
(
NM
)
where M is the maximum order of moments. In Chapters 3 and 4 our methods are limited
to small reaction networks partly because of this scaling issue inherent to moment based
methods. Any analysis using moment equations will have to consider the number of
components and moments necessary for accurate results. Model reduction techniques
(see Chapter 6) will be necessary for the practical application of moment closure.
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2.5 Conclusion
The results provided in the previous section illustrate two main points: 1) The factorial
moment basis produces a lower bandwidth and less memory intensive set of equations
than the polynomial moment basis and in many cases should be preferentially chosen
for analysis. Indeed the analysis shown in Chapters 3-5 uses this form of moment
equations exclusively; 2) The use of the transforms of the CME (here the Z-CME, but
other transforms could also be used) allow for efficient equation production through
application within a recursive algorithm. These results show that for simple systems
production of the set of equations necessary for analysis is not a time-consuming step.
Moment closure is the primary problem in the way of using such systems for stochas-
tic analysis. The results as presented facilitate exploration of higher-order closure
schemes. Such schemes are necessary in the case of complex probability systems, like
bimodal systems, that are impossible to duplicate with anything less than six moments.
In Chapter 2 a general purpose closure scheme is presented that can be applied at any
order and on arbitrary chemical networks. The method presented here was vitally im-
portant in that work, and will be crucial in future improvements to the algorithm and
moment closure in general.
2.6 Availability and Requirements
https://sourceforge.net/projects/multikin/
The code necessary to produce moment matrices efficiently is open-source and avail-
able on the sourceforge website listed above (the MomentsMat.zip file). All code was
generated on Matlab R2009b and a version as or more up to date may be necessary.
The files provided work together and should be housed in the same directory.
Chapter 3
On a Closure Scheme for
Chemical Master Equations
3.1 Introduction
Mathematical models of biological systems are generally founded on determinism and
may be excellent approximations of reality when the number of molecules is very large,
approaching the limit of an infinitely sized molecular population[37, 98, 99, 100, 101].
As established in Chapter 1, however, the size of biomolecular systems is far from
infinite. We know that the behavior of a few molecules fluctuating from the average in
unexpected ways may significantly impact the dynamics of a biological system. It has
thus been commonly recognized that models of small, evolving molecular populations
better account for the noisy, probabilistic nature of outcomes[49, 102, 103].
Chapters 1 and 2 introduced the concept of the chemical master equation (CME)[104].
The “master” in the name reflects the all-encompassing nature of an equation that pur-
ports to govern all possible outcomes for all time. Because of its ambitious character,
the master equation has remained unsolved for all but the simplest of molecular interac-
tion networks, even though it is now over 50 years since the first master equations were
set up for chemical systems[30, 39]. In this chapter we present a numerical solution to
master equations of small chemical or biochemical reaction networks.
Generally, for a system of N molecular species, the state of the system is described
by an N-dimensional vector X = [X1, X2, . . . , XN ], where Xi is the number of molecules
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of species i. The master equation governs the evolution of the probability, P (X; t), that
the system is at state X at time t:
∂P (X; t)
∂t
=
∑
X′
[
T
(
X|X ′)P (X ′; t)− T (X ′|X)P (X; t)] (3.1)
This is a probability conservation equation, where T (X|X ′) is the transition propensity
from any possible state X ′ to state X per unit time. In a network of chemical or
biochemical reactions, the transition probabilities are defined by the reaction rate laws
and dictate how many reaction events take place per unit time.
In Chapter 2 we recast the CME in equivalent terms of probability moments[105];
the probability distribution average, the variance, and so on:
∂µ
∂t
= Aµ+A′µ′ (3.2)
The vector µ is the set of lower-order moments of length NM =
(
N+M
M
)
and µ′ is the set
of higher-order moments necessary for closure. If m additional orders of moments are
needed for closure then µ′ is of size N ′M =
(
N+M+m−1
M+m
)
. Typically, m is equal to one if
second-order reactions are present, two if third-order reactions are present, etc. Using
this notation A is an NM ×NM matrix and A′ is an NM ×N ′M matrix.
For linear systems with only 0th or 1st-order reactions, A′ is empty. For other
systems, A′ is not empty and the set of ordinary differential equations (ODEs) becomes
infinite, and thus intractable. Note that Equation 3.2 assumes reaction networks are
comprised of only polynomial reaction rates laws, as described in Chapter 2[105].
In order to use Equation 3.2, a closure scheme must be defined. A closure scheme
approximates the infinite set of moment equations with a finite one that accepts a
solution. Typically, a closure scheme is an approximation:
µ′ = F
(
µ
)
(3.3)
where F is a function that uses the lower-order moments to approximate the higher-
order moments. There have been numerous attempts to define F , either by assuming
an underlying distribution[90, 75, 82] or through numerical approximation[88, 80, 85].
However, closure schemes thus far exhibit limited accuracy and uncertain utility.
The motivation for the development of closure schemes is to establish a determin-
istic alternative to Gillespie’s stochastic simulation algorithm (SSA). The SSA is a
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kinetic Monte Carlo method that generates ensembles of stochastic trajectories in state
space[97]. Although this algorithm and the numerous improvements have found ample
use by an ever-widening community[56, 72], this approach becomes cumbersome when
reaction rates span multiple time scales. Furthermore, this approach does not facilitate
important analysis methods, such as steady-state and stability analysis, or perturbation
and bifurcation analysis, which find use in the study of evolving molecular systems.
Here we establish a closure scheme that is accurate and may be implemented on
any chemical reaction network. The proposed method affords the determination of how
reaction networks evolve in time, when away from the thermodynamic limit i.e., when
the molecular population size is infinite - offering an alternative to kinetic Monte Carlo
sampling methods. Perhaps more importantly, this formulation facilitates the calcula-
tion of steady-state probability distributions of reaction networks without resorting to
dynamic simulations. As such, it may facilitate the type of analysis of dynamic tra-
jectories or steady states that is either impossible or impractical using kinetic Monte
Carlo techniques. It should be noted that the present incarnation of the method, used
throughout the rest of this thesis, necessitates the determination of probabilities at all
relevant states in the state space and thus scales poorly as the reachable state space
expands.
3.2 The Theoretical basis of Zero-Information Closure
For the sake of brevity, we limit the discussion in this section to one-dimensional state
spaces. In particular, for a single random variable that can attain a discrete set of values,
(x1, x2, . . . ), each with probability P (xi), the information entropy is defined as[106]:
H = −
∑
i
P (xi) lnP (xi) (3.4)
We conjecture that a finite number of probability moments may capture all the
information needed to precisely construct the probability distribution. Consequently,
we maximize the information entropy under the constraints of the first M moment
definitions:
Λ = H − α0g0 − α1g1 − · · · − αMgM (3.5)
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g0 =
[ ∞∑
x=0
p (x)
]
− 1
g1 =
[ ∞∑
x=0
xp (x)
]
− 〈x〉
...
gM =
[ ∞∑
x=0
xMp (x)
]
− 〈xM〉 (3.6)
where αj is the Lagrange multiplier of the jth moment constraint. These are readily
computed with appropriate root-finding numerical methods, such as the simple Newton-
Raphson described in Section 3.2.1.
Taking Equations 3.5 and 3.6, the maximum is found by differentiating by p(x) and
setting the result to zero[107]:
∂Λ
∂p (x)
= − ln p (x)− 1− α0 − α1x− · · · − αMxM = 0 (3.7)
pH (x) = exp
(−1− α0 − α1x− · · · − αMxM) (3.8)
An analytical expression for the maximum entropy distribution is determined with the
same number of parameters as the number of known lower-order moments. The deriva-
tion of Equation 3.8 is easily extended to multi-component systems and continuous
state-space systems.
Using the lower-order moments, µ, the maximum entropy distribution is found by
determining the Lagrange parameters, α. The maximum-entropy distribution, denoted
as pH (x), can be determined with the known lower-order moments (µ). Take, for
example, the determination of 〈xm〉H for any arbitrarily high m in a single component
system:
〈xm〉H =
∞∑
x=0
xmpH (x) (3.9)
Once again, this method may be trivially extended to multi-component systems.
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Zero-information closure uses maximum-entropy moments as approximations for
higher-order moments in simulation:
µ′ = µ′
H
(3.10)
Note that the order of closure, M, used throughout the section is applied without drawing
any conclusions about accuracy. At present the order of closure is chosen in a trial-and-
error fashion. Further research into error analysis may illuminate the necessary or
optimal closure order using ZI-Closure.
3.2.1 Algorithm 1: Newton-Raphson Method
The method used within this chapter for the determination of the Lagrange param-
eters, α, given a set of known lower-order moments, µ, is a simple Newton-Raphson
optimization scheme. The pseudo-algorithm is provided below:
1. Initial Lagrange parameters guess, α = α0, is given. A range for each component
is provided along with the values for the known moments that need to be matched,
µ. Typically, the guess will be a set of zeros, although if a previous step in the
simulation determined the parameters α with reasonable accuracy those values
can be used to speed up the simulation.
2. Calculate pH (x) using α (Equation 3.8)
3. Calculate the lower-order maximum entropy moments, µ
H
, using pH (x) (Equation
3.9)
4. Calculate the difference between the known moments and maximum entropy mo-
ments:
∆µ = µ− µ
H
(3.11)
5. Calculate the 2-norm error:
 = ∆µT∆µ (3.12)
6. If  ≤ tolerance proceed to (7). The tolerance was assumed to be the machine
error (1· 10−16) in this case. Else:
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(a) Calculate the Jacobian matrix J :
Ji,j =
∂µH,i
∂αj
(3.13)
For a single component system the result is trivial (substituting Equation 3.8
into Equation 3.9) and is easily extended to multi-component systems:
Ji,j =
∂
∂αj
[ ∞∑
x=0
xiexp
(−1− α0 − α1x− · · · − αMxM)] = − 〈xi+j〉H
(3.14)
(b) As with any Newton-Raphson system the method uses a first-order Taylor
expansion:
∆µ ≈ J∆α (3.15)
Thus an approximate parameter step is calculated:
∆α = J−1∆µ (3.16)
(c) This is used to get a new set of parameters:
α = α+ ∆α (3.17)
(d) Return to (2)
7. Output α for use in calculating the higher-order moments µ′
H
using Equation 3.9
This basic Newton-Raphson scheme is used by the ODE time trajectory algorithm
in determining the higher-order moments. This method is also modified to produce
steady-state distributions in Section 3.3.1.
Throughout this chapter the lower-order moments in the simulation are often de-
scribed as being known. Please note that while the values of the lower-order moments
are not known through time a priori, at each time step these values will have been
determined. This information is then utilized within the Newton-Raphson optimization
scheme. The results of the ODE solving method will be, in fact, these lower order
moments.
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3.2.2 The ODE Method for Moment Determination
Equations 3.2 are now closed and can be integrated to evolve the probability moments
by a time step ∆t. Given an initial condition for the value of the probability moments,
the system may be propagated in time. With newly calculated moments up to order
M, the information entropy is maximized again, generating new values for the Lagrange
multipliers, and so on. Herein we use the adaptive time step, 5th-order Runge-Kutta
ODE solver (ode15s) built into MATLAB.
The following is a simple ODE solving method provided to illustrate how Algorithm 1
allows for the closure of Equation 3.2 and the determination of moment time trajectories.
1. Define t = t0 and µ = µ0. The moment matrices A and A
′ are determined via
the reaction network. The higher-order moments µ′ = µ′
0
are initially known as
well. Ranges for the system components are necessary for the Newton-Raphson
optimization.
2. The first step is calculated with Equation 3.2 using the chosen ODE method
obtaining ∆µ and ∆t.
3. Step forward: µ = µ + ∆µ and t = t + ∆t. The higher-order moments µ′ are
now unknown at t.
4. If t ≥ tmax proceed to (5), else:
(a) Use Algorithm 1 to obtain parameters α from µ at time t.
(b) Use Equation 3.9 to obtain µ′
H
from α
(c) The next step, ∆µ and ∆t, is calculated with Equation 3.2 with the chosen
ODE method. Again, ∆t is adaptive to account for system stiffness and
particular to the chosen solver.
(d) Return to (3)
5. Return t, a vector of desired time points, and the corresponding vector through
time for each of the lower-order moments µ.
Using this ODE-Optimization method it is possible to find dynamic results, equiv-
alent to Gillespie’s SSA, using Zero-Information Closure. The next section will explore
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the possibility of finding steady-state moment values for chemical reaction networks
using ZI-Closure.
3.3 The Theoretical Basis of Steady-State Determination
Using ZI-Closure
Steady-state determination is structurally similar to the dynamic results described above
with one key difference. In Section 3.2 lower-order moment values, µ, are known with
given initial conditions (e.g. a Kronecker delta function or a Gaussian distribution).
This information can then be used to obtain the desired information, the higher-order
moments, µ′
H
. In the case of steady-state determination the lower-order moments are
instead the desired information, µ
SS
, and must be obtained using other available infor-
mation.
The information that is available is the reaction network structure, Equation 3.2. In
particular, take the augmented matrix B:
B =
[
A|A′] (3.18)
This matrix is NM × (NM +N ′M ) and is thus under-defined. The rank of B can be
at most NM − 1, depending on the reaction network. Given this idealized case the
null space will have a rank of N ′M + 1. The null space basis can be described by an
(NM +N
′
M ) × (N ′M + 1) matrix with N ′M + 1 independent moments. The set of basis
vectors for the null space can typically be manipulated such that it takes the form:
CSS =

1 0 0 · · · 0
C1,1 C1,2 C1,3 · · · C1,N ′M+1
C2,1 C2,2 C2,3 · · · C2,N ′M+1
...
...
...
. . .
...
CNM ,1 CNM ,2 CNM ,3 · · · CNM ,N ′M+1
0 1 0 · · · 0
0 0 1 · · · 0
...
...
... · · · ...
0 0 0 · · · 1

(3.19)
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The entry C (m,n) indicates how the mth-moment scales with the nth independent
moment with respect to the null-space of matrix B. The independent moments can, for
the most part, be chosen arbitrarily. We typically choose the independent moments to
be the higher-order moments and the 0th moment (which is always independent). Any
linear combination of the columns in CSS (i.e. CSS matrix multiplied by any vector) is
in the null space of the matrix B.
This basis set is the additional information needed to obtain steady-states: a re-
lationship between the lower-order moments and higher-order moments has now been
established that must be satisfied by the steady-state distribution. This relationship
results in a modified objective function:[
∆µ
SS
∆µ′
SS
]
=
[
µ
H
µ′
H
]
−
[
µ
SS
µ′
SS
]
=
[
µ
H
µ′
H
]
− CSS
[
1
µ′
H
]
(3.20)
Note that the final form takes into account our choice of independent moments as the 0th
moment (always equal to one) and the higher order moments, µ′
H
. Using the modified
objective function, ∆µ
SS
in place of ∆µ, the same Newton-Raphson algorithm from
Section 3.2.1 can be used to obtain steady-state distributions.
When generating the results for this thesis an expanded Jacobian was used exclu-
sively. The expanded Jacobian matrix is an (NM +N
′
M ) × (NM +N ′M ) matrix whereas
in Section 3.2.1 it was an NM × NM matrix. The higher-order moments, µ′, are now
present as both matched variables and fitted parameters. We have found that using an
expanded Jacobian improves convergence to the steady-state solution.
3.3.1 Algorithm 2: Steady-State Newton-Raphson Method
1. Initial parameter guess, αSS = αSS,0, is given. Ranges for the components are
also provided. Typically a guess is a vector of zeros, but if a previous step gave
a reasonably close distribution the output parameters can be utilized as an initial
guess.
2. Calculate the null space (the matrix CSS) for Equation 3.18.
3. Calculate pH (x) using αSS (Equation 3.8)
4. Calculate µ
H
and µ′
H
using pH (x) (Equation 3.9).
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5. The calculated moments, µ
H
and µ′
H
, are then compared to those given by the
null space (Equation 3.19 and 3.20):[
∆µ
SS
∆µ′
SS
]
=
[
µ
H
µ′
H
]
−
[
µ
SS
µ′
SS
]
=
[
µ
H
µ′
H
]
− CSS
[
1
µ′
H
]
6. Calculate the 2-norm error:
SS = ∆µ
T
SS
∆µ
SS
(3.21)
Note that due to the CSS form chosen µ
′
H = µ
′
SS necessarily, so those terms can
be ignored in calculating the error.
7. If SS < tolerance proceed to (8). The tolerance was taken to be 1 · 10−16, the
machine error, but with a catch to prevent infinite loops. Else:
(a) Calculate the expanded Jacobian, JSS . This is similar to the Jacobian in
Algorithm 1, but expanded to include the higher order moments, µ′
H
, as rows
and the corresponding null space basis vectors as new columns. Essentially,
the information for determining the steady-state lower-order moments are
provided by the null space. The Jacobian takes the form:
JSS =

∂µ
H
∂α
CSS
∂µ′
H
∂α
 (3.22)
The Jacobian from Algorithm 1 is present as the top-left corner of the steady-
state Jacobian (Equation 4.22 and 4.23). See the example at the end of this
section for a clearer view on how this steady-state Jacobian is developed.
(b) As with any Newton-Raphson scheme the method uses a first order Taylor
expansion: [
∆µ
SS
∆µ′
SS
]
≈ JSS
[
∆αSS
∆µ′
SS
]
(3.23)
You are not fitting the higher-order moments, but rather they are providing
the null-space information.
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(c) An approximate parameter step is calculated:[
∆αSS
∆µ′
SS
]
≈ J−1SS
[
∆µ
SS
∆µ′
SS
]
(3.24)
(d) A new parameter set is determined:
αSS = αSS + ∆αSS (3.25)
(e) Return to (3)
8. Output αSS for use in calculating µSS using Equation 3.9.
The pseudo-algorithms presented in the last two sections represent a method for
the stochastic simulation of chemical reaction networks that is totally independent from
Gillespie’s stochastic simulation algorithm and its descendents. The steady-state algo-
rithm presented within this section in particular marks, potentially, the first universal
one-step method for stochastic steady-state distribution determination.
3.4 Example Problem: Reversible Dimerization
In this section a full example problem (Reversible Dimerization, see Table 3.1) will be
described concerning the theoretical basis for both dynamic and steady-state moment
closure using ZI-Closure. The Reversible Dimerization equations are:
2A
k1→ B
B
k2→ 2A
If we are looking to apply 2nd-order closure (approximating 3rd-order moments and
higher) then the moment vectors are:
µ =

〈
A0
〉
〈A〉〈
A2
〉
 and µ′ = [ 〈A3〉 ]
Note that since B can be calculated by knowing A and the initial amounts A0 and B0
there is only one independent component which we take to be A.
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As for bounding the system the total number of monomer (A) in the system is A0
+ 2 B0. For each reaction two monomers are consumed or produced, so the sets A ∈
[0, 2, . . . , A0 + 2B0] or [1, 3, . . . , A0 + 2B0] represent the two possible componant ranges
for the system. At this point such considerations are important in ensuring the method
operates correctly.
With the known lower-order moments, µ, the Lagrange parameters, α, can be de-
termined. Since we know three moments there will be three parameters to determine:
α =

α0
α1
α2

The final entropy maximized distribution takes the form:
pH (x) = exp
(−1− α0 − α1x− α2x2)
This is determined using Algorithm 1. The most important part of this is the Jacobian
which takes on a simple three by three form:
J =

∂〈A0〉
H
∂α0
∂〈A0〉
H
∂α1
∂〈A0〉
H
∂α2
∂〈A〉H
∂α0
∂〈A〉H
∂α1
∂〈A〉H
∂α2
∂〈A2〉
H
∂α0
∂〈A2〉
H
∂α1
∂〈A2〉
H
∂α2

J =

− 〈A0〉 −〈A〉 − 〈A2〉
−〈A〉 − 〈A2〉 − 〈A3〉
− 〈A2〉 − 〈A3〉 − 〈A4〉

Note the symmetry of the matrix and the necessity to determine much higher-order
moments. This structure poses problems when the Jacobian is nearly singular (e.g. a
Kronecker delta) or when considering systems with nearly independent components.
In order to complete the dynamic results the ODE solver requires the moment equa-
tions as well. The method for determining A and A’ is outlined in detail in Chapter 2. It
can be noted that since B = (A0 + 2B0A) /2 there is only one independent component
(N = 1). We are looking at 2nd-order closure (M = 2) and m is one because there is a
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second-order reaction. Therefore:
NM =
(
N +M
M
)
=
3!
2!1!
= 3
N ′M =
(
N +M
M + 1
)
=
3!
3!0!
= 1
Therefore A will be a 3 × 3 matrix, and A’ will be a 3 × 1 matrix. Let S0 = A0 + 2B0,
and the two matrices can be determined to be:
A =

0 0 0
k2S0 −k2 −k1
k2S0 2k2S0 − 3k2 −k1 − 2k2
 and A′ =

0
0
−2k1

The steady-state results are obtained in a slightly different manner. First of all we
operate on the augmented matrix B in Equation 3.18:
B =

0 0 0 0
k2S0 −k2 −k1 0
k2S0 2k2S0 − 3k2 −k1 − 2k2 −2k1

The null space is thus simple to obtain:
CSS =

1 0
S0k2
k2+k1(S0−1)
k21
k2(k2+k1(S0−1))
S0k2(S0−1)
k2+k1(S0−1)
−k1
k2+k1(S0−1)
0 1

CSS has two columns, one corresponding to the 0th moment (necessarily independent
since it is invariant), and one corresponding to the single higher-order moment necessary
for closure,
〈
A3
〉
. Only the second column is used in the expanded Jacobian.
The null basis vector corresponding to
〈
A3
〉
is incorporated into the expanded Ja-
cobian by including
〈
A3
〉
as both a matched variable and parameter. So the variables
to be matched are: [
〈
A0
〉
SS
, 〈A〉SS ,
〈
A2
〉
SS
,
〈
A3
〉
SS
], and the parameters to be fit
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are: [α0, α1, α2,
〈
A3
〉
SS
]:
JSS =

∂〈A0〉
SS
∂α0
∂〈A0〉
SS
∂α1
∂〈A0〉
SS
∂α2
∂〈A0〉
SS
∂〈A3〉SS
∂〈A〉SS
∂α0
∂〈A〉SS
∂α1
∂〈A〉SS
∂α2
∂〈A〉SS
∂〈A3〉SS
∂〈A2〉
SS
∂α0
∂〈A2〉
SS
∂α1
∂〈A2〉
SS
∂α2
∂〈A2〉
SS
∂〈A3〉SS
∂〈A3〉
SS
∂α0
∂〈A3〉
SS
∂α1
∂〈A3〉
SS
∂α2
∂〈A3〉
SS
∂〈A3〉SS

Because CSS describes a relationship between the lower-order moments and higher-order
moments it can be used for the last column in the Jacobian. The rest are found in the
same manner as Equation 4.23:
JSS =

− 〈A0〉 −〈A〉 − 〈A2〉 0
−〈A〉 − 〈A2〉 − 〈A3〉 k21k2(k2+k1(S0−1))
− 〈A2〉 − 〈A3〉 − 〈A4〉 −k1k2+k1(S0−1)
− 〈A3〉 − 〈A4〉 − 〈A5〉 1

This section should provide anyone interested in the specifics of the method an
understanding of how this can be applied to any arbitrary reaction network of interest.
3.5 Models
To illustrate the utility of ZI-Closure in generating both dynamic trajectories and
steady-state results, we investigate three models, described in Table 3.1. Model 1 rep-
resents a simple reversible dimerization reaction network with a second order reaction.
There is a single independent component, A, as conservation arguments can be used to
eliminate B. Model 2 represents a Michaelis-Menten reaction network[108]. There are
two independent components, the substrate S and the enzyme E. Model 3 represents
the Schlo¨gl model[24], a four reaction network that can produce bimodal distributions.
There is a single free component, X, and two reservoirs, A and B, assumed constant.
It may be noted that the values for A and B are incorporated into the first and third
reaction rate constants whenever specified. All systems are considered isothermal and
comprised of a well mixed volume of 10−15 L, a typical size for common bacteria. In
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Table 3.1: Model descriptions for ZI-Closure.
Model (1) Reversible Dimerization (2) Michaelis-Menten (3) Schlo¨gl
Reactions
2A
k1→ B
B
k2→ 2A
S + E
k1→ S : E
S : E
k2→ S + E
S : E
k3→ P + E
P
k4→ S
2X +A
k1→ 3X
3X
k2→ 2X +A
B
k3→ X
X
k4→ B
Degrees of freedom A S, E X
Initial condition A0 = 10 S0 = 10; E0 = 10 X0 = 25
all cases the initial conditions in Table 3.1 define the initial probability distributions as
Kronecker delta functions. For example, for Model 1, P (A; t = 0) = δA,10. Comparisons
of dynamic and steady state results are made between the ZI-Closure method and the
widely used SSA improvement prescribed by Gibson and Bruck[56].
While it is understood that the chosen models are simple, the presence of second and
higher order reactions necessitates moment closure (i.e., matrix A′ is not empty). Here,
we use these models to show that the proposed closure scheme meets three important
goals. First, the method remains accurate regardless of the separation of time scales in
the reaction rates. Second, the method remains valid for systems with multiple degrees
of freedom. Third, the method is accurately implemented for higher-order closures (e.g.,
12th-order closure is successfully implemented for the Schlo¨gl model).
3.6 Results and Discussion
The time trajectory is shown in Figure 3.1A for the average and the variance (inset)
of the number of A molecules in Model 1, as calculated with ZI-Closure. The results
are also shown for the stochastic simulation algorithm, as improved by Gibson and
Bruck[56] and implemented in Hy3S, an open-license software package for simulating
stochastic reaction networks[72]. In all comparisons the results of 106 SSA trajectories
are shown, unless otherwise stated.
Four distinct dynamic trajectories are shown for different equilibrium constant values
spanning four orders of magnitude. The comparison is favorable between the ZI-Closure
method and the SSA. Interestingly, we find that while at the extremes of equilibrium
constant K values, 2nd-order closure is adequate, the match becomes relatively poor
when k1 is equal to k2. Despite the simplicity of Model 1, 4th-order closure is necessary
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Figure 3.1: Dynamic trajectory and steady-state results for reversible non-linear dimer-
ization. (a) Evolution of the average and variance (inset) of number of A molecules using
4th-order ZI-Closure. Different colors represent various values of equilibrium constant
K = k2/ k1. The forward reaction rate is constant at k1 = 1 (1/molec-s). The initial
distribution for the trajectory results is a Kronecker-delta function, P0 = δA,10. Solid
lines are from 4th-order ZI-Closure and circles are results from 100,000 SSA trajectories.
Colors refer to dissociation constants with orange (K = 10), yellow (K = 1), green (K
= 0.1), and blue (K = 0.01). (b) Steady-state results for a range of K values using
4th-order ZI-Closure (line), compared to SSA results (squares). Results for 10,000 k2
values were modeled ranging from 10−3 to 103 (1/s) (k1 = 1 (1/molec-s)). SSA results
for 20 k2 values, each with 100,000 trajectories. The variance results are shown in the
inset.
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for accurate results across all studied kinetic values. This presents a major advantage
of ZI-Closure over previous closure schemes, most all of which cannot be assumed to
remain accurate as closure order is increased to an arbitrarily high order.
We note that the ZI-Closure scheme is not as computationally efficient as the SSA
is for simulating the dynamic evolution of reaction networks. This drawback is due to
the computationally taxing optimization step present at each time step. There may be
benefits in using the ZI-Closure method for stiff reaction networks, but exploring these
is beyond the scope of this thesis.
The steady state of Model 1 is shown in Figure 3.1B across seven orders of magnitude
for the kinetic constant (10−3 to 103). Again, 4th-order closure accurately describes the
mean and variance for all constant values. Steady-state results are produced astonish-
ingly fast, since only a single optimization step is needed. For demonstration purposes,
we calculated 10,000 steady states varying the equilibrium constant value. Simply put,
this is a staggering amount of data for even a highly efficient SSA algorithm to pro-
duce. As such, these results suggest the potential in using ZI-Closure in accurately
and efficiently performing steady state and sensitivity analysis of stochastic reaction
systems.
We also tested the ZI-Closure scheme for the Michaelis-Menten model. In Figure
3.2, the evolving average and variance for molecules S and E are shown for a range of
kinetic constants. Steady-state results for the Michaelis-Menten model are presented
in Figure 3.3 for a wide range of the four kinetic parameters over multiple orders of
magnitude. Evidently, the ZI-Closure steady-state optimization algorithm is applicable
to multi-component systems. The Michaelis-Menten results in particular demonstrate
that this type of optimization may be used efficiently to perform sensitivity analysis.
The slopes are equivalent to sensitivities of the mean and variance of the steady-state
distribution to the four kinetic constants. Here again we observe that while 2nd-order
ZI-Closure is for the most part adequate, it diverges slightly in several cases. In all cases
4th-order ZI-Closure is accurate.
Figure 3.4A shows the time trajectories for the Schlo¨gl model with kinetic constants
chosen to result in extreme bimodality (Figure 3.4B inset). This complex network
was chosen because many moments are necessary to accurately describe the system
evolution. The results clearly demonstrate how ZI-Closure can accurately capture even
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Figure 3.2: Michaelis-Menten trajectory results. Shown here are the average number
and the variance of E and S molecules (plots a, b, c, and d, respectively) for five kinetic
constant combinations. Results from ZI-Closure in solid lines and from SSA as circles.
Colors refer to different kinetic rates with gray ([k2, k3, k4] = [1, 10, 0.1] 1/s), orange
([k2, k3, k4] = [10, 0.1, 1] 1/s), yellow ([k2, k3, k4] = [0.1, 10, 1] 1/s); green ([k2, k3, k4]
= [10, 1, 0.1] 1/s); and blue ([k2, k3, k4] = [10, 1, 1] 1/s). The initial distribution is a
Kronecker-delta function, P0 = δS,10 · δE,10.
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Figure 3.3: Steady-state results for the Michaelis-Menten model. The steady-state
results for a wide range of kinetic parameter values (centered around k1 = 1 (1/molec-
s), k2 = 1 (1/s), k3 = 1 (1/s), and k4 = 1 (1/s)) for the Michaelis-Menten model (S0
= 10. E0 = 10). (a) Both the mean substrate (S, red) and enzyme (E, blue) count are
shown for 4th-order ZI-Closure (solid lines) and compared to SSA simulations (squares)
with one million trajectories. Identical conditions are shown for (b), (c) and (d) except
applied to k2, k3 and k4 respectively. Note that over each parameter range in (a-d) all
other parameters are held constant. The insets show variances for S (red) and E (blue)
for both ZI-Closure (line) and SSA (squares) results.
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Figure 3.4: Schlo¨gl model trajectory results and steady-state distribution. The ZI-
Closure trajectory results for the Schlo¨gl model (k1 ·A = 0.15 (1/molec-s), k2 = 0.0015
(1/molec2-s), k3 · B = 20 (molec/s), and k4 = 3.5 (1/s)). The initial distribution is a
Kronecker-delta function, P0 = δX,25. (a) The mean output of X through time; for 6th-
order (dotted line), 8th-order (dot-dash line), 10th-order (dashed line), and 12th-order
ZI-Closure (solid line). The trajectories are compared to one million SSA trajectories
(circles). The inset shows corresponding variance results. (b) To demonstrate how this
method replicates the actual underlying distribution distribution found using 12th-order
ZI-Closure (lines) is plotted with the SSA-simulated distribution (circles). Time flows
from red to blue demonstrating good reproduction of the actual underlying distribution
throughout time. The inset compares the steady-state 12th-order ZI-Closure (line) to
the steady-state SSA distribution (circles).
complex distributions. Figure 3.4A shows 6th, 8th, 10th, and 12th-order ZI-Closure
compared to results of one million SSA trajectories. It is demonstrated that 12th-order
closure is necessary to accurately match the mean of the SSA trajectories. These results
are significant because this is the first time a closure scheme achieves accuracy at such
high moment order.
Figure 3.4B shows the probability distributions through time for both 12th-order ZI-
Closure and the SSA. The distributions computed with ZI-Closure match the actual SSA
distributions remarkably well throughout time. These results provide a most convincing
argument for ZI-Closure as a powerful closure scheme. Indeed, the bimodal distribution
of the Schlo¨gl model is particularly challenging to simulate.
Steady-state results are presented in Figure 3.5 for the Schlo¨gl model over a wide
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range of values for the four kinetic constants. Only the 12th-order closure is shown
for the mean and variance results compared to SSA results. A quantitative sensitivity
analysis is now possible, investigating the impact of kinetic constants on the behavior
of the network. The steady-state optimization method renders a thorough analysis
feasible, where none was previously available. Sampling the probability distribution
with SSA quickly becomes untenable because of the combinatorial explosion of necessary
trajectories.
For all the appeal of the ZI-Closure scheme drawbacks exist. First, in its present
form, the algorithm tends to be less efficient in producing trajectories through time than
SSA. This is because optimization, the complexity of which scales with the state space
size, is needed in every time step. Second, the number of moment equations scales as
(N +M) choose M , while ODE or stochastic differential equation models for chemical
networks scale with the number of components, N . This challenge inherently limits
all moment closure schemes, and it likely limits the utility to relatively small networks
until large scale algorithms are developed. Finally, ZI-Closure, in its present form, faces
numerical implementation challenges, in particular when delta functions best describe
the probability distributions. At this limit the α parameters diverge to infinity, although
starting from a multivariate Gaussian distribution addresses this drawback.
3.7 Conclusions
Since the days of Newton and Leibnitz, mathematical models have been at the heart
of physical and engineering sciences. Founded on universally accepted physicochemical
laws, these models capture the essential aspects of systems, phenomena and processes,
all in a way fit for analysis, explanation, understanding and then for design, engineering,
optimization and control.
There are many reasons why mathematical models are not presently at the heart of
biological sciences. To name a few: we are still discovering the parts that comprise living
organisms; there are very many of these components; the kinetic parameters and ther-
modynamic strength of interactions are not known; there are environmental, exogenous
dependencies that dictate biological behaviors; there are evolutionary, historical links
that determine the nature of biosystems. They all impose significant epistemological
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Figure 3.5: Steady-state Schlo¨gl model results. Sensitivity analysis around the dynamic
simulation parameter values. (a) The mean steady-state output of X was simulated
for 450 k1 ·A values between 0.13 and 0.175 (1/molec-s) using a 12th-order ZI-Closure
(line), and compared to 28 points simulated using an SSA (squares). (b) Results for 200
k2 values between 0.001 and 0.002 (1/molec
2-s) using a 12th-order ZI-Closure (line),
compared to 25 points simulated using an SSA (squares). (c) Results for 250 k3 · B
values between 10 and 35 (molec/s) using a 12th-order ZI-Closure (line), compared to
25 points simulated using an SSA (squares) (d) Results for 300 k4 values between 2 and
5 (1/s) using a 12th-order ZI-Closure (line), compared to 30 points simulated using an
SSA (squares). The insets show variance comparisons.
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hurdles, let alone the practical ones involved in reliable model development.
Another challenge facing scientists is related to capturing random molecular events
that frequently determine the fate of a living organism. It has been argued that proba-
bilistic fluctuations are a defining feature of biomolecular systems, conferring necessary
elasticity under environmental stresses. Living organisms can then explore a distribu-
tion of states with finite probability. As a result, stochastic outcomes become incredibly
important in describing underlying dynamics: they equip a population of organisms with
adaptation under evolutionary pressures, but may also doom an individual organism.
The modeling framework for capturing probabilistic outcomes in evolving molecular
populations has been cast for over seven decades with the work of Delbru¨ck and McQuar-
rie on chemical master equations. However, a solution has been elusive thus far, when
there are second or higher order reactions. It is inconceivable to describe biomolecular
systems without the presence of interacting molecular partners. Consequently, master
equations have not inspired biological discovery.
This chapter presented the ZI-Closure scheme for master probability equations that
govern the evolution of small molecular populations reacting with reaction rates of order
higher than one. We demonstrate progress in three main areas. First, ZI-Closure works
on single or multi-component reaction networks. Second, ZI-Closure is applicable across
a wide range of kinetic parameters in simple models. Third, ZI-Closure can be applied
for high order closure with commensurate accuracy gains.
ZI-Closure represents the first closure scheme that renders the moment viewpoint a
viable alternative to kinetic Monte Carlo methods for stochastic chemical simulation.
Importantly, ZI-Closure represents a unique method for determining steady-state distri-
butions without having to simulate reaction networks through time. ZI-Closure requires
only a single optimization step to determine steady-state distributions, significantly
more efficient than kinetic Monte Carlo simulations. As such, ZI-Closure facilitates the
use of many well-defined analysis tools such as the exploration of eigenvalue analysis
and power spectral densities presented in Chapters 4 and 5.
We believe these results to be of special importance for the biological sciences. For
example, with a microscopic definition of irreversible processes, a range of experimen-
tal observations of biomolecular interactions may be mathematically conceptualized.
Ultimately, general principles that govern biological phenomena may be established.
Chapter 4
On a Theory of Stability for
Nonlinear Stochastic Chemical
Reaction Networks
4.1 Introduction
In Chapter 3 a novel closure scheme for chemical reaction networks was established us-
ing information theory called zero-information closure (ZI-Closure)[116]. While dynamic
solutions can be obtained, the method, which involves a computationally costly opti-
mization element, shows greater promise in its ability to quickly determine steady-state
probability distributions. In this chapter the well-established deterministic analytical
tool of non-linear analysis is developed using ZI-Closure.
Improved understanding of compelling dynamic phenomena, from molecular chaos
to relativistic cosmological models, has been possible to large extent only thanks to
such mathematical theories as Lyapunov’s theory of stability of nonlinear dynamic
systems[109]. First developed over 120 years ago, Lyapunov’s elegant theories also pro-
pelled the development of the disciplines of systems and control engineering[110, 111].
In the area of chemical dynamics, Lyapunov’s stability theory laid the foundation for un-
derstanding nonlinear chemical systems, e.g., the Belusov-Zhabotinsky reaction pattern
formation[112], or the non-isothermal, continuously stirred chemical reactor [113].
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As established in Chapter 1, stochasticity is often a significant, impactful feature in
dynamic systems[1], and in the recent past stochasticity has become a significant focus
of studies of biochemical reaction systems[12]. Powerful mathematical formalisms have
been developed to model and analyze stochastic dynamic systems, including models
based on master equations[41]. A prominent place in the theory of stochastic dynamics
is occupied by the fluctuation-dissipation theorem, that the linear response of a given
system to an external perturbation is expressed in terms of fluctuation properties of
the system in thermal equilibrium[114, 115]. For chemical reaction systems, Gillespie’s
stochastic simulation algorithm has sparked the development of a plethora of modeling
approaches[44].Yet, despite the significance of stochasticity in nonlinear dynamics, at-
tempts to develop a theory for the stability of stochastic reacting systems have largely
remained unfruitful.
Here we present a theory for stability analysis of stochastic nonlinear chemical dy-
namics. With ZI-Closure, the steady-state probability distribution of small nonlinear
chemical reaction networks may be obtained accurately and quickly. In a process that
resembles Lyapunov’s first method, eigenvalues can be computed directly from the Ja-
cobian matrix of probability moments at the steady state. We show with numerous
examples that steady-state solutions are stable with the eigenvalues being negative real
numbers. We discuss stochastic oscillations, when eigenvalues appear with non-zero
imaginary parts, along with the possibility of observing positive eigenvalues in stochas-
tic reacting systems. Intriguingly, parallels are drawn to the fluctuation-dissipation
theorem[115], with correlation functions of probability distribution moments being con-
gruent to transient relaxation dynamics when probability distributions of chemical re-
action networks are perturbed from their steady state.
In what follows we present the theory for computing the Jacobian matrix of steady-
state probability moments and for computing the Jacobian eigenvalues. We discuss
the calculation of correlation functions of probability distribution moment fluctuations.
We model and analyze prototypical nonlinear chemical reaction network models with
stochastic dynamics. We compute steady-state solutions and analyze their stability.
We conclude by stressing the inherent limitations of the proposed methods and by
speculating about their significance in the field of stochastic nonlinear dynamics.
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4.2 Theory
4.2.1 Zero Information Closure Scheme
A complete model of randomly evolving chemical reactions is one based on the chemical
master equation (CME):
∂P (X; t)
∂t
=
∫ [
T
(
X|X ′)P (X ′; t)− T (X ′|X)P (X; t)] dX ′ (4.1)
Here X is the state of the system, an N -dimensional vector with the concentrations
of the N reactants and products in the chemical reaction network. P (X; t) is the
probability of being in the state X at time t. T (X|X ′) is the transition probability per
unit time of reaction events changing the state from X ′ to X.
If the reaction rate laws for the reaction network are elementary, the CME can be
used to generate a set of equations of the form[96, 105]:
∂µ
∂t
= Aµ+A′µ′ (4.2)
Here µ is a vector of probability moments up to order M (length NM) and µ
′ is a
vector of the higher-order moments needed to close the system (moment order M ′ and
vector length N ′M). A is thus an NM ×NM matrix and A′ is an NM ×N ′M matrix.
The presence of higher-order moments (µ′) in the set of equations results in the
moment closure challenge. These terms are present if there are second-order reactions
or higher; A′ is then a non-empty matrix. Our moment closure scheme, ZI-Closure,
is outlined in detail in Chapter 3 and rests on the simple notion that higher order
moments, although certainly non-negligible in arithmetic value, offer little in the way of
information necessary to reconstruct the underlying probability distribution[116]. We
have shown that ZI-Closure, based on the maximization of the system’s information
entropy, offers a closure scheme for the CME of small, nonlinear, stochastic chemical
reaction networks.
The entropy of a distribution is defined by Shannon as follows[106]:
H =
∞∑
x=0
−p (x) ln p (x) (4.3)
The entropy defined in Equation 4.3 can be maximized subject to constraints (the as-
sumed known lower-order moments) to define the maximum entropy distribution)[107]:
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pH (x) = exp
(−α0 − α1x− α2x2 − · · · − αMxM) (4.4)
Note that this derivation is for a single component system with M lower-order
moments chosen for the closure scheme; the choice of M depends on the complexity of
modeled probability distribution (in Chapter 3 up to twelve moments were necessary
to accurately produce the steady-state Schlo¨gl distribution). The parameters αi are
Legrange multipliers. With the now known maximum entropy probability distribution,
higher-order moments can be computed as:
µ′i =
∞∑
x=0
fµ′i (x) pH (x) (4.5)
where fµ′i (x) is the function for the i-th higher-order moment (for the above example
µ′ might be
〈
xM+1
〉
and fµ′ (x) = x
M+1).
4.2.2 Steady-State Probability Distributions, Jacobian Matrices and
Eigenvalues
The steady-state distribution of a stochastic chemical reaction network can be deter-
mined by setting the left side of Equations 4.2 to zero. This calculation can be fast
for small reaction networks, certainly faster than kinetic Monte Carlo sampling of the
probability distribution[116].
A linearized Jacobian (JSS) may be computed when the steady-state distribution is
calculated with ZI-Closure, and Equation 4.2 can be approximated around the steady
state as:
∂µ
∂t
= JSSµ (4.6)
Nonlinear stability analysis can then be performed by calculating the eigenvalues and
eigenvectors of the Jacobian. Before we discuss how these eigenvalues and eigenvectors
dictate the dynamic behavior and the stability of the reaction network around steady
states, we present the calculation of JSS .
4.2.3 Detailed Derivation of JSS
Looking to Equation 4.2 what is needed for this analysis is the Jacobian, denoted as JSS ,
near the steady-state distribution. Through a closure scheme the unknown higher-order
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moments are related to the lower-order moments (µ′ = F
(
µ
)
). Although the analysis
presented can be applied to arbitrarily complex networks, for illustrative purposes let’s
assume a single component (x) system and the lower-order moments are up to order
two (µ =
[〈
x0
〉
, 〈x〉 , 〈x2〉]T ) and the only higher-order moment necessary for closure is
the third-moment (µ′ =
〈
x3
〉
). In this case Equation 4.2 is more clearly defined as:
∂
∂t

〈
x0
〉
〈x〉〈
x2
〉
 =

a11 a12 a13
a21 a22 a23
a31 a32 a33


〈
x0
〉
〈x〉〈
x2
〉
+

a′11
a′21
a′31
〈x3〉 (4.7)
The Jacobian matrix can be computed with the following equation (from Equation
4.2):
JSS =
∂
[
∂µ/∂t
]
∂µ
∣∣∣∣∣
SS
= A+A′
∂µ′
∂µ
∣∣∣∣
SS
(4.8)
Given three variables (the lower-order moments) and three functions the Jacobian is
defined as:
JSS =

∂[∂t〈x0〉]
∂〈x0〉
∂[∂t〈x0〉]
∂〈x〉
∂[∂t〈x0〉]
∂〈x2〉
∂[∂t〈x〉]
∂〈x0〉
∂[∂t〈x〉]
∂〈x〉
∂[∂t〈x〉]
∂〈x2〉
∂[∂t〈x2〉]
∂〈x0〉
∂[∂t〈x2〉]
∂〈x〉
∂[∂t〈x2〉]
∂〈x0〉

SS
=

a11 + a
′
11
∂〈x3〉
∂〈x0〉 a12 + a
′
11
∂〈x3〉
∂〈x〉 a13 + a
′
11
∂〈x3〉
∂〈x2〉
a21 + a
′
21
∂〈x3〉
∂〈x0〉 a22 + a
′
21
∂〈x3〉
∂〈x〉 a23 + a
′
21
∂〈x3〉
∂〈x2〉
a31 + a
′
31
∂〈x3〉
∂〈x0〉 a32 + a
′
31
∂〈x3〉
∂〈x〉 a33 + a
′
31
∂〈x3〉
∂〈x2〉

SS
(4.9)
Three unknowns (sensitivities of the higher-order moments with regard to the lower-
order moments) need to be calculated at the steady-state distribution. These relations
can be found while determining the steady-state distribution through the Legrange
parameters.
The higher-order moments are related to the lower-order moments through the La-
grange parameters α in PH (x). Thus, for µ
′
j with j ≥M + 1, we write:
dµ′j =
∂µ′j
∂α0
dα0 +
∂µ′j
∂α1
dα1 + · · ·+
∂µ′j
∂αM
dαM (4.10)
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and taking derivatives at the steady state:
∂µ′j
∂µi
∣∣∣∣
SS
=
[
∂µ′j
∂α0
∂α0
∂µi
+
∂µ′j
∂α1
∂α1
∂µi
+ · · ·+ ∂µ
′
j
∂αM
∂αM
∂µi
]∣∣∣∣
SS
(4.11)
Note that this is an N ′M ×NM matrix.
From a computational standpoint it is easier to obtain the following two matrices
at steady state:
JNR =
∂µ
∂α
∣∣∣∣
SS
(4.12)
J ′NR =
∂µ′
∂α
∣∣∣∣
SS
(4.13)
JNR is an NM × NM matrix and J ′NR is an N ′M × NM matrix. In the steady-state
distribution Newton-Raphson optimization the expanded Jacobian is determined[116]
comprised of JNR and J
′
NR. Part of this matrix for the above example is as follows:
[
JNR
J ′NR
]
=

∂〈x0〉
∂α0
∂〈x0〉
∂α1
∂〈x0〉
∂α2
∂〈x〉
∂α0
∂〈x〉
∂α1
∂〈x〉
∂α2
∂〈x2〉
∂α0
∂〈x2〉
∂α1
∂〈x2〉
∂α2
∂〈x3〉
∂α0
∂〈x3〉
∂α1
∂〈x3〉
∂α2

(4.14)
Combining Equations 4.11-4.13 results in:
∂µ′
∂µ
∣∣∣∣
SS
= J ′NRJ
−1
NR (4.15)
And more explicitly:
J ′NRJ
−1
NR =
[
∂
〈
x3
〉
∂α0
∂α0
∂ 〈x0〉 +
〈
x3
〉
∂α1
∂α1
∂ 〈x0〉 +
〈
x3
〉
∂α2
∂α2
∂ 〈x0〉 ,
∂
〈
x3
〉
∂α0
∂α0
∂ 〈x〉 +
〈
x3
〉
∂α1
∂α1
∂ 〈x〉 +
〈
x3
〉
∂α2
∂α2
∂ 〈x〉 ,
∂
〈
x3
〉
∂α0
∂α0
∂ 〈x2〉 +
〈
x3
〉
∂α1
∂α1
∂ 〈x2〉 +
〈
x3
〉
∂α2
∂α2
∂ 〈x2〉
]
J ′NRJ
−1
NR =
[
∂〈x3〉
〈x0〉
∂〈x3〉
〈x〉
∂〈x3〉
〈x2〉
]
(4.16)
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As can be seen with Equation 4.9 these are all of the unknowns necessary to calculate
JSS .
Generally JSS (Equation 5.8) can be written as:
JSS =

a11 a12 a13
a21 a22 a23
a31 a32 a33
+

a′11
a′21
a′31
[ ∂〈x3〉∂〈x0〉 ∂〈x3〉∂〈x〉 ∂〈x3〉∂〈x2〉 ] (4.17)
Finally, a very simple and general equation can be defined for JSS :
JSS = A+A
′JNRJ−1NR (4.18)
In this chapter, for small chemical reaction networks, we compute the Jacobian
matrix, and the eigenvalues/eigenvectors of JSS , which are now trivial to calculate.
The significance of eigenvalues and eigenvectors becomes evident with the introduction
of time correlation functions and response functions, which we introduce briefly next.
4.2.4 Correlation Equation Dynamics
The next step is to show the connection between the moment equations and the corre-
lation equation dynamics. The moment equations for this particular analysis will take
on a slightly different form as to how it has been written previously:
∂µ
∂t
= Aµ+ b (4.19)
This is for a linear system (thus A′ and µ′ are absent), but also in this case the zeroth-
moment terms are taken out of the matrix A into a separate vector b. For an N-
component system then the moment vector (for up to order-one) is µ= [〈x1〉 , 〈x2〉 , . . . , 〈xN 〉]T .
The regression theorem states simply that with these moment equations the following
is also true[117]:
∂
〈
µ (t)µ (0)T
〉
∂t
= A
〈
µ (t)µ (0)T
〉
+ b
〈
µ (0)T
〉
(4.20)
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The correlation functions are defined as: Cxi,xj (t) = 〈(xi (t)− 〈xi (t)〉) (xj (0)− 〈xj (0)〉)〉
and thus the following is also true:
∂
∂t

Cx1,x1 Cx1,x2 · · · Cx1,xN
Cx2,x1 Cx2,x2 · · · Cx2,xN
...
...
. . .
...
CxN ,x1 CxN ,x2 · · · CxN ,xN
 = A

Cx1,x1 Cx1,x2 · · · Cx1,xN
Cx2,x1 Cx2,x2 · · · Cx2,xN
...
...
. . .
...
CxN ,x1 CxN ,x2 · · · CxN ,xN
 (4.21)
Note that the zeroth-order moment terms (b) disappears. Ultimately that vector is
always multiplied by zero and can be eliminated. It is important to note that this is not
done in the prior section with the steady-state Jacobian. The first Legrange parameter
(for the zeroth moment) is important when calculating JSS , but then is eliminated
with regard to the correlation dynamics since its corresponding eigenvalue is zero and
represents a steady-state which is subtracted out.
First, assume there is an N-component linear system, and you are interested in
performing analysis on the first random variable (x1). In this case you need to obtain
an analytical solution to Cx1,x1 (t) and thus the correlation matrix can be reduced to a
single vector:
∂Cx1
∂t
= ACx1 (4.22)
where Cx1 = [Cx1,x1 , Cx2,x1 , . . . , CxN ,x1 ]
T .
Analysis on matrix A can produce a vector of eigenvalues λ = [λ1, λ2, . . . , λN ]
T and
a corresponding matrix of eigenvectors S =
[
ν1 ν2 . . . νN
]
. Since the system is
linear ZI-Closure is not needed. Spectral resolution dictates that the analytical solution
(near the steady-state) for Cx1,x1 (t) can be written as:
Cx1 (t) = S exp (Iλt)S
−1Cx1 (0) (4.23)
where I is an N × N identity matrix. Since we assume the probability distribution is
stationary the initial condition of the correlation functions will relate to the steady-state
covariances:
Cx1 (0) =

〈
(x1 − 〈x1〉)2
〉
〈(x2 − 〈x2〉) (x1 − 〈x1〉)〉
...
〈(xN − 〈xN 〉) (x1 − 〈x1〉)〉

SS
=

σ2x1
σx2,x1
...
σxN ,x1

SS
(4.24)
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The key relationship between the correlation functions and the eigenvalues is that
the correlation functions can be reduced to:
Cx1,x1 (t) = D1 exp (λ1t) +D2 exp (λ2t) + · · ·+DN exp (λN t) (4.25)
With ZI-Closure, this theoretical treatment is extended for nonlinear stochastic
chemical dynamics. We domonstrate that the correlation functions of probability dis-
tribution moments can be computed near the steady state as
∂C
∂t
= JSSC (4.26)
Analogously to linear system cases, using JSS , one can obtain eigenvalues (λ) for non-
linear systems at steady state, and determine time correlation functions using the eigen-
values and eigenvectors of JSS , as in Equation 4.25.
This function is calculated exclusively with ZI-Closure and does not require the use
of the SSA at all. We use the autocorrelation functions to compare our analytical results
to SSA results in order to make a quantitative statement about whether the eigenvalues
calculated using moment closure are truly representative of the CME behavior.
Non-linear Correlation Function Note
There is an important but subtle note about the form of the correlation functions in
non-linear systems. For illustrative purposes assume that we are dealing with a two
component system (like the Michaelis-Menten system) and choose the closure order
as two. The moment vector will be µ =
[〈x1〉 , 〈x2〉 , 〈x21〉 , 〈x1x2〉 , 〈x22〉]T . If we are
concerned with component one in particular then the corresponding correlation vector
for the non-linear system will be:
Cx1 (t) =

〈(x1 (t)− 〈x1 (t)〉) (x1 (0)− 〈x1 (0)〉)〉
〈(x2 (t)− 〈x2 (t)〉) (x1 (0)− 〈x1 (0)〉)〉〈(
x21 (t)−
〈
x21 (t)
〉)
(x1 (0)− 〈x1 (0)〉)
〉
〈(x1 (t)x2 (t)− 〈x1 (t)x2 (t)〉) (x1 (0)− 〈x1 (0)〉)〉〈(
x22 (t)−
〈
x22 (t)
〉)
(x1 (0)− 〈x1 (0)〉)
〉

=

Cx1,x1
Cx2,x1
Cx21,x1
Cx1x2,x1
Cx22,x1

(4.27)
The reason this introduces a subtle complication to the non-linear method has to
do with the spectral resolution which relies on the initial condition of the correlation
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vector (Cx1 (0)). For this particular example the initial condition is as follows:
Cx1 (0) =

〈
(x1 − 〈x1〉)2
〉
〈(x2 − 〈x2〉) (x1 − 〈x1〉)〉〈(
x21 −
〈
x21
〉)
(x1 − 〈x1〉)
〉
〈(x1x2 − 〈x1x2〉) (x1 − 〈x1〉)〉〈(
x22 −
〈
x22
〉)
(x1 − 〈x1〉)
〉

SS
=

〈
x21
〉 − 〈x1〉 〈x1〉
〈x2x1〉 − 〈x2〉 〈x1〉〈
x31
〉 − 〈x21〉 〈x1〉〈
x21x2
〉 − 〈x1x2〉 〈x1〉〈
x1x
2
2
〉 − 〈x22〉 〈x1〉

SS
(4.28)
As can be seen these are not straightforward covariances as in the linear system, but
rather cover multiple moment orders and result in somewhat unexpected form for the
initial conditions.
4.2.5 Fluctuation-Dissipation
Furthermore, we demonstrate that the fluctuation-dissipation theorem applies to non-
linear stochastic chemical reactions. Chemical reaction networks can be perturbed to
new steady states, by changing the value of system parameters. The system’s probabil-
ity distribution relaxes from one steady state to another. These response functions are
congruent to steady state correlation functions of probability moment fluctuations, so
long as the perturbation results in a linear system response.
The normalized response function for any component xi is calculated as:
Fxi (t) =
〈xi〉 (t)− 〈xi〉SS,2
〈xi〉SS,1 − 〈xi〉SS,2
(4.29)
In this case the system starts in steady state 1. The system parameters are then changed
and relaxation occurs towards a new steady-state 2. Typically a single parameter value
is increased by 5%. In the reversible dimerization model for example only k2 is modified.
In the following sections the eigenvalues for several simple models across a range
of kinetic values are obtained. We evaluate the accuracy of the eigenvalue analysis by
comparing the correlation functions calculated via ZI-Closure (Equation 4.25) to the
correlation functions calculated by kinetic Monte Carlo sampling). We then confirm
fluctuation-dissipation congruency relations between steady state correlations and non-
steady state linear responses.
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To assess the accuracy of the methods, results from ZI-Closure are compared to
results from kinetic Monte Carlo simulations. The kinetic Monte Carlo results are ob-
tained from 107 stochastic simulation trajectories. This ensemble size ensures sampling
convergence for probability distributions of small chemical reaction networks[72]. The
stochastic simulations were conducted using the Hy3S algorithm [72].
4.3 Example Calculation
The goal of this section is to provide a numerical example to help illustrate some of the
calculations previously developed in the chapter. A single simple system was chosen,
reversible dimerization, and analysis is performed all the way from generating moment
equations to producing eigenvalues.
4.3.1 Moment Matrix Generation
The first step in the analysis is producing the correct moment equations. The kinetic
equations are:
2A
k1→ B
B
k2→ 2A
There is only one free variable (A) because given an initial monomer count (S0 = A+2B)
there is a mass conservation relation (B = 12 (S0 −A)). The CME is as follows:
∂P (A; t)
∂t
= k1
(A+ 2) (A+ 1)
2
P (A+ 2; t)
+ k2
S0 − (A− 2)
2
P (A− 2; t)−
[
k1
A (A− 1)
2
+ k2
S0 −A
2
]
P (A; t)
After some manipulation the final moment equations are:
∂ 〈A〉
∂t
= −k1
〈
A2
〉
+ (k1 − k2) 〈A〉+ k2S0
∂
〈
A2
〉
∂t
= −2k1
〈
A3
〉
+ 2 (2k1 − k2)
〈
A2
〉
+ 2 (k2S0 − k1 − k2) 〈A〉+ 2k2S0
Ultimately these equations can be put into its final form (Equation 4.7):
∂
∂t

〈
A0
〉
〈A〉〈
A2
〉
 =

0 0 0
k2S0 (k1 − k2) −k1
2k2S0 2 (k2S0 − k1 − k2) 2 (2k1 − k2)


〈
A0
〉
〈A〉〈
A2
〉
+

0
0
−2k1
〈A3〉
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For the rest of the example we will use k1 = 0.1 (1/molecules-s) and k2 = 1 (1/s)
with an initial monomer count of S0 = 20 molecules. The numerical moment equations
are thus:
∂
∂t

〈
A0
〉
〈A〉〈
A2
〉
 =

0 0 0
20 −0.9 −0.1
40 37.8 −1.6


〈
A0
〉
〈A〉〈
A2
〉
+

0
0
−0.2
〈A3〉
4.3.2 Steady-State Jacobian and Correlation Functions
The first step to determining JSS is to obtain the steady-state distribution, which in this
case has parameter values of αSS = [α0, α1, α2] = [8.732,−1.492, 0.074]. The resulting
lower-order moments are
〈
A0
〉
= 1, 〈A〉 = 10.1 molec., and 〈A2〉 = 109.0 molec.2.
Given the form of JSS in Equation 4.9 the following is true:
JSS =

0 0 0
k2S0 (k1 − k2) −k1
2k2S0 − 2k1 ∂〈A
3〉
∂〈A0〉 2 (k2S0 − k1 − k2)− 2k1
∂〈A3〉
∂〈A〉 2 (2k1 − k2)− 2k1
∂〈A3〉
∂〈A2〉

JSS =

0 0 0
20 −0.9 −0.1
40− 0.2∂〈A
3〉
∂〈A0〉 37.8− 0.2
∂〈A3〉
∂〈A〉 −1.6− 0.2
∂〈A3〉
∂〈A2〉

So we need to determine three unknowns:
∂〈A3〉
∂〈A0〉 ,
∂〈A3〉
∂〈A〉 , and
∂〈A3〉
∂〈A2〉 . The key to obtaining
values for these unknowns is the maximum entropy distribution:
PH (A) = exp
(−α0 − α1A− α2A2)〈
A0
〉
=
∑S0
A=0 PH (A)
〈A〉 = ∑S0A=0APH (A)〈
A2
〉
=
∑S0
A=0A
2PH (A)
Thus the Jacobians that are given by the steady-state Newton-Raphson algorithm
(Equation 4.14) have particular values (note:
〈
A3
〉
= 1239.0 molec.3,
〈
A4
〉
= 14740.2
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molec.4, and
〈
A5
〉
= 182569.0 molec.5):
[
JNR
J ′NR
]
=

∂〈x0〉
∂α0
∂〈x0〉
∂α1
∂〈x0〉
∂α2
∂〈x〉
∂α0
∂〈x〉
∂α1
∂〈x〉
∂α2
∂〈x2〉
∂α0
∂〈x2〉
∂α1
∂〈x2〉
∂α2
∂〈x3〉
∂α0
∂〈x3〉
∂α1
∂〈x3〉
∂α2

= −

1 10.1 109.0
10.1 109.0 1239.0
109.0 1239.0 14740.2
1239.0 14740.2 182569.0

The required unknowns are determined numerically (Equation 4.16):
J ′NRJ
−1
NR =
[
∂〈A3〉
∂〈A0〉
∂〈A3〉
∂〈A〉
∂〈A3〉
∂〈A2〉
]
=
[
828.2 −286.3 30.3
]
And a single calculation then produces numerical values for Equations 4.17:
JSS =

0 0 0
20 −0.9 −0.1
40− 0.2 · 828.2 37.8 + 0.2 · 286.3 −1.6− 0.2 · 30.3
 =

0 0 0
20 −0.9 −0.1
−125.6 95.1 −7.7

This matrix JSS represents the approximate dynamics of the moments near the steady-
state.
The final step is to obtain eigenvalues and eigenvectors and get the analytical solution
to the autocorrelation function for A. First, we establish the correlation vector for this
system (Equation 4.22):
CA (t) =
[
CA,A (t)
CA2,A (t)
]
=
 〈(A (t)− 〈A (t)〉) (A (0)− 〈A (0)〉)〉〈(
A (t)2 −
〈
A (t)2
〉)
(A (0)− 〈A (0)〉)
〉 
The initial conditions for the correlation functions with a stationary distribution is
(Equation 4.24):[
CA,A (0)
CA2,A (0)
]
=
[ 〈
A2
〉− 〈A〉2〈
A3
〉− 〈A2〉 〈A〉
]∣∣∣∣∣
SS
=
[
6.77
136.9
]
Based on Equation 4.19 the correlation functions are calculated as follows:
∂
∂t
[
CA,A
CA2,A
]
= JSS
[
CA,A
CA2,A
]
=
[
−0.9 −0.1
95.1 −7.7
][
CA,A
CA2,A
]
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Note that only the bottom right portion of JSS is used since the zeroth-moment disap-
pears from the analysis. But the zeroth Legrange multiplier is necessary when initially
determining JSS in the previous section. The eigenvalues and eigenvectors can thus be
determined:
λS,1 = −2.891 λS,2 = −5.674 νS,1 =
[
0.050
0.999
]
νS,2 =
[
0.021
0.999
]
This makes Equation 4.23:[
CA,A
CA2,A
]
=
[
0.050 0.021
0.999 0.999
][
e−2.891t 0
0 e−5.674t
][
34.2 −0.716
34.2 1.72
][
6.77
136.9
]
The final analytical equation for the normalized autocorrelation function of component
A is thus (Equation 4.25):
CA,A (t) = (0.4718) exp (−2.891 · t) + (0.5282) exp (−5.674 · t)
The individual Di values (pre-normalization) can be back calculated as D1 = 0.067
(molec.2) and D2 = 0.075 (molec.
2).
4.4 Results
We examine four small reaction network models: a simple reversible dimerization system
(Model 1), a two component Michaelis-Menten system (Model 2)[118], the Schlo¨gl model
(Model 3)[119], and an N -stage linear cycle. Each model serves a particular purpose in
showing that the proposed analysis of stochastic chemical reacting systems is accurate
and generally applicable. The description, initial conditions and parameters for each
model are provided in Table 4.1.
Proof of concept that ZI-Closure and eigenvalue analysis capture nonlinear stochas-
tic chemical dynamics can be demonstrated with the reversible dimerization model.
The reversible dimerization system requires no more than 4th-order moment closure
in order to accurately construct the probability distribution [116]. Consequently, the
derivation of the Jacobian is straightforward and was detailed analytically previously.
The eigenvalues of the Jacobian are trivial to compute using Equation 4.18, leading to
the calculation of autocorrelation functions.
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Table 4.1: Model descriptions for Demonstration of Moment-Based Non-Linear Analysis
Model (1) Reversible Dimerization (2) Michaelis-Menten (3) Schlo¨gl (4) n-Stage Linear Cycle
Reactions
2A
k1→ B
B
k2→ 2A
S + E
k1→ S : E
S : E
k2→ S + E
S : E
k3→ P + E
P + E
k4→ S : E
2X +A
k1→ 3X
3X
k2→ 2X +A
B
k3→ X
X
k4→ B
X1
k1→ X2
X2
k2→ X3
...
XN
kN→ X1
Parameters Specified in text
k1, k2 specified in text
k3 = 1 (1/s)
k4 = 0.1 (1/molc.-s)
k1 ·A = 0.15 (1/molec-s)
k2 = 0.0015 (1/molec
2-s)
k3 ·B = 20 (molec/s)
k4 specified in text
ki = N(1/s)
i= [1, 2, . . . N]
Initial
Conditions
(molecules)
A0 = 10
S0 = 100, E0 = 50
S : E0 = 0, P0 = 0
X0 = 25
X1 = 20
Xi 6=1 = 0
In Figure 4.1A, autocorrelation functions for component A, CAA (t), in Model 1 are
plotted for varying kinetic constant values. These functions are calculated via eigenvalue
analysis (solid black lines) and kinetic Monte Carlo sampling (shapes). The results
clearly demonstrate the accuracy of eigenvalue analysis based on ZI-Closure.
Not unexpectedly, the decay rate of probability moment correlations decreases with
increasing kinetic constant values. The relaxation of autocorrelation functions for this
simple system is captured by a single exponential term, whose exponent is the dominant
eigenvalue of the Jacobian matrix. The inset to Figure 4.1A shows this dominant
eigenvalue calculated across the chosen range of kinetic parameters for situations where
k2 = k1 (blue) and k2 = 1 (1/s) (red). Note that eigenvalues change smoothly with
kinetic parameter changes, and linearly when the numerical values of k2 and k1 are
kept numerically identical. Importantly, the eigenvalues are negative real numbers in
all studied ranges of kinetic constants. Because the deterministic model is always stable,
it is unsurprising that the stochastic steady states of reversible dimerizations are always
stable as well.
In Figure 4.1A, the moment response curve subject to perturbation is also plotted
(x’s). In accordance with the fluctuation-dissipation theorem, the non-steady state
response function is congruent to the steady state correlation function. In other words,
fluctuations at steady state dictate the response of a reaction network to small external
perturbations. We find this to be true for any tested parameter combination.
Figure 4.1B focuses on the response of the probability distribution to perturbation
for the case of k1 = 1 (1/molec.-s) and k2 = 1 (1/s). In this example, the system is
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Figure 4.1: (A) Moment correlation functions for the reversible dimerization reaction
network. Autocorrelation functions are plotted for five kinetic parameter sets using
4th-order ZI-Closure (solid black lines) and kinetic Monte Carlo results (shapes). The
parameters are [k1 (1/s-molec.), k2 (1/s)] = [10, 10] (blue circles), [10, 1] (red circles),
[1, 1] (purple triangles), [0.1, 1] (red squares), and [0.1, 0.1] (blue squares). Also shown
is the response function of the reaction network to an external perturbation (Fx, x’s).
The inset shows the dominant Jacobian eigenvalue across a range of values for k1 where
k2 = k1 (blue) or k2 = 1 (1/s). (B) Congruency between response and correalation
functions. A closer look at the system’s response function to an external perturbation
(x symbols). Initially the rate constants are [k1 (1/s-molec.), k2 (1/s)] = [1, 1]. At time
= 2 (s) the parameters change to [k1 (1/s-molec.), k2 (1/s)] = [1, 1.05] (white area). At
time = 3 (s) the parameters return to their initial values and the system relaxes back
to its initial distribution. Also shown are autocorrelation function results from kinetic
Monte Carlo (blue triangles) and ZI-Closure(4th-order, black line).
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perturbed away from the first steady state at t = 2, allowed to relax to a second steady
state, and then perturbed back at t = 3. The two responses are congruent, if inverted,
confirming that the system exhibits a linear response. All perturbation results presented
herein exhibit similar behavior.
Analysis of the Michaelis-Menten reaction network demonstrates that the presented
theory is applicable to multi-component systems. This reaction network has two inde-
pendent components, the substrate S and the enzyme E. This example system exhibits
symmetry, such that the eigenvalues and eigenvectors computed when changing k1 and
k2 are identical to those computed when changing k4 and k3, respectively. Because of
this, presented results are limited to ranging k1 and k2.
Figures 4.2A show the autocorrelation function for the substrate S, CSS (t), calcu-
lated with eigenvalue analysis (solid black lines). The same autocorrelation function is
calculated with kinetic Monte Carlo sampling (shapes). In addition, the response of the
mean substrate < S >, FS (t), is shown when the system is subjected to a small per-
tubation (x’s). Figure 4.2B shows the corresponding results for the enzyme, E. Again,
steady-state correlations, computed by either ZI-Closure or kinetic Monte Carlo, and
response functions display relaxation congruency.
The inset to Figure 4.2B shows the dominant eigenvalues calculated for a range of
k1 and k2 parameters. In order to generate the inset plot, nearly 1,000 steady states
were calculated varying the kinetic constant values, and the eigenvalues of steady-state
Jacobians were computed. This detailed description of the stochastic dynamics of a
Michaelis-Menten model is produced in a matter of seconds with ZI-Closure, in contrast
to an equivalent calculation using kinetic Monte Carlo simulations, which requires many
CPU hours. Again, the eigenvalues of the Jacobian are real negative numbers for phys-
ically relevant kinetic constant values. Consequently, the reaction network steady-state
probability distribution is stable.
The final nonlinear model is the Schlo¨gl model. As in Chapter 3, the Schlo¨gl model
is studied because of its underlying bimodal distribution. Figure 4.3A shows that with
slight changes to a single kinetic parameter (here k4) a range of interesting distributions
can be sampled. At high kinetic constant values, k4 > 3.8 (1/s), a single peak is observed
at high numbers of molecules of X. There is a transition range from k4 = 3.8 to 3.2
(1/s) where the system exhibits a bimodal distribution. At low values, k4 < 3.2, a single
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Figure 4.2: Moment correlation functions for the Michaelis-Menten reaction network.
Five kinetic parameter sets were chosen and the normalized autocorrelation function
plotted for both kinetic Monte Carlo results (shapes) and using 4th-order ZI-Closure
(solid black lines). Results are shown for both S (Figure 4.2A, substrate) and E (Figure
4.2B, enzyme) components. The base parameter values are [k1 (1/molec.-s), k2 (1/s),
k3 (1/s), k4 (1/molc.-s)] = [0.1, 1, 1, 0.1] (purple triangles). Because of the network
symmetry we only varied two parameters, as follows: k1 = 1 (red circle), k1 = 0.01 (red
squares), k2 = 10 (blue circles), k2 = 0.1 (blue squarse). The inset shows the dominant
eigenvalue (λD) as both k1 (red line) and k2 (blue line) are ranged.
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Figure 4.3: Steady-state probability distributions for the Schlo¨gl model across a range
of values of k4 (1/s). The system transitions from a single high-value peak (k4 = 3.0-
3.2), to a bimodal distribution (k4 = 3.2-3.8), and back to a single low-value peak (k4
= 3.8-4.0). The solution of the deterministic Schlo¨gl model is also shown on the X-k4
plane (black solid line). It is apparent that within a range of k4 values there are three
solutions, the middle of which is unstable; (B) Normalized autocorrelation functions
calculated for the range of parameter k4 using 9th-order ZI-Closure. The correlation
functions reveal slower dynamics in the bimodal region as compared to the single peaked
region.
peak is observed at low numbers of molecules of X. Because of its complex form, the
probability distribution is captured accurately with 9th-order ZI-Closure [116]. On the
X-k4 plane the steady-state results for the deterministic model are also plotted as a
solid black line.
The autocorrelation functions for the X component, CXX (t), are computed for nu-
merous steady states, varying the value of k4 and shown in Figure 4.3B. Of note is that
at the extremes of parameter values (k4 > 3.8, k4 < 3.2) the autocorrelation function
relaxes rapidly as a single exponential term, whereas in the bimodal region (around k4
= 3.5) the autocorrelation relaxes more slowly.
Looking more closely at three of the kinetic constant values (k4 = 3.0 (1/s) (blue),
k4 = 3.5 (1/s) (purple), and k4 = 4.0 (1/s) (red)) in Figure 4.4 we observe the fast drop
in the autocorrelation function for single-peaked distributions (red and blue) compared
to the bimodal distribution (purple). This behavior is confirmed by the kinetic Monte
73
Figure 4.4: Schlo¨gl model correlation and and response functions. Results are shown
for the three extreme points of the chosen kinetic range (k4 = 3.0 (1/s) as blue circles,
k4 = 3.5 (1/s) as purple circles, and k4 = 4.0 (1/s) as red circles). The 9th-order ZI-
Closure results are shown as solid black lines, the kinetic Monte Carlo results are shown
as circles and the response functions are shown with x’s. The inset shows the dominant
eigenvalue determined with 9th-order ZI-Closure. Slower dynamic behavior is observed
in the center of the kinetic range (the bimodal range for the probability distribution)
than at either end of the range (the unimodal range).
Carlo autocorrelation functions (shapes) and the moment response curves subject to
perturbation (x’s).
Looking at the largest, dominant eigenvalues (Figure 4.4 inset) a parabolic shape
emerges for the transition between unimodal and bimodal distrbutions. The system
dynamics are faster when the distribution is unimodal than when it is bimodal. This
may be attributed to the time necessary for a system to cross the barrier and transition
from one probability mode to another.
In all previous examples, the eigenvalues of the Jacobian matrix are negative real
numbers, resulting in monotonic decays for the correlation functions. In order to inves-
tigate periodic dynamic behaviors we model a cyclical system, Model 4. In this linear
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cycle a large number of first-order reactions are linked to form a cycle (with size N , and
ki = N (1/s) such that the average cycle time is always one second). The moment equa-
tions for such a system are analytically solvable and thus autocorrelation functions can
be produced without moment closure. In Figure 4.5 the power spectral densities (see
[117]) are shown for N = 10 (green) and N = 50 (purple). The spectral densities are
computed as a Fourier transform of autocorrelation functions. The moment equation
system (solid black lines) and kinetic Monte Carlo (circles) results show a good match.
Note that the imaginary part of the eigenvalues (marked out as dashed lines) match up
exactly with the frequency of oscillation for the system.
In particular, for N = 10, the peak corresponds well with the calculated eigenvalue.
For N = 50, two eigenvalues are marked which correspond to the first two power-
spectral density peaks. For N = 50 there are, in fact, 12 unique imaginary eigenvalue
parts (frequency modes) calculated with moment equations. This suggests higher order
modes may be discernible with moment equation analysis, even when they are impossible
to determine numerically. The inset shows the eigenvalues for the cycle as N is increased
from 3 to 60, with N = 10 and 50 highlighted. As expected, as the cycle size increases,
the imaginary part of the dominant eigenvalue converges onto one cycle.
4.5 Discussion
An important step toward understanding nonlinear stochastic systems is the calculation
of steady-state probability distributions. A panoply of tools, first developed for stability
analysis of deterministic dynamic systems, can then find use in stochastic dynamic
systems.
The steady-state probability distribution is directly obtained with ZI-Closure for
small reaction networks. This calculation is challenging with kinetic Monte Carlo algo-
rithms, such as Gillespie’s stochastic simulation algorithm, not least because there is no
certainty that an ensemble of stochastic trajectories has indeed relaxed to steady-state.
Probability moments are computed up to a finite order with ZI-Closure, with higher-
order moments computed by maximizing the probability distribution information en-
tropy. To our knowledge, this is the first time that a master equation closure scheme
has be used for stability analysis of nonlinear stochastic chemical reactions.
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Figure 4.5: Linear cycle reaction network. Results are for cycle sizes of N = 10 (green)
and N = 50 (purple) (all steps having a rate constant of k = N(1/s)). Results are
obtained for both kinetic Monte Carlo results (black solid line) and calculations via
moment equations (dots). The imaginary part of the dominant eigenvalues (dashed col-
ored lines) are also shown. With N = 10, the peak corresponds well with the calculated
eigenvalue. For N = 50, two eigenvalues are marked which correspond to the first two
power spectral density peaks. For N = 50 there are, in fact, 12 unique imaginary eigen-
value parts (frequency modes) calculated with the moment equations. This suggests
higher order modes may be discernible with moment equation analysis, even when they
are impossible to determine numerically. The inset shows the imaginary part to the
dominant eigenvalue for a range of N values asymtotically approaching 2pi as N goes
to infinity.
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Nonlinear stochastic chemical reaction dynamics can now be linearized around the
steady state. With the resulting Jacobian matrix a stability analysis is possible around
steady-state probability distributions. The eigenvalues of the Jacobian provide direct
insight into the dynamic behavior and stability of chemical reacting systems and into
possible oscillatory behaviors.
With Jacobian eigenvalues and eigenvectors at steady state, the autocorrelation
functions for the chemical components can be computed. These correlations capture
the entirety of dynamic features of nonlinear reaction networks. Usuful information can
be obtained about the time scales of stochastic processes at or near steady states.
In the examples shown, the eigenvalues decrease smoothly with increasing kinetic
constants. As expected, higher kinetic constant values result in faster reaction kinetics,
captured quantitatively by eigenvalues.
All calculated eigenvalues presented herein have real negative parts. Consequently,
the computed steady state probability distributions are all stable. The reversible dimer-
ization and Michaelis-Menten models have a single stable steady-state in the determin-
istic models, so this should come as no suprise.
For the Schlo¨gl model, the stability of stochastic nonlinear dynamics is less apparent.
The deterministic Schlo¨gl model has three steady states for a range of parameter values,
as shown in Figure 4.3A. Two of the steady states are stable, as determined using
Lyapunov methods, but the third is not. In notable contrast, the stochastic Schlo¨gl
model always has a single stable, steady-state probability distribution. This probability
distribution at steady state may be bimodal but the Schlo¨gl model exhibits ergodicity
and visits the two distinct modes with a frequency proportional to their probability.
The time scales the system resides within each mode and the time scale for crossing
through the probability trough are captured by time correlation functions of probability
moments at steady state.
This is an important difference between deterministic and stochastic modeling for-
malisms with significant implications on the relevance of different modeling formalisms.
It appears that chemical reacting systems away from the thermodynamic limit may
indeed be observed in states that according to deterministic models are impossible to
observe.
We find that all autocorrelation functions determined using eigenvalue analysis
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match the autocorrelation functions determined with kinetic Monte Carlo simulations.
However kinetic Monte Carlo simulations require simulating up to 107 stochastic trajec-
tories in order to obtain equally acurate results. Such simulations require many CPU
hours, even for the small reaction networks studied here. For ZI-Closure and the sub-
sequent analysis, only one optimization step is necessary for the information entropy.
As long as the size of the discrete state space of reaction network can be enumerated,
ZI-Closure may outperform kinetic Monte Carlo simulations. For larger reaction net-
works or for larger numbers of molecules than the ones studied here, ZI-Closure will
be computationally challenging to implement. ZI-Closure may also be computation-
ally challenging to implement in cases of complex probability distributions. Eigenvalue
analysis of the Schlo¨gl model using 9th-order ZI-Closure, for example, required the ac-
curate calculation of 18th-order moments. While higher-order closure would have been
desirable (12th-order closure was used in Chapter 3), numerical challenges made such
analysis impractical. In all these cases when ZI-Closure is difficult to implement, model
and state space reduction techniques may prove useful.
Intriguingly, steady state autocorrelation functions are found to be congruent to
perturbation responses. This means that steady-state fluctuations provide information
not only on the stability of a system around the steady state, but also on how the system
will respond dynamically to both external forcing functions and parameter variations.
In linear response regimes, the fluctuation-dissipation theorem predicts such congruency,
but to our knowledge this has never before been shown for nonlinear stochastic reactions.
We believe that the analysis is in principle applicable to any nonlinear stochastic
dynamic system for which the master probability equation can be expressed in terms of
probability moments.
4.6 Conclusions
ZI-Closure solves the chemical master equation of small nonlinear reaction networks.
The steady state of nonlinear stochastic chemical reaction networks can be calculated
with ZI-Closure in a single step maximization of the system’s information entropy. The
alternative, with a significant computational cost, has been to sample the probability
with kinetic Monte Carlo simulations.
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Nonlinear dynamics can be linearized around the steady-state probability distribu-
tion with ZI-Closure. Stability analysis tools, such as Lyapunov’s first method, can
then be employed to reveal the stability characteristics of stochastic nonlinear reacting
systems. Parameter sensitivity analysis is possible and the design of control systems
for nonlinear reactions under the influence of noise becomes conceivable. With these
theoretical advances, not possible before the development of ZI-Closure, small chemical
and biochemical systems may be rigorously studied. The possibility also opens up for
designing stochastic reaction control systems.
Important differences are observed with this analysis between the stability of deter-
ministic and stochastic modeling formalisms. In stochastic systems, steady states may
be observed with finite probability, whereas these states may be unstable according to
deterministic models, and thus practically impossible to attain. These are important
considerations that impact the choice of modeling formalisms used in capturing the dy-
namic behavior of small reacting systems, for example ones often observed in biological
systems.
Chapter 5
Extending Power Spectral
Density Generation to
Non-Linear Stochastic Chemical
Reaction Networks
5.1 Introduction
The two initial chapters (Chapters 2 and 3) of this thesis focused on the efficient gen-
eration of a large set of moment equations and the subsequent development of a novel
moment closure scheme, ZI-Closure, that holds the potential to make the practical use
of moment closure in biological simulation a reality. Chapter 4 began to refocus the
thesis on new analytical methods using ZI-Closure by introducing non-linear analysis
of stochastic chemical reaction models. These exciting results, showing that producing
eigenvalues that represent the underlying probability distribution dyamics is possible for
stochastic systems, opened the door to further expansion of moment-closure techniques
into other common analytical methods.
As mentioned previously Monte Carlo simulation methods have become an impor-
tant part of stochastic simulation for chemical reaction systems. However, there are
still many aspects of these methods which remain underwhelming. In particular, Monte
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Carlo simulations cannot immediately produce steady-state results. This drawback can
result in wasting CPU resources on dynamic simulations when steady-state results are
of sole interest to researchers. This is where ZI-Closure is able to exploit its deter-
ministic approach to stochastic simulation, by producing steady-state results quickly
and performing analysis a priori. Chapter 4 focused on the production of eigenvalues
for stochastic systems, an exciting development in stochastic simulation of chemical
reaction network models.
Here we build off of Chapter 4 by utilizing the stochastic eigenvalue analysis using
ZI-Closure to produce analytical power spectral density (PSD) diagrams. Previously,
Warren was able to show that for linear systems PSD diagrams can be produced ana-
lytically using eigenvalue analysis[117]. In that same publication it was also suggested
that by linearizing the moment equations one could theoreticaly produce such diagrams
for non-linear systems as well. This result is the subject of this study intended to show
that by using ZI-Closure accurate PSD diagrams can be analytically produced, even for
complex and especially oscillatory systems.
Power spectral density is one of the only methods in which researchers are able to
effectively analyze the oscillations in a noisy system. Unlike in deterministic systems, a
stochastic system exhibiting oscillatory behavior may not show clearly delimited peaks
and troughs conducive to direct analysis. Indeed, in stochastic systems the underlying
distribution can be stationary while the underlying Monte Carlo trajectories experi-
ence significant and sustained oscillatory behavior. Power spectral density diagrams
transform the time dependant system into the fequency domain and can allow the de-
termination of dominant frequency modes for even very noisy stochastic systems.
Oscillations in real chemical systems was a fairly recent discovery and continues to
be an area of intense study from a theoretical perspective[112]. Oscillatory behavior
is a desireable trait in synthetic biologyl and was, in fact, one of the first synthetic
systems produced in vivo[49]. The ability to quickly and analytically determine PSDs
could, in theory, lead to the optimization and careful calibration of oscillatory behavior
in stochastic chemical models.
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5.2 Background
In this section the chemical master equation, moment dynamics and ZI-Closure will be
described as a foundation for extending this work to power spectral densities in the
theory sections. Much of this section is a restatement of prior background and theory
sections from Chapter 3 and 4. The equations are restated for clarity.
As mentioned previously stochastic chemical dynamics are, in theory, governed
by a single equation called the chemical master equation (CME) first described by
McQuarrie[37]:
∂P (X; t)
∂t
=
∫
X′
[
T
(
X|X ′)P (X ′; t)T (X ′|X)P (X; t)] (5.1)
Where P (X; t) is the probability of being in state X at time t, and T (X|X ′) is the
transition probability of moving from stateX ′ to stateX. As mentioned above this set of
equations is often complex and mathematically intracable. By relating these transition
probabilities to kinetic rate laws and assuming a well-mixed volume Gillespie was able
to show (and later prove[38]) that a Monte Carlo algorithm, often referred to as the
stochastic simulation algorithm (SSA), can exactly reproduce the solution to the CME
for arbitrary chemical networks[44]. While invaluable to current stochastic chemical
simulation the SSA cannot easliy perform analysis and an alternative deterministic
simulation would be perferred.
In order to, instead, utilize the moments of the underlying probability distribution
in the CME a set of dynamic moment equations needs to be calculated. These equations
are deterministic and the generation of the equation set has been done numerically[105]
and analytically[96]. Generally the CME can be equivalently represented as a complete
set of moment equations, often written as:
∂µ
∂t
= Aµ+A′µ′ (5.2)
Where µ is a moment vector of length NM representing the moments up to order M
in the system and µ′ is a moment vector of length N ′M representing the higher-order
moments necessary to fully define the moment equations. The matrices A (size NM ×
NM ) and A
′ (size NM × N ′M ) represent the linear and non-linear part of the moment
dynamics respectively. If a system is linear then A′ is empty and the moment equations
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can be solved immediately with an ODE solver of choice. When the system is non-
linear, there are second-order reactions or higher, A′ is non-empty and a closure scheme
is needed.
A closure scheme in its most general sense is simply a relationship between the higher
and lower-order moments that will allow Equation 5.2 to be solved:
µ′ = F
(
µ
)
(5.3)
This function, F , can be either an analytical or numerical relationship. In the case of
zero-information closure the relationship is numerical and based on Shannon’s definition
of entropy:
H =
∞∑
x=0
−p (x) ln p (x) (5.4)
This definition is for a single component system on a discrete state space, but can be
generalized for multi-component and continuous systems.
With a set of M known lower-order moments (µ) this entropy can be constrained
and minimized using a Legrange multiplier method. This trivially results in a definition
for a probability distribution as a function of these calculated Legrange multipliers:
pH (x) = exp
(
α0 + α1x+ · · ·+ αMxM
)
(5.5)
Where αi represents the ith Legrange multiplier. Once again, it is trivial to generalize
Equation 5.5 to multi-component systems. This distribution satisfies Equation 5.3 by
allowing for the determination of higher-order moments:
µ′i =
∞∑
x=0
fµ′i (x) pH (x) (5.6)
Where fµ′i (x) is the function representing the ith higher-order moment (e.g. for
〈
xM
〉
the
function fxM (x) = x
M ). This method closes Equation 5.2 and is called zero-information
closure because it assumes no knowledge of the system beyond its lower-order moments.
The accuracy and versatility of this method was established in Chapter 3.
While Equation 5.2 can be solved using an ODE solving method, it is also possible
to very quickly determine steady states by instead solving:
0 = Aµ+A′µ′ (5.7)
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Instead of utilizing a set of known lower-order moments in order to determine higher-
order moments, the null space of the augmented matrix B = [A|A′] can be used to
instead determine a set of steady-state lower-order moments µ
SS
. These methods,
while only currently applicable to small simple reaction networks due to computational
concerns, are potentially far faster than SSA methods for determining steady-state
distributions. It is this steady-state method that is utilized in the theory section that
follows.
5.3 Theory
In the following section the ZI-Closure scheme described in the background section is
extended to allow for the exact determination of power spectral densities for a stochastic
chemical reaction simulation. We first establish the linearization of the moment equa-
tions around the steady-state calculated in Equation 5.7 and the equivalence of these
equations for correlation functions. Solving the eigenproblem then allows for the exact
determination of power spectral densities for non-linear stochastic chemical reaction
simulation.
When the steady-state moments, µ
SS
, are calculated via Equation 5.7 an implicit
relation between the higher and lower-order moments are established with the Legrange
parameters (αi). Using this relationship Equation 5.2 can be linearized around the
steady-state with a calculated Jacobian (JSS):
∂µ
∂t
= JSSµ (5.8)
This solution is only valid near the steady-state moments µ
SS
.
It has been established that for a linear system the correlation function dynamics
can be calculated using the same matrix as in Equation 5.2:
∂C
∂t
= AC (5.9)
Note that A′ is not included since the system is linear. Here C is a correlation matrix
where:
Ci,j =
〈
(fµi (x)− 〈fµi (x)〉)
(
fµj (x)−
〈
fµj (x)
〉)〉
(5.10)
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As an example consider a single component system, then C2,1 =
〈(
x2 − 〈x2〉) (x− 〈x〉)〉.
This has been suggested, although not demonstrated, that for non-linear systems an
equivalent equations holds as well[117]:
∂C
∂t
= JSSC (5.11)
The Jacobian, JSS , can be used to generate a set of eigenvalues (λi) and eigenvec-
tors (νi), and subsequently with spectral decomposition a closed form solution for a
correlation function can be calculated that takes the form:
Cij (t) =
NM∑
k=1
Dkexp (−λkt) (5.12)
Where Dk is related to the initial conditions and eigenvectors.
It is from the closed form solution for the autocorrelation functions (Equation 5.12
where i = j) that power spectral densities can be determined using the relation:
Sx (ω) = Cˆx,x (ω) (5.13)
Here x refers to a chemical component of concern (although you can look at high-order
autocorrelation functions to obtain higher-order power spectral densities if desired), and
Cˆ (ω) is the Fourier transform of the autocorrelation function. This function is defined
on the frequency domain, ω. Ultimately, through Equation 5.13, a closed form solution
for the power spectral density (PSD) can be obtained as well:
Sx (ω) =
NM∑
k=1
2Dkλk
λ2k + ω
2
(5.14)
Note that for a non-normalized correlation function (units of molecules2) the power
spectral density has units of molecules2/Hz. For the normalized correlation function
these units are instead 1/Hz. Results presented herein tend to use the non-normalized
version.
5.4 Example Calculation
In previous Chapters example calculations were presented in order to illustrate how
results were generated. Like in Chapter 4 the reversible dimerization was chosen. While
the results will be restated for clarity the initial presentation will be abridged. Refer to
Section 4.3 for a more complete presentation.
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5.4.1 Initial Calculations
Recall that the kinetic equations for the reversible dimerization model are:
2A
k1→ B
B
k2→ 2A
The moment equations as generated in Chapter 2 take the form:
∂
∂t

〈
A0
〉
〈A〉〈
A2
〉
 =

0 0 0
k2S0 (k1 − k2) −k1
2k2S0 2 (k2S0 − k1 − k2) 2 (2k1 − k2)


〈
A0
〉
〈A〉〈
A2
〉
+

0
0
−2k1
〈A3〉
Take k1 = 0.1 (1/molecules-s) and k2 = 1 (1/s) with an initial monomer count of
S0 = 20 molecules. The numerical moment equations are:
∂
∂t

〈
A0
〉
〈A〉〈
A2
〉
 =

0 0 0
20 −0.9 −0.1
40 37.8 −1.6


〈
A0
〉
〈A〉〈
A2
〉
+

0
0
−0.2
〈A3〉
The first step to determining the power spectral density is the determination of
JSS . To obtain this matrix it is necessary to obtain the steady-state distribution. This
distribution has parameter values of αSS = [α0, α1, α2] = [8.732,−1.492, 0.074]. The
resulting lower-order moments are
〈
A0
〉
= 1, 〈A〉 = 10.1 molec., and 〈A2〉 = 109.0
molec.2.
Using these values the numerical JSS is then calculated to be:
JSS =

0 0 0
20 −0.9 −0.1
40− 0.2 · 828.2 37.8 + 0.2 · 286.3 −1.6− 0.2 · 30.3
 =

0 0 0
20 −0.9 −0.1
−125.6 95.1 −7.7

This matrix JSS represents the approximate dynamics of the moments near the steady-
state.
5.4.2 Autocorrelation Dynamics
In the previous chapter the eigenvalues and eigenvectors was used to obtain the auto-
correlation dynamics for component A. Recall that the correlation vector for this system
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is:
CA (t) =
[
CA,A (t)
CA2,A (t)
]
=
 〈(A (t)− 〈A (t)〉) (A (0)− 〈A (0)〉)〉〈(
A (t)2 −
〈
A (t)2
〉)
(A (0)− 〈A (0)〉)
〉 
The initial conditions for the correlation functions with a stationary distribution is
calculated as: [
CA,A (0)
CA2,A (0)
]
=
[ 〈
A2
〉− 〈A〉2〈
A3
〉− 〈A2〉 〈A〉
]∣∣∣∣∣
SS
=
[
6.77
136.9
]
Ultimately the following is true of the correlation functions.
∂
∂t
[
CA,A
CA2,A
]
= JSS
[
CA,A
CA2,A
]
=
[
−0.9 −0.1
95.1 −7.7
][
CA,A
CA2,A
]
The eigenvalues and eigenvectors can thus be determined:
λS,1 = −2.891 λS,2 = −5.674 νS,1 =
[
0.050
0.999
]
νS,2 =
[
0.021
0.999
]
The spectral decomposition of the correlation functions are thus:[
CA,A
CA2,A
]
=
[
0.050 0.021
0.999 0.999
][
e−2.891t 0
0 e−5.674t
][
34.2 −0.716
34.2 1.72
][
6.77
136.9
]
The final analytical equation for the non-normalized autocorrelation function of com-
ponent A is thus (Equation 4.25):
CA,A (t) = (0.067) exp (−2.891 · t) + (0.075) exp (−5.674 · t)
5.4.3 Power Spectral Density Determinzation
After the determination of the correlation function (Equation 5.12) the determination of
the power spectral density is a single step process and straightforward through Equation
5.13. Analytically the Fourier transform of every term in Equation 5.12 is a straight-
forward calculation.
PA (ω) =
2 (0.067) (−2.891)
(−2.891)2 + ω2 +
2 (0.075) (−5.674)
(−5.674)2 + ω2
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This power has units of molecules2/Hz. The resulting 4th-order plot is shown in the
Results section Figure 5.1 as green squares confirming that the ZI-Closure result matches
the PSD as calculated via the SSA.
The results section will demonstrate the use of moment closure in determining power
spectral densities for simple chemical reaction networks. The ZI-Closure results will be
compared to the Monte Carlo SSA results to verify exact matching. Since the power
spectral densities are typically used to determine dominate frequencies of oscillation,
the results shown herein suggested that exact oscillation frequencies can be determined
for non-linear stochastic systems through moment closure.
5.5 Results
In the following results section calculations of power spectral densities for three distinct
models (Table 5.1) will be produced. First, simple reversible dimerization is intended
to show the applicability of our analytical PSD equation (Equation 5.14) to a simple
non-linear reaction network. Second, the Schlo¨gl model (previously used in Chapter 3)
is used to show that the accuracy of this method is not limited to simple networks, that
even complex underlying distributions can be accurately reproduced using high-order
ZI-Closure (in this case, 9th-order closure is needed). Finally, the Brusselator model
is presented. This model is the simplest oscillatory chemical model available, and its
purpose is two-fold. First, it demonstrates that the power spectral density method can
be applied to multi-component systems. But more importantly, as an oscillatory system
it is able to demonstrate the analytical determination of complex eigenvalues and dom-
inant frequencies using ZI-Closure. The consequences of this theoretical development
will be discussed further in the discussion section.
For the initial study for the reversible dimerization model we chose five parameter
sets across three orders of magnitude in order to confirm that accurate results could
be obtained across a wide parameter range. Figure 5.1 shows PSD results for these
parameter sets for both Monte Carlo SSA simulation and the analytical solution as
determined by ZI-Closure analysis (4th-order). As can be seen the results are accurate
across the whole parameter range. Additionally, the dominant eigenvalue as determined
through eigenvalue analysis can be seen as the “break” in the logarithmically plotted
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Table 5.1: Model descriptions for Demonstration of Moment-Based Power Spectral Den-
sity Calculation
Model (1) Reversible Dimerization (2) Schlo¨gl (3) Brusselator
Reactions
2A
k1→ B
B
k2→ 2A
2X +A
k1→ 3X
3X
k2→ 2X +A
B
k3→ X
X
k4→ B
∅ k1→ X
2X + Y
k2→ 3X
X
k3→ Y
X
k4→ ∅
Parameters Specified in text
k1 ·A = 0.15 (1/molec-s)
k2 = 0.0015 (1/molec
2-s)
k3 ·B = 20 (molec/s)
k4 specified in text
k1 specified in text
k2 = 1 (1/molec
2-s)
k3 = 1 (1/s)
k4 = 1 (1/s)
Initial
Conditions
(molecules)
A0 = 10 X0 = 25
X0 = 10
Y0 = 0
PSD diagram. Overall, the results confirm the accuracy of analytical PSD determination
using ZI-Closure.
A focus of this study was the concern that the linearization of the moment equations
(Equation 5.8) might reder our PSD determination invalid for more complex (more
non-linear) systems. In order to test this we looked to the Schlo¨gl model. This one
component system, through the use of third-order reaction rate laws, is able to take on
a complex bimodal (double peaked) distribution. Such a distribution has been shown
on numerous occasions to require high-order closure in order to faithfully reproduce the
underlying bimodal shape.This will show definitively whether non-linear effects cause
issue with analytical PSD determination for stochastic systems.
In Figure 5.2A PSD results across a range of k4 values were chosen such that at high
values (3.8 to 4.0) and low values (3.0 to 3.2) the distribution exhibits unimodality,
whereas in the middle (3.2 to 3.8) the distribution is bimodal. Thus a range of simple
and complex behaviors are sampled.
Figure 5.2B focuses in on three of these specific PSD diagrams. In particular k4
= 3.0 (blue triangles), k4 = 3.5 (green squares) and k4 = 4.0 (red circles). As can
be seen, accurate PSD diagrams are determined analytically for these three distinct
systems, where k4 = 3.0 exhibits a single high-valued peak, k4 = 3.5 exhibits two peaks
(bimodality), and k4 = 4.0 exhibits a single low valued peak. Also, note that, especially
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Figure 5.1: Power spectral densities for reversible dimerization model. Power spec-
tral densities are produced using 106 trajectories with the SSA (shapes) and compared
to the analytical solution obtained through eigenvalue analysis with ZI-Closure (4th-
order) (lines). The five lines correspond to different kinetic parameter combinations k1
(molec.−1-s) and k2 (1/s): [k1, k2] = [0.1, 0.1] (orange triangles), [0.1, 1] (green squares),
[1, 1] (red circles), [10,1] (blue crosses) and [10,10] (yellow diamonds).
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Figure 5.2: Power spectral densities for select parameters of the Schlo¨gl model. (a)
Power spectral densities are produced using 9th-order ZI-Closure for 11 different k4
values from 3 to 4 (1/s). This range is chosen because for k4 at high values (3.8-4.0)
and low values (3.0-3.2) the Schlo¨gl model is unimodal, while in the middle (3.2-3.8) the
model exhibits a bimodal distribution (two distinct peaks). (b) A more detailed look is
provided for both SSA results with 106 trajectories (shapes) and the analytical solution
obtained through eigenvalue analysis with ZI-Closure (9th-order) (lines). The three
kinetic parameters are k4 = 3.0 (blue triangles), k4 = 3.5 (green squares), and k4 = 4.0
(red circles). Note the two distinct breaks (corresponding to two distinct timescales)
exhibited by the Schlo¨gl system, especially prevalent at k4 = 3.0.
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Figure 5.3: Power spectral densities for select parameters of the Brusselator model.
Both the (A) X-component and (B) Y-component PSDs for four parameters values.
k2 = 1 (1/molec.
2-s), k3 = 1 (1/s) and k4 = 1 (1/s) for all models. For k1 values of 1
(molec./s) (green triangles), 2 (molec./s) (green square), 5 (molec./s) (red circle) and 10
(molec./s) (blue diamond). Corresponding dominant eigenvalues are -0.1721 ± 0.1162i,
-0.5664 ± 0.3725i, -1.1267 and -1.0621 for k1 = 1, 2, 5, and 10 (molec./s) respectively.
for k4 = 3.0, two distinct breaks are observed in the logarithmically plotted results.
Indeed, we hypothesize that these represent two timescales of import for the stochastic
system.
For the Brusselator model the PSD diagrams for both the X and Y component
were generated and are provided in Figure 5.3. The results of particular interest are
that peaks are observed in the X-component PSD diagrams for k1 = 1 (molec./s) and
k1 = 2 (molec./s). This coincides nicely with the dominant eigenvalues of -0.1721 ±
0.1162i, -0.5664 ± 0.3725i, -1.1267 and -1.0621 (1/s) for k1 = 1, 2, 5 and 10 (molec./s)
respectively. Note that these peaks are conspicuously absent in the Y-Component PSD
diagrams. These results are extensively discussed in the following Discussion section.
5.6 Discussion
In the previous Results sections we presented results for a simple reversible dimeriza-
tion model, the complex single component Schlo¨gl model, and the oscillatory Brusselator
model. These results confirm our initial goal of extending previous efforts to produce
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analytical power spectral density diagrams through eigenvalue analysis of moment equa-
tions. By extending this method to non-linear chemical reaction networks the possibility
of using moment closure to determine power spectral densities and thus dominant fre-
quencies is now a reality.
While the results for the reversible dimerization model were neither particularly
challenging nor surprising several key points can be determined through the analysis.
First, this is the first time an analytical power spectrum was determined for a non-linear
chemical simulation. Second, as mentioned in the Results section the break in the PSD
plots represent increasing dominant eigenvalues as kinetic parameters increase. This
clear representation of deterministic eigenvalues in Monte Carlo stochastic simulations
(the SSA results) provides further evidence that the moment dynamics have a direct and
measurable influence on individual trajectory dynamics. In other words: the dynamics
of individual Monte Carlo trajectories and the overall ensemble dynamics are not two
distinct phenomena, but rather one in the same.
The fact that non-linear analysis, which is only valid around the steadystate at which
is it calculated, provides exact solutions to the PSD for non-linear stochastic systems is
an amazing and possibly unexpected result. One could easily imagine a situation where
non-linear effects make exact PSD matching impossible. This, however, does not seem
to be the case, even for the complex distributions of models 2 and 3.
The Schlo¨gl model results were intended to demonstrate the universality of the
method in the face of a complex distribution, in this case a bimodal distribution needing
9th-order ZI-Closure to obtain accurate results. Figure 5.2A shows how a smooth curve
can be produced across a range of kinetic parameters, k4 = 3.0 to 4.0 (1/s), and behaviors
where the distribution is unimodal at its edges and bimodal in the middle. Figure 5.2B
focuses on three of these PSD diagrams. The fact that for very non-linear systems
(using third-order reaction rate laws) the PSD diagrams remain faithfully reproduced
using linearization and eigenvalue analysis is of particular interest. Additionally, the
ability to discern multiple eigenvalues (breaks) in the diagram, and thus definitively
discern multiple timescales, is also an interesting consequence. Overall, the Schlo¨gl
results definitely show that the method can be used to produce exact power spectral
densities for non-linear chemical reaction networks regardless of the complexity of the
underlying distribution being studied.
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The consequences of the analytical determination of the power spectral density for
a set of parameters in the Brusselator can not be overstated. One can immediately
recognize an important realization that the systems that exhibit peaks in the PSD also
exhibit a complex dominant eigenvalue. Indeed, the analysis provided suggests that a
bifurcation point can be found between k1 = 2 and 5. Deterministic eigenvalue analysis
of the system shows a bifurcation at k1 = 2
√
2, and it appears the stochastic system
acts similarly.
A more subtle point is that for the stochastic system there is a single set of eigenval-
ues that govern the entirety of the system, the X and Y components both have complex
eigenvalues. Yet, in the PSD disgrams (both Monte Carlo SSA produced and analyti-
cally derived) only the X-component PSD exhibits a peak. This suggests that there is
an oscillatory component to the underlying Y-component behavior that is not observed
in the PSD. Indeed, if SSA results were only produced or analyzed for the Y-component
researchers could come to the conclusion that the system doesn’t oscillate at all! For this
reason we believe that there is a significant place for deterministic eigenvalue analysis
in stochastic simulations using moment closure techniques.
Also note that the Brusselator system represents the most complex system thus far
studied via ZI-Closure. At only two components the complexity may not be immediately
realized, but requiring 8 moments for accurate reproduction means the method meeded
to optimize across 45 parameters. The restrictions placed on ZI-Closure are still a major
issue facing its widespread use as an analytical tool. The fact that the reachable state
space scales poorly and the number of equations blow up quickly with the number of
components continues to be a major issue facing the method. But our initial results
showing the accuracy and versatility of ZI-Closure and its use in determining both
eigenvalues and power spectral densities shows great promise for the future of moment
closure techniques in general for stochastic chemical simulation.
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5.7 Conclusions
For biological simulations the importance of stochastic simulation has now become firmly
established over the past 15 years. Most current simulations utilize Monte Carlo meth-
ods like Gillespie’s SSA, but these method fall short when it comes to analytical tech-
niques. In particular, the ability to obtain steady-states immediately and perform a
priori analysis on biological simulations would be incredibly valuable, but impossible
with Monte Carlo methods. It would thus be highly desireable to utilize moment closure
schemes which can, in theory, produce such results.
In chapter 3 we introducted the zero-information closure scheme that exhibited
both accuracy and versatility. Over the past two chapters we have been extending this
moment closure method in order to demonstrate its potential utility in applying well-
extablished analytical methods to chemical reaction simulation. Non-linear analysis, the
determination of power spectral densities and control theory were of particular interest
because they are already widely used in stochastic simulation of chemical systems.
It was previously established that eigenvalue analysis of linear chemical reaction
networks could yield analytical solutions to power spectral densities. It was postualted
that the linearization of the moment equations could produce equivalent results for non-
linear systems. The results herein confirm the universal and accurate reproduction of
power spectral densities for both simple and complex reaction networks.
The abilty to quickly and immediately determine the dominant frequency of os-
cillation (a common use of power spectral densities in noisy systems) for biologically
relevant simulations is an exciting development. Optimization of frequencies, produc-
tion of bifurcation diagrams and the continued exploration of stochastic eigenvalues has
the potential to revolutionize how we view stochastic simulation for chemical reaction
networks. Indeed, the power of ZI-Closure in particular in applications to a wide variety
of networks and behaviors hints at the distinct possibility of a more wide-spread use for
moment-closure based methods in the future.
Chapter 6
The Importance of Higher-Order
Moments in Stochastic Model
Reduction
6.1 Introduction
In Chapters 1-5 we motivated the need for moment closure, presented novel programs
and algorithms for the development of our moment closure scheme ZI-Closure, and
showed promising analytical results related to this work. In this concluding chapter we
will tie these results back to previous work on model reduction in order to show more
clearly how ZI-Closure could aid (and potentially revolutionize) biological simulation in
a real and immediate way.
Models of gene regulatory and cell signaling networks can provide useful insight and
quantitative understanding of dynamics for biological systems where experimental data
is lacking[2, 17]. These models often find applications in systems and synthetic biology,
in an effort to decipher the complexity of naturally occurring gene networks or other
cellular pathways. Current research tends to focus on the use of well-studied naturally
occuring components, such as the lactose[57, 19], tryptophan[58], tetracylcin[120, 121],
and arabinose[122] operons. The hope is that biological simulation may aid in the design
and construction of new gene networks, such as repressilators[49, 18], AND-gates[59],
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and toggle switches[123, 55].
As addressed throughout this thesis biological models often rely on the use of stochas-
tic simulation techniques such as the stochastic simulation algorithm (SSA) and its
derivatives[97, 56, 73, 93]. The challenge with stochastic simulations is that the number
of reactions and components necessarily becomes large with system complexity, dra-
matically increasing computational load. More importantly the number of unknown
parameters that need to be fit to experimental data will almost always also increase.
There are two ways to address this prohibitive computational burden. First, develop
novel algorithms to speed up simulation for highly complex and stiff reaction networks
with accuracy. I have addressed this need already with the development of ZI-Closure
allowing for the immediate determination of steady-states and quicker parameter de-
termination. The second way is to reduce the reaction set through the elimination
or replacement of subsets of reactions[125] known as model reduction. The simplest
method for model reduction is through the use of complex reaction rate laws. Suites
of such reduction techniques have been developed to dynamically speed up stochastic
simulation[126].
The purpose of this chapter is to demonstrate the importance of higher-order statis-
tics when utilizing complex reaction rate laws, such as Hill-type kinetics, in stochastic
simulation. The Hill-type reaction rate law is a natural choice as a transcription regula-
tion rate law because it takes into account multibinding site mechanisms, and is already
na¨ıvely used as an approximation for gene network repression in stochastic models[49].
We previously showed the paramount importance of higher-order statistics in accurately
representing the dynamics of stochastic chemical networks in Chapters 3-5. The use of
complex rate laws requires careful consideration of higher-order moments. This initial
study is intended to show how even small miscalculations in how these higher-order mo-
ments are affected can lead to inaccurate results when placed into larger gene network
simulations.
The use of the related Michaelis-Menten[108] approximation has been explored for
stochastic simulations [127] with promising results, but requires complex steady-state
assumptions[128]. The use of Hill-type rate laws poses an even greater difficulty as
there is no mathematical derivation of this complex reaction rate[129]. Additionally,
since exact mathematical analysis through the chemical master equation (CME) is
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intractable[92], this particular type of reduction is performed almost exclusively on small
reaction networks. Thus, ZI-Closure is a prime candidate for future model reduction
studies.
The use of the Hill rate law for stochastic simulation was tested using a small gene
regulatory model utilizing complex rate laws. The form and parameter values for this
model were developed from a full elementary model previously fit to experimental data.
We show computationally that accounting for the variance of the system by splitting
the Hill-type reaction allows the incorporation of the complex reaction rate into gene
network models without sacrificing accuracy or modularity.
In the results section four sample transcription models are simulated using the next-
reaction Gillespie SSA. In simple systems a typical method of transcription repression
is the binding of a repression factor onto one or several operator sites in the promoter
region of a gene. Additionally, repressor proteins may be active in a monomer form or in
a complex (e.g. an active dimer). The four models take into account the combinations of
these two variables: 1) One operator with monomer binding (1M), 2) One operator with
dimer binding (1D), 3) Two operators with monomer binding (2M), 4) Two operators
with dimer binding (2D).
The four example configurations use basal steady-state protein output to determine
suitable Hill parameters. In each configuration the repression protein is looped back to
form a feedback repression loop in order to compare the accuracy of the Hill and split-
Hill reaction rate laws. Finally, the importance of higher-order moments to modularity
is demonstrated by linking two of these configurations into a larger network to form a
bistable switch.
6.2 Background
The Hill-type rate law is a simple non-linear function with versatile dynamics and is an
important building block of transcription regulation models. The full models include all
of the important biomolecular interactions, including transcription, translation, degra-
dation and repression, and are comprised of reactions with elementary kinetics. The
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reduced models are generally identical to the full models except that transcription re-
pression is described by the single, more complex, Hill-type reaction rate law:
aHill =
amaxS
n
Sn +Knm
or aHill =
amaxK
n
m
Sn +Knm
(6.1)
The first equation is a positive form (activation), the second is a negative form (repres-
sion). Here amax is the maximum propensity for reaction, S is the amount of substrate
(in molecules), Km is the Michaelis constant describing the number of molecules of S
necessary to reduce the propensity to amax/2, and n describes the shape of the function.
The Hill model was first proposed in the early 1900s as a description of cooperative and
multi-site binding in hemoglobin[130]. Many transcription regulation mechanisms in-
volve multiple binding sites in the promoter region. The Hill rate law could potentially
replace many of these complex regulation mechanisms in their entirety.
In the Results section for Hill parameter matching the Hill coefficients are found by
a simple linear regression. It is first assumed that the steady state reporter protein con-
centration (P ) is proportional to the production rate of the Hill function representing
transcription repression (aHill). When no repressor (S in Equation 6.1) is present in the
system the resulting output is called the basal protein concentration and basal produc-
tion rate (Pb and aHill,b respectively). By dividing the protein output and production
rate by their basal counterparts one obtains the following equation:
aHill
aHill,b
=
P
Pb
= P ∗ =
Knm
Knm + S
(6.2)
Through simple mathematical manipulation the following equation is determined.
log
1− P ∗
P ∗
= n · logS − n · logKm (6.3)
Note that P ∗ ranges from 0 to 1 in repression. A linear regression for log-distributed
repression concentrations (logS) will thus produce a slope n and an intercept of −n ·
logKm. In this way the parameters n and Km are determined from the reporter protein
concentration data in a simple gene repression network.
6.2.1 Full Models: Gene Network and Kinetics
In the analysis of the simple models that follow refer to Table 6.1 for a list of reactions
and kinetic constants. The 1M-model utilizes Reactions 1-12, the 1D-model utilizes Re-
actions 1-12 and 19-21, the 2M-model utilizes Reactions 1-18, and the 2D-model utilizes
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Table 6.1: List of reactions utilized in full and reduced gene network models.
# Reactions k # Reactions k
1 DNA + RNAp → DNA:RNAp 107 1M ·s 13 DNA + Xa → DNAx2 108 1M ·s
2 DNA:RNAp → DNA + RNAp 0.1 1s 14 DNAx2 → DNA + Xa 0.01 1s
3 DNA:RNAp → DNA + RNAp∗ 0.01 1s 15 DNAx1 + Xa → DNAx12 108 1M ·s
4 RNAp∗ → RNAp + mRNA Γ(30,600) 16 DNAx12 → DNAx1 + Xa 0.01 1s
5 mRNA + rib → mRNA:rib 105 1M ·s 17 DNAx2 + Xa → DNAx12 108 1M ·s
6 mRNA:rib → mRNA + rib 0 1s 18 DNAx12 → DNAx2 + Xa 0.01 1s
7 mRNA:rib → mRNA + rib∗ 33 1s 19 2 · X → Xa 108 1M ·s
8 rib∗ → rib + Product Γ(33,200) 20 Xa → 2 · X 1 1s
9 mRNA → 0.002 1s 21 Xa → X 0.00116 1s
10 Product → 0.000578 1s 22 DNA + RNAp → DNA + RNAp∗ kHill
11 DNA + Xa → DNAx1 108 1M ·s 23 DNA → DNAx k−
12 DNAx1 → DNA + Xa 0.01 1s 24 DNAx → DNA k+
Abbreviations: RNAp = RNA polymerase, RNAp∗ = DNA bound RNA polymerase, mRNA =
messenger RNA, rib = ribosomes, rib∗ = RNA bound ribosomes, Xa = active repressor. Γ(rate,step)
reaction events are described by a rate
(
1
s
)
and a number of steps
Reactions 1-21. The reaction rates presented here are used in producing all elementary
model results. The network configuration and kinetic parameters used throughout the
study are designed for stochastic simulation and matched to experimental data. The
network represents the type of model that would be replaced by a reduced model with
complex reaction rates. The network provides a test-of-concept in applying complex
reaction rates to what can be considered an experimentally fitted, modular, stochastic
model.
In the base model only transcription, translation, and degradation reactions are
used to build a straightforward model of protein synthesis. Reactions 1-4 represent
transcription. Reactions 1 and 2 are RNA polymerase binding and unbinding events,
respectively. Reaction 3 is initiation of transcription, and Reaction 4 is elongation and
termination. It should be noted that elongation events are represented as Γ distributed
events. The Γ-distribution is equivalent to a string of identical first order reactions (see
Table 6.1 footnote), and models a protein or ribosome stepping along DNA or messenger
RNA (mRNA)[56]. Translation takes on a similar form, Reactions 5 and 6 involve the
binding and unbinding of ribosomes on a length of mRNA. Reaction 7 and Reaction 8
are the initiation and elongation/termination of translation. Two degradation reactions
for mRNA (Reaction 9) and Products (Reaction 10) are also included in the base model.
The values for k1-k3 are approximated from equilibrium constants for the tetracycline
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and lactose operons[131, 132, 133, 134]. The values for k4 and k8 (and the number of
steps for each) are from elongation approximations[135, 136]. The values for k5-k7 and
k9 are designed to produce approximately 20 production events during the lifetime of a
single mRNA molecule. The variable k10 specifies a 20 minute half-life[121]. Reaction
10 can refer to an output protein or a repressor protein. For multiple products Reaction
10 represents multiple reactions.
To form the four sample models, additional reactions are then added to the base
model. To take into account a single operator site Reactions 11-12 are added. To add a
second operator site Reactions 13-18 are added. Finally to add dimerization Reactions
19-21 are added. For the sample examples k11, k13, k15, and k17 are on the same
order as RNA polymerase binding. Then, k12, k14, k16, k18 give relatively tight binding
affinities. The constants k19 and k20 are adapted from data for tetracycline repressors
(dimer active)[137]. Finally, k21 is simply two times the degradation rate of a protein
monomer (X).
While the use of these specific kinetic constants limits the generality of the con-
clusions presented herein, the gene network described in Table 6.1 exhibits sufficiently
interesting behavior to more generally suggest that when transcription repression di-
verges from a simple exponentially distributed reaction, matching higher-order statistics
is necessary to guarantee accuracy.
6.2.2 Reduced Models: Hill-type Reaction Rate Law
The purpose of a reduced model is two-fold: it should reduce the number of reactions
and/or simplify the reaction network, and it should maintain accuracy. The addition of
repressor protein binding to operator sites (Reactions 11-21) creates a multisite binding
system in which the more versatile Hill-type kinetics (Equation 6.1) can be applied.
Once reduced, all four models (1M, 1D, 2M, 2D) have the same number of reactions,
representing a severe reduction in the number of reactions. In all cases the transcription
repression mechanism is replaced in its entirety by the Hill rate law. This is a common
technique in both deterministic and stochastic simulations already[49], although na¨ıvely
applied in the case of stochastic simulation.
The fundamental difference between the elementary and reduced models is the re-
placement of Reactions 1-3 and Reactions 11-21 by Reaction 22. Here the kinetic rate,
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kHill, takes the form:
kHill =
kbaseK
n
m
Xna +K
n
m
(6.4)
Thus three parameters: kbase (units of
1
M ·s because the reaction is 2nd order), Km (units
of M), and n (unitless) are fit to the mean stochastic simulation results for the full
elementary models. The remainder of each model is simply Reactions 4-10 condensing
the repression function into strength (Km) and shape (n) parameters.
6.2.3 Split Hill Model Theory
As will be shown the Hill-type kinetics are not readily applicable to stochastic simu-
lations. Part of the problem is the inability for the Hill-type kinetics to capture the
higher-order statistical properties found in the elementary model. The proposed solu-
tion is to split the Hill-kinetic model into multiple reactions. The additional degree of
freedom will match higher-order statistical properties and allow the model to reclaim
some of the loss of accuracy.
Reactions 23 and 24 are added to the Hill model and they function as availability
reactions for the DNA molecule described in Reaction 22. To implement these reactions
a form for the rate laws (k− and k+) need to be determined. Reactions 23 and 24 are
both first order and thus the mathematics describing DNA availability can be deter-
mined exactly. By setting kHill to kbase the steady-state mean availability of the DNA
is determined by:
∂ 〈DNA〉
∂t
= 0 = −k− 〈DNA〉+ k+ 〈DNAx〉 (6.5)
〈DNAx〉 is unavailable DNA and 〈DNAx〉 = DNATotal − 〈DNA〉. The following
equation is obtained.
〈DNA〉ss
DNATotal
=
k+
k+ + k−
=
1
1 +
(
k−
k+
) (6.6)
Note that what we have found is the percentage of DNA available at a given time.
To get the appropriate form the availability is matched to the Hill function. The
following equation needs to be satisfied:
kbase 〈DNA〉ss = kHillDNATotal (6.7)
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Thus:
kbase
1 +
(
k−
k+
) = kbase
1 +
(
Xa
Km
)n (6.8)
This provides an additional degree of freedom (k+, a first-order reaction rate) and a
form for k− (also first-order):
k− = k+
(
Xa
Km
)n
(6.9)
This derivation relies on RNA polymerase concentration remaining relatively constant
throughout the simulation.
The same kbase, Km, and n fitted for the reduced model are used. Other forms for
Equation 6.9 are possible. For example, if k− was the positive form of Equation 6.1
and k+ was the negative form of Equation 6.1, then Equation 6.9 would remain valid.
The chosen construction was used because if n = 1, splitting the Hill rate law should
result in a first order reaction for k− and zeroth order reaction for k+. This condition is
desirable when reducing Michaelis-Menten like systems, and holds for Equation 6.9. In
this case the Split-Hill model is still conceptually simple and eliminates 2-11 reactions
depending on the form of repression.
The non-Poisson behavior exhibited by adding the availability reactions into the Hill
network is due to a state of latency as DNA enters the off-state. In theory, as the k+
value goes to infinity the network will immediately reach steady state and the Poisson
behavior is restored. Lower k+ values correspond to a higher period of latency and
non-Poisson behavior.
It should be noted that additional splits could be applied to capture more informa-
tion about the higher-order statistics. Such additional splits would increase accuracy
in theory, especially for systems with very strong stochastic effects, but also complex-
ity. Eventually, the number of parameters to be matched and size of the model will
be equivalent to the elementary model. The give-and-take between complexity and ac-
curacy would be interesting to observe in larger or more complex networks than were
chosen for this study.
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6.2.4 Bistable Switch Model
The final test of the use of complex reaction rates laws in stochastic gene network
simulation is the effect higher-order moments have on modularity. Modularity represents
the universality of a model. A large complex model comprised of multiple smaller models
should retain accuracy without altering the model parameters determined for the small
models when isolated. A simple system for testing modularity is a dual-repressor bistable
switch (Figure 6.4, inset). Two 2-operator dimer repressed genes (A and B) with kinetic
constants identical to the 2D model are used. Gene A outputs a repressor monomer, XB,
that complexes and represses the function of gene B. Gene B acts similarly, producing
a repressor monomer, XA, the represses the function of gene A.
In bistable switches there is often a signal that causes the network to switch states.
In the sample model this is not the case. Instead the network is either dominated
by gene A or gene B from the start, and the steady-state behavoir is thus of little
interest. Modularity is instead compared by observing the dynamic results early in the
simulation.
6.3 Results
In the reduced models it is necessary to fit the three parameters (kbase, Km, and n) to
data procured from full stochastic simulations. Only the steady state product output,
for a range of repressor levels, is used to obtain the fit. This method is used because,
while we are fitting to data from stochastic simulations, it would be desirable to fit
the parameters to experimentally realizable data. Typically, the data available exper-
imentally is the level of a ouput fluorescence protein. The parameters are fit using a
simple linear regression based on Equation 6.3. In these fits the maximum propensity
is approximately equal to 0.00975 1s for all models. By dividing by the total RNA
polymerase in the elementary model a kbase of 21800
1
M ·s is found. The total number
of RNAp molecules on average was chosen as 270 molecules, enough to saturate the
system. The fits are provided in Figure 6.1.
In Figure 6.1, simulation results are shown from all four elementary models for
various levels of repressor (Xa for monomer repression, X for dimer repression). By
eliminating generation and degradation reactions the level of repressor is constant and
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Figure 6.1: The Hill parameter fits for models 1M, 1D, 2M, and 2D. The parameters
KM and n are given in the plot along with R
2 values for quantitative comparison. The
steady-state of the product from elementary stochastic simulations (blue dots), and the
linear fit from Equation 6.3 (red dashed line). In the figure, X refers to Xa (monomer).
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a steady-state product concentration is found. This is approximately equivalent to
determining a steady-state output when a known concentration of repressor protein is
provided to a sample. The final Hill parameters are provided in the figure insets along
with the R2 values for the fits.
Once the Hill parameters are determined the reduced models are tested in feedback
loop repression. Feedback loops are simulated using both elementary and reduced mod-
els. The mean product outputs are compared by relative root mean squared differences
(rRMS). The variance-to-mean data (VMR) for the mRNA output is also provided for
analysis of the higher-order moments. In stochastic systems reactions are assumed to
be Poisson distributed events, so the time between reaction events is exponentially dis-
tributed. Poisson processes have the distinct feature of a variance-to-mean ratio of one.
The VMR data gives a rough metric for determining when repression diverges from a
simple Poisson process, and thus when higher-order statistics become significant.
The mean product output for all four models are shown in Figure 6.2. In all four
cases the transient behavior, specifically the overshoot of the steady-state early in the
simulation, differs significantly. Quantitative comparisons are reported in Figure 6.2.
For the 1M, 1D, 2M, 2D models the steady-state VMR for mRNA production for the full
models are 0.983, 0.989, 1.247, 1.321. Thus the 2-operator models diverge significantly
from simple Poisson processes. For the reduced models the VMR are 0.918, 0.902,
0.992, 0.950, respectively. The reduced models tend to lie close to a VMR of one, and
fail to capture the more complex behavior in the 2-operator system. By reducing mRNA
production to a single reaction an implicit assumption was made, that repression is an
approximately Poisson distributed event. This na¨ıve application of Hill kinetics fails to
accurately describe the behavior of the system.
In the case of the Split-Hill model the same four sample models (1M, 1D, 2M, 2D)
were simulated, and the product means were compared. In Figure 6.3 the mean output
is plotted for both the elementary and Split-Hill models. The constant k+ is adjusted
to create the best quantitative fit to the elementary data. For the 1M model k+ =
0.0086s−1 , for the 1D model k+ = 0.0075s−1, for the 2M model k+ = 0.000185s−1, and
for the 2D model k+ = 0.00028s−1. Figure 6.3 also provides a quantitative comparison
of the fits (as described by the rRMS). Across all models the fitted Split-Hill model
provides a more accurate representation of the full-model results.
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Figure 6.2: Models 1M, 1D, 2M, and 2D, mean Product count versus time. Elementary
(blue solid line) and reduced (red circle line) models. Each line represents an average
over 10,000 trajectories. Elementary simulations used Hy3S, Reduced simulation used a
basic Gillespie next-reaction SSA. Relative root mean squared differences (rRMS) values
are provided for comparison.
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Figure 6.3: Models 1M, 1D, 2M, and 2D, mean Product count versus time. Elementary
(blue solid line) and Split-Hill (green circle line) models. For the Split-Hill model k+ =
0.0086 s−1 (1M), 0.0075 s−1 (1D), 0.000185 s−1 (2M), and 0.00028 s−1 (2D). Each line
represents an average over 10,000 trajectories. Relative root mean squared differences
(rRMS) values are provided for comparison.
For the 1M, 1D, 2M, 2D models the steady state VMR for mRNA production for the
split-Hill models are 0.997, 1.031, 1.380, 1.496, respectively (compared to 0.983, 0.989,
1.247, 1.321, from before). In the case of one-operator models (1M and 1D) the VMR
of the Split-Hill model match well with the elementary case. In these cases the higher-
order effects are primarily due to the DNA-promoter region going into a period a latency
when bound by a repressor. For the one-operator models this effect is restored. In the
cases of the two-operator repressors the VMR is still significantly different, but now the
reduced model shows a VMR greater than 1, and thus is able to capture non-Poisson
behavior.
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Figure 6.4: Elementary (blue solid line), Hill (red dash-dot line), and Split-Hill (green
dashed line) models, mean Product count versus time for gene A. The inset figure
describes the reaction network. Each line represents an average over 10,000 trajectories.
Finally, the bistable switch model was simulated for the full model, the reduced Hill
model, and the reduced Split-Hill model. The three resulting trajectories for gene A
through time are shown in Figure 6.4. Quantitatively, the rRMS for the Hill and Split-
Hill models are 0.0363 and 0.2425 respectively. The Split-Hill model tends to conserve
modularity more effectively than the Hill-model, presumably due to the more accurate
matching of higher-order statistics.
6.4 Discussion
The results provided within this attempt to quantify the affect and importance of higher-
order moments in stochastic model reduction using complex reaction rate laws. Hill pa-
rameters were fit to mean output protein concentrations and four sample models were
created. Simple feedback loop networks were compared to test accuracy and a bistable
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switch network was used to test modularity. Relative root mean squred differences anal-
ysis was used to quantify the accuracy of the simulation compared to the full elementary
simulation results.
The Hill-type rate law was able to match the mean output protein results for the
four systems with reasonable accuracy (see Figure 6.1). The single complex rate law
was thus used to replace a number of elementary reactions. The four models were then
reconfigured to form simple feedback loops. The mean output of the Hill models were
compared to elementary reaction network results to assess accuracy of the Hill-models
(see Figure 6.2). As was demonstrated the one-operator systems exhibited reasonable
accuracy, but the two-operator models diverged significantly from the full-model results.
The variance-to-mean (VMR) ratios indicate that the two-operator systems diverge
from simple Poisson processes (VMR=1) exhibited by the Hill models. The failure to
match output dynamics using the Hill type kinetic rate law is due to the inability to
accurately account for complex higher-order statistics observed in gene transcription.
The split-Hill model has an additional degree of freedom and was used to test the
direct effect of higher-order statistics on stochastic model reduction. This additional
kinetic constant (k+) can be fit such that accuracy in the feedback loop is much improved
(see Figure 6.3). The VMR, while not an exact match, indicate that the split-Hill model
is able to exhibit the highly non-Poissonian behavior that is observed in these more
complex gene repression schemes. Note that in Figure 6.2 the models with high rRMS
values corresponded to lower k+ values in Figure 6.3. This intuitively makes sense
because the poor fits were likely due to an inability to match higher-order statistics
corresponding to a need for a higher latency period in the availability reactions.
The final observation was concerning modularity. The ability for a smaller kinetic
model to be plugged into a large network without modification to its parameters is a
trait that is highly desirable in gene models. The results from the bistable switch (Figure
6.4) suggest that the effects of higher-order statistics can result in disproportionately
inaccurate mean output results when present in a larger gene network. Indeed, the
slight improvement in dynamic matching in Figures 6.2 and 6.3 results in a dramatic
improvement in accuracy in the larger bistable switch. The ability of ZI-Closure to
construct accurate steady-state profiles of small reaction networks could be used to aid
in the determination of more accurate complex rate laws for use in biological modeling.
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6.5 Conclusion
Model reduction can offer simpler and more intuitively constructed gene network mod-
els. In order to maintain accuracy and modularity, however, these models must account
for higher-order statistics as well. Working with simple models of small gene networks
(1-2 genes) and borrowing kinetic parameters from previous studies we were able to
show that higher-order statistics have a dramatic effect on the accuracy of gene net-
work simulations. The inability of na¨ıvely applied Hill-type kinetics to account for the
variance in the transcription rate suggest that even for simple cases there is room for
improvement in the use of complex rates laws for model reduction. Indeed, by combin-
ing several complex rate laws together in the split-Hill model, accuracy and modularity
were restored in systems exhibiting non-Poisson behavior.
The construction of the split-Hill models were, at the time, performed using SSA
results and a trial-and-error approach. We believe that, given the desire for modular-
ity on the single gene scale, the development of ZI-Closure offers an interesting avenue
in the development of novel model reduction techniques. ZI-Closure operates easily on
small reaction sets, and single gene constructs cannot practically exhibit complex under-
lying behaviors like bimodality (in the Schlo¨gl model). These simplifications make the
immediate implementation of moment closure possible. While Hill-type and Michaelis-
Menten kinetics have historical value in biological simulation, there is room for more
abstract complex rate laws in modeling that can account for higher-order statistics
for stochastic simulation. Such developments could be the key to expanding synthetic
biological modeling beyond small gene networks.
Chapter 7
Concluding Remarks
Biology is at the forefront of scientific exploration as techniques to explore biological
systems, both experimentally and computationally, grow at an unprecedented pace.
Research into the creation of novel functionality in existing biologically systems, in
particular, has become an area of intense focus as the cost of DNA synthesis drops
precipitously. As an engineering discipline research will, eventually, rely on computation
and simulation to save both time and money in the development of complex synthetic
cellular machinery.
Models of biological systems are often considered to be a large set of chemical reac-
tions within a homogenous volume. Such models are traditionally modeled using reac-
tion rate equations as sets of ordinary differential equations. Through the development
of sophisticated computer algorithms and the adoption of supercomputing technology
these models can be of nearly unlimited size and scope. Indeed, full cellular models of
prokaryotic cells have been utilized in systems biology for over a decade now.
These deterministic models, however, are in many cases inadequate for the sim-
ulation of biological systems. Determinism in thermodynamic systems is only truly
applicable at the thermodynamic limit, when the number of interacting particles is
large and the magnitude of fluctuations becomes insignificant. This limit is not, how-
ever, applicable in many biological systems where chemical components such as DNA
or mRNA can exists in single digit molecule counts. Thermal noise can have a dramatic
effect on the dynamics of such systems resulting in an ensemble of possible trajectories
through time. Such an ensemble is decidedly non-deterministic and best described as
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an evolving probability distribution modeled by stochastic mathematics.
Through the use of Gillespie’s stochastic simulation algorithm (SSA) and subse-
quent improvements the stochastic simulation of chemical and biological systems has
experiences an explosion of research endeavors over the past 15 years. Despite these
many important improvements stochastic biological simulation still suffers from several
drawbacks. First, the inability of the SSA to produce steady-state distributions imme-
diately and perform analysis easily results in major computational difficulties even for
simple chemical reaction simulation. Second, the development of novel model reduction
techniques remains mathematically difficult due to the intractability of the underlying
mathematics. The work presented herein on the development of a novel moment closure
scheme, zero-information closure (ZI-Closure), and analytical methods shows promise
in addressing both of these drawbacks.
In Chapter 2 of this thesis a program was produced in Matlab and made available
open-source that can produce moment equations as an augmented under-defined matrix.
This program was invaluable to the production of this thesis, but more importantly will
be valuable in future work in the development of new analytical closure techniques, the
analysis of existing closure techniques and any other analytical techniques developed for
stochastic chemical simulation. We were able to completely eliminate any bottleneck
in producing moment equations (both numerically and symbolically) in Matlab. By
casting the equations as a matrix, as well, it accelerated the use of moment closure to
obtain steady-state distributions by enabling the determination of null spaces for use
with ZI-Closure.
In Chapter 3 our novel moment closure scheme, zero-information closure, was pre-
sented. This closure scheme postulates that there exists a moment-order M above which
no additional information can be gained about the underlying probability distribution
being determined. This assumption is intuitively pleasing as it is ultimately what all
closure schemes claim: that all information is contained in a finite number of lower-order
moments. Additionally, by utilizing a numerical approach to the problem the method
can, in theory, be applied to any chemical reaction network utilizing elementary rate
laws with arbitrary accuracy. We were able to show accuracy and versatility in de-
termining both dynamic and steady-state results, all the way up to 12th-order closure
for the Schlo¨gl model, by far the highest closure order attempted for chemical reaction
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systems at present.
These first two chapters completed the zero-information closure method by allowing
for the determination of moment equations and using ZI-Closure to solve it. The rest of
the thesis focused on analytical methods: non-linear analysis, power spectral analysis,
and model reduction.
In Chapter 4 we extended this work to explore the possibility of performing non-
linear analysis on stochastic systems using the methods of Lyapunov. By determining
the steady-state distribution in Chapter 3 this opened the door to linearizing the moment
equation system and determining eigenvalues and eigenvectors of the stochastic system.
The possibility of using well-established deterministic analytical methods, like the a
priori analysis of stochastic system dynamics with eigenvalue analysis, has the potential
to completly change how stochastic simulation of chemical systems is performed. We
were able to show, again, the versatility of this method along with the accuracy of the
eigenvalues in describing stochastic dynamics. Intriguingly, the Schlo¨gl model, which
has three steady states in the bimodal regime when deterministically modeled, has only
the single ensemble steady state in the stochastic simulation. In the future we hope to
further explore the possibility of things like limit cycles and other behaviors found in
deterministic systems, but never firmly established in stochastic theory.
In Chapter 5 we further extended our analytical toolbox by also including a method
for analytically determining power spectral densities for chemical reaction systems us-
ing the eigenvalue analysis demonstrated in Chapter 4. This work was inspired by a
2006 paper by Warren[117] where analytically derived power spectra are determined for
linear systems. Here we extended this work to include all linear and non-linear chem-
ical systems by using ZI-Closure. Power spectral analysis is often used in determining
dominant oscillatory frequency for stochastic chemical simulation, something that is
often difficult to calculate due to noise. Analytically producing these values opens the
doors to potentially optimizing the oscillatory frequency of biological systems efficiently,
something that is, currently, impractical.
Finally in Chapter 6 we showed some earlier work on model reduction focusing on
the importance of higher-order moments concerning the use of complex reaction rate
laws. We were able to show that the na¨ıve use Hill-type kinetics in the modeling of
transcription can often have a dramatic effect on the accuracy of the simulation when
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placed into a feedback look. Through the development of a novel complex rate law we
called the split-Hill model we were able to show that by restoring accuracy in the higher-
order moments (the variance in particular) that the accuracy in the feedback simulation
was restored. Further, the slight inaccuracies present in the feedback simulation becomes
catastrophic when placed into more complex systems effectively destroying modularity.
The fact that complex rate laws are often used in place of small reaction networks
and necessitate accuracy in higher-order kinetics suggests that ZI-Closure could aid in
the development and refinement of complex non-linear rate laws for use in biological
simulation.
Overall, we have been able to establish a closure method for chemical dynamics that
is accurate, versatile and theoretically well-founded. We have also been able to show
that using moment closure may allow for the use of deterministic analytical methods
in stochastic simulation, a tantalizing possibility when considering the complexity of
stochastic mathematics. We hope that in the future these analytical methods will
be expanded to include model reduction, and look forward to the improvements to
ZI-Closure that may allow closure methods to assist and even supplant Monte Carlo
simulation techniques in the future.
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