Abstract. We consider systems consisting of a finite number of finite automata which communicate by sending messages. We consider number of messages necessary to recognize a language as a complexity measure of the language. We feel that these considerations give a new insight into computational complexity of problems computed by read-only devices in multiprocessor systems. Our considerations are related to multi-party communication complexity, but we make a realistic assumption that each party has a limited memory.
Introduction
Today, communication capacity is one of the most important bottlenecks of computer systems. For this reason, there is a growing interest in communication complexity of problems. From a practical point of view, corresponding complexity measures are often more important than traditional measures such as time and space complexities.
Communication complexity has been introduced as two-party communication complexity. For this measure, an input is divided between two processing units that compute together the output [8] . Communication complexity is defined as the number of message bits exchanged between the processing units. Despite many efforts, the number of results obtained for this measure is relatively low, proving that the field belongs to difficult parts of theoretical computer science. The results that have been obtained so far are often very involved (see for instance [8] ).
Development of distributed computing systems increased interest in multi-party communication complexity. Also, it became clear that interprocessor communication is a crucial limitation for parallel systems and that good parallel algorithms must be communication efficient. Two-party communication complexity has been generalized to some extent to multi-party communication complexity. However, these results often assume specific architecture (see for instance [4] ).
The approach discussed above is based on the assumption that during a two-party computation communication is the most crucial resource and the size limitation of the partially supported by Komitet Badań Naukowych, grant 8 T11C 032 15
Model We consider systems consisting of a finite number of finite automata working independently, except that they may communicate by broadcasting messages. (Since we consider systems of finitely many automata, this is the same, up to a constant factor, as messages delivered in a point-to-point fashion.) Since each automaton has only finitely many internal states, the number of different messages is finite, as well. Transition function of a single automaton depends on its internal state, an input symbol seen and all messages received from the other automata at this moment. The messages are delivered instantly. The automata work synchronously. More formally, we define such systems as follows: 
where m j denotes the message sent by automaton A j during the first phase of the step (if no message is sent by A j , then m j = nil).
We say that an l-automata system accepts a language L, when a fixed automaton (for instance the first one) enters an accepting state on input x if and only if x ∈ L.
Complexity classes We define MESSAGE l ( f (n)) as the class of all languages that may be recognized by an l-automata system where at most f (n) messages are sent for every input word of length n. By MESSAGE( f (n)) we denote l∈N MESSAGE l ( f (n)). Note that even MESSAGE 2 (1) contains non-regular languages. Indeed, {a m b m |m ∈ N} ∈ MESSAGE 2 (1). Similarly, {a m b m c m |m ∈ N} ∈ MESSAGE 3 (1) but is not context-free.
New results
We prove a number of hierarchy results for MESSAGE complexity measure. The first one is the hierarchy result for a constant number of messages:
We present an example of a language that requires a double-logarithmic number of messages:
The following example shows that there are languages requiring Ω(n) messages:
We already know that there are languages requiring Θ(loglog(n)) and Θ(n) messages, respectively. It is interesting to see that there is a dense hierarchy between these bounds. In particular, for simple functions f such as n c for c < 1, and log c n for c ∈ N we may obtain a hierarchy result. Finally, we give examples when a superlinear number of messages is necessary: Theorem 5. Computing product over F 2 of square matrices with n elements (giving the output through a one-way output tape) requires Ω(n 3/2 /β(n)) messages, for any number of automata in the system and every β(n) = ω(log 2 (n)). (By a standard algorithm O(n 3/2 ) messages are sufficient.)
Theorem 4. There exists a constant c > 0 such that for any Turing machine time-
Theorem 5 can be derived from the results on two-party communication complexity [1] through simulating a system of finite automata in a two-party communication model (see the forthcoming full version of the paper). Here we give a relatively simple and direct proof based on Kolmogorov complexity. Also, we may derive some hierarchy results for superlinear number of messages using results known for the class LOGSPACE. However, the last technique does not provide a tight hierarchy. A variant of Theorem 5 gives explicit examples of functions for bounds between n and n 3/2 .
We assume that the reader is familiar with Kolmogorov complexity concept ( [10] ), which is the most important tool in crucial moments of our proofs.
Organization of the paper In this extended abstract we present sketches of the proofs of Theorems 1 (Section 2), 2 and 4 (Section 3), and 5 (Section 4). The details and the omitted proofs will be included in the full version of the paper.
Hierarchy for a constant number of messages
We prove Theorem 1 by showing that the following languages separate the classes MESSAGE l (k − 1) and MESSAGE l (k + 1):
where D(x, y i ) holds if the characters at positions |x|, 2|x|, . . . , (l − 1)|x| in y i are ones.
First let us see that an l-automata system may recognize L l k using k + 1 messages. First, all automata work in a cycle of length l. During this cycle automaton A i makes exactly i moves to the right. This is continued until A 1 reaches the endmarker terminating x. Till this moment, A i has moved (i − 1) · |x| positions in y 1 . Then the automata check if there are ones on positions |x|, 2|x|, . . . , (l − 1)|x| in y 1 . In order to check the form of y 2 all automata move their heads at the same speed to the right, and A 1 sends a message once it reaches the symbol # marking the beginning of y 2 . The computation continues this way until all y i are checked. Finally, A 2 , . . . , A l send messages saying if all tests were positive. This is organized so that only one message is sent: at step i of the final phase, automaton A i+1 sends its message if anything was wrong and the whole system halts in a rejecting state. If the characters seen by A i+1 witness that the input is in L l k , then A i+1 sends no message.
We argue that L l k ∈ MESSAGE l (k − 1). Intuitively any two-way deterministic finite automaton cannot "remember" the symbol of y i on position |x| at configuration in which the position of the automaton on y i is far from position |x|. Moreover, we show that for appropriate inputs the messages are sent only in configurations in which one of the automata is "near" symbol # or an endmarker. It follows that using l automata and sending k − 1 messages we can check only (k − 1)(l − 1) positions. But there are k(l − 1) positions to be checked. Below we sketch a proof based on this intuition. Proof. A simple induction. We commence by considering the state q 1 ∈ Q. If there is any word v that causes A to loop inside v while entered v from the left side in state q 1 , then we put b
(1) = v. Otherwise, if there is any word w that causes A to leave w to the left, when entered w from the left in state q 1 , then we put b (1) = w for some such a word w. Otherwise b (1) is an empty word. Then we consider q 2 ∈ Q. If there is a word v such that A loops inside b (0) v if entered it from the left in state q 2 , then we put b (2) = b (1) v . Otherwise, if there is w such that A leaves b (1) w to the left, after some computation within b (1) w started in state q 2 at the left side, then we put b (2) (1) . We proceed this way until we consider all states of A. We put b L = b (q) (where q = |Q|). By reversing directions we construct b R .
Let b be a word given by Lemma 1 for an automaton A. We consider inputs of a special form consisting of bits separated by word b:
The purpose of these words b is to enforce a quasi one-way work of A on z. By Lemma 1, we see that if the head of automaton A enters a word b z from the left (right) and reaches z 1 (z n ), then it leaves b z to the right (left) after some number of steps. Indeed, since the head comes through b, it cannot loop inside any word starting with b or go back through b in the opposite direction as started.
Our goal now is to show that a finite automaton cannot recognize what symbol stands in the middle of a word, even if we inspect the computation time. In fact, this is not true at some specific situations. We prove our claim for inputs b z , where z is random in the sense of Kolomogorov complexity. By clock characterization of word z we mean the set of tuples (q 1 , p, q 2 ,t) such that if the head of A enters b z in the state q 1 on side p ∈ {Left, Right} of b z , and reaches z 1 for p = Left or z n for p = Right, then the head leaves b z in the state q 2 on the other side of b z after t steps. Thus, clock characterization gives all information provided by the outcome of the computation on b z including such "side channel" information as computation time. Proof. (sketch) Assume for simplicity that the clock characterization of z consists of a single element (q , Left, q ,t). Consider a computation of A starting in the state q at the leftmost symbol of b z . For i ≤ n, let q i be the state of A at the moment when the head reaches z i for the first time. (So, by definition of b, the head cannot return to z i−1 anymore after this moment). We say that subsequence q j , q j+1 , . . . , q j+h is a cycle if q j = q j+h and the states q j , q j+1 , . . . , q j+h−1 are different. Obviously, every subsequence of q 1 , . . . , q n of length q contains a cycle. Let f be the cycle which occurs most frequently in q n/2 , . . . , q n . So, it occurs Ω(n) times. There exists at least one occurrence of the first state of f in q 1 , q 2 , . . . , q n/4 , say at position j. Indeed, otherwise z would be compressible, i.e. K(z) < n − c logn. Let Z i be the word obtained from z by moving the subwords of z corresponding to the first i cycles f from the second half of z to position j. In this way, we obtain Ω(n) words Z i with the same clock characterization as z.
If the number of bits moved left to obtain Z i from z is smaller than n/4, then the middle bit in Z i is some bit from the first half of z. Note that this situation occurs for Ω(n) cases of i. The lemma holds if one of those bits is a zero. Otherwise, z contains ones on positions n/2 − i| f | for i = 1, 2, . . . , s, where s = Ω(n). This means, however, that we could compress z by Ω(n) bits, a contradiction.
The proof easily generalizes to clock characterizations containing more, say r, elements. It suffices to consider sequences of r-tuples of states. Now consider a computation of M on an input of the form b z 1 #b z 2 # . . . #b z m . We distinguish periods, called later internal periods, when no automaton sees an endmarker or an #. Consider an internal period τ. Let A p denote an automaton that has left an endmarker or an # at the beginning of period τ. Let ρ denote this endmarker or #. We show that a message can be sent only at the beginning of period τ, when head A p is still close to ρ. If any automaton sends a message during period τ, then by properties of b, it happens when it scans a single b, i.e. within O(|b|) steps. At this time, the head of A p makes O(|b|) moves on the input. After receiving the first message we enter a new phase of the internal period, when a second message can be sent. Notice that again it must happen within O(|b|) steps, if it happens at all. Again the distance of A p from ρ may increase by at most O(|b|). Since totally at most c messages are sent during the whole computation, it follows that the distance of A p from ρ is O(c · |b|) at the moments when a message is sent during internal period τ.
At this point we are ready to prove Theorem 1. Assume that M is an l-automata system that recognizes L l k with at most k − 1 messages. Now we consider an input x#y 1 # . . . #y k defined as follows. For each i, word y i has the form b z i , where b is given by Border Lemma, x = (1b) n , for large enough n, |y i | > l · |x|, and K(z i ) ≥ |z i | − c · log|z i |, for i ≤ k. Let the symbols on positions |x|, 2|x|, . . . , (l −1)|x| in y 1 , y 2 , . . . , y k be called important symbols. We assume that all important symbols are ones. Let y i, j be the subword of y i consisting of symbols on positions j · |x| − √ n , . . . , j · |x| + √ n .
Without loss of generality we assume that M accepts at the moment when all heads stand at the first symbol of the input. By Border Lemma, if a message is sent, at least one head is at distance O(|b|) from an # or an endmarker. So at most l − 1 automata have their heads near the important symbols. Hence there are i, j such that no message is sent if a head is inside y i, j . By Confusion Lemma, the substring y i, j may be replaced by a string y i, j having the same clock characterization, but a zero in the middle. Since no message is sent when a head is inside y i, j (y i, j respectively), the same clock characterizations guarantee the same result at the end of the computation (note that the heads are outside y i, j (y i, j ) at this moment). A contradiction, since the modified word is not in L l k . Theorem 1.
3 Hierarchy between log log n and n
In this section we prove Theorems 2 and 4. The lower bound arguments are based on Lemma 4. It says that Ω(m) messages are needed in order to check whether the lengths of consecutive blocks of ones in a word of the form #1 
Proof. Assume that there exists a multi-automata system S that recognizes language L α, f and uses h(n) = o( f (n)) = o(m) messages on w for every input x w y ∈ L α, f . First we shall show that no message is sent on a "long" sequence of "long" blocks of ones in the middle part of an input z ∈ L α, f . Then we shall find two blocks #1 d i # and #1 d j # such that the system does not distinguish between z and a word z obtained from z by extending the block #1 d i # and shortening the block #1 d j # by some number of ones. Let Q S be the set of states of the automata of S. We focus our attention on a set
We consider messages sent during computation of S on a word x w y ∈ W m . Let w = #1 d u # . . . #1 d u+a−1 # be a subword of w such that no message was sent while any automaton was reading w . Since h(n) = o(n), we can choose w so that u > m/2 and a is a large constant (to be determined later), if m is large enough.
We inspect more closely behavior of S on w . For each block of ones in w , we define a trace of computation on w : for u ≤ i ≤ u + a − 1, trace T i is the set of tuples
where A j is an automaton of S, q, q f , q t ∈ Q, s, s f , s t ∈ {Le f t, Right}, satisfying the following properties: during a computation of A j on w started at side s of w in state q, block i of 1's is entered for the kth time on side s f in state q f and is left on side s t in state q t . Observe that k ≤ |Q S |, so the number of possible traces is bounded by some function of |Q S |. But |Q S | is a constant, so we may take a number a bigger than the number of possible traces. Then there are two blocks of 1's in w , say the ith and the jth, with the same traces.
Let us look closer at computation of automata of S on the ith and the jth blocks in w . Each automaton entering such a block either leaves it on the same side, or goes to the opposite end. In the first case, the automaton cannot reach more than |Q S | symbols inside the block, since otherwise it would loop and go to the opposite end. In the second case, after at most |Q S | steps the automaton enters a loop. The number of symbols read during the loop, say r, is at most |Q S |. Observe that we may extend the block of ones by a multiple of r and the automaton reaches the opposite end in the same state. We may also shorten it by a multiple of r provided that we leave place for initial steps before going into the loop. In our construction we shorten or extend the blocks of ones by |Q S |! ones. The trick is that this number is a multiple of any r considered above. The second point is that the blocks have length at least 2|Q S |!, so we leave place for automata to get into the loop or return to the side of arrival within the remaining part of the block.
In order to fool S, we replace 1
As already noticed, this leaves the traces unchanged. It follows that blocks i and j are traversed in the same way and the same number of times as before. The only difference is that the runs through block i are longer than before, and the runs through block j are shorter than before. However, the additional time lost on block i is equal to the time saved on block j. This follows from the fact that each automaton goes through the same loops on both blocks and that we have extended and shortened them by the same number of ones. Since each automaton spends the same time on w as before, S cannot detect any change. However, the changed word does not satisfy the conditions from the definition of L α, f . Now we prove the lower bound of Theorem 2. By Lemma 4, it suffices to show that the number of blocks of ones is Ω(log logn) for infinitely many words x ∈ L a,b . If a and b are prime, 
A two-automata system may recognize L a,b as follows:
1. The first automaton checks that the lengths of the first two blocks of ones are equal to a and b. 2. For i = 3, . . . , k the system checks that f i = 1 mod f i−2 and f i = 1 mod f i−1 (if not, then it rejects) 3. Accept
Checking that f i = 1 mod f i−1 is performed as follows: automaton A 1 goes from the left to the right over block i while automaton A 2 loops between the "ends" of block i − 1. They finish when the automaton A 1 reaches symbol # and sends a message. Since A 2 may remember in states if it has left the symbol # in the previous step, the result may be easily established. Now we sketch the proof of Theorem 4. Let M be a 2-tape Turing machine which makes exactly f (n) steps on input 1 n . We construct a language L M which requires 
It is easy to check that if |z k | = n, then k = Ω(loglogn). The bound Ω( f 2 (loglog n)) on the number of messages necessary to recognize L M follows from Lemma 4, since we have to check that f 2 (k) blocks of ones in e k have the same length. It is tedious but relatively easy to show that O( f 2 (k)) messages suffice to check the whole structure of z k .
Theorem 4
Superlinear size of communication
In this section we sketch the proof of Theorem 5. We assume that the first input matrix is listed row by row, the second matrix is listed column by column (rows and columns are separated by # symbols). Moreover, the output matrix is printed out column by column. An implementation of the standard algorithm for multiplying matrices requires O(n 3/2 ) messages. So the non-trivial part of this theorem is to show the lower bound claimed.
Consider an l-automata system M computing product of matrices over F 2 . We count the write operations on the output tape as messages (this does not change the number of messages significantly). Consider a computation of M on an input x#y describing two N × N matrices X and Y , n = 2N 2 + 2N, such that K(x#y) ≥ 2N 2 − c log2N 2 . We divide computation into phases during which the automata generate s(N) bits of the output (number s(N) will be chosen in a moment). We prove the following key property: Let β(n) = ω(log 2 n), γ(n) = β(n)/ log 2 (n). We take s(N) = γ 1/3 (n) log n and k(N) = N/(γ 2/3 (n) logN). These functions satisfy conditions of Claim A, so we get that N 3 /β(n) messages are necessary. This concludes the proof of Theorem 5.
