Abstract-The two-channel multiple descriptions problem for an i.i.d source, with feed-forward to one or both side-decoders is considered. A single-letter achievable rate-region is derived; it enlarges the best known rate-region for multiple descriptions without feed-forward. The proof of the result uses a blockMarkov superposition source coding strategy. In point-to-point source coding, feed-forward does not decrease the rate-distortion function of an i.i.d source. In contrast, an example is provided to show that the derived region can be larger than the optimal multiple description rate region without feed-forward.
I. INTRODUCTION
Consider a communication network in which we wish to compress a streaming source of data into packets at one node and transmit them to another node. Assume there is a chance that a packet might be lost and never reach its destination. So we compress each block of data simultaneously into two different packets and send them through different routes. We get a good reconstruction on reception of either packet, but we would like a better reconstruction if both packets are receivedhow should we compress the source into two different descriptions? This, in essence, is the multiple descriptions problem, first posed by Gersho, Ozarow, Witsenhausen and others.
The multiple descriptions set-up is shown in Figure 1 . In the standard problem, switches S 1 and S 2 are both open. X = {X n } ∞ n=1 is a source with known distribution. The encoder encodes each block of source samples in two different ways: decoder 1 receives R 1 bits/sample and produces reconstruction X 1 . Similarly, decoder 2 receives R 2 bits/sample and produceŝ X 2 . Decoder 0 receives the full R 1 + R 2 bits/sample and produces reconstructionX 0 . Assume suitable distortion measures have been defined for all decoders; let D 1 , D 2 , D 0 denote the average distortions with which decoders 1, 2 and 0 are able to reconstruct the source. The problem is to determine the set of all quintuples (R 1 , R 2 , D 1 , D 2 , D 0 ) that are achievable in the usual Shannon sense. This problem has been studied in several notable papers, e.g. [1] - [8] . In this paper, we study multiple descriptions source coding with feed-forward.
To explain the notion of feed-forward in simple terms, let us first consider the point-to-point case. In the usual fixed-rate lossy source coding problem, there is a source X that has to be reconstructed with some distortion D. The encoder takes a block of, say, N source samples and maps it to an index This work was supported by NSF Grant ITR-0427385 and Grant (CA-REER) CCF-0448115. in a codebook. The decoder uses this index to reconstruct the N source samples. In source coding with feed-forward, the encoder works in a similar fashion and sends an index to the decoder. The decoder generates the reconstructions sequentially: in order to reconstruct each source sample, the decoder has access to the index and some past source samples. Let X n ,X n denote the source and reconstruction samples at time n, respectively. If the source samples are available with a delay k after the index is sent, the decoder has knowledge of the index plus the source samples until time n − k to producê X n . We call this set-up feed-forward with delay k.
The notion of feed-forward is applicable to multi-terminal problems as well. Figure 1 shows a multiple descriptions system with feed-forward. Assume switch S 1 is closed and the source samples are sequentially available with a delay k after the indices are sent. To generateX 1n , decoder 1 has knowledge of the index in a codebook (of rate R 1 ) plus the source samples until time n − k. In this paper, we study the achievable quintuples (R 1 , R 2 , D 1 , D 2 , D 0 ) when one or both of S 1 and S 2 are closed.
Source coding with feed-forward is relevant in many different settings. The problem was motivated and studied from a communications perspective in [9] - [11] as a variant of source coding with side information. For example, consider a field to be compressed and communicated from one node to another in a network. This field (e.g. an acoustic field) could propagate through the medium at a slow rate and become available at the destination node as side-information with some delay.
Source coding with feed-forward is also related closely to prediction. In fact, it was first considered in the context of competitive prediction in [12] . The following problem is an-other example that motivates our study of multiple descriptions with feed-forward. There are four agents Alice, Bob, Carol and Dave. Alice has an equiprobable binary source; Bob, Carol and Dave are interested in reconstructing the source sequence. Bob and Carol each want to reconstruct with the fraction of their errors being at most d, while Dave needs error-free reconstruction. Bob and Carol agree to buy some information from Alice separately, and Dave agrees to buy the information available to both Bob and Carol. Further assume that after reconstruction of each source sample, Alice tells Carol (but not Bob and Dave) if she made an error or not. The minimum rates of information that Alice would have to supply to Bob and Carol under this scenario is the multiple description rate-distortion region with feed-forward to Carol only. This example is studied in detail in Section III.
In [9] , a simple multiple-description coding scheme was presented for i.i.d. Gaussian sources with feed-forward to all decoders (0,1 and 2) with delay k = 1. The coding scheme was shown to achieve the optimal rate-distortion region for the i.i.d Gaussian source with feed-forward. In this paper, we present an achievable rate-region for any discrete memoryless source with arbitrary feed-forward delay k, when one or both of S 1 and S 2 in Figure 1 are closed. In point-to-point source coding, feed-forward does not decrease the rate-distortion function of a discrete memoryless source. In contrast, for multiple descriptions, our results show that the rate-distortion region can be enlarged with feed-forward.
II. PROBLEM STATEMENT AND MAIN RESULTS
Consider a discrete memoryless source X with finite alphabet X . We assume that the source samples X n , n = 1, 2, . . . are independent and identically distributed (i.i.d) according to a probability mass function P X (x). Let X 0 , X 1 , X 2 denote the finite reconstruction spaces of decoder 0,1 and 2, respectively. Each reconstruction has an associated single-letter distortion measure d m : X × X m → R, m = 0, 1, 2. The distortion on N -length sequences is the average of the per-letter distortions.
A. Feed-forward to only one decoder
Without loss of generality assume S 1 is open and S 2 is closed in Figure 1 .
) multiple description code of block length N and rates (R 1 , R 2 ), with delay k feedforward to decoder 2, consists of:
2) Mappings for decoders 0 and 1:
3) A sequence of mappings for decoder 2:
The encoder maps each N -length source sequence to a pair of indices in in {1, . . . , 2 NR1 } × {1, . . . , 2 NR2 }. The decoders receive their respective indices. In addition, decoder 2 has access to the source samples until time (n − k) to reconstruct the nth sample,. Achievable rates are defined in the usual Shannon sense.
Definition 2: (R 1 , R 2 ) is an achievable rate pair for dis-
NR1 , 2 NR2 ) multiple description codes with feedforward delay k, such that for sufficiently large N ,
is the closure of the set of achievable rate pairs for distortion
Our main result is the following theorem.
is achievable -with delay k feed-forward to decoder 2 only-if there exist random variables U,X 1 ,X 2 ,X 0 jointly distributed with the source X such that
The proof of the theorem is given in Section IV. Notice that the rate-region specified by the theorem does not depend on the feed-forward delay k, i.e., the region is achievable for any finite delay k. We can compare this rate region with the rates achievable for multiple descriptions without feed-forward. The multiple descriptions rate-distortion region (without feed-forward) is known only for certain special cases (see [1] , [2] , [4] , [6] ). The best known achievable region for the general two-channel multiple descriptions problem for an i.i.d source is due to Zhang and Berger [5] . We reproduce this rate-region below in a slightly modified, but equivalent, form.
is achievable (without feed-forward) if there exist random variables U,X 1 ,X 2 ,X 0 jointly distributed with the source X such that
To see that Theorem 1 enlarges the no-feed-forward rate region, consider any set of random variables U,X 1 ,X 2 ,X 0 jointly distributed with X. Set R 1 = I(X;X 1 U ) + for some small > 0. We can have one of two situations:
(a) R 1 = I(X;X 1 U ) + ≤ I(XX 2 ;X 1 |U ): In this case, from Theorem 1, R 2 = I(XX 1 ;X 2 |U )+I(X;X 0 |X 1X2 U )+ is achievable. This represents a savings of I(U ; X) bits/sample over the minimum R 2 without feed-forward (specified by Theorem 2).
(b) R 1 = I(X;X 1 U ) + > I(XX 2 ;X 1 |U ): We now have
is achievable, a savings of I(X 2 ;X 1 |XU ) bits/sample over the no-feed-forward case. Of course, the potential savings in rate may be greater since we have only presented an achievable rate region.
B. Feed-forward to both decoders 1 and 2
Switches S 1 and S 2 in Figure 1 are both closed. An (N, 2 NR1 , 2 NR2 ) multiple description code with delay k feedforward is defined in the same way as the previous subsection, except that now both decoder 1 and 2 are defined by a sequence of mappings. In addition to the index, both decoders 1 and 2 have access to the source samples until time (n − k).
Achievable rates are defined as before. Clearly, the region of Theorem 1 is achievable. The rate region obtained by switching the roles of R 1 and R 2 in Theorem 1 is also achievable. Thus the convex hull of the union of these two regions is a (possibly larger) achievable rate-region.
III. EXAMPLE
Consider an i.i.d binary source X with pmf P X (0) = P X (1) = 1/2. The reconstruction spaces are all binary and the distortion measures are Hamming, i.e., d(x,x m ) = δ x =xm , m = 0, 1, 2. Suppose decoders 1 and 2 want to reconstruct X with distortion d, while decoder 0 needs errorfree reconstruction. We want to characterize the minimum sum-rate
A lower bound to r sum (d) without feed-forward was obtained in [5, Theorem 3, Section VIII] 2 :
Let us now assume only decoder 2 gets feed-forward with delay k. Let U be a binary-valued random variable and fix the conditional distribution P U,X1,X2,X0|X = P U|X PX 1 ,X2|XU PX 0 |XUX1X2 as follows. Fix a parameter D 0 , 0 ≤ D 0 ≤ 1 and define
2 There appears to be a typo in the statement of the result in [5, Theorem 3]. The correct version (given here) can be obtained from the proof of that theorem. 
PX
1 ,X2|XU is defined as
X 0 is a function of (U,X 1 ,X 2 ):
It is easy to check that this joint distribution achieves the distortion triple (D 1 = d, D 2 = d, D 0 = 0). Using this in Theorem 1, we can obtain an achievable rate-region when only decoder 2 receives feed-forward. The relevant information quantities are calculated below, with h(.) used to denote the binary entropy function.
(6) contains all the expressions required to compute the rateregion of Theorem 1. Thus for each d, we can select the value D 0 to yield the best rate-constraint and obtain an achievable upper bound to r sum (d) in (1) (with feed-forward to only one decoder). This is plotted in graph (b) of Figure 2 for distortions d ≥ 0.08. Graph (a) is the Zhang-Berger lower bound (2) to r sum (d) without feed-forward. We see that for all the distortions considered, feed-forward to one decoder yields achievable rates smaller than the optimal no feed-forward rate. Since decoders 1 and 2 produce reconstructions with distortion d, R 1 and R 2 have to each be greater than the Shannon ratedistortion function R(d) = 1−h(d). This is true both with and without feed-forward. Thus a simple lower bound to r sum (d) with feed-forward is r sum (d) > 2(1 − h(d)), which is plotted in graph (c) of Figure 2 . Of particular interest is the situation when the sum rate R 1 + R 2 = 1. This is the case of no excess rate to the central decoder [4] . Setting D 0 = 0.25945, we see from Theorem 1 that (R 1 = 0.5, R 2 = 0.5) can achieve d = 0.12 with feedforward to one decoder. In comparison, it was shown in [3] that with rates of (0.5,0.5) and no feed-forward, the minimum achievable distortion at each side-decoder is ( √ 2 − 1)/2 = 0.207.
IV. PROOF OF THEOREM 1
Assume delay k feed-forward, i.e. each source sample is available at the decoder N + k time units after it is available to the encoder (N will be a measure of block-length in the coding scheme). First fix the joint distribution
In the sequel, upper-case letters will be used for random variables and lower-case letters for their realizations. Vectors will be denoted in bold letters.
To prove the theorem, we shall use the properties of strongly -typical sequences [13] ) is denoted T (X,X 1 ,X 2 ). Similar definitions of typicality hold for other joint and conditional distributions.
We divide the source sequence into a large number of blocks, say B blocks, with each block containing N 2 source symbols. To exploit the feed-forward, we shall use a blockMarkov superposition strategy [14] , [15] covering two adjacent blocks. The ideas of non-random binning and restricted encoding, introduced in [15] , will be used in the proof.
Random Coding: Choose U(1) , . . . , U(M 0 ) independently according to a uniform distribution over the set T (U) of all the -typical N/2-vectors U. For each U(i), choose a codebook
U can be thought of as a 'cloud center' conditioned on which reconstructions are produced at decoders 1 and 2. The coding strategy uses the feed-forward to decoder 2 to convey u 'cheaply' to the decoders. To facilitate this, we partition eacĥ X i 1 codebook into M 0 disjoint cells, so that each cell has M 1 /M 0 elements, as shown in Figure 3 . We have assumed for simplicity that M 1 /M 0 is an integer.
Encoding: We encode a source sequence x spanning B blocks, each block containing N/2 source symbols. We denote the bth block by x b , b = 1, . . . B. Thus
Step 0: Set u 1 = U(1).
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Codebook 1 Fig. 3 . Codebook cells for decoder 1
Step b (b = 1, . . . , B): Assuming u b is known to be equal to U(i), encode x b as follows. Observe the next length-N/2 block x b+1 and find a j ∈ {1, . . . , M 0 } such that (x b+1 , U(j)) ∈ T (X, U). Set u b+1 = U(j). If no such j is found or if b = B, set u b+1 = U(1). So we have
Note that we restrict ourselves to one cell within theX i 1 codebook. Restricted encoding enables decoder 2 to take advantage of the feed-forward. Decoders 1 and 2 will receive w 1b and w 2b , respectively and produce reconstructionsx 1b andx 2b . Later, decoder 2 learns x b precisely through feedforward and tries to decodex 1b using (x b ,x 2b ). To facilitate this, the encoder might need to send some extra bits to decoder 2 (in addition to w 2b ). These extra bits sent to decoder 2 are represented as an additional index w 2b from an appropriate codebook of size 2 R 2 N/2 . The total rate R 2 sent to decoder 2 is thus R 2 + R 2 . In summary, the encoder sends w 1b to decoder 1 and (w 2b , w 2b ) to decoder 2.
Decoding: Since there is a growing amount of information available at decoder 2(due to feed-forward), the time-line of observations at the encoder and decoder is important. Recall that a source sample is available to the decoder N + k time units after it is produced. The time-line of various events at the encoder and decoder with k = 1 is shown in Table I .
Step b (b = 1, . . . , B): To produce the indices corresponding to block b, the encoder uses blocks x b and x b+1 . At time (b + 1)N/2, the source has produced b + 1 blocks, indices w 1b , (w 2b , w 2b ), (w 1b , w 2b , w 2b ) are received by decoders 1, 2, 0, respectively. As will be explained, u b = U(i) has been decoded by all decoders just before time (b + 1)N/2. The appropriate codebooksX i 1 ,X i 2 are used and reconstructionŝ x 1b ,x 2b are produced using w 1b , w 2b , respectively. The generation ofx 0b is described at the end of the proof.
By time instant (b + 2)N/2, decoder 2 has received the first b blocks of source samples x 1 , . . . , x b through feed-forward (each block has length N/2; we can assume N >> k, so that receiving N/2 − k source samples is equivalent to receiving the entire block). Decoder 2 then tries to findx 1b from theX
If there is more than onex 1b satisfying the condition, w 2b resolves the list. The cell number j * ofx 1b determines u b+1 = U(j * ). Thus by time instant (b + 2)N/2, all three decoders know u b+1 .
Probability of Error: For our coding strategy, we will b (b = 1, . . . , B) if one or more of the following events occur.
1) Event E 1 : The source vector x b is not a typical sequence with respect to P X . 2) E 2 : The encoder cannot find j ∈ {1, . . . , M 0 } such that U(j) is jointly typical with x b+1 . 3) E 3 : Assuming u b = U(i), u b+1 = U(j), the encoder cannot find a (x 1b ,x 2b ) such that (x,x 1b ,x 2b , u b ) is jointly typical andx 1b is in the jth cell of its codebook. 4) E 4 : Decoder 2 is unable to decodex 1b correctly with knowledge of (x b ,x 2b ) and w 2b . We bound the probability of each each event for sufficiently large N as follows. Consider any > 0. With high probability x b is typical with respect to P X . Thus P (E 1 ) < /4.
For b = 1, . . . , B − 1 ,there exists a codebook {U(j), j ∈ {1, . . . , M 0 }} such that with high probability, at least one codeword is jointly typical with
To compute P (E 3 ), we first note that given u b = U(i), u b+1 = U(j), we need to find anx 1b from the jth cell ofX i 1 codebook (a cell has 2 (R1−R0)N/2 codewords) and anx 2b from theX i 2 codebook (2 R 2 N/2 codewords) such that (x 1b ,x 2b ) ∈ T (X 1 ,X 2 |X, U). Using arguments similar to the proof in [1] , we can show that this is possible with high probability (i.e., P (E 3 ) < /4) if R 1 − R 0 > I(X;X 1 |U ) R 2 > I(X;X 2 |U ) R 1 − R 0 + R 2 > I(X;X 1 |U ) + I(X;X 2 |U ) + I(X 1 ;X 2 |XU )
Assuming there was no encoding error, i.e. (E 1 ∪E 2 ∪E 3 ) c , theX 1b chosen by the encoder is jointly typical with (x b ,x 2b ). The probability that another randomX 1b ∈ T (X 1 |U) is jointly typical with a random pair (X b ,X 2b ) ∈ T (X,X 2 |U) is approximately 2 −I(X1;XX2|U)N/2 for large N/2. Thus the number of otherX 1 codewords that are jointly typical with the known pair (x b ,x 2b ) is approximately 
Thus if R 1 > I(X 1 ; XX 2 |U ), w 2b has to resolve a list whose size is given by (9) .Hence we can have P (E 4 ) < /4 if the rate R 2 of the extra index satisfies
Assume (7), (8) and (10) are satisfied. From the arguments above and the union bound, we see that P be , the probability of error in block b, satisfies P be < , b = 2, . . . , B. It should be noted here that in the first step, we arbitrarily set u 1 = U(1). In general, u 1 will not be jointly typical with x 1 . Consequently, for the first block alone P (E 2 ) = 1. The average probability of error over B blocks is for sufficiently large B.
Finally, conditioned on the knowledge of central decoder 0, X can be quantized toX 0 . It can be shown [1] that the extra rate needed by the central decoder is I(X;X 0 |X 1 ,X 2 , U). This overhead needs to be shared between the rates R 1 and R 2 . We combine this shared overhead with the rates specified by (7), (8) and (10), and recognize that R 2 = R 2 + R 2 to obtain the rate region of Theorem 1.
