Quantitative brain tissue segmentation from newborn MRI offers the possibility of improved clinical decision making and diagnosis, new insight into the mechanisms of disease, and new methods for the evaluation of treatment protocols for preterm newborns. Such segmentation is challenging, however, due to the imaging characteristics of the developing brain. Existing techniques for newborn segmentation either achieve automation by ignoring critical distinctions between different tissue types or require extensive expert interaction. Because manual interaction is time consuming and introduces both bias and variability, we have developed a novel automatic segmentation algorithm for brain MRI of newborn infants. The key algorithmic contribution of this work is a new approach for automatically learning patient-specific class conditional probability density functions. The algorithm achieves performance comparable to expert segmentations while automatically identifying cortical gray matter, subcortical gray matter, cerebrospinal fluid, myelinated white matter and unmyelinated white matter. We compared the performance of our algorithm with a previously published semi-automated algorithm and with expert-drawn images. Our algorithm achieved an accuracy comparable with methods that require undesirable manual interaction.
Introduction
Segmentation of newborn brain MRI has important implications for the study and treatment of brain injury and disorder due to prematurity. Shortly after an infant is born, neurodevelopment includes critically important maturational processes which may be measured quantitatively by brain imaging. While the normal developmental process is complex, measures such as relative and absolute brain tissue volumes have been shown to change in a stereotypical manner with age (Huppi et al., 1998) . Premature birth exposes the developing brain to potentially harmful environmental factors at a time when critically important maturational processes are occurring.
This disruption of the normal early developmental trajectory has been associated with significant adverse neurodevelopmental outcomes in later life Thompson et al., 2008; Woodward et al., 2005; Thompson et al., 2007; Shah et al., 2006; Peterson et al., 2003) . We seek to develop better measures of neurodevelopment from MRI and to apply these to clinical decision making and the study of mechanisms of disease in particularly vulnerable children. We present here a novel, automatic algorithm for generating quantitative tissue volume measurements from newborn brain MRI.
Segmentation of newborn brain MRI is different from segmentation of adult brain MRI. In adults, tissue is usually classified as either gray matter, white matter, or cerebrospinal fluid based solely on image-intensity. In newborn MRI, it is necessary to identify additional tissue classes in order to best characterize brain development. In the newborn infant, the process of white-matter myelination progresses rapidly throughout the first year of life and is an important biomarker for brain maturation. Furthermore, cortical and subcortical gray matter are phylogenically and developmentally distinct and warrant separate analysis. Therefore, we seek to differentiate myelinated from unmyelinated white matter and cortical from sub-cortical gray matter. Further parcellation of these tissues into sub-structures is valuable and important, but is not considered here. Figure   1 shows an aligned T1-and T2-weighted MRI from a full-term newborn infant and an associated tissue-class segmentation.
Segmentation of newborn brain MRI is considerably more difficult than segmentation of adult MRI due to reduced contrast and increased noise in images from neonates (Mewes et al., 2006) as well as inverted contrast between gray matter and white matter (Xue et al., 2007) . Intensitybased classification relies on contrast between tissue types adjacent in feature space and adequate signal compared to image noise. In newborn MRI, contrast between gray matter and white matter is reduced compared to adult MRI. Statistical classification identifies an optimal boundary, in feature space, between tissue types. The separability of two tissue types or classes is related to the overlap between classes in feature space. Contrast between tissue classes in newborn MRI is reduced compared to adult MRI because the majority of white matter is as-yet unmyelinated and has a water content closer to that of gray matter than in adults and adolescents. Furthermore, this contrast changes with age reaching a point at about 9 months of age when gray matter and white matter are roughly isointense (Barkovitch, 2005) on MRI and images therefore cannot be classified based on intensity alone. The inversion of contrast between white matter and gray matter, compared to adult MRI, is also a problem given the limited resolution of neonate MRI. Limited resolution, compared to the size of the structures being imaged, leads to significant partial volume effects. With the intensity of unmyelinated white matter being somewhere between gray matter and cerebrospinal fluid, partial volume averaging between these two tissues is often misclassified as unmyelinated white matter (Xue et al., 2007) .
In MR imaging there is a tradeoff between scan duration, voxel size, and signal to noise (SNR).
Each of these factors is significantly more challenging in newborn brain imaging. Because infants' brains are smaller, it is necessary to create higher resolution images in order to appreciate the fine structure of the newborn brain. Smaller voxels lead to noisier images, and the reduced contrast in newborn images compared to adults then leads to reduced contrast to noise ratio (CNR) in images. This can be mitigated by increasing scan duration, however this too is undesirable. Due to concerns about the risks associated with anesthesia, our research MR studies are performed on unsedated infants who have been fed and then swaddled to prevent movement (e.g. Mathur et al., 2008) . There is usually a narrow window after feeding during which the infant will sleep, so it is important to keep scan times to a minimum. Parallel imaging and the next generation of multi-channel imaging coils will help greatly in this regard allowing for an increase in SNR and a decrease in scan time. Sensitive analysis methods are needed presently to overcome these limitations.
Segmentation in adult MRI has been the topic of a great deal of study over the past fifteen years or so, with most successful algorithms employing voxelwise, intensity based classification.
The basic strategy is usually based on statistical classification theory, with a "feature vector" consisting of signal intensities from one or more types of MR image. Given a categorical random variable S referring to tissue class label and continuous random variable G referring to grayscale image intensity, we define the distributions Pr(S = s) = p(s), Pr(S = s|G = g i ) = p(s|g i ) and
. A Bayesian formulation of voxelwise, intensity-based classification can then be posed as follows:
where the value g i is a vector of image intensities representing a point in the feature space for classification. In our case, the vector is a sample, from the same coordinate i, from an aligned T1-weighted MRI and a corresponding T2-weighted MRI. The probabilities over all tissue types sum to one at each voxel coordinate: s p(s|g i ) = 1. A "soft" segmentation is p(s|g i ) or the probability of each tissue class s, at a given voxel coordinate i, given the measured image intensities g i . A
"hard" labeling of the image can be made by choosing the most probable of the tissue classes at each coordinate i:ŝ = arg max s p(s|g i ). In adults and adolescents, it is possible to distinguish gray matter, white matter, and CSF based on T1 and T2 weighted scans. Vannier and colleagues demonstrated as early as 1985 such a scheme with both supervised and unsupervised classification on MRI brain data using systems designed for satellite imaging (Vannier et al., 1985) .
Aside from the associated pre-and post-processing machinery, the key difference in classification strategies is the estimation of the likelihood p(g i |s) and the prior model p(s). Wells et al. introduced an algorithm suitable for images corrupted by a spatially varying intensity artifact (e.g. due to RF sensitivity variations throughout the imaging volume) and devised an ExpectationMaximization (EM) (Dempster et al., 1977) algorithm for simultaneously estimating the posterior probabilities p(s|g i ) and the parameters of a model of the intensity artifact. They modeled the likelihoods both parametrically as Gaussians and non-parametrically using Parzen windowing (Wells et al., 1996) . Warfield introduced a non-parametric strategy based on Cover's density estimation (Cover, 1968) and used an atlas of spatially varying features to augment the classification feature space (Warfield et al., 2000) . Van Leemput extended Wells' EM scheme to also estimate the means and variances of tissue class Gaussians and also to include both a spatially varying prior and a Markov random field (MRF) spatial homogeneity constraint, replacing the global prior p(s) with the product of a spatially varying prior p i (s) and a prior based on the MRF neighborhood p ∂i (s) (Van Leemput et al., 2001) . Such MRF techniques are frequently used in brain segmentation to help remove isolated voxels of misclassification by altering the prior probabilities of tissue classes to favor assigning a voxel to the same class as its neighbors. More recent work has focused on further subdivision of the brain into functional regions with some work on surface-based methods for parcellating the cortex and others working on volumetric, whole-brain techniques (e.g. Dale et al., 1999; Pohl et al., 2007; Makris et al., 2005) . Often these techniques require an intensity-based classification as a starting point.
Updating the model to include a spatially varying prior and a Markov random field prior model results in the following Bayesian formulation of voxelwise, intensity-based classification:
Despite the success of these methods in adult imaging, less attention has been directed toward the segmentation of images from newborns, but several authors have introduced automatic and semi-automatic segmentation schemes in recent years. Prastawa and colleagues introduced a method that generates a map of gray matter, myelinated white matter, unmyelinated white matter, and cerebrospinal fluid in newborn brain MRI (Prastawa et al., 2005) . The authors use an EMestimator similar to the method of Van Leemput. Since these methods are sensitive to initial estimates of the Gaussian tissue class model parameters, the authors use a robust estimation scheme which uses atlas-guided tissue samples, outlier rejection, and a clustering approach for generating two tissue classes (myelin and unmyelinated white matter) from the single white-matter tissue class in their atlas. The resulting segmentation is then used to seed a second segmentation step based on kernel density estimation and a minimum-spanning tree clustering scheme based on the work of Cocosco et al. for outlier rejection (Cocosco et al., 2003) . The authors present an analysis of their work comparing results in a single slice from four subjects to the results of two raters' manual segmentations for gray matter, CSF, and myelinated and unmyelinated white matter.
More recently, Anbeek and colleagues presented a method which generates segmentations of CSF, white matter (combined), and cortical and sub-cortical gray matter (Anbeek et al., 2008) .
For a cohort of 13 subjects, two raters manually thresholded T1-weighted and T2-weighted scans in order to generate binary segmentations for each tissue class, which were then combined into a multi-label segmentation. An automatic segmentation strategy based on k-NN classification was applied to each of these subjects with a feature space comprising both MR image intensity values and voxel coordinates. The 13 subjects were segmented in a leave-one-out fashion with twelve subjects acting as training data for segmentation of the 13th. The authors report results with this within-cohort training strategy.
Xue and colleagues presented a method for segmentation of gray matter, white matter (combined), and CSF (Xue et al., 2007) . Their method is based on parametric density estimates and an EM algorithm with the addition of several steps addressing problems with whole-brain global density estimates. Within the EM estimation, the authors add a Markov random field prior in order to enforce a spatial homogeneity constraint. Since the cortical ribbon is so thin in newborn imaging, the so-called "partial volume averaging" MRI effect presents a more significant problem than in adult brain segmentation at the same resolution. Xue presents a novel technique for removing the effects of partial volume averaging by exploiting the knowledge that misclassification occurs in a predictable way (e.g. CSF and gray matter "average" into an intensity similar to white matter).
The authors also address the difficulty of performing intensity-based classification using global statistics by introducing a local parcel structure which is used to constrain Gaussian parameter estimates to a region of the brain.
The motivation for development of our algorithm was two-fold. First, there is an increased prevalence of high-quality newborn MRI data which makes it desirable to have a fully-automatic method that is capable of taking data from scanner to segmentation without manual intervention.
Second, it is necessary to differentiate myelinated white matter, unmyelinated white matter, cerebrospinal fluid, cortical gray matter and subcortical gray matter. Myelination has been shown to be an important biomarker for neurodevelopment and disease (Barkovitch, 2005) and we therefore have an interest in differentiating it from unmyelinated white matter. Furthermore, the distinct role and architecture of subcortical gray matter make differentiating between cortical and subcortical tissues desirable. Since none of the methods discussed previously met all of these criteria, we were motivated to develop the method discussed here.
Methodology

Overview
We propose here a novel, adaptive classifier fusion algorithm for segmenting newborn brain MRI. Our goal is to take aligned T1-and T2-weighted MR images of a subject and to assign a label of either cortical gray matter, subcortical gray matter, unmyelinated white matter, myelin, cerebrospinal fluid, or background/non-brain to each voxel in an image. Accuracy in this task requires good estimates of the probability distributions of intensities associated with each tissue class. Our algorithm estimates tissue class intensity distributions non-parametrically and is therefore able to represent complex distributions. Construction of such density estimates requires a set of samples of representative tissue MR intensity values, called prototypes, for each tissue class.
Our algorithm starts with a library of template MRI images representing typical subjects of similar developmental age to the study subject. Each template is associated with a large number of manually selected tissue class prototypes. Prototypes are tissue labels, at a particular coordinate in the image, that an expert has chosen as representative of a tissue class. Typically there are several thousand such prototypes per template image. Each template image is then registered to the subject being segmented (the "study subject"), and each template's prototype labels are transferred, through the registration process, to the study subject. The algorithm is initialized with one prototype list for each template image, tailored to the study subject's anatomy through registration. Prototype lists each lead directly to non-parametric density estimates and these, inturn, lead to segmentations of the study subject. These segmentations are then fused in order to improve their accuracy.
The fused classification provides a probabilistic labeling of the study subject's tissues, but may contain errors due to structural differences between the templates and the study subject that cannot be accounted for by registration. The original prototype lists are edited in order to reject prototypes that are likely to have an erroneous label, given the probabilities of the fused classification. The edited prototype lists are then used to generate a new set of segmentations which, in turn, leads to a new fused classification. This cycle of edit prototypes, segment, and fuse forms an iterative process which our algorithm repeats until convergence. Figure 3 gives a graphical overview of this process.
Classification
We refer to the true underlying segmentation as T and refer to its value at a particular voxel index i as T i . A probabilistic segmentation is therefore p(T i = s) for all tissue labels s. p(T i ) is estimated through a classifier fusion strategy and we introduce several more variables to support this. A number of estimated segmentations are to be fused. These segmentations are indexed with j and voxel coordinates within a segmentation with i, so that D i j is the segmentation label at coordinate i in estimated segmentation D j . We refer to the collection of segmentations D j as D.
Our algorithm fuses these estimates in an optimal way such that less-reliable estimates are given less weight than more reliable ones. The probabilities of the true, unknown segmentation are estimated as:
The variable Θ is a collection of matrices θ j , one for each noisy segmentation estimate. Each θ j is a matrix of probabilities associated with the types of errors that the estimate might contain with respect to the true, unknown segmentation. The elements of θ j are θ jss = p(D j = s|T = s ). The diagonal elements where s = s are the probability of correctly identifying each label, while the off-diagonal elements (s s ) represent each possible disagreement between the segmentation D j and the true, unknown segmentation. The STAPLE algorithm ) is used to solve Equation 3 without a priori knowledge of the true, unknown segmentation p(T ) and below we address how we estimate the various components of this equation.
Each of the estimated segmentations D j is the result of classification with a set of classconditional probability densities p j (g i |s) arising from separate prototype lists. Each segmentation is:
Where g i is a 2-vector of MR intensities, from an aligned T1-weighted and T2-weighted image, at a given coordinate i. p j (g i |s) is the class-conditional probability density function estimates arising from the prototypes registered from template subject j, p i (s) is a spatially varying prior from an atlas of prior probabilities, and p ∂i (s) is a Markov random field prior in a neighborhood centered around coordinate i in order to model spatial homogeneity.
What differs between each estimated segmentation D j is the estimate of the class-conditional probability density function p j (g i |s). Our algorithm uses a non-parametric density estimate for this task. This strategy requires a list of prototypes for each tissue class and generates a density estimate based on this list. Prototypes are of the form (i, s, g i ) and are triplets of coordinate, tissue class label, and associated intensity samples. In a supervised classification strategy, these could be points hand chosen by an expert. Here we choose them by non-rigid registration of template subject images to our study subject.
Each template has an associated list of prototype positions and labels (i k , s k ), k = 1 . . . n that were hand-chosen by an expert as representative locations of each tissue class. Several hundred points were chosen for each tissue class, on average, from each template image. Each template image is then registered to the study subject using mutual-information based registration between the template's structural image (usually a T1-weighted MRI) and the study subject's T1-weighted MRI. First an initial rigid registration is performed, then affine, and finally a non-rigid B-spline based free-form deformation. The registration of template to the study subject yields a transformation of voxel coordinates T . This transformation is then applied to the list of prototype coordinates associated with that template subject. If i = T {i } so i is coordinate i transformed, then T can be used to transform the prototypes (i k , s k ) to (i k , s k ) for all points k = 1 . . . n.
Through registration, our algorithm projects the prototype coordinates of a template subject onto the study subject. The grayscale image data from the study subject is sampled using the transformed coordinates and their associated labels. Sampling turns pairs of prototype coordinates and labels (i k , s k ) into triplets of coordinates, labels, and grayscale intensity values (i k , s k , g i k ). A list of such prototypes generated from each template subject
formed. These prototypes are used to directly estimate p j (g i |s) using the method due to Cover (Cover, 1968) . The resulting p j (g i |s) is tailored to the grayscale T1 and T2 data from the study subject and varies based on how well template subject j could be registered to the study subject.
Segmentations At this stage, the algorithm has an estimated segmentation and it is therefore possible to revisit each of the prototype lists L j and remove prototypes that are inconsistent with the current estimate of the underlying subject anatomy. Such an edited prototype list will improve our density estimates and the resulting segmentations. For each prototype list L j , and for each prototype k, a prototype
is evaluated. A random number is generated r ∈ [0, 1] and if r > p(T i = s|D, Θ), then that prototype is removed from its list. So if a prototype at coordinate i indicates s is gray matter and p(T i |D, Θ) specifies gray matter probability at 0.8 at that coordinate, then we generate a random number such that there is a p = 0.8 chance of keeping that prototype and a 1 − p = 0.2 chance of its removal.
Given our edited lists of prototypes L j , our algorithm generates new segmentation estimates D j and creates a new estimate of the true, underlying segmentation. This process of editing prototypes, generating new segmentations, and combining segmentations is repeated until convergence, usually about 4 or 5 iterations. We measure convergence by monitoring the root-mean-squared difference between successive segmentation estimates and stop once this falls below a threshold.
Partial Volume Correction
Because of the small size of the cortex relative to the voxel size, partial volume averaging is a more significant problem in newborn brain segmentation than in adults. Xue and colleagues described the nature of this problem in newborn brain MRI and implemented a targeted solution (Xue et al., 2007) . Similarly, our algorithm includes a relaxation labeling strategy (Rosenfeld et al., 1976) designed to identify and correct the specific combination of events described by Xue.
For each voxel, the probability mass was summed in the 27-voxel (radius=1) neighborhood around the center voxel. If the probability mass was both greater than 20% gray matter and 20% CSF, then the probability of unmyelinated white matter at the center voxel was reduced by a tunable fraction. For our experiments, this was set to 0.1 per iteration and the relaxation scheme set to run for 30 iterations.
Spatial Priors and Spatial Homogeneity
When tissue classes we seek to differentiate coincide in intensity, but differ in spatial arrangement, our algorithm resolves this discrepancy using an atlas of spatially varying prior probabilities. Specifically, cortical and sub-cortical gray matter appear isointense on MRI and myelin can be similar in intensity with partial volume averaging between gray matter and unmyelinated white matter. Equation 5 includes a spatially-varying prior probability as p i (s).
Our term newborn atlas is shown in Figure 2 . For the construction of this atlas, scans were taken from fifteen healthy preterm infants born after 28 weeks GA and scanned at approximately 42 weeks. These scans were segmented using a previously-published semi-automated segmentation technique (Warfield et al., 2000) . The resulting segmentations were brought into alignment using affine transformations derived with the method outlined in (Weisenfeld and Warfield, 2007) .
Once aligned, an atlas of voxelwise probabilities was created by calculating the frequency that each tissue class label appears at each voxel coordinate. An image of tissue-class frequency was constructed for each of our tissue classes as well as for a brain/non-brain classification. Additionally, the aligned T1-weighted MR scans were standardized to have equal intensity mean and variance and then averaged in order to generate a mean structural MRI used for alignment to the study subject. The use of an atlas generated from appropriate-for-gestational-age preterms, when analyzing full term children at the same gestational age, should not be an issue as there is an affine head shape difference (Mewes et al., 2007) that is discounted by the registration methods employed.
Separately, our algorithm models spatial homogeneity as a Markov Random Field in a neigh-borhood ∂i around each coordinate i. This is included in Equation 5 as p ∂i (s). Our algorithm solves a Mean Field approximation (Elfadel, 1993) to this problem using the method in . We solve this estimator after partial volume correction, on the final estimated segmentation.
This serves to remove small, isolated islands of misclassification due to residual image noise.
Noise Correction
Segmentation using global image intensity statistics requires that the tissue of the same composition will produce similar intensities everywhere within the image. By definition, p(g i |s) is therefore considered stationary and does not depend on i. This assumption does not hold, in practice, because MR imagers are not equally sensitive to signal arising from everywhere within the field of view of the magnet and because of thermal noise in the measured signal. We assume the following model of image formation:
where Γ(i) represents the measured image intensities at image coordinate i and g(i) represents the desired, noise-free signal. Since our T1 and T2 weighted images may not be aligned, we introduce a mapping between voxel coordinates δ(i). A spatially varying, multiplicative change in signal due to RF sensitivity issues and field inhomogeneity is represented by β(i) and additive noise by (i).
Wells' EM-based segmentation scheme, and subsequently others, have attempted to factor out β from Equation 6 by solving for a gain or bias correction field during the classification process (Wells et al., 1996) . Several authors have also developed pre-processing methods that operate on the data prior to and separate from classification (e.g. Sled et al., 1998; Likar et al., 2001) . We have implemented and extended one such method proposed by (Viola, 1995) and further developed in (Mangin, 2000) . This technique assumes that the intensity non-uniformity is smoothly varying compared to the contrast of interest within the images and that it can be modeled as a field of multiplicative correction factors. The key observation made by Viola is that such a smoothly varying gain serves to increase entropy in the image by enlarging the range of intensity values associated with a given tissue type. Correction involves solving for a multiplicative adjustment field that, subject to constraints on its form, reduces entropy in the global image histogram. This step is performed prior to knowledge of the distribution of specific tissue classes and we've found that, in extreme cases, correction also aids in registration tasks involving these images.
Thermal noise in MR images is modeled as additive, positionally dependent noise ( in Equation 6), and is another effect which we address during preprocessing. For reasons discussed earlier, brain MR images from newborns tend to be noisier than images from adult brains. Simple lowpass filtering of the images would be effective, but would also blur the edges between adjacent tissues of differing types making segmentation difficult. Anisotropic diffusion has been used as a method for smoothing images while preserving edges represented by strong intensity gradients and we adopted this strategy for filtering our images (Perona and Malik, 1990; Gerig et al., 1992) prior to segmentation.
Registration and Atlas Alignment
Since the subjects are unsedated, it is possible that the child will move, or be moved, between the acquisition of the T1 and T2 images. It is necessary to align the images so that each voxel coordinate i addresses the same underlying tissue in each image. We assume that the T1 image is fixed (δ(i) = 0) and rigidly align the T2 image using maximization of mutual information (Mattes et al., 2001 ).
It is necessary to align the atlas to the study subject and this was done by aligning the average (intensity mean) atlas T1-weighted MRI with the subject's own T1-weighted MRI. The final atlas registration was the composition of three mutual information-based registration (Mattes et al., 2001 ) processes with increasingly complex transform properties. An initial rigid registration was used to generate a rigid body alignment of the atlas and subject and this result was used to initialize a similar registration which derived a best affine fit between the two scans. Affine registration is enough to account for gross size and shape differences between the subjects and the atlas, but does not account for local shape differences. A final non-rigid registration step based on B-spline interpolation (e.g. Rueckert et al., 1999) was used to capture these local shape differences.
Data were acquired on a 1.5T clinical MR scanner from GE Medical Systems (Wakeusha, WI, USA) using an 8-channel receiver coil designed for adult head imaging. The present study utilized MR scans from two pulse sequences: a T1-weighted SPGR (spoiled gradient recall) sequence and a T2-weighted scan from an FSE (fast spin echo) sequence. Both sequences were coronally acquired with a matrix size of 256x256 and a field of view of between 18 and 22cm. Slice thickness was 1.5mm for the SPGR sequence and 2.0mm for the FSE sequence. The SPGR parameters were TR30/TE9 and a flip angle of 45 degrees. For the FSE, the parameters were TR3000/TE140 and the echo train length was 15. The subjects were unsedated infants wrapped with a blanket and their heads were fixed with a vacuum pillow. All subjects had clinical MRIs which were read as normal and were either pre-term infants scanned at term equivalent age or term infants scanned shortly after birth.
Expected Run-Time
One a typical 2.0GHz Intel PC, our algorithm takes approximately 20 minutes for pre-processing and 25 minutes for rigid, affine, and non-linear registration of template subjects to the target, per template subject. We typically run on multi-core, multi-processor machines with one registration per core. Segmentation takes approximately one hour, with an additional fifteen minutes for post-processing.
Experiments and Results
In order to illustrate the effect that prototype editing has on the distribution of tissue class prototypes in featurespace, we plotted in Figure 4 training set while A is the automatically generated data set from the algorithm described herein. When the training and test set are the same, a leave-one-out cross validation scheme was used. The PVs show a high level of internal consistency in both the manual and automatically generated data sets as well as excellent agreement between the data sets. We sought to validate the prototype choices that our automated method makes by comparison with hand-chosen tissue class prototypes. We performed a series of classification experiments where our classifier is trained with one data set (the "training" set) and is used to classify a different set of points (the "test" set). Classification involved Cover density estimation using the training set and labeling each point in the test set with the most probable tissue type as in 1. For each of Table 2 : The effect of the training data editing process. Expert hand-chosen (manual) training data M is compared first with itself in a leave-one-out manner. Reported is average predictive value across tissue classes. The initial automatic training set generated by registration alone is compared to M in column A 0 . Each subsequent column
. . , A FINAL shows an iteration of the training prototype editing process with a subsequent improvement in PV.
The result is a final classifier training set consistent with the hand-chosen training set. Summary values are presented as mean and standard deviation (sd).
ten subjects, we performed manual training of the density estimator by hand-choosing one to two hundred training points per tissue class. For each subject, from the manual training set M and the final, automatically generated training set A, we generated measurements of predictive value (PV) by training with one set and testing with the other. For comparison purposes, we also performed a "leave-one-out" style classification experiment where the hand-chosen prototypes M were used as both the training and test set, however the training set was altered for each classification in order to remove the particular point being classified. In this way, the training set never included the data being classified. We also performed a similar leave-one-out experiment using the automatically generated prototypes A. These experiments give both a measure of internal consistency in each of these sets and, in the case of the hand chosen prototypes, a standard with which to compare.
The results are shown as mean±standard deviation (SD) across subjects for all combinations of training and test set in Table 1 . Predictive values are averaged across tissue types in order to create a summary value. Only tissue types distinguishable based on intensity alone (all gray matter, unmyelinated white matter, cerebrospinal fluid) were tested here. The distinction between cortical and subcortical gray matter and the identification of myelin is tested in later experiments where the classification procedure incorporates spatial prior probabilities.
In order to demonstrate the impact of the prototype editing process, compared with training by registration alone, a similar analysis was performed by training with the hand-chosen data M and classifying the automatically generated data at each stage in the editing process. As a reference,
M is compared to itself in a leave-one-out manner. The results for each subject are shown in Table   2 . Column A 0 shows the agreement (PV) between M and A immediately after the registration process and before any prototypes have been edited out. Each of the following columns shows a subsequent iteration of the editing process, ending with the final training set in the last column, labeled A FINAL . The result clearly improves with each iteration of the algorithm.
Next, the ten subject MRI scans were segmented using our complete algorithm. The preprocessed data were then segmented using a previously validated, non-iterative scheme (Warfield et al., 2000) whereby classifier training data is chosen manually, by an expert. Table 3 shows Dice (Dice, 1945) Finally, in order to investigate the level of agreement between automatically-generated segmentations and segmentations drawn manually by expert raters, a study was performed where a single, mid-coronal slice was chosen for each of four subjects under study. This same slice was segmented by each of three experts who each repeated the exercise five times. The experts were instructed to move from subject to subject, rather than repeating the same segmentation five times in a row, in order to avoid any training effect. The mid-coronal slices were chosen to illustrate segmentation of each of the five tissue types being investigated. For each of four subjects, three experts segmented each scan five times. This led to fifteen repeat manual segmentations of each subject.
Our segmentation strategy was used to generate a full, three-dimensional segmentation of each of four subjects under study and the slice corresponding to the manual segmentation for that subject was extracted for comparison with the experts. The atlas of prior probabilities and the template segmentations and their associated example prototypes, were made from a group of thirteen newborn infants scanned at approximately 40 weeks gestational age. None of the subjects under study was included in the atlas. An expert consensus segmentation was generated using the method in and for each subject, the manual segmentation was compared with the expert consensus. For comparison purposes, each of the experts was, in turn, compared with the expert consensus and the results are reported as predictive value for the manual segmentation and mean±standard deviation predictive value for the expert drawn segmentations. The results are listed in Table 1 .
Discussion
The primary contribution of this work is a novel algorithm for segmenting newborn brain MRI into several tissue types. Our method operates by training a supervised classifier using spatial information through a registration and subsequent prototype editing process. A library of template subjects is used to represent the variation in anatomy between subjects. Each template subject is registered to the study subject and that transformation is used to project prototype labels used to train a supervised classifier and, in turn, generate a separate candidate segmentation of the test subject. The candidate segmentations are fused and the resulting estimated true segmentation is used to guide removal of prototypes inconsistent with the study subject's anatomy. The final stages of the process (prototype refinement, segmentation, and combination) are repeated until the process converges to a final result.
Prototypes that are incorrectly labeled with respect to the underlying anatomy lead to poor density estimates and misclassification. Our algorithm estimates an initial set of tissue class prototypes and then refines these estimates. Figures 4(a) and 4(b) illustrate the effect that prototype editing has on the featurespace for classification. Unlike the method used in Prastawa et al. (Prastawa et al., 2005) , editing is not performed in featurespace. Our algorithm uses a consensus estimate of the underlying segmentation in order to accept or reject prototypes based on their consistency with the anatomy. This is in contrast to clustering methods, such as Cocosco et al. (Cocosco et al., 2003) , which ignore anatomical information and instead make assumptions about the geometry of the tissue class distributions. By not making such assumptions, our algorithm is capable of dealing with complex multi-modal distributions and complicated decision boundaries within featurespace.
Our strategy for choosing prototypes compares favorably with hand-chosen prototypes. In a series of classification experiments, we compared hand-chosen prototypes with those selected by our algorithm during the course of segmenting data from ten test MRI subjects. Our experiments summarized in Table 1 indicate that automatically selected prototypes are an effective substitute for expert hand-chosen prototypes. Table 2 illustrates such a comparison subject-by-subject and iteration-by-iteration for our algorithm. Registration alone yields prototypes which are a poor match for hand-chosen chosen prototypes (column A 0 ) with predictive values less than 0.7. The editing process consistently improves the result until the prototypes are similar to those that were hand-chosen, with predictive values greater than 0.9 (column A FINAL ).
In our algorithm, prototypes lead to density estimates which, in turn, lead to segmentations.
Our segmentations compare favorably both to a previously published algorithm (Table 3) and hand-drawn segmentations (Table 4) . Average Dice overlap is generally quite high, with the lowest value (mean ± sd = 0.72 ± 0.06) found in the myelin tissue class. Zijdenbos notes that Dice values above 0.7 are considered excellent agreement (Zijdenbos et al., 1994) . Comparison with hand-drawn segmentations allowed us to test the entire imaging pipeline from acquisition to classification, but suffers from large inter-and intra-rater variability and bias.
Because our algorithm depends on an initial registration process, it may generate poor results if a subject has anatomy that differs so significantly from the template subjects that registration fails. If a consensus of template subjects can not be reasonably registered to the study subject, a large number of prototypes might be incorrectly labeled. The resulting poor density estimates and possibly poor atlas alignment would likely lead to a large number of misclassifications. This can be mitigated by inclusion of template subjects more closely matching the study subject and by improved registration. In practice, we have not encountered this when segmenting normal newborn anatomy. Future work may include testing on a variety of gestational ages beyond newborn and weighting of segmentations due to template scans by a direct measure of how well each template subject is brought into register with the study subject. Furthermore, we have not attempted in this work either cortical or sulcal reconstruction. Given the topology of the cortex, and contiguity of the underlying white matter, a technique such as (Grau et al., 2004 ) may be of benefit.
We have presented and validated a strategy for the segmentation of newborn brain MRI into several tissue types. This strategy uses a number of proven technologies, but introduces a novel method for training a supervised classifier. Unlike previous methods for improving the classifica-tion feature space by clustering or pruning, our editing algorithm does not operate in the feature space itself, but rather learns the anatomy of the underlying subject. This algorithm also differs from previously presented newborn segmentation methods by differentiating cortical from subcortical gray matter and myelinated from unmyelinated white matter. Finally, because the prior knowledge used is stored in the form of labels on template subjects, the method does not rely on prior knowledge of the intensity characteristics of the underlying scans. true segmentation is then used to edit the prototypes and a new segmentation is generated. This process is iterated until convergence, when a final estimate of the segmentation is found.
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