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Abstract
In this note, we present a generalization of some results concerning the spec-
tral properties of a certain class of block matrices. As applications, we study
some of its implications on nonnegative matrices, doubly stochastic matrices
and on graph theory namely on graph spectra and graph energy.
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1 Introduction
An n × n matrix with real entries is said to be nonnegative if all of its entries are
nonnegative. A doubly stochastic matrix is a nonnegative matrix such that each row
and column sum is equal to 1. The Perron-Frobenius theorem states that if A is a
nonnegative matrix, then it has a nonnegative eigenvalue r (that is the Perron root)
which is greater than or equal to the modulus of each of the other eigenvalues, and its
corresponding eigenvector x which is referred to as the Perron-Frobenius eigenvector
of A is also nonnegative. Furthermore, if A is irreducible then r is positive and the
entries of x are strictly positive. In particular, it is well-known that if A is an n× n
doubly stochastic matrix then r = 1 and the corresponding eigenvector is the column
vector x = en =
1√
n
(1, 1, ..., 1)T ∈ Rn where R denotes the real line. Throughout this
paper, the identity matrix of order n will be denoted by In.
A staggering number of papers concerning eigenvalues of nonnegative and positive
matrices as well as doubly stochastic matrices have appeared (see [1, 12, 19, 23]).
A frequently used auxiliary result appears in Fiedler [7] where the author proves
the following powerful lemma which has been repeatedly used in many situations
∗This work is supported by the Lebanese university research grants program
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particularly in the study of the nonnegative inverse eigenvalue problem as well as in
graph theory (see [4, 22]).
Lemma 1.1 ([7]) Let A be an m ×m symmetric matrix with eigenvalues λ1, λ2,...
λm, and let u be the unit eigenvector corresponding to λ1. Let B be an n×n symmetric
matrix with eigenvalues µ1, µ2, ..., µn and let v be the unit eigenvector corresponding
to µ1. Then for any ρ, the matrix C =
(
A ρuvT
ρvuT B
)
has eigenvalues λ2,... λm,
µ2,..., µn and γ1, γ2 where γ1, γ2 are the eigenvalues of the matrix
(
λ1 ρ
ρ µ1
)
.
In [4], the authors generalize the above lemma as follows. For j = 1, 2, ..., k, let Aj
be nj × nj symmetric matrices, with corresponding eigenpairs (αij , uij), i = 1, ..., nj .
Also, for p = 1, 2, ..., k − 1, let ρp be arbitrary constants. In addition, define the
following tridiagonal by blocks matrix:
C =


A1 ρ1u11u
T
12
ρ1u12u
T
11 A2
. . .
. . .
. . .
. . .
Ak−1 ρk−1u1k−1u
T
1k
ρk−1u1ku
T
1k−1 Ak


, (1)
and the tridiagonal matrix Ĉ =


α11 ρ1
ρ1 α12
. . .
. . .
. . .
α1k−1 ρk−1
ρk−1 α1k


. (2)
Then they prove the following lemma and use it for an application in graph theory
(see Theorem 5.7 below).
Lemma 1.2 ([4]) For j = 1, 2, ..., k, let Aj be nj × nj symmetric matrices, with
corresponding eigenpairs (αij , uij), i = 1, ..., nj. Also, for p = 1, 2, ..., k − 1, let ρp be
arbitrary constants. Furthermore, suppose that for each j the system of eigenvectors
uij , i = 1, ..., nj, is orthonormal. Also, for p = 1, 2, ..., k − 1, let ρp be arbitrary
constants. Then, for any ρ1, ρ2, ..., ρk, the matrix C in (1) has eigenvalues
α21, α21, ..., αn11, α22, α32, ..., αn22, ..., α2k, α3k, ..., αnkk, γ1, γ2, ..., γk
where γ1, γ2, ..., γk are the eigenvalues of the matrix Ĉ in (2).
It is worth noting here that the proofs of the above two lemmas depend on the
fact that the symmetric matrix C has a complete set of eigenvectors. This last fact
can be dropped as we shall prove below after presenting a generalization of the above
results by using simpler techniques. Therefore, our generalization is valid for all
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square matrices and not just the symmetric ones. In addition, this generalization is
particularly useful in applications since finding the eigenvalues of certain large order
matrices depends on computing the eigenvalues of particular lower order ones as we
shall see below.
This paper is organized as follows. In section 2, we present a generalization of
the above results. Sections 3 and 4 respectively deal with some applications of this
generalization on nonnegative and doubly stochastic matrices. The last section is
concerned with some applications in graph theory.
2 Main observations
We start this section by presenting some auxiliary results that we are going to use
later. The first one is presented in Perfect [19] and is due to R. Rado.
Theorem 2.1 ([19]) Let A be any n × n matrix with eigenvalues λ1, ..., λn. Let
X1, X2, ..., Xr be r eigenvectors of A corresponding respectively to the eigenvalues
λ1, ..., λr with r ≤ n and let X = [X1|X2|...|Xr] be the n × r matrix whose columns
are X1, X2, ..., Xr. Then for any r× n matrix C, the matrix A+XC has eigenvalues
γ1, ..., γr, λr+1, ..., λn where γ1, ..., γr are the eigenvalues of the matrix Λ+CX where
Λ = diagonal(λ1, ..., λr).
In [24] the authors presented the following so-called symmetric version of the above
theorem.
Theorem 2.2 ([24]) Let A be any n×n symmetric matrix with eigenvalues λ1, ..., λn.
Let {X1, X2, ..., Xr} be an orthonormal set eigenvectors of A corresponding respec-
tively to the eigenvalues λ1, ..., λr with r ≤ n and let X = [X1|X2|...|Xr] be the n× r
matrix whose columns are X1, X2, ..., Xr. Then for any r× r symmetric matrix Y, the
symmetric matrix A + XYXT has eigenvalues γ1, ..., γr, λr+1, ..., λn where γ1, ..., γr
are the eigenvalues of the matrix Λ + Y where Λ = diagonal(λ1, ..., λr).
Although the authors presented a detailed proof of this result, we notice that the
preceding theorem can be considered as a special case of Rado’s results. Indeed, for
any r× r matrix Y let C = CY = Y XT in Theorem 2.1, then the matrix A+XCY =
A+XYXT has eigenvalues γ1, ..., γr, λr+1, ..., λn where γ1, ..., γr are the eigenvalues
of the matrix Λ + CYX = Λ+ Y X
TX = Λ+ Y Ir = Λ+ Y.
Next we shall use Rado’s result to prove a generalization of the results in the
previous section. In particular, we conclude that the preceding lemmas are easy con-
sequences of Theorem 2.1. In addition, we prove that our generalization is valid for
all matrices not just for the symmetric ones and, in particular, it is valid for matrices
that do not have complete sets of eigenvectors i.e. non-diagonalizable matrices. In-
deed, for j = 1, 2, ..., k, let Aj be any nj × nj matrix with corresponding eigenvalues
λ1j , λ2j , ..., λnjj . For each j = 1, 2, ..., k, let uj be the eigenvector of Aj corresponding
to the eigenvalue λ1j with ‖uj‖ = 1. Also, for p = 1, 2, ..., k and q = 1, 2, ..., k let ρpq
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be arbitrary constants. In addition, define the following two matrices:
B =


A1 + ρ11u1u
T
1 ρ12u1u
T
2 . . . ρ1ku1u
T
k
ρ21u2u
T
1 A2 + ρ22u2u
T
2 . . . ρ2ku2u
T
k
ρ31u3u
T
1 ρ32u3u
T
2
. . .
...
...
. . .
. . .
...
ρ(k−1)1uk−1u
T
1 . . . . . . ρ(k−1)kuk−1u
T
k
ρk1uku
T
1 . . . ρk(k−1)uku
T
k−1 Ak + ρkkuku
T
k


(3)
and B̂ =


λ11 + ρ11 ρ12 . . . ρ1k
ρ21 λ12 + ρ22 . . . ρ2k
ρ31 ρ32
. . .
...
...
. . .
. . .
...
ρ(k−1)1 . . . λ1k−1 + ρk−1k−1 ρ(k−1)k
ρk1 . . . ρk(k−1) λ1k + ρkk


(4)
The first result of this paper is the following theorem for which its corresponding
symmetric version generalizes the results of the previous section.
Theorem 2.3 For j = 1, 2, ..., k, let Aj be nj × nj matrices with corresponding
eigenvalues λ1j , λ2j , ..., λnjj counted with their multiplicities. Suppose that for each
j = 1, 2, ..., k, the vector uj is the eigenvector of Aj corresponding to the eigenvalue
λ1j with ‖uj‖ = 1. Then, for any ρpq where 1 ≤ p, q ≤ k, the matrix B in (3) has
eigenvalues
λ21, λ31, ..., λn11, λ22, λ32, ..., λn22, ..., λ2k, λ3k, ..., λnkk, γ1, γ2, ..., γk
where γ1, γ2, ..., γk are the eigenvalues of the matrix B̂ in (4).
Proof. First let n = n1 + n2 + ... + nk and also let 0nj be the zero column
of order nj whose all components are zeroes for all j = 1, 2, ..., k. The key point
here is to notice that the n × 1 column vectors X1 = (uT1 , 0Tn2 , ..., 0Tnk)T , X2 =
(0Tn1 , u
T
2 , 0
T
n3
, ..., 0Tnk)
T , ..., Xk = (0
T
n1
, ..., 0Tnk−1 , u
T
k )
T are k eigenvectors of the n × n
matrix A1⊕A2⊕ ...⊕Ak. Applying Theorem 2.1 with X = [X1|X2|...|Xk] as the n×k
matrix whose columns are X1, X2, ..., Xk, and A as the direct sum given by A = A1⊕
A2⊕...⊕Ak, and with C as the k×nmatrix whose k rows r1, ..., rk are given by the fol-
lowing vectors r1 = (ρ11u
T
1 , ρ12u
T
2 , ..., ρ1ku
T
k ), r2 = (ρ21u
T
1 , ρ22u
T
2 , ρ23u
T
3 , ..., ρ2ku
T
k ), ...,
and rk = (ρk1u
T
1 , ..., ρk(k−1)u
T
k−1, ρkku
T
k ). Then in this case, a direct verification shows
that the matrix A + XC is equal to the matrix B given in (3). Moreover it can be
easily verified that the matrix diagonal(λ11, ..., λ1k) + CX is equal to the matrix B̂
given in (4) and the proof is complete.
As a consequence, we have the following corollary.
Corollary 2.4 For j = 1, 2, ..., k, let Aj be nj × nj symmetric matrices with corre-
sponding eigenvalues λ1j , λ2j , ..., λnjj counted with their multiplicities. Suppose that
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for each j = 1, 2, ..., k, uj is the eigenvector of Aj corresponding to the eigenvalue λ1j
with ‖uj‖ = 1. Then, for any ρpq where 1 ≤ p, q ≤ k and by taking ρqp = ρpq, then
the symmetric matrix B in (3) has eigenvalues
λ21, λ31, ..., λn11, λ22, λ32, ..., λn22, ..., λ2k, λ3k, ..., λnkk, γ1, γ2, ..., γk
where γ1, γ2, ..., γk are the eigenvalues of the matrix B̂ in (4).
Now in order to see how the above corollary generalizes Lemma 1.2, it suffices to
take ρpq = 0 for all |p − q| > 1 and ρpp = 0 for all 1 ≤ p, q ≤ k in the matrix B
given by (3) to obtain the matrix C in (1) and then clearly in this case B̂ becomes
Ĉ. Finally, we observe that the case k = 2 gives the following simple generalization
of Lemma 1.1.
Theorem 2.5 Let A be an m×m symmetric matrix with eigenvalues λ1, λ2,... λm,
and let u be the unit eigenvector corresponding to λ1. Let B be an n × n symmet-
ric matrix with eigenvalues µ1, µ2, ..., µn and let v be the unit eigenvector corre-
sponding to µ1. Then for any ρ, ρ11, ρ22, C =
(
A+ ρ11uu
T ρuvT
ρvuT B + ρ22vv
T
)
has
eigenvalues λ2,... λm, µ2,..., µn and γ1, γ2 where γ1, γ2 are the eigenvalues of(
λ1 + ρ11 ρ
ρ µ1 + ρ22
)
.
This last generalization with the special case ρ11 = ρ22 = 0 appears in [25].
3 Applications to nonnegative matrices
In this section, we present some applications of both Theorem 2.3 and Corollary 2.4
on nonnegative matrices. First we shall introduce the following notation. Let Nn be
the set of all n-tuples λ = (λ1;λ2, ..., λn) where λ2, ..., λn are considered unordered
and such that there exists an n× n nonnegative matrix with spectrum λ and Perron
eigenvalue λ1.
The first conclusion we can draw from Theorem 2.3 is the following.
Theorem 3.1 For j = 1, 2, ..., k, let Aj be nj × nj nonnegative matrices with corre-
sponding eigenvalues λ1j , λ2j , ..., λnjj counted with their multiplicities. Suppose that
for each j = 1, 2, ..., k, uj is the Perron-Frobenius eigenvector of Aj corresponding to
the eigenvalue λ1j with ‖uj‖ = 1. Then, for any ρpq ≥ 0 where 1 ≤ p, q ≤ k, the
matrix B in (3) is nonnegative and has eigenvalues
λ21, λ31, ..., λn11, λ22, λ32, ..., λn22, ..., λ2k, λ3k, ..., λnkk, γ1, γ2, ..., γk
where γ1, γ2, ..., γk are the eigenvalues of the nonnegative matrix B̂ in (4).
Proof. Since uj is a nonnegative vector for all j = 1, 2, ..., k and ρpq ≥ 0 where
1 ≤ p, q ≤ k then the matrices ρpqupuTq are all nonnegative for all 1 ≤ p, q ≤ k. Since
all the Aj are nonnegative, the proof is complete.
The symmetric version of the preceding theorem gives the following theorem for
which the proof is similar.
5
Theorem 3.2 For j = 1, 2, ..., k, let Aj be nj × nj symmetric nonnegative matri-
ces with corresponding eigenvalues λ1j , λ2j , ..., λnjj counted with their multiplicities.
Suppose that for each j = 1, 2, ..., k, uj is the Perron-Frobenius eigenvector of Aj
corresponding to the eigenvalue λ1j with ‖uj‖ = 1. Then, for any ρpq ≥ 0 where
1 ≤ p, q ≤ k and such that ρpq = ρqp, the symmetric matrix B in (3) is nonnegative
and has eigenvalues
λ21, λ31, ..., λn11, λ22, λ32, ..., λn22, ..., λ2k, λ3k, ..., λnkk, γ1, γ2, ..., γk
where γ1, γ2, ..., γk are the eigenvalues of the nonnegative matrix B̂ in (4).
It is worth mentioning here that if the matricesAj in the above two theorems are all
positive, then from the Perron-Frobenius theorem all the eigenvectors uj are positive
for all j = 1, 2, ..., k. Therefore for all ρpq > 0 where 1 ≤ p, q ≤ k, the matrices B and
B̂ are also positive. On the other hand, if all the ρpp are zeroes and all the matrices Aj
are of trace zero then B has zero trace. Thus an obvious application for the above two
theorems, lies in the study of the inverse eigenvalue problem for nonnegative matrices
namely in the study of the so-called extreme nonnegative matrices (see [10, 11]) where
trace-zero nonnegative matrices are such ones and positive matrices are not (see also
[2]). More precisely, such extreme points in lower dimensions can be used in the above
two theorems to generate extreme points in higher dimension.
Recall that all the ρijs in the above two theorems are nonnegative. Therefore by
seeking a convenient choice of the ρijs that makes the matrix B̂ has a special structure
such as diagonal, upper-triangular, or any other form that makes the computations
of the eigenvalues of B̂ possible, is helpful for obtaining some useful consequences of
Theorem 3.2. It should be noted that the choice which makes B̂ diagonal, results
in well-known conclusions. However, a choice of the ρijs that makes the matrix B̂
circulant for example, gives the following new result.
Theorem 3.3 For j = 1, 2, ..., k, let (λ1j ;λ2j , ..., λnjj) ∈ Nnj . Without loss of gener-
ality, suppose that λ11 ≥ max
j
(λ1j). For any nonnegative reals ρ11, ρ12, ..., ρ1k, define
the polynomial p(x) = (λ11+ρ11)+ρ12x+ ...+ρ1kx
k−1. Then the (n1+ ...+nk)-tuple
(p(1);λ21, ..., λn11︸ ︷︷ ︸, p(w), λ22, ..., λn22︸ ︷︷ ︸, ..., p(wk−1), λ2k, ..., λnkk︸ ︷︷ ︸)
is in Nn1+...+nk , where w is a kth primitive root of unity i.e. w
k = 1 and wl 6= 1 for
any integer l less than k.
Proof. For j = 1, 2, ..., k, let Aj realizes (λ1j ;λ2j , ..., λnjj). Next, we choose the
nonnegative reals ρij for i = 2, ..., k and j = 1, ..., k in terms of ρ11, ρ12, ..., ρ1k so
that B̂ is a nonnegative circulant with first row (λ11 + ρ11, ρ12, ..., ρ1k). Moreover,
the eigenvalues of the circulant matrix B̂ are well-known and given by p(wl) for
l = 0, 1, ..., k − 1 (see [6]). To complete the proof, we apply Theorem 3.2 with those
matrices A1, A2, ..., Ak and the chosen ρij to obtain the nonnegative matrix B that
has the required spectrum.
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4 Applications to doubly stochastic matrices
In this section, we study some of the effects of Theorem 2.3 on the spectral properties
of doubly stochastic matrices which has been the object of study for a long time (see
[9, 13, 14, 15, 16, 20, 21] and the reference therein).
First let us recall that in [17], we used an extension of Fiedler’s lemma to prove
the following.
Theorem 4.1 Let T1 be an m×m diagonalizable doubly stochastic matrix with eigen-
values 1, λ2,... λm, and let T2 be an n × n diagonalizable doubly stochastic matrix
with eigenvalues 1, µ2,... µn. For any nonnegative reals α and ρ that do not van-
ish simultaneously, and for n ≥ m, the (m + n) × (m + n) matrix D given by:
D = 1
α+ ρn√
mn
(
αT1 ρeme
T
n
ρene
T
m (α+ ρ
n−m√
mn
)T2
)
is doubly stochastic with eigenvalues given
by: 1, α
√
mn−ρm
α
√
mn+ρn
, α
α+ ρn√
mn
λ2, ..,
α
α+ ρn√
mn
λm,
α
√
mn+ρ(n−m)
α
√
mn+ρn
µ2, ..,
α
√
mn+ρ(n−m)
α
√
mn+ρn
µn.
Now in view of Theorem 2.3, the diagonalizability condition in the previous theo-
rem can be removed and therefore we have the following more general result.
Theorem 4.2 Let T1 be an m×m doubly stochastic matrix with eigenvalues 1, λ2,...
λm, and let T2 be an n × n doubly stochastic matrix with eigenvalues 1, µ2,... µn.
Moreover suppose that n ≥ m then for any α ≥ 0 and for any ρ ≥ 0 such that
α and ρ do not vanish simultaneously, the (m + n) × (m + n) matrix D defined by
D = 1
α+ ρn√
mn
(
αT1 ρeme
T
n
ρene
T
m (α+ ρ
n−m√
mn
)T2
)
is doubly stochastic with eigenvalues given
by: 1, α
√
mn−ρm
α
√
mn+ρn
, α
α+ ρn√
mn
λ2, ..,
α
α+ ρn√
mn
λm,
α
√
mn+ρ(n−m)
α
√
mn+ρn
µ2, ..,
α
√
mn+ρ(n−m)
α
√
mn+ρn
µn.
Proof. In Theorem 2.3, if we let k = 2, n1 = m and n2 = n, then it suffice to
take A1 = αT1, A2 = (α + ρ
n−m√
mn
)T2, ρ12 = ρ21 = ρ and ρ11 = ρ22 = 0 in the matrix
B of (3) to complete the proof.
Clearly in the above theorem if ρ = 0, then obviously D = T1 ⊕ T2. Also if ρ 6= 0
and α 6= 0 and T1 and T2 are positive then the matrix D is necessarily positive. On
the other hand, if A and B are of trace-zero or α = 0 and T2 is of trace-zero, then D
is of trace-zero. As mentioned earlier for the nonnegative inverse eigenvalue problem
and in a similar fashion, the preceding two theorems have obvious applications in the
study of the inverse eigenvalue problem for doubly stochastic matrices (see [17]).
Another application of Theorem 2.3 with different input gives another useful result
concerning the spectral properties of doubly stochastic matrices.
Theorem 4.3 Let T1 be an m × m doubly stochastic matrix with eigenvalues 1,
λ2,... λm, and let T2 be an n × n doubly stochastic matrix with eigenvalues 1,
µ2,... µn each counted with their multiplicities. Without loss of generality, sup-
pose that n ≥ m, then for any nonnegative numbers α and ρ, the matrix D =
1
1+α+ ρn√
mn
(
T1 + αeme
T
m ρeme
T
n
ρene
T
m T2 + (α+ ρ
n−m√
mn
)ene
T
n
)
which is of order (m+n) is dou-
bly stochastic. Moreover, the (m+ n) eigenvalues of D are given by:
1, (1+α)
√
mn−ρm
(1+α)
√
mn+ρn
, 11+α+ ρn√
mn
λ2, ..,
1
1+α+ ρn√
mn
λm,
1
1+α+ ρn√
mn
µ2, ..,
1
1+α+ ρn√
mn
µn.
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Proof. A direct verification shows that the matrix D is doubly stochastic. Now
Applying Theorem 2.3 with k = 2, n1 = m and n2 = n, and taking A1 = T1, A2 = T2,
ρ12 = ρ21 = ρ, ρ11 = α and ρ22 = α + ρ
n−m√
mn
in the matrix B of (3) and then the
result follows easily.
We conclude this section by noting that in the preceding two theorems if T1 and T2
are symmetric then D is necessarily symmetric. Again the preceding two results are
useful in the study of the inverse eigenvalue problem for symmetric doubly stochastic
matrices (see the techniques used in [17]).
5 Application to graph theory
In this section, we present some applications of the results of Section 2 in graph
theory. The first one deals with graph spectra which has been an object of study for
a while (see [3, 5]). The second application is concerned with graph energy where the
problem of characterizing the set of positive numbers that can occur as energy of a
certain graph has been an active area of research in recent years (see [1, 8, 18]). First
let us introduce some more notation. A simple graph G is a pair of sets (V (G);E(G))
such that V is a nonempty finite set of n vertices and E is the set of m edges with
no loops nor multiple edges. The adjacency matrix of a graph G will be denoted
by A(G) and its eigenvalues λ1, ...λn form the spectrum of G which will be denoted
by σ(G). The energy of a graph G is defined as E(G) =
∑n
i=1 |λi| where λ1, ...λn
are the eigenvalues of G. More generally, the energy of any square matrix is defined
analogously.
The complete k-partite graph Kn1,n2,...,nk has vertices partitioned into k subsets
of n1, n2, ..., nk elements each, and two vertices are adjacent if and if only if they are in
different subsets in the partition. For our purposes, we need the following well-known
results (see [1] for example).
Theorem 5.1 Let A and B be the adjacency matrices of the graphs G and H respec-
tively. Then G is isomorphic to H if and only if B = PAPT for some permutation
matrix P.
Theorem 5.2 Let G be a d-regular graph with n vertices. Then the spectral radius
of G equals d and it is an eigenvalue of G with corresponding unit eigenvector equals
to en =
1√
n
(1, 1, ..., 1)T .
For j = 1, 2, ..., k, let Aj be the adjacency matrix of a dj-regular graphGj . Let Ĝ be
graph join of G1, G2, ..., Gk i.e. the graph obtained from G1, G2, ..., Gk by connecting
each vertex of Gi to every vertex of Gj for all 1 ≤ i, j ≤ k with i 6= j. Now taking
ρjj = 0 for all j = 1, 2, ..., k and ρij =
√
ninj for all 1 ≤ i, j ≤ k with i 6= j in
the matrix B of (3), then the matrix B has as diagonal blocks A1, A2, ..., Ak and
each of its remaining entries is 1. In other words, B becomes the adjacency matrix
of the graph Ĝ and the diagonal entries of the matrix B̂ are d1, d2, ..., dk and all the
remaining entries of B̂ are equal to
√
ninj . Thus in view of Theorem 2.3 and Theorem
5.2, we have the following.
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Theorem 5.3 For each j = 1, 2, ..., k, let Gj be a dj-regular graph with nj vertices
and spectrum σ(Gj). Let Ĝ be the graph obtained from G1, G2, ..., Gk by connecting
each vertex of Gi to every vertex of Gj for all 1 ≤ i, j ≤ k with i 6= j. In addition, let
ρjj = 0 for all 1 ≤ j ≤ k and let ρij = √ninj for all 1 ≤ i, j ≤ k with i 6= j in the
matrix B of (3) as well as in B̂ of (4). Then the spectrum of Ĝ is given by:
σ(Ĝ) =
k⋃
j=1
(σ(Gj)\{dj})
⋃
σ(B̂),
and its energy is given by:
E(Ĝ) =
k∑
j=1
(E(Gj)− dj) + E(B̂).
Now if for each j = 1, 2, ..., k, Gj is a graph with nj vertices and with no edges
i.e. Aj is the zero matrix of order nj , then clearly Ĝ = Kn1,n2,...,nk . Thus we have
the following result.
Corollary 5.4 Consider the complete k-partite graph Kn1,n2,...,nk for some positive
integers n1, n2, ..., nk and let X = (xij) be the k × k matrix whose diagonal entries
are all zeroes and whose off-diagonal entries are xij =
√
ninj . Then σ(Kn1,n2,...,nk) =
σ(X)
⋃{0, ..., 0}, and hence E(Kn1,n2,...,nk) = E(X).
Let G1 be a regular graph with n vertices and let G2, G3, ..., Gk be k − 1 graphs
that are all isomorphic to G1, and define the graph Ĝ as earlier. Then in view of
Theorem 5.1, we have the following.
Theorem 5.5 let G1 be a d-regular graph with n vertices and A be its adjacency
matrix. Let σ(G1) = (d;λ2, ..., λn) with d ≥ λ2 ≥ ... ≥ λn. Let G2, ..., Gk be k − 1
graphs which are all isomorphic to G1. In addition, let Ĝ be the graph obtained from
G1, G2, ..., Gk by connecting each vertex of Gi to every vertex of Gj for all 1 ≤ i, j ≤ k
with i 6= j. Then the spectrum of Ĝ is the nk-tuple:
σ(Ĝ) =
(
d+ n(k − 1), λ2, ..., λn︸ ︷︷ ︸, d− n, λ2, ..., λn︸ ︷︷ ︸, ..., d− n, λ2, ..., λn︸ ︷︷ ︸
)
and then its energy is
E(Ĝ) = d+ n(k − 1) + (k − 1) |d− n|+
k∑
j=2
k|λj |.
Proof. It suffices to notice that the adjacency matrix of the graph Ĝ is the ma-
trix B of (3) whose diagonal blocks are A,P2AP
T
2 , ..., PkAP
T
k for some permutation
matrices P2, ..., Pk and all the remaining entries are equal to 1. Then clearly B̂ is the
k × k matrix whose each diagonal entry is d and whose off-diagonal entries are all
equal to
√
n2 = n, and the proof is complete.
As a conclusion, we obtain the following.
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Corollary 5.6 Let G1 be a graph with n vertices and no edges and let G2, ..., Gk be
k−1 graphs which are all isomorphic to G1. Suppose that Ĝ is the graph obtained from
G1, G2, ..., Gk by connecting each vertex of Gi to every vertex of Gj for all 1 ≤ i, j ≤ k
with i 6= j, then Ĝ = Kn,n,...,n (with n repeated k times) and E(Ĝ) = 2n(k − 1).
Proof. It suffices to apply the preceding theorem with d = λ2 = ... = λn = 0.
In a similar way to what was mentioned earlier in Section 3, the choice of the
nonnegative numbers ρij plays an important role in constructing new graphs from
old ones and in the study of the relations between the spectra and energies of the old
and new graphs. More precisely, taking ρjj = 0 for all j = 1, 2, ..., k and some of the
ρij = 0 for i 6= j in the matrix B of (3), we can obtain many new consequences that
are similar in nature to the preceding results. More specifically, these results deal
with constructing other types of graphs and study their spectra and their energies in
the same way we defined Ĝ and studied its spectrum σ(Ĝ) and its energy E(Ĝ). As
an illustration, we consider the case where ρij = 0 for all i = j and for all |i− j| > 1
and ρjj+1 =
√
njnj+1 otherwise. Then in this case, the matrix B becomes the matrix
C of (1) and then B̂ = Ĉ. Thus we clearly obtain the following result which appears
in [4].
Theorem 5.7 ([4]) For each j = 1, 2, ..., k, let Gj be a dj-regular graph with nj ver-
tices and spectrum σ(Gj). If G˜ is the graph obtained from G1, G2, ..., Gk by connecting
each vertex of Gj to every vertex of Gj+1, then
E(G˜) =
k∑
j=1
(E(Gj)− dj) + E(Ĉ).
By taking all the Gi isomorphic, we obtain the following.
Corollary 5.8 Let G1 be a d-regular graph with n vertices and spectrum σ(G1) =
(d;λ2, ..., λn). Let G2, ..., Gk be k − 1 graphs which are all isomorphic to G1. If G˜ is
the graph obtained from G1, G2, ..., Gk by connecting each vertex of Gj to every vertex
of Gj+1 for all 1 ≤ j ≤ k, then
E(G˜) =
k∑
j=1
∣∣∣∣d+ 2n cos jpik + 1
∣∣∣∣+
k∑
j=2
k|λj |.
Proof. Clearly, the adjacency matrix of the graph G˜ is the matrix C of (1) whose
diagonal blocks are A,P2AP
T
2 , ..., PkAP
T
k for some permutation matrices P2, ..., Pk
and all the blocks above and below the diagonal blocks have each entry equals to 1.
Therefore Ĉ is the k×k tridiagonal matrix whose diagonal entries are all d and whose
entries below and above the diagonal are all equal to
√
n2 = n that is Ĉ = dIk+nA(Pk)
where Pk is the path of order k and A(Pk) is its adjacency matrix. Now by [1] for
example, the eigenvalues of A(Pk) are (2 cos
pi
k+1 , 2 cos
2pi
k+1 , ..., 2 cos
kpi
k+1 ). Therefore
σ(Ĉ) = (d+ 2n cos pi
k+1 , d+ 2n cos
2pi
k+1 , ..., d+ 2n cos
kpi
k+1 ), and then the proof can be
easily completed.
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Corollary 5.9 Let G1 be a graph with n vertices and no edges and let G2, ..., Gk
be k − 1 graphs which are all isomorphic to G1. If G˜ is the graph obtained from
G1, G2, ..., Gk by connecting each vertex of Gj to all vertices of Gj+1 for all 1 ≤ j ≤ k,
then E(G˜) = E(Pk) =
∑k
j=1
∣∣∣2n cos jpik+1 ∣∣∣ .
Proof. Apply the preceding theorem with d = λ2 = ... = λn = 0.
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