In this paper a review of the most used MPEG-7 descriptors are presented. Some considerations for choosing the most proper descriptor for a particular image or video data set are outlined.
Introduction
More and more digital images and video are being captured and stored. In order to use this information, an efficient retrieval technique is required. One major development in this area is the content based image and video retrieval techniques which use image features for indexing and retrieval [Rabitti, 1989] . The most used features are color, texture, and shape. Several semantic image and video models are suggested [Stanchev, 1999] , [Grosky, 2001] . In MPEG-7 standard different descriptors for this purpose are proposed [Manjunath, 2002] . What descriptor is the best for a particular data set? Some preferable answers of this question are given.
MPEG-7 Descriptors
The MPEG-7 descriptors can be classified as general visual descriptors and domain specific descriptors. The former include color, texture, shape and motion features. The latter includes face recognition descriptor. Although distance functions are not part of the standard, we will present the most used distance functions. Only color, texture and shape descriptors are covered, since they are used mostly.
Color descriptors
Color is one of the most widely used image and video retrieval features [Schettini, 2001] . The MPEG-7 standard includes five color descriptors which represents different aspects of the color and includes color distribution, spatial layout, and spatial structure of the color. The histogram descriptors capture the global distribution of colors. The dominant color descriptor represents the dominant colors used. The color layout descriptor captures the spatial distribution or layout of the colors in a compact representation. While MPEG-7 standards accommodate different color spaces, most of the color descriptors are constrained to one or a limited number of color spaces for ensuring inter-operability.
Dominant color descriptor
This descriptor specifies a set of dominant colors in an image [Cieplinski, 2000] . It is good to represent color features where a small number of colors are enough to characterize the color information. The extraction algorithm quantizes the pixel color values into a set of dominant colors. The matching is done by calculating the distances between dominant color sets based on the difference between corresponding colors in any two sets of dominants.
The result of the method is a vector with integer numbers, presented as
where N is the number of dominant colors. The vector components are: the dominant color value i c (RGB color space vector); i p -normalized fraction of pixels corresponding to color i c ; optimal color variance i v , (describes the variance of the color values of the pixels in a cluster around the corresponding color); and the coherency s representing the overall spatial homogeneity of the dominant colors. The distance algorithm uses an estimate of the mean square error, based on the assumption that the subdistributions described by dominant colors and variances are Gaussian. Consider 2 descriptors: and , and if 
Scalable Color descriptor
This descriptor performs color histogram in HSV color space encoded by a Haar transform [MPEG, 2002] . The extraction is done by quantizing the image into a 256 bin HSV color space histogram and then using the Haar transform to reduce the number of bins. The output of the method is a vector with integer components, presented by a histogram with 64, 32 or 16 bins. The distance matching can be done either in the Haar coefficient domain or in the histogram domain. In the case where only the coefficient signs are retained, the matching can be done efficiently in the Haar coefficient domain by calculating the Hamming distance as the number of bit positions at which the binary bits are different using an XOR operation on the two descriptors to be compared. This induces only a marginal loss in similarity matching precision compared to reconstructing the color histogram and performing histogram matching, while the computational cost is considerably lower.
Color layout descriptor
This descriptor performs spatial distribution of colors [Kasutani, 2001] . The extraction is being done as follows: the image is divided into 8x8 blocks. For each block, a single dominant color is selected. The resulting 8x8 image is then transformed into a series of coefficients using dominant color descriptors transformation. These are finally quantized to fit an assigned number of bits. The method output is a vector with integer components, describing {DY, DCr, DCb} coefficients, where Y is the coefficient value for luminance, Cr, Cb coefficient values for chrominance. For matching two descriptions {DY, DCr, DCb} and {DY', DCr', DCb'} the following formula:
is used, where i represents the zigzag-scanning order of the coefficients.
Color structure descriptor
This descriptor is a generalization of the color histogram that encodes information about the spatial structure of the colors in an image as well as their frequency of occurrence [Messing, 2001] . The histogram is extracted in HMMD color space and non-uniformly quantizing is performed over the histogram values. This descriptor specifies spatial distribution of colors. It is calculated by letting a structuring element with image samples to visit each position in the image and then summarize the frequency of color occurrences in each structuring element location in a histogram. The structuring element always has dimensions 8x8, but the distance between the samples in the original image differs with the resolution. The output of the method is a vector with integer components, presented by a 256 bin histogram. The matching is done by minimizing the distance calculated as the sum of the differences between the corresponding bins in any two color-structure histograms.
Group-of-frame or Group-of-picture descriptor
This descriptor is a compound descriptor that expresses the color features of a collection of images or video frames by means of the scalable color descriptor [Ferman, 2000] . During the extraction the average, median or intersection scalable color histogram of the frame/picture group is calculated from scalable color histograms of each group/picture. The intersection histogram is a histogram with the minimum value for each bin over all histograms in the group. The output of the descriptor is a vector with integer components, as in the case of scalable color descriptor. The matching is done in the same way as for the scalable color descriptor.
Texture descriptors
The image texture is one of the most important image characteristic in both human and computer image analysis and object recognition [Manjunath, 2001] . Visual texture is a property of a region in an image. There are two texture descriptors in MPEG-7: a homogeneous texture descriptor, and edge histogram descriptor. Both of these descriptors support search and retrieval based on content descriptions.
Homogeneous Texture
This descriptor is aimed at texture-based image-to-image matching [Ro, 2001] . During the extraction, the mean and standard deviation of the image pixel intensities is computed. Energy and energy deviation feature values are computed by applying 30 Gabor filters in the frequency domain. The polar form used in the frequency domain in this approach is more suited for rotation invariant analysis than the Cartesian form. The matching is done by summing the normalized weighted absolute difference between two sets of feature vectors not using rotation or scale invariant algorithms.
Edge histogram descriptor
This descriptor is a texture descriptor and describes the spatial distribution of four directional edges and one nondirectional edge in three different levels of localization in an image [Park, 2000] . The localization levels are the global, the semi-global and the local level. During the extraction, the image is partitioned into 16 non-overlapping sub-images with sizes depending on the original image size. It is also divided into a preferred number of imageblocks. For each image-block, a horizontal, a vertical, a 45 degree diagonal, a 135 degree diagonal and a nondirected edge value is calculated using edge extraction filters applied on the average brightness values in four sub-blocks. If the maximum edge value is greater than a threshold value, the image-block is considered to contain the corresponding edge. Otherwise, the image-block is considered to contain no edge. The image-block edge composition in the sub-images forms a local edge histogram with a total of 80 bins (5 types of edges, for each of the16 sub-images). The global edge histogram summarizes the distribution of the different edges in the whole image by adding the corresponding local edge histogram bins into five global histogram bins one for each type of edge. The semi-global edge histogram is generated by accumulating the edge compositions in the subimage clusters. The output is a vector of 80 integer numbers between [0, 7] . Distance is calculated as added weighted difference between the local, global, and semi-global edge histograms respectively. Significance is measure by is the sum of absolute difference of 150 coefficients extracted from the 80 bins.
Shape descriptors
MPEG-7 supports region and contour shape descriptors. Object shape features are very powerful when used in similarity retrieval.
Region Shape
In the region shape descriptor, the shape of an object can be a single or multiple regions with or without holes [Kim, 1999] . The feature extraction is based on a set of Angular Radial Transform (ART) coefficients. ART is a complex 2-D transform defined on a unit disc with polar coordinates. In practice, the needed values of the basic functions are pre-calculated and put into a lookup table during the first step of the extraction. The ART transformation is then done by summing up the multiplication for each image pixel with each corresponding pixel in the lookup table, calculating the magnitudes. The output is a vector of 35 integer numbers in the interval [0, 15] . The matching is done by calculating the minimum distance between the feature vectors for any shapes of two images. The distance for two vectors is the sum of absolute difference of coefficients.
Contour Shape
The contour shape descriptor presents a closed 2-D object or region contour in an image or video sequence [Mokhtarian, 1992] . During the extraction, N equidistant points are selected on the contour, starting from an arbitrary point on the contour and following the contour clockwise. The contour is then smoothed by repetitive low-pass filtering of the x and y coordinates of the selected contour points. The smoothing flattens out the concave parts of the contour. Points separating concave and convex parts of the contour and peaks in between are then identified and the normalized values are saved in the descriptor.
An example of MPEG-7 descriptors representation
An example of MPEG-7 XML form for some descriptors on the sample image taken from TREC2002-FeatureDevelopment-mpeg1VideoSet [Smeaton, 2002] , shown in Figure 1 . is given after the figure. 
The Use of MPEG-7 Descriptors
There are several problems, which have to be solved before evaluating the quality of different descriptors. The first problem is: how to choose the benchmark database? There is no common database used for content based benchmarking. Many researchers use the Corel image database (http://www.corel.com/). Another possibility is the collection used in MPEG-7 [MPEG, 1998 ], but it is also copyrighted as Corel database. Other possibilities are the databases on: -http://elib.cs.berkeley.edu/photos/tarlist.txt, -http://www.cs.washington.edu/research/imagedatabase/groundtruth, -http://www.white.media.mit.edu/vismod/imagery/VisionTexture/vistex.html. The second problem is how to measure the performance of the different descriptors. This mean to find a set of features which adequately encodes the characteristics that we intend to measure and a suitable metric. Which is the best similarity function? In 1977 Amos Tversky proposed his famous feature contrast model [Tversky, 1977] . He uses a set of binary features. In [Eidenberger, 2003] mean and standard deviation, distribution analysis and cluster analysis are used. Some of the results are: Color Layout performs badly on monochrome data. Like Color Layout, Color Structure performs inferior on monochrome data. The Dominant Color identifier performs equally well on any type of media. Scalable Color performs exactly like Color Layout and Color Structure. All color descriptors works excellent on photos but three of four perform badly on artificial media objects with few color gradations and very badly on monochrome content. An exception is the Dominant Color descriptor. This descriptor works well on each type of content. Edge Histogram performs excellent on any type of media. The Homogeneous Texture descriptor works acceptably on the Brodatz dataset. A combination of different descriptors is needed. The best descriptors for using combinations are Color Layout, Dominant Color, Edge Histogram and Texture Browsing. The others are highly dependent on these. The color histograms (Color Structure and Scalable Color) perform badly on monochrome input. Therefore, Dominant Color should be used for GoF/GoP color instead of Scalable Color. Generally, all descriptors are highly redundant and applying complexity reduction transformations could save up to 80% of storage and transmission capacity. In [Stanchev, 2004] we generalized this result. We propose a technique for evaluating the effectiveness of MPEG-7 image features on specific image data sets, based on well defined statistical characteristics of the data set. The aim is to improve the effectiveness of the image retrieval process based on the computed similarity on these features. We also validate this method with extensive experiments with real users. Finally, some aspects of images are captured by none of the descriptors and existing descriptors should be either refined or new visual descriptors should be added to the standard.
Conclusion
Several visual descriptors exist for representing the physical content of images, for instance color histograms, textures, shapes, regions, etc. Depending on the specific characteristics of a data set, some features can be more effective than others when performing similarity search. For instance, descriptors based on color representation might be effective with a data set containing mainly black and white images. Techniques based on statistical analysis of the data set and queries are useful. It seems that the most intelligent descriptors are the one based on color layout. Not only does it compare the colors, but also where in the image they occur. This can be of great use if you are looking for a sunset, a face, a certain kind of landscape view etc, where similar colors usually occur in the same regions of the images. The texture and shape based search methods can also be very good, but the search results that are not among the used ground truth set can often be perceived as looking completely different compared to the query image so the use in general image databases can be questioned. On the other hand, the texture and shape based methods can recognize features such as contours and appearance that cannot be detected by the color based methods. Even if it is not possible, in general, to overcome the semantic gap in image retrieval by feature similarity, it is still possible to increase the retrieval effectiveness by a proper choice of the image features, among those in the MPEG-7 standard, depending on the characteristics of the various image data sets (obviously, the more homogeneous the data set is, better results can be obtained).
