In fuzzy time series forecasting, the weight of fuzzy logical relationships and the midpoint of interval values are extensively used in the product of defuzzified matrix and the transpose of the weight matrix into the final forecast model. An improved forecast can be achieved through this model. Additionally, because of its excellent performance, successful applications can be widely achieved by exploiting real life data such as enrollment, stock indices and exchange rates for example. However, the improvement of mean square error is still not significant when the midpoint and the weight values are strictly increased in both of the matrixes. In order to reduce the mean square error, a reversal model in which the weight elements are reversed in the transpose matrix is proposed in this paper. Moreover, a theorem is also proposed to justify this reversal model and the annual data of electricity load by regions of Taiwan from 1981 to 2000 is examined as further evidence. The result indicate a consistently significant advantage in the proposed reversal model, i.e. the mean square error is smaller than the non-reversal model for each region.
Introduction
Forecasting is a predictive analytical approach that deals with predicting the future, generally by using the past data set and corresponding models. It can be applied in various domains of management such as personnel management, resource management, finance management, and organizational management. The study on electric load forecasting models continues to remain a significant concern worldwide, especially among electricity companies and the output of these studies is very determinative for energy planning and power management [1] . The methods frequently used for electricity forecasting are ARIMA, regression time series, time series, genetic algorithm, artificial intelligence, and PSO. The fuzzy time series approach was first introduced in [1] and it is another alternative to resolve electricity forecasting problems. The concept of fuzzy time series is a combination between time series analysis and the fuzzy set theory [2] .
In the applications of real scenarios, numerous models have been proposed by researchers in FTS forecasting to resolve problems in various areas such as university enrolment [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] , stock prices index [15] [16] [17] [18] , temperature [19] , financial sectors [20, 21] , and electricity load consumptions [1, [22] [23] [24] [25] . FTS is a novel approach, which was introduced in [2, 3] for resolving linguistic time series data problems. This approach is a combination of fuzzy logic and time series analysis. Additionally, the most critical part in the FTS forecasting is the assumption regarding the unneeded data, which is the main difference from the statistical approaches. In FTS approach, the final forecasted value has been modeled by using fuzzification, FLRs, FLG, and defuzzification.
Many different models have been proposed for fuzzy time series forecasting by researchers. For example, in [13] , a study on heuristic models of the fuzzy time series for forecasting by using stock index data was initiated. A fuzzy time series model for stock index was then analyzed in [14] . The weighted fuzzy time series model has been suggested in [15] for forecasting of the TAIEX. This weight was assigned using the recurrent FLRs in the FLG. In addition, a trend-weighted fuzzy time series model is also discussed in [16] for TAIEX forecasting. A generalized approach for forecasting by using the fuzzy weights is presented in [17] . In [15] , the final forecasted value was equal to the product of the defuzzified matrix and the transpose of the weight matrix. However, the model proposed by Yu [15] is yet to be improved to resolve the monotonic increasing of weight values if the chronological order occurred in the FLG.
This study introduces a new reversal model in fuzzy time series forecasting. Through this model, the monotonic (strictly) increase of the intervals midpoints and the weight values can be resolved if the chronological order of FLRs occurs in the FLG. Moreover, the position elements of weight will be reversed from maximum to minimum values respectively in the transpose matrix. Furthermore, by using the product rule, this transpose matrix and the defuzzified matrix can be implemented to determine the final forecasted value. To justify this proposed model, a theorem is also presented, supported with the proof.
The remainder of this paper is organized as follows: Section 2 presents the basic theory of fuzzy set and fuzzy time series; Section 3 describes the types of FLRS in the FLG and the importance of weighted fuzzy time series with some examples; The importance of weight fuzzy time series in forecasting is explained in Section 4; Section 5 explores the reversal model as a proposed model and an empirical study of electricity load forecasting by regions of Taiwan; some conclusions of this study are presented in the final section.
The Fundamental Theories in Fuzzy Time Series

Fuzzy time series concept
FTS is a new approach which was developed for resolving linguistic time series data problems in [2, 3] . This approach combines linguistic variables with the analysis process of applying fuzzy logic into time series to solve the fuzziness of the data. The most important part in fuzzy time series forecasting is the assumption regarding data that are not needed, which is what mainly differentiates it from the statistical approaches. For example, the number of observations does not need to be limited and the linearity assumption does not have to be considered. Overall, the model has been established by using fuzzification, FLRs, FLG, and defuzzification. The applications of this proposed model can be found in some domain problems as mentioned before in Section 1. Hence, this section describes the fuzzy set, fuzzy time series, other related terms, and the forecasting algorithm that is used in this paper.
Fuzzy set definition
We begin by defining A on U and in doing so we mainly follow [2] :
where
If U is defined as finite and infinite sets, then A can be expressed as follows [2] :
and 
is said to be caused by F (t − 1) as denoted as
Definition 3. First-order model in Fuzzy time series [2] Suppose F (t) is caused by F (t−1) denoted by F (t−1) → F (t), then this relationship can be represented as:
where R(t, t − 1) is a fuzzy relationship between F (t) and F (t − 1) and is called the first-order model of F (t). 
Meanwhile, the forecasting algorithm can be delineated into several steps as suggested in [2] :
• U is defined and divided into several equal length of intervals.
• Each interval is fuzzified into linguistics time series values (A i , i = 1, 2, . . . , p, p is partition number).
• The fuzzy logical relationships are established among linguistics time series values,
• The forecasting rule is established.
• The forecast value is determined.
The Fuzzy Logical Relationship Types
In order to know the types of FLRs in the FLG, we should define some related terms in fuzzy relation such as recurrence, non-recurrence, chronological order and non-chronological order of FLRs as bellow:
Definition 6. Recurrence and Non-recurrence of FLR Let
The occurrence of a particular FLR A j represents the number of its appearances in the past. Thus, this condition is called as recurrence. While, the other condition is called as non-recurrence.
Definition 7. Chronological Order and Non-chronological Order of FLR Let
The occurrence of each particular of A j , A k , A l , A m represents the strictly increasing of index number and follows the generated time series. Thus, this condition is called as chronological order. While, other conditions are called as non-chronological order.
In consideration of the previous studies and both Definitions 
The Importance of Weight in Fuzzy Time Series Forecasting
In fuzzy time series, the forecasting model uses the fuzzy relationships among the linguistic time of series values. Two fuzzy types of relationships are (i) the samefuzzy logical relationship and (ii) the different-fuzzy logical relationship. Both types of relationships may occur either recurrently or frequently. The occurrence of a particular fuzzy relationship explains the number of its appearances in the past. Some of the reasons for establishing the weight factor are:
(1) To compensate for the presence of bias especially when the events are frequently occurred [26] . (2) To raise the influence of the more accurate input data, and to reduce the influence of the less accurate ones [27] .
Fundamentally, these are the reasons for finding the weights in the fuzzy relationships. Similar to the research findings in [15] and [16] , the weight factors were denoted within the weight matrix given in the following definition.
Definition 8. Ordered weighting averaging [28] . Yager's OWA operator of dimension n is a mapping
which has an associated weights W = (w 1 w 2 w 3 · · · w n ) T or can be written as:
such that
where σ : {1, . . . , n} → {1, . . . , n} is a permutation function, such that a σ(i) is the highest value in the set {a 1 , . . . , a n :
The recurrence of FLRs in the FLG has been solved using weighted fuzzy time series in [15, 16] , both weights rules are detailed as follows:
(a) Yu's weight rule There were two reasons why the weight of FTS was suggested. The first reason was to resolve the recurrence of FLRs, which were not properly handled in previous related studies. The other one was to improve the forecast accuracy. The issues were elaborated by the following examples: Let A 1 , A 2 , A 1 , A 1 , A 1 , A 1 be linguistics time series values. Based on the Definitions 3, 4, and Yu's rule, then the FLRs, FLG and weights were described as follows:
• Establishing the FLRs:
Thus rule indicates that weights increased following the number of relationships. In addition, these weights were applied to the forecasting approach.
Cheng et al. [16] also considered the trend-weighted recurrence of FLRs in the FLG. Moreover, by using the same example with part (a), the assigning of trend-weighted components for fuzzy relations were explained as follows:
• Establishing the FLRs: 
The sum value of w 2 , w 3 , and w 4 was more than w 1 , because that there were three recurrences of A 1 , while there was no recurrence of A 2 in this group. According to this rule, the numerators of weights increased following the recurrence and the same left-hand sides of FLRs in FLG. Thus, these weights were called as a trend. The same as the findings in [15] , which these numerators were also assigned with the natural numbers.
Definition 9. Monotonic sequences
The sequence (x n ) is said to be:
• monotonically increasing, or simply increasing, if x n+1 ≥ x n for all n ∈ N;
• strictly increasing if x n+1 > x n for all n ∈ N; • monotonically decreasing, or decreasing, if x n+1 ≤ x n for all n ∈ N;
• strictly decreasing if x n+1 < x n for all n ∈ N.
The Reversal Model
The assigning weight fuzzy time series was introduced for handling the recurrence of relationships in the FLG [15] . In this paper, we consider the reversal method based on the recurrence and non-recurrence with chronological order of FLRs in the FLG. On the other hand, if Yu's rule is applied to these types of FLRs, then weight values would be increased monotonically in the weight transpose matrix. Moreover, the midpoint interval values would also be strictly increased in the defuzzified matrix. Therefore, the product of both matrixes would be increased sharply. In order to tackle this problem, we propose a new model named reversal model. Through this model, the weight elements are reversed respectively in the transpose matrix. A 1 , A 2 , A 3 , . . . , A p , say, c 1 , c 2 , . . . , c p were specified. By 
. . , p). The corresponding weights for
= 1 had satisfied both the condition and Definition 5. Furthermore, weight elements could also be presented in the weight matrix W as shown below:
By using Eq. (9) and applying Definition 9, the weight elements are strictly increasing in this matrix, hence, it also satisfied the following condition:
Suppose the forecast of 
In this matrix, the midpoint values were also strictly increasing, written as:
The final forecast of F (A i ) was equal to the product of defuzzified matrix and the transpose of the weight matrix [15] .
Furthermore, Eq. (14) is called as a NR. In this model, the forecasting values of A i are always higher than the actual values of A i because the interval midpoints (Eq. (13)) and the weights values (Eq. (11)) are strictly increasing. Additionally, these values would influence the level of forecasting accuracy significantly. To resolve these increasing values, a new model is proposed as follows: 
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The element weights were reversed in the transpose matrix as written below:
Substituting Eq. (16) in Eq. (14) provides:
Equation (17) is as R. Even though this equation looks similar with Eq. (14), both models are different in the weight transpose matrix. This model is proposed to be suitable for the scenario of strictly increasing weight values. Furthermore, in order to justify the capability of this model, a theorem is proposed as follows: values of the midpoint and the weight were strictly increasing. If the final forecast of F (A i ) was equal to the product of defuzzified matrix and the transpose of the weight matrix, then the forecasted values from non-reversal modelF (A i ) NR would be greater than the reversal modelF (A i ) R .
Theorem. Non Reversal and Reversal Models
Suppose A i → A 1 , A 2 ,
Proof. Let non-reversal modelF (
we would like to prove thatF ( 
and since w 2 < w 3 ,
If we added more of midpoint interval values until the numbers in Eq. (18) reaches p, so
According to Eq. (18), it is clear that m 1 · w 1 < m 3 · w 3 , by adding m 2 · w 2 to both sides of the equation we obtain,
Since w 1 < m 1 , w 2 < m 2 , and w 3 < m 3 , thus
This gives
According to (19) 
Furthermore, we illustrate the implementation of this theorem via the following examples. = 91.12. According to the non-reversal and reversal models, the final forecasted values of A 3 are 93.64 and 91.12 respectively. As the actual value of A 3 was 92.10, the difference between the actual value and the forecasted value by the non-reversal model is larger than the difference between actual value and forecasted value by the reversal method. Therefore, the forecasting error based on non-reversal model is also larger in comparison to the error from reversal model we propose in this paper.
Example 2. Non-Recurrence with chronological order (type c)
Let Furthermore, the final forecast of A 3 is derived by using both non-reversal and reversal models as follows: The final forecasted values of A 3 by using non reversal and reversal models are 94.32 and 91.68 respectively. Compared to the actual value of A 3 , which was 92.10, the difference between actual value and the forecasted value by non-reversal method is larger. In other words, the reversal model again provides a better forecast as it shows smaller differences between the original value and the forecast. In general, the forecasting error by the reversal model is smaller than the non-reversal model.
Example 3.
Comparison of mean square error (MSE) based on real data. Both non-reversal and reversal models are applied in forecasting the yearly electric load of Taiwan by regions in [29] , in which the data covers the period from 1981 to 2000 as presented in Table 1 .
By using Yu's algorithm, the performance of forecasting measured by MSE for both models is illustrated in Table 2 .
In order to evaluate the performances of both models more clearly, the time series plot between actual data (Eastern region) and the forecasted values by both models is also illustrated in Fig. 1 .
By comparing the actual load of the Eastern region with forecasted values from the non-reversal model and reversal model, Fig. 1 indicates that reversal model A reversal model of fuzzy time series in regional load forecasting Table 3 . Comparative aspects between non-reversal and reversal models.
Non-reversal Model
Reversal Model
• Easier to be applied in determining the final forecasted values of A i .
• Ineffective to handle the strictly increasing values of the midpoint intervals and the weight FLRs.
• Effective to handle the strictly decreasing values of the midpoint intervals and the weight FLRs.
• Unpromising to reduce the forecasting error or mean square error especially for type (a, c) of FLRs occurred.
• Effective to handle the strictly increasing values of the midpoint intervals and the weight FLRs especially for type (a, c).
• Ineffective to handle the strictly decreasing values of the midpoint intervals and the weight FLRs.
• Promising to reduce the forecasting error or mean square error especially for type (a, c) of FLRs occurred.
provides better performance than the non-reversal model in term of forecasting accuracy. According to the three examples listed so far, the comparisons of nonreversal and reversal models are summarized in detail in Table 3 .
Conclusion
The primary concern of this study was proposing a new model in FTS forecasting named the reversal model. This model was applied and shown to be suitable for resolving the type (a) and (c) of FLRs, which were left unsolved in [15] . The most important outcome of this proposed model is that the error of the final forecasted values of A i can be reduced significantly. Additionally, a theorem was also presented and proved to justify the capability of this reversal model. This paper lists the facts and proofs, also provides several examples to illustrate the implementation of this theorem. In summary, the final forecasts of A i from the reversal model provide a lower error than the final forecasts from the non-reversal model. Therefore, the proposed reversal model outperforms the non-reversal model in term of forecasting accuracy.
