ABSTRACT. The Euler-Maclaurin (EM) summation formula is used in many theoretical studies and numerical calculations. It approximates the sum ∑ n−1 k=0 f (k) of values of a function f by a linear combination of a corresponding integral of f and values of its higher-order derivatives f ( j) . An alternative (Alt) summation formula was recently presented by the author, which approximates the sum by a linear combination of integrals only, without using high-order derivatives of f . It was shown that the Alt formula will in most cases outperform, or greatly outperform, the EM formula in terms of the execution time and memory use. In the present paper, a multiple-sum/multi-index-sum extension of the Alt formula is given, with applications to summing possibly divergent multi-index series and to sums over the integral points of integral lattice polytopes.
INTRODUCTION
The Euler-Maclaurin (EM) summation formula can be written as follows:
where f : R → R is a smooth enough function, B j is the jth Bernoulli number, and n and m are natural numbers. The EM approximation is exact when f is a polynomial of degree < 2m − 1. The EM formula has been used in a large number of theoretical studies and numerical calculations. Clearly, to use the EM formula in a theoretical or computational study, one will usually need to have an antiderivative F of f and the derivatives f ( j−1) for j = 1, . . . , 2m − 1 in tractable or, respectively, computable form. In [9] , an alternative summation formula (Alt) was offered, which approximates the sum ∑ 
where f is again a smooth enough function, the coefficients τ m,r are certain rational numbers not depending on f and such that ∑ m−1 j=1−m τ m,1+| j| = 1, and n and m are natural numbers. Similarly to the case of the EM formula, the Alt approximation is exact when f is a polynomial of degree < 2m. It was shown in [9] that the Alt formula should be usually expected to outperform the EM one.
Extensions of the EM formula to the multiple sums, including sums over the integral points of integral lattice polytopes, have been of significant interest; see e.g. [6, 7] . In the present paper, a multiplesum/multi-index-sum extension of the Alt formula will be given. The main result of this paper, Theorem 2.1, is then extended to sums over the integral points of integral lattice polytopes as well.
The rest of this paper is organized as follows. In Section 2, the multi-index Alt formula is stated, with discussion. In Section 3, an application of the Alt formula to summing possibly divergent multi-index series is given. A shift trick then allows one to make the remainder in the Alt formula arbitrarily small.
In Section 4, the mentioned extension to sums over the integral points of integral lattice polytopes is presented.
The necessary proofs are deferred to Section 5.
At the end of this introduction, let us fix notation to be used in the rest of the paper: Suppose that p and m are natural numbers and f : R p → R is a 2m-times continuously differentiable function, with partial derivatives f (α α α) , where α α α = (α 1 , . . . , α p ) ∈ Z p + and Z + := Z ∩ [0, ∞). Generally, boldface letters will denote vectors in R p , in Z p , or in Z p + , with the coordinates denoted by the corresponding non-boldface letters with the indices:
A MULTI-INDEX ALTERNATIVE (ALT) TO THE EM FORMULA
The following extension of [9, Theorem 3.1] to multiple sums is the main result of this paper:
Theorem 2.1. One has
where
is the integral approximation to the sum ∑ 6) and R m is the remainder given by the formula
The sum of all the coefficients of the integrals in each of the expressions (2.2), (2.3), and
If M 2m is a real number such that 9) then the remainder R m can be bounded as follows: Recall the convention that the sum of an empty family is 0. In particular, if ∧n = 0, then
Also, it is clear that R m = 0 if the function f is any polynomial of degree at most 2m − 1.
One may note here that, in each of the formulas (2.2), (2.3), and (2.4), the first expression is a linear combination of integrals of the form n−1+λ λ λ −λ λ λ for some λ λ λ ∈ R p with |λ λ λ | ≤ (m − 2)1/2. So, provided that n ≥ (m − 1)1, each of these integrals equals the Lebesgue integral of the function f over the pdimensional interval [−λ λ λ , n − 1 + λ λ λ ], symmetric about the point (n − 1)/2. In contrast, the second expression in each of the formulas (2.2), (2.3), and (2.4) is a linear combination of integrals of the form n+λ λ λ λ λ λ for some λ λ λ ∈ R p ; so, each of these integrals equals the Lebesgue integral of the function f over the p-dimensional interval [λ λ λ , n + λ λ λ ], whose endpoints differ by the vector n. This observation holds whether the condition n ≥ (m − 1)1 holds ot not. Remark 2.2. As in [9] in the special case of ordinary sums, here, instead of assuming that the function f is real-valued, one may assume, more generally, that f takes values in any normed space. In particular, one may allow f to take values in the q-dimensional complex space C q , for any natural q. An advantage of dealing with a vector-valued function (rather than separately with each of its coordinates) is that this way one has to compute the coefficients -say τ m,β β β in (2.4) -only once, for all the components of the vector function.
APPLICATION TO SUMMING (POSSIBLY DIVERGENT) MULTI-INDEX SERIES
Let us say that a function F on R p is an antiderivative of the function f if
Clearly, this notion is a generalization of the corresponding notion for functions on R. It is also clear that an antiderivative exists and can be obtained by taking the iterated indefinite integral
, let |J| denote the cardinality of J, and also let 1 J := (I{1 ∈ J}, . . . , I{p ∈ J}). In particular, 1 [p] = 1 and 1 / 0 = 0. The alternative summation formula presented in Theorem 2.1 can be used for summing (possibly divergent) multi-index series, as follows. 
and the series
where (cf. (2.2), (2.3), and
and (cf.
Looking, say, at the expression of A J m,F (n) in (3.7), one may note that
3) may be referred to as the (generalized) sum of the possibly divergent multi-index series ∑ ∞1 k=0 f (k) by means of the Alt formula (2.1). Theorem 3.1 is a multi-index extension of Proposition 5.1 in [9] .
To compute the generalized sum ∑ Alt k≥0 f (k) effectively, one has to ensure that the remainder R m, f (∞) can be made arbitrarily small. This can be done as follows.
For any function h : R p → R and any c ∈ R p , let h c denote the c-shift of h defined by the formula
for all x ∈ R p . Note that, if F is an antiderivative of f , then F c is an antiderivative of f c .
Theorem 3.2. Suppose that the conditions of Theorem 3.1 hold. Take any
Under the conditions of Theorem 3.1, the remainder R m, f ,c (∞) can be made arbitrarily small by making ∧c large enough. The price to pay for this will be the need to compute a possibly large partial sum ∑ c−1 k=0 f (k) of the series. Theorem 3.2 is a multi-index extension of Corollary 5.6 in [9] .
APPLICATION TO SUMS OVER THE INTEGRAL POINTS OF INTEGRAL LATTICE POLYTOPES
Let P be an integral polytope in R p , that is, the convex hull of a finite subset of Z p . Suppose that P is of full dimension, p. Let V denote the set of all vertices (that is, extreme points) of P.
By the main result of Haase [4] , for each v ∈ V there exist a finite set I v , a map
into the set of all nonsingular p × p matrices over Z, and a map I v ∋ i → J v,i into the set of all subsets of the set [p] := {1, . . . , p} such that
where · denotes the indicator/characteristic function,
and
(so that the closure of C v,i is a polyhedral cone, for each pair (v, i)). In the case when the polytope P is simple, decomposition (4.1) was obtained earlier by Lawrence [8] . To extend Lawrence's result, Haase used virtual infinitesimal deformations of vertices of P, identified with regular triangulations of the normal cones at the vertices. A similar decomposition, but with polyhedral cones of lower dimensions, was obtained in [3] . The following corollary is almost immediate from Theorem 2.1 and Corollary 4.2.
Corollary 4.3. Suppose that the function f is compactly supported. Then
is the integral approximation to the sum ∑ 
where κ is as in (2.12).
where 
The expression for A m ( f , P) in (4.5) is based on the second expression for A m in (2.3); of course, one can quite similarly use any one of the other 5 expressions in (2.2)-(2.4).
Notable differences between Corollary 4.3 and the main result of [7] (Theorem 2 therein) include the following: (i) in [7, Theorem 2] , the summation is over all faces of the polytope P, whereas in (4.5) the corresponding summation is only over the vertices of P and (ii) instead of the plain summation ∑ k∈P∩Z p f (k) in (4.4), in the corresponding sum in [7] the summands f (k) are weighted (in accordance with the dimension of the relative interior of the face given that k belongs to that relative interior).
Note also that [7, Theorem 2] is obtained for simple polytopes. In [1] , this result was extended to allow more general weights, and then further generalized to non-simple polytopes in [2] .
It should be possible to extend Corollary 4.3 to the case when the function f is a so-called symbol in the sense of Hörmander [5] -cf. [7, Theorem 3] , as well as conditions (3.1) and (3.2) 
is bounded, presumably being just a perturbed version of the indicator of the polytope P; cf. (4.5) and the equality in [7, formula (89) ]. Moreover, in view of the results of Section 3, it appears not unlikely that Corollary 4.3 could be extended to general polyhedral sets.
PROOFS
Proof of Theorem 2.1. Take any k (in Z p + ) such that k ≤ n − 1 and consider the Taylor expansion
for all x ∈ (k − m1/2, k + m1/2], where u := x − k. Integrating both sides of this identity in
, then multiplying by γ m,j , and then summing in j, one has
the latter equality is obtained by the change of variables u = jv.
As noted before, in the special case p = 1 Theorem 2.1 turns into Theorem 3.1 of [9] . So, without loss of generality (w.l.o.g.) p ≥ 2. Write
In view of the multi-line display next after formula (9.7) in [9] (note, in particular, the penultimate expression there), the right-hand side of (5.6) can be rewritten as
. . .
So,
and hence, by (5.3),
Similarly, but using the last expression in the mentioned multi-line display next after formula (9.7) in [9] rather than the penultimate expression there, we have
In particular, it follows that the two double sums in (2.2) are the same. Suppose now that some i and j in Z p + and some β β β ∈ Z p are related by the condition β β β = 2i − j + 1. 
in view of (2.5) and (2.6). Thus, by (5.10) and (5.11), the first double sum in (2.2) equals the first sum in (2.3), and the second double sum in (2.2) equals the second sum in (2.3). Also, it is obvious that the first sum in (2.4) equals the first sum in (2.3), and the second sum in (2.4) equals the second sum in (2.3).
Next, for any α α α (in
by formula (9.6) in [9] . So, by (5.4), In view of (2.7) and (2.9),
Computing the integrals here, it is easy to check thatR m equals the upper bound in (2.10). On the other hand, using the multinomial formula, the definition of γ m,j in (2.5), and the Hölder inequality
|v r j r | 2m , we see that
and for m ≥ 2 the factor 1.0331 can be replaced by 1.001. It follows from [10] that Γ(x + 1)/Γ(x + 1/2) > x + 1/π for real x > 0. For x = m ∈ N, this inequality can be rewritten as 2 2m 2m m < √ πm + 1. So, in view of (2.5),
Collecting (5.14), (5.15), (5.16), and (2.12), we obtain (2.11). Theorem 2.1 is now completely proved.
To prove Theorem 3.1, we shall need the following multidimensional generalization of the fundamental theorem of calculus (FTC). It is easy to prove and probably well known; however, I have not been able to find an appropriate reference. 
Proof. This will be done by induction in p. For p = 1, (5.17) is the usual, one-dimensional FTC. Suppose that p ≥ 2 and that (5.17) holds with p − 1 in place of p. Introduce some notation, as follows. For x = (x 1 , . . . , x p−1 , x p ) ∈ R p , letx := (x 1 , . . . , x p−1 ), and similarly defineũ andṽ. Also, for any J ⊆ [p − 1], defineṽ J similarly to v J , but based onũ andṽ rather than on u and v. For any function h : R p → R and any real x p , let h x p denote the "cross-section" function from R p−1 to R defined by the formula h x p (x) := h(x), again for x = (x 1 , . . . , x p−1 , x p ) ∈ R p . Note that, for each real x p , the function F
is an antiderivative of the function f x p . For real u and v, let ∆ u,v := δ v − δ u , where δ x is the Dirac measure at x. Consider the signed product measures
Now, appropriately rewriting the right-hand side of (5.17) and then using the Fubini theorem and the induction hypothesis, we have
Proof of Theorem 3.1. Let
with R m as defined in (2.7). Then, by (3.2), 
(n) , (5.21) where T J = T J,n,m 0 ,F is the Taylor polynomial of order 2m 0 − 1 for the function F at the point n1 J − 1, so that
Take any r = 1, . . . , p and any J ⊆ [p], and let n r,J := n r I{r ∈ J}. Following the lines of the proof of Proposition 5.1 in [9] for the case when f = P ′ r and F = P r , so that the polynomial T therein coincides with F = P r , we see from [9, (5.5) and (9.19) 
for any n ∈ Z + . So, by (3.6) and (2.6), 
and any L ∈ L K , the map J → I J := J ∩ K is a bijection of the set J K,L onto the set {I : I ⊆ K}, and for any J ∈ J K,L the set J is the disjoint union of the sets I J and L, so that |J| = |I J | + |L|. It follows by (5.25) that for any
Looking back at (5.27) and (5.26), we see that R = 0. Letting now ∧n → ∞ and recalling (5.24), (3.3), the definition (3.11) of R m, f ,c (∞), and formulas (3.10), (3.7), and (3.4), we have
which completes the proof of Theorem 3.2.
Proof of Proposition 4.1. Let a 1 , . . . , a p denote the columns of the matrix A, so that a i ∈ Z p for each i ∈ [p] and C := AR
If the matrix A is unimodular, there is nothing to prove. So, w.l.o.g., | det A| ≥ 2. Then there is a vector Then, repeating the step described in the last paragraph -for each of the matrices A 1 , . . . , A k in place of A, in view of (5.30) we shall eventually obtain (4.3) with unimodular p × p matrices A i over Z, as required. This step relies mainly on the following combinatorial lemma. Note that (5.32) means precisely that C is the disjoint union of the C i 's. Thus, the proof of Lemma 5.2 will be completed in the following three steps.
