Citation Saffi, M., 2013. Analytic solution to a one-dimensional, leaky, heterogeneous transient aquifer model. Hydrological Sciences Journal, 59 (1), 138-153. Abstract A closed form solution of a 1D heterogeneous transient aquifer model is developed. The aquifer model is considered over a finite domain (0,L) with only one transmissivity jump located at some position x 0 . The solution is studied in the light of two parameters, namely the magnitude of the transmissivity jump and the eccentricity of the jump locus x 0 with respect to the middle of the domain. At least two schemes can be envisaged: the first scheme, not considered in this work, combines the effect of the two aforementioned parameters while developing the solution. The second scheme separates them by confining the locus x 0 within a symmetrical sub-domain. In this way the solution restricted to this sub-domain involves only the transmissivity jump but is free from the effect of eccentricity. Then the problem is solved over the remaining part of the flow domain (0,L) as a homogeneous aquifer model. Afterwards, the derived solutions are concatenated using the flux continuity principle. These two schemes differ basically in the structure of the solution they produce. Nous avons étudié la solution en fonction de deux paramètres, à savoir l'amplitude du saut de transmissivité et l'excentricité de la position x 0 de ce saut par rapport au centre du domaine. Au moins deux schémas peuvent être envisagés. Dans le premier schéma, que nous n'avons pas envisagé dans ce travail, on combine l'effet des deux paramètres qu'on vient de mentionner lors du développement de la solution. Le second schéma les sépare, en isolant la position x 0 dans un sous-domaine symétrique. De cette façon, la restriction de la solution à ce sous-domaine met en jeu seulement le saut de transmissivité mais nous libère de l'effet d'excentricité. Le problème est ensuite résolu sur la partie restante du domaine (0,L) comme un modèle d'aquifère homogène. Les solutions déduites sont ensuite concaténées en utilisant le principe de continuité des flux. Ces deux schémas différent principalement par la structure de leur solution.
INTRODUCTION
A growing body of analytic solutions to groundwater flow equations appears in the literature. Some of these are basic and well known, and were compiled by Willis and Yeh (1987, p. 82) . Bruggeman (1999) gave a systematic and comprehensive classification of such solutions depending on the differential equation needed to describe the aquifer model. Although analytic solutions are often developed for simple cases and so regarded as of limited usefulness, the method has known important successes when modelling hydrological systems.
One of these successes is the assimilation of pumping test data, e.g. solutions such as Theis's to provide a practical tool for aquifer properties estimation. Another major success is the evaluation of leakage fluxes and the introduction of memory and influence functions while modelling multi-aquifers (Pinder and Gray 1977, p. 132) . Analytic solution also helps to better understand the processes; a typical example is that of Tóth's solution which provides much insight into the mechanisms underlying regional flow system formation (Fetter 2001, p. 239) . Similarly, Haitjema (2006) argues that simple analytic solutions can build a groundwater modelling intuition critical to any successful modelling project. Craig and Read (2010) believe that hybridization of analytical and numerical approaches will lead to the next wave of robust, efficient and more accurate techniques. They support their point of view with several examples, among them is the Analytic Element Method.
This paper proposes a new analytic solution for the equation governing the flow in a one-dimensional, leaky, heterogeneous aquifer. A basic twoblock transient aquifer model is used to investigate the effect of transmissivity jump on the solution. A similar model was studied by Sun et al. (2008) and Guo et al. (2010) for groundwater subject to tidal fluctuation. Al-Niami and Rushton (1979) gave analytical solutions in stratified porous media for flow parallel and perpendicular to stratifications.
MODEL STATEMENT
This work considers the following leaky aquifer model (Willis and Yeh 1987) :
uðx; tÞ is the drawdown; T and S are the aquifer transmissivity and storage coefficient, respectively. K a and m a denote the aquitard hydraulic conductivity and thickness, and L is the flow region length. Equation (1) is subject to following set of initial and boundary conditions: uðx; 0Þ ¼ u 0 (2) uð0; tÞ ¼ u W Â uðL; tÞ ¼ u E
This work is based on a one-step transmissivity distribution (i.e. two-block aquifer):
T ðxÞ ¼ T 1 for x < x 0 T ðxÞ ¼ T 2 for x > x 0 (4) where x 0 is the position which marks a transmissivity jump. Equations (1-4) are complemented with drawdown and flux continuity principles stated at x 0 :
Superscripts -and + read, respectively, the left and the right side of x 0 .
From the previous equations, two key parameters arise, namely the transmissivity jump which can be measured using the ratio T 1 =T 2 , or alternatively its logarithm, and the eccentricity of the jump locus x 0 with respect to the middle of the domain quantified, for instance, by the entity ðx 0 =L À 1=2Þ. Accordingly, the problem can be approached using at least two schemes. In the first scheme the Laplace transform is directly applied to the set of equations (1-6) with x 0 arbitrarily chosen within ð0;LÞ. Then the conventional path of the Laplace transform analysis is followed, as exemplified in the next section of this paper. This scheme approaches the problem solution globally by handling the flow domain as a whole and proceeding with the previous two parameters taken simultaneously. The second scheme treats them separately by isolating x 0 within a symmetrical sub-domain ðx 0 Àr; x 0 þ rÞ where r denotes some radius. For instance, when x 0 < L=2 and r = x 0 this sub-domain would be ð0; 2x 0 Þ. In doing so, the aforementioned eccentricity parameter is locally set to zero over ð0; 2x 0 Þ. That is, equations (1-6) are solved over this sub-domain with only the transmissivity jump involved, and no eccentricity. The latter is dealt with by solving these equations over the remaining part of the domain, i.e. ð2x 0 ; LÞas a homogeneous aquifer model. Then the two derived solutions are concatenated at the internal boundary x ¼ 2x 0 . In this way, the second scheme starts building the problem solution locally in terms of two standard functions taken as building blocks, namely the solution of a homogeneous aquifer model and the solution of an eccentricityfree heterogeneous model. The two schemes above differ basically by the structure of the solution they yield. This can be intuitively illustrated by considering some point in the sub-domain ð2x 0 ; LÞ. Assume that x 0 is close to zero, then this point is viewed as a part of a homogeneous aquifer with special boundary conditions by the second scheme, while it is a point in a heterogeneous aquifer with too disproportionate transmissivity zones for a user of the first scheme. This paper investigates the second scheme. It starts by developing the standard solution for the transmissivity jump lying in the middle of the domain (i.e. eccentricity cancelled), and constructs the solution for the jump locus x 0 arbitrarily chosen within ð0; LÞ.
In this section, the standard analytical solution to the above system of equations (1-6), is studied for 
u is the Laplace transform of u. Symbols involved in equation (7) are defined by:
Because ratios σ 1 =4r 2 1 and σ 2 =4r 2 2 are equal, they will be referred to with λ, then: Conventionally, the drawdown uðx; tÞ is recovered fromûðx; pÞ following the standard path of an inverse Laplace transform. To this end, according to Chilov (1978, p. 248) , the following integral is studied along contour C = C 1 + C 2 of Fig. 1 :
ðx; pÞ expðptÞdp
On the one hand, J is given in terms of residuals denoted ResðÁÞ at different poles ofûðx; pÞ falling within contour C. Appendix A expandsûðx; pÞ poles as:
and
with entity y n a solution to the following equation:
a cosðyÞ sinðayÞ þ sinðyÞ cosðayÞ ¼ 0
where a is a shorthand for ðT 1 =T 2 Þ
1=2
. Therefore:
Resðp n Þ
The first term on the right-hand side of (18) corresponds to pole 0 and defines the steady-state part of the solution; in addition Resðp 0 Þ ¼ 0. The other poles bring a time-dependent contribution.
On the other hand, integral J is split into two parts. One runs over path C 1 , the other over C 2 . This latter tends to zero when contour C radius R (Fig. 1 ) tends to infinity (Chilov 1978) . Therefore:
ðx; pÞ expðptÞ dp
The left-hand side of (19) meets uðx; tÞ and residual Resðp n Þ is computed by the following well-established rule (Spiegel 1973 p. 172) :
½ðp À p n Þûðx; pÞ expðptÞ (20) In equation (20),ûðp; tÞ is expressed via equations (7-14). After lengthy manual calculation and term arrangement one obtains:
c n ðxÞ expðp n tÞ
The first two terms on the right-hand side of equation (21) represent the steady-state part of the solution and will be denoted by u SS ðxÞ. Functions EðxÞ, W ðxÞ, d n ðxÞ, c n ðxÞ and b n ðxÞ are defined as follows: c n ðxÞ ¼
For x ! L=2:
The other entities are defined by:
Direct verification shows that uðx; tÞ as given above fulfils equations (1)-(6) for x 0 ¼ L=2. In addition, the solution to the homogeneous model (i.e.
SOLUTION ALGORITHM
Actual calculation of uðx; tÞ via equation (21) requires accurate numerical estimation of the series y 1 ; y 2 ; :::. The latter is transformed into a finite series by approximating the parameter a ¼ ðT 1 =T 2 Þ 1=2 with an irreducible fraction p=q. So, equation (17) recasts into:
Then, making use of the two basic properties of Chebyshev first and second type polynomials, T m and U m (Spiegel 1974, p. 157) :
T m ½cosðxÞ ¼ cosðmxÞ;
Equation (34) becomes:
From equation (36), the determination of y n terms is practically brought down to the calculation of the finite root-set of polynomial V pq ¼ ðpT q U pÀ1 þqT p U qÀ1 Þ. By transforming the transcendental equation (34) into the polynomial equation (36), one takes advantage of the large body of well-established and systematic procedures appertaining to polynomial theory. In particular, the zero-separation issue can be dealt with efficiently. An outline for the solution algorithm is:
• Approximate parameter a ¼ ðT 1 =T 2 Þ 1=2 with an irreducible fraction p=q to some selected tolerance.
• Form polynomial V pq and find its roots ρ k .
• Determine series y n in accordance with equation (36), i.e. by solving cosðy=qÞ ¼ ρ k for various k, and sinðy=qÞ ¼ 0.
• Calculate entities p n , D 0 , e n and λ n via equations (16b), (30), (31) and (32).
• Deduce uðx; tÞ from equation (21). This algorithm is illustrated through an explicit numerical example detailed in the next section.
NUMERICAL EXAMPLE 1
With a = 2, p and q take the values of 2 and 1, respectively. Then the Chebyshev polynomials involved are:
¼ 1 and U 1 ðxÞ ¼ 2x (Spiegel 1974, p. 157) . So polynomial V 21 ðxÞ equals 6x 2 À 1. Its roots are ρ 1 ¼ 6 -1=2 and ρ 2 ¼ À6 -1=2 . From equation (36), the series y n is such that:
For convenience, terms y n are then sorted into five sub-sequences:
Angles α and β are associated with root ρ 1 ; α 0 and β 0 correspond to ρ 2 and are expressed in radian; n is a non-zero positive integer. (21) 
Contribution u ðkÞ ðx; tÞ has exactly the same expression as the time-dependent part of (21), in which p n , e n and λ n are replaced by p 
Then, u ð1Þ ðx; tÞ for x L=2 is:
and u ð1Þ ðx; tÞ for x ! L=2 is:
Likewise, for k = 2, parameters y
n , e ð2Þ n and λ ð2Þ n are:
and the second contribution u ð2Þ ðx; tÞ expands as: as Equations (46) and (47), which correspond to x L=2 and x ! L=2, respectively. The other parts u ð3Þ ðx; tÞ, u ð4Þ ðx; tÞ and u ð5Þ ðx; tÞ are processed in a similar way but not reported here. Figure 2 
NUMERICAL EXAMPLE 2
This test is conducted with a = 1.8. That is p ¼ 9 and q ¼ 5. Polynomial V 95 is written as:
The variation of V 95 is reported in Fig. 3 . Polynomial V pq and its roots are easily generated via standard
MATLAB subroutines; the roots of V 95 are listed in the first column of Table 1 alongside the corresponding angles, α and β, in radian. In total there are 27 terms u ðkÞ ðx; tÞ that contribute in uðx; tÞ in addition to the steady-state term, u SS ðxÞ. Similarly, series y Fig. 4 . The other data are: 
EXTENSION OF THE SOLUTION TO TIME-DEPENDENT BOUNDARY CONDITIONS AND
This section generalizes equation (21) to include time-dependent boundary heads u W and u E . First we take u E ¼ 0. The Laplace transform applied to system (1)- (6) shows that uðx; tÞ can be expressed as a convolution of u W ðtÞ and some kernel L 0 ðx; tÞ. Moreover, the expression of L 0 ðx; tÞ is derived from the special case when u W is uniform. That is:
In the foregoing equation, u W is constant and uðx; tÞ is given by equation (21). So:
p n c n ðxÞ expðp n tÞ (52)
Finally, for a non-uniform u W :
uðx; tÞ ¼
Now the integral on the right-hand side of (53) is considered over an interval ðθ; tÞ with θ positive and close to zero. Then it is integrated by part and its limit when θ tends to zero is taken. The result is:
where the asterisk refers to convolution, and: 
Equations (54) and (56) can be superimposed to build uðx; tÞ for a time-dependent u E and u W .
This section considers that the transmissivity jump can take place at an arbitrary location x 0 within (0,L).
Notice that x 0 can always be assumed as less than L=2. Otherwise a new variable x 0 ¼ L À x can be used. According to the second scheme discussed above, the procedure outline is as follows:
For the time being the value of uðL 1 ; tÞ, denoted by μðtÞ, is assumed to be known and will be regarded as a time-dependent boundary condition. In this way the problem is split into two sub-problems. The first over (0,L 1 ), with the transmissivity jump at L 1 /2, is an eccentricityfree heterogeneous aquifer model. The second over (L 1 ,L) has a uniform transmissivity; its solution is given by equation (33). 2. The two sub-problems are solved in terms of μðtÞ making use of equations (54) and (56). 3. The flux continuity equation stated at x = L 1 , is transformed via integration by part into an integrodifferential equation, and is solved for μðtÞ using the Laplace transform. 4. Finally the newly obtained μðtÞ is recombined with the expressions of u(x,t) established in step (2). This makes u(x,t) fully explicit over the whole domain (0,L) in the sense of the second scheme in the classification outlined above.
Now, from equations (54)- (57), the first sub-problem considered over (0,L 1 ) with μðtÞ seen as a prescribed value of the drawdown at L 1 has the following solution, for t > 0: 
Definitions of kernels of L 1 and R 1 are similar to those of L 0 and R 0 given by equations (55) and (57), except that the length L 1 of the first sub-domain is used instead of L. Precise definitions of d n ðxÞ, c n ðxÞ, e n , p n , EðxÞ and W ðxÞ in equations (22)- (31) are restated in terms of L 1 . Similarly, the second sub-problem over (L 1 ,L) has the following solution, for t > 0:
where L 2 = L -L 1 is the length of the second subdomain. The transmissivity is uniform over ðL 1 ;LÞ, so L 2 and R 2 are given by:
Equations (58) and (59) implement the structure given to the solution uðx; tÞ developed using the second scheme. Kernels L 1 and R 1 are eccentricityfree, i.e. they are calculated with the transmissivity jump taking place at the middle of the domain. So, they are particularly insensitive to strong disproportion of the transmissivity zones ð0; x 0 Þ and ðx 0 ; LÞ. In this sense they help produce a well-balanced solution. Also, kernels L 2 and R 2 correspond to the homogeneous sub-aquifer ðL 1 ; LÞ. They involve only its length, provided that a new abscissa scale
At this stage the two previous solutions, (58) and (59), are concatenated using the continuity of the flux at x ¼ L 1 :
So equations (58), (59) and (62) combined lead to an integro-differential equation in μðtÞ: 
Function EðxÞ involved in the expression of B stems from equation (B-1) of Appendix B. Unlike equation (1), equation (63) singles out the point L 1 ¼ 2x 0 from the domain (0,L). It involves only the time derivative of μ, but no unknown derivatives with respect to space. This equation is specific to the second scheme. Now equations (63-65) are solved using Laplace transform. The Laplace transformμðpÞ of μðtÞ is:
whereĈðpÞ andÂðpÞ are Laplace transforms of CðtÞ and AðtÞ, respectively.
Without loss of generality, u E is set to zero in order to avoid lengthy equations. Next a condensed form forμðpÞ is sought. To this end,ĈðpÞ, in equation (66) is made explicit making use of expressions of the kernels L 1 , R 1 , L 2 and R 2 previously presented:
The two series on the right-hand side of equation (67) are given by equations (B-3) and (B-5) of Appendix B. ThenĈðpÞ simplifies into:
where:
and:
The termÂðpÞ of equation (66) is, in turn, expanded:
with:
" n ¼ a cosðy n Þ cosðay n Þ À sinðy n Þ sinðay n Þ
The three terms on the right-hand side of equation (71) are replaced with their corresponding values as given by equations (B-8), (B-9) and (B-16) of Appendix B. Then the resulting equation is combined again with the expression for B of equation (64) after replacing EðxÞ with its value taken from (27), then stated in terms of L 1 . The final result is:
Finally, a condensed form ofμðpÞ is obtained from equations (66), (68) and (73) as:
where μðtÞ is recovered from equation (74) following the same path as described through equations (15)- (20). Besides pole p ¼ 0, the other poles p n of the right-hand side of equation (74) are determined following similar steps to those presented in Appendix A:
where z n refers to the nth root of the following transcendental equation:
a cosðxÞ sinðkxÞ þ sinðxÞ cosðkxÞ
A similar equation is used in place of equation (17) when the first scheme is adopted. Keeping in mind that u E ¼ 0, for all calculations done, μðtÞ is given by:
Function μðtÞ of equation (77) is reintroduced in equations (58) and (59) in order to get a fully explicit form of uðx; tÞ following the second scheme. The involved convolution terms are then computed using MATLAB command conv(). The solid line in Fig. 5(a) represents μðtÞ computed via equation (77) and displayed vs the value of uðL 1 ; tÞ. The latter is calculated using standard finite difference methods applied directly to equations (1)-(6). The data are:
The determination of roots z n of equation (76) is similar to the work done for equation (17) and exemplified through equations (37-39). However, the polynomial V pq needs to be replaced with W pq defined by:
where p=q is an approximation for factor k of equation 76. For the example where k ¼ 5=2:
Figure 5(b) shows that uðx; tÞ for t ¼ 8 h, calculated using equations (58), (59) and (77) with the aforementioned data set (solid line), is consistent with its counterpart calculated using the finite difference method (dashed line) directly applied to equations (1)-(6). Figure 6 reports the drawdown uðx; tÞ calculated with equations (58), (59) and (77) for various time steps.
CONCLUSION
This work gives the analytical solution to a onedimensional heterogeneous transient aquifer model. Only one transmissivity jump at some point x 0 within the flow domain ð0; LÞ is considered. Generality is not lost by assuming that x 0 < L=2. The second scheme studied herein approaches the drawdown uðx; tÞ locally in terms of two standard functions
2L 2 az n L 1 expð p n tÞ
Analytic solution to a 1D, leaky, heterogeneous transient aquifer modeltaken as building blocks, namely: (1) the solution associated with the homogeneous sub-aquifer ðL 1 ; LÞ with L 1 ¼ 2x 0 , and (2) the solution of the heterogeneous sub-aquifer ð0;L 1 Þ, which involves only the transmissivity jump at the middle of the domain (i.e. without eccentricity). At first, the drawdown at the point L 1 ¼ 2x 0 is assumed to be known as a function of time, μðtÞ. Then, the aforementioned standard solutions are determined in terms of μðtÞ interpreted as a boundary condition, and a set of explicit kernels as reported by equations (58)-(59). That is, each sub-aquifer is handled as an independent unit over which the structure of the solution is imposed beforehand. Afterwards, these solutions are concatenated at internal boundary L 1 ¼ 2x 0 using the flux continuity condition. This is translated into an integro-differential equation, the resolution of which makes μðtÞ fully explicit. (54)- (56) and (77) for various times with the same data as in Fig. 5 . Finally, y ¼ nπ=2 or y ¼ nπ=ð2aÞ, where n is an integer. For each of the two previous cases there are four sub-cases; namely: n ¼ 4m, n ¼ 4m þ 1, n ¼ 4m þ 2 and n ¼ 4m þ 3; m is an integer. For example, with the first sub-case one gets, y ¼ 2mπ; so from the first equation of (A-6) and because xÞ0, it follows that sinðayÞ ¼ 0. Similarly, the second equation in (A-6) implies cosðayÞ ¼ 0, which is impossible. Likewise, the remaining seven cases lead to similar contradictions, i.e. vanishing sine and cosine of some real number. In conclusion, the real part of z is equal to zero.
APPENDIX B
The key steps leading to equations essential to the construction ofμðpÞ of equation (66) are reported.
(1) Equation (21) 
