Abstract. Let p > 2 be a prime. Let K be a tamely ramified finite extension over Qp with ramification index e, and let G K be the Galois group. We study Kisin modules attached to crystalline representations of G K whose labeled Hodge-Tate weights are relatively small (a sort of "er ≤ p" condition where r is the maximal Hodge-Tate weight). In particular, we show that these Kisin modules admit "adapted bases". We then apply these results in the special case e = 2 to study reductions and liftings of certain crystalline representations. As a consequence, we establish some new cases of weight part of Serre's conjectures (when e = 2).
Introduction

Motivations and overview.
1.1.1. Weight part of Serre's conjectures. Let F be an imaginary CM field and let G F be the Galois group. Suppose r : G F → GL d (F p ) is an irreducible representation that is automorphic. The weight part of Serre's conjectures asks for which weights is r automorphic of. Weight part of Serre's conjectures have proved to be useful in the quest for a p-adic local Langlands correspondence, but known results have restrictions in either the dimension d or the ramification of p in F . Conjecturally, the automorphic weights of r should be determined by the information in r| GF v (or even furthermore, by r| Iv ), where v runs through all places of F above p, F v the completion at v with Galois group G Fv , and I v the inertia subgroup. When d = 2 (with p > 2 and in the unitary group setting), this conjecture is completely proved by [GLS14, GLS15] ; in particular, they have shown that for a given Serre weight, it is automorphic if and only if r| GF v , ∀v|p admits a crystalline lift with Hodge-Tate weights corresponding to the given Serre weight.
However, once the dimension d gets bigger than 2, we have rather little evidence to see if the above picture (automorphic weight ⇔ crystalline weight) still holds completely. Note that one direction (automorphic weight ⇒ crystalline weight) is obviously true. So we would like to know what crystalline weights are automorphic. Our previous paper [Gao15] proved some results in this direction (in the unramified case), and this current paper is a continuation of the work in loc. cit.. Our paper gives the first evidence about weight part of Serre's conjectures where we can allow (degree 2) ramification at p, and dimension d > 2. The method, similarly as in [Gao15] , is a generalization of [GLS14, GLS15] , but requires substantially more careful analysis of integral p-adic Hodge theory, see Subsection 1.2 for some highlights of the technical difficulties.
1.1.2.
Adapted bases of Kisin modules. Now let us state more precisely our fist main local results. First, we set up some notations. Let p > 2, K/Q p a finite extension, K 0 the maximal unramified subfield, K a fixed algebraic closure, G K := Gal(K/K) the absolute Galois group. Let π be a fixed uniformizer of K, and k the residue field. Let f = [K 0 : Q p ], e = [K : K 0 ]. Let E/Q p (the coefficient field) be a finite extension that contains the image of all the embeddings K ֒→ K. Let O E be the ring of integers, ω E a fixed uniformizer, k E the residue field. Fix an embedding κ 0 ∈ Hom Qp (K 0 , E), and recursively define κ i ∈ Hom Qp (K 0 , E) for i ∈ Z so that κ p i+1 ≡ κ i (mod p). Then Hom Qp (K 0 , E) = {κ 0 , . . . , κ f −1 }, with κ f = κ 0 . Label Hom Qp (K, E) as {κ ij : 0 ≤ i ≤ f − 1, 0 ≤ j ≤ e − 1} in any manner so that κ ij | K0 = κ i .
We will use the following listed notations often (see Subsection 1.3 for any unfamiliar terms): (CRYS). Let p > 2 be an odd prime, K/Q p a finite extension.
• Let V be a crystalline representation of E-dimension d, D the filtered ϕ-module associated to V , which is a finite free K 0 ⊗ Qp E-module. Let the labelled Hodge-Tate weights be HT κi,j (D) = {0 = r i,j,1 < . . . < r i,j,d ≤ p}. We call HT κi,0 (D) the principal Hodge-Tate weights, and HT κi,j (D), ∀j = 0 the auxiliary Hodge-Tate weights.
• Let ρ = T be a G K -stable O E -lattice in V , andM ∈ Mod ϕ,Ĝ SO E the (ϕ,Ĝ)-module attached to T . Let ρ := T /ω E T be the reduction.
• LetM = f −1 i=0M i be the decomposition, whereM i = ε iM . And similarly for the ambient Kisin module M = f −1 i=0 M i .
• DenoteM the reduction modulo ω E ofM, so it decomposes asM = f −1 i=0M i . And similarly for the ambient Kisin module M = f −1 i=0 M i . The following local result says that when the labeled Hodge-Tate weights are relatively small (a sort of "er ≤ p condition, if we use r to denote the maximal Hodge-Tate weight), then the Kisin module admits an "adapted basis". 
Theorem. With notations in (CRYS)
,
where
• X i , Y i , Z i,e−j ∈ GL d (O E u ), ∀i, j.
• Y i := Y i (mod ω E ) = Id, and Z i,e−j := Z i,e−j (mod ω E ) ∈ GL d (k E ).
• Λ i,j is the diagonal matrix
Note that in the matrix of ϕ with respect to the "adapted basis" e i , we can "isolate" the diagonal matrices Λ i,j , where we can read off the labeled Hodge-Tate weights r i,j,x directly. (See Remark 2.1.17 for more comments on the significance of the adapted basis). We remark that Theorem 1.1.3 is the starting point, as well as a key ingredient in the proof of the following Theorem 1.1.5.
1.1. 4 . Crystalline liftings and Serre weight conjectures. The following is our "crystalline lifting" result. (1) (The principle weights are enough separated):
(The sum of weights is bounded):
Note that Theorem 1.1.5 is actually a special case of a slightly more general theorem (Theorem 4.1.3) that we prove. However, Theorem 1.1.5 is the case that can be applied to weight part of Serre's conjectures (see Remark 3.2.4).
Our result in weight part of Serre's conjectures is straightforward application of the above crystalline lifting theorem (via automorphy lifting theorems of [BLGGT14] ), and we omit it in the introduction to save space, see Theorem 4.2.3 for more detail.
1.2.
Structure of the paper. In Section 2, when K/Q p is tamely ramified and the Hodge-Tate weights satisfy certain conditions, we obtain a structure theorem for Kisin modules M associated to lattices in our crystalline representations. The idea is very similar to [GLS15, §2] , namely, we study filtration structures of various modules. However, we need to study "deeper" level of filtrations (see Proposition 2. 1.8) , where the analysis is much more involved; in particular, many techniques in dimension 2 (as in [GLS15] ) are no longer valid, e.g., see the remarks in the proof of Proposition 2. 1.15. In Section 3, we give a structure theorem for upper triangular reductions of crystalline representations that we study, which indeed gives us the upper bound of all the possible shapes of upper triangular M that we study. The idea is to generalize results in [Gao15, §4] . However, the linear algebra is much more involved, and again similarly as in Section 2, many techniques in dimension 2 are no longer valid. In particular, the structure result in Proposition 3.2.3 has never been observed before.
In Section 4, we prove our crystalline lifting theorem (using ideas and techniques from [Gao15] ), and apply it to weight part of Serre's conjectures. 1.3 . Notations. Many notations here are taken directly from [GLS15, Gao15] , where the readers can find more details.
We will sometimes identify an element x ∈ E with an element of E i via the map x → 1 ⊗ x, and similarly for E ij .
the minimal polynomial of π over W (k), and S the p-adic completion of the PD-envelope of S with respect to the ideal (E(u)). Let A be an S-algebra. We write A OE := A ⊗ Zp O E , and A E := A ⊗ Zp E. Then we have decompositions:
We write ι for the isomorphism
is just the polynomial obtained by acting on the coefficients of E(u) by κ i . Note that identifying E i with E will identify ι i (E(u)) with
for all i, j, and composing with f π gives E-linear maps
Restricting the map f ij to S OE gives an O E -linear surjection S OE → O Eij which we also denote by f ij (Here O Eij denotes the ring of integers in E ij ).
Decomposition of modules.
Recall that D (the filtered ϕ-module associated to the crystalline representation V ) is a finite free K 0,E -module of rank d, so that
We always use {m ij } to denote a multi-set of integers where the indices 0 ≤ i ≤ f − 1 and 0 ≤ j ≤ e − 1. For a given {m ij }, we define
where Fil mij D K,ij is the filtration of D K,ij (with respect to the embedding κ ij : 
Note that evidently Fil
Recall that M (the Kisin module associated to a lattice in V ) is an object in Mod
, which is a finite free S OE -module with rank d = dim E V , together with an O E -linear ϕ-semilinear map ϕ : M → M such that the cokernel of 1 ⊗ ϕ : 
We normalize the Hodge-Tate weights so that HT κ (ε p ) = 1 for any κ : K → K, where ε p is the p-adic cyclotomic character.
We fix a system of elements {µ p n } ∞ n=0 in K, where µ 1 = 1, µ p is a primitive p-th root of unity, and µ p p n+1 = µ p n , ∀n. We also fix a system of elements {π n } ∞ n=0 in K where π 0 = π is the fixed uniformizer of K, and π
, and so we can (and do) fix a topological generator τ of G p ∞ . And we can furthermore assume that µ p n = τ (πn) πn for all n.
Kisin modules associated to crystalline representations
In this section, when K/Q p (p > 2) is tamely ramified, we study the shape of Kisin modules M, which are associated to O E -lattices in crystalline representations with certain technical restrictions on Hodge-Tate weights. The method is to study the filtration structure of M * , which is a generalization of [GLS15, §2] . In the second subsection, we obtain some results about rank-1 (ϕ,Ĝ)-modules.
Kisin modules: filtration structures and adapted bases.
2.1.1. Definition. Let 0 = r 1 < · · · < r d be a sequence of integers. Let M be a finite free module over a ring R, and let Fil
be a decreasing filtration of M by finite free R-submodules. Let m 1 , . . . , m d be some elements in M , we say that the ordered sequence
• m x ∈ Fil rx M, ∀x, and
With notations in (CRYS), fix one 0 ≤ i ≤ f − 1 and fix one 0 ≤ j ≤ e − 1. We use r to denote the sequence r i,0,d , . . . , r i,j−1,d , and we use 0 to denote the sequence 0, . . . , 0 (with e − 1 − j count of 0). This will simplify the filtration superscripts. For example, we have Fil {r,n,0} = Fil 
Then for any n ≥ r i,j,d we have
Proof. This is a generalization of [GLS15, Prop. 2.3.3] , and the proof is similar, so we only give a sketch. However, we want to point out an important observation here. In loc. cit., it would require (when
to fully generate the filtration of Fil * M K,ij over O E . However, it is not necessary at all. All we need is that {f ij (e
Firstly, we prove by induction that for any 0 ≤ n ≤ r i,j,d , we have
Here, the notation ⌈a⌉ is such that ⌈a⌉ = a if a ≥ 0 and ⌈a⌉ = 0 if a < 0. The case n = 0 is trivial. Suppose the Statement (2.1.4) is valid for n − 1, and consider it for n. Now similarly as in [GLS15, Prop. 2.3 .3], we set:
• Fil {r,n,0} D i := right hand side of (2. 1.4) , and
We can easily check that Fil satisfies all the conditions of [GLS15, Prop. 2.1.12 ], in particular, we can check that
.
• E κi (u) Fil
D i (by using (2.1.4) for n − 1). 
Now we verify the assumptions in the above proposition. First, we state the j = 0 case in Proposition 2.1.5 (with something extra), and then the general case in Proposition 2.1.8.
Proposition. With notations in (CRYS).
(1) There exists a basis
Proof. This is easy generalization (from dimension 2 to higher dimension) of [GLS15, Prop. 2.3.5] . Note that Item (2)(c) is actually an easy consequence of (2)(a). We still list it just to emphasize it.
Before we state our next proposition, we introduce the following definition and lemma.
2.1.6. Definition. Let π be an element in the maximal ideal of O E , and v π the valuation of E such that v π (π) = 1. A polynomial f (u) ∈ E[u] is said to satisfy (Property B) with respect to v π , if when written as 
Proof. We prove it by induction on j. When j = 0, this is precisely Proposition 2.1.5(2). Now suppose our proposition is true for j − 1, and now consider it for j. Since we are working with a fixed i, so we drop i from all the subscripts.
Step 0. Let
, ∀0 ≤ q ≤ e−1 be the diagonal matrices, then we have
is also a lattice in D K,j . Now, by [GLS14, Lem. 4.4] , we can find some
Step 1. For each x, if r j,x = 0, then we let f
with some a
s,x,y ∈ O E . Note that we have kept i in the subscript of e ′ i,0,y to emphasize it. Let us now fix x, and drop x from the subscripts. We denote
j,x and f := f j−1,x in order for easier comparison with the proof of [GLS15, Prop. 2.3.5] . We also denote f y := e
for brevity. That is, we want to construct (2.1.10)
We prove (2.1.10) by induction on n. When n = 1, it suffices to show that f = f j−1,x ∈ Fil {r,1,0} M * i , which can be concluded from the following:
Suppose we have constructed (2.1.10) for n, and now consider n+1 (which is ≤ r j,x ). Let (2.1.11)
The polynomial H satisfies the following properties:
• (Property B) with respect to v πj as in Definition 2.1.6, by Lemma 2.1.7. Now, we consider
Then we have
One can easily see that
So we can conclude thatf
Denote the right hand side of (2.1.13) as F . Let G =:
, then
Substituting (2.1.14) into F G , and rewrite all element (e.g.,
Then we can collect terms and write
And finally, we can define
Since the terms that we throw away is G
Step 2. In order to finish our construction of (2.1.10) for n + 1, it suffices to show that for each 1 ≤ m ≤ n, v πj (b m,y ) ≥ 1 + |r| where |r| := j−1 q=0 r q,d (Note that the denominator of G has v πj equal to |r|). First, we list the following facts in controlling the coefficients.
•
But we only need a weak form of these results, namely,
• (Coe-2): When 1 ≤ ℓ < p, the polynomial 1 ≤ m ≤ n, suppose that H ℓ /G contributes (u − π j ) m1 , and in N ℓ (f), some w (as in (Coe-1) above) contributes (u − π j ) m2 . Then using (Coe-2) and (Coe-1), the coefficient of this (u−π j ) m1+m2 has v πj at least −m 1 +p−m 2 ≥ p−n ≥ p−(r j,d −1), which is ≥ |r| + 1 by Assumption (A0).
(Part 2). For the part of
it suffices to consider the π j -powers in the coefficients of
s,y ∈ O E by induction hypothesis, and ℓ < p. To build a term with (u − π j ) m where 1 ≤ m ≤ n, suppose that
m2 , and N t (f y ) contributes (u − π j ) m3 . Using (Coe-2) and (Coe-1), and note that N ℓ−t (π j Q(u − π j ) s ) can be written as a polynomial in O E [u − π j ], we can see that the coefficient of this (u − π j ) m1+m2+m3 has v πj at least −m 1 + p − m 3 ≥ p − n ≥ p − (r j,d − 1), which is ≥ |r| + 1 by Assumption (A0). Now we can conclude that (2. 1.10 ) is valid for all 1 ≤ n ≤ r j,x .
Step 3. Finally, we can define
and we can conclude the proof of our proposition, by verifying that (e ′ j,x ) d x=1 satisfies all the four items in our proposition:
• For Item (4). Let us write (2.1.10) as
Since both f (n) and f are in Fil {r,0,0} M * i , so π j P ∈ Fil {r,0,0} M * i , and so P ∈ Fil {r,0,0} M * i too. This means that P can be written as a S OE,i -linear combination of the basis (
• For Item (1). Apply induction hypothesis to Item (3), (α
• For Item (2). By (2.1.10), we have f j (e ′ j,x ) = f j (f j−1,x ), and then apply (2.1.9).
• Item (3) is a consequence of Item (1) and (2) 
But here in our situation, we will only have Z i,e−j ∈ GL d (O E u ). Fortunately, we still have the reduction Z i,e−j ∈ GL d (k E ), because Z i,e−j = (Z ′ i,e−j ) −1 and
by Proposition 2.1.8(4).
Remark.
(1) We call the basis e i (0 ≤ i ≤ f − 1) the "adapted basis" for ϕ. In fact, we usually call those elements α i,e−1,x in Corollary 2. 1 (2) (The following remark is inspired from discussions with Tong Liu.) As we already mentioned after Theorem 1. 1.3 in the Introduction, the adapted basis allows us to isolate the diagonal matrices Λ i,j . The significance of the "isolation of Λ i,j " is that when we consider crystalline liftings (of some residual representation) with fixed labeled Hodge-Tate weights, then the corresponding Kisin modules will always admit adapted bases, and the only part (of the matrix for ϕ) that is changing (i.e., deforming) are the
The adapted bases help to study reductions of crystalline representations (see Proposition 3.1.4), which in turn are needed when considering crystalline lifting problems. Indeed for example, the key fact that the argument of [BLGGT14, Lem. 1. 4.2] can work is the existence of adapted basis in the Fontaine-Laffaille case (which is much easier than our situation). We expect our adapted bases of Kisin modules can have some similar applications in the future.
2.2.
Rank-1 (ϕ,Ĝ)-modules in the tamely ramified case. (
• The ambient Kisin module ofM((r i,j );â) is M((r i,j );â), and •T (M((r i,j );â)) is a crystalline character. In fact,T (M((r i,j );â)) = λâ 0≤i≤f −1,0≤j≤e−1 ψ ri,j i,j , where ψ i,j is a certain crystalline character such that HT i ′ ,j ′ (ψ i,j ) = {0} for (i ′ , j ′ ) = (i, j) and HT i,j (ψ i,j ) = {1}, and λâ is the unramified character of G K which sends the arithmetic Frobenius toâ.
Proof.
(1) is easy. For (2), we imitate the proof of [GLS14, Lem. 6.3] . It suffices to show existence ofM((r i,j );â). Similar as in loc. cit., consider M((½ i,j ); 1) where (½ i,j ) is the matrix where the only nonzero element is in the (i, j)-position, which is 1. This is a height 1 Kisin module, and similarly as in the argument of loc. cit. (by applying our Theorem 2.1.16), T S (M((½ i,j ); 1)) extends to a crystalline character ψ i,j such that HT i ′ ,j ′ (ψ i,j ) = {0} for (i ′ , j ′ ) = (i, j) and HT i,j (ψ i,j ) = {1}. Then one can continue the argument as in [GLS14, Lem. 6.3 ] to conclude.
Shape of upper triangular Kisin modules with k E -coefficients
In this section, when K/Q p is ramified of degree e = 2 (in particular, K/Q p is tamely ramified since p > 2), we study the shape of upper triangular Kisin modules (with k E -coefficients) coming from reductions of crystalline representations. We divide this section into two steps. In the first step, we determine the information on the diagonal of the matrix of ϕ for M. In the second step, we determine the structure of the full matrix of ϕ.
3.1.
Shape of the diagonal. We first list some very elementary linear algebra lemmas. By writing out these lemmas first, it will make the proof of our main result Proposition 3.1.4 more transparent (in particular, we would not need to introduce too many notations there). Proof. This is extracted from the beginning of the proof of [Gao15, Lem. 2.4] , where ∆ = p.
the set of invertible matrices with all elements in the ring
k E + u ∆ k E u .
Then there exists a unique unipotent (i.e., upper triangular with all diagonal elements being
When the conclusion of Lemma 3.1.1 is satisfied, we say that the matrix AC satisfies (Property Z).
Then we have:
(1) There exists an ordering {k 1 , .
Proof. This is easy generalization of [Gao15, Lem. 2.4 ] (where ∆ = p). We sketch the proof. For M 4 , by Lemma 3.1.1, we can find a unipotent
where {k 1 , . . . , k d } is the ordering of {1, . . . , d} in the conclusion of Lemma 3.1.1. So u r kx | col x (M 1 M 7 ), and so u r kx | u tx since M 7 is unipotent, i.e., r kx ≤ t x , ∀x. Note that for our Statement (2), we need M 2 to be invertible in order to apply the determinant argument at the end of [Gao15, Lem. 2.4] .
Lemma. With exactly the same notations in Lemma 3.1.2 (including in its proof ). Suppose furthermore that there exists
Proof. By the proof in Lemma 3.
, ∀x, which shows the existence of Q. It suffices to show that Q ∈ GL d (k E + u δ k E u ). Write Q = (q x,y ), and we now only prove that the elements in col 1 (Q) are in the ring k E +u δ k E u (for the other columns, just use similar argument). Note that M 4 M 7 satisfies (Property Z), if we write
Since g x,1 = q x,1 u r k 1 , so in col 1 (Q), we have u δ | q k,1 ∀k = k 1 and q k1,1 ∈ k × E , and we are done. • r i,0,x+1 − r i,0,x ≥ r i,1,d , ∀x, i, and
Proposition. With notations in (CRYS
Then we have t i,x = r i,0,σi,0(x) + r i,1,σi,1(x) ∀i, x, where σ i,0 , σ i,1 are orderings of {1, . . . , d}.
Proof. Via Theorem 2.1.16, we have ϕ(e i−1 ) = e i X i Λ i,1 Z i,1 Λ i,0 for some basis e i of M i . Here, by X i , Λ i,1 , Z i,1 , Λ i,0 , we really mean their reductions modulo ω E . Similarly as in [Gao15, Prop. 2.3] , M is upper triangular, and there exists another basis
i−1 ). Now, let us drop i from all the subscripts, so
. Now we can apply Lemma 3.1.2(1), where we let M 1 = F, M 2 = T XΛ 1 Z 1 , M 3 = Λ 0 , M 4 = S with ∆ = p, then we have r 0,kx ≤ t x , so we can write t x = r 0,kx + γ x for some γ x ≥ 0, ∀x.
Also by the proof of Lemma 3.1.2(1), there exists a unipotent matrix
for some B and Q. We must have B ∈ Mat d (k E u ) is upper triangular (since M 7 is upper triangular), and
, and so B = T XΛ 1 Z 1 Q. Now we can apply Lemma 3.1.2(2), where we let • We call X satisfies the property (DEG) if deg(x i,j ) < s j , ∀i < j.
• We call X satisfies property (P) if x i,j = u si y i,j , ∀i < j, where ⋄ y i,j = 0 if s i > s j , and
Let X be as above which satisfies (DEG), recall that in the proof of [Gao15, Lem. 4.3] , we call the following procedure an allowable procedure for X:
where 1 ≤ i < j ≤ d are two numbers such that s i < s j and c i,j ∈ k E ; and Mat d (c i,j ) is the matrix where the only nonzero element is at (i, j)-position, and the element is precisely c i,j . This allowable procedure has the following properties:
• X ′ still satisfies (DEG).
• X satisfies (P) if and only if X ′ satisfies (P).
• When X satisfies (P), one can apply finite times of allowable procedures to change X to the diagonal matrix [u s1 , . 
Then X = X 1 X 0 , where
, and satisfies property (P).
, and satisfies (DEG).
Proof. It is clear that [Gao15, Lem. 4.3 ] is the special case of our lemma for δ = 0, and the proof of our lemma is very similar to loc. cit.. Let us first remark here that it is easy to see if we apply an allowable procedure to X, namely, change X to some X(Id − Mat d (c i,j )), and change A to (Id − Mat d (c i,j )) −1 A. Then the conclusion of the lemma still holds.
We prove the lemma by induction. The case d = 1 is trivial. Suppose it is true for dimension less than d, and now let the dimension become d. Similarly as in loc. cit., we prove two special cases first. Note here that t 1 + δ 1 , . . . , t d + δ d are distinct integers, and whenever we have t i > t j , we must have t i + δ i > t j + δ j , and in fact t i > t j + δ j .
(Case 1). Suppose t d is maximal in {t 1 , . . . , t d }. Note that we must have Gao15, Sublem. 4.5] ), so we can not conclude that 
for some
Then similarly as in loc. cit., we can apply the following allowable procedure:
Repeat the above argument and operations, in the end we will have
where
, so by induction hypothesis, we can decompose
. So we can decompose
and so X 1 satisfies (DEG). We also have that
, and we are done for the proof of Case 1. (Case 2). Suppose t 1 is maximal in {t 1 , . . . , t d }. Similarly as in [Gao15, Sublem. 4.6 ], the situation is:
Then we can apply induction hypothesis on X 1,1 , and write X 1,1 = (X 1,1 ) 1 (X 1,1 ) 0 as in the conclusion of our lemma. Since (X 1,1 ) 0 satisfies (P), we can apply finite times of allowable procedures to change (X 1,1 ) 0 to the diagonal matrix [u t2 , . . . , u
Proof. 
. We now prove that F i satisfies the other properties. We drop i from the subscripts (except we keep the subscript on X i , to avoid confusion with X in Lemma 3.2.1 and Lemma 3.2.2), so we write similarly as in Proposition 3.1.4:
So we can apply Lemma 3.2.2, where we let X = F C
with γ = p. So we will have F C −1 i = F 1 F 0 with F 0 satisfying property (P). Now it suffices to show that F 1 also satisfies property (P).
Note that in our situation, δ in Lemma 3.2.2 is precisely our r i,1,d . So by the conclusion of loc. cit., there exists
Now we can apply Lemma 3.2.2 again, where we let
with γ = r i,1,d and δ = 0 (in this case, as we mentioned in the beginning of the proof of Lemma 3.2.1, it is indeed [Gao15, Lem. 4.3 ], and we have X = X 0 satisfying (P)). So now we conclude that F 1 satisfies (P), and we are done.
3.2. 4 . Remark. We have analysed the shape of ϕ M in this section, for e = 2. It is clear we can in fact generalize this section for any tame ramification index e, with some additional assumptions. For notational simplicity, let us just discuss about e = 3 in this remark, the higher e case is similar.
When e = 3, in order for the arguments of Proposition 3.1.4 and Proposition 3.2.3 to work through, we will need the following assumptions:
Note that Condition (A1)-0 says that the weights in HT i,0 are enough separated with respect to both HT i,1 and HT i,2 ; and Condition (A1)-1 says that weights in HT i,1 are enough separated with respect to HT i,2 .
However, these assumptions will never be satisfied for the crystalline representations that will be useful for our global application. Namely, the Serre type crystalline representations in Definition 4.2.1 will never satisfy the (A1)-1 above, so we choose not to write out these generalizations.
Crystalline liftings and Serre weight conjectures
In this section, we prove our local theorem on crystalline liftings, as well as its application to weight part of Serre's conjectures. The proof of our crystalline lifting theorem follows the same strategy of [Gao15, Thm. 7.4 ]. We will freely use notations and results in [Gao15, §5, §6, §7] . In particular, we will use the various Ext( * , * )'s defined in various categories, and their properties. In this section, we always assume the ramification index e = e(K/Q p ) = 2. Lem. 5.7 ], namely,
• Z i = (z i,x,y ) ⊂ Mat(R ⊗ Fp k E ) is upper triangular.
• On the diagonal, v R (z i,x,x − 1) ≥ Proof. Similar to [Gao15, Prop. 5.9] , by using the following fact of matrix mul- Proof. This is easy consequence of Theorem 4.1.3. Let us note here from our assumptions, we must have d 2 − 1 ≤ p − 2.
Finally we can prove our application in Serre weight conjectures. Since the application is straightforward (by using automorphy lifting theorems in [BLGGT14] ), we omit the precise definition of many terms in the statement. The reader can consult [BLGG14] for more detailed explanation of any unfamiliar terms. 4 • r ∼ = r p,ı (Π) (i.e., r is automorphic).
• For each place w|p of F , r p,ı (Π)| GF w is potentially diagonalizable.
• r(G F (ζp) ) is adequate.
Assume furthermore that r | GF w is upper triangular for all w | p. Let a = (a w ) w|p ∈ (Z n + )
w|p Hom(kw ,Fp) 0 be a Serre weight, and assume that a ∈ W cris (r). For each w|p, suppose the ramification degree e w of F w /Q p is either 1 or 2.
• If e w = 1, then a w satisfies the properties in [Gao15, Thm. 8.3 ].
• If e w = 2, then ⋄ a w,κ,x − a w,κ,x+1 ≥ d − 1, ∀κ ∈ Hom(k w , F p ), ∀1 ≤ x ≤ d − 1, and ⋄ a w,κ,1 − a w,κ,d ≤ p − 2 − 2(d − 1), ∀κ ∈ Hom(k w , F p ).
Then r is automorphic of weight a.
Proof. Similar as the proof of [Gao15, Thm. 8.3 ], using our Corollary 4.2.2.
