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Abstract
The D-eigenvalues µ1, µ2, . . . , µn of a graph G of order n are the eigenvalues of its distance matrix D and form the distance
spectrum or D-spectrum of G denoted by SpecD(G). Let G1 and G2 be two regular graphs. The Indu–Bala product of G1 and G2
is denoted by G1HG2 and is obtained from two disjoint copies of the join G1 ∨ G2 of G1 and G2 by joining the corresponding
vertices in the two copies of G2. In this paper we obtain the distance spectrum of G1HG2 in terms of the adjacency spectra of G1
and G2. We use this result to obtain a new class of distance equienergetic graphs of diameter 3. We also prove that the class of
graphs KnHKn+1 has integral distance spectrum.
c⃝ 2016 Kalasalingam University. Publishing Services by Elsevier B.V. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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1. Introduction
The computations of various graph polynomials and the associated spectra have been the topics of many
investigations in recent years. While the problem of computing the characteristic polynomial of the adjacency matrix
of a graph and its spectrum has been solved for many families of graphs, the related distance polynomial has received
much less attention. Indeed the distance matrix reflects the structure of the graph in a better way than the adjacency
matrix. The distance matrix and its spectrum have arisen independently from a data communication problem studied
by Graham and Pollack in 1971 [1] in which the most important feature is the number of negative eigenvalues of the
distance matrix. So far only distance polynomials of trees have been studied extensively in literature [2].
Let G be a connected graph with vertex set V (G) = {v1, v2, . . . , vn}. The distance matrix D = D(G) of G is the
square matrix of order n defined by setting its (i, j)-entry is equal to dG(vi , v j ), the distance (= length of a shortest
path [3]) between the vertices vi and v j of G. The eigenvalues of D(G) are called the D-eigenvalues of G and they
form the D-spectrum of G, denoted by SpecD(G). For some recent results on the D-spectra of graphs, see [4–11].
This work is motivated from the thesis of Ligong Wang [12] on integral trees and also from a recent work of
Stevanovic´ and Indulal [8]. In [12], the graph Kn,n+1 ≡ Kn+1,n is defined as the graph obtained by adding the edges
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Fig. 1. The graph K3HP4.
{viwi |i = 1, 2, . . . , n + 1} from two disjoint copies of Kn,n+1 with vertex sets U1 ∪ U2 and V1 ∪ V2 where U1 =
{ui |i = 1, 2, . . . , n} , U2 = {vi |i = 1, 2, . . . , n + 1} and V1 = {zi |i = 1, 2, . . . , n} , V2 = {wi |i = 1, 2, . . . , n + 1}
respectively and it is proved that it is integral with respect to its adjacency matrix. In [8], the distance spectra of some
join based graphs are obtained.
Keeping in mind that Kn,n+1 is the join of two 0-regular graphs, in this paper we generalize the construction
of Kn,n+1 ≡ Kn+1,n to G1HG2 as follows: By G1 ∨ G2 we denote the join of G1 and G2 [3]. Let V (G1) =
{u1, u2, . . . , un1} and V (G2) = {v1, v2, . . . , vn2}. Take a disjoint copy G ′1 ∨G
′
2 of G1∨G2 with vertex sets V (G
′
1 ) =
{u ′1 , u
′
2 , . . . , u
′
n1} and V (G
′
2 ) = {v
′
1 , v
′
2 , . . . , v
′
n2}. Now make vi adjacent with v
′
i for each i = 1, 2, . . . , n2. Fig. 1
displays K3HP4. Note that Kn,n+1 ≡ Kn+1,n is just KnHKn+1 (where the bar symbol denotes complement).
All graphs considered in this paper are simple and we follow [3] for graph theoretic terminology. We recall the
following two definitions.
Definition 1.1 ([4]). The distance energy ED(G) of a graph G is the sum of absolute values of the eigenvalues of the
distance matrix of G.
Definition 1.2 ([4]). Two graphs of the same order are said to be distance equienergetic if they have the same distance
energy.
The main result of this paper is the determination of the distance spectrum of G1HG2. Using this we obtain a pair
of distance equienergetic graphs of diameter 3 on p vertices for every p = 18 + 2k, k ≥ 1. We also prove that the
distance spectrum of Kn,n+1 ≡ Kn+1,n contains only integers. In this context it is appropriate to recall that one of
the questions asked by Harary and Schwenk is the following [13]: Which graphs have integral (adjacency) spectra?.
In fact, a result of Alon et al. [14] shows that only a fraction of 2−Ω(n) of the graphs on n vertices has an integral
spectrum. In [12], Wang shows that KnHKn+1 is integral with respect to the adjacency matrix. Our result yields a new
family of graphs having integer distance spectrum. We now proceed to the main theorem of this paper.
2. The distance spectrum of G1HG2
In this section we obtain the distance spectrum of G1HG2 where G1 and G2 are two regular graphs.
Theorem 2.1. For i = 1, 2, let Gi be an ri -regular graph with ni vertices and let λi,1 = ri ≥ λi,2 ≥ λi,3 ≥ · · · ≥ λi,ni
be the eigenvalues of the adjacency matrix AGi . Then the D-spectrum of G1HG2 is the set consisting of the numbers
−(λ1, j + 2) for j = 2, 3, . . . , n1, each with multiplicity 2; −2(λ2, j + 2) for j = 2, 3, . . . , n2; 0 with multiplicity
(n2 − 1) and four more eigenvalues which are the roots of the biquadratic equation:
x2 + (6− 5 (n1 + n2)+ r1 + 2r2) x + 2r1r2 + 4 (r1 + r2)− 10n1r2 − 5n2r1
− 10 (2n1 + n2)+ 16n1n2 + 8

×

x2 + (2+ n1 + n2 + r1) x + n2(r1 + 2)

= 0. (1)
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Proof. By a proper labeling of the vertices of G1HG2, its distance matrix D can be written in the form: (J stands for
the all-1 matrix)
D =

2 (J − I )− AG1 Jn1×n2 2Jn1×n2 3Jn1×n1
Jn2×n1 2 (J − I )− AG2 3J − 2I − AG2 2Jn2×n1
2Jn2×n1 3J − 2I − AG2 2 (J − I )− AG2 Jn2×n1
3Jn1×n1 2Jn1×n2 Jn1×n2 2 (J − I )− AG1
 .
As a regular graph, G1 has the all-one vector 1 as an eigenvector corresponding to the eigenvalue r1, while all the
other eigenvectors are orthogonal to 1. (Note that as G1 may not be connected, r1 need not be a simple eigenvalue
of G1.)
Let λ be an arbitrary eigenvalue of the adjacency matrix of G1 with corresponding eigenvector X , such that
1T X = 0. Then XT 0 0 0T is an eigenvector of D corresponding to the eigenvalue −(λ+ 2). This is because
D ·

X
0
0
0
 =

2 (J − I )− AG1 Jn1×n2 2Jn1×n2 3Jn1×n1
Jn2×n1 2 (J − I )− AG2 3J − 2I − AG2 2Jn2×n1
2Jn2×n1 3J − 2I − AG2 2 (J − I )− AG2 Jn2×n1
3Jn1×n1 2Jn1×n2 Jn1×n2 2 (J − I )− AG1


X
0
0
0

=


2 (J − I )− AG1

X
0
0
0
 = − (λ+ 2)

X
0
0
0
 .
In a similar way the vector

0 0 0 XT
T
isan eigenvector of D corresponding to the eigenvalue −(λ+ 2).
Now let µ be an arbitrary eigenvalue of the adjacency matrix of G2 with corresponding eigenvector Y , such that
1TY = 0. Then by a similar argument we see that the vectors 0 Y T Y T 0T and 0 Y T −Y T 0T are
eigenvectors of D with corresponding eigenvalues −2(µ + 2) and 0 respectively. In this way we obtain eigenvectors
of the form

XT 0 0 0
T
,

0 0 0 XT
T
,

0 Y T Y T 0
T
and

0 Y T −Y T 0T and these account
for a total of 2(n1 − 1) + 2(n2 − 1) = 2(n1 + n2) − 4 eigenvectors. All these eigenvectors are orthogonal to
1T 0 0 0
T
,

0 1T 0 0
T
,

0 0 1T 0
T
and

0 0 0 1T
T
. This means that these four vectors
span the space spanned by the remaining four eigenvectors of D. Thus the remaining four eigenvectors of D are of
the form

α1 β1 γ 1 δ1
T for some (α, β, γ, δ) ≠ (0, 0, 0, 0).
If ν is an eigenvalue of D with an eigenvector (α1 β1 γ 1 δ1)⊤ , from D (α1 β1 γ 1 δ1)⊤ = ν (α1 β1 γ 1 δ1)⊤ ,
and AGi 1 = ri1 for i = 1, 2, we get the system of equations:
(2 (n1 − 1)− r1) α + n2β + 2n2γ + 3n1δ = να (2)
n1α + (2 (n2 − 1)− r2) β + (3n2 − r2 − 2) γ + 2n1δ = νβ (3)
2n1α + (3n2 − r2 − 2) β + (2 (n2 − 1)− r2) γ + n1δ = νγ (4)
3n1α + 2n2β + n2γ + (2 (n1 − 1)− r1) δ = νδ. (5)
There are two cases to consider.
Case 2.1. r1 ≠ r2.
Suppose we take α = 0 in (2)–(5). After simplification, this gives
3n1 (r1 − r2) (3n1 + 7n2 − 3 (r2 + 2)) δ = 0. (6)
Since r1 ≠ r2 and 3n1 + 7n2 − 3 (r2 + 2) > 3n1 + 7n2 − 3(n2 + 1) = 3n1 + 4n2 − 3 > 0, (6) gives δ = 0 and this
in turn implies β = γ = 0, a contradiction.
Thus, without loss of generality, we can take α = 1 in (2)–(5). Solving these equations for β, γ and δ and
substituting the solutions back in (2), we get the biquadratic equation (1) whose solutions are the four remaining
eigenvalues of D.
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Fig. 2. The graphs H1 and H2.
Case 2.2. r1 = r2.
In this case, the assumption α = 0 in (2)–(5) leads to, after simplification,
3n21 (8n2 − 5 (r + 2))+ (3n2 − r − 2)

8n22 − 13n2 (r + 2)+ 3 (r + 2)2

+ 2n1

56n22 − 47n2 (r + 2)+ 9 (r + 2)2

δ2 = 0. (7)
Now (7) implies that δ = 0 and this in turn implies that β = γ = 0, a contradiction.
Thus, without loss of generality, we can take α = 1 in (2)–(5). Solving these equations for β, γ and δ and
substituting the solutions back in (2), we get the biquadratic equation (1) with r1 = r2 = r , whose solutions, as
easily seen, represent the four remaining eigenvalues of D. 
Corollary 2.1. The D-spectrum of F : KnHKn+1 is
8n + 1 2 (n − 1) 0 −1 −2 −4 −2 (n + 1)
1 1 n 1 2 (n − 1) n 1

.
Proof. The Corollary follows from Theorem 2.1 by setting n1 = n; n2 = n + 1 and r1 = r2 = 0. Clearly F is
distance-integral. 
3. A new class of distance equienergetic graphs of diameter 3
In this section we prove the existence of a pair of distance equienergetic graphs of diameter 3 on p vertices for
every p = 18+ 2k, k ≥ 1.
Theorem 3.2. There exists a pair of distance equienergetic graphs of diameter 3 on p vertices for every p = 18 +
2k, k ≥ 1.
Proof. Let H1 and H2 be the graphs of Fig. 2. H1 and H2 are both 3-regular graphs on 6 vertices with adjacency
spectra

3 0 −3
1 4 1

and

3 1 0 −2
1 1 2 2

respectively.
Let G1 and G2 denote respectively their line graphs. Then G1 and G2 both have 9 vertices and are 4-regular. Also
from [15], the adjacency spectra of G1 and G2 are

4 1 −2
1 4 4

and

4 2 1 −1 −2
1 1 2 2 3

respectively. Thus G1 and G2
are not cospectral.
Let Fk1 = KkHG1 and Fk2 = KkHG2. Then each of the graphs Fk1 and Fk2 has p = 18 + 2k vertices. Further by
Theorem 2.1, we have ED(Fk1 ) = ED(Fk2 ) = 2(31+ 5k). Moreover, as H1 and H2 are non-isomorphic [3], so are the
pairs G1, G2 and Fk1 , F
k
2 . 
From Theorem 1 in [4] it follows that an r -regular graph G of diameter 2 is integral with respect to its adjacency
matrix if and only if it is integral with respect to its distance matrix. Apart from this class, we observe that
the adjacency spectrum of a graph G being integral is neither necessary nor sufficient for its distance spectrum
to be integral. For example the complete bipartite graph K2,8 has integral adjacency spectrum

4 0 −4
1 8 1

and
non-integral distance spectrum

8+√52 8−√52 −2
1 1 8

. The graph C6 ∨ K12 has non-integral adjacency spectrum
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1+√73 1−√73 1 0 −1 −2
1 1 2 11 2 1

and integral distance spectrum

26 4 0 −1 −2 −3
1 1 1 2 11 2

. On the contrary, by
Corollary 2.1 the distance spectrum of KnHKn+1 is integral while its adjacency spectrum has been proved to be
also integral by Wang [12]. This gives rise to an infinite family of regular graphs of diameter 3 all of which having
integral adjacency spectrum and integral distance spectrum. We conclude with an open problem:
Open Problem.
Characterize graphs for which both the adjacency spectrum and distance spectrum are integral. A weaker problem
would be: Find new families of graphs for which the adjacency spectrum and the distance spectrum are both integral.
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