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In this research, we developed a computer simulation system for bronchoscopy 
with interactive navigation. This medical visualization system provides a virtual 
environment for simulating the actions of clinical bronchoscopy which is a medical 
procedure used to diagnose and treat lung diseases. With our intuitive 3D user 
interface, the user can control a virtual bronchoscope through a 3D pen device to 
navigate and visualize the bronchial tree of a patient interactively. 
The 3D lung volume data of the patient is made available by CT Scan and 
MRI techniques. The data acquisition procedure is non-invasive, thus reducing the 
suffering and risk borne by the patient. Our system uses new techniques to present 
such data to the doctors and surgeons. They can obtain pre-operative information 
and perform pilot examinations, leading to higher accuracy and safety. This work 
is not supposed to replace current clinical bronchoscopy procedure, instead, it 
is aimed at improving and complementing the technique. This is also an ideal 
platform for medical training so that trainee could acquire a high level of skill 
before working on living patients. 
Our system employs computer volume visualization techniques to display the 
3D internal structure of the airway of a patient. A new volume rendering accel-
eration technique, IsoRegion Leaping, is developed which improves the volume 
rendering speed on medical data sets by 2 to 3 times on average. It gains speed 
by exploiting coherence inside the volume. In addition, there is no image quality 
degradation. We also built a parallel rendering shell to enable distributed ren-
dering on a network of heterogeneous workstations. With our well designed task 
assignment scheme and load balancing strategy, the system achieves near linear 
speedup and a sustained frame rate of over 10 Hz without expensive hardware 
support. 
iv 
We also designed an intuitive 3D graphical user interface for interactive navi-
gation. The 3D pen input device provides a six degree of freedom flexible control 
to the user. The fly through is prompt and interactive. Moreover, there are several 
auxiliary image views such as the tri-plane projection and the X-ray projection. 
They aid the user to locate the target and perform navigation more easily. 
The significance of this work is to reduce the possible danger and unneces-
sary suffering to the patients in lung disease diagnosis and therapy. This low 
cost pre-operative procedure enables early discovery and prediction of critical air-
way blockage, leading to an optimal surgical planning beforehand. This work is 
extensible to other kinds of endoscopic diagnoses with minor modifications. 
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The recent developments of computer visualization technology meet the ever-
growing need of more advanced tools for medical diagnoses, surgical operations 
and training. In this work, we apply the volume visualization technique to develop 
a system for computer simulation of bronchoscopy, which is a medical procedure 
used to diagnose and treat lung diseases. The system provides interactive nav-
igation capability, allowing the user to fly through the airway branches without 
disruptive delays. 
Bronchoscopy is basically a medical diagnosis for investigating bronchial tube 
and tracheobronchial tree diseases. In practice, doctors/surgeons insert a bron-
choscope, which is a tube-like instrument, into the airway of the patient through 
the throat. At the tip of the bronchoscope, there is a tiny camera and an illu-
minating element. Normally, optical image transmission is used, but the tip may 
be equipped with an ultrasound scanner for some special diagnostic procedures^. 
Typically, the signal connections are done through fibre optics for its slimness. On 
the other end, a surgeon holds the control knobs. Through the video system, the 
surgeons view and/or record the image captured by the bronchoscope. They can 
navigate the structures in real-time by moving the scope back and forth as well as 
rotating and turning it. Fig. 1.1(a) shows the appearance of a real bronchoscope 
as well as a close-up of the tip. 
Fibreoptic bronchoscopy is now the primary choice for endobronchial diagnosis. 
As shown in Fig. 1.1(b), tiny tools such as a biopsy needle and a cutting wire 
^There is an introduction of recent development of instruments for ultrasound endoscopy by 
Hawes [13]. 
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(a) How a real bronchoscope (b) Ultrasound sector scan-
looks and feels. The top-left ner tip with a biopsy needle, 
box shows the magnified tip 
camera. 
Figure 1.1: Pictures of clinical bronchoscope. 
can be inserted into different channels of the scope. Hence clinical bronchoscopy 
is not only for diagnostic investigation, but also minor operations and treatments. 
For most of the cases, it is safe, quick and reliable. However, it may not be the 
case for patients with critical airway stenosis. 
When there is a severe constriction in the airway, clinical bronchoscopy carries 
certain risk of worsening the situation. The result may be hypoxia due to cough 
or anxiety caused by the procedure. Thus this kind of minimally invasive surgery 
is not entirely safe. A totally non-invasive technique providing quick and accurate 
pre-operative information for planning of interventional bronchoscopic procedures 
would be very useful. One of the aims of our system is to provide this kind of 
information. 
This thesis describes our work of developing a computer simulation system for 
bronchoscopy with interactive navigation. It presents our new perspective volume 
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rendering algorithm which improves the performance by exploiting data coher-
ence. Further speedup is obtained by parallelizing the algorithm on a network of 
heterogeneous machines. With this high performance volume rendering engine, 
our system is able to achieve high enough frame rate for interactive navigation. 
The simulation of bronchoscopy is done through an intuitive user-interface con-
sisting of both 2D and 3D input devices, various image views and full function 
controls. 
Our work is not supposed to replace or override current fibreoptic bronchoscopy 
technology. Instead, we would rather emphasize that our work is to improve the 
safety, the accuracy and reduce the cost of clinical bronchoscopy. We aim at reduc-
ing the suffering and risk ofthe patients. Clinical bronchoscopy allows surgeons to 
perform minor surgical operations, therapies, injections as well as biopsies which 
are definitely not supported by our simulation system. However, our system allows 
planning and pre-operative diagnosis, thus increasing the reliability and accuracy 
of clinical bronchoscopy. In addition, our system serves as an ideal testing bed for 
medical training. Real-life medical data sets can be fed into our system. Trainee 
could learn through simulation and acquire high level of skills before working on 
human beings. This is far better than learning through rubber models and safer 
than experimenting on living patients. 
i m i i R ^ ^ ^ ^ 1 mM^ 
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Figure 1.2: A view during a gastrointestinal endoscopy. Left side shows a close-up 
of the camera tip. 
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Figure 1.3: An endoscopic view of the biliary stent. 
1.1 Medical Visualization System 
In fact, bronchoscopy itself employs a medical visualization system. The sys-
tem consists of audio-visual equipments, mechanical controls and surgical tools. 
With the help of modern computers and advanced non-invasive data acquisition 
techniques, we take another approach. We create a computer-aided medical visu-
alization system for bronchoscopy. 
1.1.1 Data Acquisition 
In order to develop a non-invasive diagnostic technique, there must be non-invasive 
data acquisition methods. In the last decade, modern 3D penetrative scanners 
were developed. The two major techniques are Computerized Tomography (CT 
Scan) and Magnetic Resonance Imaging (MRI). 
CT Scan projects X-ray radiation onto the patient to get X-ray image slices. 
The intensity variation of the images indicates the absorption level of the radiation, 
thus the density of the tissue. 
During MRI, the patient is subjected to a huge electromagnetic field. In addi-
tion, a radio frequency signal is applied. By measuring the resonance properties 
and energy release upon taking away the magnetic field, slice by slice images of 
the patient can be recorded. 
There are also variances of the two methods. But as a whole, all these tech-
niques are used to scan and obtain the 3D image of the patient. They generate a 
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sequence of data slices. Each slice represents a cross sectional image ofthe patient 
at a position along the axis of scanning. By combining these data slices, we form 
a 3D data volume. Each value in the volume represents the measurement of the 
corresponding sampling point inside the patient. The values are numerical and 
the interpretation depends on the scanning technique, the scanner type as well as 
the visualization procedure. 
All the mentioned data acquisition techniques are non-invasive. There is no 
pain and no direct intervention to the body of the patient. Dosage of radiation 
and/or electromagnetic field is mild and duration of exposure is under control so 
that they are generally considered as safe procedures. 
1.1.2 Computer-aided Medical Visualization 
After gathering the 3D volume data set, computer volume visualization techniques 
can be applied to display the relevant and useful information. Feeding the data 
volume in the computer creates a model of the patient for investigation. With 
the data set (our model), different views can be generated according to the visu-
alization technique, the location and orientation of the virtual camera, the field 
of view, etc. 
Some of the locations are hard to reach with a real bronchoscope. With com-
puter visualization techniques, however, such constricted locations can be navi-
gated as well. Another advantage is the repeatability. There may be several trials 
of the simulation, each of them may be run at any time with different viewing 
parameters and navigation paths. The system just works on the model and the 
patient is "off-line". 
In addition, the surgeon may keep several data sets of the patient taken at 
different epochs of the treatment. The surgeon can then navigate through different 
data sets to compare and observe the progression. With real bronchoscopy, the 
surgeon can at most keep several video clips from the bronchoscope. The past 
navigations cannot be re-done. 
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1.1.3 Existing Systems 
For instance, there are some existing computer-aided medical visualization sys-
tems for visualizing various parts of the human body. They include brain [33], 
heart [32] [35], colon [15], lung and bronchial tree [30]. In addition, there are 
some successful system designs and volume visualization packages. Here is an 
introduction of some representative ones. 
Endoscopic Visualization 
Some systems were developed for visualizing the lung and the bronchial tree. For 
example, Ney developed a system for visualizing the branching structures of the 
bronchial tree [27]. However, his system does not support interactive navigation 
and it does not deliver high enough frame rate. 
Other high performance systems were built on top of SGI/OpenGL using hard-
ware 3D texture mapping technique. For example, the Virtual Workbench and 
the Brain Bench by Poston [30] as well as the Cardiac Visualization Systems by 
Poston and Heng [35] [25]. Generally, they generate images with an interactive 
frame rate of about 10 Hz. However, these systems depend on expensive dedi-
cated hardware and the data set size is limited. If the data set is too large and 
the amount of hardware texture memory is not enough, frequent texture memory 
swapping deteriorates the performance of these systems. 
Hong presented a 3D virtual colonoscopy system which provides interactive 
flythrough [15]. The user specifies the starting and ending points of the trip 
inside the colon and the system figures out the flight path automatically. This 
involves the determination of the colon surface and collision avoidance. Other 
than Hong's approach, we may give the user more freedom by allowing the user to 
control the flight path interactively in real-time using 2D/3D input devices. One 
of the possible ways is to use the Virtual Workbench user interface and let the 
user use data probes or data glove to direct the navigation process. 
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A simulation for endoscopic procedures is described by Geiger [12]. The sys-
tem employs geometric model and surface rendering technique. With surface col-
lision detection and physical models, the system calculates the trajectory of a fly 
through. This system does not support interactive navigation and the frame rate 
is just about 1 Hz. The major short coming is the need of a manual segmentation 
procedure priori to the generation of the surfaces. 
The Virtual Workbench and the Brain Bench 
A research group in the National University of Singapore [33] has developed the 
Virtual Workbench and the Brain Bench systems. Such systems allow the user to 
get rid of the heavy, inconvenient Head Mount Display (HMD) while enjoying the 
exploration in a virtual world. The "reach-in" design makes hand-eye coordination 
natural and comfortable. The bench consists of a fixation framework, a high 
resolution monitor, a mirror as well as two 3D inputing probes. The user looks 
at the virtual image of the monitor from the mirror and holds the two probes 
underneath the mirror. With a pair of crystal eyes which is synchronized with the 
monitor, left and right eye stereoscopic images are delivered to the user in time 
multiplexed manner and generates stereoscopic view. 
For the Brain Bench, there is also an electronic atlas of the brain structure. 
With the help of the system, easier surgery planning and training are possible. 
VolVis Volume Visualization Package 
VolVis is a diversified, extensible and portable volume visualization system de-
veloped by Avila [4]. It provides various volume rendering projection methods 
and algorithms including ray-casting, ray-tracing, Marching Cube and splatting. 
Moreover, new algorithms and/or modules may be incorporated into the system. 
It also defines a set of input device specifications so that the hardware layer of 
the devices are encapsulated. The system was coded in C and is highly portable. 
It can run on most Unix workstations supporting X/Motif Windowing System. 
Due to its generality, it is difficult to develop tailor-made optimized algorithms 
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on top of VolVis. It is good for using as a testing bed, but it is not suitable to be 
incorporated into a high performance volume visualization system. 
1.2 Research Goal 
After a brief overview of some current computer-aided medical visualization sys-
tems, we find that most of them possess at least one of the following deficiencies: 
• Non-interactive speed 
• Without navigation support 
• Expensive equipment requirement 
Our aim is to develop a computer simulation system for bronchoscopy which 
supports volume visualization and navigation in an interactive speed with general-
purpose, low cost hardware. Our system possesses the following properties: 
High performance interactive speed 
Interactive navigation user controllable fly through 
Cost effective affordable to most medical institutions 
User friendly easy to use, not fancy 
Modular easy maintenance and re-configurable 
Portable run readily on most platforms 
The significance of this project is to reduce the possible danger and unnecessary 
suffering of the patients in lung disease diagnosis and therapy. Surgeons can use 
this system to perform a pilot examination of the patient's bronchial tree and do 
a pre-operative planning. Moreover, this is an ideal system for medical training. 
Chapter 1. Introduction 9 
Control 
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Front-end High Performance AuxiHary Image 
User Interface Volume Renderer Views Generator 
Figure 1.4: Basic block diagram of the whole system. 
1.2.1 System Architecture 
The whole system is designed to be modular so that maintenance and further 
extension will be easy. Fig. 1.4 shows the block diagram of our system. 
There are altogether four basic functional units: 
1. Control Center 
It controls all the activities of the whole system. Also, it links up and man-
ages other modules. It consists of a system loop which calls other modules 
to monitor the user input, perform rendering and update screen. 
2. Front-end User Interface 
This part deals with the user input/output. For input, it manages the input 
devices and the user actions. On the other hand, it communicates with the 
graphics hardware/library to display the generated images. 
3. High Performance Volume Renderer 
This is an efficient volume renderer which generates images in real-time. 
That is, high frame rate is required. The renderer may run on a single 
machine or a cluster of machines, depending on the system configuration. 
4. Auxiliary Image Views Generator 
Apart from the volume rendering view, there are also other image views 
presenting different information. They include cross sectional images of the 
volume, X-ray projection, etc. 
Chapter 1. Introduction 10 
1.3 Organization of this Thesis 
Chapter 2 is a brief introduction of the volume visualization techniques, including 
voxel definition, volume representation and various volume rendering techniques. 
We present a simple classification of the volume rendering techniques and highlight 
their characteristics. 
In Chapter 3, we introduce our new developed software acceleration tech-
nique, IsoRegion Leaping, for direct volume rendering. It supports perspective 
projection and gains speed without image quality degradation. It is based on 
exploiting coherence in heterogeneous voxel blocks, thus avoiding unnecessary 
sampling and composition. 
Chapter 4 describes how to parallelize volume rendering algorithms by dis-
tributed processing on a network of heterogeneous loosely-coupled machines. We 
compare and analyze the performance of different task assignment schemes as well 
as our load-balancing technique. This work helps to boost the performance of our 
back-end volume rendering engine. 
Chapter 5 gives an overview of our front-end design. We describe how various 
components of our system are integrated together. In addition, we address various 
design issues and explain the control of our navigation system. 




Computer volume visualization is an emerging technique in computer graphics. 
It deals with the task of projecting required information of a 3D volume onto 
a 2D image plane. It has a wide range of applications in medical, engineering 
and scientific disciplines. Some applications of this technique in medical diagno-
sis are: computer simulated bronchoscopy, non-invasive cardiac diagnosis, brain 
examination and tumor investigation. 
Traditional computer graphics systems represent objects geometrically using 
primitives such as lines, polygons and planes. Under the context of volume visu-
alization, volume elements called voxels are used to represent an object. In our 
discussion, we only concern 3D objects, hence voxels can be imagined as 3D space 
filling elements. With a cluster of connecting voxels in 3D space, we form a 3D 
volume object. 
Example sources of 3D volumes are data sets from CT Scan and MRI, and data 
generated from mathematical models in scientific visualization as well as simula-
tions. Usually, they involve large amount of numerical data. Volume visualization 
is one of the best methods for presenting the necessary information to the users. 
2.1 Sampling Grid and Volume Representation 
Voxels are considered as the basic building blocks for 3D volumes. Actually, 
a voxel is a cell with a sampling point inside a small surrounding space. The 
surrounding volume may be defined arbitrarily according to the kind of sampling 
method employed. Sampling can be thought as cutting an object into pieces and 
11 
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we take a value out of each piece. The sampling grid, our blade, defines the 
shape of the pieces. For example, if we sample an object isotropically along the 
three principal axes, voxels thus we get will be small cubes. If rectilinear grid 
is used, voxels will be little rectangular blocks. Therefore, the shape of a voxel 
depends on which kind of sampling is used. There are basically three kinds of 
sampling: rectilinear, regular and irregular. Rectilinear sampling generates cubic 
and rectangular shaped voxels. Pyramidal and tetrahedral sampling patterns can 
be considered as regular. Irregular sampling patterns are rarely used. It can be 
found in some special applications only. 
1 _ 叙 
(a) Rectilinear sampling (b) Regular sampling (c) Irregular sampling 
Figure 2.1: Various sampling grid patterns. 
Rectilinear sampling is the most often used and the simpler case to be handled. 
Moreover, most ofthe medical volume data sets generated from CT Scan and MRI 
are represented as rectilinear volume. This research is based on this sampling 
assumption and volume representation. The other two sampling methods are 
rarely used and is out of the scope of this discussion. Nevertheless, volume data 
sets based on the other two sampling methods can be converted to rectilinear case 
easily by means of re-sampling. 
In our model, a 3D volume is imagined as a rectangular block with width, 
height and depth. Rectilinear voxels with identical dimensions line up along the 
three perpendicular directions. The simplest volume representation is to consider 
the voxels in lines and slices. In such a representation, a 3D array is the best data 
structure. This intuitive representation have the pros of simple design and easy 
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addressing. 
Other alternatives are run length encoded (RLE) volume representation, octree 
volume representation, Fourier domain volume representation, etc. For RLE, three 
instances of the same volume are often required to allow efficient addressing of 
the voxels. Each copy stores the compressed volume squeezed along one of the 
three principal axes. Although three instances are required, Lacroute has shown 
that the total memory usage sometimes is still less than the original raw volume 
through his experiment results [19]. RLE has the advantages of reducing storage 
and allowing voxel coherence based accelerations. 
Octree and Fourier domain volume representations are used in some specific 
acceleration algorithms. Fang uses octree volumes extensively in algorithms based 
on hardware 3D texture mapping [9] [8 . 
The volume representation used depends very much on the design of the vol-
ume rendering algorithm. In fact, the representation and the algorithm are mutual 
dependent and some algorithms even make use of more than one volume repre-
sentations in order to have a greater speed up by taking advantages of both data 
structures. 
2.2 Priori Work in Volume Rendering 
Among various volume rendering techniques, there are several branches differen-
tiated along different dimensions as shown in Fig. 2.2. 
Direct 
Software Acceleration ^ Perspective \ / 
v v ~ 
Orthogonal ,, Hardware Acceleration 
Surface 
Figure 2.2: Variety of volume rendering techniques. 
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In addition, there are various acceleration techniques based on different kinds 
of volume rendering algorithms. 
2.2.1 Surface VS Direct 
On the methodology of volume rendering, the two main schools of paradigm are 
direct and indirect. Direct techniques deal with the voxels directly while the 
indirect ones generate geometric surface models from the volume data aiid render 
the models. 
Surface Volume Rendering 
Traditional surface rendering teclmiqiies are well developed and have beeii the 
inainstreain in generating computer syntliesizeci images. There are several classi-
cal computer graphics texts [10] [38] focus on techniques such as hidden surface 
reiiH)val, Z-l)ufFer, polygon scaii coiivorsion, texture mapping, etc. A lot of accel-
oration techniques are available. Tliere are also some sj)ecialized liardware surface 
i-(�n(i(�i(�rs (l(�v(�l()i)(�(i such as Silicon Graphics (SGI) Onyx with Reality Engine2 
(RE2). E\(Mi on PC, thorc are add-on cards for acceloratiiig surface reii(iering 
with OpoiiGL lil)rarv support. Therefore, this is an attractiv(�wav to dcal with 
voliiim�visualization. 
Since tho volum(�data is reprosent(Hi as voxels, wc need to (�xtra(.t siirfaccs 
froin the coiiiiguration of the voxvls. This involves j)roce(iurcs to prrpr(jc('ss aiirJ 
traiisforni tho volum(�data iiito geometric inforriiation. The rosiiltaiit surfacfs 
should be able to show tho features in tho volume data. Tlie most proiiiincrit 
features are often the boundaries of the voxels with clifforont values. Such surfaces 
are called usosurfaces and the procrss involved is called isosurfacAug. Tiiere arc 
researchers wlio have developecl algorithms for isosurfacing. for examplo Marching 
Cube and Dividing Cube bv Lorensen [21 j. Isosurfacing is often pcrforiried during 
the preprocessing steps and oiice the isosiirfaces are available, traditional surface 
rendering techniques can be applied to display the volume. 
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Surface volume rendering techniques are readily incorporated into the current 
polygon rendering pipeline. Once the volumetric data is transformed into geo-
metric data, mixed surface rendering can be applied. This implies merging of 
geometric and volumetric scenes is possible. 
n M 
R ^ ^ ^ ^ j H ^ ^ ^ H 
(a) Side view (b) Front view 
Figure 2.3: A surface rendered CT head processed by the Marching Cube algo-
rithm. 
Isosurfacing algorithms often generate hundred thousands of small polygons 
(up to sub-voxel size) out of each voxel cube formed by 8 neighbouring voxels. 
Straight forward surface rendering of such a large number of polygons often re-
quires significant amount of time. Thus, the real-time requirement may not be sat-
isfied. Sometimes, preprocessing which alters or combines the resultant polygons 
is essential in order to reduce the number of polygons and smooth the isosurfaces. 
The isosurfaces generated may contain holes or noise due to ambiguity cases 
during isosurfacing and such errors are intolerable in some applications such as 
medical diagnosis. Isosurfacing also leads to lose of some useful information in 
the original data set such as opacity and solid property since the procedure only 
extracts the thresholding boundaries inside the volume. 
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Direct Volume Rendering 
On the other hand, direct volume rendering algorithms generate images from the 
volume voxels straightly. Generally, they project the voxels onto a 2D image plane 
by simulating the ray-voxel interaction. Once the opacity and color transfer func-
tions, projection method and the filters are defined, the volume can be projected. 
This technique also handles transparency gracefully and the user can visualize 
interested information of the volume by varying the transfer functions and the 
projection method, such as maximum projection, over operation, etc. 
Viewer 
j^y/ \s_^  Image Plane 
\^^><^ Volume 
7 ¾ 
Sample Points I 
V 
Z \ Viewing Ray 
Figure 2.4: A simplified model for direct volume rendering. 
This class of algorithms applies the volumetric compositing equation: 
C = E Cia-'U{l-a,) 
i—1 j—1 
=Ciai + C2a2(l — ai) + C3a3(l - ai ) ( l - a2) + ... 
+Cnttn(l - ai) ." ( l — an-i) (2.1) 
where Ci,s are colors and o;j's are opacities of the samples 1 to n along the ray 
direction. 
Take ray casting algorithm as an example, the direct volume rendering proce-
dure can be outlined as follows: 
1. For each pixel on the image plane, cast a ray through the volume. 
2. Compute color Ci and opacity o^  from the voxel values in the volume at 
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regularly-spaced sample points along the ray. 
3. Composite the colors and opacities along the ray according to Eqn. 2.1. 
Direct volume rendering has the advantages of high accuracy, direct visualiza-
tion of volume data, capable of displaying semi-transparent objects, and making 
full use of all available information inside the volume. Since every contributing 
voxels are considered, it retains and presents more information about the object 
than surface rendering. The advantage makes volume rendering a powerful tool 
for volume visualization. 
However, since the volume data sets are often very large�high storage and 
time complexities create problems for direct techniques. 
To overcome the problem of high storage requirement and relatively slow ren-
dering speed, many acceleration algorithms have been proposed. Some techniques 
are able to keep the image quality while accelerating the rendering speed. Some 
other algorithms gain speed at the expense of deteriorating the image quality. On 
the other hand, parallel formulations were also introduced to spread the storage 
and computation burden among a cluster of processors. 
Mixed Surface and Direct Volume Rendering 
In the above sections, two volume data representations, geometric and volumetric, 
are introduced and their related rendering methods are discussed briefly. Indeed, 
there is an inter-conversion pair between these two data representations: 
Voxelization 
Geometric Data ^ Volumetric Data 
Isosurfacing 
Apart from isosurfacing, there is a reverse procedure called voxelization. Given 
a set of geometric objects, we can quantize and perform sampling to obtain a set 
116 MB of memory is required to store a typical raw volume data set with 256^ voxels of 
8-bit precision. 
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of voxels and form a volume. Due to this inter-conversion pair, we are able to 
insert geometric objects into a volumetric scene and vice versa. 
To merge geometric scenes with volumetric ones, there are basically two alter-
natives. Firstly, we may perform isosurfacing on the volume data sets and then 
apply surface rendering on all the polygon data. Secondly, we may perform vox-
elization on the geometric objects and then go into the volume rendering engine. 
There are several algorithms proposed to achieve mixed rendering. 
For example, Sobierajski [34] used voxelization to construct a volumetric ray 
tracer. There are some advantages. Firstly, we need not concern the polygon and 
volume intersection problem because all the polygon objects are voxelized. Thus 
a generic ray tracer, shader can be used. Secondly, shadows are available and give 
the user depth cue about the volume object. Thirdly, physical objects like mirrors 
can be inserted to provide a natural way for the user to view different faces of the 
object of interest. 
By means of ray tracing, Levoy proposed a hybrid ray tracer for rendering 
both type of data at the same time [20]. Each voxel is considered as a single point 
of reflection/refraction. Light rays are shot into the volume. Light illumination 
models and shading models take effect on the voxels. The gradient information is 
found by partial difference of the neighbouring voxels in the 3 dimensions. He used 
selective supersampling which shots more rays in boundaries or high frequency 
regions in order to save time and keeps the image quality. His method allows the 
insertion of analytical geometric objects into a volumetric scene. This leads to 
more intuitive user interface and illustration. 
2.2.2 Image-order VS Object-order 
In the context of direct volume rendering, there are two streams of algorithms, 
image-order and object-order. The deviation can be identified by the loop or-
derings. Six nested loops are usually required for most of the volume rendering 
algorithms. Three loops iterate over the volume while the other three go through 
Chapter 2. Volume Visualization 19 
the resampling filter kernel. Different algorithms may employ different loop or-
derings. 
Image-order Rendering Algorithm 
As described by Lacroute [17], image-order algorithms can be sketched as below: 
for yi = 1 to ImageHeight 
for Xi 二 1 to ImageWidth 
for Zi = 1 to RayLength 
foreach Xo in ResamplingFilter(rrj, y^ , Zi) 
foreach y�in ResamplingFilter(xj, y^ , Zi) 
foreach z � i n ResamplingFilter(^^, yi, zi) 
add contribution of Voxel[a;o, Vo, o^] to ImagePixel[a;j, y � 
Ray casting type algorithms are representatives of this class. Parallel or per-
spective rays are shot from the view point to the volume. The rays do not reflect 
or refract, just go straight into the volume. Each ray performs samplings along 
its track. It accumulates the color and opacity (or transparency) attributes of the 
samples and gives a final color to the corresponding image pixel. Basically, there 
are 2 phases: sampling and compositing. Moreover, classification and shading 
procedures are also involved. 
The quality of the ray-casted images are very good when compared with other 
algorithms. However, ray-casters are generally considered slow since they do not 
access the volume in storage order, especially during perspective projection. As a 
result, they spend most of the time on locating the sample points and performing 
addressing arithmetics. 
Although it is intrinsically slow, there are some acceleration techniques avail-
able. The early ray termination technique proposed by Levoy [20] is one of the 
speedup makers. When front-to-back computation ordering is used, it is possible 
to stop a ray before reaching the other end of the volume. This is when the ac-
cumulated opacity reaches certain threshold such that the samples behind would 
not contribute much to the final color of the image pixel. The implementation 
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detail will be covered in Section 3.1. 
Object-order Rendering Algorithm 
By reversing the loop orderings, object-order algorithms can be summarized as 
below: 
for Zo — 1 to VolumeDepth 
for y�— 1 to VolumeHeight 
for Xo — 1 to VolumeWidth 
foreach xi in ResamplingFilter(a:07 Vo, ^o) 
foreach yi in ResamplingFilter(xo, y � , Zo) 
foreach Zi in ResamplingFilter(xo, yo, ^o) 
add contribution of Voxel[j;o, po, Zo] to ImagePixel[x^, yi 
Splatting is an object-order technique proposed by Westover [39] [40]. Voxels 
are considered as color splats and being thrown onto the image plane. As a 
voxel reaches the image plane, it spreads out according to a pre-defined filtering 
function. After all the voxels are processed, the projection is finished. Since every 
voxels are visited by the renderer in a storage order, it is an efficient technique. 
During rendering, most of the computation efforts are spent on projecting 
the filter pattern of the voxels onto the image plane and perform accumulation. 
In theory the image produced by splatting is identical to that produced by ray-
casting. However, the calculation of an ideal filter is very difficult and computation 
intensive so that approximations are employed. This leads to deteriorated image 
quality such as blurring and holes. Mueller proposed an accelerated perspective 
volume renderer using splatting technique [26]. It relies on the assumption of 
spherical splat (cubic voxel) to perform a fast projection and accumulation of the 
footprint in a ray-driven approach. 
Mixed Order: Shear-warp Factorization 
Lacroute in [19] illustrated how to use the shear-warp factorization to increase 
rendering speed. As shown in Fig. 2.5, it is basically a ray casting algorithm. 
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Figure 2.5: Shear-warp factorization for parallel projection. 
There are 3 steps: shear and re-sample the volume slices; project and composite 
the sheared slices to produce an intermediate image; lastly warp and re-sample 
the intermediate image to finalize the image on a 2D image plane. The algorithm 
primarily works for parallel projection, but it can be extended to perspective pro-
jection by introducing a scaling factor during shearing. To improve the algorithm 
even more, scanlines of the volume and the intermediate image are compressed 
using run length encoding so that transparent voxels and opaque rays are skipped. 
This reduces memory utilization and improves speed. 
The algorithm makes use of coherence between scanlines. The traversal scheme 
allows simultaneous sequential access of the voxels and intermediate image pix-
els efficiently. It takes the advantages from both image-order and object-order 
algorithms. 
However, since bilinear interpolation is used rather than trilinear interpola-
tion, a smooth opacity transfer function should be used in order to avoid artifacts 
in high frequency regions. Another problem is the second re-sampling (warping) 
step which can potentially deteriorate the image quality and this is not accept-
able in some crucial applications. A bonus of this algorithm is that it is readily 
parallelizable. This makes parallel/distributed version of this algorithm possible. 
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2.2.3 Orthogonal VS Perspective 
There are two kinds of projection methods: orthogonal and perspective. With 
orthogonal projection, the viewing rays going through the image plane are par-
allel to each other, as illustrated in Fig. 2.6(a). Under perspective viewing, the 
viewing rays take off from the view point and diverge. Fig. 2.6(b) shows how 
perspective projection works. 
Parallel viewing rays Perspective viewing rays 珊 \继/ 
Volume \ \ / / Volume 
SUces \ \ I / SUces 
Image M \ Lmage 
^ ^ P _ 1广一 
View point View point 
(a) Orthogonal projection (b) Perspective projection 
Figure 2.6: Basic projection methods. 
Orthogonal Projection 
Orthogonal projection generates views similar to engineering drawing. It is best 
for modeling. However, it does not produce realistic views. 
Due to the parallel property of the viewing rays, there are a bundle of acceler-
ation techniques based on orthogonal projection. Most of them exploit coherence 
among the rays. Owing to the regular pattern of communication, this class of 
algorithms are readily parallelizable. They will be covered in Section 2.2.4. 
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Perspective Projection 
The basic implementation of perspective renderers are the same as the parallel 
ones. In addition, there are some extra concerns. As the rays go outwards, the 
inter-sample distances among the rays increase. This will introduce alias artifacts. 
To improve image quality, the renderer needs to introduce more rays as the rays 
diverge. 
Since the rays do not go in regular pattern, there are not much accelera-
tion techniques developed for perspective volume rendering. One of the proposed 
techniques is Lacroute's Shear-warp Algorithm with slice scaling [19]. During the 
scaling, an extra re-sampling is required to avoid the mentioned alias problem. 
2.2.4 Hardware Acceleration VS Software Acceleration 
Due to the intrinsic huge computation and storage requirement of direct vol-
ume rendering, there are many acceleration techniques proposed in the hope of 
increasing the performance. Among the techniques, there are two directions of 
development, one is on hardware side and the other one is on algorithmic improve-
ments. 
Hardware Acceleration 
Hardware 3D texture mapping is a technique based on special-purpose accelera-
tor while parallel/distributed processing employs multiprocessors or a cluster of 
workstations. These approaches focus on hardware efforts. 
Hardware 3D Texture Mapping This is a new and very efficient framework 
for volume rendering [16]. This method defines planes orthogonal to the viewing 
direction. Then it performs composition on planar basis rather than the ray by 
ray manner. Each polygon plane is rendered and shaded using Z-buffer algorithm 
and alpha-blended using the opacity values of the 3D volume texture. With the 
help of specialized hardware, for example, SGI Onyx RE2, this method can reach 
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a real-time frame rate. For example, Fang uses an octree data structure and a 
volume template method to achieve efficient rendering [9] [8 . 
The main concern of this kind of algorithms is the size of 3D texture memory 
of the hardware. Since it requires the storage of the texture (volume data) into the 
texture memory beforehand so that the hardware can efficiently access the texture 
data and shade the polygons. However, volume data often has a tremendous size, 
say a 256^ 8-bit volume requires 16 MB to store while the size of the texture 
memory is limited (e.g. 4 MB). Therefore, the volume must be chopped down into 
blocks and rendered in back-to-front block order. The texture memory swapping 
and loading time accounts for a large portion of the rendering time. 
The dependence on a special-purpose hardware/software hinders the popular-
ity of this approach. Such systems are very expensive and may not be generally 
affordable. Another problem induced is the lack of portability. Nevertheless, there 
are some successful systems built on top of SGI/OpenGL using 3D texture map-
ping extension. For example the Virtual Workbench and Brain Bench by Poston 
30], the Cardiac Visualization Systems by Poston and Heng [35] [25 . 
Parallel/Distributed Volume Rendering As stated in the previous section, 
the Shear-warp Factorization is readily parallelizable. Lacroute presented a par-
allel version of his algorithm in [18]. He showed how to distribute the volume 
data and achieve load balancing on two testing platforms, SGI Challenge and 
Stanford DASH Multiprocessor. Moreover, he determined how cache and scanline 
coherence affects the efficiency. His work will be further discussed in Chapter 4. 
Another work is done by Machiraju [23]. He demonstrated how to use parallel 
vector processors to speed up the volume transformation. It is discussed in the 
next section. 
Although both approaches can boost the throughput, but costly multiprocessor 
hardware are required. They have used closely-coupled systems with high data 
rate bus. If loosely-coupled systems are used, the solution will be cheaper and more 
portable. For example, a cluster of networked computers running Parallel Virtual 
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Machine (PVM). Although this may risk lower data communication speed, but 
each node is equipped with much more memory (local memory) and may reduce 
the need for communication. Ma tried to distribute the volume rendering task on 
a cluster of workstation [22]. His approach will be covered in Chapter 4. 
Software Approach: Exploiting Coherence 
By exploiting various kinds of coherences, it is possible to improve direct volume 
rendering algorithms. Efforts on algorithmic side can also increase speed and 
efficiency drastically. 
Line Drawing Approach Schroder proposed an algorithm for volume ray trac-
ing using a parallel architecture [31]. The algorithm uses the idiom of line drawing 
to traverse the data set. Each ray passes through the 3D volume are visualized as 
a 3D line within the volume. By applying Bresenham Line Drawing method, only 
integer addition/indexing is required, thus making the traversal of the data set 
very efficient. By mapping the data set onto a parallel architecture, the processors 
use a circular shift communication pattern to achieve the shifting of data points 
in line drawing. This gives a better performance. 
Template-Based Method Yagel and Kaufman [42] introduced the template-
based ray traversal scheme which is the basis of a class of techniques employing 
ray coherence. Ray templates are constructed to boost the performance of ray 
traversal during ray casting. The position of ray samples are calculated based on 
the ray template. Such template method is suitable for and readily applied to 
orthogonal, however, not perspective projection. 
Basically, template-based volume viewing [42] is similar to the idea of line 
drawing. Firstly, a ray template is built by applying line drawing algorithm. 
Notice that 26-rays are generated rather than 6-rays which means that the 3D lines 
are formed from 26-connected neighbouring voxels. There are 2 reasons for this 
choice: 26-rays consist of less voxels and they are capable of uniformly sampling 
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the space. During the construction, a base plane is chosen for efficient projection. 
Lastly, a 2D warping is required to transform the intermediate image to the final 
one. Such a warping procedure is actually a re-sampling and is suspectious to 
introduce artifacts. Moreover, since no filtering is done and only nearest voxels 
are picked up for projection, the quality of the image is limited. 
Slice, Line, Voxel Coherence By exploring the coherence between the neigh-
bouring slices, lines and voxels in the data volume, Machiraju proposed a parallel 
transformation of volume in [23] [24]. For a given transformation matrix: 
moo ^10 rri20 0 
moi mu m21 0 
M = 
m02 m12 m22 0 
mo3 mi3 m23 1 
Given two neighbouring voxels: 
U — _^xi Uy,〜，1 , 
y = [Vx,Vy,Vz, 1] = [Ua, + l,Uy,Uz, 1 
After transformation: 
n' 二 u . M 
— — r 
V' 二 V ‘ M = u'^ [m00,m10,m20,0 
Therefore, a single vector addition can be used to calculate v' once u' is cal-
culated. Transformation of neighbouring voxels along other directions may be 
calculated by adding the 2— and the 3^ ^ row of M respectively. 
Machiraju further extended this coherence property and developed a parallel 
algorithm which pipelines the whole transformation process. His algorithm re-
quires parallel/vector processors to perform the transformation. After the trans-
formation, hidden voxels are eliminated and the visible voxels are shaded and 
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displayed. 
Temporal Coherence For interactive navigation, the difference between con-
secutive frames should be small provided that the view point of the observer 
moves smoothly and gradually. Brady [5] made use of this temporal coherence 
and developed an algorithm for parallel projection of volume data. The algorithm 
determines how much the viewing volume is changed after translation/rotation of 
the view point. Then, it reconstructs the new viewing volume by modifying the 
existing one. 
This method is very efficient in term of generating consecutive small difference 
views. However, the first time of rendering is not improved. Moreover, the al-
gorithm uses Approximate Discrete Radon Transform (ADRT) which introduces 
error between each scene change. Therefore, it is necessary to regenerate the 
view after several application of ADRT. Another concern is the input of the user. 
The view of the user may change abruptly and cause the system to regenerate a 
new view. It is also important to notice that ADRT involves nearest neighbour 
sampling technique and the image quality is not guaranteed. 
Efficient Stereoscopic View Rendering To give the user stereoscopic view 
and depth cue, both left eye view and right eye view images have to be generated. 
The most straight forward and intuitive way is to render the two images separately 
with two horizontally separated view points. This doubles the rendering time and 
halves the frame rate. There are methods to make use of the coherence between 
these two images and improve the speed. 
By making use of stereoscopic coherence, Adelson [1] [3] developed algorithms 
to render the stereoscopic view simultaneously with less effort. In the left eye and 
right eye images, most of the pixels share the same intensity, but with a small 
horizontal shift only due to horizontal parallax. Therefore, he used a reprojection 
method to create the right eye view with the left eye view. The reprojection is 
very simple, just shift the x-coordinate of the left image to the right by a value 
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determined by the formula: 
6 • Zp 
d + Zp 
where e is the separation of the eyes, typically 6 cm 
Zp is the z-coordinate of the object point 
d is the distance from the view point to the projection plane 
There is a correction though. Since there may be some missing, bad and 
overlapped pixels between the two views, these special cases need to be handled 
in order to guarantee a correct pair. 
Adelson extended the above technique for volume rendering [2]. The idea 
is basically the same. Rather than ray tracing geometric object, the algorithm 
works on ray tracing of volumetric object. However, his algorithm only saves the 
sampling time for the right eye image only while composition time is not saved 
at all. The reprojection method involved is also error-prone for volume rendering 
since very often filtering is involved during sampling of the left eye samples, and 
when the samples are reprojected to an integral grid of the right eye rays, errors 
are introduced. 
Taosong He and Arie Kaufman [14] extended Lacroute's work and Adelson's 
work to develop a fast stereo volume rendering algorithm. The idea of segment 
composition scheme is proposed upon the observation that Adelson's sample by 
sample reprojection is not efficient enough and error-prone. By using the frame-
work of the efficient shear-warp algorithm, they developed a very efficient stereo 
volume rendering algorithm. However, if accurate result is to be produced, a 
linear-interpolating reprojection procedure is required which will slow down the 
algorithm. Another problem is that the new algorithm inherits all the image arti-
facts produced by the shear-warp algorithm. Since the shear-warp algorithm uses 
bi-linear interpolation for sampling and a second re-sampling step is involved, the 
further reprojection of the sample segments will definitely incur more error and 
the image quality of the re-projected view is in question. 
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2.3 Chapter Summary 
We briefly go through the basics of volume visualization in this chapter, starting 
from voxel definition, volume representation, to various volume rendering tech-
niques. Most of the volume rendering acceleration techniques described in this 
chapter do not support perspective viewing. On the other hand, some of the 
high speed algorithms sacrifice image quality for speed. In the next chapter, 
we introduce our new volume rendering algorithm, the IsoRegion Leaping Ac-
celeration which supports perspective projection with no image degradation. To 
locate our work in the volume rendering framework, it can be classified as a direct 
image-order volume rendering technique for perspective viewing with software ac-
celeration. It performs region leaping to avoid unnecessary computation burden. 
Despite of the performance gain, there is no image quality loss. The development 
of this algorithm is to fulfill our requirement of interactive volume visualization, 
with high image quality for medical diagnosis. 
Chapter 3 
IsoRegion Leaping Technique for 
Perspective Volume Rendering 
Perspective viewing is one of the important issues in achieving realistic visualiza-
tion. It gives the user a sense of depth. On the ground of our research goal of 
simulating bronchoscopy, perspective viewing is one of the necessities since images 
from actual clinical bronchoscope are perspective. However, most of the existing 
acceleration techniques for volume rendering focus on orthogonal projection only. 
Not much of the mentioned acceleration techniques are capable to cope with per-
spective projection. It is due to the technical difficulty behind the scene, the 
irregular ray pattern/direction involved in perspective projection. This property 
fails most ray coherence accelerators. 
On the other hand, image quality is not negligible for medical applications, 
too. Such circumstances are serious and accuracy is most important. Some of 
the acceleration approaches, however, gain speed at the expense of image quality. 
We aim at developing a volume rendering technique which supports accelerated 
perspective viewing while image quality is preserved. 
The previous chapter gives an overview of a bundle of current volume rendering 
algorithms and acceleration techniques. It is not difficult to observe that most of 
the algorithms exploit various kinds of coherences, for example, temporal, object-
space as well as stereoscopic. By exploiting the coherence lies inside the volume 
(object-space), it is possible to improve speed without losing image quality. This 
enlightens our idea of region leaping. 
This chapter introduces our new acceleration technique, IsoRegion Leaping for 
. 30 
Chapter 3. IsoRegion Leaping Technique for Perspective Volume Rendering 31 
perspective volume visualization. Upon the current scenario of lacking accelera-
tion algorithms for perspective ray casting in volume visualization, our algorithm 
provides a way of accelerating perspective direct volume rendering without image 
quality deterioration. Our algorithm exploits coherence inside the volume. Ho-
mogeneous neighbouring voxels are grouped into cubic regions, called IsoRegions, 
during pre-processing. Rays of arbitrary directions piercing through such regions 
are guaranteed to scratch out homogeneous ray segments. By looking-up an ac-
cumulated color and transparency table, the attributes of these ray segments can 
be found, avoiding unnecessary re-samplings and compositions. This technique 
is proved to be efficient by experiment results. For real life medical data sets, a 
speed up of 2 to 3 times is measured on average. A performance gain of 3 to 4 
times is scored for synthetic data. Despite of the speedup, there is no sacrifice on 
image quality, as proved theoretically and experimentally. 
In the following sections, the basic compositing projection procedure is studied 
and a factorization of the sample compositing equation is derived. Building on 
top of the factorization, we describe the idea of IsoRegion Leaping acceleration 
11] in depth. We also demonstrate how the technique is applied to perspective 
ray casting. The performance measurement and comparison with a brute-force 
algorithm are shown in our experiment results follow. 
3.1 Compositing Projection in Direct Volume 
Rendering 
Under the context of direct volume rendering, the volumetric compositing equation 
(Eqn. 2.1 in Section 2.2.1, which is also known as the sample compositing 
equation) is applied. In compositing projection, semi-transparency is simulated 
by assigning opacity (or transparency) attributes to voxels. The over operator 
combines the colors and opacities of the samples pierced by the ray. This process 
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is known as sample composition: 
A = 1 - OLi 
Rfinal = Ciai + P1C2 
Bfinal = {l-a1){l-a2)=PlP2 
where Rfinai and Bfi^ai are respectively the accumulated color and transparency 
after composition. Ci, ai and j3i respectively denote the color, opacity and trans-
parency of the i*^  sample. Note that the sample with smaller index locates at the 
side of the ray source (observer) in our convention. 
We go a step further to composite a train of n samples along a ray. Here we 
assume each ray is associated with a tuple consisting of color Ci and opacity af 
(Ci, ai), (C2, tt2), ..., (Cn, an) 
According to the transparency formula (recursive application of the over operator) 
20] [22], the accumulated color of the ray, RfinaU is： 
Rfinai = Ciai + 01{C2a2 + /^ 2(^ 30^ 3 + A ( - ) ) ) 
= C i a i + 01C2a2 + A/^2C3a3 + ... 
= E C i % f i P j (3.1) 
i=l j=l 
To evaluate this expression, there are two well-known strategies: the back-to-
front ordering and the front-to-back ordering. For the back-to-front ordering, this 
evaluation sequence is observed: 
Rn — CfiCXji 
Ri — Ciai + PiRi+i 
Rfinal = Rl 
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This evaluation sequence starts from the inner terms and propagates the results 
outward in 0(n). On the other hand, the front-to-back ordering performs the task 
in this way: 
(i^i,Bi) = (Ciai ,A) 
(Ri^i,Bi^i) = (Ri + BiCi^iai^i, ^ A + i ) 
Rfinal — Rn 
This set of equations effectively breaks down the parentheses and evaluates the 
sum terms one by one in 0{n). Bi,s are used to boost the performance by keeping 
track of the accumulated transparency product term. The front-to-back ordering 
gains more attention because it allows early ray termination, which is an efficient 
acceleration technique for compositing projection proposed by Levoy [20]. Once 
the monotonic decreasing accumulated transparency drops below certain threshold 
f3e, the composition process can be terminated without affecting much of the final 
accumulated color (depending on the value of the threshold). That is, we check 
the following condition after each composition: 
Bi < pe (3.2) 
If Eqn. 3.2 is satisfied, we accept Rfinai ~ Ri and let the ray stop there. A 
compromising value of j3e 二 0.05 (ag 二 0.95) is suggested by Levoy [20] which 
keeps the image quality while providing a good acceleration. 
After factorizing Eqn. 3.1，we get: 
m i—1 
Rfinal = 5^ CiOti JJ /¾ 
i=l L j=l _ 
‘m 1 n i—1 
+ n A E Ciai n /¾ (3.3) 
-k=l J i=m+l j=m+l 
=Cl + Bic; 
for any m G [1, n 
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For any m lying within [l,n], this factorization result is valid. The significance 
of this factorization is that it provides the foundation of sample composition by 
parts. Following the front-to-back ordering, we divide the list of samples along a 
ray into segments. By compositing the samples within each segment in front-to-
back order, we obtain: 
(r^* D*\ (r* TD*\ //0* D*\ 
1^ 1，万1), {^2，叫，…，(^t，^t ) 
where t is the number of segments, C* and B* are the accumulated colors and 
transparencies of the segments respectively. By recursive application of the fac-
torization result, we have: 
Rfinal = E ^ ; n B] ( 3 . 4 ) 
i—1 j=l 
Ma has developed a special form of this factorization for binary case [22] (see 
Appendix B). Eqn. 3.3 is a more generalized result. The early ray termination 
technique is still applicable here, but in a larger scale based on segments. The 
IsoRegion acceleration scheme, which will be discussed in the following section, is 
mainly based on the result of Eqn. 3.4. 
3.2 IsoRegion Leaping Acceleration 
Space leaping is a well-known acceleration technique for ray casting type vol-
ume rendering by skipping empty space [43]. There are several variants such as 
Proximity-clouds by Cohen and Shefer [6], Ray Acceleration by Distance Coding 
by Zuiderveld et al. [44] and Macro-regions of Empty Space by ^amek [37]. All 
these space leaping techniques accelerate the ray casting process by avoiding un-
necessary, time-consuming empty space traversal. To apply these algorithms, we 
have to first classify the empty space (background voxels) by thresholding, seg-
mentation and/or statistical methods. This classification process often introduces 
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inaccuracy and leads to human intervention. 
Unlike the mentioned algorithms which only skip empty space, voxel regions 
with identical voxel value are also eligible to leap under the concept of region 
leaping, leading to further speedup. Such voxel regions are called IsoRegions. 
With IsoRegions, we need not classify the empty space since all kinds of voxels 
are considered and may be leaped. Ray samples falling in different IsoRegions 
are composed into ray segments. The accumulated colors and transparencies of 
these ray segments are composed along the ray in front-to-back order using the 
factorization result of Eqn. 3.4. Because the ray samples within an IsoRegion 
take the same voxel value, pre-computation of the colors and transparencies of the 
homogeneous ray segments is possible. This is the main source of improvement. 
3.2.1 IsoRegion Definition 
.^7Y7yA ^^¾ 
/ / / / / / / / 
^ _ _ / / 
ffl • 乂 少 L^ / 厂 
u^  
IsoRegion with d = 0 IsoRegion with d = 2 
Figure 3.1: Definition of an IsoRegion. 
Fig. 3.1 displays two example IsoRegions. An IsoRegion is an odd dimension 
cubic region of voxels which take the same voxel value. Each IsoRegion consists 
of (2c^+l)3 voxels for some non-negative integer d. That is, given a voxel position 
(x, y, z) where x, y, z and d are integers, 
V{x + i, y + j, z + k) = V 
Vz, j, k G [-d, d 
$ 
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(x, y, z) : the center of 
an IsoRegion of value 
V and dimension d 
For i’ j and k ranging in [—1,1], there is a set of 3^  — 1 = 26 immediate neigh-
bours {N2e)' Such close neighbourhood relationship is said to be 26-connected, 
whereas 8-connected (3^ — 1) in 2D case. This definition ensures the voxel located 
at the center of an IsoRegion is surrounded by neighbours of the same voxel value 
up to d 26-connected steps. Such a 26-connected neighbourhood distance is also 
known as chess board distance [37]. From the center of an IsoRegion, we can 
leap over at most d voxel grid distance in all directions and be sure that we still 
encounter voxels taking identical voxel value. 
4 3 2 2 2 2 2 
3 3 _2 1 1 1 1 
2 2 2 1 0 0 0  H+M： — 
—— 1 1 1 1 0 0 0 
0 0 0 0 0 0 0 
| H | 0 0 0 0 0 0 0 
;_•~~^^^1 
3 n S S 2 P H I o| o| 0 1 o| o| 1 
u _ _ _ I 
Volume voxels IsoRegion information 
Figure 3.2: Example of a 2D IsoRegion data structure. 
To store the IsoRegion information, we only need to record the dimension 
parameter d. They are located at the center of the IsoRegions. Fig. 3.2 shows an 
example for 2D case. The IsoRegions are constructed for all kinds of voxel values, 
not only the empty voxels. Notice how the IsoRegions extent along the volume 
boundaries (shown in dotted line). For such cases, the boundaries are considered 
as extending homogeneously. 
In the development of space leaping techniques, there are researchers inves-
tigated in giving a tighter bounding region for empty space. Distance functions 
other than chess board distance have been proposed such as city block distance, 
Euclidean distance and chamfer distance [37]. With a looser bound, we will get 
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just a conservative estimation of the span of the regions, thus limiting the speedup. 
However, less computation effort is required during the pre-processing step. On 
the other hand, a tighter bound leads to larger regions, hence better leaping 
speedup. Nevertheless, it takes more computation time to calculate such regions. 
Even though the above results and conclusions are originally for empty space 
definition, we borrowed and referenced these ideas when defining our IsoRegion. 
Finally we choose chess board distance since it is a compromise with respect to 
both aspects. It involves simple computation while providing a good estimate of 
the bound of an IsoRegion. 
3.2.2 IsoRegion Construction 
Since IsoRegion information is global in nature, we have to propagate the par-
tial information to the neighbours along the way during the construction process. 
Here, we adopt an iterative approach. In the first iteration, 26-connected neigh-
bours (N2e) of each voxel are inspected to see if they are homogeneous and take 
the same voxel value as the center voxel. If so, a '1，is placed there; otherwise, a 
'0，is stored. In the subsequent iterations, we look for larger IsoRegions (step up). 
Now, we need not check all 26-connected neighbours, but only the eight diagonal-
connected neighbours (A^) since this set of sub-IsoRegions supersede the others. 
If all the diagonal-connected neighbours are centers of sub-IsoRegions found in 
the immediate previous iteration (of dimension parameter d — 1)，an IsoRegion 
of dimension parameter d is found due to propagation of the chess board dis-
tance. This iteration step repeats until no further IsoRegion is found. Here is the 
complete algorithm: 
Algorithm 3.1 CreateIsoRegion 
> Initial step: 
1 for all voxel positions {x, y, z) 
2 if V{x + i, y + j, z + k) = V{x, y, z) Vi, j, k G 卜1,1] 
3 then 
4 IsoRegion(a;, y, z) <~ 1 
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5 else 
6 IsoRegion(x, y, z)卜 0 
> Iteration step: 
7 d — 1 
8 repeat 
9 for all voxel positions (x, y, z) 
10 if IsoRegion(?/;) > d Mw G No{x^y^ z) 
11 then 
12 IsoRegion(a;, y, z) f - IsoRegion(rc, y, z) + 1 
13 d ^ d + l 
14 until no further IsoRegion found 
This processing step takes time, nevertheless, we only need to perform this 
pre-processing once for each volume data set and the result can be stored ac-
companied with the volume. This piece of valuable information is independent 
of the viewing parameters and shading parameters, thus we can always reuse it. 
Although this pre-processed data structure consumes memory, it may be com-
• 
pressed. For example, use less number of bits to store the dimension parameters: 
impose a maximum IsoRegion dimension of 15 and use 4 bits for each cell which 
results in a 50% reduction in memory consumption compared with 8-bit cells. The 
rationale behind is based on the observation that very large step sizes (say, over 
50) are rarely encountered, especially in real life captured data sets like medical 
MRI volume data sets. Storing a conservative estimation of these rarely occurred 
step sizes will not hurt but keep the memory consumption fit. 
3.2.3 IsoRegion Step Table 
Before going into the ray traversal scheme, there is another pre-processing step: to 
pre-compute a look-up table for the accumulated color and transparency of the ray 
segments. This table is called IsoRegion Step Table (IRST). The IRST is a map-
ping from voxel value and step value to the accumulated color and transparency 
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of a ray segment: 
IRST: (v,d) ^ (C*,B*) 
where v G [0, 255],d G [1, max step 
V and d are the voxel value and step value (dimension parameter) of an IsoRe-
gion respectively, C* and B* stand for the accumulated color and transparency 
of the resulting ray segment. The calculation of the IRST is based on Eqn. 3.1. 
Since all the voxels within an IsoRegion take the same voxel value, the gradient 
calculation based on derivatives in all three perpendicular directions on the grid 
points (computationally calculated by forward difference of two neighbouring vox-
els) gives a normal vector 0. Hence, the voxels along the homogeneous segment 
take identical value for Q's, a^'s and /^s during shading: 
Ci = C = ColorM Vz G [l,d 
OL{ — OL — Opacity[t'] Vi 6 [1, d 
A = P = l — a Vz G [l,d 
thus, we simplify the equation and get: 
lRST{v,d) = (C*,5*) 
( d � “1 1 d \ 
= E Cia^j ,11/¾ 
\i=l L J=1 �J .=1 / 
/ d d \ 
= C a E ^ - i ) , n / ? 
\ i=l j=l / 
( 1 _ Rd \ 
= C a j ^ ， ^ ) with 0 < /? < 1 
= [ c { i - p ' ) , p ' ) 
With the IRST, we can retrieve the accumulated color and transparency values 
of a ray segment given the voxel value and step value. Notice that the sample 
distance along the ray is assumed to be the same as the voxel grid distance for 
instance. In case the sample distance is not defined according to this assumption, 
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we have to make the following adjustment to the step value: 
1 d new step value = — 
lds_ 
where ds is the sample distance along the ray. 
In practice, the sample distance value is usually less than one. This is to 
ensure a better sampling coverage. During zooming, the sample distance will be 
even shorter. Under such circumstances, the leaping step value will be larger. 
Hence, our algorithm can exhibit better performance. 
There are two assumptions and justifications for the pre-computation of the 
IRST. In fact, they guarantees the validity of the precalculated values stored 
in the IRST. Firstly, the gradient calculation kernel should be a first-order one, 
i.e. only the immediate neighbouring voxels are involved. If this assumption is 
not granted, the size of the minimal leapable IsoRegion should be increased to 
match the kernel size (now, the minimal size is d : 1, i.e. a 3 x 3 x 3 voxel cube). 
Actually, this assumption should be met under most of the circumstances and 
most current algorithms are employing this assumption. The second assumption 
is on the span of the sampling kernel used. For instance, we are using tri-linear 
sampling. Of course, lower order sampling kernels such as nearest neighbour sam-
pling and bi-linear sampling are also supported. In case of using higher order 
sampling kernels, we should adjust the least leapable IsoRegion size accordingly. 
For example, a sampling kernel with a coverage of 27 neighbouring voxels such 
as tri-quadratic sampling will force the least leapable IsoRegion size to 2 whereas 
tri-linear sampling allows a smaller size of 1. So, larger sampling kernels prohibit 
leaping on smaller IsoRegions. In such cases, leaping is only allowed on larger 
homogeneous regions. In most of the current volume visualization applications, 
tri-linear sampling is sufficient and higher order ones are too computational ex-
pensive while not providing much more improvement on image quality. Even if 
both assumptions are violated, our algorithm still survives at the expense of a 
marginal discount on the leap count and speedup. 
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The IRST is independent of the volume data set and the viewing parameters, 
it only depends on the shading parameters. As long as the color and opacity 
transfer functions are kept intact, the IRST can be reused. It is a very compact 
data structure, say, typically occupies about 100 kB. It can be computed efficiently 
as well. 
3.2.4 Ray Traversal Scheme 
To simplify our discussion, we state here our assumptions first. We assume the 
volume data set is sampled uniformly and homogeneously along the three principle 
directions (i.e. cubic voxels). If this primary assumption is not fulfilled, it is 
easy to do some adjustments by either re-sampling the data set or performing 
corrections during the ray casting process. This would complicate the discussion 
of our algorithm. Throughout the development, we used tri-linear interpolation 
re-sampling. It is widely used and the it provides satisfactory image quality. 
The ray traversal scheme adopted is pretty much the same as the basic perspec-
tive ray casting algorithm except the shading and sample composition parts. The 
loop ordering follows Lacroute's loop ordering model (see Section 2.2.2). Our 
ray casting algorithm is basically a ray-driven (image-order) one with perspective 
compositing projection. The caster shoots ray towards each pixel on the image 
plane from the view point. A ray pierces the volume and a train of samples is 
taken along its track. Ordinary ray casters take samples at evenly spaced positions 
along the ray. However, our algorithm performs re-sampling at unevenly spaced 
positions depending on the size of the leaps over the IsoRegions encountered. 
Fig. 3.3 illustrates how our ray traversal scheme works. Ray B firstly en-
counters an IsoRegion with dimension 4. An IRST look-up is performed (white 
dot) to retrieve the accumulated color and transparency of this ray segment (con-
taining 4 samples). Therefore, 3 samples (cross marks) are leaped before taking 
the next sample. The second sample is taken in another IsoRegion of dimension 
1 and this time it saves 1 sampling by an IRST look-up. IsoRegions of dimen-
sion 0 indicate that no homogeneity coherence can be exploited and single sample 
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Figure 3.3: IsoRegion Leaping: unevenly spaced samples depending on leap value. 
traversal should be enforced (black dots). There will be no speedup in this case 
and ordinary re-sampling and shading are required. 
Notice a major property of the IsoRegion. The IsoRegion exhibits homo-
geneity property from the region center in all directions. Therefore, rays passing 
through the IsoRegion center from any direction must generate a homogeneous 
ray segment. It is why this acceleration technique is independent of the viewing 
direction. Moreover, the rays are independent of each other so that both parallel 
and perspective viewing are accelerated. 
Algorithm 3.2 SampleAndComposite(re, 7¾ 
> Te is the coordinates of the entrance point of the ray to the volume 
> fd is the direction vector of the ray, with length equals to the sample distance 
> dmin is the minimal leapable IsoRegion size, default value is 1 
1 C — 0 
2 B — 1 
3 while Te 6 volume V and B < /¾ 
> Sampling and shading step: 
4 NN{re) <r- the nearest integral neighbour of r^  
5 ^ 一 [ S S S ^ S j > 9et the step value from the IsoRegion 
6 if d < dmin 
7 then 
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> no leaping, find the sample color and transparency 
8 (C*,B*) i- SampleAndShade(re) 
> advance to the next sample location 
9 Te 4- Te + fd 
10 else 
> get the voxel value from the volume 
11 V — V{NN{re)) 
> look-up the IsoRegion ray segment attributes from the IRST 
12 (C*,B*) — lRST{v,d) 
> advance to the next sample location 
13 Te 卜 Te + Td X d 
> Compositing step: 
14 C 卜 C + B X C* 
15 B — B X B* 
16 end 
Line 3 illustrates the incorporation of the early ray termination acceleration 
technique. We just need to add one more checking condition for the accumulated 
transparency (Eqn. 3.2). 
Line 8 indicates the current IsoRegion size is less than the minimal leapable 
size. Thus, ordinary sampling, gradient calculation and shading are required. 
Although there is no speed gain in this case, there is no loss. 
The resulting image is identical to the image generated by the ray casting 
algorithm without IsoRegion leaping acceleration. This acceleration technique 
preserves the quality of the image due to the identity (the factorization result 
we derived) in Eqn. 3.4. It boosts the ray traversal efficiency by saving unnec-
essary sampling and compositions within IsoRegions, without affecting the final 
composited color of the rays. 
3.3 Experiment Result 
Fig. 3.4 shows four perspective renderings of various medical volume data sets. 
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(a) CT head (256 x 256 x 256) (b) MRI skull (256 x 256 x 98) 
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(c) Heart artery (256 x 256 x 148) (d) Lung tissue (256 x 256 x 185) 
Figure 3.4: Four perspective renderings of different volume data sets (image sizes: 
256 X 256). 
The data sets were obtained through Computerized Tomography (CT) and Mag-
netic Resonance Imaging (MRI). The dimensions of the volume data sets are 
shown in the captions of the corresponding images. All the images were rendered 
in resolution of 256 x 256 with an early ray termination threshold of ¾^ = 0.05 
(for both brute-force algorithm and our algorithm). The renderings were done 
on a Sun Ultra 1/170 with 512 MB main memory running Solaris 2.5.1. Since 
the image pairs are identical, only one of the corresponding images by different 
algorithms are shown here. 
Table 3.1 summarizes the timing results of the brute-force algorithm and 
the one accelerated by the IsoRegion Leaping technique. The column leap count 
indicates how many sample compositions are saved by using the new technique. 
The recorded speedup is about a factor of 2 to 3. The actual gain depends on the 
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Sub-figure CPU time (second) Leap Speed % 
Brute Force IsoRegion Leaping Count up Error 
a 2.72 1.64 1136905 1.66 0.00 
b 2.01 0.66 1149771 3.03 0.00 
c — 3.38 0.92 T842043 3.70 0.00 
d 0.66 0.61 1148 1.07 0.00 
Table 3.1: Comparison of the brute-force algorithm and the IsoRegion Leaping 
accelerated one in terms of rendering time and saving in sample composition for 
the renderings in Fig. 3.4. 
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Figure 3.5: A sample rendering of a synthetic random rectangular block filled 
scene. 
rendering conditions, such as the properties of the data set, view point, perspective 
angle, etc. 
Fig. 3.4(d) shows a worst case of having almost no speedup. This is due to 
the small number of leaps made (about 1000 only). It is because the data set 
is highly heterogeneous and the viewing conditions (view point, view direction, 
perspective angle, etc. ) drives the rays away from homogeneous voxel blocks 
(IsoRegions). There is not much gain in speedup, there is no loss though. 
Notice that the image pairs generated by the two algorithms are identical as 
shown by the percentage error column. This fact illustrates one of the significances 
of our algorithm. We have speed gain while preserving image quality. 
For measuring the average case performance, we have performed a set of exper-
iments. A large collection of synthetic volume data sets are generated randomly. 
The data sizes are 128 x 128 x 128 and the rendered images are of resolution 
128 X 128 with arbitrary viewing parameters. Within each volume, a number 
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Measurement Best Worst Average 
Volumes with 50 random rectangular blocks: 
BruteForce time (us) 73289 409036 23177^ 
—IsoRegion time (us) " ^ 4 ^ 73777 47819 
IsoRegion leap (count) 14673 130550 ~ 8 1 5 1 1 
Speedup (ratio) — 8.00 — 1.61 4.85 
Volumes with 100 random rectangular blocks: 
BruteForce time (us) 71051 455655 180556 “ 
IsoRegion time (us) “ 33907 77105 45842 
IsoRegion leap (county 18928 88036 59272 
Speedup (ratio) — 12.35 1.61 3.94 
Volumes with 500 random rectangular blocks: 
BruteForce time (us) 71397 744631 232489 “ 
IsoRegion time (us) — 46021 93394 69234 
IsoRegion leap (count)— 14673 —78097 43283  
Speedup (ratio) — 8.61 1.59 3.36 
Table 3.2: Timing results for synthetic volumes. 
of random sized rectangular blocks of random colors and opacities are filled in. 
The number of rectangular blocks in each volume for each set of experiment is 
different. They are 50, 100 and 500 respectively. In each set of experiments, there 
are 50 testing volumes. Table 3.2 shows the timing results, both best, worst and 
average values for measurements of each experiment set are listed. Fig. 3.5 shows 
one of the renderings. 
From Table 3.2, we found that as the number of random rectangular blocks 
increases, the average number of leap counts decreases, so as the speedup (the 
highlighted columns). This phenomenon can be explained by the degree of par-
titioning of the volume. It is because when there are more rectangular blocks, 
the volume is more partitioned and large homogeneous regions are broken down 
into fragments. The volume can be considered as more heterogeneous, thus less 
large IsoRegions can survive. On average, a speedup of 3 to 4 is expected on these 
synthetic data sets. 
In all the experiments, the images generated by the accelerated algorithm are 
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identical to those generated by the non-accelerated one. This is proved theoreti-
二 cally from the factorization identity and experimentally. 
Notice that the actual gain depends on the data set and the rendering param-
^ eters. In case of synthetic volume data and data sets with lots of homogeneous 
regions, potentially greater number of large IsoRegions can be constructed result-
ing in greater leaping and speedup. For viewing directions encountering more 
homogeneous regions, better timing results are expected, 
o^  We need to perform some pre-processing in advance before applying the new 
acceleration technique. Firstly, the IsoRegion information has to be extracted and 
stored. For the CT human head data set shown above, this step took 173 second. 
This step should be done just only once for each data set and is independent of the 
rendering parameters and the underlying rendering kernel used. The IsoRegion 
information is stored accompanied with the original volume data set. In our 
case, the CT human head data set takes 16 MB while the IsoRegion information 
takes 8 MB (4-bit cell). The IsoRegion information may be further compressed. 
Secondly, the IRST should be prepared. As long as the color and transparency 
transfer functions are fixed, we only need to do this pre-processing step once. It 
took quite a constant time of 0.42 second on average in our experiments. If we 
are to do a sequence of renderings with the same transfer functions, such as the 
case of a fly through, the IRST can be reused for every renderings. 
3.4 Improvement 
The IsoRegion data structure is important but takes up large memory space in 
our algorithm. Other than reducing the number of bits for each cell, we also inves-
tigate in other means of further reducing the size of the IsoRegion data structure. 
Data compression techniques such as run length encoding are considered. In such 
circumstance, we have to modify the ray traversal scheme so that rendering can 
be done directly based on such compressed data. 
Another short coming of our algorithm is the speedup dependence. The speed 
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gain depends on the homogeneity, that is, the amount of coherence within the 
volume. We have performed tests on real life medical data sets which are generally 
not quite homogeneous. We find that our method is still applicable and the gain 
is satisfactory. Theoretically, the worst case is a data set consisting of no leapable 
IsoRegion and the dimensions of all the IsoRegion are too small to be leaped. 
Under such condition, there will be no leaping available and we have to perform 
ordinary sampling and composition. As we have analyzed in our algorithm, there 
is no gain and not much performance penalty either. 
Indeed, such cases are rare. In most of the data sets, the volume dimensions 
are rectangular. The object being studied are often of irregular shape and does 
not occupy all the space of the volume. The cushion area (not necessarily empty) 
is eligible to leap since they often bear identical voxel value. Such voxels may 
not form a single homogeneous cluster since they may have voxel value variance. 
Classifying such "empty" region automatically and accurately is not easy, thus 
irritates empty space leaping algorithms. On the other hand, neighbouring voxels 
often share identical voxel value, leading to the formation of many IsoRegions. 
This is the way our algorithm out-performs empty space leapers. This is also why 
our algorithm still gain speed on seemingly heterogeneous medical data sets. 
3.5 Chapter Summary 
We have described and applied a new volume rendering acceleration technique, 
called IsoRegion Leaping Acceleration, to perspective volume rendering. Since ac-
celeration for ray-casting type perspective volume viewing is one of the interested 
topics of research, our algorithm is one of the attempts to tackle this challenge. 
The technique basically takes advantage of the coherence among neighbour-
ing voxels. Homogeneous voxel cubes, or IsoRegions, are identified during pre-
processing step and the information is stored accompanied with the volume data 
set. During ray casting, homogeneous ray segments piercing through such voxel 
blocks are picked up. A table look-up for the accumulated color and transparency 
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of such a ray segment is performed rather than committing into some redundant 
re-samplings and compositions. The concept of composition by parts is the heart 
of this new algorithm. It is a direct application of our factorization of the sample 
compositing equation. 
We have performed experiments on various synthetic and real life volume data 
sets. It is shown that our technique does not sacrifice image quality for speed. The 
rendered images of both our algorithm and the non-accelerated one are identical. 
In terms of speed, our algorithm achieves speedup of 3 to 4 times for synthetic 
data and 2 to 3 times for real life medical data on average. 
In the next chapter, we discuss how to parallelize our volume rendering algo-
rithms on a cluster of workstations in the hope of achieving interactive speed, or 
even real time rendering. 
Chapter 4 
Parallel Volume Rendering by 
Distributed Processing 
Generally speaking, volume rendering is a computation intensive process with 
huge amount of resources consumption such as memory and computation time. 
Apart from improving the volume rendering algorithms, efforts should also be 
made on system level in order to boost rendering performance. For example, 3D 
texture mapping hardware is one of the specially designed hardware accelerations, 
which is regarded as an effective way for achieving interactive or even real-time 
volume visualization. However, it is relatively expensive, volume size sensitive 
and platform dependent. On the other side, the notion of parallel and distributed 
processing is another exit for increasing the speed and performance of volume 
rendering. 
As described in the previous chapter, our improved volume rendering algo-
rithm can only achieve an average frame rate of about 1 frame per second (fps) 
for 256^ voxel to 256^ pixel perspective projection on a single mid-range worksta-
tion. Current effort spending on software and algorithmic side still cannot fulfill 
the need. For the sake of reaching interactive speed, parallel rendering capability 
is incorporated in our system. With our Multi-platform Loosely-coupled Par-
allel Environment Shell (MULPES) and Distributed Rendering Pipeline (DRP) 
described in this chapter, volume rendering algorithms can be parallelized on a 
heterogeneous network of workstations to score a high enough frame rate in order 
to meet the interactive visualization requirement. 
There have been some systems described in the literature adopted parallel 
50 
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volume rendering techniques. Lacroute applied the Shear-warp Factorization al-
gorithm on a SGI Challenge as well as a Stanford DASH Multiprocessor [18], both 
of which are closely-coupled shared memory multiprocessors. He compared and 
analyzed his results on both architectures and the performance results are encour-
aging. Almost linear speedup can be achieved with his parallel formulation on the 
Challenge, however, sub-linear on the DASH. Provided with enough CPU power, 
i.e. number of processors on the parallel machine, his system realizes real-time vol-
ume visualization of more than 10 fps for volume of size 256 .^ Ma, on the other 
hand, distributed the ray casting process on a cluster of loosely-coupled worksta-
tions in a local area network [22]. By bisecting the volume hierarchically in a k-D 
tree structure along the three principal axes, sub-volumes are distributed to a net-
work of machines. Ray segments are accumulated within each sub-volume on each 
workstation. Through network communication, the ray segments are accumulated 
together forming the final ray casted image. In Ma's paper, however, there is no 
extensive timing result as in Lacroute's. His paper contains only this description 
about the rendering speed: "...seconds to minutes needed for the rendering of all 
the subimages." Thus, there is no base for comparing their speedups and frame 
rates. Nevertheless, it is obvious that Lacroute's results are more reliable and his 
system gives real-time performance with better hardware equipment. 
4.1 Multi-platform Loosely-coupled Parallel En-
vironment Shell 
As stated in our research goal, our system is aimed at practical use in medical in-
stitutions. It is favourable to keep the cost as low as possible and by all means, we 
should avoid the need of purchasing expensive, special-purpose, dedicated com-
puting hardware when there are other choices. That is why 3D texture mapping 
hardware and parallel machines were considered as choices with lower priorities. 
In order to fulfill the need of interactive visualization, we have to search for other 
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low cost solutions. 
Under the ever advancement of technology, nowadays workstations and even 
personal computers are equipped with large amount of main memory (typically 
64 MB or even more) and powerful CPU's while the prices are continuously drop-
ping. In contrast to parallel computers and supercomputers such as the SGI Chal-
lenge and the Cray, those giants are powerful but the price/performance ratio is 
very high. For many practical applications, such valuable computing resources 
are too costly to be reached. All these trends together stimulate the development 
of a loosely-coupled computing environment for our system. 
As the name of MULPES suggests itself, it allows a volume renderer to be ex-
ecuted in a multi-platform loosely-coupled parallel computing environment. That 
means the renderings are performed on a cluster of workstations of various plat-
forms, which are not closely-coupled within a housing. Since the machines are 
loosely-coupled, they do not share any resources such as memory and there is 
no common clock. They have to communicate and synchronize with each other 
through network packets, hence message-passing mechanism is involved. 
The function of MULPES is similar to that of some existing packages such 
as Parallel Virtual Machine (PVM). However, MULPES is much simpler and in-
volves less overhead. For example, there is no daemon as in PVM. MULPES 
uses very simple message-passing TCP/IP^ mechanism and allows parallelizable 
applications to work efficiently in a virtual parallel environment. It encapsulates 
the network layer and frees the application from concerning the underlying low 
level network communications. Compared with PVM which is a generalized en-
vironment, MULPES is specially designed for efficiency. In turn, a lot of the 
complicated system level concerns are not involved and it makes MULPES ready 
for parallelizing our volume rendering algorithms. 
Fig. 4.1 shows the system architecture ofMULPES. A loosely-coupled parallel 
computing environment does not really involves a real parallel machine. As shown 
iA network communication protocol: Transmission Control Protocol/Internet Protocol. 
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Figure 4.1: MULPES system architecture. 
in the diagram, a cluster of machines are connected through network. They com-
municate with each other and exchange control as well as data streams by TCP/IP 
socket stream packets. In this sense, MULPES glues them together and emulates a 
message-passing multiprocessor Multiple-Instruction-Multiple-Data (MIMD) par-
allel machine. Each node in this virtual parallel machine possesses its own CPU 
and memory. 
Client-server model is adopted in our system. There is a console server which 
is the control center. It spawns client renderers on other machines in the network, 
distributes rendering tasks to the clients as well as collects and displays rendered 
images. The client renderers need not be of the same platform. Thus, the whole 
system can be referred as a heterogeneous parallel/distributed computing envi-
ronment. 
There is a system configuration file which defines the span of our virtual par-
allel machine, i.e. the list of machines which are logically included in our system. 
According to the content of this file, the server spawns processes on the specified 
client machines with their registered IP addresses. Therefore, MULPES is very 
flexible since the system configuration is modifiable. Even the performance of a 
machine is low or there is a machine down, we may change the system configu-
ration by deleting its entry or adding in other machines. As far as a machine is 
reachable by TCP/IP, and access right has been granted, in addition, the corre-
sponding executable binary is available, the server will be able to launch a client 
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renderer there without concerning the platform of the machine. This is the plat-
form independence property of MULPES. 
To describe the various actions performed by the server and clients ofMULPES， 
it is best to illustrate them in a time diagram as in Fig. 4.2. 
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Figure 4.2: MULPES actions through time. 
After the initialization stage, the clients are ready to receive rendering tasks 
from the server. From the diagram, there is an impression that the server always 
idles and waits for the rendering results. In fact, this is not true. Since the 
server also serves as the console, it is also responsible for dealing with the user 
interactions, manipulating the virtual environment and displaying the images. 
By constructing a software pipeline, the server can make full use of the time 
lag between sending the rendering requests and receiving the rendered results. 
Because both network communication and rendering take time, such a pipelined 
design effectively boosts performance and reduces response time during interactive 
volume visualization. This aspect will be covered in depth in the following section. 
Because pipelined actions are required, all the network communications are 
performed asynchronously. That is, the server never blocks and waits for network 
packets, instead it sends and receives data on demand. In this manner, the network 
communication overhead imposes less performance penalty on the system, thus 
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increases the overall throughput. 
4.2 Distributed Rendering Pipeline (DRP) 
In designing our distributed volume renderer, there are several important design 
issues. First of all is the data and task partitioning scheme. This affects the 
communication pattern, memory usage, CPU utilization, speed and efficiency of 
the system. The partitioning scheme in turn depends very much on the underlying 
hardware system architecture as well as the characteristics of the application. 
Secondly, we have to come up with a communication pattern which well suits our 
data and task partitioning scheme. The design of such a communication pattern is 
not in a single step. It involves cycles of evolution. In this section, we go through 
various design considerations and introduce our Distributed Rendering Pipeline 
(DRP). During the course of describing the development of DRP, we cover several 
considered variants and give rationale behind the final decision. 
4.2.1 Network Architecture of a Loosely-Coupled System 
Since we are building the system on top of a loosely-coupled cluster of machines, 
the underlying network architecture cannot be assumed. It may be a shared bus 
network such as Ethernet, or a network with limited connectivity such as Token 
Ring. Unlike closely-coupled system, our inter-machine connectivity and band-
width are usually within tight limits. Therefore, we should try to reduce network 
traffic and design carefully the communication pattern in order to minimize pos-
sible bottle-neck problems. 
For example, if all the machines are connected through lOBase-T Ethernet 
bus, we will have a shared bus network with a theoretical maximum data rate 
of 10 M bit per second (bps). The maximum practical data rate will be about 
1 M byte per second (Bps)^. Given a 8-bit precision graylevel image with 256 by 
^This is an experimental peak value measured in our department, with nearly no collision on 
a Ethernet bus segment. 
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256 pixels, the raw bit count will be: 
2562 X 8 bit = 512 kb 
If a sustained frame rate of 10 Hz with both volumetric and tri-plane view^ are 
required, the raw image data will generate a data stream of: 
512 kb X 10 Hz x 2 = 10 Mbps 
This figure is not including the overhead introduced by the underlying communi-
cation and control flow. This will be more than enough to saturate the network 
traffic. Notice that this traffic calculation involves only the resulting rendered 
image. The data traffic induced by the data volume and/or intermediate ren-
dering information are not taken into account. From this example, it is obvious 
that loosely-coupled systems face a great problem of very limited bandwidth for 
information exchange. 
Fortunately, the network behind our department (our testing bed) is not only 
supported by lOBase-T Ethernet bus, there are also 100Base-TX Fast-Ethernet 
switches which provides port-to-port bandwidth of 100 Mbps. Fig. 4.3 shows a 
simplified network architecture in our department. Workstations within a Ether-
net bus segment shares a bandwidth of 10 Mbps while simultaneous inter-segment 
communication is supported by a Fast-Ethernet switch. There are also some ded-
icated lines of 100 Mbps serving some faster workstations. Hence, the chance of 
packet collision in the network is reduced and the throughput is increased. Due 
to the capability of the switch, the 10 Mbps image data stream burden mentioned 
in the previous discussion is distributed across the network and such required 
bandwidth can be fulfilled. Nevertheless, network bandwidth is still a valuable 
resource in a distributed system. Network communication should be minimized 
and well organized. 
^Tri-plane projection is another kind of visualization technique. It will be introduced in 
Chapter 5. 
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Figure 4.3: Simplified network architecture in our department. 
Apart from the limitations on the network, loosely-coupled systems do have 
their advantages. The most important one to mention is the relatively greater 
availability of memory and processing power. Each node in the system is a stand-
alone workstation which is equipped with relatively huge amount of main memory, 
say, 64 MB or even more. In designing our data and task partitioning scheme, it 
is wise to take this advantage in order to overcome the shortcomings mentioned 
above. By replicating most of the information on each node, it is possible to 
reduce the network traffic. This is one of our design directions. 
Another advantage is the flexibility. Nodes on a loosely-coupled system are 
configurable. On top of the physical configuration, there is a logical configuration 
that we may easily adjust at our own will. By means of modifying a configuration 
file, we may have different system configurations. When the nodes are of less CPU 
power, we may include more clients in order to achieve the desired speedup. In 
case the desired speedup is achieved and there is surplus CPU power, we may drop 
some of the clients from our system configuration to release some CPU power. 
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4.2.2 Data and Task Partitioning 
The core of a parallel/distributed system is the data and task partitioning scheme. 
According to the above analysis, we conclude with the following design directions: 
• Reduce network traffic 
• Make full use of the abundant main memory resources on the clients 
• Simple communication pattern to facilitate flexible change in the system 
configuration 
With regard to the above design directions, we employ image space strip-wise 
task partitioning scheme as shown in Fig. 4.4. On each node, we keep the whole 
volume and the related information used by the rendering engine. In this way, we 
can avoid massive data communication among the nodes. Although the volume 
data sets are of very large sizes, typically 16 MB or more, the huge memory 
capacity of nowadays workstations are capable to handle such data sizes. It is 
justified to impose this partitioning scheme in return reducing network traffic and 
increasing rendering speed. 
n^ j y 1^  
u^ 12^ ^  
JU ^ 5^  
u^ ^ ^  
u^ 12^ 1^  
^ 12^ 13^  
11,7 12,7 l 3 J  
Lnage 1 Lnage 2 Image 3 
Figure 4.4: Image subtask strip-wise partition. 
If we do not replicate the volume data, either part of the volume or some of 
the intermediate rendering information have to be exchanged among the rendering 
clients through the network. Ma's approach [22] is a representative of this class. 
The sub-volume ray segment information are exchanged among the workstations 
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in his IVES system. Assume a data stream of size equals to 5% of the volume data 
set size is to be exchanged among the workstations for each rendering. Take a 
volume of size 16 MB (256^) as an example, the amount of data to be exchanged in 
rendering each frame is 0.8 MB. A frame rate of 10 Hz would produce a data stream 
of 8 MBps, i.e. 64 Mbps. This figure is not acceptable in a loosely-coupled network 
unless a special underlying network architecture is assumed. Our estimation of 
the data exchange amount, 5% of the volume data set size, is justified. Each axle 
bisection of the volume on each hierarchy in Ma's algorithm creates a bisecting 
plane of area n^ for a volume of size n .^ Data exchanges happen across the 
bisecting planes. Larger volume requires more bisections in order to distribute 
more work. Suppose there are 3 levels in the hierarchy with a 256^ volume. There 
will be (2^ — 1) X 3 = 21 bisecting planes, creating a total bisecting plane area of 
21 X 2562，which is more than 8% of the volume size. 
Under our scheme, each node is responsible for rendering a strip of the image 
space. Therefore, the volume rendering algorithm should be image order based in 
nature to take advantage of this scheme or else another partitioning scheme should 
be designed. As a matter of fact, our volume rendering algorithms are all image 
order based. They can take advantage of the coherence along the scanlines. After 
rendering the assigned strip, a node should submit the result to the console server 
so that the console glues the strip fragments together and display the rendered 
image. This is the major network communication involved. As seen below, the 
DRP hides most of the network latency by a pipeline design. 
4.2.3 Communication Pattern and Analysis 
Before start rendering, all the clients need to load the volume and the related 
information. To render a view of the volume, the console server sends the related 
rendering parameters to the client renderers. One of the most important param-
eters is the strip definition. The server divides the image space into strips and 
assigns the strips to the corresponding clients. The size of a strip may vary and 
is defined as a number which indicates the number of consecutive scanlines in the 
Chapter 4. Parallel Volume Rendering by Distributed Processing 60 
strip. So a strip is defined by a tuple, {start, size), where start and size indicate 
the starting scanline number and the number of consecutive scanlines of the strip 
respectively. The number of strips can be varied, too. These two parameters are 
important in modifying the characteristics of our distributed rendering system, in 
addition, affecting our load balancing scheme. 
All the client renderers will receive the rendering parameters on their own. 
Since image order based volume rendering algorithms are employed and each client 
is equipped with the full data set, they can work on their strips without commu-
nicating with other renderers. At the same time, the console server is freed to 
handle the requests from the user interface. After finishing a strip, the clients 
return their results to the server and the final image is displayed. 
DisplayImage#l ^=* -^^ 
Server Receive _ _ ^ _ ^ _ ^ Rl,2 R1,1 Rl’3 Rl,4 Rl,5[Rl,6| Rl,7 \ 
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Figure 4.5: Simple subtask assignment scheme. 
Fig. 4.5 shows the basic subtask assignment scheme. Here, we take an example 
of 3 clients and suppose each image is partitioned into 7 subtasks. The rendering 
procedure is outlined below: 
1. The server delivers one rendering instruction to each client (I's). 
2. Upon receive of the instructions, the clients perform the renderings (W's). 
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3. The clients send the rendered image strips to the server (R's), 
4. The server receives the results. 
5. Assign one pending subtask of the current image to each finished client. 
6. If all the strips have been finished, display the whole image. 
7. After displaying an image, start another rendering cycle. 
Table 4.1 summarizes the rendering performance of this simple scheme. It shows 
that the speedup is sub-linear and far from satisfactory. Moreover, the frame rate 
is low. 
For fair comparison, machines of the same platform were configured into the 
system in all the testings in this section. They were Sun Ultra 1/140 with 64 MB 
main memory running Solaris 2.5.1. The renditions are in the resolution of 256 x 
256. In all the experiments, the number of subtasks equal to four times the number 
of clients and the size of each subtask is fixed. Each measurement is the average 
of 80 renderings. The renderings are made by rotating the camera around the 
object. 
Number of processors 
Data set (concurrency factor) 
1 2 4 8 
CT Head (128 x 128 x 64) 
Frame rate (fps) 1.49 1.80 2.60 3.60 
Speedup 1.00 1.20 1.74 2.41 
Efficiency (%) 100 60 44 30 
Response time (/j^ s) 670096 556519 384774 277948 
CT Lung (256 x 256 x 200) 
Frame rate (fps) 1.42 1.87 2.55 3.25 
Speedup 1.00 1.32 1.80 2.29 
Efficiency (%) 100 66 45 29 
Response time (/j,s) 705063 534228 392185 307343 
Table 4.1: Result for simple subtask assignment scheme. 
Nevertheless, there is still room for improvement as indicated in the efficiency 
measurements. The efficiency term is calculated as the quotient of the speedup 
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over the number of clients. A 100% efficiency means the computation resources 
are fully used and the parallel rendering system reaches an ideal linear speedup. 
In Fig. 4.5, there are lots of empty slots. Such space fragments are in fact 
representing stalls in the pipeline. That means either a network channel is empty 
or a machine is idle. In order to increase performance, we should fill up these 
space and make full use of both network and computation resources. 
The item response time indicates the time lag between issuing a rendering 
request and displaying the rendered image. It should be as short as possible 
to allow the user exhibit more natural hand-eye coordination. A long response 
time will make the user uncomfortable and the virtual camera will be harder to 
control. We can see that there is generally a decreasing trend for this item as 
the concurrency factor increases. As the number of clients increases, each image 
will require shorter time to render in the pipeline, causing an improvement on 
response time. 
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Figure 4.6: Task assignment scheme with pre-assignment. 
Fig. 4.6 delivers a different picture. The shaded areas are packed tighter. The 
trick is to allow more concurrency during network transfer and client rendering. 
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Since I/O and CPU events are theoretically independent. With nowadays ad-
vanced multi-tasking computer system design and operating system coordination, 
it is possible to arrange them to happen concurrently. This avoids the situation 
of letting the clients wasting time in waiting for next rendering request as in 
Fig. 4.5. Instead, the next rendering request packet is being transmitted when a 
client is rendering. To make this happen, the server has to send one more render-
ing request packet to each client at the beginning of the rendering pipeline. That 
is, a subtask pre-assignment is performed. By the time a client finishes its current 
subtask, the next subtask is ready. 
The improved rendering procedure is outlined below: 
1. The server delivers two rendering instructions to each client (I's). 
2. Upon receive of the instructions, the clients perform the renderings (W's). 
3. The clients send the rendered image strips to the server (R's). 
4. The server receives the results. 
5. Assign one pending subtask of the current image to each finished client. 
6. If all the strips have been finished, display the whole image. 
7. After displaying an image, start another rendering cycle. 
Notice that upon receiving one finished strip from each client, the server should 
still send just one new rendering request to the client if there are any pending 
subtasks. This is suffice to keep the pipeline running smoothly. If the server 
sends two new rendering requests to each finished client, request packets will be 
accumulated at the client side. This may lead to severe load imbalance. Details 
about our load balancing scheme will be discussed in the following section. 
The results of the scheme with subtask pre-assignment is shown in Table 4.2. 
It shows that we achieved better speedup and efficiency with the new scheme, 
compared to the simple subtask assignment scheme. We also have a slight overall 
improvement on the response time. 
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Number of processors 
Data set (concurrency factor) 
1 2 4 8 
CT Head (128 x 128 x 64) 
Frame rate (fps) 1.56 2.33 3.09 3.49 
Speedup 1.00 1.49 1.98 2.73 
Efficiency (%) 100 75 49 28 
Response time (jus) 64Q19Q 428761 323921 286165 
CT Lung (256 x 256 x 200) 
Frame rate (fps) 1.49 2.28 2.72 3.01 
Speedup 1.00 1.53 1.83 2.02 
Efficiency (%) 100 76 46 25 
Response time (jLis) 670702 438646 367275 332260 
Table 4.2: Result for subtask assignment scheme with pre-assignment. 
Fig. 4.7 to 4.9 show us a series of graphical comparison among several aspects 
of the above two scheme, plus the scheme to be introduced in the following. They 
compare the frame rate, the speedup and the response time of the three schemes 
with varying concurrency factors. In these comparisons, the load balancing pa-
rameter A, which will be introduced in Section 4.3 is fixed to 0.9. 
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Figure 4.7: Frame rate of the three task assignment schemes with varying concur-
rency factor. 
Even though subtask pre-assignment produces more satisfactory results, the 
system efficiency and the frame rate is still low. Fig. 4.6 helps to explain this 
phenomenon. With a pre-assignment scheme, the empty slots are indeed squeezed 
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Figure 4.8: Speedup of the three task assignment schemes with varying concur-
rency factor (the vertical axes are in log scale). 
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Figure 4.9: Response time of the three task assignment schemes with varying 
concurrency factor. 
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together. However, large slots are formed between the rendering of two consecutive 
images. In the example, client 1 and client 3 are kept idle. Both of them and 
the server are waiting for client 2. It is because the server does not distribute 
the subtasks of the next image until the current image is displayed. If the server 
keeps only one image buffer, this cannot be avoided. To improve this, we introduce 
multiple image buffers. So, the server is able to send rendering requests of the 
next images before the display of the current one. This allows several images to 
be rendered concurrently. Fig. 4.10 illustrates this subtask assignment scheme. 
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Figure 4.10: Task assignment scheme with both pre-assignment and multiple im-
age buffer. 
With this scheme, the pipeline efficiency is greatly improved. There are less 
pipeline stalls. Both the server and the clients are kept busy most of the time. 
Table 4.3 reflects the results. 
Although the ideal case, linear speedup with 100% efficiency, is not achieved, 
our DRP delivers acceptable performance. With just a couple of machines in 
a local area network, an interactive frame rate of about 10 fps is reached. Our 
partitioning and task assignment scheme is computation efficient and a near linear 
speedup is achieved. By keeping every processors busy all the time, the nodes need 
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Number of processors 
Data set (concurrency factor) 
1 2 4 8 
CT Head (128 x 128 x 64) 
Frame rate (fps) 1.70 3.20 4.64 7.68 
Speedup 1.00 1.88 2.73 4.52 
Efficiency (%) 100 94 68 56 
Response time (jus) 855193 452661 407028 313438 
CT Lung (256 x 256 x 200) 
Frame rate (fps) 1.66 2.86 4.34 7.48 
Speedup 1.00 1.72 2.61 4.51 
Efficiency (%) 100 86 65 56 
Response time (/is) 944950 526609 382623 315812 
Table 4.3: Result for subtask assignment scheme with both pre-assignment and 
multiple image buffer. 
not wait for the results of others. Each of them works on its own and network 
communication overhead is kept minimum. 
The following is the pseudo code of our DRP. Here, we assume an image 
sequence is to be rendered and all the clients have loaded the volume. 
Algorithm 4.1 Server(clientList, imageCount, subtaskCount) 
> Parameter clientList is the set of rendering clients 
> Parameter imageCount is the number of images to be rendered 
0 Parameter subtaskCount is the number of subtasks for an image 
1 i ^ 0; 0 Image counter 
2 s <- 0; D> Subtask counter 
> Send the first subtask to each client 
3 for client G clientList 
4 Send(client, subtaski,s); 
5 s ^ s + 1; 
> Pre-assign the next subtask to each client 
6 for client G clientList 
7 Send(client, subfaskj^s); 
8 s — 5 + 1； 
9 while i < subtaskCount 
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10 Wait(client); > Wait for a finished client 
11 Receive(client, buffer); > Store the image strip in buffer 
12 if current image buffer ready 
13 Display current image 
14 Send(client, subtaskj^ 5); 
15 s — s + 1; 
16 if s == subtaskCount 
17 then 
18 s i- 0 
19 i ^i + l 
20 end 
Under multiple image buffer scheme, there are several image buffers, not just 
one or two. It is because there may be cases that the last subtask of the current 
display-to-be frame is being rendered while the following frames have been finished 
or under rendition. Therefore, we need to keep track of several image buffers. In 
our implementation, 20 to 30 image buffers are arranged into a circular queue. 
Thus we can at most handle/render this number of images at a time. Our buffer 
management scheme can effectively keep the rendering pipeline running smoothly 
and guarantee the sequential display of the frames. 
Algorithm 4.2 Client(serverConnection) 
> Parameter serverConnection stores the server network connection informa-
tion 
> Variable subtask stores the instruction from the server 
> Variable buffer stores the rendered image strip 
1 repeat 
2 Receive(serverConnection, subtask) 
3 Render(subtask, buffer) 
4 Send(serverConnection, buffer) 
5 end 
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4.3 Load Balancing 
On a cluster of heterogeneous loosely-coupled machines, the performance of clients 
running on different platforms may vary through time. This may due to a number 
of factors: 
• The intrinsic computation power deviation of the machines. 
• The background job load in a multi-user multi-tasking environment. 
• The variances of the network traffic load. 
• The deviation of the complexities of the rendering subtasks. 
So there is a need of balancing the load between different clients in order to 
maintain the overall average performance and prevent pipeline stall. In case a 
train of images are to be rendered such as during interactive volume traversal 
and animation, performance degradation arising from pipeline stall will be very 
significant. A good load balancing scheme which can keep the client renderers 
take almost the same time to finish their tasks by adjusting their load according 
to their performance. With a good load balancing algorithm, unnecessary client 
idling and pipeline stall can be minimized, thus scoring an optimal throughput 
and efficiency. 
In our task partitioning scheme, the image space is divided into strips and the 
strips are assigned to the client renderers. To attend a balanced load, our system 
adjusts the size of the strips dynamically. In designing our load balancing scheme, 
we have to avoid diminishing returns: spending too much effort on balancing the 
load and leading to worse performance. During generation of just one image, we 
do not have much information on the performance of each client. In addition, the 
effect of load imbalance is not apparent in such case. 
However, when a series of images are to be rendered, a better and worth to 
use load balancing scheme should be imposed. In this case, performance measure 
of individual client is available by measuring the average time taken by the client 
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renderer for the previous images. If a client took relatively longer time than others, 
the server could make an estimation on its performance and assign relatively less 
task (smaller strip) to it in the forthcoming rendering. Similarly, heavier tasks 
would be assigned to the able clients. By this means, the rendering pipeline will 
adjust itself and keeping all the clients finish rendering their own part with similar 
time taken, avoiding pipeline stall. This simple load balancing scheme is based 
on the assumption that the performance of the clients do not change abruptly. 
That is, within small time interval, the estimation is a valid approximation of the 
performance. 
Average Frame Rate for Different Load Balancing Average Frame Rate for Different Load Balancing 
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Figure 4.11: Frame rate of the three task assignment schemes with varying load 
balancing parameter A (number of clients = 8). 
To avoid sudden change of load (band-band controlled load balancing), we 
introduces a forgetting function for the performance estimation. The time taken 
between issuing a rendering request by the server and receiving the resulting image 
strip fragment from the client consists of a number of constituents: 
• Time taken for network transmission of the rendering instruction (ti) 
• Time taken for rendering of the strip by the client (t^；) 
• Time taken for network transmission of the rendered strip fragment (tr) 
Thus, total measured lap time, 
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Even though a client performs averagely during rendering, ti and tr may vary 
a lot since the situation of network communication is often non-deterministic. 
Affecting factors include traffic jam (packet collision in a shared bus network), 
temperature (conduction properties), etc. Therefore, it is better to smooth out the 
effect of some single time performance disorders. Here is a function for estimating 
the performance of client i at epoch t (assume there are n clients): 
姻 = r a ^ (4.1) 
Pz(0) = - (4.2) n 
Pi{t) = p ^ ( t - l ) * A + r , ( t ) ( l - A ) (4.3) 
where ri{t) is the relative time taken of client i at epoch t. It is a fraction indicating 
the instantaneous performance of a client relative to others, pi{t) is the estimated 
performance measure of client i at epoch t. It is an accumulated value over time. 
The damping factor A G [0,1] determines the forgetting curve of the performance 
measure. If A is set to 1, the performance estimation keeps constant and there 
is effectively no load balancing effect. On the other extreme, if A is set to 0, the 
performance measure always forgets the previous performance of the client and 
takes the most recent relative time taken as the current measure. The value of 
入 should be tuned for different systems and configurations. Generally, any value 
between 0.1 to 0.9 should be fine. From our experiment (see Fig. 4.11), A = 0.9 
is a suitable value. 
Apart from this load balancing scheme which tunes the subtask sizes, our DRP 
also guarantees minimal pipeline stall. As stated before, the number of subtasks 
per image and the sizes of each subtask are two important factors affecting our 
parallel rendering system. When the number of subtasks is set equal to the number 
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of clients, we will rely more on the load balancing scheme. On the other hand, if 
the size of each subtask is fixed, the load balancing scheme is ignored and steady 
performance is kept solely by the rendering pipeline. For best performance, both 
the rendering pipeline and the load balancing scheme should be used in mix. 
4.4 Heterogeneous Rendering 
Apart from the above benchmark experiments which uses solely Sun Ultra's, we 
have also performed experiments on heterogeneous environment. Table 4.4 shows 
the result of heterogeneous rendering. Here, several parameters are fixed. Firstly, 
we employed the subtask pre-assignment scheme with multiple image buffer, which 
is the best one from the result and discussion in Section 4.2.3. Secondly, the 
load balancing parameter A is set to 0.9. Thirdly, there are 16 rendering clients. 
They are: 
Sun Ultra 1/140 x 8 
Sun SparcStation 20/71 x 1 
PC Pentium 166/Linux x 2 
SGI Onyx x 1 
SGI Octane R5000 x 2 
SGI Indy R5000 x 4 
Data set Frame rate (fps) Speedup Efficiency (%) Response time {|j,s) 
CT Head" 16.91 9.98 62 396048 
CT Lung 15.83 9.54 60 338778 ~ " 
Table 4.4: Result of heterogeneous rendering. 
With this heterogeneous environment, our volume rendering system scores a 
frame rate of more than 10 Hz. Compared to Lacroute's implementation on SGI 
Challenge with 16 nodes, our solution is much cheaper with similar frame rate. 
With the trend of dropping cost for PC, it is possible to launch our system on a 
cluster of PC's, making our system generally affordable. 
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4.5 Chapter Summary 
Efforts have been made on hardware and system level by other researches in order 
to boost rendering performance of volume rendering, which is generally considered 
as a computation intensive process with huge amount of resources consumption. 
Instead of improvement on hardware side, we employed parallel rendering in a 
distributed environment. With a cluster of loosely-coupled machines of hetero-
geneous platform, interactive frame rate is achieved. The system consists of our 
MULPES and DRP. Our rendering pipeline with the load balancing scheme in-
creases the efficiency and smoothes the performance. This low cost solution can 
generate high enough frame rate for interactive volume visualization. In turn, this 




Possessing a convenient, easy to use, intuitive, user friendly user interface is def-
initely a must for a graphical visualization system, especially a 3D one as ours. 
Fig. 5.1 shows the user interface currently developed. In the following sections, 
we introduce our user interface and the platform the system resided on. In ad-
dition, we describe the special input device we employed, a 3D pen input device. 
Then we go through the integration work of our visualization environment and 
how the user interactions are manipulated. 
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Figure 5.1: A screen shot of CSBIN showing a virtual bronchoscopy session of 
a lung (data set dimensions are 256 x 256 x 185, each image window is of size 
256 X 256). 
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5.1 System Design 
To be a platform independent and heterogeneous system, our user interface is 
expected to appear on various platforms. Currently. Unix/X Window system has 
been chosen for its portability and availability on a wide set of platforms. Motif 
and OpenGL library support are required by our system while their availabil-
ity on various platforms are unquestionable. We have so far tested our system 
on SGI/IRIX, SunSparc/SunOS and PC/Linux platforms. It is shown that our 
system works fine on a cross platform environment. 
As our system adopts client-server model for parallel/distributed processing, 
the server is responsible for coordinating the client renderer(s). In addition, we 
also assign the server to take care of the user interface. This design avoids the 
network burden of transferring the resulting images to and from the server machine 
and the machine manipulating the user interface. Nevertheless, the user still has 
the option of separating these two tasks since X Window system supports remote 
access to an X server. As a result, as long as the user is able to reach the console 
of a machine running Unix/X Window system, he/she can initiate the server and 
clients on other Unix machines and have the user interface shown before him/her. 
In our system, a special input device is used, a 3D pen input device. This device 
is connected to the server machine directly and the responsibility of managing and 
controlling this device is thus assigned to the server. There are several reasons 
behind. Firstly, the overhead of controlling this device is so low that it will 
not affect other tasks running on the server. Because there is a processor on the 
device and all the necessary computations are done by the hardware of the device, 
the server only needs to read the most update state of the device when data is 
available on the slow serial port. Secondly, if the device is connected to another 
machine, the time lag induced by the network communication will cause a long 
response time. When new state of the device is available, the machine connecting 
to the device has to send the information through network to the server. The new 
rendering parameters are then fed into the client renderers, in order to obtain 
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new images to update the display and the user interface. In this longer chain of 
transmissions, the response time will be lengthened. Thirdly, during the period 
when the clients are performing rendering, our server has surplus processing power 
to handle the requests from the user interface and the 3D input device. This is 
the basic capability of our rendering pipeline. 
In short, the console server is dedicated as the control center of the whole 
system. It is responsible for coordinating the client renderers, handling the re-
quests of the graphical user interface and manipulating the 3D pen input device. 
Although the whole system relies on a single machine, the platform independence 
and configuration flexibility of our system still keep it robust. In case of failure of 
the server machine, we can switch to another machine by simply connecting the 
3D pen to another machine and starting the server on the new machine. Moreover, 
the server machine need not be very powerful, the computation requirement of it 
is basic and minimal. Its main tasks are to manage a graphical user interface and 
communicate with the client renderers. Most of the computations are distributed 
to the clients. In fact, the server machine can also act as one of the client renderers 
in case it has surplus computing power. 
5.2 3D Pen Input Device 
Since our system is a 3D visualization application, it is natural and convenient to 
use a 3D input device for our system. During operation, our system requires user 
interaction to specify the camera position and orientation, which are quantities 
in 3D. This gives us a strong reason to incorporate a 3D input device which is 
capable of letting the user input 3D positions and orientations conveniently. A 
3D pen input device best suits our need. 
The device is actually a 3D tracker system^. It consists of a transmitter and 
receiver pair. By means of electromagnetic interaction, the system is able to detect 
the 3D position and orientation of the receiver relative to the transmitter. The 
iReference: Polhemus 3 Space Tracker System User Reference Manual[28 
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readings are preprocessed by the hardware of the device. The data are numerical 
values in millimeters for the position corresponding to the X, Y and Z axes, and 
in degree for the roll, pitch and yaw orientations. The receiver is shaped like a 
pen, looks like the tip of a bronchoscope. This provides a more intuitive way of 
controlling the virtual bronchoscope. 
In order to read data from the tracker system, we have implemented a device 
driver. The driver interacts with the tracker system asynchronously to avoid 
blockage to the whole system during slow I/O actions. Since data are transferred 
through a serial port, the I/O actions are relatively very slow and do not take 
much CPU time on the server. Therefore, the actions of the 3D pen is detected 
as smooth as the mouse actions without hindering the system. 
5.3 Visualization Environment Integration 
Both our volume rendering algorithms, the parallel environment and the graphical 
user interface have been integrated together. During the integration phase, there 
are some major considerations. 
Firstly, since X Window System adopts event driven model, we have to de-
sign the rendering pipeline, the user interface interactions as well as the I/O 
operations in a event-based manner. In case any components blocks or works in 
non-deterministic time, the whole system would block and cause unbound waiting. 
In the worse case, deadlock may happen. To ensure the situations of unbound 
waiting and deadlock never happen, we have the following measures in our design: 
• Asynchronous non-blocking I/O operations for the 3D pen device 
• Asynchronous non-blocking socket operations for network communication 
• Request on demand data read/write 
Under these measures, system components have to communicate smoothly 
through generation and handling of events. Since all the events take finitely 
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bound short time interval, the incident of unbound waiting is avoided. Once the 
condition of unbound waiting, which is one of the necessary conditions of deadlock, 
does not appear in our system, our system is guaranteed to be deadlock free. 
Secondly, we need an user-friendly user interface. Because there are many 
functions incorporated, allowing the user to access the functions intuitively and 
conveniently is very important. We will go into details of this aspect in the next 
section. 
Thirdly, being an expansible and maintainable system, modularity is one of 
the necessary characteristics. Every components in our system are designed to be 
modular and object-oriented approach is applied throughout the design and imple-
mentation processes. New data types, visualization algorithms and functionalities 
can be incorporated into our system easily. 
5.4 User Interaction: Interactive Navigation 
One of our goals is to provide the user interactive navigation capability. This 
involves direct control of the 3D virtual camera position and orientation as well 
as interactive displaying of the corresponding image. Here is the brief procedure 
of the interactions: 
1. The user makes requests through the input devices 
2. The server detects the changes and determines the new virtual camera po-
sition and orientation 
3. The server requests client renderers to render the new view 
4. The clients return the resulting image to the server 
5. A new rendered view is presented to the user 
Since the 3D pen input device can be moved freely, it allows the user to control 
arbitrarily. Helping the user to confine the virtual camera to the muscular tube-
like branching structure during the simulation is very important. This involves 
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feedback control and hand-eye coordination. If the image generation speed is 
high enough and the response time is short, the user will bear a smaller chance 
of getting lost. Therefore, we have performed the following measures to improve 
the frame rate and response time: 
• Develop improved volume rendering algorithms 
• Parallelize and distribute the computational intensive operations 
• Fine tune and perform optimizations 
• Identity possible bottlenecks and improve the system design 
• Introduction of pipelined communication pattern 
As demonstrated in the previous chapter, our volume rendering engine generates 
image stream of more than 10 Hz. The response time is around 200 ms, depending 
on the number of rendering clients. This capability suffices to support our user 
interactions. 
In addition, if the input device provides relative movement control, it will 
definitely help keeping the navigation smooth. With absolute control, the user 
has a greater freedom of moving around to search for a tissue or place the virtual 
camera, but it is easier to lose the way. Both features are implemented in our 
system. The user can easily switch between the modes of operation through a 
single button click. 
In the following discussion, we explain and describe how the user interacts and 
what kinds of information are presented to the user through our system. 
5.4.1 Camera Model 
The camera model shown in Fig. 5.2 is adopted in our system. The points view-
from and look-at define the view direction in 3D space. The orientation of the 
view-plane is determined by two elements. Firstly, it is orthogonal to the view 
direction. Secondly, it stands up-right as the direction of the up-vector. The 
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Figure 5.2: Our camera model. 
view-plane is not an infinite plane in 3D space, but it has a limited area rather. It 
has a rectangular boundary with the look-at point sitting at the center. Its width 
and height are specified in voxel distance. The number of rays shooting through 
the view-plane towards the object space is based on the resolution of the display 
(window size) since the view-plane is to be mapped onto the display. 
Parallel rays are shot in the same direction as the view direction for parallel 
projection. Perspective rays, however, have different directions since all of them 
start their journey from the view-from point. Besides considering the direction of 
the rays, we also need to specify the range of each ray. The view-plane serves as 
our near-plane. Any objects in the scene which locates nearer than the near-plane 
will be clipped and not available in the view. Far-plane is not defined in our 
system. A ray terminates if it strikes nothing or it goes beyond the objects in the 
scene. 
There are some significant controls in our model: 
• The look-at point not only specifies the view direction and the center of the 
view-plane, it also defines the near clipping plane. Therefore, it can be said 
as the "actual" camera position. Where it situates, the view starts from 
there. 
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• For parallel projection, the view-from point solely determines the view di-
rection. But for perspective projection, it has one more meaning. It also 
controls the divergence of the rays. The nearer the view-from point to 
the look-at point, the more divergent are the rays, thus the objects appear 
smaller and it produces greater motion parallax when adjusting the camera 
position. 
• The up-vector simply controls how the view rotates along the view direction. 
• The dimensions of the view-plane together with the resolution of the display 
determines the inter-ray distance. In return the voxel distance per pixel can 
be adjusted and this produces zooming effects. 
5.4.2 Zooming 
There are two kinds of zooming: virtual zooming and real zooming. 
With perspective viewing, virtual zooming is achieved by moving towards an 
object of interest. As the (virtual) camera moves nearer, the object appears larger. 
Notice that with parallel projection, moving the geometry position of the camera 
back and forth will not change the scale of the view, but only the near clipping 
plane will be modified. 
The counterpart of virtual zooming, real zooming, does not involve the geom-
etry setting of the virtual camera. By varying the dimensions of the view-plane 
and the display resolution, the inter-ray distance is altered and thus the voxel 
distance per pixel can be determined. This generates the effect of zooming-in and 
zooming-out. 
In our system, both zooming methods are supported. With perspective view-
ing, virtual zooming is trivially supported by allowing the user to move the camera 
position around. For real zooming, the user has full control of the display resolu-
tion since the window size can be adjusted. Moreover, the view-plane dimensions 
are controllable through the user interface. 
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5.4.3 Image View 
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Figure 5.3: An endoscopic view of the oesophagus of a patient after operation, 
with the X-ray view in parallel for locating the endoscope. 
In a visualization system, the main aim is to aid the user in visualizing and 
acquiring what he/she needs. A speedy, or even interactive, volume renderer only 
helps to achieve a sub-goal. To make an analogy, the volume rendering view 
can be thought as the view captured by the tip camera of a real bronchoscope. 
An interactive image generation engine with prompt response helps the user to 
exhibit better hand-eye cooperation. This is the feedback control loop. In a real 
bronchoscopy operation, there are other aids, for example, a X-ray caster showing 
the position of the bronchoscope tip as shown in Fig. 5.3. Therefore there are 
other image views in our system in order to help the user to acquire related and 
useful information during a simulated bronchoscopy: 
Camera tip view (Direct volume rendering) This is the primary and most 
important view. It displays what the bronchoscope tip captures. It shows 
a detailed volume rendered view. However, since it costs tremendous com-
putation time, enough computation power is required to serve interactive 
rendering speed. Improved rendering algorithm and parallel computation 
are employed in hope of increasing the speed of this view (see Chapter 4). 
Cut-plane view (Single sample ray casting) This view presents the inter-
secting plane of the view-plane to the volume. Since the view-plane is defined 
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by the position and orientation of the camera tip, so this is actually the cut-
ting plane perpendicular to the camera tip. Due to its low computation time 
requirement, it provides an extremely fast approximation to the camera tip 
view, giving the user a rough idea of what the camera tip view looks like 
when not enough computation power is assigned to generating the camera 
tip view. It is a fast view finder, helping the user to locate the view point 
when getting lost. 
Tri-plane view (Single sample ray casting with Z-sorting) By cutting the 
volume along the three principal orthogonal directions, we get three cutting 
plane images. Combining the three images according to their occlusion or-
der, it results in a tri-plane view. This view is very useful in locating the 
position of the camera tip when the triple point (intersection point of the 
three planes) is associated with the camera tip position. The user may also 
move the triple point freely to visualize the internal of the volume and locate 
some branches. 
X-ray views (Maximal projection along the principal directions) This is 
a set of views presenting X-ray (maximal projection) views of the volume 
along different principal orthogonal directions. It is a fast tool for locating 
the camera tip position since the tip can be highlighted. This view is used 
to mimic the X-ray projection view in clinical bronchoscopy operation. 
5.4.4 User Control 
Different image views possess different characteristics as well as deviating control-
ling mechanisms. Identifying the controllable parameters for different views and 
designing appropriate user interfaces for them are two important issues in helping 
the user to perform visualization effectively. 
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Camera Tip and Cut-plane Views 
Since both camera tip view and cut-plane view have the same set of controllable 
parameters, they are grouped together and discussed here. In 3D visualization, 
there are two approaches in controlling the view: one is object-centered while 
another one is camera-centered. Object-centered approach pin-points at the ac-
tions on the object which is being inspected. The user may rotate or translate 
the object under this approach. The other approach takes actions on the camera 
such as tilting, rotating and moving the camera. Both approaches can achieve the 
same effects: one generated view after a set of actions (transformations) of one 
approach upon an initial state can be generated by another approach upon the 
same initial state with another set of actions. They can be thought as transfor-
mations acting on different targets (origins): the object and the camera. Both of 
them possess six degrees of controllability: 3D rotation and 3D translation. 
In computer simulated bronchoscopy, the camera tip and cut-plane views 
mimic the images captured by the tip camera of the bronchoscope. Therefore, 
adopting camera-centered control will be more convenient to the user in such 
navigation-based control. Here are the classified actions with the camera position 
as the origin of the coordinate system: 
Action Meaning 
Tilt horizontal Rotate the camera along Y axis. Look left and right. 
Tilt vertical Rotate the camera along X axis. Look up and down. 
Spin view Rotate the camera along Z axis (view direction). 
Move horizontal Move the camera along X axis. Translate it left and right. 
Move vertical Move the camera along Y axis. Translate it up and down. 
Move in-out Move the camera along Z axis. Go back and forth. 
Zoom in-out Adjust the view-plane dimension. Perform real zooming. 
Upon the six degrees of freedom, there is an additional one, the zooming 
capability. With a 3D pen, the first six can be easily controlled by the user. 
The six degrees of controllability provided by the 3D pen (3D position and 3D 
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orientation) match well the first six in the table above. For zooming, an extra 
slider is provided in our user interface. The user holding the 3D pen can move the 
virtual camera position freely as if holding the camera directly. In addition to 3D 
pen, 2D mouse control is also provided. With a three-button mouse, each button 
with mouse movement is associated with two controlling functions, altogether six 
degrees of controllability: 
Mouse button Action 
Left Tilt horizontal, Tilt vertical 
Middle Move horizontal, Move vertical 
Right Move in-out, Zoom in-out 
Spin view cannot be easily and intuitively controlled by mouse actions so that 
it is controlled separately with a dial in the user interface. By this mouse action 
mapping, the user can still easily control our system without relatively expensive 
3D pen input device at the expense of losing some convenience. 
In using the 3D pen, there are two controlling strategies: absolute versus 
incremental. Under absolute control, the position and orientation of the 3D pen 
are regarded as the position and orientation of the virtual camera. The user is 
provided with a spatial virtual existence feel of the object around the open space 
of the 3D pen device. On the other hand, incremental method detects the changes 
in position and orientation of the 3D pen when the user holds a button. Such 
changes are reflected to the virtual camera. When the button is released, the user 
may drop or move the 3D pen freely without affecting the view. This approach 
does not require the user to hold the 3D pen steadily for long time. Because both 
approaches have their own advantages and they are useful or suitable for different 
situations, our system supports both of them. 
Tri-plane View 
Unlike the previous two image views, object-centered control suits better for tri-
plane view. Rather than navigation-based control, inspective way is employed. 
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Here are the classified actions with the center of the object as the origin of the 
coordinate system: 
Action Meaning 
Rotate horizontal Rotate the object along Y axis. 
Rotate vertical Rotate the object along X axis. 
Spin object Rotate the object along Z axis (view direction). 
Move horizontal Translate the object left and right along the X axis. 
Move vertical Translate the object up and down along the Y axis. 
Move to-from Translate the object back and forth along the Z axis. 
Zoom in-out Adjust the view-plane dimensions (real zooming). 
Move triple point X Translate the X triplane along the X direction. 
Move triple point Y Translate the Y triplane along the Y direction. 
Move triple point Z Translate the Z triplane along the Z direction. 
Compared with the corresponding table of the previous views, there are three 
more controls available. They are used for adjusting the position of the three cut-
ting planes, i.e. the triple point position. For mouse control, the action mapping 
is more or less the same as the previous one except they act on the object rather 
than the camera. For 3D pen, the pen tip now becomes the center of the object. 
To control the triple point position, there are two methods. First, the triple 
point may be associated with the camera position in the camera tip view. Second, 
sliders and keyboard inputs are used to slide the three planes. Moreover, each 
plane can be turned on or off individually. 
X-ray Views 
Actually, there is basically not much control for these views available to the user 
since they simply display a static X-ray projection of the object with the moving 
camera tip indicated. The only control is the zooming factor. Once the display 
resolution or the view-plane dimensions is changed, the static X-ray views has to 
be rendered again. 
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5.5 Chapter Summary 
In this chapter, we describe how to integrate all the sub-systems together, in-
cluding the volume rendering engine, the distributed rendering environment, the 
input devices, the user interface. With our high performance volume rendering 
engine as the backbone, our system supports interactive navigation of the airway. 
The CSBIN system achieves our research goal of creating a computer simulated 
bronchoscopy environment. The user can interactively navigate through the lung 
volume with 3D pen and/or 2D mouse. 
Chapter 6 
Conclusion 
6.1 Final Summary 
Bronchoscopy is a medical procedure for investigating and treating lung diseases. 
On patients with critical airway stenosis, the tube-like bronchoscope may cause 
bronchial blockage, thus inducing cough and other worse situations such as hy-
poxia. Comprehensive and accurate pre-operative information is very useful for 
doctors to pre-plan the clinical bronchoscopy procedure. This would reduce the 
suffering and risk of the patients. 
This thesis describes a computer simulation system for bronchoscopy. It pro-
vides a virtual environment for doctors to perform pre-operative navigations. This 
diagnostic procedure is non-invasive. The 3D image ofthe patient is obtained from 
CT Scan and/or MRI techniques which do not involve physical contact and there 
is no pain. Doctors can interactively navigate through the lung and the tracheo-
bronchial tree of the patient with the 3D volume data set. This system applies 
medical visualization techniques to aid the bronchoscopy procedure. 
The key part of the system is a high performance volume rendering engine. It 
generates 2D image sequence from the 3D volume data set according to a set of 
viewing parameters controlled by the user. We developed the IsoRegion Leaping 
technique to accelerate this process. The acceleration basically takes advantage 
of the coherence inside the volume. By means of a pre-processing step to identify 
heterogeneous voxel blocks, the algorithm creates the IsoRegion data structure. 
During projection, rays are shot into the volume to obtain samples and accumulate 
the color and opacity of each pixel. Sampling and compositing within IsoRegions 
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are saved by a simple lookup into a pre-computed table. 
Unlike most existing acceleration techniques which only work for orthogonal 
projection, IsoRegion Leaping technique speeds up both orthogonal and perspec-
tive projections. Another advantage of the new technique is the preservation of 
the image quality despite of the speed gain. Experiment results on both medical 
and synthetic data sets show that the new perspective projection algorithm can 
render volumes of size 256 x 256 x 256 within two seconds and 128 x 128 x 128 in 
less than one second on average. 
We have also parallelized the volume rendering algorithm on a network of het-
erogeneous workstations. The general-purpose machines are connected through 
a local area network with Ethernet. They are low-end to mid-range Unix based 
architectures such as SGI Indy's, SunSparc's and PC's. A pipelined task parti-
tioning scheme with task pre-assignment and multiple buffer enables the volume 
renderer to achieve near linear speedup. With 8 to 16 machines, the system can 
generate images at a frame rate of over 10 Hz upon projecting a volume of over one 
million voxels. This provides sufficient high rendering performance for interactive 
bronchoscopic navigation. 
The front-end of our system is a 3D user interface. It consists of a 3D pen input 
device and multiple image views. The pen device allows the user to control the 
virtual bronchoscope and to navigate the bronchial structure in an intuitive and 
flexible manner. The image views present various aspects of the lung structure. 
They involve different visualization techniques and controls. They help the user 
to locate the bronchoscope and to search for interested site in the lung volume. 
6.2 Deficiency and Improvement 
The current implementation of the system supports only gray-scale display. Color 
images definitely improve the perception and clarity of the visualization. To pro-
vide full color support, it requires a few modifications and improvements: 
• Define full color transfer functions 
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• Render multiple color channels 
• Develop color management for buffers and the display 
To mimic the color produced by real bronchoscopy, we have to define ap-
propriate color transfer functions. It involves color spectrum analysis and voxel 
classification. There is a way to do it interactively. We may let the user tune the 
transfer functions through the interface and display the rendition instantly. Under 
this feedback control, the user could selectively highlight the interested area. 
Rendering multiple color channels basically involves more computation. We 
only need to introduce mild modifications to the existing rendering engine. How-
ever, the resultant frame rate would drop. This is due to the additional work 
load of the rendering clients and the increased network traffic. In order to keep 
the interactive frame rate, we should increase the number of rendering clients. 
Another remedy is to employ more efficient volume rendering algorithms. 
On the whole, high performance medical volume visualization with color still 
requires further research. Nevertheless, development of color volume rendering 
technique is worth committing since it provides more visualization power and it 
generates more realistic view. 
Another possible improvement of our system is to reduce the memory con-
sumption. With our IsoRegion Leaping Acceleration technique, extra data struc-
tures are required. They may be compressed to save storage space. Working with 
such compressed data directly, however, would involve a re-design phase of the 
algorithm. 
One of the possible ways of compression is to store just one extra bit per voxel 
in the IsoRegion data structure. It is a flag indicating the homogeneity of the 
surroundings of the associated voxel. By counting the consecutive number of the 
"set" bits during ray traversal, we could determine the length of the homogeneous 
ray segment. Thus, it enables the normal leaping procedure. There would be 
extra advantage. The number of leap count and performance would be increased 
since the restriction on cubic homogeneous region is released. 
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The major challenge of incorporating this technique would be designing a 
compact yet efficient addressable data structure for the bit flags. Storing it in 
an array would introduce bit address arithmetics. Another method is to store 
the bits accompanied with the voxels in order to save address calculations, but it 
would sacrifice the precision of the voxel values. 
6.3 Future Research Aspect 
We have developed the basic functional units for computer-aided medical visu-
alization in this work. Apart from applying the techniques on bronchoscopy, it 
is viable to extend the system for other kinds of endoscopy procedures. Before 
going on with this further step, we should firstly introduce this new system to 
the medical society. The feedbacks would help us a lot in improving the current 
system. From such experiences, we could get ready to launch simulation systems 
for other endoscopic diagnoses. 
Another research direction would be on segmentation techniques. There are 
some 3D volume segmentation techniques proposed in the literature, for exam-
ple the 3D snake and balloon by Terzopoulos [36] and the intelligent scissors by 
Wong [41]. Up till now, however, there is not much mature, reliable and fully 
automatic 3D volume segmentation algorithms. Most of the techniques are semi-
automatic and human intervention is required. With a reliable and automatic 
volume segmentation engine, the airway of the patient could be extracted from 
the 3D volume data set. The extracted model of the muscular bronchial tree is 
very useful in constraining the motion and movement of the virtual bronchoscope. 
It could also avoid the penetration of the wall of the airway upon request from 
the user. 
This research direction would have great significance in computerized medical 
simulation. Physical models and constraints may be introduced into the system 
to simulate various feedback actions. In addition with volume mutation, we could 
even simulate the physical and biomedical reactions in the system. This would be 
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a major advancement for surgical planning. 
In this work, we have established a framework for stepping into computerized 
medical visualization and simulation. We expect this bronchoscopy simulation 
system contribute much to the current bronchoscopy procedure. It improves the 
reliability, safety and accuracy of lung diagnosis. It also reduces the possible 





Common Error in Pre-multiplying Color 
and Opacity 
To make the subsequent discussion more concise, we also introduce the trans-
parency term /? and accumulated transparency B\ 
A = 1 oii 
Mi = Ciai (A.1) 
Rfinal = Ml + P1C2 
Bfinal — 1 — Afinal 二 Plp2 
This formulation leads to more efficient implementation by reducing the number 
of operations. Eqn. A.1 defines the pre-multiplication of the color and opacity 
values of the samples under the restriction that the variation of both the color 
and opacity values should be within the range of [0,1]. Storing this pre-multiplied 
value is to improve the performance [20] [7]. However, we should notice that 
apart from point sampling of ray samples at exact voxel grid positions, other 
sampling circumstances using interpolations and/or filters applied directly on this 
pre-multiplied value will result in slightly different sample value. Here is an ex-
ample of using linear interpolation to obtain a sample between two voxels: 
Csample = uCi + ( 1 — u ) C 2 
O^sample = UOil + ( 1 — u ) a 2 
^sample — CgampleO^sample 
94 
Appendix A. Common Error in Pre-multiplying Color and Opacity 95 
=uCi + (1 — u)C2][ua1 + (1 — u)a2 
M'sample = ^M^ + (1 - u)M2 
— u C i a i + (1 — u)C2a2 
It is apparent that M;ampie is not an accurate result, but yet an approximation 
to Msampie- Nevertheless, due to efficiency concern and the fact that the error 
introduced is often not noticeable, some existing rendering algorithms and systems 
do store this pre-multiplied value [20] [7]. Moreover, suitable adjustments to Ci,s 
according to the underlying resampling scheme may make this approximation fit 
better. 
Appendix A 
Binary Factorization of the Sample 
Composition Equation 
In the paper Parallel Volume Visualization on Workstations [22], Ma gives a 
derivation of the binary factorization of the sample composition equation. His 
derivation employs the under^ compositing operator defined by Porter and Duff 
29]. Here is the derivation adopted from his paper. 
Firstly, he assumes n samples along a single ray, which are 
( C i , a i ) , ( C 2 , tt2), . . .， { C n , a n ) 
where C:s are colors and a '^s are opacities. Recursive application of the under 
operator yields the accumulated color of the ray C: 
C 二 Ciai + (1 - a1){C2a2 + (1 - a2)(C3a3 + (1 - a3)(..O)) 
= E C m ' f i { l - o ^ j ) (B.i) 
i=i L i=i _ 
Then, he subdivides the total volume evenly into two subvolumes. The color of 
the ray segment in the front subvolume is 
n/2 「 i-i _ 
Cf = J2 Qa,]J{l-aj) 
i=l j=l 
iR is sometimes referred as over operator. 
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and the color of the ray segment in the back subvolume is 
n i—l 
Cb= E Cio^ i n (1-¾.) 
i=n/2+l L j = n / 2 + l _ 
According to the under operator, 
C = Cf + {l-af)C, 
where 
n / 2 1-«/ = n(i_%) 
j=i 
This factorization is identical to Eqn. B.1: 
C = Cf + (1 - af)Ct 
=Cf+ mi-aj) Cb 
_j=i � 
" n / 2 1 n � i-1 ‘ 
= C f + n( i -^ i ) E CA n (1-¾.) 
_j=l �i = n / 2 + l L j=n/2+l _ 
=Cf+ f : C , a / n ( l - a , ) 
i=n/2+l [ j=l _ 
= E � i f i V — cg + E Ciai'f[{l-aj) 
i=l L j=l � i=n/2+l L j=l _ 
n i—1 
二 E Ciai JJ(1 - Oij) 
i=l j=l 
= R . H . S . ofEqn. B.1 
The above derivation is limited to binary case only. It assumes the the number 
of samples along the rays must be power of 2. We have extended this result and 
our generalized factorization is presented in Chapter 3. 
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