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Abstract. We study several lattice random walk models with stochastic resetting
to previously visited sites which exhibit a phase transition between an anomalous
diffusive regime and a localization regime where diffusion is suppressed. The localized
phase settles above a critical resetting rate, or rate of memory use, and the probability
density asymptotically adopts in this regime a non-equilibrium steady state similar to
that of the well known problem of diffusion with resetting to the origin. The transition
occurs because of the presence of a single impurity site where the resetting rate is
lower than on other sites, and around which the walker spontaneously localizes. Near
criticality, the localization length diverges with a critical exponent that falls in the
same class as the self-consistent theory of Anderson localization of waves in random
media. The critical dimensions are also the same in both problems. Our study provides
analytically tractable examples of localization transitions in path-dependent, reinforced
stochastic processes, which can be also useful for understanding spatial learning by
living organisms.
Keywords: random walks, resetting processes, non-Markov processes, non-equilibrium
steady states, Anderson localization, critical exponents
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1. Introduction
The study of stochastic processes with resetting has received an increasing attention in
recent years. A paradigmatic example is given by a Brownian particle whose position is
reset with a constant rate back to the origin, from which motion starts anew [1, 2]. Owing
to the fact that resetting events break detailed balance, the probability density of the
particle position develops a non-equilibrium steady state (NESS), instead of following
the standard Gaussian distribution. The NESSs of diffusive systems with resetting have
been characterized in arbitrary spatial dimension [3], for multiplicative processes [4],
continuous time random walks [5], or in presence of absorbing boundaries and partially
absorbing traps [6]. Furthermore, resetting is interesting for applications to random
search problems [1, 2], or problems that require the completion of a random computing
task [7], since the mean time needed to reach a target state for the first time by a
process with resetting is finite and may be minimized with respect to the resetting rate.
In addition, the relative fluctuations of the first passage times are equal to unity at the
optimal rate and this property is universal [7, 8, 9].
A number of systems subject to resetting have been further studied, including
diffusing particles with drift [10] and in external potentials [11], active particles
with run-and-tumble motion [12], Le´vy flights [13, 14], processes characterized by a
time-dependent resetting rate [15, 16] or a time-dependent diffusion coefficient [17].
Extensions to cases with non-exponential distributions between resetting events have
allowed the emergence of a general understanding of the steady states and first passage
properties in these systems [15, 18, 19, 20]. The existence of phase transitions specific
to resetting processes have also been discovered, such as a discontinuity in the optimal
search time of Le´vy flights with restart [13, 21] and a transition in the temporal
relaxation toward the steady state [22]. The effects of resetting on interacting systems
with many degrees of freedom, such as fluctuating interfaces [23] or predator-prey
populations [24] have also been studied.
A class of processes of particular interest are those that do not restart always from
the same point, like the initial state, but from any previously visited state. Consider for
instance a lattice random walker which relocates (at a given rate) to any site visited in
the past according to a linear preferential rule: a site is chosen for a relocation with a
probability proportional to the accumulated amount of time spent there by the walker
since t = 0, see e.g. Figure 1 below. The sites that are often visited are thus more
likely to be visited again during a resetting event, which causes a spatial reinforcement.
Such path-dependent processes are relevant to describe the tendency observed in many
animals in the wild [25, 26, 27, 28] and humans [29] to frequently return to familiar
places in their environment.
Models with preferential resetting are among the few non-Markov random walks
with long range memory for which a body of exact results have been derived. These
walks do not exhibit NESSs but rather an anomalous diffusion where the mean square
displacement (MSD) grows ultra-slowly with time, typically as ln t [28, 30, 31]. Further
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studies have considered different forms of memory kernels, leading to a variety of
behaviours ranging from non-equilibrium steady states to normal diffusion depending on
the type of memory decay [31, 32, 33]. Central limit theorems and local limit theorems
have been recently proven for these processes and their generalizations [33]. Another
study on resetting processes with memory has considered a random walk on a one-
dimensional lattice with resetting to the rightmost visited position, showing that motion
becomes ballistic with a speed and dispersion that depend on the resetting rate [34].
In a recent study [35], we have unveiled a remarkable phase transition in random
walks with preferential resetting. Let us consider an infinite lattice containing one
impurity site located at the origin (playing the role of a resource site or food), where
the walker stays longer on average than on the other sites at each visit. As an
emerging phenomenon of the reinforced dynamics, above a critical resetting rate the
walker becomes localized around the impurity site and develops a NESS, similarly to a
diffusing memory-less particle with stochastic resetting to the origin. Below the critical
rate, however, the NESS is suppressed and slow diffusion takes place, basically as if
the impurity was absent. These results indicate that very simple movement rules can
actually allow the walker to learn about salient spatial features of an environment
above a critical rate of memory use, similarly to a foraging animal adapting to its
habitat and exploiting resources there. The transition is accompanied by a diverging
localization length, characterized by a critical exponent that can be calculated within
a decoupling approximation. The critical properties bear close relationships with the
Anderson localization transition in a very different context [36].
Here we explore this problem further and present a general class of memory random
walk models with resetting on heterogeneous lattices of arbitrary dimension. We analyse
within a self-consistent theory the generic localization properties of three single-impurity
models, including the model presented originally in [35]. We review the main results on
the localization transition in this system and elucidate the importance of heterogeneity in
the resetting rate for the existence of a localization transition. We analyse the properties
of the critical point at the critical dimensionDc, i.e., the dimension below which localized
states always exist. We also present analytic solutions in 1D, numerical solutions in 2D
and 3D, and validate the results with Monte Carlo simulations.
2. Model definitions and relation with previous work
We start by introducing a quite general class of models of random walks with memory
in inhomogeneous environments, that we further specify through a few illustrative
examples. Let us consider an infinite D-dimensional cubic lattice and a walker with
initial position X0 = n0 at t = 0. Each lattice site n is characterized by two quenched
probabilities sn and rn, which are set before hand and do not change over time. Time
is discrete and we denote Xt as the position of the walker at time t. Assuming Xt = n,
during the time step t→ t+ 1, the walker performs one of the 3 following actions:
• With probability sn, it stays on site n, that is Xt+1 = Xt.
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• With probability rn, it resets to a visited site, that is Xt+1 = i where i is one
of the previously occupied site. The probability to choose a particular site i is
proportional to the total amount of time spent by the walker on that site during
[0, t].
• With probability 1 − sn − rn, the walker performs a non-zero random walk step
ℓt+1, drawn from a given symmetric distribution p(ℓ), namely, Xt+1 = Xt + ℓt+1.
Figure 1. Dynamics of the general model. With probability sn the walker stays
at its current position n one more time unit; with probability rn it resets to one of
its previously visited sites, such site being chosen with a probability proportional to
the total amount of time spent there so far. With the complementary probability
1 − sn − rn, the walker performs a random walk step; in this case the upper arrows
indicate a nearest neighbour step.
The diagram of Figure 1 displays these rules. Defining Pn(t) as the probability that
Xt = n, one can write the following master equation
Pn(t+ 1) =
∑
ℓ
(1− sn−ℓ − rn−ℓ)p(ℓ)Pn−ℓ(t) + snPn(t)
+
∑
m
rm
t + 1
t∑
t′=0
Prob[Xt′ = n and Xt = m], (1)
in any dimension D. The first two terms of the r.h.s. of Eq. (1) describe the diffusion
and “trapping” of the walker, whereas the last term asserts that the walker can return
to site n by a resetting event from any site m occupied just before. In this case, one
must count the number of time units that n was occupied in the past and divide by the
total elapsed time (t+1) to obtain the probability of resetting to n. An equivalent way
of translating the preferential return rule (and which is used in the simulations below) is
to choose a time in the past t′ uniformly in [0, t], and to reset the walker to the position
it occupied at that time [28, 32]. Later on, the sn’s and rn’s will be all equal, except
potentially at the origin n = 0.
The walker has memory of its whole history, since it remembers all its previous
positions (or, equivalently, the time spent on each visited sites). In addition, its motion
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takes place in an inhomogeneous environment. We now discuss a few limiting cases of
this model.
No resetting. If rn = 0 ∀n, the problem reduces to a Markovian diffusion problem
in a non homogeneous medium. If, in addition, sn = γ ∀n with γ a non zero constant,
the so-called lazy random walk model is recovered [37]. With γ = 0, it reduces to the
standard random walk with step distribution p(ℓ).
Uniform resetting probability. If rn = q > 0 ∀n, the memory term of Eq. (1) can
be simplified thanks to the identity∑
m
Prob[Xt′ = n and Xt = m] = Prob[Xt′ = n] ≡ Pn(t′). (2)
If we also take sn = 0 everywhere, the master equation then reads
P (0)n (t+ 1) = (1− q)
∑
ℓ
p(ℓ)P
(0)
n−ℓ(t) +
q
t+ 1
t∑
t′=0
P (0)n (t
′). (3)
where the superscript (0) refers to the case rn = constant, sn = 0. Although non-local
in time, Eq. (3) solely involves the one-time distribution Pn(t), instead of the one-time
and two-time functions in Eq. (1). This property of (3) is a direct consequence of the
uniformity of rn. Equation (3) is completely homogeneous in space and exact asymptotic
results were obtained in [28, 30, 33]. Versions of the model in continuous space and
continuous time were studied in [31, 33, 38]. The main results can be summarized as
follows. The MSD grows as ln t asymptotically:
〈(Xt − n0)2〉 =
∑
n
(n− n0)2P (0)n (t) ≃
1− q
q
〈|ℓ|2〉 ln(qt), (4)
a relation which holds true for any 0 < q ≤ 1. Hence, as soon as q is non-zero, memory
generates an ultra-slow growth of the MSD at large times. Despite such a strongly
anomalous dynamics, the site occupation probability tends to a Gaussian asymptotically,
similarly to a memory-less random walk,
P (0)n (t)→
1(√
2π〈(Xt − n0)2〉
)D exp
[
− (n− n0)
2
2〈(Xt − n0)2〉
]
. (5)
In this expression, the variance does not grow as t like in normal diffusion but follows
the logarithmic law (4). The exact form of the distribution at all t for nearest neighbour
steps in 1D can be obtained in Fourier space, as exposed in the Appendix A. A rigorous
proof of a central limit theorem for this problem and many generalizations was presented
in [33], with the help of a mapping to weighted random recursive trees.
In this work, we study the effects produced by adding a single impurity site in a
system that otherwise would obey Eq. (3). With just one impurity (that can affect either
sn, rn or both), the problem remains relatively simple and, still, exhibits behaviours
markedly different from the homogeneous case and from normal diffusion. We consider
three single-impurity models.
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2.1. Model I
The first model mimics the behaviour of an animal moving in an environment containing
one food site and was first presented in [35]. In all the following, the impurity is located
at the origin n = 0. When the animal is not on the food site, as previously exposed, it
either takes a random step, with probability 1 − q, or resets preferentially to a visited
site, with probability q (see Fig. 2-Top). When the animal is located at the origin, it
stays there with a probability γ at the following time or moves with probability 1 − γ
according to the rules above (see Fig. 2-Bottom). Therefore, when the walker is at
the origin, it always considers the option of staying there one more time unit (with
probability γ). The mean time spent at the origin during a visit can be thought of as
the time for food consumption. This model is thus defined by the probabilities
sn = γδn,0 (6)
rn = q(1− γδn,0), (7)
with δn,0 the Kroneker symbol. Relation (7) asserts that the resetting rate is q(1−γ) ≤ q
on the impurity and q elsewhere.
Figure 2. Model I. Top: When Xt 6= 0, the walker takes a random step with
probability 1−q and uses memory with preferential revisits with probability q. Bottom:
When Xt = 0, the walker stays there one more time unit with probability γ and moves
according to the rules above with probability 1− γ.
2.2. Model II
The second model is also inspired from foraging ecology, with a different response of the
animal to the food site. On the food site, the animal has a vanishing staying probability
(like on the other sites) but decides to favour random movement over resetting. In other
Anderson localization of memory random walks 7
words, realizing that there is food, the animal changes its behaviour to an increased local
exploration, at the expense of using memory. This is modeled by decreasing the resetting
rate at n = 0 by a factor δ < 1, see Figure 3. Therefore,
sn = 0 (8)
rn = q[1− (1− δ)δn,0], (9)
(The Kroneker symbol δn,0 must not be confused with the parameter δ.) Relation (9)
states that the resetting rate is δq ≤ q on the impurity and q elsewhere.
Figure 3. Rules of Model II, when Xt = 0. If Xt 6= 0, motion is like in Figure 2-Top.
2.3. Model III
This model is similar to Model I, but with a uniform resetting rate. When the walker is
not on the impurity, the transition probabilities are the same as in Models I and II. When
the walker occupies the impurity, it keeps using the resetting mode with probability q.
With the complementary probability 1−q, it chooses among two possibilities: remaining
on the impurity [with probability γ] or moving at random to neighbouring site [with
probability 1− γ], as shown in Figure 4.
Figure 4. Rules of Model III, when Xt = 0. If Xt 6= 0, motion is like in Figure 2-Top.
Like in Model I, setting γ = 0 reduces to the homogeneous model, whereas with
γ > 0 the walker tends to spend some time at the special site at each visit. However,
contrary to Model I, the walker remains on the impurity with probability γ only if it
does not use its memory. This subtle difference brings important consequences on the
large time dynamics, as we will see. These rules can be recast as
sn = (1− q)γδn,0 (10)
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rn = q. (11)
3. Results on Model I
3.1. Summary of previous results
We recall the main results obtained on Model I in [35]. With the transition probabilities
(6) and (7), the master equation (1) takes the form:
Pn(t+ 1) = (1− q)
∑
ℓ
(1− γδn−ℓ,0)p(ℓ)Pn−ℓ(t) + γδn,0Pn(t)
+
q
t+ 1
t∑
t′=0
Prob[Xt′ = n and Xt 6= 0]
+
q(1− γ)
t + 1
t∑
t′=0
Prob[Xt′ = n and Xt = 0] (12)
Instead of trying to solve Eq. (12) at finite t, we take the limit t → ∞ and seek non-
equilibrium steady state (NESS) solutions, such that limt→∞ Pn(t) = Pn 6= 0. We also
use a de-correlation approximation, where Prob[Xt′ = n and Xt 6= 0] is replaced by
Pn(t
′)[1 − P0(t)], and Prob[Xt′ = n and Xt = 0] by Pn(t′)P0(t), which is equivalent
to assume that the positions Xt and Xt′ occupied at different times by the walker
become uncorrelated [35]. Under this approximation the equation for the one-point
function Pn(t) closes and we can exactly solve it. The solution obtained agrees very
well at late time with numerical simulations, justifying a posteriori this approximation.
Furthermore, the excellent agreement with simulations seem to indicate that the de-
correlation approximation becomes asymptotically exact at late times, though we were
not able to prove this rigorously. Hence, taking the limit t → ∞ and t′ → ∞ in Eq.
(12), the equation satisfied by the NESS, if it exists, becomes
Pn = (1− q)
∑
ℓ
p(ℓ)Pn−ℓ + qPn(1− γP0) + γP0[δn,0 − (1− q)p(n)]. (13)
We define the discrete Fourier transform of Pn as
P̂k =
∑
n
e−iknPn, (14)
where the variable k must be understood as the D dimensional vector ~k = (k1, ..., kD),
and kn as the dot product ~k · ~n with ~n = (n1, ..., nD). Similarly, the variable ℓ for the
displacements denotes the vector ~ℓ = (ℓ1, ..., ℓD). The transform of Eq. (13) yields
P̂k =
γP0[1− (1− q)p̂(~k)]
(1− q)[1− p̂(~k)] + qγP0
. (15)
Notice that this solution is independent of the initial condition. In this expression,
p̂(~k) is the Fourier transform of the distribution of the random steps p(~ℓ), and P0 is
the asymptotic probability of occupying the impurity site. P0 can be determined self-
consistently by taking the inverse transform of P̂k evaluated at n = 0:
P0 =
1
(2π)D
∫
B
d~k P̂k. (16)
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InD dimension, B is the first Brillouin zone, defined by −π ≤ ki ≤ π for each component
of ~k. A self-consistent equation for P0 is obtained by substituting Eq. (15) into (16).
Apart from the trivial solution P0 = 0, which always exists, a non-trivial solution is
predicted. It satisfies the transcendental equation
1
(2π)D
∫
B
d~k
(1− q)[1− p̂(~k)] + qγP0
=
1− γ
qγ(1− γP0) . (17)
Fixing γ, Eq. (17) does not have a solution for all values of q in general. To see this, let
us set P0 to its minimal value 0 in (17). This yields a threshold parameter qc given by
qc =
(1− γ)Pno−return
γ + (1− γ)Pno−return , (18)
where
Pno−return =
 1
(2π)D
∫
B
d~k
1− p̂(~k)
−1 . (19)
This latter quantity is recognized as the classic probability that a Markovian random
walk with distribution p(ℓ) never returns to its starting site on a infinite D-dimensional
lattice [39].
3.1.1. Order parameter We deduce from above that, if 0 ≤ q ≤ qc, then P0 = 0 is the
only acceptable steady state solution. This corresponds to the delocalized phase, where
the particle diffuses with an unbounded MSD [even though it is logarithmic, see Eqs.
(4)-(5)], so that the density vanishes asymptotically. Above threshold, on the other
hand, new localized solutions with Pn > 0 are possible. For q larger but close to qc, an
expansion of Eq. (17) gives [35]
P0 ∼ (q − qc)β. (20)
Therefore, P0 is analogous to the order parameter of a second order phase transition
and the exponent β depends on the dimension and on the type of distribution p(ℓ) in
the random walk mode. If p(ℓ) has a second moment, or
∑
ℓ |ℓ|2p(ℓ) < ∞, like in the
nearest neighbour random walk, one obtains
β =

1 for D ≥ 4
2
D−2
for 2 < D < 4
D
2−D
for D < 2.
(21)
The particular case D = 2 will be analysed in Section 3.2. If the random displacements
are Le´vy flights, or p(ℓ) ∼ 1/|ℓ|1+µ at large |ℓ| with 0 < µ < 2, then
β =

1 for D ≥ 2µ
µ
D−µ
for µ < D < 2µ
D
µ−D
for D < µ.
(22)
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3.1.2. Localization/delocalization transition. It is quite remarkable that a key property
of our memory walk in an inhomogeneous medium, namely, the existence of a phase
transition at a critical memory rate qc, depends on the recurrence property of the
standard memory-less lattice random walk. From Eq. (18), qc = 0 iff Pno−return = 0.
Namely, localized states exist for all q > 0 if the underlying Markov process in the
absence of resetting (q = 0) is recurrent. This happens when the integral in (19) is
infinite, due to a divergence at small |~k|. For random steps of finite variance, p̂(~k) is of
the form p̂(~k) ≃ 1 −K2|~k|2, which implies that qc = 0 for D ≤ 2. In other words, the
lower critical dimension, denoted as Dc, is 2. Conversely, a phase transition at finite qc
exists only for D > Dc. In the case of Le´vy flights, p̂(~k) ≃ 1 − Kµ|~k|µ and the lower
critical dimension is Dc = µ. Therefore, the two phases can be observed in 1D if µ < 1
[35].
3.1.3. Localization length exponent. The behaviour of the localized profile Pn at large
|n| can be deduced from the study of P̂k in the small |~k| limit. For random steps of
finite variance, expression (15) becomes
P̂k ≃ q
∗
K|~k|2 + q∗ , (23)
with
q∗ = qγP0, (24)
and K = (1− q)K2 a re-scaled diffusion constant. Expression (23) can be expressed as
P̂k ∼ 1/(|~k|2 + ξ−2), whose inverse transform is proportional to exp(−|n|/ξ) in all D
[3]. Therefore, the localized profiles are exponential and ξ represents the characteristic
extent of the NESS in space. Note that this form in Fourier space is the same as the
expression of the correlation function of the Ising model in the Gaussian approximation,
where in that context ξ is the correlation length [40]. Here, one naturally identifies ξ
with the localization length, which is deduced from Eqs. (23)-(24):
ξ =
(
K
q∗
)1/2
=
(
K
qγP0
)1/2
. (25)
Owing to the fact that P0 tends to 0 as q → qc from above, the localization length
diverges algebraically, as in a second order phase transition:
ξ ∼ (q − qc)−ν , with ν = β/2. (26)
From (21), the correlation length exponent is given by
ν =

1/2 for D ≥ 4
1
D−2
for 2 < D < 4
D
4−2D
for D < 2.
(27)
Hence, D = 4 is the upper critical dimension of this model.
Surprisingly, these results on the localization transition in Model I closely match the
well-known phenomenology of the Anderson transition for waves in quenched disordered
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media [36]. In that problem, apparently unrelated to the present one, electronic or
classical waves undergo a transition between diffusive and localized behaviours due to
strong interference effects when the disorder strength η crosses a critical value ηc. In 1D
and 2D, waves are localized at any η > 0, whereas a finite mobility edge ηc separates
diffusive and localized states in 3D. The expressions (27) for the exponent ν are
actually the same as the ones predicted by the self-consistent theory (SCT) of Anderson
localization developed some time ago by Vollhardt and Wolfle [41, 42]. Therefore our
model (or at least the results derived with the de-correlation approximation) fall in
the same universality class as the SCT of Anderson localization, which is also an
approximation to the full wave propagation problem.
3.1.4. Effective resetting to the impurity and learning. Expression (23) for the NESS
in the localized phase has a simple yet important interpretation. It is identical to the
steady state solution of the diffusion equation with diffusion constant K and resetting
rate q∗ to the origin [1, 14]. In the continuous time and space limit, such equation, first
presented in [1], reads
∂P (x, t)
∂t
= K∆P (x, t)− q∗P (x, t) + q∗δ(x). (28)
Equation (28) is local in time and markedly different from our original equation (12).
Therefore, at large times, it is as if the walker of Model I reset to the impurity site
only, instead of using its memory to revisit any previous site. This effective resetting
nevertheless occurs at a rate lower than the actual resetting parameter, since q∗ < q.
Eventually, the effective resetting rate q∗ vanishes (like P0) at the critical point q = qc.
The localized behaviour is thus a manifestation of spatial learning: independently
of its initial position, the walker ends up by effectively resetting to the resource site,
considered as a valuable site. This resetting site is not set before hand but emerges
from the dynamics and the experience of the walker, contrary to Eq. (28) where it is
explicitly incorporated through the δ-function term. Biologically, localization represents
a successful adaptation to the environment. Below qc, the NESS no longer exists: the
walker does not use its memory often enough to be able to steadily revisit the impurity
and the learning process of its location cannot be completed. The selection at large
times of the best option among a set of possibilities is the typical outcome of models
of reinforcement learning [43]. Our model can be considered as an extension of such
models for a searcher moving from site to site in a spatially explicit environment.
3.2. Lower critical dimension
We now present new results and start with the analysis of the critical behaviour of the
localization transition at the lower critical dimension Dc.
3.2.1. Simple random walks. For random walks with finite variance, Dc = 2, which
is a direct consequence of the recurrence/transience transition of these processes. The
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Figure 5. P0 as a function of q for γ = 0.9 and nearest neighbour random steps on a
2D square lattice. Symbols are simulation results for walks starting at the origin and
performing t steps, and the full line is obtained from Eq. (17).
2D case thus deserves a special attention, apart from its relevance for applications in
ecology. In D = 2, according to Eq. (27), the correlation length exponent ν becomes
infinite, which indicates that the divergence of ξ near qc = 0 does not follow a power-law.
To obtain the correct behaviour, one can solve the self-consistent equation (17) for P0
when q is close to 0, by noting that most of the contribution to the integral comes from
the small wave-number region. For the nearest neighbour random walk on the square
lattice, p̂(~k) ≃ 1−|~k|2/4 at small |~k|. Changing to polar coordinates and noting ρ ≡ |~k|,
Eq. (17) becomes∫ R
0
dρ
2π
ρ
1−q
4
ρ2 + qγP0
≃ 1− γ
qγ(1− γP0) , (29)
for (q, P0) small and where R is an unimportant constant of order 1. A straightforward
integration of (29) gives
ln(qγP0) ≃ −π(1− γ)(1− q)
qγ(1− γP0) ≃ −
π(1− γ)
qγ
. (30)
Therefore, as q → 0, P0 tends to 0 with an essential singularity:
P0(q) ∼ 1
qγ
exp
[
−π(1− γ)
γq
]
. (31)
The localization length stems from relation (25), with the diffusion constant given by
K = (1− q)/4 here. One deduces
ξ ∼ exp
[
π(1− γ)
2γq
]
. (32)
Hence, ξ diverges faster than any power-law in the low memory limit. The
scaling theory of Anderson localization in two dimensions predicts a similar law for
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the correlation length, as a function of the characteristic dimensionless conductivity
parameter [44]. In Fig. 5 we compare the numerical solution of the full self-consistent
equation (17) with Monte Carlo simulations, obtaining a very good agreement. This
justifies a posteriori the de-correlation approximation used to pass from Eqs. (12) to
(13). What seems to be an abrupt transition at a small qc in the theoretical curve
actually corresponds to a smooth behaviour where P0 is very small but not zero, typical
of an essential singularity. Near q = 0, the convergence of the simulations towards the
stationary profile is very slow: we interpret this by the fact that ξ is very large in this
limit, therefore the walks must diffuse for long distances before reaching the tails of the
NESS. This process takes a long time because of the logarithmic diffusive dynamics that
characterizes the model without impurity.
3.2.2. Le´vy flights. We now consider heavy-tailed step distributions between relocation
events, of the form p(ℓ) ∼ 1/|ℓ|1+µ at large |ℓ|, with 0 < µ < 2. The Fourier transform
of p(ℓ) is given by p̂(~k) = 1 −Kµ|~k|µ at small |~k|, with Kµ a constant. We recall that,
from Eqs. (18)-(19), qc = 0 if D ≤ µ and qc > 0 if D > µ. Therefore, the critical
dimension is now
Dc = µ. (33)
This is the dimension at which the recurrence/transience transition occurs for Le´vy
flights with index µ. Right at D = Dc and for small q, Eq. (17) now reads
Sµ
(2π)µ
∫ R
0
dρ
ρµ−1
(1− q)Kµρµ + qγP0 ≃
1− γ
qγ(1− γP0) , (34)
with Sµ = µπ
µ
2 /Γ(µ
2
+ 1) the area of the sphere of unit radius in dimension µ. After
integration one obtains
P0(q) ∼ 1
qγ
exp
[
−2µπ µ2Γ(µ
2
+ 1)Kµ
1− γ
γq
]
, (35)
at small q. This relation generalizes Eq. (31), which is recovered for µ = 2 andKµ = 1/4.
Although Dc is not an integer dimension in general, the behaviour of P0 with q at Dc is
still governed by an essential singularity.
3.3. 3D case
D = 3 is the physical dimension where a phase transition at finite qc can be observed
in our model with a nearest neighbour random walk. On the cubic lattice, Eq. (17)
and Monte Carlo simulations once again exhibit a good agreement for all values of q, as
shown in Fig. 6-Left. From relation (18) and the value Pno return = 0.6595..., one obtain
qc = 0.0682... for γ = 0.9 and qc = 0.2203... for γ = 0.7 (inset). Although deviations
from theory are most noticeable near qc (like in 2D), there is a clear numerical evidence
of a phase transition. Fig. 6-Right displays the phase diagram of Model I in 3D, drawn
from Eq. (18).
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Figure 6. Left: Same as Figure 5 for a 3D cubic lattice. Inset: γ = 0.7. Right:
Phase diagram of Model I in 3D for nearest neighbour random steps.
4. Results on Model II
4.1. Main equations
According to the rules enunciated in Section 2 for Model II, the master equation is now
given by
Pn(t+ 1) =
∑
ℓ
(1− rn−ℓ)Pn−ℓ(t)p(ℓ)
+
q
t+ 1
t∑
t′=0
Prob[Xt′ = n and Xt 6= 0]
+
δq
t+ 1
t∑
t′=0
Prob[Xt′ = n and Xt = 0] (36)
in any dimension D. Recall that Pn(t) is the probability of occupying the lattice site n at
time t and p(ℓ) the probability of performing a displacement ℓ in the random walk mode.
The position dependent resetting probability is given by rn = q for n 6= 0 and rn = δq
for n = 0. As for Model I, we use the de-correlation approximation in order to derive
analytical results. We approximate Prob[Xt′ = n and Xt 6= 0] by Pn(t′)[1−P0(t)], and
Prob[Xt′ = n and Xt = 0] by Pn(t
′)P0(t). The validity of such approximation will be
checked with Monte Carlo simulations. Taking jointly the limit t → ∞ and t′ → ∞,
and setting limt→∞ Pn(t) = Pn, we obtain an equation that describes the NESS:
Pn = (1− q)
∑
ℓ
Pn−ℓp(ℓ) + P0p(n)q(1− δ) + qPn[1− P0(1− δ)]. (37)
Applying the discrete Fourier transform to this equation, one obtains
P̂k =
P0q(1− δ)p̂(~k)
(1− q)[1− p̂(~k)] + q(1− δ)P0
. (38)
Besides the trivial solution P0 = 0, other solutions are obtained by substituting (38)
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into the general self-consistent relation (16). Solutions with P0 > 0 obey the equation
1
(2π)D
∫
B
d~k
(1− q)[1− p̂(~k)] + q(1− δ)P0
=
1− δq
q(1− δ)[1− q + q(1− δ)P0] .(39)
Once again, fixing δ, the critical point qc that characterizes the onset of localized
behaviour is obtained by setting P0 = 0 above. After re-arranging terms, one obtains
qc =
Pno−return
(1− δ) + δPno−return . (40)
Like in Model I, the existence of a phase transition at finite qc > 0 is possible when
the underlying Markov process (for q = 0) is transient, that is Pno−return 6= 0, whereas
qc = 0 for recurrent processes, that is Pno−return = 0. Eqs. (38) and (39) have the same
structure of Eqs. (15) and (17) for Model I, therefore the localisation transition belongs
to the same class. In particular, the large scale behaviour of the NESS obeys (23) with
q∗ = q(1−δ)P0 and the divergence of the localization length is given by the scaling laws
(27).
4.2. Analytic expression in 1D
As for Model I [35], it is possible to derive a close solution for the 1D nearest neighbour
random walk in Model II. We consider the random step distribution
p(ℓ) =
1
2
[δℓ,1 + δℓ,−1] , (41)
whose Fourier transform is p̂(k) = cos k. The stationary state (38) reads
P̂k =
P0q(1− δ) cos k
(1− q)(1− cos k) + q(1− δ)P0 = A+
B
(1− q)(1− cos k) + q(1− δ)P0 (42)
with A = [q(1 − δ)P0]/(q − 1) and B = A [q − 1 − q(1 − δ)P0]. The inverse Fourier
transform of this expression can be performed thanks to the identity
1
2π
π∫
−π
dk
cos(kn)
1 + a2 − 2a cos k =
1
(a2 − 1)a|n| (43)
for a2 > 1. We hence write the denominator in Eq. (42) under the form b(1 + a2 −
2a cos k). By identification,
2ab = 1− q (44)
b(1 + a2) = 1− q[1 + (1− δ)P0], (45)
which gives
a = 1 + u+
√
u(2 + u) (46)
with u = [q(1− δ)P0]/(1− q). Using Eqs. (42)-(43), Pn is given by
1
2π
π∫
−π
dk
(
A +
B
b(1 + a2 − 2a cos k)
)
cos(kn) = Aδn,0+
2aB
(1− q)(a2 − 1)a|n| ,(47)
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or,
Pn =
q(1− δ)P0
q − 1 δn,0 +
q(1− δ)P0[1− q + q(1− δ)P0]
(1− q)2
2a
(a2 − 1)a|n| . (48)
(Again, the Kroneker symbol δn,0 must not be confused with the parameter δ). Setting
n = 0 in Eq. (48), a self-consistent equation is obtained for the unknown probability P0
of occupying the origin,
2q(1− δ)[q − 1− q(1− δ)P0] = (δq − 1)(1− q)(a− a−1). (49)
Inserting expression (46) for a into the above equality yields a quadratic equation for
P0:
a1P
2
0 + b1P0 + c1 = 0 (50)
with,
a1 = q
2(1− δ)2(1− q)[1 + q(1− 2δ)] (51)
b1 = 2q(1− δ)(1− q)2[1 + q(1− 2δ)] (52)
c1 = − q2(1− δ)2(1− q)2. (53)
Equation (50) has only one positive root given by
P0 =
1
q(1− δ)

√√√√(1− q)(1− δq)2
1 + q(1− 2δ) + q − 1
 . (54)
We comment on several properties of the above expression. First, it is easy to show
that 0 ≤ P0 ≤ 1 for any (q, δ) ∈ [0, 1]2. Fixing δ, an expansion of (54) at small q yields
P0 ≃ 1− δ
2
q → 0, (55)
indicating that the NESS disappear at q = 0. In this limit, the model reduces to the
simple nearest neighbour random walk, which, as is well known, occupies the origin with
probability zero at t =∞. Conversely, when q → 1 it is easy to see from (54) that
P0 ≃
√
1− q
2(1− δ) (56)
for any fixed δ < 1. Therefore P0 → 0 as well in the strong memory limit, which may
sound surprising. Indeed, the walker that starts at the origin will sooner or later jump
to a nearest neighbour site (n = 1 or −1) that will be reinforced after many jumps,
leaving the origin unoccupied. By evaluating Eq. (48) at n = ±1 and using (56), one
actually obtains
P1 = P−1 =
1
2
, (57)
in the limit q = 1, whereas Pn = 0 for |n| > 1 due to the divergence of the constant a.
Therefore, the particle is fully localized on the sites n = 1 and n = −1 when q → 1,
and not at the origin like in Model I. If the starting site in not the origin, the particle
remains there forever, as a trivial consequence of the dynamics. The self-consistent
theory presented here cannot be valid for trajectories that do not have the opportunity
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Figure 7. Localized profile Pn as a function of the position n in 1D for Model II, as
given by Eq. (48). Symbols are Monte Carlo simulation results for walks starting at
the origin and performing t steps.
to visit the impurity. Figure 7 displays the NESS obtained for q = 0.3 and δ = 0, and
where it is already clear that Pn=0 < Pn=1 asymptotically. An excellent agreement over
the whole range of position n is obtained between theory and Monte Carlo simulations
of the memory walks.
One deduces from the above considerations that, contrary to Model I, P0 is non-
monotonic with q and must have a maximum for a particular value q∗δ of the resetting
probability. Figure 8-Left displays the solution (54) as a function of q for several δ. The
location of the maximum, q∗δ , increases with δ: overall, localization is weakened at larger
δ.
Of particular interest is the case δ = 0: in this situation the walker does not use
its memory at all when it occupies the origin (although it remembers this position for
future relocations) and performs random jumps to the sites n = 1 or n = −1 instead.
Equation (54) with δ = 0 reduces to
P0 =
1
q
[√
1− q
1 + q
+ q − 1
]
, (58)
which is maximal at q = q∗0 = 1/
√
2 = 0.707106.... At its maximum, P0 = (
√
2 − 1)2 =
0.171572..., and this value is also the maximum reached by P0 for any parameter δ 6= 0
(see Fig. 8-Left). This probability is significantly smaller than the values close to
unity that can be attained in Model I. A quantitative agreement is obtained between
Monte Carlo simulations and Eq. (58), see Fig. 8-Right, suggesting that the de-
correlation approximation on which all these analytic results rely might be exact. As
the simulation time t increases, the numerical results slowly approach the expected
asymptotic curve. The slow convergence is attributed to the logarithmic dynamics that
govern the preferential visit model, as previously discussed.
We finally comment on the case where q is fixed and δ close to unity. An expansion
of Eq. (54) with δ = 1 − ǫ and ǫ ≪ 1 gives P0 ∝ ǫ. Hence, when the difference
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Figure 8. Left: P0 as a function of q in 1D for several values of δ as given by Eq.
(54). Right: Same quantity for δ = 0 (solid line); the symbols are simulations.
between the resetting rates at the origin and at the other sites tends to zero, the NESS
disappears. This is in agreement with the behaviour found in the original model without
impurity, where the mean square displacement grows unbounded as ln t for any value of
q, implying a vanishing density at t =∞.
4.3. Analysis of the 2D and 3D cases
We proceed with a study of Model II with nearest neighbour random walks in higher
dimensions. D = 2 corresponds to the lower critical dimension, qc is still 0 and the
correlation length can be obtained by following the same route leading to Eq. (32) for
Model I. Starting this time from Eq. (39) we obtain after simple algebra
P0 ∼ 1
q(1− δ) exp
[
− π
q(1− δ)
]
, (59)
for q ≪ 1. The small k behaviour of Eq. (38) allows us to identify the correlation length
as ξ = {D/[q(1− δ)P0]}1/2. Therefore, at small resetting rates,
ξ ∼ exp
[
π
2(1− δ)q
]
. (60)
Figure 9-Left displays P0 vs. q for δ = 0. The numerical simulations exhibit the
same qualitative behaviour as the theory, but the finite time effects are very strong
and a quantitative comparison is no longer possible. One can notice however that the
characteristic resetting rate qchar which describes the essential singularity is significantly
larger in Fig. 9-Left than in Fig. 5 for Model I. This feature can be understood from
Eq. (60), which predicts that qchar = π/[2(1 − δ)] = π/2 (for δ = 0), to be compared,
for Model I, with qchar = π(1− γ)/(2γ) = π/18 (for γ = 0.9).
An essential singularity at q = 0 like in Eq. (59) is also observed for Le´vy flights
of index µ at their critical dimension Dc = µ. Following the same steps as in Section
3.2.2, one obtains
P0 ∼ 1
q(1− δ) exp
[
−2µπ µ2 Γ(µ
2
+ 1)Kµ
π
q(1− δ)
]
, (61)
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Figure 9. Left: P0 as a function of q for δ = 0 in Model II with nearest neighbour
random steps on the 2D square lattice. Right: 3D case. Symbols are Monte Carlo
simulations and the solid lines, numerical solution of the self-consistent equation (39).
Bottom: 3D phase diagram.
at small q.
For nearest neighbour random walks on the 3D cubic lattice, qc = 0.6595... from
Eq. (40) with δ = 0. The full curve P0(q) is displayed in Fig. 9-Right, along with
simulation results. Once again the agreement is only qualitative, presumably because of
the extremely slow convergence to the NESS. Note also that the occupation probabilities
become small (< 0.06 for all q), which makes their numerical estimates more difficult.
Figure 9-Bottom displays the phase diagram of Model II in 3D as predicted by Eq. (40).
5. Absence of localization in Model III
To illustrate the importance of a space dependent resetting rate on the localized states
in Models I and II, we now analyze Model III, where rn is uniform and equal to q. We
particularly focus on the behavior of the impurity occupation probability P0(t) at large
time in 1D, and show that this quantity always vanishes as t→∞.
In marked contrast to Model I and II, Model III obeys an exact master equation
which involves solely the single-time distribution Pn(t). For nearest neighbour jumps,
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one has
Pn(t+ 1) =
1− q
2
[Pn+1(t) + Pn−1(t)] +
q
t+ 1
t∑
t′=0
Pn(t
′)
−∆[δn,1 + δn,−1 − 2δn,0]P0(t) , (62)
where
∆ =
γ(1− q)
2
. (63)
Written this way, the effect of the impurity is incorporated by adding a term to the
homogeneous equation [45, 46]. The last term in the r.h.s. of Eq. (62) is considered as a
time dependent inhomogeneous function which will be determined self-consistently. One
can notice the simpler structure of Eq. (62), which is linear in Pn(t), when compared
to Eqs. (12) or (36), that involve multiple-times distribution functions.
We consider a walker initially located at n0, or Pn(t = 0) = δn,n0 , and define the
discrete Laplace transform
P˜n(s) =
∞∑
t=0
Pn(t)s
t. (64)
By multiplying Eq. (62) by st and summing over t from 0 to∞ gives (see Appendix A)
P˜n(s) = δn,n0 +
1− q
2
s[P˜n+1(s) + P˜n−1(s)] + q
∫ s
0
du
P˜n(u)
1− u
−∆[δn,1 + δn,−1 − 2δn,0]sP˜0(s) (65)
We define the Fourier-Laplace transform as
̂˜
P (k, s) =
∞∑
n=−∞
e−iknP˜n(s). (66)
Applying
∑∞
n=−∞ e
−ikn(·) to Eq. (62) yields
(1− bks) ̂˜P (k, s) = e−ikn0 + q ∫ s
0
̂˜
P (k, u)
1− u du+ 2∆[1− cos(k)]sP˜0(s), (67)
where bk = (1−q) cos(k). As shown in the Appendix A, the solution of Eq. (67) without
impurity (∆ = 0) is given by
̂˜
P
(0)
(k, s) = e−ikn0(1− s)−αk (1− bk s)−(1−αk), (68)
where
αk =
q
1− bk =
q
1− (1− q) cos(k) . (69)
By taking the derivative of (67) with respect to s and solving the resulting ordinary
differential equation for
̂˜
P (k, s) by the method of variation of constants, one obtains:
̂˜
P (k, s) =
̂˜
P
(0)
(k, s)
[
1 + 2∆(1− cos k)
∫ s
0
du
(
1− u
1− bku
)αk d
du
[uP˜0(u)]
]
.(70)
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By definition, P˜0(s) is the inverse Fourier transform of
̂˜
P (k, s) evaluated at n = 0,
P˜0(s) =
1
2π
∫ π
−π
dk
̂˜
P (k, s), (71)
This expression combined with Eq. (70) leads to a self-consistent equation for P˜0(s):
P˜0(s) = P˜
(0)
0 (s)+
∆
π
∫ π
−π
dk
̂˜
P
(0)
(k, s)(1−cos k)
∫ s
0
du
(
1− u
1− bku
)αk d
du
[uP˜0(u)],(72)
where P˜
(0)
0 (s) denotes the Laplace transform of P
(0)
n=0(t) in the impurity-free problem.
After an integration by part this expression can be re-written as
P˜0(s) = P˜
(0)
0 (s) + sP˜0(s)
∆
π
∫ π
−π
dk
1− cos k
1− bks
− ∆
π
∫ π
−π
dk
̂˜
P
(0)
(k, s)(1− cos k)
∫ s
0
du uP˜0(u)
d
du
(
1− u
1− bku
)αk
. (73)
We note that, due to the attracting nature of the defect, one must have P0(t) ≥ P (0)0 (t) ≃
C0/
√
ln t with C0 a constant, from Eqs. (4)-(5). On the other hand, P0(t) at most
reaches a positive constant C1 ≤ 1 if the walker is localized at t =∞. Thus,
C0
(1− s)
√
− ln(1− s)
≤ P˜0(s) ≤ C1
1− s (74)
near s = 1. To obtain the precise large time behavior of P0(t), we take the limit s→ 1
in Eq. (73). Since bk < 1 and 0 < αk ≤ 1, at leading order∫ s
0
du uP˜0(u)
d
du
(
1− u
1− bku
)αk
≃ − αk
(1− bk)αk
∫ s
c
du P˜0(u)(1− u)αk−1.(75)
The integral in (75) diverges as s→ 1 because of (74), which is the reason why we have
introduced an (unimportant) constant c < 1. Since P˜0(s) is of the form f(s)(1 − s)−1
with f(s) a slowly varying function, this integral can be expressed as∫ s
c
du P˜0(u)(1− u)αk−1 ≃ (1− s)
αk
1− αk P˜0(s) , (76)
Using the exact expression (68) for
̂˜
P
(0)
(k, s), the last term of Eq. (73) reduces to
P˜0(s)
∆
π
q
1− q
∫ π
−π
dk
1
1− bk . (77)
Equation (73) thus takes the form P˜0(s) ≃ P˜ (0)0 (s) + (c1 + c2)P˜0(s) near s = 1. Using
(63) and rearranging terms gives the simple final expression
P˜0(s) ≃ P˜
(0)
0 (s)
1− γ . (78)
Therefore, the presence of the defect amplifies by a factor 1/(1 − γ) the probability
of presence at n = 0, just as in the standard random walk with an impurity. The
asymptotic dynamics of P0(t) is thus proportional to that of the defect-free case, for
which we know that P
(0)
0 (t) ∼ C0/
√
ln t → 0. This implies the absence of localization
for any γ < 1 and q < 1.
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Figure 10. Distribution Pn(t) at different times for a particle with initial position
n0 = 5, q = 0.02 and γ = 0.9 Left: Absence of localization in Model III. Right:
Localized profile in Model I (dots are simulation results).
Fig. 10-Left displays the distribution Pn(t) obtained from solving numerically but
exactly the master equation (62) for large times. One can notice its (very) slow decay
and broadening with time. In contrast, the distribution of Model I with the same
parameter values, Fig. 10-Right, converges towards a narrowly localized NESS. In the
latter case, Monte Carlo simulations and the prediction obtained from the numerical
inversion of Eq. (15) are in perfect agreement. This provides further support of the
validity of the de-correlation approximation used in the self-consistent theory.
6. Discussion and conclusions
We have studied several non-Markovian lattice random walks with preferential resetting
to sites visited in the past. The ultra-slow anomalous diffusion that takes place in these
systems on homogeneous lattices can be suppressed altogether in the presence of a single
impurity site. When the resetting rate q (or rate of memory use) exceeds a critical value,
the walker becomes localized around the impurity and the probability distribution of
its position adopts a non-equilibrium steady state. The existence of a localized phase
depends crucially on the fact that the resetting rate rn on the impurity is lower than on
the other sites, resulting in subtle reinforcement effects around the impurity. Conversely,
inhomogeneity in the staying probability sn seems to play a less important role in the
transition.
The processes presented here constitute random walk analogues of the Anderson
localization transition. Similarities between the critical properties of reinforced random
walks on lattices and the Anderson transition have been drawn in the past [47, 48, 49],
although such comparisons have remained fairly qualitative. Here and in [35], we have
exposed to our knowledge the first precise connection between these two classes of
problems, through an analytic study of the phase diagrams, critical points and critical
dimensions. The presence of an impurity site, a key ingredient responsible for the phase
transition, is usually not considered in the literature on reinforced random walks.
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The genuine Anderson transition is characterized by the absence of diffusion of
electron waves in random lattices [36]. In a self-consistent theory (SCT), the quantum
diffusion coefficient K(ω) of the electron density obeys the equation [41, 42, 50]
K(ω)
K0
= 1− ηDk2−DF
∫ 1/ℓ
0
dk
kD−1
−iω/K(ω) + k2 (79)
where ω is the frequency of an a.c. perturbation, kF the Fermi level, K0 a bare diffusion
constant, ℓ the mean free path and η the standard deviation of the external potential
around its mean (disorder strength). Electrons become localized if K(ω) → 0 in the
limit ω → 0, namely if K(ω) ≃ −iω× constant, instead of the usual diffusive behaviour
K(ω) ≃ K(0) > 0. One can notice that the self-consistent relation (79) has the same
small |~k| structure as our Eqs. (17) or (39): the quantity limω→0−iω/K(ω) is analogous
to our P0 and actually represents ξ
−2, with ξ the localization length of the electrons.
Likewise, the disorder strength η is analogous to q (or γ, if q is held fixed in Model I).
Consequently, the solutions of (79) exhibit the same properties as exposed in Section
3.1, as well as the essential singularity in D = 2 [50].
In 3D, the SCT predicts ν = 1 for the correlation length exponent, see Eq. (27),
whereas state-of-the-art numerical calculations of electron localization yield the much
larger value ν = 1.571.., for different choices of the distribution of the random potential
[51]. The latter value is also consistent with measurements obtained from experiments in
the quantum kicked rotor, a system that exhibits a mapping to the Schro¨dinger equation
with site disorder and which is easier to study [52].
The decoupling approximation used throughout this work and leading to the self-
consistent universality class gives results that compare very well with Monte Carlo
simulations of the non-Markov processes, in particular in 1D. Such agreement might
be due to the fact that resetting events are non-local in space: a particle can revisit a
particular site from any other site, possibly located far away, and not necessarily from
a nearest-neighbour site as in standard reinforced random walks [47]. Therefore the
number of visits received by two different sites may exhibit relatively small correlations.
A more careful inspection of the critical point through a finite time scaling analysis of
the simulations is necessary to validate the SCT exponents. An open question is whether
the transition in 3D actually belongs to the SCT class, or to the orthogonal universality
class with ν ≃ 1.57 mentioned above, or to a third class. It would be also interesting
to study standard linearly reinforced random walks with local, nearest neighbour jumps
in the presence of a single impurity: the phase diagrams and possible critical properties
might differ significantly from processes with stochastic resetting like our Models I and
II.
Another outstanding problem is the study of the relaxation dynamics to the
stationary state in the localized phase, or the decay at large time of the impurity
occupation probability P0(t) at q = qc. It would be also worth examining how the
critical behaviour is modified if the distribution of intervals between resetting events is
no longer exponential, i.e., not characterized by a rate q. In processes with resetting to
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the origin, the distribution of times between reset events has an important impact on the
non-equilibrium steady states and can optimize mean first passage times [15, 18, 19, 20].
We hope that this study will contribute to the understanding of the mechanisms
involved in spatial learning processes by foraging animals. Our results provide a
mathematical support to the hypothesis presented some time ago [53, 54, 55] that
memory plays an important role during home range formation. Above a critical resource
threshold γc, our model walker builds a NESS, i.e., a stationary distribution of space use
comparable to a home range in the context of foraging ecology. The diffusive behaviour
that takes place below γc could be advantageous for exploring other regions of space
where more valuable resources might be found. Systems with many impurity sites
should therefore deserve further study, and could also be used to test the ability of non-
Markovian diffusing elements to solve complex optimization problems. Recent numerical
results with multiple searchers suggest promising applications in this field [56].
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Appendix A.
We denote P (0)n (t) as the probability distribution of the nearest neighbour random walk
in 1D with preferential resetting, in the absence of impurities. The master equation
obeyed by P (0)n (t) reads
P (0)n (t+ 1) =
1− q
2
[
P
(0)
n+1(t) + P
(0)
n−1(t)
]
+
q
t + 1
t∑
t′=0
P (0)n (t
′). (A.1)
With the definition of the generating function, P˜ (0)n (s) =
∑∞
t=0 P
(0)
n (t)s
t, we multiply Eq.
(A.1) by st and sum over t from 0 to ∞. The left-hand-side gives
1
s
[P˜ (0)n (s)− δn,n0], (A.2)
where we have made use of the initial condition X0 = n0. The last term of the right-
hand-side becomes
q
s
∞∑
t=0
t∑
t′=0
st+1
t + 1
P (0)n (t
′) =
q
s
∞∑
t=1
t−1∑
t′=0
st
t
P (0)n (t
′) =
q
s
∞∑
t′=0
 ∞∑
t=t′+1
st
t
P (0)n (t′).(A.3)
Denoting S =
∑∞
t=t′+1
st
t
with |s| < 1, we have ∂S
∂s
=
∑∞
t=t′+1 s
t−1 = st
′
/(1 − s). Since
S(s = 0, t′) = 0, we deduce,
∞∑
t=t′+1
st
t
=
∫ s
0
du
ut
′
1− u. (A.4)
Anderson localization of memory random walks 25
Inserting Eq. (A.4) into (A.3) and combining with (A.2), we obtain the s-transform of
Eq. (A.1):
P˜ (0)n (s) = δn,n0 +
1− q
2
s[P˜
(0)
n+1(s) + P˜
(0)
n−1(s)] + q
∫ s
0
du
P˜ (0)n (u)
1− u . (A.5)
We apply the Fourier transform (66) to this equation and obtain
(1− bks) ̂˜P (0)(k, s) = e−ikn0 + q ∫ s
0
̂˜
P
(0)
(k, u)
1− u du (A.6)
where bk = (1−q) cos(k). Taking the derivative with respect to s and rearranging terms
leads to a first order differential equation:
d
̂˜
P
(0)
(k, s)
ds
=
[
bk(1− αk)
1− bks +
αk
1− s
] ̂˜
P
(0)
(k, s) where αk =
q
1− bk ,(A.7)
which is easily solved as
̂˜
P
(0)
(k, s) = e−ikn0(1− s)−αk (1− bk s)−(1−αk), (A.8)
after applying the condition
̂˜
P
(0)
(k, s = 0) = e−ikn0. Expanding in powers of s, one can
then write P̂ (0)(k, t) explicitly as
P̂ (0)(k, t) = e−ikn0
t∑
m=0
(αk)m (1− αk)n−m
m! (n−m)! b
n−m
k , (A.9)
where (a)n = a(a + 1)...(a+ n− 1) and (a)0 = 1.
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