Abstract -An MN-Gallager Code over Galois fields, q, based on the Dynamical Block Posterior probabilities (DBP) for messages with a given set of autocorrelations is presented. The novel idea of the decoder is the dynamical updating of the prior block probabilities which are derived from the transfer matrix solution of the effective 1D Ising Hamiltonian and from the posterior probabilities of the neighboring blocks. This bridge between statistical physics and information theory leads to an efficient algorithm for joint sourcechannel coding.
I. THE DBP ALGORITHM
In recent papers[l, 21 a particular scheme based on a statistical mechanical approach for the implementation of the joint source-channel coding was presented and the main steps are briefly summarized below. The original boolean source is first mapped to a binary source {xi f 1) i = 1, ..., L, and is characterized by a finite set, ko, of autocorrelations where k 5 ko is the highest autocorrelation taken. The number of sequences obeying these ko constraints is given by Introducing the Fourier representation of the delta functions and then using the standard transfer matrix (of the size 2k0 x Z k O ) method, the entropy, H2({Ck}), for large L is given in the leading order by where A, , , is the maximal eigenvalue of the corresponding transfer matrix and {yk} are determined from the saddle point equations of eq. 3. Assuming a Binary Symmetric Channel and using Shannon's lower bound, the channel capacity of sequences with a given set of ko autocorrelations is given by The saddle point solutions derived from eq. 3 indicate that the equilibrium properties of the one dimensional Ising system kn obey in the leading order the autocorrelation constraints of eq. 2.
The decoding is based on the standard message passing introduced for the MN decoder over Galois fields with q = 2k0 
S~( l , c ) ( S R ( C , P ) )
stands for the Gibbs factor of consecutive LeftfCenter (CenterfFLight) blocks at a state 1, c (c, r ) .
MAIN RESULTS
The main results of ref.
[2] are: (a) for a binary symmetric channel the threshold, fc, is extrapolated for infinite messages using the scaling relation for the median convergence time, tmed cc l/(fc -f); (b) a degradation in the threshold is observed as the correlations are enhanced; (c) for a given set of autocorrelations the performance is enhanced as q is increased; (d) the efficiency of the DBP joint source-channel coding is slightly better than the standard gzip compression method; (e) for a given entropy, the performance of the DBP algorithm is a function of the decay of the correlation function over large distances.
