Let Y be an n × p multivariate normal random matrix with general covariance Y . The general covariance Y of Y means that the collection of all np elements in Y has an arbitrary np × np covariance matrix. A set of general, succinct and verifiable necessary and sufficient conditions is established for matrix quadratic forms Y W i Y 's with the symmetric W i 's to be an independent family of random matrices distributed as Wishart distributions. Moreover, a set of general necessary and sufficient conditions is obtained for matrix quadratic forms Y W i Y 's to be an independent family of random matrices distributed as noncentral Wishart distributions. Some usual versions of Cochran's theorem are presented as the special cases of these results.
Introduction
In multivariate analysis, it is an interesting and significant topic for us to establish the algebraic conditions to characterize the probability statement that a set of matrix quadratic forms Y W i Y 's is an independent family of random matrices distributed as (noncentral) Wishart distributions on condition that Y is an n × p normally distributed random matrix with general covariance Y and the underlying matrices W i 's are symmetric.
Cochran [3] solved the above problem for the case p = 1 with the identity covariance in 1934. Since then, Cochran's result, usually called Cochran's theorem, has become a cornerstone of the theory of analysis of variance in experimental designs, regression analysis and data analysis. Many scholars have been attracted to generalize Cochran's theorem in the univariate normal system. The various extensions of Cochran's theorem and their interrelationships were given by Madow [12] , Ogasawara and Takahashi [17] , James [8] , Khatri [10] , Chipman and Rao [2] , Rayner and Livingstone [20] , Good [5] , Styan [22] and Tan [23] .
In the earlier 1960s, Khatri [9, 10 ] extended Cochran's theorem from the univariate case to the multivariate case with a Kronecker product structure covariance. Later, numerous papers generalizing Cochran's theorem have been obtained for this case. The interested reader can refer to Rao and Mitra [19] , Khatri [11] , de Gunst [4] , Vaish and Chaganty [25] , Tian and Styan [24] and the reference therein.
Since there are a number of important instances where covariance matrix Y of Y cannot be represented as the form of a Kronecker product A ⊗ of the design covariance and the population covariance, e.g. see Anderson et al. [1] , Pavur [18] and Mathew [14] , many scholars started to extend Cochran's theorem to the case where the covariance Y of Y is nonnegative definite.
Pavur [18] obtained the distribution of matrix quadratic forms on condition that the underlying matrix W is nonnegative definite, the population covariance is nonsingular, and the covariance structure Y does not need to be the form of a Kronecker product. Wong et al. [26] obtained a set of necessary and sufficient conditions for the case of merely placing restrictions on the column space of Y . A verifiable version of Cochran's theorem was obtained by Wong and Wang [27] with nonnegative definite underlying matrices W i 's. Later, refinements and simpler proofs of the main result in Wong and Wang [27] were obtained by Mathew and Nordstrom [15] .
Recently, Masaro and Wong [13] derived a set of verifiable necessary and sufficient conditions for the Wishartness of a matrix quadratic form Y WY with the symmetric underlying matrix W in a normal random matrix Y with mean zero and general covariance Y . However, their result is cumbersome.
The development of the various versions of Cochran's theorem is a long story. The interested reader can refer to Hu [6] for more details on the history and the literature of its development.
Our contribution in this paper is to obtain a succinct and verifiable multivariate version of Cochran's theorem for matrix quadratic forms to be an independent family of random matrices distributed as Wishart distributions and a fully general version of Cochran's theorem for matrix quadratic forms to be an independent family of random matrices distributed as noncentral Wishart distributions.
The paper falls into seven sections. In Section 2, some necessary notations and preliminaries are summarized. The necessary and sufficient conditions on the Wishartness of a matrix quadratic form is developed in Section 3 and the necessary and sufficient conditions on the Wishartness and independence of matrix quadratic forms are established in Section 4. The noncentral Wishartness of a matrix quadratic form is discussed in Section 5 and the necessary and sufficient conditions on the noncentral Wishartness and independence of matrix quadratic forms are obtained in Section 6. Comments and outlook are presented in Section 7.
Notations and preliminaries
In this paper, M n×p denotes the set of n × p matrices over the real set R. The trace inner product , equipped in M n×p is defined as A, B = tr(AB ) for all A, B ∈ M n×p , where B is the transpose of B. . denotes the trace norm on the matrix set M n×p . S p denotes the set of symmetric matrices of order p over the real set R. N p denotes the set of nonnegative definite matrices of order p over the real set R. The following lemmata will be useful to our subsequent results. 
Using the properties of the Kronecker product and Lemma 2.1, the following lemma is easily proved. 
, we are interested in both the independence and the (noncentral) Wishartness of the matrix quadratic forms.
If Q is a random matrix of order p, the moment generating function, denoted by
The following lemma is due to Wong et al. [26] .
Lemma 2.4. Let Y ∼ N n×p (μ, Y ) and W i 's be symmetric matrices of order n. Then the joint moment generating function M(s) of quadratic forms
for all s ∈ S p such that sr( (1) is the moment generating function of the noncentral Wishart distribution W p (n, , ) with = μ μ. To avoid the nuisance of dealing with W p (n, , ), we assume that n > 0 and = 0 in this paper. 
Wishartness of a matrix quadratic form

.} if and only if for any elements t,t in the basic base
with
and
then Theorem 2.1 of Masaro and Wong [13] tells us that (2)- (4) are equivalent to the following conditions:
Note that from (B1)-(B5), we also obtain
and then
First of all, suppose that conditions (A1)-(A3) and (B1)-(B5) hold. We shall show that conditions (2)- (4) hold.
For convenience, we shall use four-dimensional subscript to represent a couple of elements in the basic base E p . For example, if t = E ii andt = E ij , 1 i < j r, we use (ii, ij ) to represent (t,t). By the structure of and (A3), we only need to consider these elements E ij , 1 i j r, in the basic base E p . Write = {(ij, i j ) : 1 i j r, 1 i j r}. We divide into seven classes.
So any four-dimensional subscript (ij, i j ) must be the element of one and only one set of C 1 ,
From Lemma 2.3, to prove (2), it is equivalent to proving that for any couple of elements in the basic base E p , we have
Eq. (7) follows from (B1)-(B5) and (5) with some simple matrix calculations. Exactly as in the proof of Lemma 2.3, (3) is equivalent to
for any element t in the basic base E p . Note that
So (8) holds. Finally, by (A1) and (A2),
which proves (4). Conversely, suppose (2)- (4) hold, we shall show that (A1)-(A3) and (B1)-(B5) hold. Taking (ij, i j ) ∈ C 1 , the left side value of (7) is 2L((
, while the right side value of (7) is 2 2 i B ii B ii . Eq. (7) implies that (B1) holds. Taking (ij, i j ) ∈ C 2 , the left side value of (7) 
while the right side value of Eq. (7) is 8 i j B ij B ij . Eq. (7) means that (B2) holds.
Taking (ij, i j ) ∈ C 3 , the left side value of (7) is L((E ii E jj + E jj E ii ) ⊗ W )L = 0, while the right side value of (7) Taking (ij, i j ) ∈ C 4 , the left side value of (7) is
, while the right side value of (7) Taking (ij, i j ) ∈ C 5 , the left side value of (7) is
, while the right side value of (7) is 4 √ i j k (B ik B jk + B jk B ik ). Eq. (7) implies that (B5) holds.
As above discussed, (B1)-(B5) follow from (2) .
then we define the operation • on S a as 
. . , r (see for example, [7] ). Moreover, by (4),
which proves condition (A1). And
proving (A2). Therefore, the proof is complete.
Note that (2) and (3) 
with {h :
Proof. Since ∈ N p , there exists an orthogonal matrix H of order p such that H H = I p and 
From [16] . The equivalence between (12)- (14) and (9)- (11) 
Wishartness and independence of matrix quadratic forms
The following necessary and sufficient condition for the independence of matrix quadratic forms is obtained from the similar result in Wong et al. [26] with some appropriate modifications for verifiability. (17) and (16) amounts to
we only need to prove (17) from statements (a) and (18 
By Lemma 2.3 and statement (a), we can obtain that for
In particular,
With (20), (21) and by Lemma 2.2,
So from (20) and (22) 
Similarly,
Thus, by (19) , (23) and (24), for any
Therefore, we have completed the proof of the desired result. 
The noncentral Wishartness of a matrix quadratic form
In this section, we shall use the moment generating function M(s) of Y WY to study the case of the normal random matrix Y with nonzero mean μ and general covariance Y . (a) For any elements h,h in the similar base H p associated with ,
(b) For any s in a neighborhood N 0 of 0 in S p and n = 1, 2, . . . ,
with = μ W μ.
Proof. From Lemma 2.4, the moment generating function
for any s in a neighborhood 
. By Theorem 3.2, (30) amounts to (25)- (27) . Moreover,
Eq. (31) is equivalent to, for any s in S p ∩ N 0 ,
The arbitrariness of s close to 0 implies that (33) amounts to (28) and the proof is complete.
From the proof in Theorem 5. 
The following example gives an application of Theorem 5.1 and also provides an illustration of a matrix quadratic form Y WY which has a noncentral Wishart but where W is symmetric, not necessarily nonnegative definite. In this case, its Y is also singular by Corollary 3.3. 
With some necessary matrix operations, we obtain from Theorem 5. 
The noncentral Wishartness and independence of matrix quadratic forms
The following result is obtained from the corresponding result of Wong et al. [26] with some modifications for verifiability. 
Combining Theorem 5.1 with Lemma 6.1, we obtain the following version of Cochran's theorem. 
If Y is the Kronecker product structure A ⊗ for some A ∈ N n , Theorem 6.2 is reduced to the following familiar multivariate version of Cochran's theorem. 
Comments and outlook
In this paper, each W i being symmetric rather than nonnegative definite is assumed in all theorems. Why do we assume that each W i is symmetric instead of nonnegative definite? One of our reasons is that the property of each W i being nonnegative definite is included in the algebraic conditions obtained in our theorems (see Corollary 3.3). In other words, the algebraic conditions obtained in our results do determine not only the independence and distributions of matrix quadratic forms but also the property of each W i being nonnegative definite for the case of nonsingular Y . We take Theorem 3.2 as an example. If the condition of each W i being symmetric is replaced with that of each W i being nonnegative definite, Theorem 3.2 will weaken its power. It is well-known that the core of Cochran's theorem is the easily verifiable algebraic conditions rather than the others. The cores of our results are also the easily verifiable algebraic conditions. So both for practical purposes and for theoretic development assuming each W i symmetric is more significant and more useful than assuming each W i nonnegative definite.
In addition, historical reasons and practical purposes are the motivation and justification for assuming that (i) each W i is symmetric instead of nonnegative definite and (ii) Y and do not need to be positive definite in our problem. The similar consideration about symmetric W i 's can be found in Wong et al. [26] .
In Cochran's paper [3] , each W i being symmetric instead of nonnegative definite was required in his Theorem II. Of course, the property of each W i being nonnegative definite is also included in the algebraic conditions obtained in Cochran's theorem. Later, Ogasawara and Takahashi [17] extended Cochran's theorem to the case of Y being singular. Since then, many scholars investigated various versions of Cochran's theorem with situation where each W i is symmetric and (or)
Y is singular (see [10, 2, [20] [21] [22] [23] 5] The interrelationship of propositions (A)-(C) will be one of the topics of interest. Proposition (A) follows by Theorem 10.3.4 of Muirhead [16] from propositions (B) and (C). We are wondering if the other two implications hold. And we shall study the interrelationship of propositions (A)-(C) with some imposing conditions. Further, we shall investigate new propositions or conditions and the interrelationship between them and (A)-(C).
