between party identity and liberal-conservative ideology. Again, there is a clear trend towards increased ideological sorting. Finally, the right-hand panel in Figure 1 shows the percentages of party identifiers who classify themselves as independents or partisans (the sum of those who identify themselves as either strong Democrat or strong Republican). The percentage of independents decreased since the 1970s, while the percentage of strong partisans increased over the same time-period. Why all this sorting along partisan lines? Recent scholarship has dealt with the question of whether these trends are driven by the elites or are due to 'popular demand'. 6 It seems likely that developments both at the elite and at the mass level reinforced each other, leading to an upward spiral of increased partisanship: 7 more ideologically sorted party elites confront citizens with more coherent alternatives. More partisan-driven citizens and constituencies give party elites incentives for purer partisan behaviour. The causes for increasing elite partisan behaviour are partially understood, while comparatively little is known about the mass level. This, then, is the main question this article addresses: what are the reasons for the sorting of citizens along partisan lines?
Or, differently put: what determines partisanship at the individual level and what has changed over the last four decades? The literature dealing with partisanship in the American electorate has a long tradition, 8 and is quite contested. This article adopts a perspective of partisanship as a 'sum of preferences', i.e. it conceptualizes party identity (ID) as being endogenous to preferences. Different objective economic situations lead, at least indirectly via preferences, to different partisanship. The article, therefore, subscribes to a view which comes close to Fiorina's metaphor of partisanship as a 'running tally '. 9 In particular, I argue that adding an important factor to the usual suspects of determinants of partisanship offers new insights into the observed sorting along partisan lines. I apply a simple yet powerful prediction from the social insurance literature: that not only an individual's income, but also her income prospects (risk exposure), shape political preferences. Since, as I show, income and risk exposure are important and independent determinants of partisanship, the joint distribution of these two traits (a concept I call 'risk inequality') is of central importance. It turns out that income and risk exposure 6 William A. Galston and Pietro S. Nivola, 'Delineating the Problem', in Pietro S. evolved from being fairly cross-cutting to being strongly reinforcing traits over the last few decades. This process of increasing 'risk inequality', I argue, led to a sorting process at the mass level: the share of citizens with economic traits that make them either 'natural' Democrats (those with low income and high risk exposure) or 'natural' Republicans (those with high income and low risk exposure) has risen steeply. In contrast, fewer and fewer citizens are cross pressured ('natural' Independents), i.e. have either a combination of low income and low risk exposure or high income and high risk exposure. Together with rising inequality, 10 increasing risk inequality helps to explain the above-mentioned trends. The article proceeds as follows. The next section details the theoretical framework. It explains why income and risk exposure are two central determinants of partisanship, and why their joint distribution is of interest. The section following after that presents evidence at the micro and macro levels, respectively. The final section discusses the findings' implications and limitations. The Appendix contains details of the data.
THEORETICAL FRAMEWORK
This article applies a simple but powerful insight from the social insurance literature 11 to the partisanship literature: that individuals' preferences are shaped not only by their current income but also by their income prospects (risk exposure). In particular, poor as well as riskexposed individuals should support redistributional policies (and hence left parties), because these policies help them today or insure them against the risk of being poor in the future.
This insight is very intuitive. If a person expects to be poor in the future (i.e. that person's risk exposure is high), that person should support policies and parties for the poor. In contrast, if one expects to be rich in the future (risk exposure is low), one should support policies and parties tailored towards the rich. This logic can be formalized relatively easily. 12 The critical assumptions required to arrive at the results are that individuals are risk averse; that policy instruments are somewhat sticky; and that preferences are formed in a state of uncertainty about the future (risk exposure).
Consistent with the view that partisanship is the sum of policy preferences, it can be shown that redistributive policy preferences map onto partisan preferences (see the second 10 McCarty, Poole and Rosenthal, Polarized America. 447-87. panel in Figure 1 and the next section). Hence, I hypothesize that low-income as well as riskexposed individuals not only have pro-redistributive policy preferences but also left partisan preferences. Assuming that the Democratic party is more in favour of redistributional policies than the Republican party, people worried about their economic situation today and in the future should affiliate with the Democrats. 13 In contrast, those who are rich today and/or expect to be rich in the future should affiliate with the Republicans.
The two traits influencing social policy and partisanship just mentioned -income and risk exposure -can, in principle, work against each other and cross-pressure individuals.
14 Someone with high income but also high risk exposure is likely to be fairly moderate in her redistributional and partisan preferences, like someone with low income and low risk exposure. These cross-pressured voters should be 'natural' Independents (conservative Democrats or liberal Republicans, just like cross-pressured members of Congress). In contrast, an individual with consistent traits should be fairly extreme on redistributional and partisan preferences -a 'natural' partisan. Voters with low income and high risk exposure can be expected to be 'natural' Democrats (liberal Democrats), while voters with high income and low risk exposure are 'natural' Republicans (conservative Republicans).
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The suggested micro-level mechanism has macro-level implications as well. It is the joint distribution of income and risk exposure ('risk inequality') that will tell us something about the expected distribution of policy and partisan preferences. In particular, the joint distribution will determine the relative size of the aforementioned groups ('natural' Democrats, 'natural' Republicans and 'natural' Independents). As a hypothetical example, imagine a society in which risk exposure is disproportionally located at the upper end of the income scale. In contrast, poor individuals would have a particularly low degree of risk exposure. Since income and risk exposure are cross-cutting traits, this society would have a lot 13 There is an interesting connection to the economic voting literature. One could say that people's egocentric (or pocket-book) calculus of voting (or partisanship) is both retrospective (current income) and prospective (income prospects). The analogy to this article's argument would be that the expectation of being poor in the future makes one affiliate with the Democrats.
14 Thinking about social policy preferences as shaped by the two traits of income and risk exposure can be useful in studying a range of phenomena. Assume that people fall into one of four categories: (i) low income-high risk (ii) low income-low risk (iii) high income-low risk (iv) high income-high risk. Depending on which cell they inhabit, individuals should have a higher or lower demand for redistribution and/or insurance. Depending on the relative population of these cells (which will vary across policy domain, over time, and across countries), we should observe more or less encompassing support for social policies. In particular, 'cross-class coalitions' should be most likely in situations in which the high income-high risk cell (and perhaps the low income-high risk cell) is relatively large. In contrast, social policy should be a more contested issue when the two traits are reinforcing (only the low income-high risk and high income-low risk cells are populated).
15 This is obviously a radical simplification. Partisanship is a highly complex phenomenon and this article narrowly focuses on some aspects. The language of 'natural' independents and partisans is used for the sake of clarity. One immediate complication is that it is conceivable that some voters drop out of this scheme altogether: if individuals do not perceive a link between their policy preferences and the policy options the two parties offer, they may turn their backs on politics altogether (or perhaps classify themselves as 'Independents'). Conceptually, individuals with extreme policy preference should be most akin to political alienation of that sort (i.e. the 'natural' Democrats or the 'natural' Republicans). This has two implications. First, we can think of the American electorate as consisting of four groups: 'natural' Democrats, 'natural' Independents, 'natural' Republicans, and the 'alienated'. Secondly, the group of Independents can be expected to be quite heterogeneous since it may be made up of 'natural' Independents as well as individuals with such extreme policy preferences that they do not seem to be served by the two major parties. I will return to this point below.
of cross-pressured, i.e. moderate, individuals in its electorate, namely many rich people with disproportional risk exposure and many poor people with very low risk exposure. As a more realistic example, imagine a society in which risk exposure is concentrated among the poor, while the rich have rosy income prospects. This society, in which income and risk exposure are reinforcing traits, would be divided on redistributional issues and its electorate would have large groups of 'natural' partisans. In the next section, I will show that income and risk exposure in America have become increasingly reinforcing traits over the last four decades. This, I argue, explains the increasing sorting along partisan lines.
EVIDE NCE

The Micro Level
To explore whether redistributional preferences translate into partisanship, I employ the General Social Surveys (GSS). 16 Partisanship is measured by a standard party ID survey item.
17 I prefer to use partisanship (party ID) over vote choice or vote intention because this measure is likely to be less influenced by election-specific factors. Therefore, a comparatively slow-moving indicator like partisanship seems to be a good choice, and it also has the advantage of including the category of Independents. A respondent is classified as a 'Democrat' (Republican) if she identifies herself as 'strong', 'not very strong' or 'independent, close to' Democrat (Republican). Redistributional preferences are captured by a dummy variable for respondents who indicate that the 'government ought to reduce the income differences between rich and poor'. . I am using the GSS and not the National Election Studies (NES) for reasons that become clear below. I will discuss robustness checks at the end of this subsection. More details on the data can be found in the Appendix. 17 Respondents were asked the following question(s): 'Generally speaking, do you usually think of yourself as a Republican, Democrat, Independent, or what?' If they answered 'Republican' or 'Democrat', they were asked: 'Would you call yourself a strong (Republican/Democrat) or not very strong (Republican/ Democrat)?' If, instead, the respondent answered 'independent', 'no preference', or 'other', the follow-up question reads: 'Do you think of yourself as closer to the Republican or Democratic Party?' to which they could answer 'Republican', 'Democratic' or 'Neither'. The answers to these questions can be coded into a partisanship variable, classifying people into one of the following seven categories (otherwise, they are assigned a missing value and dropped from the analyses): 'Strong Democrat', 'Not very strong Democrat', 'Independent, close to Democrat', 'Independent', 'Independent, close to Republican', 'Not very strong Republican' and 'Strong Republican.' Despite some minor coding issues, this variable is comparable across time; see 'GSS Methodological Report 56' (http://webapp.icpsr.umich.edu/GSS/rnd1998/reports/m-reports/ meth56.htm).
18 More precisely, the binary variable (employed in Figure 1 and the logit estimations below) equals one for answer categories 5 to 7 (and zero for categories 1 to 4) from the following survey item: 'Some people think that the government in Washington ought to reduce income differences between the rich and the poor, perhaps by raising the taxes of wealthy families or by giving income assistance to the poor. Others think that the government should not concern itself with reducing this income difference between the rich and the poor. Here is a card with a scale from 1 to 7. Think of a score of [7] as meaning that the government ought to reduce the income differences between the rich and the poor, and a score of [1] meaning that the government should not concern itself with reducing income differences. What score between 1 and 7 comes closest to the way you feel?' [Variable eqwlth in the GSS, reversed].
preferences, and increasingly so over time (see the second panel in Figure 1 ). As dependent variables I use these partisanship and redistributional items.
The central micro-level hypothesis to be tested is that income and risk exposure meaningfully shape individuals' policy and partisan preferences, controlling for other important determinants. I estimate models of the following form:
where redistribution it and partyID it are (ordinal or binary) measures of redistributional preferences and partisanship for an individual i at time t; RISK it and INCOME it are the key explanatory variables of interest, namely risk exposure and income; X it is a set of characteristics of individual i; and f t is a set of year dummies. How is risk exposure measured? The concept is about an individual's future income prospects. For almost all people, earnings from a job are a crucial source of their income (until they retire or drop out of the labour force for other reasons). For most of those participating in the labour market, this dependence on wage income is direct; it is indirectbut nevertheless existing -for many of those not participating in the labour market. After all, people staying at home tend to be supported by other wage income earners.
A person's job -her occupation -is therefore of overwhelming importance when it comes to current income as well as future income. Therefore, I use 'occupational unemployment rates' as a proxy for risk exposure.
19 For this measure, unemployment rates are calculated just like national unemployment rates but at detailed occupational levels (about 380 occupations). 20 The data sources for these calculations are the March Annual Demographic Files from the Current Population Survey (CPS). These occupational unemployment rates are then merged into a public opinion survey, based on a respondent's occupation.
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Respondents in occupations with high (low) levels of unemployment rates have low (high) job security, and hence high (low) risk exposure. The higher an individual's occupational unemployment rate, the more risk-exposed that individual is.
The operationalization of income is straightforward: it is simply the (real) family income reported by a respondent. The ds in the equation above capture the effect of the control variables. I follow McCarty, Poole and Rosenthal's (MPR) set up closely. 22 In their book, they control for race, gender, education, age, region and church attendance. Exactly as in MPR, race and region are combined into two categorical variables: African-Americans and 20 It goes without saying that these occupational unemployment rates could be further refined. For example, it would be interesting to have detailed estimates of unemployment duration, or regionally specific unemployment rates. But this runs into data limitation problems. 21 It is therefore critical to have a public opinion dataset that includes detailed occupational information about respondents. The NES only includes detailed occupational variables from 1984 onwards. Therefore, the article relies on the GSS which includes detailed occupational variables from 1972 onward. 22 McCarty, Poole and Rosenthal, Polarized America.
Southern non-African-Americans. Education is captured by two dummy variables ('some college' and 'at least college degree') and church attendance by a dummy variable for individuals attending church/synagogues at least 'once a month'. The operationalizations of gender (dummy for women) and age (in years) are obvious. These control variables are exactly the same as in MPR. One could include other controls, namely variables capturing respondents' employment or marital status. 23 For robustness checks, additional estimations include controls for employment status (dummy for working part-time, dummy for being unemployed, dummy for not employed) and marital status (dummy for divorced). Table 1 presents the logit estimates of three specifications of the model, pooling all observations across all years into one dataset (year dummies are included in the estimations, but not shown). The sample includes all the respondents for whom data were available on all the variables. The dependent variable in Models 1-3 is a dummy for redistributional preferences; the dependent variable in Models 4-6 is a dummy for Republican party ID. Models 1 and 4 display a specification that comes closest to MPR; Models 2 and 5 add the risk exposure variable; finally, Models 3 and 6 add control variables related to employment and marital status.
By and large, the results are as expected. Not surprisingly, the control variables perform roughly as could be expected from previous work, especially MPR. More importantly, this article's key explanatory variables -income and risk exposure -turn out to be statistically significant predictors of redistributional and partisan preferences. To give a sense of these variables' substantive impact, Figure 2 displays changes in predicted probabilities for redistribution (left panels) and partisanship (right panels) when simulating changes in risk exposure (top panels) and income (bottom panels).
Figure 2 allows one to read off changes in predicted probabilities based on various simulated changes in the explanatory variables. For example, the top-right panel suggests that the probability of affiliating with the Republican party decreases from about 0.39 to about 0.31 when changing a hypothetical person's risk exposure from minimum (close to 0 per cent) to about 12.4 per cent (which is the 90th percentile in the data). The bottomright panel suggests that the same probability increases from about 0.29 to about 0.38 when changing income from minimum to p90. These are very large substantive effectsand the effects would be even larger if changes throughout the variables' entire ranges were simulated.
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These estimations pool all observations across all years together. Figure 3 summarizes the results when the models are run year-by-year. There are no dramatic changes in the coefficients of income and risk exposure, and they tend to be statistically significant. This suggests that the impact of income and risk exposure on the dependent variables is more or less constant across time. In other words, the micro-level results (Table 1) Notes: Logit regressions, using weights. Shown are coefficients, with standard errors in brackets. *Significant at 10%; **significant at 5%; ***significant at 1%. a Response categories 5-7 from variable with 1 ('no govt action') to 7 ('govt should reduce income differences') vs. categories 1-4. b Republican (independent, close to; not very strong; strong) vs. Democrat (independent, close to; not very strong; strong) and Independent. The discussion above also suggests that there are 'natural' Democrats, Independents (or cross-pressured voters) and Republicans, depending on the combination of income and risk exposure. Empirically, groups line up as expected: 'natural' Democrats support redistribution more than the cross-pressured voters, while 'natural' Republicans support Table 1 , respectively, holding all other variables at their means. Point estimates are indicated by their summary statistics (i.e. min, p10, p25), while the lines are 95% confidence intervals. For example, the top-left panel reveals that the probability of supporting redistribution increases from about 0.41 to about 0.5 when changing risk exposure from its minimum to about its 90th percentile (this is roughly a change from close to 0 per cent unemployment to about 12.4 per cent unemployment).
it less than them. The reverse is true when it comes to the probability of affiliating with the Republicans.
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From their statistical significance, as well as from their meaningful substantive effects, I conclude that income and risk exposure are important determinants of redistributional preferences and partisanship. This conclusion is backed by a wide range of robustness tests. 26 It is, therefore, informative to explore the joint distribution of income and risk Table 1 , and averaged over three groups (natural Democrats, cross-pressured voters, and natural Republicans). To arrive at these groups, both income and risk exposure are divided into tertiles (for each year). Those with lowest income and highest risk are coded as 'natural' Democrats; those with the highest income and lowest risk are coded as 'natural' Republicans, while all others are coded as 'natural' Independents. The results would be similar if the tertiles were calculated across all years, or if different cut-off points were used. 26 Numerous robustness checks were carried out. The results are robust to a wide range of changes, the following factors in particular: (i) Datasets: Results are very similar if NES data are used instead of the GSS (because of the absence of a detailed occupational variable for earlier years, the analysis can only be carried out on data from 1984 onwards). (ii) Dependent variables (DVs): To ease the presentation of substantive effects, the DVs are recoded into dummy variables. Estimates on the seven-category versions of the dependent variables, using ordered logit models, lead to similar results. Furthermore, the results also hold if vote choice in presidential elections is the dependent variable. Moreover, the results of the article remain basically unchanged if a stricter definition of Democrat or Republican is chosen. (iii) Measurement of risk exposure: Occupational unemployment rates are measured with a detailed classification. The results are similar if more aggregated or different classifications are used (such as the exposure ('risk inequality'). Since the impact of neither income nor risk exposure changes meaningfully over time, neither of these variables alone can explain the observed process of sorting. However, in combination, they can. This compositional effect will be explored next.
The Macro Level
How are income and risk exposure jointly distributed, and how has this changed over time? The CPS can be used to generate a dataset at the (detailed or more aggregated) occupational level containing the risk exposure measure used in the micro-level analysis and each occupation's real annual wage (see Appendix for details). 27 We can then look at the relationship between these two variables, and how it changes over time. For illustration, Table 2 lists twenty-two 'major groups' of occupations and interesting covariates thereof. These twenty-two broad types of occupations are obviously much less detailed than the 380 or so occupations employed in the micro-analysis above and some of the macro-analysis below, and they 'hide' a lot of heterogeneity. 28 However, the aggregated data help to show the big picture. Table 2 displays unemployment rates and wages at the major occupational group level, for 1971 and 2002. 29 Occupations with particularly low unemployment rates are found in groups 25 (Education, Training, and Library Occupations), 29 (Healthcare Practitioners and Technical Occupations) and 23 (Legal Occupations). Compared to the national average of roughly 6 per cent (in the years 1971 and 2002), these major occupational groups had unemployment rates below 2 per cent (again, there is obviously quite a bit of heterogeneity across the occupations summarized in the aggregated major occupational groups). In contrast, the major occupational groups 37 (Building and Grounds Cleaning and Maintenance Occupations), 35 (Food Preparation and Serving Related Occupations) (F'note continued) major occupational groups displayed in Table 2 or the ISCO88 classification at various levels). To avoid results that are driven by outliers, the occupational unemployment rate variable is top-coded at its 98th percentile. This makes no difference. More details, including the thorny issue of dealing with occupational classifications that change over time, can be found in the Appendix. (iv) Control variables: Robustness checks reveal that the results hold up if the regressions include an additional variable containing occupational wages or if other occupational concepts are included (such as class or prestige scores). (v) Income concept: Real family income is the income variable used in the micro-analysis. One could also follow MPR and employ relative income rather than absolute income, where relative income is simply the ratio of a respondent's real family income (reported in the GSS survey) to the average income in a given year. The results do not depend on this choice. Alternatively, one could use wages at the occupational level, again leading to the same conclusions (unsurprisingly, occupational wages have less explanatory power than family income). (vi) Sample: I assign retired respondents the risk exposure level of their previous occupation. Alternatively, one could restrict the sample to those in the labour force; one could also assign a respondent with a missing value on occupation of her or his spouse's occupation. Neither of these changes would change the results meaningfully.
27 I prefer to use the CPS over the GSS for the macro-analysis because the GSS is not sampled representatively with respect to the labour market indicators of interest in this article. For example, it is implausible that the GSS is representative with respect to the 380 or so occupations distinguished for the risk exposure variable. 28 These are all but one major group from the Standard Occupational Classification (SOC) (see http:// www.bls.gov/soc/socguide.htm). As in the rest of the analysis, I left out 'Military Specific Occupations' (major group 55). Within these 23 major groups, there are 96 minor groups, 449 broad occupations and 821 detailed occupations. 29 The years 1971 and 2002 span the longest possible time-range without a major change in the occupational classification. The economy-wide unemployment rate in these years is also very similar (about 5.8 per cent). What happened to risk inequality, i.e. the relationship between occupational unemployment rates and occupational wages? We can simply correlate the two variables of main interest to get a summary measure of their relationship. To give these correlations meaning, Figure 4 Table 2 exemplifies two of the income-risk distributions which can be recovered from Table 2 .
In particular, Figure 4 shows the income-risk distribution for 1971 (the weighted correlation coefficient is 20.33) and 2002 (for which the weighted correlation coefficient is 20.66).
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To explore the relationship between income and risk exposure in more detail, Figure 5 shows the (weighted) correlation coefficient between income and risk exposure as well as the t-values from regressing income on risk exposure for each year (at the more detailed occupational level employed in the micro-part of the analysis). These summary measures of the relationship between income and risk exposure (i.e. proxies for 'risk inequality') reveal two important findings. First, the income-risk relationship is always negative. Secondly, income and risk exposure are increasingly correlated over time. In other words, over the last four decades, 'risk inequality' in the United States has been on the rise. Figure 5 may suggest otherwise, but the increase in risk inequality happened relatively gradually -although undoubtedly many of the developments occurred in the 1980s.
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Why did risk inequality increase over time? What happened in the labour market? To explore these questions, the first four columns of Table 2 provide information about employment patterns in the twenty-two major occupational groups for 1971 and 2002, and the changes over these thirty-one years. Employment in occupations summarized into major occupational group 51 (Production) decreased dramatically, from 16.7 per cent of all employment to 7.6 per cent, a decrease of 9 percentage points or a compound annual decline of 2.5 per cent. Large declines in employment shares are also found in major occupational groups 43 (Office and Administrative Support Occupations) and 45 (Farming, Fishing, and Forestry Occupations). On the other side of the spectrum are fast-growing major occupational groups, namely groups 29 (Healthcare Practitioners and Technical Occupations), 23 (Legal Occupations), 41 (Sales and Related Occupations) and 13 (Business and Financial Operations Occupations).
With respect to the variables of interest (risk exposure and income), we can observe intra-occupational changes over time (especially at detailed occupational levels) as well as inter-occupational changes. In other words, the increase in risk inequality is due to changing income and risk profiles of certain occupations, as well as due to changes in the relative size of occupations. Figure 6 gives some insights regarding the characteristics of growing and disappearing occupations. The left-hand panel of the figure indicates changes in employment shares between 1971 and 2002 by income-risk groups of occupations. 32 The share of jobs in the 30 When using the 1971 income-risk distribution with 2002 weights, the correlation coefficient is 20.45, which suggests that the change in risk inequality is the result of both a change in the income-risk characteristics of occupations as well as a change in the size of occupations. Note that the correlation coefficients in Figure 5 differ (they are 20.32 (1971) and 20. 47 (2002) , respectively). The differences arise for three reasons. First, the results in Figure 5 are based on a more detailed occupational classification. Secondly, it uses mean (not median) wages (which makes no qualitative difference). Thirdly, the weights are employed and unemployed within each occupation, while above they are only the employed. 31 As detailed in the Appendix describing the CPS data, the occupational classification changes several times. One break in the series happens in 1983; even the standardized occupational classification used in this article cannot completely correct for that. However, it is possible to employ more detailed occupational classifications, such as the twenty-two 'major groups' listed in Table 2 , or the twenty-seven ISCO88-2d groups. Replicating Figure 5 with these more aggregated data leads to a much smoother and even stronger pattern.
32 Occupations (at the major group level) are assigned into one of three combinations of risk exposure and income. Based on data from 1971, occupational groups are grouped in income noviles and occupational unemployment rate noviles. Adding these two variables up leads to a measure of income-risk combinations which ranges from 2 to 18 (highest income novile, lowest unemployment novile). Low income/high risk occupations are values 2 to 6; middle income/middle risk occupations are values 7 to 13; middle of the income-risk distribution declined drastically, while the share of jobs at the top and -to a lesser degree -at the bottom of the income-risk distribution increased. Next, I briefly discuss three main suspects for this polarization of the American labour market: technological change unfavourable to 'routine' jobs; the decline in unionization; and the decline in real minimum wages. 1968 1973 1978 1983 1988 1993 1998 2003 2008 high income/low risk occupations are values 14 to 18. Employing the same definitions of 'natural' partisans and Independents as above as a measure of job quality would lead to similar patterns. 33 These developments are likely to be interrelated. How exogenous they are to politics is an interesting question for further research.
First, recent literature in sociology and economics argues that the observable pattern of 'job polarization' can be explained by the 'routinization' hypothesis. 34 Of the various existing explanations for job polarization, this one seems to emerge as the most plausible.
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It suggests that technological change replaces 'routine' labour (clerical and craft jobs) in the middle of the wage distribution. This is why Table 2 includes a column containing a measure of 'routine task importance' (the table also shows the average educational level and unionization rate within each major occupational group). The right-hand panel in Figure 6 reveals that 'routinization' is also a plausible explanation for the observed increase in risk inequality: the (disappearing) middle jobs (middle income, middle risk exposure) rely disproportionally on routine tasks. The second and third broad labour market trends worth mentioning are the decline in unionization rates and the decline in the (real federal) minimum wage, respectively. The trend regarding unionization indicates that the percentage of union members (relative to the labour force) decreased from almost 25 per cent in the 1970s to a little more than 10 per cent today. The 1980s witnessed a particularly steep rate of decline -this is also the time period of the largest increase in risk inequality.
All three of these broad trends -routinization, decline in the minimum wage, decline in unionization -are plausible parts of an explanation for the increase in risk inequality in the last few decades in the United States. As shown above, 'routine jobs' are likely to be of the 'middle income, middle risk' kind. Likewise, unionized workers tend to enjoy higher wages and job security. Finally, increasingly low minimum wages make low income occupations particularly vulnerable.
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Whatever the reason for the increase in risk inequality, it probably has changed the partisan composition of the American electorate over time. Fewer and fewer citizens experience crosspressure from the two traits of income and risk exposure. More and more citizens have traits that should lead to pure (sorted) preferences. In other words, the relative size of the three groups identified above -'natural' Democrats, 'natural' Independents (or cross-pressured voters) and 'natural' Republicans -changed over time. Figure 8 employs the same definition of these groups as in the micro-level analysis above and plots the percentages of 'natural' Republicans (R), 'natural' Democrats (D), the sum of these two (P for 'natural' partisans 5 R 1 D) as well as the cross-pressured voters (C) over time.
As expected from the increase in risk inequality, the figure reveals a marked sorting process of the income-risk distribution. While the proportion of people at the extremes of 1968 1973 1978 1983 1988 1993 1998 2003 2008 Minimum Wage Unionization rate that distribution (i.e. the 'natural' Democrats and Republicans) was about the same as the proportion of people at the middle of that distribution (cross-pressured individuals, or 'natural' Independents) around 1970, they vastly outnumber them nowadays (60/40).
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I believe it is this sorting process within the labour market that explains the puzzling sorting of the American electorate along partisan lines (summarized in Figure 1 ).
Which party, if any, has benefited from this trend? Increasing risk inequality sorts the electorate at both ends of the spectrum (and it thins out the middle). A priori, therefore, it is not clear which party benefits from such a trend. However, the increase in risk inequality has probably given an advantage to the Republicans (a potential solution to the puzzle of why a conservative party can win elections in times of sharply increasing income inequality). First, the sorting process seems to have somewhat advantaged the Republicans, as Figure 8 shows. 38 The growth of 'natural' Republicans outperformed the growth of 'natural' Democrats. Secondly, the mapping from 'natural' to 'actual' partisans became somewhat stronger for Republicans and somewhat weaker for Democrats
C C C C P P P P P P P P P P P P P P P P P P P P P P P P P P P P P P P P P P P P P Data source: CPS. 37 The figure is based on the CPS, but the GSS would lead to similar results. 38 Note that Figure 8 defines the 'natural' partisans based on tertiles that are calculated on a year-byyear basis. The tertiles could also be computed for the entire time period. The trends would be similar, but less smooth and with a stronger increase of 'natural' Rs compared to Ds.
(overall, it is fairly constant). 39 Thirdly, there is evidence that the probability of 'natural' Democrats to turn out to vote is much lower than the probability of 'natural' Republicans, and the gap is widening. 40 
CONCLUSION
Conventional wisdom and decades of research claim that -on average -the 'haves' sympathize with the Republican party, while the 'have-nots' prefer the Democratic party. In this article, I argue and show that the same is true when it comes to income prospects (risk exposure): the 'will-haves' tend to be pro-Republican, while the 'will-have-nots' tend to favour the Democrats. In other words, the article shows that future income -risk exposure -is a powerful factor in shaping individuals' social policy and partisan preferences (just like current income). These two traits can either be reinforcing (generating 'natural' partisans), or cross-cutting (cross-pressuring people and generating 'natural' Independents).
Consequently, risk inequality -the joint distribution of income and risk exposure -is an important concept. I show that there has been a sharp increase in risk inequality in the United States. Since the 1970s, income and risk-exposure are increasingly correlated. This has led to a sorting of the American electorate: the proportion of cross-pressured voters has decreased, while the proportion of people who can be predicted to have consistent partisan traits has increased. This sorting process can help to explain the sorting of the American electorate along partisan lines and speaks directly to the patterns sketched in Figure 1 . I want to discuss briefly a few implications and limitations of my findings.
My findings suggest that there are developments at the mass level that have led to a sorting of the electorate. The conventional story goes that the increasing partisan behaviour of elites makes it easier for voters to sort themselves into partisan camps. However, my findings suggest the reverse: the sorting at the mass level gives political elites incentives for increased partisan behaviour. There is a firm 'electoral connection' to the observed sorting processes.
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From a normative perspective, I can think of many arguments why increasing risk inequality is an undesirable development for representative democracy. For example, those who are poor and risk exposed are most likely to be politically alienated. On average, about 45 per cent within this group do not vote! More generally, more extreme partisans may not perceive a fit between their preferences and the party platforms. As a final example, rising risk inequality is worsened by the 'great risk shift' -Jacob Hacker's label for the trend of privatizing the insurance of different types of risks (health, pensions, retirement, etc.) .
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39 It is not unproblematic to assess the mapping of 'natural' into 'actual' partisans. First, the language of 'natural' partisans is meant to communicate the main message (namely that the tails of the income-risk distribution became fatter; that we should and do find more partisans in these tails; and that therefore more citizens experience pure partisan traits) -the aim is not to maximize the statistical fit between 'natural' and 'actual' partisans. Secondly, the available data are not really appropriate for a thorough assessment (the GSS is better than the NES when it comes to occupational information; the reverse is true regarding partisanship measures; none is representative regarding income-risk distributions). Keeping these caveats in mind, the percentage of correctly predicted partisans is about 60 per cent, and fairly constant over time. The percentage of correctly predicted Republicans increased somewhat over time, while the percentage of correctly predicted Democrats decreased somewhat over time. My account of political preference formation is quite narrow and based on purely economic considerations. Obviously, preference formation is a much more complex and complicated process. I do not deny at all that valence issues (moral values, religion) are important determinants of party ID, or that politics is not only about economic issues. Ironically, increasing risk inequality may even lead to a decrease in the importance of economic issues (since a formerly two-dimensional trait-space gets increasingly collapsed into one dimension). On the one hand, this is clearly a limitation of my approach, but, on the other hand, it also strengthens the results. The fact that preference formation is so complex stacks the deck against clear findings. If we find clear patterns despite the narrow focus on economic conditions, these patterns must be really strong.
Finally, a natural next question to ask is why risk inequality has increased over recent decades. This article offers some initial considerations and evidence that suggest that technological change unfavourable to 'routine' jobs, the decrease in the real minimum wage, and the decrease in unionization rates are plausible factors that have contributed to the increase in risk inequality. Clearly, more research is needed on the topic. Whatever their determinants, risk exposure and risk inequality may well be as important for understanding important political phenomena as income and income inequality.
A P P E N D I X
CPS Data
For the macro analyses as well as for deriving information on occupational unemployment, the article relies on data from the 1968-2008 March Current Population Survey (CPS) Annual Demographic Survey files. The data were extracted from the Minnesota Population Center's website. 43 In choosing sample restrictions, the article closely follows the conventions in labour market research. 44 The sample is restricted to civilian adults between the ages of 22 and 65. The extraction of information about wages and unemployment by occupations was performed on a sample that was restricted to full-time full-year workers, where a worker is considered full-time if s/he works at least 35 hours a week and full-year if s/he works at least 40 weeks a year. For these workers, wages are the annual wage and salary earnings, divided by the number of weeks worked. The resulting weekly wage is annualized by multiplying it by 52. Nominal wages are then deflated using a consumer price index. Top-coded wage income data were multiplied by 1.45. 45 Observations where the worker is working without pay or is self-employed are excluded (the exclusion of the selfemployed is an unfortunate necessity).
In order to standardize the occupational categories over time, the article follows Meyer and Osborne. 46 Since 1968, the CPS codes occupations in fairly detailed classifications. However, these change over time. CPS uses SOC1960 definitions (the 1960 definitions of the Standard Occupational Classification, SOC) in 1968-70; SOC1970 definitions in 1971 SOC1980 definitions in 1983 SOC1990 definitions in 1992 SOC1990 definitions in -2002 ; and SOC2000 definitions starting in 2003. The GSS data report respondents' occupations in SOC1970 and SOC1980 codes. Meyer and Osborne suggest a 'crosswalk' that translates each of the different SOC codes into a standardized occupational classification with 389 different categories.
Distinguishing so many categories makes the estimated unemployment rates less robust, simply because they potentially rely on only a few observations (despite the 100,000 to 160,000 observations in the CPS). Therefore, the occupational unemployment rates are top-coded at the 98th percentile. Moreover, more aggregated occupational classifications were also employed; by and large, the results are very similar when different classifications are employed. 47 
Occupational Unemployment Rates and Subjective Job Insecurity
Regarding the relationship between (objective) risk exposure and subjectively perceived job security, it can be shown that occupational unemployment rates are a good predictor of perceived job security, captured by a variety of survey items. In particular, the GSS data include six items that proxy perceived job security in a relatively straightforward way. 48 When regressing each of these perceived job security variables on occupational unemployment rates and a set of year dummies, it turns out that people who feel that their job is insecure are likely to be employed in occupations with high unemployment rates, i.e. objective risk exposure is a significant predictor of subjective job insecurity.
Measurement of Routine Task Importance
To construct a variable of the importance of routine tasks within an occupation, I follow recent literature in labour market economics 49 and rely on the 'Occupational Information Network' (ONET); see www.onetcenter.org. One part of ONET consists of variables related to 'worker characteristics', defined as 'enduring characteristics that may influence both performance and the capacity to acquire knowledge and skills required for effective work performance'. These variables are based on survey results from job incumbents who are asked how important certain characteristics
