Brief auditory stimuli activate the primary auditory cortex (PAC) earlier than any other cortical area so, within a certain latency range, the PAC is the only cortical source contributing to the auditory evoked field (AEF). Nevertheless, there is no AEF component specific to PAC that can be reliably detected in all individuals. The present study suggests that a peak in the first temporal derivative of the magnetic field at about 20 ms (dP20m) is a genuine correlate of PAC activity. AEFs in response to clicks presented to the right ear were recorded with a 37-channel axial gradiometer system positioned over the left hemisphere in nine normal-hearing subjects. More than 8500 stimuli were presented in each of two independent sessions at a rate of approximately 3/s. The dipole coordinates for the dP20m derived from the two sessions typically differed by only a few millimeters. Coregistration of the dipoles with structural magnetic resonance images suggests that dP20m arises from an area close to the retroinsular origin of Heschl's gyrus. Although the dP20m is simply the point of steepest slope on the well-known middle-latency peak, P30m or Pam, it would appear that dP20m and P30m do not have the same cortical origin. Evidence is provided that P30m receives major contributions from at least two distinct cortical areas, only one of which is PAC. © 2002 Elsevier Science (USA)
INTRODUCTION
In humans, the primary auditory cortex (PAC) is generally identified with Brodmann (1909) area 41, which is located in the depth of the Sylvian fissure where it occupies a substantial part of Heschl's gyrus. However, recent studies suggest that there is not a strict correspondence between micro-and macroanatomic parcellation in auditory cortex; macroanatomic landmarks for PAC, like gyral and sulcal borders, do not consistently match areal borders defined cytoarchitectonically Rademacher et al., 2001 ). This finding is of considerable importance for the interpretation of functional investigations of the auditory cortex, since it questions the use of macroanatomic landmarks for assigning function to structure. Population maps (Roland and Zilles, 1998 ) that specify the probability that a certain position in stereotaxic space is associated with a specific cytoarchitectonic area represent one approach to this problem. But by their nature, such maps preclude precise conclusions concerning individual subjects.
In this article, we explore the feasibility of noninvasive labeling of PAC by means of magnetoencephalography (MEG). The primary auditory cortex and the secondary auditory projection areas are situated on the superior surface of the temporal lobe, and currents perpendicular to the cortical surface have a more or less tangential orientation with respect to the inner surface of the skull. This is fortunate because MEG is most sensitive to currents oriented tangentially to the surrounding volume conductor (Hämälä inen et al., 1993) . Thus, in principle, it should be relatively easy to record the auditory evoked field (AEF) arising from the PAC and thereby determine its location. Experience has shown, however, that the AEF generally exhibits a complicated spatiotemporal pattern indicating the presence of several distinct sources. This means that, in practice, the critical technical problem is to identify a component of the AEF that is dominated by activity in PAC and which has minimal contributions from other sources.
As PAC is activated earlier than any other structure in auditory cortex, the first component of the AEF of cortical origin is the focus of investigation. The latency of the component can be inferred from intracortical electrical recordings in candidates for surgical treatment of epilepsy. Recordings from the posteromedial part of Heschl's gyrus (LiegeoisChauvel et al., 1991) have shown a triphasic response to clicks; the components are labeled according to their polarities and peak latencies (in milliseconds) as N13, P17, and N26. The onset of the response varied between 8 and 10 ms. It has been suggested (Steinschneider et al., 1992) that the intracortical N13 represents the initial segment of the earliest scalp-recorded electrical response of auditory cortex, denoted N19 or Na. The N19 is a negative deflection with a latency between 16 and 20 ms (Picton et al., 1974; Ö zdamar and Kraus, 1983; Scherg and von Cramon, 1986; Deiber et al., 1988) . While Pellizone et al. (1987) were unable to identify a magnetic correlate of the N19, Scherg et al. (1989) observed a clear dipolar pattern in the evoked magnetic field at 19 ms, and a source analysis suggested an origin in primary auditory cortex. However, subsequent studies with the magnetic correlate of N19, referred to as N19m, or Nam, have yielded conflicting results regarding the detectability of this component. While some authors identified the N19m in all subjects tested (Hashimoto et al., 1995; Kuriki et al., 1995; Rupp et al., 2000; Borgmann et al., 2001) , Yoshiura et al. (1995) only observed the wave in one of their seven subjects. Moreover, neither the six subjects in the study by Yvert et al. (2001) nor the nine subjects in the study by Mä kelä et al. (1994) 1 nor the four subjects in the study by Godey et al. (2001) showed a clear N19m response. This lack of consistency has discouraged further attempts to localize PAC on the basis of N19m.
The next AEF peak has a latency of 30 ms (P30m) which is probably too long to ensure that it is restricted to activation from PAC. Thus, the traditional analysis of the AEF, focusing on the peaks in the field, does not provide a reliable means of localizing PAC. In this article, we switch the focus from the amplitude of the magnetic field to the rate of change of the magnetic field; a peak in the first temporal derivative of the field corresponds to the point where the slope of the field activity is steepest. We show that the first derivative of the magnetic field evoked by clicks typically exhibits a strong peak with a latency of about 20 ms, referred to as the dP20m, and this peak appears to fulfill two crucial criteria. First, dP20m occurs early enough to justify the assumption that activity comes principally from PAC. Second, the signal-tonoise ratio is sufficiently large to enable precise localization of the underlying source in a reasonable proportion of the subjects. The data also suggest that the brain area associated with dP20m is not the same as the brain area associated with P30m, despite the fact that dP20m represents a point on the rising slope of P30m.
METHODS

Subjects
Nine normal-hearing subjects with no history of neurologic disorders participated in this study (five men and four women, aged between 24 and 49 years with a median of 27 years). Informed consent was obtained from each subject after having explained the nature and purpose of the experiments. The experimental procedures were approved by the Ethics Commission of the University of Mü nster.
Stimuli and Measurement Procedure
The experiments were carried out in a magnetically shielded room, where the subject lay in a right lateral position with the head, neck, and upper part of the body supported by a specially fabricated vacuum cushion. Clicks with a duration of 200 s were played out by a speaker outside the measuring room, fed through 6.3 m of plastic tubing, and presented to the subject's right ear via a silicon ear piece. The interval between successive clicks was uniformly distributed between 315 and 385 ms (300 -350 ms for subject S5). The intensity of the clicks was adjusted to 60 dB above the threshold for the click series. While the subjects watched a movie without sound, their evoked magnetic fields were recorded with a 37-channel axial gradiometer system (Biomagnetic Technologies, San Diego, CA) placed over the subject's left hemisphere. The experimental procedure was basically the same as described previously (Lü tkenhöner, 1998b; Lü tkenhöner et al., 2000) . The data were bandpass filtered online with cutoff frequencies of 0.1 and 400 Hz, sampled at a rate of 1042 Hz and stored continuously for offline analysis. Each measurement session was subdivided into five runs of 480-s duration. On average, 1715 clicks were presented in each run (1845 for subject S5), and so about 8570 clicks were presented in each session (9225 for subject S5). Two independent sessions were performed with each subject on one day. Between sessions the subject left the shielded room and had the opportunity to relax.
Offline Processing of Data
Stimulus-related epochs comprising the period from Ϫ48 to 48 ms relative to click onset were averaged separately for each session. Epochs were rejected if the magnetic field value in any of the 37 channels exceeded the baseline level (defined as the mean prestimulus value) by more than 1.2 pT (1.5 pT in subject S8). The data were filtered with an infinite impulse response (IIR) filter that transforms a sequence of input points, x n , into a sequence of output points, y n ϭ c(x n Ϫx n Ϫ2 ) ϩ d 1 y n Ϫ1 ϩ d 2 y n Ϫ2 . The coefficients c, d 1 , and d 2 were determined using the bilinear transformation method (Press et al., 1992) to yield a lowpass filter with a cutoff frequency of 200 Hz. To avoid phase distortions, the data were passed through the filter twice with the time axis reversed in the second pass.
The recordings showed that subjects were able to maintain a fixed position during each session and so the five runs of each session were averaged. Variation in gradiometer location and orientation typically prohibited averaging of the data from different sessions, and so the two sessions were generally investigated separately. However, to assist visualization of the topographic maps showing the spatial pattern of the magnetic field, a grand average of the two sessions was constructed as follows: A mean measurement configuration was derived (Lü tkenhöner, 1999) , and to each channel of the mean configuration, the best-matching channel of each session was assigned (i.e., the channel with shortest Euclidean distance). Then, the magnetic field data of the channels selected in this way were averaged in the conventional manner.
The field change was calculated by subtracting from each data value the previous data value. This measure is proportional to a discrete approximation to the first temporal derivative of the original time function (Moran et al., 1993; Lü tkenhöner and Pantev, 1994; Lü tkenhöner et al., 2001) . The inverse operation (that is, summation of contiguous field change values up to a given latency), transforms the magneticfield change back into the magnetic field, except for an arbi-trary constant. For convenience, we will denote the inverse operation as integration.
Source Analysis
The preprocessed data were analyzed using the model of a current dipole in a homogeneous spherical volume conductor (Hä mä lä inen et al., 1993) . The dipole parameters were optimized with a modified version of an approach described earlier (Lü tkenhöner et al., 1991; Lü tkenhöner, 1992) . The essential aspects of this approach will be explained here briefly; a full mathematical description is provided in the Appendix.
The locations and directions of the dipoles were assumed to be constant during a specified time range, referred to as the "focus time range." To estimate these time-invariant parameters, the deviation between the model prediction and the observed data was minimized within the focus time range. The deviation at a specific time, t, was quantified by the root mean square (RMS) value of the differences between model prediction and data in the 37 measurement channels. For convenience, this quantity is referred to as "the RMS value of the residuals" or the "residual RMS." Since the calculation of the field change resulted in a considerable reduction of the signal-to-noise ratio, measures were taken to stabilize the solution. Inspired by the regularization techniques developed for linear inverse problems, we sought a compromise between trying to find an optimum match to the data and trying to minimize the energy demand of the model. The relative weight of these two goals was adjusted by means of a regularization parameter, ␣. The goodness of the fit between model and data was assessed by comparing the residual RMS value with the RMS value of the data themselves. For that purpose, both quantities were plotted as a function of time.
Magnetic Resonance Imaging and Matching of Coordinate Systems
Magnetic resonance images (MRI) were obtained with a 1.5-T scanner (Magnetom Vision, Siemens) using a magnetization prepared rapid gradient echo (MPRAGE) imaging sequence. The parameters were repetition time (TR), 9.7 ms; echo time (TE), 4 ms; flip angle, 12°; voxel size, 0.98 ϫ 0.98 mm 2 ; and slice thickness, 1.41 mm. The internal coordinate systems of the MEG and MRI were matched by transformation into a common coordinate system, defined in terms of three landmarks: the left ear canal, the right ear canal, and nasion (where the nose meets the forehead). The origin of the coordinate system is located in the center of the head (roughly in the middle between the two ear canals), and the convention for this MEG system is that the x axis extends from the origin forward, whereas the y and z axes extend from the origin to the left ear canal and the top of the head, respectively (see Lü tkenhöner, 1998b, for details). For the MEG measurements, the landmarks defining this coordinate system were measured with a digitizer (Polhemus 3space tracker). For the MRI measurements, markers were filled with a contrast agent.
RESULTS
Field versus Field Change: An Example
Owing to the relatively short interstimulus interval, the response to each click is superimposed on the fading responses of previous clicks. Figure 1A shows, for one subject, an overlay of the averaged signals from all 37 channels in response to a click, plotted as a function of time relative to click onset. The zero-field level was defined as the mean value within the time range Ϫ25 to 0 ms before click onset. Most channels exhibit a local maximum around Ϫ25 ms with a subsequent negative slope so that the response to the click at time zero commences at a negative level. In some channels, there is a positive wave, which starts clearly before the stimulus onset at 0 ms. These slow baseline variations reflect responses to previous stimuli, which have not been completely eliminated by the randomization of the interstimulus interval. Randomizing the interstimulus interval produces a lowpass filtering of the baseline variations, but does not serve to eliminate them. The effect of previous stimuli appears to dominate the magnetic field up to a latency of at least 15 ms.
The response to the click at time zero can be emphasized by taking the temporal derivative of the field. This operation transforms the data in a straightforward way: Slow baseline variations are essentially removed, peaks in the original field are transformed into zeros in the derivative, and peaks in the derivative occur where the field gradients are steepest. Figure 1B shows the derivative of the response shown in Fig. 1A . The prevailing phenomenon is a wave starting at about 15 ms and reaching a peak between 20 ms (channels with positive extremum) and 25 ms (channels with negative extremum). The fact that the positive and negative extrema are not synchronous indicates that two or more sources contrib- uted to this wave. Nevertheless, it appears that the initial part of this wave reflects the first cortical activity of substantial amplitude, probably arising mainly from the PAC. It is also the case that early waves are apparent during the first 10 ms, although they barely exceed the noise level, which is amplified by the derivative transformation.
Source Analysis of Field Change around 20 ms
A fast increase of activity around 20 ms, generally associated with a peak in the field change, was consistently found in all subjects. To localize the neural substrate of this activity increase, the field change was fitted with the current dipole model (see Methods). The time range for the estimation of the dipole location and direction extended from 17 to 22 ms (focus time range). Figure 2A shows the dipole moments estimated for the nine subjects (average of two sessions) and, in the bottom row, the grand average for all subjects. All subjects exhibit a local minimum around 13 ms. Around 20 ms, there is either a local maximum or a plateau, depending on the subject. For convenience, these features will be referred to as dN13m and dP20m, respectively.
2 Most subjects also show early waves with maxima around 3 and 9 ms. However, prior to about 10 ms the peaks are not consistent across subjects. The curves for the nine subjects were scaled so that the functions in the figure exhibit the same prestimulus RMS value averaged over the time range Ϫ40 to 0 ms. Thus, the amplitude of the response observed after stimulus onset is effectively in units of signal-to-noise ratio, and the subjects were ordered from top to bottom in terms of the signal-tonoise ratio of dP20m. Figure 2B presents the RMS value of the field change as a gray background and the residual RMS as a black foreground (again averaged for the two sessions). A scaling procedure analogous to that in Fig. 2A was applied so that the size of the RMS curves effectively reflects the signal-to-noise ratio of the data.
3 In this representation, a good fit is characterized by a residual RMS value approximately equal to the prestimulus level. This criterion is fulfilled in nearly all subjects for the focus time range (17-22 ms). In subject S1, the dipole optimized for the focus time range explains deflection dN13m as well, suggesting that the cortical areas are either identical or located in close vicinity. The fact that the residual RMS generally increases between 20 and 25 ms, and shows a local maximum between 25 and 30 ms, suggests that at least one additional source becomes active in that time range.
The topographic field maps in Fig. 2C show the spatial pattern of the field change in the left hemisphere (with the nose pointing to the left); the left column shows the data observed at 20 ms and the right column shows the respective model correlate. Both maps represent the mean of the two sessions. Red isocontour lines indicate outgoing flux, and blue isocontour lines, ingoing flux. The overall appearance of the observed and the predicted patterns is reasonably similar in most cases, indicating that the deviations between model and data are mainly because of noise in the data. This corroborates the earlier statement that the current dipole model approximates the data quite well.
Integration of the curves in Fig. 2A yields the curves displayed in Fig. 2D . Exactly the same result would have been obtained if the dipole amplitudes had been determined from the original data using the dipole locations and directions derived from the field change.
4 Figure 2 shows that dP20m is typically the steepest slope of the wave reaching its peak around 30 ms, P30m. In addition to this dominant wave, most subjects exhibit a local minimum around 15 ms, N15m. However, this minimum only represents a clear negative deflection in two or three subjects (S1, S7, and perhaps S8). Figure 3A shows the estimated source locations in two orthogonal planes (x-y, top; x-z, bottom). Subject S9 is omitted from the remaining analyses because the signal-to-noise ratio is insufficient for reliable results (cf. Fig. 2B ). Two symbols are displayed for each subject, representing the locations derived from the two sessions. The arrows indicate the orientations of the dipole moments. They are provided only for the x-z plane (bottom panel) because the y component of the dipole moment was generally quite small. The two locations obtained for each subject typically deviate by only a few millimeters. The average RMS differences between the dipole coordinates for the two sessions amounts to just 2.6 mm for x, 3.2 mm for y, and 2.4 mm for z. The interindividual variability reflects the fact that there is no fixed spatial relationship between cortical areas and external landmarks across subjects.
To reduce the interindividual variability, the estimated dipole locations were referred to two internal landmarks determined from structural MRI scans by visual inspection as follows. First, the transverse gyrus of Heschl (HG) was identified in sagittal MRI slices and checked in the coronal and axial slices. In the case of a duplication of HG (Leonard et al., 1998; Kim et al., 2000) , the most anterior gyrus was taken. Then, the most medial sagittal slice showing a clear Heschl sulcus was selected. An exemplary slice is displayed in Fig. 3D ; a magnified view is presented in Fig. 3E . The red 2 The leading letter "d" indicates that this peak refers to the first temporal derivatives (field change). The remainder of this notation corresponds to the usual notation for AEF peaks. This means that the letters N and P indicate the polarity of the deflection, whereas the number specifies the typical latency in milliseconds.
3 While the curves in Fig. 2A reflect the signal-to-noise ratio derived from the estimated dipole moment, the RMS curves in Fig. 2B reflect the signal-to-noise ratio derived from the RMS value of the magnetic field. These two measures are generally related so that the order obtained by ranking the subjects according to the dP20m signal-to-noise ratio observed in Fig. 2B is similar to the order derived from Fig. 2A , with one exception: subject S8. This subject exhibits prestimulus field variations of considerable amplitude (cf. Fig. 1A) , reflecting the response of auditory cortex to previous stimulus presentations. Although the dipole optimized for dP20m does presumably not represent an optimal model, it absorbs a considerably amount of this response so that the estimated dipole moment shows a relatively strong prestimulus activity. The RMS value derived from the prestimulus activity, serving as a measure for the amount of noise in the data, is consequently high and the signal-tonoise ratio calculated for dP20m is low. cross marks the crown of HG; the blue cross marks the base of HG. In general, the two landmarks were identified in the same slice. In some subjects, however, it was necessary to move laterally by one slice to determine the landmark represented by the blue cross. The coordinates of the landmarks were subtracted from the coordinates of the estimated dipoles. Furthermore, the dipole locations derived from the two sessions were averaged. The difference coordinates (dx, dy, dz) obtained with respect to the two landmarks are shown in the Figs. 3B and 3C for values corresponding to blue and red crosses, respectively, in Fig. 3E . The two figures suggest that the earliest cortical activity arises from an area located close to the retroinsular origin of HG. In Fig. 3B , the mean Ϯ SD are 3.4 Ϯ 2.7 mm for dx, 8.7 Ϯ 3.6 mm for dy, and 3.6 Ϯ 3.9 mm for dz; in Fig. 3C , the respective values are 3.2 Ϯ 2.5 mm for dx, 9.7 Ϯ 3.7 mm for dy, and Ϫ3.2 Ϯ 4.9 mm for dz.
DISCUSSION AND CONCLUSIONS
Methodologic Issues
Baseline estimation problems can be largely avoided by considering the first temporal derivative of the recorded data instead of the original time functions. The fact that the original time structure of the response is destroyed by this transformation is not a problem for the estimation of source locations and directions. In contrast, it may even be advantageous that the center of attention is shifted from times with high amplitudes to times with rapid amplitude changes: This reduces temporal overlap of source activities so that the chance to find a time range suitable for the application of a simple source model is enhanced (particular a single current dipole). Moreover, following successful source analysis, straightforward integration of the estimated amplitude functions can readily reestablish the original time structure, as illustrated in Fig. 2D .
Given the relatively low signal-to-noise ratio of the field change, a regularization technique was used to stabilize the solution in the source analysis. A drawback of this approach is that superficial dipole locations are favored over deeper locations. This effect is an immediate consequence of the fact that the regularization tends to reduce the energy demand of the model, which is proportional to the squared amplitude of the dipole moment. To predict a magnetic field with a given strength outside the head, deeper source solutions require a larger moment than more superficial ones, because the field strength decreases with increasing distance from the source. We tried to minimize this bias by choosing a relatively small value of the regularization constant, ␣. However, trying to counterbalance the bias is virtually impossible without reliable prior information about the true location of the sources.
Localization of Primary Auditory Cortex
The current study suggests that the earliest MEG activity of cortical origin arises from an area located about 3 mm anterior, 10 mm lateral, and 3 mm inferior to the retroinsular origin of Heschl's gyrus (see scatter plots in Fig. 3C) . This location appears roughly consistent with the location of the PAC as determined by intracranial recordings (LiegoisChauvel et al., 1994) , in which the electrode locations showing the earliest cortical responses were found in the extreme dorsoposteromedial part of HG (5 mm from the posterior point of the insula). The fact that our sources tend to be located slightly more lateral is probably a consequence of the regularization used in the estimation algorithm (see discussion above).
On the assumption that the source of the dP20m arises from PAC, the scatter plots in Figs. 3B and 3C are analogous to the probabilistic maps of PAC recently provided by Rademacher et al. (2001) using a cytoarchitectonic analysis. However, the significance of the present MEG data is more limited than the cytoarchitectonic data of Rademacher and colleagues, for the following reasons. First, a dipole merely represents the center of activity; it does not convey information about the spatial extent of a source. Second, dipole locations are affected by various estimation and measurement errors-especially the y coordinate associated with the medial-lateral direction. As the measurement system covers only a relatively limited area of the scalp, the data do not allow us to estimate the depth of a dipole as precisely as the other coordinates, especially if the dipole is relatively deep (Lü tkenhöner, 1996) . Finally, the reduced signal-to-noise ratio of the differentiated data necessitates the use of regularization in the source analysis, which tends to bias the dipoles to more superficial locations, as mentioned above. Despite these potential problems, the intraindividual variability of the estimated dipole locations turned out to be remarkably small. Thus, variability in the dx-dz plane in Figs. 3B and 3C probably does reflect the interindividual variability of the location of PAC, and insofar as this is true, they represent crude probabilistic maps of PAC.
Time Course of Activity in Primary Auditory Cortex
One of the key messages of this study is that the magnetic field arising from PAC exhibits a steep increase around 20 ms. This implies that the maximum field amplitude is reached at a latency which is significantly longer than 20 ms. Unfortunately, the timing of the maximum indicated in Fig.  2D is probably misleading. The problem is that a one-dipole model optimized for PAC inevitably includes activity from nearby cortical areas. This may explain the large interindividual differences in the moment functions shown in Fig. 2D .
The first temporal derivative of the measured fields typically showed a peak around 13 ms, which was termed dN13m. The nature of this peak is not completely clear. In most subjects, the peak is associated with a wave in the original fields commencing at about 10 ms. This onset time corresponds to the onset of the first cortical activation noticed by Liegeois-Chauvel et al. (1991) in intracranial recordings. This wave is apparent in the moment function of the dP20m-dipole in most subjects, so it does not seem unreasonable to assume that it is of cortical origin, at least in part. A cortical contribution to this wave appears indisputable in the case of S1. However, the residual RMS for the dP20m-dipole is generally large in the latency range of the dN13m (see Fig. 2B ), indicating that the dN13m is blended with subcortical activity. The subcortical activity appears to dominate in all subjects except S1 and S8, and even in these two subjects, the residual RMS shows a clear peak. We conclude therefore that the earliest MEG correlates of auditory cortical activity occur concurrent with correlates of subcortical activity. Figure 2 suggests that peak N15m is associated with a dipole moment of the order of 2 nAm or less. The amplitude would be even smaller if the dipole depth was overestimated; it is implausible that the dipole depth was appreciably un-derestimated, since the source is already located near the medial end of HG. In an earlier article (Lü tkenhöner and Steinsträ ter, 1998), we related the dipole moment produced by a single pyramidal cell to the density of pyramidal cells and concluded that about 50 mm 2 of activated cortex are required to produce a dipole moment of 30 nAm (as typically observed for the wave N100m). If the same model were applied here, the active cortical area would be smaller than 4 mm 2 . In view of the fact that the mean area of PAC is 560 mm 2 ), this appears unrealistic. Thus, the pyramidal cells are probably not the main source of the earliest cortical response. This conclusion is consistent with the results of Steinschneider et al. (1992) . They suggested that the human intracortical N13 corresponds to the intracortical N8 in monkeys, which is a surface-negative wave generated by a current sink in lamina 4 and a current source in the deeper lamina 5. Portions of the sink probably represent the afferent volley in thalamocortical fibers.
Beyond the Macroscopic View
APPENDIX
Regularized Multidipole Source Analysis
Let us represent the data measured at a specified time, t, by a column vector, y, the dimension of which corresponds to the number of measuring channels, k. Moreover, let us assume that the model exhibits linear dependence on m parameters, arranged as a column vector, a. Then the model correlate of y can be expressed as G a, where G is a k ϫ m matrix, called the data kernel. The elements of G are assumed to be nonlinear functions of parameters comprised in a vector x. In this study, m corresponds to the number of dipoles, and x is a vector specifying the time-invariant parameters of the dipoles. In the case of a spherical volume conductor, for example, each dipole is associated with m ϭ 4 time-invariant parameters (three coordinates and one angle). However, the consideration that follows is more general and does not depend on such assumptions about the model.
As a measure for the overall prediction error we use
where W e is a k ϫ k matrix of weighting factors. If W e is the inverse of the estimated data covariance matrix, minimization of E corresponds to a maximum likelihood estimation, whereas a least-squares fit is performed if W e is the identity matrix (Lü tkenhöner, 1998a) . Given the parameter vector x (and thus the data kernel G), the amplitude vector minimizing E is
supposed that the inverse in the above expression is defined. For the type of analyses considered in the present study, this is generally unproblematic, provided that singular conditions (like a dipole located in the center of the spherical volume conductor or dipoles having almost identical locations) are avoided.
If the parameter vector x is unknown, it can be optimized iteratively. In this study, the cost function minimized had the structure
where W a is a m ϫ m matrix of weighting factors. The first term quantifies the prediction error, the second term can be considered as a measure of the "energy consumption" of the model, and the factor ␣ (␣ Ն 0) adjusts the relative importance given to the two terms (see, e.g., Menke, 1984) . Since the second term (a similar term was suggested by Scherg and Berg, 1991 ) is analogous to the regularization term known from linear inverse problems, ␣ shall be called the regularization constant, for convenience. 5 It is evident that the choice of ␣ must depend on the units of measure used for the two terms. In this study, the magnetic field was expressed in fT and the dipole moment in nAm. Moreover, W e and W a were identity matrices. In this case, a suitable choice for ␣ turned out to be 0.1. This regularization helped to avoid singular solutions and solutions with dipoles located too deep in the brain, without unduly increasing the energy consumption term.
Each fit was performed not for a single time, but for a specific time range, referred to as the focus time range. This means that the quantity actually minimized was ⌽ ϭ ⌺ i , where i represents the cost function calculated for a specified sampling time, t i , and the summation applies to all sampling times within the focus time range. Minimization of ⌽ with respect to the parameters comprised in x was accomplished by Powell's method (Press et al., 1992) using analytical formulas for the derivatives of ⌽. In one case (a single session for subject S5), a penalty function was introduced to force a maximal distance between the dipole and the center of the volume conductor (Lü tkenhöner, 1992), since otherwise a dipole with an overly superficial location was obtained.
Quantities presented in the figures as functions of time are the RMS value of the data, (y T y/k) 1/2 , and the RMS value of the model prediction error, (e T e/k) 1/2 with e: ϭ y Ϫ G â (x). The latter quantity will be called the residual RMS value, for convenience.
