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Abstract
This paper presents a novel data-driven technique based on the spatiotemporal
pattern network (STPN) for energy/power prediction for complex dynamical sys-
tems. Built on symbolic dynamic filtering, the STPN framework is used to cap-
ture not only the individual system characteristics but also the pair-wise causal
dependencies among different sub-systems. For quantifying the causal depen-
dency, a mutual information based metric is presented. An energy prediction ap-
proach is subsequently proposed based on the STPN framework. For validating
the proposed scheme, two case studies are presented, one involving wind tur-
bine power prediction (supply side energy) using the Western Wind Integration
data set generated by the National Renewable Energy Laboratory (NREL) for
identifying the spatiotemporal characteristics, and the other, residential electric
energy disaggregation (demand side energy) using the Building America 2010
data set from NREL for exploring the temporal features. In the energy disaggre-
gation context, convex programming techniques beyond the STPN framework
are developed and applied to achieve improved disaggregation performance.
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1. Introduction
Energy prediction problems are essential for operating, monitoring, and op-
timizing (efficiency, cost) in diverse energy systems, from the supply side (e.g.,
wind energy, solar energy, power systems, battery) to the demand side (e.g.,
load monitoring, usage of electric vehicles, building energy management). Nu-
merous studies are being carried out in terms of predicting the energy genera-
tion/consumption using time-series data [1, 2, 3, 4, 5, 6]. For instance, Kalman
filtering, wavelet packet transforms, and least square support vector machines
are used to predict wind power performance [4, 5], while an analog ensemble
method is applied to forecast solar power [3]. Liu et al. [2] predicts remaining
state of charge of electric vehicle batteries based on predictive control theory.
Hybrid genetic algorithms and Monte Carlo simulation approaches are applied to
predict energy generation and consumption in net-zero energy buildings [6]. For
modern energy systems, a large number of subsystems is usually involved, for
example, hundreds of wind turbines are closely collocated in a wind farm where
the wind resource is similar and the conditions of them are analogous in terms
of the power transmission to the power system. As a result, prediction of wind
turbine output is related among each of them, and the characteristics of spatial
interactions can be potentially applied for prediction [7] and design optimiza-
tion. The prediction approaches discussed above can be viewed as methods of
exploring temporal relationships. Spatial and temporal relationship widely exists
in energy systems [8, 9, 10, 11], yet spatiotemporal features are less commonly
leveraged for energy prediction problems. The exploration of such features has
been shown efficient in wind speed forecasting problems [12, 10, 13].
To facilitate the energy prediction for energy systems with both spatial and
temporal characteristics, probabilistic graphical models (PGM, including a vari-
ety of models described by conditional dependence structures, so-called graphs,
including Bayesian networks and undirected/directed Markov networks, can be
used to deal with dynamics systems and relational data [14]), can possibly be em-
ployed as the spatiotemporal interactions are naturally suited for graph represen-
tations and can be evaluated by the associated probabilities. Bayesian networks
are a type of PGM that captures causal relationships using directed edges [14],
where the overall joint probability distribution of the network nodes (variables)
is computed as a product of the conditional distributions (factors) defined by the
nodes in the network. However, prediction problems are not straightforward for
Bayesian networks, as they only encode node-based conditional probabilities,
and the approximation of the joint distribution using node-based structures is of-
ten intractable [15]. This is because a certain directed acyclic graphical structure
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may not allow for easy and exact computation of certain probabilities related to
inference questions.
Markov models, as a class of statistical models, have been widely applied
to different domains, e.g., natural language processing and speech recognition
[16]. These models are shown to be efficient in identifying the probabilistic
dependencies among random variables in both directed and undirected manner.
Hidden Markov Models (HMMs) have been particularly successful for learn-
ing temporal dynamics of an underlying process [17]. Several modifications for
HMMs have been proposed, such as integrated HMM (IHMM) [18] which inte-
grated several parameters to three hyper-parameters to model countably infinite
hidden state sequences, integrated hierarchical HMM (IHHMM) [19] extended
HMMs to an infinite number of hierarchical levels, and [20] applied a forward-
backward algorithm to reduce model complexity through the order of operations.
However, Markov Models with hidden states usually rely on iterative learning al-
gorithms that may be computationally expensive. To alleviate such issues, sym-
bolic dynamic filtering (SDF) was proposed [21, 22] based on the concepts of
symbolic dynamics and probabilistic finite state automata (PFSA). Several im-
provements related to coarse graining of continuous variables [23], state splitting
and merging techniques for PFSA [24], efficient inference algorithms [25], and
hierarchical model learning [26] have been proposed over the last decade within
the SDF framework. SDF has been shown to be extremely efficient for anomaly
detection and fault diagnostics of various complex systems, such as gas turbine
engines [27], shipboard auxiliary systems [28], nuclear power plants [29], coal
gasification systems [30] and bridge monitoring process [31].
For the purpose of addressing prediction problems in disparate energy sys-
tems, this work presents a new data-driven framework (namely spatiotemporal
pattern networks, or STPN) to leverage the spatiotemporal interactions of energy
systems for prediction. Built on SDF, a STPN aims to capture the spatiotem-
poral characteristics of complex energy systems, and implement prediction at
both spatial and temporal resolutions. For validation, two representative cases
are proposed using the proposed approach, the first is taken from the energy
supply side, wind power prediction in large-scale wind farm, and the second is
from the energy demand side, energy disaggregation (also as non-intrusive load
monitoring (NILM), a well-established problem that involves disaggregating the
total electrical energy consumption of a household into its constituent load com-
ponents without the necessity for extensive metering installations on individual
household or appliance [32, 33, 34]).
Contributions: First, a novel data-driven method for energy prediction based
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on the STPN framework is proposed and the concepts of interests and relevance
are established. Second, two typical case studies based on wind turbine power
(supply side energy) and residential building energy disaggregation (demand
side energy) are performed for validating the proposed scheme. For wind tur-
bine power prediction, the spatiotemporal characteristics between different wind
turbines are identified, while the complex coupled temporal features for home
energy disaggregation. A STPN-based convex programming is presented in this
work in order to improve energy disaggregation performance. We also present a
comparative study of energy prediction performance of the proposed technique
for both cases with other state-of-the-art methods.
The remaining sections are outlined as follows. In Section 2 some necessary
background of SDF is presented as well as the concepts of a D-Markov ma-
chine. While the prediction approach based on STPN is given in Section 3, two
typical case studies, i.e., supply side (wind turbines) and demand side (NILM),
for validating the proposed framework are presented in Section 4 and Section 5,
respectively. In Section 6, conclusive remarks and future research directions be-
yond the existing results are offered.
2. Symbolic Dynamic Filtering andD-Markov Machines
This section gives an essential background on symbolic dynamic filtering
necessary to characterize the proposed prediction method. We refer interested
readers to [23] for more details. SDF is built upon the relevant concepts of
discrete dynamic systems in which discretization and symbolization are criti-
cal steps to convert collected or observed continuous data to discrete symbol
sequences. Therefore, the dynamic systems can be studied in deterministic or
probabilistic settings in terms of symbolic space by using language-theoretic ap-
proaches, e.g., shift-maps and sliding block codes. The simplest approaches for
partitioning are the uniform partitioning and maximum entropy, while these two
methods were mainly applied to simple dynamic systems with data of less vari-
ance. The state-of-the-art partitioning or discretization approaches include sym-
bolic false nearest neighbor partitioning (SFNNP) [35], wavelet transform [23],
and Hilbert-transform-based analytic signal space partitioning (ASSP) [36]. Re-
cently, a supervised partitioning scheme, i.e., maximally bijective discretiza-
tion (MBD) [23] has been proposed for modeling and analyzing complex dy-
namic systems. Unlike the other methods, MBD is able to maximally preserve
the input-output relationship originating from the continuous domain after dis-
cretization in dynamical systems.
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After discretization of the time-series data in continuous domain, symbol-
ization is implemented subsequently for establishing the D-Markov machines.
For SDF, a critical assumption is that we can approximate any symbol sequence
generated by a time series data as a Markov chain of order D (which is a positive
integer). Therefore, such a Markov chain is called D-Markov machine, which
is used to establish the model for each time series data due to the temporal fea-
tures associated with the symbol sequence. Some relevant definitions are more
formally given as follows.
Definition 2.1. [28] (DFSA) A deterministic finite state automaton (DFSA) is a
3-tuple G = (H,Q, φ) where:
1. H is a set of finite size for the symbol alphabet and H 6= ∅(empty set);
2. Q is a set of finite size for states and Q 6= ∅;
3. φ : Q×H → Q is the mapping function for state transition;
while H? represents the collection of all finite symbol sequences from H includ-
ing the empty sequence ε.
Definition 2.2. [28] (PFSA) A probabilistic finite state automaton (PFSA) is an
extension to probabilistic setting from a DFSA G = (H,Q, φ) as a pair K =
(G, F ), i.e., the PFSA K is a 4-tuple K = (H,Q, φ, F ), where:
1. H,Q, and φ have the same definitions as in Definition 2.1;
2. F : Q × H → [0, 1] is defined as a symbol generation function, i.e.,
probability morph function which are such that
∑
σ∈H F (q, σ) = 1 ∀q ∈
Q, where pij indicates the probability of the symbol σj ∈ H occurring
with the state qi ∈ Q.
Definition 2.3. [28] (D-Markov) A D-Markov machine is an extension of a
PFSA where the previous D symbols form a state as defined by:
1. D signifies the depth of a Markov machine;
2. Q is a set of finite size for states with |Q| ≤ |H|D, i.e., each state in a
Markov machine is identified by some equivalence class of symbol strings
whose length are D with symbols in H;
3. φ : Q × H → Q signifies the state transition function such that if |Q| =
|H|D, then there exist any two symbols α, β ∈ H and γ ∈ H? such that
φ(αγ, β) = γβ and αγ, γβ ∈ Q.
Remark 2.1. Based on the Definition 2.3 it can be concluded that a D-Markov
machine is naturally a stationary stochastic process X = · · ·x−1x0x1 · · · , in
which the probability of occurrence of a new symbol xn is determined by the last
D symbols, i.e., P [xn|xn−1 · · ·xn−D · · ·x0] = P [xn|xn−1 · · ·xn−D].
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We denote by Π the state transition matrix and each entry of the matrix
demonstrates the transition probability from one symbolic state to another. We
give a simple example to illustrate this. Let the kth state of one dynamical system
A be sAk such that the ij
th entry, i.e., piAij of the matrix Π
A indicates the probability
of sAk+1 as i given that the previous state s
A
k was j, i.e.,
piAij := P
(
sAk+1 = i | sAk = j
) ∀k
Moreover, one can model individual dynamical system making use of D-
Markov machines. Because a D-Markov machine cannot capture the interaction
dependencies for multiple systems or sub-systems in a large complex system,
it has recently been extended to a xD-Markov machine, which was originally
developed in order to obtain the internally causal dependencies among different
systems or sub-systems. Different from correlation-based analysis, such a model
can efficiently build up and fairly generalize the causal dependencies [37]. The
following shows the formal definition of xD-Markov machine.
Definition 2.4. [28] (xD-Markov) Let R1 and R2 be the PFSAs which corre-
spond to symbol streams {x1} and {x2} respectively. Therefore a xD-Markov
machine is defined as a 5-tupleR1→2 := (Q1, H1, H2, φ1, F12) such that:
1. H1 = {H0, ..., H|H1|−1} represents the alphabet set of symbol sequence
{x1}
2. Q1 = {s1, s2, . . . , s|Q1|} is the state set which corresponds to symbol se-
quence {x1}
3. H2 = {H0, ..., H|H2|−1} represents the alphabet set of symbol sequence
{x2}
4. φ1 : Q1 × H1 → Q1 gives the state transition mapping that maps the
transition in symbol sequence {x1} from one state to another based on
occurrence of a symbol in {x1}
5. F12 is the symbol generation matrix of size |Q1|×|H2|; the ijth entry of F12
denotes the probability of obtaining the symbol σj of {x2} while making a
transition from the state si of {x1}
Therefore, it can be observed that one can obtain the probability of a new
symbol occurring after the previous D symbols given for an individual symbol
sequence. On the other hand, in order to know the probability of a new symbol
occurring in a symbol sequence with the last D symbols given in another dif-
ferent symbol sequence, a xD-Markov machine can be applied correspondingly.
Equivalently speaking, given a xD-Markov machine, the causal dependency of
one symbol sequence on another symbol sequence can be captured.
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Figure 1: Illustration of generation of a PFSA using (a) maximal bijectively discretization and
(b) maximum entropy partitioning for system A.
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3. Spatiotemporal Pattern Network
This section mainly presents how to construct the spatiotemporal pattern net-
work (STPN) for two dynamical systems, A and B, based on the concepts of
SDF introduced above. First we start with data partitioning/discretization and
symbolization followed by the details of STPN construction.
3.1. Discretization and Symbolization
Suppose there are two different dynamic systems A and B. In real-world
problems, such as wind power prediction, A and B can represent two different
wind turbines in a large wind power farm. Alternatively, in residential home
energy disaggregation, A and B could represent HVAC system electricity con-
sumption and that of all appliances. For each system, there are various measured
variables and typically some key observations are picked to establish the model
and analyze. For example, for a wind turbine, wind speed and wind power are
those two key observations for power predictions. It is, however, noted that some
other variables, e.g., wind direction and humidity possibly affect power such that
these variables can also be taken into account. The first step to model dynamic
systems in terms of symbolic dynamics is the data discretization. As mentioned
above, there are many approaches that can be used; in this paper, maximally bi-
jective discretization (MBD) is applied to the supply side dynamic systems (wind
turbines) and maximum entropy partitioning is used in demand side dynamic
systems (HVAC, appliances, etc.). The reason we select different methods is be-
cause of the difference of measured variables. For wind turbines, wind speed and
wind power are chosen and their input-output relation in the continuous domain
can be maximally maintained. However, for home energy disaggregation, the
unique variable for each part of the home energy use is the energy consumption
itself such that there is no input-output relation in the continuous domain.
3.2. Symbolic Modeling of Dynamical Systems and Interactions
Figure 1 shows the symbol sequence generation in the form of PFSA using
two different methods, i.e., maximally bijective discretization and maximum en-
tropy partitioning, respectively. As discussed before it has been acknowledged
that a D-Markov machine can be represented by a PFSA using a previous D
symbols to indicate one state. In this context, we take into consideration two dif-
ferent systems for addressing the quantification of their spatiotemporal or tem-
poral relations. From Figure 2, the state transition matrices ΠA and ΠB show
the self-relations of systems A and B respectively. Then the cross-state transi-
tion matrices ΠAB and ΠBA correspondingly represent the cause-effect relations
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Figure 2: Construction of STPN: Atomic patterns (APs) and relational patterns (RPs) formula-
tion.
from A to B and B to A respectively. However, it should be noted that such ca-
sual dependencies between systems A and B are not necessarily equivalent. For
quantification of the relations in a D-Markov machine, a xD-Markov machine,
atomic patterns (AP) and relational patterns (RP) were introduced in [28], which
can give more details. More formally, the entries of the cross-state transition
matrices ΠAB and ΠBA can be expressed by:
piABk` := P
(
sBn+1 = ` | sAn = k
) ∀n
piBAij := P
(
sAn+1 = j | sBn = i
) ∀n
where j, k ∈ QA and i, ` ∈ QB. The above relations show that a cross-state
transition matrix can be constructed from symbol sequences obtained from two
different dynamical systems while each entry of each matrix signifies the transi-
tion probability from one state in the first dynamical system to another state in
the second dynamical system. For instance, piBAij means the transition probability
from state i in the system B to another state j in the system A.
Moreover, we use an information metric in order to quantify the value of the
atomic and relational patterns (in this work the relational pattern is the major
concern). In this context, mutual information is a metric of interest introduced
to address the quantification. For example, from Figure 2, we denote by IAA and
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IAB the atomic and relational patterns respectively associated with systems A to
B. Formally, the atomic pattern of system A is expressed as follows:
IAA = I(sAn+1; s
A
n ) = H(sAn+1)−H(sAn+1|sAn )
where
H(sAn+1) = −
QA∑
i=1
P (sAn+1 = i) log2 P (s
A
n+1 = i)
H(sAn+1|sAn ) = −
QA∑
i=1
P (sAn = i)H(sAn+1|sAn = i)
H(sAn+1|sAn = i) = −
QA∑
i=1
P (sAn+1 = l|sAn = i)·
log2 P (s
A
n+1 = l|sAn = i)
Therefore, based on the quantity IAA (defined using different entropy H values
as presented above), the temporal self-prediction capability of the system A can
be correspondingly identified.
On the other hand, the mutual information for the relational pattern involved
in systems A and B can be described as:
IAB = I(sBn+1; s
A
n ) = H(sBn+1)−H(sBn+1|sAn )
where
H(sBn+1|sAn ) = −
QA∑
i=1
P (sAn = i)H(sBn+1|sAn = i)
H(sBn+1|sAn = i) = −
QB∑
i=1
P (sBn+1 = l|sAn = i)·
log2 P (s
B
n+1 = l|sAn = i)
Hence, the quantity of IAB identifies system A’s capability of predicting system
B’s outputs and vice versa for IBA. Furthermore, based on the mutual infor-
mation, patterns can be assigned with weights such that some patterns with low
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mutual information may be rejected for simplifying the model. Interested readers
can find more details in [28].
Based on the above analysis, it has been shown that the proposed STPN in
this paper can be an effective tool for capturing the spatiotemporal interactions
between different dynamic systems. For validating such a data-driven method
this paper offers two case studies in terms of supply side dynamic systems (i.e.,
wind turbines in a wind farm) and demand side dynamic systems (i.e., home
electric energy disaggregation) to demonstrate the efficacy and effectiveness.
The prediction process can be described as follows: Given a training data set
in the continuous domain, we use partitioning methods to discretize and sym-
bolize the data for running the xD-Markov machine. The probability transition
matrices are obtained for predictions in symbolic or continuous domains. For the
symbolic prediction, we find out the most likely symbol sequence for system A
given another symbol sequence of system B running the xD-Markov model nu-
merous times. While in continuous domain the prediction can be acquired based
on the symbolic prediction using expectation as follows:
W (k) =
m∑
j=1
Prk(j)W (E|j) (1)
where, W (k) represents the expectation of energy at the kth instant, Prk(j)
signifies the probability of jth symbol occurring at the kth instant after running
numerous simulations of Monte Carlo Markov Chain, W (E|j) indicates the ex-
pectation of energy for the discrete bin labelled by symbol j (suppose that in that
bin there are m discrete symbols).
The pseudocode of energy prediction based on STPN is as follows.
Algorithm 1: Energy Prediction based on STPN
Input : Training data sets of systems i, C ′i (i represents any system),
depth of D
Output: Predicted results Cˆi
1 Discretize and symbolize the continuous data C ′i to si;
2 Calculate state transition matrices and mutual information by si;
3 Calculate the expected value of energy in the discrete bin;
4 Use Eqn. 1 to calculate the prediction results Cˆi;
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Figure 3: Geographical information of wind turbines under analysis which are located in Cali-
fornia, between 35.28-35.33n and 118.09-118.17w
2 3 41
5 6 7 8 9
10
11 12
Figure 4: Representation of STPN for 12 wind turbines
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Figure 5: Discretization of a typical wind turbine systems using MBD
4. Supply Side: Wind Turbines
4.1. Geographical information
In this subsection, a case study based on the supply side energy systems,
i.e., wind turbines, is used for validating the data-driven method proposed in this
work. The STPN framework is used in a wind turbine network in order to capture
the causal dependencies among different wind turbines that can be regarded as
sub-systems of a wind farm. This paper uses the 2006 Western Wind Integration
data set obtained from NREL [38] to uncover causal dependencies which are
vitally important to individual wind turbine power prediction in a mutual turbine-
turbine setting. For establishing the STPN, twelve wind turbines (located in
California) that have capacity factors in excess of 40% are chosen; their IDs
can be identified as: 4494, 4495, 4496, 4497, 4423, 4424, 4425, 4426, 4427,
4361, 4313 and 4314 (labeled by 1-12) in this context and the capacity factors
are between 41% and 45% approximately. For completeness, the geographical
information of the wind turbines is also provided. The annual average wind
velocity in the area where the considered turbines are located is around 9 m/s,
with an elevation from 1019 to 1207 m.
As shown in Figure 3, twelve wind turbines are distributed in various loca-
tions, which can be identified as nodes in the STPN represented by Figure 4.
From Figure 5 the relation between wind speed and wind power can be observed
and the other wind turbines as well have the same pattern. The input-output rela-
tion involving a wind turbine is significant such that MBD enables the maximum
preservation of their correspondence in the symbolic domain. The spatiotem-
poral patterns between different wind turbines and the very relational patterns
between them can be found from the symbol sequences. Figure 6 shows an in-
stance of symbol sequence for a wind turbine and it can be observed that most
13
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Figure 6: Symbol sequence plot for a typical wind turbine
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Figure 7: Mutual information of relational patterns for selected pairs of wind turbines.
of the symbols are 1, 5, 8 and 9.
4.2. Results and Discussion
The mutual information of RP between a pair of wind turbines is first to be
investigate according to the state transition matrices generated by xD-Markov
machines. We set the depth as 1 for simplicity and one can increase the parame-
ter. Therefore, it can be immediately known that the current state of one selected
wind turbine depends only on the last state of another selected wind turbine. The
effect of time lag on the mutual information between wind turbines is studied for
addressing the temporal characteristics. The results in Figure 7 show that as the
time lag increases the mutual information decreases correspondingly. Thus in
this work one can maximize the causal dependencies between any two different
wind turbines at time lag 1.
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Figure 8: Spatiotemporal pattern network for the group of wind turbines
The spatial characteristics between two different wind turbines is also another
critical factor in STPN. Wind turbines labeled by 5, 6, 7, 1, and 10 are chosen for
the purpose of such an analysis. Figure 8 shows that the causal dependency be-
tween any two wind turbines reduces with the increment of geographical (spatial)
distance between them along any direction. Figure 9 also illustrates that the met-
ric based on mutual information for a pair of wind turbines with the Euclidean
distance between them exhibits a generally decreasing trend. Consequently, in
summary, based on both of these observations made, applying the metric based
on mutual information is an effective technique to capture the spatial and tempo-
ral patterns in wind turbine systems.
Next, we evaluate the effectiveness of the STPN in revealing causal depen-
dencies through wind power prediction. The symbolic and continuous prediction
of one wind turbine power is based on the observed symbol sequence emerging
from another turbine. According to the procedure of energy prediction described
above, Figure 10 and Figure 11 show the symbol prediction results in which the
predicted symbol sequences emerging from the wind turbine 5 under the obser-
vations of wind turbines 6 and 7 respectively are compared to the true symbol
sequences emerging from the wind turbine 5. It is noted that the model is trained
by the data from the first half-year of 2006 while tested by the second half-year
data. From those two plots it can be observed that for most of time the proposed
xD-Markov machines have a strong prediction capability, while some errors may
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Figure 9: A monotonically decreasing relationship for different pairs of wind turbines when
spatial distances increase
come from the transient symbols. Moreover from observation it can be found that
the prediction by wind turbine 6 is slightly better than that by wind turbine 7 as
implied by mutual information.
Figure 12 shows that the mean square error (MSE) is a function of spatial dis-
tance between any pair of wind turbines using wind turbines 5, 6, 7, 8, and 9 and
it displays a monotonically increasing trend. The prediction capacity in terms
of symbols using the proposed STPN has been shown. An example of energy
prediction for wind turbine 5 in the continuous domain with the observation of
symbol sequence for wind turbine 6 is shown here to validate the energy predic-
tion method. The plot of Figure 13 shows that the major trend in the actual data
can be caught quite well and accurately for the continuous domain prediction as
the partitioning method MBD is effective in preserving the input-output relation.
However, a finer discretization may improve the prediction result in the continu-
ous domain even though that requires a larger amount of data and increases the
computational complexity correspondingly.
In order to evaluate the proposed scheme in wind power prediction, in this
work we compare the performing capabilities of the STPN framework and a
quite popular approach, namely, the Hidden Markov Model (HMM) with mixture
which is adapted from HMM to deal with multiple variables. A toolbox com-
patible with MATLAB [39] is applied in this context. The results in Figure 13
have shown that the proposed prediction method based on STPN framework out-
performs the HMM with mixture under visual inspection. Quantitatively, while
the MSE for predicted power using HMM with mixture is 99.8842, the MSE
for predicted power using the proposed algorithm is 18.9521. Therefore, it can
16
7000 7200 7400 7600 7800 8000
2
4
6
8
Time (min)
Sy
m
bo
l
 
 
Predicted symbol
Actual symbol
Figure 10: Symbolic prediction of wind turbine 5 behavior with the observation of wind turbine
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Figure 11: Symbolic prediction of wind turbine 5 behavior with the observation of wind turbine
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be concluded that the STPN scheme in which causal dependencies between dif-
ferent wind turbines are captured is a quite effective technique in wind power
prediction.
5. Demand Side: Non-Intrusive Load Monitoring
This subsection presents a second case study based on demand side energy
systems; in particular, non-intrusive load monitoring (NILM) of electrical de-
mand with the purpose of identifying electric load components for residential
homes. As described in the above section, the STPN framework is used as well
for electric load component disaggregation. In order to best identify the disaggre-
gated energy usage corresponding to each electric energy consuming component
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from the total energy consumption, convex programming is applied here. This is
necessary because for NILM there is no clear input-output relation with the result
that–even though the STPN is used in this case study–the results obtained may
not be optimal. Here, optimal means that the summation of all load components
of residential home energy consumer adds up to the whole building electricity
use. Therefore, with the prediction results by STPN, a convex programming
based modification is introduced to achieve said optimal disaggregation.
5.1. Problem Description
For this case, the data set used for energy disaggregation is based on the
Building America 2010 data set available from NREL [40]. The data is for the
hot and dry location of Bakersfield, California with ample of heating, ventila-
tion, and air-conditioning (HVAC) in the summer and includes the whole build-
ing electric (WBE), which is the sum of HVAC, lights, appliances (APPL), and
miscellaneous electric loads (MELS). The goal here is to apply the measured
WBE time series to predict HVAC, LIGHTS, APPL, and MELS, respectively.
It is noted that WBE is the only known variable and for each part of prediction
one month data is adopted where the first three week data is used for training the
model, while the fourth week for testing.
Convex Programming: Before stating the prediction results, the convex pro-
gramming problem setup is formulated for completeness. Suppose that the re-
sults obtained by STPN framework are group truth for each part except WBE.
Thus the optimization problem can be expressed by
minimizeCi,i=1,2,3,4J :=
4∑
i=1
‖Ci − Cˆi‖22
s.t.
4∑
i=1
Ci = S;Ci ∈ Rn≥0
(2)
where Ci represent the decision variables to be determined, Cˆi signify the pre-
diction results obtained from STPN, S is the known values of WBE, ‖Ci − Cˆi‖2
is the Euclidean norm between Ci and Cˆi.
The pseudocode of energy prediction based on STPN framework and con-
vex programming is shown as follows. We use STPN+convex programming for
reference of the combination of the STPN framework and convex programming
technique throughout the rest of analysis.
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Algorithm 2: Energy Prediction using STPN+convex programming
Input : Training data sets S,C ′i(i = 1, 2, 3, 4), depth of D
Output: Optimal results Ci(i = 1, 2, 3, 4)
1 Run all of steps in Algorithm 1;
2 Get results by STPN and solve the optimization problem in Eq. 2;
3 Obtain the optimal results Ci(i = 1, 2, 3, 4);
Factorial Hidden Markov Model: Factorial Hidden Markov Model (FHMM)
[41] is an extension of Hidden Markov Models that parallelizes multiple Markov
models in a distributed manner, and performs some task–related inference to
arrive at predicted observation. The application of such models is done by repre-
senting each end–use as a hidden state that is modeled by multinomial distribu-
tion using K discrete values, and then sum each appliance meter’s individual in-
dependent contribution to the expected observation (i.e., the total expected main
meter value). AFAMAP [42] variant of FHMM which includes the trends in the
hidden states of FHMM have also been reported to be effective in the disaggre-
gation task. In our application of FHMM, the number of hidden states are the
number of testing appliances, while K = 3 in order to keep the computational
requirements low.
Combinatorial Optimization: Combinatorial optimization (CO) [43] algo-
rithm is a heuristic scheme that attempts to minimize the `1–norm of the total
power at the mains and the sum of the power of the end–uses, given either single
or multi–state formulation of the sum. The drawbacks of CO for disaggregation
tasks are its sensitivity to transients and degradation with increasing number of
devices or similarity in device characteristics.
We applied the algorithms as available in the non–intrusive load monitoring
toolkit [44] with an exact inference [41] for the FHMM.
5.2. Results and Discussion
For validation of the proposed energy prediction approach, two months, i.e.,
April and July, are selected to study the prediction performance accordingly. As
the Building America 2010 data set has 1 hour sampling frequency and three
weeks data is for training, such scale of data may not meet the requirement
of data size for the construction of STPN. Building up STPN with not enough
amount of data may result in the poor accuracy of causal dependencies between
different variables. Therefore, a data reprocessing technique, i.e., upsampling is
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applied in this case and the upsampling fold is 30 such that the sampling fre-
quency for the data set is 2 minutes.
First, we study the causal dependencies among these five variables by com-
puting the mutual information. Figure 14 shows the variation of mutual infor-
mation with respect to time lag in 2 minutes for addressing the temporal charac-
teristics. The depth of xDMarkov machine is still 1 such that the current symbol
of any part of HVAC, LIGHTS, APPL and MELS depends only on the past one
symbol of WBE. Different from the wind turbine systems, the causal depen-
dencies between WBE and the other four load components have decreased little
with an increase of time lag, which reflects that using WBE to predict other parts
of energy consumption is temporally robust. However, it also shows that the
causal dependency between WBE and HVAC in July is the maximum compared
with those between WBE and other load components (i.e., LIGHTS, APPL, and
MELS) such that the prediction of HVAC using WBE yields the best accuracy.
The results in Figure 15 show the causal dependencies quantified by mu-
tual information among all of five variables. It can be observed that the causal
dependency between HVAC and APPL is larger than that between HVAC and
MELS as well as that between HVAC and LIGHTS. While the relations among
LIGHTS, APPL and MELS can be seen to be quite significant due to the causal
dependencies obtained in this context. In summary, this relational pattern net-
work captures temporal interactions between different end uses that can be an
effective technical tool for energy disaggregation.
Figure 16 shows the energy disaggregation of HVAC, LIGHTS, APPL and
MELS using STPN and STPN+convex programming in April. In this month,
the energy consumption of HVAC is most significant such that it accounts for
the largest percentage of WBE. A strong prediction capabilities of STPN can
be observed from the plots and based on that the STPN+convex programming
is able to improve STPN performance, which is attributed to the constraint im-
posed in the convex programming. It can also be seen from Figure 17 that the
total energy consumption by STPN without convex programming is worse than
STPN+convex programming results and the optimal disaggregation appears to
be achieved. However, the prediction performance for APPL and LIGHTS is
slightly worse than HVAC and MELS because they account for a lower percent-
age of WBE, which is also evident as suggested by Figure 18.
Therefore, it can be implied that for energy disaggregation the more accurate
prediction can be achieved when one load component (i.e., HVAC, LIGHTS,
APPL, and MELS) accounts for a more significant percentage of WBE. It is
seen from Figure 18 that the prediction for the last two days in the fourth week
22
is worse though it is able to catch the trend, which may be attributed to the fact
that on those two days some transient external factors, such as weather and occu-
pancy, affect the energy consumption. A similar observation can be made from
Figure 19 that the optimal disaggregation can be made via STPN+convex pro-
gramming. For a direct visual inspection of the prediction capability difference,
Figure 20 and Figure 21 reveal that STPN+convex programming outperforms
STPN alone as for each part the energy consumption is predicted optimally.
The fact that these two plots show an energy prediction difference by STPN
or STPN+convex programming of less than 5% demonstrates efficacy and effec-
tiveness of the proposed framework.
To see the comparison between the proposed method and the current state-
of-the-art techniques in literature, in this context we compare the STPN and
STPN+convex programming method to FHMM and CO. However, for obtain-
ing enough accuracy of prediction results, the data set is as well upsampled
for FHMM with upsampling fold being 1200. Thus the sampling frequency
becomes 3 sec accordingly and the number of states used is 3. The energy
disaggregation results from Figure 16 show that both FHMM and CO perform
worse than the proposed method although the predicted WBE in Figure 17 looks
quite promising. It is because FHMM cannot predict the transient peaks ap-
pearing as quite well as the proposed method and CO is unable to disaggregate
the load component well. The very similar conclusion is made as well for the
month of July. From Figure 18 it is observed that when the energy curves are
more oscillatory, the proposed method is able to outperform FHMM and CO.
It can be suggested both from Figures 17 and 19 that the proposed STPN and
STPN+convex programming present better energy prediction in terms of WBE.
Results in Figure 20, 21 and Table 1 quantitatively present the difference among
the proposed method (STPN, STPN+convex programming), FHMM, and com-
binatorial optimization method. It strengthens the conclusion that using STPN
and STPN+convex programming yield quite encouraging and promising disag-
gregation results in NILM. Hence, the comparison among the proposed method
and FHMM, combinatorial optimization indicates the effectiveness of the STPN-
based energy prediction scheme as an important tool to deal with energy predic-
tion. We also remark on the computational efficiency on the proposed method,
FHMM, and CO.
Remark 5.1. In this case we also consider the computational time, memory
along with accuracy (MSE) in order to compare the performance of different
methods. FHMM and combinatorial optimization methods were implemented in
ipython notebook for the NILM toolkit (NILMTK) while STPN and STPN+convex
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Figure 16: Energy prediction of HVAC, LIGHTS, APPL, and MELS in April 2010 using STPN,
STPN+convex programming, FHMM, and CO separately shown in (b) for better visualization
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Figure 17: Calculated WBE from disaggregated energy values in April 2010 using STPN,
STPN+convex programming, FHMM and CO
Table 1: Computational information for different methods in April
Method Time (s) Memory (MB) Accuracy (MSE)
STPN 28.74 962 0.0072
STPN+convex programming 369.64 2756 0.0070
FHMM 38.10 798.67 0.0163
CO 11.25 769.37 0.0564
programming in the MATLAB environment and CVX package [45]. The results
in Table 1 show that STPN can spend less time than FHMM while more mem-
ory is required as the number of states for STPN is more than FHMM in this
case. STPN+convex programming approach needs more computational time and
memory to run the whole process due to the optimizing iterations. FHMM and
CO use less memory compared to the proposed schemes. However, in terms
of accuracy, the STPN outperforms FHMM and CO approaches as shown in
Table 1. The MSE of FHMM is more than two times as that of STPN. More-
over, STPN+convex programming is able to improve the accuracy obtained from
the STPN framework. In summary, the energy prediction method based on the
STPN framework may be an effective way in the applications of energy predic-
tion. Note, the FHMM and the CO codes used here are part of a well–optimized
toolbox and we expect that similar code and platform optimization can bring our
proposed methods to a comparable level in terms of memory and time complexity.
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Figure 18: Energy prediction of HVAC, LIGHTS, APPL, and MELS in July 2010 using STPN,
STPN+convex programming, FHMM, and CO separately shown in (b) for better visualization
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Figure 19: Calculated WBE from disaggregated energy values in July 2010 using STPN,
STPN+convex programming, FHMM and CO
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Figure 20: Energy prediction difference of HVAC, LIGHTS, APPL, and MELS in April 2010
among STPN, STPN+convex programming, FHMM and CO
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Figure 21: Energy prediction difference of HVAC, LIGHTS, APPL, and MELS in July 2010
among STPN, STPN+convex programming, FHMM and CO
6. Conclusions and Future Work
This paper presents a novel data-driven framework, spatiotemporal pattern
network (STPN) to predict energy consumption for both supply side and de-
mand side energy systems. While symbolic dynamic filtering performs the dis-
cretization and symbolization of continuous domain data for data level fusion of
different variables in a dynamic system, a D-Markov machine is able to capture
its temporal characteristics. This work establishes another PFSA, called xD-
Markov machine, for addressing the issue of how to capture the causal depen-
dencies between two time-series in this work. Moreover, for the quantification
of causal dependencies, a mutual information based metric is applied in this re-
gard. Prediction based on the STPN framework is proposed using expectation
from symbolic domain to symbolic and continuous domain.
The proposed scheme is validated by two case studies, wind turbine power
prediction (supply side energy systems) and non-intrusive load monitoring (de-
mand side energy systems). For wind power prediction, the primary observation
made in this paper is that the proposed STPN models can capture the salient
spatiotemporal features and it is demonstrated that causal dependencies decrease
with an increase in both spatial distances and temporal lags as intuitively ex-
pected. Based on such observation, the power prediction for a wind turbine
is performed by using the observation from another wind turbine with a high
degree of accuracy. For non-intrusive load monitoring, energy disaggregation
performance of the proposed STPN framework with and without a convex pro-
28
gramming step is evaluated. While the STPN scheme shows that each part of
disaggregated energy can be predicted significantly better than state-of-the-art
techniques such as FHMM and combinatorial optimization, a convex program-
ming approach based on STPN is able to improve the prediction performance to
achieve a further optimized disaggregation involving the constraint – disaggre-
gated energy values should sum up to the total energy usage.
While current efforts are focusing on applying the proposed techniques on
real data and problems, some of the other future research directions include:
1. For wind power prediction – Impact analysis of other physical variables,
e.g., wind direction on model quality for wind power prediction;
2. For energy disaggregation – Joint state prediction by taking multiple vari-
ables into account for energy disaggregation;
3. For energy disaggregation – Weighted factor and penalty term analysis in
convex optimization for energy disaggregation.
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