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Abstract
The strong intellectual investment behind the deﬁnition of process algebras and the high abstraction level
they can attain in formal speciﬁcation still contrasts with their degree of penetration into software engineer-
ing practice, but also with the relatively limited number of other ﬁelds of fundamental science where these
models have played some role. An emerging area in which process algebras might lend themselves to attrac-
tive investigations is Wolfram’s ’New Kind of Science’ (NKS). In this short note we start discussing possible
motivations and preliminary steps for placing process algebra under this new light, and for exploring its
versatility by NKS-style experiments.
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1 Programs without requirements: behavior classes
When writing a piece of object-oriented code or specifying the behaviour of a com-
plex reactive system by some process algebraic language, an engineer is expected
to program or describe a behavior that matches some predeﬁned functionality, as
expressed, for example, by some Client’s requirements. In [1] this perspective is
somehow reversed: one stops worrying about implemented functionalities and fo-
cuses instead on the internal ’shapes’ of the computations themselves. How does a
given formalism perform, when liberated from the limited repertoire of requirements
arising in human engineering activities? The crucial assumption at the basis of this
investigation is the idea that the complexity we observe in nature is intrinsically
computational, discrete, and possibly deterministic, like the evolutions of, say, a
cellular automaton.
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In [1] several formal models are examined under this light. For each of them, ex-
haustive or statistical investigations are carried out, with the objective to visualize
and classify the variety of behavioral patterns that emerge. The most extensively
explored model is that of cellular automata. A one dimensional, two-color, nearest-
neighbor cellular automaton, or elementary cellular automaton (ECA) is an inﬁnite
array of black and white cells that evolve in discrete steps, in parallel (’synchronic-
ity’), according to a simple rule. The rule assigns a new color to a cell, regardless of
its position in the array (’uniformity’), depending only on the current colors of the
cell itself and of its left and right neighbors (’locality’). ECA are numbered from 0
to 255, based on simple bit reasoning.
When started from random rows of black and white cells, diﬀerent ECA produce
diﬀerent visual patterns, that Wolfram groups into four classes ([1], p. 231):
”In class 1, the behavior is very simple, and almost all initial conditions lead to
exactly the same uniform ﬁnal state. In class 2, there are many diﬀerent possible
ﬁnal states, but all of them consist just of a certain set of simple structures that
either remain the same forever or repeat every few steps. In class 3, the behaviour
is more complicated, and seems in many respects random [...] class 4 involves a
mixture of order and randomness: localized structures are produced which on
their own are fairly simple, but these structures move around and interact with
each other in very complicated ways.”
The most interesting ECA is number 110, for two simple reasons. First, its evolu-
tions (see http://www.wolframscience.com/nksonline/page-229) are spectacu-
lar: particle-like localized structures move at diﬀerent speeds on a spontaneously
established periodic background, and interact in complex ways, while preserving
their individual shapes, or giving birth to new particles, or annihilating one an-
other. Second, the automaton is a universal computing device (which yields, as a
side eﬀect, the smallest known universal Turing machine).
2 Around the threshold of universality
Various reactions are possible when considering the computational versatility of
ECA 110. For example, a theoretical computer scientist might be satisﬁed with
the universality result in itself, an engineer would perhaps try to program the new
universal computer for extracting useful functionality, while a natural scientist in-
volved with, say, particle physics, might start wondering whether those emerging
graphical features have anything to do with the complexity we observe in nature.
NKS-style investigations explore the lands around the threshold of universality with
a scientiﬁc attitude not too far from that an entomologist.
A typical NKS-style experiment involves the identiﬁcation of a model of compu-
tation (e.g. register machines), of some parameters for measuring the complexity of
model instances (e.g., all machines with ﬁve instructions), and of some convenient
observable variables (e.g., diagrams showing just local maxima/minima of machine
registers). Sub-models of increasing complexity are then explored, in search for the
progressive emergence of the distinctive features of the four behavioral classes. For
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example, in two-register machines (see [1], Chapter 3) only by considering 8 instruc-
tions, corresponding to 11,019,960,576 possible cases, do some traces of seemingly
random behavior start to appear (in 126 instances).
3 Some preliminary questions and steps
Do process algebras qualify for meaningful experiments in NKS style? Where are
they positioned, in the NKS ’world of simple programs’? Which variables best
support the observation of increasingly complex behaviors?
The ﬁrst impression is that, even in their simplest forms, process algebras might
already be too complex. While considerable eﬀorts have been spent for minimizing
the set of independent operators for nondeterminism and concurrency, in the NKS
setting these very notions may turn out to be too sophisticated, and unnecessary for
an ultimate explanation of the complexity we observe in Nature. And although the
’multiway systems’ and ’symbolic systems’ studied in [1] might bear some similarities
with process algebra, the SOS inference rules of the latter appear as more complex
than the rewrite rules of those models.
Still, we have attempted some preliminary, non-conventional observations of pro-
cess algebraic behaviors (written in Basic LOTOS), in search of traces of rapid qui-
escence, or periodic, nested/fractal behavior, or deterministic randomness. Which
variable did we observe? For detecting the emergence of the distinguishing features
of Wolfram’s classes it is possible to abstract away many details of the state. Quite
drastically, we have regarded at process algebraic terms as pure number generators:
a behavior is simply the count of occurrences of a given action, say a, at successive
depth levels in the SOS-derived labeled trees.
For a start, we have ﬁxed the number of actions (a and b) and of process symbols
(P and Q), and considered only the operators of inaction, process instance, action
preﬁx, choice, full parallel. A speciﬁcation is a pair of process deﬁnitions for P and
Q , with term ’P’ taken as the initial state; a rough complexity measure is then the
sum of their syntactic depths.
The only behaviors observed with speciﬁcations of cumulative syntactic depth
up to 3 are sequences {0,0,...}, {1,1,...} and {1,0,0,...}. With depth 4, the only
novelty is the appearance of periodic sequences {1,0,1,0,...} and {0,1,0,1,...}, and of
the geometric progressions in base 2. The exhaustive exploration of all 22,192,128
speciﬁcations with cumulative depth 5 oﬀers a wider variety of cases. For example,
when depths 2 and 3 are associated with the two processes we have a total of
32,256 speciﬁcations, that yield 76 diﬀerent sequences. These include geometric
progressions in bases 2, 3 and 4, and sequences based on the recurrences:
an = an−1 + an−2(1)
an =2an−1 + an−2(2)
an = a2n−1(3)
an = a2n−1 + an−1(4)
an = a2n−1 + an−2(5)
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with variants obtained by changing initial values, by taking suﬃxes, and by ap-
plying scale factors. Note that (1) is the omnipresent Fibonacci sequence. Re-
currence (2) appears both with initial values {1,3} and {1,2}, yielding sequences
{1,3,7,17,41,99...} and {1,2,5,12,29,70,...}. Interestingly, these correspond, respec-
tively, to the numerators and denominators of the continued fraction convergents
to
√
2.
By observing that, in this simple setting, the arithmetic operators of addition
and multiplication eﬀectively act behind the scenes, corresponding, respectively to
the operators of choice and parallel composition, one can start devising a schema
for directly deriving recurrences from process algebraic speciﬁcations. But how far
can one go in this direction, once deeper terms and further behavioral operators
are considered? And would this schema always provide us with a computational
shortcut for ﬁnding the nth element of the sequence? This brings us back to a
central theme in NKS, that of computational irreducibility.
The central column in the evolution of ECA 30 is a well known example of
pseudo-random number generator. The value of the nth bit in this sequence can only
be obtained by computing all the ECA states that precede it: no computational
shortcut has ever been found. Can we extract a numeric sequence with similar
properties out of process algebraic terms? If so, how complex would these be? The
simplest example of random-like behavior presented in [1] is a numeric sequence:
an+1 =
⎧⎨
⎩
an ∗ 3/2 if an is even;
(an + 1) ∗ 3/2 if an is odd.
With a0 = 1, the sequence is {1, 3, 6, 9, 15, 24, 36, 54...}. Similar to the central col-
umn of rule 30, the parities {1, 1, 0, 1, 1, 0, 0, 0, ...} of this sequence exhibit random-
like features, that are indeed those detected also in the 8-instruction register ma-
chines mentioned earlier.
Our searches for this speciﬁc numeric sequence, based on action counting as
described above, have not been successful. However, one can wonder whether the
choice of a diﬀerent observable for process algebraic term evolutions could have
led to diﬀerent results. And by taking the direct approach of trying to construct
an explicit model, thus departing a bit from the NKS style, we have obtained the
following speciﬁcation.
System := hide{a, b}in(P [Φ] |{a, b, d}| X)
P := c; d; Stop
PPP :=P |{d}| P |{d}| P
X := hide{c, d}in ((a; RW ) |{c, d, b}| (b; X[Φ]))
RW := a; (a; (RW |{d}| PPP ) [] b; PPP ) [] b; PPP
Φ = {a → c, b → d, c → a, d → b, τ → τ}
We are still using a pure process algebra, but we need a more ﬂexible parallel
operator, with selective synchrony, the hiding operator, and process instantiation
with action relabelling. As a new observable, we choose the length of runs of equally
labeled transitions. From left to right, the transition system of our speciﬁcation
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appears as a sequences of combinatorial explosions of growing size (Figure 1), whose
actions are labeled, in turns, a and c, with b and d acting as separators, and whose
diameters are {1, 3, 6, 9, 15, 24, 36, 54...}, that is, Wolfram’s random-like sequence.
Fig. 1. A sequence of combinatorial explosions of lengths {1, 3, 6, 9, ...}
Is it possible to clearly separate, in the process algebraic setting, class 3 and
class 4 behavior? One of the open questions in NKS is whether computational
universality can indeed be achieved within class 3, e.g. by computations of ECA
30. In this respect, searching for the emergence of pseudo-random ﬂuctuations in
various formal systems, including process algebra, appears as an attractive goal.
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