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Abstract. This article addresses the issue of computing the expected cost func-
tions from a probabilistic model of the air traffic flow and capacity management.
The Clenshaw-Curtis quadrature is compared to Monte-Carlo algorithms defined
specifically for this problem. By tailoring the algorithms to this model, we reduce
the computational burden in order to simulate real instances. The study shows that
the Monte-Carlo algorithm is more sensible to the amount of uncertainty in the sys-
tem, but has the advantage to return a result with the associated accuracy on de-
mand. The performances for both approaches are comparable for the computation
of the expected cost of delay and the expected cost of congestion. Finally, this study
shows some evidences that the simulation of the proposed probabilistic model is
tractable for realistic instances.
Keywords. Clenshaw-Curtis Quadrature; Monte-Carlo Simulation; Air Traffic
Management; Probabilistic Model
1. Introduction
The air traffic flow and capacity management has been extensively studied in the past
years [4] and a review of the models used in the operational research community can
be found in [2]. It covers mainly the static and the single-stage variant, which has been
solved for large-scale instances of the size of the National Airspace of the United States
[3]. More recently, research effort was oriented toward anticipation of perturbations [1]
and implementing network strategies with closed-loop control [12] in order to mitigate
the possible perturbations. In any case, there is an interest in the research community
toward the dynamic variant of the problem. In the SESAR Joint Undertaking, the working
package 07.06.05 concerns the “dynamic Demand Capacity Balancing”. The proposed
solution for this problem is to introduce new short-term measures in the set of possible
actions of the flow manager: minor ground delays, flight level capping and minor re-
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routings applied to a limited number of flights. These measures ensure that the response
is proportional to the magnitude of the perturbation.
One question that arises is the impact of uncertainty on the decisions. We mea-
sured the prediction error of the tabular BADA model[11] and a steady-state flight model
against real flight recordings and we observed that the amount of uncertainty changes
according to the flight phases, i.e., a difference around 5-6 minutes between the climbing
and the en-route phases. This was also verified by [7] who measures a difference of 9
minutes of prediction error between proposed flights and active flights. Besides, the Cen-
tral Office for Delay Analysis Digest 2012 asserts that 36% of the flights were delayed by
5 minutes or more and 16% by 15 minutes or more compared to the scheduled departure
time[10]. The factors are numerous and the prediction errors will be a problem for the
next years since some causes are still unpredictable, e.g., weather and human behavior.
For these reasons, we are interested into a non-homogeneous model of uncertainty of the
system and we believe that it will enhance the robustness of the chosen optimal plan. On
the one hand, we can monitor the events in term of degree of confidence and we can take
actions according to the probability of occurrence of different scenarios. On the other
hand, the probability of presence in a sector can induce some safety margins between the
exit and the entrance of two different flights, i.e., reducing the time between these events
will increase the probability of congestion.
2. Model
In this section, we briefly present the model, for more details please refer to [5] and [8].
First of all, it consists of two submodels, the flight model and the sector model. The
former is used to compute the expected cost of delay and the probability of presence in
the sectors. The latter takes the probability of presence for each flight and compute the
expected cost of congestion. First, the flight model is defined as follows:
pN(tN) =
∫
Ω
. . .

∫
Ω
p f3|2(t3|t2)
[∫
Ω
p f2|1(t2|t1)p f1(t1)dt1
]
︸ ︷︷ ︸
p f2 (t2)
dt2

︸ ︷︷ ︸
p f3 (t3)
. . .dtN−1 (1)
where Ω is the time horizon, p f1(t1) is the marginal probability for the flight f to
enter the airspace at time t1 and p
f
i+1|i(ti+1|ti) is the conditional probability to be at i+1
at time ti+1 given it was at i at time ti. This equality holds because we use the Markov
assumption. Then, the probability of presence is:
Pr(Ss, f (t)) =
∫ t
−∞
p fi (t)− p fi+1(t)dt (2)
which is the difference of the cumulative probabilities at the boundary points of the
sector.
Thereafter, a stochastic process Ss, f (t) is gathered from every flight f of a sector s
and aggregated to obtain the stochastic process of congestion:
Pr(Ks(t) = n) = ∑
|a|=n
∏
f∈F|s
Pr(Ss, f (t))a f ·Pr(Ss, f (t))1−a f (3)
=
1
Ns(t)+1
Ns(t)
∑
l=0
exp(−iwln) . . .
Ns(t)
∏
f=1
[
1−Pr(Ss, f (t))+Pr(Ss, f (t))exp(iwl)
]
where F|s is the subset of flights crossing the sector s, i =
√−1, w = 2piNs(t)+1 , Ss, f (t) is
the complement of Ss, f (t) and Ns(t) = |{ f ∈ F |Pr(Ss, f (t)) 6= 0}|. Notice that |a| = n
refers to the multi-index notation where a is a Boolean vector and so, the sum is over all
vectors with a number of 1 equals to n. The Boolean a f denotes if we use the probability
of the flight to be or not in the sector. The last equality is obtained with the characteristic
function of a Binomial-Poisson distribution and it can be computed with a Fast Fourier
Transform [9].
The inference model needs two input models that describe the uncertainty for each
flight. The input models consist in the inbound model and the intent model. The former
is simply a marginal distribution describing the uncertainty on the arrival time in the
airspace. In this study, we consider only departures and we use the CODA digest 2012
statistics on departure delays. The former model consists of two-dimensional functions
describing the uncertainty of the arrival time at points given the time of arrival at their
previous point. Here, for the sake of simplicity, we do the assumption that this distri-
bution is stationary but it can be removed by taking into account specific evolution of
the flight state according to the boundary points, e.g., flight phases, flight intents or non-
homogeneous wind field. To do so, expert knowledge on flight dynamics and statistical
analysis from historical data seems to be the best ways to define the intent models and
should be addressed in further research. Nevertheless, in this study, we rely on the tri-
angular and the PERT distributions, usually used to model the probability of duration of
an activity in risk management. The PERT distribution is defined as a Beta distribution
scaled on an arbitrary support:
PERT (min,max,m,λ )∼ min+X · (max−min) (4)
where X ∼ BETA(1+λ m−minmax−min ,1+λ max−mmax−min ) and λ is arbitrary set to 4.0, which is the
value recommended in the risk management literature. As for the triangular distribution
and the Beta distribution, the support of the PERT distribution is bounded (see figure 1).
The bounds are obtained via the time of arrival on the previous point. It reflects the fact
that the flight is physically limited in speed and in flying time. Finally, we assign m, the
mode of the distribution, to the target time of arrival.
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Figure 1. Intent Model
The probabilistic model is meant to be used in an optimization framework. We are
interested in the expected cost functions of the delay and the congestion. These can
simply be defined as an aggregation measure on every flight and sector respectively. For
the expected cost of delays, the function is:
C1(γ) = ∑
f∈F
[∫
Ω
(τ−A f )2+ · p fn f (τ;γ| f )dτ
]
(5)
where F is the set of flight, A f is the scheduled time of arrival and p
f
n f is the marginal
on the last point for the flight f . γ| f denotes the decision vector, the target times of arrival
on each point, restricted to the targets of the flight f . Indeed, in the optimization context,
we are trying to find the vector γ that minimizes the cost functions. For the expected cost
of congestion, the function is:
C2(γ) =
∫
Ω¯
∑
s∈S
[
Ns(τ)
∑
n=Cs(τ)+1
(n−Cs(τ))2 ·Pr(Ks(τ) = n;γ)dτ
]
(6)
where S is the set of sectors, Cs(τ) is the capacity of the sector s at time τ . In the
following, this will be set to a constant function. Here, we use quadratic cost functions
to avoid the problem of fairness, where a flight or a sector is continuously penalized for
the benefit of the others.
3. Algorithms
In this section, the Clenshaw-Curtis quadrature is compared with the Monte-Carlo ap-
proach for the simulation of the probabilistic model and are tested on two benchmarks,
one per cost function, in order to emphasize the differences between computational time
and accuracy.
The Clenshaw-Curtis quadrature is an adaptive numerical integration technique. The
choice of the algorithm was mainly oriented toward generic algorithms, since there are
no assumptions on the density functions. However, the marginalization process consists
in an integral of a product of functions and so, the Clenshaw-Curtis Quadrature is a good
candidate. It is based on the expansion of the integrand in terms of Chebyshev polyno-
mials and it is recognized for its efficiency and its accuracy. In our case, for one flight,
the number of dimensions is equal to the number of sectors plus one, typically a value
around ten. Consequently, integrating the cost function with the last marginal directly is
impractical due to the curse of dimensionality. A straightforward solution is to stock the
intermediate results at each node, from the first marginal to the last (cf. equation 1). Then,
the cost function is integrated with the approximation of the last marginal. The resulting
error depends directly on the discretization required to stock the intermediate functions.
A finer discretization will lead to more evaluation points at each node and consequently,
the computational burden will increase exponentially (see figure 4). A coarse discretiza-
tion will generate a larger error, which will be propagated at each node, and so, accuracy
will be easily lost. The problem of dimensionality concerns mainly the evaluation of the
expected cost of delay for the flights. The evaluation of the expected cost of congestion
is different since it requires intermediate operations. The first one is the computation of
the probability for a flight to be in the sector at a given time (see equation 2). The second
one gathers the results from the previous one for each flight, defines a Binomial-Poisson
distribution and computes its probability mass function (see equation 3). The last one is
the integration of the stochastic process defined by the result of the previous step with
the cost function (see equation 6).
The Monte-Carlo approach is fundamentally different from numerical integration. It
consists in simulating the system many times to obtain a statistic on the expected value
of the distribution. By the law of large numbers, the sample mean converges in proba-
bility and almost surely to the expected value. Moreover, by the Central Limit Theorem,
the distribution associated to
√
n(x−µ)
σ converges in distribution to a Normal Distribution
where x is the sample mean, µ is the expected value and σ2 is the variance of the under-
lying distribution. As a consequence of this important result, the estimate of the mean
will be better if the variance of the underlying distribution decreases or if the number
of samples increases. Nevertheless, as n becomes large, the impact of the latter on the
reduction of the error of the mean will decrease because of the square root function at
the numerator.
Our system is described by a huge joint distribution. Nevertheless, solely a few
marginals are of interest; those which captures the important characteristics of the
airspace. On the one hand, the expected cost of delay needs to be computed for each
flight. Since we assume that they are mutually independent given the objectives, samples
can be drawn independently from the marginal distribution of the last point for every
flight. Because of the Markov assumption, this can be done easily with the forward sam-
pling algorithm. On the other hand, the expected cost of congestion needs to be com-
puted for each sector. The sectors are also mutually independent given the objectives, but
the congestion depends on the flights. However, since the distributions of congestion are
not identical from one sector to another, the number of samples required to attain a given
accuracy may not be equal. It seems a good idea to determine empirically the number
of samples per sector in order to give more importance to the ones with high variance.
The standard error of the mean is the simplest estimate of the true standard deviation of
the mean. From this measure, let εr be a threshold on the estimate of the relative error,
computed by the ratio of the standard error and the sample mean, and εa be a threshold
on the absolute error.
In this study, particle refers to the times of overfly, generated by the Monte-Carlo
routine, necessary for the computation of the congestion of a sector. Algorithm 1 is a
sampling routine giving the cost of congestion for one particle identified by p. This iden-
tifier is used to recover the scenario from the flight model, through the ForwardSampling
Algorithm 1 Congestion Cost Sampling
Require: s, p,F|s,Cs
1: for f ∈F|s do
2: ξi = ForwardSampling( f , p,s)
3: end for
4: T := /0
5: for i = 0→ |F|s| do
6: T = T ∪ (ξi,1)∪ (ξi,−1)
7: end for
8: SORT(T,time,ascending)
9: a := 1
10: τ := T (0)0
11: M := /0
12: for t ∈ T\{T (0)} do
13: M[a] = M[a]∪ (τ, t0)
14: τ = t0
15: a = a+ t1
16: end for
17: Jcong := 0
18: a = maxi{M[i] 6= /0}
19: for i =Cs+1→ a do
20: if M[i] 6= /0 then
21: for t ∈M[i] do
22: Jcong = Jcong+ cost(i) · (t− t)
23: end for
24: end if
25: end for
26: return Jcong
routine, and if the particle already exits, it can be retrieved from the memory and if not,
it can be generated by the forward sampling algorithm and stored. This permits to create
partial scenario according to the convergence of each sector and hence, to reduce the
computational burden. Also, even if the forward sampling picks a value for every point of
the flight plan, the routine returns only the two entry/exit points associated to the sector s.
Consequently, ξi = [ξi,ξi] is the time interval when the flight is in the sector. Also, we use
an ordered set T of pairs to stock the timestamp and the event of entrance (+1) and of exit
(-1). T (i) j denotes the ith pair of the set and the jth element of this pair. Line 9 requires
that we sort the set T according to the time in an ascending order. This corresponds to
the idea of a sweep line algorithm. Since the size of T is twice the number of aircraft in
the sector, the algorithm needs to sort only a few items. Then, by counting the number
of entrance/exit at each event, we obtain a time interval with a corresponding number of
flights. Hereafter, with a multimap M, a map with multiple values for one key, the inter-
vals are stored according to the number of flights. When the sweep algorithm terminates,
the cost is determined by summing the cost function of the number of flights (the keys
of M) multiplied by the length of the time interval (the values of M). The complexity of
the routine depends solely on the number of flights and by avoiding the discretization of
the time horizon, the computational error is bounded by the machine precision.
Thereafter, this routine is called several times by the following Monte-Carlo routine,
which ensures the convergence of the process toward the mean value with a soft condition
according to the relative and absolute standard error of the mean. Algorithm 2 uses the
Algorithm 2 Expected Cost of Congestion with Monte-Carlo
Require: F|s,Cs,εrel ,εabs,ninit
1: for i = 0→ ninit do
2: J(i)cong =CongestionCostSampling(i,F|s,Cs)
3: accx(J
(i)
cong)
4: accSDx(J
(i)
cong)
5: end for
6: n := ninit +1
7: while SDx > εrel · x ∧ SDx < εabs do
8: J(n)cong =CongestionCostSampling(n,F|s,Cs)
9: x = accx(J
(n)
cong)
10: SDx = accSDx(J
(n)
cong)
11: n = n+1
12: end while
concept of accumulator(acc) which computes the mean x and the standard error of the
mean SDx in an online way.
Finally, algorithm 3 returns a stochastic process where each point contained in the
mapping M has converged in terms of error of the mean. As a matter of fact, one ac-
cumulator is created per point (see line 10,19) and updated with the previous samples
stocked in I . The sub-routine CongestionSampling gives a set of congested temporal
intervals associated to the particle n. It can be implemented similarly to the algorithm 1,
but we stock only the temporal intervals associated to a number of flights greater than
the capacity. For this reason, the sub-routine CongestionSampling returns a finite set of
temporal intervals I. Then, the algorithm tests if the boundary points of the congested
interval t = [t, t] are in the map (line 9,18). Because these timestamps are real values,
we need to define a coefficient ε , which will manage the trade-off between the number
of points in the map and the accuracy. So, a timestamp x is considered to be in the map
if there exists a timestamp y already in the map where |x− y| < ε . We consider this al-
gorithm to be adaptive in the sense that it will choose a number of points according to
ε and to the complexity of the underlying stochastic process. To illustrate this idea, a
purely deterministic system requires 2n points where n is the number of congested tem-
poral intervals. Indeed, we need the transition moments between probability 0 and 1 and
the Monte-Carlo routine will always return these points. Let t∗i be the timestamps of the
boundary of the congested intervals. When uncertainty is considered, the Monte-Carlo
routine return points in the range t∗i ±∆ti where ∆ti is the supremum of the interval length
when the probability of presence fluctuates for each flight contributing to the congestion.
Consequently, the probability of congestion fluctuates too and this is where the interpo-
lation points are created in order to capture the non-linearity of the evolution. Outside of
these ranges, the probability is either 0 or 1, and so the interpolation is trivial. Besides,
Algorithm 3 Congestion Monitoring with Monte-Carlo
Require: s,F
1: I := /0 {A set for accumulating the congested intervals}
2: for i = 0→ ninit do
3: ... {Initialization of the accumulators: refer to line 7 to 40}
4: end for
5: n := ninit +1
6: while max(E)> εrel do
7: E = /0
8: I =CongestionSampling(s,n,F|s)
9: for t ∈ I do
10: if M[t] = /0 then
11: M[t] = accx
12: for ξ ∈I do
13: if t ∈ ξ then
14: M[t](1)
15: else
16: M[t](0)
17: end if
18: end for
19: else if M[t] = /0 then
20: M[t] = accx
21: for ξ ∈I do
22: if t ∈ ξ then
23: M[t](1)
24: else
25: M[t](0)
26: end if
27: end for
28: end if
29: l = lower(M, t)
30: u = upper(M, t)
31: for τ ∈ key(M) do
32: if τ < l∨ τ => u then
33: E = E ∪M[τ](0)x
34: else
35: E = E ∪M[τ](1)x
36: end if
37: end for
38: end for
39: I =I ∪ I
40: n = n+1
41: end while
42: return M
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Figure 2. Monte-Carlo Performances for the Expected Cost of Delays
the algorithm requires that the data structure M implements the functions lower(t) and
upper(t), which return the first element whose key is not considered to be before and
the first element whose key is considered to be after t respectively. These operations are
generally provided with binary search tree.
4. Results
All the results were computed on an Intel R© Core
TM
i7-3770K CPU with 8 x 3.50GHz
and 15,6 Go of memory. The programs are implemented in C++11 with the help of the
statistical library from Boost 1.53, the Clenshaw-Curtis quadrature implemented in the
Gnu Scientific Library 1.15 and FFTW [6].
We will assess of the differences between the two approaches with a flight crossing
11 sectors, which is realistic for the scope of our airspace. Simulations are conducted
with both the triangular and the PERT distributions. The support for the initial distribu-
tion is fixed to the delays on departure given in the CODA digest 2012, fitted with a con-
tinuous linear function, and the supports for conditional distributions are fixed to 180 sec-
onds. Because the supports of the two distributions are the same, the PERT distribution
possesses a lower variance than the triangular distribution. The flight can takeoff at any
time between 5 minutes and 60 minutes, every sector requires ten minutes to be crossed
and the target time of arrival is around 130 minutes. Then, we compute the expected cost
of delay for 300 decision vectors randomly drawn from an uniform distribution covering
the feasible set. To obtain a good estimate of this value, we use Monte-Carlo simulations
with a relative error of 10−4 and an absolute error of 0.1. Figure 2a shows the Monte-
Carlo evolution for each run. First, the evolution for every run is linear in the log-log
scale. The reason is that the estimation of the standard deviation does not fluctuate with
more samples. So, the decrease in the relative standard error is only driven by the square
root of the number of samples. The second remark concerns the difference between the
triangular and the PERT distribution. Since the overlapping between the runs is impor-
tant, it is not clear that one distribution requires more computations than the other. Nev-
ertheless, the computational time required to generate one sample for the PERT distribu-
tion is around eight times higher than the triangular distribution, i.e., 309,19 microsec-
onds against 38,47 microseconds. Figure 2b shows the computational time required to
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Figure 3. Clenshaw-Curtis Quadrature Accuracy for the Expected Cost of Delays
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Figure 4. Computational Time for Clenshaw-Curtis Quadrature
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Figure 5. Monte-Carlo and Clenshaw-Curtis Quadrature Performances for the Expected Cost of Congestion
obtain a relative error of 1%. Consequently, the use of the PERT distribution can only be
justified by a gain in modeling precision.
For the Clenshaw-Curtis quadrature, the results were compared to the Monte-Carlo
routine with a relative error of 0.01%. First, the two approaches converge to the same
value, with a maximum error of 0.3% for a discretization step of 1 second (cf. figure 3).
Then, as the discretization step becomes larger, the error increases slowly and reaches
the accuracy threshold of 1% around 30s and 65 seconds for each distribution respec-
tively. For the computational time, the numerical integration method is more stable to the
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Figure 6. Congestion Visualization along Time
change of distribution (cf. figure 4 and figure 2b). For the PERT distribution, the compu-
tational times is hardly distinguishable between the two approaches. Moreover, we have
examined that the Monte-Carlo performances are greatly dependent on the amount of
uncertainty where this is not the case for the numerical int gration. Therefore, we believe
that over a threshold of uncertainty, the numerical method can surpass the forward sam-
pling in computational time. Nevertheless, it was also found that the forward sampling
always overestimates the error of the mean and so, there are still opportunities for further
enhancements of the estimator with more sophisticated Monte-Carlo routines.
In the same manner, we compare the two approaches for the computation of the
expected cost function of congestion. We verify that the two methods converge to the
same result with a 1% accuracy error for 100 random vectors drawn uniformly over
the feasible set. Here, we can see that the estimation of the standard error of the mean
depends on the number of runs (see figure 5a), contrary to the previous estimation. Also,
there is some runs that converge to the absolute error, fixed at 0.1. It was found that these
runs compute a low congestion cost and need a lot of samples to gain little accuracy.
The same difficulty appears for the computational time of the numerical integration with
PERT distribution (see figure 5b). Since the PERT distribution has a lower variance, the
expected cost function of congestion is lower than the triangular distribution and for
certain decision vectors, the method has difficulties to converge to the required accuracy.
For this reason, we think that the use of the absolute error threshold is recommended to
avoid spending time in the computation of low congestion cost.
Finally, algorithm 3 was used to generate figure 6 where each column give the evo-
lution of the congestion probability for a sector (from top to down) on a time horizon of
2 hours and a half. The instance consists of 121 sectors disposed as a 11x11 grid where
192 flights arrive from every direction and are going toward the opposite direction. The
capacities were arbitrary chosen to induce a congestion probability greater than zero and
were assigned to the sectors in order to obtain the symmetry observed in the figure. The
result was generated in 219 seconds and so, we believe that computing the probability of
congestion with an accuracy around 1% is tractable for large instances.
5. Conclusion
This article presents a comparative between the Clenshaw-Curtis method and Monte-
Carlo routines using a sweep-line algorithm. We were interested in the computation of
two cost functions concerning the expected delays and the expected congestion. Also,
a Monte-Carlo routine for congestion monitoring is defined. For the computation of the
cost function, no discretization is used and so, the result can be approximate arbitrary
well depending on the chosen number of particles. For the congestion monitoring, the al-
gorithm determines the points where the probability of congestion fluctuates. According
to the result, the Monte-Carlo performances are mitigated as the uncertainty increases
where it seems not be the case for the numerical integration. Consequently, we recom-
mend to perform a comparative with random vectors when changing the parameter of
the model before the optimization in order to choose the right approach. However, one
advantage of the Monte-Carlo simulations is the ability to perform partial simulation,
i.e., to return a result and the associated accuracy in a limited amount of time. Also, the
Monte-Carlo routine for monitoring the congestion was able to complete in a reasonable
amount of time for a large instance. In summary, both approaches can be used to evaluate
the cost functions on this probabilistic model, which will be required in the following
studies concerning optimization.
References
[1] A. Agustín, A. Alonso-Ayuso, L.F. Escudero, and C. Pizarro. On Air Traffic Flow Management with
Rerouting. Part II: Stochastic Case. European Journal of Operational Research, 219(1):167–177, May
2012.
[2] A. Agustín, Antonio Alonso-Ayuso, Laureano F. Escudero, and C. Pizarro. Mathematical Optimizationg
Models for Air Traffic Flow Management: A Review. Studia Informatica Universalis, 8(2):141–184,
2010.
[3] Dimitris Bertsimas, Guglielmo Lulli, and Amedeo R. Odoni. An Integer Optimization Approach to
Large-Scale Air Traffic Flow Management. Operations Research, 59(1):211–227, 2011.
[4] Dimitris Bertsimas and Sarah Stock Patterson. The Air Traffic Flow Management Problem with Enroute
Capacities. Operations Research, 46(3):406–422, 1998.
[5] Gaétan Marceau Caron, Pierre Savéant, and Marc Schoenauer. Multiobjective tactical planning under
uncertainty for air traffic flow and capacity management. In 2013 IEEE Congress On Evolutionary
Computation. IEEE Computational Intelligence Society, 2013.
[6] Matteo Frigo and Steven G. Johnson. The design and implementation of FFTW3. Proceedings of
the IEEE, 93(2):216–231, 2005. Special issue on “Program Generation, Optimization, and Platform
Adaptation”.
[7] Eugene P. Gilbo and Scott B. Smith. New method for probabilistic traffic demand predictions for en
route sectors based on uncertain predictions of individual flight events. In Ninth USA/Europe Air Traffic
Management Research and Development Seminar (ATM2011), 2011.
[8] Areski Hadjaz, Gaétan Marceau, Pierre Savéant, and Marc Schoenauer. Increasing Air Traffic: What is
the Problem? In The Second SESAR Innovation Days (SID 2012), 2012.
[9] Y. Hong. On Computing the Distribution Function for the Sum of Independent and Non-identical Ran-
dom Indicators. Technical report, Virginia Tech, Department of Statistics, 2011.
[10] Directorate Network Management. Coda Digest - Delays to Air Transport in Europe. Technical report,
Eurocontrol Experimental Centre, 04 2012.
[11] A. Nuic. User Manual for the Base of Aircraft Data - Revision 3.10(BADA). Technical report, Euro-
control Experimental Centre, 04 2012.
[12] Jerome Le Ny and Hamsa Balakrishnan. Feedback control of the national airspace system to mitigate
weather disruptions. In CDC, pages 2055–2062, 2010.
