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Abstract-In this paper, we consider a numerical technique which enables us to verify the ex- 
istence of solutions for some simple obstacle problems. Using the finite element approximation and 
constructive error estimates, we construct, on a computer, a set of solutions which satisfies the hy- 
pothesis of the Schauder fixed-point theorem for a compact map on a certain Sobolev space. We 
describe the numerical verification algorithm for solving a two-dimensional obstacle problems and 
report some numerical results. @ 2003 Elsevier Science Ltd. All rights reserved. 
Keywords-Numerical verification, Fixed-point theorem, Error estimates, Obstacle problems, 
Finite element method. 
1. INTRODUCTION 
Recently, several methods to the numerical proof of existence of solutions for variational inequal- 
ities have been developed [l-4]. The basic approach of this method consists of the fixed-point 
formulation of variational inequality and construction of the function set, on a computer, satis- 
fying the validation condition of a certain infinite dimensional fixed-point theorem. The sections 
of this paper are as follows. In Section 2, we review mathematical background materials related 
to the obstacle problems, give a brief description of the fixed-point formulation, and consider 
methods of verification. In Section 3, a computer algorithm to construct the set satisfying the 
verification conditions is presented. In order to compute the rounding error, it is necessary to 
determine some constants which appear in a priori error estimates. In Section 4, we describe a 
method to numerically estimate such constants. Numerical examples are illustrated in the last 
section. 
2. FORMULATION OF THE PROBLEM 
Let us first set a few notations. In what follows, let R be a convex polygonal domain in R2 
with a boundary 6Q. For some integer k, let Hk(G) d enote the L2(R)-Sobolev space of order k 
on R. We introduce the scalar product in L2(s2) by 
(f, g> = s, f(x)&) dx. 
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The norm in Hk(0) will be denoted by II.IIHhcn,. The symbol 1.1 Hk co) will stand for the seminorm 
In addition, set H,‘(R) = {v E H’(Q) : v = 0 on an}, with an inner product (Vu,Vv) for 
u,v E HA(R), and 
a(u, w) = s Vu. Vu dx, au av au av whereVu.Vv=--+--. R axl axI ax2 ax2 
Since we adopt (Vu,Vv) as the inner product on Ho(a), the associated norm is defined by 
II&;(n) = IlVull~2(n). Next, we define 
K = {v: v E H,‘(R), w 2 0 a.e. on a}. 
We now suppose the following assumptions of nonlinear function f (.). 
ASSUMPTION 1. f is a continuous map from Ho(Q) to L’(Q). 
ASSUMPTION 2. For each bounded subset W c H,‘(n), f(W) is also bounded in L2(Q). 
We consider the following obstacle problem: 
find u E K such that a(u,v - u) 1 (f(u),v - u), VVEK, UEK. (2.1) 
First, since a( . , . ) is a continuous bilinear form on Ht (R) x Hi (fl), from the Riesz representation 
theorem, for each u E Hi(R), a unique element F(u) E HA(Q) exists such that a(F(u),v) = 
(f(u),v), Vv E H,‘(R). That is, 
38’(u) E H,‘(R) such that - AF(u) = f(u), in 0, F(U) = 0, on an. (2.2) 
Thus, the map F : Hi(a) --+ HA(R) is a compact operator by the above assumptions on f. 
In [4], problem (2.1) is equivalent to u E Hi(R), such that 
u = PKF(U). (2.3) 
To verify the existence of the solution (2.1) in a computer, we use the fixed-point formulation (2.3) 
of a compact operator, PKF, as above. The Schauder fixed-point theorem yields the existence of 
a solution u of problem (2.3) in some suitable set U c Hi(Q), provided that 
PKF(U) c u. (2.4) 
Now, we describe a numerical verification method to verify the existence of solution (2.1). 
First, we determine a set V for a bounded, convex, and closed subset U c HA (fl) as 
V = {v E HA(a) : YJ = PKF(u), VU E U}. 
From the Schauder fixed-point theorem, if V c U holds, then a solution (2.1) exists in the set U. 
Our aim is to find a set U which includes V. A procedure to verify V c U using a computer is 
as follows: Let Sh be a finite-dimensional subspace of HA(R) dependent on h (0 < h < 1). We 
then define Kh, an approximate subset of K, by 
Kh=&nK={ Vh : uh c Sh, Uh 2 0 On f?} 
Notice that Kh is a closed convex subset of Sh. 
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We now define the projection PK~ from Ho(a) onto Kh. That is, Oh = PK,,(z), which is called 
a projection of z into Kh, and is defined as the solution to the following problem: 
First, we note that, by the well-known result [5], for any g E L2(R), the problem 
has a unique solution u E H;(0) f~ H2(s2) and the estimate 
IlA4l~w) I llgll~w (2.5) 
holds. Using (2.5) and error estimates, we make the following assumption as one of the approxi- 
mation properties of Kh. 
ASSUMPTION 3. For each u E Hi(R) n HZ(R), a p ‘t’ OS Ive constant, C exists, independent of u 
and h? such that 
tIu - PKhll/tH;(n) - < ChllgllLZ(n). (2.6) 
Here, C is numerically determined in Section 4. 
Now we define the dual cone of Kh by 
K; = {w E H,‘(R) : a(w,v) 5 0, v’v E Kh}. 
Note that Ki is also a closed convex cone in H,‘(n) with a vertex at 0, which is the only point 
common to Kh and K;. We need some additional lemmas from Rodrigues (cf. [6]). 
LEMMA 2.1. Any 21 E Hi(R) can be uniquely decomposed into the sum of two orthogonal 
elements. That is, 
‘U = PK,,~ @(I - PK,,)TJ = PK,,u @ PK;v. 
Here, @ denotes the sum of two orthogonal elements in the sense of Hi (a). 
In order to find some closed, bounded, convex subset U c H:(0) satisfying (2.4), we introduce 
V c Hi(n), the rounding R(V) and the rounding error RE(V). For any ‘~1 E H,(0), we define 
the rounding R(PKF(u)) E Kh as the solution of the following problem: 
~NPKF(~)), % - R(PKJ’(~))) 2 (f(u), Wt - R(PKF(u))), \dvh E Kh. 
For a set V C Hi(a), we define the rounding R(V) C Kh as 
R(v) = {?,h E Kh : uh = f?(PKF(u)), ‘U E u}. 
Also, we define for V c Ho((R), the rounding error RE(V) C H,$(fl) as 
For a given V, we calculate the rounding R(V) C Kh and the rounding error RE(V) C H,‘(R) 
such that V c R(V) @ RE(V) holds. Then, it is sufficient to find U which satisfies 
R(V) @RE(V) c U. 
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Next, let us introduce the procedure for finding such a set U using computers. First, we 
describe how to obtain such a set HA(R) on a computer. In order to find a set U satisfying the 





First, we obtain an approximate solution ur’ E Kh to (2.1) by an appropriate method. 
Set U,!$ = {uf’} and ~0 = 0. 
Next, we define R(V(i)) and RE(Vci)) for i 2 0, where Vci) is the set defined as follows: 
V(i) = &) E K : &) = PKF ,(i) , U(i) E u(i) . 
{ ( > > 
R(V(i)) is defined by the subset of Kh, which consists of all elements ur’ E Kh such that 
a(vc),$-l:;)) 2 (f(u’i’),$-v;)), b’$,Kh, (2.8) 
holds for some uci) E Uci). Let {&}+i...~ be a basis of sh such that &(x) 2 0, t71z E Q. 
Note that R(V(“)) can be enclosed by R(V(i)) c C,“=, Ajc#~, where A, = [Aj, ;;i;l are - 
intervals. 
Next RE(Vci)) is defined by 
RE If@) = u E K; : IlwljHdcn, 5 Ch sup 
(,i U(i)sU(i) Ilf Pa’> llLZ(flj} . 
Hence, Vci) c R(Vci)) $RE(Vci)) holds. 
Check the verification condition 
R(w) @RE (v(“)) C w. 
If the condition is satisfied, then Uci) is the desired set and a solution to (2.1) exists 
in Vci), and hence, in Uci). 
If the condition is not satisfied, we continue the simple iteration by using S-inflation (i.e., 
let 6 be a certain positive constant given beforehand), and take 
oi+i = Ch sup 
21(‘)EU(i) Ilf Pi’> IL(n) + b, 
[w+ll = {u E K; : Ilvll~;(n, L G+I}, 
/#i+l) _ M 
h -CL 
A,-&A,+6 &j, 1 
j=l 
u(i+l) = uCi+l) + [cq+1], h 
and then go back to the second step. The reader may refer to [3] for details. 
3. VERIFICATION PROCEDURES BY COMPUTER 
In order to construct the set U satisfying the verification condition on a computer, we use an 
iterative technique similar to that in [2-41, etc. We propose a computer algorithm to obtain the 
set U which satisfies the verification condition. 
Now we consider the following variational inequality: we set g E L2(s2), 
find u E K such that a(u, w - u) 2 (g, TJ - u), ‘JvEK. (3.1) 
Since g E L2(0), which implies that u E H2(R) n HA(O), and hence, that -Au - g E L2(fi), 
problem (3.1) is equivalent to the infinite-dimensional linear complementarity problem 
-Au-g>O, a.e. on R, 
(-Au - g)u = 0, a.e. on R, (3.2) 
u E K. 
We now define the approximate problem corresponding to (3.1) as 
a(uh,uh - uh) 2 (grvh - uh), vvh E Kh, u,, E Kh. (3.3) 
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THEOREM 3.1. Problem (3.3) is equivalent to the linear complementarity problem 
w-Dz=-P, w>O z>o, 
wz=o. (3.4) 
Here, D = (dij), with dq = (04i, V&) and 1 < i, j 5 M, and P z ((g, $j)) is an M-dimensional 
vector. 
PROOF. By choosing Vh = Uh + #Q for j = 1.. . M, we have 
Setting w = a(‘ZLh, di) - (g, q&) > 0, we find the first equation 
Wi = dijzj - Pi, for i = 1. . . M. 
j=l 
The second condition in (3.4) is the definition of Kh 
Zi 2 07 i = 1’. .M. 
(3.5) 
(3.6) 
The last condition in (3.4) is obtained by choosing vh = &Uh, 
a(uh, fuh - uh) > (g, fuh - uh) 
gives 
and with the choices E > 1 and 1 > c > 0 due to (3.5) and (3.6), we obtain 
WiZi = 0. 
It is easy to check, in turn, that if we take the coefficients zj of function (3.4), then uh is the 
solution of (3.3). 
Let R+ denote the set of nonnegative real numbers. For cr E R+, we set 
(3.7) 
For i 2 1, in order to define Uci) in (4), we need some additional properties. Let Aj (1 5 j 5 M) 
be intervals on R1 and let cz1 Aj& be a linear combination of {bj} (i.e., an element of the 
power set 2’“) in the following sense: 
In order to calculate rounding R(V) for a given set U = CE, A,& + [cy] and g = f(U) in (3.3), 
we consider the nonlinear system 
‘w - Dz = -(fP), 4i), l<.ilM, 
wz = 0, w 2 0, z 2 0. (3.8) 
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Equation (3.8) above is in fact a nonlinear system of equations whose right-hand side consists 
of intervals. Let 5 := (WI,. , w&f, ~1,. , Z.&f) and n = 2M. Many algorithms for solving (3.8) 
have been designed via an equivalent system of nonlinear equations 
J(x) = 0, (3.9) 
where J : R” --+ R” is continuous. The equivalence means that x’ solves (3.8) if and only 
if x* solves (3.9). In particular, inclusion methods for nonlinear equations by slope are studied 
in [7]. We briefly describe the method presented by Rump [7] below. Let PS denote the power 
set over a given set S. First, we construct the inclusion function as follows. Let J : Rn + R” 
be a continuous function, and let 
3 : D + PR” satisfy z E D =+ J(z) E J(x). (3.10) 
Next, for a compact and convex 8 # X with fixed 2 E D, we assume a linearization of J with 
respect to some f to be given by means of a set-valued matrix SJ(~_?:, X) (i.e., we suppose the 
existence of some function SJ : D x PD + PR,‘,) with 
?ED, XEPD+J(~)E J(Z)+SJ(5,X).(z-2). (3.11) 
In order to solve (3.8) with guaranteed accuracy, we use the following theorem which is given by 
Rump [7]. 
THEOREM 3.2. Let J : R” -+ Rn be a continuous function, R E Rnx”, 3 and SJ be given 
according to (3.10) and (3.1 l), a compact and convex 0 # X C D and 5 E D. If, for X, 
then an 2 E X with J(a) = 0 exists. 
Let 5 := (wi,ws,. . ,w~, zl,zp,. . , z~) be an approximate solution of (3.8). Let I, resp. J, 
be the set of indices i, resp. j, for which wi, resp. zj, is approximately zero. 
Solve the nonlinear system (3.8) using Theorem 3.2, and let W,, 1 5 i < M, i 4 I and Z,, 
1 5 j 5 M, j $ J, be the computed inclusions for the solutions. Define W, := 0 for i E I 
and Zj := 0 for j E J and let W := (WI, Wz,. , WM) and 2 := (Zi,&, . ,Z,). If then 
inf(Wi) > 0 and inf(Zj) 1 0 for 1 5 i 5 M, 1 < j 5 M then problem (3.8) has an optimal 
solution x E X = (W, 2). In actual computation of the solution for (3.8), first, we enclose a 
solution x of (3.9) as an interval vector X = (W, 2) by application of Theorem 3.2, second, we 
check the condition that inf (W) > 0 and inf(2) > 0. 
Using the slope for a nonlinear system (3.8), we can compute the solution of (3.8) and evaluate 
the rounding R(V). 
We now consider the fully automatic generation of the set U satisfying the verification condition. 
First, we generate a sequence of sets {Uci)}, i = 1,2, , which consists of subsets of Hi(R), in 
the following manner. We present an iterative procedure for generating {U(i)}, i = 1,2,. 
We use an iterative method with the initial value 
a0 = 0. 
That is, for i = 0, we choose an appropriate initial value uf’ E Kh and cre E R+ and define 
U(O) c HA(a) by U(O) = uf’ + [(~a]. Usually, VA?’ will be determined as 
a U/p&U/p)) > (f(?$‘),Vh-Uf)), (0) VVh EKh, uh EKhr (3.12) 
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which corresponds to the Galerkin approximation for (2.1). In addition, the standard selection 
for clle will be oc = 0. 
For Uf) = C,“=, Aj@j and o E R+, we set Uci) = iYf) + [oil, i 2 1. Then, we define 
u(i+i) 
h C Kh and oi+i E R+ according to 
(3.13) 
(3.14) 
where C is the same as in (2.7). Here, the Uf+‘) is determined to be the solution set of (3.13), 
as described above. Next, we continue the simple iteration method in Section 2. 
4. COMPUTATION .OF THE CONSTANT C 
In this section, we describe how to estimate C in (2.7). We consider the obstacle problem 
assuming IR to be a convex polygonal domain of R 2. Now we consider the following basic model 
problem associated with (2.1) concerning any g E L2(0): 
a(%u-u) 2(&V-U), VUEK, UEK. (4.1) 
We shall now approximate the solution of (4.1) by means of a finite element method. We define 
the approximation Sh of Hi((R) by 
Sh = {‘Uh : vh E H;(R) f?c” (a), ‘U& E PI, VT E 7h}, 
where Vh]T denotes the restriction of vh to T, where PI represents the space of polynomials in 
two variables of the degree < 1 and 7h is the set of triangles of the triangulation. We define Kh, 
an approximation of K, by 
Kh = sh f-l K = { ?,h : ‘t& E it&, t+, 2 0 On i?} . 
For an arbitrary solution u E Hi(O) of (4.1) and its finite element approximation ‘1Lh E Kh, 
defined as 
a(uh> % - uh) 2 (9, oh - uh), vvh E Khr (4.2) 
there exists a computable constant C independent of g such that 
bh - +f;(n) 5 chkdb(n,. (4.3) 
The smaller the constant C is, the higher the possibility verification is attained with the procedure 
described in Sections 2 and 3, as well as the higher accuracy. Now we describe how to estimate C 
in (4.3). Let Ph : Ho((s1) -+ sh denote the Hi-projection defined by 
(vc - ‘17(phc), vu) = 0, vu E sh. 
To get the constructive error estimates for the projection Ph of the form, for any C E H,‘(R) n 
H2(Q, 
(4.4) 
we can apply the existing result (see [S]). W e now have, by using the definition of Ph for arbitrary 
iI< - Ph#r;(n) = (v(< - phc)T O(6 - phc)) 
= (v(c - ph& v(c - id) 
< ]]v(c - Ph~kz(n)liv7(~ - X)Ib(Sl,, 
where St represents the orthogonal complement of Sh in Hi(R). 
(4.5) 
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Hence, choosing x = Z< using Nakao and Yamamoto’s results [8], 
Cl = 0.494 in (4.4). Here, Z< is the interpolant of < at each vertex. 
Aubin-Nitsche’s trick can also be applied to get the L2 error by 
we may use the constant 
Similarly, the well-known 
(4.6) 
Therefore, we have the following lemma. We take an element c = Ph< as the interpolating 
polynomial of degree 5 1 of I. 
LEMMA 4.1. The following estimates hold for r defined above: 
II II c-c HA KU i 0.494wIH~(n)? (4.7) 
I/ /I t-c L2(n) I (0.494)2h21&P(n). (4.8) 
Although the following lemma is almost the same as in [9], in order to keep this paper self- 
contained, we provide the details. 
LEMMA 4.2. The following estimates hold for u E H2(sZ) II H,‘(R): 
PROOF. For w E Cz(0) z C3(s2) n {w = 0 on an} and setting IC = (x1,~2)~, using Green’s 
theorem, we derive 
where $$ is the outer normal derivative on Xl. For a differentiable point q E Xl, y1 is the 
tangential direction at q and y2 is the normal direction of 22. More rigorously, (yl,y2) is the 
local coordinate system at each point q of Xl. Let 
By the invariance of the following quantity with respect to rotations of the coordinate system 
(x1,52) -+ (Yl,Y2) 
A+&$--, 
i=l 2 z 
we compute 
&yea,-*c). 
i= l  aY,2 aY2 34, aYi aYi 
Since & = 0 at q, we obtain 
I _ a2v av 
1) 
a2v au a2v av 
ay: ha 
-------_--_ 
aY2 au1 aY1 ay: aY2’ 
In fact, let y2 = w(yl) be the equation of the piece of the Kl the neighborhood of q. Differentiating 
the identity 
~(Yl,w(Yl)) = 0 (4.10) 
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twice with respect to yi, we obtain 
dv$dvE=O, 
aY1 ay2 ay, 
E!_+2 3% au 
a$ 
--+~(~)2+&($)=0. 
ayl aY2 ayl 
Since at q 
it follows that 
aw 
ayl= 0, 
If the 0 is convex, it is not hard to see that $ 5 0. Hence, 
Therefore, (4.9) can be written in the form 
In the case where R is polygonal domain, we have $$ = 0 on X? so that I,, = 0. Thus, we obtain 
The inequality asserted in Lemma 4.2 holds for u E C:(n). For w E Hi(R) n H2(s2), since the 
set of these w values is dense in C:(0), the assertion holds for w E Hi (0) n H2(1;2). 
Then, using (2.5), Lemma 4.1 and Lemma 4.2, we have the following theorem, regarding the 
approximate error 1121h - u))H;co). 
THEOREM 4.3. Let lh be the uniform triangulation of Q and let u and uh be the respective 
solutions of (4.1) and (4.2). If g E L2(s2), we then have 
where the constant C can be taken as 1.1045 in this case and h is the uniform mesh size of the 
triangle. Hence, we may take C = 1.1045 in (2.7). 
PROOF. Since uh E Kh C K, results from (4.1) are that 
d”, uh - u) 2 (9, u,, - u), (4.11) 
We deduce, by adding (4.2) and (4.11), that v?& E Kh, 
a(Uh-U,Uh-U)<a(vh-U,Uh-U)+a(U,vh-U)-((g,Vh-U). (4.12) 
From (4.12) and the inequality 
832 
we deduce 
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;llW -“II;@) 5 &L - U1l~~(n) + ~(U,‘uh - u) - (i?,vL -u), vuh E Kh. 
Since g E L2(R) implies that u E H,(0) n H2(s2) and -Au - g E L2(s2), if we put 
X=-Au-g, 
we get, by using (2.5), 
(4.13) 
(4.14) 
Il~ll~n) I ll~4I~~p) + Ilsllqn, = ‘4ldl~w)~ (4.15) 
From (4.14), we deduce that 
a(u,v) = (9 + ku), VW E H;(n), 
and from (4.13) and (4.16), 
$‘h - U&$(fi) 5 ;bh -U/&q + (kuh - u), v/oh E Kh. 
Hence, from (4.15), 
(4.16) 
(4.17) 
To estimate llh - 21, we use (4.17), choosing a suitable uh. First, we define the interpolation 
operator f& : Hi(R) fl Co(n) -+ sh by 
nhL’u E sh, \~wEH,‘(~;~)~CO(G), 
nh+) = v(P), VP 6 &. 
(4.18) 
Here & = {p : p E i?, p is a vertex of T E &}. we also have 
nhv E Khr Vv~KnC~(fi). 
Replacing zih by f&u in (4.17), we then have 
flbh - Uil;;(n) 5 $Inhu - #$(n) +2k~iLz(~)ll~h~ - dG’(C1). (4.19) 
The regularity property ‘1~ E H2(s2) and Lemma 4.2, 
MHW = Il4l~~(n) I lldl~w)~ 
by Lemma 4.1, we have the following estimation: 
and 
IInhu. - +f;(n) 5 @494f++(n) 5 0.494hlkdLZ(n) (4.20) 
llnhu - +2(R) 5 (0.494)2h2bbf2(n) 5 (0.494)2h211911Lz(n). 
From (4.19)-(4.21), we have 
(4.21) 
bh - &f;(n) 2 1.1045hlbllL2(n). 
The problem of obtaining L2(fl) estimates of optimal order (i.e., 0(h2)) of Uh - u via a gen- 
eralization of the Aubin-Nitsche method has not yet been completely resolved. For incomplete 
results in this direction, we refer you to [lO,ll]. However, the case of two dimensions is an open 
problem. 
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5. EXAMPLE OF NUMERICAL VERIFICATION 
We provide some numerical examples of verification in the two-dimensional case according to 
the procedures described in the previous section. Let R = (0,l) x (0,l). 
EXAMPLE 1: We consider the case f(u) = 0.5~ + (2s - 1) sinrxsin7ry. For simplicity, we only 
consider the uniform mesh here. We divide the domain into a small triangle with uniform mesh 
size h, and choose the basis of Kh as the pyramid function. 
The execution conditions are as follows. 
dimSh = 100. 
Initial value: uf) = the Galerkin approximation (3.12), a0 = 0. 
Inflation parameters: 6 = 10e3. 
The results are as follows. 
Iteration numbers for verification: 54. 
Hi(Q)-error bound: 0.548631. 
Maximum width of coefficient intervals in {AT’} = 0.108622. 
EXAMPLE 2. Next, we consider the case f(u) = 0.03~ + sin2nxsin2ny. The basis of Kh is the 
same as above. The conditions are as follows. 
dimSh = 100. 
Initial value: ur) = the Galerkin approximation (3.12), CYO = 0. 
The outline of u?’ is shown in Figure 1. 
Inflation parameters: S = 10e3. 
The results are as follows. 
Iteration numbers: 3. 
Hi (a)-error bound: 0.082547. 
Maximum width of coefficient intervals in {AiN’} = 0.000077. 
REMARK. In the above calculations, we used typical computer arithmetic with double precision 
instead of strict interval computations (e.g., ACRITH-XSC, C-XSC, PROFIL, INTLAB, etc.). 
PROFIL is a portable C++ class fast interval library that supports an interval linear system solver 
proposed by Rump [12]. INTLAB is a Matlab toolbox supporting real and complex interval 
scalars, vectors, and matrices as well as sparse real and complex interval matrices, coded by 
Rump (131. 
Contour of the approximate solution 
Approximate solution 
Figure 1. Approximate solution up’ 
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