We study the asymptotic behavior for large N of the disconnection time T N of simple random walk on the discrete cylinder (Z/N Z) d × Z. When d is sufficiently large, we are able to substantially improve the lower bounds on T N previously derived in [3], for d ≥ 2. We show here that the laws of N 2d /T N are tight.
Introduction
In this note we consider random walk on an infinite discrete cylinder having a base modelled on a d-dimensional discrete torus of side-length N. We investigate the asymptotic behavior for large N of the time needed by the walk to disconnect the cylinder, or in a more picturesque language, the problem of a "termite in a wooden beam", see [3] , [6] , for recent results on this question. Building up on recent progress concerning the presence of a well-defined giant component in the vacant set left by a random walk on a large discrete torus in high dimension at times that are small multiples of the number of sites of the torus, cf. [1] , we are able to substantially sharpen the known lower bounds on the disconnection time when d is sufficiently large.
Before describing the results of this note, we present the model more precisely. For N ≥ 1, we consider the discrete cylinder We denote with P x , x ∈ E, the canonical law on E N of the simple random walk on E starting at x, and with (X n ) n≥0 the canonical process. Our principal object of interest is the disconnection time:
(0.2) T N = inf{n ≥ 0; X [0,n] disconnects E} .
Under P x , x ∈ E, the Markov chain X . is irreducible, recurrent, and it is plain that T N is The main object of this note is to sharpen the lower bound on T N , (arguably the bound that requires a more delicate treatment in [3] and [6] ), when d is sufficiently large. More precisely consider for ν ≥ 1, integer, see also (1.4) , (0.4) q(ν) = the return probability to the origin of simple random walk on Z ν .
It is known that for large ν, q(ν) ∼ (2ν) −1 , cf. (5.4) in [5] . Our main result is: (i.e. the laws of N 2d /T N , N ≥ 2, are tight).
In fact we expect that the laws of T N N 2d on (0, ∞) are tight, when d ≥ 2, but the present note does not contain any novel upper bound on T N complementing (0.6), nor a treatment of the small values of d.
As previously mentioned we build up on some recent progress made in the study of the vacant set left at times of order N d+1 by a simple random walk on a (d + 1)-dimensional discrete torus of side-length N, cf. [1] . It is shown there that when d is large enough and u chosen adequately small, the vacant set on the discrete torus left by the walk at time uN d contains with overwhelming probability a well-characterized giant component. In the present work we, loosely speaking, benefit for large N from the presence in all blocks (0.7)
of such a giant component left by the walk on E by time γN 2d , with a probability that can be made arbitrarily close to 1, by choosing γ suitably small. Due to their characterization, the giant components corresponding to neighboring blocks do meet and thus offer a route left free by the walk at time γN 2d , linking together "top" and "bottom" of E. This is in essence the argument we use when proving (0.6).
Let us mention that the strategy we employ strongly suggests that the disconnection of E takes place in a block C j , which due to the presence of a sufficient number of excursions of the walk reaches criticality for the presence of a giant component. So far the study in [1] only pertains to small values of the factor u mentioned above, i.e. within the supercritical regime for the existence of a giant component in the vacant set. And the evidence of a critical and sub-critical regime, corresponding to the behavior when u gets close or beyond a threshold where all components in the vacant set are typically small, rests on simulations. So the above remark is of a conjectural nature and rather points out to possible avenues of research.
Let us now give more precise explanations on how we prove Theorem 1. This involves the following steps. We first analyze excursions of the walk corresponding to visits of the walk to a block of height 2N, centered at level jN, thus containing C j , and departures from a block with double height (centered at level jN as well). We show that when d ≥ 3, with overwhelming probability for large N, C j contains a wealth of segments along coordinate axes of length c log N, which have not been visited by the walk up to the time of the [uN d−1 ]-th excursion described above, for a small enough u (see Proposition 1.1 for a precise statement).
We then derive in Theorem 1.2 an exponential estimate which is crucial in specifying the giant components in the various blocks C j , and proving that giant components in overlapping blocks do meet. It shows that when d ≥ 4, the probability that the walk by the time of the [uN d−1 ]-th excursion has visited all points of any given set A sitting in an affine-plane section of the block C j , cf. (1.12) for the precise definition, decays exponentially in a uniform fashion with the cardinality of A, when N is large, if u is chosen small. Then a Peierl-type argument, related to the appearance of the constant 7 in (0.5), shows that when (0.5) holds, with overwhelming probability the segments in C j of length c 0 log N not visited by a time n prior to the [u 0 N d−1 ]-th excursion of the walk, all belong to the same connected component of the vacant set in C j left by the walk at time n. Here both c 0 and u 0 are positive constants solely depending on d, cf. Corollary 1.6.
To prove Theorem 1, it simply remains to ascertain that with probability arbitrarily close to 1 for large N, when picking γ suitably small, no more than u 0 N d−1 excursions have occurred in all blocks corresponding to the various levels jN, j ∈ Z. This is performed with the help of a coupling between the local time of simple random walk on Z and that of Brownian motion, cf. [2] , and a scaling argument.
Let us now describe the structure of this note. In Section 1 we first introduce some further notation. We then show in Proposition 1.1, Theorem 1.2, Corollary 1.6 the key ingredients for the proof of Theorem 1, i.e. the presence in a suitable regime of a multitude of segments of length c log N in the vacant set left in a block C j , the above mentioned exponential bound, and the interconnection in the vacant set left in a block C j of the various segments of length c 0 log N it contains.
In Section 2 we complete the proof of Theorem 1 with the help of the key steps laid out in Section 1.
Finally throughout the text c or c ′ denote positive constants which solely depend on d, with value changing from place to place. The numbered constants c 0 , c 1 , . . . , are fixed and refer to their first appearance in the text below. Dependence of constants on additional parameters appears in the notation. For instance c(γ) denotes a positive constant depending on d and γ.
Preparation
In this section we first introduce some further notation and then provide with Proposition 1.1, Theorem 1.2, Corollary 1.6, the main ingredients for the proof of Theorem 1 as explained in the Introduction.
We write π E for the canonical projection from Z d+1 onto E. We denote with (e i ) 1≤i≤d+1 the canonical basis of R d+1 . For x ∈ Z d+1 , resp. x ∈ E, we let x d+1 stand for the last component, resp. the projection on Z, of x. We denote with | · | and | · | ∞ the Euclidean and ℓ ∞ -distances on Z d+1 , or the corresponding distances induced on E. We write B(x, r) for the closed | · | ∞ -ball with radius r ≥ 0, and center x ∈ Z d+1 , or x ∈ E. For A and B subsets of E or Z d+1 , we write A + B for the set of elements of the form x + y, with x ∈ A and y ∈ B. We say that x, y in Z d+1 or E are neighbors, resp. ⋆-neighbors if |x − y| = 1, resp. |x−y| ∞ = 1. The notions of connected or ⋆-connected subsets of Z d+1 or E are then defined accordingly, and so are the notions of nearest neighbor path or ⋆-nearest neighbor path on Z d+1 or E. For U a subset of Z d+1 or E, we denote with |U| the cardinality of U and ∂U the boundary of U:
We let (θ n ) n≥0 and (F n ) n≥0 respectively stand for the canonical shift and filtration for the process (X n ) n≥0 on E N . For U ⊆ E, H U and T U denote the entrance time and exit time in or from U:
and H U the hitting time of U:
x denotes the canonical law on (Z ν ) N of the simple random walk on Z ν starting from x. When this causes no confusion, we use the same notation as above for the corresponding canonical process, canonical shift, the entrance, exit, or hitting times. So for instance, cf. (0.4), we have
We are interested in certain excursions of the walk on E around the level jN, j ∈ Z, in the discrete cylinder. For this purpose we introduce for j ∈ Z, the blocks:
so that with the definition (0.7) we find
When j = 0, we simply drop the subscript from the notation. We are specifically interested in the successive returns R j k , k ≥ 1, to B j , and departures D j k , k ≥ 1, from B j :
and for any x ∈ E, P x -a.s. these inequalities are strict except maybe for the first one. We also use the convention R j 0 = D j 0 = 0, for j ∈ Z, as well as
, for t ≥ 0. It will be convenient in what follows to "spread out" the distribution of the starting point of the walk on E, and to this end we define: P = the law of the walk on E with initial distribution,
where we recall the convention stated below (1.6). We write E[·] for the corresponding expectation. As noted below (0.2) T N has the same distribution under any P x , x ∈ E, and it coincides with its distribution under P .
As we now see, when d ≥ 3, for large N, with overwhelming P -probability, there is in C j a wealth of segments along the coordinate axes of length c log N that have not been visited by the walk up to time D j uN d−1 , when u is small enough. With this in mind we introduce for K > 0, j ∈ Z, t ≥ 0, the event:
The first step on our route to the proof of Theorem 1 is:
For any K > 0,
Proof. Theorem 1.2 of [1] adapted to the present context states that for small u > 0,
as N → ∞ (take there β = 1/2 and note that the dimension d + 1 plays the role of d in [1] ). Moreover, taking β 2 = 1 4 and β 1 = 1 4 + 1 16 in (1.27) of [1] , it is not hard to verify that the proof of this theorem actually yields the exponential decay of probabilities as in (1.10). Indeed, note that the probabilities in question are bounded (up to multiplicative factor N d+1 ), by the sum of those in (1.49) and (1.56) of [1] , each of whom is shown there to be of the stated exponential decay. We note in passing that the intuition behind this argument of [1] lies in a coupon-collector heuristics (and refer the reader to [1] for more details).
Our next step is an exponential bound for which we need some additional notation. For 1 ≤ m ≤ d+1, we write L m for the collection of subsets of E that are image under the projection π E of affine lattices of Z d+1 generated by m distinct vectors of the canonical basis (e i ) 1≤i≤d+1 : L m = F ⊆ E; for some I ⊆ {1, . . . , d + 1}, with |I| = m and some (1.11)
It is plain that A j m increases with m, and A j d+1 is the collection of non-empty subsets of C j . Very much in the spirit of Theorem 2.1 of [1] , we have the exponential bound:
Assume that λ > 0 satisfies
then for u > 0,
and there exist N 1 (d, m, λ) > 0, u 1 (d, m, λ) > 0, such that for N ≥ N 1 :
Proof. We use a variation on the ideas used in the proof of Theorem 1.2 of [1] . We consider for j ∈ Z, A ∈ A j m , 1 ≤ m ≤ d − 2, and λ > 0, the function
It follows from the application of the strong Markov property at time H A , that:
where in the first inequality of the last line we have used estimates on the Green function of simple random walk killed outside a strip, cf. (2.14) of [7] , to bound P z [H A < T e B j ] from above. We thus see that for k ≥ 1,
With the help of the symmetry of the Green function of the walk killed outside B j we show at the end of the proof of Lemma 2.3 of
in case A is a sub-block of side length [N γ ] for fixed 0 < γ < 1. Since exactly the same argument (and bound) applies for all subsets A of C j , we also have:
Combining (1.19) and (1.20), using induction as well as (1.20) for the last term, we obtain:
(1.21)
We will now bound φ j ∞ .
where we use the notation
and this quantity does not depend on j due to translation invariance of L m and the walk.
Proof. We consider F ∈ L m , A ⊆ F ∩ (C j ∪ ∂C j ), and introduce the return time to F :
For z ∈ E, we find:
where we have used the strong Markov property respectively at time R F and T F in the fourth and fifth line. Then observe that when z / ∈ F , T F = 0, P z -a.s., whereas when z ∈ F , T F has geometric distribution with success probability 1 − m d+1 , so that with λ satisfying the hypothesis of the lemma,
Our claim (1.22) follows from the last line of (1.25).
We now relate q N to q(d + 1 − m), cf. (0.4) and (1.4) . Note that our assumptions ensure that d + 1 − m ≥ 3.
Proof. Without loss of generality we set j = 0 in (1.23). Then for M ≥ 1, F ∈ L m , z ∈ ∂F , we have
Using the fact that, cf. (1.19) of [3] :
to bound the last term of (1.28), we obtain:
where z, F are the respective images of z and F under the canonical projection from E onto (Z/NZ) d+1 , and P (Z/N Z) d+1 e z denotes the canonical law of simple random walk on (Z/NZ) d+1 starting from z. If we now consider the motion of the walk "transversal to F ", we find that for N ≥ 2,
with hopefully obvious notation. The proof of Lemma 2.3 of [1] shows that
so that with (1.30) we find
Letting M tend to infinity, we obtain (1.27 1 − χ(λ) .
Applying (1.14) with λ (which satisfies χ( λ) < 1), we see that for u > 0, N ≥ N 2 (d, m, λ, u), and any j ∈ Z, A ∈ A j m , one has with (1.35):
(1.36)
Choosing u = u 1 (d, m, λ) small enough, and setting N 1 (d, m, λ) = N 2 (d, m, λ, u 1 ), we obtain (1.15).
We will now use the above exponential control combined with a Peierl-type argument to ensure the typical presence for large N of a well-specified giant component in the vacant set left by the walk in a block C j , as long as the number of excursions between B j and B j does not exceed a small multiple of N d−1 . This construction will force giant components corresponding to neighboring blocks to have non-empty intersection. We recall that ⋆-nearest neighbor paths have been defined at the beginning of this section, and introduce a(n) = the cardinality of the collection of ⋆-nearest neighbor (1.37) self-avoiding paths on Z 2 , starting at the origin, with n steps .
One has the straightforward upper bound (1.38) a(n) ≤ 8 7 n−1 , for n ≥ 1 .
Given N ≥ 1, K > 0, j ∈ Z, t ≥ 0, we introduce the event
This event will be helpful in specifying the above mentioned giant components. We recall the notation (1.4). Proof. Note that q(ν) ∼ (2ν) −1 , cf. (5.4) of [5] , and (1.40) holds for any large enough d. Assume that (1.40) holds and choose λ 0 (d) such that (1.42) e λ 0 = 7ρ − 1 2 > 7, so that e λ 0 2 d + 1
If the last vector e d+1 of the canonical basis does not enter the definition of F , cf. (1.11), then F ⊆ C j , and we can introduce an affine projection of Z 2 onto F , and define O i , i = 1, 2, the inverse images of O i under this affine projection. Considering separately the case when at least one of the O i , i = 1, 2, has bounded components, (necessarily of | · | ∞ -diameter at least [K log N]), or both of the O i have unbounded components, one can construct a ⋆-nearest neighbor self-avoiding path π with [K log N] steps in
, see also Proposition 2.1, p. 387, in [4] . On the other hand if the last vector e d+1 of the canonical basis enters the definition of F , we introduce an affine projection of Z 2 onto F so that the inverse image of F ∩ C j coincides with the strip Z × ([− 3 4 N, 3 4 N] ∩ Z). Defining as above O i , i = 1, 2, the inverse images of O i under this affine projection, we can separately consider the case when at least one of the O i , i = 1, 2 has bounded components, (necessarily of | · | ∞ -diameter at least [K log N]), or both of the O i have unbounded components. We can then construct a ⋆-nearest neighbor self-according path π with [K log N] steps in
. As a result setting, cf. above (1.15),
we see that for large enough N, for any j ∈ Z,
where the sum over F pertains to F ∈ L 2 with F ∩ C j = φ, the sum over π pertains to the collection of ⋆-nearest neighbor self-avoiding paths with values in F ∩ C j with [K log N] steps, and A stands for the set of points visited by π. If we now specify K to take the value
the claim (1.41) follows from the last line of (1.44).
We now introduce for j ∈ Z, t ≥ 0, the event, cf. (1.9), (1.39):
(1.46) G j,t = V c 0,j,t ∩ U c 0,j,t .
Corollary 1.6. Assume d ≥ 3, and N ≥ 2 large enough so that (Z/NZ) d has | · | ∞diameter bigger than c 0 log N. Then for j ∈ Z, t ≥ 0, on G j,t , for any 0 ≤ n ≤ D j t ,
all segments in C j \X [0,n] of length L 0 def = [c 0 log N] belong to (1.47) the same connected component of C j \X [0,n] ,
Moreover when d ≥ 4 satisfies (1.40), with the notation (1.43), one has:
Proof. The claim (1.48) readily follows from the inclusion G j,t ⊆ V c 0 ,j,t , and (1.9). To prove (1.47), consider n ≤ D j t and note that G j,t ⊆ U c 0 ,j,t . Hence any two segments of length L 0 contained in F ∩ C j \X [0,n] , with F ∈ L 2 , belong to the same connected component of F ∩ C j \X [0,n] . Then consider F , F 2 ∈ L 2 , we see that with (1.48) and the above, when F 1 ∩ F 2 ∈ L 1 and intersects C j , all segments of length L 0 in (1.50)
Next, given y 0 and y in C j , we can construct a nearest neighbor path (y i ) 0≤i≤m in C j , with y m = u. Given F ∋ y 0 , with F ∈ L 2 , we can construct a sequence F i ∈ L 2 , 0 ≤ i ≤ m, such that
(see for instance below (2.60) of [1] for a similar argument).
Analogously when F , F ′ ∈ L 2 have a common point y ∈ C j , we can define F i ∈ L 2 , 0 ≤ i ≤ 2, such that
Combining (1.48) and (1.50) -(1.52), we obtain (1.47). Finally (1.49) is a direct consequence of (1.10) and (1.41).
Denouement
We now use the results of the previous section to prove Theorem 1. As mentioned in the Introduction, the rough idea is that by making γ small one can ensure that with arbitrarily high probability, when N is large enough, for all j in Z the times D j . This now forces the disconnection time T N to be bigger than γN 2d .
Proof of Theorem 1. As note below (0.2), we can with no loss of generality replace P 0 with P in the claim (0.6) to be proved. We introduce for 0 < γ < 1, t ≥ 0, the events: The claim (2.3) readily follows from (1.49), so we only need to prove (2.4) . To this end we introduce the following sequence of (F n )-stopping times that are P x -a.s. finite for any x ∈ E:
(1.2) for the notation, and for k ≥ 0,
5)
where according to the notation of the beginning of Section 1, X d+1
. denotes the Zcomponent of X . . We also write τ t = τ [t] , for t ≥ 0. The count of visits of X τn , n ≥ 0, to level ℓN with n at most t, is then expressed by and where we have used the strong Markov property at time τ 0 , as well as translation invariance when going from the second to the third line of (2.7).
Note that under P 0 , τ k , k ≥ 0, has stationary independent increments and applying the invariance principle to the Z-component of X, we also have
With Cheybyshev's inequality we thus find Choosing from now on M > c 1 c 2 , we find that (2.10) lim N a 2 = 0 .
Coming back to a 1 , we observe that under P 0 , L N (·, ·) has the same distribution as the local time process of simple random walk on Z starting at the origin.
In fact, cf. (1.20) of [2] , we can construct on some auxiliary probability space ( Σ, A, P ) a one-dimensional Brownian motion ( B t ) t≥0 , and a simple random walk on Z starting at the origin, Z k , k ≥ 0, so that setting L(x, t), x ∈ R, t ≥ 0, be a jointly continuous version of the local time of B . and Together with (2.7) and (2.10), this concludes the proof of Theorem 1.
Remark 2.1. It is plain that the condition (0.5) under which Theorem 1 holds requires d ≥ 14. Using a numerical evaluation of q(ν) in (0.4) based on the formula (5.1) of [5] , which was kindly provided to us by Wesley P. Petersen, one can see that (0.5) holds when d ≥ 17 and fails when d < 17. On the other hand the numerical simulations performed in the context of the investigation of the vacant set left by random walk on the discrete torus in [1] make it plausible that the conclusion of Theorem 1 should hold for all d ≥ 1 (the case d = 1 being trivial).
