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HOMOGENIZATION OF ELLIPTIC PROBLEMS:
ERROR ESTIMATES IN DEPENDENCE
OF THE SPECTRAL PARAMETER
T. A. SUSLINA
Abstract. We consider a strongly elliptic differential expression of the
form b(D)∗g(x/ε)b(D), ε > 0, where g(x) is a matrix-valued function in
R
d assumed to be bounded, positive definite and periodic with respect
to some lattice; b(D) =
∑d
l=1 blDl is the first order differential operator
with constant coefficients. The symbol b(ξ) is subject to some condition
ensuring strong ellipticity. The operator given by b(D)∗g(x/ε)b(D) in
L2(R
d;Cn) is denoted by Aε. Let O ⊂ R
d be a bounded domain of class
C1,1. In L2(O;C
n), we consider the operators AD,ε and AN,ε given by
b(D)∗g(x/ε)b(D) with the Dirichlet or Neumann boundary conditions,
respectively. For the resolvents of the operators Aε, AD,ε, and AN,ε in a
regular point ζ we find approximations in different operator norms with
error estimates depending on ε and the spectral parameter ζ.
Introduction
The paper concerns homogenization theory of periodic differential oper-
ators (DO’s). A broad literature is devoted to homogenization problems.
First, we mention the books [BeLP], [BaPa], [ZhKO].
0.1. The class of operators. We study a wide class of matrix (of
size n × n) strongly elliptic operators given by the differential expression
b(D)∗g(x/ε)b(D), ε > 0. Here g(x) is a Hermitian matrix-valued function
in Rd (of size m × m), it is assumed to be bounded, positive definite and
periodic with respect to a lattice Γ. The operator b(D) is an (m×n)-matrix
first order DO with constant coefficients. It is assumed that m > n; the
symbol of b(D) is subject to some condition ensuring strong ellipticity of
the operator under consideration.
The selfadjoint operator in L2(R
d;Cn) given by the differential expression
b(D)∗g(x/ε)b(D) is denoted by Aε. We also study selfadjoint operators AD,ε
and AN,ε in L2(O;Cn) given by the same expression with the Dirichlet or
Neumann boundary conditions, respectively. Here O ⊂ Rd is a bounded
domain with the boundary of class C1,1.
Key words and phrases. Periodic differential operators, Dirichlet problem, Neumann
problem, homogenization, effective operator, corrector, operator error estimates.
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The simplest example of the operator Aε is the acoustics operator
−div g(x/ε)∇; the operator of elasticity theory can be also written in the
required form. These and other examples are considered in [BSu2] in detail.
We study homogenization problem: in operator terms, the problem is to
approximate the resolvents of the operators introduced above for small ε in
different operator norms.
0.2. A survey of the results on operator error estimates. Homoge-
nization problems for the operator Aε in L2(Rd;Cn) have been studied in a
series of papers by Birman and Suslina [BSu1–4]. In [BSu1,2] it was proved
that
‖(Aε + I)−1 − (A0 + I)−1‖L2(Rd)→L2(Rd) 6 Cε. (0.1)
Here A0 = b(D)∗g0b(D) is the effective operator and g0 is the constant
positive effective matrix (g0 is defined in §1 below.) Next, in [BSu4] approx-
imation of the resolvent (Aε + I)−1 in the norm of operators acting from
L2(R
d;Cn) to the Sobolev space H1(Rd;Cn) was found:
‖(Aε + I)−1 − (A0 + I)−1 − εK(ε)‖L2(Rd)→H1(Rd) 6 Cε. (0.2)
Here K(ε) is a corrector. Estimates of the form (0.1), (0.2) called the opera-
tor error estimates are order-sharp; the constants in estimates are controlled
in terms of the problem data. The method of [BSu1–4] is based on the scal-
ing transformation, the Floquet-Bloch theory and the analytic perturbation
theory.
A different approach to operator error estimates in homogenization prob-
lems was suggested by Zhikov. In [Zh1,2], [ZhPas], the acoustics operator
and the operator of elasticity theory were studied. Estimates of the form
(0.1), (0.2) for the corresponding problems in Rd were obtained. The method
is based on analysis of the first order approximation to the solution and intro-
duction of an additional parameter. Besides the problems in Rd, in [Zh1,2],
[ZhPas] homogenization problems in a bounded domain O ⊂ Rd with the
Dirichlet or Neumann boundary conditions were studied; the analogs of
estimates (0.1), (0.2) with the error terms O(ε1/2) were obtained. Error
estimates become worse due to the boundary influence. (In the case of the
Dirichlet problem for the acoustics operator, the (L2 → L2)-estimate was
improved in [ZhPas]; but still it was not order-sharp.)
Similar results for the operator −div g(x/ε)∇ in a bounded domain with
the Dirichlet or Neumann boundary conditions were obtained in the papers
[Gr1,2] by Griso by the unfolding method. In [Gr2], the analog of sharp
order estimate (0.1) (for the same operator) was proved for the first time.
For the matrix operators AD,ε, AN,ε that we consider operator error esti-
mates were obtained in the recent papers [PSu1,2], [Su1–3]. In [PSu1,2] the
Dirichlet problem was studied; it was proved that
‖A−1D,ε − (A0D)−1 − εKD(ε)‖L2(O)→H1(O) 6 Cε1/2.
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Here A0D is the operator given by b(D)∗g0b(D) with the Dirichlet condition,
and KD(ε) is the corresponding corrector. In [Su1,2], the following sharp
order estimate was obtained:
‖A−1D,ε − (A0D)−1‖L2(O)→L2(O) 6 Cε. (0.3)
Similar results for the Neumann problem were obtained in [Su3]. (Note that
in [Su3] the resolvent (AN,ε− ζI)−1 in an arbitrary regular point ζ ∈ C\R+
was considered, but the optimal dependence of the constants in estimates
on the parameter ζ was not searched out.) The method of [PSu1,2], [Su1–3]
is based on using the results for the problem in Rd, introduction of the
boundary layer correction term and estimates for the norms of this term in
H1(O) and L2(O). Some technical tools are borrowed from [ZhPas].
Independently, by a different method estimate of the form (0.3) was ob-
tained in [KeLiS] for uniformly elliptic systems with the Dirichlet or Neu-
mann boundary conditions under some regularity assumptions on coeffi-
cients.
0.3. Main results. In the present paper, the operators Aε, AD,ε, and
AN,ε are studied. Our goal is to find approximations of the resolvent in a
regular point ζ in dependence of ε and the spectral parameter ζ. Estimates
for small ε and large |ζ| are of main interest.
Now we describe main results. For the operator Aε in L2(Rd;Cn) we
prove the following estimates for ζ = |ζ|eiϕ ∈ C \ R+ and ε > 0:
‖(Aε − ζI)−1 − (A0 − ζI)−1‖L2(Rd)→L2(Rd) 6 C(ϕ)|ζ|−1/2ε, (0.4)
‖(Aε − ζI)−1 − (A0 − ζI)−1 − εK(ε; ζ)‖L2(Rd)→H1(Rd) 6 C(ϕ)(1 + |ζ|−1/2)ε.
(0.5)
For the operators AD,ε and AN,ε the following estimates are obtained for
ζ ∈ C \ R+ and |ζ| > 1:
‖(A†,ε − ζI)−1 − (A0† − ζI)−1‖L2(O)→L2(O) 6 C1(ϕ)(|ζ|−1/2ε+ ε2), (0.6)
‖(A†,ε − ζI)−1 − (A0† − ζI)−1 − εK†(ε; ζ)‖L2(O)→H1(O)
6 C2(ϕ)|ζ|−1/4ε1/2 + C3(ϕ)ε,
(0.7)
where 0 < ε 6 ε1 (ε1 is a sufficiently small number depending on the domain
O and the lattice Γ). Here † = D,N . The dependence of constants in
estimates (0.4)–(0.7) on the angle ϕ is traced. Estimates (0.4)–(0.7) are
two-parametric with respect to ε and |ζ|; they are uniform in any sector
ϕ ∈ [ϕ0, 2pi − ϕ0] with arbitrarily small ϕ0 > 0.
In the general case, the correctors in (0.5), (0.7) contain a smoothing
operator. We distinguish an additional condition under which the standard
corrector can be used.
Besides approximation of the resolvent, we find approximation of the op-
erators gεb(D)(Aε − ζI)−1 (corresponding to the flux) in the (L2 → L2)-
operator norm. Also, for a strictly interior subdomain O′ of the do-
main O we find approximation of the resolvent of AD,ε and AN,ε in the
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(L2(O) → H1(O′))-norm with sharp order error estimate (with respect to
ε).
For completeness, we find a different type approximation for the resolvent
of AD,ε and AN,ε, which is valid in a wider range of the parameter ζ and
may be preferable for bounded values of |ζ|. Let us explain these results
for the Dirichlet problem. Let c∗ > 0 be a common lower bound of the
operators AD,ε and A0D. Let ζ ∈ C \ [c∗,∞). We put ζ − c∗ = |ζ − c∗|eiψ.
Then we have
‖(AD,ε − ζI)−1 − (A0D − ζI)−1‖L2(O)→L2(O) 6 Cˆ(ζ)ε, (0.8)
‖(AD,ε − ζI)−1 − (A0D − ζI)−1 − εKD(ε; ζ)‖L2(O)→H1(O) 6 Cˆ(ζ)ε1/2 (0.9)
for 0 < ε 6 ε1, where Cˆ(ζ) = C(ψ)|ζ−c∗|−2 for |ζ−c∗| < 1 and Cˆ(ζ) = C(ψ)
for |ζ − c∗| > 1. The dependence of constants in estimates (0.8), (0.9) on
the angle ψ is traced. Estimates (0.8), (0.9) are uniform with respect to ε
and |ζ − c∗| in any sector ψ ∈ [ψ0, 2pi − ψ0] with arbitrarily small ψ0.
The author considers estimates (0.6), (0.7) as the main achievements of
the paper.
0.4. The method. For the problem in Rd it is not difficult to deduce esti-
mates (0.4), (0.5) from the known estimates in the point ζ = −1 (see (0.1),
(0.2)) with the help of appropriate resolvent identities and a scaling trans-
formation (see §2). However, this method is not suitable for the problems
in a bounded domain. In order to prove estimates (0.6) and (0.7), we have
to repeat the whole scheme from [PSu2], [Su2,3] tracing the dependence of
estimates on the spectral parameter ζ carefully. The method is based on
using an extension operator PO : H
s(O) → Hs(Rd), the study of the asso-
ciated problem in Rd, introduction of the boundary layer correction term,
and a careful analysis of this correction term. Using the Steklov smooth-
ing operator (borrowed from [ZhPas]) and estimates in the ε-neighborhood
of the boundary play an important technical role. First we prove estimate
(0.7), and next we prove (0.6) using the already proved inequality (0.7) and
the duality arguments.
We have achieved some technical simplifications in the scheme compared
with [PSu2], [Su2,3]: the presentation is consistently given in terms of inte-
gral identities, we avoid consideration of the Sobolev spaces with negative
indices, and in the Neumann problem we avoid consideration of the conor-
mal derivative and introduce the correction term in a different way compared
with [Su3].
Estimates (0.8), (0.9) are deduced from the corresponding estimates with
ζ = −1 and appropriate resolvent identities.
0.5. Application of the results. The present investigation was stimu-
lated by the study of homogenization of initial boundary value problems for
a parabolic equation
∂uε(x, t)
∂t
= −b(D)∗g(x/ε)b(D)uε(x, t), x ∈ O, t > 0,
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with the initial condition uε(x, 0) = φ(x), φ ∈ L2(O;Cn), and the Dirichlet
or Neumann conditions on ∂O. The solution can be written in terms of the
operator exponential: uε = e
−A†,εtφ, and therefore the problem is reduced
to approximation of the operator exponential e−A†,εt in different operator
norms. It is natural to use representation of the operator exponential as the
integral of the resolvent over an appropriate contour γ in the complex plane:
e−A†,εt = − 1
2pii
∫
γ
e−ζt(A†,ε − ζI)−1 dζ.
It turns out that, in order to obtain two-parametric approximations of the
exponential e−A†,εt of right order with respect to ε and t, approximations of
the resolvent of the form (0.6), (0.7) are required. The parabolic homoge-
nization problems will be studied in a separate paper [MSu2] (see also brief
communication [MSu1]).
0.6. Plan of the paper. The paper consists of three chapters. Chapter 1
(§1, 2) is devoted to the problem in Rd. In §1, we introduce the class of op-
erators under consideration, describe the effective operator, and define the
smoothing Steklov operator Sε. In §2, we deduce estimates (0.4), (0.5) from
the known estimates for ζ = −1 with the help of the resolvent identities and
the scaling transformation. In the general case, the corrector in (0.5) con-
tains the operator Sε. It is shown that under the additional condition (that
the solution Λ(x) of the auxiliary problem (1.7) is bounded) the operator
Sε can be removed and the standard corrector can be used.
Chapter 2 (§3–8) is devoted to the Dirichlet problem. In §3, the statement
of the problem is given, the effective operator is described, and some auxil-
iary statements concerning estimates in the neighborhood of the boundary
are collected. §4 contains formulations of the main results for the Dirichlet
problem (Theorems 4.2 and 4.3) and the first two steps of the proof: the as-
sociated problem in Rd is considered, the boundary layer correction term wε
is introduced, and the problem is reduced to estimates of wε in H
1(O) and
L2(O). In §5, the required estimates of the correction term are obtained and
the proof of Theorems 4.2 and 4.3 is completed. In §6, the case of Λ ∈ L∞
and some special cases are considered. §7 is devoted to approximation of
the solutions of the Dirichlet problem in a strictly interior subdomain of
O. In §8, approximation of the resolvent (AD,ε − ζI)−1 of a different type
(estimates (0.8), (0.9)) is obtained.
Chapter 3 (§9–14) is devoted to the Neumann problem. In §9, the state-
ment of the problem is given and the effective operator is defined. In §10,
the main results for the Neumann problem (Theorems 10.1 and 10.2) are
formulated and the first two steps of the proof are made: the associated
problem in Rd is considered, the boundary layer correction term wε is intro-
duced, and the problem is reduced to estimates of wε in H
1(O) and L2(O).
In §11, the required estimates of wε are obtained and the proof of Theorems
10.1 and 10.2 is completed. In §12, the case where Λ ∈ L∞ and the special
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cases are considered; also, estimates in a strictly interior subdomain of O
are obtained. In §13, we find approximation of the resolvent (AN,ε − ζI)−1
of a different type for ζ ∈ C \ R+. Finally, in §14 we consider the oper-
ator BN,ε which is the part of AN,ε in the invariant subspace orthogonal
to Ker b(D). For the resolvent of BN,ε we find approximations (similar to
(0.8), (0.9)) for ζ ∈ C \ [c♭,∞), where c♭ > 0 is a common lower bound of
the operators BN,ε and B0N . Next, these results are applied to the operator
AN,ε: we find approximations of the resolvent (AN,ε − ζI)−1 in a regular
point ζ ∈ C \ [c♭,∞), ζ 6= 0.
0.7. Notation. Let H and H∗ be complex separable Hilbert spaces. The
symbols (·, ·)H and ‖ · ‖H stand for the inner product and the norm in H; the
symbol ‖ · ‖H→H∗ stands for the norm of a linear continuous operator acting
from H to H∗.
The symbols 〈·, ·〉 and | · | stand for the inner product and the norm in
C
n; 1 = 1n is the identity (n × n)-matrix. If a is an (m × n)-matrix, the
symbol |a| denotes the norm of a as an operator from Cn to Cm. We denote
x = (x1, . . . , xd) ∈ Rd, iDj = ∂j = ∂/∂xj , j = 1, . . . , d, D = −i∇ =
(D1, . . . ,Dd). The Lp-classes of C
n-valued functions in a domain O ⊂ Rd
are denoted by Lp(O;Cn), 1 6 p 6 ∞. The Sobolev classes of Cn-valued
functions in a domain O ⊂ Rd are denoted by Hs(O;Cn). Next, H10 (O;Cn)
is the closure of C∞0 (O;Cn) in H1(O;Cn). If n = 1, we write simply Lp(O),
Hs(O), etc., but often we use such abbreviated notation also for the spaces
of vector-valued or matrix-valued functions.
We denote R+ = [0,∞). Different constants in estimates are denoted by
c, C, C, C (possibly, with indices and marks).
A brief communication on the results of the present paper is published in
[Su4].
Chapter 1. Homogenization problem in Rd
§1. Periodic elliptic operators in L2(Rd;Cn)
In this section, we describe the class of matrix elliptic operators in Rd un-
der consideration and define the effective matrix and the effective operator.
1.1. Lattices in Rd. Let Γ ⊂ Rd be a lattice generated by the basis
a1, . . . ,ad ∈ Rd:
Γ = {a ∈ Rd : a =
d∑
j=1
νjaj, νj ∈ Z},
and let Ω be the (elementary) cell of the lattice Γ, i. e.,
Ω := {x ∈ Rd : x =
d∑
j=1
τjaj, −1
2
< τj <
1
2
}.
We use the notation |Ω| = measΩ.
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The basis b1, . . . ,bd in R
d dual to a1, . . . ,ad is defined by the relations
〈bi,aj〉 = 2piδij . This basis generates a lattice Γ˜ dual to the lattice Γ. Below
we use the notation
r0 =
1
2
min
06=b∈Γ˜
|b|, r1 = 1
2
diamΩ.
By H˜1(Ω) we denote the subspace of all functions in H1(Ω) whose Γ-
periodic extension to Rd belongs toH1loc(R
d). If ϕ(x) is a Γ-periodic function
in Rd, we denote
ϕε(x) := ϕ(ε−1x), ε > 0.
1.2. The class of operators. In L2(R
d;Cn), consider a second order DO
Aε formally given by the differential expression
Aε = b(D)∗gε(x)b(D), ε > 0. (1.1)
Here g(x) is a measurable Hermitian (m × m)-matrix-valued function (in
general, with complex entries). It is assumed that g(x) is periodic with
respect to the lattice Γ, bounded and uniformly positive definite. Next,
b(D) is an (m×n)-matrix first order DO with constant coefficients given by
b(D) =
d∑
l=1
blDl. (1.2)
Here bl are constant matrices (in general, with complex entries). The symbol
b(ξ) =
∑d
l=1 blξl, ξ ∈ Rd, corresponds to the operator b(D). It is assumed
that m > n and
rank b(ξ) = n, 0 6= ξ ∈ Rd. (1.3)
This condition is equivalent to the inequalities
α01n 6 b(θ)
∗b(θ) 6 α11n, θ ∈ Sd−1, 0 < α0 6 α1 <∞, (1.4)
with some positive constants α0 and α1. From (1.4) it follows that
|bl| 6 α1/21 , l = 1, . . . , d. (1.5)
The precise definition of the operator Aε is given in terms of the quadratic
form
aε[u,u] =
∫
Rd
〈gε(x)b(D)u, b(D)u〉 dx, u ∈ H1(Rd;Cn).
Under the above assumptions this form is closed in L2(R
d;Cn) and non-
negative. Using the Fourier transformation and condition (1.4), it is easy to
check that
c0
∫
Rd
|Du|2 dx 6 aε[u,u] 6 c1
∫
Rd
|Du|2 dx, u ∈ H1(Rd;Cn),
c0 = α0‖g−1‖−1L∞ , c1 = α1‖g‖L∞ .
(1.6)
The simplest example of the operator (1.1) is the scalar elliptic operator
Aε = −div gε(x)∇ = D∗gε(x)D. In this case n = 1, m = d, b(D) = D.
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Obviously, condition (1.4) is valid with α0 = α1 = 1. The operator of
elasticity theory also can be written in the form (1.1) with n = d and
m = d(d + 1)/2. These and other examples are considered in [BSu2] in
detail.
1.3. The effective operator. In order to formulate the results, we need to
introduce the effective operator A0. Let an (n×m)-matrix-valued function
Λ ∈ H˜1(Ω) be the (weak) Γ-periodic solution of the problem
b(D)∗g(x) (b(D)Λ(x) + 1m) = 0,
∫
Ω
Λ(x) dx = 0. (1.7)
The so-called effective matrix g0 of size m×m is defined as follows:
g0 = |Ω|−1
∫
Ω
g˜(x) dx, (1.8)
where
g˜(x) := g(x) (b(D)Λ(x) + 1m) . (1.9)
It turns out that the matrix g0 is positive definite. The effective operator
A0 for the operator (1.1) is given by the differential expression
A0 = b(D)∗g0b(D)
on the domain H2(Rd;Cn).
We need the following estimates for Λ(x) proved in [BSu3, (6.28) and
subsection 7.3]:
‖DΛ‖L2(Ω) 6 |Ω|1/2m1/2α−1/20 ‖g‖1/2L∞‖g−1‖
1/2
L∞
, (1.10)
‖Λ‖L2(Ω) 6 |Ω|1/2m1/2(2r0)−1α−1/20 ‖g‖1/2L∞‖g−1‖
1/2
L∞
. (1.11)
1.4. Properties of the effective matrix. The following properties of the
effective matrix were checked in [BSu2, Chapter 3, Theorem 1.5].
Proposition 1.1. The effective matrix satisfies the estimates
g 6 g0 6 g. (1.12)
Here
g = |Ω|−1
∫
Ω
g(x) dx, g =
(
|Ω|−1
∫
Ω
g(x)−1 dx
)−1
.
If m = n, the effective matrix g0 coincides with g.
In homogenization theory for specific DO’s, estimates (1.12) are known
as the Voight-Reuss bracketing. We distinguish the cases where one of the
inequalities in (1.12) becomes an identity. The following statements were
obtained in [BSu2, Chapter 3, Propositions 1.6 and 1.7].
Proposition 1.2. The identity g0 = g is equivalent to the relations
b(D)∗gk(x) = 0, k = 1, . . . ,m, (1.13)
where gk(x), k = 1, . . . ,m, are the columns of the matrix g(x).
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Proposition 1.3. The identity g0 = g is equivalent to the relations
lk(x) = l
0
k + b(D)wk, l
0
k ∈ Cm, wk ∈ H˜1(Ω;Cn), k = 1, . . . ,m, (1.14)
where lk(x), k = 1, . . . ,m, are the columns of the matrix g(x)
−1.
Obviously, (1.12) implies the following estimates for the norms of the
matrices g0 and (g0)−1:
|g0| 6 ‖g‖L∞ , |(g0)−1| 6 ‖g−1‖L∞ . (1.15)
Note that by (1.4) and (1.15), the symbol of the effective operatorA0 satisfies
the following inequality:
c0|ξ|21n 6 b(ξ)∗g0b(ξ) 6 c1|ξ|21n, ξ ∈ Rd, (1.16)
where c0 and c1 are as in (1.6).
1.5. The Steklov smoothing operator. Let Sε be the operator in
L2(R
d;Cm) defined by
(Sεu)(x) = |Ω|−1
∫
Ω
u(x− εz) dz (1.17)
and called the Steklov smoothing operator. Note that
‖Sε‖L2(Rd)→L2(Rd) 6 1. (1.18)
Obviously, DαSεu = SεD
αu for u ∈ Hs(Rd;Cm) and any multiindex α such
that |α| 6 s.
We need some properties of the operator (1.17); see [ZhPas, Lemmas 1.1
and 1.2] or [PSu2, Propositions 3.1 and 3.2].
Proposition 1.4. For any u ∈ H1(Rd;Cm) we have
‖Sεu− u‖L2(Rd) 6 εr1‖Du‖L2(Rd), ε > 0.
Proposition 1.5. Let f(x) be a Γ-periodic function in Rd such that f ∈
L2(Ω). Let [f
ε] be the operator of multiplication by the function f ε(x). Then
the operator [f ε]Sε is continuous in L2(R
d;Cm), and
‖[f ε]Sε‖L2(Rd)→L2(Rd) 6 |Ω|−1/2‖f‖L2(Ω), ε > 0.
From Proposition 1.5 and estimates (1.10), (1.11) it follows that
‖[Λε]Sε‖L2(Rd)→L2(Rd) 6 m1/2(2r0)−1α
−1/2
0 ‖g‖1/2L∞‖g−1‖
1/2
L∞
=:M1, ε > 0,
(1.19)
‖[(DΛ)ε]Sε‖L2(Rd)→L2(Rd) 6 m1/2α
−1/2
0 ‖g‖1/2L∞‖g−1‖
1/2
L∞
=:M2, ε > 0.
(1.20)
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§2. The results for homogenization problem in Rd
In this section, we obtain the results on homogenization of the operator
Aε in L2(Rd;Cn). Precisely, we deduce theorems about approximation of
the resolvent (Aε − ζI)−1 for any ζ ∈ C \R+ from the known results about
approximation of the resolvent (Aε + I)−1 obtained in [BSu2], [BSu4], and
[PSu2].
2.1. Approximation of the resolvent in the operator norm in
L2(R
d;Cn). A point ζ ∈ C \ R+ is regular both for Aε and A0. We put
ζ = |ζ|eiϕ, ϕ ∈ (0, 2pi), and denote
c(ϕ) =
{
| sinϕ|−1, ϕ ∈ (0, pi/2) ∪ (3pi/2, 2pi),
1, ϕ ∈ [pi/2, 3pi/2]. (2.1)
Consider the following elliptic equation in Rd:
Aεuε − ζuε = F, (2.2)
where F ∈ L2(Rd;Cn).
Lemma 2.1. The solution uε of equation (2.2) satisfies the following esti-
mates for ε > 0:
‖uε‖L2(Rd) 6 c(ϕ)|ζ|−1‖F‖L2(Rd), (2.3)
‖Duε‖L2(Rd) 6 C0c(ϕ)|ζ|−1/2‖F‖L2(Rd), (2.4)
where C0 =
√
2c
−1/2
0 . In operator terms,
‖(Aε − ζI)−1‖L2(Rd)→L2(Rd) 6 c(ϕ)|ζ|−1, (2.5)
‖D(Aε − ζI)−1‖L2(Rd)→L2(Rd) 6 C0c(ϕ)|ζ|−1/2.
Proof. The spectrum of Aε is contained in R+. The norm of the resolvent
(Aε − ζI)−1 does not exceed the inverse distance from the point ζ to R+.
Since this distance is equal to |ζ| if Re ζ 6 0 and is equal to |ζ|| sinϕ| if
Re ζ > 0, we arrive at (2.5).
In order to check (2.4), we write down the integral identity for the solution
uε of equation (2.2):
(gεb(D)uε, b(D)η)L2(Rd) − ζ(uε,η)L2(Rd) = (F,η)L2(Rd), η ∈ H1(Rd;Cn).
(2.6)
Putting η = uε in (2.6) and taking the real part, we obtain
aε[uε,uε] = Re ζ‖uε‖2L2(Rd) +Re (F,uε)L2(Rd).
Together with (2.3) this implies
aε[uε,uε] 6 2c(ϕ)
2|ζ|−1‖F‖2L2(Rd).
By (1.6), this yields (2.4). •
It is known that as ε→ 0, the solution uε converges in L2(Rd;Cn) to the
solution of the ”‘homogenized”’ equation
A0u0 − ζu0 = F. (2.7)
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Theorem 2.2. Let ζ = |ζ|eiϕ ∈ C \ R+. Let uε be the solution of (2.2),
and let u0 be the solution of (2.7). Then
‖uε − u0‖L2(Rd) 6 C1c(ϕ)2|ζ|−1/2ε‖F‖L2(Rd), ε > 0,
or, in operator terms,
‖(Aε−ζI)−1−(A0−ζI)−1‖L2(Rd)→L2(Rd) 6 C1c(ϕ)2|ζ|−1/2ε, ε > 0. (2.8)
Here c(ϕ) is defined by (2.1), the constant C1 depends only on the norms
‖g‖L∞ , ‖g−1‖L∞ , the constants α0, α1 from (1.4), and the parameters of the
lattice Γ.
Proof. In [BSu2, Chapter 4, Theorem 2.1], estimate (2.8) was proved in
the case where ζ = −1 and 0 < ε 6 1.
Note that for ζ = −1 and ε > 1 the left-hand side of (2.8) does not exceed
2, and then also does not exceed 2ε. So, we start with the estimate
‖(Aε + I)−1 − (A0 + I)−1‖L2(Rd)→L2(Rd) 6 Cˇ1ε, ε > 0, (2.9)
with the constant Cˇ1 depending only on ‖g‖L∞ , ‖g−1‖L∞ , α0, α1, and the
parameters of the lattice Γ.
Now we carry over this estimate to the case ζ = ζ̂ = eiϕ using the identity
(Aε − ζI)−1 − (A0 − ζI)−1
= (Aε + I)(Aε − ζI)−1
(
(Aε + I)−1 − (A0 + I)−1
)
(A0 + I)(A0 − ζI)−1.
(2.10)
We have
‖(Aε + I)(Aε − ζ̂I)−1‖L2(Rd)→L2(Rd) 6 sup
x>0
(x+ 1)|x− ζ̂|−1 6 2c(ϕ). (2.11)
The norm of the operator (A0 + I)(A0 − ζ̂I)−1 satisfies a similar estimate
‖(A0 + I)(A0 − ζ̂I)−1‖L2(Rd)→L2(Rd) 6 2c(ϕ). (2.12)
From (2.9)–(2.12) it follows that
‖(Aε − ζ̂I)−1 − (A0 − ζ̂I)−1‖L2(Rd)→L2(Rd) 6 4Cˇ1c(ϕ)2ε, ε > 0. (2.13)
Next, by the scaling transformation, (2.13) is equivalent to
‖(A− ε2ζ̂I)−1 − (A0 − ε2ζ̂I)−1‖L2(Rd)→L2(Rd) 6 4Cˇ1c(ϕ)2ε−1, ε > 0.
(2.14)
Here A = b(D)∗g(x)b(D). Replacing ε by ε|ζ|1/2 in (2.14) and applying the
inverse transformation, we obtain (2.8) with C1 = 4Cˇ1. •
2.2. Approximation of the resolvent in the (L2 → H1)-norm. In
order to approximate the solution uε in H
1(Rd;Cn) we have to take the first
order corrector into account. We put
K(ε; ζ) = [Λε]Sεb(D)(A0 − ζI)−1. (2.15)
Here [Λε] denotes the operator of multiplication by the matrix-valued func-
tion Λ(ε−1x), and Sε is the smoothing operator defined by (1.17). The
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operator (2.15) is a continuous mapping of L2(R
d;Cn) into H1(Rd;Cn); this
follows from the identity
K(ε; ζ) = K(ε;−1)(A0 + I)(A0 − ζI)−1 (2.16)
and the following lemma.
Lemma 2.3. For ε > 0 and ζ = −1 the operator (2.15) is continuous from
L2(R
d;Cn) to H1(Rd;Cn), and we have
‖K(ε;−1)‖L2(Rd)→L2(Rd) 6 C
(1)
K , (2.17)
‖εDK(ε;−1)‖L2(Rd)→L2(Rd) 6 C
(2)
K ε+ C
(3)
K . (2.18)
The constants C
(j)
K , j = 1, 2, 3, depend only on m, α0, α1, ‖g‖L∞ , ‖g−1‖L∞ ,
and the parameters of the lattice Γ.
Proof. First, we estimate the (L2 → L2)-norm of K(ε;−1):
‖K(ε;−1)‖L2(Rd)→L2(Rd) 6 ‖[Λε]Sε‖L2→L2‖b(D)(A0 + I)−1‖L2→L2 . (2.19)
Using the Fourier transformation and (1.4), (1.16), we obtain:
‖b(D)(A0 + I)−1‖L2(Rd)→L2(Rd) 6 sup
ξ∈Rd
|b(ξ) (b(ξ)∗g0b(ξ) + 1)−1 |
6 α
1/2
1 sup
ξ∈Rd
|ξ|(c0|ξ|2 + 1)−1 6 1
2
α
1/2
1 c
−1/2
0 .
(2.20)
Relations (1.19), (2.19), and (2.20) imply (2.17) with C
(1)
K =
1
2α
1/2
1 c
−1/2
0 M1.
Now, consider the operators
εDjK(ε;−1) = [(DjΛ)ε]Sεb(D)(A0 + I)−1 + ε[Λε]SεDjb(D)(A0 + I)−1.
(2.21)
Similarly to (2.20), we have
‖Db(D)(A0 + I)−1‖L2(Rd)→L2(Rd) 6 α
1/2
1 sup
ξ∈Rd
|ξ|2(c0|ξ|2 + 1)−1 6 α1/21 c−10 .
(2.22)
Relations (1.19), (1.20), and (2.20)–(2.22) imply (2.18) with C
(2)
K =
(2α1)
1/2c−10 M1, C
(3)
K = α
1/2
1 (2c0)
−1/2M2. •
”‘The first order approximation”’ to the solution uε is given by
vε = u0 + εΛ
εSεb(D)u0 = (A0 − ζI)−1F+ εK(ε; ζ)F. (2.23)
Theorem 2.4. Suppose that the assumptions of Theorem 2.2 are satisfied.
Suppose that vε is defined by (2.23). Then for ε > 0 we have
‖D(uε − vε)‖L2(Rd) 6 C2c(ϕ)2ε‖F‖L2(Rd), (2.24)
‖uε − vε‖L2(Rd) 6 C3c(ϕ)2|ζ|−1/2ε‖F‖L2(Rd), (2.25)
or, in operator terms,
‖D ((Aε − ζI)−1 − (A0 − ζI)−1 − εK(ε; ζ)) ‖L2(Rd)→L2(Rd) 6 C2c(ϕ)2ε,
(2.26)
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‖(Aε − ζI)−1 − (A0 − ζI)−1 − εK(ε; ζ)‖L2(Rd)→L2(Rd) 6 C3c(ϕ)2|ζ|−1/2ε.
(2.27)
Here c(ϕ) is defined by (2.1). The constants C2, C3 depend only on m, d,
‖g‖L∞ , ‖g−1‖L∞ , α0, α1, and the parameters of the lattice Γ.
Theorem 2.4 directly implies the following corollary.
Corollary 2.5. Under the assumptions of Theorem 2.4 we have
‖uε − vε‖H1(Rd) 6 c(ϕ)2(C2 +C3|ζ|−1/2)ε‖F‖L2(Rd), ε > 0.
Proof of Theorem 2.4. In [BSu4, Theorem 10.6], a similar result was
proved for ζ = −1, but with a different smoothing operator instead of Sε. In
[PSu2, Theorem 3.3], it was shown that it is possible to pass to the smoothing
operator Sε, and inequalities (2.24), (2.25) were proved for ζ = −1 and
0 < ε 6 1. Thus, we start with the estimates
‖D ((Aε + I)−1 − (A0 + I)−1 − εK(ε;−1)) ‖L2(Rd)→L2(Rd) 6 Cˇ2ε,
0 < ε 6 1,
(2.28)
‖(Aε + I)−1 − (A0 + I)−1 − εK(ε;−1)‖L2(Rd)→L2(Rd) 6 Cˇ3ε, 0 < ε 6 1.
(2.29)
Here the constants Cˇ2, Cˇ3 depend only on m, d, α0, α1, ‖g‖L∞ , ‖g−1‖L∞ ,
and the parameters of the lattice Γ.
For ε > 1 estimates are trivial: it suffices to estimate each term under
the norm sign in (2.28), (2.29) separately. By (2.17), the left-hand side of
(2.29) does not exceed 2+C
(1)
K ε, and so does not exceed (2+C
(1)
K )ε if ε > 1.
Combining this with (2.29), we obtain
‖(Aε + I)−1− (A0+ I)−1− εK(ε;−1)‖L2(Rd)→L2(Rd) 6 Ĉ3ε, ε > 0, (2.30)
where Ĉ3 = max{Cˇ3, 2 + C(1)K }.
Next, the lower estimate (1.6) implies that
‖D(Aε + I)−1‖L2(Rd)→L2(Rd) 6 c
−1/2
0 . (2.31)
By (1.15), the norm of the operator D(A0+I)−1 satisfies a similar estimate:
‖D(A0 + I)−1‖L2(Rd)→L2(Rd) 6 c
−1/2
0 . (2.32)
From (2.18), (2.31), and (2.32) it is seen that the left-hand side of (2.28) does
not exceed 2c
−1/2
0 +C
(2)
K ε+C
(3)
K , and so does not exceed (2c
−1/2
0 +C
(2)
K +C
(3)
K )ε
if ε > 1. Together with (2.28) this yields
‖D ((Aε + I)−1 − (A0 + I)−1 − εK(ε;−1)) ‖L2(Rd)→L2(Rd) 6 Ĉ2ε, ε > 0,
(2.33)
where Ĉ2 = max{Cˇ2, 2c−1/20 + C(2)K + C(3)K }.
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Now we carry over estimates (2.30), (2.33) to the case where ζ = ζ̂ = eiϕ
using the identity
(Aε − ζI)−1 − (A0 − ζI)−1 − εK(ε; ζ)
= (Aε + I)(Aε − ζI)−1
(
(Aε + I)−1 − (A0 + I)−1 − εK(ε;−1)
)
× (A0 + I)(A0 − ζI)−1 + ε(ζ + 1)(Aε − ζI)−1K(ε; ζ).
(2.34)
By (2.5),
‖(Aε − ζ̂I)−1‖L2(Rd)→L2(Rd) 6 c(ϕ). (2.35)
From (2.12), (2.16), and (2.17) it follows that
‖K(ε; ζ̂)‖L2(Rd)→L2(Rd) 6 2C
(1)
K c(ϕ). (2.36)
Combining (2.30) and (2.34)–(2.36) and taking (2.11), (2.12) into account,
we obtain
‖(Aε − ζ̂I)−1 − (A0 − ζ̂I)−1 − εK(ε; ζ̂)‖L2(Rd)→L2(Rd) 6 C3c(ϕ)2ε, ε > 0,
(2.37)
where C3 = 4Ĉ3 + 4C
(1)
K .
Next, relations (2.11), (2.12), (2.34), and (2.36) imply that
‖A1/2ε
(
(Aε − ζ̂I)−1 − (A0 − ζ̂I)−1 − εK(ε; ζ̂)
)
‖L2(Rd)→L2(Rd)
6 4c(ϕ)2‖A1/2ε
(
(Aε + I)−1 − (A0 + I)−1 − εK(ε;−1)
) ‖L2(Rd)→L2(Rd)
+ 2ε|ζ̂ + 1|C(1)K c(ϕ)‖A1/2ε (Aε − ζ̂I)−1‖L2(Rd)→L2(Rd).
(2.38)
We have
‖A1/2ε (Aε − ζ̂I)−1‖L2(Rd)→L2(Rd) 6 sup
x>0
x1/2|x− ζ̂|−1 6 c(ϕ). (2.39)
From (1.6), (2.33), (2.38), and (2.39) it follows that
‖A1/2ε
(
(Aε − ζ̂I)−1 − (A0 − ζ̂I)−1 − εK(ε; ζ̂)
)
‖L2(Rd)→L2(Rd) 6 C˜2c(ϕ)2ε
(2.40)
for ε > 0, where C˜2 = 4(c
1/2
1 Ĉ2 + C
(1)
K ). Combining this with the lower
estimate (1.6), we obtain
‖D
(
(Aε − ζ̂I)−1 − (A0 − ζ̂I)−1 − εK(ε; ζ̂)
)
‖L2(Rd)→L2(Rd) 6 C2c(ϕ)2ε
(2.41)
for ε > 0, where C2 = c
−1/2
0 C˜2.
By the scaling transformation, (2.37) is equivalent to
‖(A− ζ̂ε2I)−1−(A0− ζ̂ε2I)−1−ΛS1b(D)(A0− ζ̂ε2I)−1‖L2→L2 6 C3c(ϕ)2ε−1
(2.42)
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for ε > 0, and (2.41) is equivalent to
‖D
(
(A− ζ̂ε2I)−1 − (A0 − ζ̂ε2I)−1 − ΛS1b(D)(A0 − ζ̂ε2I)−1
)
‖L2→L2
6 C2c(ϕ)
2, ε > 0.
(2.43)
Replacing ε by ε|ζ|1/2 in (2.42) and (2.43) and applying the inverse trans-
formation, we arrive at (2.26), (2.27). •
Now we obtain approximation of the flux pε := g
εb(D)uε in L2(R
d;Cm).
Theorem 2.6. Suppose that the assumptions of Theorem 2.2 are satisfied.
Let pε := g
εb(D)uε. Then we have
‖pε − g˜εSεb(D)u0‖L2(Rd) 6 C4c(ϕ)2ε‖F‖L2(Rd), ε > 0,
or, in operator terms,
‖gεb(D)(Aε − ζI)−1 − g˜εSεb(D)(A0 − ζI)−1‖L2(Rd)→L2(Rd) 6 C4c(ϕ)2ε.
(2.44)
Here g˜(x) is the matrix (1.9). The constant C4 depends only on d, m, α0,
α1, ‖g‖L∞ , ‖g−1‖L∞ , and the parameters of the lattice Γ.
Proof. We start with the case where ζ = ζ̂ = eiϕ. From (2.40) it follows
that
‖gεb(D)
(
(Aε − ζ̂I)−1 − (A0 − ζ̂I)−1 − εK(ε; ζ̂)
)
‖L2→L2 6 ‖g‖1/2L∞ C˜2c(ϕ)2ε
(2.45)
for ε > 0. Taking (1.2) into account, we have
εgεb(D)K(ε; ζ̂) = gε(b(D)Λ)εSεb(D)(A0 − ζ̂I)−1
+ ε
d∑
l=1
gεblΛ
εSεb(D)Dl(A0 − ζ̂I)−1.
(2.46)
From (2.12) and (2.22) it follows that
‖Db(D)(A0 − ζ̂I)−1‖L2(Rd)→L2(Rd) 6 2α
1/2
1 c
−1
0 c(ϕ). (2.47)
The second term in the right-hand side of (2.46) is estimated with the help
of (1.5), (1.19), and (2.47):
ε
∥∥∥∥∥
d∑
l=1
gεblΛ
εSεb(D)Dl(A0 − ζ̂I)−1
∥∥∥∥∥
L2(Rd)→L2(Rd)
6 2ε‖g‖L∞α1c−10 M1d1/2c(ϕ).
(2.48)
Next, by Proposition 1.4 and (2.47), we have
‖gε(I−Sε)b(D)(A0−ζ̂I)−1‖L2(Rd)→L2(Rd) 6 2ε‖g‖L∞r1α
1/2
1 c
−1
0 c(ϕ). (2.49)
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As a result, relations (2.45), (2.46), (2.48), and (2.49) together with (1.9)
imply that
‖gεb(D)(Aε − ζ̂I)−1 − g˜εSεb(D)(A0 − ζ̂I)−1‖L2(Rd)→L2(Rd) 6 C4c(ϕ)2ε
(2.50)
for ε > 0, where C4 = ‖g‖1/2L∞ C˜2 + 2‖g‖L∞c−10 α
1/2
1 ((dα1)
1/2M1 + r1).
By the scaling transformation, (2.50) is equivalent to
‖gb(D)(A − ζ̂ε2I)−1 − g˜S1b(D)(A0 − ζ̂ε2I)−1‖L2(Rd)→L2(Rd) 6 C4c(ϕ)2
(2.51)
for ε > 0. Replacing ε by ε|ζ|1/2 in (2.51) and applying the inverse trans-
formation, we arrive at (2.44). •
Now we distinguish the case where the corrector is equal to zero. The
next statement follows from Theorem 2.4, Proposition 1.2, and (1.7).
Proposition 2.7. Let uε be the solution of (2.2), and let u0 be the solution
of (2.7). If g0 = g, i. e., relations (1.13) are satisfied, then Λ = 0, K(ε; ζ) =
0, and we have
‖D(uε − u0)‖L2(Rd) 6 C2c(ϕ)2ε‖F‖L2(Rd), ε > 0.
2.3. The results for homogenization problem in Rd in the case
where Λ ∈ L∞. It turns out that under some additional assumptions on
the solution of problem (1.7) the smoothing operator Sε in (2.15) can be
removed.
Condition 2.8. Suppose that the Γ-periodic solution Λ(x) of problem (1.7)
is bounded : Λ ∈ L∞.
We need the following multiplicative property of Λ, see [PSu2, Corollary
2.4].
Proposition 2.9. Under Condition 2.8 for any function u ∈ H1(Rd) and
ε > 0 we have∫
Rd
|(DΛ)ε(x)|2|u|2 dx 6 β1‖u‖2L2(Rd) + β2‖Λ‖2L∞ε2
∫
Rd
|Du|2dx.
Here
β1 = 16mα
−1
0 ‖g‖L∞‖g−1‖L∞ ,
β2 = 2(1 + 2dα
−1
0 α1 + 20dα
−1
0 α1‖g‖L∞‖g−1‖L∞).
We put
K0(ε; ζ) = [Λε]b(D)(A0 − ζI)−1. (2.52)
Under Condition 2.8 the operator (2.52) is a continuous mapping of
L2(R
d;Cn) to H1(Rd;Cn); this is seen from the identity
K0(ε; ζ) = K0(ε;−1)(A0 + I)(A0 − ζI)−1 (2.53)
and the following lemma.
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Lemma 2.10. Suppose that Condition 2.8 is satisfied. For ε > 0 and
ζ = −1 the operator (2.52) is continuous from L2(Rd;Cn) to H1(Rd;Cn),
and we have
‖K0(ε;−1)‖L2(Rd)→L2(Rd) 6 Cˇ
(1)
K , (2.54)
‖εDK0(ε;−1)‖L2(Rd)→L2(Rd) 6 Cˇ
(2)
K ε+ Cˇ
(3)
K . (2.55)
The constants Cˇ
(j)
K , j = 1, 2, 3, depend only on m, α0, α1, ‖g‖L∞ , ‖g−1‖L∞ ,
the parameters of the lattice Γ, and ‖Λ‖L∞ .
Proof. By (2.20),
‖K0(ε;−1)‖L2(Rd)→L2(Rd) 6
1
2
‖Λ‖L∞α1/21 c−1/20 =: Cˇ(1)K ,
which implies (2.54). Now consider the operators
εDjK
0(ε;−1) = [(DjΛ)ε]b(D)(A0+ I)−1+ ε[Λε]Djb(D)(A0+ I)−1. (2.56)
The second term in (2.56) is estimated with the help of (2.22):
d∑
j=1
‖εΛεb(D)Dj(A0 + I)−1‖2L2→L2 6 ε2‖Λ‖2L∞α1c−20 . (2.57)
To estimate the first term in (2.56), we apply Proposition 2.9 and (2.20),
(2.22):
d∑
j=1
‖(DjΛ)εb(D)(A0 + I)−1‖2L2→L2
6 β1‖b(D)(A0 + I)−1‖2L2→L2 + β2ε2‖Λ‖2L∞‖Db(D)(A0 + I)−1‖2L2→L2
6 β1α1(4c0)
−1 + β2ε
2‖Λ‖2L∞α1c−20 .
(2.58)
Relations (2.56)–(2.58) imply inequality (2.55) with Cˇ
(2)
K =
(2α1)
1/2c−10 (β2 + 1)
1/2 ‖Λ‖L∞ and Cˇ(3)K = (β1α1)1/2(2c0)−1/2. •
Instead of (2.23), consider another first order approximation of uε:
vˇε = u0 + εΛ
εb(D)u0 = (A0 − ζI)−1F+ εK0(ε; ζ)F. (2.59)
Theorem 2.11. Suppose that the assumptions of Theorem 2.2 and Condi-
tion 2.8 are satisfied. Let vˇε be defined by (2.59). Let pε = g
εb(D)uε. Then
for ε > 0 we have
‖D(uε − vˇε)‖L2(Rd) 6 C5c(ϕ)2ε‖F‖L2(Rd),
‖uε − vˇε‖L2(Rd) 6 C6c(ϕ)2|ζ|−1/2ε‖F‖L2(Rd),
‖pε − g˜εb(D)u0‖L2(Rd) 6 C7c(ϕ)2ε‖F‖L2(Rd),
or, in operator terms,
‖D ((Aε − ζI)−1 − (A0 − ζI)−1 − εK0(ε; ζ)) ‖L2(Rd)→L2(Rd) 6 C5c(ϕ)2ε,
(2.60)
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‖(Aε − ζI)−1 − (A0 − ζI)−1 − εK0(ε; ζ)‖L2(Rd)→L2(Rd) 6 C6c(ϕ)2|ζ|−1/2ε,
(2.61)
‖gεb(D)(Aε−ζI)−1−g˜εb(D)(A0−ζI)−1‖L2(Rd)→L2(Rd) 6 C7c(ϕ)2ε. (2.62)
The constants C5, C6, and C7 depend on d, m, α0, α1, ‖g‖L∞ , ‖g−1‖L∞ ,
the parameters of the lattice Γ, and the norm ‖Λ‖L∞ .
Proof. The proof is similar to that of Theorem 2.4. In [BSu4], it was shown
that under Condition 2.8 we have
‖D ((Aε + I)−1 − (A0 + I)−1 − εK0(ε;−1)) ‖L2(Rd)→L2(Rd) 6 Cˇ5ε,
0 < ε 6 1,
(2.63)
‖(Aε + I)−1 − (A0 + I)−1 − εK0(ε;−1)‖L2(Rd)→L2(Rd) 6 Cˇ6ε, 0 < ε 6 1.
(2.64)
The constants Cˇ5, Cˇ6 depend only on m, d, α0, α1, ‖g‖L∞ , ‖g−1‖L∞ , the
parameters of the lattice Γ, and the norm ‖Λ‖L∞ .
For ε > 1 estimates are trivial. By (2.54), the left-hand side of (2.64)
does not exceed 2 + Cˇ
(1)
K ε, and then does not exceed (2 + Cˇ
(1)
K )ε if ε > 1.
Combining this with (2.64), we obtain
‖(Aε+ I)−1− (A0+ I)−1−εK0(ε;−1)‖L2(Rd)→L2(Rd) 6 Ĉ6ε, ε > 0, (2.65)
where Ĉ6 = max{Cˇ6, 2 + Cˇ(1)K }.
By (2.31), (2.32), and (2.55), the left-hand side of (2.63) is estimated by
2c
−1/2
0 +Cˇ
(2)
K ε+Cˇ
(3)
K , which does not exceed (2c
−1/2
0 +Cˇ
(2)
K +Cˇ
(3)
K )ε for ε > 1.
Together with (2.63) this yields
‖D ((Aε + I)−1 − (A0 + I)−1 − εK0(ε;−1)) ‖L2(Rd)→L2(Rd) 6 Ĉ5ε, ε > 0,
(2.66)
where Ĉ5 = max{Cˇ5, 2c−1/20 + Cˇ(2)K + Cˇ(3)K }.
Using the analog of the identity (2.34) with K(ε; ζ) replaced by K0(ε; ζ),
we carry over estimates (2.65) and (2.66) to the point ζ̂ = eiϕ. Taking
(2.11), (2.12), (2.35), (2.53), and (2.54) into account, we deduce the following
inequality from (2.65):
‖(Aε − ζ̂I)−1 − (A0 − ζ̂I)−1 − εK0(ε; ζ̂)‖L2→L2 6 C6c(ϕ)2ε, ε > 0, (2.67)
where C6 = 4Ĉ6 + 4Cˇ
(1)
K .
Next, similarly to (2.38)–(2.40) we have:
‖A1/2ε
(
(Aε − ζ̂I)−1 − (A0 − ζ̂I)−1 − εK0(ε; ζ̂)
)
‖L2→L2 6 C˜5c(ϕ)2ε, ε > 0,
(2.68)
where C˜5 = 4(c
1/2
1 Ĉ5+ Cˇ
(1)
K ). Combining this with the lower estimate (1.6),
we see that
‖D
(
(Aε − ζ̂I)−1 − (A0 − ζ̂I)−1 − εK0(ε; ζ̂)
)
‖L2→L2 6 C5c(ϕ)2ε, ε > 0,
(2.69)
where C5 = C˜5c
−1/2
0 .
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Now, by the scaling transformation, estimate (2.61) is deduced from
(2.67), and (2.60) follows from (2.69). (Cf. the proof of Theorem 2.4.)
It remains to check (2.62). By (2.68),
‖gεb(D)
(
(Aε − ζ̂I)−1 − (A0 − ζ̂I)−1 − εK0(ε; ζ̂)
)
‖L2→L2
6 ‖g‖1/2L∞ C˜5c(ϕ)2ε, ε > 0.
(2.70)
We have
εgεb(D)K0(ε; ζ̂) = gε(b(D)Λ)εb(D)(A0 − ζ̂I)−1
+ ε
d∑
l=1
gεblΛ
εb(D)Dl(A0 − ζ̂I)−1.
(2.71)
The second term in (2.71) is estimated with the help of (1.5) and (2.47):
ε
∥∥∥∥∥
d∑
l=1
gεblΛ
εb(D)Dl(A0 − ζ̂I)−1
∥∥∥∥∥
L2→L2
6 2ε‖g‖L∞‖Λ‖L∞α1c−10 d1/2c(ϕ).
(2.72)
Relations (2.70)–(2.72) and (1.9) imply that
‖gεb(D)(Aε− ζ̂I)−1− g˜εb(D)(A0− ζ̂I)−1‖L2→L2 6 C7c(ϕ)2ε, ε > 0, (2.73)
where C7 = ‖g‖1/2L∞ C˜5 + 2‖g‖L∞‖Λ‖L∞α1c−10 d1/2.
Inequality (2.62) is deduced from (2.73) by the scaling transformation.
(Cf. the proof of Theorem 2.6.) •
In some cases Condition 2.8 is valid automatically. The next statement
was proved in [BSu4, Lemma 8.7].
Proposition 2.12. Condition 2.8 is a fortiori valid if at least one of the
following assumptions is fulfilled :
1◦. d 6 2;
2◦. d > 1 and Aε = D∗gε(x)D, where g(x) has real entries;
3◦. dimension is arbitrary, and g0 = g, i. e., relations (1.14) are satisfied.
Note that Condition 2.8 is also ensured if g(x) is smooth enough.
We distinguish the special case where g0 = g. In this case the matrix
(1.9) is constant: g˜(x) = g0 = g; moreover, Condition 2.8 is satisfied. Ap-
plying the statement of Theorem 2.11 concerning the fluxes, we arrive at
the following statement.
Proposition 2.13. Suppose that the assumptions of Theorem 2.2 are sat-
isfied. Let pε = g
εb(D)uε. Let g
0 = g, i. e., relations (1.14) are satisfied.
Then
‖pε − g0b(D)u0‖L2(Rd) 6 C7c(ϕ)2ε‖F‖L2(Rd), ε > 0.
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Chapter 2. The Dirichlet problem
§3. The Dirichlet problem in a bounded domain. Preliminaries
3.1. The operator AD,ε. Let O ⊂ Rd be a bounded domain with the
boundary of class C1,1. In L2(O;Cn), we consider the operator AD,ε for-
mally given by the differential expression b(D)∗gε(x)b(D) with the Dirichlet
condition on ∂O. Precisely, AD,ε is the selfadjoint operator in L2(O;Cn)
generated by the quadratic form
aD,ε[u,u] =
∫
O
〈gε(x)b(D)u, b(D)u〉 dx, u ∈ H10 (O;Cn).
This form is closed and positive definite. Indeed, extending u by zero to
R
d \ O and applying (1.6), we obtain
c0‖Du‖2L2(O) 6 aD,ε[u,u] 6 c1‖Du‖2L2(O), u ∈ H10 (O;Cn). (3.1)
It remains to take into account that ‖Du‖L2(O) defines a norm in H10 (O;Cn)
equivalent to the standard one. By the Friedrichs inequality, (3.1) implies
that
aD,ε[u,u] > c2‖u‖2L2(O), u ∈ H10 (O;Cn), c2 = c0(diamO)−2. (3.2)
Our goal in Chapter 2 is to find approximation for small ε of the gener-
alized solution uε ∈ H10 (O;Cn) of the Dirichlet problem
b(D)∗gε(x)b(D)uε(x)− ζuε(x) = F(x), x ∈ O; uε|∂O = 0, (3.3)
where F ∈ L2(O;Cn). As in §2, we assume that ζ ∈ C \ R+. (The case of
other admissible values of ζ is studied in §8.) We have uε = (AD,ε−ζI)−1F.
In operator terms, we study the behavior of the resolvent (AD,ε − ζI)−1 for
small ε.
Lemma 3.1. Let ζ ∈ C \ R+. Let uε be the generalized solution of the
problem (3.3). Then for ε > 0 we have
‖uε‖L2(O) 6 c(ϕ)|ζ|−1‖F‖L2(O), (3.4)
‖Duε‖L2(O) 6 C0c(ϕ)|ζ|−1/2‖F‖L2(O). (3.5)
Here C0 =
√
2α
−1/2
0 ‖g−1‖1/2L∞. In operator terms,,
‖(AD,ε − ζI)−1‖L2(O)→L2(O) 6 c(ϕ)|ζ|−1, (3.6)
‖D(AD,ε − ζI)−1‖L2(O)→L2(O) 6 C0c(ϕ)|ζ|−1/2.
Proof. By (3.2), the spectrum of AD,ε is contained in [c2,∞) ⊂ R+. The
norm of the resolvent (AD,ε − ζI)−1 does not exceed the inverse distance
from ζ to R+. As a result, we arrive at (3.6).
To check (3.5), we write down the integral identity for the solution uε ∈
H10 (O;Cn) of the problem (3.3):
(gεb(D)uε, b(D)η)L2(O) − ζ(uε,η)L2(O) = (F,η)L2(O), η ∈ H10 (O;Cn).
(3.7)
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Substituting η = uε in (3.7) and taking the real part, we obtain
(gεb(D)uε, b(D)uε)L2(O) = Re ζ‖uε‖2L2(O) +Re (F,uε)L2(O).
Together with (3.4) this implies that
(gεb(D)uε, b(D)uε)L2(O) 6 2c(ϕ)
2|ζ|−1‖F‖2L2(O).
Taking (3.1) into account, we obtain (3.5) with C0 =
√
2c
−1/2
0 . •
3.2. The effective operator A0D. In L2(O;Cn), consider the selfadjoint
operator A0D generated by the quadratic form
a0D[u,u] =
∫
O
〈g0b(D)u, b(D)u〉 dx, u ∈ H10 (O;Cn). (3.8)
Here g0 is the effective matrix defined by (1.8). Taking (1.15) into account,
we see that the form (3.8) satisfies estimates of the form (3.1) and (3.2) with
the same constants.
Since ∂O ∈ C1,1, the operator A0D is given by b(D)∗g0b(D) on the domain
H2(O;Cn) ∩H10 (O;Cn), and we have
‖(A0D)−1‖L2(O)→H2(O) 6 ĉ. (3.9)
The constant ĉ depends only on α0, α1, ‖g‖L∞ , ‖g−1‖L∞ , and the domain
O. To justify this fact, we note that the operator b(D)∗g0b(D) is a strongly
elliptic matrix operator with constant coefficients and refer to the theorems
about regularity of solutions for strongly elliptic systems (see, e. g., [McL,
Chapter 4]).
Let u0 ∈ H10 (O;Cn) be the generalized solution of the problem
b(D)∗g0b(D)u0(x)− ζu0(x) = F(x), x ∈ O; u0|∂O = 0. (3.10)
Then u0 = (A0D − ζI)−1F.
Lemma 3.2. Let ζ ∈ C \R+. Let u0 be the solution of the problem (3.10).
Then we have
‖u0‖L2(O) 6 c(ϕ)|ζ|−1‖F‖L2(O),
‖Du0‖L2(O) 6 C0c(ϕ)|ζ|−1/2‖F‖L2(O),
‖u0‖H2(O) 6 ĉc(ϕ)‖F‖L2(O), (3.11)
or, in operator terms,
‖(A0D − ζI)−1‖L2(O)→L2(O) 6 c(ϕ)|ζ|−1, (3.12)
‖D(A0D − ζI)−1‖L2(O)→L2(O) 6 C0c(ϕ)|ζ|−1/2, (3.13)
‖(A0D − ζI)−1‖L2(O)→H2(O) 6 ĉc(ϕ). (3.14)
Proof. Estimates (3.12), (3.13) are checked similarly to the proof of Lemma
3.1. Estimate (3.14) follows from (3.9) and the inequality
‖A0D(A0D − ζI)−1‖L2(O)→L2(O) 6 sup
x>0
x|x− ζ|−1 6 c(ϕ).
•
22 T. A. SUSLINA
3.3. Auxiliary statements: estimates in the neighborhood of the
boundary. This subsection contains several auxiliary statements (see, e. g.,
[PSu2, §5]).
Lemma 3.3. Let O ⊂ Rd be a bounded domain with the boundary of class
C1. Denote (∂O)ε = {x ∈ Rd : dist {x; ∂O} < ε}, Bε = (∂O)ε ∩O. Suppose
that the number ε0 > 0 is such that (∂O)ε0 can be covered by a finite number
of open sets admitting diffeomorphisms of class C1 rectifying the boundary.
Then the following statements are true.
1◦. For any function u ∈ H1(O) we have∫
Bε
|u|2 dx 6 βε‖u‖H1(O)‖u‖L2(O), 0 < ε 6 ε0.
2◦. For any function u ∈ H1(Rd) we have∫
(∂O)ε
|u|2 dx 6 βε‖u‖H1(Rd)‖u‖L2(Rd), 0 < ε 6 ε0.
The constant β depends only on the domain O.
Lemma 3.4. Suppose that the assumptions of Lemma 3.3 are satisfied. Let
f(x) be a Γ-periodic function in Rd such that f ∈ L2(Ω). Let Sε be the
operator (1.17). Then for 0 < ε 6 ε1 and any function u ∈ H1(Rd;Cm) we
have ∫
(∂O)ε
|f ε(x)|2|(Sεu)|2 dx 6 β∗ε|Ω|−1‖f‖2L2(Ω)‖u‖H1(Rd)‖u‖L2(Rd),
where ε1 = ε0(1 + r1)
−1, β∗ = β(1 + r1), 2r1 = diamΩ.
§4. The results for the Dirichlet problem
Assume that the numbers ε0, ε1 ∈ (0, 1] are chosen according to the fol-
lowing condition.
Condition 4.1. Suppose that the number ε0 ∈ (0, 1] is such that (∂O)ε0 can
be covered by a finite number of open sets admitting diffeomorphisms of class
C1,1 rectifying the boundary ∂O. Let ε1 = ε0(1+r1)−1, where 2r1 = diamΩ.
Clearly, ε1 depends only on the domain O and the lattice Γ.
4.1. Approximation of the resolvent (AD,ε − ζI)−1 for |ζ| > 1. Now
we formulate our main results for the operator AD,ε. The case of large |ζ| is
of main interest, so for a while we assume that |ζ| > 1. (The case of other
admissible values of ζ will be studied in §8.)
Theorem 4.2. Let ζ = |ζ|eiϕ ∈ C \ R+ and |ζ| > 1. Let uε be the
solution of problem (3.3), and let u0 be the solution of problem (3.10) with
F ∈ L2(O;Cn). Suppose that ε1 is subject to Condition 4.1. Then for
0 < ε 6 ε1 we have
‖uε − u0‖L2(O) 6 C1c(ϕ)5(|ζ|−1/2ε+ ε2)‖F‖L2(O), (4.1)
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where c(ϕ) is defined by (2.1). In operator terms,
‖(AD,ε− ζI)−1− (A0D − ζI)−1‖L2(O)→L2(O) 6 C1c(ϕ)5(|ζ|−1/2ε+ ε2). (4.2)
The constant C1 depends on d, m, α0, α1, ‖g‖L∞ , ‖g−1‖L∞ , the parameters
of the lattice Γ, and the domain O.
In order to approximate the solution in H1(O;Cn), we need to intro-
duce the corrector. We fix a linear continuous extension operator PO :
H2(O;Cn) → H2(Rd;Cn). Suppose that simultaneously PO is continuous
from L2(O;Cn) to L2(Rd;Cn) and from H1(O;Cn) to H1(Rd;Cn). Such an
operator exists (see, e. g., [St]). Denote
‖PO‖Hs(O)→Hs(Rd) =: C(s)O , s = 0, 1, 2. (4.3)
The constants C
(s)
O depend only on the domain O. Next, by RO we de-
note the operator of restriction of functions in Rd onto the domain O. We
introduce the corrector
KD(ε; ζ) = RO[Λ
ε]Sεb(D)PO(A0D − ζI)−1. (4.4)
The operator KD(ε; ζ) is a continuous mapping of L2(O;Cn) to H1(O;Cn).
Indeed, the operator b(D)PO(A0D − ζI)−1 is continuous from L2(O;Cn) to
H1(Rd;Cm), and the operator [Λε]Sε is a continuous mapping of H
1(Rd;Cm)
to H1(Rd;Cn) (this follows from Proposition 1.5 and relation Λ ∈ H˜1(Ω)).
Let u0 be the solution of problem (3.10). Denote u˜0 := POu0. Consider
the following function in Rd:
v˜ε(x) = u˜0(x) + εΛ
ε(x)(Sεb(D)u˜0)(x), (4.5)
and put
vε := v˜ε|O. (4.6)
Then
vε = u0 + εKD(ε; ζ)F = (A0D − ζI)−1F+ εKD(ε; ζ)F. (4.7)
Theorem 4.3. Suppose that the assumptions of Theorem 4.2 are satisfied.
Let vε be defined by (4.4), (4.7). Then for 0 < ε 6 ε1 we have
‖uε − vε‖H1(O) 6
(
C2c(ϕ)2|ζ|−1/4ε1/2 + C3c(ϕ)4ε
)
‖F‖L2(O), (4.8)
or, in operator terms,
‖(AD,ε − ζI)−1 − (A0D − ζI)−1 − εKD(ε; ζ)‖L2(O)→H1(O)
6 C2c(ϕ)2|ζ|−1/4ε1/2 + C3c(ϕ)4ε.
(4.9)
For the flux pε := g
εb(D)uε we have
‖pε − g˜εSεb(D)u˜0‖L2(O) 6
(
C˜2c(ϕ)2|ζ|−1/4ε1/2 + C˜3c(ϕ)4ε
)
‖F‖L2(O)
(4.10)
for 0 < ε 6 ε1. The constants C2, C3, C˜2, and C˜3 depend on d, m, α0, α1,
‖g‖L∞ , ‖g−1‖L∞ , the parameters of the lattice Γ, and the domain O.
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4.2. The first step of the proof. Associated problem in Rd. The
proof of Theorems 4.2 and 4.3 relies on application of the results for the
problem in Rd and introduction of the boundary layer correction term.
By Lemma 3.2 and (4.3), we have
‖u˜0‖L2(Rd) 6 C
(0)
O c(ϕ)|ζ|−1‖F‖L2(O), (4.11)
‖u˜0‖H1(Rd) 6 C(1)O (C0 + 1)c(ϕ)|ζ|−1/2‖F‖L2(O), (4.12)
‖u˜0‖H2(Rd) 6 C(2)O ĉc(ϕ)‖F‖L2(O). (4.13)
We have taken into account that |ζ| > 1. We put
F˜ := A0u˜0 − ζu˜0. (4.14)
Then F˜ ∈ L2(Rd;Cn) and F˜|O = F. From (1.16), (4.11), and (4.13) it
follows that
‖F˜‖L2(Rd) 6 c1‖u˜0‖H2(Rd) + |ζ|‖u˜0‖L2(Rd) 6 C4c(ϕ)‖F‖L2(O), (4.15)
where C4 = c1C(2)O ĉ+ C(0)O .
Let u˜ε ∈ H1(Rd;Cn) be the solution of the following equation in Rd:
Aεu˜ε − ζu˜ε = F˜, (4.16)
i. e., u˜ε = (Aε − ζI)−1F˜. We can apply theorems of §2. From Theorem 2.2
and (4.14)–(4.16) it follows that for ε > 0 we have
‖u˜ε − u˜0‖L2(Rd) 6 C1c(ϕ)2|ζ|−1/2ε‖F˜‖L2(Rd) 6 C1C4c(ϕ)3|ζ|−1/2ε‖F‖L2(O).
(4.17)
By Theorem 2.4 and (4.5), (4.14)–(4.16), for ε > 0 we have
‖D(u˜ε − v˜ε)‖L2(Rd) 6 C2c(ϕ)2ε‖F˜‖L2(Rd) 6 C2C4c(ϕ)3ε‖F‖L2(O), (4.18)
‖u˜ε − v˜ε‖L2(Rd) 6 C3c(ϕ)2|ζ|−1/2ε‖F˜‖L2(Rd) 6 C3C4c(ϕ)3|ζ|−1/2ε‖F‖L2(O).
(4.19)
4.3. The second step of the proof. Introduction of the correction
term wε. The first order approximation vε of the solution uε does not sat-
isfy the Dirichlet condition. We have vε|∂O = εΛε(Sεb(D)u˜0)|∂O. Consider
the ”‘correction term”’ wε which is the generalized solution of the problem
b(D)∗gε(x)b(D)wε − ζwε = 0 in O; wε|∂O = εΛε(Sεb(D)u˜0)|∂O. (4.20)
Here equation is understood in the weak sense: wε ∈ H1(O;Cn) satisfies
the identity
(gεb(D)wε, b(D)η)L2(O) − ζ(wε,η)L2(O) = 0, η ∈ H10 (O;Cn). (4.21)
Lemma 4.4. Let uε be the solution of problem (3.3), and let vε be given by
(4.7). Let wε be the solution of problem (4.20). Then for ε > 0 we have
‖D(uε − vε +wε)‖L2(O) 6 C5c(ϕ)4ε‖F‖L2(O), (4.22)
‖uε − vε +wε‖L2(O) 6 C6c(ϕ)4|ζ|−1/2ε‖F‖L2(O). (4.23)
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The constants C5, C6 depend on d, m, α0, α1, ‖g‖L∞ , ‖g−1‖L∞ , the param-
eters of the lattice Γ, and the domain O.
Proof. Denote Vε := uε−vε+wε. By (3.7), (4.20), and (4.21), the function
Vε belongs to H
1
0 (O;Cn) and satisfies the identity
Jε[η] := (g
εb(D)Vε, b(D)η)L2(O) − ζ(Vε,η)L2(O)
= (F,η)L2(O) − (gεb(D)vε, b(D)η)L2(O) + ζ(vε,η)L2(O), η ∈ H10 (O;Cn).
(4.24)
Extend η by zero to Rd\O keeping the same notation; then η ∈ H1(Rd;Cn).
Recall that F˜ is an extension of F, and v˜ε is an extension of vε. Hence,
Jε[η] = (F˜,η)L2(Rd) − (gεb(D)v˜ε, b(D)η)L2(Rd) + ζ(v˜ε,η)L2(Rd).
Taking (4.16) into account, we obtain
Jε[η] = (g
εb(D)(u˜ε − v˜ε), b(D)η)L2(Rd) − ζ(u˜ε − v˜ε,η)L2(Rd).
From (1.4), (4.18), and (4.19) it follows that
|Jε[η]| 6 εc(ϕ)3‖F‖L2(O)
(
C7‖(gε)1/2b(D)η‖L2(O) + C8|ζ|1/2‖η‖L2(O)
)
(4.25)
for ε > 0, where C7 = ‖g‖1/2L∞α
1/2
1 C2C4 and C8 = C3C4.
Substitute η = Vε in (4.24), take the imaginary part of the corresponding
relation, and apply (4.25):
|Im ζ|‖Vε‖2L2(O) 6 εc(ϕ)3‖F‖L2(O)
×
(
C7‖(gε)1/2b(D)Vε‖L2(O) + C8|ζ|1/2‖Vε‖L2(O)
)
.
(4.26)
If Re ζ > 0 (and then Im ζ 6= 0), this impies the inequality
‖Vε‖2L2(O) 62ε|ζ|−1c(ϕ)4C7‖F‖L2(O)‖(gε)1/2b(D)Vε‖L2(O)
+ ε2|ζ|−1c(ϕ)8C28‖F‖2L2(O).
(4.27)
If Re ζ < 0, we take the real part of the corresponding relation and apply
(4.25). Then we have
|Re ζ|‖Vε‖2L2(O) 6 εc(ϕ)3‖F‖L2(O)
×
(
C7‖(gε)1/2b(D)Vε‖L2(O) + C8|ζ|1/2‖Vε‖L2(O)
)
.
(4.28)
Summing up (4.26) and (4.28), we deduce the inequality similar to (4.27).
As a result, for all values of ζ under consideration we obtain
‖Vε‖2L2(O) 64ε|ζ|−1c(ϕ)4C7‖F‖L2(O)‖(gε)1/2b(D)Vε‖L2(O)
+ 4ε2|ζ|−1c(ϕ)8C28‖F‖2L2(O).
(4.29)
Now, (4.24) with η = Vε, (4.25), and (4.29) yield
aD,ε[Vε,Vε]
6 9C7c(ϕ)4ε‖F‖L2(O)‖(gε)1/2b(D)Vε‖L2(O) + 9C28c(ϕ)8ε2‖F‖2L2(O).
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From here we deduce the inequality
aD,ε[Vε,Vε] 6 Cˇ25c(ϕ)8ε2‖F‖2L2(O), (4.30)
where Cˇ25 = 18C28 + 81C27 . By (4.30) and (3.1), we obtain (4.22) with C5 =
Cˇ5c−1/20 . Finally, (4.29) and (4.30) imply (4.23) with C6 = 2
(C7Cˇ5 + C28)1/2.
•
Conclusions. 1) From (4.22) and (4.23) it follows that
‖D(uε − vε)‖L2(O) 6 C5c(ϕ)4ε‖F‖L2(O) + ‖Dwε‖L2(O), ε > 0, (4.31)
‖uε − vε‖L2(O) 6 C6c(ϕ)4|ζ|−1/2ε‖F‖L2(O) + ‖wε‖L2(O), ε > 0. (4.32)
Thus, for the proof of Theorem 4.3 it suffices to obtain an appropriate
estimate for ‖wε‖H1(O).
2) Note that the difference vε − u0 = ε(ΛεSεb(D)u˜0)|O can be estimated
by using (1.4), (1.19), and (4.12):
‖vε − u0‖L2(O) 6 ‖v˜ε − u˜0‖L2(Rd) 6 C9c(ϕ)|ζ|−1/2ε‖F‖L2(O), (4.33)
where C9 =M1α1/21 C(1)O (C0 + 1). From (4.32) and (4.33) it follows that
‖uε−u0‖L2(O) 6 (C6+C9)c(ϕ)4|ζ|−1/2ε‖F‖L2(O)+‖wε‖L2(O), ε > 0. (4.34)
Therefore, for the proof of Theorem 4.2 we have to obtain an appropriate
estimate for ‖wε‖L2(O).
§5. Estimates for the correction term.
Proof of Theorems 4.2 and 4.3
First we estimate the norm of wε in H
1(O;Cn) and complete the proof of
Theorem 4.3. Next, using the already proved Theorem 4.3 and the duality
arguments, we estimate the norm of wε in L2(O;Cn) and prove Theorem
4.2.
5.1. Localization near the boundary. Suppose that the number ε0 ∈
(0, 1] is chosen according to Condition 4.1. Let 0 < ε 6 ε0. We fix a smooth
cut-off function θε(x) in R
d such that
θε ∈ C∞0 (Rd), supp θε ⊂ (∂O)ε, 0 6 θε(x) 6 1,
θε(x) = 1 for x ∈ ∂O; ε|∇θε(x)| 6 κ = Const.
(5.1)
The constant κ depends only on the domain O. Consider the following
function in Rd :
φε(x) = εθε(x)Λ
ε(x)(Sεb(D)u˜0)(x). (5.2)
Lemma 5.1. Let wε be the solution of problem (4.20). Let φε be defined by
(5.2). Then for 0 < ε 6 ε0 and ζ ∈ C \ R+, |ζ| > 1, we have
‖wε‖H1(O) 6 c(ϕ)
(
C10|ζ|1/2‖φε‖L2(O) + C11‖Dφε‖L2(O)
)
. (5.3)
The constants C10, C11 depend on d, m, α0, α1, ‖g‖L∞ , ‖g−1‖L∞ , the pa-
rameters of the lattice Γ, and the domain O.
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Proof. By (4.20), (5.1), and (5.2), we have wε|∂O = φε|∂O. By (4.21), the
function wε − φε ∈ H10 (O;Cn) satisfies the identity
(gεb(D)(wε −φε), b(D)η)L2(O) − ζ(wε − φε,η)L2(O)
= −(gεb(D)φε, b(D)η)L2(O) + ζ(φε,η)L2(O), η ∈ H10 (O;Cn).
(5.4)
We substitute η = wε − φε in (5.4) and take the imaginary part of the
corresponding relation. Taking (1.2) and (1.5) into account, we have
|Im ζ|‖wε − φε‖2L2(O) 6 C12‖Dφε‖L2(O)‖(gε)1/2b(D)(wε − φε)‖L2(O)
+ |ζ|‖φε‖L2(O)‖wε − φε‖L2(O),
(5.5)
where C12 = ‖g‖1/2L∞(dα1)1/2. If Re ζ > 0 (and then Im ζ 6= 0), this yields
‖wε − φε‖2L2(O) 6 2C12c(ϕ)|ζ|−1‖Dφε‖L2(O)‖(gε)1/2b(D)(wε − φε)‖L2(O)
+ c(ϕ)2‖φε‖2L2(O).
(5.6)
If Re ζ < 0, we take the real part of the corresponding relation and obtain
|Re ζ|‖wε − φε‖2L2(O) 6 C12‖Dφε‖L2(O)‖(gε)1/2b(D)(wε − φε)‖L2(O)
+ |ζ|‖φε‖L2(O)‖wε − φε‖L2(O).
(5.7)
Summing up (5.5) and (5.7), we deduce the inequality similar to (5.6). As
a result, for all values of ζ under consideration we obtain
‖wε − φε‖2L2(O) 6 4C12c(ϕ)|ζ|−1‖Dφε‖L2(O)‖(gε)1/2b(D)(wε − φε)‖L2(O)
+ 4c(ϕ)2‖φε‖2L2(O).
(5.8)
Now, from (5.4) with η = wε − φε and (5.8) it follows that
aD,ε[wε − φε,wε − φε]
6 9c(ϕ)2|ζ|‖φε‖2L2(O) + 9C12c(ϕ)‖Dφε‖L2(O)‖(gε)1/2b(D)(wε − φε)‖L2(O).
This implies the inequality
aD,ε[wε − φε,wε − φε] 6 18c(ϕ)2|ζ|‖φε‖2L2(O) + 81C212c(ϕ)2‖Dφε‖2L2(O).
(5.9)
By (5.9) and (3.1),
‖D(wε − φε)‖L2(O) 6 c(ϕ)
(
Cˇ10|ζ|1/2‖φε‖L2(O) + Cˇ11‖Dφε‖L2(O)
)
, (5.10)
where Cˇ10 =
√
18c
−1/2
0 , Cˇ11 = 9c−1/20 C12. Next, by (5.8) and (5.9),
‖wε − φε‖L2(O) 6 c(ϕ)
(√
22‖φε‖L2(O) +
√
85 C12|ζ|−1/2‖Dφε‖L2(O)
)
.
(5.11)
Relations (5.10), (5.11) together with the condition |ζ| > 1 imply (5.3) with
C10 = Cˇ10 +
√
22 + 1 and C11 = Cˇ11 +
√
85C12 + 1. •
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5.2. Estimate for φε.
Lemma 5.2. Suppose that ε1 satisfies Condition 4.1. Let φε be given by
(5.2). For 0 < ε 6 ε1 and ζ ∈ C \ R+, |ζ| > 1, we have
‖φε‖L2(O) 6 C13c(ϕ)|ζ|−1/2ε‖F‖L2(O), (5.12)
‖Dφε‖L2(O) 6 c(ϕ)
(
C14|ζ|−1/4ε1/2 + C15ε
)
‖F‖L2(O). (5.13)
The constants C13, C14, and C15 depend on d, m, α0, α1, ‖g‖L∞ , ‖g−1‖L∞ ,
the parameters of the lattice Γ, and the domain O.
Proof. Assume that 0 < ε 6 ε1. We start with the estimate for the L2-
norm of φε. Relations (1.4), (1.19), (4.12), and (5.1) imply (5.12) with
C13 =M1α1/21 C(1)O (C0 + 1).
Now we consider the derivatives
∂jφε =ε(∂jθε)Λ
εSεb(D)u˜0 + θε(∂jΛ)
εSεb(D)u˜0
+ εθεΛ
εSεb(D)∂j u˜0, j = 1, . . . , d.
Hence,
‖Dφε‖2L2(O) 6 3ε2‖(∇θε)ΛεSεb(D)u˜0‖2L2(Rd)+
+ 3‖θε(DΛ)εSεb(D)u˜0‖2L2(Rd) + 3ε2
d∑
j=1
‖θεΛεSεb(D)∂j u˜0‖2L2(Rd).
(5.14)
Denote the consecutive terms in the right-hand side of (5.14) by J1(ε), J2(ε),
J3(ε).
By (5.1) and Lemma 3.4,
J1(ε) 6 3κ
2
∫
(∂O)ε
|ΛεSεb(D)u˜0|2 dx
6 3κ2β∗ε|Ω|−1‖Λ‖2L2(Ω)‖b(D)u˜0‖H1(Rd)‖b(D)u˜0‖L2(Rd).
Combining this with (1.4), (1.11), (4.12), and (4.13), we arrive at
J1(ε) 6 γ1c(ϕ)
2|ζ|−1/2ε‖F‖2L2(O), (5.15)
where γ1 = 3κ
2β∗M
2
1α1C
(2)
O ĉC
(1)
O (C0 + 1). Similarly, for the second term in
(5.14) we have
J2(ε) 6 3
∫
(∂O)ε
|(DΛ)εSεb(D)u˜0|2 dx
6 3β∗ε|Ω|−1‖DΛ‖2L2(Ω)‖b(D)u˜0‖H1(Rd)‖b(D)u˜0‖L2(Rd).
Using (1.4), (1.10), (4.12), and (4.13), from here we deduce that
J2(ε) 6 γ2c(ϕ)
2|ζ|−1/2ε‖F‖2L2(O), (5.16)
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where γ2 = 3β∗M
2
2α1C
(2)
O ĉC
(1)
O (C0+1). The third term in (5.14) is estimated
with the help of (1.4), (1.19), (4.13), and (5.1):
J3(ε) 6 γ3c(ϕ)
2ε2‖F‖2L2(O), (5.17)
where γ3 = 3M
2
1α1(C
(2)
O ĉ)
2. Now, relations (5.14)–(5.17) imply (5.13) with
C14 = (γ1 + γ2)1/2 and C15 = γ1/23 . •
5.3. Completion of the proof of Theorem 4.3. By Lemmas 5.1 and
5.2,
‖wε‖H1(O) 6 c(ϕ)2
(
C16|ζ|−1/4ε1/2 + C17ε
)
‖F‖L2(O), 0 < ε 6 ε1,
where C16 = C11C14 and C17 = C10C13 + C11C15. Together with (4.31) and
(4.32) this implies the required estimate (4.8) with C2 =
√
2C16 and C3 =
C5 + C6 +
√
2C17.
It remains to check (4.10). From (4.8) and (1.2), (1.5) it follows that
‖pε − gεb(D)vε‖L2(O)
6 ‖g‖L∞(dα1)1/2
(
C2c(ϕ)2|ζ|−1/4ε1/2 + C3c(ϕ)4ε
)
‖F‖L2(O).
(5.18)
We have
gεb(D)vε = g
εb(D)u0 + g
ε(b(D)Λ)εSεb(D)u˜0
+ ε
d∑
l=1
gεblΛ
εSεb(D)Dlu˜0.
(5.19)
The third term in (5.19) is estimated with the help of (1.4), (1.5), and (1.19):∥∥∥∥∥ε
d∑
l=1
gεblΛ
εSεb(D)Dlu˜0
∥∥∥∥∥
L2(O)
6 C′ε‖u˜0‖H2(Rd), (5.20)
where C′ = ‖g‖L∞α1d1/2M1. Note that, by Proposition 1.4 and (1.4), we
have
‖gε(I − Sε)b(D)u˜0‖L2(O) 6 C′′ε‖u˜0‖H2(Rd), (5.21)
where C′′ = ‖g‖L∞r1α1/21 . From (5.19)–(5.21) and (1.9), (4.13) it follows
that
‖gεb(D)vε − g˜εSεb(D)u˜0‖L2(O) 6 C18c(ϕ)ε‖F‖L2(O), (5.22)
where C18 = (C′ + C′′)C(2)O ĉ.
Now, (5.18) and (5.22) imply (4.10) with C˜2 = ‖g‖L∞(dα1)1/2C2 and C˜3 =
‖g‖L∞(dα1)1/2C3 + C18. •
5.4. Proof of Theorem 4.2.
Lemma 5.3. Let wε be the solution of problem (4.20). Suppose that the
number ε1 satisfies Condition 4.1. Then for 0 < ε 6 ε1 and ζ ∈ C \ R+,
|ζ| > 1, we have
‖wε‖L2(O) 6 c(ϕ)5
(
C19|ζ|−1/2ε+ C20ε2
)
‖F‖L2(O). (5.23)
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The constants C19 and C20 depend on d, m, α0, α1, ‖g‖L∞ , ‖g−1‖L∞ , the
parameters of the lattice Γ, and the domain O.
Proof. Assume that 0 < ε 6 ε1. Consider the identity (5.4) and take η
equal to ηε = (AD,ε − ζI)−1Φ, where Φ ∈ L2(O;Cn). Then the left-hand
side of (5.4) takes the form
(gεb(D)(wε −φε), b(D)ηε)L2(O) − ζ(wε−φε,ηε)L2(O) = (wε −φε,Φ)L2(O).
Hence,
(wε − φε,Φ)L2(O) = −(gεb(D)φε, b(D)ηε)L2(O) + ζ(φε,ηε)L2(O). (5.24)
To approximate ηε in H
1(O;Cn), we apply the already proved Theorem 4.3.
We put η0 = (A0D−ζI)−1Φ, η˜0 = POη0. Then approximation of ηε is given
by η0 + εΛ
εSεb(D)η˜0. Rewrite (5.24) as
(wε − φε,Φ)L2(O) = − (gεb(D)φε, b(D)(ηε − η0 − εΛεSεb(D)η˜0))L2(O)
− (gεb(D)φε, b(D)η0)L2(O) − (gεb(D)φε, b(D)(εΛεSεb(D)η˜0))L2(O)
+ ζ(φε,ηε)L2(O).
(5.25)
Denote the consecutive terms in the right-hand side of (5.25) by Ij(ε), j =
1, 2, 3, 4.
It is easy to estimate the fourth term in (5.25), using Lemma 3.1 and
(5.12):
|I4(ε)| 6 |ζ|‖φε‖L2(O)‖ηε‖L2(O) 6 C13c(ϕ)2|ζ|−1/2ε‖F‖L2(O)‖Φ‖L2(O).
(5.26)
Now, let us estimate the first term in (5.25). By (1.2) and (1.5), we have
|I1(ε)| 6 ‖g‖L∞dα1‖Dφε‖L2(O)‖D(ηε − η0 − εΛεSεb(D)η˜0)‖L2(O).
Applying Theorem 4.3 and (5.13), we arrive at
|I1(ε)| 6 ‖g‖L∞dα1c(ϕ)
(
C14|ζ|−1/4ε1/2 + C15ε
)
×
(
C2c(ϕ)2|ζ|−1/4ε1/2 + C3c(ϕ)4ε
)
‖F‖L2(O)‖Φ‖L2(O).
Hence,
|I1(ε)| 6 c(ϕ)5
(
γˇ1|ζ|−1/2ε+ γˇ2ε2
)
‖F‖L2(O)‖Φ‖L2(O), (5.27)
where γˇ1 = ‖g‖L∞dα1 (C2C14 + C2C15 + C3C14) and γˇ2 =
‖g‖L∞dα1 (C3C14 + C3C15 + C2C15).
In order to estimate the second term in (5.25), recall that φε is supported
in the ε-neighborhood of the boundary and apply Lemma 3.3(1◦). Taking
(1.2) and (1.5) into account, we have
|I2(ε)| 6 ‖g‖L∞(dα1)1/2‖Dφε‖L2(O)
(∫
Bε
|b(D)η0|2 dx
)1/2
6 ‖g‖L∞(dα1)1/2‖Dφε‖L2(O)β1/2ε1/2‖b(D)η0‖1/2H1(O)‖b(D)η0‖
1/2
L2(O)
.
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Together with Lemma 3.2 and (5.13) this yields
|I2(ε)| 6 ‖g‖L∞dα1c(ϕ)
(
C14|ζ|−1/4ε1/2 + C15ε
)
× β1/2ε1/2(ĉc(ϕ))1/2(C0c(ϕ)|ζ|−1/2)1/2‖F‖L2(O)‖Φ‖L2(O).
Hence,
|I2(ε)| 6 c(ϕ)2
(
γˇ3|ζ|−1/2ε+ γˇ4ε2
)
‖F‖L2(O)‖Φ‖L2(O), (5.28)
where γˇ3 = ‖g‖L∞dα1(βĉ C0)1/2(C14+C15) and γˇ4 = ‖g‖L∞dα1(βĉ C0)1/2C15.
It remains to estimate the third term in (5.25). By (1.2), we have
I3(ε) = I(1)3 (ε) + I(2)3 (ε), (5.29)
I(1)3 (ε) = − (gεb(D)φε, (b(D)Λ)εSεb(D)η˜0)L2(O) , (5.30)
I(2)3 (ε) = −
(
gεb(D)φε, ε
d∑
l=1
blΛ
εSεb(D)Dlη˜0
)
L2(O)
. (5.31)
The term (5.30) can be estimated with the help of (1.2), (1.5), and Lemma
3.4:
|I(1)3 (ε)| 6 ‖g‖L∞(dα1)1/2‖Dφε‖L2(O)
(∫
(∂O)ε
|(b(D)Λ)εSεb(D)η˜0|2 dx
)1/2
6 ‖g‖L∞(dα1)1/2‖Dφε‖L2(O)
×
(
β∗ε|Ω|−1‖b(D)Λ‖2L2(Ω)‖b(D)η˜0‖H1(Rd)‖b(D)η˜0‖L2(Rd)
)1/2
.
(5.32)
Similarly to (4.12) and (4.13), we have
‖η˜0‖H1(Rd) 6 C(1)O (C0 + 1)c(ϕ)|ζ|−1/2‖Φ‖L2(O), (5.33)
‖η˜0‖H2(Rd) 6 C(2)O ĉc(ϕ)‖Φ‖L2(O). (5.34)
From (5.32)–(5.34) and (1.10), (5.13) it follows that
|I(1)3 (ε)| 6 ‖g‖L∞dα3/21 M2c(ϕ)
(
C14|ζ|−1/4ε1/2 + C15ε
)
× β1/2∗ ε1/2(C(2)O ĉc(ϕ))1/2(C(1)O (C0 + 1)c(ϕ)|ζ|−1/2)1/2‖F‖L2(O)‖Φ‖L2(O).
Hence,
|I(1)3 (ε)| 6 c(ϕ)2
(
γˇ5|ζ|−1/2ε+ γˇ6ε2
)
‖F‖L2(O)‖Φ‖L2(O), (5.35)
where γˇ5 = ‖g‖L∞dα3/21 M2(β∗C(2)O ĉ C(1)O (C0 + 1))1/2(C14 + C15) and γˇ6 =
‖g‖L∞dα3/21 M2(β∗C(2)O ĉ C(1)O (C0 + 1))1/2C15.
Finally, the term (5.31) is estimated by using (1.2), (1.4), (1.5), and (1.19):
|I(2)3 (ε)| 6 ε‖g‖L∞dα3/21 M1‖Dφε‖L2(O)‖η˜0‖H2(Rd).
32 T. A. SUSLINA
Combining this with (5.13) and (5.34), we obtain
|I(2)3 (ε)| 6 c(ϕ)2
(
γˇ7|ζ|−1/2ε+ γˇ8ε2
)
‖F‖L2(O)‖Φ‖L2(O), (5.36)
where γˇ7 = ‖g‖L∞dα3/21 M1C(2)O ĉ C14, γˇ8 = ‖g‖L∞dα3/21 M1C(2)O ĉ(C14 + C15).
As a result, relations (5.25)–(5.29), (5.35), and (5.36) imply that
|(wε − φε,Φ)L2(O)| 6 c(ϕ)5
(
γ˜|ζ|−1/2ε+ γ̂ε2
)
‖F‖L2(O)‖Φ‖L2(O)
for any Φ ∈ L2(O;Cn), where γ˜ = C13+γˇ1+γˇ3+γˇ5+γˇ7, γ̂ = γˇ2+γˇ4+γˇ6+γˇ8.
Consequently,
‖wε − φε‖L2(O) 6 c(ϕ)5
(
γ˜|ζ|−1/2ε+ γ̂ε2
)
‖F‖L2(O). (5.37)
Now, the required estimate (5.23) follows directly from (5.37) and (5.12);
herewith, C19 = γ˜ + C13 and C20 = γ̂. •
Completion of the proof of Theorem 4.2. By (4.34) and (5.23), for
0 < ε 6 ε1 we have
‖uε − u0‖L2(O) 6 (C6 + C9)c(ϕ)4|ζ|−1/2ε‖F‖L2(O)
+ c(ϕ)5
(
C19|ζ|−1/2ε+ C20ε2
)
‖F‖L2(O).
This implies the required estimate (4.1) with C1 = max{C6 + C9 + C19; C20}.
•
§6. The results for the Dirichlet problem:
the case where Λ ∈ L∞, special cases
6.1. The case where Λ ∈ L∞. As for the problem in Rd (see Subsection
2.3), under the additional Condition 2.8 it is possible to remove the smooth-
ing operator in the corrector, i. e., instead of the corrector (4.4) one can use
the following simpler operator
K0D(ε; ζ) = [Λ
ε]b(D)(A0D − ζI)−1. (6.1)
Using Proposition 2.9, it is easy to check that under Condition 2.8 the
operator (6.1) is a continuous mapping of L2(O;Cn) to H1(O;Cn). Instead
of (4.7), now we use another approximation of the solution uε of problem
(3.3):
vˇε := (A0D − ζI)−1F+ εK0D(ε; ζ)F = u0 + εΛεb(D)u0. (6.2)
Theorem 6.1. Suppose that the assumptions of Theorem 4.2 and Condition
2.8 are satisfied. Let vˇε be defined by (6.2). Then for 0 < ε 6 ε1 we have
‖uε − vˇε‖H1(O) 6
(
C2c(ϕ)2|ζ|−1/4ε1/2 + C◦3c(ϕ)4ε
)
‖F‖L2(O), (6.3)
or, in operator terms,
‖(AD,ε − ζI)−1 − (A0D − ζI)−1 − εK0D(ε; ζ)‖L2(O)→H1(O)
6 C2c(ϕ)2|ζ|−1/4ε1/2 + C◦3c(ϕ)4ε.
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For the flux pε := g
εb(D)uε we have
‖pε − g˜εb(D)u0‖L2(O) 6
(
C˜2c(ϕ)2|ζ|−1/4ε1/2 + C˜◦3c(ϕ)4ε
)
‖F‖L2(O) (6.4)
for 0 < ε 6 ε1. The constants C2 and C˜2 are the same as in Theorem 4.3.
The constants C◦3 and C˜◦3 depend on d, m, α0, α1, ‖g‖L∞ , ‖g−1‖L∞ , the
parameters of the lattice Γ, the domain O, and the norm ‖Λ‖L∞ .
Proof. In order to deduce (6.3) from (4.8), we need to estimate the
H1(O;Cn)-norm of the function vε−vˇε = ε (Λε(Sε − I)b(D)u˜0) |O.We start
with the L2-norm. By Condition 2.8 and estimates (1.4), (1.18), we have
‖vε−vˇε‖L2(O) 6 ε‖Λ‖L∞‖(Sε−I)b(D)u˜0‖L2(Rd) 6 2‖Λ‖L∞α
1/2
1 ε‖u˜0‖H1(Rd).
(6.5)
Now, consider the derivatives
∂j(vε − vˇε) = ((∂jΛ)ε(Sε − I)b(D)u˜0) |O + ε (Λε(Sε − I)b(D)∂j u˜0) |O,
j = 1, . . . , d. Hence,
‖D(vε − vˇε)‖2L2(O) 6 2‖(DΛ)ε(Sε − I)b(D)u˜0‖2L2(Rd)
+ 2ε2
d∑
j=1
‖Λε(Sε − I)b(D)∂j u˜0‖2L2(Rd).
(6.6)
By Proposition 2.9, this yields
‖D(vε − vˇε)‖2L2(O) 6 2β1‖(Sε − I)b(D)u˜0‖2L2(Rd)
+ 2ε2‖Λ‖2L∞(β2 + 1)
d∑
j=1
‖(Sε − I)b(D)∂j u˜0‖2L2(Rd).
(6.7)
To estimate the first term, we apply Proposition 1.4. The second term is
estimated with the help of (1.18). Taking (1.4) into account, we arrive at
‖D(vε − vˇε)‖L2(O) 6 C21ε‖u˜0‖H2(Rd), (6.8)
where C21 = α1/21 (2β1r21 + 8(β2 + 1)‖Λ‖2L∞)1/2.
As a result, from (6.5) and (6.8) it follows that
‖vε − vˇε‖H1(O) 6 C′′′ε‖u˜0‖H2(Rd), (6.9)
where C′′′ = α1/21 (2β1r21+(8β2+12)‖Λ‖2L∞)1/2. Now (4.8), (4.13), and (6.9)
imply the required estimate (6.3) with C◦3 = C3 + C′′′C(2)O ĉ.
It remains to check (6.4). From (6.3), (1.2), and (1.5) it follows that
‖pε − gεb(D)vˇε‖L2(O)
6 ‖g‖L∞(dα1)1/2
(
C2c(ϕ)2|ζ|−1/4ε1/2 + C◦3c(ϕ)4ε
)
‖F‖L2(O)
(6.10)
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for 0 < ε 6 ε1. We have
gεb(D)vˇε = g
εb(D)u0 + g
ε(b(D)Λ)εb(D)u0
+ ε
d∑
l=1
gεblΛ
εb(D)Dlu0.
(6.11)
The third term in (6.11) can be estimated by using (1.2) and (1.5):∥∥∥∥∥ε
d∑
l=1
gεblΛ
εb(D)Dlu0
∥∥∥∥∥
L2(O)
6 C˜′ε‖u0‖H2(O), (6.12)
where C˜′ = ‖g‖L∞α1d‖Λ‖L∞ . From (6.11), (6.12), and (1.9) it follows that
‖gεb(D)vˇε − g˜εb(D)u0‖L2(O) 6 C˜′ε‖u0‖H2(O). (6.13)
Relations (3.11), (6.10), and (6.13) imply (6.4) with C˜◦3 =
‖g‖L∞(dα1)1/2C◦3 + C˜′ĉ. •
6.2. The case of zero corrector. Next statement follows from Theorem
4.3, Proposition 1.2, and equation (1.7). (Cf. Proposition 2.7.)
Proposition 6.2. Suppose that the assumptions of Theorem 4.3 are satis-
fied. If g0 = g, i. e., relations (1.13) are satisfied, then Λ = 0, vε = u0, and
for 0 < ε 6 ε1 we have
‖uε − u0‖H1(O) 6
(
C2c(ϕ)2|ζ|−1/4ε1/2 + C3c(ϕ)4ε
)
‖F‖L2(O).
6.3. The case where g0 = g. As has already been mentioned (see
Subsection 2.3), under the condition g0 = g the matrix (1.9) is constant:
g˜(x) = g0 = g. Besides, in this case Condition 2.8 is satisfied (cf. Propo-
sition 2.12). Applying the statement of Theorem 6.1 concerning the fluxes,
we arrive at the following result.
Proposition 6.3. Suppose that the assumptions of Theorem 4.3 are satis-
fied. If g0 = g, i. e., relations (1.14) are satisfied, then for 0 < ε 6 ε1 we
have
‖pε − g0b(D)u0‖L2(O) 6
(
C˜2c(ϕ)2|ζ|−1/4ε1/2 + C˜◦3c(ϕ)4ε
)
‖F‖L2(O).
§7. Approximation of solutions of the Dirichlet problem
in a strictly interior subdomain
7.1. The general case. Using Theorem 4.2 and the results for homog-
enization problem in Rd, it is not difficult to improve error estimates in
H1(O′;Cn) for a strongly interior subdomain O′ of O.
Theorem 7.1. Suppose that the assumptions of Theorem 4.3 are satisfied.
Let O′ be a strictly interior subdomain of the domain O. Denote δ :=
dist {O′; ∂O}. Then for 0 < ε 6 ε1 we have
‖uε − vε‖H1(O′) 6 (C′22δ−1 + C′′22)c(ϕ)6ε‖F‖L2(O), (7.1)
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or, in operator terms,
‖(AD,ε − ζI)−1 − (A0D − ζI)−1 − εKD(ε; ζ)‖L2(O)→H1(O′)
6 (C′22δ−1 + C′′22)c(ϕ)6ε.
For the flux pε = g
εb(D)uε we have
‖pε − g˜εSεb(D)u˜0‖L2(O′) 6 (C˜′22δ−1 + C˜′′22)c(ϕ)6ε‖F‖L2(O) (7.2)
for 0 < ε 6 ε1. The constants C′22, C′′22, C˜′22, and C˜′′22 depend on d, m, α0,
α1, ‖g‖L∞ , ‖g−1‖L∞ , the parameters of the lattice Γ, and the domain O.
Proof. We fix a smooth cut-off function χ(x) such that
χ ∈ C∞0 (O), 0 6 χ(x) 6 1;
χ(x) = 1 for x ∈ O′; |∇χ(x)| 6 κ′δ−1. (7.3)
The constant κ′ depends only on the domain O. Let uε be the solution
of problem (3.3), and let u˜ε be the solution of equation (4.16). Then
(Aε − ζ)(uε − u˜ε) = 0 in the domain O. Hence, we have
(gεb(D)(uε − u˜ε), b(D)η)L2(O) − ζ(uε − u˜ε,η)L2(O) = 0, ∀η ∈ H10 (O;Cn).
(7.4)
We substitute η = χ2(uε − u˜ε) in (7.4) and denote
A(ε) := (gεb(D)(χ(uε − u˜ε)), b(D)(χ(uε − u˜ε)))L2(O). (7.5)
The corresponding identity can be easily transformed to the form
A(ε) − ζ‖χ(uε − u˜ε)‖2L2(O) = −(gεb(D)(χ(uε − u˜ε)), zε)L2(O)
+ (gεzε, b(D)(χ(uε − u˜ε)))L2(O) + (gεzε, zε)L2(O),
(7.6)
where
zε :=
d∑
l=1
bl(Dlχ)(uε − u˜ε). (7.7)
The right-hand side of (7.6) is estimated by 2A(ε)1/2‖g‖1/2L∞‖zε‖L2(O) +
‖g‖L∞‖zε‖2L2(O). Taking the imaginary part in (7.6), we obtain
|Im ζ|‖χ(uε−u˜ε)‖2L2(O) 6 2A(ε)1/2‖g‖
1/2
L∞
‖zε‖L2(O)+‖g‖L∞‖zε‖2L2(O). (7.8)
If Re ζ > 0 (and then Im ζ 6= 0), it follows that
‖χ(uε−u˜ε)‖2L2(O) 6 c(ϕ)|ζ|−1
(
2A(ε)1/2‖g‖1/2L∞‖zε‖L2(O) + ‖g‖L∞‖zε‖2L2(O)
)
.
(7.9)
If Re ζ < 0, we take the real part in (7.6) and obtain
|Re ζ|‖χ(uε − u˜ε)‖2L2(O) 6 2A(ε)1/2‖g‖
1/2
L∞
‖zε‖L2(O) + ‖g‖L∞‖zε‖2L2(O).
(7.10)
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Summing up (7.8) and (7.10), we deduce the inequality similar to (7.9). As
a result, for all values of ζ under consideration we have
‖χ(uε − u˜ε)‖2L2(O)
6 2c(ϕ)|ζ|−1
(
2A(ε)1/2‖g‖1/2L∞‖zε‖L2(O) + ‖g‖L∞‖zε‖2L2(O)
)
.
(7.11)
Now, (7.6) and (7.11) imply that
A(ε) 6 42c(ϕ)2‖g‖L∞‖zε‖2L2(O). (7.12)
By (1.5) and (7.3), the function (7.7) satisfies
‖zε‖L2(O) 6 (dα1)1/2κ′δ−1‖uε − u˜ε‖L2(O). (7.13)
From (7.5), (7.12), (7.13), and (3.1) it follows that
‖D(χ(uε − u˜ε))‖L2(O) 6 C23c(ϕ)δ−1‖uε − u˜ε‖L2(O), (7.14)
where C23 = c−1/20 ‖g‖1/2L∞(42dα1)1/2κ′.
Relations (4.1) and (4.17) imply that
‖uε − u˜ε‖L2(O) 6 C24c(ϕ)5(|ζ|−1/2ε+ ε2)‖F‖L2(O), 0 < ε 6 ε1, (7.15)
where C24 = C1C4 + C1. By (7.14) and (7.15),
‖D(χ(uε− u˜ε))‖L2(O) 6 C23C24δ−1c(ϕ)6(|ζ|−1/2ε+ ε2)‖F‖L2(O), 0 < ε 6 ε1.
Hence,
‖uε − u˜ε‖H1(O′) 6 C24(C23δ−1 + 1)c(ϕ)6(|ζ|−1/2ε+ ε2)‖F‖L2(O), 0 < ε 6 ε1.
(7.16)
From (4.6), (4.18), and (4.19) it follows that
‖u˜ε − vε‖H1(O) 6 (C2 + C3)C4c(ϕ)3ε‖F‖L2(O). (7.17)
Relations (7.16) and (7.17) imply the required estimate (7.1) with C′22 =
2C23C24, C′′22 = 2C24 + (C2 + C3)C4.
Now we check (7.2). From (7.1) and (1.2), (1.5) it follows that
‖pε − gεb(D)vε‖L2(O′) 6 ‖g‖L∞(dα1)1/2(C′22δ−1 + C′′22)c(ϕ)6ε‖F‖L2(O).
Combining this with (5.22), we obtain (7.2) with C˜′22 = ‖g‖L∞(dα1)1/2C′22,
C˜′′22 = ‖g‖L∞(dα1)1/2C′′22 + C18. •
7.2. The case where Λ ∈ L∞. Similarly, in the case where Condition 2.8
is satisfied, we obtain the following result.
Theorem 7.2. Suppose that the assumptions of Theorem 6.1 are satis-
fied. Let O′ be a strictly interior subdomain of the domain O, and let
δ := dist {O′; ∂O}. Then for 0 < ε 6 ε1 we have
‖uε − vˇε‖H1(O′) 6 (C′22δ−1 + Cˇ′′22)c(ϕ)6ε‖F‖L2(O), (7.18)
or, in operator terms,
‖(AD,ε−ζI)−1−(A0D−ζI)−1−εK0D(ε; ζ)‖L2(O)→H1(O′) 6 (C′22δ−1+Cˇ′′22)c(ϕ)6ε.
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For the flux pε = g
εb(D)uε we have
‖pε − g˜εb(D)u0‖L2(O′) 6 (C˜′δ−1 + Ĉ′′)c(ϕ)6ε‖F‖L2(O) (7.19)
for 0 < ε 6 ε1. The constants C′22 and C˜′22 are the same as in Theorem 7.1.
The constants Cˇ′′22 and Ĉ′′22 depend on d, m, α0, α1, ‖g‖L∞ , ‖g−1‖L∞ , the
parameters of the lattice Γ, the domain O, and the norm ‖Λ‖L∞ .
Proof. Relations (4.13), (6.9), and (7.1) imply (7.18) with Cˇ′′22 = C′′22 +
C′′′C(2)O ĉ.
From (7.18) it follows that
‖pε − gεb(D)vˇε‖L2(O′) 6 ‖g‖L∞(dα1)1/2(C′22δ−1 + Cˇ′′22)c(ϕ)6ε‖F‖L2(O)
for 0 < ε 6 ε1. Combining this with (3.11) and (6.13), we obtain (7.19)
with Ĉ′′22 = ‖g‖L∞(dα1)1/2Cˇ′′22 + C˜′ĉ. •
§8. Another approximation of the resolvent (AD,ε − ζI)−1
8.1. Approximation of the resolvent (AD,ε− ζI)−1 for ζ ∈ C\ [c∗,∞).
Theorems 4.2, 4.3, and 6.1 give two-parametric estimates with respect to ε
and |ζ| uniform in the domain {ζ ∈ C : |ζ| > 1, ϕ ∈ [ϕ0, 2pi − ϕ0]} with
arbitrarily small ϕ0 > 0.
For completeness, we obtain one more result about approximation of the
resolvent (AD,ε − ζI)−1 which is valid for a wider domain of the parameter
ζ. This result may be preferable for bounded |ζ|, and for points ζ with small
ϕ or 2pi − ϕ.
Theorem 8.1. Let ζ ∈ C \ [c∗,∞), where c∗ > 0 is a common lower bound
of the operators AD,ε and A0D. We put ζ − c∗ = |ζ − c∗|eiψ and denote
ρ∗(ζ) =
{
c(ψ)2|ζ − c∗|−2, |ζ − c∗| < 1,
c(ψ)2, |ζ − c∗| > 1.
(8.1)
Let uε be the solution of problem (3.3), and let u0 be the solution of problem
(3.10). Let vε be defined by (4.7). Suppose that the number ε1 satisfies
Condition 4.1. Then for 0 < ε 6 ε1 we have
‖uε − u0‖L2(O) 6 C25ρ∗(ζ)ε‖F‖L2(O), (8.2)
‖uε − vε‖H1(O) 6 C26ρ∗(ζ)ε1/2‖F‖L2(O), (8.3)
or, in operator terms,
‖(AD,ε − ζI)−1 − (A0D − ζI)−1‖L2(O)→L2(O) 6 C25ρ∗(ζ)ε, (8.4)
‖(AD,ε−ζI)−1−(A0D−ζI)−1−εKD(ε; ζ)‖L2(O)→H1(O) 6 C26ρ∗(ζ)ε1/2. (8.5)
For the flux pε = g
εb(D)uε we have
‖pε − g˜εSεb(D)u˜0‖L2(O) 6 C27ρ∗(ζ)ε1/2‖F‖L2(O), 0 < ε 6 ε1. (8.6)
The constants C25, C26, and C27 depend on d, m, α0, α1, ‖g‖L∞ , ‖g−1‖L∞ ,
the parameters of the lattice Γ, and the domain O.
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Remark 8.2. 1) The expression c(ψ)2|ζ − c∗|−2 in (8.1) is equal to
(dist {ζ, [c∗,∞)})−2. 2) One can take c∗ = c2, where c2 is defined by (3.2).
3) Let ν > 0 be an arbitrarily small number. If ε is sufficiently small, one
can take c∗ = λ
0
1(D)− ν, where λ01(D) is the first eigenvalue of A0D. 4) It is
easy to find the upper bound for c∗: from (3.1) it is seen that c∗ 6 c1µ
0
1(D),
where µ01(D) is the first eigenvalue of the operator −∆ with the Dirichlet
condition. Therefore, c∗ is bounded by the number depending only on α1,
‖g‖L∞ , and the domain O.
Proof. We apply Theorem 4.2 with ζ = −1. By (4.2),
‖(AD,ε + I)−1 − (A0D + I)−1‖L2(O)→L2(O) 6 C1(ε+ ε2) 6 2C1ε, 0 < ε 6 ε1.
Using the analog of the identity (2.10) (with Aε replaced by AD,ε and A0
replaced by A0D), we see that
‖(AD,ε−ζI)−1−(A0D−ζI)−1‖L2(O)→L2(O) 6 2C1ε sup
x>c∗
(x+1)2|x−ζ|−2 (8.7)
for 0 < ε 6 ε1. A calculation shows that
sup
x>c∗
(x+ 1)2|x− ζ|−2 6 cˇρ∗(ζ), ζ ∈ C \ [c∗,∞), (8.8)
where cˇ = c2∗ + 4c∗ + 5. By Remark 8.2(4), cˇ is bounded by the number
depending only on α1, ‖g‖L∞ , and the domain O. Now (8.7) and (8.8)
imply (8.4) with C25 = 2C1cˇ.
Now we apply Theorem 4.3 with ζ = −1. By (4.9),
‖(AD,ε + I)−1 − (A0D + I)−1 − εKD(ε;−1)‖L2(O)→H1(O)
6 C2ε1/2 + C3ε 6 (C2 + C3)ε1/2
(8.9)
for 0 < ε 6 ε1. From Lemma 5.2 with ζ = −1 it follows that
‖εθεKD(ε;−1)‖L2(O)→H1(O) 6 (C13 + C14 + C15)ε1/2, 0 < ε 6 ε1. (8.10)
By (8.9) and (8.10), we have
‖(AD,ε + I)−1 − (A0D + I)−1 − ε(1− θε)KD(ε;−1)‖L2(O)→H1(O) 6 C28ε1/2
(8.11)
for 0 < ε 6 ε1, with C28 = C2 + C3 + C13 + C14 + C15. We use the following
analog of the identity (2.34):
(AD,ε − ζI)−1 − (A0D − ζI)−1 − ε(1 − θε)KD(ε; ζ)
= (AD,ε + I)(AD,ε − ζI)−1
× ((AD,ε + I)−1 − (A0D + I)−1 − ε(1− θε)KD(ε;−1))
× (A0D + I)(A0D − ζI)−1 + ε(ζ + 1)(AD,ε − ζI)−1(1− θε)KD(ε; ζ).
(8.12)
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Since the range of the operators in (8.12) is contained in H10 (O;Cn), we can
multiply (8.12) by A1/2D,ε from the left. Taking (8.8) into account, we obtain
‖A1/2D,ε
(
(AD,ε − ζI)−1 − (A0D − ζI)−1 − ε(1− θε)KD(ε; ζ)
) ‖L2→L2
6 cˇρ∗(ζ)‖A1/2D,ε
(
(AD,ε + I)−1 − (A0D + I)−1 − ε(1− θε)KD(ε;−1)
) ‖L2→L2
+ ε|ζ + 1| sup
x>c∗
x1/2|x− ζ|−1‖(1 − θε)KD(ε; ζ)‖L2(O)→L2(O).
(8.13)
Denote the summands in the right-hand side of (8.13) by L1(ε) and L2(ε).
The first term is estimated with the help of (8.11) and (3.1):
L1(ε) 6 c1/21 cˇ C28ρ∗(ζ)ε1/2, 0 < ε 6 ε1. (8.14)
The operator KD(ε; ζ) can be represented as KD(ε; ζ) =
RO[Λ
ε]Sεb(D)PO(A0D)−1/2(A0D)1/2(A0D − ζI)−1. Hence, by (1.4), (1.19),
(4.3), and (5.1), we obtain
L2(ε) 6 ε|ζ + 1|
(
sup
x>c∗
x|x− ζ|−2
)
M1α
1/2
1 C
(1)
O ‖(A0D)−1/2‖L2(O)→H1(O).
(8.15)
Using the analogs of the estimates (3.1) and (3.2) for A0D, we have
‖(A0D)−1/2‖L2(O)→H1(O) 6 (c−10 + c−12 )1/2. (8.16)
A calculation shows that
sup
x>c∗
x|x− ζ|−2 6
{
(c∗ + 1)c(ψ)
2|ζ − c∗|−2, |ζ − c∗| < 1,
(c∗ + 1)c(ψ)
2|ζ − c∗|−1, |ζ − c∗| > 1.
Note that |ζ + 1| 6 2 + c∗ for |ζ − c∗| < 1, and |ζ + 1||ζ − c∗|−1 6 2 + c∗ for
|ζ − c∗| > 1, whence
|ζ + 1| sup
x>c∗
x|x− ζ|−2 6 (c∗ + 2)(c∗ + 1)ρ∗(ζ). (8.17)
From (8.15)–(8.17) it follows that
L2(ε) 6 C29ρ∗(ζ)ε, (8.18)
where C29 = (c∗ + 2)(c∗ + 1)M1α1/21 C(1)O (c−10 + c−12 )1/2.
As a result, inequalities (8.13), (8.14), and (8.18) yield
‖A1/2D,ε
(
(AD,ε − ζI)−1 − (A0D − ζI)−1 − ε(1 − θε)KD(ε; ζ)
) ‖L2(O)→L2(O)
6 (c
1/2
1 cˇ C28 + C29)ρ∗(ζ)ε1/2, 0 < ε 6 ε1.
Together with (3.1) and (3.2) this implies that
‖(AD,ε − ζI)−1 − (A0D − ζI)−1 − ε(1− θε)KD(ε; ζ)‖L2(O)→H1(O)
6 (c−10 + c
−1
2 )
1/2(c
1/2
1 cˇ C28 + C29)ρ∗(ζ)ε1/2, 0 < ε 6 ε1.
(8.19)
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Finally, by (8.10) and (8.8), we have
‖εθεKD(ε; ζ)‖L2(O)→H1(O) 6 ‖εθεKD(ε;−1)‖L2(O)→H1(O)
× ‖(A0D + I)(A0D − ζI)−1‖L2(O)→L2(O) 6 (C13 + C14 + C15)cˇ1/2ρ∗(ζ)1/2ε1/2
(8.20)
for 0 < ε 6 ε1. As a result, relations (8.19) and (8.20) imply (8.5) with
C26 = (c−10 + c−12 )1/2(c1/21 cˇ C28 + C29) + (C13 + C14 + C15)cˇ1/2.
It remains to check (8.6). From (8.3) and (1.2), (1.5) it is seen that
‖pε − gεb(D)vε‖L2(O) 6 ‖g‖L∞(dα1)1/2C26ρ∗(ζ)ε1/2‖F‖L2(O) (8.21)
for 0 < ε 6 ε1. Next, similarly to (5.19)–(5.21) we obtain
‖gεb(D)vε − g˜εSεb(D)u˜0‖L2(O) 6 (C′ + C′′)ε‖u˜0‖H2(Rd). (8.22)
From (3.9) and (8.8) it follows that
‖(A0D − ζI)−1‖L2(O)→H2(O) 6 ĉ sup
x>c∗
x|x− ζ|−1 6 ĉ cˇ1/2ρ∗(ζ)1/2.
Hence,
‖u0‖H2(O) 6 ĉ cˇ1/2ρ∗(ζ)1/2‖F‖L2(O). (8.23)
Together with (4.3) and (8.22) this yields
‖gεb(D)vε − g˜εSεb(D)u˜0‖L2(O) 6 C˜27ρ∗(ε)1/2ε‖F‖L2(O), (8.24)
where C˜27 = (C′+C′′)C(2)O ĉ cˇ1/2. Combining this with (8.21), we obtain (8.6)
with C27 = ‖g‖L∞(dα1)1/2C26 + C˜27. •
8.2. The case where Λ ∈ L∞.
Theorem 8.3. Suppose that the assumptions of Theorem 8.1 and Condition
2.8 are satisfied. Let vˇε be defined by (6.2). Then for 0 < ε 6 ε1 we have
‖uε − vˇε‖H1(O) 6 C◦26ρ∗(ζ)ε1/2‖F‖L2(O), (8.25)
or, in operator terms,
‖(AD,ε − ζI)−1 − (A0D − ζI)−1 − εK0D(ε; ζ)‖L2(O)→H1(O) 6 C◦26ρ∗(ζ)ε1/2.
For the flux pε = g
εb(D)uε we have
‖pε − g˜εb(D)u0‖L2(O) 6 C◦27ρ∗(ζ)ε1/2‖F‖L2(O), 0 < ε 6 ε1. (8.26)
The constants C◦26 and C◦27 depend on d, m, α0, α1, ‖g‖L∞ , ‖g−1‖L∞ , the
parameters of the lattice Γ, the domain O, and the norm ‖Λ‖L∞ .
Proof. Similarly to the proof of Theorem 6.1 (see (6.5)–(6.9)), it is easy to
check that
‖vε − vˇε‖H1(O) 6 C′′′ε‖u˜0‖H2(Rd).
Together with (4.3) and (8.23) this yields
‖vε − vˇε‖H1(O) 6 C′′′C(2)O ĉ cˇ1/2ρ∗(ζ)1/2ε‖F‖L2(O). (8.27)
Now relations (8.3) and (8.27) imply the required estimate (8.25) with C◦26 =
C26 + C′′′C(2)O ĉ cˇ1/2.
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It remains to check (8.26). From (8.25) and (1.2), (1.5) it follows that
‖pε − gεb(D)vˇε‖L2(O) 6 ‖g‖L∞(dα1)1/2C◦26ρ∗(ζ)ε1/2‖F‖L2(O), 0 < ε 6 ε1.
(8.28)
Similarly to (6.11)–(6.13), we have
‖gεb(D)vˇε − g˜εb(D)u0‖L2(O) 6 C˜′ε‖u0‖H2(O). (8.29)
As a result, relations (8.23), (8.28), and (8.29) imply (8.26) with C◦27 =
‖g‖L∞(dα1)1/2C◦26 + C˜′ĉcˇ1/2. •
8.3. Special cases. The following statement is similar to Proposition 6.2.
Proposition 8.4. Suppose that the assumptions of Theorem 8.1 are satis-
fied. If g0 = g, i. e., relations (1.13) are satisfied, then Λ = 0, vε = u0, and
for 0 < ε 6 ε1 we have
‖uε − u0‖H1(O) 6 C26ρ∗(ζ)ε1/2‖F‖L2(O).
Next statement is similar to Proposition 6.3.
Proposition 8.5. Suppose that the assumptions of Theorem 8.1 are satis-
fied. If g0 = g, i. e., relations (1.14) are satisfied, then for 0 < ε 6 ε1 we
have
‖pε − g0b(D)u0‖L2(O) 6 C◦27ρ∗(ζ)ε1/2‖F‖L2(O).
8.4. Estimates in a strictly interior subdomain. Similarly to Theorem
7.1 we obtain an error estimate of order ε in H1(O′) in a strictly interior
subdomain O′ of the domain O, using Theorem 8.1 and the results for the
problem in Rd.
Theorem 8.6. Suppose that the assumptions of Theorem 8.1 are satis-
fied. Let O′ be a strictly interior subdomain of the domain O, and let
δ := dist {O′; ∂O}. Then for 0 < ε 6 ε1 we have
‖uε − vε‖H1(O′)
6
(
C′30δ−1(c(ψ)ρ∗(ζ) + c(ψ)5/2ρ∗(ζ)3/4) + C′′30c(ψ)1/2ρ∗(ζ)5/4
)
ε‖F‖L2(O),
(8.30)
or, in operator terms,
‖(AD,ε − ζI)−1 − (A0D − ζI)−1 − εKD(ε; ζ)‖L2(O)→H1(O′)
6
(
C′30δ−1(c(ψ)ρ∗(ζ) + c(ψ)5/2ρ∗(ζ)3/4) + C′′30c(ψ)1/2ρ∗(ζ)5/4
)
ε.
For the flux pε = g
εb(D)uε we have
‖pε − g˜εSεb(D)u˜0‖L2(O′)
6
(
C˜′30δ−1(c(ψ)ρ∗(ζ) + c(ψ)5/2ρ∗(ζ)3/4) + C˜′′30c(ψ)1/2ρ∗(ζ)5/4
)
ε‖F‖L2(O)
(8.31)
for 0 < ε 6 ε1. The constants C′30, C′′30, C˜′30, and C˜′′30 depend on d, m, α0,
α1, ‖g‖L∞ , ‖g−1‖L∞ , the parameters of the lattice Γ, and the domain O.
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Proof. In general, the proof is similar to that of Theorem 7.1. However,
the associated problem in Rd is chosen in a different way. Let uε be the
solution of problem (3.3), and let u0 be the solution of problem (3.10). Let
u˜0 = POu0. Since ‖(A0D − ζI)−1‖L2(O)→L2(O) 6 c(ψ)|ζ − c∗|−1, by (4.3), we
have
‖u˜0‖L2(Rd) 6 C
(0)
O ‖u0‖L2(O) 6 C(0)O c(ψ)|ζ − c∗|−1‖F‖L2(O). (8.32)
By (4.3) and (8.23),
‖u˜0‖H2(Rd) 6 C(2)O ĉ cˇ1/2ρ∗(ζ)1/2‖F‖L2(O). (8.33)
We put
F̂ := A0u˜0 − (ζ − c∗)u˜0. (8.34)
Similarly to (4.15), from (8.32) and (8.33) we deduce that
‖F̂‖L2(Rd) 6 C31ρ∗(ζ)1/2‖F‖L2(O), (8.35)
where C31 = c1C(2)O ĉ cˇ1/2 + C(0)O . Note that (F̂− F)|O = c∗u0.
Under our assumptions, ζ ∈ C\ [c∗,∞). Then the point ζ−c∗ ∈ C\ [0,∞)
is regular for the operator Aε. Let ûε be the solution of equation
Aεûε − (ζ − c∗)ûε = F̂ (8.36)
in Rd. Then the function uε − ûε satisfies the identity
(gεb(D)(uε − ûε), b(D)η)L2(O) − (ζ − c∗)(uε − ûε,η)L2(O)
= c∗(uε − u0,η)L2(O), ∀η ∈ H10 (O;Cn).
(8.37)
Let χ(x) be a cut-off function satisfying (7.3). We substitute η = χ2(uε−ûε)
in (8.37) and denote
B(ε) := (gεb(D)(χ(uε − ûε)), b(D)(χ(uε − ûε)))L2(O).
Similarly to (7.6), the corresponding relation can be rewritten as
B(ε) − (ζ − c∗)‖χ(uε − ûε)‖2L2(O) = c∗(uε − u0, χ2(uε − ûε))L2(O)
− (gεb(D)(χ(uε − ûε)), rε)L2(O)
+ (gεrε, b(D)(χ(uε − ûε)))L2(O) + (gεrε, rε)L2(O),
(8.38)
where
rε :=
d∑
l=1
bl(Dlχ)(uε − ûε). (8.39)
Take the imaginary part in (8.38). Then
|Im ζ|‖χ(uε − ûε)‖2L2(O) 6 c∗‖uε − u0‖L2(O)‖χ(uε − ûε)‖L2(O)
+ 2B(ε)1/2‖g‖1/2L∞‖rε‖L2(O) + ‖g‖L∞‖rε‖2L2(O).
(8.40)
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If Re ζ > c∗ (and then Im ζ 6= 0), we deduce that
‖χ(uε − ûε)‖2L2(O) 6 c(ψ)2|ζ − c∗|−2c2∗‖uε − u0‖2L2(O)
+ c(ψ)|ζ − c∗|−1
(
4B(ε)1/2‖g‖1/2L∞‖rε‖L2(O) + 2‖g‖L∞‖rε‖2L2(O)
)
.
(8.41)
If Re ζ < c∗, we take the real part in (8.38) and obtain
|Re ζ − c∗|‖χ(uε − ûε)‖2L2(O) 6 c∗‖uε − u0‖L2(O)‖χ(uε − ûε)‖L2(O)
+ 2B(ε)1/2‖g‖1/2L∞‖rε‖L2(O) + ‖g‖L∞‖rε‖2L2(O).
(8.42)
Summing up (8.40) and (8.42), we deduce the inequality similar to (8.41).
As a result, for all values of ζ under consideration we obtain
‖χ(uε − ûε)‖2L2(O) 6 4c(ψ)2|ζ − c∗|−2c2∗‖uε − u0‖2L2(O)
+ c(ψ)|ζ − c∗|−1
(
8B(ε)1/2‖g‖1/2L∞‖rε‖L2(O) + 4‖g‖L∞‖rε‖2L2(O)
)
.
(8.43)
Relations (8.38) and (8.43) imply that
B(ε) 6 342c(ψ)2‖g‖L∞‖rε‖2L2(O)+18c2∗c(ψ)2|ζ−c∗|−1‖uε−u0‖2L2(O). (8.44)
By (1.5) and (7.3), the function (8.39) satisfies the estimate
‖rε‖L2(O) 6 (dα1)1/2κ′δ−1‖uε − ûε‖L2(O). (8.45)
From (8.44), (8.45), and (3.1) it follows that
‖D(χ(uε − ûε))‖L2(O) 6 C32c(ψ)δ−1‖uε − ûε‖L2(O)
+
√
18c
−1/2
0 c∗c(ψ)|ζ − c∗|−1/2‖uε − u0‖L2(O),
(8.46)
where C232 = 342c−10 ‖g‖L∞dα1(κ′)2.
The norm ‖uε − u0‖L2(O) satisfies (8.2). In order to estimate
‖ûε − u˜0‖L2(Rd), we apply Theorem 2.2, taking (8.34) and (8.36) into ac-
count. Using also (8.35), we obtain
‖ûε − u0‖L2(O) 6 ‖ûε − u˜0‖L2(Rd) 6 C1c(ψ)2|ζ − c∗|−1/2ε‖F̂‖L2(Rd)
6 C1C31c(ψ)2ρ∗(ζ)1/2|ζ − c∗|−1/2ε‖F‖L2(O).
(8.47)
By (8.1), (8.2), and (8.47),
‖uε − ûε‖L2(O) 6
(
C25ρ∗(ζ) + C1C31c(ψ)3/2ρ∗(ζ)3/4
)
ε‖F‖L2(O). (8.48)
Now relations (8.2), (8.46), and (8.48) yield
‖D(χ(uε − ûε))‖L2(O)
6
(
C′30δ−1(c(ψ)ρ∗(ζ) + c(ψ)5/2ρ∗(ζ)3/4) + C33c(ψ)1/2ρ∗(ζ)5/4
)
ε‖F‖L2(O),
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where C′30 = C32max{C25, C1C31} and C33 =
√
18c
−1/2
0 c∗C25. Together with
(8.48) this implies that
‖uε − ûε‖H1(O′)
6
(
C′30δ−1(c(ψ)ρ∗(ζ) + c(ψ)5/2ρ∗(ζ)3/4) + C34c(ψ)1/2ρ∗(ζ)5/4
)
ε‖F‖L2(O),
(8.49)
where C34 = C33 + C25 + C1C31.
By Corollary 2.5 and (8.35),
‖ûε − u˜0 − εΛεSεb(D)u˜0‖H1(Rd) 6 c(ψ)2(C2 + C3|ζ − c∗|−1/2)ε‖F̂‖L2(Rd)
6 C31(C2 + C3)c(ψ)3/2ρ∗(ζ)3/4ε‖F‖L2(O).
(8.50)
As a result, relations (8.49) and (8.50) imply the required estimate (8.30)
with C′′30 = C34 + C31(C2 + C3).
It remains to check (8.31). From (8.30) and (1.2), (1.5) it follows that
‖pε − gεb(D)vε‖L2(O′) 6 ‖g‖L∞(dα1)1/2
×
(
C′30δ−1(c(ψ)ρ∗(ζ) + c(ψ)5/2ρ∗(ζ)3/4) + C′′30c(ψ)1/2ρ∗(ζ)5/4
)
ε‖F‖L2(O).
Combining this with (8.24), we obtain (8.31) with C˜′30 = ‖g‖L∞(dα1)1/2C′30
and C˜′′30 = ‖g‖L∞(dα1)1/2C′′30 + C˜27. •
Similarly, in the case where Condition 2.8 is satisfied, we obtain the fol-
lowing result.
Theorem 8.7. Suppose that the assumptions of Theorem 8.3 are satis-
fied. Let O′ be a strictly interior subdomain of the domain O, and let
δ := dist {O′; ∂O}. Then for 0 < ε 6 ε1 we have
‖uε − vˇε‖H1(O′)
6
(
C′30δ−1(c(ψ)ρ∗(ζ) + c(ψ)5/2ρ∗(ζ)3/4) + Cˇ′′30c(ψ)1/2ρ∗(ζ)5/4
)
ε‖F‖L2(O),
(8.51)
or, in operator terms,
‖(AD,ε − ζI)−1 − (A0D − ζI)−1 − εK0D(ε; ζ)‖L2(O)→H1(O′)
6
(
C′30δ−1(c(ψ)ρ∗(ζ) + c(ψ)5/2ρ∗(ζ)3/4) + Cˇ′′30c(ψ)1/2ρ∗(ζ)5/4
)
ε.
For the flux pε = g
εb(D)uε we have
‖pε − g˜εb(D)u0‖L2(O′)
6
(
C˜′30δ−1(c(ψ)ρ∗(ζ) + c(ψ)5/2ρ∗(ζ)3/4) + Ĉ′′30c(ψ)1/2ρ∗(ζ)5/4
)
ε‖F‖L2(O)
(8.52)
for 0 < ε 6 ε1. The constants C′30 and C˜′30 are the same as in Theorem 8.6.
The constants Cˇ′′30 and Ĉ′′30 depend on d, m, α0, α1, ‖g‖L∞ , ‖g−1‖L∞ , the
parameters of the lattice Γ, the domain O, and ‖Λ‖L∞ .
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Proof. Relations (8.27) and (8.30) imply (8.51) with Cˇ′′30 = C′′30 +
C′′′C(2)O ĉcˇ1/2.
From (8.51) it follows that
‖pε − gεb(D)vˇε‖L2(O′) 6 ‖g‖L∞(dα1)1/2
×
(
C′30δ−1(c(ψ)ρ∗(ζ) + c(ψ)5/2ρ(ζ)3/4) + Cˇ′′30c(ψ)1/2ρ∗(ζ)5/4
)
ε‖F‖L2(O).
Together with (8.23) and (8.29) this yields (8.52) with Ĉ′′30 =
‖g‖L∞(dα1)1/2Cˇ′′30 + C˜′ĉcˇ1/2. •
Chapter 3. The Neumann problem
§9. The Neumann problem in a bounded domain: Preliminaries
9.1. Coercivity. As in Chapter 2, we assume that O ⊂ Rd is a bounded
domain with the boundary of class C1,1. We impose an additional condition
on the symbol b(ξ) of the operator (1.2).
Condition 9.1. The matrix-valued function b(ξ) =
∑d
l=1 blξl is such that
rank b(ξ) = n, 0 6= ξ ∈ Cd. (9.1)
Note that condition (9.1) is more restrictive than (1.3). According to
[Ne] (see Theorem 7.8 in §3.7), Condition 9.1 is necessary and sufficient for
coercivity of the form ‖b(D)u‖2L2(O) on H1(O;Cn).
Proposition 9.2. [Ne] Condition 9.1 is necessary and sufficient for exis-
tence of constants k1 > 0 and k2 > 0 such that the Ga¨rding type inequality
‖b(D)u‖2L2(O) + k2‖u‖2L2(O) > k1‖Du‖2L2(O), u ∈ H1(O;Cn), (9.2)
is satisfied.
Remark 9.3. The constants k1 and k2 depend on the matrix b(ξ) and the
domain O, but in the general case it is difficult to control these constants
explicitly. However, often for particular operators they are known. There-
fore, in what follows we indicate the dependence of other constants on k1
and k2.
Below we assume that Condition 9.1 is satisfied.
9.2. The operator AN,ε. In L2(O;Cn), consider the operator AN,ε for-
mally given by the differential expression b(D)∗gε(x)b(D) with the Neumann
condition on ∂O. Precisely, AN,ε is the selfadjoint operator in L2(O;Cn)
generated by the quadratic form
aN,ε[u,u] :=
∫
O
〈gε(x)b(D)u, b(D)u〉 dx, u ∈ H1(O;Cn). (9.3)
By (1.2) and (1.5),
aN,ε[u,u] 6 dα1‖g‖L∞‖Du‖2L2(O), u ∈ H1(O;Cn). (9.4)
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From (9.2) it follows that
aN,ε[u,u] > ‖g−1‖−1L∞
(
k1‖Du‖2L2(O) − k2‖u‖2L2(O)
)
, u ∈ H1(O;Cn).
(9.5)
By (9.3)–(9.5), the form (9.3) is closed and nonnegative.
The spectrum of AN,ε is contained in R+. The point ζ ∈ C\R+ is regular
for this operator. Our goal in Chapter 3 is to approximate the generalized
solution uε ∈ H1(O;Cn) of the Neumann problem
b(D)∗gε(x)b(D)uε(x)− ζuε(x) = F(x), x ∈ O; ∂ενuε|∂O = 0, (9.6)
for small ε. Here F ∈ L2(O;Cn). Then uε = (AN,ε − ζI)−1F. Here the
notation ∂εν for the ”‘conormal derivative”’ was used. Let ν(x) be the unit
outer normal vector to ∂O at the point x ∈ ∂O. Then formally the conormal
derivative is given by ∂ενu(x) := b(ν(x))
∗gε(x)b(∇)u(x).
The following lemma is an analog of Lemma 3.1.
Lemma 9.4. Let ζ ∈ C \ R+, |ζ| > 1. Let uε be the solution of problem
(9.6). Then for ε > 0 we have
‖uε‖L2(O) 6 c(ϕ)|ζ|−1‖F‖L2(O), (9.7)
‖Duε‖L2(O) 6 C0c(ϕ)|ζ|−1/2‖F‖L2(O), (9.8)
or, in operator terms,
‖(AN,ε − ζI)−1‖L2(O)→L2(O) 6 c(ϕ)|ζ|−1, (9.9)
‖D(AN,ε − ζI)−1‖L2(O)→L2(O) 6 C0c(ϕ)|ζ|−1/2.
The constant C0 depends only on ‖g−1‖L∞ and the constants k1 and k2 from
(9.2).
Proof. Since the norm of the resolvent (AN,ε − ζI)−1 does not exceed the
inverse distance from ζ to R+, we obtain (9.9).
In order to check (9.8), we write down the integral identity for the solution
uε ∈ H1(O;Cn) of problem (9.6):
(gεb(D)uε, b(D)η)L2(O) − ζ(uε,η)L2(O) = (F,η)L2(O), η ∈ H1(O;Cn).
(9.10)
Substituting η = uε in (9.10) and taking (9.7) into account, we obtain
aN,ε[uε,uε] 6 2c(ϕ)
2|ζ|−1‖F‖2L2(O).
Combining this with (9.5) and (9.7), we arrive at (9.8) with C0 =
(2k−11 ‖g−1‖L∞ + k2k−11 )1/2. •
9.3. The effective operator A0N . In L2(O;Cn), consider the selfadjoint
operator A0N generated by the quadratic form
a0N [u,u] =
∫
O
〈
g0b(D)u, b(D)u
〉
dx, u ∈ H1(O;Cn). (9.11)
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Here g0 is the effective matrix defined by (1.8). Taking (1.15) and (9.2) into
account, we see that the form (9.11) satisfies estimates of the form (9.4) and
(9.5) with the same constants.
Since ∂O ∈ C1,1, the operator A0N is given by the differential expression
b(D)∗g0b(D) on the domain {u ∈ H2(O;Cn) : ∂0νu|∂O = 0}, where ∂0ν is
the conormal derivative corresponding to the operator b(D)∗g0b(D), i. e.,
∂0νu(x) = b(ν(x))
∗g0b(∇)u(x). We have
‖(A0N + I)−1‖L2(O)→H2(O) 6 c◦. (9.12)
Here the constant c◦ depends only on the constants k1, k2 from (9.2), α0,
α1, ‖g‖L∞ , ‖g−1‖L∞ , and the domain O. To justify this fact, we refer to
the theorems about regularity of solutions for strongly elliptic systems (see,
e. g., [McL, Chapter 4]).
Let u0 be the solution of the problem
b(D)∗g0b(D)u0(x)− ζu0(x) = F(x), x ∈ O; ∂0νu0|∂O = 0, (9.13)
where F ∈ L2(O;Cn). Then u0 = (A0N − ζI)−1F.
Lemma 9.5. Let ζ ∈ C \ R+, |ζ| > 1. Let u0 be the solution of problem
(9.13). Then we have
‖u0‖L2(O) 6 c(ϕ)|ζ|−1‖F‖L2(O),
‖Du0‖L2(O) 6 C0c(ϕ)|ζ|−1/2‖F‖L2(O),
‖u0‖H2(O) 6 2c◦c(ϕ)‖F‖L2(O), (9.14)
or, in operator terms,
‖(A0N − ζI)−1‖L2(O)→L2(O) 6 c(ϕ)|ζ|−1, (9.15)
‖D(A0N − ζI)−1‖L2(O)→L2(O) 6 C0c(ϕ)|ζ|−1/2, (9.16)
‖(A0N − ζI)−1‖L2(O)→H2(O) 6 2c◦c(ϕ). (9.17)
Proof. Estimates (9.15) and (9.16) can be checked similarly to the proof of
Lemma 9.4. Estimate (9.17) is a consequence of (9.12) and the inequality
‖(A0N + I)(A0N − ζI)−1‖L2(O)→L2(O) 6 sup
x>0
(x+ 1)|x− ζ|−1 6 2c(ϕ),
which is valid for ζ ∈ C \ R+, |ζ| > 1. •
§10. The results for the Neumann problem
10.1. Approximation of the resolvent (AN,ε − ζI)−1 for |ζ| > 1. Now
we formulate our main results for the operator AN,ε.
Theorem 10.1. Let ζ ∈ C \ R+ and |ζ| > 1. Let uε be the solution
of problem (9.6), and let u0 be the solution of problem (9.13) with F ∈
L2(O;Cn). Suppose that the number ε1 satisfies Condition 4.1. Then for
0 < ε 6 ε1 we have
‖uε − u0‖L2(O) 6 C1c(ϕ)5(|ζ|−1/2ε+ ε2)‖F‖L2(O), (10.1)
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or, in operator terms,
‖(AN,ε − ζI)−1 − (A0N − ζI)−1‖L2(O)→L2(O) 6 C1c(ϕ)5(|ζ|−1/2ε+ ε2).
The constant C1 depends on d, m, α0, α1, ‖g‖L∞ , ‖g−1‖L∞ , the constants
k1, k2 from (9.2), the parameters of the lattice Γ, and the domain O.
To approximate the solution in H1(O;Cn), we introduce the corrector
similar to (4.4):
KN (ε; ζ) = RO[Λ
ε]Sεb(D)PO(A0N − ζI)−1. (10.2)
The operator KN (ε; ζ) is a continuous mapping of L2(O;Cn) to H1(O;Cn).
Let u0 be the solution of problem (9.13). Denote u˜0 := POu0. Similarly
to (4.5)–(4.7), we define a function
v˜ε(x) = u˜0(x) + εΛ
ε(x)(Sεb(D)u˜0)(x)
in Rd and put
vε := v˜ε|O. (10.3)
Then
vε = (A0N − ζI)−1F+ εKN (ε; ζ)F. (10.4)
Theorem 10.2. Suppose that the assumptions of Theorem 10.1 are satisfied.
Let vε be defined by (10.2), (10.4). Then for 0 < ε 6 ε1 we have
‖uε − vε‖H1(O) 6
(
C2c(ϕ)
2|ζ|−1/4ε1/2 + C3c(ϕ)4ε
)
‖F‖L2(O), (10.5)
or, in operator terms,
‖(AN,ε − ζI)−1 − (A0N − ζI)−1 − εKN (ε; ζ)‖L2(O)→H1(O)
6 C2c(ϕ)
2|ζ|−1/4ε1/2 + C3c(ϕ)4ε.
For the flux pε := g
εb(D)uε we have
‖pε − g˜εSεb(D)u˜0‖L2(O) 6
(
C˜2c(ϕ)
2|ζ|−1/4ε1/2 + C˜3c(ϕ)4ε
)
‖F‖L2(O)
(10.6)
for 0 < ε 6 ε1. The constants C2, C3, C˜2, and C˜3 depend on d, m, α0,
α1, ‖g‖L∞ , ‖g−1‖L∞ , the constants k1, k2 from (9.2), the parameters of the
lattice Γ, and the domain O.
10.2. The first step of the proof. Associated problem in Rd. As in
Subsection 4.2, we start with the associated problem in Rd. By Lemma 9.5
and (4.3), we have
‖u˜0‖L2(Rd) 6 C
(0)
O c(ϕ)|ζ|−1‖F‖L2(O), (10.7)
‖u˜0‖H1(Rd) 6 C(1)O (C0 + 1)c(ϕ)|ζ|−1/2‖F‖L2(O), (10.8)
‖u˜0‖H2(Rd) 6 2C(2)O c◦c(ϕ)‖F‖L2(O). (10.9)
We put
F˜ := A0u˜0 − ζu˜0. (10.10)
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Then F˜ ∈ L2(Rd;Cn) and F˜|O = F. Similarly to (4.15), from (1.16), (10.7),
and (10.9) it follows that
‖F˜‖L2(Rd) 6 C4c(ϕ)‖F‖L2(O), (10.11)
where C4 = 2c1C
(2)
O c
◦ + C
(0)
O .
Let u˜ε ∈ H1(Rd;Cn) be the solution of the following equation in Rd:
Aεu˜ε − ζu˜ε = F˜, (10.12)
i. e., u˜ε = (Aε − ζI)−1F˜. We can apply theorems from §2. By Theorem 2.2
and (10.10)–(10.12), we see that
‖u˜ε − u˜0‖L2(Rd) 6 C4C1c(ϕ)3|ζ|−1/2ε‖F‖L2(O), ε > 0. (10.13)
From Theorem 2.4 and relations (10.10)–(10.12) it follows that
‖D(u˜ε − v˜ε)‖L2(Rd) 6 C4C2c(ϕ)3ε‖F‖L2(O), ε > 0, (10.14)
‖u˜ε − v˜ε‖L2(Rd) 6 C4C3c(ϕ)3|ζ|−1/2ε‖F‖L2(O), ε > 0. (10.15)
Finally, by Theorem 2.6 and (10.10)–(10.12), we have
‖gεb(D)u˜ε − g˜εSεb(D)u˜0‖L2(Rd) 6 C4C4c(ϕ)3ε‖F‖L2(O), ε > 0. (10.16)
10.3. The second step of the proof. Introduction of the correction
term wε. Now we introduce the ”‘correction term”’ wε ∈ H1(O;Cn) as a
function satisfying the integral identity
(gεb(D)wε, b(D)η)L2(O) − ζ(wε,η)L2(O)
= (g˜εSεb(D)u˜0, b(D)η)L2(O) − (ζu0 + F,η)L2(O), η ∈ H1(O;Cn).
(10.17)
Since the right-hand side of (10.17) is an antilinear continuous functional of
η ∈ H1(O;Cn), one can check in a standard way that the solution wε exists
and is unique.
Lemma 10.3. Let ζ ∈ C \ R+ and |ζ| > 1. Let uε be the solution of
problem (9.6), and let u˜ε be the solution of equation (10.12). Suppose that
wε satisfies (10.17). Then for ε > 0 we have
‖D(uε − u˜ε +wε)‖L2(O) 6 C5c(ϕ)4ε‖F‖L2(O), (10.18)
‖uε − u˜ε +wε‖L2(O) 6 C6c(ϕ)4|ζ|−1/2ε‖F‖L2(O). (10.19)
The constants C5 and C6 depend on d, m, α0, α1, ‖g‖L∞ , ‖g−1‖L∞ , the
constants k1, k2 from (9.2), the parameters of the lattice Γ, and the domain
O.
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Proof. Denote Uε := uε − u˜ε + wε. By (9.10) and (10.17), the function
Uε ∈ H1(O;Cn) satisfies the identity
(gεb(D)Uε, b(D)η)L2(O) − ζ(Uε,η)L2(O)
= −(gεb(D)u˜ε − g˜εSεb(D)u˜0, b(D)η)L2(O) + ζ(u˜ε − u0,η)L2(O),
η ∈ H1(O;Cn).
(10.20)
From (10.13) and (10.16) it follows that the right-hand side in (10.20) does
not exceed C4c(ϕ)
3ε
(
C4‖b(D)η‖L2(O) + C1|ζ|1/2‖η‖L2(O)
) ‖F‖L2(O).
Substituting η = Uε in (10.20), similarly to (4.26)–(4.29) we deduce
‖Uε‖2L2(O) 6 4C4C4c(ϕ)4|ζ|−1ε‖b(D)Uε‖L2(O)‖F‖L2(O)
+ 4C24C
2
1c(ϕ)
8|ζ|−1ε2‖F‖2L2(O).
(10.21)
Now, combining (10.20) with η = Uε and (10.21), we obtain
‖b(D)Uε‖L2(O) 6 C˜5c(ϕ)4ε‖F‖L2(O), (10.22)
where C˜25 = 9C
2
4(2C
2
1‖g−1‖L∞+9C24‖g−1‖2L∞). Relations (10.21) and (10.22)
yield (10.19) with C6 = 2(C4C˜5C4 + C
2
4C
2
1)
1/2. Finally, (9.2), (10.19), and
(10.22) imply (10.18) with C25 = k
−1
1 (C˜
2
5 + k2C
2
6). •
Conclusions. 1) From (10.3), (10.14), (10.15), (10.18), and (10.19) it
follows that
‖D(uε − vε)‖L2(O) 6 C7c(ϕ)4ε‖F‖L2(O) + ‖Dwε‖L2(O), ε > 0, (10.23)
‖uε − vε‖L2(O) 6 C8c(ϕ)4|ζ|−1/2ε‖F‖L2(O) + ‖wε‖L2(O), ε > 0, (10.24)
where C7 = C4C2+C5 and C8 = C4C3+C6. Thus, in order to prove Theorem
10.2, we need to obtain an appropriate estimate for ‖wε‖H1(O).
2) From (10.13) and (10.19) it follows that
‖uε − u0‖L2(O) 6 C9c(ϕ)4|ζ|−1/2ε‖F‖L2(O) + ‖wε‖L2(O), ε > 0, (10.25)
where C9 = C6+C4C1. Hence, for the proof of Theorem 10.1 one has to find
an appropriate estimate for ‖wε‖L2(O).
§11. Estimates of the correction term.
Proof of Theorems 10.1 and 10.2
As in §5, first we estimate the H1-norm of wε and prove Theorem 10.2.
Next, using the already proved Theorem 10.2 and the duality arguments,
we estimate the L2-norm of wε and prove Theorem 10.1.
11.1. Estimate for the norm of wε in H
1(O;Cn). Denote
Iε[η] := (g˜εSεb(D)u˜0 − g0b(D)u0, b(D)η)L2(O), η ∈ H1(O;Cn). (11.1)
Note that the solution u0 of problem (9.13) satisfies the identity
(g0b(D)u0, b(D)η)L2(O) − (ζu0 + F,η)L2(O) = 0, η ∈ H1(O;Cn). (11.2)
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By (10.17) and (11.2), wε satisfies the identity
(gεb(D)wε, b(D)η)L2(O) − ζ(wε,η)L2(O) = Iε[η], η ∈ H1(O;Cn). (11.3)
Lemma 11.1. Let ζ ∈ C \ R+ and |ζ| > 1. Suppose that the number ε1
satisfies Condition 4.1. Then for 0 < ε 6 ε1 the functional (11.1) satisfies
the following estimate:
|Iε[η]| 6 c(ϕ)
(
C10|ζ|−1/4ε1/2 + C11ε
)
‖F‖L2(O)‖Dη‖L2(O), η ∈ H1(O;Cn).
(11.4)
The constants C10 and C11 depend on d, m, α0, α1, ‖g‖L∞ , ‖g−1‖L∞ , the
constants k1, k2 from (9.2), the parameters of the lattice Γ, and the domain
O.
Proof. The functional (11.1) can be represented as
Iε[η] = I(1)ε [η] + I(2)ε [η], (11.5)
where
I(1)ε [η] = (g0Sεb(D)u˜0 − g0b(D)u0, b(D)η)L2(O), (11.6)
I(2)ε [η] = ((g˜ε − g0)Sεb(D)u˜0, b(D)η)L2(O). (11.7)
The term (11.6) is estimated with the help of Proposition 1.4 and relations
(1.2), (1.4), (1.5), (1.15), and (10.9):
|I(1)ε [η]| 6 |g0|‖(Sε − I)b(D)u˜0‖L2(Rd)‖b(D)η‖L2(O)
6 C
(1)c(ϕ)ε‖F‖L2(O)‖Dη‖L2(O), ε > 0,
(11.8)
where C(1) = 2‖g‖L∞r1α1d1/2C(2)O c◦.
Using (1.2), we transform the term (11.7):
I(2)ε [η] =
d∑
l=1
(f εl Sεb(D)u˜0,Dlη)L2(O), (11.9)
where fl(x) := b
∗
l (g˜(x) − g0), l = 1, . . . , d. According to [Su3, (5.13)], we
have
‖fl‖L2(Ω) 6 |Ω|1/2Cˇ, l = 1, . . . , d,
Cˇ = α
1/2
1 ‖g‖L∞(1 + (dm)1/2α1/21 α−1/20 ‖g‖1/2L∞‖g−1‖
1/2
L∞
).
(11.10)
As was checked in [Su3, Subsection 5.2], there exist Γ-periodic (n × m)-
matrix-valued functions Mlj(x) in R
d, l, j = 1, . . . , d, such that
Mlj ∈ H˜1(Ω),
∫
Ω
Mlj(x) dx = 0, Mlj(x) = −Mjl(x), l, j = 1, . . . , d,
fl(x) =
d∑
j=1
∂jMlj(x), l = 1, . . . , d,
(11.11)
and
‖Mlj‖L2(Ω) 6 r−10 |Ω|1/2Cˇ, l, j = 1, . . . , d. (11.12)
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By (11.11), f εl (x) = ε
∑d
j=1 ∂jM
ε
lj(x), l = 1, . . . , d, whence the term (11.9)
can be written as
I(2)ε [η] = I˜(2)ε [η] + Î(2)ε [η], (11.13)
where
I˜(2)ε [η] = ε
d∑
l,j=1
(
∂j(M
ε
ljSεb(D)u˜0),Dlη
)
L2(O)
, (11.14)
Î(2)ε [η] = −ε
d∑
l,j=1
(
M εljSεb(D)∂j u˜0,Dlη
)
L2(O)
. (11.15)
The term (11.15) is estimated by using Proposition 1.5:
|Î(2)ε [η]| 6 ε
d∑
l,j=1
|Ω|−1/2‖Mlj‖L2(Ω)‖b(D)∂j u˜0‖L2(Rd)‖Dlη‖L2(O).
Combining this with (1.4), (10.9), and (11.12), we obtain
|Î(2)ε [η]| 6 C(2)c(ϕ)ε‖F‖L2(O)‖Dη‖L2(O), ε > 0, (11.16)
where C(2) = 2dr−10 Cˇα
1/2
1 C
(2)
O c
◦.
Now consider the term (11.14). Assume that 0 < ε 6 ε1. Let θε be a
cut-off function satisfying (5.1). We have
d∑
l,j=1
(
∂j((1− θε)M εljSεb(D)u˜0),Dlη
)
L2(O)
= 0, η ∈ H1(O;Cn),
which can be checked by integration by parts and using (11.11). Conse-
quently, the term (11.14) can be written as
I˜(2)ε [η] = ε
d∑
l,j=1
(
∂j(θεM
ε
ljSεb(D)u˜0),Dlη
)
L2(O)
. (11.17)
Consider the following expression
ε
d∑
j=1
∂j(θεM
ε
ljSεb(D)u˜0) = εθε
d∑
j=1
M εljSε(b(D)∂j u˜0)
+ ε
d∑
j=1
(∂jθε)M
ε
ljSεb(D)u˜0 + θεf
ε
l Sεb(D)u˜0.
We have
ε
∥∥∥∥∥∥
d∑
j=1
∂j(θεM
ε
ljSεb(D)u˜0)
∥∥∥∥∥∥
L2(O)
6 J
(1)
l (ε) + J
(2)
l (ε) + J
(3)
l (ε), (11.18)
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where
J
(1)
l (ε) = ε
d∑
j=1
‖θεM εljSε(b(D)∂j u˜0)‖L2(Rd), (11.19)
J
(2)
l (ε) = ε
d∑
j=1
‖(∂jθε)M εljSεb(D)u˜0‖L2(Rd), (11.20)
J
(3)
l (ε) = ‖θεf εl Sεb(D)u˜0‖L2(Rd). (11.21)
To estimate the term (11.19), we apply (5.1), Proposition 1.5, and (1.4),
(10.9), (11.12):
J
(1)
l (ε) 6 ε
d∑
j=1
|Ω|−1/2‖Mlj‖L2(Ω)‖b(D)∂j u˜0‖L2(Rd) 6 ν1c(ϕ)ε‖F‖L2(O),
(11.22)
where ν1 = 2r
−1
0 Cˇ(dα1)
1/2C
(2)
O c
◦. The term (11.20) is estimated with the
help of (5.1) and Lemma 3.4:
(J
(2)
l (ε))
2
6 dκ2
d∑
j=1
∫
(∂O)ε
|M εljSεb(D)u˜0|2 dx
6 εdκ2β∗|Ω|−1
d∑
j=1
‖Mlj‖2L2(Ω)‖b(D)u˜0‖H1(Rd)‖b(D)u˜0‖L2(Rd)
for 0 < ε 6 ε1. Combining this with relations (1.4), (10.8), (10.9), and
(11.12), we obtain
J
(2)
l (ε) 6 ν2c(ϕ)|ζ|−1/4ε1/2‖F‖L2(O), 0 < ε 6 ε1, (11.23)
where ν2 = dκr
−1
0 Cˇ
(
2β∗α1C
(2)
O C
(1)
O c
◦(C0 + 1)
)1/2
. Similarly, using (5.1)
and Lemma 3.4, we see that the term (11.21) satisfies
(J
(3)
l (ε))
2
6
∫
(∂O)ε
|f εl Sεb(D)u˜0|2 dx
6 εβ∗|Ω|−1‖fl‖2L2(Ω)‖b(D)u˜0‖H1(Rd)‖b(D)u˜0‖L2(Rd)
for 0 < ε 6 ε1. Taking (1.4), (10.8), (10.9), and (11.10) into account, we
deduce that
J
(3)
l (ε) 6 ν3c(ϕ)|ζ|−1/4ε1/2‖F‖L2(O), 0 < ε 6 ε1, (11.24)
where ν3 = Cˇ
(
2β∗α1C
(2)
O C
(1)
O c
◦(C0 + 1)
)1/2
.
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Now relations (11.18) and (11.22)–(11.24) lead to the inequality
ε
∥∥∥∥∥∥
d∑
j=1
∂j(θεM
ε
ljSεb(D)u˜0)
∥∥∥∥∥∥
L2(O)
6 c(ϕ)
(
ν1ε+ (ν2 + ν3)|ζ|−1/4ε1/2
)
‖F‖L2(O), 0 < ε 6 ε1.
(11.25)
Combining (11.17) and (11.25), we arrive at
|I˜(2)ε [η]| 6 d1/2c(ϕ)
(
ν1ε+ (ν2 + ν3)|ζ|−1/4ε1/2
)
‖F‖L2(O)‖Dη‖L2(O)
(11.26)
for 0 < ε 6 ε1. As a result, relations (11.5), (11.8), (11.13), (11.16), and
(11.26) imply the required estimate (11.4) with C10 = d
1/2(ν2 + ν3) and
C11 = C
(1) + C(2) + d1/2ν1. •
Lemma 11.2. Let ζ ∈ C\R+ and |ζ| > 1. Suppose that wε satisfies (10.17).
Suppose that the number ε1 satisfies Condition 4.1. Then for 0 < ε 6 ε1 we
have
‖wε‖H1(O) 6 c(ϕ)2
(
C12|ζ|−1/4ε1/2 + C13ε
)
‖F‖L2(O). (11.27)
The constants C12 and C13 depend on d, m, α0, α1, ‖g‖L∞ , ‖g−1‖L∞ , the
constants k1, k2 from (9.2), the parameters of the lattice Γ, and the domain
O.
Proof. We substitute η = wε in (11.3) and take the imaginary part of the
corresponding relation. Taking (11.4) into account, for 0 < ε 6 ε1 we have
|Im ζ|‖wε‖2L2(O) 6 c(ϕ)
(
C10|ζ|−1/4ε1/2 + C11ε
)
‖F‖L2(O)‖Dwε‖L2(O).
(11.28)
If Re ζ > 0 (and then Im ζ 6= 0), we deduce
‖wε‖2L2(O) 6 c(ϕ)2|ζ|−1
(
C10|ζ|−1/4ε1/2 + C11ε
)
‖F‖L2(O)‖Dwε‖L2(O).
(11.29)
If Re ζ < 0, we take the real part of the corresponding relation and obtain
|Re ζ|‖wε‖2L2(O) 6 c(ϕ)
(
C10|ζ|−1/4ε1/2 + C11ε
)
‖F‖L2(O)‖Dwε‖L2(O)
(11.30)
for 0 < ε 6 ε1. Summing up (11.28) and (11.30), we deduce the inequality
similar to (11.29). As a result, for all values of ζ under consideration we
have
‖wε‖2L2(O) 6 2c(ϕ)2|ζ|−1
(
C10|ζ|−1/4ε1/2 + C11ε
)
‖F‖L2(O)‖Dwε‖L2(O)
(11.31)
for 0 < ε 6 ε1. Now from (11.3) with η = wε, (11.4), and (11.31) it follows
that
aN,ε[wε,wε] 6 3c(ϕ)
2
(
C10|ζ|−1/4ε1/2 + C11ε
)
‖F‖L2(O)‖Dwε‖L2(O)
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for 0 < ε 6 ε1. Together with (9.5) and (11.31) this implies
‖Dwε‖L2(O) 6 c(ϕ)2C14
(
C10|ζ|−1/4ε1/2 + C11ε
)
‖F‖L2(O), 0 < ε 6 ε1,
(11.32)
where C14 = k
−1
1 (3‖g−1‖L∞+2k2). Comparing (11.31) and (11.32), we arrive
at (11.27) with C12 = (2C14 + C
2
14)
1/2C10 and C13 = (2C14 + C
2
14)
1/2C11. •
11.2. Completion of the proof of Theorem 10.2. Relations (10.23),
(10.24), and (11.27) imply the required estimate (10.5) with C2 =
√
2C12
and C3 = C7 + C8 +
√
2C13.
It remains to check (10.6). From (10.5) and (1.2), (1.5) it follows that
‖pε − gεb(D)vε‖L2(O)
6 ‖g‖L∞(dα1)1/2(C2c(ϕ)2|ζ|−1/4ε1/2 + C3c(ϕ)4ε)‖F‖L2(O)
(11.33)
for 0 < ε 6 ε1. Similarly to (5.19)–(5.22), taking (10.9) into account, we
have
‖gεb(D)vε − g˜εSεb(D)u˜0‖L2(O) 6 C15c(ϕ)ε‖F‖L2(O), (11.34)
where C15 = 2(C′ + C′′)C(2)O c◦. Relations (11.33) and (11.34) imply (10.6)
with C˜2 = ‖g‖L∞(dα1)1/2C2 and C˜3 = ‖g‖L∞(dα1)1/2C3 + C15. •
11.3. Proof of Theorem 10.1.
Lemma 11.3. Under the assumptions of Lemma 11.2 for 0 < ε 6 ε1 we
have
‖wε‖L2(O) 6 c(ϕ)5
(
C16|ζ|−1/2ε+ C17ε2
)
‖F‖L2(O). (11.35)
The constants C16 and C17 depend on d, m, α0, α1, ‖g‖L∞ , ‖g−1‖L∞ , the
constants k1, k2 from (9.2), the parameters of the lattice Γ, and the domain
O.
Proof. Consider the identity (11.3) and substitute η = ηε = (AN,ε −
ζI)−1Φ, where Φ ∈ L2(O;Cn). Then the left-hand side of (11.3) coincides
with (wε,Φ)L2(O), and the identity can be written as
(wε,Φ)L2(O) = Iε[ηε]. (11.36)
Assume that 0 < ε 6 ε1. To estimate Iε[ηε], we use relations (11.5),
(11.8), (11.13), and (11.16). We have
|Iε[ηε]| 6 (C(1) + C(2))c(ϕ)ε‖F‖L2(O)‖Dηε‖L2(O) + |I˜(2)ε [ηε]|.
Applying Lemma 9.4 to estimate ‖Dηε‖L2(O), we obtain
|Iε[ηε]| 6 C0(C(1)+C(2))c(ϕ)2|ζ|−1/2ε‖F‖L2(O)‖Φ‖L2(O)+|I˜(2)ε [ηε]|. (11.37)
Consider the term I˜(2)ε [ηε]. According to (11.17), we have
I˜(2)ε [ηε] = ε
d∑
l,j=1
(
∂j(θεM
ε
ljSεb(D)u˜0),Dlηε
)
L2(O)
. (11.38)
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To approximate ηε, we apply the already proved Theorem 10.2. We put
η0 = (A0N − ζI)−1Φ, η˜0 = POη0. The approximation of ηε is given by
η0 + εΛ
εSεb(D)η˜0. We rewrite the term (11.38) as
I˜(2)ε [ηε] = J1(ε) + J2(ε) + J3(ε), (11.39)
where
J1(ε) = ε
d∑
l,j=1
(
∂j(θεM
ε
ljSεb(D)u˜0),Dl(ηε − η0 − εΛεSεb(D)η˜0)
)
L2(O)
,
J2(ε) = ε
d∑
l,j=1
(
∂j(θεM
ε
ljSεb(D)u˜0),Dlη0
)
L2(O)
, (11.40)
J3(ε) = ε
d∑
l,j=1
(
∂j(θεM
ε
ljSεb(D)u˜0),Dl(εΛ
εSεb(D)η˜0)
)
L2(O)
. (11.41)
Applying Theorem 10.2 and (11.25), we arrive at
|J1(ε)| 6 c(ϕ)
(
ν1ε+ (ν2 + ν3)|ζ|−1/4ε1/2
)
× d1/2
(
C2c(ϕ)
2|ζ|−1/4ε1/2 + C3c(ϕ)4ε
)
‖F‖L2(O)‖Φ‖L2(O).
Hence,
|J1(ε)| 6 c(ϕ)5
(
νˇ1|ζ|−1/2ε+ νˇ2ε2
)
‖F‖L2(O)‖Φ‖L2(O), (11.42)
where νˇ1 = d
1/2 ((ν1 + ν2 + ν3)C2 + (ν2 + ν3)C3) and νˇ2 =
d1/2 (ν1(C2 + C3) + (ν2 + ν3)C3).
By (5.1) and (11.25), the term (11.40) satisfies the following estimate
|J2(ε)| 6 c(ϕ)
(
ν1ε+ (ν2 + ν3)|ζ|−1/4ε1/2
)
‖F‖L2(O)d1/2
(∫
Bε
|Dη0|2 dx
)1/2
.
Applying Lemma 3.3(1◦) and Lemma 9.5, we obtain
|J2(ε)| 6 c(ϕ)2
(
νˇ3|ζ|−1/2ε+ νˇ4ε2
)
‖F‖L2(O)‖Φ‖L2(O), (11.43)
where νˇ3 = (2dβc
◦C0)
1/2(ν1 + ν2 + ν3) and νˇ4 = (2dβc
◦C0)
1/2ν1.
It remains to estimate the term (11.41) which can be represented as
J3(ε) = J (1)3 (ε) + J (2)3 (ε), (11.44)
where
J (1)3 (ε) = ε
d∑
l,j=1
(
∂j(θεM
ε
ljSεb(D)u˜0), (DlΛ)
εSεb(D)η˜0
)
L2(O)
, (11.45)
J (2)3 (ε) = ε
d∑
l,j=1
(
∂j(θεM
ε
ljSεb(D)u˜0), εΛ
εSεb(D)Dlη˜0
)
L2(O)
. (11.46)
HOMOGENIZATION OF ELLIPTIC PROBLEMS 57
By (5.1) and (11.25), the term (11.45) satisfies the estimate
|J (1)3 (ε)| 6 c(ϕ)
(
ν1ε+ (ν2 + ν3)|ζ|−1/4ε1/2
)
‖F‖L2(O)
× d1/2
(∫
(∂O)ε
|(DΛ)εSεb(D)η˜0|2 dx
)1/2
.
Applying Lemma 3.4, (1.4), (1.10), and the analogs of estimates (10.8),
(10.9) for η˜0, we obtain
|J (1)3 (ε)| 6 c(ϕ)2
(
νˇ5|ζ|−1/2ε+ νˇ6ε2
)
‖F‖L2(O)‖Φ‖L2(O), (11.47)
where νˇ5 = M2(2dβ∗α1C
(1)
O C
(2)
O (C0 + 1)c
◦)1/2(ν1 + ν2 + ν3) and νˇ6 =
M2(2dβ∗α1C
(1)
O C
(2)
O (C0 + 1)c
◦)1/2ν1.
Finally, it is easy to estimate the term (11.46) by using (11.25), (1.4),
(1.19), and the analog of (10.9) for η˜0:
|J (2)3 (ε)| 6 c(ϕ)2
(
νˇ7|ζ|−1/2ε+ νˇ8ε2
)
‖F‖L2(O)‖Φ‖L2(O). (11.48)
Here νˇ7 = 2M1(dα1)
1/2C
(2)
O c
◦(ν2+ν3), νˇ8 = 2M1(dα1)
1/2C
(2)
O c
◦(ν1+ν2+ν3).
As a result, relations (11.39), (11.42)–(11.44), (11.47), and (11.48) imply
that
|I˜(2)ε [ηε]| 6 c(ϕ)5
(
νˇ9|ζ|−1/2ε+ νˇ10ε2
)
‖F‖L2(O)‖Φ‖L2(O), 0 < ε 6 ε1,
where νˇ9 = νˇ1 + νˇ3 + νˇ5 + νˇ7 and νˇ10 = νˇ2 + νˇ4 + νˇ6 + νˇ8. Together with
(11.37) this yields
|Iε[ηε]| 6 c(ϕ)5
(
C16|ζ|−1/2ε+ C17ε2
)
‖F‖L2(O)‖Φ‖L2(O), 0 < ε 6 ε1,
(11.49)
where C16 = C0(C
(1) + C(2)) + νˇ9 and C17 = νˇ10.
From (11.36) and (11.49) it follows that
|(wε,Φ)L2(O)| 6 c(ϕ)5
(
C16|ζ|−1/2ε+ C17ε2
)
‖F‖L2(O)‖Φ‖L2(O)
for 0 < ε 6 ε1 and any Φ ∈ L2(O;Cn), which implies the required estimate
(11.35). •
Completion of the proof of Theorem 10.1. Estimate (10.25) and
Lemma 11.3 show that (10.1) is true for 0 < ε 6 ε1 with C1 = max{C9 +
C16,C17}. •
§12. The results for the Neumann problem:
the case where Λ ∈ L∞, special cases,
estimates in a strictly interior subdomain
12.1. The case where Λ ∈ L∞. As for the problem in Rd (see Subsection
2.3) and for the Dirichlet problem (see Subsection 6.1), under Condition
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2.8 the operator Sε in the corrector can be removed. Now instead of the
corrector (10.2) we will use the operator
K0N (ε; ζ) = [Λ
ε]b(D)(A0N − ζI)−1. (12.1)
Under Condition 2.8 the operator (12.1) is a continuous mapping of
L2(O;Cn) to H1(O;Cn). Instead of (10.4) we use another approximation of
the solution uε of problem (9.6):
vˇε := (A0N − ζI)−1F+ εK0N (ε; ζ)F = u0 + εΛεb(D)u0. (12.2)
Theorem 12.1. Suppose that the assumptions of Theorem 10.1 and Con-
dition 2.8 are satisfied. Let vˇε be defined by (12.2). Then for 0 < ε 6 ε1 we
have
‖uε − vˇε‖H1(O) 6
(
C2c(ϕ)
2|ζ|−1/4ε1/2 + C◦3c(ϕ)4ε
)
‖F‖L2(O), (12.3)
or, in operator terms,
‖(AN,ε − ζI)−1 − (A0N − ζI)−1 − εK0N (ε; ζ)‖L2(O)→H1(O)
6 C2c(ϕ)
2|ζ|−1/4ε1/2 + C◦3c(ϕ)4ε.
For the flux pε := g
εb(D)uε we have
‖pε − g˜εb(D)u0‖L2(O) 6
(
C˜2c(ϕ)
2|ζ|−1/4ε1/2 + C˜◦3c(ϕ)4ε
)
‖F‖L2(O) (12.4)
for 0 < ε 6 ε1. The constants C2 and C˜2 are the same as in Theorem 10.2.
The constants C◦3 and C˜
◦
3 depend on d, m, α0, α1, ‖g‖L∞ , ‖g−1‖L∞ , the
constants k1, k2 from (9.2), the parameters of the lattice Γ, the domain O,
and the norm ‖Λ‖L∞ .
Proof. In order to deduce (12.3) from (10.5), we need to estimate the
difference of the functions (10.4) and (12.2). Similarly to (6.5)–(6.9), it is
easy to check that
‖vε − vˇε‖H1(O) 6 C′′′ε‖u˜0‖H2(Rd).
Combining this with (10.5) and (10.9), we obtain (12.3) with C◦3 = C3 +
2C′′′C(2)O c◦.
Let us check (12.4). From (12.3) and (1.2), (1.5) it follows that
‖pε − gεb(D)vˇε‖L2(O)
6 ‖g‖L∞(dα1)1/2
(
C2c(ϕ)
2|ζ|−1/4ε1/2 + C◦3c(ϕ)4ε
)
‖F‖L2(O).
(12.5)
Similarly to (6.11)–(6.13), we check that
‖gεb(D)vˇε − g˜εb(D)u0‖L2(O) 6 C˜′ε‖u0‖H2(O). (12.6)
Relations (9.14), (12.5), and (12.6) imply (12.4) with C˜◦3 =
‖g‖L∞(dα1)1/2C◦3 + 2C˜′c◦. •
12.2. Special cases. The following two statements are similar to Proposi-
tions 6.2 and 6.3.
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Proposition 12.2. Suppose that the assumptions of Theorem 10.2 are sat-
isfied. If g0 = g, i. e., relations (1.13) are satisfied, then for 0 < ε 6 ε1 we
have
‖uε − u0‖H1(O) 6
(
C2c(ϕ)
2|ζ|−1/4ε1/2 + C3c(ϕ)4ε
)
‖F‖L2(O).
Proposition 12.3. Suppose that the assumptions of Theorem 10.2 are sat-
isfied. If g0 = g, i. e., relations (1.14) are satisfied, then for 0 < ε 6 ε1 we
have
‖pε − g0b(D)u0‖L2(O) 6
(
C˜2c(ϕ)
2|ζ|−1/4ε1/2 + C˜◦3c(ϕ)4ε
)
‖F‖L2(O).
12.3. Approximation of the solutions of the Neumann problem in
a strictly interior subdomain. By analogy with the proof of Theorem
7.1, it is easy to prove the following theorem on the basis of Theorem 10.1
and the results for the problem in Rd. We omit the proof.
Theorem 12.4. Suppose that the assumptions of Theorem 10.2 are sat-
isfied. Let O′ be a strictly interior subdomain of the domain O, and let
δ := dist {O′; ∂O}. Then for 0 < ε 6 ε1 we have
‖uε − vε‖H1(O′) 6 (C′18δ−1 + C′′18)c(ϕ)6ε‖F‖L2(O),
or, in operator terms,
‖(AN,ε − ζI)−1 − (A0N − ζI)−1 − εKN (ε; ζ)‖L2(O)→H1(O′)
6 (C′18δ
−1 + C′′18)c(ϕ)
6ε.
For the flux pε = g
εb(D)uε we have
‖pε − g˜εSεb(D)u˜0‖L2(O′) 6 (C˜′18δ−1 + C˜′′18)c(ϕ)6ε‖F‖L2(O)
for 0 < ε 6 ε1. The constants C
′
18, C
′′
18, C˜
′
18, and C˜
′′
18 depend on d, m, α0,
α1, ‖g‖L∞ , ‖g−1‖L∞ , the constants k1, k2 from (9.2), the parameters of the
lattice Γ, and the domain O.
Similarly to the proof of Theorem 7.2 it is easy to check the following
result.
Theorem 12.5. Suppose that the assumptions of Theorem 12.1 are sat-
isfied. Let O′ be a strictly interior subdomain of the domain O, and let
δ := dist {O′; ∂O}. Then for 0 < ε 6 ε1 we have
‖uε − vˇε‖H1(O′) 6 (C′18δ−1 + Cˇ′′18)c(ϕ)6ε‖F‖L2(O),
or, in operator terms,
‖(AN,ε−ζI)−1−(A0N−ζI)−1−εK0N (ε; ζ)‖L2(O)→H1(O′) 6 (C′18δ−1+Cˇ′′18)c(ϕ)6ε.
For the flux pε = g
εb(D)uε we have
‖pε − g˜εb(D)u0‖L2(O′) 6 (C˜′18δ−1 + Ĉ′′18)c(ϕ)6ε‖F‖L2(O)
for 0 < ε 6 ε1. The constants C
′
18 and C˜
′
18 are the same as in Theorem
12.4. The constants Cˇ′′18 and Ĉ
′′
18 depend on d, m, α0, α1, ‖g‖L∞ , ‖g−1‖L∞ ,
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the constants k1, k2 from (9.2), the parameters of the lattice Γ, the domain
O, and the norm ‖Λ‖L∞ .
§13. Another approximation of the resolvent (AN,ε − ζI)−1
13.1. Approximation of the resolvent (AN,ε − ζI)−1 for ζ ∈ C \ R+.
The next result is similar to Theorem 8.1.
Theorem 13.1. Let ζ = |ζ|eiϕ ∈ C \ R+. Denote
ρ0(ζ) =
{
c(ϕ)2|ζ|−2, |ζ| < 1,
c(ϕ)2, |ζ| > 1.
Let uε be the solution of problem (9.6), and let u0 be the solution of problem
(9.13). Let vε be defined by (10.4). Suppose that the number ε1 satisfies
Condition 4.1. Then for 0 < ε 6 ε1 we have
‖uε − u0‖L2(O) 6 C19ρ0(ζ)ε‖F‖L2(O), (13.1)
‖uε − vε‖H1(O) 6 C20ρ0(ζ)ε1/2‖F‖L2(O), (13.2)
or, in operator terms,
‖(AN,ε − ζI)−1 − (A0N − ζI)−1‖L2(O)→L2(O) 6 C19ρ0(ζ)ε, (13.3)
‖(AN,ε − ζI)−1 − (A0N − ζI)−1 − εKN (ε; ζ)‖L2(O)→H1(O) 6 C20ρ0(ζ)ε1/2.
(13.4)
For the flux pε = g
εb(D)uε we have
‖pε − g˜εSεb(D)u˜0‖L2(O) 6 C21ρ0(ζ)ε1/2‖F‖L2(O), 0 < ε 6 ε1. (13.5)
The constants C19, C20, and C21 depend on d, m, α0, α1, ‖g‖L∞ , ‖g−1‖L∞ ,
the constants k1, k2 from (9.2), the parameters of the lattice Γ, and the
domain O.
Proof. Applying Theorem 10.1 with ζ = −1 and the analog of the identity
(2.10), for 0 < ε 6 ε1 we obtain
‖(AN,ε − ζI)−1 − (A0N − ζI)−1‖L2(O)→L2(O) 6 2C1ε sup
x>0
(x+ 1)2|x− ζ|−2.
(13.6)
A calculation shows that
sup
x>0
(x+ 1)2|x− ζ|−2 6 4ρ0(ζ). (13.7)
Relations (13.6) and (13.7) imply (13.3) with the constant C19 = 8C1.
Applying Theorem 10.2 with ζ = −1, for 0 < ε 6 ε1 we have
‖(AN,ε + I)−1 − (A0N + I)−1 − εKN (ε;−1)‖L2(O)→H1(O) 6 (C2 + C3)ε1/2.
(13.8)
We put λ := ‖g−1‖−1L∞(k1 + k2). Note that, by (9.5),
‖v‖2H1(O) 6 k−11 ‖g−1‖L∞‖(AN,ε + λI)1/2v‖2L2(O), v ∈ H1(O;Cn). (13.9)
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Using the analog of the identity (2.34) and (13.7), we obtain
‖(AN,ε + λI)1/2
(
(AN,ε − ζI)−1 − (A0N − ζI)−1 − εKN (ε; ζ)
) ‖L2→L2
6 4ρ0(ζ)‖(AN,ε + λI)1/2
(
(AN,ε + I)−1 − (A0N + I)−1 − εKN (ε;−1)
) ‖L2→L2
+ ε|ζ + 1| sup
x>0
(x+ λ)1/2|x− ζ|−1‖KN (ε; ζ)‖L2→L2 .
(13.10)
We denote the summands in the right-hand side of (13.10) by L1(ε) and
L2(ε). By (9.4) and (13.8), the first term satisfies
L1(ε) 6 C22ρ0(ζ)ε
1/2, 0 < ε 6 ε1, (13.11)
where C22 = 4(max{dα1‖g‖L∞ , λ})1/2(C2 + C3).
Next, the operator KN (ε; ζ) can be represented as KN (ε; ζ) =
RO[Λ
ε]Sεb(D)PO(A0N + λI)−1/2(A0N + λI)1/2(A0N − ζI)−1. Combining this
with (1.4), (1.19), and (4.3), we obtain
L2(ε) 6 ε|ζ + 1|
(
sup
x>0
(x+ λ)|x− ζ|−2
)
M1α
1/2
1 C
(1)
O ‖(A0N + λI)−1/2‖L2→H1 .
(13.12)
A calculation shows that
|ζ + 1| sup
x>0
(x+ λ)|x− ζ|−2 6 2(λ+ 1)ρ0(ζ). (13.13)
Similarly to (13.9),
‖(A0N + λI)−1/2‖L2(O)→H1(O) 6 k−1/21 ‖g−1‖1/2L∞ . (13.14)
From (13.12)–(13.14) it follows that
L2(ε) 6 C23ρ0(ζ)ε, (13.15)
where C23 = 2(λ + 1)M1α
1/2
1 C
(1)
O k
−1/2
1 ‖g−1‖1/2L∞ . Now relations (13.10),
(13.11), (13.15), and (13.9) imply (13.4) with the constant C20 =
k
−1/2
1 ‖g−1‖1/2L∞(C22 + C23).
Let us check (13.5). From (13.2) it follows that
‖pε − gεb(D)vε‖L2(O) 6 ‖g‖L∞(dα1)1/2C20ρ0(ζ)ε1/2‖F‖L2(O) (13.16)
for 0 < ε 6 ε1. Next, similarly to (5.19)–(5.21) we have
‖gεb(D)vε − g˜εSεb(D)u˜0‖L2(O) 6 (C′ + C′′)C(2)O ε‖u0‖H2(O). (13.17)
By (9.12) and (13.7),
‖(A0N − ζI)−1‖L2(O)→H2(O) 6 2c◦ρ0(ζ)1/2.
Hence,
‖u0‖H2(O) 6 2c◦ρ0(ζ)1/2‖F‖L2(O). (13.18)
Relations (13.16), (13.17), and (13.18) imply (13.5) with C21 =
C20‖g‖L∞(dα1)1/2 + 2(C′ + C′′)C(2)O c◦. •
Next theorem is an analog of Theorem 8.3.
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Theorem 13.2. Suppose that the assumptions of Theorem 13.1 and Con-
dition 2.8 are satisfied. Let vˇε be defined by (12.2). Then for 0 < ε 6 ε1 we
have
‖uε − vˇε‖H1(O) 6 C◦20ρ0(ζ)ε1/2‖F‖L2(O), (13.19)
or, in operator terms,
‖(AN,ε − ζI)−1 − (A0N − ζI)−1 − εK0N (ε; ζ)‖L2(O)→H1(O) 6 C◦20ρ0(ζ)ε1/2.
For the flux pε = g
εb(D)uε we have
‖pε − g˜εb(D)u0‖L2(O) 6 C◦21ρ0(ζ)ε1/2‖F‖L2(O), 0 < ε 6 ε1. (13.20)
The constants C◦20 and C
◦
21 depend on d, m, α0, α1, ‖g‖L∞ , ‖g−1‖L∞ , the
constants k1, k2 from (9.2), the parameters of the lattice Γ, the domain O,
and the norm ‖Λ‖L∞ .
Proof. Similarly to (6.5)–(6.9), we have
‖vε − vˇε‖H1(O) 6 C′′′ε‖u˜0‖H2(Rd). (13.21)
Relations (4.3), (13.2), (13.18), and (13.21) imply (13.19) with C◦20 = C20 +
2C′′′C(2)O c◦.
Now we check (13.20). From (13.19) it follows that
‖pε − gεb(D)vˇε‖L2(O) 6 ‖g‖L∞(dα1)1/2C◦20ρ0(ζ)ε1/2‖F‖L2(O) (13.22)
for 0 < ε 6 ε1. Similarly to (6.11) and (6.12), we have
‖gεb(D)vˇε − g˜εb(D)u0‖L2(O) 6 C˜′ε‖u0‖H2(O). (13.23)
Combining (13.22), (13.23), and (13.18), we obtain (13.20) with C◦21 =
‖g‖L∞(dα1)1/2C◦20 + 2c◦C˜′. •
13.2. Special cases. The following statement concerns the case where the
corrector is equal to zero (cf. Proposition 8.4).
Proposition 13.3. Suppose that the assumptions of Theorem 13.1 are sat-
isfied. If g0 = g, i. e., relations (1.13) are satisfied, then Λ = 0, vε = u0,
and for 0 < ε 6 ε1 we have
‖uε − u0‖H1(O) 6 C20ρ0(ζ)ε1/2‖F‖L2(O).
Next statement is similar to Proposition 8.5.
Proposition 13.4. Suppose that the assumptions of Theorem 13.1 are sat-
isfied. If g0 = g, i. e., relations (1.14) are satisfied, then for 0 < ε 6 ε1 we
have
‖pε − g0b(D)u0‖L2(O) 6 C◦21ρ0(ζ)ε1/2‖F‖L2(O).
13.3. Approximation of the resolvent (AN,ε − ζI)−1 for ζ ∈ C \ R+
in a strictly interior subdomain. The following result is an analog of
Theorem 8.6.
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Theorem 13.5. Suppose that the assumptions of Theorem 13.1 are sat-
isfied. Let O′ be a strictly interior subdomain of the domain O, and let
δ = dist {O′; ∂O}. Then for 0 < ε 6 ε1 we have
‖uε − vε‖H1(O′)
6 (C23δ−1 + 1)
(
C19c(ϕ)ρ0(ζ) + C24c(ϕ)
5/2ρ0(ζ)
3/4
)
ε‖F‖L2(O),
(13.24)
or, in operator terms,
‖(AN,ε − ζI)−1 − (A0N − ζI)−1 − εKN (ε; ζ)‖L2(O)→H1(O′)
6 (C23δ−1 + 1)
(
C19c(ϕ)ρ0(ζ) + C24c(ϕ)
5/2ρ0(ζ)
3/4
)
ε.
For the flux pε = g
εb(D)uε we have
‖pε − g˜εSεb(D)u˜0‖L2(O′)
6 (C23δ−1 + 1)(C25c(ϕ)ρ0(ζ) + C26c(ϕ)5/2ρ0(ζ)3/4)ε‖F‖L2(O)
(13.25)
for 0 < ε 6 ε1. Here the constant C23 is the same as in (7.14), C19 is the
constant from (13.1). The constants C24, C25, and C26 depend on d, m, α0,
α1, ‖g‖L∞ , ‖g−1‖L∞ , the constants k1, k2 from (9.2), the parameters of the
lattice Γ, and the domain O.
Proof. The first part of the proof is similar to that of Theorem 7.1. Let χ(x)
be a cut-off function satisfying (7.3). Let uε be the solution of problem (9.6),
and let u˜ε be the solution of equation (10.12). Then (Aε − ζ)(uε − u˜ε) = 0
in the domain O. Similarly to (7.4)–(7.14), we deduce
‖D(χ(uε − u˜ε))‖L2(O) 6 C23c(ϕ)δ−1‖uε − u˜ε‖L2(O). (13.26)
Next, by Theorem 2.2,
‖u˜ε − u˜0‖L2(Rd) 6 C1c(ϕ)2|ζ|−1/2ε‖F˜‖L2(Rd). (13.27)
Relations (1.16) and (4.3) imply the following estimate for the function
(10.10):
‖F˜‖L2(Rd) 6 c1‖u˜0‖H2(Rd) + |ζ|‖u˜0‖L2(Rd)
6 c1C
(2)
O ‖u0‖H2(O) + |ζ|C(0)O ‖u0‖L2(O).
Combining this with (13.18) and the estimate ‖u0‖L2(O) 6
|ζ|−1c(ϕ)‖F‖L2(O), we obtain
‖F˜‖L2(Rd) 6 C27ρ0(ζ)1/2‖F‖L2(O), (13.28)
where C27 = 2c1C
(2)
O c
◦ + C
(0)
O . From (13.27) and (13.28) it follows that
‖u˜ε − u˜0‖L2(Rd) 6 C1C27c(ϕ)2|ζ|−1/2ρ0(ζ)1/2ε‖F‖L2(O).
Together with (13.1) this yields
‖uε − u˜ε‖L2(O) 6
(
C19ρ0(ζ) + C1C27c(ϕ)
3/2ρ0(ζ)
3/4
)
ε‖F‖L2(O). (13.29)
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Now, comparing (13.26) and (13.29), we have
‖D(χ(uε − u˜ε))‖L2(O)
6 C23δ−1
(
C19c(ϕ)ρ0(ζ) +C1C27c(ϕ)
5/2ρ0(ζ)
3/4
)
ε‖F‖L2(O).
Hence,
‖uε − u˜ε‖H1(O′)
6 (C23δ−1 + 1)
(
C19c(ϕ)ρ0(ζ) + C1C27c(ϕ)
5/2ρ0(ζ)
3/4
)
ε‖F‖L2(O).
(13.30)
By Corollary 2.5 and (13.28),
‖u˜ε − v˜ε‖H1(Rd) 6 (C2 + C3|ζ|−1/2)c(ϕ)2ε‖F˜‖L2(Rd)
6 (C2 + C3)C27c(ϕ)
3/2ρ0(ζ)
3/4ε‖F‖L2(O).
(13.31)
Relations (13.30), (13.31), and (10.3) imply (13.24) with the constant C24 =
C27(C1 + C2 + C3).
Inequality (13.25) is deduced from (13.24) and (13.17), (13.18). •
The following result is an analog of Theorem 8.7.
Theorem 13.6. Suppose that the assumptions of Theorem 13.2 are sat-
isfied. Let O′ be a strictly interior subdomain of the domain O, and let
δ = dist {O′; ∂O}. Then for 0 < ε 6 ε1 we have
‖uε−vˇε‖H1(O′) 6 (C23δ−1+1)(C19c(ϕ)ρ0(ζ)+C˜24c(ϕ)5/2ρ0(ζ)3/4)ε‖F‖L2(O),
(13.32)
or, in operator terms,
‖(AN,ε − ζI)−1 − (A0N − ζI)−1 − εK0N (ε; ζ)‖L2(O)→H1(O′)
6 (C23δ−1 + 1)(C19c(ϕ)ρ0(ζ) + C˜24c(ϕ)5/2ρ0(ζ)3/4)ε.
For the flux pε = g
εb(D)uε we have
‖pε − g˜εb(D)u0‖L2(O′)
6 (C23δ−1 + 1)(C28c(ϕ)ρ0(ζ) + C29c(ϕ)5/2ρ0(ζ)3/4)ε‖F‖L2(O)
(13.33)
for 0 < ε 6 ε1. The constants C˜24, C28, and C29 depend on d, m, α0,
α1, ‖g‖L∞ , ‖g−1‖L∞ , the constants k1, k2 from (9.2), the parameters of the
lattice Γ, the domain O, and the norm ‖Λ‖L∞ .
Proof. Relations (4.3), (13.18), (13.21), and (13.24) imply (13.32) with
C˜24 = C24 + 2C′′′C(2)O c◦.
Inequality (13.33) is deduced from (13.18), (13.23), and (13.32). •
§14. Approximation of the resolvent (BN,ε − ζI)−1
14.1. The operator BN,ε. We denote
Z = Ker b(D) = {z ∈ H1(O;Cn) : b(D)z = 0}.
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From (9.2) it follows that
‖Dz‖2L2(O) 6 k−11 k2‖z‖2L2(O), z ∈ Z.
Due to compactness of the embedding of H1(O;Cn) into L2(O;Cn), this
shows that Z is finite-dimensional. Denote dimZ = p. Obviously, Z con-
tains the n-dimensional subspace of constant Cn-valued functions in O. We
put
H(O) = L2(O;Cn)⊖ Z, H1⊥(O;Cn) = H1(O;Cn) ∩H(O).
As was checked in [Su3, Proposition 9.1], the form ‖b(D)u‖L2(O) defines
a norm in H1⊥(O;Cn) equivalent to the standard H1-norm: there exists a
constant k˜1 such that
k˜1‖u‖2H1(O) 6 ‖b(D)u‖2L2(O), u ∈ H1⊥(O;Cn). (14.1)
Let AN,ε be the operator in L2(O;Cn) generated by the form (9.3). Obvi-
ously, KerAN,ε = Z. The orthogonal decomposition L2(O;Cn) = H(O)⊕Z
reduces the operator AN,ε. Denote by BN,ε the part of AN,ε in the subspace
H(O). In other words, BN,ε is the selfadjoint operator in H(O) generated
by the quadratic form
bN,ε[u,u] = (g
εb(D)u, b(D)u)L2(O), u ∈ H1⊥(O;Cn).
By (1.2), (1.5), and (14.1), we have
‖g−1‖−1L∞ k˜1‖u‖2H1(O) 6 bN,ε[u,u] 6 ‖g‖L∞dα1‖Du‖2L2(O), u ∈ H1⊥(O;Cn).
(14.2)
Let A0N be the effective operator generated by the form (9.11) in
L2(O;Cn). Obviously, KerA0N = Z. The decomposition L2(O;Cn) =
H(O)⊕Z reduces the operator A0N . Let B0N be the part of A0N in H(O). In
other words, B0N is the operator generated in H(O) by the quadratic form
b0N [u,u] = (g
0b(D)u, b(D)u)L2(O), u ∈ H1⊥(O;Cn).
Similarly to (14.2), we have
‖g−1‖−1L∞ k˜1‖u‖2H1(O) 6 b0N [u,u] 6 ‖g‖L∞dα1‖Du‖2L2(O), u ∈ H1⊥(O;Cn).
(14.3)
Let P denote the orthogonal projection of L2(O;Cn) onto H(O), and let PZ
denote the orthogonal projection onto Z; then P = I − PZ .
Let ζ ∈ C\[c♭,∞), where c♭ > 0 is a common lower bound of the operators
BN,ε and B0N . In other words, 0 < c♭ 6 min{λ2,ε(N), λ02(N)}, where λ2,ε(N)
(respectively, λ02(N)) is the first nonnegative eigenvalue of the operator AN,ε
(respectively, A0N ). (Counting multiplicities, they are (p+1)-th eigenvalues.)
Remark 14.1. 1) By (14.2) and (14.3), one can take c♭ equal to ‖g−1‖−1L∞ k˜1.
2) Let ν > 0 be arbitrarily small. If ε is sufficiently small, one can
take c♭ equal to c♭ = λ
0
2(N) − ν. 3) It is easy to find an upper bound
for c♭: from (14.2), (14.3), and the variational principle it follows that
c♭ 6 ‖g‖L∞dα1µ0p+1(N), where µ0p+1(N) > 0 is the (p + 1)-th eigenvalue
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of the operator −∆ with the Neumann condition in L2(O;Cn) (the eigen-
values are enumerated in the increasing order with multiplicities taken into
account). Thus, c♭ does not exceed a number depending only on d, n, p, α1,
‖g‖L∞ , and the domain O.
Let ϕε = (BN,ε − ζI)−1F, where F ∈ H(O), i. e., ϕε is the generalized
solution of the Neumann problem
b(D)∗gεb(D)ϕε − ζϕε = F in O;
∂ενϕε|∂O = 0; (ϕε, z)L2(O) = 0 ∀ z ∈ Z.
(14.4)
Here the condition that ϕε is orthogonal to Z is valid automatically if ζ 6= 0,
and for ζ = 0 this is an additional condition.
Let ϕ0 = (B0N − ζI)−1F, F ∈ H(O). Then ϕ0 is the generalized solution
of the Neumann problem
b(D)∗g0b(D)ϕ0 − ζϕ0 = F in O;
∂0νϕ0|∂O = 0; (ϕ0, z)L2(O) = 0 ∀ z ∈ Z.
(14.5)
Here also the orthogonality condition is valid automatically if ζ 6= 0, and for
ζ = 0 this is an additional condition.
Denote
KN (ε; ζ) := RO[Λε]Sεb(D)PO(BN,ε − ζI)−1
and put ϕ˜0 = POϕ0,
ψε = ϕ0 + εΛ
εSεb(D)ϕ˜0 = (B0N − ζI)−1F+ εKN (ε; ζ)F. (14.6)
Theorem 14.2. Let ζ ∈ C \ [c♭,∞), where c♭ > 0 is a common lower bound
of the operators BN,ε and B0N . We put ζ − c♭ = |ζ − c♭|eiϑ and denote
ρ♭(ζ) =
{
c(ϑ)2|ζ − c♭|−2, |ζ − c♭| < 1,
c(ϑ)2, |ζ − c♭| > 1.
(14.7)
Let ϕε be the solution of problem (14.4), and let ϕ0 be the solution of problem
(14.5) for F ∈ H(O). Suppose that ψε is given by (14.6). Suppose that the
number ε1 satisfies Condition 4.1. Then for 0 < ε 6 ε1 we have
‖ϕε −ϕ0‖L2(O) 6 C30ρ♭(ζ)ε‖F‖L2(O),
‖ϕε −ψε‖H1(O) 6 C31ρ♭(ζ)ε1/2‖F‖L2(O), (14.8)
or, in operator terms,
‖(BN,ε − ζI)−1 − (B0N − ζI)−1‖H(O)→H(O) 6 C30ρ♭(ζ)ε, (14.9)
‖(BN,ε − ζI)−1 − (B0N − ζI)−1 − εKN (ε; ζ)‖H(O)→H1(O) 6 C31ρ♭(ζ)ε1/2.
(14.10)
For the flux gεb(D)ϕε we have
‖gεb(D)ϕε − g˜εSεb(D)ϕ˜0‖L2(O) 6 C32ρ♭(ζ)ε1/2‖F‖L2(O) (14.11)
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for 0 < ε 6 ε1. The constants C30, C31, and C32 depend on d, n, m, p, α0,
α1, ‖g‖L∞ , ‖g−1‖L∞ , the constants k1, k2 from (9.2), the constant k˜1 from
(14.1), the parameters of the lattice Γ, and the domain O.
Proof. Applying Theorem 10.1 with ζ = −1, for 0 < ε 6 ε1 we obtain
‖(BN,ε + I)−1 − (B0N + I)−1‖H(O)→H(O)
= ‖ ((AN,ε + I)−1 − (A0N + I)−1)P‖L2(O)→L2(O) 6 C1(ε+ ε2) 6 2C1ε.
Then, using the analog of identity (2.10) for the operators BN,ε and B0N , we
arrive at
‖(BN,ε−ζI)−1−(B0N−ζI)−1‖H(O)→H(O) 6 2C1ε sup
x>c♭
(x+1)2|x−ζ|−2 (14.12)
for 0 < ε 6 ε1. Similarly to (8.8),
sup
x>c♭
(x+ 1)2|x− ζ|−2 6 cˇ♭ρ♭(ζ), ζ ∈ C \ [c♭,∞), (14.13)
where cˇ♭ = (c♭ + 2)
2. By Remark 14.1(3), cˇ♭ is bounded by a number
depending only on d, n, p, α1, ‖g‖L∞ , and the domain O. Relations (14.12)
and (14.13) imply (14.9) with C30 = 2C1cˇ♭.
Now we apply Theorem 10.2 with ζ = −1. For 0 < ε 6 ε1 we have:
‖(AN,ε + I)−1 − (A0N + I)−1 − εKN (ε;−1)‖L2(O)→H1(O) 6 (C2 + C3)ε1/2.
(14.14)
It follows that
‖A1/2N,ε
(
(AN,ε + I)−1 − (A0N + I)−1 − εKN (ε;−1)
) ‖L2(O)→L2(O)
6 ‖g‖1/2L∞(dα1)1/2(C2 + C3)ε1/2, 0 < ε 6 ε1.
(14.15)
Multiplying the operator under the norm-sign in (14.15) by the projection
P from both sides, we obtain
‖B1/2N,ε
(
(BN,ε + I)−1 − (B0N + I)−1 − εPKN (ε;−1)
) ‖H(O)→H(O)
6 ‖g‖1/2L∞(dα1)1/2(C2 + C3)ε1/2, 0 < ε 6 ε1.
(14.16)
We have
(BN,ε − ζI)−1 − (B0N − ζI)−1 − εPKN (ε; ζ)
= (BN,ε + I)(BN,ε − ζI)−1
(
(BN,ε + I)−1 − (B0N + I)−1 − εPKN (ε;−1)
)
× (B0N + I)(B0N − ζI)−1 + (ζ + 1)(BN,ε − ζI)−1εPKN (ε; ζ).
(14.17)
Multiplying (14.17) by B1/2N,ε from the left and using (14.16), we arrive at
‖B1/2N,ε
(
(BN,ε − ζI)−1 − (B0N − ζI)−1 − εPKN (ε; ζ)
) ‖H(O)→H(O)
6 ‖g‖1/2L∞(dα1)1/2(C2 + C3)ε1/2 sup
x>c♭
(x+ 1)2|x− ζ|−2
+ |ζ + 1|ε sup
x>c♭
x|x− ζ|−2‖ΛεSεb(D)PO(B0N )−1/2‖H(O)→L2(Rd).
(14.18)
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Denote the summands in the right-hand side of (14.18) by T1(ε) and T2(ε).
Taking (14.13) into account, we have
T1(ε) 6 C33ε1/2ρ♭(ζ), 0 < ε 6 ε1, (14.19)
where C33 = cˇ♭‖g‖L∞(dα1)1/2(C2 + C3). Next, from (14.3) it follows that
‖(B0N )−1/2‖H(O)→H1(O) 6 ‖g−1‖1/2L∞ k˜
−1/2
1 .
Combining this with (1.4), (1.19), and (4.3), we obtain
‖ΛεSεb(D)PO(B0N )−1/2‖H(O)→L2(Rd) 6M1α
1/2
1 C
(1)
O ‖g−1‖1/2L∞ k˜
−1/2
1 . (14.20)
By (14.20), the second term in (14.18) admits the estimate
T2(ε) 6 ε|ζ + 1|M1α1/21 C(1)O ‖g−1‖1/2L∞ k˜
−1/2
1 sup
x>c♭
x|x− ζ|−2. (14.21)
Similarly to (8.17), we have
|ζ + 1| sup
x>c♭
x|x− ζ|−2 6 (c♭ + 2)(c♭ + 1)ρ♭(ζ), ζ ∈ C \ [c♭,∞).
Together with (14.21) this implies
T2(ε) 6 C34ερ♭(ζ), (14.22)
where C34 = (c♭ + 2)(c♭ + 1)M1α
1/2
1 C
(1)
O ‖g−1‖1/2L∞ k˜
−1/2
1 .
As a result, relations (14.18), (14.19), and (14.22) imply that
‖B1/2N,ε
(
(BN,ε − ζI)−1 − (B0N − ζI)−1 − εPKN (ε; ζ)
) ‖H(O)→H(O)
6 (C33 + C34)ε
1/2ρ♭(ζ), 0 < ε 6 ε1.
Together with (14.2) this yields
‖(BN,ε − ζI)−1 − (B0N − ζI)−1 − εPKN (ε; ζ)‖H(O)→H1(O) 6 C35ε1/2ρ♭(ζ)
(14.23)
for 0 < ε 6 ε1, where C35 = ‖g−1‖1/2L∞ k˜
−1/2
1 (C33 + C34).
Now we show that the last term under the norm-sign in (14.23) can be
replaced by εKN (ε; ζ); this will only change a constant in estimate. Multi-
plying the operator under the norm-sign in (14.14) by P from the right, we
obtain
‖(BN,ε+I)−1−(B0N+I)−1−εKN (ε;−1)‖H(O)→H1(O) 6 (C2+C3)ε1/2 (14.24)
for 0 < ε 6 ε1. On the other side, from (14.16) and (14.2) it follows that
‖(BN,ε + I)−1 − (B0N + I)−1 − εPKN (ε;−1)‖H(O)→H1(O) 6 C36ε1/2 (14.25)
for 0 < ε 6 ε1, where C36 = k˜
−1/2
1 ‖g−1‖1/2L∞‖g‖
1/2
L∞
(dα1)
1/2(C2 + C3). Com-
paring (14.24) and (14.25), we see that
ε‖PZKN (ε;−1)‖H(O)→H1(O) 6 (C2 + C3 + C36)ε1/2, 0 < ε 6 ε1.
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Hence, by (14.13), we have
ε‖PZKN (ε; ζ)‖H(O)→H1(O) 6 ε‖PZKN (ε;−1)‖H(O)→H1(O)
× ‖(B0N + I)(B0N − ζI)−1‖H(O)→H(O) 6 (C2 + C3 + C36)cˇ1/2♭ ε1/2ρ♭(ζ)1/2
(14.26)
for 0 < ε 6 ε1. As a result, relations (14.23) and (14.26) together with the
identity P + PZ = I imply (14.10) with C31 = C35 + (C2 + C3 + C36)cˇ1/2♭ .
It remains to check (14.11). From (14.8) and (1.2), (1.5) it follows that
for 0 < ε 6 ε1 we have
‖gεb(D)ϕε − gεb(D)ψε‖L2(O) 6 ‖g‖L∞(dα1)1/2C31ρ♭(ζ)ε1/2‖F‖L2(O).
(14.27)
Similarly to (5.19)–(5.21),
‖gεb(D)ψε − g˜εSεb(D)ϕ˜0‖L2(O) 6 (C′ + C′′)ε‖ϕ˜0‖H2(Rd). (14.28)
Now we estimate the H2(O)-norm of the function ϕ0 = (B0N − ζI)−1F. By
(9.12) and (14.13), we have
‖(B0N − ζI)−1‖H(O)→H2(O) 6 ‖(B0N + I)−1‖H(O)→H2(O)
× ‖(B0N + I)(B0N − ζI)−1‖H(O)→H(O) 6 c◦cˇ1/2♭ ρ♭(ζ)1/2.
Hence,
‖ϕ0‖H2(O) 6 c◦cˇ1/2♭ ρ♭(ζ)1/2‖F‖L2(O). (14.29)
By (4.3), (14.28), and (14.29),
‖gεb(D)ψε − g˜εSεb(D)ϕ˜0‖L2(O) 6 C37ερ♭(ζ)1/2‖F‖L2(O), (14.30)
where C37 = (C′+C′′)C(2)O c◦cˇ1/2♭ . Relations (14.27) and (14.30) imply (14.11)
with C32 = ‖g‖L∞(dα1)1/2C31 + C37. •
Now we distinguish the case where Λ ∈ L∞. Denote
K0N (ε; ζ) := [Λε]b(D)(B0N − ζI)−1 (14.31)
and put
ψˇε = ϕ0 + εΛ
εb(D)ϕ0 = (B0N − ζI)−1F+ εK0N (ε; ζ)F. (14.32)
Theorem 14.3. Suppose that the assumptions of Theorem 14.2 and Con-
dition 2.8 are satisfied. Let ψˇε be given by (14.32). Then for 0 < ε 6 ε1 we
have
‖ϕε − ψˇε‖H1(O) 6 C◦31ρ♭(ζ)ε1/2‖F‖L2(O), (14.33)
or, in operator terms,
‖(BN,ε − ζI)−1 − (B0N − ζI)−1 − εK0N (ε; ζ)‖H(O)→H1(O) 6 C◦31ρ♭(ζ)ε1/2.
(14.34)
For the flux gεb(D)ϕε we have
‖gεb(D)ϕε − g˜εb(D)ϕ0‖L2(O) 6 C◦32ρ♭(ζ)ε1/2‖F‖L2(O) (14.35)
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for 0 < ε 6 ε1. The constants C
◦
31 and C
◦
32 depend on d, n, m, p, α0,
α1, ‖g‖L∞ , ‖g−1‖L∞ , the constants k1, k2 from (9.2), the constant k˜1 from
(14.1), the parameters of the lattice Γ, the domain O, and the norm ‖Λ‖L∞ .
Proof. Similarly to (6.5)–(6.9),
‖ψε − ψˇε‖H1(O) 6 C′′′ε‖ϕ˜0‖H2(Rd).
Together with (4.3) and (14.29) this yields
‖ψε − ψˇε‖H1(O) 6 C′′′C(2)O c◦cˇ1/2♭ ερ♭(ζ)1/2‖F‖L2(O). (14.36)
Now relations (14.8) and (14.36) imply the required estimate (14.33) with
C◦31 = C31 + C′′′C(2)O c◦cˇ1/2♭ .
Let us check (14.35). From (14.33) it follows that
‖gεb(D)ϕε − gεb(D)ψˇε‖L2(O) 6 ‖g‖L∞(dα1)1/2C◦31ρ♭(ζ)ε1/2‖F‖L2(O)
(14.37)
for 0 < ε 6 ε1. Similarly to (6.11) and (6.12), we have
‖gεb(D)ψˇε − g˜εb(D)ϕ0‖L2(O) 6 C˜′ε‖ϕ0‖H2(O). (14.38)
Relations (14.29), (14.37), and (14.38) imply (14.35) with C◦32 =
‖g‖L∞(dα1)1/2C◦31 + C˜′c◦cˇ1/2♭ . •
14.3. Special cases. The following statement concerns the case where the
corrector is equal to zero.
Proposition 14.4. Suppose that the assumptions of Theorem 14.2 are sat-
isfied. If g0 = g, i. e., relations (1.13) are satisfied, then Λ = 0, ψε = ϕ0,
and for 0 < ε 6 ε1 we have
‖ϕε −ϕ0‖H1(O) 6 C31ρ♭(ζ)ε1/2‖F‖L2(O).
Next statement is similar to Proposition 8.5.
Proposition 14.5. Suppose that the assumptions of Theorem 14.2 are sat-
isfied. If g0 = g, i. e., relations (1.14) are satisfied, then for 0 < ε 6 ε1 we
have
‖gεb(D)ϕε − g0b(D)ϕ0‖L2(O) 6 C◦32ρ♭(ζ)ε1/2‖F‖L2(O).
14.4. Approximation of the resolvent of the operator BN,ε in a
strictly interior subdomain. Let O′ be a strictly interior subdomain of
the domain O. Using Theorem 14.2 and the results for the problem in Rd,
we obtain approximation of the solution ϕε in H
1(O′) of sharp order with
respect to ε.
Theorem 14.6. Suppose that the assumptions of Theorem 14.2 are sat-
isfied. Let O′ be a strictly interior subdomain of the domain O, and let
δ := dist {O′; ∂O}. Then for 0 < ε 6 ε1 we have
‖ϕε −ψε‖H1(O′)
6
(
C
′
♭δ
−1(c(ϑ)ρ♭(ζ) + c(ϑ)
5/2ρ♭(ζ)
3/4) + C′′♭ c(ϑ)
1/2ρ♭(ζ)
5/4
)
ε‖F‖L2(O),
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or, in operator terms,
‖(BN,ε − ζI)−1 − (B0N − ζI)−1 − εKN (ε; ζ)‖H(O)→H1(O′)
6
(
C′♭δ
−1(c(ϑ)ρ♭(ζ) + c(ϑ)
5/2ρ♭(ζ)
3/4) + C′′♭ c(ϑ)
1/2ρ♭(ζ)
5/4
)
ε.
(14.39)
For the flux gεb(D)ϕε we have
‖gεb(D)ϕε − g˜εSεb(D)ϕ˜0‖L2(O′)
6
(
C˜′♭δ
−1(c(ϑ)ρ♭(ζ) + c(ϑ)
5/2ρ♭(ζ)
3/4) + C˜′′♭ c(ϑ)
1/2ρ♭(ζ)
5/4
)
ε‖F‖L2(O)
(14.40)
for 0 < ε 6 ε1. The constants C
′
♭, C
′′
♭ , C˜
′
♭, and C˜
′′
♭ depend on d, n, m, p, α0,
α1, ‖g‖L∞ , ‖g−1‖L∞ , the constants k1, k2 from (9.2), the constant k˜1 from
(14.1), the parameters of the lattice Γ, and the domain O.
Proof is quite similar to the proof of Theorem 8.6; we omit the details. •
Theorem 14.7. Suppose that the assumptions of Theorem 14.3 are sat-
isfied. Let O′ be a strictly interior subdomain of the domain O, and let
δ := dist {O′; ∂O}. Then for 0 < ε 6 ε1 we have
‖ϕε − ψˇε‖H1(O′)
6
(
C
′
♭δ
−1(c(ϑ)ρ♭(ζ) + c(ϑ)
5/2ρ♭(ζ)
3/4) + Cˇ′′♭ c(ϑ)
1/2ρ♭(ζ)
5/4
)
ε‖F‖L2(O),
or, in operator terms,
‖(BN,ε − ζI)−1 − (B0N − ζI)−1 − εK0N (ε; ζ)‖H(O)→H1(O′)
6
(
C
′
♭δ
−1(c(ϑ)ρ♭(ζ) + c(ϑ)
5/2ρ♭(ζ)
3/4) + Cˇ′′♭ c(ϑ)
1/2ρ♭(ζ)
5/4
)
ε.
(14.41)
For the flux gεb(D)ϕε we have
‖gεb(D)ϕε − g˜εb(D)ϕ0‖L2(O′)
6
(
C˜
′
♭δ
−1(c(ϑ)ρ♭(ζ) + c(ϑ)
5/2ρ♭(ζ)
3/4) + Ĉ′′♭ c(ϑ)
1/2ρ♭(ζ)
5/4
)
ε‖F‖L2(O)
(14.42)
for 0 < ε 6 ε1. The constants C
′
♭, C˜
′
♭ are the same as in Theorem 14.6. The
constants Cˇ′′♭ and Ĉ
′′
♭ depend on d, n, m, p, α0, α1, ‖g‖L∞ , ‖g−1‖L∞ , the
constants k1, k2 from (9.2), the constant k˜1 from (14.1), the parameters of
the lattice Γ, the domain O, and ‖Λ‖L∞ .
Proof. It is easy to prove this theorem, using Theorem 14.6 and relations
(14.29), (14.36), and (14.38). •
14.5. Application of the resuts for BN,ε to the operator AN,ε. The-
orem 14.2 allows us to obtain approximation of the resolvent (AN,ε − ζI)−1
in a regular point ζ ∈ C \ [c♭,∞), ζ 6= 0.
Theorem 14.8. Let ζ ∈ C \ [c♭,∞) and ζ 6= 0. Let uε be the solution
of problem (9.6), and let u0 be the solution of problem (9.13) with F ∈
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L2(O;Cn). Suppose that the number ε1 satisfies Condition 4.1. Then for
0 < ε 6 ε1 we have
‖uε − u0‖L2(O) 6 C30ρ♭(ζ)ε‖F‖L2(O),
where ρ♭(ζ) is defined by (14.7). In operator terms,
‖(AN,ε − ζI)−1 − (A0N − ζI)−1‖L2(O)→L2(O) 6 C30ρ♭(ζ)ε. (14.43)
Denote v̂ε = u0 + εΛ
εSεb(D)û0, where û0 = PO(A0N − ζI)−1PF. Then for
0 < ε 6 ε1 we have
‖uε − v̂ε‖H1(O) 6 C31ρ♭(ζ)ε1/2‖F‖L2(O),
or, in operator terms,
‖(AN,ε − ζI)−1 − (A0N − ζI)−1 − εK̂N (ε; ζ)‖L2(O)→H1(O) 6 C31ρ♭(ζ)ε1/2.
(14.44)
Here K̂N (ε; ζ) := RO[Λ
ε]Sεb(D)PO(A0N − ζI)−1P. For the flux pε =
gεb(D)uε we have
‖pε − g˜εSεb(D)û0‖L2(O) 6 C32ρ♭(ζ)ε1/2‖F‖L2(O) (14.45)
for 0 < ε 6 ε1. The constants C30, C31, and C32 are the same as in Theorem
14.2.
Proof. Note that for ζ ∈ C \ [c♭,∞), ζ 6= 0, we have
(AN,ε − ζI)−1 = (AN,ε − ζI)−1P + (AN,ε − ζI)−1PZ ,
and (AN,ε−ζI)−1P = (BN,ε−ζI)−1P, (AN,ε−ζI)−1PZ = −ζ−1PZ . Hence,
(AN,ε − ζI)−1 = (BN,ε − ζI)−1P − ζ−1PZ .
Similarly,
(A0N − ζI)−1 = (B0N − ζI)−1P − ζ−1PZ .
Therefore,
(AN,ε− ζI)−1− (A0N − ζI)−1 =
(
(BN,ε − ζI)−1 − (B0N − ζI)−1
)P. (14.46)
Estimate (14.43) follows directly from (14.9) and (14.46). Note that
K̂N (ε; ζ) = KN (ε; ζ)P. Then
(AN,ε − ζI)−1 − (A0N − ζI)−1 − εK̂N (ε; ζ)
=
(
(BN,ε − ζI)−1 − (B0N − ζI)−1 − εKN (ε; ζ)
)P. (14.47)
Together with (14.10) this implies (14.44).
Next, since b(D)(AN,ε − ζI)−1PZ = 0, then
gεb(D)(AN,ε − ζI)−1 − g˜εSεb(D)PO(A0N − ζI)−1P
=
(
gεb(D)(BN,ε − ζI)−1 − g˜εSεb(D)PO(B0N − ζI)−1
)P. (14.48)
Obviously, in operator terms (14.11) means that
‖gεb(D)(BN,ε−ζI)−1− g˜εSεb(D)PO(B0N −ζI)−1‖H(O)→L2(O) 6 C32ρ♭(ζ)ε1/2
(14.49)
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for 0 < ε 6 ε1. Now relations (14.48) and (14.49) imply that
‖gεb(D)(AN,ε − ζI)−1 − g˜εSεb(D)PO(A0N − ζI)−1P‖L2(O)→L2(O)
6 C32ρ♭(ζ)ε
1/2, 0 < ε 6 ε1,
which is equivalent to (14.45). •
Theorem 14.3 implies the following result.
Theorem 14.9. Let ζ ∈ C \ [c♭,∞) and ζ 6= 0. Let uε be the solution
of problem (9.6), and let u0 be the solution of problem (9.13) with F ∈
L2(O;Cn). Suppose that Condition 2.8 is satisfied. Suppose that K0N (ε; ζ)
is defined by (12.1) and vˇε is given by (12.2). Suppose that the number ε1
satisfies Condition 4.1. Then for 0 < ε 6 ε1 we have
‖uε − vˇε‖H1(O) 6 C◦31ρ♭(ζ)ε1/2‖F‖L2(O),
or, in operator terms,
‖(AN,ε − ζI)−1 − (A0N − ζI)−1 − εK0N (ε; ζ)‖L2(O)→H1(O) 6 C◦31ρ♭(ζ)ε1/2.
(14.50)
For the flux pε = g
εb(D)uε we have
‖pε − g˜εb(D)u0‖L2(O) 6 C◦32ρ♭(ζ)ε1/2‖F‖L2(O) (14.51)
for 0 < ε 6 ε1. The constants C
◦
31 and C
◦
32 are the same as in Theorem 14.3.
Proof. By (12.1), (14.31), and the identity b(D)PZ = 0, we haveK0N (ε; ζ) =
K0N (ε; ζ)P. Together with (14.46) this yields
(AN,ε − ζI)−1 − (A0N − ζI)−1 − εK0N (ε; ζ)
=
(
(BN,ε − ζI)−1 − (B0N − ζI)−1 − εK0N (ε; ζ)
)P. (14.52)
Relations (14.34) and (14.52) imply (14.50).
Next, since b(D)PZ = 0, then
gεb(D)(AN,ε − ζI)−1 − g˜εb(D)(A0N − ζI)−1
=
(
gεb(D)(BN,ε − ζI)−1 − g˜εb(D)(B0N − ζI)−1
)P. (14.53)
Relations (14.35) and (14.53) yield (14.51). •
The next result follows from Theorem 14.6.
Theorem 14.10. Suppose that the assumptions of Theorem 14.8 are sat-
isfied. Let O′ be a strictly interior subdomain of the domain O, and let
δ := dist {O′; ∂O}. Then for any 0 < ε 6 ε1 we have
‖uε − v̂ε‖H1(O′)
6
(
C
′
♭δ
−1(c(ϑ)ρ♭(ζ) + c(ϑ)
5/2ρ♭(ζ)
3/4) + C′′♭ c(ϑ)
1/2ρ♭(ζ)
5/4
)
ε‖F‖L2(O),
or, in operator terms,
‖(AN,ε − ζI)−1 − (A0N − ζI)−1 − εK̂N (ε; ζ)‖H(O)→H1(O′)
6
(
C
′
♭δ
−1(c(ϑ)ρ♭(ζ) + c(ϑ)
5/2ρ♭(ζ)
3/4) + C′′♭ c(ϑ)
1/2ρ♭(ζ)
5/4
)
ε.
(14.54)
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For the flux pε = g
εb(D)uε we have
‖pε − g˜εSεb(D)û0‖L2(O′)
6
(
C˜′♭δ
−1(c(ϑ)ρ♭(ζ) + c(ϑ)
5/2ρ♭(ζ)
3/4) + C˜′′♭ c(ϑ)
1/2ρ♭(ζ)
5/4
)
ε‖F‖L2(O)
(14.55)
for 0 < ε 6 ε1. The constants C
′
♭, C
′′
♭ , C˜
′
♭, and C˜
′′
♭ are the same as in Theorem
14.6.
Proof. Estimate (14.54) is a consequence of (14.39) and (14.47). Inequality
(14.55) follows from (14.40) and (14.48). •
The next result is deduced from Theorem 14.7.
Theorem 14.11. Suppose that the assumptions of Theorem 14.9 are sat-
isfied. Let O′ be a strictly interior subdomain of the domain O, and let
δ := dist {O′; ∂O}. Then for 0 < ε 6 ε1 we have
‖uε − vˇε‖H1(O′)
6
(
C′♭δ
−1(c(ϑ)ρ♭(ζ) + c(ϑ)
5/2ρ♭(ζ)
3/4) + Cˇ′′♭ c(ϑ)
1/2ρ♭(ζ)
5/4
)
ε‖F‖L2(O),
or, in operator terms,
‖(AN,ε − ζI)−1 − (A0N − ζI)−1 − εK0N (ε; ζ)‖L2(O)→H1(O′)
6
(
C′♭δ
−1(c(ϑ)ρ♭(ζ) + c(ϑ)
5/2ρ♭(ζ)
3/4) + Cˇ′′♭ c(ϑ)
1/2ρ♭(ζ)
5/4
)
ε.
(14.56)
For the flux pε = g
εb(D)uε we have
‖pε − g˜εb(D)u0‖L2(O′)
6
(
C˜
′
♭δ
−1(c(ϑ)ρ♭(ζ) + c(ϑ)
5/2ρ♭(ζ)
3/4) + Ĉ′′♭ c(ϑ)
1/2ρ♭(ζ)
5/4
)
ε‖F‖L2(O)
(14.57)
for 0 < ε 6 ε1. The constants C
′
♭, Cˇ
′′
♭ , C˜
′
♭, and Ĉ
′′
♭ are the same as in Theorem
14.7.
Proof. Estimate (14.56) follows from (14.41) and (14.52). Inequality (14.57)
is a consequence of (14.42) and (14.53). •
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