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Abstract
We prove a monotonicity and a comparison theorem for the solutions of a rational matrix
differential equation appearing in stochastic control and derive existence and convergence
results for the solutions of this differential equation. Moreover, in the time-invariant case, we
present conditions ensuring that the corresponding algebraic matrix equation has a stabilizing
solution.
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1. Introduction
In many applications (see [35]) there appear linear–quadratic stochastic optimal
control problems of the form
dx(t) = [A(t)x(t)+ B(t)u(t)] dt + [C(t)x(t)+D(t)u(t)] dw(t),
x(t0) = x0,
}
(1.1)
J (u) := E
{
x(tf)
TQfx(tf)+
∫ tf
t0
[
x(t)
u(t)
]T[Q(t) S(t)
S(t)T R(t)
][
x(t)
u(t)
]
dt
}
,
(1.2)
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where the state x(t) and the control u(t) are stochastic processes of dimensions n
and m, respectively, and where w(t) is a one-dimensional standard Wiener process
(Brownian motion) on some probability space (,F, P ). Moreover it is assumed
here that u(t) is non-anticipating with respect to w(t), x0 is independent of w(t) and
that A, B, C and D are sufficiently smooth matrix-functions.
Analogously to the proof of Theorem 6.1 in [35] (see also Proposition 2.1 in [3])
it can be shown that the optimal control for (1.1) and (1.2) is determined by the
solution of the following terminal value problem for a generalized Riccati matrix
differential equation (where we suppress the argument t):
−P˙ = ATP + PA+Q+ CTPC − (S + PB + CTPD)
× (R +DTPD)+(S + PB + CTPD)T, P (tf) = Qf. (1.3)
More precisely we have
Theorem 1.1. Let P be the solution of the terminal value problem (1.3). If P exists
on the interval [t0, tf] such that in addition
R(t)+D(t)TP(t)D(t)  0
and
Ker[R(t)+D(t)TP(t)D(t)] ⊆ Ker[S(t)+ P(t)B(t)+ C(t)TP(t)D(t)]
for all t ∈ [t0, tf], then
J (u)  E
{
xT0 P(t0)x0
}
,
where equality holds if u(t) = F(t)x(t) with the feedback matrix
F(t) = −[R(t)+D(t)TP(t)D(t)]+[S(t)+ P(t)B(t)+ C(t)TP(t)D(t)]T.
The main purpose of this note is to show that several of the nice properties of
standard matrix Riccati equations remain valid for the solutions of a general class of
rational matrix equations which contains (1.3) as a particular case; for convenience
we confine to the autonomous case.
For this purpose we consider below matrix differential equations of the form
−X˙= A∗X +XA+Q+1(X)− [S +XB +12(X)]
× [R +2(X)]+[S +XB +12(X)]∗ (1.4)
and the corresponding algebraic equations
A∗X +XA+Q+1(X)− [S +XB +12(X)]
× [R +2(X)]+[S +XB +12(X)]∗ = 0, (1.5)
G. Freiling, A. Hochhaus / Linear Algebra and its Applications 379 (2004) 43–68 45
where Z+ is the Moore–Penrose inverse of a matrix Z and A, B, Q, R and S are
given matrices of sizes n× n, n×m, n× n, m×m and n×m, respectively, such
that
T :=
[
Q S
S∗ R
]
is hermitian. We assume further that the operator  :Hn →Hn+m with
(X) :=
[ 1(X) 12(X)
12(X)∗ 2(X)
]
is linear and positive, i.e. X  0 implies (X)  0. Here, Hn stands for the real
vector space of hermitian matrices of size n, and by X  0 (or X > 0) it is denoted
that X = X∗ is positive semidefinite (or positive definite).
Notice that in (1.3)  takes the form (X) = [C D]TX[C D].
Equations of the form (1.4) and certain special cases have been studied recently
(see [4,9,13,25,35]) and can be considered as generalized Riccati-type equations. In
[4] it was pointed out that the study of the generalized Riccati equation (1.3) (where
the positive definiteness constraint R +DTPD > 0 as it was used by most authors
working in this field is relaxed) is very important from the point of view of stochastic
control since the solvability of this equation is equivalent to that of the underlying
stochastic LQ problem.
In the case where R > 0 and  ≡ 0 (1.4) reduces to the continous-time Riccati
differential equation
−X˙ = A∗X +XA+Q− (S +XB)R−1(S +XB)∗,
and for R > 0, 2 ≡ 0 and 12 ≡ 0 (1.4) coincides with
−X˙ = A∗X +XA+Q+1(X)− (S +XB)R−1(S +XB)∗.
The latter class of linearly perturbed Riccati differential equations appears among
others in control problems with stochastically jumping parameters (see [15,16,19,
22,23,31,34] and the numerous literature cited therein); the corresponding algebraic
equations and inequalities play also an important role in the application of the Lyapu-
nov–Krasovskii method to linear time-delay systems (see [26,32]).
First steps concerning the theory of the rational matrix differential equation (1.4)
have been performed by Hinrichsen and Pritchard [25], Ait Rami and coworkers
[3,5] and Chen and coworkers [9–11], who obtained unter additional assumptions
sufficient conditions for the existence of the solutions of (1.4) on a given interval for
certain initial values (see also [20]). The algebraic equation (1.5) and some general-
izations of it have been studied recently in detail by Damm and Hinrichsen [13,14].
Dragan and Morozan [17] considered in the case of time-varying coefficients cou-
pled systems of differential equations which can be transformed to the form (1.4);
they investigate properties of stabilizing and bounded solutions of these differential
equations and provide a theorem on the existence of the maximal solution—the case
of periodic coefficients is studied as well.
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The aim of this paper is to provide a unified treatment of the class of Eq. (1.4).
In Sections 2 and 3 of this note we recall several notations and preliminary results
concerning Schur complements and linearly perturbed Lyapunov equations. In Sec-
tion 4 we show that the solutions of (1.4) depend in particular monotonically on T
and on a given initial or terminal value. As a consequence of Theorem 4.5 we derive
two corollaries concerning the existence of the solutions of (1.4) on (−∞, tf] which
extend the existence result that has been derived recently in [9]. The main contri-
bution of Section 5 is Theorem 5.9 where we present sufficient conditions for the
existence and the uniqueness of the stabilizing solution X+ of (1.5). Furthermore we
show in Section 6 that under adequate definiteness, stabilizability and detectability
assumptions the solution of (1.4) converges for any positive semidefinite terminal
value to the stabilizing solution of (1.5).
There exist also discrete-time versions of our results—details can be found in [21].
2. The Schur complement
In this section we present some notations and preliminary results from matrix
analysis.
Remark 2.1. The Moore–Penrose inverse of anm× nmatrixZ is the unique n×m
matrix Z+ satisfying the conditions
Z+ZZ+ = Z+, ZZ+Z = Z, (Z+Z)∗ = Z+Z, (ZZ+)∗ = ZZ+.
It has the following properties (see [29]):
(i) (Z+)+ = Z.
(ii) (Z∗)+ = (Z+)∗.
(iii) (λZ)+ = λ−1Z+ for all λ /= 0.
(iv) KerZ+ = KerZ∗, ImZ+ = ImZ∗.
(v) If Z is hermitian or positive semidefinite, then so is Z+.
Lemma 2.2 [2,Theorem 9.17]. Assume that Z is an m× n matrix and W is a p × n
matrix. Then the following statements are equivalent:
(i) KerZ ⊆ KerW .
(ii) W = WZ+Z.
(iii) W+ = Z+ZW+.
Lemma 2.3 [6,Theorem 1]. Let H be a hermitian matrix of size n+m with
H =
[
L N
N∗ M
]
,
where L is n× n and M is m×m. Then:
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(i) H is positive semidefinite if and only if
M  0, L−NM+N∗  0 and KerM ⊆ KerN.
(ii) If M > 0 then H is positive semidefinite if and only if L−NM−1N∗  0.
(iii) H is positive definite if and only if M > 0 and L−NM−1N∗ > 0.
The matrix H/M := L−NM+N∗ is called the Schur complement of M in H .
Corollary 2.4. If
H =
[
L N
N∗ M
]
is a hermitian matrix then H admits a Schur decomposition
H =
[
I NM+
0 I
][
L−NM+N∗ 0
0 M
][
I 0
M+N∗ I
]
if and only if KerM ⊆ KerN .
The following lemma provides the basis for the proof of a comparison theorem
for rational matrix differential equations of the form (1.4); under the additional as-
sumption KerM = Ker M˜ it was already proved in [12].
Lemma 2.5. Let
H =
[
L N
N∗ M
]
and H˜ =
[
L˜ N˜
N˜∗ M˜
]
be hermitian (n+m)× (n+m) matrices, where L and L˜ are n× n matrices. De-
fine Hd := H − H˜ , Md := M − M˜ and Nd := N − N˜ . If
KerM ⊆ KerN, Ker M˜ ⊆ Ker N˜ and KerMd ⊆ KerNd,
then
H/M − H˜ /M˜ −Hd/Md = (NM+M˜ − N˜)
(
M+d + M˜+
)
(NM+M˜ − N˜)∗.
Proof. From the definition of H/M we infer
H/M − H˜ /M˜ −Hd/Md
= −NM+N∗ + N˜M˜+N˜∗ + (N − N˜)M+d (N − N˜)∗
= [N −N˜ ]
[
M+d −M+ M+d
M+d M
+
d + M˜+
]
[N −N˜ ]∗. (2.1)
With the assumptions of the lemma it follows from Lemma 2.2 that N = NM+M
and N˜ = N˜M˜+M˜ . Using the properties of the Moore–Penrose inverse we get
NM+M˜(M+d + M˜+)N˜∗ = N
(
M+d +M+
)
N˜∗ −NM+MdM+d N˜∗
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and
NM+M˜
(
M+d + M˜+
)
M˜M+N∗
= N(M+d +M+)N∗ −NM+d MdM+N∗ −NM+MdM+d N∗.
From the last two identities it follows with Nd = NdM+d Md that
(NM+M˜ − N˜)(M+d + M˜+)(NM+M˜ − N˜)∗
= N(M+d +M+)N∗ −N(M+d +M+)N˜∗ − N˜(M+d +M+)N∗
−NM+MdM+d (N − N˜)∗ − (N − N˜)M+d MdM+N∗
+ N˜(M+d + M˜+)N˜∗
= N(M+d −M+)N∗ −NM+d N˜∗ − N˜M+d N∗ + N˜(M+d + M˜+)N˜∗
= [N −N˜ ]
[
M+d −M+ M+d
M+d M
+
d + M˜+
]
[N −N˜ ]∗,
and this yields together with (2.1) the assertion of the lemma. 
Corollary 2.6. Let
H =
[
L N
N∗ M
]
and H˜ =
[
L˜ N˜
N˜∗ M˜
]
be hermitian (n+m)× (n+m) matrices, where L and L˜ are n× n matrices. As-
sume that
KerM ⊆ KerN and Ker M˜ ⊆ Ker N˜ .
If H  H˜ and M˜  0 then the difference H/M − H˜ /M˜ is positive semidefinite.
Proof. Let Hd := H − H˜ , Md := M − M˜ and Nd := N − N˜ . From Hd  0 we
infer with Lemma 2.3(i) that Md  0, Hd/Md  0 and KerMd ⊆ KerNd. Therefore
the assumptions of Lemma 2.5 are satisfied. Moreover M+d and M˜+ are positive
semidefinite. Consequently Lemma 2.5 yields the assertion of the corollary. 
3. Lyapunov equations and stability
In this section we consider the linearly perturbed algebraic Lyapunov equation
A∗X +XA+1(X)+Q = 0, (3.1)
where A and Q are given n× n matrices, Q is hermitian and 1 :Hn →Hn is
a positive linear operator. For the investigation of (3.1) we need some preliminary
facts.
G. Freiling, A. Hochhaus / Linear Algebra and its Applications 379 (2004) 43–68 49
First we extend some results of Damm and Hinrichsen [13] which are based on the
concept of resolvent positive operators in ordered Banach spaces. More information
about ordered Banach spaces can be found in Section 7.1 of [36].
Throughout this article we endow the real vector spaceHn of all hermitian n× n
matrices with the scalar product 〈A,B〉 := trAB and the induced Frobenius norm
‖A‖F := 〈A,A〉1/2. Notice thatHn is a Hilbert space with respect to 〈·, ·〉; moreover
Hn is ordered since the cone Hn+ of all positive semidefinite matrices defines an
order relation on Hn by
A  B ⇔ A− B ∈H+n ;
this order is used subsequently.
In the next lemma we recall some properties of the trace of a product of matrices.
Lemma 3.1 [24]
(i) For all matrices A ∈ Cn×m and B ∈ Cm×n, trAB = trBA.
(ii) LetA,B ∈Hn+ withB > 0. Then, trAB  0,with equality holding if and only
if B = 0.
(iii) Let A,B ∈Hn+. Then, trAB  0, with equality holding if and only if AB = 0.
Now we introduce the concept of resolvent positive operators. Details on this topic
can be found in Section 3.11 of [8].
Definition 3.2. An operatorT :Hn →Hn is called inverse positive if the inverse
T−1 exists and is positive. The operatorT is called resolvent positive if λI−T is
inverse positive for all sufficiently large λ ∈ R.
For any linear continuous operator T we denote by
r(T) := sup
λ∈σ(T)
|λ| and s(T) := sup
λ∈σ(T)
Re λ
the spectral radius and the spectral bound of T, respectively.
Define the continuous-time Lyapunov operator LA by
LA :Hn →Hn, X → A∗X +XA.
If λ1, . . . , λn are the eigenvalues of A (counted with multiplicities), then the eigen-
values of LA, considered as an operator from Cn×n to Cn×n, are the n2 numbers
λj + λk, 1  j , k  n. If all eigenvalues of A lie in the open left half-plane then
−LA is inverse positive, and the inverse ofLA is given by (see Section 5.3 in [28])
L−1A (X) = −
∫ ∞
0
eA
∗tXeAt dt.
Since λI−LA = −LA−λ/2I is inverse positive for λ > 2s(LA) it follows from
Definition 3.2 that LA is resolvent positive.
The next theorem generalizes Lyapunovs stability theorem. A slightly modified
version of this result can already be found in [19] (see also [18, Section III]); in the
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case of time-varying coefficients a similar result has been proved in [16, Proposition
4.6].
Theorem 3.3 [13]. The following statements are equivalent:
(i) All eigenvalues of A lie in the open left half-plane and r(L−1A 1) < 1.
(ii) −(LA −1) is inverse positive.
(iii) There is some X > 0 such that (LA +1)(X) < 0.
(iv) For any Q > 0 Eq. (3.1) has a unique solution X > 0.
(v)LA +1 is c-stable.
If any one of these conditions is fulfilled then A is called c-stable relative to 1.
It turns out that the classical definitions of stabilizability and detectability have to
be replaced in our situation by the following generalizations.
Definition 3.4. A pair (A,B) of matrices A ∈ Cn×n and B ∈ Cn×m is said to
be c-stabilizable relative to  if there is a matrix F such that A+ BF is c-stable
relative to[
I
F
]∗

[
I
F
]
.
According to Theorem 3.3 (A,B) is c-stabilizable relative to  if and only if the
inequality
(A+ BF)∗X +X(A+ BF)+
[
I
F
]∗
(X)
[
I
F
]
< 0
is fulfilled by a pair (F,X) with X > 0.
We mention that the concept of mean square stabilizability used in [19] is in the
special case considered therein equivalent to c-stabilizability relative to .
Definition 3.5. A pair (C,A) of matrices A ∈ Cn×n and C ∈ Cm×n is said to be c-
detectable relative to1 if there is a matrix L ∈ Cn×m such that A+ LC is c-stable
relative to 1.
Next we formulate a necessary condition for c-detectability which corresponds to
the well-known Hautus criterion.
Lemma 3.6. If there exist a positive semidefinite matrix V /= 0 with CV = 0 and
some λ  0 such that
(LA +1)adj(V ) = λV, (3.2)
then (C,A) is not c-detectable relative to 1.
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Proof. We assume that (C,A) is c-detectable relative to 1. Then according to
Theorem 3.3 there exist matrices L ∈ Cn×m and X > 0 such that
(LA+LC +1)(X) < 0. (3.3)
From CV = 0 and Lemma 3.1(i) we infer that 〈V,LA+LC(X)〉 = 〈V,LA(X)〉.
Using hypothesis (3.2) and Lemma 3.1(iii) it follows now that
0  λ〈V,X〉 = 〈(LA +1)adj(V ),X〉
= 〈V,LA(X)+1(X)〉
= 〈V,LA+LC(X)+1(X)〉  0.
Hence 〈V,LA+LC(X)+1(X)〉 = 0, and Lemma 3.1(ii) yields now in view of
(3.3) that V = 0, which contradicts the hypotheses. 
The following lemma generalizes results known from stability theory in the spe-
cial case 1 ≡ 0.
Lemma 3.7. Suppose Q  0 and (3.1) has a solution X  0.
(i) If Q > 0 then A is c-stable relative to 1 and we have X > 0.
(ii) If (Q,A) is c-detectable relative to 1 then A is c-stable relative to 1.
Proof. (i) Let us assume thatA is not c-stable relative to1. Then from Theorem 3.3
it follows that s(LA +1)  0 and now the Krein–Rutman-Theorem for resolvent
positive operators (see [13, Theorem 3.7]) shows that there is some λ  0 and a
matrix V ∈H+n \ {0} such that (LA +1)adj(V ) = λV . So we have
0  〈V,Q〉 = −〈V, (LA +1)(X)〉 = −λ〈V,X〉  0.
Hence 〈V,Q〉 = 0, and since Q is positive definite, it follows from Lemma 3.1(ii)
that V = 0. This contradiction proves that A is c-stable relative to 1 and from
Theorem 3.3 we obtain that the unique solution of (3.1) is positive definite.
(ii) We give here a short proof of this assertion; another proof can be found in [19].
If A is not c-stable relative to 1, then it follows from the proof above that there is
a nonzero matrix V  0 such that 〈V,Q〉 = 0. Since V and Q are both positive
semidefinite we obtain QV = 0 which contradicts by Lemma 3.6 the c-detectability
of (Q,A) relative to 1. 
4. Existence and comparison theorems
In this section we present a general comparison theorem which allows the com-
parison of solutions of two rational matrix differential equations. As corollaries we
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derive two existence results. To formulate the comparison theorem we define D(R)
as the set of all X ∈Hn such that
R +2(X)  0 and Ker[R +2(X)] ⊆ Ker[S +XB +12(X)]
and the rational matrix operator R : D(R)→Hn by
R(X)= A∗X +XA+Q+1(X)− [S +XB +12(X)]
× [R +2(X)]+[S +XB +12(X)]∗. (4.1)
If 12 ≡ 0 and 2 ≡ 0 then D(R) =Hn if
R  0 and KerR ⊆ Ker
[
S
B
]
.
In the general situation we have
Lemma 4.1. If Xˆ ∈ D(R) and Ker[R +2(Xˆ)] ⊆ KerB, then
X ∈ D(R) for all X  Xˆ.
In particular,Hn+ is contained in D(R) if
R  0 and KerR ⊆ Ker
[
S
B
]
.
Proof. From R +2(Xˆ)  0 and X  Xˆ we infer that
R +2(X)  R +2(Xˆ)  0,
consequently
R +2(X)  2(X − Xˆ)  0.
These inequalities imply that
Ker[R +2(X)] ⊆ Ker[R +2(Xˆ)] (4.2)
and
Ker[R +2(X)] ⊆ Ker2(X − Xˆ) ⊆ Ker12(X − Xˆ),
where the last inclusion is obtained by applying Lemma 2.3(i) to the matrix H :=
(X − Xˆ). Using (4.2) and the assumptions fulfilled by Ker[R +2(Xˆ)] we get
Ker[R +2(X)] ⊆ Ker[S + XˆB +12(Xˆ)]
and
Ker[R +2(X)] ⊆ KerB ⊆ Ker[(X − Xˆ)B].
Combining the preceding relations we obtain finally
Ker[R +2(X)] ⊆ Ker[S +XB +12(X)],
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and together with R +2(X)  0 it follows that X ∈ D(R). If in particular
R  0 and KerR ⊆ Ker
[
S
B
]
,
then Xˆ = 0 fulfills the assumptions of the lemma. In this case Hn+ is contained in
D(R). 
It is obvious that R(X) is the Schur complement of the so-called dissipation ma-
trix
(X) :=
[
A∗X +XA+Q+1(X) S +XB +12(X)
[S +XB +12(X)]∗ R +2(X)
]
. (4.3)
Consequently, by Lemma 2.3(i) the quadratic matrix inequality R(X)  0 and the
linear matrix inequality (X)  0 are equivalent on D(R).
We agree that in this paper all statements concerning solutionsX of (1.4) and (1.5)
are made under the additional hypothesis X(t) ∈ D(R) on its domain of definition
and X ∈ D(R), respectively.
Lemma 4.2. If X is a hermitian (n× n) matrix such that
Ker[R +2(X)] ⊆ Ker[S +XB +12(X)] (4.4)
then
R(X) = (A+ BF)∗X +X(A+ BF)+
[
I
F
]∗[T +(X)][ I
F
]
, (4.5)
where
F = F(X) := −[R +2(X)]+[S +XB +12(X)]∗. (4.6)
Proof. From Lemma 2.2 it follows that condition (4.4) is equivalent to
−F ∗[R +2(X)] = S +XB +12(X).
So, if we rewrite R(X) as
R(X) = A∗X +XA+Q+1(X)− F ∗[R +2(X)]F,
we obtain
R(X)−
[
I
F
]∗[T +(X)][ I
F
]
= A∗X +XA− {S +12(X)+ F ∗[R +2(X)]}F
−F ∗{[S +12(X)]∗ + [R +2(X)]F}
= (A+ BF)∗X +X(A+ BF). 
Lemma 4.3. Let X1 and X2 be hermitian (n× n) matrices such that
Ker[R +2(Xi)] ⊆ Ker[S +XiB +12(Xi)], i = 1, 2.
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For i = 1, 2 define
Fi := F(Xi) = −[R +2(Xi)]+[S +XiB +12(Xi)]∗.
Then the following identities hold:
R(X1)= (A+ BF2)∗X1 +X1(A+ BF2)
− (F2 − F1)∗[R +2(X1)](F2 − F1)
+
[
I
F2
]∗[T +(X1)]
[
I
F2
]
(4.7)
and
R(X2)−R(X1)= (A+ BF2)∗(X2 −X1)+ (X2 −X1)(A+ BF2)
+ (F2 − F1)∗[R +2(X1)](F2 − F1)
+
[
I
F2
]∗
(X2 −X1)
[
I
F2
]
. (4.8)
Proof. Using Lemma 4.2 we get
R(X1)= (A+ BF1)∗X1 +X1(A+ BF1)+
[
I
F1
]∗[T +(X1)]
[
I
F1
]
= (A+ BF2)∗X1 +X1(A+ BF2)+Q+1(X1)
+F ∗1 [R +2(X1)]F1 + [S +X1B +12(X1)]F1
−X1BF2 + F ∗1 [S +X1B +12(X1)]∗ − F ∗2 B∗X1
= (A+ BF2)∗X1 +X1(A+ BF2)+Q+1(X1)
−F ∗1 [R +2(X1)]F1 +
{
S +12(X1)+ F ∗1 [R +2(X1)]
}
F2
+F ∗2
{[S +12(X1)]∗ + [R +2(X1)]F1}
= (A+ BF2)∗X1 +X1(A+ BF2)− (F2 − F1)∗[R +2(X1)]
× (F2 − F1)+
[
I
F2
]∗[T +(X1)]
[
I
F2
]
,
which proves (4.7). Subtracting this from (4.5) with X := X2, we obtain (4.8). 
To formulate the announced comparison theorem we introduce another rational
matrix operator R˜ : D(R˜)→Hn with
R˜(X)= A∗X +XA+ Q˜+1(X)− [S˜ +XB +12(X)]
× [R˜ +2(X)]+[S˜ +XB +12(X)]∗ (4.9)
where we assume that Q˜ and R˜ are hermitian and where D(R˜) denotes the set of all
X ∈Hn such that
R˜ +2(X)  0 and Ker[R˜ +2(X)] ⊆ Ker[S˜ +XB +12(X)].
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With these notations we have
Lemma 4.4. Let X ∈ D(R˜) be given. If[
Q S
S∗ R
]

[
Q˜ S˜
S˜∗ R˜
]
, (4.10)
then
X ∈ D(R) and R(X)  R˜(X).
Proof. Inequality (4.10) implies, in particular, that R  R˜, and consequently
R +2(X)  R˜ +2(X)  0. (4.11)
Furthermore, we have
R +2(X)  R − R˜  0.
From these two inequalities it follows that
Ker[R +2(X)] ⊆ Ker[R˜ +2(X)] ⊆ Ker[S˜ +XB +12(X)]
and
Ker[R +2(X)] ⊆ Ker[R − R˜] ⊆ Ker[S − S˜],
where the last inclusion follows from the fact that (4.10) also implies Ker[R − R˜] ⊆
Ker[S − S˜] (see Lemma 2.3(i)). Combining the two relations above we get
Ker[R +2(X)] ⊆ Ker[S +XB +12(X)],
and together with (4.11), we obtain X ∈ D(R).
If we associate the matrix
˜(X) :=
[
A∗X +XA+ Q˜+1(X) S˜ +XB +12(X)
[S˜ +XB +12(X)]∗ R˜ +2(X)
]
with (4.9), just as (X) is associated with (4.1), it follows from (4.10) that (X) 
˜(X), and now an application of Corallary 2.6 yields the statement of the
lemma. 
Theorem 4.5 (Comparison theorem). Let I ⊂ R be some interval and tf ∈ I. As-
sume that X2 and X1 are on I solutions of −X˙2 = R(X2) and −X˙1 = R˜(X1),
respectively. If[
Q S
S∗ R
]

[
Q˜ S˜
S˜∗ R˜
]
,
then X2(tf)  X1(tf) implies that X2(t)  X1(t) for t ∈ I ∩ (−∞, tf].
Proof. By assumption X2(t) ∈ D(R) and X1(t) ∈ D(R˜) for t ∈ I.
Define X := X2 −X1 and Fi := F(Xi), i = 1, 2. According to Lemma 4.4 we
have X1(t) ∈ D(R) for t ∈ I and using (4.8) we infer, that X is a solution of the
differential equation
56 G. Freiling, A. Hochhaus / Linear Algebra and its Applications 379 (2004) 43–68
−X˙= R(X2)− R˜(X1)
= R(X2)−R(X1)+R(X1)− R˜(X1)
= Aˆ∗(t)X +XAˆ(t)+ Qˆ(t)+ ˆ(t, X),
where
Aˆ(t) := A+ BF2(t), ˆ(t, X) =
[
I
F2(t)
]∗
(X)
[
I
F2(t)
]
and
Qˆ(t) := R(X1(t))− R˜(X1(t))
+[F2(t)− F1(t)]∗[R +2(X1(t))][F2(t)− F1(t)];
hence the preceding differential equation is a Lyapunov differential equation per-
turbed by ˆ(t, ·) which is a positive linear operator for all t ∈ I. Such equations
have been studied in [34].
Now Lemma 4.4 implies that Qˆ(t)  0 for all t ∈ I. Since X(tf)  0 it follows
from Theorem 2.1(ii) in [34] that X(t)  0 for t ∈ I. 
Theorem 4.5 generalizes the well-known comparison theorem for standard Riccati
equations. It shows that the solutions of (1.4) depend monotonically on[
Q S
S∗ R
]
and on the terminal value Xf.
Subsequently we present two corollaries showing how the comparison theorem
can be used to derive existence results and upper and lower bounds for the solutions
of (1.4).
Corollary 4.6. Let I ⊂ R be some interval and tf ∈ I. If X- and Xu are on I
hermitian solutions of −X˙-  R(X-) and −X˙u  R(Xu), respectively, with
Ker[R +2(X-(t))] ⊆ KerB for t ∈ I ∩ (−∞, tf], (4.12)
then X-(tf)  Xf  Xu(tf) implies that the solution X of
−X˙ = R(X), X(tf) = Xf (4.13)
exists on I ∩ (−∞, tf] and fulfills there the inequality
X-(t)  X(t)  Xu(t). (4.14)
Proof. The solution X exists a priori only on a certain interval (t−, tf]. By the hy-
potheses, there exists a matrix function Q-  0 such that
−X˙- = R(X-)−Q-(t).
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We define Q˜(t) := Q−Q-(t), R˜ := R and S˜ := S. Since Xf  X-(tf) we obtain
from Theorem 4.5 (which holds also in the time-varying case—see Remark 4.8) that
X-(t)  X(t) for t− < t  tf. Substituting Q- by Qu  0 the right inequality in
(4.14) follows analogously. Hence, X is bounded from below by X- and from above
by Xu as long as these functions exist; therefore (t−, tf] ⊇ I ∩ (−∞, tf].
It remains to show that X(t) ∈ D(R) for all t ∈ I with t  tf. Using Lemma
4.1 this results immediately from (4.12) and the fact that X(t)  X-(t) for all t ∈
I ∩ (−∞, tf]. 
Corollary 4.7. Assume that KerR ⊆ KerB and[
Q S
S∗ R
]
 0. (4.15)
If Xf  0 then the solution X of (4.13) exists on (−∞, tf] and fulfills there the in-
equality
0  X(t)  Xu(t),
where Xu is the solution of the linear equation
−X˙u = A∗Xu +XuA+Q+1(Xu), Xu(tf) = Xf. (4.16)
Proof. We compare the solution of (4.13) with the solutions of the differential equa-
tions (4.16) and
−X˙- = R(X-)−Q+ SR+S∗, X-(tf) = 0. (4.17)
Since (4.16) is a linear differential equation its solution Xu exists onI := (−∞, tf].
On account of Xf  0 we obtain from Theorem 2.1(ii) in [34] that Xu(t)  0 for all
t ∈ I. This yields in particular that −X˙u  R(Xu) on I.
The solution of (4.17) is the trivial solution, and from (4.15) it follows with Lemma
2.3(i) that it satisfies the differential inequality −X˙-  R(X-). Since we assume that
KerR ⊆ KerB the assertion of the corollary results from Corollary 4.6. 
Remark 4.8. We mention that all the results obtained in Section 4 remain valid if
the coefficients of (1.4) depend on t and the assumptions used are valid for all t .
5. Existence of constant solutions
One way to find a solution of a nonlinear operator equation T(x) = 0, where
T : X→ Y is a Fréchet-differentiable operator between Banach spacesX andY is
the so-called Newton–Kantorovich procedure which can be written as
T′xi (xi+1 − xi) = −T(xi), i = 0, 1, 2, . . . ,
whereT′xi is the Fréchet derivative ofT at xi . To apply this method to the algebraic
matrix equation R(X) = 0 we first need the Fréchet derivative R′X. Since
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R′X(H) = lim
t→0
R(X + tH)−R(X)
t
≡ d
dt
R(X + tH)
∣∣∣∣
t=0
,
provided R′X exists, it is easy to obtain the following lemma (see [13]):
Lemma 5.1. For X ∈Hn with det[R +2(X)] /= 0 and the corresponding feed-
back matrix F = F(X) the Fréchet derivative R′X :Hn →Hn is given by
R′X(H) = (A+ BF)∗H +H(A+ BF)+
[
I
F
]∗
(H)
[
I
F
]
.
In particular
R′X(X) = R(X)−
[
I
F
]∗
T
[
I
F
]
.
The following theorem generalizes the main result derived by Damm and Hinrich-
sen [13] who applied the classical Newton–Kantorovich procedure and used stronger
assumptions; for standard Riccati equations the result has been proved in [30]. Our
proof follows the idea presented in [7] (see also [27]). We construct a sequence
{Xi}∞i=1 defined by
(A+ BFi)∗Xi+1 +Xi+1(A+ BFi)
+
[
I
Fi
]∗[T +(Xi+1)]
[
I
Fi
]
+ 1
i + 1I = 0, i = 0, 1, 2, . . . , (5.1)
with
Fi := −[R +2(Xi)]+[S +XiB +12(Xi)]∗, i = 1, 2, . . . , (5.2)
where X1 is some adequate initial matrix. This algorithm differs from the Newton–
Kantorovich procedure by the additional term (1/(i + 1))I ; here the sequence (1/
(i + 1)) could be replaced by any strictly decreasing sequence (ai) with ai > 0 and
ai → 0 for i →∞. We need these additional terms for our convergence proof given
below since, in contrast to [13], we have to work with generalized inverses because
we do not assume below that R +2(Xˆ) > 0.
Theorem 5.2. Assume that (A,B) is c-stabilizable relative to  and that there
exists a matrix Xˆ ∈ D(R) with Ker[R +2(Xˆ)] ⊆ KerB for which R(Xˆ)  0.
Then there exists a solution X+ ∈ D(R) of R(X) = 0 such that X+  X for
every solution of R(X)  0 with Ker[R +2(X)] ⊆ KerB. Moreover, all the ei-
genvalues of
A+ := A− B[R +2(X+)]+[S +X+B +12(X+)]∗ (5.3)
lie in the closed left half-plane.
Proof. By the hypotheses, there exists a matrix Xˆ ∈ D(R) with
R(Xˆ) = Q− Qˆ (5.4)
where Qˆ is a hermitian matrix such that Qˆ  Q.
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Since (A,B) is c-stabilizable relative to , there is an F0 such that A0 := A+
BF0 is c-stable relative to[
I
F0
]∗

[
I
F0
]
.
We are going to use the unique solution X1 of the linearly perturbed Lyapunov equa-
tion
A∗0X1 +X1A0 +
[
I
F0
]∗[T +(X1)]
[
I
F0
]
+ I = 0
as initial value for the sequence defined by (5.1). If we define Fˆ := F(Xˆ) then as in
the proof of (4.7) we get
R(Xˆ)= A∗0Xˆ + XˆA0 − (F0 − Fˆ )∗[R +2(Xˆ)](F0 − Fˆ )
+
[
I
F0
]∗[T +(Xˆ)][ I
F0
]
.
From this equation it follows together with (5.4) that
0= A∗0X1 +X1A0 +
[
I
F0
]∗[T +(X1)]
[
I
F0
]
+ I −R(Xˆ)+Q− Qˆ
= A∗0(X1 − Xˆ)+ (X1 − Xˆ)A0 +
[
I
F0
]∗
(X1 − Xˆ)
[
I
F0
]
+ V, (5.5)
where
V = Q− Qˆ+ (F0 − Fˆ )∗[R +2(Xˆ)](F0 − Fˆ )+ I > 0.
Since A0 is c-stable relative to[
I
F0
]∗

[
I
F0
]
,
Theorem 3.3 shows that X1 > Xˆ.
Starting with A0, F0, X1, we construct recursively the three sequences of ma-
trices {Ai}∞i=0, {Fi}∞i=0, {Xi}∞i=1, where Xi and Fi are defined by (5.1) and (5.2),
respectively, and where
Ai = A+ BFi, i = 0, 1, . . . .
We show by induction that for all i = 1, 2, . . .
(a)i Ai is c-stable relative to[
I
Fi
]∗

[
I
Fi
]
,
(b)i Xi > Xi+1,
(c)i Xi+1 > Xˆ.
Notice that (b)i and (c)i imply (in view of Lemma 4.1) in particular that Xi,Xi+1 ∈
D(R).
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The proof follows the scheme (c)i−1 ⇒ (a)i ⇒ (b)i and (c)i . Assume that (c)m−1
holds. We show that (a)m is valid. Letting X1 := Xm, X2 := Xm−1 in (4.7) and ap-
plying (5.1), we get
R(Xm) = −(Fm − Fm−1)∗[R +2(Xm)](Fm − Fm−1)− 1
m
I.
Together with (4.5) it follows that
A∗mXm +XmAm +
[
I
Fm
]∗[T +(Xm)]
[
I
Fm
]
+ (Fm − Fm−1)∗[R +2(Xm)](Fm − Fm−1)+ 1
m
I = 0. (5.6)
Next, use (4.7) again with X1 := Xˆ, X2 := Xm and apply (5.4) to get
A∗mXˆ + XˆAm +
[
I
Fm
]∗[T +(Xˆ)][ I
Fm
]
−Q+ Qˆ
− (Fm − Fˆ )∗[R +2(Xˆ)](Fm − Fˆ ) = 0.
Subtracting this from (5.6), we obtain
A∗m(Xm − Xˆ)+ (Xm − Xˆ)Am +
[
I
Fm
]∗
(Xm − Xˆ)
[
I
Fm
]
+W = 0,
where
W = Q− Qˆ+ (Fm − Fm−1)∗[R +2(Xm)](Fm − Fm−1)
+ (Fm − Fˆ )∗[R +2(Xˆ)](Fm − Fˆ )+ 1
m
I
is positive definite. Since Xm > Xˆ it follows from Theorem 3.3 that Am is c-stable
relative to[
I
Fm
]∗

[
I
Fm
]
;
this proves (a)m.
We now defineXm+1 as the unique solution (necessarily hermitian) of the linearly
perturbed Lyapunov equation
A∗mXm+1 +Xm+1Am +
[
I
Fm
]∗[T +(Xm+1)]
[
I
Fm
]
+ 1
m+ 1I = 0.
(5.7)
As in (5.5) it is found that
A∗m(Xm+1 − Xˆ)+ (Xm+1 − Xˆ)Am +
[
I
Fm
]∗
(Xm+1 − Xˆ)
[
I
Fm
]
+Q− Qˆ+ (Fm − Fˆ )∗[R +2(Xˆ)](Fm − Fˆ )+ 1
m+ 1 I = 0. (5.8)
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Next it will be shown that Xm > Xm+1. Subtracting (5.7) from (5.6) we get
A∗m(Xm −Xm+1)+ (Xm −Xm+1)Am +
[
I
Fm
]∗
(Xm −Xm+1)
[
I
Fm
]
+ (Fm − Fm−1)∗[R +2(Xm)](Fm − Fm−1)
+
( 1
m
− 1
m+ 1
)
I = 0. (5.9)
The last two equations, together with the fact, that Am is c-stable relative to[
I
Fm
]∗

[
I
Fm
]
imply (in view of Theorem 3.3) that Xm > Xm+1 > Xˆ; this proves (b)m and (c)m.
We have obtained a nonincreasing sequence {Xi}∞i=1 of hermitian matrices bounded
below by Xˆ. Hence
X+ := lim
i→∞Xi
exists and is a hermitian matrix with X+  Xˆ. From Lemma 4.1 we obtain that
X+ ∈ D(R). Passing to the limit in (5.1) when i →∞, it is found that
(A+ BF+)∗X+ +X+(A+ BF+)+
[
I
F+
]∗[T +(X+)]
[
I
F+
]
= 0,
which, in view of Lemma 4.2, can be rewritten as R(X+) = 0.
Finally, since Ai is c-stable relative to[
I
Fi
]∗

[
I
Fi
]
for all i  0, the eigenvalues of the matrix (5.3) lie in the closed left half-plane. 
Using the stronger assumption R +2(Xˆ) > 0 instead of R +2(Xˆ)  0 it can
be shown as in [13] that the proof of Theorem 5.2 can be simplified by using the clas-
sical Newton–Kantorovich procedure (by cancelling the term (1/(i + 1))I in (5.1));
in this case the Moore–Penrose inverse can be replaced by the classical inverse.
We mention that the stabilizability assumption used in Theorem 5.2 is equivalent
to that used in [13, Theorem 6.1] since it follows from the proof that the iterates
Xi ∈ D(R), i = 1, 2, . . . , satisfy σ(R′Xi ) ⊂ C−; i.e. the assumption used in [13,
Theorem 6.1] is fulfilled. The converse implication is trivial.
It is known from [13] that the monotonicity of the sequence {Xi}∞i=1 appearing in
the proof of Theorem 5.2 results from the concavity of the operatorR. In [14] Damm
and Hinrichsen showed that the classical Newton–Kantorovich procedure can also
be applied to determine the maximal solution of more general equations of the form
f (X) = 0 where f is a concave operator on its domain.
Corollary 5.3. Assume that KerR ⊆ KerB, (A,B) is c-stabilizable relative to 
and
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[
Q S
S∗ R
]
 0. (5.10)
Then R(X) = 0 has a solution X+  0, and all eigenvalues of the matrix (5.3) lie
in the closed left half-plane.
Proof. According to Lemma 2.3(i) condition (5.10) implies that Xˆ = 0 is a solution
of R(X)  0. Therefore an application of Theorem 5.2 yields the statement of the
corollary. 
Corollary 5.4. Assume that (A,B) is c-stabilizable relative to and that there ex-
ists a matrix Xˆ ∈ D(R) with Ker[R +2(Xˆ)] ⊆ KerB for which R(X) > 0. Then
there exists a solution X+ ∈ D(R) of R(X) = 0 such that X+ > X for every solu-
tion of R(X) > 0 with Ker[R +2(X)] ⊆ KerB. Moreover, all the eigenvalues of
the matrix (5.3) lie in the open left half-plane.
Proof. Passing to the limit in (5.8) when m→∞ we obtain
A∗+(X+ − Xˆ)+ (X+ − Xˆ)A+ +
[
I
F+
]∗
(X+ − Xˆ)
[
I
F+
]
= −R(Xˆ)− (F+ − Fˆ )∗[R +2(Xˆ)](F+ − Fˆ ) < 0.
Since X+  Xˆ it follows now from Lemma 3.7(i) that A+ is c-stable relative to[
I
F+
]∗

[
I
F+
]
and that X+ > Xˆ holds. 
If X is a solution ofR(X) = 0 and if F = F(X) denotes the corresponding feed-
back matrix then X is called stabilizing, if A+ BF is c-stable relative to[
I
F
]∗

[
I
F
]
.
Lemma 5.5. If R(X) = 0 has a stabilizing solution Xs, then Xs  X for every
solution X of R(X)  0. In particular, Xs is the (unique) maximal solution of
R(X) = 0.
Proof. Let Xs be a stabilizing solution of R(X) = 0 and denote the correspond-
ing feedback matrix by Fs = F(Xs). For every Xˆ with R(Xˆ)  0 there is a matrix
Qˆ  Q such that R(Xˆ) = Q− Qˆ. If Fˆ = F(Xˆ), then an application of (4.8) with
X1 := Xˆ and X2 := Xs yields the equation
(A+ BFs)∗(Xs − Xˆ)+ (Xs − Xˆ)(A+ BFs)+Q− Qˆ
+ (Fs − Fˆ )∗[R +2(Xˆ)](Fs − Fˆ )+
[
I
Fs
]∗
(Xs − Xˆ)
[
I
Fs
]
= 0.
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Hence, the difference Xs − Xˆ fulfills a linearly perturbed Lyapunov equation where
Q  Qˆ, R +2(Xˆ)  0 and A+ BFs is c-stable relative to[
I
Fs
]∗

[
I
Fs
]
.
Applying Theorem 3.3 we obtain Xs  Xˆ. 
Lemma 5.6. Assume that R > 0,[
Q S
S∗ R
]
 0,
and that (Q− SR−1S∗, A− BR−1S∗) is c-detectable relative to[
I
−R−1S∗
]∗

[
I
−R−1S∗
]
.
Then every positive semidefinite solution of R(X) = 0 is stabilizing.
Proof. Let X  0 be a solution of R(X) = 0 and denote by F = F(X) the corre-
sponding feedback matrix. From Lemma 4.2 we know that X is also a solution of the
linearly perturbed Lyapunov equation
(A+ BF)∗X +X(A+ BF)+ Qˆ+ ˆ(X) = 0 (5.11)
with
Qˆ=
[
I
F
]∗[ Q S
S∗ R
][
I
F
]
=
[
I
F
]∗[ I SR−1
0 I
][
Q− SR−1S∗ 0
0 R
][
I 0
R−1S∗ I
][
I
F
]
= Q− SR−1S∗ + (F + R−1S∗)∗R(F + R−1S∗) (5.12)
and
ˆ(X) =
[
I
F
]∗
(X)
[
I
F
]
.
Notice that Qˆ  0. We assume now that A+ BF is not c-stable relative to ˆ. Then
it follows from Theorem 3.3 and the Krein–Rutman-Theorem for resolvent positive
operators that there is a matrix V ∈Hn+ \ {0} and some λ  0 such that
(LA+BF + ˆ)adj(V ) = λV. (5.13)
Lemma 3.1(iii) shows now that
0  〈V, Qˆ〉 = −〈V, (LA+BF − ˆ)(X)〉 = −λ〈V,X〉  0
and we conclude that 〈V, Qˆ〉 = 0. From Q  SR−1S∗, R > 0 and (5.12) it follows
that
〈V,Q− SR−1S∗〉 = 〈V, (F + R−1S∗)∗R(F + R−1S∗)〉 = 0, (5.14)
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and this equations implies
(Q− SR−1S∗)V = 0 (5.15)
and
(F + R−1S∗)V (F + R−1S∗)∗ = 0. (5.16)
Since V has a positive semidefinite square root, we obtain FV = −R−1S∗V . Using
Lemma 3.1(i) it is easy to see that for all Y ∈Hn we have
〈V,LA+BF (Y )+ ˆ(Y )〉 = 〈V,LA−BR−1S∗(Y )+ ˇ(Y )〉
with
ˇ(Y ) =
[
I
−R−1S∗
]∗
(Y )
[
I
−R−1S∗
]
.
From (5.13) it follows finally that
(LA−BR−1S∗ + ˇ)adj(V ) = λV,
and together with (5.15) this contradicts the presupposed detectability. Hence A+
BF is c-stable relative to ˆ. 
Corollary 5.7. Assume that[
Q S
S∗ R
]
 0
and that (Q− SR+S∗, A− BR+S∗) is c-detectable relative to1. Then every pos-
itive semidefinite solution of
A∗X +XA+Q+1(X)− (S +XB)R+(S +XB)∗ = 0
is stabilizing.
Proof. In this special case we have
F = −R+(S +XB)∗.
Hence it is trivial that KerR+ ⊆ KerF ∗ which according to Lemma 2.2 is equivalent
to R+RF = F .
We precede as in the proof of Lemma 5.6. Since R  0 we obtain from (5.14) and
Lemma 3.1(iii) that
V (F + R+S∗)∗R(F + R+S∗)V = 0.
Using R  0 we get
R(F + R+S∗)V = 0,
and multiplication from the left with R+ yields now that FV = −R+S∗V . Continu-
ing as in the proof of Lemma 5.6 the statement of the corollary follows. 
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The assertion of Lemma 5.6 can be sharpened if we replace the detectability as-
sumption byQ > SR+S∗. Instead ofR > 0 it is then sufficient to assume thatR  0
with KerR ⊆ Ker S.
Lemma 5.8. Assume that
R  0, KerR ⊆ Ker S and Q > SR+S∗.
If X  0 is a solution of R(X) = 0, then X is stabilizing and positive definite.
Proof. Using the notation from the proof of Lemma 5.6 we obtain Qˆ > 0 (this
can be easily derived from formula (5.12) where R−1 has to be replaced by R+).
Applying Lemma 3.7(i) to Eq. (5.11) we then obtain the statement of the lemma. 
From Corollary 5.3, Lemmas 5.5 and 5.6 we infer:
Theorem 5.9. Assume that R > 0,
[
Q S
S∗ R
]
 0,
(A,B) is c-stabilizable relative to and (Q− SR−1S∗, A− BR−1S∗) is c-detect-
able relative to
[
I
−R−1S∗
]∗

[
I
−R−1S∗
]
.
Then R(X) = 0 has a unique positive semidefinite solution X+. Moreover, X+ is
stabilizing and maximal among all solutions of R(X) = 0.
6. Convergence theorems
In this section we show that the same idea that is known from the theory of stan-
dard Riccati differential equations and that has been used by Abou-Kandil, Freiling
and Jank in order to prove convergence for linearly perturbed Riccati differential
equations ([1, Theorem 1; 22, Section 3; 23, Section 2]; see also [19, Theorem 5.1])
can be used in order to derive monotonicity and convergence results for the solutions
of (1.4) with X(tf)  0.
Lemma 6.1. Let I ⊂ R be some interval and tf ∈ I. If X is on I a solution of
−X˙ = R(X) such that R +2(X(t)) is positive definite for t ∈ I then X˙(tf)  0
(X˙(tf)  0) implies X˙(t)  0 (X˙(t)  0) for t ∈ I ∩ (−∞, tf].
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Proof. Differentiating −X˙ = R(X), we obtain
−X¨= A∗X˙ + X˙A+1(X˙)+ [X˙B +12(X˙)]F
+F ∗2(X˙)F + F ∗[X˙B +12(X˙)]∗
= (A+ BF)∗X˙ + X˙(A+ BF)+
[
I
F
]∗
(X˙)
[
I
F
]
.
The statement of the lemma follows now from Theorem 2.1(ii) in [34]. 
Lemma 6.2. Assume that R > 0,[
Q S
S∗ R
]
 0
and that X- is a solution of the differential equation −X˙ = R(X) with X-(0) =
0. If the algebraic equation R(X) = 0 has no positive semidefinite solution then
limt→−∞ ‖X-(t)‖ = ∞. Otherwise Xmin = limt→−∞X-(t) exists and is the mini-
mal positive semidefinite solution of R(X) = 0.
Proof. From Corollary 4.7 we know thatX-(t)  0 exists for all t  0. In particular,
it follows that R +2(X-(t)) > 0 for all t  0, and since X˙-(0) = SR−1S∗ −Q 
0, it follows from Lemma 6.1 that X˙-(t)  0 for all t  0. So if limt→−∞ ‖X-(t)‖ <
∞ then the monotonicity of X-(t) implies that Xmin = limt→−∞X-(t) exists. Ob-
viously Xmin is positive semidefinite and a solution ofR(X) = 0. If X  0 = X-(0)
is another solution ofR(X) = 0, it follows from Theorem 4.5 that X-(t)  X for all
t  0. Passing to t →−∞ we obtain Xmin  X. 
Theorem 6.3. Assume that the hypotheses of Theorem 5.9 hold. If X is a solution
of −X˙ = R(X) with X(0)  0, then limt→−∞X(t) = X+.
Proof. We choose a matrix Q˜ ∈Hn such that
Q˜  Q and Q˜ > SR−1S∗.
Then it follows from Corollary 5.3 that the algebraic equation
A∗X +XA+ Q˜+1(X)− [S +XB +12(X)]
× [R +2(X)]+[S +XB +12(X)]∗ (6.1)
has a solution X˜+  0 which in view of Lemma 5.8 is stabilizing and positive defi-
nite. Now there exists some λ > 1 such that X(0)  λX˜+. We consider the solution
Xu of −X˙ = R(X) with Xu(0) = λX˜+. If X- denotes the solution of the same dif-
ferential equation with X-(0) = 0, then from Theorem 4.5 we obtain the inequality
X-(t)  X(t)  Xu(t) for all t  0. (6.2)
Under the given hypotheses the equation R(X) = 0 has a unique positive semidefi-
nite solutionX+. Because of Lemma 6.2 it follows thatX-(t)→ X+ (monotonically)
G. Freiling, A. Hochhaus / Linear Algebra and its Applications 379 (2004) 43–68 67
for t →−∞. We show now thatXu is monotonically decreasing as t is decreasing. If
we multiply (6.1) with λ and substitute X by X˜+, then (having in mind that Q˜  Q)
we obtain an inequality of the form R˜(λX˜+)  0, where R˜ is a rational matrix oper-
ator with T˜ = λT . On the other hand we have X˙u(0) = −R(Xu(0)) = −R(λX˜+).
Since T˜ > T it follows with Lemma 4.4 that
X˙u(0)  R˜(λX˜+)−R(λX˜+)  0.
Using again Lemma 6.1 this proves thatXu is monotonically increasing withXu(t) 
X-(t)  0 for all t  0. Hence limt→−∞Xu(t) = X+ since X+ is the unique posi-
tive semidefinite solution. Together with (6.2) this proves the assertion of the
theorem. 
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