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Abstract
We investigate expansions for connectedness functions in the random connection model of con-
tinuum percolation in powers of the intensity. Precisely, we study the pair-connectedness and the
direct-connectedness functions, related to each other via the Ornstein-Zernike equation. We exhibit
the fact that the coefficients of the expansions consist of sums over connected and 2-connected graphs.
In the physics literature, this is known to be the case more generally for percolation models based
on Gibbs point processes and stands in analogy to the formalism developed for correlation functions
in liquid-state statistical mechanics.
We find a representation of the direct-connectedness function and bounds on the intensity which
allow us to pass to the thermodynamic limit. In some cases (e.g., in high dimensions), the re-
sults are valid in almost the entire subcritical regime. Moreover, we relate these expansions to the
physics literature and we show how they coincide with the expression provided by the lace expansion.
Keywords: Ornstein-Zernike equation, random connection model, connectedness functions, Poisson
process, percolation, graphical expansions, lace expansion.
MSC 2020 : 60K35, 60G55, 82B43, 60D05.
1 Introduction and main result
Activity and density expansions of quantities like the pressure and correlation functions have played an
important role in statistical mechanics of real systems for a long time. For particle systems with pair
interactions, it is well-known that the coefficients of these expansions are given by sums over geometric,
weighted graphs, and there is a vast literature addressing the convergence of these expansions, see, for
example, [Bry86, MM91].
The physics literature provides similar power series expansions for connectedness functions in random
connection models driven by Gibbs point processes [CDF77]. The expansion coefficients for the pair
connectedness function can be written in terms of a sum of certain connected graphs (see (3.1)) and
the coefficients for the direct-connectedness function in terms of a sum over certain 2-connected graphs
(see (4.1)). The two functions relate via the Ornstein-Zernike equation (OZE) [OZ14], an integral
equation which is of paramount importance in physical chemistry and soft matter physics and which
enters some approaches to percolation theory, see [Tor02, Chapter 10] and [CI02]. The Ornstein-Zernike
equation also appears as a by-product of lace expansions [HvLM19, Proposition 5.2].
The expansions for connectedness functions appearing in [CDF77] are derived as a means to discuss
the following question: Is it possible to choose the notion of connectivity in such a way that the percolation
transition, if it occurs at all, coincides with a phase transition? We remind the reader that the relation
between the two phenomena is rather subtle and in general, percolation transitions need not correspond
to phase transitions in the sense of non-uniqueness of Gibbs measures or non-analyticity of the pressure,
see [Jan16] and references therein. To the best of our knowledge, for continuum systems the question
above has not been answered in a mathematically rigorous way. The convergence of the expansions for
connectedness functions has not been treated either, in stark contrast with the rich theory of cluster
expansions.
Even in the simplest case of a perfect gas (that is, a Poisson point process), where activity and density
coincide and are called the intensity, rigorous results for the expansion of connectedness functions barely
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exist. One of the percolation models based on a perfect gas and the one we consider in this paper is called
the random connection model (RCM). First rigorous results on expansions of connectedness functions in
this setup were obtained by Last and Ziesche [LZ17], however Last and Ziesche do not prove that their
expansions coincide with the physicists’ expansion, and they do not prove quantitative bounds for the
domain of convergence of the small-intensity expansion.
Our main result addresses graphical expansions of the direct-connectedness function in infinite vol-
ume. The results by Last and Ziesche [LZ17], combined with our combinatorial considerations from
Section 6.2, imply that the physicists’ expansions have a positive radius of convergence, however it is not
our purpose to provide a quantitative bound for the latter. Instead, we perform first a resummation, in
finite volume, of the physicists’ expansion. Although the resummed expansion is no longer a power series
in the intensity of the underlying Poisson point process, it has the (conjectured) advantage of converging
in a bigger domain than the physicists’ expansion. We provide quantitative bounds on the intensity
that allow us to pass to the infinite-volume limit in the resummed expansion of the direct-connectedness
function. The proof uses the continuum BK inequality proved in [HvLM19].
In addition, we discuss the relation of the physicists’ and our expansion with the lace expansion
for the continuum random connection model [HvLM19]. Roughly, the lace expansion could in theory be
rederived from the graphical expansion by yet another resummation step. In fact a notion of laces similar
to the laces for for the self-avoiding random walk [Bry86, Sla06] already enters the proof of our main
result on graphical expansions (see Section 4.3). Thus, contrary to what is stated in [Hv17, Chapter 6.1]
the denomination “lace expansion” for percolation is not a misnomer, at least for continuum systems.
It is unclear, however, whether the discussion offers a new angle of attack on the intricate convergence
problems in the theory of lace expansions.
Let us properly introduce the RCM and state our results. The RCM depends on two parameters,
namely its intensity λ ≥ 0 and the (measurable) connection function ϕ : Rd → [0, 1], satisfying
0 <
∫
ϕ(x) dx <∞
as well as radial symmetry ϕ(x) = ϕ(−x) for all x ∈ Rd. The model is described informally as follows:
The vertex set is taken to be a homogeneous Poisson point process (PPP) in Rd of intensity λ, denoted
by η. For any pair x, y ∈ η, we add the edge {x, y} with probability ϕ(x − y) and independently of all
other pairs. We refer to [HvLM19, MR96] for a formal construction.
The RCM is an undirected simple random spatial graph and a standard model of continuum perco-
lation. We denote it by ξ and we use Pλ to denote the according probability measure. Its vertex set is
V (ξ) = η, and we let E(ξ) denote its edge set.
For x ∈ Rd, we let ξx be the RCM augmented by the point x. In other words, the vertex set of ξx is
η ∪ {x} and the edges are formed as described above. In particular, edges between x and points of η are
drawn independently and according to ϕ. More generally, for a set of points x1, . . . , xk, we let ξ
x1,...,xk
be the RCM with vertex set η ∪ {x1, . . . , xk} (also here, edges between deterministic points x1, x2 are
drawn independently and according to ϕ).
We say that x, y ∈ η are connected (and write x ←→ y in ξ) if there is a path from x to y in ξ.
For x ∈ Rd, we let C (x) = C (x, ξx) = {y ∈ ηx : x ←→ y in ξx} be the cluster of x and define the
pair-connectedness (or two-point) function τλ : Rd × Rd → [0, 1] to be
τλ(x, y) := Pλ
(
x←→ y in ξx,y). (1.1)
Due to the translation invariance of the model, we have τλ(x, y) = τλ(0, x − y) (where 0 denotes the
origin in Rd) and we can also define τλ as a function τλ : Rd → [0, 1] with τλ(x) = Pλ(0←→ x in ξ0,x).
We say that x, y ∈ η are 2-connected (or doubly connected) and write x ⇐⇒ y in ξ if there are two
paths from x to y that have only their endpoints in common. We define
σλ(x) := Pλ(0⇐⇒ x in ξ0,x).
For two integrable functions f, g : Rd → R, we recall the convolution f ∗ g to be
(f ∗ g)(x) =
∫
Rd
f(y)g(x− y) dy.
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We let f∗1 = f and f∗m = f∗(m−1) ∗ f . Recall that the critical intensity for percolation is
λc = sup{λ ≥ 0 : Pλ(|C (0)| =∞) = 0} = sup{λ ≥ 0 :
∫
τλ(x) dx <∞}.
It is proved in [LZ17] that for λ < λc, there exists a uniquely defined integrable and essentially bounded
function gλ such that
τλ = gλ + λ(gλ ∗ τλ). (1.2)
This equation is known as the Ornstein-Zernike equation (OZE) and gλ is called the direct-connectedness
function. Our main result is an expansion of the direct-connectedness function, with quantitative bounds
on the domain of convergence.
Let
λ∗ := sup
{
λ ≥ 0 : sup
x∈Rd
∑
k≥1
λk−1σ∗kλ (x) <∞
}
, λ˜∗ := sup
{
λ ≥ 0 : λ
∫
σλ(x) dx < 1
}
. (1.3)
It is not hard to see that λ˜∗ ≤ λ∗ ≤ λc using (1.4) below.
We can now state our main theorem. It provides (in general dimension) the first rigorous quantitative
bounds on λ under which the direct-connectedness function admits a convergent graphical expansion.
Theorem 1.1 (Graphical expansion of the direct-connectedness function). For λ < λ∗, the direct-
connectedness function gλ(x1, x2) is given by the expansion (4.24) which is absolutely convergent pointwise
for all (x1, x2) ∈ R2d. Moreover, for λ < λ˜∗, the expansion (4.24) converges in the L1(Rd,dx2)-norm
for all x1 ∈ Rd.
The convergence results for the expansion (4.24) are proved in Theorem 4.12 and Theorem 4.13, the
equality with the direct-connectedness function is proved in Section 5.
Last and Ziesche show that there is some λ0 > 0 so that gλ is given by a power series for λ ∈ [0, λ0).
No quantitative bounds for λ0 are provided however. In Section 6.2, we discuss how to relate this
expansion to our expression for gλ. We now make several remarks on Theorem 1.1 and the quantitative
nature of the bounds provided there.
• Since 0 ≤ σλ ≤ 1, we can bound∑
k≥1
λk−1σ∗kλ (x) ≤
∑
k≥0
(
λ
∫
σλ(x) dx
)k
=
∑
k≥0
(
Eλ
[|{x ∈ η : 0⇐⇒ x in ξ0}|])k, (1.4)
where the identity is due to the Mecke equation (2.1). This shows that λ˜∗ ≤ λ∗ and that λ˜∗ is the
point where the expected number of points in η that are 2-connected to the origin passes 1.
• The argument of the geometric series in (1.4) can be further bounded from above by
λ
∫
τλ(x) dx = Eλ[|{x ∈ η : 0←→ x in ξ0}|],
the expected cluster size (minus 1). A classical branching-process argument gives that λ˜∗ ≥ 1/2
(see, for example, [Pen93, Theorem 3]).
• In high dimension, we have the following result, proven in [HvLM19]: Under some additional
assumptions on ϕ (see [HvLM19, Section 1.2]), there is an absolute constant c0 such that
λc
∫
σλc(x) dx ≤ 1 + c0/d
in sufficiently high dimension, or, for a class of spread-out1 models with a parameter L,
λc
∫
σλc(x) dx ≤ 1 + c0L−d
1As noted by Hara and Slade [HS90], spread-out models are closely related to Kac potentials and the Kac limit in
statistical mechanics.
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for all dimensions d > 6 (in the spread-out case, c0 is independent of L but may depend on d). As
σλ is non-decreasing in λ, this provides a bound for the whole subcritical regime. This also implies
that for every ε > 0, there is d0 (respectively, L0) such that λ˜∗ ≥ 1− ε for all d ≥ d0 (respectively,
L ≥ L0 and d > 6). As we also know that λc ↘ 1 as the dimension becomes large, this shows that
in high dimension, λ˜∗ (and thus also λ∗) gets arbitrarily close to λc.
Outline of the paper. The paper proceeds as follows. We introduce most of our important notation in
Section 2. This allows us to demonstrate some basic (and mostly well-known) central ideas in Section 3,
where the two-point function is discussed in finite volume. Section 4 contains the main body of work for
the proof of Theorem 1.1 (the convergence results). The remainder of Theorem 1.1 regarding the OZE
is then proved in Section 5.
We discuss our results in Section 6. In particular, we point out where many of the formulas can
be found in the physics literature (not rigorously proven) and allude to generalizations to Gibbs point
processes. Moreover, we highlight the connection to two other expressions for the pair connectedness
function; in particular, we show how our expansions relate to the lace expansion. Lastly, we address
other percolation models very briefly in Section 6.4.
2 Fixing notation
2.1 General notation
We let [n] := {1, . . . , n} and [n]0 := [n] ∪ {0}. For a set V , we write
(
V
2
)
:= {E ⊆ V : |E| = 2}. For
I = {i1, i2, . . . , iκ} ⊂ N, let ~xI = (xi1 , . . . , xiκ). For the case that I = [a, b] ∩ N, we write ~x[a,b] = ~xI .
If a = 1, we write ~x[b] = ~x[1,b]. By some abuse of notation, we are going to interpret ~x[a,b] both as an
ordered vector and as a set.
If not specified otherwise, Λ denotes a bounded, measurable subset of Rd.
2.2 Graph theory
We recall that a (simple) graph G = (V,E) = (V (G), E(G)) is a tuple with vertex set V (or set of points,
sites, nodes) and edge set E ⊆ (V2) (or set of bonds). In this paper, we will always consider graphs with
V ⊂ Rd, and for x, y ∈ Rd, an edge {x, y} will sometimes be abbreviated xy.
If xy ∈ E, we write x ∼ y (and say that x and y are adjacent). We extend this notation and write
x ∼W for x ∈ V and W ⊆ V if there is y ∈W such that x ∼ y; also, write A ∼ B if there is x ∈ A such
that x ∼ B. For W ⊆ V , we define the W -neighborhood NW (x) = {y ∈W : x ∼ y} and the W -degree of
a vertex x ∈ V as degW (x) = |NW (x)|, and we write N(x) = NV (x) as well as deg(x) = degV (x). For
two sets A,B ⊆ V , write E(A,B) = {xy ∈ E(G) : x ∈ A, y ∈ B}.
Given a graph G = (V,E) and W ⊆ V , we denote by G[W ] := (W, {e ∈ E : e ⊆ W}) the subgraph
of G induced by W . Given two simple graphs G,H, we let G⊕H := (V (G) ∪ V (H), E(G) ∪ E(H)).
Connectivity. Given a graph G and two of its vertices x, y ∈ V (G), we say that x and y are connected
if there is a path between x and y—that is, a sequence of vertices x = v0, v1, . . . , vk = y for some
k ∈ N0 such that vi−1vi ∈ E(G) for i ∈ [k]. We write x ←→ y in G or simply x ←→ y. We call
C (x) = C (x;G) = {y ∈ V (G) : x←→ y} the cluster (or connected component) of x in G. If there is only
one cluster in G, we say that G is connected.
For x←→ y in G, we let Piv(x, y;G) denote the set of pivotal vertices for the connection between x
and y . That is, v /∈ {x, y} is in Piv(x, y;G) if every path from x to y in G passes through v. We say
that x is doubly connected to y in G (and write x ⇐⇒ y in G) if Piv(x, y;G) = ∅. We remark that in
the physics literature, pivotal points are usually known as nodal points.
In the pathological case x = y, we use the convention x←→ x in G and set Piv(x, x;G) = ∅ for any
graph G with x ∈ V (G) (equivalently, x⇐⇒ x in G).
We observe that the pivotal points {u1, . . . , uk} can be ordered in a way such that every path
from x to y passes through the pivotal points in the order (u1, . . . , uk). We define PD(x, y,G) =
PD(G) to be the pivot decomposition of G, that is, a partition of the vertex set V into a sequence,
(x, V0, u1, V1, . . . , uk, Vk, y), where (u1, . . . , uk) are the ordered pivotal points and Vi is the (possibly
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u0 u8
u1 u2 u3 u7
V0
u4 u5 u6
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Figure 1: A schematic sketch of the pivot decomposition (u0, V0, . . . , V7, u8) of G, setting x = u0 and
y = uk+1.
empty) set of vertices that can be reached only by passing through ui and that is still connected to x
after removing ui+1. See Figure 1.
Classes of graphs. Given a (locally finite) set X ⊂ Rd, we let G(X) be the set of graphs with vertex
set X. We let C(X) be the set of connected graphs on X. Moreover, for x, y ∈ X, we let Dx,y(X) ⊆ C(X)
be the set of non-pivotal graphs, i.e., the set of connected graphs such that Piv(x, y;G) = ∅.
Given m bags X1, . . . , Xm ⊂ Rd with |Xi ∩ Xj | ≤ 1 for all 1 ≤ i < j ≤ m , we let G(X1, . . . , Xm)
denote the set of m-partite graphs on X1, . . . , Xm, i.e., the set of graphs G with V (G) = ∪mi=1Xi and
E(G[Xi]) = ∅ for i ∈ [m]. Note that we allow bags to have (at most) one vertex in common, which is a
slight abuse of the notation in graph theory, where m-partite graphs have disjoint bags.
The notion of (±)-graphs. We introduce a (±)-graph as a triple G± = (V (G), E+(G), E−(G)) =
(V,E+, E−), where V is the vertex set and E+, E− ⊆ (V2) are disjoint. In other words G± is a graph
where every edge is of exactly one of two types (plus or minus). We set E := E+ ∪E− and associate to
G± the two simple graphs G|±| := (V,E) and G+ := (V +, E+), where V + := {x ∈ V : ∃e ∈ E+ : x ∈ e}
are the vertices incident to at least one (+)-edge.
We extend all the notions for simple graphs to (±)-graphs. In particular, given X ⊂ Rd, we let
G±(X) be the set of (±)-graphs on X. Moreover, C±(X) are the (±)-connected graphs on X, that
is, the graphs such that G|±| is connected. Similarly, C+(X) ⊂ C±(X) are the (+)-connected graphs,
that is, those where G+ is connected and V (G) = V +. We call D±x,y the (±)-connected graphs where
Piv(x, y;G|±|) = ∅ and D+x,y ⊂ D±x,y are those (±)-connected graphs where Piv(x, y;G+) = ∅. We
also define the (±)-pivot decomposition PD±(x, y,G±) = PD±(G±) = PD(G|±|) and the (+)-pivot
decomposition PD+(x, y,G±) = PD+(G±) = PD(G+). Lastly, we write x +←→ y if there is a path from
x to y in E+.
Given a (±)-graphG and a simple graphH, we defineG⊕H := (V (G)∪V (H), E+(G), E−(G)∪E(H)).
Weights. Let ϕ : Rd → R. Given a simple graph G and a (±)-graph H on X ⊂ Rd, we define the
weights
w(G) := (−1)|E(G)|
∏
{x,y}∈E(G)
ϕ(x− y), w±(H) := (−1)|E−(H)|
∏
{x,y}∈E(H)
ϕ(x− y).
2.3 The random connection model
The RCM ξ can be formally constructed as a point process, that is, a random variable taking values in the
space of locally finite counting measures (N,N ) on some underlying metric space X. There are various
ways to choose X. One option is to let X = Rd ×M for an appropriate mark spark M (see [MR96]),
another way can be found in [HvLM19, LZ17]. In any way, one can reconstruct from ξ the point process
η on Rd which makes up the vertex set of ξ. We treat η both as a counting measure as well as a set,
giving meaning to statements of the form x ∈ η.
If e = {x, y} is an edge, then we write ϕ(e) = ϕ(x − y). For a bounded set Λ ⊂ Rd, we let ξΛ
denote the RCM restricted to Λ, that is ξ[η ∩ Λ]. The two-point function restricted to Λ is defined as
τΛλ (x, y) = Pλ
(
x←→ y in ξx,yΛ
)
for x, y ∈ Λ and zero otherwise.
For V ⊂ W , there is a natural way to couple the models ξV and ξW , which is by deleting from ξW
all points in W \ V along with their incident edges. We implicitly assume throughout this paper that
this coupling for different sets of added points is used.
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The Mecke equation. Since it is used repeatedly throughout this paper, we state the Mecke equation,
a standard tool in point process theory, in its version for the RCM (see [LZ17]). For m ∈ N and a
measurable function f : N× Rdm → R≥0, the Mecke equation states that
Eλ
[ ∑
~x[m]∈η(m)
f(ξ, ~x[m])
]
= λm
∫
Eλ
[
f
(
ξx1,...,xm , ~x[m]
) ]
d~x[m], (2.1)
where η(m) = {~x[m] ∈ ηm : xi 6= xj for i 6= j} are the pairwise distinct tuples.
Re-scaling. It is a standard trick in continuum percolation to re-scale space in order to normalize a
quantity of interest, which is
∫
ϕ(x) dx in our case. We point to [MR96, Section 2.2]. As a consequence,
we may without loss of generality assume that
∫
ϕ(x) dx = 1.
The BK inequality. We say that A ∈ N lives on Λ if 1A(µ) = 1A(µΛ) for every µ ∈ N. We call an
event A ∈ N increasing if µ ∈ A implies ν ∈ A for each ν ∈ N with µ ⊆ ν. Let R denote the ring of all
finite unions of half-open rectangles with rational coordinates. For two increasing events A,B ∈ N we
define
A ◦B := {µ ∈ N : ∃K,L ∈ R s.t. K ∩ L = ∅ and µK ∈ A, µL ∈ B}.
Informally, this is the event that A and B take place in spatially disjoint regions. It is proved in [HvLM19,
Theorem 2.1] that for two increasing events A and B living on Λ, we have
Pλ(A ◦B) ≤ Pλ(A)Pλ(B).
The RCM on a fixed vertex set. Given some (finite) set X ⊂ Rd and a function ϕ : Rd → [0, 1], we
will often have to deal with the following random graph: Its vertex set is X, and two vertices x, y ∈ X
are adjacent with probability ϕ(x, y). This is simply the RCM conditioned to have vertex set X. To
highlight the difference to ξ, which depends on the PPP η, we denote this random graph by Γϕ(X).
If Y ⊂ X, then we write Γϕ(Y ) for Γϕ(X)[Y ]. Since there is no dependence on λ, we write P for the
probability measure of the RCM with fixed vertex set.
3 Fixing ideas: The two-point function in finite volume
We use this section to put the definitions of Section 2 into action and to derive a power-series expansion
for τλ in finite volume. We start by motivating the introduction of (±)-graphs by linking them to the
RCM Γϕ.
Observation 3.1 (Connection between (±)-graphs and probabilities). Let X ⊂ Rd be finite. Let P ⊆
G(X) be a graph property. Then ∑
G∈G±(X):
(V (G),E+(G))∈P
w±(G) = P
(
Γϕ(X) ∈ P
)
.
Proof. Note that
P
(
Γϕ(X) ∈ P
)
=
∑
G∈G(X):
G∈P
∏
e∈E(G)
ϕ(e)
∏
e∈(X2 )\E(G)
(1− ϕ(e)).
Expanding the factor
∏
e∈(X2 )\E(G)(1− ϕ(e)) into a sum proves the claim.
Note that the weight of a (±)-graph may also be calculated by taking the product over all its edges,
with factors ϕ(·) and −ϕ(·) for edges in E+ and E−, respectively. Observation 3.1 motivates that the
edges in E+ correspond to the edges in the random graph Γϕ.
Next we prove a power-series expansion for τλ in terms of the intensity λ. The expansion (3.1) was
already given by Coniglio, De Angelis and Forlani [CDF77, Eq. (12)], who work in the more general
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context of Gibbs point processes but do not prove convergence. The proposition enters the proof of
Proposition 5.1.
Notice that the coefficients of power series expansions like (3.1) are given by integrals with respect
to the Lebesgue measure and it is sufficient that the integrands are defined up to Lebesgue null sets for
those integrals to be well-defined. Since vectors ~x[3,n+2] ∈ Rdn with less than n distinct entries constitute
a Lebesgue null set, we can assume that for x1 6= x2 only graphs with vertex sets of cardinality n + 2
contribute to the n-th coefficient in (3.1). The same considerations apply to all graphical expansions
appearing from here on, including our main definition (4.6).
Proposition 3.2 (Graphical expansion for the two-point function). Consider the RCM restricted to a
bounded measurable set Λ ⊂ Rd, and let x1, x2 ∈ Λ. Then
τΛλ (x1, x2) =
∑
n≥0
λn
n!
∫
Λn
∑
G∈C±(~x[n+2]):
x1
+←→x2
w±(G) d~x[3,n+2] (3.1)
with ∑
n≥0
λn
n!
∫
Λn
∣∣∣ ∑
G∈C±(~x[n+2]):
x1
+←→x2
w±(G)
∣∣∣d~x[3,n+2] ≤ exp(2λ+ λ|Λ|eλ) <∞.
Note that Proposition 3.2 is valid for all intensities λ ≥ 0. This situation is completely different from
familiar cluster expansions [Bry86], where the radius of convergence of relevant expansions is finite in
finite volume as well.
The expansion (3.1) amounts to the physicists’ expansion in powers of the activity. The expansion in
powers of the density instead involves sums over a smaller class of graphs. For Poisson point processes,
activity and density are the same and the two expansions must coincide. In our context, we point out
that the sum over graphs in (3.1) can be reduced to the sum over the subset of graphs in C± that
contain a (+)-path from x1 to x2 and that have no articulation points (with respect to x1, x2). To define
articulation points, recall that a cut vertex leaves a connected graph disconnected upon its deletion.
Now, an articulation point is a cut vertex that is not pivotal for the x1-x2-connection. It is not difficult
to see that for fixed points x[n+2], the graphs with articulation points in the sum over graphs G in (3.1)
exactly cancel out. This cancellation happens at fixed n and does not require any re-summations between
graphs with different numbers of vertices.
The proof of Proposition 3.2 builds on yet another equivalent representation: In Eq. (3.1) we can
discard those graphs G for which G+ is not connected and those for which not every (−)-edge has at
least one endpoint in V (G+), see Eq. (3.5) below for a precise statement. To the best of our knowledge,
Eq. (3.5) is new.
Proof of Proposition 3.2. We write τλ = τ
Λ
λ and η = ηΛ. Given x1, x2 ∈ Λ, we can partition
τλ(x1, x2) =
∑
n≥0
Pλ
(
x1 ←→ x2 in ξx1,x2Λ , |C (x1, ξx1,x2Λ )| = n+ 2
)
(3.2)
=
∑
n≥0
λn
n!
∫
Λn
P
(
Γϕ(~x[n+2]) ∈ C(~x[n+2])
)
exp
{
− λ
∫ (
1−
n+2∏
i=1
(1− ϕ(xi − y))
)
dy
}
d~x[3,n+2].
The second identity can be found, for example, in [LZ17, Proposition 3.1]. Set
f(~x[n+2], ~y[m]) = P
(
Γϕ(~x[n+2]) ∈ C(~x[n+2])
) m∏
j=1
(n+2∏
i=1
(1− ϕ(xi − yj))− 1
))
.
Expanding the exponential in (3.2), we find
τλ(x1, x2) =
∑
n,m≥0
λn+m
m!n!
∫
Λn
∫
Λm
f(~x[n+2], ~y[m]) d~y[m] d~x[3,n+2]. (3.3)
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with ∑
n,m≥0
λn+m
m!n!
∫
Λn
∫
Λm
∣∣f(~x[n+2], ~y[m])∣∣d~y[m] d~x[3,n+2]
=
∑
n≥0
λn
n!
∫
Λn
P
(
Γϕ(~x[n+2]) ∈ C(~x[n+2])
)
exp
{
λ
∫
Λ
(
1−
n+2∏
i=1
(1− ϕ(xi − y))
)
dy
}
d~x[3,n+2]
≤
∑
n≥0
λn
n!
∫
Λn
eλ(n+2) d~x[3,n+2]
= exp
(
2λ+ λ|Λ|eλ) <∞. (3.4)
In the third line, we have used the inequality∫
Λ
(
1−
n+2∏
i=1
(1− ϕ(xi − y))
)
dy ≤
∫
Λ
n+2∑
i=1
ϕ(xi − y) dy ≤ n+ 2.
Next we turn to a combinatorial representation of f as a sum over (±)-graphs. The definition of f and
Observation 3.1 yield
f(~x[n+2], ~y[m]) =
( ∑
G∈C+(~x[n+2])
w±(G)
)( ∑
H∈G(~x[n+2],~y[m]):
yi∼~x[n+2] ∀i∈[m]
w(H)
)
=
∑
G⊕H
w±(G⊕H)
where the last sum is over all (±)-graphs G′ = G ⊕H in C±(~x[n+2] ∪ ~y[m]) such that first, there are no
edges between points of ~y, secondly, (G ⊕H)+ is connected, and thirdly, the vertices of (G ⊕H)+ are
precisely ~x[n+2].
We re-arrange the double sum (3.3) over m,n into one sum, indexed by the value of m + n, and
obtain
τλ(x1, x2) =
∑
n≥0
λn
n!
∫
Λn
∑
G∈C±(~x[n+2]):
{x1,x2}⊆V (G+),G+ connected,
E(G[V \V +])=∅
w±(G) d~x[3,n+2] (3.5)
=
∑
n≥0
λn
n!
∫
Λn
∑
G∈C±(~x[n+2]):
x1
+←→x2
w±(G) d~x[3,n+2]. (3.6)
In the second identity, we added some graphs to the sum, namely those in which G+ is not connected
or where there exist edges between vertices of V \ V +.
We claim that the weight of these added graphs sums up to zero. To see this, first identify [n + 2]
with the vertices ~x[n+2] and fix a graph G ∈ C([n+ 2]). Now, let C ⊆ [n+ 2] with {1, 2} ⊆ C be disjoint
and consider the set GG(C) of all (±)-connected graphs G± on [n + 2] so that G|±| = G and C is the
(+)-component of 1. If there is at least one edge e that has both endpoints outside of C, we partition
GG(C) into those graphs where e is in E+ and those where e is in E−. This induces a pairing between
the graphs of GG(C), and they cancel out. What remains are precisely the graphs in (3.5).
4 The direct-connectedness function
4.1 Motivation and rough outline
The expansion of the direct-connectedness function in powers of the activity given by [CDF77], without
proofs and convergence bounds, is
gΛλ (x1, x2) =
∑
n≥0
λn
n!
∫
Λn
∑
G∈D±x1,x2 (~x[n+2]):
x1
+←→x2
w±(G) d~x[3,n+2]. (4.1)
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It is obtained from the expansion of the pair-connectedness function in Proposition 3.2 by discarding
graphs that have pivotal points (i.e., graphs G where Piv±(G) is nonempty). Before we pass to the
thermodynamic limit, we perform a resummation and find another representation of gΛλ which has the
conjectured advantage of increasing the domain of convergence.
Let G = (V,E+, E−) ∈ C±(~x[n+2]) be a (±)-graph appearing in the expansion (3.5). Thus V =
{xi : 1 ≤ i ≤ n + 2}, the graph G+ is connected, x1 and x2 belong to V + = V (G+), every vertex
y ∈ V (G) \V (G+) is linked by at least one (−)-edge to V +, and there are no edges between two vertices
in V \ V +. We impose the additional constraint that G|±| = (~x[n+2], E+ ∪E−) has no pivotal points for
paths from x1 to x2.
Since x1, x2 are connected by a path of (+)-edges, G admits a (+)-pivot decomposition ~W =
(u0, V0, . . . , uk, Vk, uk+1) (with u0 = x1 and uk+1 = x2), where k ∈ N0 is the number of pivotal points
in Piv+(x1, x2;G). Then, G decomposes into a core graph Gcore = (V (G
+), E+, E−core) with E
−
core the
set of (−)-edges of G with both endpoints in Vi ∪ {ui, ui+1} for some i ∈ [k]0, and a shell graph
H = (V,∅, E− \ E−core). By our choice of E−core, we have PD±(Gcore) = PD+(Gcore) = ~W . Clearly
w±(G) = w±(Gcore)w±(H).
In the right-hand side of (4.1), we restrict to graphs that also appear in (3.5) and rewrite the resulting
sum as a double sum over core graphs and shell graphs. This gives rise to the series
∞∑
r=0
λr
r!
∫
Λr
∑
~W
∑
Gcore
w±(Gcore)
( ∞∑
m=0
λm
m!
∫
Λm
∑
H
w±(H) d~y[m]
)
d~x[3,r+2].
The outer sum is over potential pivot decompositions ~W of core vertices ~x[r+2], the second sum over
(±)-graphs Gcore = (~x[r+2], E+, E−core) that are (+)-connected and for which ~W is both the (±)-pivot de-
composition and the (+)-pivot decomposition (in other words, the simple graph (~x[r+2], E
+) is connected
and PD±(x1, x2, G) = PD+(x1, x2, G) = ~W ). The inner sum is over (±)-graphs H = (V (H),∅, E−(H))
with vertex set ~x[r+2] ∪ ~y[m] and (−)-edges {yi, xj} such that every vertex yi is linked to at least one
vertex xj , under the additional constraint that (~x[r+2] ∪ ~y[m], E+, E−core ∪ E−(H)) has no (±)-pivotal
points for paths from x1 to x2. Let us call the sum over shell graphs h
Λ
λ (Gcore),
hΛλ (Gcore) =
∞∑
m=0
λm
m!
∫
Λm
∑
H
w±(H) d~y[m]. (4.2)
The right-hand side depends on Gcore through the pivot decomposition ~W only. We obtain the repre-
sentation
gΛλ (x1, x2) =
∞∑
r=1
λr
r!
∫
Λr
∑
~W
∑
Gcore
w±(Gcore)hΛλ (Gcore) d~x[3,r+3]. (4.3)
This expression, written in a slightly different form (see Definition 4.2), forms the starting point of this
section. The main results of this section are the following.
1. The expansion (4.2) of the shell function hΛλ is absolutely convergent for all finite graphs Gcore
and all activities λ ≥ 0 (Proposition 4.3). In addition, the shell function in finite volume can be
expressed in terms of probabilities involving the random connection model with vertex set V (Gcore)
and of Poisson processes in Λ. This alternative expression is used to show that the pointwise limit
hλ(Gcore) = lim
Λ↗Rd
hΛλ (Gcore)
exists for all λ > 0 (Lemma 4.11).
2. Then we show in Theorem 4.12 that
∞∑
r=0
λr
r!
∫
(Rd)r
∣∣∣∑
Gcore
w±(Gcore)hλ(Gcore)
∣∣∣d~x[3,r+3] <∞.
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This allows us to define
gλ(x1, x2) :=
∞∑
r=0
λr
r!
∫
(Rd)r
∑
Gcore
w±(Gcore)hλ(Gcore) d~x[3,r+3]
and to pass to the limit in (4.3) in Theorem 4.12, that is,
lim
Λ↗Rd
gΛλ (x1, x2) = gλ(x1, x2).
4.2 Definition
Here we introduce the precise definitions of core graphs and shell graphs as well as of the functions hΛλ and
gΛλ . We follow the ideas outlined in the previous section but make two small changes. First, shell graphs
H are defined not as (±)-graphs with minus edges only but right away as standard graphs. Second, a
close look reveals that the shell function hΛλ (Gcore) defined in (4.2) depends on the core graph only via
~W ; accordingly we view hΛλ as a function of a sequence of sets. In addition we drop the index from the
core graph; thus the graph G in Definition 4.1 below corresponds to Gcore in the previous section.
Definition 4.1 (Core graphs and shell graphs).
1. Let x1, x2 ∈ Rd and let {x1, x2} ⊂W ⊂ Rd be a finite set of vertices. We call a graph G ∈ C+(W )
with PD±(x1, x2, G) = PD+(x1, x2, G) = ~W a core graph with pivot decomposition ~W and denote
the set of such graphs by G ~Wcore.
2. Let G ∈ C+(W ) be a core graph with pivot decomposition ~W = (u0, V0, . . . , Vk, uk+1), k ∈ N0,
where we set u0 := x1 and uk+1 := x2. Moreover, let V i := Vi∪{ui, ui+1} and let Y be a finite subset
of Rd. A shell graph on W ∪ Y associated to ~W is a (k + 1)-partite graph H ∈ G(V 1, . . . , V k, Y )
such that G ⊕ H ∈ D±x1,x2(W ∪ Y ). We call the vertices Y ⊂ V (H) satellite vertices and write
S(H) = Y . Notice that the set of all shell graphs on W ∪ Y associated to ~W does not depend on
the choice of the core graph G. We denote it by GY, ~Wshell .
We define hΛλ and g
Λ
λ by expansions similar to (4.2) and (4.3) and postpone the proof of convergence
to Proposition 4.3 and Theorem 4.12.
Definition 4.2 (Shell functions and direct-connectedness function).
1. Let W ⊂ Rd be finite and ~W be given as in Definition 4.1. For m ∈ N0, define the m-shell function
h(m) by
h(m)( ~W, Y ) :=
∑
H∈GY, ~Wshell
w(H), Y = {y1, . . . , ym} ⊂ Rd, (4.4)
and the shell function hΛλ in finite volume Λ ⊂ Rd by
hΛλ ( ~W ) :=
∑
m≥0
λm
m!
∫
Λm
h(m)( ~W, ~y[m]) d~y[m]. (4.5)
2. Let λ < λ∗. We define the direct-connectedness function as gλ : Rd × Rd → R,
gΛλ (x1, x2) :=
∑
r≥0
λr
r!
∫
Λr
∑
~W
( ∑
G∈G ~Wcore
w±(G)
)
hΛλ ( ~W ) d~x[3,r+2], (4.6)
where W := {x1, . . . , xr+2} and we sum over decompositions ~W of W given as in Definition 4.1.
In the pathological case x1 = x2, (4.6) is to be read as g
Λ
λ (x1, x2) := 1. Let g
Λ
λ : Rd → R be defined
by gΛλ (x) = g
Λ
λ (0, x).
The 0-shell function h(0) is understood to be given in terms of shell graphs without satellite vertices,
i.e.,
h(0)( ~W ) =
∑
H∈G∅, ~Wshell
w(H).
Note that due to translation invariance, gΛλ (x1, x2) = g
Λ
λ (0, x2 − x1) = gΛλ (x2 − x1).
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4.3 Analysis of the shell functions: Laces
If we take a look at the graphs that are summed over in the shell function, we note that the associated
minimal structures have a form which is very reminiscent of graphs that are known as laces and famously
appeared in the analysis of, for example, self-avoiding walk [BS85, Sla06]. They are also the namesake
of the lace-expansion technique.
Proposition 4.3 is the central result of this section. It allows to bound the shell function by the
probability that the points in a PPP η are not connected to the core vertices W . Moreover, we introduce
laces and partition the shell graphs with respect to them. For every lace, we obtain a precise expression
of its contribution to the shell function.
To prove Proposition 4.3, we will need quite a few definitions (see Definitions 4.4, 4.5, 4.6) and some
intermediate results thereon.
Proposition 4.3 (Bounds on the shell functions). Let λ ≥ 0 and let Λ ⊂ Rd be bounded. Let
u0, . . . , uk+1 ∈ Λ for k ∈ N0, let V0, . . . , Vk ⊂ Λ be finite sets, and set ~W = (u0, V0, . . . , Vk, uk+1).
Then
|hΛλ ( ~W )| ≤ Pλ(ηΛ 6←→W in ξW ). (4.7)
Moreover, ∑
m≥0
λm
m!
∫
Λm
∣∣h(m)( ~W, ~y[m])∣∣d~y[m] ≤ 1√
5
e3|W |
(
3 +
√
5
)|W |
. (4.8)
Proposition 4.3 consists of two parts, and it is (4.8) that guarantees the well-definedness of the shell
function hΛλ of Definition 4.2.
Proposition 4.3 is easy to prove for k = 0, and we mostly focus on k ≥ 1. Throughout the remainder of
this section, we fix a pivot decomposition ~W = (u0, V0, . . . , Vk, uk+1) and recall that V i = Vi∪{ui, ui+1}.
We now work towards a deeper understanding of the shell graphs H summed over in (4.4).
Definition 4.4 (Skeletons). Let W ⊂ Rd and let ~W = (u0, V0, . . . , uk+1) be a pivot decomposition of
some core graph on W . Further let Y ⊂ Rd be finite and let H be a shell graph associated to ~W with
satellite vertices S(H) = Y . Then we define the skeleton Hˆ of H as the following graph: Its vertex set
is V (Hˆ) = {0, . . . , k+ 1}. A bond αβ is in E(Hˆ) if and only if |α−β| ≥ 2 and there exist s ∈ {uα}∪Vα,
t ∈ Vβ−1 ∪ {uβ} such that
• st ∈ E(H), or
• sy, yt ∈ E(H) for some y ∈ S(H).
In the first case we call {s, t} a direct stitch and in the second case an indirect stitch. We call an edge
αβ in E(Hˆ) a bond to distinguish it from the edge of the underlying graph H.
Thus, the graph Hˆ has no nearest-neighbor bonds and αβ with |α − β| ≥ 2 is a bond in E(Hˆ) if
and only if {uα} ∪ Vα and Vβ−1 ∪ {uβ} are connected by a direct or indirect stitch. See Figure 2 for an
illustration. We may now apply the standard vocabulary of lace expansion (for self-avoiding walks) to
the graph Hˆ [Sla06, Section 3.3].
Definition 4.5 (Laces).
• The graph Hˆ with vertex set {0, . . . , k + 1} is irreducible if 0 and k + 1 are endpoints of edges in
E(Hˆ) and for every i ∈ [k] there exists αβ ∈ E(Hˆ) with α < i < β.
• The graph Hˆ is a lace if it is irreducible and, for every bond αβ ∈ E(Hˆ), removal of the bond
destroys the irreducibility.
• We denote by Lk the set of all laces on {0, . . . , k + 1}.
In the context of lace expansions, usually the word “connected” is used instead of “irreducible”,
but “connected” is clearly misleading in our setup; Brydges and Spencer originally called those graphs
“primitive” [BS85]. We observe that the skeleton graphs Hˆ arising from our shell graphs H are precisely
the irreducible graphs (and so G⊕H being 2-connected corresponds to the skeleton Hˆ being irreducible).
We map irreducible graphs to laces by following a standard procedure [Sla06, Section 3.3], performed
backwards. That is, we define bonds α′jβ
′
j with β
′
1 > β
′
2 > · · · inductively as follows: we set
β′1 := k + 1, α
′
1 := min{α : αβ′1 ∈ E(Hˆ)}.
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H1:
u0 uk+1
L:
0 k + 1
H2:
u0 uk+1
Hˆ2:
0 k + 1
Figure 2: In the first line, we see a schematic shell graph H1. Its skeleton Hˆ1 is already a lace, namely
L. The skeleton of the graph H2 in the second line is not a lace, but H2 ∈ 〈〈L〉〉. The structure of L is
indicated in H2 and in Hˆ2 by black edges, the other edges are drawn in cyan.
and
α′j+1 = min{α : ∃β > α′j with αβ ∈ E(Hˆ)}, β′j+1 = max{β : α′j+1β ∈ E(Hˆ)}.
The procedure terminates when α′j = 0. At the end, we let αjβj be a relabelling of the bonds α
′
jβ
′
j from
left to right.
It is well-known that the algorithm maps irreducible graphs to laces, moreover the set of irreducible
graphs that are mapped to a given lace L can be characterized as follows.
Definition 4.6 (Compatible bonds and the span of a lace).
1. Let L be a lace with vertex set {0, . . . , k+ 1}. A bond is compatible with a lace L if the algorithm
described above maps the graph (V (L), E(L) ∪ {αβ}) to the lace L.
2. Let W ⊂ Rd and let ~W = (u0, V0, . . . , uk+1) be a pivot decomposition of some core graph on W .
Further let Y ⊂ Rd be finite and let H be a shell graph associated to ~W with S(H) = Y . Then we
say that H belongs to the span of the lace L, written H ∈ 〈〈L〉〉, if E(L) ⊆ E(Hˆ) and every bond
αβ ∈ E(Hˆ) \ E(L) is compatible with L.
In other words, H is in the span of L if the above algorithm maps Hˆ to L. See Figure 2.
Given ~W and a lace L, we define
hΛλ ( ~W ;L) :=
∑
m≥0
λm
m!
∫
Λm
∑
H∈〈〈L〉〉:S(H)=~y[m]
w(H) d~y[m]. (4.9)
The series hΛλ (
~W ;L) converges absolutely for every fixed λ. This is shown as part of the proof of (4.8)
in Proposition 4.3. Now,
hΛλ (
~W ) =
∑
L∈Lk
hΛλ (
~W ;L).
The following characterization of compatible bonds will be useful. We recall that the bonds of a lace
with m bonds can be labelled as αjβj with
0 = α1 < α2 < β1 ≤ α3 < β2 ≤ · · · ≤ αm < βm−1 < βm = k + 1.
see [Sla06, Eqs. (3.15) and (3.16)].
Lemma 4.7 (Characterization of compatible bonds). Let L be a lace with vertex set V (L) = {0, . . . , k+1}
and bonds αjβj, j = 1, . . . ,m, labeled from left to right (i.e., αj < αj+1). Then, a bond αβ /∈ E(L) with
α < β − 1 is compatible with L if and only if either
(a) αi ≤ α < β ≤ βi for i ∈ [m] or
(b) αi < α < β ≤ αi+2 for i ∈ [m− 1] (where we set αm+1 := k).
Proof. Let αβ /∈ E(L) be compatible with L; that is, the algorithm below Definition 4.5 maps E(L)∪{αβ}
to E(L), which in turn means that αβ is not selected to be part of the output lace. We show that then,
either (a) or (b) is satisfied. Assume the algorithm has already constructed the partial lace up to some
j < m, producing the bonds (α′i, β
′
i)
j
i=1 (note that they are in reverse order and make up the last j bonds
of the lace). Assume moreover that α′j < β ≤ α′j−1, that is, αβ is a potential candidate to be chosen as
the next bond of the lace. Since it is not chosen, there is α′j+1β
′
j+1 with β
′
j+1 ∈ (α′j , α′j−1] so that either
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A6
Figure 3: Schematic illustration of Ai from the proof of Lemma 4.8 for i = 0, 2, 3, 4, 5, 6.
• α′j+1 < α, or
• α′j+1 = α and β′j+1 > β.
Both the second case as well as the first case under the additional assumption β′j+1 ≥ β imply that αβ
satisfies (a). Let us thus focus on the case where α′j+1 < α and β
′
j+1 < β. Remembering the stage of the
algorithm, we have β ≤ α′j−1, implying (b).
Let now αβ /∈ E(L) be a bond that satisfies (a) or (b). We claim that αβ is compatible with L.
Let i be the index such that αiβi satisfies (a) or (b). Note that in the execution of the algorithm below
Definition 4.5, αβ does not appear as a candidate to be added to the constructed lace up until the
point where αmβm, αm−1βm−1, . . . , αi+1βi+1 are already added to the partial lace. At this stage of the
algorithm, if αβ satisfies (b), then it is not picked because the bond αiβi has a smaller value of its left
endpoint (i.e., αi < α). If αβ satisfies (a) however, then either also αi < α, or αi = α, but αiβi has its
right endpoint further to the right (i.e., β < βi, since the two bonds cannot be equal), and so again, αiβi
is picked by the algorithm.
To prove the second result of Proposition 4.3, we need the following counting lemma, which may be
of independent interest.
Lemma 4.8 (On the number of laces). Let fi be the i-th Fibonacci number with f1 = 0, f2 = 1. Then
|Lk| = 1 +
k∑
i=1
(
k
i
)
fi and, as k →∞, |Lk| ∼ 1√
5
(3 +√5
2
)k
.
Proof. We first choose i vertices in {1, . . . , k} and then count the laces that use exactly those vertices.
To this end, let Ai be the set of laces L with V (L) = {0, . . . , i+1} so that every vertex is the endpoint of
at least one stitch. We claim that |Ai| = fi for i ≥ 1. Clearly, |A0| = 1, |A1| = 0, |A2| = 1. See Figure 3
for an illustration.
Let i ≥ 3. We now establish the Fibonacci recursion. First, note that the bond incident to 0
(the “first” bond) must always have 2 as the second endpoint. Now, depending on whether or not the
third bond is incident to 2, the remaining lace lives on {1, 2, . . . , i + 1} or on {1, 3, 4, . . . , i + 1}, and so
|Ai| = |Ai−1|+ |Ai−2|.
The asymptotic behavior follows from the fact that fn ∼ Φn/
√
5, where Φ = 12 (1 +
√
5) is the golden
ratio.
We can now work towards finding an explicit expression for hΛλ (
~W ;L) for a fixed lace. The next
lemma is in the spirit of Observation 3.1 and will help us find probabilistic factors in the shell function.
Lemma 4.9 (Bipartite graphs and probabilities). Let Y,A,B,C ⊂ Rd be finite, disjoint sets.
1. Then ∑
H∈G(A∪C,Y ):
∀y∈Y :y∼A
w(H) =
∏
y∈Y
(− P(A ∼ y  C)) = (−1)|Y |P(∀y ∈ Y : A ∼ y  C).
2. Moreover, ∑
H∈G(A∪B∪C,Y ):
∀y∈Y :A∼y∼B
w(H) =
∏
y∈Y
P
(
A ∼ y ∼ B, y  C).
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3. Lastly, ∑
H∈G(A,Y ):
E(H) 6=∅
w(H) = −P(A ∼ Y ).
Proof. The first part of the statement is rather straightforward. If Y = {y}, then G(A ∪ C, {y}) is the
set of star graphs (with center y). Observe first that∑
H∈G(A∪C,{y}):y∼A
w(H) =
( ∑
H′∈G(A,{y}):y∼A
w(H ′)
)( ∑
H′′∈G(C,{y})
w(H ′′)
)
.
The first sum is over all star graphs in G(A, {y}) except the empty one, the second is over all star graphs
in G(C, {y}), and so∑
H∈G(A∪C,{y}):y∼A
w(H) = −(1−∏
x∈A
(1− ϕ(y, x))) ∏
x∈C
(1− ϕ(y, x)) = −P(A ∼ y  C).
It is an easy induction to prove that for general Y , the sum factorizes into a product over sums over star
graphs. For the second statement, assume again that Y = {y} and observe that∑
H∈G(A∪B∪C,{y}):
A∼y∼B
w(H) =
( ∑
H∈G(A∪C,{y}):y∼A
w(H)
)( ∑
H∈G(B,{y}):y∼B
w(H)
)
= P(A ∼ y ∼ B, y  C),
where the last identity is due to independence. The statement easily extends to general Y (again, the
sum factorizes)
For the third statement, note that we sum over every graph except the empty one.
Since the explicit expression for hΛλ (
~W ;L) is a lengthy product of probabilities, we first introduce
some notation to represent the factors of this product compactly. Let A,B be two subsets of [k + 1]0.
We define the set of all possible direct stitches in H leading to bonds αβ ∈ E(Hˆ) with α ∈ A, β ∈ B, as
Υ(A,B) :=
{
xy ⊂W : ∃α ∈ A, β ∈ B with α < β − 1 and x ∈ {uα} ∪ Vα, y ∈ Vβ−1 ∪ {uβ}
}
and we write Υ(A) = Υ(A,A). We define
qα,β :=
∏
xy∈Υ([α,β))∪Υ((α,β])
(1− ϕ(x− y))
and, for α1 < α2 < α3,
qα1,α2,α3 :=
∏
xy∈Υ([α1+1,α2),[α2,α3))
(1− ϕ(x− y)).
Note that these products encode the sum over all w-weighted graphs on the set of edges multiplied over.
To lighten notation, for 0 ≤ α ≤ β ≤ k + 1, set
[uα]] := {uα} ∪ Vα, [[uβ ] := Vβ−1 ∪ {uβ},
[uα, uβ ] := {uα} ∪ Vα ∪ · · · ∪ Vβ−1 ∪ {uβ}.
We extend this notation further: For a, b ∈ {u0, . . . , uk+1}, let (a, b) := [a, b]\{a, b}, let [a, b) := [a, b]\{b},
and (a, b] := [a, b] \ {a}. We set ((a, b)) := [a, b] \ ([a]] ∪ [[b]) and define sets ((a, b] etc. accordingly.
Moreover, define
Qα,β = Pλ
(
@y ∈ ηΛ s.t. [uα]] ∼ y ∼ [[uβ ], y  [uα+1, uβ−1]
)
for β ≥ α+ 2. We extend this notation by writing
QA,B =
∏
α∈A
∏
β∈B
Qα,β
for sets of pivotal points A,B; we abbreviate Qa,[b,c] = Q{a},[b,c].
We are now ready to state Lemma 4.10, for which we recall the definition of hΛλ (
~W ;L) in (4.9).
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u0 uk+1︸ ︷︷ ︸ ︸ ︷︷ ︸︸ ︷︷ ︸
A = 〈sl1〉 C = 〈sr1〉
L
B = [u1, uk]
u0
sl3
︸ ︷︷ ︸ ︸ ︷︷ ︸︸ ︷︷ ︸
A = 〈sl1〉 C
L
B = [u1, s
l
2)
sl2 sr1
︸ ︷︷ ︸
D
︸ ︷︷ ︸
E = (sr1, s
l
3]
Figure 4: Illustration of the induction proof of Lemma 4.10. The lace L is sketched in blue. The left
picture shows the base case m = 1, where u0 = s1 and uk+1 = t1. To the right, the first three stitches
of L are (partially) sketched. The sets C,D are defined as C = [s2, t1)) and D = [[t1].
Lemma 4.10 (The shell function of a lace). Let λ ≥ 0 and let Λ ⊂ Rd be bounded. Let W ⊂ Rd be a
core vertex set with pivot decomposition ~W = (u0, V0, . . . , uk+1). Let L be a lace with vertex set [k + 1]0
and m bonds αiβi, i ∈ [m]. Then, setting αm+1 = k,
hΛλ ( ~W ;L) = Pλ(ηΛ 6←→W )
m∏
i=1
qαi,βi
[
1−Qαi,βi − P([uαi ]] ∼ [[uβi ])
]
×
m−1∏
i=1
qαi,αi+1,αi+2Qαi,(βi,k+1]Q(αi,αi+1),(αi+2,k+1]. (4.10)
Moreover, ∑
n≥0
λn
n!
∫
Λn
∣∣∣ ∑
H∈〈〈L〉〉:S(H)=~y[n]
w(H)
∣∣∣d~y[n] ≤ 2me3|W | (4.11)
Proof. We abbreviate η = ηΛ, h = h
Λ
λ , and prove the statement by induction on m.
Base case. Let m = 1, which means that α1 = 0 and β1 = k + 1. Set A = [u0]], B = [u1, uk], and
C = [[uk+1]. See Figure 4 for an illustration of A,B,C.
Note first that the edge set Υ([k+ 1]0) \E(A,C), that is, the possible direct stitches between points
of W except the direct ones between A and C, do not determine membership of H in 〈〈L〉〉. Any such
edge xy may or may not be present, resulting in a factor (1− ϕ(x− y)) that can be extracted. In total,
this produces the factor q0,k+1 and we can restrict to considering graphs H ∈ 〈〈L〉〉 that do not possess
any such edge. The remaining graphs H only have edges that are incident to A ∪ C ∪ S(H).
We split this set of remaining graphs H into those that have a direct stitch between A and C and
those that do not. Among the former, the sum over graphs factorizes into graphs H ′ ∈ G(A,C) (the
direct stitches) and graphs H ′′ ∈ G(W,S(H)). With Lemma 4.9,
h( ~W ;L) = q0,k+1
[∑
n≥0
λn
n!
∫
Λn
( ∑
H′∈G(A,C):E(H)6=∅
w(H ′)
)( ∑
H′′∈G(W,~y[n]):
yi∼W∀i∈[n]
w(H ′′)
)
d~y[n]
+
∑
n≥0
λn
n!
∫
Λn
∑
H∈G(W,~y[n]):
deg(yi)≥1∀i∈[n],
∃i:A∼yi∼C
w(H) d~y[n]
]
= q0,k+1
[
− P(A ∼ C)Pλ(η 6←→W ) +
∑
n≥0
λn
n!
∫
Λn
∑
H∈G(W,~y[n]):
deg(yi)≥1∀i∈[n],
∃i:A∼yi∼C
w(H) d~y[n]
]
. (4.12)
For now the power series are treated as formal power series, convergence is proven later. To treat the
sum in (4.12), we define
S1 := {y : A ∼ y ∼ C}, S2 := {y : C  y ∼ (A ∪B)}, and S3 := {y : C ∼ y  A}.
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With these definitions, we can partition ~y = S(H) = S1 ∪ S2 ∪ S3. Moreover, we know that S1 6= ∅.
Re-summing and then applying Lemma 4.9, the sum over n in (4.12) becomes∑
n1,n2,n3≥0
λn1+n2+n3
n1!n2!n3!
∫
Λn1+n2+n3
∑
H∈〈〈L〉〉:
Si(H)=~yi,[ni]∀i∈[3]
w(H) d
(
~y1,[n1], ~y2,[n2], ~y3,[n3]
)
=
(∑
n≥1
λn
n!
∫
Λn
∑
H∈G(A∪B∪C,~y[n]):
∀i∈[n]:A∼yi∼C
w(H) d~y[n]
)(∑
n≥0
λn
n!
∫
Λn
∑
H∈G(A∪B,~y[n]):
∀i∈[n]:yi∼(A∪B)
w(H) d~y[n]
)
×
(∑
n≥0
λn
n!
∫
Λn
∑
H∈G(B∪C,~y[n]):
∀i∈[n]:yi∼C
w(H) d~y[n]
)
=
(∑
n≥1
λn
n!
(∫
Λ
P(A ∼ y ∼ C, y  B) dy
)n)(∑
n≥0
λn
n!
(
−
∫
Λ
P(y ∼ (A ∪B)) dy
)n)
×
(∑
n≥0
λn
n!
(
−
∫
Λ
P(C ∼ y  B) dy
)n)
. (4.13)
We now apply Mecke’s formula to rewrite (4.13) as(
eEλ[|{y∈η:A∼y∼C,yB}|] − 1
)
e−Eλ[|{y∈η:y∼(A∪B)}|]e−Eλ[|{y∈η:C∼yB}|]
=
(
1− e−Eλ[|{y∈η:A∼y∼C,yB}|]
)
e−Eλ[|{y∈η:y∼(A∪B)}|]e−Eλ[|{y∈η:C∼y(A∪B)}|]
=(1−Q0,k+1)e−Eλ[|{y∈η:y∼(A∪B∪C)}|].
Since e−Eλ[|{y∈η:y∼(A∪B∪C)}|] = Pλ(η 6←→W ), we can plug this back into (4.12) and obtain
h( ~W ;L) = Pλ(η 6←→W )q0,k+1
(
1−Q0,k+1 − P(A ∼ C)
)
on the level of formal power series. Now we prove convergence and check that the previous computational
steps are justified not only on the level of formal power series. We revisit first the Eq. (4.13). On the
left-hand side, let us put absolute values inside the integral (but outside the sum over shell graphs H).
The resulting expression is bounded by the middle part of (4.13), again with absolute values inside the
integral. Each integrand is bounded in absolute value by a probability, hence it is smaller or equal to 1.
The resulting series are exponential series and in particular, absolutely convergent. As a consequence,
Eq. (4.13) is justified and the last sum in (4.12) is bounded as∑
n≥0
λn
n!
∫
Λn
∣∣∣∣ ∑
H∈G(W,~y[n]):
deg(yi)≥1∀i∈[n],
∃i:A∼yi∼C
w(H)
∣∣∣∣d~y[n]
≤ eEλ[|{y∈η:A∼y∼C,yB}|]eEλ[|{y∈η:y∼(A∪B)}|]eEλ[|{y∈η:C∼yB}|]
≤ e2|W |, (4.14)
compare (3.4). For the other contribution to h( ~W ;L), we notice
∑
n≥0
λn
n!
∫
Λn
∣∣∣∣∣( ∑
H′∈G(A,C):E(H)6=∅
w(H ′)
)( ∑
H′′∈G(W,~y[n]):
yi∼W∀i∈[n]
w(H ′′)
)∣∣∣∣∣d~y[n]
≤ P(A ∼ C) eEλ[|{y∈η:y∼W}|] ≤ e|W |, (4.15)
Combining (4.14) and (4.15) with (4.12) and 0 ≤ q0,k+1 ≤ 1, we deduce∑
n≥0
λn
n!
∫
Λn
∣∣∣ ∑
H∈〈〈L〉〉:S(H)=~y[n]
w(H)
∣∣∣d~y[n] ≤ e|W | + e2|W | ≤ 2e2|W | <∞.
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Inductive step. For the inductive step, let m > 1. We write the lace L in terms of its vertices (si, ti)
in W (that is si = uαi and ti = uβi) and let L
′ be the lace on W ′ := W \ [s1, s2) obtained from L by
deleting the first stitch. We note that if H ∈ 〈〈L〉〉, then H[[s2, uk+1]] ∈ 〈〈L′〉〉. Observe that
h( ~W ;L) = h( ~W ′;L′)
∑
n≥0
λn
n!
∫
Λn
∑
H∈G(V 0,...,V α3−1,~y[n]):
H⊕L′∈〈〈L〉〉
w(H) d~y[n]. (4.16)
Again we first prove (4.10) and carry out computations on the level of formal power series; we prove
convergence (and thus (4.11)) at the end. We can apply the induction hypothesis to h( ~W ′;L); it remains
to deal with the second factor. We partition the vertices in [s1, s3] as A = [s1]], B = ((s1, s2), C =
[s2, t1)), D = [[t1], and E = (t1, s3] (see Figure 4). If m = 2, we let E = (t1, uk].
The graphs summed over in (4.16) must satisfy the following restraints: There must be at least one
direct or indirect stitch between A and D, and there cannot be any (direct or indirect) edge between A
and E. In particular, the remaining direct stitches may or may not be there, and thus can be extracted
as the factor qα1,α2,α3 .
We partition S(H) = ∪4i=1Si, where
S1 = {y : A ∼ y ∼ D,N(y) ⊆ [s1, t1]}, S2 = {y : A ∼ y ∼ C,N(y) ⊆ [s1, t1))},
S3 = {y : ∅ 6= N(y) ⊆ [s1, s2)}, S4 = {y : B ∼ y ∼ (C ∪D ∪ E), N(y) ⊆ ((s1, s3]}.
Again, we intend to split the sum over graphs into those that have at least one direct stitch between A
and D, and those that do not. We can thus rewrite the second factor in (4.16) as
qα1,α2,α3
∑
n≥0
λn
n!
∫
Λn
∑
H∈G(V 0,...,V α3−1,~y[n]):
H⊕L′∈〈〈L〉〉,
∀e∈E(H):e∩(A∪D∪~y[n])6=∅
w(H) d~y[n]
=qα1,α2,α3
4∏
i=2
( ∑
ni≥0
λni
ni!
∫
Λni
∑
H∈G(W,~yi,[ni]):
S(H)=Si
w(H) d~y[i,[ni]
)
×
[
− P(A ∼ D)
∑
n≥0
λn
n!
∫
Λn
∑
H∈G([s1,s3],~y[n]):
yi∼A∪B∀i∈[n]
w(H) d~y[n]
+
∑
n≥1
λn
n!
∫
Λn
∑
H∈G([s1,s3],~y[n]):
yi∼A∪B∀i∈[n]
w(H) d~y[n]
]
=qα1,α2,α3
(− P(A ∼ D)eEλ[|{y∈η:y∈S1}|] + eEλ[|{y∈η:y∈S1}|] − 1)
× eEλ[|{y∈η:y∈S2}|]−Eλ[|{y∈η:y∈S3}|]+Eλ[|{y∈η:y∈S4}|], (4.17)
where the last identity was obtained using Lemma 4.9. Note that the factor h( ~W ′;L′) contains the factor
P(η 6←→ [s2, uk+1]) = e−Eλ[|{y∈η:y∼[s2,uk+1]}|]. Together with this factor, (4.17) equals
exp
(
Eλ
[
− |{y ∈ η : (A ∪B ∼ y ∼ [s2, uk+1]}|+ |{y ∈ η : A ∼ y ∼ D, y  (B ∪ C)}|
+ |{y ∈ η : A ∼ y ∼ C, y  B}|+ |{y ∈ η : B ∼ y ∼ (C ∪D ∪ E)}|
])
(4.18)
× Pλ(η 6←→W )
(
1−QA,D − P(A ∼ D)
)
.
It remains to rewrite the argument in the expectation of the exponent in (4.18). Note that
− |{y ∈ η : A ∼ y ∼ [s2, uk+1], y  B}| − |{y ∈ η : B ∼ y ∼ [s2, uk+1]}|
+ |{y ∈ η : A ∼ y ∼ (C ∪D), y  B}|+ |{y ∈ η : B ∼ y ∼ (C ∪D ∪ E)}|
=− |{y ∈ η : A ∼ y ∼ (t1, uk+1], y  (B ∪ C ∪D)}| − |{y ∈ η : B ∼ y ∼ (s3, uk+1], y  (C ∪D ∪ E)}|.
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This gives two exponential terms. The first is
e−Eλ[|{y∈η:[uα1 ]]∼y∼(uβ1 ,uk+1],y((uα1 ,uβ1 ]}|] =
k+1∏
j=β1+1
e−Eλ[|{y∈η:[uα1 ]]∼y∼[[uj ],y((uα1 ,uj))}|]
= Qα1,(β1,k+1].
Similarly, the second exponential term equals Q(α1,α2),(α3,k+1].
Again, we prove convergence and justify the previous computational steps. Revisiting the left-hand
side of (4.17), we insert absolute values inside the integral (and outside the sum over graphs H). As
in the base case, this is bounded by the middle part of (4.17) with absolute in the integrals, and each
integrand is a probability. With the Mecke equation, we obtain∑
n≥0
λn
n!
∫
Λn
∣∣∣∣ ∑
H∈G(V 0,...,V α3−1,~y[n]):
H⊕L′∈〈〈L〉〉,
∀e∈E(H):e∩(A∪D∪~y[n])6=∅
w(H)
∣∣∣∣ d~y[n]
≤ 2eEλ[|{y∈η:y∈S1}|]+Eλ[|{y∈η:y∈S2}|]+Eλ[|{y∈η:y∈S3}|]+Eλ[|{y∈η:y∈S4}|]
≤ 2e3|A∪B|.
Note that by induction hypothesis, the term h( ~W ′;L′) with absolute values in the respective integrals is
bounded by 2m−1e3|W
′|. Since A ∪B and W ′ are disjoint, this proves (4.11).
Proof of Proposition 4.3. Again, we abbreviate η = ηΛ and h = h
Λ
λ . First, consider k = 0, i.e., pivot
decompositions with no pivotal points. Then there are no direct stitches and
h(m)( ~W, ~y[m]) = (−1)m
m∏
i=1
P(yi ∼W ) and h( ~W ) = Pλ(η 6←→W ).
Moreover, ∑
m≥0
λm
m!
∫
Λm
|h(m)( ~W, ~y[m])|d~y[m] = eEλ[|{y∈η:y∼W}|] ≤ e|W |,
using the same bound as in (3.4). Since this proves the proposition for k = 0, we turn to k ≥ 1 and we
first prove (4.7).
We rewrite h( ~W ) by explicitly writing out the sum over laces L in terms of the endpoints of their
stitches in W (note that any lace can have at most k stitches). We first exhibit this for k = 2, where
~W = (u0, V0, u1, V1, u2, V2, u3) and there are two different laces. With the abbreviation Q˜i,j = Qi,j +
P([ui]] ∼ [[uj ]),
h( ~W ) = h( ~W ;L1) + h( ~W ;L2) = Pλ(η 6←→W )
(
q0,3(1− Q˜0,3) +Q0,3(1− Q˜0,2)(1− Q˜1,3)
)
= Pλ(η 6←→W )
3∑
β1=2
q0,β1(1− Q˜0,β1)
[
1{β1=3} + 1{β1<3}
β1−1∑
α2=1
Q0,3(1− Q˜α2,3)
]
. (4.19)
Clearly, this is unnecessarily complicated for k = 2, as the sum over α2 contains only one term and
q0,2 = 1. However, this turns out to be convenient for general k. We use the convention that Q[a,b],∅ =
Q∅,[a,b] = 1. Carefully re-arranging the sum over all laces yields
h( ~W ) =
∑
L∈L( ~W )
h( ~W ;L) = Pλ(η 6←→W )
k+1∑
β1=2
q0,β1(1− Q˜0,β1)Q0,(β1,k+1]
×
[
1{β1=k+1} +
β1−1∑
α2=1
k+1∑
β2=β1+1
qα2,β2(1− Q˜α2,β2)Q(0,α2],(β2,k+1]Q(0,α2),β2
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×
[
1{β2=k+1} +
β2−1∑
α3=β1
k+1∑
β3=β2+1
qα3,β3(1− Q˜α3,β3)qα1,α2,α3
Q(α2,α3],(β3,k+1]Q(α2,α3),β3Q(0,α2),(α3,β2)
×
[
1{β3=k+1} +
β3−1∑
α4=β2
k+1∑
β4=β3+1
qα4,β4(1− Q˜α4,β4)qα2,α3,α4
Q(α3,α4],(β4,k+1]Q(α3,α4),β4Q(α2,α3),(α4,β3) × · · ·
×
[
1{βk−1=k+1} + 1{βk−1<k+1}
βk−1−1∑
αk=βk−2
qαk,k+1(1− Q˜αk,k+1)
∏
j=k,k+1
qαj−2,αj−1,αj
Q(αk−1,αk),k+1Q(αk−2,αk−1),(αk,βk−1)
]
· · ·
]]]
.
Note that if β = k + 1 for some i, then the double sum following the respective indicator breaks down
to 0. Also, only the innermost bracketed term contains two factors of qa,b,c.
We now show that, starting with the innermost square brackets, the bracketed terms are bounded by
1 in absolute value.
To lighten notation, we write the innermost sum as
∑b2−1
α=b1
R(α). We split the factor 1−Q˜αk,k+1 = (1−
Qαk,k+1)− P([uαk] ∼ [[uk+1]). This yields two sums
∑b2−1
α=b1
R(α) =
∑b2−1
α=b1
R′(α)−∑b2−1α=b1 R′′(α), where
R′ and R′′ are both non-negative. Now, with the estimate Q(αk−1,α),k+1 ≤ Q[βk−2,α),k+1 = Q[b1,α),k+1,
we can bound
b2−1∑
α=b1
R′(α) ≤
b2−1∑
α=b1
(1−Qα,k+1)Q[b1,α),k+1
= (1−Qb1,k+1) +Qb1,k+1
b2−1∑
α=b1+1
(1−Qα,k+1)Q[b1+1,α),k+1, (4.20)
which is readily proven to be at most 1 by induction. Moreover,
b2−1∑
α=b1
R′′(α) ≤
b2−1∑
α=b1
qα,k+1P([uα]] ∼ [[uk+1]). (4.21)
The above summands can be rewritten as the probability of the event that the direct stitch (α, k+ 1) is
present, while all direct stitches (j, k + 1) for j ∈ (α, k + 1] are not. Hence, these are disjoint events for
different values of α, and so the sum is at most 1.
In total, we rewrote
∑b2−1
α=b1
R(α) as the difference of two nonnegative values, both at most 1, proving
our claim.
To deal with the summands for 2 ≤ i < k, we write the double sum as ∑b2−1α=b1∑k+1β=b2+1R(α, β) and
split the term 1− Q˜αi,βi = (1−Qαi,βi)− P([uαi] ∼ [[uβi ]) so that
b2−1∑
α=b1
k+1∑
β=b2+1
R(α, β) =
b2−1∑
α=b1
k+1∑
β=b2+1
R′(α, β)−
b2−1∑
α=b1
k+1∑
β=b2+1
R′′(α, β) (4.22)
for non-negative summands R′, R′′. We prove a bound on the sum over R′(α, β) by induction on k− b2.
If b2 = k, then the bound is the same as for the bound (4.20). For b2 < k, we first bound Q(αi,α],(β,k+1] ≤
Q[b1,α],(β,k+1] and then extract the summand for β = k + 1, yielding
b2−1∑
α=b1
k+1∑
β=b2+1
R′(α, β) ≤
b2−1∑
α=b1
k+1∑
β=b2+1
(1−Qα,β)Q[b1,α],(β,k+1]Q[b1,α),β
≤
b2−1∑
α=b1
(1−Qα,k+1)Q[b1,α),k+1
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+Q[b1,b2−1],k+1
b2−1∑
α=b1
k∑
β=b2+1
(1−Qα,β)Q[b1,α],(β,k]Q[b1,α),β . (4.23)
By the induction hypothesis, the double sum in (4.23) is at most 1. Therefore,
b2−1∑
α=b1
k+1∑
β=b2+1
R′(α, β) ≤
b2−2∑
α=b1
(1−Qα,k+1)Q[b1,α),k+1
+ (1−Qb2−1,k+1)Q[b1,b2−1),k+1 +Qb2−1,k+1Q[b1,b2−1),k+1
=
b2−2∑
α=b1
(1−Qα,k+1)Q[b1,α),k+1 +Q[b1,b2−2],k+1
= 1,
where the last identity is now an easy induction.
Turning to the second summand in (4.22), by the same argument used to treat (4.21), the summands
R′′(α, β) are probabilities of events which are disjoint for different values of (α, β), and so they sum to
at most 1.
The observation that the bracket term for i = 1 is handled analogously finishes the proof of (4.7).
We proceed to prove (4.8) for k > 1. By combining Lemma 4.8 with Lemma 4.10,∑
m≥0
λm
m!
∫
Λm
∣∣h(m)( ~W, ~y[m])∣∣d~y[m] ≤ ∑
L∈Lk
∑
m≥0
λm
m!
∫
Λm
∣∣∣ ∑
H∈〈〈L〉〉:S(H)=~y[m]
w(H)
∣∣∣d~y[m]
≤ 1√
5
(3 +√5
2
)k
2ke3|W |.
Using the bound k ≤ |W | finishes the proof.
Lemma 4.11 (Thermodynamic limit of the shell function). For every λ ≥ 0, the pointwise limit
lim
Λ↗Rd
hΛλ (
~W ) = hλ( ~W )
along Rd-exhausting sequences exists.
Proof. Let (Λn)n∈N be an Rd-exhausting sequence. For fixed ~W = (u0, V0, . . . , uk+1), note that
hΛnλ (
~W ) =
∑
L∈Lk
hΛnλ (
~W ;L).
For each lace L, the limit
hλ( ~W ;L) = lim
n→∞h
Λn
λ (
~W ;L)
exists and does not depend on the precise choice of Rd-exhausting sequence. This is clear from the
representation for hΛλ (
~W ;L) proven in Lemma 4.10: In particular, hΛλ (
~W ;L) is given as the finite
product of Λ-independent factors and factors that describe the probability of certain point processes
containing no points (namely, Pλ(ηΛ 6←→W ) and the factors Qi,j). As probabilities that are decreasing
in the volume, the latter admit a Λ ↗ Rd limit. It follows that the limit of the shell function exists as
well and is given by
hλ( ~W ) =
∑
L∈Lk
hλ( ~W ;L).
4.4 The direct-connectedness function in infinite volume
In this section, we consider the limit limΛ↗Rd gΛλ with g
Λ
λ as in (4.6) and give sufficient conditions under
which it exists, thereby proving the two convergence statements from Theorem 1.1.
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The candidate limit is given by the analogue of (4.6) with Λ replaced by Rd; the existence of hRdλ ≡ hλ
has been checked in Lemma 4.11. Thus,
gλ(x1, x2) =
∞∑
r=0
λr
r!
∫
(Rd)r
∑
~W
( ∑
G∈G ~Wcore
w±(G)
)
hλ( ~W ) d~x[3,r+2], (4.24)
where the inner sum is over core graphs G on ~x[r+2] with pivot decomposition ~W , i.e., over (+)-connected
graphs G on ~x[r+2] with PD
+(x1, x2, G) = PD
±(x1, x2, G) = ~W . Remember the quantities 0 < λ˜∗ ≤ λ∗
introduced before Theorem 1.1. We will see in (4.25) that the sum over core graphs for a given pivot
decomposition is a probability, hence in particular non-negative.
Theorem 4.12 (The thermodynamic limit of gΛλ : pointwise convergence.). If λ < λ∗, then
∞∑
r=0
λr
r!
∫
(Rd)r
∑
~W
( ∑
G∈G ~Wcore
w±(G)
)∣∣hλ( ~W )∣∣d~x[3,r+2] <∞
for all x1, x2 ∈ Rd and for every Rd-exhausting sequence (Λn)n∈N, we have the pointwise convergence
lim
n→∞ g
Λn
λ (x1, x2) = gλ(x1, x2)
with gλ given in (4.24) (equivalently, Eq. (4.6) with Λ replaced by Rd).
Theorem 4.13 (Integrability and convergence in the L1-norm). If λ < λ˜∗, then for all x1 ∈ Rd,∫
Rd
|gλ(x1, x2)|dx2 ≤
∞∑
r=0
λr
r!
∫
Rd
(∫
(Rd)r
∑
~W
( ∑
G∈G ~Wcore
w±(G)
)∣∣hλ( ~W )∣∣d~x[3,r+2])dx2 <∞.
Proof of Theorem 4.12. We consider a summand in (4.24) for fixed ~W and set x1 = u0 as well as
x2 = uk+1. Let ~W = (u0, V0, . . . , Vk, uk+1). Remember V i = {ui} ∪ Vi ∪ {ui+1}. A first important
observation is the fact that the sum over core graphs factorizes as
∑
G∈C+(W ):
PD+(G)=PD±(G)= ~W
w±(G) =
k∏
i=0
( ∑
H∈D+ui,ui+1 (V i)
w±(H)
)
=
k∏
i=0
P
(
Γϕ(V i) ∈ Dui,ui+1
)
= P
( k⋂
i=0
{Γϕ(V i) ∈ Dui,ui+1}
)
. (4.25)
Hence, the core can be written as a probability. Combining this with Proposition 4.3, we get( ∑
G∈C+(W ):
PD+(G)=PD±(G)= ~W
w±(G)
)∣∣hΛλ ( ~W )∣∣ ≤ Pλ(ηΛ 6←→W )P( k⋂
i=0
{Γϕ(V i) ∈ Dui,ui+1}
)
= Pλ
(
{C (u0, ξWΛ ) = W} ∩
k⋂
i=0
{ξWΛ
[
V i
] ∈ Dui,ui+1}).
Above, we used independence as well as the fact that for V ⊆ W , the two random graphs Γϕ(V ) and
ξW [V ] are identical in distribution. The inequality holds true for bounded Λ as well as Λ = Rd.
We now go back to (4.6) and re-arrange the sum by first summing over the number of pivotal points
k, giving
∞∑
r=0
λr
r!
∫
Λr
∑
~W
( ∑
G∈G ~Wcore
w±(G)
)∣∣hΛλ ( ~W )∣∣d~x[3,r+2]
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=
∑
k≥0
λk
∑
n≥0
λn
n!
∫
Λk+n
∑
~W
( ∑
G∈G ~Wcore
w±(G)
)
|hΛλ ( ~W )|d~v[n] d~u[k] (4.26)
In the second term, the sum is over pivot decompositions ~W = (u0, V0, . . . , Vk, uk+1) where u0 =
x1, uk+1 = x2, and ∪ki=0Vi = {v1, . . . , vn}.
When rewriting the integrand of (4.26) as a probability, the event that ui and ui+1 are 2-connected
for i ∈ [k]0 in disjoint vertex sets Vi becomes the event that these connection events occur disjointly
within W , see Section 2. The inner series can thus be bounded as∑
n≥0
λn
n!
∫
Λn
∑
~W
( ∑
G∈G ~Wcore
w±(G)
)
|hΛλ ( ~W )|d~v[n]
≤
∑
n≥0
λn
n!
∫
Λn
Pλ
({
C (u0, ξ
~u[k],~v[n]
Λ ) = ~u[k] ∪ ~v[n]
}
∩
(
{u0 ⇐⇒ u1 in ξu0,u1,~v[n]} ◦ · · · ◦ {uk ⇐⇒ uk+1 in ξuk,uk+1,~v[n]}
))
d~v[n]
=Pλ
({u0 ⇐⇒ u1 in ξu0,u1} ◦ · · · ◦ {uk ⇐⇒ uk+1 in ξuk,uk+1}), (4.27)
where the identity is due to the Mecke equation and due to the fact that by summing over ~v, we were
partitioning over what the joint cluster of ~u[0,k+1] is. We can now use the BK inequality ([HvLM19,
Theorem 2.1]) to bound (4.27) by
k∏
i=0
Pλ
(
ui ⇐⇒ ui+1 in ξui,ui+1Λ
) ≤ k∏
i=0
σλ(ui+1 − ui). (4.28)
Inserting this back into (4.26),∑
k≥0
λk
∑
n≥0
λn
n!
∫
Λk+n
∑
~W
( ∑
G∈G ~Wcore
w±(G)
)
|hΛλ ( ~W )|d~v[n] d~u[k]
≤
∑
k≥0
λkσ
∗(k+1)
λ (x2 − x1). (4.29)
The last expression is finite for λ < λ∗, by the definition of λ∗. The pointwise convergence of gΛnλ to gλ
follows by dominated convergence.
Proof of Theorem 4.13. If we integrate over x2 in (4.29), this yields the upper bound
λ−1
∑
k≥1
(
λ
∫
σλ(x) dx
)k
,
which is finite for λ < λ˜∗, by definition of λ˜∗. The theorem follows by Fubini-Tonelli and the triangle
inequality.
5 The Ornstein-Zernike equation
Here we complete the proof of Theorem 1.1. In view of Theorems 4.12 and 4.13, it remains to prove that
the expansion (4.24) is indeed equal to the direct-connectedness function given by the Ornstein-Zernike
equation (1.2). This is proven by showing first that gΛλ from Definition 4.2 fulfills the Ornstein-Zernike
equation in finite volume and then passing to the limit Λ↗ Rd.
The proof idea in finite volume is basically well known; the same proof works for the Ornstein-Zernike
equation for the total correlation function.
Proposition 5.1 (The Ornstein-Zernike equation in finite volume). Let Λ ⊂ Rd be bounded and let
x1, x2 ∈ Λ. Then
τΛλ (x1, x2) = g
Λ
λ (x1, x2) + λ
∫
Λ
gΛλ (x1, x3)τ
Λ
λ (x3, x2) dx3.
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Proof. We drop the Λ-dependence in the superscript of τΛλ and g
Λ
λ . Thanks to Proposition 3.2, we can
re-sum the series expansion for τλ at will. Given a pivot decomposition ~W = (u0, V0, . . . , uk+1) of an
arbitrary core graph G with the vertex set W , define
h¯
(m)
λ (
~W, ~y[m]) :=
∑
H∈G(V 1,...,V k,~y[m]):
G⊕H∈C±x1,x2 (W∪~y[m])
w(H), h¯λ( ~W ) :=
∑
m≥0
λm
m!
∫
Λm
h¯
(m)
λ (
~W, ~y[m]) d~y[m] (5.1)
in analogy to the shell function hλ in (4.5) (just as the latter, h¯λ only depends on G through its pivot
decomposition ~W ). Note that
0 ≤ h¯λ( ~W ) = e−Eλ[|{y∈η:y∼W}|]
∏
x,y∈W :@i∈[k]0:{x,y}⊆V¯i
(1− ϕ(x− y))
and that when replacing hλ with h¯λ in the right-hand side of (4.6), we get τλ instead of gλ. We can split
the sum h¯
(m)
λ (
~W, ~y[m]) = h
(m)
λ (
~W, ~y[m]) + f
(m)
λ (
~W, ~y[m]), where f
(m)
λ contains the sum over those graphs
H so that G⊕H does have (±)-pivotal points. We set fλ( ~W ) :=
∑
m≥0
λm
m!
∫
Λm
f
(m)
λ (
~W, ~y[m]) d~y[m].
Assume now that uj for j ∈ [k] is the first pivotal point of G⊕H ∈ C±x1,x2(W ∪ ~y[m]). Furthermore,
let ~W ′j := (u0, V0, . . . , uj), let ~W
′′
j := (uj , Vj , . . . , uk+1), and let y[s] for s ≤ m be the points adjacent to
~W ′j . The weight of such a graph H then factorizes into the product of the weights of two graphs, namely
the subgraphs of H induced by ~W ′j ∪ ~y[s] ⊂ V (H) and by ~W ′′j ∪ ~y[m]\[s] ⊂ V (H). That is,
w(H) = w(H[ ~W ′j ∪ ~y[s]])w(H[ ~W ′′j ∪ ~y[m]\[s]]).
Moreover, we see that H[ ~W ′j ∪ ~y[s]]⊕G[W ′j ] is doubly (±)-connected and H[ ~W ′′j ∪ ~y[m]\[s]]⊕G[W ′′j ] is in
general just (±)-connected.
By partitioning over j, we thus obtain the decomposition
fλ( ~W ) =
k∑
j=1
hλ( ~W
′
j)h¯λ( ~W
′′
j ).
Since both hλ and h¯λ converge absolutely, so does fλ, justifying all re-summations. Letting x1 = u0 and
x2 = uk+1,
(τλ − gλ)(x1, x2) =
∑
k≥1
λk
∑
n0,...,nk≥0
λ
∑k
i=0 ni∏k
i=0 ni!
∫
Λk+
∑k
i=0
ni
( k∏
i=0
P
(
Γϕ(V¯i) ∈ Dui,ui+1(V¯i)
))
×
( k∑
j=1
hλ( ~W
′
j)h¯λ( ~W
′′
j )
) k∏
i=0
d~vi,[ni] d~u[k]
=
∑
j≥1,k≥0
λj+k
∫
Λ
∑
n0,...,nj+k≥0
λ
∑j+k
i=0 ni∏j+k
i=0 ni!
[ ∫
Λj−1+
∑j−1
i=0
ni
j−1∏
i=0
P
(
Γϕ(V¯i) ∈ Dui,ui+1(V¯i)
))
× hλ( ~W ′j)
j−1∏
i=0
d~vi,[ni] d~u[j−1]
]
×
[ ∫
Λ
k+
∑j+k
i=j
ni
j+k∏
i=j
P
(
Γϕ(V¯i) ∈ Dui,ui+1(V¯i)
))
× h¯λ( ~W ′′j )
j+k∏
i=j
d~vi,[ni] d~u[j+1,j+k]
]
duj
= λ
∫
Λ
gλ(x1, u)τλ(u, x2) du.
The re-summation w.r.t. j and k is justified as the resulting series converges for λ < λ∗ even when
putting hλ in absolute values.
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We can now extend the result of Proposition 5.1 to Λ↗ Rd and thus prove that the expansion (4.24)
is indeed equal to the the direct-connectedness function for λ < λ∗, finalizing the proof of our main
result.
Proof of Theorem 1.1. We have
τλ(x1, x2) = lim
Λ↗Rd
τΛλ (x1, x2) = lim
Λ↗Rd
gΛλ (x1, x2) + λ lim
Λ↗Rd
∫
Rd
gΛλ (x1, x3)1Λ(x3)τ
Λ
λ (x3, x2) dx3 (5.2)
Note that that integrand in (5.2) is bounded uniformly in Λ by
Cτλ(x3, x2),
where C = supy∈Rd
∑
k λ
kσ
∗(k+1)
λ (y) is a constant obtained in (4.29). Since τλ is integrable for all λ < λc,
the theorem follows with dominated convergence.
6 Discussion
6.1 Connections to percolation on Gibbs point processes
The Ornstein-Zernike equation gets its name from the seminal paper [OZ14] and has since been a well-
known formalism in liquid-state statistical mechanics. It relates the total correlation function to the direct
correlation function and it naturally connects to power-series expansions of these correlation functions
(see [CDF77, Ste76, Ste96]; the terminology is not the same in all of these references).
The correlation functions admit graphical expansions that also consist of connected graphs. It was
observed [Hil55] that a similar formalism can be formulated for the pair-connectedness function, and a
key reference for this is [CDF77]. The pair-connectedness function is deemed part of the pair-correlation
function. The connected graphs appearing in the expansion of the latter are referred to as “mathematical
clusters”, and they correspond to our (±)-connected graphs. Isolating the (+)-connected components
within these graphs yields the “physical clusters”, and the graphs in which x1 and x2 lie in the same
physical cluster make up the expansion for τλ(x1, x2). In the following, we elaborate on this.
The percolation models considered in the physics literature are mostly not based on a Poisson point
process (Stell calls the Poisson setup random percolation [Ste96]), but on a Gibbs point process (called
correlated percolation in the language of Stell). (The denomination “random percolation” for the Poisson
setup feels quite misleading for probabilists; but it reflects language commonly adopted across physics,
with “random” understood as “completely random” in the sense of completely random measures [Kin67],
a class comprising the Poisson point process.)
To define the latter, consider a non-negative pair potential v : Rd → R≥0 and some finite volume Λ.
Let N(Λ) be the set of locally finite counting measures on Λ and let µ ∈ N(Λ). Then the energy of
{x1, . . . , xn} under boundary condition µ is
H({x1, . . . , xn} | µ) =
∑
1≤i<j≤n
v(xi − xj) +
n∑
i=1
∑
y∈µ
v(xi − y).
Let f : N(Λ)→ R be bounded. We define a probability measure as
Ez[f ] :=
1
Ξ(z)
∑
n≥0
zn
n!
∫
Λn
f({x1, . . . , xn})e−H({x1,...,xn}) d~x[n],
where the partition function Ξ(z) is so that Ez[1] = 1 and z ∈ R≥0 is called the activity. If we denote
by η a random variable with law Ez, then η is a point process. Note that we recover the homogeneous
PPP with intensity λ = z by setting v ≡ 0.
We can define the RCM ξ on this general point process and we denote its probability measure by
Pz,ϕ. We furthermore define the (one-particle) density as
ρ1(x) = zEz[e−H({x}|η)] = ρ,
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as well as the pair-correlation function as
ρ2(x, y) = z
2Ez[e−H({x,y}|η)].
Again, in case of a homogeneous PPP with intensity λ = z, we have ρ = z and ρ2 = z
2. Defining the
pair-connectedness function as
τz,ϕ(x, y) := Ez,ϕ
[
e−H({x,y}|η)1{x←→y in ξx,y}
]
,
we can decompose
ρ2(x, y) = z
2τz,ϕ(x, y) + z
2Ez,ϕ[e−H({x,y}|η)1{x 6←→y in ξx,y}].
In [CDF77], Coniglio et al. define the pair-connectedness function as τ˜z,ϕ = (z
2/ρ2)τz,ϕ.
The function τ˜z,ϕ has a density expansion (note that τz,ϕ is better suited for activity expansions) that
can be found in [CDF77, Equation (12)], which can be obtained from the density expansion of the pair-
correlation function: The latter is obtained by expanding the Mayer-f functions f(x, y) = e−v(x,y)− 1 in
the partition function, which is the starting point of a cluster expansion. Splitting the Mayer-f function
as f = f+ +f∗ with f+ = e−v(x,y)ϕ(x−y) and executing the same expansion for the correlation function
“doubles” every edge into a (+)-edge and a (∗)-edge. Only summing over graphs in which x and y are
connected by (+)-edges yields the pair-connectedness function.
In general, the graphs appearing in the density expansion are a subset of those in the activity expan-
sion, namely the ones without articulation points (articulation points were defined after Proposition 3.2).
In the case of a homogeneous PPP, we have λ = z = ρ, and so both activity and density expansion co-
incide (and the graphs with articulation points cancel out). Moreover, f+(x, y) = −f∗(x, y) = ϕ(x− y)
and the graphs summed over in the expansion become the (±)-graphs, yielding the expansion (3.1) for
τλ.
It is an interesting question which ideas of this paper can be generalized to RCMs based on Gibbs
point processes. And while some aspects generalize without much effort, the crucial difference lies in the
fact that the weight of graphs showing up in expansions for Gibbs point processes also encodes the pair
interaction induced by the potential v. To recover probabilistic interpretations for terms after performing
re-summations and bounds is therefore much more delicate.
6.2 Connections to Last and Ziesche
In [LZ17], Last and Ziesche use a Margulis-Russo-type formula to prove analyticity of τλ in presumably
the whole subcritical regime. Moreover, they show the existence of some λ0 > 0 (which is not quantified)
so that both τλ and gλ have an absolutely convergent graphical expansion in [0, λ0) that seems closely
related to the ones discussed here. We want to illustrate how to relate the respective expressions.
The two-point function. Last and Ziesche show that τλ(x1, x2) is equal to∑
n≥0
λn
n!
∫ ∑
J⊂[3,n+2]
(−1)n−|J|P(x1 ←→ x2 in Γϕ(~xJ∪{1,2}),Γϕ(~x[n+2]) is connected)d~x[3,n+2]. (6.1)
We show that the above integrand is the same as the one in (3.1). We can rewrite the one in (6.1) as
E
[
1{Γϕ(~x[n+2]) is connected}
∑
J⊂[n+2]
(−1)n−|J|1{x1←→x2 in Γϕ(~xJ )}
]
. (6.2)
Note that now, any non-vanishing J needs to contain {1, 2}. We are now going to observe some cancel-
lations. For a fixed graph G ∈ C(~x[n+2]),∑
J⊆[n+2]
(−1)n−|J|1{x1←→x2 in G[~xJ ]} =
∑
I,J⊆[n+2]
(−1)n−|J|1{{1,2}⊆I⊆J}1{C (x1,G[~xJ ])=~xI}
=
∑
I,J⊆[n+2]
(−1)n−|J|1{{1,2}⊆I⊆J}1{G[~xI ] connected}1{∀j∈J\I:xj~xI}
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=
∑
{1,2}⊆I⊆[n+2]
(−1)n−|I|1{G[~xI ] connected}
×
∑
J⊆[n+2]\I
(−1)|J|1{∀j∈J:xj~xI}. (6.3)
Note that for given G and I, defining I(G, I) = {j ∈ [n+ 2] \ I : xj  ~xI}, we can rewrite∑
J⊆[n+2]\I
(−1)|J|1{∀j∈J:xj~xI} =
∑
J⊆I(G,I)
(−1)|J|. (6.4)
The only case for which (6.4) does not vanish is when I(G, I) = ∅. We can therefore rewrite (6.3) as∑
J⊆[n+2]
(−1)n−|J|1{x1←→x2 in G[~xJ ]} =
∑
{1,2}⊆I⊆[n+2]
(−1)n−|I|1{G[~xI ] connected}1{∀j∈[n+2]\I:xj∼~xI}
and so (6.2) becomes ∑
{1,2}⊆I⊆[n+2]
(−1)n−|I|P(Γϕ(~xI) is connected, xj ∼ ~xI∀j ∈ [n+ 2] \ I)
=
∑
{1,2}⊆I⊆[n+2]
P
(
Γϕ(~xI) is connected
) ∏
j∈[n+2]\I
[∏
i∈I
(1− ϕ(xi − xj))− 1
]
=
∑
I⊆[n+2]
∑
G
w±(G).
In the last line, summation is over the same set of graphs as in (3.5) with the additional restriction that
V (G+) = I. Resolving the partition over I gives that (6.1) is equal to (3.5).
The direct-connectedness function. In [LZ17, Theorem 5.1], it is shown that there exists λ0 such
that for λ ∈ [0, λ0),
gλ(x1, x2) =
∑
n≥0
λn
n!
∫ ∑
G∈Dx1,x2 (~x[n+2])
∏
e∈E(G)
ϕ(e)
×
∑
H∈C(~x[n+2]):
H⊆G
∑
J⊆[n+2]:
x1←→x2 in H[~xJ ]
(−1)n−|J|+|E(G)\E(H)| d~x[3,n+2]. (6.5)
We show that the integrand in (6.5) is equal to the one in (4.1). With the calculations (6.3) and (6.4)
performed for the two-point function, letting Ic = [n+ 2] \ I,∑
J⊆[n+2]
(−1)n−|J|1{x1←→x2 in H[~xJ ]} =
∑
{1,2}⊆I⊆[n+2]
(−1)n−|I|1{H[~xI ] is connected}1{∀j∈Ic:xj∼~xI in H}.
The two indicators imply that H is connected, and so∑
H∈C(~x[n+2]):
H⊆G
∑
J⊆[n+2]:
x1←→x2 in H[~xJ ]
(−1)n−|J|+|E(G)\E(H)|
=
∑
{1,2}⊆I⊆[n+2]
∑
H⊆G
(−1)n−|I|+|E(G)\E(H)|1{H[~xI ] is connected}1{∀j∈Ic:xj∼~xI in H}
=
∑
{1,2}⊆I⊆[n+2]
∑
H′∈C(~xI):
H′⊆G
(−1)n−|I|+|E(G)\E(H′)|
∑
F⊂E(G)∩((I×Ic)∪(I
c
2 )):
∀j∈Ic:F∩(I×{j}) 6=∅
(−1)|F |. (6.6)
Note that for the second identity in (6.6), we split the edges of H into those contained in H ′ (the subgraph
induced by I) and the remaining ones, called F .
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When E(G) ∩ (Ic2 ) 6= ∅, then the sum over F vanishes. Hence, the sum over I can be reduced to
those I such that G[Ic] contains no edges. For such sets I, we have∑
F⊂E(G)∩(I×Ic):
∀j∈Ic:F∩(I×{j})6=∅
(−1)|F | =
∏
j∈Ic
∑
∅ 6=Fj⊆E(G)∩(I×{j})
(−1)|Fj | =
∏
j∈Ic
(−1) = (−1)n−|I|. (6.7)
When inserting (6.7) back into (6.6), the two factors (−1)n−|I| cancel out, and so∑
H∈C(~x[n+2]):
H⊆G
∑
J⊆[n+2]:
x1←→x2 in H[~xJ ]
(−1)n−|J|+|E(G)\E(H)|
=
∑
{1,2}⊆I⊆[n+2]:
E(G[Ic])=∅
∑
H∈C(~xI):
H⊆G
(−1)|E(G)\E(H)|
=
∑
H∈G(~x[n+2]):GBH
1{{1,2}⊆V (H)}(−1)|E(G)\E(H)|, (6.8)
where G B H means that E(H) ⊆ E(G), the subgraph of H induced by the vertices incident to at least
one edge (call this set V≥1(H)) is connected, and the subgraph of G induced by [n+2]\V≥1(H) contains
no edges.
With the identity (6.8), and letting X = ~x[n+2], the integrand of (6.5) is equal to∑
H∈G(X):
{x1,x2}⊆V≥1(H),
H[V≥1(H)] connected
∏
e∈E(H)
ϕ(e)
∑
F⊆(X2 )\E(H):
∀e∈F :e∩V≥1(H)6=∅,
(X,F∪E(H))∈Dx1,x2 (X)
(−1)|F |
∏
e∈F
ϕ(e)
=
∑
H∈G(X):
x1←→x2
∏
e∈E(H)
ϕ(e)
∑
F⊆(X2 )\E(H):
(X,F∪E(H))∈Dx1,x2 (X)
(−1)|F |
∏
e∈F
ϕ(e)
=
∑
C∈D±x1,x2 (X):
x1
+←→x2
w±(G). (6.9)
The argument for the first identity in (6.9) is the same for the identity of (3.5) and (3.6).
6.3 Connections to the lace expansion
Both the graphical power-series expansions and the lace expansion provide an expression for the direct-
connectedness function. In this section, we show how to get from one to the other. Note that the
statements to follow hold for sufficiently small intensities and can not replace the lace expansion, which
works all the way up to λc. The emphasis of this section is on the qualitative nature of the results.
We first sum up some results of [HvLM19], where the lace expansion is applied to the RCM. We keep
some of the definitions brief and informal, and we point to [HvLM19] for the detailed definitions in these
cases.
On the lace expansion. In [HvLM19], among other things, the Ornstein-Zernike equation is proved
for τλ in high dimension (and for certain classes of connection functions ϕ, see [HvLM19, Section 1.2]).
In particular, it is shown that
gλ(x) = ϕ(x) + Πλ(x),
with Πλ(x) =
∑
n≥0(−1)nΠ(n)λ (x). The functions Π(n)λ are called the lace-expansion coefficients, they
are non-negative, and have a quite involved probabilistic interpretation. To briefly define them, let
{x A←−→ y in ξx,y} be the event that x←→ y in ξx,y, but x is no longer connected to y in an A-thinning
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of ηy. Informally, every point z ∈ η survives an A-thinning with probability ∏y∈A(1 − ϕ(z − y)).
See [HvLM19, Definition 3.2] for a formal definition. Letting
E(x, y;A, ξx,y) = {x A←−→ y in ξx,y} ∩ {@w ∈ Piv(x, y; ξx,y) : x A←−→ w in ξx},
we introduce a sequence ξ0, . . . , ξn of independent RCMs and define
Π
(0)
λ (x) := σλ(x)− ϕ(x),
Π
(n)
λ (un) := λ
n
∫
Pλ
(
{0⇐⇒ u0 in ξ0,u00 } ∩
n⋂
i=1
E
(
ui−1, ui;C (ui−2, ξ
ui−2
i−1 ), ξ
ui−1,ui
i
))
d~u[0,n−1] (6.10)
for n ≥ 1 (with u−1 = 0). The method of proof is called the lace expansion, a perturbative technique
that first proves via induction that
τλ(x) = ϕ(x) +
n∑
m=0
(−1)mΠ(m)λ (x) + λ
((
ϕ+
n∑
m=0
(−1)mΠ(m)λ
)
∗ τλ
)
(x) +Rλ,n(x) (6.11)
for n ∈ N0 and some remainder term Rλ,n (see [HvLM19, Definition 3.7]), and then shows that the
partial sum converges to Πλ = gλ − ϕ and that Rλ,n → 0 as n→∞.
The lace expansion was first devised for self-avoiding walk by Brydges and Spencer [BS85] and
takes some inspiration from cluster expansions. It was later applied to percolation (specifically, bond
percolation on Zd) by Hara and Slade [HS90]. While the name stems from laces that appear in the
pictorial representation in [BS85], laces are absent in the representation for percolation models.
We show that we can rewrite Π
(n)
λ in terms of graphs that are associated to a lace of size n. More
generally, rewriting Π
(n)
λ should serve as a bridge between the graphical expansions for gλ that are well
known in the physics literature, and the expression for gλ in terms of lace-expansion coefficients.
The big advantage in the lace expansion lies in the probabilistic nature of all appearing terms, allowing
to bound most appearing integrals by the expected cluster size, which is finite for λ < λc. The downside
is the absence of a direct expression of gλ and thus a direct proof of the OZE, which is only obtained
after performing the n→∞ limit in (6.11).
We now show how to re-sum the graphical expansion for τλ and how to obtain the lace-expansion
coefficients by appropriate grouping of terms.
Building the connection. For x, y ∈ X, let C˜±x,y(X) ⊂ C±(X) be the set of graphs in C±(X) such
that G+ is connected and contains {x, y}, and E(G[V \ V +]) = ∅. Hence, all (−)-edges are incident to
at least one vertex in V (G+). This is exactly the set of graphs summed over in (3.5). Indeed,
τλ(x1, x2) =
∑
n≥0
λn
n!
∫
(Rd)n
∑
G∈C˜±x1,x2 (~x[n+2])
w±(G) d~x[3,n+2]. (6.12)
If we define D˜±x,y(X) := D±x,y(X) ∩ C˜±x,y(X), we can express gλ(x1, x2) by replacing the graphs summed
over in (6.12) by D˜±x,y(~x[n+2]).
We are going to recycle some notation from Section 4. We split G into its core Gcore and its shell
H, so that PD+(x, y,Gcore) = PD
±(x, y,Gcore) = (u0, V0, u1, . . . , uk, Vk, uk+1) for some k (where u0 = x
and uk+1 = y). We also recall that G “contains” a skeleton (see Definition 4.4), a graph on [k + 1]0.
Definition 6.1 (The minimal lace). LetG be a graph with coreGcore and shellH; let ~W = (u0, V0 . . . , uk+1)
for k ∈ N be its (+)-pivot decomposition. We define the minimal lace Lmin(x, y;G) as lace with the
following properties:
• L (having bonds αiβi with i ∈ [m] for some m ∈ N) is contained as a subgraph in the skeleton Hˆ;
• for every i ∈ [m], among all the bonds αβ in Hˆ satisfy α < βi−1, the bond αiβi maximizes the
value of β. For i = 1, we take β0 = 1.
If Piv+(x, y;G) = ∅, we say that G has a minimal lace of size 0.
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In other words, the first stitch 0β1 maximizes the value of β1 among all stitches starting at 0, the
second stitch has a maximal value of β2 among the stitches with 1 ≤ α2 < β1, and so on.
As a side remark, it is worth noting that the minimal laces offer an alternative way of partitioning
the set of all shell graphs by mapping every shell graph H onto its minimal lace. This gives a standard
procedure used in lace expansion for self-avoiding walk; performing it “backwards” yields precisely the
mapping described below Definition 4.5.
With the notion of minimal laces, we partition
gλ(x1, x2) =
∑
m≥0
pi
(m)
λ (x1, x2), (6.13)
where
pi
(m)
λ (x1, x2) :=
∑
n≥0
λn
n!
∫
(Rd)n
∑
G∈D˜±x1,x2 (~x[n+2]):
‖Lmin‖=m
w±(G) d~x[3,n+2]. (6.14)
We also set pi
(m)
λ (x) = pi
(m)
λ (0, x).
We strongly expect that the (pointwise) absolute convergence of the power series on the right-hand
side of (6.14) holds (at least) in the domain of absolute convergence of the physicists’ expansion (4.1)
and thus, as already discussed, for sufficiently small intensities λ > 0. However, a proof would go beyond
the scope of the discussion here, therefore we formulate the absolute convergence of pi
(m)
λ (in the above
sense) as an assumption for the following result (Lemma 6.2).
Assumption (F). There exists 0 < λF ≤ λc such that the right-hand side of (6.14) is (pointwise)
absolute convergent for all m ∈ N and λ < λF.
Under assumption (F), we show that the coefficients defined in (6.14) are basically identical to the
lace-expansion coefficients introduced in (6.10).
Lemma 6.2 (Identity for the lace-expansion coefficients). Let m ≥ 1 and let λ < λF. Then
Π
(0)
λ (x) = pi
(0)
λ (0, x)− ϕ(x),
(−1)mΠ(m)λ (x) = pi(m)λ (0, x).
As a side note, since Π
(m)
λ is non-negative, Lemma 6.2 shows that the sign of pi
(m)
λ alternates, which
is far from obvious from the definition in (6.14).
Next, we prove an approximate version of the OZE in analogy to [HvLM19, Proposition 3.8]. Clearly,
Lemma 6.3 follows immediately from the latter via Lemma 6.2; however, we want to present a short
independent proof on the level of formal power series, which we consider instructive for the understand-
ing of the underlying combinatorics. We emphasize that the proof presented here treats the claim of
Lemma 6.3 as an identity between formal power series; in particular, we do not concern ourselves with
absolute convergence of the power series appearing in (6.20) and in (6.21).
Lemma 6.3 (The lace expansion in terms of (±)-graph coefficients). Let m ∈ N0, let λ < λF, and set
piλ,m(x) :=
∑m
i=0 pi
(i)
λ (0, x). Then
τλ(x) = piλ,m(x) +
(
piλ,m ∗ τλ
)
(x) +Rλ,m(x),
where Rλ,m is defined in [HvLM19, Definition 3.7].
Before performing the proof of Lemma 6.2, we define
ϕ¯(A,B) =
∏
a∈A
∏
b∈B
(1− ϕ(a− b))
and ϕ¯(a,B) = ϕ¯({a}, B). Now, observe that, given a set A ⊂ Rd and a RCM event F ,∑
n≥0
λn
n!
∫
(Rd)n
ϕ¯(A,~v[n+2])
∑
G∈C˜±v1,v2 (~v[n+2]):
G+∈F
w±(G) d~v[3,n+2] = Pλ(ξ(ηv1,v2〈A〉 ) ∈ F ), (6.15)
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· · ·
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Z
Figure 5: Illustration for the proof of Lemma 6.2. In the first line, we see an example graph G ∈ B; the
grey bags on the bottom represent PD+(u−1, um, G) (note that there can be pivotal points within a grey
bag). The minimal lace Lmin is not illustrated; however, note that pm ∈ B. In the second line, we see a
schematic zoom into G[Z], where Z = ~z[n], together with the partition Z = S ∪ T .
where ξ(η) is the RCM on the basis of the point process η and ηv〈A〉 is an A-thinning of η
v (the usual
PPP of intensity λ and added point v). In particular, v may be thinned out as well. We remark that
η〈A〉 has the same distribution as a PPP of intensity λϕ¯(A, ·).
Proof of Lemma 6.2. The statement for m = 0 is clear. For m > 0, we can rewrite pi
(m)
λ as
pi
(m)
λ (u−1, um) = λ
m
∫
(Rd)m
∑
k,n≥0
λk+n
k!n!
∫
(Rd)k+n
∑
G∈B
w±(G) d
(
~u[0,m−1], ~x[k], ~z[n]
)
, (6.16)
where B ⊆ D˜±u−1,um(~u[−1,m] ∪ ~x[k] ∪ ~z[n]) are the graphs such that
• u0 is the first pivotal point in Piv+(u−1, um;G) (i.e., ord(u0) = 2);
• ~u[0,m−1] ⊆ Piv+(u−1, um;G) and ui−1 ≺ ui;
• there are points p2, . . . , pm such that Lmin =ˆ {(u−1, u1), (p2, u2), . . . , (pm, um)};
• ~z[n] are those vertices z /∈ {um−1, um} in G so that {z} ∪ N(z) contains at least one vertex y of
order y  um−1.
Given a graph G ∈ B, let B denote the set of points x in V (G+) with um−2 4 x ≺ um−1. See
Figure 5 for an illustration of such a graph G. We integrate out the points ~z first and claim that their
contribution to (6.16) is
λ
∑
n≥0
λn
n!
∫
(Rd)n
∑
H∈B?
w±(H) d~z[n] = −λPλ
(
E(um−1, um;B, ξum−1,um)
)
, (6.17)
where every H ∈ B? is the subgraph of some G ∈ B and has vertex set B∪{um−1, um}∪~z[n] and precisely
those edges in G that have at least one endpoint in {um} ∪ ~z[n].
We let y be the last pivotal point in V (G+), that is, ord(y) = ord(um) − 2. We write Z = ~z[n] and
split Z once more into those vertices “in front” and “behind” y; that is, Z = S ∪ T , where T are the
points in G+ of order ord(um)−1 together with the points in V \V (G+) that are adjacent to the former,
and S = Z \ T . Possibly y = um−1, in which case S = ∅. See Figure 5 for an illustration of this split of
the vertices in Z.
Note that there are no restrictions on the (−)-edges between B and S ∪ {y}, whereas there must
be at least one (−)-edge between B and T ∪ {um}. There are no restrictions on the (−)-edges between
{um−1} ∪ S ∩ V (G+) and T ∪ {um}, whereas there cannot be any (−)-edges between S \ V (G+) and
T ∪ {um}. By distinguishing whether or not S = ∅, the left-hand side of (6.17) is equal to∑
n≥0
λn
n!
∫
(Rd)n
(
ϕ¯(B,~z[n] ∪ {um})− 1
) ∑
G∈C˜±um−1,um ({um−1,um}∪~z[n]):
um−1
+⇐⇒um
w±(G) d~z[n]
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+λ
∑
k≥0
λk
k!
∫
(Rd)k+1
ϕ¯(B,~s[k] ∪ {y})
∑
H∈C˜±um−1,y({um−1,y}∪~s[k]):
um−1
+←→y
w±(H)
×
(∑
n≥0
λn
n!
∫
(Rd)n
(
ϕ¯(B,~t[n] ∪ {um})− 1
)
ϕ¯(V +(H) \ {y},~t[n] ∪ {um})
∑
G∈C˜±y,um ({y,um}∪~t[n]):
y
+⇐⇒um
w±(G) d~t[n]
)
d~s[k] dy
=Pλ(um−1 ⇐⇒ um in ξ({um−1} ∪ ηum〈B〉))− Pλ(um−1 ⇐⇒ um in ξum−1,um)
+ λ
∫
Rd
Eλ
[
1{um−1←→y in ξ({um−1}∪ηy〈B〉)}
×
(
Pλ
(
y ⇐⇒ um in ξ({y} ∪ ηum〈B∪C 〉)
)− Pλ(y ⇐⇒ um in ξ({y} ∪ ηum〈C 〉)))] dy, (6.18)
where we abbreviated C = C (um−1, ξum−1). Note that the inner probabilities are conditional on the
random variable C . We now resolve the integral over y by use of the Mecke equation and incorporate
the first two summands as the case y = um−1. With this, (6.18) becomes
Eλ
[ ∑
y∈ηum−1
1{um−1←→y in ξ({um−1}∪ηy〈B〉)}1{y⇐⇒um in ξ({y}∪(ηum\C ′)〈B〉)}
]
−Eλ
[ ∑
y∈ηum−1
1{um−1←→y in ξum−1}1{y⇐⇒um in ξ(ηum\C ′)}
]
, (6.19)
where C ′ = C (um−1, ξ(ηum−1 \ {y})). But both terms in (6.19) are simply a partition over the last
pivotal point for the connection between um−1 and um, and so (6.19) equals
Pλ
(
um−1 ←→ um in ξ({um−1} ∪ ηum〈B〉)
)− τλ(um − um−1) = −Pλ(E(um−1, um;B, ξum−1,um)),
proving (6.17). Lemma 6.2 can now be proven by iteratively applying (6.17).
Proof of Lemma 6.3. For m ∈ N0, we can write
τλ(x1, x2) =
m∑
l=0
pi
(l)
λ (x1, x2) +
∑
n≥0
λn
n!
∫
(Rd)n
∑
G∈A
w±(G) d~x[3,n+2], (6.20)
whereA is the set of graphsG ∈ C˜±x1,x2(~x[n+2])\D˜±x1,x2(~x[n+2]) together with the graphsG ∈ D˜±x1,x2(~x[n+2])
where ‖Lmin‖ > m. Note that if G ∈ A, then Piv+(x1, x2;G) 6= ∅.
For G ∈ A and u ∈ Piv+(x1, x2;G), define
V 4(u) := {y ∈ V (G+) : y 4 u} ∪ {y ∈ V (G) \ V (G+) : ∃z ∈ N(y)∩V (G+) with z ≺ u},
that is, all the core vertices of order at most that of u together with the shell vertices adjacent to
at least one vertex of strictly smaller order than u. Next, let ucut = ucut(x1, x2;G) be the vertex in
Piv+(x1, x2;G) such that
E
(
V 4(ucut) \ {ucut}, V \ V 4(ucut)) = ∅ and G[V 4(ucut)] ∈ D˜±x1,ucut .
If such a point exists, it is unique; if no such point exists, set ucut = x2. We can now partition A as
A =
( m⋃
i=1
Ai
)
∪ A>m,
where
Ai :=
{
G ∈ A : ucut 6= x2 and ‖Lmin(x1, ucut;G[V 4(ucut)])‖ = i
}
,
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A>m :=
{
G ∈ A : ‖Lmin(x1, ucut;G[V 4(ucut)])‖ > m
}
.
Now, if xs = u
cut and V ′ := V 4(ucut) as well as V ′′ := {xs} ∪ (~x[n+2] \ V ′), then
w±(G) = w±(G[V ′])w±(G[V ′′]),
that is, the weight factorizes. Therefore, for every i ∈ [m],∑
n≥0
λn
n!
∫
(Rd)n
∑
G∈Ai
w±(G) d~x[3,n+2] = λ
∫
Rd
pi
(i)
λ (x1, u)τλ(u, x2) du. (6.21)
Setting R¯λ,m(x2 − x1) :=
∑
n≥0
λn
n!
∫
(Rd)n
∑
G∈A>m w
±(G) d~x[3,n+2], we can rewrite (6.20) as
τλ(x) = piλ,m(x) + λ
(
piλ,m ∗ τλ
)
(x) + R¯λ,m(x).
One can now prove by hand or by employing Lemma 6.2 that R¯λ,m = Rλ,m.
6.4 Other percolation models
The results of this paper should apply in quite analogous fashion to all other percolation models that
enjoy sufficient independence—in particular, to (long-range) bond and site percolation on Zd. We pick
bond percolation on Zd with edge parameter p as an example. We can adjust our notation by using
C(x, y,Zd) to denote the connected subgraphs of Zd containing x and y, and we define Dx,y(Zd) and the
notions for (±)-graphs analogously. Then one can show that, if we restrict to a finite box Λ ⊂ Zd, the
two-point function satisfies
τΛp (x1, x2) =
∑
n≥0
pn
∑
G∈C±(x1,x2,Λ):|E(G)|=n,
x1
+←→x2
(−1)|E−(G)|. (6.22)
One can easily observe that all graphs summed over in (6.22) that contain more than one (+)-cluster
cancel out, which is also what happens in the RCM. The direct-connectedness function can be defined
analogously to Definition 4.2, providing a suitable setup for an analysis analogous to the one in Section 4.
Acknowledgements. We thank David Brydges, Tyler Helmuth, and Markus Heydenreich for interesting
discussions.
References
[Bry86] D. C. Brydges, A short course on cluster expansions, Phe´nome`nes critiques, syste`mes
ale´atoires, the´ories de jauge, Part I, II (Les Houches, 1984), North-Holland, Amsterdam,
1986, pp. 129–183.
[BS85] D. C. Brydges and T. Spencer, Self-avoiding walk in 5 or more dimensions, Commun. Math.
Phys. 97 (1985), no. 1-2, 125–148.
[CDF77] A. Coniglio, U. De Angelis, and A. Forlani, Pair connectedness and cluster size, J. Phys. A
10 (1977), no. 7, 1123–1139.
[CI02] M. Campanino and D. Ioffe, Ornstein-Zernike theory for the Bernoulli bond percolation on
Zd, Ann. Probab. 30 (2002), no. 2, 652–682.
[Hil55] T. L. Hill, Molecular Clusters in Imperfect Gases, J. Chem. Phys. 23 (1955), no. 4, 617–622.
[HS90] T. Hara and G. Slade, Mean-field critical behaviour for percolation in high dimensions, Com-
mun. Math. Phys. 128 (1990), no. 2, 333–391.
[Hv17] M. Heydenreich and R. van der Hofstad, Progress in high-dimensional percolation and random
graphs, Cham: Springer, 2017.
32
[HvLM19] M. Heydenreich, R. van der Hofstad, G. Last, and K. Matzke, Lace Expansion and Mean-Field
Behavior for the Random Connection Model, arXiv e-prints (2019), arXiv:1908.11356.
[Jan16] S. Jansen, Continuum percolation for Gibbsian point processes with attractive interactions,
Electron. J. Probab. 21 (2016), Paper No. 47, 22 pp.
[Kin67] J. F. C. Kingman, Completely random measures, Pacific J. Math. 21 (1967), 59–78.
[LZ17] G. Last and S. Ziesche, On the Ornstein–Zernike equation for stationary cluster processes and
the random connection model, Adv. Appl. Probab. 49 (2017), no. 4, 1260–1287.
[MM91] V. A. Malyshev and R. A. Minlos, Gibbs random fields. Cluster expansions, Mathematics
and its Applications (Soviet Series), vol. 44, Kluwer Academic Publishers Group, Dordrecht,
1991, Translated from the Russian by R. Kotecky´ and P. Holicky´.
[MR96] R. Meester and R. Roy, Continuum percolation, vol. 119, Cambridge: Cambridge Univ. Press,
1996.
[OZ14] L. S. Ornstein and F. Zernike, Accidental deviations of density and opalescence at the critical
point of a single substance, Proc. Akad. Sci. (Amsterdam) 17 (1914), 793–806.
[Pen93] M. D. Penrose, On the spread-out limit for bond and continuum percolation, Ann. Appl.
Probab. 3 (1993), no. 1, 253–276.
[Sla06] G. Slade, The lace expansion and its application. E´cole d’E´te´ de Probabilite´s de Saint-Flour
XXXIV – 2004, vol. 1879, Berlin: Springer, 2006.
[Ste76] G. Stell, Correlation Functions and their Generating Functionals: General Relations with
Applications to the Theory of Fluids, 12th School of Modern Physics on Phase Transitions
and Critical Phenomena Ladek Zdroj, Poland, June 21-24, 2001, 1976, pp. 205–258.
[Ste96] G. Stell, Continuum theory of percolation and association, Physica A 231 (1996), no. 1, 1 –
19.
[Tor02] S. Torquato, Random heterogeneous materials. Microstructure and macroscopic properties,
Interdisciplinary Applied Mathematics, vol. 16, Springer-Verlag, New York, 2002.
33
