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"A central lesson of science is that to understand complex issues (or even simple ones), we must
try to free our minds of dogma and to guarantee the freedom to publish, to contradict, and to
experiment. Arguments from authority are unacceptable."
Carl Sagan (1934 - 1996)
Abstract
Synthetic jets are produced by the oscillatory movement of a membrane inside a cavity, causing
ﬂuid to enter and leave through a small oriﬁce. This results in a net jet that is able to transfer kinetic
energy and momentum to a ﬂuid medium without the need of an external ﬂuid source. This is why
synthetic jets are interesting and will have key roles in a wide range of relevant applications such
as active ﬂow control, thermal cooling or fuel mixing. From the phenomenological point of view,
synthetic jets are formed by elaborate ﬂow patterns given their non-linear nature and, under certain
conditions, unstable complex ﬂows can be observed.
The present dissertation is focused on the investigation of the ﬂuid ﬂow and thermal performance
of synthetic jets. Two different synthetic jet actuator geometries (i.e., slotted and circular) are
studied. The jets in both conﬁgurations are conﬁned by two parallel isothermal plates with an
imposed temperature difference, and impinge into a heated plate located at a certain distance
from the actuator oriﬁce. The unsteady three-dimensional Navier-Stokes equations are solved for
a range of Reynolds numbers using time-accurate numerical simulations. Moreover, a detailed
model of the actuator that uses Arbitrary Lagrangian-Eulerian (ALE) formulation to account for the
movement of the actuator membrane is developed. This model, based on the governing numbers
of the ﬂow, is used to conduct the numerical analyses.
The ﬂows obtained in both conﬁgurations are noticeably different and three-dimensional for almost
all the Reynolds numbers considered. The jet in the slotted conﬁguration is formed by a pair of
vortices that undergo turbulent transition and eventually coalesce into the jet. The external ﬂow
is dominated by two major recirculation structures that ﬁnd their counterparts inside the actuator
cavity. A new vortical structure, observed in conﬁned slotted jets, appears as an interaction of the
synthetic jet ﬂow with the bottom wall and results in a change on the jet’s heat transfer mechanisms.
On the other hand, the jet in the circular conﬁguration presents three different ﬂow regions that have
been identiﬁed according to the literature: the main vortex ring, the trailing jet and the potential
core. In this case, the external ﬂow is dominated by the main vortex ring and the trailing jet, thus
presenting a different morphology and heat transfer behavior than the slotted conﬁguration. A
detailed analysis of the vortex trajectories has shown that the advected vortices on the circular
conﬁguration reach the impingement before their slotted counterparts. Distributions of turbulent
kinetic energy at the expulsion and vortex swirl and shear strength have revealed that the ﬂow
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on the circular jet is mostly concentrated near the jet centerline, while it is more spread for the
slotted conﬁguration. For these reasons, at the same jet ejection velocity and actuator geometry,
synthetic jet formation on the circular conﬁguration can occur at higher frequencies than on the
slotted conﬁguration.
The analysis of the synthetic jet outlet temperature has shown that assuming a uniform proﬁle is
reasonable if the Reynolds number is high enough. Moreover, the outlet jet temperature is signiﬁ-
cantly higher than the cold plate temperature. The two conﬁgurations present different impinging
behaviors due to the differences on the ﬂow. Heat transfer analysis on the hot wall has revealed
that the circular conﬁguration reaches a higher heat transfer peak than the slotted conﬁguration,
however, heat transfer decays faster in the circular conﬁguration when moving away from the jet
centerline. Eventually, correlations for the heat transfer at the hot wall and the outlet temperature
with the Reynolds number are proposed. They can be useful to include the cavity effects when
using simpliﬁed models that do not account for actuator cavity.
Keywords: ALE; DNS; Heat Transfer; LES; Numerical Simulation; Synthetic Jet Actuator; Vortex
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Introduction
The ability to manipulate a ﬂow ﬁeld in order to improve efﬁciency or performance or the need
for compact cooling solutions that meet good performance requirements at compact volumes are
topics of utmost technological importance nowadays [1--4] . Since the late 90s and the early
2000s many studies have been performed regarding a device that had the potential to address
this technological need: the Synthetic Jet Actuator (SJA) or Zero Net Mass Flux (ZNMF) actuators
[5--10]. The origins of these devices can be traced back to the decades of the '50s up to the
'80s, where experiments with acoustic resonators yielded net jets without the addition of mass ﬂux
[11--13].
(a) Schematic view (from Cattafesta, 2011
[14]).
(b) Engineering view (from Kotapati,
2007 [15]).
Figure 1.1: Depiction of a synthetic jet (ZNMF) actuator.
1
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Nowadays, synthetic jet actuators consist of a cavity encapsulating a piezoelectric diaphragm (or
membrane), as shown in Fig. 1.1. Another possible conﬁguration found in the literature is the use
of a piston instead of a mechanically moving diaphragm. The bottom line is that the actuation
of this device changes the cavity volume periodically, causing external ﬂuid to enter and leave
through a small slot (or oriﬁce). The cavity and the slot can have different geometries. This has an
impact on the resulting ﬂow, as discussed in Section 5.3. Under certain conditions, the advected
vortices are too far to be ingested back. In this case, a train of vortices, and eventually a jet, are
created without the addition of mass ﬂow, allowing the transfer of kinetic energy and momentum to
a ﬂuid medium without the need of piping systems. This is measured by the jet formation criteria,
which is a parameter that depends on two of the major governing parameters of the SJA ﬂow: the
Reynolds number and the Stokes number. The former can be related to the velocity of the advected
vortices as well as the ﬂuid properties, while the latter is related to the oscillating frequency of the
membrane. This aspect will be further discussed in Section 2.4. Qualitatively, Fig. 1.2 shows a
representation of the ﬂow of a SJA at the expulsion and ingestion instants at Re = 1; 000. In this
case, the jet formation criteria is high enough and a pair of vortices can be seen advected from
the actuator oriﬁce. During the ingestion, they are far enough from the oriﬁce and are not ingested
back. A brief discussion on the ﬂow of a SJA with low jet formation criteria is performed at the end
of Section 2.4.
(a) Expulsion instant.
(b) Ingestion instant.
Figure 1.2: Example of the ﬂow of a SJA at Re = 1; 000. The vortices are visualized using the
Q-criterion, as further explained in Chapter 5.
Indeed, synthetic jets are interesting devices from a phenomenological point of view. The ﬂow
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patterns that result from the interaction of the currents enter and leaving the cavity with the external
ﬂow are very complex (as seen in Fig. 1.2) and have been the subject of many numerical and
experimental studies [10, 15--17], which will be discussed in Section 1.1. These patterns are
dependent on the geometry of the actuator and oriﬁce [18]. Two major conﬁgurations are studied
in the literature and are depicted in Fig. 1.3:
• The slotted conﬁguration (Fig. 1.3a), which refers to those actuator geometries that are two-
dimensional and that have a clear symmetry plane that passes through the jet centerline.
The geometry of the actuators are typically rectangular. The advected vortices receive the
name of vortex dipoles.
• The axisymmetric or round/circular conﬁguration (Fig. 1.3b), which refers to those actuator
geometries that are inherently three dimensional and present axial symmetries, such as a
circular actuator. The advected vortices receive the name of vortex rings.
In this line, a comparison of the ﬂow patterns that a slotted and a circular oriﬁces produce has been
performed by the author and is presented in [19]. Computational Fluid Dynamics can, at this point,
provide a good insight on the ﬂow conﬁgurations of SJA. Nevertheless, further work is still required
in some opened topics.
Detailed numerical simulations of SJA are generally expensive. A detailed DNS of the discharge
of a SJA at Rej = 1150 (where Rej is a Reynolds number based on the average exit velocity
and Re = 2Rej according to the notation in this work, as explained in Chapter 2) was performed
on a simpliﬁed actuator [15]. For more complex geometries, models or applications DNS be-
comes prohibitive and turbulence models such as LES (e.g., in [17, 22, 23]) or RANS/URANS
(e.g., [16, 24, 25]) are needed. Moreover, exceeding a jet Reynolds number of Re = 1; 000 is
generally expensive even under the most simple models. On the other hand, experimental re-
sults on SJA tend to focus on Reynolds numbers greater than 1; 000, typically in the range of
1; 000 < Re < 5; 000 [26--28]. Nevertheless, there is potential in numerical simulations to bridge
the gap between experimental and numerical results along with the development of models (such
as LES or DES) that can provide more accurate representations of fairly complex geometries and
ﬂows using a relatively small amount of numerical resources. As a brief example, in free shear
ﬂows the computational cost of LES is independent of the Reynolds number and becomes practi-
cable. In DNS the computational cost high as it increases of approximately Re3. As an example,
in [29] DNS of a NACA0012 in stall conditions were performed on meshes of around 49 million
control volumes that required around 600 CPUs.
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(a) Example of a slotted conﬁguration from an experimental rig from (from Silva-Llanca, 2015 [20]).
(b) Example of a circular conﬁguration from a piezoelectric ultra sonic micro-blower presented in Ghaffari,
2016 [21].
Figure 1.3: Examples of SJA conﬁgurations.
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Regarding the actuator frequency, while experimental setups work with moderate to high actuator
frequencies (lower frequencies are challenging due to acoustic issues [21]) and are able to pro-
vide time-accurate representations of the ﬂow, time integration in numerical simulations must be
a tradeoff between accuracy and computational cost. The need of integrating for about 100 ac-
tuator cycles or more in order to obtain statistically stationary conditions in the vicinity of the ﬂow
is discussed in [15, 17]. Moreover, in [17] it is argued that a broadband low frequency appears
when moving away from the jet centerline, thus highlighting the challenge of obtaining statistically
stationary conditions in zones far from the jet.
Synthetic jets nowadays ﬁnd applications in many relevant engineering ﬁelds. Active ﬂow control,
or the ability to manipulate the ﬂow ﬁeld in order to improve the aerodynamic performance, is of
uttermost technological importance. In the past decades, a considerable amount of research was
done in passive ﬂow control and in the last twenty decades, a considerable effort was put on active
ﬂow control. In particular SJA are interesting for their ability to generate a jet that can interact with
the external ﬂow without the need of pumping systems. Another interesting ﬁeld for SJA is thermal
regulation. Electronic systems nowadays are becoming smaller and smaller. There is a need of a
compact cooling system that uses the working ﬂuid of the system and can be embedded within the
package. SJAs are seen as a potential solution as they can be miniaturized using Micro Electro
Mechanical Systems (MEMS) and do not need an external ﬂuid to create a jet. In fact, this work
is devoted to the analysis of a particular cooling solution for SJA: the impingement into a hot wall.
More details about the ﬁndings in thermal performance of SJA can be found in Chapter 6.
1.1 Literature Review
This section presents an overview of the relevant research concerning synthetic jet actuators found
in the literature. First, the necessary conditions for a synthetic jet to form are reviewed, as well as
the necessary parameters involved in the characterization of the SJA. Then, the ﬂow dynamics of
the jet are reviewed, for the two conﬁgurations considered in this work: the slotted and the round
(axisymmetric or circular) conﬁgurations. The literature reveals that the ﬂow conﬁgurations for ei-
ther cases are signiﬁcantly different. Afterwards, the particular case where a synthetic jet impinges
into a hot wall is examined. Finally, the most relevant engineering applications of synthetic jets are
presented.
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1.1.1 Synthetic jet formation and characterization
The formation and evolution of SJAs was investigated by Smith and Glezer [10]. The concept of
stroke length L0 was deﬁned as the integral of the stream-wise velocity at the oriﬁce exit u0 over
the ejection part of the cycle, which corresponds to the half of the actuation period 
L0 =
Z /2
0
u0(t) dt (1.1)
from which a reference velocity U0 = L0/ can be deﬁned. It was found out that the evolution of the
SJA ﬂow near the oriﬁce is dominated by its time-periodic formation and advection of vortices that
roll-up and become part of the jet. It was also observed that their mean trajectory scales with the
stroke length. A dimensionless stroke length L0/d, where d is the oriﬁce diameter, was proposed
to be one of the parameters that deﬁne the SJA ﬂow [30] and corresponds to the inverse of the
Strouhal number (Sr)
L0
d
=
1
Sr
: (1.2)
The jet formation criteria (JFC)
JFC = 1
Sr
=
Re
Sk
2 ; (1.3)
was introduced by Utturkar and Holman [31, 32], where Sr, Re and Sk are the Strouhal, Reynolds
and Stokes numbers based on a time and space averaged velocity U at the SJA exit during the
expulsion stroke (U = 2U0). The difference between this jet formation criteria and the dimension-
less stroke length is a constant, as is further discussed in this work. The formation of synthetic
jets was analyzed for axisymmetric and two-dimensional conﬁgurations and notorious differences
were found between them, even though the oriﬁce geometry was similar. The axisymmetric and
the two-dimensional conﬁguration have different threshold values of the JFC to obtain the jet for-
mation. In the case of the circular conﬁguration this threshold is K = 0:16 and for the slotted case
K = 2. Moreover, as predicted by Utturkar and Holman, experimental investigations of SJA cavity
[18] and oriﬁce shape [33, 34] have been found to be inﬂuential on the synthetic jet performance.
Silva-Llanca [35] recently proposed a deﬁnition of the Reynolds number using the stroke length,
as
ReL0 =
U0L0

= 2
Re2
Sk2
: (1.4)
It was found out that this deﬁnition describes better the ﬂow regime and was used to measure
when the ﬂow goes into a transitional state. Indeed, this parameter is interesting as it combines
the Reynolds number and the dimensionless stroke length (or jet formation criteria)
ReL0 = Re
L0
d
: (1.5)
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Another important characteristic of SJA is its natural resonating frequency, also known as
Helmholtz frequency fh. Such phenomenon can be described by imagining what would happen if
extra air is forced inside the actuator cavity. A common example of this is when blowing air inside
an empty bottle in order to produce a sound. In this case, the air blown inside the bottle com-
presses the air inside. The pressure will drive it out, however, when it returns to its original position
a slight vacuum is produced inside the bottle that will suck the air back in. This causes the air in-
side the bottle to vibrate (thus producing a sound), much like a mass on a spring. In synthetic jets,
when this phenomenon occurs, incompressible treatment fails to describe accurately the behavior
of the ﬂuid, and a compressible treatment is needed. It has been shown both experimentally and
numerically that, when the drive frequency divided by the resonance frequency is more than 0.5,
compressible effects take over, thus forgoing an incompressible treatment [36]; i.e., for f/fh < 0:5
incompressible treatment is possible.
1.1.2 Flow dynamics of a SJA
As aforementioned, the ﬂow patters of SJA are highly dependent on the actuator geometry. Vor-
tex rings for circular conﬁgurations and vortex dipoles for two-dimensional conﬁgurations are the
result from the interaction of the currents entering and leaving the cavity are substantially differ-
ent and complex. Many studies have been devoted to analyze the ﬂow morphology of these two
conﬁgurations, the most relevant are reviewed here.
Due to the differences in the geometry of these two conﬁgurations, the ﬂow dynamics are essen-
tially different. However, some similarities exist in how the jet is created. Jet creation occurs when
a stream of ﬂuid is injected into the surrounding medium due to the action of an actuator [37].
Such actuator can be a piston or a membrane. Afterwards, the actuator retracts and the external
ﬂuid is ingested inside the actuator. This yields to four relevant phases on the dynamics of SJA
ﬂow:
• Maximum expulsion instant, when the velocity at the oriﬁce is maximum (towards the external
medium) and the actuator is moving towards the oriﬁce.
• Maximum positive deployment of the actuator, when the position of the actuator is nearest to
the oriﬁce and its displacement velocity is zero.
• Maximum ingestion instant, when the velocity at the oriﬁce is maximum (towards the inside
of the actuator) and the actuator is moving further from the oriﬁce.
• Maximum negative deployment of the actuator, when the position of the actuator is farthest
from the oriﬁce and its velocity is zero.
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The near external ﬁeld is dominated by vortices caused by the separation of the shear layer and
its instability growth. The motion induced in the ﬂuid by each vortex affects other vortices so that
adjacent vortices pair off, as shown in Fig. 1.4. Note that, under the right circumstances, the ﬂow
is ingested back without affecting the newly formed vortex pair, hence allowing the jet formation.
Moreover, as it can be seen in Fig. 1.4, the ingested ﬂow comes from the sides of the oriﬁce.
(a) Expulsion instant. (b) Ingestion instant.
Figure 1.4: Two dimensional synthetic jet ﬂow at Re = 50. The vorticity is shaded in black and
white and the velocity is plotted using vectors.
Other ﬂow dynamics are particular of the conﬁguration studied. The following sections are devoted
to the understanding of the ﬂow dynamics of slotted and circular SJA.
The slotted conﬁguration
Slotted SJA conﬁgurations form vortex dipoles. They are formed in a viscous ﬂuid when a force is
applied locally to a volume of ﬂuid and a roll up is produced [38]. A clear example of this is when a
piston moving forward pushes out a volume of ﬂuid in a two-dimensional frame. Then, two vortex
form in front of the developing ﬂow, while a trailing jet is established behind, as shown in Fig. 1.5.
Vortex dipoles are a well-known feature of (quasi) two-dimensional ﬂows and are found in many
different contexts (i.e., oceanography [39]). One particularity of vortex dipoles is that vortex sep-
aration (or pinch-off) from the trailing jet occurs at a higher stroke ratio than on vortex rings [38].
The dipole is fed by the ﬂuid from the trailing jet and its vorticity grows linearly with time; thus ac-
cumulating most of the vorticity of the ﬂow, while the rest is stored in the trailing jet. Then, if vortex
pinch-off does not occur, the vortex dipole entrains all of the circulation produced by the generator.
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Figure 1.5: Vortex dipole formation by the action of a piston (from New, 2015 [37]).
Kral and Donovan (1997) [6] performed early studies on an incompressible laminar and turbulent
two-dimensional synthetic jet using the unsteady RANS Spalart-Allmaras one-equation model. The
SJA was successfully implemented as a suction/blowing boundary condition (thus avoiding any
representation of the SJA cavity) and the results obtained presented a good correlation with the
later experiments of Smith and Glezer (1998) [10]. Early direct numerical simulations (DNS) of
an array of two SJA were performed by Lee and Goldstein (2002) [40] under the hypothesis of
two-dimensional incompressible ﬂow. The actuators were modeled as a moving piston using vir-
tual surfaces. Despite the simulations being two dimensional, a fair agreement was shown with
experimental data near the jet oriﬁce. In addition, it was observed that the shape of the lips and
the cavity depth were important parameters of the resulting ﬂow. Three dimensional span-wise
periodic DNS of a synthetic jet previously analyzed with particle image velocimetry (PIV) [41] (in
the framework of the NASA LaRC Workshop, 2004) were performed by Kotapati et al. (2007)
[15]. Despite simplifying the actuator geometry, it was found out that the results closely agree with
the experimental results. The main vortex pairs that convect downstream by self-induction were
successfully identiﬁed along with secondary stream-wise oriented rib-like structures surrounding
the main vortex cores. It was found that these structures undergo ampliﬁcation in the span-wise
direction due to vortex stretching and cause the transition to turbulence of the main vortices in
the vicinity of the oriﬁce and a well-developed turbulent jet is eventually formed. Moreover, large
convective time scales in the outer ﬂow of at least an order of magnitude higher than the actuator
period were foreseen to appear, thus having strong implications in computational time. In fact,
the presence of these large scales was found to indicate that large sampling times are required in
order to obtain accurate statistics of the outer region of the ﬂow. Miro et al. (2018) [17] further in-
vestigated into this issue and found that these large time scales roughly corresponded to 7 periods
and the time required to obtain accurate statistics was of about 200 cycles.
Due to the vortical nature of the SJA ﬂow, the analysis of the vortices becomes a key parameter for
the understanding of the ﬂow dynamics. Experimental and numerical investigations of the vortex
dynamics and merging of two-dimensional synthetic jets have been performed by Silva-Llanca et.
al. (2015, 2017) [16, 20, 35]. Different techniques for identifying coherent structures in synthetic
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jets were compared and the Q-criterion [42] was selected as a vortex presence indicator. Three
stages of vortex merging were identiﬁed in two-dimensional impinging synthetic jets, in which the
expelled vortex slowly merges with the remaining vortex of the previous actuator cycle. This phe-
nomenon was found to be directly proportional to the Reynolds number and inversely proportional
to the frequency.
The axisymmetric (round, circular) conﬁguration
Axisymmetric SJA conﬁgurations form the three dimensional counterpart of vortex dipoles: vortex
rings. In a vortex ring, the vortex shedded from the actuator lips rolls over itself forming a torus (or
a ring). Their generation is natural in numerous practical application in nature and industry, e.g.,
the propulsion of some aquatic animals is based on this mechanism [43] (see Fig. 1.6).
Figure 1.6: Squid jet propulsion (from Mohseni, 2014 [44]).
The ﬂow behavior of axisymmetric impinging synthetic jets has been experimentally analyzed by
Greco et. al. [28, 45]. Two different jet morphologies, as depicted in Fig. 1.7, were observed in
terms of the dimensionless stroke length. For low dimensionless stroke length or jet formation
criteria (4  L0/d < 8 or 1:27  JFC < 2:55) the Strouhal number is high and the jet morphology
consists of a succession of primary vortex rings as shown in Fig. 1.7b, where the impingement
is dominated by the vortex ring and results in a larger jet width and lower centerline velocity. On
the other hand, at high dimensionless stroke lengths or jet formation criteria (8  L0/d < 16 or
2:55  JFC < 5:09) the Strouhal number is low and the ﬂow is formed by a disconnected primary
vortex ring followed by a trailing jet and a region of low turbulence, called potential core as shown
in Fig. 1.7a. In these ﬂows, the trailing jet, which is formed of multiple vortex rings generated by
the Kelvin-Helmholtz instability, becomes the most inﬂuential feature of the ﬂow. This behavior and
time scales are consistent with those observed in vortex ring formation for steady jets [46]. In this
context, it was observed that, in the case of a vortex ring followed by a trailing jet, the vortex ring
reduced its circulation by shedding the excess vorticity into its wake.
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(a) High dimensionless stroke length. (b) Low dimensionless stroke length.
Figure 1.7: Schematic representation of the ﬂow morphology of a round synthetic jet (from Greco,
2018 [28]).
1.1.3 Synthetic jet impingement
Synthetic jet impingement refers to the the geometrical conﬁguration where a synthetic jet collides
with an object, typically a plate, as depicted in Fig. 1.8.
In the heat transfer context, heat exchange occurs between the jet and the object and has been the
subject of many studies [33, 48--51]. In particular, the aforementioned experimental and numerical
two-dimensional investigations of Silva-Llanca et al. [16, 20] are of interest concerning synthetic
jet impingement. In their work, a formulation is presented that allows to vary independently the
Reynolds and Stokes numbers, thus opening the possibility to vary independently the jet velocity
and the jet driving frequency. This was done aiming to achieve a better understanding of the
jet dynamics. The impingement phenomena was investigated for different jet-to-width ratios and
found out that for a jet-to-surface spacing of 5 could be optimal for their SJA conﬁguration. Such
optimum is deﬁned so that the vortices arrive at the heated wall at their peak of intensity [35]. As
for jet-to-surface spacings greater than 5, the merging of consecutive vortex pairs occurs prior to
the impingement and diminishes the overall heat transfer. This was in good agreement with the
experimental investigations of Ghaffari et al. [26]. Therefore selecting the adequate jet-to-width
ratio is one heat transfer enhancing method for impinging synthetic jets. Several different jet-to-
surface spacings were investigated using the PIV technique and it was found that the optimal
ratio of jet-to-surface spacing that maximizes heat transfer is between 5 and 10. Silva-Llanca's
canonical geometry [16] was also used to investigate the ﬂow of a purely oscillatory jet, and a
new formulation for the jet characteristic velocity was introduced. It was observed that vortex
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Figure 1.8: Schematic of a synthetic jet impinging into a heated wall (adapted from Valiorgue et.
al., 2009 [47]).
coalescence reduces the heat transfer capacity of the jet. Therefore, another method to improve
heat transfer is to generate stronger vortices at a higher frequency [35]. Moreover, secondary
vortices with opposite circulation that the main vortex are found to be generated when the vortex
pair arrives near the heated wall as shown in Fig. 1.9. These secondary vortices sweep the heated
surface thus effectively enhancing the heat transfer of the synthetic jet.
Several applications for synthetic jet impingement are possible, for example, they have been pro-
posed for cooling of circuit boards and miniature electronics. Such applications are reviewed in
Section 1.1.5. A common point of these studies is that an open conﬁguration is considered for the
discharge domain. In these cases, a simpliﬁed actuator model is used, as the heated ﬂow is not
ingested back inside the actuator and the temperature at the SJA outlet can be assumed to be
constant [52--54].
Other works have been carried out in conﬁned conﬁgurations, i.e., the jet is enclosed between two
parallel plates. Experimental investigations of this conﬁguration were performed by Vukasinovic
and Glezer [55] on an axisymmetric synthetic jet. It was found that the temperature of the jet at the
expulsion is signiﬁcantly above the ambient temperature due to a countercurrent in the ﬂow formed
by the conﬁning plate. Moreover, the cooling efﬁciency of the jet was observed to decrease with
the spacing between the parallel plates. Very recent numerical studies of opened and enclosed
conﬁgurations of an axisymmetric synthetic jet, using moving mesh techniques for the membrane
description, have been performed by Hatami et al. [25]. Noticeable differences were found in the
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(a) Schematic view (from Silva-Llanca, 2017
[16]).
(b) Vorticity map (from Silva-Llanca, 2017 [35]).
Figure 1.9: Vortex dynamics at the impinging wall showing the creation of a counter-rotating sec-
ondary vortex s.
ﬂow and heat transfer capabilities between the enclosed and opened conﬁgurations. In particular,
the advected vortices were found to stretch axially on the enclosed conﬁguration whereas in the
opened conﬁguration they stretch radially. This has been found to produce more coherent vortices
in the opened conﬁguration compared with the enclosed conﬁguration.
1.1.4 Numerical methodologies for representing SJA
Several methodologies for representing the SJA and the interaction of the ﬂow inside the actuator
cavity have been used in previous studies. They are, in decreasing order of computational time:
• Model M1: the actuator membrane movement is described using a somewhat realistic
way and the ﬂow inside the cavity is simulated. Mesh moving techniques, such as Arbi-
trary Lagrangian Eulerian (ALE) formulation has been successfully used to model the time-
dependent movement of the SJA membrane [56]. Other implementations in the literature for
realistic models of the SJA membrane are Chimera grids [57], virtual forces to emulate the
effect of a moving boundary [40], the mass-spring analogy method [58], and dynamic mesh
methods [25].
• Model M2: the internal ﬂow is simulated but the time derivative of the membrane position
respect to the bottom of the cavity is used as a velocity boundary condition. This approach
was used by Kotapati et al. [15] in their DNS.
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• Model M3: The cavity ﬂow is not simulated, instead, a velocity proﬁle at the actuator lips is
imposed. This is probably the most used model in the literature due to its simplicity of imple-
mentation and low computational time [6, 20, 53] . It is also used for industrial applications
with complex geometries [59].
Clearly, M1 models allow imposing physically realistic boundary conditions for the momentum and
energy equations at the actuator membrane. This is beneﬁcial when trying to understand the
interaction between the external ﬂow (at the discharge cavity) and the internal ﬂow (inside the
SJA), as otherwise parameters such as temperature or vorticity and turbulent kinetic energy would
remain unknown and would be hard to estimate. M2 models also allow a good representation
of the actuator cavity, however, the aforementioned parameters would also remain unknown at
the membrane. As a drawback, simulating the turbulence inside the cavity in M1 and M2 and
simulating the membrane movement in M1 add considerable complication and computational cost
to the simulation of SJAs. M3 models are clearly the simplest, however, they have proved (as
well as M2) to be able to represent the jet in the far ﬁeld and obtain relevant data [6, 16], in good
agreement with the results obtained with M1 [17]. An analysis of the performance of the different
numerical methodologies was done in [60] using a synthetic jet in a crossﬂow as a test case and
[61] using an impinging synthetic jet as a test case. In both cases, the slot was included in the
model due to its importance in the physics of the ﬂow. It was also found that M2 represents a
good compromise between accuracy and cost; and for large-scale ﬂows M3 provides the most
cost-effective approximation.
1.1.5 Applications of SJA
SJA are not only interesting from a phenomenological point of view but also ﬁnd applications in
many ﬁelds. The most relevant ﬁelds, Active Flow Control (AFC), thermal control and cooling and
mixing enhancement, are reviewed here.
Active ﬂow control (AFC)
The ability to manipulate a ﬂow ﬁeld in order to improve efﬁciency or performance of the aero-
dynamic components is of technological importance. During the 1970’s and 1980’s a consider-
able amount of research was performed aiming towards turbulent drag reduction, emphasizing on
passive ﬂow control methods. Since 1990, great research effort is being devoted to Active Flow
Control (AFC) [62], based on the introduction of kinetic energy in the boundary layer, a concept
ﬁrst proposed by Prandtl more than a century ago [63].
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In the 1960s, it was shown that the use of steady blowing or suction could produce signiﬁcant
increases in lift and reductions in drag. However, the large momentum coefﬁcients needed to do
so imply excessive compressor bleeding and high technical complexity of the plumbing system.
On the other hand, as ﬁrst shown by Schubauer and Skramstad [64] in 1948, periodic perturbations
create vortex structures which increase the momentum transfer between the free stream and the
boundary layer and increase resistivity against ﬂow separation [65]. This mechanism allows an
effective control of the ﬂow with momentum coefﬁcients up to two orders of magnitude lower than
static blowing/suction [66], and opens the possibility of achieving AFC with small, autonomous and
energy efﬁcient actuators.
On this line, Spalart et al. [67] performed preliminary simulations of a blowing/suction AFC device
to unload the wind of the V-22 tilt-rotor aircraft using a Detached-Eddy Simulation approach at
Re = 3 105. The geometry was a modiﬁed NACA 0012 at an angle of attack of -85 degrees and
a ﬂap deﬂection of 85 degrees. Later, both You and Moin [68] and Uribe et al. [23] simulated the
ﬂow over a NACA 0015 airfoil by means of LES simulations and used SJA as AFC devices. They
both implemented the SJA as a blowing/suction oriﬁce and clustered the mesh around the nozzle
to ensure appropriate resolution of the ﬂow.
More recently, Fricke [65] simulated an Ultra High Bypass Ratio (UHBR) engine-wing junction in the
frame of the Vision2020 and Flightpath 2050 projects. Due to the large diameter of UHBR engines,
they interfere with the leading edge devices and lead to ﬂow separation that may compromise the
total aircraft efﬁciency [69]. The simulations were carried out using URANS Spalart-Almaras tur-
bulence closure. Velasco et al. [24] performed two-dimensional simulations of a Darrieus turbine
using synthetic jets for AFC. The simulations were carried out using time-accurate RANS k ! tur-
bulence model. It was found out that AFC incremented the net power generated by the turbine and
this power was higher than the one consumed by the SJA; thus the total efﬁciency was increased.
Experimental wind tunnel investigations of a simpliﬁed generic truck cabin with AFC were per-
formed by Minelli et al. [2]. Synthetic jets implemented by means of loudspeakers were selected
as AFC actuator due to their low power consumption. PIV was performed to analyze the ﬂow pat-
terns and Proper Order Decomposition (POD) was used to analyze the main coherent structures
of both the actuated and unactuated ﬂow. The application of AFC resulted in a substantial drag
reduction.
The momentum coefﬁcient C is deﬁned as the ratio between the momentum of the jet and the
momentum of the external ﬂow
C =
nU20Sd
U21S1
; (1.6)
where U1 is the velocity of the external ﬂow Sd the oriﬁce area and S1 the characteristic external
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area (e.g., the wing surface). The parameter n refers to the number of synthetic jets. This coefﬁ-
cient is used to represent the capability of the jet to inﬂuence the external ﬂow. Typical values of
the momentum coefﬁcient are in the order of 10 4 to 10 2, which combined with a typical chord-
based Reynolds number of 6 106 and a chord-jet outlet ratio in the order of 102 to 5 103, yields
jet Reynolds numbers in the order of 5 103 to 2 104. The simulation of the jet internal ﬂow has
a signiﬁcant cost, and thus, the selection of the actuator modeling approach is an important issue.
While appropriate values for the main control parameters (momentum coefﬁcient, frequency and
location of the actuators) can be determined without modeling the actuator internal ﬂow, a more
detailed actuator model might be needed to ensure a successful design of the whole AFC system.
Thermal control of electronic devices
One of the most active research areas of heat transfer technologies is the thermal control of elec-
tronic devices. The main objective is to increase the performance and reliability of components by
decreasing their temperature. Systems that use the ﬂuid enclosed within the electronic device as
cooling agent have been proposed as an effective thermal control mechanism [26, 48, 70]. More-
over, electronics tend to become smaller and smaller. Due to such miniaturization, there is a need
for compact cooling solutions that meet good performance requirements at compact volumes. One
of the main advantages of SJAs in this area is that the need of additional hardware such as ﬂuid
ducting is eliminated, thus becoming perfect candidates for MEMS integration [71].
As an example, consider the three lines of CPU cooling that have been proposed in the literature:
• A device that would improve the thermal cooling of ﬁns and fans [72] as shown in Fig. 1.10a.
Such device would make use of the heat transfer enhancement of synthetic jets impinging
into hot surfaces, as described in Section 1.1.3.
• A device that would enhance the primary cooling methodology [73]. This method would use
SJA and agitators to be integrated into air cooling heat sinks. Although the agitator outper-
forms the synthetic jet in regards to cooling enhancement, when they are both combined they
are able to increase a 82.1% the heat transfer.
• A miniature device of a size comparable to that of an electronic microchip [74] as shown in
Fig. 1.10b. This device would use the chip's self cooling ﬂuid to enhance convection and
increase thermal dissipation.
Although the former has been proven to improve the heat removal by 1.5 times compared with fans
and 4.5 times compared to natural convection, the latter represents a challenge to chip developers
due to the increased miniaturization in the sector. As an example, the Intel Xeon E5-2670 (Sandy
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Bridge EP) of MareNostrum III [75] packs 8 cores in an area of 52:5 45:0mm2, whereas the Intel
Xeon Platinum 8160 (skylake) of MareNostrum IV [76] packs three times more cores (24 cores) in
a package just about 1.4 times bigger (76:0 56:5 mm2). Other representative cases are the new
Core i9-7900X packing 10 cores in the same package of 52:5 45:0 mm2 or the new mobile Core
i9-8950HK packing 6 cores in 42 28 mm2 [77].
(a) Twin loudspeaker SJA (from Chandratilleke, 2013 [72]).
(b) Micro-blower SJA (from Ghaffari, 2016 [26]).
Figure 1.10: Synthetic Jet Actuator implementations for thermal control.
One of the most challenging ﬁelds in SJA is the design and construction of the resonator cavity.
Many studies have been performed to analyze the inﬂuence of cavity geometry. It has generally
been found that very shallow cavities have a detrimental effect on the jet velocity while oriﬁces with
a larger hydraulic diameter in conjunction with a smaller aspect ratio proved to give the best results
in heat transfer [78]. Another major limitation of SJA is their high noise output as they often require
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operation at the actuator resonant frequency to maximize jet exit velocity [26]. Most experimental
investigations construct SJA using loudspeakers, however, this might not be the best solution for
compactness. Piezoelectric membrane SJA can be compacted but present the drawback of the
oscillating membrane. To overcome this handicap, double cavity SJAs or multiple oriﬁce SJAs
have been proposed, such as Fig. 1.10b, in order to overcome this problem.
Mixing enhancement
Nowadays, a main concern for combustors is the reduction of pollutant emissions, such as CO,
NOx and unburned fuel (e.g., in aeronautics is a main concern during takeoff and landing), while
maintaining combustion efﬁciency. A viable method is to enhance the fuel-air mixing process so
that the initial dense spray regime is minimized and the vaporized fuel-air regime is maximized.
Attempts are focused on changing the pattern of the fuel injected into the combustor in order
to modify the fuel-air mixing. Design include the use of multiple injection using microlaminated
screens and advanced swirler cups. The concept of active fuel control was developed by Chen [79]
when he used the synthetic jet actuators developed by Glezer and co-workers as a kind of active
fuel mixing enhancers. This concept was later improved by Wang [80] by introducing synthetic
jet as MEMS actuators. This turned out to be a necessity, as for example, a typical gas turbine
combustor was around 15 cm long and a typical fuel injector had around 3 mm diameter. Then, a
SJA used for fuel mixing enhancement that must ﬁt inside the fuel injector has to be even smaller;
with 0.1 mm of oriﬁce diameter.
1.2 Objectives and scope
The majority of the studies reviewed consider an open conﬁguration in which the synthetic jet
impinges to a hot wall and use simpliﬁed actuator models and often disregard the cavity ﬂuid
interaction and the moving membrane in favor of a model that provides the velocity at the actuator
lips. In these cases, the heated ﬂow is not ingested back inside the actuator and the temperature at
the SJA outlet can be assumed constant. What would happen if the heated ﬂow is ingested back?
This happens when the jet is enclosed between two parallel plates. Then, how are the boundary
conditions selected? What are the effects of overestimating or underestimating the conditions at
the actuator oriﬁce?
This dissertation main objective is to provide insight on the implications of simulating an enclosed
SJA and its the actuator cavity in order to analyze its heat transfer performance and to obtain data
at the actuator oriﬁce that can be used as a boundary condition for simpliﬁed models. This data will
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be compared to that of open conﬁguration synthetic jets found in the literature. Moreover, literature
has revealed fundamental differences in the ﬂow ﬁeld for different actuator geometries. Another
objective of this work is to help understand the differences between the ﬂows at different actuator
geometries and to assess the implication of the actuator geometry to the conditions at the actuator
oriﬁce in enclosed conﬁgurations.
An accurate model of a synthetic jet actuator, based in its governing parameters, that accurately
describes the cavity and the membrane and, therefore, enables a realistic simulation of the turbu-
lence will be developed as a second objective of this dissertation. Then, simpler actuator models
can be analyzed and compared with the aforementioned model. This will allow to validate less
expensive simulations of synthetic jet actuators performed with simpler models. These validations
are expected to be useful for coupled simulations between the synthetic jet and the external ﬂows.
The scope of this dissertation is the study of turbulent ﬂows generated by a synthetic jet actuator
as well as the external ﬂows that interact with the synthetic jet ﬂow. It is also part of the scope of
this doctoral thesis the modeling of the actuator membrane using mesh moving techniques. The
modeling of the electromechanical parts of the membrane is out of the scope of this thesis. The
proposed studies shall be performed by means of numerical analysis; experimental data shall be
obtained from the literature. This work shall use parallel Computational Fluid Dynamics codes to
perform the numerical analyses. It is not part of the scope of this dissertation their development,
neither the implementation of new turbulence models. It is part of the scope of this work the im-
plementation of sequential and parallel post-processing and visualizing tools and their subsequent
validation.
1.3 Approach and Outline
The following technical approach has been employed in this work to reach the aforementioned
objectives. First, a literature review is performed in this chapter in order to gain insight on the
state-of-the-art of SJA and to obtain a formulation of the problem that is in line with the other
authors. In addition, different numerical methodologies employed in the literature are examined
as well as the application of SJA to real engineering problems, which can beneﬁt of the present
work. Next, Chapter 2 presents a detailed mathematical model that is used in this dissertation.
As aforementioned, this model takes into account the movement of the actuator membrane and
is formulated with the non-dimensional parameters derived from the Navier-Stokes equations that
have been identiﬁed to govern the SJA ﬂow. This model is based on the jet formation criteria, which
is a key parameter of the ﬂow and has strong implications in the ﬂow morphology. This is followed
by a thorough description of the turbulence models employed in this work, i.e., Reynolds averaged
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methods, large-eddy simulations and direct numerical simulations, as well as the implications of
using energy preserving schemes to model the ﬂow. This is the subject of Chapter 3.
The results discussion part presents and extends the ﬁndings in [17, 19]. Chapter 4 describes
the computational grids used in this work as well as the extensive validation performed on such
grids in order to assure convergence to the solution, in both space and time. This is followed
by an extensive description of the dynamics of synthetic jet ﬂow. Two conﬁgurations are studied:
a slotted and a circular geometry, with Re = 50 and Re = 500 taken as representatives of the
ﬂow. This is the subject of Chapter 5. Then, Chapter 6 analyzes the heat transfer performance
of enclosed synthetic jets at the two mentioned conﬁgurations, closely relating the results with the
ﬂow description of the previous chapter. Finally, the ﬁndings of this dissertation are summarized in
Chapter 7 and some further research points are outlined.
I
Mathematical and Numerical Description
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2
Mathematical Model for Synthetic Jet Actuators
This chapter presents a detailed mathematical model used in this work for synthetic jet actuators
that takes into account the cavity membrane movement. It corresponds to a variation of the M1
model presented in Section 1.1.4 and takes into account the non-dimensional parameters that
govern the SJA ﬂow (i.e., Re and Sk), derived from a dimensional analysis of the Navier-Stokes
equations. Two SJA conﬁgurations are presented: the slotted and the circular. The mathematical
model developed is generic so is used for both conﬁgurations. The deﬁnition of the jet formation
criteria in Eq. 1.3 is expanded in order to ﬁnd a relationship with the driving and geometric param-
eters of a SJA. The JFC is found to be a key parameter in the SJA ﬂow that has strong implications
in the resulting ﬂow, which is further illustrated with precursory simulations. In addition, several
actuator membrane models found in the literature are presented and analyzed. This model is de-
veloped under the hypothesis of incompressibility, therefore, the Helmholtz frequency condition is
presented and veriﬁed.
2.1 Geometry and Conﬁgurations Studied
The conﬁgurations studied, shown in Fig. 2.1, represent two different simpliﬁed actuator conﬁg-
urations: Fig. 2.1a corresponds to a rectangular actuator in an homogeneous domain in the x3
direction (henceforth slotted conﬁguration) while Fig. 2.1b corresponds to a circular actuator (or
axisymmetric conﬁguration). The ﬂuid enters and leaves the actuators through a channel of length
b due to the oscillation of their membranes, thus creating a jet. These jets impinge on a uniformly
22
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heated wall located at an oriﬁce-to-surface distance of H/d = 5, which has been imposed based
on the optimal distances for cooling applications [20, 26, 48], causing convective heat transfer from
the wall to the jet. The discharge cavity of length L is large enough so as to not interfere with the
developing and propagation of the jet. Moreover, depth of D/d = 6 is considered for the slotted
conﬁguration to allow the full development of the three-dimensional ﬂow. Finally, the dimension-
less actuator cavity width W/d is set accordingly so as to impose a jet formation criteria of 3 (see
Section 2.4). The other dimensions of the SJA are selected as in Liu [81], with b/d = 0:3 and
B/d = 1:67. All these dimensions are summarized in Table 2.1.
(a) Slotted. (b) Axisymmetric.
Figure 2.1: Geometry of the analyzed conﬁgurations (not to scale).
Table 2.1: Summary of the dimensions presented in the conﬁguration on Fig. 2.1
Slotted Circular
W/d 23.5619 4.8541
H/d 5 5
L/d 60 60
A/d 0.2 0.2
B/d 5/3 5/3
b/d 1/3 1/3
D/d 6 -
Regarding the actuator's natural resonating frequency, i.e., the Helmholtz frequency, it is propor-
tional to the area of the opening port of the cavity and inversely proportional to the cavity volume
and neck length [18], with the constant of proportionality being the speed of sound. Hence, for a
slotted or rectangular cavity and oriﬁce
fh =
vsound
2
r
d w
Ww Bb
; (2.1)
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where vsound is the speed of sound of the considered ﬂuid. For round or axisymmetric conﬁgura-
tions, the term 3/4 [18] appears inside the square root as a consequence of the area ratio, as
fh =
vsound
2
r
3
4
d w
Ww Bb
: (2.2)
Note that the dimensions correspond to those shown in Fig. 2.1. Assuming a reasonable actuator
exit oriﬁce of d = 1 mm, the ratios presented on Table 2.1 and standard air properties, the actuator
driving frequency divided by the Helmholtz frequency f0/fh is plotted for different Reynolds num-
bers in Fig. 2.2 for both the slotted and round conﬁgurations. Under these circumstances and for
the slotted conﬁguration, incompressible treatment is possible for Re < 5000; while for the round
conﬁguration it is a good approximation for Re < 10000.
0 2000 4000 6000 8000 10000
0
0.2
0.4
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1
Slotted Round
Figure 2.2: Ratio of the actuator driving frequency f0 and the natural resonance frequency fh for
various Reynolds numbers and an oriﬁce exit diameter of d = 1 mm.
2.2 Dimensional Analysis of the Governing Equations
The Navier-Stokes and energy equations are used to model the ﬂow. Incompressible regime is
assumed since the ratio between the Helmholtz frequency of the actuator and the driving frequency
is assumed to be less than 0.5, as previously explained. This study focuses on situations where
the jet velocity is high enough to disregard natural convection, i.e., the Richardson (Ri) number,
deﬁned as the ratio of the buoyancy term to the ﬂow shear term, is low enough. Experimental
and numerical studies [54] show that buoyancy effects become relevant for Ri > 0:01. Moreover,
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thermal radiation has also been neglected. Under these assumptions, the incompressible Navier-
Stokes equations are
@uj
@xj
= 0; (2.3)
@ui
@t
+
@ (uiuj)
@xj
=  1

@p
@xi
+
@
@xj



@ui
@xj
+
@uj
@xi

; (2.4)
@T
@t
+
@ (ujT )
@xj
=
@
@xj

k
cp
@T
@xj

; (2.5)
where xi are the spatial coordinates (or x, y and z), ui are the cross-stream, stream-wise and
span-wise velocity components (or u, v, w), p is the pressure and T is the temperature.  is the
density,  is the kinematic viscosity, cp is the speciﬁc heat coefﬁcient at constant pressure and k is
the thermal conductivity of the ﬂuid.
The following non-dimensional magnitudes are deﬁned in order to perform a dimensional analysis
of Eqs. 2.3 to 2.5 bxi = xid ; bui = uiU0 ; bt = 2f0t; bp = pU20 ;
where b denotes a non-dimensional ﬁeld and d is the SJA outlet oriﬁce diameter, f0 is the mem-
brane oscillating frequency and U0 a characteristic velocity. They are rewritten as
xi = dbxi; ui = U0bui; t = t2f0 ; p = U20 bp;
so that they can be plugged into Eqs. 2.3 and 2.4 to obtain a non-dimensional form. Eq. 2.4
becomes as follows after including the aforementioned non-dimensional variables
2fd
U0
@bui
@bt + buj @bui@bxj =   @bp@bxi + @@bxj


U0d

@bui
@bxj + @buj@bxi

: (2.6)
The non-dimensional form of the continuity equation (Eq. 2.3) is simple to obtain, thus it is not
treated in depth.
Two non-dimensional numbers are obtained from the analysis of Eq. 2.6, the Reynolds (Re) number
and Strouhal (Sr) number, which are deﬁned along the standard set by Smith and Glezer [10] as
Re =
U0d

; (2.7)
Sr =
2f0d
U0
: (2.8)
Then, Eq. 2.6 can be rewritten as
Sr
@bui
@bt + buj @bui@bxj =   @bp@bxi + @@bxj

1
Re

@bui
@bxj + @buj@bxi

(2.9)
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and thus the non-dimensional form of the momentum equation is obtained.
Concerning the energy equation, the non-dimensional temperature ﬁeld is deﬁned as
bT = T   T1
Twall   T1 ; (2.10)
where Twall denotes the temperature at the heated wall and T1 the bulk temperature. Then, the
dimensional temperature is T = (Twall   T1) bT + T1 and when plugged into Eq. 2.5, it becomes
2fd
U0
@ bT
@bt + buj @ bT@bxj = @@bxj
 
k
cP

U0d
@ bT
@bxj
!
(2.11)
Another non-dimensional number, the Prandtl (Pr) number
Pr =
cP
k
; (2.12)
is obtained from Eq. 2.11 and allows to rewrite it as
Sr
@ bT
@bt + buj @ bT@bxj = @@bxj
 
1
PrRe
@ bT
@bxj
!
: (2.13)
Therefore, the non-dimensional incompressible Navier-Stokes equations that govern the ﬂow ﬁeld
for synthetic jets have been obtained. Putting them together they are
@buj
@bxj = 0; (2.14)
Sr
@bui
@bt + buj @bui@bxj =   @bp@bxi + @@bxj

1
Re

@bui
@bxj + @buj@bxi

; (2.15)
Sr
@ bT
@bt + buj @ bT@bxj = @@bxj
 
1
PrRe
@ bT
@bxj
!
: (2.16)
2.3 Actuator Membrane Model
The position of the SJA membrane is a combination of the forces that drive the membrane and the
forces produced by the ﬂuid. Detailed models have been elaborated in the literature, e.g., using
lumped element modeling to investigate the behavior of the piezoelectric components [36, 82].
Generally speaking, the membrane movement can be modeled using a time-dependent sinusoidal
function and a space-dependent proﬁle function (r) as
x2 =  (r) cos (2f0t); (2.17)
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where r is the local radius as r = x1 or r =
p
x1 + x3 for the slotted and axisymmetric conﬁgurations
respectively. The parameter (r) is what deﬁnes the shape of the membrane. Several models are
present in the literature:
• Blevins [83] derived an expression to approximate the shape and mode of vibrating structures
as
(r) = C

J0

r
W/2

  J0()
I0()
I0

r
W/2

; (2.18)
where C is a scaling parameter, J0 the modiﬁed Bessel function of the ﬁrst kind, I0 the Bessel
function of the ﬁrst kind and  a dimensionless parameter taken as  = 10:221/2.
• A proﬁle derived from theory of plates and shells is proposed to model the membrane shape
by Mane et al. [84]
(r) =
C
2

1  4r
2
W 2
+
8r2
W 2
ln

2r
W

: (2.19)
The proﬁle presented in Eq. 2.19 is used in the recent works of Hatami et al. [25, 85] to model
the actuator membrane.
• After conducting Detailed experimental and numerical analysis of the actuator membrane
displacement, Mane et al. also proposed an expression measured from experimental data,
obtained by regressing a 2nd grade polynomial
(r) = C
 
1 

r
W/2
2!
: (2.20)
It is claimed that it achieves better results when the function in Eq. 2.19 does not give a good
enough approximation.
• A rather simple yet efﬁcient proﬁle function is proposed by Xia and Qin [56] where the mem-
brane shape is modeled as a cosine function of the membrane radius
(r) = C cos


r
W

: (2.21)
This approach is successfully used in the works of Miro et. al. [17, 19, 61] and this work to
model the SJA membrane.
Then, a mean actuator amplitude can be deﬁned as
A =
1
SW
Z
SW
(r) dS (2.22)
where SW is the surface of the actuator membrane (see Fig. 2.1). This allows to set a certain
value of C so that the proﬁle functions presented in Eqs. 2.18 to 2.21 have the same integrated
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A. Expressions for C are obtained by integrating analytically Eq. 2.22 and are shown in Table 2.2
for both slotted and circular shaped actuators.
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Plates and shells
Polynomial
Bessel
Figure 2.3: Membrane proﬁle functions for a
slotted actuator.
Table 2.2: Values of the scaling parameter
C after integrating the proﬁle functions us-
ing Eq. 2.22.
C = Slotted Axisym.
Bessel, Eq. 2.18 1:846 A 3:041 A
Plates and shells,
Eq. 2.19
9/2 A 8 A
Polynomial, Eq. 2.20 3/2 A 2 A
Cosine, Eq. 2.21 /2 A 2/(4   8) A
A comparative of the different proﬁle functions for a slotted actuator is given in Fig. 2.3, whereas
for a circular actuator is given in Fig. 2.4. Clearly, the models described by Eqs. 2.18 and 2.19
present a similar shape whereas the models in Eqs. 2.20 and 2.21 are also similar. Blevins model
is cumbersome to implement and does not present an easy analytical integral on Eq. 2.22 (although
it can be done numerically). On the other hand, the cosine model presents a good approximation
to the membrane shape and is simple enough to be implemented as a boundary condition. For
this reasons, the cosine model is preferred in this work. Moreover, the polynomial proﬁle function
(derived from experimental data) that has been proven to give good results does not differ much
from the cosine proﬁle function.
As already mentioned in Section 1.1.4, imposing the movement of the actuator membrane using
a M1 model allows imposing physically realistic boundary conditions for the momentum (no-slip)
and energy equations (either a Dirichlet T = T  or a Neumann @T/@n = q condition). Eqs. 2.18
to 2.21 are examples of some expressions for modeling such movement. A condition for ui at the
membrane position, i.e., model M2 can be obtained from the derivative of Eq. 2.17 with respect
to time and the proﬁle functions of Eqs. 2.18 to 2.21. Regarding M3 models, a constant (top hat)
proﬁle for ui is usually preferred in the literature, thus favoring simplicity. For a parabolic velocity
proﬁle at the oriﬁce and under incompressible ﬂow, a condition can be derived assuming continuity
between the membrane and the oriﬁce asZ
Sd
u2 (x1; x3; t) dS =
Z
SW
@x2
@t
dS; (2.23)
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(a) Cosine model. (b) Plates and shells model.
(c) Polynomial model. (d) Bessel model.
Figure 2.4: Membrane proﬁle functions for a circular membrane.
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where u2 (x1; x3; t) is the velocity proﬁle at the oriﬁce lips. Taking into account that only the term
that describes the shape is affected by the integral and using Eq. 2.22, it can be written thatZ
Sd
2(r) dS = SWA; (2.24)
where 2(r) is the parabola proﬁle function using a description similar to that of Eq. 2.17 for
u2 (x1; x3; t). Then, using a similar approach to the one used in Eq. 2.22,
A2 =
SW
Sd
A; (2.25)
where A2 is the mean amplitude of the parabolic proﬁle. Eq. 2.25 basically states in which fraction
the amplitude at the oriﬁce needs to be increased due to the difference of geometry between the
actuator cavity and the actuator neck. Note that, for a constant (top-hat) proﬁle,
u2 (t) = 2f0
SW
Sd
A sin (2f0t); (2.26)
is exactly the velocity at the oriﬁce that is consistent with the formulation presented in this section.
2.4 Analysis of the Governing Parameters
It is now of interest to analyze how the actuator model can be included into the dimensional analysis
presented in Section 2.2, and its effect to the governing parameters of the synthetic jet ﬂow. As
aforementioned, a characteristic velocity (U0) is deﬁned in terms of the stroke length L0 as U0 =
L0f0. The stroke length is deﬁned according to Eq. 1.1 as
L0 =
Z /2
0
u0(t) dt
where u0(t) is the oriﬁce exit velocity over the ejection part of the cycle, which corresponds to the
half of the actuation period  . Therefore, U0 is expressed as
U0 =
1

Z /2
0
u0(t) dt; (2.27)
where the relationship f0 = 1/ has been used. It was ﬁrstly assumed that u0(t) had a slug shape
[10]. Later, in [86] it was argued that, because of the shape difference of the spatial velocity proﬁle
with the assumed slug shape, it is more accurate to deﬁne u0(t) using the spatial-averaged velocity
at the exit, so that
u0(t) =
1
Sd
Z
Sd
u2(x1; x3; t) dS; (2.28)
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where Sd is the surface of the exit oriﬁce (see Fig. 2.1) and u2(x1; x3; t) the velocity at the oriﬁce
exit, as deﬁned in Section 2.3. Hence,
U0 =
1

1
Sd
Z /2
0
Z
Sd
u2(x1; x3; t) dS dt; (2.29)
Other authors [15, 32] prefer to use a time and space averaged velocity (U ) at the SJA exit during
the expulsion stroke that corresponds to
U =
2

1
Sd
Z /2
0
Z
Sd
u2(x1; x3; t) dS dt; (2.30)
where Sd is the surface of the exit oriﬁce (see Fig. 2.1). It is easy to show from Eqs. 2.29 and 2.30
that the relationship between both characteristic velocities is U = 2U0. Moreover, these authors
prefer to use the Stokes (Sk) number, deﬁned as
Sk =
r
2fd2

; (2.31)
and is used to characterize the ﬂow as an alternative to the Strouhal number presented in Sec-
tion 2.2. Let us recall that the jet formation criteria (JFC) in Eq. 1.3 is deﬁned using U for the
Reynolds and Strouhal numbers as
JFC = 1
SrU
=
ReU
Sk2
=
2Re
Sk2
:
The relationship between the JFC and the dimensionless stroke length L0/d can be proven to be
JFC = 1

L0
d
: (2.32)
Therefore, the JFC and the dimensionless stroke length differ from a constant and are equivalent
parameters for characterizing the SJA ﬂow. Regarding the deﬁnition of the Reynolds number based
on the stroke length ReL0 of Eq. 1.4, it can be shown that
ReL0 = Re
L0
d
= JFCRe: (2.33)
Hence, this parameter combines the effects of the jet formation and the Reynolds number in one
single parameter.
The membrane vertical position can be modeled as presented in Section 2.3, using Eq. 2.17 to
compute its position with any of the proposed proﬁle functions. Then, the instantaneous velocity
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at the actuator membrane is found by performing the time derivative of Eq. 2.17 and obtain
dx2
dt
= 2f0(r) sin (2f0t): (2.34)
Then, under incompressible regime, the velocity at the actuator membrane is related to the velocity
at the oriﬁce exit by applying continuity, hence,Z
Sd
u2(x1; x3; t) dS =
Z
SW
2f0(r) sin (2f0t) dS: (2.35)
The integral on the right-hand side is only applied over (r) and using the deﬁnition of the mean
actuator amplitude of Eq. 2.22 the following expression is obtainedZ
Sd
u2(x1; x3; t) dS = 2f0ASW sin (2f0t); (2.36)
which is directly plugged into Eq. 2.29
U0 =
1

SW
Sd
Z /2
0
2f0A sin (2f0t) dt: (2.37)
This expression can now be integrated in time, resulting
U0 = 2Af0
SW
Sd
: (2.38)
Therefore, the characteristic velocity is related to the mean amplitude and the driving frequency,
coupling f0 and U0.
Let us then plug Eq. 2.38 into Eqs. 2.7 and 2.8 to ﬁnd new expressions for the Reynolds and
Strouhal numbers
Re =
2Af0d

SW
Sd
; (2.39)
Sr = 

A
d
 1
SW
Sd
 1
: (2.40)
The Reynolds number based on the stroke length ReL0 becomes
ReL0 =
4Af0


SW
Sd
2
; (2.41)
and has clear dependences on the driving parameters (A and f0), the ﬂuid parameters () and
the cavity geometric parameters (SW and Sd). Also, under this deﬁnition, the jet formation criteria
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becomes a purely geometrical parameter.
JFC = 2


A
d

SW
Sd

: (2.42)
Therefore, as observed by Smith and Glezer [10], when the motion of the actuator membrane is
time-harmonic the formation parameters of the jet depend only on the amplitude of the actuator,
and cannot be varied independently.
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Figure 2.5: Evolution of the jet formation criteria with the Stokes and Reynolds numbers.
The variation of the jet formation criteria in Eq. 2.42 is plotted in function of the Stokes and Reynolds
numbers in Fig. 2.5. Slotted jets with a combination of Re and Sk over the blue line do not form
whereas circular jets with Re and Sk over the red line do not form. High amplitudes and large
jet cavity aspect ratios favor the formation of jets, independently of the frequency, while changing
the drive frequency has no effect on the JFC. Changing the drive frequency can be interpreted in
Fig. 2.5 as moving along a certain line without the possibility to jump to others.
Figs. 2.6 and 2.7 show precursory simulations using the aforementioned mathematical model of
the slotted and circular conﬁgurations at different Re and using the JFC represented in Fig. 2.5.
The effect of the JFC can be clearly seen: at the same Re, if the JFC is low enough, the jet is
indeed not formed. On the other hand, increasing the JFC has implications in the impinging area
and the two recirculation vortices that are created. Moreover, the cavity ﬂow also changes with the
JFC. Another difference between Figs. 2.6 and 2.7 is the difference on the jet morphology between
the slotted and circular conﬁguration. This topic is further discussed in Chapter 5.
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(a) JFC = 0:1
(b) JFC = 2
(c) JFC = 6
Figure 2.6: Effect of the jet formation criteria in the slotted geometry for Re = 50 (top) and Re = 500
(bottom).
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(a) JFC = 0:1
(b) JFC = 2
(c) JFC = 6
Figure 2.7: Effect of the jet formation criteria in the circular geometry forRe = 50 (top) andRe = 500
(bottom).
3
Turbulence Modeling
In the study of turbulent ﬂows, the main goal is to obtain a tractable quantitative model that can be
used to calculate quantities of interest and practical relevance, e.g., the heat transfer produced by
an impinging synthetic jet. The problem is not easy and numerical models calculated by computers
(or supercomputers) are needed to perform a calculation on relevant properties of turbulent ﬂows.
The largest turbulent motions are almost as large as the characteristic width of the ﬂow, thus directly
affected by the geometry. The smaller scales decrease as Re 1/2 for the time-scales and Re 3/4
for the length-scales. Moreover, difﬁculties arise from the nonlinear convective term of the Navier-
Stokes equations and much more from the pressure-gradient term.
Therefore, this chapter is dedicated to synthesize some of the most relevant methods available in
the literature for the study of turbulent ﬂows. These methods have been applied to analyze the
impingement of turbulent synthetic jets by means of parallel codes such as Alya or Code_Saturne.
Alya [87] is based on the Finite Element method, and uses a fractional step approach to solve the
pressure-velocity coupling and an explicit fourth-order Runge-Kutta time integration scheme; while
Code_Saturne [88] is based on the Finite Volume method, and also uses a fractional step to solve
the pressure-velocity with a second-order centered scheme as spatial discretization and an implicit
second-order Crank-Nicholson time integration scheme. Both codes are designed for large-scale
parallel applications [89, 90].
This chapter includes a review on Reynolds-Averaged methods and Large-Eddy Simulations, and
the models used in this work are clearly detailed. Then Direct Numerical Simulation of the Navier-
Stokes equations are addressed, discussing why it is prohibitive to be used. Finally, a review of
36
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energy preserving schemes and its importance in turbulence modeling is outlined.
3.1 Modeling of the Navier-Stokes equations using RANS/URANS
The Reynolds-Averaged Navier-Stokes (RANS) equations were derived by Reynolds in 1894 and
allow to obtain a representation of the mean ﬂow. Their unsteady counterparts, the Unsteady
Reynolds-Averaged Navier-Stokes (URANS) equations enable to obtain a temporal variation for
the mean ﬂow. Among the advantages of using this model is the decrease on computational time
and mesh size with respect to others such as DNS or LES. On the other hand, the obtained solution
is dependent on the RANS closure used; and also the solutions obtained using RANS/URANS do
not provide information about the small scales in the ﬂuid.
Nevertheless, they are used in this work to obtain initial maps for more reﬁned ﬂow models. Hence,
this section contains a brief explanation on the derivation of the equations and the model used in
this work.
3.1.1 The mean ﬂow equations
The RANS equations are based on the mean ﬂow equations. Reynolds assumed that the velocity
ﬁeld ui can be decomposed into a mean velocity ui and a ﬂuctuation u0 as
ui = ui + u
0: (3.1)
Eq. 3.1 is often known as Reynolds decomposition. From the deﬁnition of ﬂuctuation, it must hold
that u0 = 0. The mean ﬂow equations are obtained by taking the average and plugging Eq. 3.1 into
the Navier-Stokes equations (Eqs. 2.3 to 2.5).
Let us start with the continuity equation. After applying Eq. 3.1 it becomes
@

uj + u
0
j

@xj
= 0: (3.2)
Hence, both ﬁelds are solenoidal and
@uj
@xj
= 0; (3.3)
@u0j
@xj
= 0: (3.4)
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Let us now take the average of the momentum equation
@ui
@t
+
@ (uiuj)
@xj
=  1

@p
@xi
+
@
@xj



@ui
@xj
+
@uj
@xi

: (3.5)
It can be proved that the product uiuj can be expanded to
uiuj = ui uj + u0iu
0
j (3.6)
by plugging Eq. 3.1 into the aforementioned product and operating. Then, the mean ﬂow Navier-
Stokes equations become, after using Eq. 3.6,
@ui
@t
+ uj
@ui
@xj
+
@u0iu
0
j
@xj
=  1

@p
@xi
+
@
@xj



@ui
@xj
+
@uj
@xi

: (3.7)
These set of equations can be rewritten as
@ui
@t
+ uj
@ui
@xj
=
@
@xj



@ui
@xj
+
@uj
@xi

  1

pij   u0iu0j

: (3.8)
3.1.2 Additional unknowns in RANS
A closer examination on Eq. 3.8 reveals that a new unknown, namely u0iu0j , has appeared. This
magnitude is known as the Reynolds stress tensor and, generally speaking, RANS models provide
closures for u0iu0j so that the equations can be computed. This is generally done in the form of
additional transport equations, as it will be further seen.
The Reynolds stresses form a second-order symmetric tensor, whose diagonal components are
the normal stresses and the off-diagonal components are the shear stresses. The turbulent kinetic
energy k is deﬁned as half of the sum of the normal stresses, i.e.,
k = 1
2

u0iu
0
i

: (3.9)
Moreover, the Reynolds stress tensor can be decomposed into an isotropic stress 2/3kij and a
deviatoric anisotropic stress u0iu0i 2/3kij [91]. According to the turbulent-viscosity hypothesis for-
mulated by Boussinesq, the deviatoric anisotropic part of the Reynolds stress tensor is proportional
to the rate of strain by a positive scalar t as
  u0iu0i +
2
3
kij = t

@ui
@xj
+
@uj
@xi

; (3.10)
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where the scalar t is the turbulent viscosity. Then, Eq. 3.8 can be rewritten in terms of an effective
viscosity eff =  + t by means of Eq. 3.10
@ui
@t
+ uj
@ui
@xj
=
@
@xj

eff

@ui
@xj
+
@uj
@xi

  1

@
@xj

p+
2
3
k

; (3.11)
where p + 2/3k can be interpreted as a modiﬁed mean pressure. The problem becomes now to
ﬁnd an appropriate deﬁnition for t. This can be done by deﬁning a certain characteristic velocity
u and a certain characteristic length l so that
t = u
l: (3.12)
Indeed, the turbulent viscosity can be modeled by selecting appropriate characteristic velocity and
length (e.g., mixing-length model). However, both Kolmogorov and Prandtl independently sug-
gested that it is advisable to base the characteristic velocity on the turbulent kinetic energy, i.e.,
u = c1/2k ; (3.13)
where ck is a constant. Therefore, the turbulent kinetic energy must be known or estimated be-
forehand. In addition, it can be further proved that, at high Reynolds numbers the dissipation rate
" scales as u30/l0, where u0 and l0 are the velocity and length scales of the energy-containing
motions. Hence, it is fair to model " as
" = c"k3/2/l; (3.14)
where c" is a constant.
3.1.3 A transport equation for k
A transport equation for the kinetic energy can be obtained by multiplying the Navier-Stokes equa-
tions by ui. Analogously, when the Reynolds equations are multiplied by ui, a transport equation
for the average kinetic energy is obtained. Therefore, a transport equation for k can be derived by
obtaining an equation for the ﬂuctuating velocity, multiplying by u0i and taking the average [91]. The
equation for u0i is obtained by subtracting the Reyolds equations from the Navier-Stokes equation
@ (ui   ui)
@t
+
@ (uiuj   uiuj)
@xj
=  1

@ (p  p)
@xi
+
@
@xj



@ (ui   ui)
@xj
+
@ (uj   uj)
@xi

: (3.15)
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Eq. 3.15 can be further simpliﬁed by deﬁning a ﬂuctuating pressure ﬁeld p0 = p p and by expanding
uiuj   uiuj = u0iu0j + u0iuj + u0jui   u0iu0j as
@u0i
@t
+ uj
@u0i
@xj
=  @u
0
iu
0
j
@xj
  u0j
@ui
@xj
+
@u0iu
0
j
@xj
+
@
@xj

 p
0

+ 2S0ij

; (3.16)
where the ﬂuctuating rate of strain S0ij is
S0ij = Sij   Sij =
1
2

@u0i
@xj
+
@u0j
@xi

: (3.17)
Then, Eq. 3.16 is multiplied by u0i to obtain an equation for the ﬂuctuating kinetic energy
u0i
@u0i
@t
+ u0iuj
@u0i
@xj
=  u0i
@u0iu
0
j
@xj
  u0iu0j
@ui
@xj
+ u0i
@u0iu
0
j
@xj
+ u0i
@
@xj

 p
0

+ 2S0ij

; (3.18)
and taking into account that the ﬂuctuating kinetic energy is e0 = 1/2 u0iu0i, the following expression
is obtained
@e0
@t
+ uj
@e0
@xj
=   @
@xj

1
2
u0iu
0
iu
0
j

  u0iu0j @ui
@xj
+ u0i
@u0iu
0
j
@xj
+
@
@xj

 u
0
ip
0

+ 2u0iS
0
ij

  2S0ijS0ij : (3.19)
The average of Eq. 3.19 yields an equation for the turbulent kinetic energy
@k
@t
+ uj
@k
@xj
+
@T 0j
@xj
=  u0iu0j
@ui
@xj
  2S0ijS0ij ; (3.20)
where
T 0j =
1
2
u0iu
0
iu
0
j +
u0ip0

  2u0iS0ij : (3.21)
The term  u0iu0j @ui@xj in is generally positive and thus acts as a source in the transport equation.
Therefore, it is called production P and has the following properties:
• Only the symmetric component of the velocity-gradient tensor affects the production, i.e.,
P =  u0iu0jSij : (3.22)
• Only the anisotropic aij part of the Reynolds stress tensor affects the production, i.e.,
P =  aijSij : (3.23)
• The turbulent-viscosity hypothesis is applicable aij =  2tSij , i.e.,
P = 2tSijSij : (3.24)
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Analogously, the term 2S0ijS0ij is non-negative and acts as a sink, therefore, it is called dissipation
". Using these two quantities, Eq. 3.25 can be rewritten as
@k
@t
+ uj
@k
@xj
+
@T 0j
@xj
= P  ": (3.25)
3.1.4 Scalar transport equation
The mean scalar transport equation is obtained in a similar manner than the mean ﬂow equations,
i.e., the scalar quantity  is decomposed into a mean  and a ﬂuctuating 0 quantity
 = + 0: (3.26)
Let us take the average of the energy equation
@T
@t
+
@
 
ujT

@xj
=
@
@xj

k
cp
@T
@xj

; (3.27)
It can be easily seen that the product ujT is expanded analogously to Eq. 3.6 to obtain
ujT = uj T + u0jT 0: (3.28)
Then, plugging this relation into Eq. 3.27, it is obtained that
@T
@t
+
@
 
uj T

@xj
=
@
@xj

k
cp
@T
@xj
  u0jT 0

; (3.29)
where the term u0jT 0 is unknown and needs to be modeled. This can be done by means of the
gradient-diffusion hypothesis [91]. The scalar ﬂux u0jT 0 vector gives both the direction and the
magnitude of the turbulent transport of the temperature ﬁeld. The gradient-diffusion hypothesis
states that this transport is down the mean scalar gradient and there is a positive scalar ( t or
turbulent diffusivity) such that
u0jT 0 =  t
@T
@xj
: (3.30)
Therefore, Eq. 3.29 can be rewritten using the gradient-diffusion approach to obtain
@T
@t
+
@
 
uj T

@xj
=
@
@xj

 eff
@T
@xj

; (3.31)
with
 eff =
k
cp
+  t: (3.32)
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3.1.5 RANS models
Up to this point, the equations for the mean ﬂow and the scalar transport have been derived. More-
over, a transport equation has been obtained for the turbulent kinetic energy. Thus, the closure
problem consists in ﬁnding an appropriate relation so that t = f(k; ") in a similar fashion as in
Section 3.1.2. Different closures yield different models, some of which are shown in this work.
The k  " model
The k   " model is a two-equation RANS model in which the turbulent kinetic energy and the
dissipation are modeled by transport equations. The model is credited to Jones and Launder[92],
with Launder and Sharma[93] providing improved values of the model constants. It consists of (in
addition to the turbulent viscosity hypothesis):
• one model transport equation for k.
• one model transport equation for ".
• speciﬁcation of the turbulent viscosity as
t = C
k2
"
: (3.33)
• modeling T 0 using the gradient-diffusion hypothesis
T 0 =  t
k
@k
@xj
; (3.34)
where k is a constant and is generally taken as k = 1:0.
Under these conditions, the standard k   " model transport equation for k is
@k
@t
+ uj
@k
@xj
=
@
@xj

 +
t
k

@k
@xj

+ 2tSijSij   ": (3.35)
As for the dissipation, an empirical approach is used rather than deriving an exact transport equa-
tion. For the standard k   " model, the transport equation is
@"
@t
+ uj
@"
@xj
=
@
@xj

 +
t
"

@"
@xj

+ C1"
"
kSijSij   2C2"
"2
k ; (3.36)
where ", C1" and C2" are model constants [93]:
C1" = 1:44; C2" = 1:92; C = 0:09; k = 1:0; " = 1:3;
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The k  ! model
The use of the turbulence frequency ! = "/k as a second variable was ﬁrst proposed by Kol-
mogorov (1942) and developed by Wilcox[94]. The main advantage described by Wilcox over the
k   " model is that, for boundary layer ﬂows, the k   ! model is both superior in the treatment of
the viscous near-wall region and in its treatment of the stream-wise pressure gradients. However,
free-stream boundaries are problematic as a non-zero boundary condition for ! is required and the
model is sensitive to the value speciﬁed.
The transport equation to model k is
@k
@t
+ uj
@k
@xj
=
@
@xj

( + t)
@k
@xj

+ 2tSijSij   k!: (3.37)
where  and  are model constants. Analogously, the model equation for ! reads
@!
@t
+ uj
@!
@xj
=
@
@xj

( + t)
@!
@xj

+ 
!
k 2tSijSij   !
2; (3.38)
where ,  and  are model constants:
 = 59 ;  =
3
40 ; 
 = 9100 ;  =
1
2 ; 
 = 12 :
The model closes by computing the turbulent viscosity as
t =

!
; (3.39)
and the dissipation
" = !k: (3.40)
3.1.6 The k  ! SST model
Menter proposed and later reﬁned[95] a two-equation model that combines the best behavior of
the k " and the k ! models. It is written as a non-standard k ! model where the ﬁnal terms are
multiplied by a blending function. Close to the walls the blending function is zero (thus becoming
the k ! model) and far from the walls the blending function is one (thus becoming the k "model).
The model equations for the k   ! SST model are
@k
@t
+ uj
@k
@xj
=
@
@xj

( + kt)
@k
@xj

+ Pk   k!; (3.41)
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
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t
Pk   !2 + 2 (1  F1) !2
!
@k
@xj
@!
@xj
; (3.42)
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where the production term is
Pk = min

 ij
@ui
@xj
; 10k!

; (3.43)
 ij = 2tSij   2
3
t
@uk
@xk
ij   2
3
kij : (3.44)
The model is closed by computing the turbulent viscosity as
t =
a1k
max (a1!; SF2)
; (3.45)
where S =
q
2SijSij . Each constant is a blend as  = 1F1+(1  F1)2 and the blending functions
are
F1 = tanh
 
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
; (3.46)
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F2 = tanh
 
arg22

; (3.48)
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CDk! = max

2!2
1
!
@k
@xj
@!
@xj
; 10 10

: (3.50)
The model constants are
1 =
5
9 ; 2 = 0:44;
k1 = 0:85; !1 = 0:5; 1 = 0:075;
k2 = 1:0; !2 = 0:856; 2 = 0:0828;
 = 0:09; a1 = 0:31:
3.2 Modeling of the Navier-Stokes equations using LES
Large-eddy simulations (LES) were proposed as early as 1963 by Joseph Smagorinsky and consist
on applying a spatial average (a low pass ﬁltering) to model the effects if the smaller-scale motions
(which have, to some extent, a similar behavior) while the larger turbulent scales (which are affected
by the ﬂow conﬁguration) are directly represented [91]. It is motivated by the the limitations of both
DNS and RANS. LES can be expected to be more accurate and reliable than RANS for ﬂows in
which the large scales of turbulent motion are signiﬁcant, e.g., the vortex shedding of synthetic jet
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actuators. In terms of computational cost, although being quite expensive, it lies in between DNS
and RANS.
There are four key concepts in LES:
• A ﬁltering operation is deﬁned to decompose the velocity ﬁeld as uj = euj + u0j , where euj is
the ﬁltered velocity and u0j the sub-grid scale (SGS) velocity. The ﬁltered velocity represents
the motion of the larger eddies.
• The equations are derived from the Navier-Stokes equations, with the momentum equation
containing the SGS stress tensor and the energy equation the SGS scalar ﬂux.
• Closure is obtained by modeling the SGS stress tensor using an eddy-viscosity model.
• By selecting a small enough ﬁlter, the standard Navier-Stokes equations are recovered.
3.2.1 The ﬁltered equations
The ﬁltered continuity equation is
@
euj + u0j
@xj
= 0; (3.51)
hence, both the ﬁltered velocity and the SGS velocity are solenoidal
@euj
@xj
= 0; (3.52)
@u0j
@xj
= 0: (3.53)
Then, the ﬁlter is applied to the momentum equation in a similar way the average is applied to the
mean ﬂow equations
@eui
@t
+
@ (guiuj)
@xj
=  1

@ep
@xi
+
@
@xj



@eui
@xj
+
@euj
@xi

; (3.54)
where the nonlinear term can be decomposed as guiuj = euieuj+ gu0iu0j . The latter term, gu0iu0j is called
the SGS stress tensor and is usually denoted as T SGSij . Analogously, a SGS kinetic energy kSGS
can be deﬁned as
kSGS =
1
2
gu0iu0i; (3.55)
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allowing to decompose the SGS stress tensor between an isotropic and anisotropic component.
The anisotropic component of the SGS stress tensor is
Tij = T SGSij  
2
3
kSGSij =  2t eSij ; (3.56)
with eSij being the ﬁltered rate of strain
eSij = 1
2

@eui
@xj
+
@euj
@xi

: (3.57)
The isotropic SGS stress is included in the modiﬁed pressure
ep = ep+ 2
3
kSGS : (3.58)
Under all these circumstances, Eq. 3.54 becomes
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; (3.59)
with
eff =  + t: (3.60)
The same approach is taken for the energy equation. The ﬁlter operation is performed, obtaining
@ eT
@t
+
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gujT
@xj
=
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@xj
 
k
cp
@ eT
@xj
!
; (3.61)
where the quantity gujT is decomposed as gujT = euj eT + gu0jT 0. The quantity gu0jT 0 is called the SGS
scalar ﬂux Qi and can be modeled by means of the gradient-diffusion approach [96]
Qi = t
Prt
@ eT
@xj
; (3.62)
where Prt is the turbulent Prandtl number. Therefore, Eq. 3.61 becomes
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where
 eff =
k
cp
+
t
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: (3.64)
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3.2.2 The Smagorinsky model
The simplest eddy viscosity model was proposed by Smagorinsky in 1963. The Smagorinsky
model states that the eddy viscosity is proportional to the characteristic length scale (the cell volume
 and the characteristic turbulent velocity taken as the strain rate eSij as
t = (Cs)
2
q
2eSij eSij ; (3.65)
where Cs is a constant of proportionality between the Smagorinsky length scale and the grid scale.
According to [97], Cs  0:18.
3.2.3 The wall-adapting local eddy viscosity model (WALE)
Of the many eddy viscosity models that exist for LES, it is worth highlighting the wall-adapting
local eddy viscosity model (WALE) for its desirable properties and simplicity. This model was
proposed by Nicoud and Ducros [98] and attempts to address two major drawbacks present on
the Smagorinsky model:
• The classical Smagorinsky formulation does not account for energy dissipation in regions
where vorticity dominates over irrotational strain.
• The Smagorinsky model gives a non-zero value of t as soon as there is a velocity gradient.
Near a wall, however, vt should be zero
In LES, it is important that the value of t remains the same when the reference frame is changed.
Therefore, the magnitude selected to base the computation of t should be invariant of the refer-
ence frame. The problems arisen by the selection of the invariant of the Smagorinsky model can
be solved by selecting another invariant, in this case square of the velocity gradient tensor. Then,
the following properties are obtained:
• All the turbulent structures relevant for the kinetic energy dissipation are detected by the
model.
• The eddy-viscosity goes naturally to zero in the vicinity of the wall.
• Produces zero eddy-viscosity in case of pure shear.
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In the WALE model, the eddy-viscosity is computed as
t = (Cw)
2 (VijVij)3/2eSij eSij5/2 + (VijVij)5/4 ; (3.66)
with
Vij = 1
2
 eg2ij + eg2ji  13ijeg2kk (3.67)
where  denotes the cell volume, Cw = 0:5 the model constant and ij the Kronecker delta. The
symbol eg corresponds to the velocity gradient tensor
eg = @eui
@xj
(3.68)
and eg2ij = egikegkj .
3.3 Modeling of the Navier-Stokes equations using Direct Numerical
Simulation (DNS)
It is well known that the Navier-Stokes equations describe the physics of turbulent ﬂows without
the need of any of the previously discussed models. Therefore, Eqs. 2.3 to 2.5 could be directly
integrated to obtain the relevant scales of the turbulent ﬂow. However, the cost of solving the time-
scales is proportional to Re1/2 and the cost of solving accurately all the three-dimensional length
scales proportional to Re9/4. Hence, the computational cost of solving a DNS is, at least, pro-
portional to Re11/4, which makes DNS highly unfeasible and practically restricted to low Reynolds
numbers.
On the other hand, when DNS is feasible, it allows to resolve all the relevant scales of a turbulent
ﬂow, providing spatially resolved turbulence statistics and second order statistics such as Reynolds
stress tensor, turbulent kinetic energy, both their generation and dissipation. All these data is
valuable not only for its end use (understanding and predicting a given ﬂow conﬁguration) but also
to check the validity of the different turbulence models (either LES or RANS).
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3.3.1 Flow statistics
As aforementioned, the ﬂow statistics are useful to check the validity of the results obtained and
to compare with different turbulence models. They are obtained by applying the Reynolds decom-
position (Eq. 3.1) and operating to obtain the Reynolds stress tensor Rij = u0iu0j using DNS data.
Then the turbulent kinetic energy can be recovered as
k = 1
2
(R11 +R22 +R33) : (3.69)
Regarding the dissipation, it has been found that corresponds exactly to " = 2S0ijS0ij and can
generally be estimated as [99]
"  2S0RMSij S0RMSij ; (3.70)
where S0RMSij is computed as
S0RMSij =
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!
; (3.71)
and u0RMSi =
p
Rii is the RMS value of the diagonal components of the Reynolds stress tensor.
Using these quantities, the Kolmogorov length scale can be approximated as
 =

3
"
 1
4
: (3.72)
The computations of these magnitudes on LES is similar and uses eff =  + t instead of .
3.4 Energy preserving in the Navier-Stokes equations
One of the problems regarding the numerical integration of the Navier-Stokes equations is that
the numerical dissipation of kinetic energy interferes with the energy cascade. This effect can be
signiﬁcant and, depending on the numerical schemes used, a coarse mesh can act as an implicit
ﬁlter. In order to solve this problem, Verstappen and Veldman [100] and later Trias et al. [101]
developed a formulation that allows for the conservation of kinetic energy. This formulation is based
on preserving the properties of the differential operators through the discretization, in particular the
convective and diffusive operator, which have to read as
uj
@
@xj

=  

uj
@
@xj

; (3.73)
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
: (3.74)
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Under these circumstances, the rate of change of total energy strictly becomes
uj
@ui
@xj
=  2 @ui
@xj
@ui
@xj
 0 (3.75)
Therefore, under such a formulation, the Navier-Stokes equations are stable on any grid leaving
the grid density a parameter based on the required accuracy.
This formulation has been extended to F.E. by Lehmkuhl et al. [102]. On this topic, another method-
ology called EMAC, that conserves not only energy but also momentum and angular momentum
was proposed by Charnyi et al. [103]. The EMAC formulation along with an explicit fourth-order
Runge-Kutta integrator [104] combined with an eigenvalue based time-step estimator [105] have
been implemented into Alya. Therefore, the formulation in Alya allows for the resolution of com-
plex geometries obtaining a very accurate description of the turbulent parameters, even under LES
[106].
II
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4
Domain Analysis and Grid Sensitivity Studies
In computational analyses, it is essential to ensure that the computational grids produce the correct
results and contain all the needed scales of motion to represent the ﬂow. This is usually done by
performing successive simulations while reﬁning the grid and further analyzing the convergence
towards the solution. Moreover, when possible, two point correlations enable to verify that the
largest scales of the ﬂow are contained within the domain.
For this reason, this chapter is devoted to the explanation of the computational grids used in this
work and to show the domain analysis and grid sensitivity studies performed in order to verify
the correctness of the solution achieved with the aforementioned grids. The chapter starts by
outlining the computational domain (already presented in Section 2.1) as well as highlighting the
cases considered to perform the mesh sensitivity analysis as well as the boundary conditions
used. Next, some data reduction operators are presented as they are used for the grid sensitivity
study (as well as to present the results in the upcoming chapters). Then, the computational grids
and their construction methods are presented along with a grid sensitivity study and two-point
correlations. Finally, the temporal convergence of the impinging synthetic jet is analyzed and a
method of reduction of computational time is presented.
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4.1 Computational domain and boundary conditions
The geometry of the computational domain and its dimensions are presented in Section 2.1. A
schematic view of the computational domain is reproduced again in this section (see Fig. 4.1), for
a better understanding of the reader.
(a) Slotted. (b) Axisymmetric.
Figure 4.1: Geometry of the analyzed conﬁgurations (not to scale).
The Reynolds numbers considered on this work are Re = 50, 100, 300, 500 and 1; 000 for the
slotted conﬁguration and Re = 50 and 500 for the circular conﬁguration. DNS are performed for
Re = 50 and 100, whereas, LES are carried out when Re > 100. The WALE SGS model, as
described in Section 3.2.3, is used as it is formulated in a way that it is suitable for unstructured
grids and has the property of not acting near the walls or in two-dimensional ﬂows. Moreover, its
dissipation is relatively small in transitional ﬂows. The SGS scalar ﬂux is modeled using a gradient
diffusion approach as described in the last paragraphs of Section 3.2. Two large-scale parallel
computational ﬂuid dynamics codes have been used to compute the solution ﬁeld for the ﬂuid and
its thermal interaction with the heated wall. They are described in Chapter 3. Precursory laminar
and RANS ﬂow ﬁelds are computed using Code_Saturne, while DNS and LES are computed using
Alya. Moreover, some work with Code_Saturne and LES is also performed in [19].
In order to simplify the notation, when discussing the results the symbol e shall be dropped when
Re > 100. Moreover, the results are expressed in dimensionless form where bxi = xi/d is the
dimensionless spatial coordinates, bui = ui/U0 the dimensionless velocity components and bT =
(T   T1)/(Twall   T1) the dimensionless temperature and Twall denotes the temperature at the
heated wall and T1 the bulk temperature.
No-slip boundary conditions are imposed at the top (bx2 = H/d) and bottom (bx2 = 0) of the dis-
charge cavity as well as at the actuator walls including the SJA membrane (bx2 < 0). Free-ﬂow
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boundary conditions are prescribed at all the vertical boundaries with bx2 > 0. Regarding the en-
ergy equation, the cavity top wall is hot ( bT = 1) and the bottom wall is cold ( bT = 0). The lateral
boundaries are considered adiabatic (@ bT/@n = 0). The SJA walls (bx2 < 0) are assumed to be
cold. Periodic boundary conditions are set between the front (bx3 = 0) and back (bx3 = D/d) faces.
The SJA membrane movement has been modeled using a M1 model, as described in Section 2.3.
4.2 Data reduction
Due to the complexity of the ﬂow, it is necessary to perform various averaging operations in space
and time (or both). These operators are often used in this work and are based in the work of
Kotapati et al. [15]. Assuming a generic variable , they are:
• Time average
 =
1
t
Z t0+t
t0
 dt: (4.1)
• Phase average over M cycles
hi = 1
MT
Z t0+MT
t0
 dt: (4.2)
• Span-wise average (only deﬁned for the slotted case)
 =
1
L3
Z L3/2
 L3/2
 dx3: (4.3)
• Symmetry average deﬁned as
 =
( x1; t) + (x1; t)
2
; (4.4)
and for the circular case
 =
( r; t) + (r; t)
2
: (4.5)
Symmetry averaging is possible for both conﬁgurations since, at the stationary ﬂow ﬁeld, this must
be symmetrical (as the whole case is symmetrical, there should not be preference for any direction).
Moreover, the meshes used are symmetrical and a correctly performed symmetry average helps
reducing the necessary time to reach a converged stationary ﬂow ﬁeld.
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4.3 Computational grid analysis
Two similar strategies have been used to design the computational grids:
• The slotted conﬁguration grid is built by extruding a two-dimensional grid along the x3 axis
for a certain number of planes and a ﬁxed depth of bx3 = 6.
• The axisymmetric conﬁguration grid is created by the revolution of a two-dimensional grid
along the x2 axis for a certain number of angular divisions.
A detail of the computational grids for both conﬁgurations is presented in Fig. 4.2. Successive
grids have been constructed by multiplying the two-dimensional generator grid. The coarsest grid
considered (for Re = 50) has 350; 000 control volumes (CV); whereas the ﬁner grids considered
(for Re = 500) have 4:0 and 5:0 million CV.
Extensive grid convergence studies have been carried out for each Reynolds numbers and con-
ﬁgurations considered. As an example, Fig. 4.3 shows the grid study for both conﬁgurations at
Re = 500. The span-wise and time averaged stream-wise velocity proﬁles at different heights
are compared in Fig. 4.3a showing good agreement between them with minimal differences at the
points of maximum and minimum span-wise velocity. A good agreement is also achieved between
the centerline time averaged temperatures presented in Fig. 4.3b. Finally, Fig. 4.3c presents the
Nusselt number at the hot wall for the grids considered. Good agreement is observed between the
mid-size and ﬁne grids compared with the coarse grid. In this sense, the mid-size grid presents a
good compromise between accurate results and computational time.
As discussed in Chapter 3, the present code automatically selects the time-step using an
eigenvalue-based time-step estimator. As an example, for Re = 500 and Re = 1000 in the slotted
conﬁguration, the number of time-steps per actuator cycle is about 13; 400 and 25; 200 respectively.
Whereas, in the circular conﬁguration for Re = 500 the number of time-steps per actuator cycle is
about 20; 480.
The computational domain in the span-wise (and radial) direction has been designed to contain the
largest scales of the ﬂow. In the slotted conﬁguration, span-wise two point correlations are used to
verify whether the assumed size is correct for all Reynolds numbers considered. They are deﬁned
as
Rii = u
0
i(xi; t)u
0
i(xi + ; t)
u0iu
0
i
; (4.6)
where u0i = ui ui. The values for the two point correlation must tend to zero for the turbulent cases
as they approach the half-size of the domain. Fig. 4.4 presents the span-wise two point correlations
Chapter 4. Domain Analysis and Grid Sensitivity Studies 56
(a) Slotted conﬁguration, only shown from bx1 =  10 to bx1 = 10 and one plane for clarity.
Top: 800; 000 CV. Bottom: 1:44 million CV.
(b) Circular conﬁguration, only shown from br < 10. Top: 750; 000 CV. Bottom: 1:8 million CV.
Figure 4.2: Computational grid examples for both conﬁgurations.
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(a) Time (and span-wise, in the slotted conﬁguration) averaged stream-wise velocity at different heights
(bx2 = 0:5, bx2 = 2:5 and bx2 = 4:5, each shifted 0.7 units upwards).
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(b) Time (and span-wise, in the slotted conﬁguration) averaged temperature at the jet centerline (bx1 =
0:0).
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(c) Time (and span-wise, in the slotted conﬁguration) averaged Nusselt number at the hot wall (bx2 =
5:0).
Figure 4.3: Grid convergence study at Re = 500 for the slotted (left) and circular (right) conﬁgura-
tions.
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for u03u03 at bx1 = 0 and bx2 = 2:5 for the slotted conﬁguration and all the Reynolds considered in
this study. This position has been selected as a representative point where the jet scales have
been fully developed. As seen in the ﬁgure, all correlations approach zero at the domain half size,
conﬁrming that a domain width of D/d = 6 is enough as to contain the largest and more energetic
scales, except for Re = 50. This could indicate the presence of quasi-laminar structures and a
larger domain would be needed. However, D/d = 6 has been maintained for Re = 50 as a good
compromise of computational time.
0 1 2 3
0
0.5
1
Re=50
Re=100
Re=300
Re=500
Re=1000
Figure 4.4: Two point correlation for u03u03 and different Reynolds numbers, using the ﬁnest grid, atbx1 = 0, bx2 = 2:5.
4.4 Temporal convergence study
Statistically accurate representations of the ﬂow are needed in order to understand the SJA ﬂow.
However, in both conﬁgurations, the overall system contains very slow temporal scales related
with the low velocity zones, despite the intense mixing in the jet vicinity. This results in a very large
computational time for the ﬂow to reach statistical stationary conditions.
For this reason, precursory two-dimensional laminar (for Re = 50, 100) and URANS (for Re > 100)
simulations using the k  ! SST model [95] with a reasonably large time-step have been analyzed
to estimate the time scales associated with the process.
This is illustrated in Fig. 4.5a that shows the temporal evolution of the dimensionless temperature
at maximum expulsion (t = 0) and maximum ingestion (t = /2) for one precursory simulation at
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Re = 500 and both conﬁgurations. It is revealed that about 100 actuator cycles are needed to reach
stationary conditions. Therefore, the ﬂow has been initialized using these precursory simulations
in order to reduce the computational time. Using this strategy, the computational time required to
reach the statistical stationary is drastically reduced. Fig. 4.5b shows 50 cycles of LES starting
from URANS solution. As it can be seen in this 50 cycles, if the ﬂow is given enough time to adapt,
the statistical stationary is already achieved.
Moreover, the initial conditions for the ﬁner meshes are generated from the solution obtained with
coarser grids, which in turn reduced the initial transient by 20 cycles. Once the statistical stationary
state is reached, the simulations are run for 30 actuator cycles, using the last 20 to obtain relevant
time and phase averages of the ﬂow and the Nusselt number.
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(a) URANS k  ! SST and a large time-step.
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(b) LES starting from URANS solution.
Figure 4.5: Time evolution (in actuator cycles) of the temperature at the SJA oriﬁce at Re = 500 for
maximum expulsion (t = 0) and maximum ingestion (t = /2) parts of the cycle. The top ﬁgures
correspond to the slotted conﬁguration, while the bottom correspond to the circular one.
5
Dynamics of Synthetic Jet Flow
As aforementioned, the phenomenology and ﬂow of a synthetic jet actuator are very complex and
interesting. Numerical simulations can provide a good insight on the ﬂow of a SJA, which not
only depends on the governing parameters but also the geometric conﬁguration. In this line, the
following chapter presents the results of the numerical analysis of the SJA ﬂow at several Reynolds
numbers and two conﬁgurations: a slotted and a circular conﬁguration. The discussion starts with
a description of the instantaneous ﬂow of both conﬁgurations in which the vortical structures and
the time-dependent signals are analyzed. The cases at Re = 50 and Re = 500 are taken as
representatives of the ﬂow. The time analysis of the signals yields one of the reasons why numerical
simulations of SJA are computationally expensive. Next, an accurate description of the vortical
structures using time and phase averaged ﬂows follows. The main vortices are then identiﬁed and
the ﬂow dynamics are explained. Finally, a comparison between the ﬂow from the slotted and
circular conﬁguration is made and the fundamental differences between both conﬁgurations are
stressed.
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5.1 Instantaneous ﬂow
The ﬂow on a synthetic jet is very complex and its morphology is highly inﬂuenced by the JFC and
its geometry. Vortices roll up from the actuator lips and move upwards, until the impingement into
the top wall is reached, where there is a heat exchange between the ﬂuid and the hot wall.
Vortical structures have been identiﬁed using Q-isocontours [107] where Q is the second invariant
of the velocity gradient tensor and is deﬁned as
Q =  1
2
@ui
@xj
@uj
@xi
(5.1)
The condition Q > 0 has been found to be effective in identifying regions of coherent vorticity [16,
42]. As expected, these regions become more apparent and smaller with the Reynolds number.
5.1.1 Slotted conﬁguration
Typical instantaneous vortical structures of the SJA ﬂow for the slotted conﬁguration at all the
Reynolds numbers considered are shown in Figs. 5.1, 5.2, 5.3 and 5.4. Four different instants (or
phases) can be appreciated:
• Fig. 5.1 is the maximum expulsion phase (t = 0).
• Fig. 5.2 is the maximum ingestion phase (t = /2).
• Fig. 5.3 is the maximum positive membrane displacement phase (t = /4).
• Fig. 5.4 is the maximum negative membrane displacement phase (t = 3/4).
The ﬂow for the slotted conﬁguration at Re = 50 is laminar and three-dimensional due to the vortex
stretching. Larger coherent structures can be seen at both Re = 50 and Re = 100, although they
are smaller and less noticeable at Re = 500. The ﬂows at Re = 300, Re = 500 and Re = 1; 000
present a large amount of vortical structures, mostly concentrated in the zones near the neck,
both outside and inside the synthetic jet actuator cavity. As expected, these structures become
smaller and appear in more quantity as Re is increased. The temporal behavior of the ﬂow is the
same regardless of the Re considered. During the ejection stroke, the vortex dipoles roll-up from
the oriﬁce and almost lose all coherence due to the interaction with the smaller structures and the
vortex stretching (see Fig. 5.1). This creates a jet of cold ﬂuid that advects downstream until the
impingement is reached at about t = /4 (see Fig. 5.2). During the suction part of the cycle, some
of these heated structures are ingested back inside the actuator cavity (t = 3/4), where they are
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(a) Re = 50, Q = 0:1 (b) Re = 100, Q = 0:1
(c) Re = 300, Q = 0:3 (d) Re = 500, Q = 0:5
(e) Re = 1; 000, Q = 1:0
Figure 5.1: Q-isocontours colored by the dimensionless temperature at phase t = 0 for the slotted
conﬁguration at the Reynolds numbers considered.
(a) Re = 50, Q = 0:1 (b) Re = 100, Q = 0:1
(c) Re = 300, Q = 0:3 (d) Re = 500, Q = 0:5
(e) Re = 1; 000, Q = 1:0
Figure 5.2: Q-isocontours colored by the dimensionless temperature at phase t = /4 for the
slotted conﬁguration at the Reynolds numbers considered.
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(a) Re = 50, Q = 0:1 (b) Re = 100, Q = 0:1
(c) Re = 300, Q = 0:3 (d) Re = 500, Q = 0:5
(e) Re = 1; 000, Q = 1:0
Figure 5.3: Q-isocontours colored by the dimensionless temperature at phase t = /2 for the
slotted conﬁguration at the Reynolds numbers considered.
(a) Re = 50, Q = 0:1 (b) Re = 100, Q = 0:1
(c) Re = 300, Q = 0:3 (d) Re = 500, Q = 0:5
(e) Re = 1; 000, Q = 1:0
Figure 5.4: Q-isocontours colored by the dimensionless temperature at phase t = 3/4 for the
slotted conﬁguration at the Reynolds numbers considered.
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cooled before being ejected again (see Fig. 5.3). Moreover, there is no noticeable potential core as
it is seen in the axisymmetric conﬁguration. This jet morphology and behavior are also consistent
with what is observed for two- and three-dimensional slotted synthetic jets [15, 16].
5.1.2 Circular conﬁguration
In a similar manner as presented for the slotted conﬁguration, Figs. 5.5, 5.6, 5.7 and 5.8 show
typical instantaneous vortical structures of the circular SJA ﬂow at Re = 50 and Re = 500 along
with illustrative ﬂows at Re = 100 and Re = 300. The same aforementioned instants can be
appreciated:
• Fig. 5.5 is the maximum expulsion phase (t = 0).
• Fig. 5.6 is the maximum ingestion phase (t = /2).
• Fig. 5.7 is the maximum positive membrane displacement phase (t = /4).
• Fig. 5.8 is the maximum negative membrane displacement phase (t = 3/4).
In this case, the ﬂows at Re = 50 and Re = 100 are also laminar and almost two-dimensional.
The trailing jet observed for high JFC synthetic jets is not visible as Re is too low and the Kelvin-
Helmholtz instability is not triggered. The ﬂows at Re = 300 and Re = 500 have a more interesting
behavior. Again, a large amount of vortical structures can be observed in the ﬂow, mostly concen-
trated in the zones near the oriﬁce, both outside and inside the synthetic jet actuator cavity. The
trailing jet at Re = 500 presents more vortical structures than the trailing jet at Re = 300. In the
ﬂow at Re = 300, the potential core is more visible. Also, the vortex ring presents more coherence
at Re = 300. The ﬂow dynamics are the same between both conﬁgurations, however, noticeable
differences can be observed in the morphology of the ﬂow. The ﬂow of the circular conﬁguration
starts with a main vortex ring at about bx2 = 2:5 (see Fig. 5.5) being advected downstream from the
actuator oriﬁce and reaching the impingement without losing its coherence (see Fig. 5.6). Along
with the main ring, there are a number of small structures formed by the Kevin-Helmholtz instability
as well as a region of low turbulence in the vicinity of the oriﬁce, the potential core (Fig. 5.6). Vortex
separation (pinch-off) [46] is observable between the main vortex ring and the trailing jet, although
both have reached the impingement and spread through the heated wall during the suction part of
the cycle (see Fig. 5.7). The main vortex ring is persistent enough to be still visible at the start of
the next expulsion part of the cycle (see Figs. 5.5 and 5.8). This jet morphology is characteristic of
jets with high JFC and is consistent with what has been observed in the literature for continuous
and synthetic jets [28, 46, 108].
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(a) Re = 50, Q = 0:1 (b) Re = 100, Q = 0:1
(c) Re = 300, Q = 0:3 (d) Re = 500, Q = 0:5
Figure 5.5: Q-isocontours colored by the dimensionless temperature at phase t = 0 for the circular
conﬁguration at the Reynolds numbers considered.
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(a) Re = 50, Q = 0:1 (b) Re = 100, Q = 0:1
(c) Re = 300, Q = 0:3 (d) Re = 500, Q = 0:5
Figure 5.6: Q-isocontours colored by the dimensionless temperature at phase t = /4 for the
circular conﬁguration at the Reynolds numbers considered.
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(a) Re = 50, Q = 0:1 (b) Re = 100, Q = 0:1
(c) Re = 300, Q = 0:3 (d) Re = 500, Q = 0:5
Figure 5.7: Q-isocontours colored by the dimensionless temperature at phase t = /2 for the
circular conﬁguration at the Reynolds numbers considered.
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(a) Re = 50, Q = 0:1 (b) Re = 100, Q = 0:1
(c) Re = 300, Q = 0:3 (d) Re = 500, Q = 0:5
Figure 5.8: Q-isocontours colored by the dimensionless temperature at phase t = 3/4 for the
circular conﬁguration at the Reynolds numbers considered.
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5.1.3 Frequency analysis of the ﬂow
Due to the temporal scales associated with the low velocity zones, it is interesting to identify the
frequencies related to these zones as they have an impact on the averaged ﬂow statistics. To do
so, a set of numerical probes have been located at different zones of the domain and the signal
of the independent variables has been recorded during the whole simulation. These numerical
probes are located in the following matrix: bx1 = 0; 5; and 10, bx2 = 0; 2:5; and 4:5 and for each
plane in the bx3 or angular direction.
The signal of different probes at Re = 500 located at the same vertical distance from the bottom
wall bx2 = 2:5 but at different bx1 distance from the jet centerline are plotted in Fig. 5.9. The energy
spectrum of these signals is plotted in Fig. 5.10. As can be seen from the ﬁgures, the signal of
probe located in the centerline of the jet is dominated by the periodicity of the ejection and suction
events. Notice also the amplitude in the ﬂuctuations, which are the largest of three sets of probes.
As the ﬂow moves away from the jet centerline, the footprint of the cyclic ejection/suction event
can still be observed but also a low frequency modulation in the signal.
This behavior can be better detected in the energy spectrum of these signals (see Fig. 5.10).
The SJA main frequency can be seen at all numerical probes, marked in the ﬁgures as driving fre-
quency. Yet the energy contained in this peak decreases as the signal of the ﬂow is recorded away
from the jet centerline. When comparing the energy contained in this peak for both conﬁgurations,
it can be seen that it is higher for the circular conﬁguration. Notice that, in both conﬁgurations,
the spectra also contain harmonics of the main peak, at frequencies 2f/f0, 3f/f0 and further for
the circular conﬁguration, corresponding to the vortices created by the Kelvin-Helmholtz instability.
The footprint of the cyclic ejection/suction event can still be observed when the ﬂow away from
the jet centerline is inspected, yet the energy contained in the peaks is decreased. The temporal
signals of stream-wise velocity for the circular conﬁguration away from the jet (Figs. 5.9a and 5.9b)
present a much lower amplitude than their counterparts on the slotted conﬁguration. This results
in a lower energy contained in the peaks for the circular conﬁguration away from the centerline
(Figs. 5.10a and 5.10b). Moreover, a broadband low-frequency signal, also marked in the ﬁgures,
can be seen for both conﬁgurations corresponding to the slow motion of the largest scales of the
ﬂow. This peak is centered around f = 0:0075 for Re = 500, which roughly corresponds to approx-
imately 7 actuator cycles. These frequencies are also related with the vibration frequencies of the
larger structures that have been identiﬁed in the ﬂow, as it will be later seen. Moreover, as a result
of this low-frequency motion, well-converged statistics of the ﬂow far from the jet centerline require
a longer time integration of at least a few slow-motion full cycles. In addition, these frequencies
are independent of the geometry studied and are mostly inﬂuenced by the Re and Sk numbers (or
JFC) selected.
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(a) Probe location: bx1 = 0, bx2 = 2:5.
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(b) Probe location: bx1 = 5, bx2 = 2:5.
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(c) Probe location: bx1 = 10, bx2 = 2:5.
Figure 5.9: Temporal evolution of the span-wise (axisymmetric) averaged stream-wise velocity for
the slotted (left) and circular (right) conﬁgurations at Re = 500.
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Figure 5.10: Energy spectrum of the span-wise (axisymmetric) averaged stream-wise velocity for
the slotted (left) and circular (right) conﬁgurations at Re = 500.
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5.2 Time and phase averaged ﬂow
Time and phase averaged magnitudes are computed by averaging the last 20 actuator cycles
in order to obtain time-accurate statistics (see Section 4.4). In the upcoming analysis, the ﬂow
at Re = 500 is selected as representative of all the Reynolds numbers studied. Under these
circumstances, the major vortices have been identiﬁed using velocity streamlines and with regions
where Q > 0, which correspond to the shadowed grey areas on the next ﬁgures.
5.2.1 Slotted conﬁguration
Four major vortices (#1 to #4) have been identiﬁed in the time averaged ﬂow of the slotted con-
ﬁguration, displayed in Fig. 5.11. They are denoted following the convention set by Silva-Llanca
[16].
Figure 5.11: Time and span-wise averaged velocity streamlines for the slotted conﬁguration atRe =
500 with the regions with Q > 0 highlighted in the background (right-hand half of the computational
domain).
The result of the coalescence of the vortices ejected from the actuator lips that impinge into the wall
is a large clock-wise rotating vortex, #1. A second vortex, #2, occurs as a result of the interaction
between the downwards ﬂow and the bottom wall. It has already been reported by [55], and is
characteristic of the enclosed conﬁguration therefore, is not present in the open conﬁgurations,
e.g., of Silva-Llanca [16]. These two major vortices, #1 and #2, dominate the external ﬂow ﬁeld
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and the positions of their centers, identiﬁed by the point where there is a local maximum of Q, have
been plotted in Fig. 5.12, where an increase on the x1 direction with the Reynolds number can be
seen. This fact is also seen in the jet half-width or wake, deﬁned as the distance from the centerline
where the velocity deﬁcit has decayed to one-half of its maximum value, represented in Fig. 5.13,
which widens with the Reynolds number. Regarding the latter, it can be seen that for Re  300 the
jet width is similar, which could be indicative of the turbulent ﬂow being fully developed.
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Figure 5.12: Coordinates of the vortex cen-
ters for the slotted conﬁguration at different
Re.
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Figure 5.13: Jet half-width with the domain
height for the slotted conﬁguration at vari-
ous Reynolds numbers.
The dynamics of the ﬂow can be appreciated from the phase and span-wise averaged ﬂow in
Fig. 5.14. During the ejection (Fig. 5.14a, t = 0), a vortex is expelled from the SJA outlet. This
vortex is denoted as 1 following the convention set by Silva-Llanca [16]. It eventually merges
with the vortex expelled in the previous cycle (0) at the moment of the impingement (Fig. 5.14b,
t = /4). At this point and when the suction stroke begins (Fig. 5.14c, t = /2), an additional
vortical structure (s) is created near the impingement point. It sweeps the surface from left to right
until it is dissipated. Moreover, s is identiﬁed as the main heat transfer enhancement mechanism
for jets in the near wall region, which is consistent with the results published in [16, 47, 48, 53]. The
counter clock-wise 2 vortex, that is created and destroyed twice per cycle (Figs. 5.14c and 5.14d),
is also particular of the enclosed conﬁguration. It merges with s while the latter is sweeping the
heated wall, which has implications in the heat transfer mechanism, as it is further discussed.
The ﬂow inside the SJA cavity is also complex and similar to the external ﬂow. Two major structures
(see Fig. 5.11), #3 and #4, appear as a result of the ﬂow being ingested back into the cavity. The
coherent structure #4 is the analogous of #2 but inside the cavity. Regarding the ﬂow dynamics, a
vortex, 3, rolls down from the actuator lips and impinges into the actuator membrane (Fig. 5.14c,
Chapter 5. Dynamics of Synthetic Jet Flow 75
(a) Phase t = 0. (b) Phase t = /4.
(c) Phase t = /2. (d) Phase t = 3/4.
Figure 5.14: Phase and span-wise averaged velocity streamlines for the slotted conﬁguration at
Re = 500 with the regions with Q > 0 highlighted in the background (right-hand half of the compu-
tational domain).
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t = /2), where heat transfer occurs. Eventually another coherent structure, 4, appears due to
the aforementioned process (Fig. 5.14d, t = 3/4).
The conditions at the SJA outlet are important in order to understand the jet dynamics. In this
line, span-wise and phase averaged stream-wise velocity proﬁles at the SJA neck are shown in
Fig. 5.15. Although there is a similarity when comparing the stream-wise velocity proﬁles (due to
having considered the same JFC), the ﬂow is not symmetrical between the ejection and suction
strokes. During the ejection (t = 0), the stream-wise velocity shows a sinusoidal proﬁle due to the
effect of the SJA neck, while during the suction (t = /2) the proﬁle is nearly uniform. Moreover,
during the transition between ejection and suction (t = /4 and t = 3/4), the ﬂow is reversed at
the vicinity of the wall, having implications for the development of models for the ﬂow at the SJA
outlet. This behavior is in line to what is observed in [15] when modeling the SJA cavity.
5.2.2 Circular conﬁguration
A clock-wise rotating vortex #1 has also been identiﬁed in the circular conﬁguration, albeit it appears
much smaller than the slotted counterpart (see Fig. 5.16). Another major vortex appears, denoted
as #0, and corresponds to the impinging main vortex of the previous cycle, as it is further seen.
This vortex differs from #2 of the slotted conﬁguration in the sense that #2 appears due to the
interaction of the ﬂow far from the jet centerline with the bottom wall. Moreover, the potential core
and the trailing jet are visible in the vicinity of the jet centerline in the circular conﬁguration, but are
not present in the slotted conﬁguration.
As with the slotted conﬁguration, the dynamics of the ﬂow can be better detected when the phase
averaged ﬂow is inspected. In this sense Fig. 5.17 displays the phase averaged ﬂow for the circular
conﬁguration. Its dynamics are signiﬁcantly different. Following the impingement and during the
suction part of the cycle, the vortex 1 sweeps the surface until about bx1 = 3, with the effect of
the trailing jet mostly seen until about bx1 = 1 (Fig. 5.17c, right). As the vortex 1 sweeps the
impingement surface, it starts to lose coherence and eventually separates from the impingement
area. At the start of the next expulsion cycle (Fig. 5.17a, t = 0), 1 becomes 0 and the dynamics
repeat themselves.
The condition at the SJA outlet of the circular conﬁguration are inspected in Fig. 5.18 by means of
phase averaged stream-wise velocity proﬁles. There is an asymmetry between the ﬂow between
the ejection and suction strokes, as in the slotted conﬁguration. In the circular conﬁguration, the
ﬂow during the ejection (t = 0) and during the suction (t = /2) is nearly "plug-like". However,
during the transition between ejection and suction (t = /4 and t = 3/4), the ﬂow is reversed at
the vicinity of the wall, much like the slotted conﬁguration, hence also having implications for the
development of models for the ﬂow at the SJA outlet.
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Figure 5.15: Phase and span-wise averaged velocity proﬁles at the actuator oriﬁce for the slotted
conﬁguration at all the Reynolds studied.
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Figure 5.16: Time averaged velocity streamlines for the circular conﬁguration at Re = 500 with the
regions with Q > 0 highlighted in the background (right-hand half of the computational domain).
5.3 Comparison of the slotted and circular conﬁgurations
The results presented in Section 5.1 and Section 5.2 show fundamental differences on the ﬂow
morphology between the slotted and circular conﬁgurations. The ﬁrst striking difference is at Re =
50, where in the slotted conﬁguration, vortex stretching causes loss of coherence of the vortex
dipoles. In the circular conﬁguration, the Kelvin-Helmholtz instability is not present and there is no
visible trailing jet thus the main vortex ring keeps its coherence. This results in less mixing and
lower SJA expulsion and ingestion temperatures of the circular conﬁguration; whereas mixing is
enhanced in the slotted conﬁguration.
The time-averaged and phase-averaged ﬂows are also different for both conﬁgurations. While in
the slotted conﬁguration, two vortices appear side by side, in the circular conﬁguration there is one
big vortex. This phenomenon is due to the difference in width of the cavities, which is being imposed
by the JFC. On the phase-averaged ﬂow, the vortex dynamics of the circular conﬁguration show
a clear contrast with the dynamics of the slotted conﬁguration. In the former, no mixing between
1 and 0 is observed nor the appearance of 2, in contrast to what is observed in the latter.
In contrast, the time dynamics of both conﬁgurations are similar, with a low broadband frequency
appearing in the energy spectrum of the signals at the same frequency, roughly corresponding to
7 actuator cycles.
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(a) Phase t = 0. (b) Phase t = /4.
(c) Phase t = /2. (d) Phase t = 3/4.
Figure 5.17: Phase averaged velocity streamlines for the circular conﬁguration at Re = 500 with
the regions with Q > 0 highlighted in the background (right-hand half of the computational domain).
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Figure 5.18: Phase averaged velocity proﬁles at the actuator oriﬁce for the circular conﬁguration
at all the Reynolds studied.
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In [108], visualizations of impinging synthetic jets are presented for different JFC on PIV data by
using a parameter (s) that is reported to be efﬁcient for the identiﬁcation of the vortex trajectories.
It helps to characterize the strength of a synthetic jet vortex ring and to quantify the swirling and
shearing strength of a vortex. It is deﬁned as the negative value of the discriminant of complex
eigenvalues of the local velocity gradient tensor [109], i.e.,
s =  1
4
 
@u1
@x1
2
+

@u2
@x2
2!
+
1
2
@u1
@x1
@u2
@x2
  @u1
@x2
@u2
@x1
(5.2)
and allows to disregard much of the weaker turbulent vorticity. This parameter has been used in the
present work to compare the time-averaged ﬂow of both conﬁgurations in Fig. 5.19. The difference
of the jet morphology for the two conﬁgurations studied is again stressed: the slotted conﬁguration
has a wide structure that corresponds to the coalescence of the expelled vortices with a wide vortex
path, whereas the axisymmetric conﬁguration has narrower vortex path that becomes wider at the
impingement. This has been identiﬁed due to the higher velocity of the ﬂuid in the trailing jet that
impacts upon the vortex and is in good agreement with what has been observed for high JFC
synthetic jets [28, 108]. These effects have implications in the jet width as it is further discussed.
(a) Slotted conﬁguration. (b) Circular conﬁguration.
Figure 5.19: Time averaged distributions of the swirl and shear strength parameter s (Eq. 5.2,
right-hand half of the computational domain).
The spatial distribution of the phase averaged turbulent kinetic energy (hki) at the expulsion stroke
(t = 0) is plotted in Fig. 5.20. It is deﬁned as half of the trace of the Reynolds stress tensor
hki = 1
2


u0iu
0
i

(5.3)
where u0i = ui   huii. Note that, as deﬁned in Section 4.2, the operator h  i denotes a phase
average, instead of the operator  that denotes a time average. The different jet morphologies from
both conﬁgurations are again emphasized. The jet formed in the slotted conﬁguration is clearly of
turbulent nature, starting in the region of the oriﬁce at bx1 = 0:5, where vortex stretching starts to
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occur, up to bx2 = 2. Also, notice a certain widening as the energy is being transported downstream
towards the impingement. On the other hand, the jet formed in the axisymmetric conﬁguration
concentrates its turbulent energy on the trailing jet that rises from the actuator lips to the position
of the main vortex ring. Moreover, it has lower turbulence levels that are more concentrated in
the region of the actuator oriﬁce (bx1 = 0:5), in contrast to its slotted counterpart. In addition, a
zone of low turbulent kinetic energy near the jet centerline on the axisymmetric conﬁguration that
corresponds to the potential core is also observed.
(a) Slotted conﬁguration. (b) Circular conﬁguration.
Figure 5.20: Distribution of the turbulent kinetic energy (Eq. 5.3) at the expulsion stroke t = 0
(right-hand half of the computational domain).
The temporal evolution of the vertical position of the aforementioned1 vortex is plotted in Fig. 5.21
for both conﬁgurations to further analyze the vortex dynamics. It can be seen that, for the circular
conﬁguration, the impingement is reached at t/  0:4, whereas for the slotted conﬁguration it
occurs at t/  0:5. This is due to the vortex 1 being delayed by the interaction with 0, which
occurs at about t/  0:4 only for the slotted conﬁguration. The vortex 1 remains at bx2 > 4 as it
sweeps the impingement surface until it loses all its coherence on the axisymmetric conﬁguration,
while 1 merges with 0 and remains at bx2  3 on the slotted conﬁguration. As a result, the
vortex 1 in the circular conﬁguration reaches the impingement surface before the slotted one.
This has an impact on the jet formation, which is deﬁned as an outward velocity along the jet axis
that corresponds to the generation and escape of a vortex ring [32]. This deﬁnition is relevant and
is tied to the data shown in Fig. 5.21. As it can be seen, the advection velocity of the vortices in the
circular conﬁguration is higher than in the slotted conﬁguration. Therefore, the critical value of the
JFC is higher in the slotted conﬁguration. In other words, the circular conﬁguration allows lower
JFC than the slotted conﬁguration. Also, at the same jet ejection velocity and oriﬁce diameter,
the formation of vortex rings of the circular conﬁguration can occur at higher frequencies than the
formation of vortex dipoles of the slotted conﬁguration.
Another important jet parameter to analyze is the jet half-width or wake, represented in Fig. 5.22
Chapter 5. Dynamics of Synthetic Jet Flow 83
0 0.2 0.4 0.6 0.8 1 1.2
0
1
2
3
4
5
slotted circular
Figure 5.21: Temporal evolution of the verti-
cal position of the 1 vortex for both conﬁg-
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Figure 5.22: Jet half-width with the domain
height for both conﬁgurations atRe = 50 and
Re = 500.
for both conﬁgurations studied. As it can be seen, the slotted conﬁguration jet is wider than its
counterpart on the circular conﬁguration. This is again due to the morphology of the vortex rings
and vortex dipoles. Notice that the zone up to bx2 = 1 for Re = 50, the jet widths of the slotted and
circular conﬁgurations are equal. This is due to laminar vortices being advected from the oriﬁce in
both conﬁgurations that undergo equal trajectories.
Summarizing:
• The jet in the circular conﬁguration is more concentrated on the jet centerline compared with
its slotted counterpart, where an interaction between the vortices 0 and 1 is observed.
This results in a wider jet on the slotted conﬁguration.
• The vortices on the circular conﬁguration reach the impingement before the slotted ones,
which results in a more abrupt change of width slope in the jet upper part (as a result of 1
or s sweeping the impingement surface).
• The effect of the vortex shedding on the main structures at the vicinity of the oriﬁce and the
higher turbulence levels cause a widening of the jet on the slotted conﬁguration, which is not
observed in the circular conﬁguration.
• The jet width of the slotted conﬁguration increases with Re as a result of an increased mixing
between 0 and 1. On the axisymmetric conﬁguration, it is similar for both Re as the main
vortex ring does not lose its coherence until after the impingement.
6
Heat Transfer Analysis of Impinging Synthetic
Jets
The heat transfer performance of a synthetic jet is tightly related to its ﬂow morphology. For this
reason, the discussions presented in this chapter are related to those on Chapter 5 and need to be
understood together. This chapter starts with a discussion on the instantaneous and the averaged
temperature. In order to analyze the temperature ﬁeld is necessary to understand the heat transfer
capabilities of a synthetic jet. This section is split between the slotted and circular conﬁgurations, as
done for the ﬂow analysis. A discussion of the temporal analysis of the temperature signals is also
included. Then, the instantaneous and averaged heat transfer is analyzed. The thermal footprints
and then the heat transfer performance are analyzed for each conﬁguration studied. Finally, this
chapter ends with a comparison of the heat transfer capabilities of slotted and circular synthetic
jets.
6.1 Instantaneous and time and phase averaged temperature
Before analyzing the heat transfer performance of the synthetic jet actuator, it is worth analyzing
the instantaneous and time and phase averaged temperature proﬁles. These proﬁles maintain a
close relation with the heat transfer performance and are of help in understanding the heat transfer
capabilities of synthetic jets.
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6.1.1 Slotted conﬁguration
The instantaneous dimensionless temperature at the SJA outlet is shown in Fig. 6.1 for the slot-
ted conﬁguration at all Reynolds numbers studied. The outlet temperature is quite hot, with aboutbT  0:1 for Re = 50; 100 and about bT  0:2 for Re > 100. Moreover, the peak to peak tempera-
ture variation is large for all Reynolds numbers studied, although the amplitude of the ﬂuctuations
decreases with Reynolds due to the enhanced mixing in both cavities. The ﬂuid cannot be cooled
completely inside the cavity, even assuming that the whole cavity boundaries are at T1. This re-
sults in a decrease of the cooling efﬁciency of the jet, as seen by Vukasinovic and Glezer [55].
However, as previously seen, this effect stabilizes with time and a stationary state can be reached.
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Figure 6.1: Time evolution of the span-wise averaged temperature at the SJA outlet for the slotted
conﬁguration.
The temperature conditions at the SJA outlet are important to understand the heat transfer mecha-
nisms. In this line, span-wise and phase averaged temperature proﬁles at the SJA neck are shown
in Fig. 6.2. A notable difference of temperature between ejection and suction parts of the cycle is
again observed. In addition, the temperature ﬁeld becomes more uniform with the Reynolds num-
ber, due to the increase in turbulent mixing. This fact strongly supports the validity of an uniform
model for the outlet temperature proﬁle for turbulent Reynolds numbers Re > 100.
An expression for the temperature at the SJA outlet with the Reynolds number can be obtained
from space averaging the data in Fig. 6.2. The correlation, shown in Fig. 6.3, isDbTE = aReb (6.1)
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Figure 6.2: Phase and span-wise averaged temperature proﬁles at the actuator oriﬁce for the
slotted conﬁguration at all the Reynolds studied.
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where the coefﬁcients are a = 0:075 and b = 0:137.
The agreement is fair for all Reynolds numbers (relative error below 6%) although the result from
the correlation is more representative of the ﬂow at Re > 100 as the temperature at the outlet
presents a ﬂatter proﬁle at larger Reynolds numbers. This data can be used to generate a boundary
condition for the temperature at the SJA outlet for JFC = 3 and a H/d = 5. Nevertheless, for other
H/d ratios or actuator geometries the outlet temperatures could differ signiﬁcantly.
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Figure 6.3: Phase and space-averaged SJA outlet temperature during suction for the slotted con-
ﬁguration at different Reynolds numbers. The dashed line correspond to the correlation in Eq. 6.1.
6.1.2 Circular conﬁguration
The temperature of the main vortex ring in the circular conﬁguration is slightly higher than the
trailing jet and the potential core as it is being mixed with the recirculating ﬂuid. Nevertheless, both
the slotted jet and the circular trailing jet have similar temperatures, probably due to the intense
mixing created by the vortex stretching and the Kelvin-Helmholtz instability respectively. During
the suction part of the cycle, the presence of the potential core in the circular conﬁguration results
in less mixing in the SJA neck and thus higher suction temperature. However, the ﬂuid is rapidly
cooled in the circular conﬁguration as the amount of surface with higher velocities is increased.
These can be seen in Fig. 6.4, where the variation of dimensionless temperature at the SJA outlet
is plotted for the circular conﬁguration. Moreover, a strong difference is observed in Fig. 6.4 for
Re = 50 and Re = 500. This difference is due to the change of regime and the appearance of a
trailing jet at Re = 500 as discussed in Section 5.1.
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Figure 6.4: Time evolution of the temperature at the SJA outlet for the circular conﬁguration.
As in the slotted conﬁguration, the temperature proﬁles at the SJA outlet are analyzed in Fig. 6.5.
Again, a noticeable difference on the temperature can be observed between the cases at Re = 50
and Re = 500. Moreover, there is a contrast on the proﬁles between ejection and suction parts of
the cycle independently of the Reynolds number. The temperature at the jet centerline (bx1 = 0) is
slightly lower than in the surroundings, which is indicative of less mixing occurring on the circular
conﬁguration. In this case, the use of a uniform model for the outlet temperature proﬁle cannot be
entirely accurate.
6.1.3 Frequency analysis of the temperature
It is also interesting to identify the frequencies related to the temperatures in the low velocity zones.
To do so, the same set of numerical probes presented in Section 5.1.3 is used to record the tem-
poral variation of the temperature during the whole simulation.
The signal of different probes at Re = 500 located at the same vertical distance from the bottom
wall bx2 = 2:5 but at different bx1 distance from the jet centerline are plotted in Fig. 6.6. The energy
spectrum of these signals is plotted in Fig. 6.7. As can be seen from the ﬁgures and analogously
to the analysis of the velocity probes, the signal of probe located in the centerline of the jet is
dominated by the periodicity of the ejection and suction events. However, when analyzing points
away from the jet centerline, the footprint of the cyclic ejection/suction event becomes confused
with the background noise, as well as the low frequency modulation appearing on the velocity
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Figure 6.5: Phase averaged temperature proﬁles at the actuator oriﬁce for the circular conﬁguration
at all the Reynolds studied.
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spectra. This is indicative of the complexity of the temperature ﬁeld and is likely to have implications
in the heat transfer capabilities of both conﬁgurations.
6.2 Instantaneous and time-averaged heat transfer
The instantaneous local Nusselt number at the hot wall is deﬁned as
Nu =
@ bT
@bx2
bx2=H/d (6.2)
and is evaluated for both the slotted and circular conﬁgurations. The Nusselt number represents
the dimensionless heat transfer and is used to measure the cooling performance of the SJA.
6.2.1 Slotted conﬁguration
The instantaneous local Nusselt number at the hot wall is shown in Figs. 6.8, 6.9, 6.10 and 6.11
for various phase instants at all the Reynolds numbers considered. The thermal footprint can
be clearly seen on the hot wall, which intensiﬁes with the Reynolds number, as expected. The
maximum heat transfer occurs at the moment of the impingement (t = /4) and lasts until the start
of the suction cycle at t = /2. The high Nusselt number regions spread along the heated wall,
reaching more homogeneous values thanks to the effect of s sweeping the wall. The footprint
of the turbulent (or transitional for the lower Reynolds number) large-scale elongated vortices can
also be seen in the image as regions of high and low heat transfer coefﬁcient following the vortex
patterns. The span-wise size of these vortices decreases as the Reynolds number increases.
However, the footprint of these structures is lost when averaging the signal and the span-wise and
time averaged Nusselt distribution is symmetric.
The time and span-wise averaged local Nusselt number (Nu) is shown in Fig. 6.12. It is presented
for each Reynolds number considered, as well as the results from [20] at Re = 508, Sk = 12:7
(equivalent to JFC = 3:15) for an open conﬁguration. As can be seen, for Re = 500, near the
stagnation point the agreement with the experimental results is quite good, despite the difference
in the conﬁguration and JFC. However, the Nusselt number decays signiﬁcantly faster than in the
open conﬁguration for distances roughly larger than the jet wake. This is due to the aforementioned
effect of s merging into #2. While in the open conﬁguration s can freely sweep the heated wall
and produce a heat transfer enhancement effect, in the conﬁned conﬁguration this is prevented by
#2.
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Figure 6.6: Temporal evolution of the span-wise (axisymmetric) averaged temperature for the slot-
ted (left) and circular (right) conﬁgurations at Re = 500.
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(a) Probe location: bx1 = 0, bx2 = 2:5.
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(b) Probe location: bx1 = 5, bx2 = 2:5.
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Figure 6.7: Energy spectrum of the span-wise (axisymmetric) averaged temperature for the slotted
(left) and circular (right) conﬁgurations at Re = 500.
Chapter 6. Heat Transfer Analysis of Impinging Synthetic Jets 93
(a) Re = 50. (b) Re = 100. (c) Re = 300. (d) Re = 500. (e) Re = 1; 000.
Figure 6.8: Instantaneous local Nusselt number at the hot wall for the slotted conﬁguration at phase
t = 0 and all the Reynolds numbers considered.
(a) Re = 50. (b) Re = 100. (c) Re = 300. (d) Re = 500. (e) Re = 1; 000.
Figure 6.9: Instantaneous local Nusselt number at the hot wall for the slotted conﬁguration at phase
t = /4 and all the Reynolds numbers considered.
(a) Re = 50. (b) Re = 100. (c) Re = 300. (d) Re = 500. (e) Re = 1; 000.
Figure 6.10: Instantaneous local Nusselt number at the hot wall for the slotted conﬁguration at
phase t = /2 and all the Reynolds numbers considered.
(a) Re = 50. (b) Re = 100. (c) Re = 300. (d) Re = 500. (e) Re = 1; 000.
Figure 6.11: Instantaneous local Nusselt number at the hot wall for the slotted conﬁguration at
phase t = 3/4 and all the Reynolds numbers considered.
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Figure 6.12: Time and span-wise averaged Nusselt number for the slotted conﬁguration at various
Reynolds number. The dashed line corresponds to the jet wake half-width for Re = 500. The black
circles are the experimental results from [20] (open conﬁguration) at Re = 508, Sk = 12:7.
The time and space averaged overall Nusselt number (Nuavg), integrated between bx1 = 5, for
different Reynolds numbers is shown in Fig. 6.13. A correlation is proposed following the work in
[52]
Nuavg
Pr0:42
= aRem (6.3)
where a = 0:115 and m = 0:682. As a means of comparison, the experimental points for the open
conﬁguration tested in [20] at JFC = 3:15 are plotted in Fig. 6.13. Note that in the ﬁgure only the
experimental data for H/d = 5 is included.
The results obtained from the numerical simulations are in good agreement with the experimental
data obtained in opened conﬁgurations. Indeed, much of the heat transfer capability of the jet is
contained around the jet core, at about bx1 = 5, as seen in Fig. 6.12. Hence the averaged data
(both in time and space) is expected to be similar in both the open and closed conﬁgurations. In
fact, the numerical data presented in this work is closely similar to the experimental data when far
from the possible inﬂuences of the boundary conditions. This also helps to validate the obtained
results. Note, however, that the ﬂow conﬁguration is different. This is visible when analyzing points
far from the jet core. The faster decay of the Nusselt number in the closed conﬁguration yields a
trend slightly under the experimental data, as seen in Fig. 6.13. Notice also that this difference
would be increased if the spatial integration interval was increased, e.g., between bx1 = 10.
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Figure 6.13: Nusselt number correlation with Reynolds number for the slotted conﬁguration. The
dashed line corresponds to the correlation presented in Eq. 6.3. The triangles correspond to the
experimental points presented in [20] for an open conﬁguration at Sk = 12:7 (JFC = 3:15).
6.2.2 Circular conﬁguration
The instantaneous local Nusselt number at the hot wall is also shown for the circular conﬁguration
in Figs. 6.14, 6.15, 6.16 and 6.17 for various phase instants at Re = 50 and Re = 500 along with
preliminary results at Re = 100 and Re = 300. The thermal footprint can also be clearly seen on
the hot wall and intensiﬁes with the Reynolds number, as expected. Moreover, the maximum heat
transfer also occurs at the moment of the impingement (t = /4) lasting until the suction cycle at
t = /2. The ﬁrst striking difference between the two Reynolds numbers is that the heat transfer
is completely symmetric at Re = 50 and Re = 100, which is indicative of laminar ﬂow. This fact
does not occur for Re = 300 or Re = 500, nor for the slotted conﬁguration at any of the Reynolds
numbers studied. This fact is due to the lack of trailing jet and Kelvin-Helmholtz instabilities in the
ﬂow at Re < 300. In contrast, the effect of the small structures generated by the Kelvin-Helmholtz
instability are seen in the footprint at Re > 100, more clearly at Re = 500. A characteristic of the
circular conﬁguration is that the highest heat transfer occurs at the jet centerline and then spreads
radially on the heated wall. This is a clear contrast with the slotted conﬁguration that presents a
more homogeneous footprint. Analogously to the span-wise average on the slotted conﬁguration,
when averaging the signal the effect of this instabilities is lost and a symmetric distribution of the
Nusselt number is achieved.
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(a) Re = 50. (b) Re = 100. (c) Re = 300. (d) Re = 500.
Figure 6.14: Instantaneous local Nusselt number at the hot wall for the circular conﬁguration at
phase t = 0 and all the Reynolds numbers considered.
(a) Re = 50. (b) Re = 100. (c) Re = 300. (d) Re = 500.
Figure 6.15: Instantaneous local Nusselt number at the hot wall for the circular conﬁguration at
phase t = /4 and all the Reynolds numbers considered.
(a) Re = 50. (b) Re = 100. (c) Re = 300. (d) Re = 500.
Figure 6.16: Instantaneous local Nusselt number at the hot wall for the circular conﬁguration at
phase t = /2 and all the Reynolds numbers considered.
(a) Re = 50. (b) Re = 100. (c) Re = 300. (d) Re = 500.
Figure 6.17: Instantaneous local Nusselt number at the hot wall for the circular conﬁguration at
phase t = 3/4 and all the Reynolds numbers considered.
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The time and radial averaged local Nusselt number (Nu) is shown in Fig. 6.18 for the circular con-
ﬁguration. It is presented for each Reynolds number studied. The effect of the Reynolds number
in the heat transfer performance can be observed. Moreover, it can also be seen that the heat
transfer peak is located at the jet centerline and rapidly decays. This effect is related to what is
mentioned in Section 5.2 and Section 5.3: the circular conﬁguration does not present a clear s vor-
tex that sweeps the hot wall. Instead, 1 sweeps the hot wall, however, separation from the heated
wall occurs at a lower bx1 in the circular conﬁguration. As much of the turbulence is concentrated
near the jet vicinity, so is the Nusselt number.
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Figure 6.18: Time averaged Nusselt number for the circular conﬁguration atRe = 50 andRe = 500.
6.3 Comparison of the slotted and circular conﬁgurations
The results in Section 6.1 and Section 6.2 also show differences on the temperature ﬁeld and heat
transfer performance between the two cavity conﬁgurations studied. A closer look on the time
variation of the temperature at the SJA oriﬁce atRe = 500, shown in Fig. 6.19, reveals that although
the mean temperature of the SJA oriﬁce is similar for both cavity conﬁgurations, the peak to peak
variations of temperature are higher in the circular cavity conﬁguration. In the slotted conﬁguration,
the small structures ingested interact with the ﬂuid ingested resulting in softer variations of the SJA
outlet temperature. This is related with the increased mixing in the slotted conﬁguration described
in Section 5.3. The temporal dynamics of the temperature signal at the low velocity areas is similar,
with very low amplitudes and almost no mixing. The circular synthetic jet does not affect the zones
further from the jet vicinity, hence the spectra of the signals mostly show background noise.
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The thermal footprint at the hot wall is also different for both conﬁgurations at the Reynolds numbers
studied. Mixing and dispersion over the hot wall is clearly visible in the slotted conﬁguration, even
for Re = 50. In the circular conﬁguration, however, the thermal footprint is mostly concentrated
in the vicinity of the jet centerline and does not spread much further. This is the result of the ﬂow
dynamics explained in Chapter 5. Vortex shedding and the appearance of s vortex in the slotted
conﬁguration increase the turbulent transition and the jet mixing, resulting in a wider jet width.
Hence the thermal footprint is also wider. The small structures generating the trailing jet in the
circular conﬁguration are mostly concentrated in the vicinity of the jet centerline, thus a narrower
jet width is produced and a smaller thermal footprint is obtained.
These ideas are further strengthened when plotting the time (and span-wise) averaged Nusselt
number at the hot wall for both conﬁgurations, as in Fig. 6.20. It can be seen that the proﬁles for
the circular conﬁguration are narrower than those for the slotted conﬁguration. When the jet is
turbulent, e.g., at Re = 500, the turbulent kinetic energy is mostly concentrated in the jet centerline
and induces high mixing, which results in a higher Nu at the jet centerline. Whereas for the slotted
conﬁguration, the turbulent kinetic energy is more spread within the jet and results in a ﬂatter Nu
proﬁle at the impingement. Moreover, the effect of s yields a slower decay ofNu than in the circular
conﬁguration. At Re = 50 the jet is laminar with almost no mixing for the circular conﬁguration, with
no visible trailing jet. This effect visibly reduces Nu at the impingement, compared with the slotted
conﬁguration, in which some mixing occurs.
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Figure 6.19: Comparison of the time evolu-
tion of the temperature at the SJA outlet for
both conﬁgurations.
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Figure 6.20: Time (and span-wise) aver-
aged Nusselt number for both conﬁgurations
at Re = 50 and Re = 500.
7
Conclusions and Future Work
This chapter summarizes the results presented in this dissertation and presents some points that
can be the target of further work and research. Finally, it includes a relation of the publications
derived from this thesis.
7.1 Conclusions
The dynamics of the ﬂow and the heat transfer capabilities of synthetic jet actuators (SJA) enclosed
between two large parallel plates and impinging into a hot plate have been studied. Two different
geometric conﬁgurations have been considered: a slotted and a circular jet. The former has been
analyzed at Re = 50; 100; 300; 500; 1; 000 and JFC = 3, while the latter has been analyzed at
Re = 50 and 500 with the same JFC. For the lower Reynolds numbers DNS of the ﬂow have
been performed, whereas for Re > 100, high ﬁdelity large-eddy simulations (LES) using the WALE
SGS have been carried out. The numerical methodology used in this work is based on state-
of-the-art energy preserving spatial discretization and high order temporal integration schemes.
Convergence to the solution has been thoroughly validated using successive reﬁnements on the
computational grids. The objective was to provide insight on the ﬂow and heat transfer capabilities
of synthetic jets and to analyze the inﬂuence of the geometrical conﬁguration on the jet ﬂow.
A second objective was to present a reliable and simpliﬁed model of the SJA with boundary condi-
tions that take into account the interaction of the ﬂuid inside the actuator and the moving membrane.
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Therefore, the governing parameters have been analyzed and expressed in terms of design pa-
rameters, such as driving frequency, amplitude and geometric relations. In this formulation, which
accounts for the time-periodic movement of the SJA membrane using an ALE method, the actuator
frequency f0 and velocity U0 are coupled. Under this circumstances, a mathematical expression
is found that conﬁrms what has already been observed experimentally: the jet formation only de-
pends on the amplitude and the geometric conﬁguration of the actuator (Eq. 2.42)
JFC = 2


A
d

SW
Sd

:
Moreover, it allows for a detailed study both inside and outside the actuator cavity and to obtain an
accurate representation of the velocity and temperature at the SJA outlet.
Two simpliﬁed actuator geometries, a rectangular with a homogeneous domain in the x3 direction
and a circular, have been studied with an oriﬁce to cavity height of H/d = 5. The resulting ﬂows
are quite complex, and a large number of actuator cycles needs to be integrated in order to reach
a statistically stationary state. It has been found that, for the studied conﬁgurations, the far ﬂow
ﬁeld is dominated by frequencies about 7 times lower than the driving frequency, resulting in the
overall system having slow temporal scales. The ﬂow is inherently three dimensional in the slotted
conﬁguration, even for the lowest Reynolds numbers considered. This has an effect on the size of
the vortices and the Nusselt number.
The differences on the jet morphology of the two studied conﬁgurations have been thoroughly iden-
tiﬁed by means of the Q-criterion and the swirling and shearing strength parameter (Figs. 5.1 and
5.5 to Figs. 5.4 and 5.8 and Fig. 5.19). Fundamental differences are found between the ﬂow of both
conﬁgurations. The vortex dipoles of the slotted conﬁguration have been found to lose coherence
early at the roll-up stage, thus creating a highly turbulent jet that advects downstream towards the
impingement while it widens on the cross-stream direction. Its external ﬂow is dominated by two
major structures, #1 and #2, that have counterparts inside the actuator, #3 and #4. The largest of
them, (i.e., #1), has been identiﬁed in both open and enclosed conﬁgurations and is the result of the
coalescence of the vortices expelled by the actuator. However, the second structure (i.e., #2), is
speciﬁc of the slotted enclosed conﬁguration and appears as a result of the ﬂow interacting with the
bottom wall. It plays a major role in limiting the jet's heat transfer enhancement mechanism, which
results in a higher decay of the Nusselt number far from the stagnation point when compared with
the slotted open conﬁguration. On the other hand, the vortex rings in the circular conﬁguration are
able to maintain their coherence, even after the impingement. The trailing jet contains most of the
jet's turbulent energy. This results in less jet widening and vortex interaction and a more intense
impingement on the jet centerline, as evidenced by the Nusselt number. The circular conﬁguration
also shows the #1 vortex and also another vortex, #0, that corresponds to the impinging vortex of
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the previous cycle. In addition, the external ﬂow of the circular conﬁguration is also dominated by
the trailing jet and the potential core. The analysis of the position of the vortices advected from the
actuator oriﬁce on both conﬁgurations yields that the vortices on the circular conﬁguration reach the
impingement area before their slotted counterparts. On the slotted conﬁguration, the interaction of
the vortex advected from the oriﬁce, 1 with the vortex expelled on the previous cycle 0 delays
the downstream motion of 1. This is in good agreement with the circular jet being concentrated
in the jet centerline and having a lower critical JFC than the slotted.
The effects of the ﬂow morphologies described on the heat transfer have been identiﬁed in the
temperature ﬁeld and the Nusselt number. The Nusselt number at the jet centerline for the circular
conﬁguration is higher than the slotted, however, the decay on the Nusselt is lower for the slot-
ted conﬁguration. This has been found to be the effect of the circular jet having its energy more
concentrated on the jet centerline, while the slotted is more spread with a different vortical conﬁg-
uration. The model proposed allows to compute accurate velocity and temperature proﬁles at the
actuator oriﬁce (slotted Figs. 5.15 and 6.2, circular Figs. 5.18 and 6.5), values that are generally
unknown when considering other SJA models, and that have an impact on the heat transfer. The
analysis of the conditions at the outlet has shown that:
• the outlet dimensionless temperature is about 1/10 to 1/5 (even about 1/2.5 in the circular
conﬁguration) of the temperature difference between the hot and cold plates depending on
the Reynolds number;
• there is a similarity between the different Reynolds numbers considered at the same JFC;
• a strong asymmetry appears in the ﬂow between ejection and suction phases;
• uniform-like temperature outlet proﬁles have been obtained for Re > 100, thus supporting
the validity of a uniform outlet temperature model.
Due to the aforementioned outlet jet temperatures, the imposition of an outlet temperature equal
to the cold temperature in numerical simulations might result in an overestimation of the Nusselt
number in the hot wall. Correlations of outlet dimensionless temperature (Eq. 6.1)DbTE = 0:075Re0:137;
and Nusselt number (Eq. 6.3)
Nuavg
Pr0:42
= 0:115Re0:682;
have been obtained for the slotted enclosed conﬁguration and an oriﬁce to plate ratio of H/d = 5.
The former can be used as a model for the outlet jet temperature in the slotted closed conﬁguration
for the aforementioned height ratio.
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7.2 Future Work
The following discussion presents some points that are target of further research or might be worth
of investigation. They aim to further expand the model presented in this dissertation and further
explore the synthetic jet ﬂow governing parameters, as well as geometric implications (e.g., oriﬁce
shapes other than slotted and circular).
Circular conﬁguration. More Reynolds numbers can be analyzed for the circular conﬁguration
(e.g., Re = 100, 300, and 1000). Correlations of outlet temperature and Nusselt number could then
be obtained that could work as a model for the outlet jet temperature. Then, these correlations and
models could be compared with those presented in this work and in [17].
Another challenge with the circular conﬁguration is to be able to match the Reynolds numbers
achieved in experimental analysis with high ﬁdelity numerical simulations. This would allow for
validating the numerical results with experimental data.
Analysis at different JFC. The jet formation criteria plays an important role in the morphology
of the jet and its interaction with the external ﬂow (be it a crossﬂow or an impingement). Some
implications of changing the jet formation criteria have been analyzed in this work and a brief
description is provided at the end of Section 2.4.
Further research on this topic can beneﬁt in providing further insight into the reason behind the
change of morphology of the jet, for both the slotted and circular conﬁgurations, and its implications
on the Nusselt number. The correlations presented on this work could be extended in order to
include the effect of the Reynolds number as well as the jet formation criteria.
Proper Ortogonal Decomposition (POD) and Dynamic Mode Decomposition (DMD).
Throughout this work, the high computational cost of the simulations performed is stressed. On
the one hand, high ﬁdelity models such as LES used in this work require quite a dense mesh, not
as dense as DNS would require but much denser than RANS. On the other hand, a large number
of actuator cycles are required to ﬁnd a stationary state. Even with the techniques mentioned in
this work, converging to a solution is expensive.
For this reason, methods for obtaining simpliﬁed approximate models for ﬂuid ﬂows seem conve-
nient in this case. These methods, such as POD or DMD, can be fed with the numerical simulations
performed in this work in order to obtain a simpler surrogate model. Moreover, these models can
provide insight about the fundamental mechanisms that describe a particular ﬂow [110], thus they
Chapter 7. Conclusions and Future Work 103
might be used to analyze the reason behind the ﬂow differences between the two studied conﬁg-
urations.
7.3 Publications derived of this work
The following section contains a relation of publications derived of this dissertation and that have
been authored by the present author.
Journal papers
A. Miró, M. Soria, J. C. Cajas, and I. Rodríguez, "Numerical study of heat transfer from a synthetic
impinging jet with a detailed model of the actuator membrane," Int. J. Therm. Sci., vol. 136, no.
October 2018, pp. 287--298, Feb. 2019.
Conference papers
A. Miró, M. Soria, C. Moulinec, J. C. Cajas, and Y. Fournier, "Numerical investigations on rectan-
gular and circular synthetic jet impingement," in Tenth International Conference on Computational
Fluid Dynamics (ICCFD10), 2018, pp. 1--18.
A. Miró, M. Soria, I. Rodríguez, and J. C. Cajas, "Numerical Investigations of Synthetic Jet Actu-
ators," in Proceedings of the 17th International Conference on Computational and Mathematical
Methods in Science and Engineering, 2017, pp. 1--12.
Conference posters
A. Miró, M. Soria, J. M. Bergada, and D. del Campo, "Simulation of ﬂuidic oscillators with
Code_Saturne." EDF, Code_Saturne User's meeting, Paris, 2016.
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