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CHAPTER 1 
Uvemoie (uensina 
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1.1 INTRODUCTION 
Even before the Christian era began, there had been a number of intellectuals who 
were wondering about the bodies filling up the night dome over them. Painstaking 
observations by those sky gazers culminated into the compilation of the atlas of these 
celestial bodies. Thus, was bom the subject of Astronomy. Thales, Hipporchus, Tycho 
Brache, Galileo, Kepler, Newton are a few amongst many others to whom we owe a great 
deal for their formulations on the movements of a few wanderers amidst the fixed ones. 
With the observations of Tycho Brache as the base, it was Johannes Kepler who 
postulated the theory of motions of bodies in space raising the curtain as: (i) The orbit of 
each planet is an ellipse with the sun at one of the foci, (ii) The radius vector of each 
planet sweeps over equal areas in equal intervals of time (iii) The squares of the period of 
the planets are proportional to the cubes of their mean distances from the sun. Though 
Kepler's laws define planetary motion around the sun, these are equally applicable, as an 
extension, to the orbital motion of even the artificial satellites [1]. In fact, the 
mathematical theory behind the orbital mofion stems from what is termed as conic 
section in analytical geometry. A typical earth satellite orbit is shown in the Fig. (1.1). 
sate l l i te 
Fig.1.1: Geometry of orbital ellipse for earth satellite 
Where a = semimajor axis, b = semiminor axis, e = eccentricity = [1 - (b/a) ] , 
c = distance between centre of the ellipse and focal point, R - mean earth radius, 
/'a= apogee distance = o(l + e), Vp = perigee distance = a{\ - e). As a matter of fact, some 
factors that determine the life of a satellite, the most critical one is the rate of 
consumption of the limited quanta of fuel Hydrazine - a monopropellant, carried on 
board, that is expended to force the naturally elliptical orbit of the earth observing remote 
sensing satellites into a near circular orbit, essential for imaging purposes. The important 
factors that perturb the orbit of the satellite are (i) Aspherecity of the Earth (ii) 
Atmospheric drag (iii) Solar wind (iv) Luni-solar gravitational anomaly. 
Satellites can be broadly categorized as (i) Remote sensing satellites (for earth 
observations) (ii) Meteorological satellites (iii) Research oriented satellites and (iv) 
Communication satellites. At the earliest opportunity itself, let it be made clear that there 
is nothing stopping the satellites to play dual or even for that matter, multiple roles. An 
example is the ENSAT (Indian National Satellite) series communication satellites, being 
primarily for the communication purpose and also for taking weather pictures. What is 
pointed out is that there need be no rigidity with in the role played by the satellites or in 
the classification of satellites or for that matter in anything of this sort. What all one has 
to look for is how to achieve the best of a system. However, it can be summed up this 
way that, normally, a remote sensing satellite is characterized to be in near-polar, near-
circular, inclined, medium period and sun-synchronous orbit; polar for Global coverage, 
near circular to have uniform swath, resolution, radiometric values of the features 
observed, inclination for reasons of gravitation, medium period to aid global coverage, 
sun-synchronous to yield a constant angle between the aspect of the incident sun viewing 
by satellite. A research-oriented satellite will also be in near polar, inclined, medium or 
long period, elliptical or circular orbit. Generally, these are not in sun-synchronism unless 
these hold a radiometer. Communication satellites come under two categories either 
inclined, highly elliptical (Perigee = 300 km, Apogee = 35000 km) or geo-synchronous 
orbit (period = 24 hours). Thus it can be concluded that a satellite can, in principle, be 
placed in any one of the distinct types of orbits around the earth, with their own 
characteristics depending upon the requirements of the particular application in mind. 
Fig. (1.2) illustrates the family tree of satellites. 
1 RMMfCti ChMM>4 a a a W M 1 I 0**-ai«lWn«lr 
1 1 ] C» n lni i i i i SMaaiM 
1 >»«nM«* 8*'«Wm SW«Maa 1 
« 
1 HkfhlMtMdM 1 
1 C»w»miMiicMiin W i M — | 
F > O I ~ O R o n B l T 8 1 
i 
i i 
Oreulvr O M I ElyUcBl OrM 1 
+ * 
L _ 
•» 
i 4 
(Ml«w«* 3.AD Kim vr M^UO Kna) 
* * i 
+ i tncUnarf O M (Typttaaf •»•} 1 1 Hmm^mf Iwc—>< 0>M 0* 
I 1 (E^MimnT.taoi 
1 i Sun Srncfwonou* OtM 1 | \WBM • • C B M S«na* sf VclacK;, 
1 1 V*clMaf&M*W« 
1 
Fig. 1.2; Family tree of satellites 
In case of earth resources satellites, the precise location is very important. Further, the 
heterogeneous nature of earth surface demands high spatial resolution. 
Agriculture/vegetation being the most dynamic in nature requires periodic monitoring at 
an interval of 7 or 10 days. Thus near polar orbiting satellites can cater to the mapping 
requirements for earth resources. 
1.2 PHYSICS OF REMOTE SENSING 
Remote Sensing (RS) is the acquisition of data for deriving information abut objects 
or materials (targets) located at the earth's surface or in its atmosphere by using sensors 
mounted on platforms located at a distance from the target [2]. Here, measurements are 
made in different spectral regions on interactions between the targets and electromagnetic 
radiation (EMR). The field of RS encompasses techniques that obtain precise information 
about earth's surface from a distance. The advent of satellites is allowing the acquisition 
of information about the earth and its environment. Sensors on the near-polar orbiting 
earth resources and weather satellites provide information over 113-185 km and 2950 km 
wide regions respectively about the patterns and dynamics of clouds, surface vegetation 
cover and its seasonal variations, surface morphology. Sea Surface Temperature (SST), 
wave heights and sea surface winds. Geo-stationary satellites enable monitoring of 
earth's surface at 30 minutes interval. 
RS, to a great extent relies on the interaction of EMR with matter. Different stages 
in RS can be broadly enlisted as (i) a source of EMR (sun/self emission) (ii) transmission 
of energy from the source (sun) to the surface of the earth wherein it also undergoes 
absorption and scattering during passage through the atmosphere (iii) interaction of EMR 
with the earth's surface (reflection, scattering absorption and reemission) (iv) 
transmission of the reflected/scattered/emitted energy to the RS sensor (with due 
modifications due to atmospheric effects) and (v) sensor data output. 
Information from an object to the sensor is carried by the electromagnetic energy 
and could be encoded in the form of frequency, intensity or polarization of 
electromagnetic waves. The information is propagated by EMR at the velocity of light 
from the object directly through free space as well as indirectly by reflection, scattering, 
and re-radiation by the aerosols to the sensor. The interaction of EMR with natural 
surfaces and atmosphere is strongly dependent on the frequency of the waves. 
Electromagnetic spectrum (EMS) is divided into a number of spectral regions as 
illustrated in Fig. 1.3.The radio band covers region of wavelengths longer than 10 cm 
(frequency < 3 GHz), the microwave region, down to a wavelength of 1.0 mm (frequency 
~ 300 GHz). 
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Fig. 1.3: Electromagnetic spectrum 
The sensors operating in this region are RADAR, Microwave Radiometer, Altimeters, 
Scatterometers etc. The spectral region from 0.7 |im to 1.0 mm is subdivided into near, 
middle, thermal and far infrared regions. The sensors operating in this region of EMR are 
imaging spectrometers, radiometers, polarimeters, and laser based active sensing systems. 
Visible region (0.40 |im - 0.70 |im) is mainly used for photo RS. In microwave region, 
most of the interactions are govemed by molecular rotation, particularly at the shorter 
wavelengths. In the visible region, electronic energy levels start to play the main role. In 
ultraviolet region (0.40 fim - 300 A) sensors have been used to study planetary 
atmosphere or to study surfaces with no atmosphere because of the opacity of gases at 
these shorter wavelengths. X-rays (A= 300 A - 0.30 A) and T r^ays (A < 0.30 A) are rarely 
used because of atmospheric opacity. Their main use is limited to low flying aircraft 
platforms or to study the planetary surfaces with no atmosphere. 
Electromagnetic energy is composed of many discrete units called photons or 
quanta. The energy of a quantum is given by the relation E = hv (Plank's law), where 
h = 6.626x lO"'''' J.S is Plank's constant and v is the frequency of radiation. 
For RS, sun is the strongest and most important source of radiant energy. The sun 
can be approximated by a body source of temperature 6000° k. All objects above 0° k 
emit EMR at all wavelengths. The thermal emission of radiation is due to conversion of 
heat energy (kinetic energy of the random motion of molecules) into electromagnetic 
energy. Thermal emission of radiation depends upon two parameters namely temperature 
T and emissivity e of the material, which is its capability to emit radiation as compared to 
that of an ideal blackbody. e is also a measure of absorptions. Ideal blackbody does not 
exist. Actual objects only asymptotically approach this ideal situation. The spectral 
radiant exitance or emittance S(A) i.e., the total energy radiated in all directions by unit 
area in unit time in a given spectral band for a blackbody is given by the famous Plank's 
radiation law as: 
S{A) = {27Thc /A) / [exp (ch/AKT) -1], where the symbols have their usual meanings. 
Integrating the emittance over the whole spectra yields the total flux emitted by a 
a 
blackbody of unit area as S =lSiA)diA) = [27^K^/I5c^h^].f = a.f (Stephan-
0 
Boltzmarm's law). Differentiating S{A) and solving for maximum gives Amin ~ ci/T, o — 
2898 ^mk (Wein's law). These three expressions are the bases of RS. The spectral 
distribution of blackbody radiation at various temperatures is shown in the Fig. 1.4. The 
value of emittance at A= A„,i„ is S(Am,n) = b.T^. 
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Fig. 1.4: Blackbody radiation 
In terms of photons the aforementioned expressions take the forms as 
Q{X) = [ITW/A^] / [exp (ch/AKT) - 1 ], (Plank's law) and Q = ff^.T \ (Stephan-
Boltzmann's law). In the view of these laws, the sun at 6000°k will have maximum 
emittance at A^m = 0-48 |am. A surface at temperature 300°k (mean earth's surface 
temperature) will have maximum emittance at Amw - 9.66 ).im, i.e., in the infrared (IR) 
region. The rate of production of energy by a hot surface depends upon its temperature, 
nature and area. All real bodies emit only a fraction of energy emitted from a blackbody 
at equivalent temperature. Thus, the emissivity si?C)=S\X)/S{X), and the mean value of 
a a 
emissivity is given as £• = [ \E{X)S{X)d{X)\l{ fS(A.(<3'(A,)]. In Fig.1.5 the behaviours of a 
0 0 
blackbody, a gray body and a selective radiator are illustrated. 
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Fig. 1.5: Emissivity of blackbody, realbody, and selective radiator 
In remotely sensed data interpretation, care should be taken in trying to guess the 
emissivity of a material on the basis of its visual appearance, which is its reflectance in 
the visible region. A good example is snow. In the visible region snow is an excellent 
diffuse reflector and one might think that its emissivity is low. However, at 273 °K most 
of the spectral emittance occurs between 3.0 [xm and 70.0 |am. Hence, the visual 
estimation is meaningless. In actuality, snow is a good emitter in the IR region and it has 
low reflectance. For most of the natural bodies, the spectral emittance is not a 
monotonous curve, but contains spectral lines that characterize the body constituents. In 
thermal infrared (TIR) region there are a number of such absorption lines associated with 
fundamental and overtone vibrational energy bands. 
1.3 ATMOSPHERIC EFFECTS IN REMOTE SENSING 
In RS techniques, the EMR emitted or reflected from the objects of interest has to 
pass through the atmosphere before it is detected by the remote sensor. RS by satellites 
(at an altitude above 700 km) involves atmospheric degradation from the entire 
atmospheric column. Thus, the characteristics of the atmosphere significantly determine 
the effective use of electromagnetic spectrum for RS. The absorption and re-emission 
processes in the atmosphere are effected through changes in electronic, vibrational and 
rotational quantization levels. The spectral line absorption in the visible (VIS) and near 
infrared (NIR) regions are due to changing electronic quantization levels of atoms as is in 
the case of absorption of UV radiation by ozone. The energy E of an isolated molecule 
could be expressed as E = Eg + E^ + Er + E, + E„ i.e., electronic, vibrational, 
rotational, translational, and interactional. Here the component £, is assumed small 
enough to permit separate treatment of other spectra. Terrestrial radiation by virtue of 
energy considerations can have vibrational and rotational spectra. The low energy 
requirements for rotational lines as compared to that for vibrational lines leads to 
vibration - rotation bands. The most important atmospheric constituents that influence the 
incident radiation are water vapour (H2O), Oxygen (O2), Ozone (O3), Carbondioxide 
(CO2) and aerosols. There are regions in spectra which allow the radiation to pass without 
or very little attenuation. These regions are atmospheric windows. UV and VIS [0.30 )j.m 
- 0.75 i^m], NIR [0.77 )im - 0.90 |im, 1.00 ^m - 1.12 |am, 1.19 i^ m - 1.34 j^m], MIR [1.55 
^m - 1.75 \xm, 2.05 |im - 2.44 ^m], TIR [3.50 ^m - 4.16 \xm, 4.50 jam - 5.00 [am, 8.00 
|im - 9.20 |am, 10.20 |im - 12.40 \xm, 17.0 |im - 22.00 |im], and microwave [2.06 mm -
2.22 mm, 7.50 mm - 11.50 mm, 20.0 mm - beyond] are common atmospheric windows. 
The wavelengths shorter than 0.30 (im are completely absorbed (with the exception of 
1216 A) by O3 layer in upper atmosphere. The atmospheric attenuation at selective 
wavelengths in the reflected IR and MIR regions is mainly due to water vapour present in 
the atmosphere. The CO2 absorption bands around 4.30 |im and 15.0 |am have been in use 
to estimate temperature of the atmosphere up to 50 km attitude while the 6.70 ^m 
absorption band is used to estimate the water vapour distribution up to 10 km. Fig. 1.6 
depicts the generalized absorption spectrum of the earth's atmosphere. 
0 2 , .m 0.5 t o 
Human vision 
5 10 20 
Wavetenglh (not to scaie) 
TheiTTiut IR scanners 
100 n,m 
PJToiographic camoras 
^ ^ 
Etoctro-optica) sensors 
0.1 cm 1,0 Cin 1.0 m 
X-Band 
C-Hand 
L-B.inc: 
P-Band 
Passive rntcoi^sve 
Fig.1.6: Generalized absorption spectrum of earth's atmosphere 
The attenuation of incoming solar and outgoing earth's radiation is due mainly to 
absorption and scattering. Scattering reduces the image contrast and changes the spectral 
signature of ground objects as seen by the sensor. The scattering of EMR depends on the 
relative size of gas molecules or particles with reference to the interacting wavelength. 
Gas molecules are of the order of 10"^  ixm in size. The size of the haze particles, which 
are water droplets formed by condensation around particles of soluble substances, varies 
from 10"^  \xm - 10^  p.m depending upon the state of relative humidity. The atmospheric 
scattering can be categorized as Rayleigh - or Mie - or Non-selective. When the 
interacting wavelength is much larger than the particle size, there is Rayleigh criterion 
given by Rayleigh scattering coefficient as J3 (6, A) = [ZT^/NX^] [n(Ay\f.[\+cos^0\, 
where A'^  is the number of molecules per unit volume in the atmosphere, n(A) is spectrally 
dependent refractive index of molecule, 0 is angle between incident and scattered flux, 
and X is the wavelength of the incident flux. Rayleigh scattering is equal in both forward 
and backward direction. Mie scattering occurs where the particle size is comparable with 
the incident wavelength. The concept of scattering coefficient is applied when scattering 
volume is defined by a distribution of varying particle size as 
!0 
a(A) = lOV r N(a)K{a,n) a^da, where, o (/I) is scattering coefficient at wavelength A, 
N{a) is number of particles in radius range aXoa + da, K(a, n) the scattering coefficient, a 
function of cross-section, a is the radius of spherical particles in the limits a\ and aj, and 
n is the refractive index of the particles. Depending upon the particle size relative to the 
wavelength, Mie scattering varies between X^ and X . Another important parameter is 
scattering element size parameter q = In''IX, with r as radius of scattering element. For 
^ < 1, there is Rayleigh scattering and for 1 < q <2, the process is in transitional stage 
from Rayleigh to Mie. Mie scattering deteriorates multispectral images under heavy 
atmospheric haze conditions. The non-selective scattering, which is independent of 
wavelength, occurs when the particle size is very much large as compared to interacting 
wavelength. Particles in clouds, fog and dust (size 2-20 |im) are responsible for non-
selective scattering and these especially affect RS in IR region. Fig. 1.7 shows Rayleigh 
and Mie scattering. 
Rayleigh Scattering Mie Scattering Mie Scattering, 
larger particies 
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Fig. 1.7: Mechanism of Rayleigh and Mie scattering 
1.4 INTERACTION OF VIS, NIR, MIR WITH EARTH'S FEATURES 
The spectral radiant flux (p incident on the earth's surface is reflected {(pr), absorbed 
{(Pa), and transmitted (cp,). Thus, (p = (pr + (pa + (Pt- (Pr, (pa and (p, are varying for different 
earth's surface features. This makes it convenient to identify various features on the 
earth's surface based on their spectral properties. The remotely sensed (pr signal measured 
as a function of wavelength is often referred to as the spectral signature of the target. Two 
types of reflections are defined. When the surface is smooth, the reflection follows the 
Snell's law and is called specular reflection, which produces glints or glares. A rough 
surface reflects the EMR in all directions independent of the angle of incidence. This sort 
of reflection is called diffuse reflection. A perfectly diffiase surface is called Lambertian 
surface. The radiant flux from a Lambertian surface is maximum along the normal to the 
surface and falls down as a cosine of angle 6 with respect to normal. Depending upon 
whether the surface is smooth or rough the reflection is specular or diffuse. Smoothness 
or otherwise of a surface depends on the wavelength of incident radiation under 
consideration [3]. According to Rayleigh's criterion a surface is smooth if the surface 
height variations are less than AJ^. Thus, for microwaves even the rocky surfaces may be 
smooth whereas for VIS radiation even sandy surface may be rough. Earth surface 
materials vary widely in their nature and composition; consequently in either reflective 
properties at various regions of electromagnetic spectrum (neglecting the effect of the 
intervening atmosphere). However, it must be recognized that in the final analysis the 
combined earth - atmosphere-sensor effects as recorded by the remote sensor must be 
taken into account. The variation in the total reflectance of the earth's surface is the 
combined effect of wavelength, angle of incidence, physical, chemical and biological 
properties of the Earth cover. Spectral reflectance is the ratio of reflected energy to the 
incident radiadon as a function of wavelength. Many surface materials of the earth have 
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different spectral reflectance characteristics when illuminated by different regions of 
EMR. For example, vegetation may reflect only 10% to 15% in the green region and as 
much as 40% to 60% in NIR region. Similarly, water and soil may have different 
reflection characteristics. However, spectral reflectance characteristics imder certain 
conditions may be the same for some objects. For example, water and wet black soil [4]. 
In such cases separation of objects based on single band/wavelength would be difficult. 
Under these conditions, the other portion of EMR that provides separability would be an 
added advantage. Hence, the concept of studying the objects under multispectral mode is 
essential. The values of spectral reflectance of objects averaged over different well-
defined wavelength intervals comprise the spectral signature of the objects. These are the 
features by which the objects can be uniquely distinguished. Measurements of spectral 
reflectance are made by spectro-photometers and spectro-radiometers, the former 
measures in the laboratory and the later in the field. 
1.4.1 Vegetation 
The spectral reflectance of vegetation canopy varies, with wavelength. A leaf is 
built-up of layers of structural fibrous organic matter, within which are pigmented water 
filled cells and air spaces. Each of the three features - pigmentation, physiological 
structure, and water content have effect on the reflectance, absorptance and transmittance 
properties of a green leaf Plants contain four primary pigments; chlorophyll-or, 
chlorophyll-^^ Carotene and Xanthophyll, all of which absorb VIS light for 
photosynthesis. Chlorophyll-or absorbs at wavelengths of 0.45 jam - 0.66 ^m and 
chlorophyll-/? at wavelengths of 0.45 p,m - 0.65 ^m. Carotene and Xanthophyll absorb 
blue to green light at a number of wavelengths. The discontinuifies in the refractive 
indices within a leaf structure determine its NIR reflectance. These discontinuities occur 
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between membrane and cytoplasm within the upper half of the leaf and more importantly 
between individual cells and air spaces of the spongy mesophyll tissues within the lower 
half of the leaf leading to total internal reflection which is responsible for high reflectance 
factor (-50%) in NIR region. The typical spectral reflectance curve for vegetation is 
shown in Fig. 1.8. 
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Fig. 1.8: Typical spectral reflectance curves for vegetation 
In the VIS region, pigmentation dominates in spectral response of plants wherein 
chlorophyll is essentially important. Absorption by chlorophyll gives very low 
reflectance in red and blue bands. The green colour of leaf is responsible for peak 
reflectance at 0.54 fim. The MIR has strong water vapour absorption bands as seen in 
dips first prior to 1.60 i^ m and 2.00 |am. The peak reflectance in MIR occurs at 1.60 jam 
and 2.20 ^m. Thus, RS measurements in 1.55 |im - 1.75 \xm and 2.08 ^m - 2.35 |jm can 
give valuable information about moisture content of plant canopy. The morphological 
characteristics of plants include size, shape, orientation of leaves, plant height and 
density. The spectral reflectance characteristics of a healthy plant are governed primarily 
by its foliage [5]. Several canopy models have shown that the physiognomic structure of 
the plant canopy and the light scattering between leaves causes the spectral response of a 
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canopy to be notably different from that of a single leaf. Field reflectance is influenced by 
solar zenith angle, azimuth angle, sensor look angle and soil background [6]. In a broader 
sense, plant's reflectance presents an integration of the reflectance contributions of its 
leaves, stems, flowering ports, and fruits modified by the spectral characteristics of the 
underlying soil and litter. Low pigment content results in higher reflectance in red region. 
Stress in vegetation due to disease, insects infestation, and nutrient deficiency can also 
affect the reflectance characteristics. A healthy plant gives less reflectance in red region 
and high reflectance in NIR as compared to moderately and severely blight affected plant. 
This type of stress is easily noticeable in NIR (0.70 ixm - 0.90 \im) imagery even in early 
stage of disease. Hence, colour - IR photographs are often preferred for monitoring 
vegetation stress. The seasonal variations causing maturity of a plant also influence its 
spectral reflectance by altering its proportions, or by controlling the presence or absence 
of some of its parts. Flowering, for instance, usually occurs over a short period during the 
growth cycle of vegetation. Deciduous plants shed leaves during peak winter and present 
a dramatically different appearance during the summer. Because of these factors, the 
spectral signature of a plant species may vary during a season and its life cycle. 
1.4.2 Soil 
Soil reflectance depends on the chemical and physical properties of the components 
such as moisture, organic mater, iron oxide, texture, surface roughness, and sun angle. In 
VIS region, soil usually gives higher reflectance than plants. However, it is opposite in 
case of NIR band. At low moisture content level for clay and sandy soils, the reflectance 
increases gradually in VIS through NIR except in water absorption bands at 1.40 (im and 
1.90 ^m. The dry sandy samples do not show any ups and downs in the reflectance 
curves even in MIR. The clay contains water in its chemical formula, and even a dry soil 
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contains water and thus shows dip in water vapour absorption bands unlike the dry sand 
[7]. Generally, a decrease in grain size of soil results in an increase in reflectance and the 
decrease in extinction while passing through the particles. On aerial photographs, finely 
textured soil materials such as clay, usually display darker tones than coarse soils. This is 
the result of either higher water retention or particle size or both [8]. Soils formed on 
dissimilar rocks have different reflectance properties. Soils rich in calcium carbonate 
(CaCOa) and poor in iron (Fe) give higher reflectance in VIS and NIR than the soils poor 
in CaCOs and Fe concentration. For dry soils, higher the roughness, lower the reflectance 
in VIS and NIR. In case of moist soils, the surface roughness does not bring much 
variation as is identified in dry soil condition. Substances like organic matter and iron are 
responsible for darker colours, but very often the colour is the integration of various 
factors such as reflectance (tone), the chromo of colour seen by the human eye and 
texture. Depending upon the sandy composition, the dry soils provide very high 
reflectance, more in compzirison to loamy soils. Until the hygroscopic limit of absorbed 
moisture is reached, there is not much difference in reflectance characteristics. Additional 
moisture above the hygroscopic limit results in decrease of reflectance caused by the 
excess water, which surrounds soil particles and fills the voids between particles [9]. 
Soils in oxide areas may have high salt content, which increases the reflectance. This 
influence is especially pronounced if salt crusts are formed on the soils surface. Sodium 
carbonate (Na2C03), sodium chloride (NaCl), and potassium hydrogen sulphite (KHSO3) 
are soluble and commonly found in soil. They have uniform high reflectance (65% to 
89%) thi-oughout the VIS region. Soils containing soluble salts do not change their 
spectral characteristics unless the salt form a superficial crust which makes them appear 
considerably brighter in the imagery [10]. 
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1.4.3 Rocks 
The reflectance properties of rocks vary considerably depending on rock types, 
chemical composition, weathering, and rock out-crops etc. Weathering influences 
spectral signatures in an unpredictable manner. Generally, weathered rocks give low 
reflectance. Homogeneous rock types give similar spectra at various points on the sample 
surface while inhomogenous rocks show significant variations. Considerable difficulty 
may be expected while trying to apply laboratory derived spectral recognition criteria to 
lithologic units in the field [11] because field applications allow little or no opportunity 
for control of the critical "rock condition and orientation" parameters. Spectral signatures 
derived in the field are further complicated by noise introduced from soil, vegetation, 
moisture, and atmospheric effects. Fig. 1.9 shows the variations in spectral reflectance as 
a function of typical volcanic and sedimentary seeks. 
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Fig. 1.9: Variations in spectral reflectance as a function of typical volcanic and 
sedimentary rocks 
From the curves we can observe that limestone, white sandstone, red sandstone, and 
basalt can be separated easily. VIS (0.40 i^ m - 0.70 fim) region offers the large difference 
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between rocks. However, these relations will not remain constant. Although reflectance 
of rocks provide a mean of differentiation, other indicators (drainage, lineation, outcrop 
pattern etc.) are necessary for their identification on remotely sensed imagery. The MIR 
(2.08 \im - 2.35 |am) band is found useful for studying thermally altered rocks. 
1.4.4 Water 
The reflectance of EMR from water is affected by suspended particles, floating 
materials, and water depth [12]. Water gives low reflectance in VIS and almost nil 
reflectance in NIR. The surface signal varies with the elevation of the sun and the wave 
conditions. Specular reflection causes sun glint on images. The solar energy that is not 
specularly reflected is refracted downwards into the water body, which is either absorbed 
or scattered. Scattering in clear water is caused by water molecules and depends upon 
wavelength of solar energy. Blue light is scattered more than red. Most of energy is 
scattered in forward direction and eventually gets absorbed. Only about 1.0% of energy is 
backscattered in very clear water. Backscattered energy that returns to the water surface 
c£irries information about the suspended sediments. Different wavelengths of EMR 
penetrate to different depths. In clear deep water, 50% of the signal of blue comes from a 
depth of 15 m but for red (600 nm - 700 nm) most of the signal comes from a depth of 
less than 5 m. The remote signal from turbid water represents only near surface 
conditions. Generally, turbid water is more reflective than clear at all VIS and NIR 
wavelengths. Mapping or monitoring water quality is a complex task because the signal 
from water body is composed of many components. The primary signal that is indicative 
of water quality is the volume reflectance caused by the materials added to water. 
However, in addition to desired signal, there may be a signal (but noise) caused by 
reflection of sunlight and skylight from the water surface and probably the signal 
reflected from the bottom of the water body in case of shallow depth clear water. Each 
type of material such as red soil, blue algae, paper-mill effluents reflect differently at 
different wavelengths. For a particular size and shape of the particles, the backscatter 
energy increases with the concentration that can be related to the remotely sensed signal 
strength. 
1.5 INTERACTION OF MICROWAVE WITH EARTH'S SURFACE 
The interaction of microwaves (MW) with earth's surface features has no bearing 
with their counterparts in VIS and IR. Valuable environmental and resource information 
is obtained by sensors operating in MW region of EM spectrum. Understanding of 
interaction of MW with terrain features is essential to interpret the MW imagery. In MW 
RS, the types of sensors operating can be broadly categorized as RADAR and MW-
radiometers. RADARs administering its own source of EMR to illuminate the object are 
known as active remote sensors otherwise passive. The intensity of RADAR return from 
the objects is determined by the system properties of RADAR and terrain properties. 
RADAR system properties are polarization, depression angle and wavelength. Majorit\-
of RADAR system operate in 5.00 mm and 500.00 mm wavelength range and different 
bands have been identified for RADAR operation (X, L and C bands are common in use). 
The electric field vector of the transmitted energy pulse may be polarized in either the 
vertical (V) or horizontal (H) plane. Depending on the mode of transmission of MW and 
recording of echo from terrain, the RADARs are named, as HH, HV, VV and VH. The 
terrain properties that influence the radar return are surface roughness and surface 
conductivity. 
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1.5.1 Roughness 
Surface roughness and MW wavelength are interrelated. At very long wavelengths, 
most surfaces appear smooth and at very short wavelengths majority of sources appear 
rough. The angle of incidence of MW has also an effect upon the RADAR return by an 
amount depending on the surface roughness. As mentioned earlier, Rayleigh criterion 
suggests that a surface is smooth ifh< A/Ssiny, h the vertical relief, A the wavelength and 
;'the angle of depression (angle between horizon and RADAR beam). Peacke and Oliver 
(1971) suggested a modification as h< A/25 siny for smooth, and h > A/4 A sin/for rough 
surfaces. 
1.5.2 Conductivity 
The conductivity of terrain has a considerable effect on RADAR backscatter. Highly 
conducting surfaces like water or metal have greater reflectivity than non-conducting 
surfaces like dry soil or sand. Conductivity is commonly measured by complex dielectric 
constant, which is 60-80 for water and 3-8 for other naturally occurring materials. In the 
majority of cases, the amount of water within the vegetation or soil affects the RADAR 
return to a greater extent than the morphology of an individual vegetation canopy or 
texture of an individual soil patch [13]. In practice, measurements of dielectric constant is 
very difficult and it varies over a large range due to factors like temperature and salinity. 
Hence the interpretation of RADAR image is mainly carried out on the basis of changes 
in the surface roughness and moisture content within the scene. 
1.6 REMOTE SENSING SENSORS 
Monitoring of environment and agriculture at regional and global scale had been the 
driving force for the development of space based RS. Now the RS technology has 
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penetrated in all the segments of natural resources as it provides precise information in 
image mode which relieves human mind from conventional, subjective and tedious mode 
of constructing image in mind from a non-image mode of data. Based on spatial and 
spectral resolution, the macro, meso and synoptic levels of synthesized information is 
available in RS images and hiunaii mind is primarily deployed in developing out of 
remotely sensed images. The signal received at satellite contains mix up of intelligence 
from various objects e.g. over an agricultural fields, the information would have broad 
mix up of soil type, soil moisture, crop type and its canopy architecture, atmospheric 
effects over it etc. The deciphering of a particular segment of these inputs from satellite 
imagery becomes an inverse problem and thus the solution is not unique. Thus for near-
accurate classification to derive thematic information, the spectral and spatial resolutions 
of RS sensor assume importance. A RS sensor is characterized by its spatial, spectral, 
radiometric, and temporal resolutions. 
1.6.1 Spatial Resolution 
This is a measure of the area of size of the smallest dimensions on the earth's 
surface over which an independent measurement can be made by the sensor [14]. In 
many of the remote sensors, a small elemental area is observed at a time called as the 
instantaneous field of view (IFOV). However, it should be noted that though the spatial 
resolution has a bearing on the IFOV, it does not entirely depend only on IFOV. There 
are various other factors such as satellite altitude, the relative motion between IFOV and 
ground during the dwell-time (the time for which sensor looks over the elemental area), 
sampling frequency of measurement, and characteristics of all the subsystem of the 
sensor. Spatial resolution in RS is commonly known as pixel size. 
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1.6.2 Spectral Resolution 
The EME reaching a remote sensor from the earth surface encompasses the 
complete EMS. The spectral resolution of a remote sensor characterizes the ability of the 
sensor to resolve the energy received in a given bandwidth to characterize different 
constituents of earth surface. Thus, the spectral resolution is the spectral bandwidth of the 
filter and sensitiveness of detector. Multispectral scarmer (MSS) onboard the Landsat had 
capability to resolve earth features at 80 m spatial resolution using four spectral bands 
viz. 0.50 i^ m -0.60 ^m, 0.60 |im - 0.70 ^m, 0.70 \xm - 0.80 ^m, and 0.80 ^m - 1.10 ^m. 
Here, the spectral bandwidth of 0.80 jam - 1.10 }am band is 0.30 \xm as opposed to 0.10 
|am for other bands. Thematic Mapper (TM) of Landsat has seven spectral bands, viz. 
0.45 i^ m - 1.75 |im, 10.40 ^m - 0.52 i^m, 0.52 ^m - 0.60 ^m, 0.63 (am - 0.69 ^m, 0.76 
^m - 0.90 (im, 1.55 ^m - 1.75 |am, 10.40 ^m - 12.50 ^m, and 2.08 [im - 2.35 ^m with a 
30 m spatial resolution in VIS and NIR and 120 m spatial resolution in TIR. 
1.6.3 Radiometric Resolution 
Radiometric resolution refers to the number of digital levels used to express the data 
collected by the sensor. The greater the number of levels, the greater the detail in the 
information. The number of gray levels is commonly expressed in terms of the number of 
binary digit (bits) needed to store the value of maximum gray level. For two levels the 
number of bits per pixel is 1, similarly for 4, 16, 64, 256 it is 2,4,6 and 8 respectively. 
Tucker (1979) investigated one relationship between radiometric resolution and ability to 
distinguish between vegetation types; he found only a 2-3% improvement for 256 gray 
levels over 64-levels imagery. Bernstein et al. (1984) used a measure known as entropy to 
compare the amount of information (in bits/pixel) for 8-bit and 6-bit data for two images 
of the Chesapeake Bay area collected by Landsat-4's TM and MSS. The entropy measure 
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H is given as / / = - ^ p(/) .logi.pii), where k is the number of gray levels and p{i) is the 
i=0 
probability of occurrence of /'*' gray level given as /?(/) = F(i)/nm, where F(i) is the 
frequency of /"^  gray level from 0-^-1 and nm is total number of pixels in the image. 
Moik (1980) suggested that use of this estimate ofp(i) will not be accurate because the 
adjacent pixel value will be correlated (spatial auto-correlation) and recommended the 
use of the frequencies of the first differences in pixel values. 
1.6.4 Temporal Resolution 
This aspect is specific to space-borne remote sensors. The polar orbiting satellites 
can be made to orbit in what is known as 'sun synchronous', means that the satellite 
crosses over the equator at the same local solar time in each orbit [15]. Such an orbit 
offers similar sun illumination conditions for all observations taken over different 
geographical locations along a latitude (in the sun lit area). By a suitable selection of 
spacecraft altitude and inclination, the spacecraft can be made to cover the same area on 
the earth at regular intervals. For example, Landsat-1, -2 and -3, with an altitude of 918 
km and 99.1140° inclination offer repetition cycle of 10 days. For Landsat-4 and -5 with 
an altitude of 705 km and 98.20° inclination, it is 16 days. IRS-IA/IB with an altitude of 
904 km and 99.02° inclination, the repeat cycle is 22 days. With proper placement of two 
satellites in orbit the repeat cycle could be reduced to half With such a repetitive 
coverage a given area on the earth can be observed at regular intervals and dynamic 
features such as vegetation and water resources can be potentially studied and monitored. 
1.7 REMOTE SENSING MISSIONS 
RS from space received its first impetus through rocket RS. As early as 1891 a 
patent was granted to Ludwig Rahrmann of Germany for a "new or improved apparatus 
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for obtaining bird's eye photographic views". The apparatus was a rocket propelled 
camera system that was recovered by a parachute. By 1907, another German, Alfred 
Maul, added the concept of 'gyrostabilization' to rocket camera systems. In 1912, he 
successfully boosted a 41 kg payload containing a 200x250 mm format camera up to a 
height of 790 m. Space RS began in earnest during the period 1946-1950 when small 
camera were carried aboard captured V-2 rockets that were fired from the white Sand 
Province Ground in New Mexico. The perspective views obtained from early missions 
were poor in quality because the missions were made primarily for the purpose other than 
photography. Yet it provided a very sound basis for synoptic viewing. Beginning with the 
first Television and Infrared Observation Satellite (TIROS-I) in 1960, early weather 
satellites returned rather coarse views of cloud patterns and virtually indistinct images of 
terrain features. In the same year, U.S. military launched a space imaging program 
CORONA. Its first mission was flown in 1972. Consequently, the exciting future of RS 
from space became apparent to the civilian community as part of the manned space 
programs of 1960 (Mercury, Germany, Apollo). In 1973, 'Skylab', the first American 
space workshop was launched and its astronauts took over 2500 images of earth with the 
Earth Resource Experimental Package (EREP) on board. EREP comprised of "Six-
camera multispectral array', a long focal length 'earth terrain camera', a 13-channel 
multispectral scanner, a pointable multispectral scaimer spectroradiometer, and two 
microwave systems. In 1975 another effort for space station was carried out jointly by 
U.S. and USSR as Apollo-Soyuz Test Project (ASTP). As its primary goal was not just 
space imaging, various earth resource images taken by this project were disappointing. 
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1.7.1 IRS - Series 
The first Indian, low orbit, earth resource observation satellite was Bhaskara-1 [June 
7, 1979, weight 444 kg, orbit 619-562 km, inclination 50.7°, launched by soviet 
Intercosmos rocket, sensor system - one television camera, operating in VIS (0.60 |im) 
and NIR(0.80 jim)]. Aims were to collect data related to hydrology, forestry and geology, 
ocean state, water vapour, liquid water content in atmosphere. Bhaskara-II [November 
20, 1981, similar characteristics as Bhaskara-I, a satellite microwave radiometer 
(SAMIR) operating at 19.24 GHz, 22.235 GHz and 31.4 GHz.] IRS-IA was the first 
operational, indigenously built, sun synchronous, polar orbiting satellite [March 17, 1988, 
orbit 904 km, inclination 99.049°, period 103.19266 min, repetivity 22 days, equatorial 
cross time 10:25 am, weight 975 kg, launched by soviet launcher Vostak, sensors 
onboard - LISS-I (9.40° FOV, 80 ^rad IFOV, 20488 CCDs, ground resolution 72.5 m, 
spectral range 0.45 [im - 0.86 |im, number of bands 4, radiometric resolution 128), LISS-
II (4.7° + 4.7° FOV, 40 ^rad IFOV, 2048 CCDs, ground resolufion 128 bits)]. IRS-IB 
[August 29, 1991, similar characteristics as that of lA]. IRS-IC is one of the best satellites 
having a 5.8 m spatial resolution in panchromatic and 23.5 m in multispectral mode 
[December 28, 1995, orbit 817 km, inclination 99.049°, period 101.35 min, receptivity 24 
days, equatorial cross time 10:30 am, sensors onboard-PAN (range 0.50 jim - 0.75 fim, 
resolufion 5.80 m, Swath at nadir 70 km), LISS-III (spectral bands 0.59 |im - 0.62 i^ m 
(green), 0.362 |im -0.68 ^m (red), 0.77 \xm - 0.86 ^m (NIR), 1.55 |xm - 1.70 i^m (MIR), 
spatial resolution 23.5 m, CCDs 6000, Swath 141 km, radiometric resolution 7 bits), 
WiFS (spectral bands 0.62 |am - 0.68 jam (red), 0.77 ixm - 0.86 ^m (NIR), spatial 
resolufion 188 m, CCDs 2048, Swath 810 km, radiometric resolution 7 bits]. IRS-ID 
[September 29, 1997, sensor characteristics same as of IRS-IC, launched by indigenously 
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developed PSLV-D4 rocket, equatorial cross time 10:40 am, orbit 737 km (perigee)/820 
km (Apogee), repetivity 24 days with 3 days revisit]. IRS-PI [failed]. IRS-P2 [October 
15, 1994, launched by PSLV, LISS-II camera, similar parameters as that of IRS-IA/IB 
with small modifications in arrangements of CCDs]. IRS-P3 [March 21, 1996, by PSLV-
D3, orbit 817 km, inclination 99.049°, sun synchronous, WiFS (Slightly modified from 
the WiFS of IRS-IC), MOS (Modulo Optoelectronic Scanner)]. IRS-P4 (Oceansat-I) 
[May-26, 1999, by PSLV, Sensors (one ocean colour monitor (OCM) with 8 spectral 
bands, one multifrequency scanning microwave radiometer (MSMR) operating at 6.60, 
10.65, 18.0 and 21.0 GHz with H and V polarizations at spatial resolutions of 150, 75, 50 
40 m respectively)]. IRS-P6 (resources at) [October 17, 2003, by PSLV-C5, LISS-IV 
(spatial resolution 5.86 m, spectral bands - 0.52 \im - 0.59 jam, 0.62 |j,m - 0.68 |^ m, 0.77 
^m - 0.86 ^m), LISS-III, WiFS]. 
1.7.2 Spot Series 
In early 1978 the French government decided to undertake the development of a 
new earth observing program named, ''system pour I 'observation de la Terra", or SPOT. 
Conceived and designed by the French ''Centre Nationale d'Etudes Spatiales'" (CNES). 
SPOT developed into a large scale international program with ground receiving stations 
and data distribution outlets located in more than 20 countries. SPOT-1, -2, and -3 
[December 31, 1990, January 21, 1990, September 25, 1993 respectively, orbit 832 km 
(near polar, sun synchronous), inclination 98.7°, equatorial cross time 10:30 am (11:00 
am in northern latitudes, and 10:00 am in southern latitudes), repeat time 26 days, sensors 
(two identical High Resolution Visible (HRV), 10m spatial resolution panchromatic (0.51 
(im - 0.73 |am) mode, and 20 m spatial resolution in multispectral (0.50 jam - 0.89 |im)]. 
SPOT-4 [March 23, 1998, Sensors: High Resolution Visible Infrared (HRVIR) with 120 
26 
km swath, incorporating an additional 20 m resolution band in MIR (1.58 jam -1.75 fim), 
and Vegetation with a spatial resolution of 1.0 km and 2250 km swath]. SPOT-5 [1999, 
sensor: HRVIR with two High Resolution Geometric (HRG) with 5 m spatial resolution 
in panchromatic and 10 m resolution in multispectral, and a High Resolution 
Stereoscopic (HRS) for the preparation of Digital Elevation Model (DEM)]. 
1.7.3 NOAA Series 
North Oceanic and Atmospheric Administration (NOAA) consists of a series 
(NOAA-6 to NOAA-15) of very coarse spatial resolution satellites for large area 
monitoring. NOAA-6, -8, -10, -12, and -15 have daytime (7:30 am) north to south 
equatorial cross time, while NOAA-7, -9, -11 and -14 have nighttime (1:30 am to 2:30 
am) north to south equatorial cross time. Sensor onboard is Advanced Very High 
Resolution Radiometer (AVHRR) with a spatial resolution at nadir of 1.10 km becoming 
10.0 km at the extreme of swath. Selected data is recorded at full resolution and is 
referred as Local Area Coverage (LAC). All of the data is sampled down to a nominal 
resolution of a 4 km, referred to as Global Area Coverage (GAC). 
1.7.4 High Resolution Satellites 
Space information-2 or SPrN-2 [February-18, 1998, from Baikonur Cosmodrome 
Kazakhastan, Sensor: Kur-1000 camera with 1.0 m spatial resolution in panchromatic 
mode, orbit 220 km, average resolution 1.56 m]. IKONOS, developed by Space Imaging 
[September 24, 1999, Orbit 682 km, repetivity 11 days, swath 11 km, linear array system 
with four spectral bands (blue, green, red, NIR), 1 m spatial resolution in panchromatic 
and 4 m in multispectral]. Quick Bird, launched by Earth-watch incorporation [2001, 
orbit 600 km, inclination 66° with variable equatorial cross time, sensor: same as that of 
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IKONOS with 1.0m resolution in panchromatic and 4.0 m in multispectral]. OrbView-3, 
launched by ORBIMAGE [2000, orbit 470 km, sun synchronous, equatorial cross time 
10:30 am, similar sensor and resolutions as that of IKONOS]. 
1.7.5 Landsat Series 
We have used 'Landsat" data in our study, so a brief overview about the satellites 
and sensing systems onboard is logical. With the exciting glimpses of earth resources 
being provided by the early meteorological satellites and maimed spacecraft missions, 
NASA, with the cooperation of the US Department of Interior, began a conceptual study 
of the feasibility of a series of Earth Resource Technology Satellites (ERTS). Initiated in 
1967, the program resulted in a plaimed sequence of six satellites that were given before 
launch designations as ERTS-A, -B, -C, -D, -E, and -F. After successful launch into 
prescribed orbits, they were named as ERTS-1, -2, -3, -4, -5, and -6. Just prior to the 
launch of ERTS-B on January 22, 1975, NASA officially renamed the ERTS Program the 
"Landsat" program. Five different types of sensors, ranging from panchromatic to 
multispectral to hyperspectral were incorporated in various combinations on these 
missions. These are Return Beam Vidicon (RBV), Multispectral Scanner (MSS), 
Thematic Mapper (TM), Enhanced Thematic Mapper (ETM) and Enhanced Thematic 
Mapper Plus (ETM+). Spectral sensitivity and spatial resolution of these systems are 
summarized in Table 1.1. Landsat-1, -2, -3 were so similar in their operation, as were 
landsat-4 and -5, it is convenient to discuss these systems as two distinct groups. 
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TABLE 1.1: SENSORS USED ON LANDSAT MISSIONS 
Sensor Sensitivity (jim) Resolution (m) 
RBV 
MSS 
TM 
ETM 
ETM+ 
0.475 - 0.575 
0.580-0.680 
0.690 -0.830 
0.505-0.750 
0.5-0.6 
0.6 - 07 
0.7-0.8 
0.8-1.1 
10.4-12.6 
0.45 - 0.52 
0.52-0.60 
0.63 - 0.69 
0.76 - 0.90 
1.55-1.75 
10.4-12.5 
2.08-2.35 
Above TM bands plus 0.50-0.90 
Above TM bands plus 0.50-0.90 
80 
80 
80 
30 
79/82 
79/82 
79/82 
79/82 
240 
30 
30 
30 
30 
30 
120 
30 
30(120mTIR 
15 
30(I20mTIR 
15 
TABLE 1.2: TM SPECTRAL BANDS AND THEIR PRINCIPAL APPLICATIONS 
Band Wavelength 
(nm) 
Nominal 
Spectral 
Location 
Principal Application 
0.45-0.52 Blue 
0.52-0.60 Green 
3 
4 
5 
6 
7 
0.63 
0.76-
1.55-
10.4-
2.08-
-0.69 
-0.90 
• 1.75 
• 12.5 
•2.35 
Red 
Near IR 
MidlR 
Thermal IR 
MidIR 
Designed for water body penetration, making it useful for coastal water 
mapping. Also useful for soil/vegetation discrimination, forest type 
mapping and cultural feature identification. 
Designed to measure green reflectance peak of vegetation for vegetation 
discrimination and vigor assessment. Also useful for cultural feature 
identification. 
Designed to sense in a chlorophyll absorption region aiding in plant 
species differentiation. Also useful for cultural feature identification 
Useful for determining vegetation types, vigor, and biomass content, foi 
delineating water bodies, and for soil moisture discrimination. 
Indicative of vegetation moisture content and soil moisture. Also useful 
for differentiation of snow from clouds. 
Useflil in vegetation stress analysis, soil moisture discrimination, and 
thermal mapping applications. 
Useful for discrimination of mineral and rock types. Also sensitive to 
vegetation moisture contents. 
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1.7.5.1 Landsat-1, -2, -3 
These butterfly shaped systems were about 3 m tall, 1.5 m in diameter, with solar 
panels extending to about 4 m. The satellites weighed about 815 kg and were launched 
into circular orbit at a nominal altitude of 900 km (variations 880 km/ 940 km) that 
passed within 9° of the North and South poles. The successive orbits are about 2760 km 
apart with a swath of 185 km. Because of this there are large gaps in image coverage 
between successive orbits on a given day. However, with each new day the orbit 
progressed slightly westwards, just overshooting the orbit pattern of the previous day 
which yields a sidelap, being maximum at 81° N and S latitudes (~ 85%) and minimum 
(~ 14%) at the equator. At the 103 min period, the 2760 km equatorial spacing between 
successive orbits caused the satellites to keep precise pace with the sun's westward 
progress as the earth rotated. As a result, the satellites always crossed the equator at the 
some local sun tie (9: 42 am) i.e. sun-synchronism. 
Although sun-synchronous orbits ensure repeatable illumination conditions, these 
conditions vary with location and sensor [16]. Landsat-1 and -2 were launched with two 
identical RS systems onboard: (1) A three charmel RBV and (2) A four channel MSS. 
RBV consists of three TV like camera aimed to view the same 185x185 km ground area 
simultaneously. The nominal ground resolution of each RBV camera was about 80 m and 
spectral sensitivity of was essentially akin to that of a single layer of colour IR film: 
0.475 i^ m - 0.575 ^m (green), 0.580 [im - 0.680 [im (red), and 0.690 ^m - 0.830 ^m 
(NIR). These bands were designated as band 1, 2 and 3. Because RBVs image an entire 
scene instantaneously, their images have greater inherent cartographic fidelity than those 
acquired by MSS. Also, the RBVs contained a reseau grid in their image plane to 
facilitate geometric correction. The RBV on Landsat-2 was operated primarily for 
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engineering evaluation purposes and only occasional RBV imagery was obtained, 
primarily for cartographic uses in remote areas. 
The MSS onboard Landsat-1, -2, -3 covered a swath of 185 km in four bands: two in 
VIS at 0.5 nm - 0.60 i^m (green), and 0.60 i^ m - 0.70 i^m (red) and two in NIR at 0.70 
i^m - 0.80 iim, and 0.80 |im - 1.10 ^m. These bands were designated as band 4, 5, 6, and 
7. The MSS onboard Landsat-3 also incorporated an 8**^  thermal band (10.40 jam -12.60 
^m) but his channel was failed. The IFOV of MSS is square of side 79 m. The total FOV 
is 11.56°. Because this angle is so small, an oscillating, instead of spinning scan mirror is 
employed the mirror oscillates once every 33 msec. Six contiguous lines are scanned 
simultaneously with each oscillation. This permits the ground coverage rate to be 
achieved at one-sixth the single-line scan rate, resulting in improved system response 
characteristics. An analog to digital converter samples the output of detectors about 10' 
times/sec. resulting in a ground-sampled distance of 56 m between readings. Because of 
this, the image forms a matrix of 56x79 m. However, the brightness value for each pixel 
is actually derived from the full 79x79 m ground resolution cell [17]. The MSS scans 
each line from W to E with the southward motion of the spacecraft providing the along-
track progression of the scan lines. Each MSS scene is "framed" from the continuous 
MSS data swath so that it covers approximately a 185x 185 km area with a 10% endlap. A 
nominal scene consists of some 2340 scan lines, with 3240 pixels/line, or about 7581600 
pixels/channel. With four spectral observations/pixel, each image data set contain over 30 
million observations. 
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1.7.5.2 Landsat-4 and -5 
Landsat-4 and -5, like their predecessors, were launched into repetitive, circular, 
sun- synchronous, near-polar orbiLs. However, these orbits were lowered from 900 to 705 
km. Low orbits were chosen for satellites to be potentially retrievable by the space 
shuttles and to improve the ground resolution. Orbital period is 99 min, with just over 
14.5 orbits/day. Successive ground tracks are separated by 2752 km at the equator. 
Sensors onboard are MSS and TM. The TM is a highly advanced sensor incorporating a 
number of spectral, radiometric, and geometric design improvements relative to MSS. 
Spectral improvement includes the acquisition of data in seven bands instead of four, 
with new bands in VIS (blue), MIR, and thermal portion. Radiometrically, TM performs 
its onboard A to D conversion over a quantization range of 256 DN (8 bits). This finer 
radiometric precision permits observation of smaller changes in radiometric magnitudes 
in a given band and provides greater sensitivity to changes in relationships between 
bands. Geometrically, TM data are collected at 30 m ground resolution (for thermal it is 
120 m). At the same time, several design changes have been incorporated within TM to 
improve the accuracy of geodetic positioning of data. Table 1.2 summarizes various TM 
Spectral bands with their principal applications. The TM acquires data during both the 
forward (W-E) and reverse (E-W) sweeps. This bi-directional scanning procedure is 
employed to reduce the rate of oscillation of scan mirror. TM scans through a total FOV 
of 15.4° (± 7.7° from nadir). It completes approximately seven combined forward and 
reverse scan cycles/sec. This relatively slow rate limits the acceleration of the scan 
mirror, improving the signal-to-noise performance of the system. TM uses 16 detectors 
for all nonthermal bands and four detectors for thermal bands (a total of 100). That is, 16 
lines of each nonthermal band and four lines of thermal data are acquired for each sweep 
of scan mirror. The TM also employs an internal radiometric calibration source 
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consisting of three tungsten lamps, a blackbody for thermal band, and a pivot-mounted 
shutter. The shutter passes through the FOV of the detectors each time the scan mirror 
changes direction. The shutter permits light from the lamps to pass into the FOV of the 
nonthermal bands directly, and a mirror on the shutter directs energy from the thermal 
calibration source into the FOV of the thermal detectors. 
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Fig. 1.10: Schematic and functional diagrams of Landsat-TM 
These calibration sources are used to monitor the radiometric responses of the various 
detectors over the sensor's service life. 
1.7.5.3 Landsat-6 
October 5, 1993, Landast-6 was a failure. Sensor onboard the ill-fated mission was 
ETM. 
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1.7.5.4 Landsat-7 
The Landsat Remote Sensing Policy Act 1992 once again transferred the 
management responsibility for the Leindsat program with the design and operation of 
Landsat-7. Originally a joint NASA-U.S. Air Force program was envisioned. This 
concept was superseded by a 1994 presidential directive and subsequent deliberations 
that established a joint program between NASA and USGS. Landsat-7 was launched on 
April 15, 1999 with ETM+ as a sensor onboard. Similar orbits and repeat patterns are 
used, as is the 185 km swath for imaging. 15 m spatial resolution for panchromatic and a 
30 m resolution for multispectral (six bands in VIS, NIR and MIR). The ETM+ data can 
be transmitted to ground either directly or by a playback of data stored on an onboard 
solid state recorded. 
L8 BRIEF SUMMERY OF MAJOR EVENTS IN THE FIELD OF RS IN 
CHRONOLOGICAL ORDER 
[1759] First statement by Lambert of principles underlying photogramettry. 
[1800] Discovery of IR spectral region by Sir William Herschel. [1839] First ever 
photograph by Daguerre and Nepce, in France. [1840] French used photos in making 
topographic maps. [1850] Photographs, important in documenting exploration of the U.S. 
West. [1855] Maxwell proposed proof of trichromatic color vision by photographic 
experiments. [1858] Pictures of Paris from cameras mounted in free and captive balloons. 
[1860] Claim of photos for military observations from balloons during American Civil 
War, none survive. [1862] Du Hauron analyzed multispectral imagery with single-lens 
beam splitter technique. [1870] Simple additive color projection and viewing developed. 
[1879] Use of bolometer by Langley to make temperature measurements of electrical 
objects. [1880] Camera airborne on kites in England, France, and Russia. [1889] Hertz 
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demonstrated reflection of radio waves from solid objects. [1891] First proposal 
(Rahrmann) for using a rocket as a photoplatform [18]. [1895] Photos used by senville in 
topgraphical surveys in Canada. [1900] Ives invented three-lens multispectral camera. 
[1903] Camera attached to carrier pigeons. [1908] Maul (Germany) developed 
gyrostabilized cameras mounted on rockets. [1909] Wilbur Wright took photos (movies) 
from an airplane. [1909] Berthon's lenticular color film process for additive systems. 
[1910] Orel-Zeiss Stereoautograph: precusor to serial stereo-photos. [1915] Aerial photos 
used by British RAF for reconnaissance, changing tactics of work in WW-I. [1916] 
Aircraft tracked in flight by Hoffman using thermopiles to detect heat effects. [1917] 
United States signal corps used aerial photos in Mexican border war. [1920] Aerial 
photos used by petroleum geologists for explorations [19]. [1923] Zeiss stereograph. 
[1924] Multi-layered color film developed. [1930] Both British and Germans work on 
systems to locate airplanes from their thermal patterns at night. [1931] Testing of aerial 
IR sensitive film from stratospheric balloon. [1935] Kadochrome appeared in market 
[20]. [1937] Colour film used in aerial surveys. [1938] Bausch and Lomb muUiplex 
photogrammetric plotter. [1940] Kelsh plotters came into use. [1940] De\'elopment of 
incoherent radar system by British and United States to detect and track ships during 
WW-II. [1941] Eardley's Aerial Photos: their use and interpretation published. [1944] 
First edition of AS's manual of photogrammetry. [1944] Military studies of water-depth 
penetration by two-band aerial photography. [1945] Tremendous strides in aerial 
photography and photogrammetry resulting from WW-II military needs. [1946] Space 
pictures obtained from V-2 rockets launched at White Sands Proving Ground (New 
Mexico). [1947] Publication of Krenor's spectral reflectance properties of natural 
materials. [1950] Extensive studies of IR systems at the university of Michigan and 
elsewhere. [1950] Research development of SLAR and SAR systems by Motorola, 
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Philco, Goodyear, Ratheon and others. [1950] Term 'Remote Sensing' first used by 
Evelyn Pruitt. [1950] Orthophoto mapping became popular. [1951] First concept of 
moving coherent radar system. [1953] Flight of an X-band coherent RADAR. [1953] 
Colwell (U.S.) demonstrated detection of diseases and stress in vegetation. [1954] 
Formulation of synthetic aperture concept (SAR) in RADAR. [1956] Kozyrev originated 
Frauenhofer Line Discrimination concept. [1956] Soviets published on spectro-zonal 
photography for mapping soils. [1957] Launch of Sputnik-I by USSR. [1960] 
Development of various detectors which allowed building of imaging and non-imaging 
radiometers, scanners, spectrometers and polarimeters. [1960] Color films entered into 
common use in aerial photography. [1960] Colwell's manual of photointerpretation and 
Ray's 'Aerial Photographs in Geological interpretation and Mapping' published. [1960] 
Considerable activity in multispectral photography applications. [1960] Wheeler's color-
vision additive multispectral system [21]. [1960] Images from U.S. meteorological 
TIROS-1. [1961] Orbital photographs from unmanned Mercury spacecraft MA-4. [1962] 
United States and Russian nine-lens multispectral cameras. [1963] USAF built additive 
color viewer printer. [1964] NASA inaugurated programs in testing usefiilness of 
multiband photography for Earth resources. [1964] Nimbus research meteorological 
satellite program beings; TV and other sensor. [1965] Multispectral additive color system 
developed by Yost and Wenderoth. [1965] First manned Gemini flight (GT-3), with some 
color photos. [1965] Gemini GT-4 space photography experiments. [1965] 
Recommendation of ERTS (Landsat) program by U.S. department of interior to NASA. 
[1966] Launch of ATS series of geo-synchronous satellites, with imaging sensors. [1967] 
First practical use of UV photographs. [1967] Two-volume 'Earth Resources Surveys 
from Space' prepared by U.S. Army corps of engineers [22]. [1968] Development of UV 
nitrogen gas laser system to simulate luminescence. [1968] ASP's Manual of colour 
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Aerial photography [23]. [1968] SO-65 multisprectral photography experiments on 
Apollo-9. [1972] Launch of Skylab. [1975] Publication of ASP's Manual of Remote 
Sensing. [1975] Apollo-Soyuz flight. [1978] Seasat-I launched in June (failed after 99 
days). [1978] Heat capacity Mapping Mission, first AEM [24]. [1979] Nimbus-7 
launched. 
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CHAPTER 2 
Jjiqiial SJmaae J~^ocessina 
2.1 INTRODUCTION 
The real history of what we call digital goes back to the famous poem, 'Paul 
Revere's ride' instructing the army men with two lanterns as on-on, on-of, of-of, 
conveying the message for situation. This can be considered as being the first digital 
signal (II, 10, 00). When America was a rebellious colony of England, Paul Revere was 
assigned the job of notifying the minute men in the country side if the British left Boston 
to attack and by what means they were coming. We may recall long fellow's poem, Paul 
Reveres Ride. Here are a few stanzas: 
Listen, my children, and you shall hear 
Of the midnight ride of Paul Revere, 
On the eighteenth of April, in seventy five. 
Hardly a man is now alrve 
Who remembers that famous day and year 
He said to his friend, "If the British march 
By land or sea from the town tonight. 
Hang a lantern aloft in the belfry arch 
Of the North Church as a signal light, 
One, if by land, and two, if by sea, 
And I on the opposite shore will be, 
Read\ to ride and spread the alarm 
Through ever) Middlesex village and farm. 
For the countryfolk to be up and arm 
One can notice here that, 'One', if by land, and 'Two', if by sea, is a digital signal 
message (Peter Norton, 2002). Revere's friend Robert Newman, the Sexton of Old North 
Church, spied on the British, then lit a lantern and hung it in the belfry arch of the church 
Revere, waiting on the other side of the harbor so that he had a head start on the British 
troops, saw the signal and began his famous ride. (Unfortunately, he was immediately 
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arrested and the news was delivered instead by one William Dawes; so much for 
legends.) 
The history of the digital image processing is as old as the origin of sophisticated 
digital computing machines. With the advent of the third generation computer around 
1960s, the area of digital image processing and analysis has emerged as a subject of 
interdisciplinary study and research in the fields of physics, biomedicines, engineering, 
meteorology, remote sensing, chemistry, space science, forensic, statistics, agriculture 
and of course computer science. The 2-D and 3-D image and signal processing and 
analysis today form a major area of research and development in the broad fields of 
pattern recognition, computer vision, machine learning and also of artificial intelligence 
and neural networking. On of the motivation behind this spurt of activity in this field is 
the need felt by people to communicate with computers in a natural mode of 
communication in respect of diverse applications. 
One of the first application with digital images was in the newspaper industry, when 
pictures were first sent by the submarine cable between London and New York. 
Introduction of Bartlane cable picture transmission system in the early 1920s reduced the 
time required to transfer a picture across Atlantic from more than a week to less than 
three hours. Specialized printing equipments coded pictures for cable transmission and 
then reconstructed them at the receiving end. This mode of telegraphic picture 
transmission was well in custom in the 1921.The early Bartlane systems were capable of 
coding images in five distinct gray levels. The capability was increased to 15 levels in 
1929. 
The history of digital image processing is intimately tied to the development of 
digital computer. In fact the digital images require so much storage and computational 
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power that the progress of the digital image processing has been dependent on computing 
devices and of supporting technologies that include data storage, display and 
transmission. The idea of a computer goes back to the invention of the abacus in Asia 
Minor, more than 5000 years ago. More recently, there were developments in the past 
two centuries that are the foundation of what we call a computer today. However, the 
basis of what we call a modem digital computer dates back to only the 1940s with the 
introduction by John Von Neumann of two key concepts: (1) A memory to hold the 
program and data (2) Conditional branching. These two ideas are the basic foundation of 
central processing unit. Starting with Van Neumann, there were a series of key advances 
that led to computers powerful enough to be used for digital image processing. Briefly 
these advances may be summarized as: (1) The invention of transistor by Bell 
Laboratories in 1948; (2) The development of the high-level programming languages like 
COBOL (Common Business-Oriented Language) and FORTRAN (formula translation) 
in 1950s and 1960s respectively; (3) The development of Integrated Circuit (IC) in 1958 
at Texas Instruments; (4) The development of operating system in the early 1960s; (5) 
The development of microprocessor by Intel in the early 1970s; (6) Introduction of first 
personal computer by IBM in 1981; (7) Increasing miniaturization, high component 
density, ultra high processing speed (32-bit Pentium by Intel and 64-bit Athlon by 
Advance Micro Devices) and surprisingly decreasing cost. 
The first computer powerful enough to carry out meaningful image processing tasks 
appeared in the early 1960s. The birth of what we call digital image processing today can 
be traced to the availability of those machines and the onset of the space program during 
that period. It took the combination of those two developments to bring into focus the 
potential of digital image processing concepts. Work on using computer techniques for 
improving images from a space probe began at the Jet Propulsion Laboratory (Pasadena, 
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California) in 1964 when a picture of the moon transmitted by Ranger-7 was processed 
by computer to correct various types of distortions inherent in the onboard television 
camera. The imaging lessons learned with Ranger-7 served as the bases for improved 
methods used to restore and enhance images from surveyor missions to the moon, the 
mariner series of flyby missions to Mars, the Apollo manned flights to the moon, and 
others. 
The image processing laboratory (IPL) at NASAs JPL began in 1966 to retrieve and 
process video images from spacecrafts. Specialized software called VICAR (video image 
communication and retrieval) was developed to process the images on IBM-360 
computer. VICAR was written by Howard Frieden, Bob Nathan, Stan Bressler, John 
Campbell, Tom King and Ed Efron. In the mid of 1970s, time-sharing was introduced in 
IPL when IBM TSO was released. In the late 1970s, PDP-11 peripheral processors were 
added to manage image displays. The VICAR algorithm continued to be developed and 
improved. This phase of IPL supported the Ranger, Surveyor, Mariner (2, 4, 6, 7, 9, 10), 
Viking (1, 2), Voyager (Jupiter, Saturn). In 1979, IPL merged with MTIS and continued 
to support real-time and systematic production for Voyager. 
In parallel with the space applications, digital image processing techniques began in 
the late 1960s and early 1970s to be used in medical imaging, remote earth resource 
observations and astronomy. The invention in the early 1970s of computerized axial 
tomography (CAT, CT) is one of the most important events in the application of image 
processing in the medical diagnosis. CT is a process in which a ring of detectors encircles 
the object (or patient) and an X-ray source concentric with the detector ring rotates about 
the object. A slice of the object is scanned. Combination of a number of such slices gives 
3-D impression. 
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The motivations in the field of DIP became much more important in the early 1980s, 
when fifth generation computer systems/knowledge based computing systems 
(FGCS/KBCS) were launched in different countries like Japan, USA, Europe and also in 
India, with the objective of designing and making automation that can carry out certain 
tasks as we human being perform. As a result a new generation of applications are in the 
market or, are being planned not only in respect of robotics but also in respect of areas 
like office automation, biomedical engineering, industrial automation, meteorological 
predictions, high energy physics, environment and urban planning, oil and natural gas 
exploration, fingerprint processing, forensic investigations, restoration of images 
suffering from photometric and geometric distortions, multimedia and computerized 
video editing and video conferencing apart from several very sophisticated militar}' 
applications. The result of these efforts established image processing and computer vision 
as one of the fasted growing technology worldwide. 
2.2 IMAGE ENHANCEMENT IN SPATIAL DOMAIN 
"Every image needs enhancement" 
This statement reflects the importance and relevance of digital image enhancement. 
All kinds of raster formats whether true images or spectrographs, electrographs, 
sonograph, radiograph, always are in subject to enhance. The field of digital image 
enhancement extends from remotely sensed satellite images, telescopic space probes, 
medical, pathological, food quality control, forensic and microprocessor circuit design 
and inherent component defects and malftinctioning detection, apart from conventional 
photo-processing. Further the term 'Every' implies whether the image, unprocessed or 
processed, it requires some further enhancing treatments, as per the desire of a particular 
42 
image analyst. A given and processed image is said enhanced only with respect to a 
specific information extraction and a particular user. Thus no image is ideal or perfect. 
Defects and distortions are always persisting in every format of raster kind due to 
inherent functional limitations of the imaging and pre-imaging tools. What actually done 
in digital image enhancement is to improve and upgrade the visual appearance of an 
image to extract maximum and optimum informations. 
Vision is the most the advanced in our senses, so it is not surprising that images play 
the single most important role in human perception. However, unlike human who are 
limited to the visible band of EM spectrum, imaging mechanisms span almost the entire 
EM spectrum, ranging from gamma to radio waves. They can operate on images 
generated by sources that human are not accustomed to associating with images. These 
include ultra-sound, electron microscopy and computer-generated images. Thus digital 
image processing encompasses a wide and varied fields of applications. 
There is no general agreement among analysts regarding where image processing 
stops and other related areas, such as image analysis and computer vision start. 
Sometimes a distinction is made by defining image processing as a discipline in which 
both the input and output of a process are images. We believe this to be a limiting and 
somewhat artificial boundary. For example, under this definition, even the trivial task of 
computing the average intensity of an image would not be considered as an image 
processing operation. On the other hand, there are fields such as computer vision whose 
ultimate goal is to use computers to emulate human vision, including learning and being 
able to make interfaces and take actions based on visual inputs. 
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The principal objective of enhancement is to process an image so that the resuU is 
more suitable than the original image for a specific application [25]. The word specific is 
important, because it establishes at the outset that image enhancing techniques are very 
much problem oriented. A method that is quite usefiil for enhancing X-ray images can 
result garbage to pictures of Mars transmitted by a space probe. Regardless the method 
used, however, image enhancement is one of the most interesting and visually appealing 
area of DIP. There is no general theory of image enhancement. When an image is 
processed for visual interpretation, the viewer is the ultimate judge of how well a 
particular method works [26]. Visual evaluation of image quality is a highly subjective 
process, thus making the definition of a 'good image' an elusive standard by which to 
compare algorithm performance. When the problem is one of processing images for 
machine perception, the evaluation task is somewhat easier, i.e. the best image processing 
method would be the one yielding the best machine recognition [27]. 
Spatial domain (SD) refers to the aggregate of pixels composing an image. SD 
methods are procedures that operate directly on pixels and can be denoted as 
(^jc, y) ~ T \J{x, y)], fix, y) the input image, g{x, y) the processed image and T is an 
operator on ' / ' defined over some neighborhood of (x, y). The principal approach in 
defining a neighborhood about a point {x, y) is to use a square or rectangular subimage 
area centered at (jc, y). The centre of the subimage is moved from pixel to pixel and the 
operator T is applied at each location. The process utilizes only the pixels in the area 
sparmed by the neighborhood. The simplest form of Tis when the neighborhood is of size 
\x\ (that is, a single pixel). In this case g depends only on the value of /a t {x, y) and T 
becomes a gray-level transformation function as 5 = T {r), r the input gray-level, and 5 the 
output gray-level. Larger neighborhoods allow considerably more flexibility. One of the 
principal approach in this formulation is based on the use of so-called masks. A mask is a 
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small (say, 3x3 pixels) 2-D array in which the values of the mask coefficients determine 
the nature of the process, such as image sharpening. Enhancement operations based on 
this approach often are referred to as mask processing or filtering. 
2.3 BASIC GRAY LEVEL TRANSFORMATIONS 
Image gray-level transformations are among the simplest of all image enhancement 
techniques and are given by a generalized formula as s = T (r). Since we are dealing with 
digital quantities, values of the transformation function typically are stored in a 1 -D array 
and the mappings from /- to s are implemented via table lookups [28]. Three basic types 
of functions often used for image enhancement: linear (negative and identity), 
logarithmic {log and inverse log), power-law («''' power, n^^ root), and logic operators 
(AND, OR, NOT). 
The negative of an image in the gray-level range [0 - L - 1] is obtained by a 
transformation: s = L - \ - r. Reversing the intensity levels of an image in this manner 
produces the equivalent of a photographic negative. This type of processing is 
particularly suited for enhancing white or gray details embedded in dark region, 
especially when the dark regions are predominant (recall that "it makes all the differences 
whether one sees darkness through light or brightness through a shadow", David 
Lindsay). 
The general form of the log transform is given by 5 = clog (1 + /-), c being a constant 
and r > 0. This transform maps a narrow range of low gray-levels in the input image into 
a wider range of output gray levels. Converse is true for higher values of input levels. 
The basic form of power-law transform is 5= cr'' which is generalized as 
s = c(r + ef, £ being an offset factor (i.e., a measurable output without an input). For 
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fractional values of;', the effect is just like a log transform. Curves generated with values 
of ;'>] have exactly the opposite effect as those generated for ;K< 1. When c = y = \,Xhe. 
transform is identity (no change in gray levels). 
Logic operations involving images are performed on a pixel-by-pixel basis between 
two or more images, with exception of NOT operation which is performed on a single 
image. The logic operators AND, OR, and NOT are known as being functionally 
complete because any type of complex logic operation may be realized in terms of these 
three operators. In the realm of logic operators, the pixels are processed as strings to 
binary numbers, i.e. for an 8-bit pixel (a string of 8 binary digits), say 10011010, a not 
operator yields 01100101 (just like a negative transform). The logic operators are 
basically used for masking; that is, for selecting a subimage from a given image, which is 
useful in area-of-interest processing. 
In the category of arithmetic operations, substraction and addition are of particular 
interest in enhancement. Substanction or difference between two images / (x, y) and 
h {x, y) is given by an output image as g {x, y) =f(x,y)-h (x, y). The key usefulness of 
substraction is the enhancement of difference between two images (mainly of the same 
region, location or area). One of the most commercially successful and beneficial uses of 
image substration is in the area of medical imaging called mask mode radiography in 
which the propagation of contrast medium is analyzed by a sequence of substracted 
images. Image addition and subsequent averaging is a major tool for additive noise 
removal. A noisy image can be modeled as g (x, y) =f{x, y) + TJ (X, y), where the additive 
noise 7 (x, y) is uncorrelated and has zero average value. If such types of K images are 
averaged then a- = 0,^ (x. y) I 4K , where a- is the variance (or standard deviation) 
of output. It is clear that as K (the number of images) is increased, the variability (or 
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noise) is decreased [29]. An important application of image averaging is in the field of 
astronomy where imaging with very low light level is routine, causing sensor noise 
frequently to render single images virtually useless for analysis. 
Piecewise linear transformations are basically employed for contrast stretching and 
gray-level slicing. The principal advantage of piecewise linear functions is that the form 
of piecewise functions can be arbitrarily complex. In fact, a practical implementation of 
some important transformations can be formulated only as piecewise functions. Constrast 
stretching is the simplest piecewise liner function. The idea behind contrast stretching is 
to increase the dynamic range of the gray-levels in an image. A typical transformation 
used for contrast stretching is shown in the Fig. (2.1). The locations of points (r/, si) and 
(r:, S2) control the shape of the transformation. If r/ = sj and r^ = S2, the transformation is 
linear function that produces no change in gray-level. If r/ = r ,^ 5/ = 0 and S2 - L-\, the 
transformation becomes a thresholding function. Highlighting a specific range of gray-
levels in an image is done by gray-level slicing. It is of particular importance in 
enhancing features such as masses of water in satellite imagery and enhancing flaws in 
X-ray images. The procedure is depicted in Fig. (2.2). 
L- 1 
5 in 
c 1/4 
f./4 Lfl 3L/4 L - 1 
Input gray level, r 
Fig. 2.1 A typical transformation 
fiinction for contrast stretching 
i -1 
Fig. 2.2 Transformation function for gray-level 
slicing, 
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2.4 HISTOGRAM PROCESSING 
The histogram of a digital image with gray-level range [0,1-l] is a discrete function 
h (rk) = «A, where r^ is the ^"' gray-level and tik is the number of pixels in the image 
having gray-levels r^ . It is common practice to normalize the histogram by dividing each 
of its value by total number of pixels in one image i.e. a normalized histogram is given by 
P (ri() = nijn, where P {rk) gives approximate estimate of probability of occurrence of 
gray-level r^  [30]. Histograms are the basis of numerous SD processing techniques. In 
addition to providing useful image statistics, the information inherent in the histogram 
also is quite usefiil in image compression and segmentation. Histograms are simple to 
calculate in software and also lend themselves to economic hardware implementations, 
thus making them a popular tool for real-time image processing. There are two main 
histogram treatment techniques: Histogram Equalization (HE) and Histogram 
Specification (HS). 
In many situations it is desirable to modify the contrast of an image so that is 
histogram matches a preconceived shape, other than a simple closed form mathematical 
modification of the original version. A particular and important modified shape is the 
uniform histogram in which, in principle, each bar has the same height. Such histogram 
has associated with it an image that utilizes the available brightness levels equally and 
thus should give a display in which there is good representation of details at all brightness 
values. In practice a perfectly uniform histogram can not be realized for image. Thus the 
method of producing a uniform /quasi-uniform histogram is known as HE. The process of 
HE is formulated as y =f{x) = [{L-\ )IN] \ hi (x) dx, where /?, (x) is the histogram function 
of the original image, L is the brightness values, and A^^  the total number of pixels. Thus, 
the HE therefore is the integral of the original histogram function times a scaling factor. 
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The integral is just the continuous cumulative histogram. In case of the imagery with 
quantized brightness values this can be replaced by a discrete version as 
L-i 
y = [(L-l)/A] y^h^x), which will produce the discrete equivalent of a uniform 
probability density function i.e. a uniform histogram. This equation has a general 
tendency of spreading the histogram of image so that the levels of the histogram-
equalized image will span the full dynamic range of gray-scale. 
Frequently it is desirable to match the histogram of one image to that of another 
image to make the apparent distribution of brightness values in the two images as close as 
possible. This would be a necessary, step, for example, when a pair of contiguous images 
are to be joined to form a mosaic. Matching their histograms will minimize the brightness 
value variations across the join [31]. In another case, it might be desirable to match the 
histogram of an image to a pre-specified shape, other than the uniform distribution. For 
example, it is often found of value in photointerpretation to have an image whose 
histogram is a Gaussian function. The overall treatment is what we call histogram 
specification (HS) or matching. Suppose it is desired to match the histogram of a given 
image, /z,(x), to the histogram ho(y) (which could be a pre-specified mathematical 
expression or the histogram a second image). The first step is to equalize h,(x) by HE 
process to obtain an intermediate histogram h*{z) which is then modified to the desired 
shape ho(}') by following mapping procedure using z = / (x) as translation function: 
y = g-'iz),z=Ax)ory = g-' {fix)}. 
2.5 SPATIAL DOMAIN FILTERING 
Some neighborhood operations work with the values of image pixels in the 
neighborhood and the corresponding values of a subimage that has the same dimension as 
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the neighborhood. The subimage is called a filter, mask, kernel, template, or window. 
The values in a filter subimage are referred to as coefficients, rather than pixels. The 
concept of filtering has its roots in the use of the Fourier transform for signal processing 
in the so-called FD [32]. The process of filtering consists simply of moving a filter mask 
from point to point in an image. At each point (x, y), the response of the filter is 
calculated using a predefined relationship. For a linear spatial filter, the response is given 
by a sum of products. For a 3x3 mask, the response Rofa linear operation with centre of 
the mask at (x, y) is R = X ^ / / / > where M', are filter weights. The general form of linear 
filtering of an image of size MN with a mask of size mn is 
a b 
g{x,y)= Y, X ^(-^'O/C^ + s,y +1), where a = {m-iyi, b = (rt-l)/2. The SD filters are 
s=-a l=-h 
broadly categorized as smoothing spatial filters and sharpening spatial filters, so are the 
FD filters. 
The response of a smoothing, linear spatial filter is simply the average of pixels 
contained in the neighborhood of the filter mask. These filters are sometimes called 
averaging filters (or low pass filters in FD). A smoothing filter operates by replacing the 
value of every pixel in an image by the average of the gray levels in the neighborhood 
defined, by the filter mask. This process results in an image with reduced sharp transition 
in gray levels. The general implementation for filtering an MN image with a weighted 
averaging filter of size mn is expressed as: 
a b a b 
g(x.y)=[Y, Z Hs,Of(x + s,y + t),]/ ^ Y w(s,l), with a= (w-l)/2 and 
.v = - o t = -b s=-a t = -b 
b = {n-\)/2, X = 0, 1,2... M-l,y =0, 1, 2... A -^1. Smoothing filters are used for blurring 
and for noise reduction. Blurring is useful in processing steps, such as removal of small 
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details from an image prior to object (large) extraction and bridging of small gaps in lines 
or curves. 
The principal objective of sharpening spatial filters is to highlight fine details in an 
image or to enhance details that have been blurred, either in error or as a natural effect of 
image acquisition [33]. The concept of sharpening filters is based on first and second 
order derivatives. The derivatives of a digital function are characterized in terms of 
differences. There are various ways to define these differences. However, we require that 
any definition we use for a first derivative: must be zero in a flat segment (areas of 
constant gray-levels), must be non-zero at the onset of a gray-level step or ramp, and 
must be non-zero along a ramp. Similarly, any definition of a second derivative: must be 
zero in flat areas, must be non-zero at the onset and end of a gray-level step or ramp, and 
must be zero along ramps of constant slope. For 1-D digital function / (x), the discrete 
form of first derivative is given as df Id x = / ( x + 1) - / ( x ) . Similarly, the second 
derivative of the same fimction in 1-D is given as d^jld:?' = fix +1) + / ( x - 1) - 2/(x). 
These two expressions completely satisfy the aforementioned conditions. For a 2-D 
(image) function/(x, y), first and second derivatives are implemented as Gradients and 
Laplacian operators respectively [34]. 
Laplacian is the simplest isotropic derivative operator (Rosenfeld and Kak, 1982), 
whose operation on a 2-D discrete function/(x, j') is given as: 
^' fi^^y) = d'f{x,y)/dx~ +d^f(x,y)/dy^. But for a 2-D discrete function we have: 
d'fix,y)/dx' ^f(x + l,y) + f(x-\,y)-2f(x,y), and 
d-fix,y)/dy' = f(x,y + l) + f(x,y-\)-2f{x,y). So we get that 
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^^f{x,y)^f{x^\,y) + f{x-\,y) + f{x,y + \) + f{x,y-\)-Af{x,y). This is the 
discrete version of Laplacian which can be implemented via a 3x3 kernal with 
coefficients of various terms in Laplacian exprerssion as weights. Addition or 
substraction of Laplacian from the original image yields a sharpened result as 
g{x,y) = {f{x,y)-V^f{x,y)\,if the central weight of Laplacian is negative, and 
[fix,y) + V f{x,y) ], if the same is positve. 
First derivatives in DIP are implemented using the magnitude of the gradient. For a 
function f{x, y), the gradient of/at coordinates (x, y^ is defined as a 2-D column vector 
by the expression V / = [G^,G^)]' =[dfIdx,dfIdyf, T being the transpose. The 
—* 9 9 1/7 
magnitude of this vector is given by V/ = mag(y f) or [{df I dx) + {df I dy) ] . It can 
be seen that components of gradient vector are linear, but the magnitude is non-linear. On 
the other hand, the partial derivatives are not isotropic, but the magnitude of gradient 
vector is. The computational burden of implementation of gradient operator in this 
present form is not trivial, and it is common practice to approximate the magnitude of the 
gradient by using the absolute values instead of squares and square roots i.e. 
V/K\Gx\ + \Gy\. The gradient operator highlights the discontinuities in a particular 
direction, specified by the arrangement and signs of mask weight. 
In the category of non-linear, filters, order-statistics filters enjoy a central position in 
SD filtering. The response of these filters is based on ordering (ranking) the pixels in the 
image area encompassed by the filter mask, and then replacing the central pixel with the 
value determined by ranking result. Median filter; if the ranking resuh is median. Max 
filter; if highest value in the ranking order is taken, and min filter; if the lowest value in 
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tlie ranking order is considered, are some most widely used order statistics filters. Median 
filter is the most potent tool for the removal of impulse noise or salt-and-pepper noise. 
2.6 IMAGE ENHANCEMENT IN FREQUENCY DOMAIN 
In his famous book 'Za Theorie analitique de la Chaleur\ the Frenchman, Jean 
Baptiste Joseph Fourier established that any function that periodically repeats itself can 
be expressed as a sum of sines and /or cosines of different fi-equencies, each multiplied by 
a different coefficient, the result is what we call a Fourier series. Even, functions that are 
not periodic, but whose area under the curve is finite, can be expressed as the integral of 
sines and/or cosines multiplied by a weighing fiinction. The formulation in this case is the 
Fourier transform and its utility is even greater than the Fourier series in most of practical 
problems. Apart from that, both representations share the important characteristics that a 
function, expressed in either a Fourier series or transform, can be reconstructed 
(recovered) completely via an inverse process with no loss of information. This facilitates 
to allow work in 'Fourier domain" and then return to original domain without sacrifying 
any information [35]. The application of Fourier initial ideas was in the field of heat 
diffusion, where they allowed the formulation of differenfial equations representing heat 
flow in such a way that solution could be obtained first time. The advent of digital 
computation and the discovery of Fast Fourier transform (FFT), algorithm revolutionized 
the field of signal processing. Fourier techniques provide a meaningful and practical way 
to study and implement a host of image enhancement approaches. 
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2.6.1 1-D and 2-D Discrete Fourier Transform 
DFTofa 1-D discrete function /(x),x=:0,l,2,...A/-lis given by 
F{u) = {\IM) ^ f{x)e '^ , for u = 0,1,2,... M-1. For a given F{u), the original 
x = 0 
M-\ 
functiony(x) may be retrieved via an inverse transform ^sj[x) = ^F{u)e^^'°""'^, for 
u=0 
x=0,\,2,...M-l. These two expressions constitute a DPT pair. Taking into consideration 
iff 
that e = cosO+jsinO, we can express the above expressions as 
M-l 
F(w) = {\IM) Y.fix) [cos2ma/M-jsin2m4x/M]. Thus, we can notice that each term of 
DPT is composed of the sum of all values of the function/(x), multiplied by the sines 
and cosines of various frequencies. The domain (values of w) over which the values of 
F{u) range, is appropriately called frequency domain, because u determines the frequency 
of the components of transform. The 2-D counterparts of above expressions may be 
written as: 
F{u,v)= {\/MN)Y^ X / (^ ' '> ' ) ^ ' " ' ' ' ' ' ' 'for 2^  = 0, 1, 2, ... Af-1, and v = 0, 1, 2, ...A^-1, 
•> ' - ' ^ • - ' y 2 ; r ( ^ + ^ ) 
d/(x,7)= YJ Y.f'i"'^)^ " '^ ,forx = 0,l,2,...M-l,and;/ = 0, 1,2,... A'-l.Aswe an^ 
u=0 v=0 
see that the components of DPT are complex, it is convenient to express it in terms of 
magnitude, popularly known as Pourier Spectrum and is given by 
F{u, v) = [R'{u, v) + f{u, v)]'''^, R (u, v) and /(w, v) being real and imaginary parts of 
F{u,v). 
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2.6.2 Basic Properties of Frequency Domain 
Each term of F (w, v) contains all values of/ {x, y), modified by the values of the 
exponential terms. Thus, with the exception of trivial cases, it is usually impossible to 
make direct associations between specific components of an image and its transform. 
However, some general statements can be made about the relationship between the 
frequency components of DFT and spatial characteristics of an image. For instance, since 
frequency is directly related to the rate of change in gray-levels, it is not difficult 
intuitively to associate frequencies in the DFT with patterns of intensity variations in an 
image function. As we move away from the origin of the transform (Fourier spectrum), 
the low frequencies correspond to slowly varying components of an image (i.e. the 
smooth gray-level variations on walls and floor of a room). As we move further away 
from the origin, the higher frequencies begin to correspond to faster and faster gray-level 
changes in the image, which is due to edges and other components of an image 
characterized by abrupt changes in gray-levels, such as noise. The idea underlying the 
DFT is that the gray-scale values forming a single-band image can be viewed as a 3-D 
intensity surface, with the rows and columns defining two axes and the gray level value at 
each pixel giving the third (z) dimension. A series of waveforms of increasing frequency 
are fitted to this intensity surface and the information associated with each such 
waveform is evaluated. The DFT, therefore, provide details of (i) The frequency of each 
of the scale components of the image and (ii) The proportion of information associated 
with each frequency component. Here, the frequency is defined in terms of cycles1?asic 
interval, where the basic interval in the across-row direction is the number of pixels on 
the scan line and in the down-column direction it is the number of scan lines. Frequency 
could be expressed in terms of meters by dividing the magnitude of the basic inter\ al by 
cycles per basic interval. Thus, if the basic interval is 512 pixels each 20 meters wide, 
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then the wavelength of the fifth harmonic component would be (512x20)/5 or 2048 
meters. The first scale component, conventionally labeled zero, is simply the mean gray-
level of the pixels making up the image. The remaining scale components have increasing 
frequencies starting with 1 cycle/basic interval, then 2, 3,... nil cycle/basic interval, 
where n is the number of pixels or scan lines in the basic interval [36]. 
2.7 FREQUENCY DOMAIN FILTERING 
Filtering in the FD consists of following step: (1) Multiply the image function/(x, y) 
by (-1) "^ ^^  ( « e "^ (^ ^^ •'), to centre the transform, (2) Compute F (u, v), the DFT of image 
from (1), (3) Multiply F{u, v), by a filter transform function H (u, v), (4) Compute the 
inverse DFT, (5) Retrieve the real part, (6) Again multiply it by (-l)* -^* to cancel out the 
previous term [37]. The basic filter operation in FD is given by G («, v)=H (u, v) F (w, v). 
The multiplication of H and F involves 2-D functions and is defined on an element-by-
element basis. Smoothing and sharpening filters in FD are referred to as lowpass and 
highpass filters, both types are categorized in Ideal, Butterworth, and Gaussian. 
The Ideal lowpass filter (ILPF) is the simplest we can envision, that cuts off all 
high frequency components of DFT that are at a distance greater than a specified distance 
Do from the origin of centered transform. The transfer function of an ILPF is 
H {u, v) = [I if D {u, v) < Do, and 0 if D (u, v) > Do]. For a MN image the 
D (w, v) = [(w - M/2f + (v - N/2ff- for a centered transform. In ILPF the value of DQ is 
called cut-off frequency. The sharp cut-off frequencies of an ILPF can not be realized in 
electronic components, but they can certainly be implemented in a computer. 
The filter transfer function of a Butterworth lowpass filter (BLPF) is 
H (u, v) = \/[\+{D (w, v)/Dof"], where n is the order of the fitter. Unlike the ILPF. the 
56 
BLPF transfer function does not have a sharp discontinuity that establishes a clear cut-off 
between passed and filtered frequencies. In fact a BLPF may vary from ideal response to 
Gaussian depending on its order (for higher orders it tends to be ideal and for lower order 
it tends to be Gaussian). 
Gaussian lowpass filter (GLPF) is characterized by a filter transfer function 
H (M, V) = e'" ^"•"^'^'^ , where a is the measure of the spread of Gaussian cur\'e (or 
standard deviation). It is often convenient to put a = Do (cut-off frequency). The Gaussian 
filters are very convenient to deal with both in SD and FD because of the important 
property that Fourier transform of a Gaussian function is also Gaussian, and so its spatial 
counterpart can be readily procured. 
A sharpening FD filter can be obtained from corresponding smoothing counterpart 
by a simple relation Hhp (u, v)= 1 - Hip (w, v). In view of this the filter transfer functions 
of IHPS, BHPF, and GHPF would be as 
H {u, v) = [0 if D (M, v) < Do, and 1 if D (w, v) > 0], H {u, v) = \/[l+{Dn/D (», v))^"]. and 
H{u, v) = 1 -e~'^ ("'I'-'A, respectively, where all the symbols are in the usual meanings. 
2.8 CORRESPONDENCE BETWEEN SD AND FD 
The most fundamental relationship between the SD and FD is established b)' well-
known result called the convolution theorem (CT). Convolution is the process by which 
we move a mask from pixel to pixel in an image, and compute a predefined quantity at 
each pixel position. The discrete convolution of two functions,/(x, y) and h (.v, y) of size 
M-\N-\ 
MN is given by expression/(x, y) * h (x, y) = (\/MN) 'Z X/(fn,n)h(x - m,y - n), 
where '*' is the sign for convolution operation. The implementation of this equation 
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involves: (i) Flipping one function about the origin, (ii) Shifting that ftinction with respect 
to the other by changing the values of (x, y), and (iii) Computing a sum of products over 
all values of /« and n for each displacement (JC, y) which are integer increments, that stop 
when the functions no longer overlap. If F {u, v) and H (u, v) denote the DFT of/(x, y) 
and h (x, y), respectively then the CT states that/(x, y) * h (x, >-)<=> F (u, v) H (u, v) and 
f{x, y) h {x, y) <^ F (u, v) * H (u, v). In other words CT states that convolution in SD is 
equivalent to multiplication in FD and vice versa. Thus, the FD may be viewed as a 
"laboratory" in which we take advantage of the correspondence between the frequency 
content and image appearance. Some enhancement tasks that would be exceptionally 
difficult or impossible to formulate in SD, become almost trivial in FD [38]. Once we 
have selected a specific filter via experimentation in FD, the actual implementation is 
usually done in SD [39]. 
2.9 SEGMENTATION AND THRESHOLDING 
Most of the DIP algorithms perform segmentation as a first step towards producing 
the description. Here, input and output are images, but output is an abstract representation 
of the input. Segmentation techniques basically divide the SD, on which the image is 
defined, into meaningful parts or regions. The meaningful region may be a complete 
object or a part of it. The segmentation algorithms try to make systematic use of some 
physically measured image features, but its performance is measured based on the 
meaning associated with the extracted regions [40]. So segmentation is a psychophysical 
problem. Secondly, the requirement that the extracted region must have some meaning 
with respect to the given scene in it, makes the problem mathematically ill-posed. As a 
result, there exists no general algorithm for segmentation. Users have to chose or develop 
a segmentation algorithm suitable for the problem in hand. So, all the segmentation 
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algorithms are ad hoc in nature. A segmentation algorithm should satisfy two approaches: 
(1) Homogeneity property in an image feature(s) over a large region, and (2) Detecting 
abrupt changes in image feature(s) within a small neighborhood (Chanda, 1988). Fu and 
Mui (1981) and Pal and Pal (1993) have presented good surveys on segmentation 
methodologies. 
2.9.1 Thresholding 
Because of its intuitive properties and simplicity of implementation, image 
thresholding enjoys a central position in the applications of image segmentation. Suppose 
that the gray-level histogram shown in Fig.2.3 (a) corresponds to an image / (x, y), 
composed of light objects on a dark background, in such a way that object and 
background pixels have gray-levels grouped into two dominant modes (two peaks). One 
obvious way to extract the objects from the background is to select a threshold T that 
separates these modes. Then any point {x, y) for which/(x, y) > T is called on object 
point; otherwise the point is called a background point. This approach is used in the 
present study. In the next figure (Fig.2.3 (b)) a slightly more general case is approached, 
where three dominant modes, characterize the image histogram, depicting, say, two types 
of light objects in a dark background. Here, the approach is multi-level thresholding that 
classifies a point (x, y) as belonging to one object class if T\ <f(x, y) < T2, to the other 
object class if/(x, y) > T2, and to the background if/(x, y) <Ti. In general, segmentation 
problems requiring multiple thresholds are best-solved using region growing methods 
[41]. Thus, thresholding may be viewed as an operation that involves tests against a 
function T of the form T=T[x, y,p{x, y),f(x, y)], where/(x, y) is the gray-level at point 
(x, y), and/7 (x, y) denotes some local property of this point (e.g. the average gray-level of 
a neighborhood centered on (x, y)). In this way, a thresholded image g (x, y) is defined as 
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g (x, y) = [I if/(x, y) > T, and 0 if/(x, y) < T]. Thus, pixels labeled 1 (or any other 
convenient gray-level) correspond to objects, whereas pixels labeled 0 correspond to the 
background. When T depends only on / (x, y) (that is, only on gray-level values) the 
threshold is called global. On the other hand, it is called local if it depends on both/(jc, y) 
and p {x, y). If, in addition, T depends on the spatial coordinates x and y, it is called 
dynamic or adaptive. 
Ill h , i iniiii L l l l l 
Fig. 2.3 Gray level histograms 
(a) One type of light object in a dark background 
(b) Two types of light objects in a dark background 
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CHAPTER 3 
J)aia and^oFiware ^lised 
3.1 THE MIPS DISPLAY PROGRAM 
With due acknowledgement to the Paul. M. Mather (School of Geography, the 
University of Nothingham, UK), we have used Mather's Image Processing System 
(MIPS) in the present study, which was accompanied with his famous book entitled, 
Computer Processing of Remotely Sensed Images. 
MIPS provides facilities as: read images in raw format, contrast stretch, histogram 
equalization, pseudocolour transform, RGB to IHS transform, decorrelation stretch, 
density-slice, NDVI calculations, image minus Laplacian filter, median filter, Sobel edge 
detector, Roberts gradient, user-defined filters, principal component analysis, and image 
classification using the parallelpiped or the K-means procedures. In addition MIPS can 
also plot image histograms and cross-sections, saves image files as Windows bitmaps, 
reads and writes look-up tables from disk, zooms, displays cursor coordinates and 
associated pixel values, thresholds, and performs arithmetic operations on images. MIPS 
is written for PCs running the Microsoft Windows 95 operating system. Further, it should 
be stressed that MIPS is not a professional image processing system and it is basically 
developed as teaching and educational purpose. There are limitations to its performance, 
including the lack of online help, and the limitation of the displayed image size to a 
maximum of 512x512 pixels. The MIPS display program was developed using Salford 
Software's Fortran - 95 compiler and Clearwin + Library. 
3.1.1 MIPS image format 
A MIPS image file set consists of: 
1. An image dictionary file (usually with the filename extension inj) 
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2. One or more image files. 
3. An image histogram file. 
The image dictionary file can be created using program makejnf. This program also 
generates a file containing the image histograms. The image files are in raw format, with 
the first npix bytes representing the first scan line of an image with npix pixels per line. 
The raw formats may store the image in 'upside down' order, with the last line first. In a 
multiband image set the image corresponding to each spectral band is stored in a single 
file, so that for a set of nbands images each of size npixnlines there are nbands image 
files each of size npixnlines bytes, an image dictionary file and an image histogram file. 
Thus before running the MIPS, an appropriate image dictionary file and a histogram file 
must be created. 
3.1.2 Hardware Specifications for MIPS 
In order to operate properly, the software requires a PC with at least 16 Mb RAM, a 
graphics card capable of supporting a 500 x 600 pixel screen in 16-bit colour mode (i.e. a 
minimum of 32K colour). 5 Mb of disk space are needed to store the software, plus 
additional disk space to store images. A 133 MHz Pentium is recommended, though the 
software was developed and runs reasonably well on a 66 MHz 486/DX2 machine. MIPS 
can only handle images that have a dynamic range of 8 - bits/pixel (such as Landsat -
TM, Landsat - MSS, and SPOT - HRV). It can not handle 10 - bit images, or images 
stored in real (floating point) format. The images are stored in RAM as Fortran 
character*! arrays, and the / char ( ) function is used to convert from character to 
integer. Some routines use Fortran virtual arrays, which grab and release memory as 
required. If no free memory is available, an error message warns that the program being 
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aborted. Because Windows may develop memory leaks, if a number of applications have 
been run, one can find that rebooting the operating system will solve the problem. 
3.2 MIPS STAND -ALONE PROGRAMS 
Apart from image enhancing routines, MIPS also incorporates some stand-alone 
programs, written for specific applications. Hardware requirements for running these 
programs are same as for MIPS display system. There are following stand-alone 
programs: 
1. BMP 2 RAW: Converts windows bitmap to raw image. Input to this program is 
the name of the bitmap file to be converted, the name of a file to hold the colour 
table (LUT), and the name (s) of the image output files. Bitmaps are peculiar in 
that there are a number of options available, some of which are not used and 
others of which are ignored. This program is fairly simple and can not deal with 
all the available options and idiosyncrasies, so in some cases one may get very 
peculiar results. 
2. CHAVEZ: Dedicated to atmospheric haze correction. This program is an 
implementation of the routine described by Chavez (1988) and is intended to 
demonstrate the principle of haze correction rather than to provide an operational 
routine. The procedure requires that the DN values are converted to radiances 
before the haze correction procedure is applied. This program uses the gains and 
offsets for the Landsat - 4 TM as listed by Chavez who describe an elaboration of 
the haze correction procedure based on the "histogram minimum' methods. 
Essentially, Chavez's method is based on the fact that Rayleigh scattering is 
inversely proportional to the «'^  power of the wavelength, the value of n varying 
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with atmospheric turbidity. He defines a number of 'models' ranging from 'very 
clear' to 'hazy' and each of these is associated with a value of n. A 'starting haze' 
value is provided for one of the short-wavelength bands, and the haze factors in 
all other bands are calculated analytically using the Rayleigh scattering 
relationship. In the program, five atmospheric models are available: very clear, 
clear, moderate, hazy, and very hazy. The program calculates haze corrections for 
TM optical bands and lists them both as radiances and as DN. 
3. CONSTMX; Fully constrained spectral unmixing. This program uses the 
Microsoft IMSL (mathematical and statistical library) routine LCLSQ to solve the 
spectral unmixing equations subject to constraints: (i) The sum of the proportions 
of the end-memories at a given pixel is in the rang 0-1, (ii) The value of any 
individual proportion of an end-member at a given pixel is in the range 0-1. This 
program is not a true windows application and is best run from MS-DOS. The 
program requests the names of two files: (i) Data file, which must be prepared 
beforehand using a standard text editor, and (ii) A log file to which the program 
directs text output. 
4. CONSTMXl: Constrained spectral unmixing. This program uses subroutine 
BVLS, a modified version of NNLS that appeared in Lawson and Hansen (1995). 
It solves the least square problem Ax = b subject to the constraint that x, > 0 for 
all J. The elements of vector x are the mixture proportions. This program differs 
from pervious program in that the elements of x are not constrained to sum to 1.0 
or less, the mode of application, however, is some. 
5. CUBCONV: Related to cubic convolution resampling. It is a small program to 
illustrate the procedure of bicubic convolution. It takes a symmetric 4 x 4 grid and 
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allows the user to specify a point in the central area of the grid and outputs the 
interpolated value at that point, together with the nearest neighbor value, which is 
always 3. This program is not a true windows application and is best run from 
MS-DOS. 
6. DIVERGEN: This program is associated with divergence analysis as a method of 
feature selection. To use this program one must first collect training data 
coordinates using the MIPS display program's 'classify' option. Next, this 
coordinate file is processed by mljrain to generate a statistics file. A log file 
name, the name of statistics file, and the name of image dictionary file to which 
the statistics file refers are the requirements to run the program properly. 
7. FOURIER: This program carries out the discrete base-2 Fourier transform for a 
square image with a side length that is a power of 2 up to 512. At this stage we 
can choose a frequency domain-filter from: ideal high pass, ideal band pass, ideal 
low pass, exponential high pass, exponential low pass, butterworth high pass, 
butterworth low pass, trapezoidal high pass, trapezoidal low pass, high frequency 
boost, and directional high pass. 
8. GEOMCORR: This program is related to the geometric correction using least -
square polynomials. This program uses polynomials of order 3 or less, based upon 
up to 100 ground control points in the registration of an image to a map. 
9. GLCM: Gray level co-occurrence matrix, which is used in extracting texture 
features from the gray-level values forming an image. This program is not 
intended for operational use. The image size is restricted to a maximum of 80x80, 
and the number of allowed gray level is 10 (0-9). 
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10. IMPACT: Noise- reduced principal component analysis: This program is based 
on image factor analysis. This version allows the use of mask image consisting of 
some zero pixels (perhaps indicating an area of interest) and some non-zero 
pixels, perhaps ' I 's or '255's. The only restriction on the use of this program is 
that the number of bands of imagery must be 12 or less. 
11. ISODATA: Unsupervised classification. This version allows up to 12 image files 
with a maximum number of pixels per scan line of 8000. The program can 
generate up to 149 clustures. The clusture centers can either be generated 
randomly or input by the user. 
12. JULDAY: Julian days calculator. Some RS data sets contain the date of imaging 
expressed as a Julian day (the number of days elapsed since the start of the year) 
rather than the day, month, and year. This program allows the conversion between 
these two methods of expressing the date. 
13. KMEANS: K-means classification. This method makes use of all the data in each 
training class, for it is based on the 'nearest - centre' decision rule. 
14. MAKE_HIS: Generates a histogram file. 
15. MAKE_INF: Generates a MIPS image dictionary file. 
16. MAKE_LUT: Manually generates a lookup table. 
17. MASK: image masking. This program allows to take a mask file containing pixel 
values of 0 or 255 and to apply this mask to one or more image files. 
18. MIXMOD: Spectral unmixing. This program performs spectral unmixing using 
unconstrained linear mixture modeling. This program uses the singular value 
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decomposition approach (Boardman, 1989). This program can handle a maximum 
of 12-end-members and 12 spectral bands. 
19. ML_TRAIN: Generates training statistics for maximum likelihood classification. 
20. ML: Maximum likelihood classification. 
21. NL_DESTR: Non-linear destriping after Horn and Woodham. 
22. NLMAP: Non-linear mapping. Before running this program, a text file containing 
the data to be analyzed, must be created. This text file has a simple structure. The 
first record has two numbers separated by a space or a comma. The first is the 
number of data items (pixels) and the second is the number of measurements on 
each pixel. For example, the number of spectral bands. 
23. NADIRCOR: Cross-scan nadir correction. This program implements a correction 
procedure to compensate for cross-scan variations in illumination. 
24. PCA: Principal component analysis. 
25. PIPED: Parallelepiped classification. 
26. PLOT_PIX: Plots pixels spectra. 
27. QMODE: Q-mode factor analysis. This is an experimental program that follows a 
procedure describe by Imbrie (1963) for analysis of sediment data in terms of a 
small number of components. It is not feasible to apply this procedure to all of the 
pixels in the image, so a sampling procedure is adopted. 
28. READ_ESATM: Reads TM image from Eurimage CD. 
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29. READ_SPOT_CD: Reads s SPOT image from CD. 
30. SCATTER: Plots the scatterplot. This program produces a scatter diagram 
showing the relationship between pixels in two selected spectral bands of an 
image set. 
31. SEL_FIX: Randomly samples the pixels in an image set. 
32. SPECINDX: Spectral indices. This program is based upon a method of 
calculating the coefficients of linear combinations of spectral bands described by 
Jackson (1983). 
33. SPEC_ANG: Spectral angle mapping. This program is an alternative of spectral 
unmixing. 
34. SUB_EXTR: Extracts sub-image from source image. 
35. TASSCAP: Tasseled cap transform. This program computes four output images 
from six Landsat-TM reflective b.'jnds (1-5, and 7). 
36. TEST_INF: Checks the consistency of an INF file. 
37. UNPACK_GB: Unpacks a generic binary file. 
3.3 IMAGE DATA SETS 
As per the kind permission of Paul. M. Mather, that the image data on the CD-ROM 
(Provided along with the book) can be used for educational purpose, we have studied 
following image data, with due acknowledgement of the author. NIR grey-scale image of 
each data is shown. 
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3.3.1 Mississippi River 
The center latitude and longitude of this Landsat-TM image set are 34 46'N and 90 
27' W, a point to the south-west of Memphis, Tennessee. The date of acquisition is 
January 13, 1983. The image has 512 rows, 512 columns and is taken in all the seven TM 
bands (Fig. 3.1). 
Fig. 3.1: Mississippi River image data, TM-band-4 
3.3.2 Little Colorado River 
The center latitude and longitude of this Landsat-TM image set are 36'' 122' N and 
111 47" W, to the east of the San Francisco, Arizona. Here the Little Colorado Ri\er 
flows NNE across the painted Desert. The date of acquisition is 24 August 1985. The 
image size is 512 x 512 and it was taken in all the seven TM spectral bands (Fig. 3.2). 
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Fig. 3.2: Little Colorado River image data, TM-band-4 
3.3.3 Paris 
This Landsat - TM image set covers the center of Paris (48'' 50' N, 2° 20'E), and 
was acquired on May 9, 1987. Image size is 512 lines x 512 pixels (Fig. 3.3). 
Fig. 3.3: Paris image data, TM-band-4 
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3.3.4 Morro Bay, California 
The center of this Landsat - TM image set is at the point SS*^  21' N, 120° 49' W, to 
the north of San Luis Obispo, California. The date of acquisition is November 19, 1984. 
Image size is 512 x 512 and it was acquired in all the seven TM bands (Fig. 3.4). 
Fig. 3.4: Morro Bay image data, TM-band-4 
3.3.5 Rio de Janeiro Brazil 
This Landsat - TM image set shows the city of Rio de Janeiro, Brazil (23*^  S, 43°W) 
and its surrounding areas. The date of acquisition is August 5, 1955. The image has 512 
rows, 512 columns and seven bands (Fig. 3.5). 
Fig. 3.5: Rio de Janeiro image data, TM-band-4 
3.3.6 Littleport, Cambridge shire 
The small town of Littleport is located about 5 km north of the city of Ely, 
Cambridgeshire, UK, at 52" 25' N, 0*^  20' E. The main features of the area shown on the 
image are the River Ouse, running NE on the right hand side of the image, and the 
parallel old and New Bedford Rivers, also running in a NE direction. This area is low-
lying (around sea-level) and flat. The blue areas on the band-43 2 colour composite are 
either ploughed fields or towns and villages. The main crops in this fertile region of the 
Fens are wheat, barley, an sugar-beet. The image area contains a few small cloud patches 
and associated shadows. Six of the seven Landsat - TM bands are included (band 6 is 
excluded). Image size is 512 x 512 pixels (Fig. 3.6). 
Fig. 3.6: Littleport image data, TM-band-4 
3.3.7 Tanzanian Coast 
This three-band Landsat - MSS image set covers an area of the Tanzanian coast 
south of Dar-es-Salaam and north of Mafia Island, at a latitude and longitude of 7'^  30'S, 
39 25' W. The northern part of the coast is fringed with coral reefs and a small coral 
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island is apparent in the lower center of the image. The reddish colour over the land 
indicates forest. Brownish and whitish areas have been cleared. The coastal waters are 
approximately clear and the colour variations here refer to water depth as the light in 
MSS band-4 and -5 is reflected from the seabed. The edge of continental shelf is clearly 
visible. The image size is 512 x 512 pixel. The dynamic range for MSS band-4 and -5 is 
7 - bits (0 - 127) and for band - 7 it is 6 - bits (Fig. 3.7). 
Fig. 3.7: Tanzanian Coast image data, MSS-band-7 
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4.1.1 INTRODUCTION 
We propose a detailed analysis of spatial domain filtering via 2>X {X = 1, 2, 3) 
convolution windows using Mather's image processing system (MIPS). A total image-
derivative filter, augmenting to the category of second order derivative filters is proposed 
and evaluated for Landsat (TM, MSS) image data. A generalization of first order and 
second order derivative filters is suggested for the ease of implementation. A brief 
description of digital image environment is also given for novice readers. Digital image 
processing (DIP) is emerging as a leading branch of computer science which is 
reverberating with almost all the state of the art disciplines of science and technology, 
like remote sensing, digital pattern recognition, medical image segmentation and 
delineation, forensic impression identification, gas bubble size distribution estimation for 
various small-scale air-sea interaction processes, in situ microscopic analysis of cells in 
bioreactors, fluorescent measurement of air-water gas transfer, thermographic analysis in 
botany, X-ray astronomy and planetology, image depth measurements, and in dynamic 
calibration of robots etc. The general goal of DIP for scientific and technical applications 
is to use radiation emitted by objects. An imaging system collects the radiation to form an 
image. Then, image-processing techniques are used to perform an area-extended 
measurement of the object feature of interest. For scientific and technical applications, 
area-extended measurements constitute a significant advantage over point measurements 
[42], since also the spatial and not only the temporal structure of the signals can be 
acquired and analyzed. The goal of 2-D DIP can be divided into three principal 
categories: determine the geometry, photometry, and spatial structure of objects. In the 
simplest case, the measuring task requires only measurement of position, size, and form 
of the objects. 
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4.1.2 A Digital Image 
''A photograph or an image is equivalent to thousand word" (a Chine's quotation). 
But at the advent of digital images we can consider an image to be composed of miUion 
of words, which we call bites or gray-levels or in latest terminology, pixel (or pel/picture, 
elements). With the aid of existing very fast and high memory computing facilities, we, 
now are independent to assess, arrange, manipulate, and play with these wonderful words 
to write our own stories (or even novels.) 
The term image or scene stands for a landscape or a view as seen by a spectator. The 
scene, indoor or outdoor, we see around us, in general, are three-dimensional. However, 
there are scenes, which can be considered as two dimensional, for example, flat terrain 
seen by satellite. X-ray graphs, microscopic biological images and documents printed on 
paper. An image may be defined in a number of ways. 
(i) Photographic definition 
According to Oxford dictionary, the term image is defined as the optical appearance 
of something produced in a mirror or through a lens. Thus, a two dimensional 
representation of three-dimensional world is known as an image or a photograph. 
(ii) Physical definition 
In physical terminology, an image is defined as a two dimensional distribution of 
energy or intensity. It is called an analog image if the intensity distribution is continuous 
and digital or discrete if intensity distribution is discrete. 
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(iii) Mathematical Definition 
In mathematical point of view on image may be defined as a two-dimensional 
function f (y, x, t), where x, y are position coordinates and / is time. / (x, y, t) is a 
continuous function, and in the case of digital image it is a discrete function. Since the 
image intensity can never be negative, neither it is infinite so the image function is a 
bounded function. 
0 < fix, y,t)<a 
If the intensity is constant at every position with respect to time, then t does not 
come into play, the function is written as/(x, y) otherwise. 
(iv) Digital Deflnition 
According to digital terminology an image is defined as a two dimensional array of 
numbers. Each number represents a particular gray level or a pixel. In this way a digital 
image can be represented in form of a matrix of intensity function. 
/(0,0) 
/(1,0) 
/(2,0) 
/(3,0) 
/(0,1) 
/(1,1) 
/(2,1) 
/(3,1) 
/(0,2) 
/(1,2) 
/(2,2) 
/(3,2) 
/(0,3) 
/(1,3) 
/(2,3) 
/(3,3) 
/(0,4) 
/(1,4) 
/(2,4) 
/(3,4) 
Each function / (.r, y) has a certain weight of binary digits. If the weight of binary 
digit is '/T then total number of gray levels in the image are given as /. = 2 . The image 
represented by this method is said to Z, - bit data. In particular case if A^  =1 then L =2, the 
image is called a binary image. 
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(v) Proposed definition 
Thinking towards some irrelevant way, we can say that, ''Every object in this M'orld 
is an image; we can't see any object, what we see is only its image formed at retina." 
''Thus, a digital image is a two or three dimensional space where the intensity function 
obeys some discrete mathematical laws." 
N-\ M-\ 
A^=0 1 = 0 
^2.=z i;/(^,>',o 
A^ -l M-\L-\ 
hd = I^ I I f{x,y,z,t) 
X=Q >;=0 2 = 0 
4.1.2.1 Why a Digital Image 
The philosophy of DIP is deeply rooted in the digitalization (Quantization and 
Sampling). The processing is meaningless for an analog image unless it is not digitalized. 
It may be cleared by following examples; 
(i) Every construction starts with bricks. Smaller is the size of the brick; more is 
the freedom to have variety of design. 
(ii) Living world is made of cells (digits) 
(iii) Matter as well as radiation is not continuous, i.e. made of discrete entities. 
(iv) A continuous chain does not exist, if so, it will have no flexibility. 
Here, it is the term flexibilit)' in processing or arrangement, which is the hero of the 
plot. Once, any system is broken or available in form of small units then we have a great 
,\"'A* -^X / 
• ^ * -bi-ns9 ^^ 
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degree of freedom to play with according to our own desirer. The smallest unit of a 
building is brick, of the living world is cell, of the matter/radiation is atom/photon, of the 
chain is its links, and so the same way when we are talking about an image, picture or 
photo, the smallest unit or building block is a pixel. Once we break an image into pixels, 
then it is very easy to play with them, to arrange them and to manipulate them as per our 
requirement. The reason is that in a discrete system, there is more degree of freedom in 
comparison to a continuous system that is why most of the systems in nature are discrete, 
if not, they are made to be. 
4.1.3 FILTERING 
Any one can say that a device, which stops or checks some particular elements and 
lets others to pass or vice versa, from a variety of individuals, is a filter and it is true. An 
image-processing filter does not perform any extraordinary job apart from one stated 
above. A digital image is composed of variety of gray levels. For a single band 8-bit 
image, there are 256 gray levels, ranging from minimum 0 to maximum 255. For a tliree 
channel 8-bit image, there would be 256x256x256 gray levels. The visual appearance of 
an image depends upon the degree of variation in the gray levels. If degree of variation is 
small, the image appears smooth and pleasant. It is true up to a certain limit, if crossed; 
the image informations become blurred and meaningless. On the other hand, if there are 
incomparable variations or large fluctuations in the gray levels, the image appears sharp, 
which is also bounded to a certain limit after which image loses its meaning. The slowly 
varying smoothening gray levels are called, as low frequency components while highly 
varying sharpening gray levels are known as high frequency components. Image filtering 
is the process of masking low or high frequency components to extract some features of 
interest at the expense of some information loss. 
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The tools and algorithms performing the operation are called low or high pass filters. 
There are two categories of image domain; spatial domain and frequency domain, and so 
are the corresponding filters. The present study is strictly carried out in spatial domain. 
The image field in which all the operations are performed directly on the pixels is known 
as spatial domain. Filtering in spatial domain is a neighborhood operation where the 
influence of some neighboring pixels is considered on the central pixel. This is achieved 
by taking a specifically weighted two-dimensional array of numbers, known as sub-
image, mask, kernel, template, or window. The process of moving a kernel through the 
image is called as convolution, where the value of central pixel is modified by the 
influence of the content of kernel, according to some specific law. A 3x3 and a 5x5 
kernel masks are shown below. 
±W| 
±W4 
±W6 
I W T 
±w 
±W7 
±W3 
±\V5 
iwg 
±W| ±W2 I W j 
±w 
±W4 ±W5 
3x3 kernel 5x5 Kernel 
In the normal filtering process, the central pixel is replaced by the algebraic 
weighted average of all the content of the mask. It w, is the weight of sub-image pixel and 
Wk is the corresponding weight on the kernel then the normal filter operation is defined as: 
Ifo~—r^{w,XH>,,) 
n 
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Where Ifa is the output-filtered image. This is conventional neighborhood operation. We 
can define and evaluate other neighborhood operations as given below: -
(i) Ifo^ ~Ziwi + Wk) 
n 
(ii) //o« — S ( w , - w / i ) 
n 
(iii) Ifo» -~i:{wklw) 
n 
(iv) Ifo^ ~ i : [(M', - Wk) I {W, + M>k)] 
n 
(V) //o ~ — I { (W/ + wO / (W, - WA-) } 
n 
For all such operations, the pixels lying on the border remain unaffected. It can be 
proved that for NxM image, convolved with an «x/7 kernel masks, the number of border 
pixels that remain unaffected is (n-1) [M+ J V - (n-l)]. Thus a 3 JL'(A'= 1, 2, 3) kernel is 
the most suitable configuration for convolution operation. 
4.1.4 EDGES AND DISCONTINUITIES 
Edges and discontinuities are the building block elements of the information content 
of an image data. Contour of images or objects, or in other words 'edges' in the paradigm 
of DIP and computer vision provide valuable informations towards human image 
understanding [43]. Probably the most important image-processing step in human picture 
recognition system consists of edge detection process. Naturally, edge detection has 
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become a serious challenge to the community of image processors and analysts and since 
the last two decades, in particular, numerous publications have been detailing 
methodologies and algorithms for edge detection. How do edges come in an image? 
Probably the answer to this question provides the early important clue for locating edges 
in an image. The variations of image features, usually brightness give rise to edges [44]. 
More objectively, the edges are the representations of the discontinuities of image 
intensity function. Therefore, edge detection algorithm is essentially a process of 
detection of these discontinuities in an image data. Since abrupt change in brightness 
value indicates edge, its detection in binary, or segmented images is quite straightforward. 
However, the process of edge location is quite complex in the case of gray level or 
intensity images. The transition in intensity in gray-scale images is relatively smooth in 
nature rather than abrupt as in the case of segmented or binary images. Application of 
derivative operators on intensity images produces einother image, usually called 'gradient 
image' as it reveals the rate of intensity variation [45]. 
In grayscale images, the edges are local features that within a neighborhood separate 
two regions in each of which the gray level is more or less uniform with different values 
on the two sides of the edge [46]. So an ideal edge has step like cross-section. The 
process of edge detection is broadly classified into two categories; one is derivative 
approach in which edge-pixels are detected by taking derivative followed by thresholding 
(e.g. Roberts operator and 4-neighbor operator). They occasionally incorporate noise-
cleaning scheme (e.g. Prewitt operator and Sobel operator). Two-dimensional derivatives 
are computed by means of what we call edge mask. Second is pattern fitting approach, in 
which a series of edge approximating functions in the form of edge templates over a small 
neighborhood are analyzed. Parameters alognwith their properties corresponding to the 
best fitting function are determined. Based on these informations the presence or absence 
of edge is decided. In the present study, we have employed the former approach in 
various modified forms. First order and second order derivatives are used. The beauty of 
these operators is that they can be easily procured in discrete formulation and their 
implementation via a 3Jf (X = 1, 2, 3) kernel windows is facilitated in all image 
processing software of any level. Higher order derivatives may also be considered but 
their implementation via a 3JC {X =1, 2, 3) convolution windows is very complex. 
Further, if they are managed to operate, anyway, the results are not satisfactory. The 
derivatives, or in discrete domain difference operators, which yield high values at places 
where graylevel changes abruptly, are used to find the gradient of an image [47]. The 
derivatives of a digital function are defined in terms of differences. There are various 
ways to define these differences. However, it is required that any definition we use for a 
first order derivative: (1) Must be zero in the flat segments; (2) Must be non-zero at the 
onset of a graylevel step or ramp; and (3) Must be non-zero along ramp [48]. Same is true 
for second order derivatives. Since we are dealing with digital quantities whose values are 
finite, the maximum possible graylevel change is also finite, and the shortest distance 
over which that change can occur is the distance between adjacent pixels (Gonzales and 
Wood 2002). 
4.1.5 FIRST ORDER DERIVATIVE AND CORRESPONDING 3x3 KERNEL 
MASKS 
From, elementary calculus, we know that first order derivative of a continuous 
function f(x) respect to x is defined as: -
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df{x) f(x + h)-f{x) 
— ; — = Lim /, ^ 0 
ax h 
Where h is the minimum value that variable x can have. In case of a discrete function, the 
variable x has quantized values, so that minimum value in this case can not be zero. 
Further, as the quantized function can be efficiently represented by index (1, 2, 3.... 
n), the minimum value of 'jc' (i.e. h) can be taken as equal to unity. Thus, putting h = \'m 
the preceding expression we get a transformed first order derivative as: -
^ = / ( . - I ) - / W 
dx 
Clearly, it is merely a difference between the values o f / ( x ) at (x + 1) and x. This 
tranformation provides an ease in computation of derivative via a digital interface. Since 
the operation of {d/dx) on function/(x) merely yields a difference, the operator can be 
addressed as difference operator and we will denote it by D, i.e. 
D\nx)]=f{x+\)-f{x). 
4.1.5.1 Difference operators for an Image Function 
For a two-dimensional image function / (x, y), the difference operators may be 
implemented in a number of ways as given below; 
(i) D\f{x,y)] =-fix+],y)+f(x.y) 
(ii) D[f{x.y)] =-f{x + \,y)+f{x,y) 
(lii) Dlf{x,y)] =-fix-ly)-fix,y) 
(iv) D [fix, y)] = fix + I y) -fix - 1, y) 
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(V) D\f{x,y)] =f{x,y+\)-f{x,y) 
(vi) D[f{x,y^] -f{x,y-\)-f{x,y) 
(vii) D\f{x,y)] =f{x,y-\)-f{x,y+\) 
(viii) D \f{x, y)] =f{x,y+\) -f{x, y-\) 
These operators can be implemented by a 3x3 spatial convolution window. The 
corresponding kernel masks will have only two weights +1 and - 1 . The 3x3 kernel masks 
corresponding to above expressions are show below. 
0 
0 
0 
0 
-1 
0 
0 
+1 
0 
0 
+1 
0 
0 
-1 
0 
0 
0 
0 
0 
+1 
0 
0 
0 
0 
0 
-1 
0 
0 
-1 
0 
0 
0 
0 
0 
+1 
0 
0 
0 
0 
(1) 
+1 
-1 
0 
0 
0 
0 
0 
0 
0 
(2) 
0 
-1 
+1 
0 
0 
0 
0 
0 
0 
(3) 
-1 
0 
+1 
0 
0 
0 
0 
0 
0 
(4) 
+1 
0 
-1 
0 
0 
0 
(5) (6) (7) (8) 
Some other important independent forms of the above kernel masks may also be 
augmented as: 
+1 
0 
0 
0 
-1 
0 
0 
0 
0 
-1 
0 
0 
0 
+1 
0 
0 
0 
0 
0 
0 
0 
0 
-1 
0 
0 
0 
+1 
0 
0 
0 
0 
+1 
0 
0 
0 
-I 
(I) (2) (3) (4) 
The above four kernels and their remaining four counterparts incorporate diagonal 
difference. Actually, the above one-dimensional simple kernels are the building blocks of 
more complex convolution operators which we will work out in further discussion. 
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4.1.5.1.1 Operation of D operator 
The operation D operator is very simple and straightforward. It operates via a well-
established convolution theorem [49]: -
fix, y) * h (x, y) = - — Y Y f{m,n)h{x -m,y-n) 
Where/(J:, y) is the image intensity function, h {x, y) is the mask-image or kernel 
in more familiar terminology, and '*' is the sign of convolution operator. The kernel 
mask sits on the image-array and replaces the central pixel by the weighted average of all 
the pixels in the mask (including central pixel). To have a well-defined centre, the kernel 
dimension must necessarily be odd. In case of a Z) operator, it multiplies the two adjacent 
pixels by its positive and negative unit weights and sums up the result. In the present 
study the weight of divisor {MN) is taken as unity to maintain the intensity (in general, it 
is taken as the product of kernel dimensions). The result is nothing but the difference of 
adjacent pixel gray levels. The operation is performed throughout the image and we get a 
new set of DN values which when displayed yield what we call a difference image. The 
beauty of the D operator is that it completely vanishes out the image regions which are 
digitally uniform, and any variation, how much subtle it may be, is reported. Another 
advantage of using D operator is that it is computationally very fast as only a single 
difference is required to calculate, followed by a division with unity, which is discarded, 
from routines. 
4.1.5.1.2 Implementation of Z> Operator 
What the output of a Z> operator, is a network of directional edges with a dark 
background. We can enhance the directional discontinuities of an image data by 
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superimposing the D image on the original image. From expression (1) of the section 
4.1.5.1, adding/(x, y) on both sides we get 
D \f{x, y)] +f(x, y) = 2/(x, y) -f(x + 1, y) 
^ [D+ l]/(x, y) = 2 fix, y) ~f(x + 1, y) 
The operator [D+\] ~ +2, -1 
The corresponding 3x3 kernel mask will be (in fact it is a 3x1 kernel) 
[D+\] ~ 
0 
-1 
0 
0 
+2 
0 
0 
0 
0 
Implementing the kernel k ties we can get a more generalized form of the [D + 1 ] kernel 
masks as 
k.D [{fix, y)] +f{x. y) = (k +l)/(x, y) - kf{x + 1, y) 
The operator [k.D+\]~ [k + \, -k] 
0 
~k 
0 
0 
k+ 1 
0 
0 
0 
0 
Thus the generalized kernel mask corresponding to above operator will be 
[k.D+ 1] = 
The implementation of the above formulations is performed on standard FCCs 
(RGB, 432) of'Little Colorado River' and 'Morro Bay, California' image data sets. There 
results of implementation are illustrated in Figs. (4.1.1, 4.1.2, 4.1.3, 4.1.4). All the images 
were first automatically stretched to highlight the features of the raw data. We can clearly 
notice the quality enhancement by comparing the results with the original data. Further, 
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increasing the value of k (2, 3, 4, ...) the information content enhances up to a certain 
limit (for a particular image data), beyond which garbage output results. 
4.1.6 SECOND ORDER DERIVATIVE AND CORRESPONDING 3x3 KERNEL 
MASKS 
Edge detection by second order derivative operator corresponds to the detection of 
zero-crossing [50]. The most widely used second derivative operator is the Laplacian 
(V )^ operator. In one of its useful variations, (V )^ operator is preceded by the noise 
smoothing operations commonly known as Laplacian of Gaussian (LOG) or Marr-
Hildreth (Marr and Hildreth, 1980) operator. A second order derivative is much more 
aggressive than a first order derivative in highlighting the sharp changes. Thus, we can 
expect a second order derivative to enhance fine details (including noise) much more than 
a first order derivative. 
4.L6.1 Laplacian Operator (V^) 
For a two-dimeiibiOiiai furiCiiori/(.v v) •'^ ° '^ oritinMOi!'? form of Laplacian is given as 
v2 = 
ac^ ay2 
The discrete neighborhood operation of this operator on an image function/(x, y) yields 
.2 V Y(.v, y) =/ (x + 1, ;;) +f{x - 1, y) +f(x. y + \) +f(x, y - 1) - 4/(x, ;;) 
This implies that kernel weights associated with Laplacian operator (coefficients of 
\arious terms in the above expression) are 
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V^ ~ +1,+], -4 ,+ l ,+ l 
And so the corresponding simplest 3x3 kernel mask (commonly known as Laplacian high 
pass filter) will be as 
V ^ ^ 
0 
+1 
0 
+1 
-4 
+ 1 
0 
+1 
0 
or 
0 
-1 
0 
-1 
+4 
-1 
0 
-1 
0 
We can observe that/(x, y) is a two-dimensional function, so the variations in the 
direction of xy must also be taken into account. Considering this factor, we should 
incorporate additional terms d^/dxdy in the expansion of discrete Laplacian i.e. 
vV(^ ,> ' )= / (^+ l ,3^ )+ / (^+ l .>^+ l )+ / (^ - l . J^ - l )+ / (^+ l .> ' - l ) 
+/(x - 1 , y +1) +/(x - 1 , yi) +f{x, y +1) +/(x. y-\)- 8/(x, y) 
Associated kernel weight 
V '= : + l , + l , + l , + l , - 8 , + l , + l , + l , + l 
And corresponding 3x3 kernel mask will be as: -
V 2 ^ 
4.1.6.1.1 Operation of V Operator 
-1 
-1 
-1 
-1 
+8 
-1 
-1 
-1 
-I 
or 
+1 
+1 
+1 
+1 
-8 
+ 1 
+ 1 
+ 1 
+ ] 
We can readily notice from the geometry of the V operator that it is nothing but a 
little complicated version of previously established D operator, where the difference is 
taken in all directions (including the diagonal elements). Of course, the diagonal elements 
should be less than unity (in fact 1 / v2 because they fall at relatively larger distance from 
the central pixel, but for the sake of computational efficiency, they are incorporated as 
being unity [51]. The operation of V operator is just akin to that of previously described 
D operator, with an additional advantage of all-direction edge detection. As a result of 
operation we get a new image (of the size of original) called as Laplacin-image 
representing all types of discontinuities in the form of a bright network of linear features 
in a dark background. 
4.1.6.1.2 Implementation of V Operator 
The output of V" operator is a network of bright edges in a dark background. This 
network can be superimposed (added or substracted) on the original image to get edge-
enhanced version, which is far most superior in quality in comparison to the original 
image (with a disad\'antage that edges are one pixel displaced from their original 
position). 
As we ha\e 
^\f{x,y)=f{^+ly)^fix-\,y)+f{x,y+\)+f{x,y-\)-Af{x,y) 
Subtracting the Laplacian from original image we get 
f{x.}^-V\f(x,y) = 5f{x,y)-f{x+\,y)~f{x-\,y)~f{x,y+\)-f{x,y-\) 
The operator 
[1 -V^] = - i . - i , + 5 , - 1 , - 1 . 
And corresponding 3x3 spatial convolution mask will be 
0 
-1 
0 
-1 
+5 
-1 
0 
-1 
0 
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The above operate can be envisaged in more general form by substracting the 
Laplacian k times from the original image. In this situation; 
[1- /c. V ']f{x, y) = {\-^ Ak)f{x. y) - kf{x +\, y) - kf(x -],y) -kf{x, y +\)-kf{x, y -1) 
The operator 
[1 - A. V ]^ ~ -A, -A, (1 + 4A-), -k, -k 
And the corresponding generalized 3x3 Laplacian kernel mask w i^ll be. 
0 
-k 
0 
-k 
1+4A 
-k 
0 
-k 
0 
To augment, considering the influence of diagonal elements, we get another form of 
generalized Laplacian operator as: -
~k 
-k 
-k 
-k 
1+8A 
-k 
-k 
-k 
-k 
In the application of above generalized cases (k > 1), the divisor weight must be 
properly chosen to maintain the intensity. 
The implementation of the above formulation is carried out on standard false color 
composites of'Tanzanian Coast" [RGB-754] and 'Paris' [RGB-432] image data sets. The 
result of implementation of the discussed kernel masks are illustrated in the Figs. (4.1.5, 
4.1.6). All the images were automatically stretched prior to processing to highlight the 
features in the raw image data. 
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4.1.6.2 Total Differential Operator T 
As an augment to the study of image derivative operators, we have estabhshed and 
tested the performance of the Total differential operator (7), and, fortunately, it payed 
well. 
We know from the theory of elementary calculus that total differential of a function 
f{x, y) in continuous formulation is given as: -
d[f{x,y)] = \^ dx + '^'^dy 
ox oy 
For a discrete function, we can have 
df{x,y)^^f{x + \,y)-f{x,y)^ 
dx 5x 
dy dy 
In the case of a discrete and quantized function, the minimum difference can be taken as 
equal to unity. 
dx = dx and dy^dy 
In this way, can rewrite above expression as 
d \f{x, y)] =/ (x +1, >^ ) - 2/(x, y) +/(x, ;; +1) 
As the operator is 'total differentiaV we will denote it by symbol T 
T [fix, y)] =f(x +1, y) - 2f{x, y) +f(x, y +1) 
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operator 
+ l , -2 ,+ l 
T = 
0 
+1 
0 
+1 
-2 
0 
0 
0 
0 
Other canonical forms may also be incorporated which are equally valuable, as 
0 
+1 
0 
0 
-2 
+1 
0 
0 
0 
0 
0 
0 
0 
-2 
+1 
0 
+1 
0 
0 
0 
0 
+1 
-2 
0 
0 
+1 
0 
4.1.6.2.1 Operation of J operator 
The mechanism of operation is just akin to that described for previous derivative 
operators. It replaces the central pixel by the weighted average of two orthogonal pixels, 
as a consequence of which we get orthogonal set of edges. In fact, the edges v/hich are 
orthogonal in the reference frame of the kernel are much more highlighted. The 
performance is superior in the case of images having a number of orthogonal edges (like 
images of crop lands and aerial images of planned cities.) 
4.1.6.2.2 Implementation of JOperator 
The T operator can be implemented via same mechanism as that for D and 
V operators. 
I.e. T [Ax, y)] ~Ax, y) = f{x +1, y) - 3/(x, y) +f(x, yf 1). 
[T-\]f(x,y)=\.f{x+\,y)-3.fix,y)+\.f{x,y+l) 
Operator 
[T-\] = + l , -3 ,+ l 
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And so, the corresponding 3x3 kernel mask v/ill be as 
[r-1] = 
Other canonical forms of [7-1] operator are equally valuable, which are 
0 
+1 
0 
0 
-3 
+ 1 
0 
0 
0 
0 
+1 
0 
+] 
-3 
0 
0 
0 
0 
0 
0 
0 
0 
-3 
+ 1 
0 
+1 
0 
0 
0 
0 
+] 
-3 
0 
0 
+1 
0 
More generalized form may be achieved as per the reference of previous operators by 
implementing it k times as 
[k.T- I] fix, y) = +k.f{x +1, y)-{\+ 2k)f{x, y) + k.f{x, y +1) 
The operator 
[k.T-\]~+k, -{H2k),+k 
And the corresponding 3x3 Kernel mask is 
[k.T-\]^ 
Other canonical forms of [A. 7 - 1] may also be obtained as 
0 
+A 
0 
+k 
-(1+2*) 
0 
0 
0 
0 
0 1 0 
+A 
0 
-(1+2A-) 
+k 
0 
0 
0 
0 
0 
0 
0 
-(1+2A-) 
+A 
0 
+k 
0 
0 
0 
0 
+A 
-(1+2A) 
0 
0 
+A 
0 
We have implemented the above kernels for various values of k weights on 
Littleport, Cambridgeshire image data. The results of implementation of the above 
worked out kernel masks for varying values of A weights are illustrated in the Fig. (4.1.7). 
The main characteristic, to worth notice, of a total differential operator (7) is that from k 
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= 2 onwards it give, like a 3D impression of a 2D image and so the features seem to be 
much more delineated. 
4.1.7 EPILOGUE 
As to sum up, are have initiated the discussion with the concept of digital image 
understanding and tried to address the complex aspects in an interesting and vantageous 
way. The study is carried out using Mather's Image Processing System (MIPS) with due 
acknowledgement of Paul. M. Mather. 
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For k.D operator 
0 
-k 
0 
0 
k 
0 
0 
0 
0 
ab 
c 
(a) Little Colorado River image for Ar = 1 
(b) Little Colorado River image for A = 2 
(c) Original image [R(.B-432| 
Fig. 4.1.1 
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For k.D operator 
0 
-k 
0 
0 
k 
0 
0 
0 
0 
ab 
c 
(a) Morrobay image for A = 1 
(b) Morrobay image for Ar = 2 
(c) Original image [R(.B-432] 
Fig. 4.1,2 
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For lk.D+1] operator 
0 
-k 
0 
0 
k+\ 
0 
0 
0 
0 
ab 
c 
(a) Little Colorado River image for A = 1 
(b) Little Colorado River image for Ar = 2 
(c) Original image |RC.B-432] 
Fig. 4.L3 
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For lk.D+1] operator 
0 
-k 
0 
0 
k+l 
0 
0 
0 
0 
ab 
c 
(a) Morrobay image for * = 1 
(b) Morrobay image for * = 2 
(c) Original image lRGB-4321 
Fig. 4.1.4 
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For [1 - k.W^] operator 
0 
- * 
0 
-A 
k+\ 
-k 
0 
-k 
0 
ab 
c 
(a) Tanzanian Coast image for A = 1 
(b) Tanzanian Coast image for A = 2 
(c) Original image |RGB-754| 
Fig. 4.1.5 
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For [1 - ^. V^ ] operator 
T "Hv 
0 
-k 
0 
-k 
A+1 
-k 
0 
-k 
0 
ab 
c 
(a) Paris image for A: = 1 
(b) Paris image for A; = 2 
(c) Original image [RGB-4321 
Fig. 4.1.6 
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For \k.T- 11 operator 
. » ' ^ ' J . - : - .'ktA-- ••. '?i i3>*' . A t . i < j t « ' - . ' - - * i < 
# 
0 
+A 
0 
+A 
-(1+2*) 
0 
0 
0 
0 
ab 
c 
(a) Littleport image for * = 2 
(b) Littleport image for A = 3 
(c) Original image [RC.B-432] 
Fig. 4.1.7 
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SECTION 2 
tjoaJaa/ion of I'maae enAancina 
iecAniaues for remoielij sensed 
oeaeiafion imaae inierpreiaiion 
I 
4.2.1 INTRODUCTION 
For visual interpretation of remotely sensed data; histogram equalization (HE), 
principal component analysis (PCA), and intensity hue saturation (IHS) are commonly 
utilized, hicorporating another simple methods, namely, manual histogram stretching 
(MHS), as to augment, we propose a comparative quest for these recipes in special case 
of vegetation data discrimination. It was found that the proposed method (MHS), 
however, slightly tedious, serves much better in the discrimination of minutes forest 
classes. In the construction of FCCs for the Landsat (TM) data under study, for MHS, the 
DN range for band - 4, -3, and -2 were selected such as to encompass maximum 
vegetation content, for these bands for the given data. In the realm of MHS the FCCs so 
produced appear in quite different themes, but minute forest-class discrimination is 
promising. 
Delineation and identification of minor and dispersed forest classes is of particular 
interest in forest and vegetation RS. In the present study, a comparative approach of some 
well-known enhancing tools is centered from a variety of widely available techniques. 
From a host of enhancing techniques, we have concentrated attention towards four given 
below: -
(i) Principal component Analysis (PCA). 
(ii) Intensity Hue Saturation (IHS). 
(iii) Histogram Equation (HE). 
(iv) Manual Histogram stretching (MHS). 
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Out of which the MHS is the proposed method, which is evaluated and compared with 
remaining three methods. The evaluation is based on the visual appearance of the output 
images so a human observer, here, is the ultimate judge. 
4.2.2 PCA 
PC analysis among band-4, -3, and -2 of Mississippi river image data (provided by 
NASA and accompanied with the MIPS package, with due acknowledgement of Paul. M. 
Mather) is performed. This was followed by making a FCC by these three principal 
components tlirough assigning RGB colour scheme. The final results were obtained on 
the basis of covariance and correlation matrix, of which the former was found to be much 
suitable. 
The multispectral or multidimensional nature of RS image data can be 
accommodated by constructing a vector space with as many axes or dimensions as there 
are spectral components associated with each pixel [52]. In the case of Landsat (TM) data 
it will have seven dimensions while for SPOT-HRV data it will be three-dimensional. For 
hyperspectral data there may be several hundred axes. A particular pixel in an image is 
plotted as a point in such a space with coordinates that correspond to the brightness 
values of the pixels in the appropriate spectral components [53]. The position of pixel 
points in multispectral space can be described by vectors, whose components are 
individual spectral responses in each band. Strictly, these are the vectors drawn from the 
origin do the pixel point. For a multispectral space with a large number of pixels, with 
each pixel described by. its appropriate vector x, the mean position of the pixels in the 
k 
space is detmed by the expected value ot pixel vectors as m = d\x) = [i//cj > -^A • where 
k = \ 
10.-
Xk are the individual pixel vectors of total number k; Sis the expectation operator [54]. 
While the mean vector is useful to define the average or expected position of the pixels in 
the multispectral vector space, it is of value to have available a means by which their 
scatter or spread is described. This is served by covariance matrix, which is defined as 
Hx = S{(x - m) (x - m) '} . An unbiased estimate of covariance matrix is given as 
k 
Y,x = Y\l{k-\)] ^ ( x ^ - wX-^ /i - ' " / • The covariance matrix is one of the most important 
mathematical concepts in the analysis of multispectral RS data [55]. If there is a 
correlation between the responses in a pair of spectral bands the corresponding off-
diagonal elements in the covariance matrix will be large by comparison to the diagonal 
terms. On the other hand if there is a little correlation, the off-diagonal terms will be close 
to zero [56]. This behaviour can also be described in terms of the correlation matrix 
whose elements are related to those of the covariance matrix by Qij = v^y / Vv,;Vy where 
Q,j is an element of the correlation matrix, v// are the elements of the covariance matrix. \„ 
and Vjj are the variances of the /'" and/" bands of data. The Q,j describes the correlation 
between band / and bandy. Using PCA in practice the user is not involved in this level of 
detail rather only three steps are necessary, presuming software exists for implementing 
each of those steps., (i) Assembling the covariance matrix of the image to be transformed 
(ii) Determination of the eigenvalues and eigenvectors of the covariance matrix (iii) 
Finally to form the components using the eigenvectors of the covariance matrix as the 
weighting coefficients [57]. 
In constructing the colour display of remotely sensed data only three dimensions of 
information can be mapped to the three colour primaries of the display system. In the case 
of Landsat (MSS) data, usually bands -4, -5 and -7 are chosen for this, band-6. A less 
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ad hoc means for coloui assignment rest upon performing a PC transform and assigning 
the first three components to the red, green and blue colour primaries. 
4.2.2.1 Interpretation of PCA image 
The original image data and its PC transform are shown in Fig. (4.2.1) and Fig. 
(4.2.2). In the PC transform of original image we found that: -
(i) The dense forest areas in the original image with poor leaf health, appear in a 
slightly varying dark-red tones in which the minute vegetation classes are not 
available to notice. Some rare patches of healthy vegetation and cultivated 
fields are of course visible in scattered form. 
(ii) Healthy vegetation, on the other hand, shows some remarkable tonal 
variations, but in places where these variations strongly exist. Small 
vegetation classes are still very hard to detect. 
(iii) Sandy area in the middle of the river exhibits some yellowish tinch, thereby, 
indicating the existence of any type of sparse vegetation (like rare grass). 
4.2.3 IHS 
Intensity, Hue, and Saturation are image characteristics, which are most commonly 
linked to human perceptions [58]. In other words, these are the parameters in terms of 
which a common man identifies and describes an image. Hue is the colour attribute that 
describes the purity of a colour. Saturation gives a measure of the degree to which a pure 
colour is diluted with white light, and Brightness is a subjective descriptor that is 
practically colour sensation. We do know that the intensity is the most useful descriptor 
that is practically impossible to measure [59]. It embodies the achromatic notion of 
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intensity and is one of the key factors in describing colour sensation. We do know that the 
intensity is the most useful descriptor of monochromatic images. That is the quality, 
which is most easily measurable and interpretable. 
On the basis of RGB colour Model, the RGB -> IHS and converse transform can be 
described and implemented in a computer system as 
H 
if B<G 
[360-<9 / / B>G with 
^ = cos-'{l[(/?-GK(/?-5)]/[(/?-Cy + (/?-5XG-5))"}. 
5 = [1 - 3. Min (R, G, B)I{R + G + B)], and (7? + G + 5) / 3, and conversely B = /[(I -S)] , 
R = 1 [\+S.cos HI cos (60 - H)\ G = [1 - (7? + 5)] [60]. These are the formulations in terms of 
which the concept is incorporated in MIPS. 
Transform H 
S 
inverse Transformation 
R' 
B' 
G' 
Operation phase 
The intermediate stage between two transforms is the stage in which desired and 
suitable operations may be performed. In the present study, the simplest operation, which 
was performed, is that the 'intensity' and 'saturation' were linearly stretched. 
The IHS is useful in two ways: first, as a method of image enhancement and 
secondly, as a means of combining coregistered images from different sources. In the 
former case, the RGB representation is first converted to IHS, as described by Foley et al 
(1990), Heam and Baker (1994), and Shih (1995). Next the Intensity (I) and saturation (S) 
components are stretched independently and the IHS representation is converted back to 
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RGB for display purpose. It does not make sense to stretch the hue {H) component, as this 
would upset the colour balance of the image (Gillespie et al, 1986, provide this in detail). 
IHS Transformation has been found to be particularly useful in geological 
applications (Jutz and Chorowicz, 1993, and Nalbant and Alptekin, 1995). Further details 
of IHS transform are given in Blom and Daily (1982), Foley et al (1990), Green (1983), 
Heam and Baker (1994), Phol and Van Genderen (1998), and Mulder (1980). Terhalle 
and Bodechtel (1986) illustrate the use of IHS transfonnation in the mapping of arid 
geomorphic features, while Gillespie et al (1986) discuss the role of IHS in the 
enhancement of highly correlated images. Massonat (1993) gives details of an interesting 
use of IHS in which the amplitude, coherence and phase components of an 
interferometric image are allocated to hue, saturation, and intensity respectively which 
highlights the details of coherent and incoherent patterns. 
4.2.3.1 INTERPRETATION OF IHS IMAGE 
The original image data after IHS transformation (in fact, back to RGB) alongwith 
histograms and cross-section is illustrated in Fig. (4.2.3). We can extract following 
informations. 
(1) The healthy vegetation areas on the left of the river and also on the right but in 
scattered form, appear in bright red tone with a poor textural variation. 
(2) Sparse, unhealthy dense forest areas on the right of the river appear in an 
average dark-gray tone with minute red tinches at some places. But tonal and 
textural variations are still satisfactory. 
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(3) The sandy areas in the middle of the river, here, also appear white without any 
red tinch, denying, therefore, the presence of any kind of sparse vegetation or 
grass. 
(4) The IHS image incorporates a remarkable contrast between healthy and 
stressed vegetation, the former appearing in bright red while the later in a 
dark-gray tone, thus, HIS transform is a good indicator of biomass vigor. 
4.2.4 HE 
The histogram of a digital image with gray-levels in the range [0, Z, -1] is a discrete 
function h (r^) = «x, where r^ is the ^ ' may level and ni^ is the number of pixels in the 
image having gray-level r^ . It is common practice to normalize the histogram by dividing 
each of its values by the total number of pixels in the image. Thus a normalized 
histogram is given by P (rk) = A7A /«, for A: = 0, 1, ....I - 1. Loosely speaking, P (a) gives 
an estimate of the probability of occurrence of gray-level r^ [61]. The shape of gray-level 
histogram gives an idea about the overall appearance of an image. For example, an image 
with a positively-skewed gray-level histogram looks brighter than an image with 
negatively-skewed gray level histogram. An image may be enhanced by mapping the 
input gray-levels in such a way that the gray-level histogram of the processed image 
attains a desired shape. HE is the simplest kind of these techniques. Theoretically, an 
equalized histogram has the shape of the uniform histogram, in which, in principle, each 
bar has the same height. Such a histogram has associated with it an image that utilizes the 
available brightness levels equally and thus should give a display in which there is good 
representation of detail at all brightness values. In practice a perfectly uniform histogram 
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can not be achieved for digital image data, a quasi-unifonn on the average can. however 
be reaUzed [62]. The development of the method is as follows. 
Consider for a moment a continuous function, and let the variable /• represents the 
gray-levels of the image to be enhanced. We assume that r has been normalized to the 
interval [0, I], with r = 0 representing black and r = 1 representing white. Later, we 
consider a discrete formulation and allow pixel values to be in the interval [0,1 - 1]. For 
any r satisfying the aforesaid conditions, we focus attention on transformation of the form 
s = T (r) for 0 < r < 1, that produces a level s for every pixel value r in the original 
image. The transformation function is such that; (i) T (r) is single valued and 
monotonically increasing in the interval 0 < r < 1 and, (ii) 0 < T(r) < lforO< r < 1. 
The requirement in (i) that T (r) be single valued is needed to guarantee that the inverse 
transformation will exist, and the monotonicity condition preserves the increase order 
from black to white in the output image. Condition (ii) guarantees that the output gray-
levels will be in the same range as the input levels. The gray-levels in an image may be 
viewed as random variables in the interval [0, 1]. One of the most important and 
fundamental descriptor of a random variable is its probability density function (PDF). If 
Pr (r) and /*., (s) denote the PDFs of random variables r and s, then from the elementary 
probability theory Ps (s) = Pr (r) \dr/ds\. Thus the PDF of transformed variable s is 
determined by the gray-level PDF of input image and by chosen transformation function 
[63]. A transformation function of particular importance in DIP has the form 
v = 7"(r) = \ p{(o)d(o . where w is a dummy variable of integration. The right side of this 
equation is recognized as the cumulative distribution function of random variable /-. 
Following the Leibntiz's rule that the derivative of a definite integral with respect to its 
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upper limit is simply the integrand evaluated at that limit i.e. ds/dr = Pr {r) => P, (s) = 1 
for 0 < .V < 1. 
Because P^ (s) is a PDF, it follows it must be zero outside the interval [0. 1] in this 
case because its integral overall values of .v must equal to 1. This form of Ps (s) as given 
above is recognized as a uniform PDF. For discrete values, probabilities and summations 
are considered instead of PDF and integral, and so the discrete version of transformation 
k k 
function IS given as Sk = 2^ Pr (rj) = 2^ tij/n tor /: = U. i .... L - 1. 1 has a processed image 
Id) 1=0 
is obtained by mapping each pixel with gray-level a in the input image into a 
corresponding pixel with level s/, in the output image. This transformation is what we call 
histogram equalization or histogram linearization [64]. The method developed here has 
the additional advantage that it is fully 'automatic", that is, given an image, the process of 
HE consists simply the implementation of the above equation, which is based on 
information that can be extracted directly from the given image, without the need for 
further parameter specification. 
4.2.4.1 Interpretation of HE image 
The original image after histogram equalization, alongwith histogram and cross 
section is shown in Fig. (4.2.4). We can readily perceive the following informations; -
(i) The overall brightness of the original image is very^  much improved after HE 
as expected due to approximately uniform distribution of gray-levels for all 
classes. 
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(ii) The tonal variations in the dense forest area on the right of the river are clearly 
visible, thereby, improving the degree of discrimination. These variations are 
due to variety of tree species or vegetation health. 
(iii) The healthy forest areas on the left of the river appear in slightly pink colour, 
but variations are observable in terms of texture. 
(i\') The small sandy portions in the middle of the river appear milky-white, in 
contrast to the original image where they are slightly pinkish, that is, the 
information of sparse vegetation in this area is lost. 
(v) Tonal variations in the river water are much prominent in comparison to 
original image, which is due to turbidity or shallowness the river water. 
4.2.5 MANUAL HISTOGRAM STRETCHING (MHS) 
The MHS (Proposed method) provides more control over gray-level stretching 
for various bands of a given multispectral image data set. It is basically a hit and trial 
process in which each band is stretched on the basis of a predefined observation. The 
gray level ranges of the data for various bands and the requirement of interpreter are 
the two key factor which support a good prior setting of limits (gray-level ranges for 
RGB in the present work) from non-trivially large number of combinations ("P^, n = 
number of spectral bands). The present study is carried out on image data sets of 
Mississippi river (a seven band Landsat -TM image data), Tanzanian coast (a three 
band Landsat - MSS image data), and Rio de Janeiro (a seven band Landsat-TM 
image data). The spectral bands for each image data that were considered are NIR, 
Red and Green. For Landsat-TM, these bands are designated as band-4, band-3 and 
band-2, while for Landsat-MSS, these are designated as band-7, band-5 and band-4 
respectively. The main results for all of the three image data are in the form of 
standard FCCs, remaining other combinations (permutation FCCs) are also 
constructed and illustrated, as they are also extremely valuable. 
4.2.5.1 Mississippi river image data 
The original histogram extremum for the Mississippi river image data for NIR, 
Red and Green bands are as follows: -
NIR Red Green 
Max 79 80 169 
Min 4 13 4 
As we are basically interested in the vegetation content, it is logically justice to 
extract the vegetations information associated with each of the three bands. This is 
done by investigating the DN values of vegetation patches in the image for each band. 
For each band, the vegetation ranges between some upper and lower limits. These 
limiting values are decided manually by analyzing the brightest and darkest vegetation 
pixels (and so is the name MHS). Though the method is somewhat painstaking, yet it 
offers much control to the human observer. For Mississippi river image data, the 
vegetation limiting values for NIR, Red and Green band are worked out as: -
NIR Red Green 
Max 48 24 21 
Min 17 19 17 
For NIR band, as expected, the range is maximum because of the fact that in NIR 
band vegetation has highest reflectance. RGB-432 [17-48, 19-24, 17-21] is shown in 
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Fig. (4.2.5) as a standard MHS result to compare it with other three methods. Remaining 
other permutation FCCs are as follows: -
RGB-423 
RGB - 342 
RGB - 324 
RGB - 243 
RGB-234 
[17^8, 
[19-24, 
[19-24, 
[17-21, 
[17-21, 
17-21, 
17^8, 
17-21, 
17^8, 
19-24, 
19-24] 
17-21] 
17^8] 
19-24] 
17^8] 
These permutation FCCs are shown in Fig. (4.2.7). These combinations represent 
vegetation in a variety of themes and provide enormous case for interpretation of 
vei?etation clsss^^ 
The RGB combinations worked out above discriminate various features just like, as 
they were classified on a thematic map. In this output false colour environment, the 
spatial features, of course, lose their standard false colour definition (i.e. the output is 
spectrally blind) and they appear in surprisingly different themes. For example, the sandy 
soils which appear bright white on sLandaid T^C, appeal on RGB-432 [17-48, 19-24, 17-
21] in blood red tone, and hence are easily perceptible and delineable from their 
surrounding environs. 
We can see a remarkable discrimination in the forest area on the right side of the 
river. The different tree species appear in different tones, so we can easily make a rough 
idea about the number of plant species present in the study area. Other combinations are 
equally useful and it is up to the desire and convenience of an interpreter, which 
combination he/she prefers. 
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4.2,5.2 Tanzanian Coast image data 
The original histogram extremum for Tanzanian Coast data for NIR (MSS band-7), 
Red (MSS band-5), and Green (MSS band-4) are found as follows: -
NIR Red Green 
Max 60 142 54 
Min 0 0 12 
After manually examining the vegetation pixels, the limiting optimum values for 
vegetation for each band are worked out as: -
NIR Red Green 
Max 52 17 18 
Min 29 14 14 
six permutation 
RGB - 754 
RGB - 745 
RGB-574 
RGB-547 
RGB-475 
RGB-457 
FCCs which 
[29-52, 
[29-52, 
[14-17, 
[14-17, 
[14-18, 
[14-18. 
can be constructed 
14-17, 
14-18, 
29-52, 
14-18, 
29-52, 
14-17, 
are as follows: 
14-18] 
14-17] 
14-18] 
29-52] 
14-17] 
29-52] 
Original Tanzanian coast image is shown in Fig. (4.2.8). Out of the above six, the 
standard FCC (RGB-754) is taken into consideration. It is illustrated in Fig. (4.2.9) 
alongwith histogram and cross-section. Remaining five permutation FCCs are also 
equally valuable and they are separately shown in Fig. (4.2.10). 
As it is evident from figures, apart from discrimination of vegetation classes, this 
method remarkably delineated water qualities. The turbidity, pollutants, silts and 
shallowness of water is highlighted in form of different tones on each of the permutation 
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FCC, thereby indicating the usefulness of the method for water quality mapping 
applications. 
4.2.5.3 Rio de Janeiro image data 
The original histogram extremum for Rio de Janeiro image data for NIR, Red and 
Green bgmds are found to be as: -
ax 
in 
NIR 
123 
2 
Red 
254 
7 
Green 
92 
6 
After manually examining the vegetation pixels, the optimum limiting values of 
vegetation for each band are worked out as follows: 
Max 
Min 
NIR 
125 
35 
Red 
30 
12 
Green 
25 
12 
As mentioned previously, the six permutation FCCs that can be envisioned will be: -
RGB-432 
RGB-423 
RGB-342 
RGB-324 
RGB-243 
RGB-234 
[35-125, 
[35-125, 
[12-30, 
[12-30, 
[12-25, 
[12-25, 
12-30, 
12-25, 
35-125, 
12-25, 
35-125, 
12-30, 
12-25] 
12-30] 
12-25] 
35-125] 
12-30] 
35-125] 
Original Rio de Janeiro image data is shown in Fig. (4.2.11). Again, out of the above 
six, the standard FCC (RGB - 432) is considered, and is illustrated in Fig. (4.2.12) 
alongwith histogram and cross-section. Remaining five permutation FCCs are separately 
shown in Fig (4.2.13). From RGB - 432 [35-125, 12-30, 12-25] composite of Rio de 
Janeiro image we can draw following information: -
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(1) The sparse vegetation, scattered inside the settlement areas is very well 
discriminated on this MHS thematic image, occurring in blood-red tone, while 
the settlement in cyan colour. 
(2) The densely vegetated rocky area in the lower portion are separated from 
scrubbed rocks. The scrubbed rocks with much sandy outcrops appear in blood-
red tones, while the densely vegetated rocky regions appears in a pinkish colour 
with much tonal and textual variations. 
(3) The changes in water colour near the port are also of worth notice (as in the case 
of Tanzanian Coast image), which is due to turbidity, siltation, pollution, and 
shallowness of coastal water. 
4.2.6 HISTOGRAMS, CROSS-SECTIONS, AND ZOOMS 
For the sake of simple understanding of the mechanisms and qualities of all the four 
methods under study, histograms and cross-sections are plotted, and 4x zooms of certain 
areas of interest are provided. 
4.2.6.1 Histograms 
Histograms of original image and of the output images after each of the four 
operations are shown alongwith images. They depict important inferences about the 
distribution of pixels in various classes of gray-levels. 
4.2.6.2 Cross-Sections 
Cross-section is a plot between the DN value and pixel number along a line between 
two-fixed points on the image. For Mississippi River image we have selected two clearly 
visible points A, and B in the forest area, on the right hand side of the river. The cross-
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section plots show the variations of pixels DN along the straight line. A comparative 
analysis of cross-section infers the quality of discrimination of various enhancing 
operations. For Tanzanian Coast and Rio de Janeiro image data the cross-sections are 
taken between top left and bottom right points to cover the entire image. 
4.2.6.3 Zooms 
The 4x zooms for original and other four outputs for Mississippi river image are 
given; a window as top left and bottom right comers as point A and B. Zooms facilitate 
for good visual perception and also infer the potential of discrimination of various 
methods discussed (Fig. 4.2.6). 
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SECTION 3 
Unresnoloina iecnniaues for 
seamen/ah'on of remo/elt/ sensed 
oeaeiafion data 
J 
4.3.1 INTRODUCTION 
We propose a simple method to segment and delineate the vegetation content in a 
given Remotely Sensed image data utilizing the rudimentary concepts of multiple 
thresholding and filtering, using Mather's Image Processing System (MIPS). MIPS 
package is accompanied with the book of Paul M. Mather, entitled, "Computer 
Processing of Remotely Sensed Images". The procedure is worked out to minimize the 
problem of broken boundaries. A manual threshold selection approach is used which 
seems somehow tedious for novice practitioners, but after a little exercise, much 
satisfactory results, to serve as a layer of GIS input may be procured. 
4.3.2 DATA UNDER STUDY 
The digital image data under the study is of an area of Rio de Janeiro, Brazil. 
4.3.3 THRESHOLDING 
Thresholding is an image segmentation technique, which suppresses (or highlights) 
the DN values of on image beyond a certain limit. That limiting value is known as 
threshold. In general, the threshold can be chosen as the relation, t = t [r, c, p {r, c)], 
where p(r, c) is the feature value at pixel (r, c). In the case of gray-level thresholding, 
p (r, c)= g (r, c) for all (r, c) within the image domain. If / depends on the feature p{r, c) 
only, it is called local threshold, if t depends on the pixel position as well, it is called 
dynamic threshold, other wise it is global or position independent threshold [65]. It 
should be noted that feature thresholding is the simplest method of image segmentation; 
usually it precedes the selection of appropriate feature to obtain a useftil result. Because 
of its intuitive properties and simplicity in implementations, digital image thresholding 
enjoys a central position in the applications of image segmentation [66]. Secondly, the 
selection of threshold is also a non-trivial task. Any inappropriate threshold would incur 
significant and non-acceptable error of classification. Thus the use of thresholding 
techniques for image segmentation needs to solve the two problems: (1) Choice of feature 
properties to achieve desired segmentation and, (2) Selection of optimum threshold that 
would incur least classification error [67]. 
In the present study, the gray-level thresholding (simplest thresholding) is focused 
on image segmentation {i.e., b (r, c) = 1 for;? (r, c) < t, and = 0 forp (r, c) > ; or vice 
versa} and desired feature-boundary (vegetation) delineation. In the case of vegetation 
boundary delineation, NIR gray band images are used because in this band vegetation is 
having highest reflectance. 
4.3.4 THRESHOLD SELECTION 
One should require sitting with patience when going to select an optimum threshold. 
We have tried to use such an approach in our study. The study is performed on the Rio-
image data of NIR band. The NIR band was chosen for the prime purpose of vegetation 
delineation and vegetation boundary detection. 
The primary step of the presented procedure is the interpretation of image data for 
vegetation to confirm whether a given patch on the image belongs to vegetation. Once 
this is confirmed with confidence, the investigation of DN values starts. This is the point 
where the real test of nerves is evaluated. We have adopted a very careful and patient 
methodology to analyze the vegetation on DN value basis. The DN values lie between a 
lower and an upper limit. What we have to do is only to find out these bounding limits 
very accurately and carefully because these limit confirm the boundaries of vegetation 
132 
patches. If the DN values of vegetation he between limits Ti and T2, then we cut the 
histogram between Ti and T2 and get a histogram ranging between Ti and T2. The 
corresponding image approximately contains only vegetation patches in a dark 
background. For Rio-image data under study, the DN values for vegetation range from 
30-120. Thus cutting the histogram between Ti = 30 and 72= 120 renders only vegetation 
information. Stretching the 30-120 histogram to fiill dynamic range (0-255) of the display 
system makes the matter more perceivable. The resultant after this operation is illustrated 
in Fig. 4.3.2. We can easily notice the brightest patches of vegetation, other informations 
are suppressed. 
4.3.5 VEGETATION PATHCING 
A 7x7 low pass filter is applied to the resultant of the above treatment for making 
the vegetation areas more uniform and smooth (Fig. 4.3.3). After this operating the DN 
values range 43-90. Thresholding 43 and selecting all the above DN values equal to zero, 
clear-cut segmentation results. We can notice very bright patches of vegetation in a 
completely dark background, shown in the Fig.4.3.4. 
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The systematic steps of the procedure 
1. 
2. 
Interpretation of image data for vegetation 
DN value analysis for vegetation. In the present case it lies between 30 to 120 
Histogram equalization 30 -> 0, 120->255. 
4. 
5. 
6. 
7. 
Application of 7x7 low pass filter, now vegetation ranges 43-90 
Thresholding-43 and selecting al the above DN value equal to zero 
Application of 3x3 laplacian Kernel, vegetation boundaries are detected. 
Application of 5x5 low pass followed by histogram equalization, better 
unbroken boundaries 
Thresholding with zero, vegetation patches in a dark background 
9. Application of 3x3 laplacian Kernel, gentle and mild boundaries 
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4.3.6 BOUNDARY DETECTION AND DELINEATION 
The job is over with the application of a 3x3 Laplacian filter (high pass) on the 
product of the previous operations. These boundaries possess some discontinuities and 
are broken (Fig. 4.3.5). This abnormality is removed by the application of a 5x5 low pass 
filter followed by histogram equalization. The boundaries are now unbroken (Fig. 4.3.6). 
To get gentle boundaries the resultant image is thresholded with zero (Fig. 4.3.7), which 
is followed by a 3x3 Laplacian kernel. Very gentle boundaries are detected (Fig. 4.3.8). 
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a (a) Standard False Color Composite (FCC) [RC;B, 432] of original, Rio-image 
b data. Red patches are vegetation. 
(b) NIR (TM-band-4) image of original Rio-image data. Brightest patches are 
vegetation. 
Fig. 4.3.1 
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^ • 
(a) Rio-NIR (TM-band-4) image after cutting the histogram 
between 30-120 followed by histogram equalization [30->0, 
120^255]. 
Fig. 4.3.2 
137 
(a) Image (4.3.2) after application of a 7x7 low pass filter. Vegetation 
areas are more uniform and smooth. DN value range 43-90. 
Fig. 4.3.3 
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(a) Image (4.3.3) after thresholding 43 and selecting all above DN value 
equal to zero. Clear cut segmentation. 
Fig. 4.3.4 
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a (a) Image (4.3.4) after application of 3x3 high pass filter. Clear vegetation 
boundaries, but slightly broken. 
Fig.4.3.5 
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(a) Image (4.3.5) after application of 5x5 low pass filter, followed 
by histogram equalization, thick but unbroken boundaries. 
Fig. 4.3.6 
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a (a) Image (4.3.6) after thresholding with zero. Binary like segmentation. 
Fig. 4.3.7 
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(a) Image (4.3.7) after application of 3x3 high pass filter. 
Very mild, gentle and unbroken boundaries 
Fig. 4.3.8 
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