Given a ring R, we study the bimodules M for which the trivial extension R ∝ M is morphic. We obtain a complete characterization in the case where R is left perfect, and we prove that R ∝ Q/R is morphic when R is a commutative reduced ring with classical ring of quotients Q. We also extend some known results concerning the connection between morphic rings and unit regular rings.
Introduction
A well-known result of G. Ehrlich [Ehr76, Theorem 1] states that an endomorphism ϕ of a module M is unit regular if and only if ϕ is von Neumann regular and M/im ϕ ∼ = ker ϕ. It is the latter condition that motivates the definition of a left morphic ring. Following [NSC04b] , an element a in a ring R is called left morphic if R/Ra ∼ = ann l (a) as left R-modules, and a ring R is called left morphic if every element of R is left morphic. A ring that is both left and right morphic is called a morphic ring. Ehrlich's theorem then implies that the class of left morphic rings includes all unit regular rings.
It is proved in [NSC04b, Lemma 1] that an element a in a ring R is left morphic if and only if there is an element b ∈ R such that ann l (a) = Rb and ann l (b) = Ra. Further generalizing, a left quasi-morphic element a of a ring R is defined in [CN07] to be one for which there are elements b, c ∈ R such that ann l (a) = Rb and ann l (c) = Ra. A ring in which every element is left quasi-morphic is called a left quasi-morphic ring, and a ring which is both left and right quasi-morphic is called a quasi-morphic ring. It is immediate that the class of left quasi-morphic rings contains all left morphic rings as well as all von Neumann regular rings.
The behavior of the morphic and quasi-morphic conditions in rings which satisfy certain chain conditions is studied in [NSC04b] , [NSC04a] and [CN07] . A major consequence of these investigations is the characterization of the quasi-morphic rings that satisfy either the ascending or descending chain condition on principal left ideals as precisely the artinian rings in which every one-sided ideal is principal, the latter class having been described by Jacobson in [Jac43, Section 15].
If R is a ring and R M R is an (R, R)-bimodule, then the trivial extension R ∝ M is defined to be the set of all pairs (r, m) such that r ∈ R and m ∈ M. Addition is defined componentwise, and multiplication is defined according to the rule (r, m)(s, n) = (rs, rn+ms). Given an endomorphism σ of the ring R, we define the bimodule R(σ) by R R(σ) = R R with right R-multiplication s · r = sσ(r) for every s ∈ R(σ) and every r ∈ R. Note that R ∝ R(σ) is isomorphic to R[t; σ]/(t 2 ) where R[t; σ] is a skew (left) polynomial ring over R. When convenient, this isomorphism will hereafter be understood without further mention.
Many results on morphic trivial extensions are introduced in [CZ05] and further extended in [LZ07] . In this article, we continue to extend the known results, focusing in particular on the cases where the base ring is either a unit regular ring, a left perfect ring or a commutative reduced ring. Although our main results concern morphic trivial extensions, we shall often extend our results to the quasi-morphic case when it will not take us too far afield to do so.
All rings are assumed to be associative and unital. The Jacobson radical and group of units of a ring R will be denoted by J(R) and U(R), respectively. Anytime that R ∝ M is written, it will be understood that R M R is an (R, R)-bimodule. A principal ring will refer to a ring which is both a principal left ideal ring and a principal right ideal ring.
Preliminary Results
The following fundamental result about left quasi-morphic rings is indispensable to our investigation. (1) R is quasi-morphic and has either ACC or DCC on principal left ideals.
(2) R is an artinian principal ring.
(3) R is an artinian morphic ring.
(4) R is a morphic principal ring.
(5) R is a finite direct product of matrix rings over artinian principal local rings.
The following example shows that Proposition 2.2 cannot be extended to rings which are left quasi-morphic but not right quasi-morphic. . Then R is a left morphic artinian ring which is not right quasi-morphic.
We now proceed with some general results about morphic trivial extensions.
Proposition 2.4. Let R be a ring, and let M be a bimodule. If S = R ∝ M is left morphic, then R is a left Bézout ring and R M is a Bézout (left) module.
Proof. Since S is left morphic, it is left Bézout by Proposition 2.1. The ring R, being a quotient of S, must therefore also be left Bézout. Consider two elements m, n ∈ M. Since S is left Bézout, there is an element (a, x) ∈ S such that S(0, m) + S(0, n) = S(a, x). This implies immediately that a = 0 and therefore that Rm + Rn = Rx. Thus R M is Bézout.
The following is a consequence of the proof of [NSC04b, Proposition 27]. We include the proof here for completeness.
Proposition 2.5. Suppose that R is a ring and that a ∈ R is a morphic element. If b ∈ R is any element such that Ra = ann l (b) and Rb = ann l (a), then aR = ann r (b) and bR = ann r (a).
Proof. Since a is right morphic, aR = ann r (c) for some c ∈ R. Thus ann r (ann l (a)) = ann r (ann l (ann r (c))) = ann r (c) = aR. Then ann r (b) = ann r (Rb) = ann r (ann l (a)) = aR. A similar argument shows that ann r (a) = ann r (Ra) = ann r (ann l (b)) = bR.
We now turn our attention to the interplay between elements of R and elements of M when R ∝ M is morphic. Annihilators will play a central role. We begin with a general result.
Lemma 2.6. Let R be a ring, let M be a bimodule and let S = R ∝ M.
(A) The following are equivalent for elements a ∈ R and m, n ∈ M:
(1) ann
The following are equivalent for elements a ∈ R and m, n ∈ M:
Proof. (A): Suppose first that (1) holds. Since (a, n)(0, m) = 0, it is apparent that Ra ⊆ ann R l (m). On the other hand, suppose that b ∈ ann R l (m). Then (b, 0) ∈ ann S l (0, m), which means that (b, 0) ∈ S(a, n), implying that b ∈ Ra. Thus ann R l (m) = Ra. Suppose now that x ∈ M is any element. Since (0, x)(0, m) = 0, there is an element (c, y) ∈ S such that (0, x) = (c, y)(a, n) = (ca, cn + ya). Since c ∈ ann R l (a) and y ∈ M, x ∈ ann R l (a)n + Ma. This shows that ann
On the other hand, suppose that (2) holds. It is immediate that S(a, n) ⊆ ann S l (0, m). Suppose that (b, x)(0, m) = 0. Since bm = 0, we can write b = ra for some r ∈ R, and since M = ann R l (a)n + Ma, we can write x−rn = cn+ya for some c ∈ ann R l (a) and some y ∈ M. Then (c+r, y)(a, n) = (ca + ra, cn + rn + ya) = (b, x). Thus ann
. Then (0, x)(a, n) = 0, which implies that (0, x) ∈ S(0, m) and therefore that x ∈ Rm. Thus ann M l (a) = Rm. Suppose now that y ∈ ann R l (a)n ∩ Ma. Then cn = y = za for some c ∈ ann R l (a) and some z ∈ M. Then (c, −z)(a, n) = (ca, cn − za) = 0, which implies that (c, −z) ∈ S(0, m). Thus c = 0, which means that y = 0. We have then shown that ann R l (a)n∩Ma = 0. Finally, if r ∈ ann R l (a)∩ann R l (n) = 0, then (r, 0)(a, n) = (ra, rn) = 0. Thus (r, 0) ∈ S(0, m), which implies that r = 0.
On the other hand, suppose that (2) holds. It is again clear that S(0, m) ⊆ ann S l (a, n). Suppose that (b, x)(a, n) = 0. Then ba = 0 and bn + xa = 0. But Since S is also right morphic by hypothesis, Proposition 2.5 guarantees that ann S r (0, m) = S(a, n) and ann S r (a, n) = S(0, m) as well. Using the right-hand analog of Lemma 2.6, we obtain the desired equalities.
Corollary 2.8 allows us to establish our first structure theorem. For any Bézout ring R, let L(R) denote the lattice of principal left ideals of R, and for any Bézout right R-module M, let R(M) denote the lattice of cyclic right R-modules. Corollary 2.7 shows that, if R ∝ M is left morphic, then we can define a function
by the rule F (N) = ann R l (N). This result and more are contained in the following theorem.
Theorem 2.9. Suppose that R is a ring and that M is a bimodule such that S = R ∝ M is a morphic ring. Then the function F defined above is an inclusion-reversing injective map. If
Proof. Suppose that N R is a cyclic right submodule of M. Then N R has the form mR for some m ∈ M. By Corollary 2.7 there is an element a ∈ R such that ann R l (mR) = ann R l (m) = Ra. This guarantees that the map F is well-defined. It is straightforward to show that F is inclusion-reversing.
In order to prove that F is injective, suppose that there are elements m, n ∈ M such that ann Finally, suppose that mR ∈ R(M) is a bimodule, and suppose that F (mR) = Ra. Since mR is a bimodule, rm ∈ mR for every r ∈ R. Therefore, (ar)m = a(rm) ∈ a(mR) = 0 for every r ∈ R. Thus aR ⊆ ann R l (m) = Ra, demonstrating that Ra is an ideal. Theorem 2.9 illustrates how the left and right submodule lattices of M are influenced by the right and left ideal lattices of R when R ∝ M is a morphic ring. In what follows, we will exploit this relationship to illuminate the structure of M in the cases where R satisfies a chain condition or when M is, itself, cyclic.
In order to state the next result, we need the following construction. Let I be an ideal of a ring R, and denote the quotient R/I by R. For any ring endomorphism σ : R → R, the (R, R)-bimodule R(σ) can be viewed as an (R, R)-bimodule in the natural way.
Theorem 2.10. Suppose that R is a ring and that M is a bimodule such that R ∝ M is left morphic. Suppose further that
Proof. By Corollary 2.7, there is an element a ∈ R such that ann R l (x) = Ra (which is an ideal by hypothesis) and ann M l (a) = Rx. We now construct the endomorphism σ. Since M = Rx, for every r ∈ R there is an element s ∈ R such that xr = sx. Define a map ϕ : R → R by ϕ(r) = s if xr = sx. If s and s ′ are two elements of
′ ∈ Ra and therefore s = s ′ . Thus ϕ is well-defined. We now show that ϕ is a ring homomorphism. It is clear that ϕ(1) = 1. If r, r ′ ∈ R such that ϕ(r) = s and ϕ(r
. Finally, we verify that ker ϕ ⊆ Ra. An element r ∈ R is in ker ϕ if and only if xr = sx for some s ∈ Ra. Since (Ra)x = 0, ker ϕ = ann
It remains to be shown that M is isomorphic, as a bimodule, to R(σ). Fixing the element x ∈ M such that M = Rx, define a map ψ : R(σ) → M by ψ(s) = sx. As above, we see that ψ is a well-defined bijection. It is also easy to see that ψ is additive. It remains to be shown that ψ is both left and right R-linear. Let a ∈ R and s ∈ R(σ). Then
If R ∝ M is morphic, we can obtain a stronger result.
Theorem 2.11. Suppose that R is a ring and that M is a bimodule such that R ∝ M is morphic. If M R and R M are cyclic, then there is an ideal I of R and an automorphism σ of R = R/I such that M ∼ = R(σ).
Proof. Since R M and M R are cyclic, there are elements x, y ∈ M such that
The proof will be a strengthening of the proof of Theorem 2.10. We first claim that Rx = xR (and similarly that Ry = yR). Since M is a bimodule, it is immediate that xR ⊆ Rx and Ry ⊆ yR. Since Rx and yR are bimodules, Theorem 2.9 (and its analog on the right) guarantees that aR and Rb are ideals of R. This implies that Ra ⊆ aR and bR ⊆ Rb. Since R M = Rx, Ry ⊆ Rx. Taking right annihilators in R, we see that aR = ann R r (x) ⊆ ann R r (y) = bR. A similar argument shows that the inclusion xR ⊆ yR implies that Rb ⊆ Ra. Combining these inclusions yields
Thus Ra = aR = Rb = bR; similarly Rx = xR = Ry = yR.
Let R denote R/Ra. Define the map ϕ : R → R as in the proof of Theorem 2.10. It remains only show that ϕ is surjective and that ker ϕ = Ra. Since M = xR, we see immediately that ϕ is surjective. As in the proof of Theorem 2.10, ker ϕ = ann R r (x); since ann
We remark that, by Proposition 2.4, the conclusions of Theorem 2.10 and Theorem 2.11 hold more generally in the case where the relevant modules are finitely generated.
Corollary 2.12. Suppose that R is a ring and that M is a bimodule such that
Proof. By Corollary 2.7, since ann Theorem 2.13. Suppose that R is a ring and that σ is an endomorphism of R.
(1) If (a, 0) is left morphic in R ∝ R(σ) and σ is an automorphism, then a is left morphic in R. yσ(a) ), which implies that z ∈ Ra. Therefore Ra = ann R l (b), and similarly, aR = ann R r (b). Thus a is morphic in R, which proves (2).
Corollary 2.14. If R is a ring and σ is an endomorphism of R such that R ∝ R(σ) is morphic, then R is morphic and σ is an automorphism.
Proof. Corollary 2.12 implies that σ is an automorphism, and Theorem 2.13 then shows that R is morphic.
Note that Corollary 2.14 offers another proof that the ring in Example 2.3 is not morphic since the endomorphism in that example is not an automorphism.
The next results are a direct consequence of Lemma 2.6, and generalize [LZ07, Theorem 9].
Corollary 2.15. Let R be a ring, and let σ be an endomorphism of R. For any a ∈ R, if (0, a) is left morphic in R ∝ R(σ), then a is von Neumann regular in R.
Proof. Let S = R ∝ R(σ). Since (0, a) is left morphic in S, there is an element (b, c) ∈ S such that ann Although we will only need the next result in a particular case, the proof of the general case is no more difficult, and we include it here.
Lemma 2.16. Suppose that R is a ring and that M is a bimodule. If a is von Neumann regular in
Proof. Since a is von Neumann regular, a = axa for some x ∈ R. Then (a, 0)(x, 0)(a, 0) = (a, 0), so (a, 0) is regular in R ∝ M. Since (a, 0) is also left morphic in R ∝ M, (a, 0) is unit regular. Thus there is a unit (u, m) ∈ R ∝ M such that (a, 0) = (a, 0)(u, m)(a, 0) = (aua, 0). Since u must be a unit in R, this shows that a is unit regular. (1) R ∝ R(σ) is left morphic. Recall that a ring is called strongly morphic if M n (R) is morphic for every positive integer n. (1) R ∝ R is left morphic.
(2) The element (0, a) is left morphic in R ∝ R for every a ∈ R.
(3) R is unit regular.
is strongly morphic for all n ≥ 1.
Proof. The equivalence of (3), (4) and (5) is proved in [LZ07, Theorem 9], and it is clear that (4)⇒(1)⇒(2). In order to prove that (2) implies (3), let a ∈ R. Since (0, a) is left morphic in R ∝ R, Lemma 2.6 shows that a is left morphic in R, and Corollary 2.15 shows that a is von Neumann regular in R. Therefore, a is unit regular in R.
We close the section with some general results on idempotents. Such results will be useful both in establishing a partial converse to Corollary 2.17 as well as in characterizing morphic extensions in the next section. Proof. The proof is a straightforward calculation and is omitted. Remark. Identifying R[t; σ]/(t 2 ) with R ∝ R(σ), Proposition 2.21 implies that if R is a ring and σ : R → R is an endomorphism such that R[t; σ]/(t 2 ) is left morphic, then σ(e) = e for every central idempotent e ∈ R. Proof. Every element of a Boolean ring is a central idempotent.
It is shown in [LZ07, Theorem 2] that the ring R[t; σ]/(t
2 ) is left morphic if R is unit regular and σ fixes every idempotent of R. In light of the above remark, it is, indeed, necessary that σ fix every central idempotent of R. When R is semisimple, the condition that σ fixes every central idempotent of R is also sufficient, as is shown in [Dor07, Corollary 16] (see also Theorem 3.6 and Corollary 3.7 below). In particular, if R is simple artinian, then R[t; σ]/(t 2 ) is morphic for any automorphism σ of R, although there are any automorphisms (e.g. conjugation by a noncentral matrix) that do not fix all idempotents of R.
Corollary 2.23. If R is a strongly regular ring and σ is an endomorphism of R, then R[t; σ]/(t 2 ) is left morphic if and only if σ(e) = e for every idempotent e ∈ R.
Proof. The forward direction is a consequence of the remark following Proposition 2.21; the reverse is [CZ05, Theorem 1].
Rings Satisfying Chain Conditions
Proposition 2.2 illustrates the behavior of the quasi-morphic condition under the application of chain conditions. The main goal of this section will be to use Proposition 2.2 to completely characterize the quasi-morphic trivial extensions R ∝ M when R is a left perfect ring. We begin with some results to show that the lattices of left and right submodules of M have a particularly nice form in this case.
Lemma 3.1. If R is a left perfect ring and R M is a Bézout module, then
R M is noetherian and cyclic.
Proof. Since R is left perfect, a result of Jonah [Jon70, Main Theorem] guarantees that R M satisfies the ascending chain condition on cyclic submodules. By Proposition 2.4, every finitely generated submodule of R M is cyclic, and We will also use the following general fact.
Lemma 3.3. If R is a left perfect ring and M is a bimodule, then
R ∝ M is left perfect. Proof. Since J(R ∝ M) = J(R) ∝ M, we see immediately that R ∝ M/J(R ∝ M) ∼ = R/J(R) is semisimple. We claim now that J(R ∝ M) is left T-nilpotent. Suppose that {(r i , m i )}
is a sequence of elements in J(R ∝ M).
Since r i ∈ J(R) and R is left perfect, there is an index n for which r 1 r 2 . . . r n = 0. Then (r 1 , m 1 )(r 2 , m 2 ) . . . (r n , m n ) = (0, m) for some m ∈ M. Using again the fact that R is left perfect, there is a k such that r n+1 r n+2 . . . r n+k = 0. Then (r 1 , m 1 ) . . . (r n+k , m n+k ) = (0, m)(r n+1 , m n+1 ) . . . (r n+k , m n+k ) = (0, mr n+1 . . . r n+k ) = 0.
We can now state our characterization.
Theorem 3.4. Suppose that R is a left perfect ring and that M is a bimodule such that R ∝ M is quasi-morphic. Then R is an artinian principal ring, and M ∼ = R(σ) for some quotient R of R and some automorphism σ of R. Further, R ∝ M is an artinian principal ring.
Proof. Since R is left perfect, Lemma 3.3 implies that R ∝ M is left perfect. Proposition 2.2 then shows that R ∝ M must be an artinian principal, hence morphic, ring. This shows that R, being a quotient of R ∝ M, must be an artinian principal ring.
By Corollary 3.2, M R and R M are cyclic. Theorem 2.11 then shows that there must be a quotient R of R and an automorphism σ of R such that M ∼ = R(σ).
Remark. Theorem 3.4 shows that if R is left perfect, then R ∝ M is morphic if and only if it is quasi-morphic. We will therefore concern ourselves only with the morphic case.
We are now in a position to completely characterize the morphic trivial extensions of an arbitrary left perfect ring. The next result reduces the problem to the case of a ring with no nontrivial central idempotents. 
Proof. Let e = (1, 0) and f = (0, 1) in R 1 × R 2 = R, and let M 1 = eM and M 2 = f M. Applying Proposition 2.21, we see that M 1 is an (R 1 , R 1 )-bimodule, that M 2 is an (R 2 , R 2 )-bimodule, and that the map that takes (r, m) ∈ R ∝ M to ((er, em), (f r, f m)) is the desired isomorphism.
Theorem 3.6. Suppose that R is a left perfect ring with no nontrivial central idempotents and that M is a bimodule. If R is simple artinian, then R ∝ M is morphic if and only if either
M = 0 or M ∼ = R(σ) for some automorphism σ of R. If R
is not simple artinian, then R ∝ M is morphic if and only if R is an artinian principal ring and M = 0.
Proof. Suppose R is simple artinian. If R ∝ M is morphic, then Theorem 3.4 implies that M ∼ = R(σ) for some quotient R of R and some automorphism σ of R. Since R is simple, either R = 0 or R = R. On the other hand, if M = 0 then R ∝ M ∼ = R is morphic, and if M ∼ = R(σ) for some automorphism σ of R, then R ∝ M is morphic by [Dor07, Corollary 16]).
We now handle the case where R is not simple artinian. Let S = R ∝ M. Suppose that S is morphic but that M is nonzero. Since R is a left perfect ring with no nontrivial central idempotents, then S must be an artinian principal ring by Theorem 3.4. Since S also has no nontrivial central idempotents, S must therefore be isomorphic to M n (L) for some artinian local principal ring L by Proposition 2.2. Write J = J(S). It is clear that J = J(R) ∝ M. Since the only ideals of L are powers of J(L) (see [NSC04b, Theorem 9] ), the only ideals of S are of the form J i . Thus 0 ∝ M = J r for some r. Since R is not simple artinian, J(R) = 0, and it must therefore be the case that r ≥ 2.
cannot contain J r = 0 ∝ M, a contradiction. We therefore conclude that M = 0.
For the converse, Proposition 2.2 shows that any artinian principal ring is morphic.
We now give the complete characterization.
Corollary 3.7. Suppose that R is a left perfect ring and that M is a bimodule such that R ∝ M is morphic. Then R = R 1 × · · · × R n where each R i is a matrix ring over an artinian principal local ring, and M can be written as Proof. This follows from Lemma 3.5 and Theorem 3.6.
Since any proper quotient of a PID is artinian, Corollary 3.7 generalizes [LZ07, Theorem 16].
Corollary 3.8. Suppose that R is a ring and M is a bimodule such that R ∝ M is quasi-morphic. If R satisfies the ascending chain condition on principal left ideals and R M is finitely generated, then R is an artinian principal ring and R ∝ M is morphic. In particular, M is a bimodule of the type described in Corollary 3.7.
Proof. Since R ∝ M is quasi-morphic, R is Bézout by Proposition 2.4. Thus R satisfies the ascending chain condition on finitely generated left ideals and is therefore left noetherian. Since R M is finitely generated, it is also noetherian. Therefore R ∝ M is left noetherian. By Proposition 2.2, R ∝ M is an artinian principal ring. The remaining conclusions follow from Theorem 3.4 and Corollary 3.7.
The next example shows that the condition that R M is finitely generated cannot be eliminated from the hypotheses of Corollary 3.8. Proof. In either case, R ∝ M is an artinian principal ring, in which case M n (R ∝ M) is also an artinian principal ring, and therefore a morphic ring.
Commutative Reduced Rings
In this section, we investigate morphic trivial extensions R ∝ M where R is a commutative reduced ring and R M R is a bimodule such that mr = rm for all r ∈ R and all m ∈ M; this last condition is equivalent to saying that R ∝ M is a commutative ring. Since it is proved in [CN07, Corollary 4] that every commutative quasi-morphic ring is morphic, we lose no generality by focusing on morphic rings in this case.
It is shown in [CZ05, Theorem 14] under these hypotheses on M that Z ∝ M is morphic if and only if M ∼ = Q/Z, and this result is generalized to arbitrary PIDs in [LZ07, Theorem 14] . In this section, we will use the results of Proposition 2.4 and specialize Lemma 2.6 and Theorem 2.9 in order to extend some of these results to arbitrary commutative reduced rings. Some results for arbitrary domains will also be proved.
We first establish a general fact which will be useful in what follows.
Lemma 4.1. Let R be a commutative ring, and let M be a bimodule such that R ∝ M is morphic. For every a ∈ R, ann R (a) is a principal ideal.
Proof. Let a ∈ R, and write S = R ∝ M. Since S is morphic, there is an element (b, m) ∈ S such that ann S (a, 0) = S(b, m). It is immediate that Rb ⊆ ann R (a). On the other hand, if ca = 0, then (c, 0) ∈ ann R (a, 0) = S(b, m). Thus ann R (a) = Rb. Proof. Suppose that a ∈ R. Let ann(a) = bR and ann(b) = cR. Note that we then have ann(c) = bR. Since R is Bézout, bR + cR = dR for some d ∈ R. If x ∈ bR ∩ cR, then x 2 = 0. Since R is reduced, this means that bR ∩ cR = 0. Thus bR ⊕ cR = dR, and d is a nonzerodivisor since ann(d) = ann(bR + cR) = ann(b) ∩ ann(c) = cR ∩ bR = 0.
Therefore dR is a free R-module, which shows that cR is also projective. Thus the exact sequence 0 → ann(c) → R → cR → 0 splits, which shows that ann(a) = ann(c) is a direct summand of R R .
If R is a commutative ring, we will let Q(R) (or simply Q if there is no risk of confusion) denote the classical ring of quotients of R. Proof. We first claim that we may assume without loss of generality that pR + qR = R. Since R is Bézout, pR + qR = bR for some b ∈ R. Thus there are elements s, t, x, y ∈ R such that bs = p, bt = q and px + qy = b. Thus If a ∈ R is not a zerodivisor, then (a, x) is morphic in R ∝ Q/R for every x ∈ Q/R.
Proof. Write S = R ∝ Q(R)/R. We will apply Lemma 2.6 to show that ann S (a, x) = S(0, 
Proof. Let S = R ∝ Q/R. We will show that ann S (q, 0) = S(0, Proof. Let (a, x) ∈ R ∝ Q/R. Since R is a weak Baer ring, ann R (a) = eR for some idempotent e ∈ R. Write f = 1 − e, and let S = eR and T = f R. Then R = S × T , and R ∝ Q/R = (S ∝ Q(S)/S) × (T ∝ Q(T )/T ). Using this decomposition, (a, x) = ((0, xe), (af, xf ). By Lemma 4.7, (0, xe) is morphic in S ∝ Q(S)/S, and by Lemma 4.6, (af, xf ) is morphic in T ∝ Q(T )/T since af is a nonzerodivisor in Rf . Thus (a, x) is morphic in R ∝ Q/R. Proof. Suppose that R ∝ Q/R is morphic. By Proposition 2.4, R is Bézout. Lemma 4.1 and Lemma 4.3 then show that R is weak Baer.
On the other hand, if R is Bézout and weak Baer, then Theorem 4.8 implies that R ∝ Q/R is morphic. A module M R is called divisible (see [Lam99, p. 70] ) if x ∈ Ma for every pair of elements a ∈ R and x ∈ M such that ann R r (a) ⊆ ann R (x). The next result characterizes morphic extensions over an arbitrary domain which is not a division ring (the case of a division ring having been covered previously).
Theorem 4.13. Suppose that R is a domain which is not a division ring and that M is a bimodule. Then R ∝ M is left morphic if and only if the following three conditions hold:
(1) M R is divisible. Proof. Suppose that R ∝ M is left morphic. Conditions (1) and (2) hold by Proposition 4.11. By Corollary 2.7, for every m ∈ M there is an a ∈ R as in condition (3), and a is nonzero by Corollary 4.12.
On the other hand, suppose that conditions (1), (2) and (3) hold. Write S = R ∝ M, and let (a, x) ∈ S. If a = 0, then there is an element m ∈ M such that ann Remark. The conditions of Theorem 4.13 can be stated succinctly as follows. If R is a domain that is not a division ring and M is a bimodule, then R ∝ M is left morphic if and only if for every nonzero a ∈ R there is an element m ∈ M and for every m ∈ M there is a nonzero a ∈ R such that the following sequence of left R-modules is exact:
The next result is a strengthening of Theorem 2.9 in the domain case.
Corollary 4.14. Suppose that R is a domain which is not a division ring and that M is a bimodule such that R ∝ M is morphic. The map F , as defined in Theorem 2.9, is an inclusion reversing bijection between the set of cyclic right submodules of M R and the set of nonzero principal left ideals of R.
Proof. Everything except the surjectivity of F follows from Theorem 2.9, suitably adapted to the case where R M is torsion. The surjectivity of F follows from condition (2) of Theorem 4.13.
Given that Corollary 4.14 provides so much control over the submodule lattice of M, we ask the following question. Remark. In the situation above, we note that Corollary 4.10 and Corollary 4.14 provide an isomorphism between the lattice of finitely generated submodules of Q(R)/R and that of M. We further remark that Theorem 4.13 implies that corresponding submodules are isomorphic. Since a module is the direct limit of its finitely generated submodules, we conjecture that the question can be answered in the affirmative.
It is further proved in [CZ05, Corollary 15] that Z ∝ Q/Z is strongly morphic. Although we cannot yet extend this result to include an arbitrary commutative Bézout domain, we can extend it to the case of an elementary divisor domain.
A ring R is called an elementary divisor ring if for every m × n matrix A over R, there are invertible matrices P and Q such that P AQ is diagonal with diagonal entries d i such that d i divides d i+1 for every i, 1 ≤ i < min{m, n}. It is known that every elementary divisor domain is a Bézout domain, but the converse remains unsettled. Therefore, although the next theorem holds only for elementary divisor domains, we are not able to appeal to a known example of a Bézout domain that is not an elementary divisor domain in order to determine whether the result is sharp. Proof. By Corollary 3.10, the result is true if R is a field. For the remainder of the proof, we therefore assume that R is not a field.
Let B ∈ M n (R ∝ M). We claim that there are invertible matrices U and V such that UBV is diagonal. Then the matrix UBV is morphic since it is a diagonal matrix all of whose entries are morphic. By [NSC04b, Lemma 3], B is morphic.
We now turn our attention to the claim. Suppose that B ∈ M n (R ∝ M). Exploiting the isomorphism between M n (R ∝ M) and M n (R) ∝ M n (M), we may write B = (B 1 , B 2 ). Since R is an elementary divisor domain, there are invertible matrices P 1 , Q 1 ∈ M n (R) such that P 1 B 1 Q 1 = D 1 is a diagonal matrix. We may further assume that all of the nonzero diagonal entries precede those which are zero. Writing P = (P 1 , 0) and Q = (Q 1 , 0), the matrix B is equivalent to the matrix P BQ = (D 1 , C 2 ) for some matrix C 2 ∈ M n (M).
Before further reducing B to a diagonal matrix, we consider one special case. Let N = (n ij ) ∈ M n (M). Since R ∝ M is morphic, M is Bézout by Proposition 2.4. Therefore, the submodule of M generated by the entries n ij is generated by the single element n ∈ M, and there are elements r ij ∈ R such that n ij = r ij n. Since R is an elementary divisor domain, there are invertible matrices X, Y ∈ M n (R) such that X(r ij )Y is diagonal. Therefore (0, N) is equivalent to the diagonal matrix (X, 0)(0, N)(Y, 0).
We are now in position to prove that a given B = (B 1 , B 2 ) ∈ M n (R ∝ M) is equivalent to a diagonal matrix. By our first reduction, we may assume that
is block diagonal with D 1 an k × k diagonal matrix with no nonzero diagonal entries. By our second reduction, we may then further assume that
is diagonal in the lower right-hand block.
If B 1 has no nonzero entries, then we are done. Assume, then, that the (1,1) entry of B 1 is d = 0. By induction, we may assume that every offdiagonal entry of B is zero, except perhaps for the first row and column. Writing B = (b ij ), suppose that b 11 = (d, m 11 ) and b 1j = (0, m 1j ). Since M is divisible by Theorem 4.13 and d = 0, there is an element x 1j ∈ M such that dx 1j = m 1j . If we subtract (0, x 1j ) times the first column from the j th column, then the new (1, j) entry will be b 1j − b 11 (0, x 1j ) = (0, m 1j ) − (d, m 11 )(0, x 1j ) = (0, 0). Continuing in this fashion, we can right and left multiply B by elementary matrices to bring it to a diagonal form. This proves the claim and the result.
Remark. A result of Kaplansky (see [FS01, p. 115] ) states that any diagonal matrix over a Bézout domain is equivalent to a diagonal matrix with d i dividing d i+1 for all i, which brings us essentially back to the case of an elementary divisor domain. Any possible extension of Theorem 4.15 to the case of Bézout domains which may not be elementary divisor domains cannot, therefore, rely on being able to bring the matrices in question into a diagonal form.
