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Esta dissertação tem como objectivo fazer um estudo sobre polígonos simples, 
nomeadamente no que concerne à sua classificação e partição. Começa-se 
por apresentar várias classes de polígonos simples fazendo depois uma 
classificação hierárquica. São apresentados alguns exemplos de polígonos 
simples segundo algumas características específicas. Posteriormente aborda-
se o tema da partição clássica de polígonos simples. Faz-se uma resenha
histórica sobre a evolução da complexidade da triangulação de polígonos 
simples, apresentam-se os algoritmos mais marcantes deste tipo de partição e 
mostra-se como, a partir de polígonos simples triangulados, se pode obter uma 
quadrangulação. Faz-se, também, uma abordagem a uma partição não 
clássica, como é o caso da pseudo-triangulação. Por fim, apresentam-se 
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The goal of this dissertation is to study simple polygons, namely concerning 
their classification and partition. We start by presenting several classes of
simple polygons, performing next a sorted classification. Some examples of
simple polygons are presented according to some specific characteristics. The 
classical partition of simple polygons theme is discussed next. We make an
historical draft on the evolution of the triangulation complexity of simple
polygons, the fundamental algorithms of this type of partition are described,
and its shown how, starting with simple triangulated polygons, we can obtain a
quadrangulation.  An approach to non-classic partitions is done, e.g. the 
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Lista de Notac¸o˜es
a ≡ b — resto da divisa˜o inteira de a por b.
dxe — menor inteiro maior ou igual a x.
bxc — maior inteiro menor ou igual a x.
|E| — nu´mero de elementos do conjunto E.
[uv] — segmento de recta uv.





A Geometria Computacional e´ uma a´rea das Cieˆncias da Computac¸a˜o que surgiu
em meados dos anos 70. Apesar de ser uma a´rea recente, tem ra´ızes bem antigas,
baseadas na Geometria Euclidiana. No entanto, so´ em 1985 foi publicado o primeiro
livro sobre o assunto, “Computational Geometry: An Introdution” escrito por F. P.
Preparata e M. I. Shamos [85].
Existe uma grande semelhanc¸a entre a Geometria Computacional e o Dese-
nho Geome´trico, se tivermos em conta que ambos pretendem obter novos elementos
geome´tricos a partir de construc¸o˜es elementares. A diferenc¸a esta´ no facto de que, as
figuras geome´tricas e construc¸o˜es correspondem a estruturas de dados e algoritmos.
Em geral, o interesse esta´ em solucionar um problema utilizando o menor nu´mero
poss´ıvel de operac¸o˜es elementares de modo a promover soluc¸o˜es algor´ıtmicas diferentes.
Assim sendo, o principal objectivo da Geometria Computacional e´ estudar problemas
geome´tricos sob o ponto de vista algor´ıtmico.
Tem-se desenvolvido como uma a´rea importante que conta com cada vez mais
investigadores. Esta adesa˜o pode ser, em parte, explicada pelos atractivos problemas
com enunciados simples de compreender. Apesar desta aparente simplicidade, a Ge-
ometria Computacional, constitui uma ferramenta fundamental em diversas a´reas de
computac¸a˜o que recorrem a abordagens geome´tricas, como por exemplo:
• Computac¸a˜o Gra´fica: e´ a parte da computac¸a˜o destinada ao uso de imagens
em geral. Va´rios problemas de Geometria Computacional sa˜o motivados por
1
problemas geome´tricos que aparecem em Computac¸a˜o Gra´fica. Por exemplo:
1) Ao seleccionarmos um objecto num interface gra´fico, devemos seleccionar
de entre todos os objectos desenhados na tela, aquele que esta´ mais pro´ximo
de uma determinada posic¸a˜o. 2) Para desenhar, de forma realista, uma cena
tridimensional, e´ necessa´rio saber como os va´rios objectos se projectam na tela e
tratar as suas ocluso˜es. 3) Para fazer uma animac¸a˜o realista, e´ necessa´rio detectar
se ha´ coliso˜es entre objectos que se movem e o resto da cena.
• Robo´tica: ramo da Mecaˆnica que actualmente trata de sistemas compostos por
ma´quinas e partes mecaˆnicas automa´ticas, controlados por circuitos integrados
(micro processadores), tornando sistemas mecaˆnicos motorizados, controlados
manualmente ou automaticamente por circuitos ou mesmo por computadores.
Um dos problemas fundamentais em robo´tica e´ o planeamento de movimentos.
O robot precisa de analisar o seu ambiente e descobrir uma forma de se mover
de um ponto ao outro sem colidir com os objectos do ambiente. Ale´m disso, ele
quer fazer isso da forma mais eficiente poss´ıvel, o que implica na necessidade de
identificar o caminho mais curto via´vel entre os dois pontos.
• Sistemas de Informac¸a˜o Geogra´ficas (SIG´s): e´ um sistema de hardware, software,
informac¸a˜o espacial e procedimentos computacionais, que permite e facilita a
ana´lise, gesta˜o ou representac¸a˜o do espac¸o e dos feno´menos que nele ocorrem.
Estes sistemas lidam com enormes quantidades de dados geome´tricos para poder
representar fielmente a geometria de estradas, rios, fronteiras, curvas de n´ıvel,
a´reas de vegetac¸a˜o, etc. Um problema t´ıpico nesta a´rea e´ saber que objectos geo-
gra´ficos esta˜o perto uns dos outros. Por exemplo, se um rio ameac¸a transbordar,
que cidades e estradas sera˜o afectadas?
• Desenhos de Circuitos Integrados (VLSI1 “artwork”): estes circuitos sa˜o com-
postos por dezenas de milhares de componentes electro´nicos que na˜o se podem
sobrepor, para evitar curto-circuitos. Durante o projecto desses circuitos e´ ne-
cessa´rio identificar, de uma forma eficiente, sobreposic¸o˜es que possam existir.
Entre outros exemplos, como sejam: Optimizac¸a˜o Combinato´ria, Processamento de
Imagens, Teoria de Grafos, Desenho Auxiliado por Computador (CAD2), etc.
1Very Large Scale Integration.
2Computer Aided Design.
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De entre os va´rios problemas que sa˜o objecto de estudo em Geometria Computaci-
onal, existe um que e´ o da partic¸a˜o de pol´ıgonos que merecera´ particular atenc¸a˜o nesta
dissertac¸a˜o. Em Geometria Computacional, algoritmos para problemas de partic¸a˜o de
um pol´ıgono arbitra´rio, sa˜o, de um modo geral, mais complexos que aqueles algoritmos
para pol´ıgonos com determinadas caracter´ısticas, tais como, por exemplo, os convexos
ou os estrelados. Uma estrate´gia para resolver alguns destes problemas quando e´
usado um pol´ıgono arbitra´rio, e´ particiona´-lo em componentes mais simples, resolver o
problema para cada componente usando um algoritmo espec´ıfico e depois combinar as
soluc¸o˜es parciais.
Esta dissertac¸a˜o divide-se em cinco cap´ıtulos. Apo´s uma introduc¸a˜o feita neste
cap´ıtulo, comec¸amos, no cap´ıtulo 2, por fazer a definic¸a˜o de va´rios tipos de pol´ıgonos
simples apresentando, depois, uma classificac¸a˜o desses pol´ıgonos. Nos cap´ıtulos se-
guintes fazemos a divisa˜o da partic¸a˜o de pol´ıgonos, em cla´ssicas (cap´ıtulo 3) e na˜o
cla´ssicas (cap´ıtulo 4). Nas partic¸o˜es cla´ssicas sa˜o tratados os temas da triangulac¸a˜o e
da quadrangulac¸a˜o de pol´ıgonos simples. O problema da triangulac¸a˜o consiste em,
dado um pol´ıgono simples qualquer, P , particionar o pol´ıgono em triaˆngulos com
interiores disjuntos, de tal forma que as arestas desses triaˆngulos sa˜o tanto arestas
como diagonais de P , unindo pares de ve´rtices de P . Apesar de se usar na maioria das
situac¸o˜es triaˆngulos na partic¸a˜o de pol´ıgonos, existem, no entanto, outras formas de o
particionar, usando, por exemplo, quadrila´teros (quadrangulac¸a˜o). Nas partic¸o˜es na˜o
cla´ssicas temos a pseudo-triangulac¸a˜o. Abordaremos este e outros conceitos, como
o de pseudo-triangulac¸o˜es mı´nimas e pseudo-triangulac¸o˜es minimais. Apresentare-
mos alguns resultados importantes e algumas relac¸o˜es entre tamanhos de pseudo-
triangulac¸o˜es. No cap´ıtulo final apresentaremos problemas que ainda se encontram
em aberto. De referir ainda que ao longo da dissertac¸a˜o somente se abordam pol´ıgonos





Pol´ıgonos simples: classes e
classificac¸a˜o
2.1 Algumas classes de pol´ıgonos simples
Nesta primeira secc¸a˜o, apo´s definirmos o conceito de pol´ıgono simples, apresen-
tamos a definic¸a˜o de va´rios tipos de pol´ıgonos simples e mostramos alguns resultados
mais relevantes relacionados com alguns desses pol´ıgonos.
Definic¸a˜o 2.1.1 Define-se pol´ıgono simples, P , para qualquer inteiro n ≥ 3, no
plano euclidiano IR2, como sendo a figura P = [v1, v2, ..., vn] formada por n pontos
v1, v2, ..., vn em IR
2 e por n segmentos de recta [vi, vi+1], i = 1, 2, 3, ..., n − 1 e [vn, v1].
Aos pontos vi chamamos ve´rtices do pol´ıgono e aos segmentos de recta, arestas. Um
pol´ıgono simples fica bem definido se e somente se:
1. a intersecc¸a˜o de cada par de segmentos adjacentes e´ um e um so´ ve´rtice, isto e´,
[vi, vi+1]∩ [vi+1, vi+2] = vi+1; (note-se que os ı´ndices sa˜o considerados mo´dulo n;
por exemplo vn+1 ≡ v1).
2. Segmentos que na˜o sejam adjacentes na˜o se intersectarem.
Por definic¸a˜o assumimos que as arestas [vn−1, vn] e [vn, v1] sa˜o adjacentes.
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Figura 2.1: Exemplos de figuras que na˜o sa˜o pol´ıgonos simples.
A definic¸a˜o de pol´ıgono simples na˜o e´ u´nica. Podemos, por exemplo, defini-lo recor-
rendo ao conceito de cadeia poligonal.
Definic¸a˜o 2.1.2 Chamamos cadeia poligonal a um conjunto de n pontos distintos
do plano v1, v2, ..., vn, chamados ve´rtices, ligados por segmentos, [v1, v2], [v2, v3], ..., [vn−1, vn],
as arestas.








































Figura 2.2: (a) Cadeias poligonais simples; (b) Cadeia poligonal
na˜o simples.
Sempre que na cadeia poligonal simples v1 e vn estiverem ligados por uma aresta, esta-
mos na presenc¸a de uma cadeia poligonal fechada. Esta cadeia poligonal determina
uma curva de Jordan (curva fechada sem auto-intersecc¸o˜es) que nos divide o plano em
duas regio˜es: uma interior a` curva, outra exterior1.
1Teorema da Curva de Jordan: Toda a curva simples e fechada divide o plano em duas regio˜es.
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Podemos, assim, dar uma definic¸a˜o diferente da dada na definic¸a˜o 2.1.1.
Definic¸a˜o 2.1.3 Chamamos pol´ıgono simples ao conjunto dos pontos da regia˜o
















Figura 2.3: (a) Cadeia poligonal simples fechada;
(b) Divisa˜o do plano que foi originada pela cadeia.
Definic¸a˜o 2.1.4 Chamamos:
1. Ao conjunto de todos os pontos interiores de P, interior de P, int(P ).
2. Ao conjunto de todos os pontos pertencentes aos segmentos de recta, fronteira
de P, fr(P ) ou ∂P .
3. Ao conjunto de todos os pontos exteriores a P, exterior de P, ext(P ).
Um pol´ıgono simples, P , fica perfeitamente determinado por o conjunto formado pelos
seus ve´rtices ordenados, quando se percorre a fronteira de P , e por uma orientac¸a˜o
que nos permita conhecer onde se ira´ situar o interior de P . Assim, se percorrermos
a fronteira no sentido negativo (hora´rio), encontramos o interior de P a` direita de
qualquer aresta, caso contra´rio, no sentido positivo (anti-hora´rio), o interior de P ,

























Figura 2.4: (a) Pol´ıgono orientado no sentido negativo;
(b) Pol´ıgono orientado no sentido positivo.
Por norma, suporemos sempre que os ve´rtices de um pol´ıgono simples esta˜o orientados
no sentido positivo (anti-hora´rio).
Um ve´rtice de um pol´ıgono diz-se convexo se a amplitude do aˆngulo, pertencente ao
seu interior, formado por duas arestas que lhe sa˜o incidentes for menor ou igual a pi.
Caso contra´rio o ve´rtice diz-se coˆncavo ou reflexo.
Lema 2.1.1 (Meister [74]) Qualquer pol´ıgono simples, P , tem um ve´rtice estrita-
mente convexo.
Prova: Seja P um pol´ıgono. Se percorrermos a fronteira de P , no sentido anti-hora´rio,
quando encontramos um ve´rtice estritamente convexo, temos que virar a` esquerda e
num ve´rtice estritamente coˆncavo viramos a` direita. Seja v o ve´rtice de P com ordenada
mı´nima e abcissa ma´xima. Seja l a recta horizontal passando sobre v. A aresta seguinte
a v, que lhe esta´ incidente, esta´ acima de l (ver figura 2.5). Logo, deveremos virar a`
esquerda em v. Portanto, v e´ um ve´rtice estritamente convexo. ¥
Outro conceito importante, tambe´m pela sua aplicac¸a˜o, (computac¸a˜o gra´fica [67],
robo´tica [62, 13], planeamento de movimentos [82, 63], reconhecimento de padro˜es




Figura 2.5: Ilustrac¸a˜o da prova do lema 2.1.1.
Definic¸a˜o 2.1.5 Dizemos que dois pontos x e y, num pol´ıgono simples, P , sa˜o
vis´ıveis se nenhum ponto do segmento de recta xy pertencer ao ext(P ).
Podemos dizer, usando uma terminologia diferente, que x veˆ y se x e y sa˜o vis´ıveis.
A definic¸a˜o 2.1.5 permite que o segmento de recta xy intersecte um ve´rtice coˆncavo ou





Figura 2.6: O ponto x veˆ os pontos y, z e w mas na˜o o ponto t.
Definic¸a˜o 2.1.6 Um pol´ıgono simples, P , diz-se convexo se para todo x, y ∈ P, o
segmento [xy] ⊂ P.









Figura 2.7: (a) Pol´ıgono convexo; (b) Pol´ıgono na˜o convexo.
Definic¸a˜o 2.1.7 Um pol´ıgono simples e´ convexo se qualquer par de pontos pertencen-
tes ao seu interior ou a` fronteira, sa˜o vis´ıveis, isto e´,
∀x, y ∈ int(P ) ∪ fr(P ), [xy] ∩ ext(P ) = ∅.
Teorema 2.1.1 Um pol´ıgono e´ convexo se e so´ se na˜o tem ve´rtices coˆncavos.
Prova:
(⇐)
Se o pol´ıgono na˜o tem ve´rtices coˆncavos, enta˜o dados dois quaisquer pontos de P , o
segmento que os une pertence a P , logo P e´ convexo pela pro´pria definic¸a˜o de pol´ıgono
convexo.
(⇒)
Suponhamos, por absurdo, que P tem ve´rtices coˆncavos, enta˜o existem pelo menos
dois pontos, tal que o segmento que os une, na˜o pertence na totalidade a P , como por
hipo´tese P e´ convexo, quaisquer dois pontos de P , podem ser unidos por um segmento
que pertence a P , temos assim um absurdo. Logo P na˜o tem ve´rtices coˆncavos. ¥
Definic¸a˜o 2.1.8 Seja S um subconjunto de pontos de IR2. Chamamos invo´lucro ou
fecho convexo ao menor conjunto convexo do plano que conte´m S.
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(a) (b) (c)
Figura 2.8: (a) Pol´ıgono simples inicial; (b) O invo´lucro
convexo do pol´ıgono; (c) Pol´ıgono convexo.
Definic¸a˜o 2.1.9 Chamamos invo´lucro ou fecho convexo de um pol´ıgono P ,
CH(P ) (do ingleˆs, convex hull), ao menor pol´ıgono convexo que conte´m P .
Definic¸a˜o 2.1.10 Chamamos bolso de um pol´ıgono simples, P , a uma regia˜o limi-
tada, exterior a P mas interior do invo´lucro convexo de P .
O bolso e´ limitado pelo pol´ıgono. As arestas deste novo pol´ıgono formado, sa˜o tambe´m
arestas de P , excepto uma aresta exclusiva do invo´lucro convexo. A esta aresta
chamamos tampa do bolso (ver figura 2.9).
Definic¸a˜o 2.1.11 Um pol´ıgono simples, P , diz-se estrelado se existe pelo menos um
ponto x ∈ P tal que para todo ponto y ∈ P o segmento [xy] ⊂ P.
Ou seja, recorrendo ao conceito de visibilidade, um pol´ıgono e´ estrelado se existir pelo
menos um ponto do qual se pode ver todo o pol´ıgono.
Definic¸a˜o 2.1.12 O nu´cleo ou o Kernel, Ker(P ), de um pol´ıgono simples, P , e´ o
conjunto de todos os pontos pertencentes a P que veˆem todos os pontos de P , ou seja,
pontos do interior de P e da fronteira de P .













Figura 2.9: O bolso esta´ limitado pelos ve´rtices v1, v6, v7, v8, v9,
v10, v11 e v12. A tampa e´ o segmento entre os ve´rtices v1 e v6.
(a) (b)
Figura 2.10: (a) Pol´ıgonos estrelados e os seus respectivos
nu´cleos; (b) Pol´ıgonos na˜o estrelados.
A definic¸a˜o 2.1.11 pode ser escrita de um modo diferente, recorrendo ao conceito de
nu´cleo:
Definic¸a˜o 2.1.13 Um pol´ıgono simples, P , e´ estrelado se o seu nu´cleo for diferente
do vazio, isto e´, se Ker(P ) 6= ∅.
Teorema 2.1.2 O nu´cleo de um pol´ıgono e´ um conjunto convexo.
Prova: A prova e´ evidente, por definic¸a˜o de Ker(P ), pois um conjunto X e´ convexo
se ∀x, y ∈ X ⇒ [xy] ⊂ P . ¥
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Teorema 2.1.3 Um pol´ıgono simples, P , e´ convexo se e so´ se Ker(P ) = P .
Prova:
(⇒)
• Ker(P ) ⊂ P
Seja x ∈ Ker(P ), obviamente que x ∈ P , pois por definic¸a˜o de Ker(P ), todos os
pontos de Ker(P ) ∈ P .
• Ker(P ) ⊃ P
Como P e´ convexo, qualquer que seja x ∈ P , x veˆ qualquer ponto de P , logo x ∈ Ker(P ).
(⇐)
Se Ker(P ) = P enta˜o pelo teorema 2.1.2, P e´ convexo. ¥
Teorema 2.1.4 (Teorema de Krasnosel´ski) Um conjunto S de IR2 e´ estrelado se
e so´ se qualquer terno de pontos pertencentes a S e´ visto por pelo menos um ponto de
S, isto e´, S e´ estrelado se e so´ se ∀x, y, z ∈ S , ∃w ∈ S | w veˆ x, y, e z.
Prova: A prova do teorema de Krasnosel´ski pode ser obtida com a ajuda de um
outro teorema: o Teorema de Helly. Este teorema afirma que se a intersecc¸a˜o dos
conjuntos convexos Q1, Q2, ... , Qs do plano e´ vazia, enta˜o treˆs destes conjuntos na˜o
teˆm nenhum ponto em comum. Consultar [61] para a prova completa. ¥
Teorema 2.1.5 Um pol´ıgono simples P e´ estrelado se e so´ se qualquer terno de ve´rtices
convexos e´ visto por pelo menos um ponto de P .
A prova deste teorema deduz-se facilmente da prova do teorema anterior.
Definic¸a˜o 2.1.14 Um pol´ıgono simples, P , diz-se ortogonal se todas as suas arestas
forem paralelas ou ortogonais ao sistema de eixos coordenados.
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Figura 2.11: Pol´ıgono ortogonal.
O resultado seguinte, deve-se a J. O´Rourke [78].




Prova: Como P tem n ve´rtices, a soma da amplitudes dos seus aˆngulos internos





dependendo se e´ um ve´rtice convexo ou reflexo, respectivamente. Assim, P tem r







Resolvendo em ordem a r teremos o resultado pretendido. ¥
Uma cadeia poligonal diz-se mono´tona em relac¸a˜o a uma recta l, se qualquer recta
ortogonal a l, intersecta a cadeia somente num ve´rtice ou numa aresta.
Definic¸a˜o 2.1.15 Um pol´ıgono simples, P , diz-se mono´tono em relac¸a˜o a uma recta
l, se a fronteira de P se pode decompor em duas cadeias poligonais mono´tonas relati-
vamente a l.
Podemos, sem recorrer ao conceito de cadeia poligonal mono´tona, dar uma outra
definic¸a˜o para pol´ıgono mono´tono.
Definic¸a˜o 2.1.16 Um pol´ıgono simples, P , diz-se mono´tono em relac¸a˜o a uma recta
l se a intersecc¸a˜o de qualquer recta ortogonal a l com o pol´ıgono, for um segmento de








Figura 2.12: (a) Cadeia poligonal mono´tona em relac¸a˜o a
























Figura 2.13: (a) Pol´ıgono mono´tono em relac¸a˜o a l;
(b) Pol´ıgono na˜o mono´tono em relac¸a˜o a l.
Um pol´ıgono mono´tono em relac¸a˜o ao eixo dos xx´s e em relac¸a˜o ao eixo dos yy´s
diz-se x-mono´tono (figura 2.13 (a)) e y-mono´tono, respectivamente. Embora nas
definic¸o˜es 2.1.15 e 2.1.16 se use a monotonia relativamente a uma qualquer recta, na
pra´tica a monotonia e´ usada apenas em relac¸a˜o aos eixos coordenados. A classificac¸a˜o
de pol´ıgono mono´tono que e´ feita na secc¸a˜o 2.2 refere-se a uma monotonia relativamente
aos eixos coordenados.
Definic¸a˜o 2.1.17 Um pol´ıgono simples, P , diz-se unimodal se para cada ponto x
pertencente a` fronteira de P , se trac¸armos segmentos com origem em x, passando pelo
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interior de P e fim nos seus ve´rtices, obtivermos uma monotonia crescente ate´ ao












Figura 2.14: (a) Pol´ıgono unimodal em ordem a x; (b) Pol´ıgono na˜o unimodal.
Definic¸a˜o 2.1.18 Um ve´rtice vi de um pol´ıgono e´ uma orelha se o triaˆngulo formado

















Figura 2.15: (a) O ve´rtice vi e´ uma orelha. (b) O ve´rtice
vi na˜o e´ orelha. (c) O ve´rtice vi e´ uma boca.
Dizemos que duas orelhas sa˜o na˜o coincidentes se
4[vi−1, vi, vi+1] ∩ 4[vj−1, vj, vj+1] = ∅.
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Definic¸a˜o 2.1.19 Um ve´rtice v de um pol´ıgono e´ uma boca 4[vi−1, v, vi+1] pertence
totalmente ao ext(P ) (ver figura 2.15 (c)).
Definic¸a˜o 2.1.20 Um pol´ıgono simples, P , diz-se antropomo´rfico se conte´m exac-




Figura 2.16: Pol´ıgono antropomo´rfico.
Teorema 2.1.6 (Teorema das duas orelhas) Todos os pol´ıgonos simples com pelo
menos quatro ve´rtices teˆm pelos menos duas orelhas que na˜o se sobrepo˜em.
Prova: A prova deste teorema e´ feita por induc¸a˜o (estrate´gia proposta por G.H.
Meisters) no nu´mero de ve´rtices de P .
Passo ba´sico:
n = 4
Quando n = 4, temos um quadrila´tero que pode ser dividido em dois triaˆngulos
que sera˜o as orelhas de P .
Hipo´tese de induc¸a˜o:
Qualquer pol´ıgono simples com menos do que n ve´rtices (e com pelo menos
quatro) tem duas orelhas.
Passo indutivo:
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Sejam P um pol´ıgono com n ve´rtices e r um ve´rtice reflexo de P . Assim, fica
eliminado o caso em que o triaˆngulo pertence ao exterior de P ). Sejam v1 e v2 dois
ve´rtices vizinhos. Teremos que considerar, obviamente, dois casos: ou r pertence a`
orelha ou na˜o pertence.
Caso 1: Caso em que r pertence a` orelha. Remove-se esta orelha de P , adicio-
nando a aresta [v1, v2] a`s outras arestas e obtemos, assim, um novo pol´ıgono simples.
Este novo pol´ıgono tem n− 1 ve´rtices e tera´ duas orelhas excepto se for um triaˆngulo,
que tera´ somente uma orelha. Da hipo´tese de induc¸a˜o, temos que P tem duas orelhas.
Caso 2: No caso em que r na˜o pertence a` orelha, existe pelo menos um ve´rtice
no triaˆngulo [v1, r, v2]. Tracemos uma paralela a [v1, v2], partindo de v1 ate´ atingir o
ve´rtice antes de r. Chamemos-lhe v. Como na˜o existem ve´rtices mais pro´ximos de r
que o ve´rtice v, enta˜o o segmento [r, v] pertence ao interior de P . Este segmento divide
P em dois pol´ıgonos. Chamemos-lhes Pesquerdo e Pdireito, onde Pesquerdo e´ a parte do
pol´ıgono que esta´ a` esquerda de [r, v] e Pdireito e´ a outra parte. Os pol´ıgonos Pesquerdo
e Pdireito teˆm ambos menos do que n ve´rtices, tendo, portanto, duas orelhas (hipo´tese
de induc¸a˜o).
Teremos agora que mostrar que isto implica que P tem duas orelhas.
Pode suceder que ou Pesquerdo ou Pdireito seja, um deles, um triaˆngulo. Consideremos
que o triaˆngulo e´ o Pdireito. Enta˜o Pdireito e´ uma orelha de P e Pesquerdo tem duas
orelhas. Seguramente que a nenhuma delas pertencem os ve´rtices r ou v. Esta orelha
e´ a segunda orelha de P e, enta˜o, P tem duas orelhas.
Pode ainda acontecer que nem Pesquerdo ou Pdireito seja um triaˆngulo e, neste caso, pela
mesma raza˜o explicitada anteriormente, cada pol´ıgono Pesquerdo ou Pdireito tem pelo
menos uma orelha, a` qual na˜o pertence nem o ve´rtice r nem o ve´rtice v. Estas duas
orelhas sa˜o, enta˜o, as duas orelhas de P . ¥
Teorema 2.1.7 (Teorema da boca) Exeptuando os pol´ıgonos simples convexos, to-
dos os pol´ıgonos simples teˆm pelo menos uma boca.
Prova: Contruamos o invo´lucro convexo de P , CH(P ). Como P , por hipo´tese, e´
na˜o convexo, ha´ arestas pertencentes a` fronteira do invo´lucro convexo de P , cada qual
formando a tampa de um bolso de CH(P ) (ver figura 2.17). Temos enta˜o que provar
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que cada bolso tem uma boca. Seja Kij o bolso de CH(P ), determinado pelos ve´rtices
vi e vj de P . Obviamente queKij = [vi, vi+1, ..., vj]∪ [vj, vi] forma um pol´ıgono simples.
Pelo teorema 2.1.6 (Teorema das duas orelhas), Kij tem duas orelhas que, como na˜o se
sobrepo˜em, na˜o podem ocorrer em vi e vj. Portanto, pelo menos uma orelha, deve-se
encontrar no ve´rtice vk, i < k < j. Claramente que uma orelha para Kij e´ uma boca






Figura 2.17: Ilustrac¸a˜o da prova do teorema 2.1.7.
(a) (b)
Figura 2.18: (a) Um pol´ıgono com apenas uma boca e va´rias
orelhas. (b) Um pol´ıgono com duas orelhas e va´rias bocas.
Definic¸a˜o 2.1.21 Um pol´ıgono simples, P , diz-se vis´ıvel do exterior, que se abre-
viara´ por VE, se para todo ponto x ∈ fr(P ), existir uma semi-recta, l, com origem
em x tal que l ∩ int(P ) = ∅ (ver figura 2.19 (a)).
Definic¸a˜o 2.1.22 Um pol´ıgono simples, P , diz-se vis´ıvel desde uma aresta, que se













Figura 2.19: (a) Pol´ıgono VE; (b) Pol´ıgono na˜o VE.
P , existe um ponto x pertencente a` aresta, tal que o segmento [xy] pertence ao interior
de P , ou seja, para cada ponto y de P existe um ponto x da aresta que veˆ y, ou seja,
tal que [xy] ∈ int(P ).








Figura 2.20: Todo o ponto de P e´ vis´ıvel desde algum ponto
da aresta e9, em particular, desde os pontos x, y, e z.
Definic¸a˜o 2.1.23 Um ponto y diz-se que tem visibilidade fraca de uma aresta
se existir um ponto x nessa aresta, tal que y e´ vis´ıvel de x.
Todos os pontos do pol´ıgono da figura 2.20 teˆm visibilidade fraca da aresta e9 como
facilmente se pode verificar.
Definic¸a˜o 2.1.24 Um pol´ıgono simples, P , diz-se completamente vis´ıvel desde
uma aresta, que se abreviara´ por CVA, se existir em P uma aresta tal que, para
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cada ponto y pertencente a P e para cada ponto x pertencente a` aresta, o segmento










Figura 2.21: Pol´ıgono CVA relativamente a e7.
O pol´ıgono da figura 2.21 e´ CVA relativamente a e7, pois qualquer ponto, xi, de e7 veˆ
todo o pol´ıgono (i = 1, 2, 3, ...). No entanto, este pol´ıgono na˜o e´ CVA relativamente a
e2.
Como facilmente se pode constatar, qualquer pol´ıgono simples, pode ser dividido em
duas cadeias poligonais. Uma cadeia poligonal diz-se convexa se todos os aˆngulos,
que pertencem ao interior do pol´ıgono, forem convexos. Caso contra´rio a cadeia
poligonal diz-se coˆncava.
Definic¸a˜o 2.1.25 Um pol´ıgono simples, P , diz-se pol´ıgono estrada relativamente
a dois determinados ve´rtices, se a sua fronteira pode ser dividida, por esses ve´rtices,
em duas cadeias poligonais, tal que os pontos de cada uma das cadeias teˆm visibilidade
fraca (ver figura 2.22 (a)).
Notemos que o pol´ıgono da figura 2.22 (b) e´ na˜o estrada relativamente a outros pares
de ve´rtices, por exemplo, v1 e v8.
Definic¸a˜o 2.1.26 Um pol´ıgono simples, P , diz-se pol´ıgono em espiral se a fronteira


















Figura 2.22: (a) Pol´ıgono estrada relativamente aos ve´rtices v1 e








Figura 2.23: Pol´ıgono em espiral.
2.2 Uma classificac¸a˜o hiera´rquica de pol´ıgonos sim-
ples
Apo´s a definic¸a˜o de va´rios pol´ıgonos simples na secc¸a˜o anterior, fazemos nesta
secc¸a˜o, uma classificac¸a˜o dos pol´ıgonos descritos. Apenas o pol´ıgono estrada na˜o sera´
inclu´ıdo na classificac¸a˜o, devido a` sua particularidade de depender sempre dos ve´rtices
escolhidos. Por outro lado, embora na˜o tenhamos definido na secc¸a˜o anterior, iremos
considerar na hierarquizac¸a˜o os pol´ıgonos regulares com o nu´mero de ve´rtices superiores















Atrave´s da hierarquizac¸a˜o feita podemos constatar que:
reg uni cvx CVA mtn est VE VDA atp esp ort smp
reg × ⊂ ⊂ ⊂ ⊂ ⊂ ⊂ ⊂ ∩ = ∅ ∩ = ∅ ∩ * ⊂
uni ⊃ × ⊂ ⊂ ⊂ ⊂ ⊂ ⊂ ∩ = ∅ ∩ = ∅ ∩ * ⊂
cvx ⊃ ⊃ × ⊂ ⊂ ⊂ ⊂ ⊂ ∩ = ∅ ∩ = ∅ ∩ * ⊂
CVA ⊃ ⊃ ⊃ × ∩ * ⊂ ⊂ ⊂ ∩ = ∅ ∩ * ∩ * ⊂
mtn ⊃ ⊃ ⊃ ∩ * × ∩ * ⊂ ∩ * ∩ * ∩ * ∩ * ⊂
est ⊃ ⊃ ⊃ ⊃ ∩ * × ⊂ ∩ * ∩ * ∩ * ∩ * ⊂
VE ⊃ ⊃ ⊃ ⊃ ⊃ ⊃ × ∩ * ∩ * ∩ * ∩ * ⊂
VDA ⊃ ⊃ ⊃ ⊃ ∩ * ∩ * ∩ * × ∩ * ∩ * ∩ * ⊂
atp ∩ = ∅ ∩ = ∅ ∩ = ∅ ∩ = ∅ ∩ * ∩ * ∩ * ∩ * × ∩ * ∩ = ∅ ⊂
esp ∩ = ∅ ∩ = ∅ ∩ = ∅ ∩ * ∩ * ∩ * ⊂ ∩ * ∩ * × ∩ = ∅ ⊂
ort ∩ * ∩ * ∩ * ∩ * ∩ * ∩ * ∩ * ∩ * ∩ = ∅ ∩ = ∅ × ⊂
smp ⊃ ⊃ ⊃ ⊃ ⊃ ⊃ ⊃ ⊃ ⊃ ⊃ ⊃ ×
Note-se que estamos somente a analisar pol´ıgonos simples, portanto de acordo com a
definic¸a˜o 2.1.1. Podemos salientar, por exemplo, alguns pontos importantes:
• Um pol´ıgono que seja regular e´ unimodal, convexo, CVA, VDA, mono´tono,
estrelado e VE mas na˜o e´ antropomo´rfico nem espiral.
• Um pol´ıgono unimodal e´ convexo, CVA, VDA, mono´tono, estrelado e VE, mas
na˜o e´ antropomo´rfico nem espiral.
• Um pol´ıgono convexo e´ CVA, VDA, mono´tono, estrelado e VE, mas na˜o e´ antro-
pomo´rfico nem espiral.
• Um pol´ıgono CVA e´ VDA, VE e estrelado mas na˜o antropomo´rfico.
• Um pol´ıgono mono´tono ou estrelado e´ VE.
• Um pol´ıgono ortogonal na˜o e´ antropomo´rfico.




1. O pol´ıgono da figura 2.24 e´ mono´tono relativamente a qualquer um dos eixos












Figura 2.24: Pol´ıgono ortogonal, VDA, na˜o CVA e estrelado.
2. O pol´ıgono da figura 2.25 e´ na˜o mono´tono em relac¸a˜o ao eixo dos yy′s, mas ja´ e´










Figura 2.25: Pol´ıgono espiral, antropomo´rfico, VDA e na˜o CVA.
3. O pol´ıgono da figura 2.26 e´ espiral (podemos dividi-lo em duas cadeias - uma
convexa e outra coˆncava - nos ve´rtices v3 e v6), e´ antropomo´rfico, tem uma boca
no ve´rtice v5 e exactamente duas orelhas, nos ve´rtices v3 e v6 e e´ na˜o VE, pois
na˜o e´ poss´ıvel trac¸ar segmentos de recta com origem em pontos da aresta v5 sem
intersectar o pol´ıgono.
4. O pol´ıgono da figura 2.27 e´ VDA pois para qualquer ponto do pol´ıgono existe
sempre um ponto da aresta e1 que se consegue ver; e´ na˜o VE pois do ve´rtice v5


























Figura 2.27: Pol´ıgono VDA, na˜o VE e na˜o espiral.
pois na˜o existem dois ve´rtices pelos quais possamos dividir o pol´ıgonos em duas
cadeias poligonais, uma coˆncava e outra convexa.
5. O pol´ıgono da figura 2.28, tambe´m conhecido como pol´ıgono pente, e´ um










Figura 2.28: Pol´ıgono ortogonal, VDA e VE.
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6. O pol´ıgono da figura 2.29 e´ somente simples e antropomo´rfico, tem uma boca no












Figura 2.29: Pol´ıgono antropomo´rfico.
7. O pol´ıgono da figura 2.30 e´ VDA (aresta e4), na˜o mono´tono relativamente ao
eixo dos yy´s, estrelado (nu´cleo a sombreado), VE e na˜o antropomo´rfico, pois











Figura 2.30: Pol´ıgono VDA, estrelado, VE, na˜o
y-mono´tono e na˜o antropomo´rfico.
8. O pol´ıgono da figura 2.31 e´ ortogonal, espiral (pode-se dividir nos ve´rtices v5 e
v9), na˜o VDA e na˜o VE (ve´rtice v7, por exemplo).
9. O pol´ıgono da figura 2.32 e´ na˜o VDA, na˜o VE, na˜o espiral, na˜o mono´tono, na˜o
estrelado, na˜o antropomo´rfico e na˜o CVA.

























Figura 2.32: Pol´ıgono com auseˆncia de caracter´ısticas.
11. O pol´ıgono da figura 2.16 e´ um exemplo de um pol´ıgono antropomo´rfico, VDA
mas na˜o CVA.
12. O u´nico pol´ıgono ortogonal, unimodal na˜o regular e´ o rectaˆngulo, sendo que, o
u´nico regular e´ o quadrado.
13. O pol´ıgono da figura 2.19 (b) e´ um exemplo de um pol´ıgono que na˜o sendo VE,
e´ VDA e e´ espiral (podemos dividi-lo em duas cadeias - uma convexa e outra
coˆncava - nos ve´rtices v2 e v5) .
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Cap´ıtulo 3
Partic¸a˜o cla´ssica de pol´ıgonos
A decomposic¸a˜o de um pol´ıgono, ou de qualquer outra regia˜o, em partes mais
simples e´ u´til em muitos problemas. Na maioria dos casos, essas partes mais simples
sa˜o triaˆngulos, no entanto, podem ser usadas outras formas, como, por exemplo,
quadrila´teros ou simplesmente pec¸as convexas. A decomposic¸a˜o de pol´ıgonos e´ classi-
ficada de acordo como as suas componentes se interligam. Assim, uma decomposic¸a˜o
diz-se que e´ uma partic¸a˜o se as componentes do subpol´ıgono na˜o se sobrepo˜em,
excepto na sua fronteira. Se houver sobreposic¸a˜o de componentes, enta˜o dizemos que
a decomposic¸a˜o e´ uma cobertura.
A partic¸a˜o de pol´ıgonos e´ usada frequentemente para modelar objectos em aplica-
c¸o˜es onde a geometria e´ importante. Existem muitas aplicac¸o˜es teo´ricas e pra´ticas da
partic¸a˜o de pol´ıgonos tendo estas sido objecto de va´rios estudos [18, 52, 78, 97, 109].
O reconhecimento de padro˜es e´ uma das a´reas em que a decomposic¸a˜o de pol´ıgonos e´
usada como uma ferramenta [32, 81, 80, 33, 109]. As te´cnicas de reconhecimento de
padro˜es, extraem informac¸a˜o de um objecto com o objectivo de o descrever, identificar
e classifica´-lo. Uma estrate´gia normal para reconhecer um dado objecto poligonal,
e´ decompoˆ-lo em componentes mais simples, identificando, enta˜o, as componentes
interligando-as depois, e usar esta informac¸a˜o para determinar a forma do objecto
[32, 80]. Existem muitas outras aplicac¸o˜es de decomposic¸a˜o de pol´ıgonos, tais como,
compressa˜o de dados [71], sistemas de bases de dados [68], processamento de imagem
[76] e computac¸a˜o gra´fica [102].
Em Geometria Computacional, os algoritmos para problemas de decomposic¸a˜o
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de um qualquer pol´ıgono sa˜o mais complexos que os algoritmos para os mais restritos,
como sejam os algoritmos de decomposic¸a˜o de pol´ıgonos convexos ou estrelados. A
estrate´gia para resolver alguns destes problemas, em pol´ıgonos quaisquer, e´ decompoˆ-
lo em componentes mais simples, resolver o problema para cada uma das componentes,
usando o algoritmo adequado e depois combinar as diversas soluc¸o˜es.
Existe uma grande variedade de classes de pol´ıgonos que sa˜o u´teis para a de-
composic¸a˜o de pol´ıgonos, sa˜o os casos dos convexos, estrelados, espirais, mono´tonos,
triaˆngulos, quadrados, rectaˆngulos e trape´zios. Esta decomposic¸a˜o em componentes
mais simples, pode ser feita (ou na˜o) com a introduc¸a˜o de ve´rtices adicionais, aos
quais chamamos pontos de Steiner [40]. Apesar do uso de pontos de Steiner tornar
a decomposic¸a˜o do pol´ıgono mais complexa, reduz, na maioria dos casos, o nu´mero
de componentes. A complexidade da decomposic¸a˜o de um algoritmo e´ analisada
tendo em conta o nu´mero inicial de ve´rtices do pol´ıgono e o nu´mero de ve´rtices
coˆncavos que se formam com os pontos de Steiner. Na maioria das aplicac¸o˜es, pretende-
se que a decomposic¸a˜o seja minimal em algum sentido, por exemplo, em algumas
aplicac¸o˜es procura-se decompor o pol´ıgono num nu´mero mı´nimo de componentes.
Outras aplicac¸o˜es, usam uma decomposic¸a˜o que minimiza o comprimento total das
arestas internas usadas para a decomposic¸a˜o. Pensa-se que o primeiro resultado,
que minimizou este comprimento total, deve-se a Klincsek [57] que, em 1980, usou
programac¸a˜o dinaˆmica para encontrar o comprimento total mı´nimo, numa triangulac¸a˜o
de um pol´ıgono. O trabalho de Klincsek foi influente na medida em que inspirou
outras soluc¸o˜es com programac¸o˜es dinaˆmicas em problemas de decomposic¸a˜o. Como
no exemplo da figura 3.1, uma decomposic¸a˜o (partic¸a˜o) de comprimento mı´nimo 3.1(b)
pode ser diferente de um nu´mero mı´nimo de decomposic¸o˜es 3.1 (a) para o mesmo tipo
de componente.
(a) (b)
Figura 3.1: Duas partic¸o˜es com caracter´ısticas diferentes.
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A aplicac¸a˜o e´ que determina o tipo de subpol´ıgono a usar quando se particiona
um pol´ıgono em subpol´ıgonos mais simples; por exemplo, o reconhecimento de padro˜es,
usa subpol´ıgonos convexos, espirais e estrelados na decomposic¸a˜o [32, 81, 33, 96, 109];
as aplicac¸o˜es VSLI usam trape´zios [6].
E´ de total interesse, tambe´m, (e, por isso, este tema sera´ tratado na secc¸a˜o
seguinte) o desenvolvimento de algoritmos que particionem um pol´ıgono em triaˆngulos,
muito usado, por exemplo, em problemas do tipo da Galeria de Arte [78].
3.1 Triangulac¸a˜o de pol´ıgonos simples
A triangulac¸a˜o de pol´ıgonos simples e´ um problema cla´ssico da Geometria Com-
putacional e um dos primeiros a ser estudado nesta a´rea. O problema da triangulac¸a˜o
de pol´ıgonos, pode ser formulado da seguinte maneira: dado um pol´ıgono P , com n
ve´rtices, encontrar diagonais que particionem o pol´ıgono em triaˆngulos [95] (ver figura
3.2 (a)). Como se pode observar na figura 3.2 (b) a triangulac¸a˜o de um pol´ıgono pode
na˜o ser u´nica.
(a) (b)
Figura 3.2: Duas triangulac¸o˜es distintas do mesmo pol´ıgono.
O primeiro algoritmo para construir uma triangulac¸a˜o de um pol´ıgono, foi pro-
posto por Lennes [3.1.3], em 1911, usando um me´todo recursivo de inserc¸a˜o de diago-
nais, cuja complexidade e´ de O(n2).
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Provavelmente, o resultado mais importante em triangulac¸a˜o foi um algoritmo
criado por Garey, Johnson, Preparata e Tarjan [38], o primeiro a quebrar o tempo O(n2)
e que executa uma triangulac¸a˜o em tempo O(n log n). Este era precisamente o tempo
que demorava o primeiro passo, que era a decomposic¸a˜o do pol´ıgono em subpol´ıgonos y-
mono´tonos. Este algoritmo de decomposic¸a˜o em pol´ıgonos y-mono´tonos, foi proposto
por Preparata [65]. Garey et al. aplicaram, depois, um algoritmo para triangular
um pol´ıgono mono´tono em tempo linear, O(n). Aplicando este algoritmo a cada
subpol´ıgono y-mono´tono, completa-se o algoritmo inicial. Ja´ ha´ contudo, algoritmos
mais eficientes, no entanto, este e´ de fa´cil implementac¸a˜o sendo usado com bastante
frequeˆncia na pra´tica. Uma abordagem completamente diferente a` usada por Garey et
al. foi proposta por Chazelle [14], que usou a te´cnica “dividir para conquistar”. No
entanto, a complexidade do algoritmo continuou a ser O(n log n).
Um outro algoritmo para triangular pol´ıgonos simples, tambe´m com tempo de
execuc¸a˜o O(n log n), foi apresentado por Mehlhorn [73]. Este algoritmo baseia-se na
ideia de varrimento (isto e´, em modos gerais, atravessar o pol´ıgono da esquerda para a
direita, usando uma linha vertical).
Os resultados obtidos, tambe´m neste campo da triangulac¸a˜o de pol´ıgonos, por
Asano e Pinter [7] levou-os a deixar uma questa˜o em aberto: “e´ poss´ıvel triangular um
pol´ıgono simples num tempo o(n log n)?”(o(n log n) significa estritamente menor que
O(n log n)).
Foram muitos os investigadores que ja´ trabalharam neste problema. Uma apro-
ximac¸a˜o foi feita encontrando classes de pol´ıgonos que podiam ser triangulados num
tempo O(n), como, por exemplo, as classes de pol´ıgonos mono´tonos [38, 104], estrelados
[94, 111], vis´ıveis desde uma aresta (VDA) [110], em espiral [32], antropomo´rficos [105],
etc.. Esta classe foi apelidada de pol´ıgonos com triangulac¸a˜o linear.
Treˆs das principais motivac¸o˜es para a procura de algoritmos o(n log n) sa˜o as
seguintes:
• extendendo sucessivamente esta classe de pol´ıgonos, pode-se, eventualmente,
encontrar um algoritmo para qualquer pol´ıgono.
• Provavelmente, uma destas classes tem um algoritmo de subdivisa˜o, como o de
Lee e Preparata, de complexidade O(n), podendo depois chegar-se a um algoritmo
de tempo O(n) para qualquer pol´ıgono.
32
• Algumas classes sa˜o interessantes por direito pro´prio e aplicac¸o˜es que usem essas
classes podem beneficiar do algoritmo de ordem linear. Esta aproximac¸a˜o origi-
nou muitas classes de pol´ıgonos com triangulac¸a˜o linear [28, 36, 39, 43, 64, 110,
111], mas na˜o proporcionou um avanc¸o real para esta classe.
Outra aproximac¸a˜o para uma triangulac¸a˜o em tempo o(n log n) foi encontrada
usando algoritmos cujo tempo de execuc¸a˜o se baseou nas caracter´ısticas estruturais do
pol´ıgono. Os mais nota´veis foram os algoritmos de Hertel e Mehlhorn [46] e de Chazelle
e Incerpi [19].
O algoritmo de Hertel e Mehlhorn tem complexidade O(n + r log r), onde r
representa o nu´mero de ve´rtices coˆncavos (reflexos) e e´ tanto mais eficaz quanto menos
ve´rtices coˆncavos o pol´ıgono tiver. Foi um algoritmo criado usando a te´cnica de
varrimento.
Ja´ o algoritmo de Chazelle e Incerpi [19] tem complexidade O(n log s), onde s
representa a sinuosidade do pol´ıgono, sendo s < n. A sinuosidade e´ um paraˆmetro
que nos mede as alterac¸o˜es na fronteira do pol´ıgono, isto e´, o nu´mero de vezes que
a fronteira do pol´ıgono alterna entre espirais completas de orientac¸o˜es contra´rias.
Consideremos o movimento de uma recta L[vi,vi−1] que percorre a aresta [vi, vi−1], com
1 < i < n−1. Cada vez que L[vi,vi−1] atinge a posic¸a˜o vertical, no sentido dos ponteiros
do relo´gio acrescentamos ao “contador de sinuosidade”1. Caso a posic¸a˜o vertical seja
atingida com um movimento contra´rio ao sentido dos ponteiros do relo´gio, tiramos 1
ao contador. L[vi,vi−1] diz-se que esta´ em espiral (respectivamente em anti-espiral) se
o “contador”nunca tiver sido decrementado (respectivamente aumentado) duas vezes
seguidas. Desta forma, o pol´ıgono podera´ ser facilmente particionado num tempo O(n)
em cadeias espirais e anti-espirais. Um exemplo de um pol´ıgono com sinuosidade 5 e´
mostrado na figura 3.3. Notemos que uma cadeia poligonal recomec¸a somente quando
a cadeia anterior pa´ra de ser espiral (ou anti-espiral). A sinuosidade de P e´ definida
como sendo o nu´mero de cadeias poligonais assim obtidas.
Na pra´tica s e´ um valor muito pequeno, mesmo em pol´ıgonos com uma forma
“complicada”. O algoritmo de Chazelle e Incerpi e´, teoricamente, muito mais inte-
ressante que o algoritmo de Hertel e Mehlhorn por causa das implicac¸o˜es que tem na
complexidade da triangulac¸a˜o nas conhecidas diferentes classes de pol´ıgonos. Como r,
que representa o nu´mero de ve´rtices coˆncavos (reflexos), e´ independente do facto do






Figura 3.3: Pol´ıgono com sinuosidade 5. O in´ıcio
da verificac¸a˜o e´ no ve´rtice a.
ser executado num tempo O(n log n) para estas classes de pol´ıgonos, para as quais sa˜o
conhecidos os algoritmos com tempo linear. Por outro lado, os pol´ıgonos estrelados
teˆm sinuosidade 1 e assim o algoritmo de Chazelle e Incerpi executa um tempo linear
para estes algoritmos. Ale´m disso, o algoritmo na˜o faz uso do nu´cleo de P . Em [94]
e [111] e´ necessa´rio um ponto no nu´cleo do pol´ıgono e isto implica um esforc¸o extra
(apesar do tempo ser linear). Para uma abordagem completamente diferente usando
um algoritmo extremamente simples para a triangulac¸a˜o de um pol´ıgono estrelado,
na˜o recorrendo ao seu nu´cleo ver [28] ou [29]. No entanto, a sinuosidade na˜o e´ uma
medida completamente satisfato´ria da complexidade da estrutura do pol´ıgono pois tem
uma propriedade desconcertante que e´ a de poder variar dependendo da orientac¸a˜o
do pol´ıgono. Por exemplo, consideremos o pol´ıgono VDA ilustrado na figura 3.4. A
sinuosidade deste pol´ıgono e´ O(n) e assim o algoritmo de Chazelle e Incerpi e´ executado
num tempo O(n log n) visto que existe um algoritmo de tempo linear [110]. Ale´m disso,
fazendo uma rotac¸a˜o de 90o graus do pol´ıgono, a sinuosidade fica reduzida a O(1). Isto
representa uma variac¸a˜o na sinuosidade de P sem que tenha havido qualquer tipo
de alterac¸a˜o no pol´ıgono (naturalmente que assumimos que a forma do pol´ıgono e´
invariante sob uma translac¸a˜o ou rotac¸a˜o).
Este algoritmo, em relac¸a˜o ao de Hertel e Mehlhorn, reflecte mais fielmente a
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Figura 3.4: Pol´ıgono VDA com sinuosidade O(n).
forma do pol´ıgono. Ao contra´rio de r, s tem a vantagem de que em muitas situac¸o˜es
pra´ticas e´ bastante pequeno ou enta˜o e´ uma constante, mesmo para pol´ıgonos muito
sinuosos.
Ja´ constata´mos que Garey et al. [38] afirmaram que a decomposic¸a˜o em partes
mono´tonas e a decomposic¸a˜o em triaˆngulos sa˜o de complexidade linearmente equiva-
lentes, ou seja, tendo uma decomposic¸a˜o, podemos encontrar a outra num tempo O(n).
Ora, uma terceira aproximac¸a˜o ao tempo o(n log n), foi encontrar outras decomposic¸o˜es
que sa˜o linearmente equivalentes a` triangulac¸a˜o. Fournier e Montuno mostraram-nos
que a triangulac¸a˜o e a trapezoidac¸a˜o (entre outras decomposic¸o˜es) sa˜o de complexidade
linearmente equivalentes [36]. Chazelle e Incerpi tambe´m provaram esta equivaleˆncia
linear.
Tarjan e Van Wyk foram os primeiros a estabelecer um tempo o(n log n) para
uma triangulac¸a˜o de um pol´ıgono [101], quebrando assim, a barreira O(n log n) . O
seu algoritmo, usava uma complicada e sofisticada estrutura de dados e era executado
num tempo O(n log log n). Actualmente, este algoritmo executa uma trapezoidac¸a˜o
em vez de uma triangulac¸a˜o. Dois anos depois a mesma complexidade foi demons-
trada, usando uma estrutura da dados simples, por Kirkpatrick, Klawe e Tarjan [54].
Entretanto, Clarkson, Tarjan e Van Wyk [22], Devillers [24] e Seidel [95] ja´ haviam
desenvolvido algoritmos aleato´rios com um tempo O(n log∗n), mostrando assim que a
te´cnica que usaram para os seus algoritmos (a aleatoriedade) era uma boa ferramenta
no desenvolvimento de algoritmos mais ra´pidos. Estes algoritmos, na˜o so´ eram mais
ra´pidos que os O(n log log n), mas tambe´m mais simples.
Um outro algoritmo com particular relevaˆncia, desenvolvido nos anos 90, base-
ado no me´todo da pesquisa de Graham, foi proposto por Kong, Everett e Toussaint
[59]. A pesquisa de Graham e´ uma te´cnica backtracking fundamental em Geometria
Computacional que foi originalmente criada para executar o invo´lucro convexo de um
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conjunto de pontos no plano [41] e tem, desde enta˜o, muitas aplicac¸o˜es em diferentes
contextos. Em [59] e´ mostrado como a pesquisa de Graham e´ usada para triangular
um pol´ıgono simples num tempo O(rn) onde r − 1 representa o nu´mero de ve´rtices
coˆncavos de P . Apesar de no pior caso, este algoritmo ser executado em O(n2) e, por
esta raza˜o, na˜o ta˜o assimptoticamente eficaz como o algoritmo de Hertel e Mehlhorn,
ele e´ de muito mais fa´cil implementac¸a˜o e, como tal, muito mais interessante do ponto
de vista pra´tico.
Talvez o algoritmo de mais fa´cil implementac¸a˜o e com um ra´pido tempo de
execuc¸a˜o logo, em termos pra´ticos, mais eficiente, tenha sido o proposto por Toussaint
[107]. Este algoritmo tem complexidade O(n (1 + t0)), com t0 < n. A quantidade
t0 representa o nu´mero de triaˆngulos que apo´s a triangulac¸a˜o na˜o partilham arestas
com o pol´ıgono e esta´ relacionado com a complexidade da estrutura deste. Apesar de
tudo, no pior dos casos o algoritmo e´ O(n2), mas para muitas classes de pol´ıgonos o
algoritmo e´ executado num tempo muito pro´ximo do linear. Este algoritmo ale´m de ser
muito simples, na˜o necessita da utilizac¸a˜o da ordenac¸a˜o nem uma estrutura de a´rvores
balanceadas, o que em termos pra´ticos sa˜o grandes vantagens. Em termos teo´ricos tem
interesse, pois e´ o primeiro algoritmo de triangulac¸a˜o cuja complexidade computacional
e´ uma func¸a˜o do paraˆmetro de sa´ıda, neste caso da quantidade de triaˆngulos (t0).
Finalmente, em 1991, Chazelle [16] resolveu a questa˜o posta por Asano e Pinter,
apresentando um algoritmo de complexidade O(n) para a triangulac¸a˜o de pol´ıgonos.
Em termos teo´ricos, esta descoberta, foi um importante avanc¸o na teoria da trian-
gulac¸a˜o. Contudo, este algoritmo e´ de dif´ıcil implementac¸a˜o, pelo que, em termos
pra´ticos, o avanc¸o na˜o foi significativo. O desenvolvimento de um algoritmo de trian-
gulac¸a˜o simples de complexidade linear continua em aberto.
Sintetizemos, enta˜o, a evoluc¸a˜o da complexidade dos tempos da triangulac¸a˜o de
pol´ıgonos simples:
• 1911 Lennes: O(n2) pelo me´todo recursivo da inserc¸a˜o de diagonais.
• 1975 Meister: O(n3) pela te´cnica do corte de orelhas (ear-cutting).
• 1978 Garey, Johnson, Preparata, Tarjan: O(n log n) pela decomposic¸a˜o em com-
ponentes mono´tonas.
• 1982 Chazelle: O(n log n) pela te´cnica de dividir para conquistar.
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• 1983 Herbert e Mehlhorn: O(n+ r log r) onde r representa o nu´mero de ve´rtices
coˆncavos.
• 1983 Chazelle: O(n log s) onde s e´ a sinuosidade de P .
• 1987 Tarjan e Van Wyk: O(n log log n) usando uma estrutura de dados complexa.
• 1988 Toussaint: O(n (1+t0)), via sleeve1 shearching, onde t0 representa o nu´mero
de triaˆngulos livres nos resultados da triangulac¸a˜o.
• 1989 Clarkson, Tarjan e Van Wyk: O(n log∗n), onde log∗n e´ a iterac¸a˜o do
logaritmo de n (ou seja, o nu´mero de vezes que usamos o logaritmo antes do
resultado ser inferior a 1).
• 1990 ElGindy, Everett, Toussaint: encontrar uma orelha num tempo de O(n) pela
te´cnica prune and search implica que o algoritmo de Meister e´ dado no tempo de
O(n2).
• 1991 Seidel: O(n log∗n), pela te´cnica dos trape´zios aleato´rios.
• 1991 Chazelle: O(n), muitas te´cnicas envolvidas - algoritmo de dif´ıcil imple-
mentac¸a˜o.
3.1.1 Teoria de Triangulac¸o˜es
Para se fazer a triangulac¸a˜o de um pol´ıgono, recorrendo a diagonais, e´ necessa´rio
fazer a sua partic¸a˜o em subpol´ıgonos (triaˆngulos) por meio de inserc¸a˜o de segmentos
de recta (diagonais) que ligam ve´rtices que na˜o sejam adjacentes.
Definic¸a˜o 3.1.1 Uma diagonal de um pol´ıgono P e´ um segmento de recta que liga
dois ve´rtices na˜o adjacentes e que pertence totalmente ao interior de P, excepto os
pontos de ligac¸a˜o, que pertencem a` fronteira de P.
Isto significa que uma diagonal corta um pol´ıgono simples em exactamente dois
subpol´ıgonos simples (figura 3.5(a), diagonal [v2v4]). Esta partic¸a˜o e´ sempre poss´ıvel,
pelo teorema 3.1.2.
1Uma sleeve e´ um pol´ıgono triangulado cuja a´rvore dual e´ uma cadeia.
37
Na figura 3.5 (a), o segmento que une os ve´rtices v2 e v4 e´ uma diagonal. O segmento




















Figura 3.5: (a) Exemplo de uma diagonal e de uma na˜o
diagonal; (b) Triangulac¸a˜o de um pol´ıgono simples.
Lema 3.1.1 Seja P = (v0, v1, ..., vn−1) um pol´ıgono. Enta˜o s = [vivj], i 6= j e´ uma
diagonal de P se e somente se:
1. para cada aresta e de P , que na˜o e´ incidente a vi ou a vj, temos que (s∩e = ∅); e
2. s ⊂ P numa vizinhanc¸a de vi ou de vj.
Prova: Para testarmos se um segmento s = [vivj] satisfaz a condic¸a˜o (1) do lema,
basta aplicarmos o teste de intersecc¸a˜o2 entre s e no ma´ximo n− 4 arestas de P . Para
cada aresta e do pol´ıgono na˜o incidente aos pontos extremos da diagonal s, temos que
testar se e intersecta s. Quando a intersecc¸a˜o for detectada, sabemos que s na˜o e´ uma
diagonal. Se nenhuma aresta intersectar s, enta˜o s podera´ ser uma diagonal. A raza˜o
pela qual na˜o podemos tirar a conclusa˜o imediata e´ porque e´ poss´ıvel que uma das
arestas incidente a um ponto extremo de s possa ser colinear com s e isso pode na˜o ser
detectado. Este teste de intersecc¸a˜o pode ser realizado em tempo O(n).
Antes de provarmos o ponto 2, teremos que abrir um pareˆntesis para explicar de
2Consultar o co´digo em Computacional Geometry in C, Cambridge University Press, First Edition,
1994.
38
que forma iremos mostrar que um ponto esta´ ou na˜o a` esquerda de uma recta orientada.
Uma recta orientada e´ determinada por um vector
−→
ab, onde a e b sa˜o pontos. Se um
ponto c esta´ a` esquerda dessa recta orientada enta˜o o terno (a, b, c) forma um circuito no
sentido anti-hora´rio. Um ponto c esta´ a` esquerda da recta orientada determinada pelo
vector
−→
ab se e somente se a orientac¸a˜o do triaˆngulo 4(a, b, c) e´ positiva. O predicado
LeftOn devolve verdadeiro se o ponto c estiver a` esquerda ou sobre a recta orientada
determinada pelo vector
−→
ab. O predicado Left determina se um ponto esta´ a` esquerda
ou a` direita de uma recta orientada. Este predicado recebe como paraˆmetros treˆs




Para determinarmos, enta˜o, se s = [vivj] esta´ no interior do pol´ıgono numa
vizinhanc¸a de, por exemplo, vi (ponto (2)) temos de considerar dois casos:
1. vi e´ ve´rtice convexo. O ve´rtice vi e´ convexo se o predicado
LeftOn(vi−1, vi, vi+1)
e´ verdadeiro (ver figura 3.6). Neste caso, o segmento s = [vivj] esta´ no interior
de P na vizinhanc¸a de vi se e somente se ambos os predicados Left(vi, vj, vi−1) e
Left(vj, vi, vi+1) sa˜o verdadeiros, ou seja,
Left(vi, vj, vi−1) ∧ Left(vj, vi, vi+1)
e´ verdadeiro.
2. vi e´ ve´rtice reflexo. O ve´rtice vi e´ reflexo se ele na˜o for convexo, ou seja, o ve´rtice
vi e´ reflexo se o predicado
∼ LeftOn(vi−1, vi, vi+1)
e´ verdadeiro (ver figura 3.7). Neste caso, o segmento s = [vivj] esta´ no interior
de P na vizinhanc¸a de vi se e somente se o predicado



















Figura 3.7: Poss´ıveis situac¸o˜es quando vi e´ reflexo.
O seguinte algoritmo testa se um dado segmento e´ uma diagonal:
Algoritmo Diagonal(P, vi, vj)
Entrada: um pol´ıgono P = (v0, ..., vn−1) e ve´rtices vi e vj, vi 6= vj.
Sa´ıda: TRUE se s := [vivj] e´ uma diagonal de P e FALSE, caso contra´rio.
1. for toda a aresta e de P na˜o incidente a vi ou vj do
2. if e e s se intersectam then return FALSE;
3. if vi e´ convexo (LeftOn(vi−1, vi, vi+1)) then
4. return Left(vi, vj, vi−1) ∧ Left(vj, vi, vi+1);
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5. else
6. return ∼ (Left(vi, vj, vi−1) ∧ Left(vj, vi, vi+1)).
Este algoritmo tem complexidade O(n), determinada pelo passo 1. Podemos assim,
enunciar o seguinte teorema:
Teorema 3.1.1 Seja P um pol´ıgono com n ve´rtices e sejam u e v ve´rtices de P . Enta˜o
determinar se o segmento [uv] e´ diagonal leva tempo O(n).
Lema 3.1.2 (Meister [74]) Qualquer pol´ıgono simples P com mais do que treˆs ve´rtices
tem uma diagonal.
Prova: Seja P um pol´ıgono com mais do que treˆs ve´rtices e seja v um ve´rtice
estritamente convexo de P . Sejam u e w ve´rtices adjacentes a v. Se [uw] e´ uma
diagonal do pol´ıgono enta˜o na˜o ha´ nada a provar. Suponhamos, enta˜o, que [uw] na˜o e´
uma diagonal de P , ou seja:
• ou [uw] * P
• ou [uw] ⊂ P e [uw] ∩ fr(P ) * {u,w}
Como o nu´mero de ve´rtices e´ superior a 3, enta˜o o triaˆngulo de ve´rtices v, u,
w, denotado por 4(v, u, w), conte´m pelo menos um ve´rtice de P distinto de v, u e w.
Seja t um ve´rtice de P em 4(v, u, w) mais pro´ximo de v, onde a distaˆncia e´ medida
ortogonalmente a` recta passando pelo segmento [uw]. Logo, t e´ o primeiro ve´rtice de
P atingido quando movemos a recta, l, paralela a [uw] de v na direcc¸a˜o de [uw] (ver
figura 3.8).
Afirmamos que [vt] e´ uma diagonal de P . De facto, seja L a recta passando por
t e paralela ao segmento [uw]. Notemos que a intersecc¸a˜o do semiplano determinado
por L contendo o ve´rtice v com o triaˆngulo 4(v, u, w) e´ um triaˆngulo que na˜o conte´m
nenhum ponto de fr(P ) no seu interior. Logo, o ve´rtice v veˆ claramente t. Portanto,
[vt] e´ uma diagonal de P . ¥








Figura 3.8: Ilustrac¸a˜o da prova do Lema 3.1.2.
Teorema 3.1.2 Qualquer pol´ıgono simples, P , com mais do que treˆs ve´rtices pode ser
particionado em dois subpol´ıgonos num tempo O(n) por inserc¸a˜o de alguma diagonal
de P .
Teorema 3.1.3 Qualquer pol´ıgono simples P admite uma triangulac¸a˜o.
Prova: A prova e´ feita por induc¸a˜o no nu´mero n de ve´rtices do pol´ıgono P . Se n = 3
o pol´ıgono e´ um triaˆngulo e na˜o ha´ nada a provar.
Suponhamos que P na˜o e´ um triaˆngulo, ou seja, n ≥ 4 enta˜o existe uma diagonal, d,
pelo lema 3.1.2 que particiona P em dois subpol´ıgonos com menos ve´rtices que P , tendo
cada um, d como aresta. Aplicando a hipo´tese de induc¸a˜o, ambos os subpol´ıgonos ad-
mitem uma triangulac¸a˜o. Logo, combinando as triangulac¸o˜es de cada um dos pol´ıgonos
e d obtemos uma triangulac¸a˜o de P . ¥
Apesar de uma triangulac¸a˜o na˜o ser u´nica, o nu´mero de triaˆngulos e´ sempre igual.
Teorema 3.1.4 Qualquer triangulac¸a˜o de um pol´ıgono simples P com n ve´rtices tem
exactamente n− 2 triaˆngulos.
Prova: Consideremos uma diagonal qualquer. Esta diagonal divide P em dois
subpol´ıgonos, P1 e P2 com n1 e n2 ve´rtices, respectivamente. Cada ve´rtice de P pertence
exactamente a um dos dois subpol´ıgonos, excepto para os dois ve´rtices que definem a
diagonal, que pertence a ambos. Enta˜o, n1 + n2 = n + 2. Por induc¸a˜o, qualquer
triangulac¸a˜o de Pi tem ni − 2 triaˆngulos o que implica que a triangulac¸a˜o de P tem





Figura 3.9: Ilustrac¸a˜o da prova do Teorema 3.1.3.
Lema 3.1.3 A soma dos aˆngulos internos de um pol´ıgono de n ve´rtices e´ (n− 2)pi.
Prova: Pelo teorema 3.1.4, existem n−2 triaˆngulos numa triangulac¸a˜o de um pol´ıgono
com n ve´rtices. Como cada triaˆngulo contribui com pi para a soma dos aˆngulos, obtemos
o pretendido. ¥
Um importante conceito na teoria da triangulac¸a˜o e´ o de grafo dual da triangulac¸a˜o. O
dual T de uma triangulac¸a˜o de um pol´ıgono P e´ obtido associando um no´ no interior
de cada triaˆngulo de T e ligando dois no´s se os seus triaˆngulos correspondentes tiverem
uma diagonal em comum (ver figura 3.10).
Figura 3.10: O grafo dual de uma triangulac¸a˜o.
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Lema 3.1.4 O dual T de uma triangulac¸a˜o e´ uma a´rvore3, onde cada no´ tem no
ma´ximo grau treˆs.
Prova: Que cada no´ tem no ma´ximo grau treˆs, e´ imediato pelo facto que cada
triaˆngulo tem no ma´ximo treˆs lados para partilhar.
Suponhamos que T na˜o e´ uma a´rvore. Enta˜o devera´ existir um ciclo, C, em T .
Se este ciclo e´ desenhado como um caminho pi no plano, ligando com segmentos de
recta os pontos me´dios das diagonais partilhadas pelos triaˆngulos cujos no´s conteˆm C
(para tornar o caminho espec´ıfico), enta˜o devera´ incluir alguns ve´rtices do pol´ıgono,
nomeadamente um ponto extremo de cada diagonal que e´ cruzado por pi. Mas enta˜o
pi devera´ incluir pontos exteriores ao pol´ıgono, pontos esses que esta˜o na fr(P ). Isto
contradiz a definic¸a˜o de pol´ıgono simples. ¥
Os no´s de grau 1 sa˜o as folhas de T ; os no´s de grau 2 esta˜o situados nos caminhos
da a´rvore; os no´s de grau 3 sa˜o pontos de ramificac¸a˜o. Notemos que T e´ uma a´rvore
bina´ria4 se a sua raiz for um no´ de grau 1 ou 2.
Teorema 3.1.5 Qualquer pol´ıgono simples com n ve´rtices, n > 3, admite uma dia-
gonal que divide o pol´ıgono em dois subpol´ıgonos, nenhum dos quais com mais do que
d2n/3e+ 1 ve´rtices.
Prova: Dividindo recursivamente o pol´ıgono P por diagonais balanceadas5 obtemos
uma decomposic¸a˜o balanceada de P , que pode ser modelada por uma a´rvore de peso
O(log n). A existeˆncia de uma diagonal balanceada surge naturalmente uma vez que
consideramos o grafo dual da triangulac¸a˜o. Este grafo dual e´ uma a´rvore com no´s
no ma´ximo de grau treˆs. As diagonais da triangulac¸a˜o correspondem a`s arestas da
a´rvore dual, e assim, uma diagonal balanceada corresponde a uma aresta cuja remoc¸a˜o
particiona a a´rvore em duas suba´rvores, cada qual com no ma´ximo d2n/3e+ 1 no´s.
¥
Do teorema 2.1.6 (cap´ıtulo 2), segue imediatamente o seguinte teorema:
3Uma a´rvore e´ um grafo conexo sem ciclos.
4A´rvore em que cada ve´rtice tem grau inferior ou igual a 2.
5Diagonais que particionam o pol´ıgonos em metades exactamente iguais.
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Teorema 3.1.6 Seja P um pol´ıgono com n ve´rtices, n > 3, e T uma triangulac¸a˜o de
P . Enta˜o pelo menos dois triaˆngulos de T formam orelhas de P .
Prova: A prova e´ feita por induc¸a˜o no nu´mero de ve´rtices n de P . Se n = 4 enta˜o P
e´ um quadrila´tero e os dois triaˆngulos de T sa˜o orelhas de P . Suponhamos que n ≥ 5.
Particionemos P em dois subpol´ıgonos, P1 e P2 atrave´s de uma diagonal arbitra´ria d
de T . Sejam T1 e T2 as triangulac¸o˜es de P1 e P2, respectivamente, obtidas atrave´s
da restric¸a˜o da triangulac¸a˜o T a P1 e P2. Pela hipo´tese de induc¸a˜o cada um dos
subpol´ıgonos P1 e P2 e´ um triaˆngulo ou possuem duas orelhas formadas por triaˆngulos
em T1 e T2, respectivamente. Pelo menos um desses (ou possivelmente os dois triaˆngulos
de T1) e´ uma orelha de P . Analogamente, pelo menos um desses (ou possivelmente
os dois triaˆngulos de T2) e´ uma orelha de P . Como este triaˆngulos sa˜o disjuntos, fica
provado o pretendido. ¥
A uma triangulac¸a˜o T de um pol´ıgono P , podemos associar um grafo GT (P ) = (V, E)
da seguinte forma:
• o conjunto dos ve´rtices V de GT (P ) e´ o conjunto dos ve´rtices de P .
• Existe uma aresta em E unindo os ve´rtices u e v de GT (P ) se o segmento [uv]
faz parte da triangulac¸a˜o de T .
Podemos definir uma triangulac¸a˜o T , de um conjunto de pontos S, do plano, como
sendo o grafo ma´ximo do plano tendo S como ve´rtices.
3.1.2 Triangulac¸a˜o por cortes de orelhas
A triangulac¸a˜o por cortes de orelhas e´ um dos algoritmos que, apesar de ter
complexidade O(n2), e´ um dos de mais simples implementac¸a˜o. Recordemos que uma
orelha de um pol´ıgono, e´ um triaˆngulo formado por treˆs ve´rtices consecutivos vi−1, vi
e vi+1, tal que o triaˆngulo formado pertence totalmente ao interior do pol´ıgono. Ja´
sabemos que o segmento que une vi−1 a vi+1 e´ uma diagonal. Ao ve´rtice vi chamamos
extremidade da orelha. Pelo teorema 2.1.6 sabemos que um pol´ıgono com pelo
menos quatro ve´rtices teˆm pelo menos duas orelhas que na˜o se sobrepo˜em. Este teorema
sugere uma aproximac¸a˜o recursiva para a triangulac¸a˜o. Se conseguirmos localizar uma
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orelha num pol´ıgono, com pelo menos quatro ve´rtices, e removeˆ-la obtemos um pol´ıgono
com n−1 ve´rtices, podendo o processo ser repetido. Uma implementac¸a˜o directa desta
recursividade levar-nos-ia a um algoritmo de complexidade O(n3). Mas, estando atento
aos pormenores, conseguimos melhorar a complexidade para O(n2).
• O primeiro passo e´ guardar o pol´ıgono como uma lista duplamente ligada, de
maneira a que se consiga remover rapidamente as extremidades das orelhas. A
construc¸a˜o desta lista tem complexidade linear.
• O segundo passo e´ percorrer os ve´rtices e encontrar as orelhas. Para cada ve´rtice
vi e o correspondente triaˆngulo 4(vi−1, vi, vi+1), testar todos os outros ve´rtices
para verificar se ha´ mais algum dentro do triaˆngulo, isto e´, se o triaˆngulo pertence
ao interior do pol´ıgono. Note-se que a indexac¸a˜o dos ve´rtices e´ mo´dulo n, pelo
que vn ≡ v0 e v−1 ≡ vn−1. Se na˜o houver nenhum ve´rtice dentro do triaˆngulo,
enta˜o temos uma orelha.
E´ suficiente considerarmos somente os ve´rtices coˆncavos (reflexos) no teste do triaˆngulo.
A estrutura de dados para o pol´ıgono, mante´m quatro listas duplamente ligadas simul-
taneamente, usando um vector em vez de estruturas dinaˆmicas (por exemplo, pontei-
ros). Os ve´rtices do pol´ıgono sa˜o guardados numa lista c´ıclica, os ve´rtices convexos
sa˜o guardados numa lista linear, tal como os ve´rtices coˆncavos e as extremidades das
orelhas que sa˜o guardadas numa lista c´ıclica.
Uma vez constru´ıdas as listas iniciais para os ve´rtices reflexos e para as extremi-
dades das orelhas, estas sera˜o removidas uma de cada vez. Se vi for uma extremidade
removida, enta˜o a configurac¸a˜o da aresta dos ve´rtices adjacentes vi−1 e vi+1 pode
mudar. Se um ve´rtice adjacente for convexo, ele continuara´ convexo. Se um ve´rtice
adjacente for uma extremidade de uma orelha, na˜o continuara´ necessariamente a ser
uma extremidade apo´s a remoc¸a˜o de vi. Se o ve´rtice adjacente for coˆncavo, e´ poss´ıvel
que se torne convexo e, possivelmente, uma extremidade de uma orelha. Assim, apo´s a
remoc¸a˜o de vi, se um ve´rtice adjacente e´ convexo devemos testar se e´ uma extremidade,
percorrendo os ve´rtices coˆncavos e testando se esse ve´rtice pertence ao triaˆngulo. Ha´
O(n) orelhas6. Cada actualizac¸a˜o de um ve´rtice adjacente envolve um novo teste. Este
processo tem complexidade O(n) por cada actualizac¸a˜o. Assim, o processo total de
remoc¸a˜o tem complexidade O(n2).
6Isto significa que o nu´mero de orelhas e´ proporcional ao nu´mero de ve´rtices.
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O exemplo seguinte, mostra como o algoritmo esta´ estruturado. A lista inicial
dos ve´rtices convexos e´ C = {v0, v1, v3, v4, v6, v9}, a lista inicial de ve´rtices reflexos e´
R = {v2, v5, v7, v8} e a lista inicial da extremidade das orelhas e´ E = {v3, v4, v6, v9}. A










Figura 3.11: Pol´ıgono simples que ira´ ser triangulado pelo
me´todo da Triangulac¸a˜o por Cortes de Orelhas.
A extremidade da orelha de v3 e´ removida, enta˜o o primeiro triaˆngulo na triangulac¸a˜o









Figura 3.12: A orelha com extremidade v3 foi removida.
O ve´rtice adjacente v2 era reflexo e continua a ser. O ve´rtice adjacente v4 era uma
extremidade de uma orelha e continua a ser. A lista R, dos ve´rtices reflexos, continua
igual, mas a lista das extremidade das orelhas e´ agora E = {v4, v6, v9} (foi removido
47
v3). A orelha seguinte a ser removida sera´ o triaˆngulo T1 = (v2, v4, v5). A figura 3.13

















Figura 3.13: (a) A orelha com extremidade v4 foi removida.
(b) A orelha com extremidade v5 foi removida.
O ve´rtice adjacente v2 era reflexo e continua a ser. O ve´rtice adjacente v5 era reflexo,
mas agora e´ convexo. Testa-se, enta˜o, se e´ extremidade de uma orelha. O ve´rtice v5
e´ removido da lista R = {v2, v7, v8} e e´ adicionado a` lista E, das extremidades das
orelhas, E = {v5, v6, v9} (adicionou-se v4, removeu-se v5).
A orelha com extremidade no ve´rtice v5 e´ removida. O pro´ximo triaˆngulo e´ T2 =
(v2, v5, v6). A figura 3.13 (b) mostra o novo pol´ıgono com a nova aresta (a negrito).
O ve´rtice adjacente v2 era reflexo mas, neste momento, e´ convexo. O ve´rtice v7 esta´
dentro do triaˆngulo (v1, v2, v6), como tal, o ve´rtice v2 na˜o e´ uma orelha. O ve´rtice
adjacente v6 era uma orelha e assim permaneceu. A nova lista de ve´rtices reflexos e´
R = {v7, v8} (foi v2 e a nova lista de extremidades de orelhas e´ E = {v6, v9} (removido
v5).
O ve´rtice v6, que e´ extremidade de uma orelha, foi removido. O pro´ximo triaˆngulo
e´ T3 = (v2, v6, v7). A figura 3.14 (a) mostra o novo pol´ıgono com a nova aresta (a
negrito).
O ve´rtice adjacente v2 era convexo e continuou convexo. Na˜o era extremidade de uma















Figura 3.14: (a) A orelha com extremidade v6 foi removida.
(b) A orelha com extremidade v9 foi removida.
alterac¸o˜es, mas a lista E e´ agora E = {v9, v2} (adicionou-se v2, removeu-se v6). Os
elementos da lista E aparecem por esta ordem porque a extremidade da nova orelha foi
adicionada antes da anterior ter sido removida. Antes da remoc¸a˜o da orelha “antiga”ela
era considerada a primeira da lista.
A extremidade v9 foi removida. O pro´ximo triaˆngulo da triangulac¸a˜o e´ T4 = (v8, v9, v0).
A figura 3.14 (b) mostra o novo pol´ıgono com a nova aresta (a negrito).
O ve´rtice adjacente v8 era reflexo, mas passou a ser convexo e tambe´m uma extremidade
de uma orelha. O ve´rtice adjacente v0 era convexo e assim permaneceu, ale´m disso na˜o
era extremidade de uma orelha mas tornou-se numa. A nova lista de ve´rtices reflexos
e´ R = {v7} e a nova lista de extremidades de orelhas e´ E = {v0, v2, v8} (adicionou-se
v8, v0 e removeu-se v9).
A extremidade da orelha, v0 foi removida. O pro´ximo triaˆngulo da triangulac¸a˜o e´
T5 = (v8, v0, v1). A figura 3.15 (a) mostra o novo pol´ıgono com a nova aresta (a
negrito).
Ambos os ve´rtices adjacentes, v8 e v1 eram convexos e continuaram a ser. Mas o ve´rtice
v8 permaneceu como uma extremidade de uma orelha ao contra´rio do ve´rtice v1. A lista
de ve´rtices reflexos na˜o se alterou. A` lista das extremidades das orelhas, foi removido











Figura 3.15: (a) A orelha com extremidade v0 foi removida.
(b) A orelha com extremidade v2 foi removida.
Finalmente, a extremidade da orelha, v2 foi removida. O pro´ximo triaˆngulo na trian-
gulac¸a˜o e´ T6 = (v1, v2, v7). A figura 3.15 (b) mostra o novo pol´ıgono com a nova aresta
(a negrito).
Por esta altura na˜o e´ necessa´rio actualizar quer a lista dos ve´rtices reflexos, quer a lista
das extremidades das orelhas, pois detecta-se que apenas restam treˆs ve´rtices. O u´ltimo











Figura 3.16: A triangulac¸a˜o completa do pol´ıgono simples.
3.1.3 O algoritmo de triangulac¸a˜o de Lennes
Este algoritmo baseia-se na te´cnica de inserc¸a˜o recursiva de diagonais. Nele,
procuramos um ve´rtice vi que defina com os seus ve´rtices adjacentes, vi−1 e vi+1, um
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aˆngulo convexo e, a partir dele, avaliamos se:
• o triaˆngulo formado por estes pontos na˜o conte´m outros ve´rtices do pol´ıgono no
seu interior, enta˜o vi−1 e vi+1 definem uma diagonal;
• existe pelo menos um ve´rtice dentro do triaˆngulo, enta˜o o segmento que liga vi





Figura 3.17: [v2vn] e´ uma diagonal da triangulac¸a˜o.
Apo´s esta verificac¸a˜o, o pol´ıgono foi dividido em dois outros (um triaˆngulo e um
pol´ıgono de (n − 2) lados ou dois pol´ıgonos de lados maiores ou iguais a 3). Por-
tanto, devemos aplicar o algoritmo recursivamente a cada pol´ıgono ate´ obter somente
triaˆngulos.
O algoritmo de Lennes:
Entrada: um pol´ıgono P = (v0, ..., vn−1).
Sa´ıda: uma triangulac¸a˜o de P por inserc¸a˜o recursiva de diagonais.
1. Se P for triaˆngulo, pare.
2. Sena˜o, determinar um ve´rtice de P tal que o aˆngulo correspondente seja con-
vexo. Suponhamos, sem perda de generalidade, que v1 e´ um ve´rtice com esta
propriedade.
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3. Se o conjunto V , dos ve´rtices de P que esta˜o contidos no triaˆngulo 4 (v1,v2,vn)
e´ vazio enta˜o:
4. Fac¸a V1 = v1v2vn e V2 = v2v3...vn. Sena˜o,
5. Determine entre os ve´rtices em V o ve´rtice vk cuja distaˆncia a v1 no triaˆngulo 4
(v1,v2,vn) e´ mı´nima.
6. Fac¸a V1 = v1v2...vn e V2 = v1vkvk+1...vn
7. Aplique, recursivamente, o algoritmo a V1 e V2.
Cada execuc¸a˜o do passo 3 tem tempo O(n) e gera uma das (n − 3) diagonais da
triangulac¸a˜o. Logo, o algoritmo tem complexidade O(n2).
3.1.4 O algoritmo de triangulac¸a˜o de Seidel
Este e´ um algoritmo aleato´rio que faz a triangulac¸a˜o a partir da decomposic¸a˜o
sucessiva do pol´ıgono simples original, P , em pol´ıgonos cada vez mais simples ate´
encontrar triaˆngulos.
Primeiro, o algoritmo decompo˜e o pol´ıgono em trape´zios. Isto e´ feito tomando
as arestas de P por uma ordem aleato´ria. Esses segmentos sa˜o adicionados um a um
e incrementalmente constroem os trape´zios da seguinte forma: por cada aresta de P
trac¸am-se segmentos horizontais que partem de cada ve´rtice e terminam quando inter-
sectam uma aresta. Note-se que, podemos obter triaˆngulos ao inve´s de trape´zios como
mostra a figura 3.18. Depois, decompomos esses trape´zios em pol´ıgonos y-mono´tonos.
Encontramos esses pol´ıgonos verificando se dois ve´rtices do pol´ıgono original esta˜o
do mesmo lado do trape´zio. Finalmente decompomos os pol´ıgonos y-mono´tonos em
triaˆngulos, trac¸ando continuamente as diagonais do pol´ıgono y-mono´tono.
Resumindo, o algoritmo e´ o seguinte:
1. Decomponha o pol´ıgono em trape´zios.
2. Decomponha os trape´zios em pol´ıgonos y-mono´tonos.











Figura 3.18: (a) P particionado em trape´zios. As arestas de
P foram escolhidas de forma aleato´ria. (b) Partic¸a˜o de P
em pol´ıgonos y-mono´tonos. (c) P particionado em pol´ıgonos
y-mono´tonos. (d) Triangulac¸a˜o dos pol´ıgonos y-mono´tonos.
No passo 1, o nu´mero de trape´zios e´ linear ao nu´mero de segmentos. Seidel provou
[95] que cada permutac¸a˜o de e1, e2, ... , en e´ praticamente igual, logo a construc¸a˜o dos
trape´zios tem complexidade O (n log∗n). Nos passos 2 e 3 ambas as operac¸o˜es podem
ser feitas em O (n). Logo o tempo total do algoritmo e´ O (n log∗n).
3.2 Partic¸a˜o de um pol´ıgono em partes mono´tonas
O pro´ximo algoritmo, particiona um pol´ıgono dado em pec¸as (pol´ıgonos) mono´to-
nas usando um algoritmo que se deve a Lee e Preparata [65]. Este algoritmo recorre
a` utilizac¸a˜o da te´cnica da linha de varrimento. Descreveremos como, utilizando este
me´todo, podemos obter um algoritmo de complexidade de tempo O(n log n) e de espac¸o
O(n) para triangular um pol´ıgono.
Consideremos um pol´ıgono simples, P , com n ve´rtices. O teorema 3.1.4 afirma
que existe sempre uma triangulac¸a˜o de P . Podemos fazer a prova deste teorema de
uma forma construtiva o que nos levara´ a um algoritmo de triangulac¸a˜o recursivo:
encontrar uma diagonal e triangular os dois subpol´ıgonos resultantes recursivamente.
Para encontrar uma diagonal, consideramos o ve´rtice mais a` esquerda de P , v, e
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tentamos ligar os seus vizinhos u e w; se na˜o conseguirmos, ligamos v ao ve´rtice
mais afastado do segmento [uw], pertencente ao interior do triaˆngulo definido por
u, v e w. Este procedimento de encontrar uma diagonal leva um tempo linear. Esta
diagonal pode decompor P num triaˆngulo e num pol´ıgono com n − 1 ve´rtices. Na
verdade, se formos bem sucedidos na ligac¸a˜o de u com w, ou seja se o segmento
[uw] for uma diagonal, teremos a divisa˜o num triaˆngulo e num pol´ıgono com n − 1
ve´rtices. Como consequeˆncia, o algoritmo de triangulac¸a˜o, no pior caso, levara´ um
tempo quadra´tico. Poder-se-a´ melhora´-lo? Para algumas classes de pol´ıgonos, sim.
Por exemplo, triangular pol´ıgonos convexos e´ mais fa´cil: basta considerar um ve´rtice
do pol´ıgono e construir diagonais desde esse ve´rtice ate´ todos os outros, exceptuando
os vizinhos. Este procedimento leva um tempo linear. Enta˜o, uma poss´ıvel estrate´gia
para triangular um pol´ıgono que na˜o seja convexo, seria primeiro decompoˆ-lo em partes
convexas e depois triangular essas partes. Infelizmente e´ algoritmicamente complicado
particionar um pol´ıgono em partes convexas. Torna-se mais fa´cil particiona´-lo em
partes mono´tonas.
Recordemos que um pol´ıgono que seja mono´tono relativamente ao eixo das orde-
nadas chama-se y-mono´tono. Uma propriedade caracter´ıstica desta classe de pol´ıgonos
e´ a seguinte: se percorrermos o pol´ıgono desde o ve´rtice com maior ordenada ate´ ao
ve´rtice de menor ordenada ao longo da fronteira da cadeia poligonal esquerda (ou da
cadeia poligonal direita), enta˜o mover-nos-emos sempre para baixo ou na horizontal,
nunca para cima.
Para decompor um pol´ıgono em partes mono´tonas podemos proceder da seguinte
maneira: imaginemos que comec¸amos a percorrer o pol´ıgono iniciando no ve´rtice com
maior ordenada ate´ ao ve´rtice de ordenada menor, quer seja pela fronteira da cadeia
poligonal esquerda ou da cadeia poligonal direita. Um ve´rtice que esteja na direcc¸a˜o
que estamos a percorrer mude de cima para baixo, ou de baixo para cima, chama-se
ve´rtice de viragem. Para particionarmos P (em partes y-mono´tonas) deveremos
eliminar esses ve´rtices de viragem. Isto pode ser feito, adicionando diagonais.
• Se num ve´rtice de viragem v, as arestas que lhe incidem se direccionam para
baixo dele e o interior do pol´ıgono esta´ acima de v, enta˜o devemos escolher uma
diagonal que parta de v e se direccione para cima. Esta diagonal divide o pol´ıgono
em dois. O ve´rtice v ira´ aparecer em ambas as partes. Ale´m disso, em ambas
as partes, v tem uma aresta que se direcciona para baixo (aresta essa que estava
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originalmente em P ) e outra que se direcciona para cima (a diagonal). Assim, v
deixa de ser um ve´rtice de viragem em ambas as partes (ver figura 3.19).
• Se num ve´rtice de viragem v, as arestas que lhe incidem se direccionam para cima
dele e o interior do pol´ıgono esta´ abaixo de v, devemos escolher uma diagonal
que parta de v e se direccione para baixo.
v v v
Figura 3.19: O ve´rtice de viragem v, tem as arestas incidentes
direccionadas para baixo. E´ trac¸ada uma diagonal para cima,
que divide o pol´ıgono em dois. O ve´rtice v deixou de ser de
viragem.
Aparentemente existem diferentes tipos de ve´rtices de viragem. Se quisermos definir
cuidadosamente esses diferentes tipos, devemos prestar especial atenc¸a˜o aos ve´rtices
com a mesma ordenada. Como tal, definamos as noc¸o˜es de “acima”e “abaixo”da
seguinte maneira: um ponto p esta´ abaixo de um outro ponto q se py < qy ou py = qy
e px > qx; e p esta´ acima de q se py > qy ou py = qy e px < qx.
Podemos distinguir cinco tipos de ve´rtices num pol´ıgono P (ver figura 3.20).
Quatro desses ve´rtices sa˜o de viragem: os ve´rtices de partida, os ve´rtices de quebra, os
ve´rtices finais e os ve´rtices de unia˜o. Definem-se da seguinte maneira:
• Um ve´rtice, v, diz-se de partida se os seus dois ve´rtices vizinhos esta˜o abaixo
de v e o aˆngulo interior em v e´ menor que pi.
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– Se o aˆngulo for maior que pi o ve´rtice diz-se de quebra (se ambos os vizinhos
esta˜o ambos abaixo de v enta˜o o aˆngulo nunca pode ser pi).
• Um ve´rtice, w, diz-se final se os seus dois ve´rtices vizinhos esta˜o acima de v e
o aˆngulo interior em v e´ menor que pi.
– Se o aˆngulo for maior que pi o ve´rtice diz-se de unia˜o.
Caso os ve´rtices na˜o sejam de viragem dizem-se que sa˜o regulares. Assim, um
ve´rtice e´ regular se tiver um ve´rtice vizinho acima dele e o outro ve´rtice vizinho
abaixo dele.
= vértice de partida
= vértice final
= vértice regular
= vértice de quebra
















Figura 3.20: Cinco tipos de ve´rtices.
As designac¸o˜es para os ve´rtices foram assim escolhidas pois o algoritmo de partic¸a˜o
em partes mono´tonas usa um plano de varrimento descendente, mantendo sempre a
intersecc¸a˜o da linha de varrimento com o pol´ıgono. Quando esta linha atinge um ve´rtice
de quebra, uma componente da intersecc¸a˜o quebra, quando atinge um ve´rtice de unia˜o,
duas componentes unem-se e por a´ı adiante.
Lema 3.2.1 Um pol´ıgono e´ y-mono´tono se ele na˜o tem ve´rtices de quebra nem ve´rtices
de unia˜o.
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Prova: Suponhamos que P e´ um pol´ıgono na˜o y-mono´tono. Pretendemos mostrar
que P conte´m um ve´rtice de quebra ou de unia˜o.
Como P e´ na˜o y-mono´tono, existe uma recta horizontal, l, que intersecta P em mais
do que uma componente conexa. Podemos escolher l tal que a componente mais a`
esquerda seja um segmento e na˜o um simples ponto. Seja p o extremo esquerdo deste
segmento e seja q o extremo direito. Comec¸ando em q, seguiremos a fronteira de P de
tal forma que o pol´ıgono esta´ sempre a` nossa esquerda. Nalgum ponto, digamos r, a
fronteira ira´ intersectar novamente l. Se r 6= p como na figura 3.21 (a), enta˜o o ve´rtice
mais alto que encontramos enquanto esta´vamos a percorrer a fronteira de q ate´ r, e´
necessariamente um ve´rtice de quebra.
p
q








Figura 3.21: Dois casos da prova do lema 3.2.1.
Se p = r, como na figura 3.21 (b), percorremos novamente a fronteira de P a partir
de q, mas desta vez noutro sentido. Como anteriormente, a fronteira ira´ intersectar
l novamente. Seja r′ o ponto onde esta situac¸a˜o ocorre. Na˜o podemos ter r′ = p,
pois isto significa que a fronteira de P intersecta l apenas duas vezes, contrariando
a hipo´tese de que l intersecta P em pelo menos duas componentes conexas. Assim,
r′ 6= p, implicando que o ve´rtice mais baixo que encontramos no caminho de q ate´ r′ e´
necessariamente um ve´rtice de unia˜o. ¥
O lema 3.2.1 implica que um pol´ıgono P tera´ sido particionado em partes y-mono´tonas
uma vez que elimina´mos os seus ve´rtices de quebra e de unia˜o. Para tal, vai-se
adicionando diagonais que “va˜o para cima”a partir de ve´rtices de quebra, e que “va˜o
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para baixo”a partir de ve´rtices de unia˜o. Obviamente que estas diagonais na˜o se devem
intersectar. Ficamos, assim, com o pol´ıgono particionado em partes y-mono´tonas.
Para adicionamos diagonais para os ve´rtices de quebra usamos um me´todo de
varrimento do plano. Seja v1, v2, ..., vn uma enumerac¸a˜o no sentido contra´rio aos dos
ponteiros do relo´gio, dos ve´rtices de um pol´ıgono P . Sejam e1, e2, ..., en as arestas de
P , onde ei = [vivi+1] para 1 ≤ i < n e en = [vnv1]. O algoritmo de varrimento do plano
move uma linha imagina´ria, l, designada por linha de varrimento, que varre o objecto ou
objectos em ana´lise segundo uma certa direcc¸a˜o e sentido, enquanto se vai recolhendo
informac¸a˜o e efectuando algum tipo de processamento. Esta linha pa´ra em certos
pontos eventos7. Neste caso estes pontos sera˜o os ve´rtices de P ; mais nenhum ponto
evento sera´ criado durante o varrimento. Os pontos eventos (ve´rtices) sa˜o guardados
numa lista8 ordenada Q. Caso haja dois ve´rtices com a mesma ordenada, enta˜o o
ve´rtice que tem menor abcissa (ou seja, o ve´rtice mais a` esquerda) tem prioridade.
Desta maneira, os pontos eventos seguintes sera˜o encontrados num tempo O(log n).
(Como os pontos eventos sa˜o somente os ve´rtices de P podemos tambe´m ordena´-los
pelas suas ordenadas e depois usar essa lista ordenada para encontrar o pro´ximo ponto
evento num tempo O(1).)
O objectivo do varrimento e´ adicionar diagonais desde cada ve´rtice de quebra ate´
um ve´rtice que esta´ acima dele. Suponhamos que a linha de varrimento, l, intersecta
um ve´rtice de quebra vi. Qual devera´ ser o ve´rtice que devera´ ligar-se a vi? Um
bom candidato e´ um ve´rtice pro´ximo de vi, pois provavelmente podemos ligar vi a
esse ve´rtice sem intersectarmos nenhuma aresta de P . Mais precisamente, seja ej a
aresta imediatamente a` esquerda de vi sobre a linha de varrimento, e seja ek a aresta
imediatamente a` direita de vi. Enta˜o podemos sempre ligar vi ao ve´rtice mais baixo
entre ej e ek e acima de vi. Se esse ve´rtice na˜o existir, enta˜o podemos ligar vi ao ve´rtice
final mais alto de ej ou ao ve´rtice final mais alto de ek. Chamamos a esse ve´rtice o
ajudante de ej e denotamo-lo por ajudante (ej). Definimos enta˜o ve´rtice ajudante
como o ve´rtice mais baixo (isto e´, de menor ordenada) acima da linha de varrimento
indexvarrimento!linha de tal modo que o segmento horizontal que liga o ve´rtice a ej
esta´ no interior de P . Notemos que o ajudante (ej) pode ser ele pro´prio o ve´rtice
extremo mais elevado.
7Pontos particulares onde e´ necessa´rio fazer uma actualizac¸a˜o no algoritmo.
8A lista Q e´, portanto, uma lista ordenada que guarda todos os ve´rtices de P , ve´rtices esses que








Figura 3.22: Exemplo de uma diagonal quando o ve´rtice e´ de quebra.
Sabemos, agora, como eliminar os ve´rtices de quebra: ligamo-los ao ajudante
da aresta a` sua esquerda. Ja´ os ve´rtices de unia˜o parecem ser mais dif´ıcil elimina´-
los, porque precisam de uma diagonal ate´ a um ve´rtice que esteja mais abaixo do que
eles. Ate´ que a parte de P abaixo da linha de varrimento na˜o tenha sido “varrida”, na˜o
podemos adicionar uma diagonal quando encontramos um ve´rtice de unia˜o. Felizmente
este problema e´ mais fa´cil de resolver do que parece a` primeira vista. Suponhamos
que a linha de varrimento alcanc¸a um ve´rtice de unia˜o, vi. Sejam ej e ek as arestas
imediatamente a` direita e a` esquerda do ve´rtice vi pertencente a` linha de varrimento,
respectivamente. Observemos que vi torna-se o novo ve´rtice ajudante de ej quando a
linha de varrimento o alcanc¸ar. Pretendemos ligar vi ao ve´rtice mais alto abaixo da
linha de varrimento que esta´ entre ej e ek. (Isto e´ exactamente o oposto ao que foi
feito para ve´rtices de quebra, onde liga´mos o ve´rtices mais baixo acima da linha de
varrimento que estava entre ej e ek). O que e´ natural pois ve´rtices de unia˜o sa˜o ve´rtices
de quebra mas virados para baixo. Claro que na˜o sabemos qual e´ o ve´rtice mais alto
abaixo da linha de varrimento quando alcanc¸amos vi, mas e´ fa´cil encontra´-lo mais tarde
pois, quando atingirmos o ve´rtice vm que substituiu vi como ajudante de ej, sera´ este
o ve´rtice que procuramos. Enta˜o, sempre que substitu´ımos algum ve´rtice ajudante
de alguma aresta, verificamos se o ve´rtice ajudante antigo e´ ve´rtice de unia˜o; se for,
adicionamos uma diagonal entre o ve´rtice ajudante antigo e o novo. Esta diagonal
e´ sempre adicionada quando o novo ve´rtice ajudante for um ve´rtice de quebra, por
forma a eliminarmos este ve´rtice. Se o ve´rtice ajudante velho for um ve´rtice de unia˜o,
eliminamos assim um ve´rtice de quebra e um ve´rtice de unia˜o com a mesma diagonal.
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Podera´ tambe´m suceder que o ajudante de ej nunca seja substitu´ıdo abaixo de vi.










Figura 3.23: Exemplo de uma diagonal quando o ve´rtice e´ de unia˜o.
Em seguida, pretende-se encontrar uma aresta a` esquerda de cada ve´rtice. Para tal,
guardaremos as arestas de P que intersectam a linha de varrimento, nas folhas de uma
a´rvore bina´ria dinaˆmica de procura, Γ. A ordem da esquerda para a direita das folhas
de Γ corresponde a` ordem da esquerda para a direita das arestas. Como estamos so´
interessados nas arestas da esquerda dos ve´rtices de quebra e de unia˜o, so´ precisamos de
guardar em Γ arestas que teˆm o interior de P a` sua direita. Com cada uma das arestas
em Γ, guardaremos o seus ajudantes. A a´rvore Γ e os ajudantes, armazenados com as
arestas, indicam-nos a fase que em estamos no algoritmo da linha de varrimento. Essa
fase vai mudando a` medida que a linha de varrimento se move: as arestas iniciam ou
param de intersectar a linha de varrimento e o ve´rtice ajudante de uma aresta pode
ser substitu´ıdo.
O algoritmo particiona P em dois subpol´ıgonos que teˆm que ser tratados numa
fase posterior. Para termos um acesso mais fa´cil a estes subpol´ıgonos, devemos guardar
a subdivisa˜o induzida por P e as diagonais que foram adicionadas numa lista de
arestas duplamente ligada, D. Assumimos que P e´ inicialmente uma lista de arestas
duplamente ligada; se P for dado por uma forma diferente - por exemplo, por uma lista
dos seus ve´rtices ordenados no sentido anti-hora´rio - constru´ımos primeiro uma lista de
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arestas duplamente ligada de P . As diagonais processadas para os ve´rtices de quebra e
de unia˜o sa˜o adicionadas a` lista de arestas duplamente ligadas. Para aceder a esta lista,
usamos ponteiros cruzados entre as arestas na estrutura actual e os correspondentes
ve´rtices na lista de arestas duplamente ligada. Adicionar uma diagonal pode ser feito
em tempo constante com simples manipulac¸o˜es de ponteiros. O algoritmo e´, enta˜o, o
seguinte:
Algoritmo FazMonotono(P )
Entrada: Um pol´ıgono simples P guardado numa lista de arestas duplamente ligada, Q.
Sa´ıda: Uma partic¸a˜o de P em subpol´ıgonos mono´tonos, guardada em D.
1. Construa uma lista ordenada (usando as suas ordenadas), Q, dos ve´rtices de
P . Se dois ve´rtices tiverem a mesma ordenada, o que tem menor abcissa tem
prioridade.
2. Inicialize uma a´rvore vazia bina´ria de pesquisa, Γ.
3. enquanto Q na˜o esta´ vazia
4. faz remova de Q o ve´rtice vi com maior prioridade.
5. Chame o procedimento adequado para processar o ve´rtice, dependendo do
seu tipo.
Em seguida descrevemos como lidar com os pontos eventos. Ha´ sempre duas coisas que
devemos fazer quando lidamos com um ve´rtice. Primeiro, devemos verificar se temos
que adicionar uma diagonal. Este e´ sempre o caso para o ve´rtice de quebra e tambe´m
quando substitu´ımos o ve´rtice ajudante de uma aresta sendo o ve´rtice ajudante anterior
um ve´rtice de unia˜o . Segundo, devemos actualizar a informac¸a˜o na a´rvore actual, Γ.
Os algoritmos para cada tipo de ve´rtice evento sa˜o dados a seguir. Podemos usar o
exemplo da figura 3.24 para perceber o que se passa nos diferentes casos.
Procedimento SeguraVerticeFinal(vi)
1. se ajudante(ei−1) e´ um ve´rtice de unia˜o

















Figura 3.24: Exemplo de aplicac¸a˜o dos algoritmos para
os diferentes tipos de ve´rtices.
3. Apague ei−1 de Γ.
No exemplo da figura 3.24, quando alcanc¸amos o ve´rtice v15, o ajudante da aresta e14
e´ v14. Na˜o e´ um ve´rtice de unia˜o, portanto na˜o precisamos de inserir uma diagonal.
Procedimento SeguraVerticeQuebra(vi)
1. Procure em Γ encontrar a aresta ej directamente a` esquerda de vi.
2. Insira a diagonal que liga vi ao ajudante(ej) em D.
3. ajudante(ej) ←− vi
4. Insira ei em Γ e defina o ajudante(ei) para vi.
Para o ve´rtice de quebra v14 no exemplo da figura 3.24, e9 e´ a aresta a` esquerda. O
seu ajudante e´ v8, enta˜o adicionamos uma diagonal desde v14 ate´ v8.
Procedimento SeguraVerticeUniao(vi)
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1. se ajudante(ei−1) e´ um ve´rtice de unia˜o
2. enta˜o insira uma diagonal que liga vi ao ajudante(ei−1) em D.
3. Apague ei−1 de Γ.
4. Procure em Γ encontrar a aresta ej que esta´ directamente a` esquerda de vi.
5. se ajudante(ej) e´ um ve´rtice de unia˜o
6. enta˜o insira a diagonal que liga vi ao ajudante(ej) em D.
7. ajudante(ej) ←− vi
Para o ve´rtice de unia˜o v8 no exemplo da figura 3.24, o ajudante v2 da aresta e7 e´ um
ve´rtice de unia˜o, enta˜o adicionamos uma diagonal desde v8 ate´ v2.
A u´nica rotina que nos resta descrever e´ aquela que nos da´ um ve´rtice regular. O
procedimento que devemos ter num ve´rtice regular depende se P esta´ a` esquerda ou a`
direita do ve´rtice.
Procedimento SeguraVerticeRegular(vi)
1. se o interior de P esta´ a` direita de vi
2. enta˜o se ajudante(ei−1) e´ um ve´rtice de unia˜o
3. enta˜o insira uma diagonal que liga vi ao ajudante(ei−1) em D.
4. Apague ei−1 de Γ.
5. Insira ei em Γ e defina o ajudante(ei) para vi.
6. sena˜o procure encontrar em Γ a aresta ej directamente a` esquerda de vi.
7. se ajudante(ej) e´ um ve´rtice de unia˜o
8. enta˜o insira uma diagonal que liga vi ao ajudante(ej) em D.
9. ajudante(ej) ←− vi
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No exemplo da figura 3.24, no ve´rtice regular v6 adiciona´mos uma diagonal deste v6
ate´ v4.
Falta apenas provar que o algoritmo FazMonotono faz correctamente as partic¸o˜es
mono´tonas nos pol´ıgonos.
Lema 3.2.2 O algoritmo FazMonotono adiciona diagonais que particionam P em
subpol´ıgonos mono´tonos.
Prova: E´ fa´cil perceber que as partes em que P esta´ particionado, na˜o conteˆm ve´rtices
de quebra ou de unia˜o. Assim, pelo lema 3.2.1 sa˜o mono´tonas. Falta apenas provar
que os segmentos adicionados sa˜o diagonais, ou seja, que na˜o intersectam as arestas de
P nem se intersectam entre si. Para isso, iremos mostrar que quando um segmento e´
adicionado, ele na˜o intersecta nenhuma aresta de P nem intersecta nenhuma diagonal
que ja´ tivesse sido adicionada. Vamos provar este facto para o segmento adicionado
no procedimento SeguraVerticeQuebra. A prova para os outros procedimentos (Segu-
raVerticeFinal, SeguraVerticeRegular e SeguraVerticeUniao) e´ semelhante. Assume-se
que na˜o ha´ dois ve´rtices com a mesma ordenada; a extensa˜o ao caso geral e´ imediata.
Consideremos o segmento [vmvi] que e´ adicionado pelo algoritmo do procedimento
SeguraVerticeQuebra quando vi e´ alcanc¸ado. Seja ej a aresta a` esquerda de vi, e seja
vk a aresta a` direita de vi. Assim, o ajudante(ej) = vm quando alcanc¸amos vi.
Podemos argumentar que [vmvi] na˜o intersecta qualquer aresta de P . Para
mostrarmos este facto, consideremos o quadrila´tero Q limitado por dois segmentos
horizontais (que passam por vm e vi) e por ej e ek. Na˜o existe nenhum ve´rtice de P
no interior de Q, caso contra´rio, vm na˜o poderia ser um ajudante de ej. Suponhamos
agora que havia uma aresta de P que intersectava [vmvi]. Nesse caso, a aresta na˜o
pode ter um ponto extremo em Q e as arestas do pol´ıgono na˜o se intersectam; teria
que intersectar o segmento horizontal que liga vm a ej ou o segmento horizontal que
liga vi a ej. Ambos os casos sa˜o imposs´ıveis, pois para os ve´rtices vm e vi, a aresta ej
esta´ imediatamente a` esquerda. Assim, nenhuma aresta de P pode intersectar [vmvi].
Consideremos agora que ja´ t´ınhamos adicionado uma diagonal. Enta˜o na˜o existem
ve´rtices de P no interior de Q e qualquer diagonal adicionada anteriormente deveria






Figura 3.25: Ilustrac¸a˜o da prova do lema 3.2.2.
Ana´lise do algoritmo
Analisaremos agora o tempo de execuc¸a˜o do algoritmo. Construir uma lista
ordenada Q leva tempo O(n) e inicializar Γ um tempo O(1). Para processar um ponto
evento durante o varrimento, fizemos uma operac¸a˜o em Q, no ma´ximo uma ordenac¸a˜o,
uma inserc¸a˜o, uma eliminac¸a˜o em Γ e inserimos no ma´ximo duas diagonais em D.
Listas ordenadas e a´rvores de pesquisa balanceadas permitem ordenar e actualizar
num tempo O(log n) e a inserc¸a˜o de uma diagonal em D leva tempo O(1). Assim,
obter um ponto evento leva tempo O(log n) e o algoritmo e´ executado na totalidade
em O(n log n). O espac¸o utilizado pelo algoritmo e´ linear pois cada ve´rtice e´ guardado
no ma´ximo uma vez em Q e cada aresta uma vez em Γ.
Assim, podemos enunciar o seguinte teorema:
Teorema 3.2.1 Um pol´ıgono com n ve´rtices pode ser particionado em pol´ıgonos y-
mono´tonos em tempo O(n log n) por um algoritmo que usa espac¸o O(n).
3.2.1 Triangulac¸a˜o de pol´ıgonos mono´tonos
Acaba´mos de verificar como particionar um pol´ıgono simples em partes y-mono´tonas
num tempo O(n log n). Nesta secc¸a˜o mostramos como os pol´ıgonos mono´tonos podem
ser triangulados num tempo linear, atrave´s do algoritmo descrito por Garey et al [38].
Combinados, estes dois resultados implicam que qualquer pol´ıgono simples pode ser
triangulado num tempo O(n log n), que e´ um melhoramento relativamente ao algoritmo
de tempo quadra´tico de Lennes, descrito na subsecc¸a˜o 3.1.3.
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Seja P um pol´ıgono y-mono´tono com n ve´rtices. Assumimos que P e´ estrita-
mente y-mono´tono9. Assim, iremos sempre para baixo quando percorremos a cadeia
poligonal esquerda ou direita de P , desde o ve´rtice de maior ordenada ate´ ao de menor
ordenada. A propriedade que faz a triangulac¸a˜o de um pol´ıgono mono´tono simples
e´ a seguinte: podemos trabalhar em P desde cima ate´ baixo em ambas as cadeias,
adicionando diagonais sempre que seja poss´ıvel. Em seguida descrevemos os detalhes
deste algoritmo.
O algoritmo trabalha com os ve´rtices por ordem decrescente das suas ordenadas.
Um facto fundamental do ponto de vista algor´ıtmico envolvendo pol´ıgonos mono´tonos,
e´ que os seus ve´rtices podem ser ordenados em relac¸a˜o a`s suas ordenadas num tempo
linear. Se dois ve´rtices teˆm a mesma ordenada, enta˜o o que tem a menor abcissa tera´
prioridade. O algoritmo requer a utilizac¸a˜o de uma pilha S como estrutura de dados
auxiliar. A pilha inicialmente esta´ vazia; mais tarde contera´ os ve´rtices de P que foram
encontrados, mas podera´ conter ainda mais diagonais. Quando processamos um ve´rtice
adicionamos o maior nu´mero poss´ıvel de diagonais deste ve´rtice ate´ aos ve´rtices que se
encontram na pilha. Estas diagonais dividem P em triaˆngulos. Os ve´rtices que foram
processados mas na˜o separados - ve´rtices que esta˜o na pilha - esta˜o na fronteira de uma
parte de P que ainda precisa de ser triangulada. Destes ve´rtices, o de menor ordenada,
que e´ o que foi encontrado em u´ltimo lugar, esta´ no topo da lista, o segundo de menor
ordenada e´ o segundo da pilha, e assim por diante. A parte do pol´ıgono que ainda
precisa de ser triangulada, e que esta´ abaixo do u´ltimo ve´rtice que foi encontrado ate´
ao momento, tem uma forma particular: parece um funil virado ao contra´rio. Uma das
fronteiras do funil e´ uma parte de uma aresta de P , e a outra fronteira e´ uma cadeia
constitu´ıda por ve´rtices reflexos, ou seja, os aˆngulos interiores sa˜o todos inferiores a
pi. Somente o ve´rtice de maior ordenada, que esta´ em baixo na pilha, e´ convexo. Esta
propriedade permanecera´ verdadeira ate´ processarmos o ve´rtice seguinte. Logo este
procedimento trata-se de uma invariante do algoritmo.
Vejamos, agora, quais sera˜o as diagonais que podemos adicionar quando proces-
samos o pro´ximo ve´rtice. O pro´ximo ve´rtice a ser processado sera´ vj. Temos que
distinguir dois casos: ou vj esta´ na mesma cadeia que os ve´rtices reflexos que esta˜o na
pilha ou esta´ na cadeia oposta.
• Se vj estiver na mesma cadeia que os ve´rtices reflexos que esta˜o na pilha, desta fez






Figura 3.26: Parte do pol´ıgono que ainda precisa de ser








Figura 3.27: Triangulac¸a˜o da parte na˜o triangulada.
na˜o podemos adicionar diagonais desde vj ate´ todos os ve´rtices da pilha. Apesar
disso, aqueles ve´rtices aos quais podemos ligar vj esta˜o todos consecutivos e esta˜o
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no topo da pilha, por isso procedemos da seguinte maneira: primeiro, tiramos
um ve´rtice da pilha; este ve´rtice ja´ esta´ ligado a vj por uma aresta de P . Depois,
tiramos ve´rtices da pilha e ligamo-los a vj ate´ encontrarmos um que na˜o seja
poss´ıvel ligar. A verificac¸a˜o da diagonal que pode ser adicionada desde o ve´rtice
vj ate´ ao ve´rtice vk na pilha, pode ser feito olhando para vj, vk e o ve´rtice
precedente que foi tirado da pilha. Quando encontrarmos um ve´rtice ao qual
na˜o podemos ligar vj, repomos o ve´rtice que t´ınhamos retirado anteriormente, na
pilha. Este e´ o u´ltimo ve´rtice ao qual a diagonal e´ adicionada ou, se nenhuma
diagonal foi adicionada, o ve´rtice e´ vizinho de vj na fronteira de P . Ver figura
3.28.
• Se vj esta´ na cadeia oposta enta˜o e´ o ponto extremo de menor ordenada da aresta,
e, que limita o funil. Devido a` forma do funil, podemos adicionar diagonais desde
vj ate´ todos os ve´rtices que esta˜o na correntemente na pilha, excepto o u´ltimo,
aquele que esta´ no fim da pilha. Este u´ltimo ve´rtice e´ o que tem maior ordenada
da aresta e, portanto ja´ se encontra ligado a vj. Todos estes ve´rtices saem da
pilha. A parte na˜o triangulada do pol´ıgono abaixo de vj esta´ limitada pela
diagonal que liga vj ao ve´rtice previamente no topo da pilha e pela aresta de P
que se extende para baixo a partir deste ve´rtice, por isso, parece um funil e a
invariante e´ preservada. Este ve´rtice e vj pertencem a` parte que ainda na˜o foi












Figura 3.28: Dois casos em que o ve´rtice adjacente esta´
no mesmo lado que os ve´rtices da cadeia reflexa que
esta˜o na pilha.
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Depois disto, voltamos a colocar vj na pilha. Em ambos os casos a invariante e´
reposta: um lado do funil e´ limitado por uma parte de uma aresta de P e o outro
lado e´ limitado por uma cadeia de ve´rtices reflexos.
Temos assim o seguinte algoritmo:
Algoritmo TriangulaPoligonoMonotono(P )
Entrada: um pol´ıgono P y-mono´tono guardado numa lista de arestas duplamente
ligada D.
Sa´ıda: uma triangulac¸a˜o de P guardado numa lista de arestas duplamente ligada D.
1. Una os ve´rtices da cadeia esquerda e os da cadeia direita de P numa sequeˆncia,
ordenados por ordem decrescente das suas ordenadas. Se dois ve´rtices tiverem
a mesma ordenada, enta˜o o de menor abcissa tem prioridade. Seja u1, ..., un a
sequeˆncia ordenada.
2. Inicialize um pilha vazia S, e adicione u1 e u2 a` pilha S.
3. for j ←− 3 ate´ n− 1
4. faz se uj e o ve´rtice no topo de S esta˜o em cadeias diferentes
5. enta˜o retire todos os ve´rtices de S.
6. Insira em D a diagonal desde uj ate´ cada um dos ve´rtices que
foram tirados de S, excepto o u´ltimo.
7. Coloque uj−1 e uj em S.
8. sena˜o Retire um ve´rtice de S.
9. Tire os outros ve´rtices de S assim como as diagonais que partem
de uj ate´ aos ve´rtices que esta˜o no interior de P . Insira estas diagonais em D.
Reponha o u´ltimo ve´rtice que foi tirado para S.
10. Coloque uj em S.
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11. Adicione diagonais desde un ate´ todos os ve´rtices da pilha excepto o primeiro e
o u´ltimo.
Ana´lise do algoritmo
Analisemos o tempo que este algoritmo gasta para triangular um pol´ıgono y-
mono´tono.
• O 1o passo tem tempo linear e o 2o um tempo constante.
• O ciclo for e´ executado n− 3 vezes e uma execuc¸a˜o pode gastar tempo linear, o
que sugere que a complexidade do algoritmo e´ O(n2).
• Mas cada execuc¸a˜o do ciclo for tem pelo menos dois ve´rtices que sa˜o colocados.
Assim, o nu´mero total de colocac¸o˜es incluindo as duas no passo 2, e´ limitado por
2n− 4.
• Como o nu´mero de eliminac¸o˜es na˜o pode exceder o nu´mero de colocac¸o˜es o tempo
total para todas as execuc¸o˜es do ciclo for e´ O(n).
• O u´ltimo passo do algoritmo tem tambe´m um tempo no ma´ximo linear, portanto
a complexidade do algoritmo e´ O(n).
Podemos enunciar, assim, o seguinte teorema:
Teorema 3.2.2 Um pol´ıgono estritamente y-mono´tono com n ve´rtices pode ser trian-
gulado em O(n).
3.2.2 Triangulac¸a˜o de um pol´ıgono em O(n log n)
Combinando, agora, estes dois algoritmos (FazMonotono e TriangulaPoligono-
Monotono) obteremos um algoritmo para a triangulac¸a˜o de pol´ıgonos que tem comple-
xidade de tempo O(n log n) e complexidade de espac¸o linear. Usaremos, enta˜o, como
sub-rotina o algoritmo de triangulac¸a˜o para pol´ıgonos mono´tonos (TriangulaPoligono-
Monotono) para triangular qualquer pol´ıgono simples. A ideia e´ primeiro decompor um
70
pol´ıgono em partes mono´tonas e depois triangular essas partes. Aparentemente ja´ te-
mos todos os “ingredientes”que precisamos. Ha´, no entanto, um problema: assumimos
anteriormente que a entrada era a de um pol´ıgono estritamente y-mono´tono, visto que
o algoritmo da subsecc¸a˜o anterior produzia pec¸as mono´tonas com arestas horizontais.
Recordemos que, na subsecc¸a˜o anterior, trata´mos de ve´rtices com a mesma ordenada.
Este efeito seria o mesmo se fize´ssemos uma leve rotac¸a˜o do plano no sentido anti-
hora´rio desde que dois ve´rtices na˜o estivessem numa mesma linha horizontal. Acontece
que os subpol´ıgonos mono´tonos produzidos pelo algoritmo (da subsecc¸a˜o anterior), sa˜o
estritamente mono´tonos nesta rotac¸a˜o do plano. Assim, o algoritmo de triangulac¸a˜o
desta subsecc¸a˜o funciona correctamente se tratarmos os ve´rtices com a mesma ordenada
da esquerda para a direita (o que corresponde a trabalhar num plano rodado). Portanto,
podemos combinar os dois algoritmos para obter uma triangulac¸a˜o que funciona para
qualquer pol´ıgono simples.
Este algoritmo de triangulac¸a˜o (combinado) tem tempo O(n log n) e usa espac¸o
O(n), pois decompor o pol´ıgono em partes mono´tonas leva O(n log n) (pelo teorema
3.2.1), depois, no segundo passo, triangula´mos cada parte mono´tona com um algoritmo
de complexidade linear (feito nesta subsecc¸a˜o). Assim, a soma do nu´mero de ve´rtices
destas partes mono´tonas e´ O(n) e, enta˜o, o segundo passo leva O(n) no total. Temos,
portanto, o seguinte resultado:
Teorema 3.2.3 Um pol´ıgono simples com n ve´rtices pode ser triangulado em tempo
O(n log n) por um algoritmo que usa espac¸o O(n).
3.3 Partic¸a˜o de pol´ıgonos em pol´ıgonos estrelados
Nesta secc¸a˜o consideramos partic¸o˜es em pol´ıgonos estrelados e mostramos um
algoritmo eficiente proposto por Avis e Toussaint [8]. Uma partic¸a˜o semelhante ja´
havia sido sugerida por Maruyama [72]. A sua soluc¸a˜o envolve uma criac¸a˜o de novos
pontos de Steiner, que produz componentes estreladas sobrepostas e que requer uma
complicada e custosa implementac¸a˜o.
A parte principal desta secc¸a˜o, descreve um algoritmo de complexidade O(n log n)
que decompo˜e um pol´ıgono, com n ve´rtices, em pol´ıgonos estrelados que na˜o se so-
brepo˜em, ou seja, disjuntos. Esta decomposic¸a˜o na˜o envolve a criac¸a˜o de nenhum novo
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ve´rtice e pode produzir sempre uma decomposic¸a˜o com no ma´ximo bn
3
c pol´ıgonos estre-
lados. No entanto, o nu´mero de pol´ıgonos estrelados na˜o e´ o menor na decomposic¸a˜o.
Mas por outro lado, este algoritmo, e´ extremamente flex´ıvel e pode facilmente ser
modificado para produzir outro tipo de composic¸o˜es completamente diferentes. Este
algoritmo segue de perto a prova construtiva de Fisk [35] do teorema de Chvatal [21]:




3.3.1 Descric¸a˜o do algoritmo
Antes de descrevermos o algoritmo precisamos de um novo conceito que e´ o
da colorac¸a˜o. Uma colorac¸a˜o de uma triangulac¸a˜o, T , e´ uma atribuic¸a˜o de cores
aos ve´rtices de T tal que na˜o existem dois ve´rtices adjacentes com a mesma cor.
Claramente, qualquer colorac¸a˜o de T requer pelo menos treˆs cores. De facto, prova-se
que treˆs cores sa˜o suficientes (induc¸a˜o no nu´mero de ve´rtices [78]). Podemos observar,
na figura 3.29 a triangulac¸a˜o de um pol´ıgono simples com a respectiva colorac¸a˜o































Figura 3.29: Triangulac¸a˜o e colorac¸a˜o de um pol´ıgono.
De uma colorac¸a˜o com treˆs cores (ou 3-colorac¸a˜o) de T podemos obter treˆs
decomposic¸o˜es diferentes em pol´ıgono estrelados de P . Consideremos o conjunto de
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ve´rtices que recebem a cor {i}. Denotemos este conjunto por Si = {s1, s2, ..., sj}. P
pode ser decomposto em j pol´ıgonos estrelados P1, P2, ..., Pj onde
Pk = {x : x e´ um ve´rtice de P e x e´ adjacente a sk em T } ∪ {sk} , k = 1, 2, ..., j.
Ale´m disso, os pol´ıgonos estrelados sa˜o disjuntos e
P = P1 ∪ P2 ∪ ... ∪ Pj. (3.1)
Consideremos um triaˆngulo 4(x, y, z) de T . Pelo menos um destes ve´rtices, digamos,
x, recebe a cor {i} e esta´ contido em Si. Suponhamos que x = sk. Enta˜o o triaˆngulo
4(x, y, z) esta´ contido em Pk. Assim, qualquer triaˆngulo de T esta´ contido nalgum
pol´ıgono estrelado, verificando-se a equac¸a˜o 3.1.
Claramente que cada uma das treˆs cores usadas para a colorac¸a˜o de T induzem a
diferentes decomposic¸o˜es. As treˆs decomposic¸o˜es para a colorac¸a˜o da figura 3.29 esta˜o
mostradas nas figuras 3.30 (a), 3.30 (b) e 3.31.
O algoritmo consiste em treˆs partes: a triangulac¸a˜o do pol´ıgono, a colorac¸a˜o dos ve´rtices
da triangulac¸a˜o com treˆs cores e a construc¸a˜o de pol´ıgonos estrelados. O algoritmo esta´
descrito em baixo.
Procedimento Decompoe(P )
1. Obtenha uma triangulac¸a˜o T de P .
2. Fac¸a a colorac¸a˜o dos ve´rtices de T com as cores {1, 2, 3}.
3. Seleccione uma cor arbitrariamente e fac¸a como sa´ıda cada ve´rtice com a cor
escolhida, conjuntamente com a lista dos ve´rtices adjacentes. (Se pretendermos
uma decomposic¸a˜o com no ma´ximo bn
3
c pol´ıgonos estrelados, enta˜o deve ser
escolhida uma colorac¸a˜o com o mı´nimo de cores para os ve´rtices.)
O procedimento Decompoe(P ) e´ bastante flex´ıvel, pois geralmente um pol´ıgono tem
muitas e diferentes triangulac¸o˜es. E´ bastante fa´cil implementar este procedimento
num tempo O(n2), usando variadas estrate´gias de triangulac¸a˜o. Conclu´ımos esta secc¸a˜o
































































Figura 3.30: (a) Decomposic¸a˜o usando a cor 1.































Figura 3.31: Decomposic¸a˜o usando a cor 3.
O 1o passo do procedimento pode ser executado em O(n log n) se usarmos o algoritmo
de Garey et al. [38] descrito na subsecc¸a˜o 3.2.1. O 2o passo tambe´m pode ser
executado num tempo de complexidade O(n log n) usando a te´cnica de“dividir para
conquistar”que sera´ descrita mais abaixo. O 3o passo, tal como foi descrito, identifica
simplesmente os ve´rtices de cada pol´ıgono estrelado, o que requer um tempo O(n). Se
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pretendermos, estes ve´rtices podem ser ordenados por uma ordem angular, usando as
arestas de T , tambe´m num tempo O(n). Se pretendermos uma relac¸a˜o entre os va´rios
pol´ıgonos estrelados, podemos inserir uma modificac¸a˜o apropriada no 3o passo. E´
imediato que cada aresta de T divide P em dois pol´ıgonos triangulados mais pequenos.
Como pretendemos usar a te´cnica “dividir para conquistar”, procuramos uma aresta
que divide T em partes aproximadamente do mesmo tamanho. Usamos depois esta
mesma te´cnica repetidamente nessas partes e, finalmente, unimos as duas partes para
darmos uma colorac¸a˜o a P . Este me´todo requer um algoritmo de complexidade
O(n log n) se as duas condic¸o˜es seguintes forem satisfeitas [17]:
(a) No passo de divisa˜o, cada parte deve conter pelo menos uma quantidade fixa,
digamos, um quarto dos ve´rtices.
(b) Ambos os passos de divisa˜o e de unia˜o requerem tempo O(n).
Fac¸amos um esboc¸o da prova de ambas as condic¸o˜es:
Para a condic¸a˜o (a), consideremos a divisa˜o da fronteira de T em quatro cadeias, A,
B, C, D, cada uma com comprimento de pelo menos bn
4
c (ver figura 3.32). Se houver
alguma aresta entre as cadeias A e C a prova esta´ completa, pois esta aresta divide
P em duas cadeias com pelo menos bn
4
c ve´rtices cada uma. Por outro lado, como T e´
uma triangulac¸a˜o, se na˜o houver nenhuma aresta entre as cadeias A e C, devera´ haver
arestas entre as cadeias B e D. Qualquer uma das arestas e´ suficiente para o passo de
divisa˜o.
Para a verificac¸a˜o da condic¸a˜o (b), consideremos primeiro o passo de divisa˜o. Este pode
ser implementado num tempo O(n), numerando os ve´rtices de P sequencialmente desde
1 ate´ n e nessa altura testa-se cada uma das O(n) arestas para vermos se verificam a
condic¸a˜o (a). Isto mostra que o passo de divisa˜o tem complexidade de tempo O(n).
Para o passo de unia˜o, consideramos as cores que foram designadas para a separac¸a˜o
das arestas em cada uma das duas partes. Se as cores forem iguais nas duas partes, o
passo de unia˜o e´ trivial. Caso contra´rio, renomeamos as cores numa das partes de tal
modo que as cores coincidam nas arestas de separac¸a˜o. Este processo leva um tempo
O(n), portanto a condic¸a˜o (b) e´ verificada.
Destes exemplos e´ facilmente observa´vel que as partic¸o˜es podem ser melhoradas






Figura 3.32: Divisa˜o da fronteira de uma triangulac¸a˜o
de um pol´ıgono simples em quatro cadeias A, B, C e D.
forma um triaˆngulo. Para ale´m disso, diferentes me´todos de triangulac¸a˜o podem
dar partic¸o˜es melhoradas. Um interessante problema em aberto sera´ encontrar uma
decomposic¸a˜o com um nu´mero mı´nimo de pol´ıgonos estrelados. Para o caso de de-
composic¸o˜es convexas, este problema foi resolvido por Chazelle e Dobkin [17]. Para
casos mais especiais, como pol´ıgonos ortogonais, a decomposic¸a˜o no nu´mero mı´nimo
de rectaˆngulos foi resolvido por Ferrari et al. [34].
3.4 Partic¸a˜o em partes convexas
Para ale´m de algoritmos eficientes para particionar um pol´ıgono em triaˆngulos,
quadrila´teros, partes mono´tonas, tambe´m e´ de interesse o desenvolvimento de algori-
tmos que particionem um pol´ıgono em pol´ıgonos convexos. Uma poss´ıvel motivac¸a˜o
para particionarmos um pol´ıgono em partes (pol´ıgonos) convexas, e´ o reconhecimento
de caracteres: um caracter pode ser representado como um pol´ıgono particionado em
partes convexas.
A partic¸a˜o de pol´ıgonos em triaˆngulos pode ser vista como um caso particular
do problema de particionarmos um pol´ıgono em partes convexas. Ao particionarmos
um pol´ıgono em partes convexas estaremos interessados em (1) minimizar o nu´mero
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Figura 3.33: Pol´ıgono particionado em partes convexas.
de partes e (2) construir esta partic¸a˜o o mais ra´pido poss´ıvel. Estes dois objectivos
obviamente entram em “conflito”.
3.4.1 Partic¸a˜o o´ptima
Para analisarmos a qualidade (em termos de nu´mero de partes) de uma partic¸a˜o e´
u´til conhecermos limites inferiores e superiores para o menor nu´mero poss´ıvel de partes
em que o pol´ıgono pode ser particionado.
Teorema 3.4.1 (Chazelle) Seja Φ o menor nu´mero de partes convexas que um pol´ıgono
com r ve´rtices reflexos pode ser particionado. Enta˜o, temos que: d r
2
e+ 1 ≤ Φ ≤ r+ 1.
Prova: A prova de que Φ ≤ r + 1 e´ algor´ıtmica.
Algoritmo Particiona (P).
Entrada: um pol´ıgono P = (v0, ..., vn−1).
Sa´ıda: uma partic¸a˜o de P por segmentos em subpol´ıgonos convexos.
1. Se P na˜o tem ve´rtices reflexos, enta˜o pare. [Neste caso, P ja´ e´ convexo].
2. Seja v um ve´rtice reflexo de P .
3. Trace um segmento s ⊂ P tendo v como uma das extremidades e a outra
extremidade em ∂P que elimine este ve´rtice reflexo.
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4. Aplique o algoritmo recursivamente aos dois pol´ıgonos formados.
O nu´mero de partes convexas produzidas pelo algoritmo acima e´ no ma´ximo r+1 (ver
figura 3.34). Este algoritmo desenha um segmento que bissecta cada aˆngulo reflexo,
removendo, desta forma, todos os aˆngulos desta amplitude. Fica, assim, criada uma
partic¸a˜o convexa.
Figura 3.34: O algoritmo criou r + 1 partes convexas: r = 4; 5 pec¸as.
Todos os aˆngulos reflexos precisam de ser destru´ıdos para produzirmos partes convexas.
No ma´ximo dois desses aˆngulos podem ser eliminados pela inclusa˜o de um u´nico
segmento. Logo Φ ≥ d r
2
e+ 1 (ver figura 3.35). ¥
Figura 3.35: O algoritmo criou d r
2
e+ 1 partes convexas: r = 7; 5 pec¸as.
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3.4.2 O algoritmo de Hertel e Mehlhorn
Hertel e Mehlhorn [45] desenvolveram um algoritmo de aproximac¸a˜o de complexi-
dade de tempo linear para particionar um pol´ıgono em partes convexas por diagonais.
Numa partic¸a˜o convexa por diagonais de um pol´ıgono, diremos que uma diagonal, d,
e´ essencial para um ve´rtice v, se a remoc¸a˜o de d cria uma parte que e´ na˜o-convexa
em v (v e´ um ve´rtice reflexo e d e´ incidente a v).
O algoritmo de Hertel e Mehlhorn consiste em:
• construir uma triangulac¸a˜o de P ;
• remover arbitrariamente diagonais na˜o-essenciais ate´ que todas as diagonais res-
tantes sejam essenciais.
Este algoritmo particiona um pol´ıgono em partes convexas num tempo linear (se
usarmos o algoritmo de Chazelle [16] para a triangulac¸a˜o de pol´ıgonos).
Lema 3.4.1 Numa partic¸a˜o convexa, por diagonais, existem no ma´ximo duas diago-









Figura 3.36: A diagonal a e´ na˜o essencial, pois b tambe´m
esta´ em H+. Analogamente, c e´ na˜o essencial.
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Prova: Seja v um ve´rtice reflexo e vi−1 e vi+1 os seus ve´rtices adjacentes. Existe
no ma´ximo uma diagonal essencial no semiplano H+ a` esquerda vvi+1; se existirem
duas, a que esta´ mais perto de vvi+1 pode ser removida sem que criemos um ve´rtice
na˜o-convexo em v (ver figura 3.36). Analogamente, existe no ma´ximo uma diagonal
essencial ao semiplano H− a` esquerda de vi−1v. Juntos, esses semiplanos cobrem o
aˆngulo interior em v. Logo existem no ma´ximo duas diagonais essenciais para v. ¥
Teorema 3.4.2 O algoritmo de Hertel-Mehlhorn da´-nos uma partic¸a˜o que nunca tem
mais que quatro vezes o nu´mero de partes convexas de uma partic¸a˜o o´ptima por diago-
nais (isto e´, uma partic¸a˜o por diagonais com o nu´mero mı´nimo de partes).
Prova: Quando o algoritmo pa´ra, toda a diagonal e´ essencial para algum ve´rtice
(reflexo). Pelo lema 3.4.1, cada ve´rtice reflexo pode ser responsa´vel por no ma´ximo
duas diagonais essenciais. Logo, o nu´mero de diagonais essenciais na˜o pode ser maior
que 2r, onde r e´ o nu´mero de ve´rtices reflexos (pode ser menor se alguma diagonal
for essencial para ambos os seus ve´rtices extremos). Assim, o nu´mero M de partes
convexas produzidas pelo algoritmo satisfaz 2r+1 ≥M . Como Φ ≥ d r
2
e+1 pelo lema
3.4.1, enta˜o, 4Φ ≥ 2r + 4 > 2r + 1 ≥M . ¥
Partic¸a˜o convexa o´ptima: o algoritmo para encontrar uma partic¸a˜o o´ptima de
um pol´ıgono em partes convexas e´ devido a Greene [42], 1983. A sua complexidade e´
O(r2 n2) = O(n4). Este algoritmo foi melhorado, em 1985, por Keil [50] que desenvolveu
um algoritmo de complexidade O(r2 n log n) = O(n3 log n) (ambos utilizaram te´cnicas
de programac¸a˜o dinaˆmica).
Se a partic¸a˜o puder ser formada por segmentos arbitra´rios o problema e´ mais
dif´ıcil ainda (a partic¸a˜o pode usar segmentos cujos extremos na˜o intersectam a fronteira
do pol´ıgono - os pontos de Steiner (ver figura 3.37)). Apesar dessa dificuldade acrescida,
em 1980, na sua tese de doutoramento, Chazelle [15] resolveu este problema propondo
um algoritmo de complexidade O(n+ r3) = O(n3).
3.5 Quadrangulac¸a˜o
Nos u´ltimos tempos, tem-se vindo a chegar a` conclusa˜o que as quadrangulac¸o˜es
teˆm muitas vantagens relativamente a`s triangulac¸o˜es. Por exemplo, para o problema da
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Figura 3.37: Uma partic¸a˜o convexa o´ptima. O segmento s na˜o toca ∂P .
interpolac¸a˜o de dados dispersos [58] e nos melhoramentos na ana´lise da elasticidade, que
pode ser obtida por me´todos de elementos finitos, e´ prefer´ıvel o uso de quadrangulac¸o˜es
a`s triangulac¸o˜es [4]. Infelizmente na˜o se sabe muito sobre teoria de quadrangulac¸o˜es
de um conjunto de pontos e boas redes quadrangulares sa˜o mais dif´ıceis de gerar que
boas redes triangulares [47]. De facto, se somente for permitido inserir diagonais entre
um dado conjunto de pontos, isto e´, se na˜o forem permitidos pontos de Steiner, enta˜o
nem todos os conjuntos de pontos admitem uma quadrangulac¸a˜o. A caracterizac¸a˜o
de quadrangulac¸o˜es de conjunto de pontos e a construc¸a˜o de algoritmos para uma
eficiente computac¸a˜o usando um nu´mero mı´nimo de pontos de Steiner e´ um assunto
bastante recente [12]. Em [12] e´ mostrado que um conjunto de pontos admite uma
quadrangulac¸a˜o na˜o usando pontos de Steiner se e so´ se o nu´mero de pontos do
invo´lucro convexo for ı´mpar. A partir do momento que se comec¸ou a dar mais atenc¸a˜o
a` computac¸a˜o de quadrangulac¸o˜es, visto que as triangulac¸o˜es teˆm sido estudadas ha´
va´rias de´cadas [10], comec¸ou-se a investigar o problema de converter triangulac¸o˜es em
quadrangulac¸o˜es [44, 48, 98]. No entanto, estes me´todos sa˜o heur´ısticos, conceptual-
mente inco´modos e recorrem a demasiados pontos de Steiner. Por exemplo, Johnston
et al. [48] integrou va´rias heur´ısticas num sistema que automaticamente converte uma
rede triangular numa quandrangular, com complexidade O(n2) e pode inserir mais do
que n pontos de Steiner no processo, onde n representa o nu´mero de redes triangulares.
Nenhuma tentativa foi feita tanto para optimizar o nu´mero de pontos de Steiner ou
a complexidade dos algoritmos. Notemos que a quadrangulac¸a˜o de pol´ıgonos (sem
pontos no seu interior) tem sido investigada na literatura de geometria computacional
em va´rios contextos.
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Atentemos que, tal como um conjunto de pontos do plano, a quadrangulac¸a˜o de
pol´ıgonos simples nem sempre e´ poss´ıvel. No entanto, na˜o e´ dif´ıcil construir pol´ıgonos
que requerem Ω(n) pontos de Steiner por forma a completar a quadrangulac¸a˜o. Por
outro lado, os pol´ıgonos ortogonais, admitem sempre uma quadrangulac¸a˜o sem recorrer
a pontos de Steiner. De facto, tais pol´ıgonos, admitem sempre quadrangulac¸o˜es em
que cada quadrila´tero e´ convexo. Por esta raza˜o, quadrangulac¸o˜es na˜o convexas de
pol´ıgonos ortogonais na˜o teˆm interesse na˜o tendo sido, por isso, objecto de estudo.
Uma primeira prova existencial de que os pol´ıgonos ortogonais admitem sempre qua-
drangulac¸o˜es convexas, foi dada por Klawe e Kleitman [49]. Uma prova construtiva
com um algoritmo de complexidade O(n) foi primeiramente obtido por Sack e Tous-
saint [92] para pol´ıgonos estrelados subsequentemente generalizado para correr num
tempo O(n log n) para um pol´ıgono ortogonal arbitra´rio por Sack [91]. Edelsbrunner,
O´Rourke e Weltz [27], Lubiw [70], Sack e Toussaint [93], entre outros, mais tarde,
obtiveram outras provas construtivas com complexidades semelhantes.
3.5.1 Quadrangulac¸a˜o de pol´ıgonos triangulados
Como ja´ foi referido, nem todos os pol´ıgonos admitem uma quadrangulac¸a˜o.
Nestes casos, e´ necessa´rio adicionar pontos de Steiner, para o quadrangularmos. Nesta
subsecc¸a˜o, veremos como obter uma quadrangulac¸a˜o apo´s o pol´ıgono estar triangulado.
Isto implica que poderemos apagar diagonais existentes, mas na˜o poderemos inserir
novas diagonais entre pares de ve´rtices. Tambe´m na˜o poderemos eliminar ve´rtices de
pol´ıgono original.
Provavelmente, o me´todo mais simples de quadrangular um pol´ıgono apo´s este
estar triangulado, e´ inserir primeiro um ponto de Steiner no interior de cada aresta e
diagonal do pol´ıgono triangulado. Enta˜o, para cada triaˆngulo inserimos um ponto
de Steiner extra em qualquer s´ıtio do interior do triaˆngulo (de tal modo que na˜o
fiquem treˆs pontos de Steiner colineares com qualquer outro par de pontos de Steiner
nesse triaˆngulo) e ligamo-lo aos treˆs outros pontos de Steiner desse triaˆngulo. Uma
quadrangulac¸a˜o desse tipo esta´ ilustrada na figura 3.38.
Este me´todo tem va´rias vantagens, uma das quais, se o ponto de Steiner for bem
colocado no interior do triaˆngulo definido pelos outros treˆs pontos de Steiner, pode-
se obter uma quadrangulac¸a˜o convexa [31]. Este algoritmo e´ fa´cil de implementar
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Figura 3.38: Exemplo de uma construc¸a˜o de uma quadran-
gulac¸a˜o a partir de uma triangulac¸a˜o.
e tem complexidade linear. O problema com este me´todo e´ que, apesar de levar a
quadrangulac¸o˜es rigorosas, usa muitos pontos de Steiner, quando e´ deseja´vel que este
nu´mero de pontos seja o mais reduzido poss´ıvel. De facto, este me´todo usara´ sempre
3n− 5 pontos de Steiner num pol´ıgono simples triangulado com n ve´rtices.
Um outro me´todo que usa aproximadamente um terc¸o dos pontos de Steiner e´ o
algoritmo de triangulac¸a˜o Hamiltoniano de Arkin et al. [5]. Com um objectivo diferente
em mente, nomeadamente, uma prestac¸a˜o mais eficaz na a´rea da computac¸a˜o gra´fica,
Arkin et al. propuseram um me´todo elegante de obter ao que eles chamaram uma
triangulac¸a˜o do ciclo Hamiltoniano. Bose e Toussaint [12], propuseram umme´todo para
obter uma quandragulac¸a˜o de um conjunto de pontos via, ao que eles denominaram,
uma triangulac¸a˜o serpentina. Uma triangulac¸a˜o e´ serpentina se o seu grafo dual admite
um caminho Hamiltoniano. Combinando as ideias em [12] e [5] podemos obter um
algoritmo para quadrangular um pol´ıgono simples triangulado como se segue (ver figura
3.39).
Primeiro a triangulac¸a˜o do ciclo Hamiltoniano e´ obtida com o algoritmo de Arkin
et al. [5]. Consideremos uma triangulac¸a˜o de um pol´ıgono simples como na figura
3.39 (a). Primeiro, insere-se uma a´rvore dual planar no pol´ıgono triangulado. Esta
inserc¸a˜o pode ser sempre feita numa triangulac¸a˜o ou numa quadrangulac¸a˜o convexa
e foi provada primeiro por Bern e Gilbert [11]. Depois, em cada triaˆngulo, o no´ da
a´rvore dual correspondente ao triaˆngulo e´ ligado com arestas aos seus treˆs ve´rtices.
Finalmente, as diagonais originais do pol´ıgono triangulado sa˜o removidas para permitir




Figura 3.39: Quadrangulac¸a˜o via uma triangulac¸a˜o de Hamilton.
(a) Pol´ıgono original triangulado. (b) A´rvore dual geome´trica
com cada no´ da a´rvore ligada aos treˆs ve´rtices dos seus triaˆngulos
correspondentes. (c) Eliminadas as diagonais originais. (d) Uma
quadrangulac¸a˜o resultante com um triaˆngulo que sobra, onde e´
inserido um ponto exterior de Steiner.
dual da triangulac¸a˜o pode ser encontrado executando uma a´rvore transversal da a´rvore
dual geome´trica; isto permite-nos visitar cada triaˆngulo na ordem Hamiltoniana. Para
obter uma quadrangulac¸a˜o e´ suficiente seguir a ordem Hamiltoniana (comec¸ando num
triaˆngulo qualquer) e eliminando cada uma das outras diagonais. Uma quadrangulac¸a˜o
obtida por esta forma, esta´ ilustrada na figura 3.39 (d). Notemos que o u´ltimo elemento
pode ser um triaˆngulo e, nesse caso, podemos juntar um ponto de Steiner adicional
(fora do pol´ıgono) para convertermos este triaˆngulo num quadrila´tero. No entanto este
algoritmo e´ ligeiramente mais complicado que o anterior, continuando no entanto, a ter
complexidade O(n). Ale´m disso, e´ necessa´rio no ma´ximo um ponto de Steiner (fora do
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pol´ıgono) e o nu´mero de pontos de Steiner do interior do pol´ıgono e´ sempre n− 2, isto
e´, no ma´ximo n − 1 pontos de Steiner no total. Notemos que este me´todo na˜o viola
as condic¸o˜es de conversa˜o de uma triangulac¸a˜o para a quadrangulac¸a˜o porque mesmo
que descarte todas as diagonais, o processo na˜o insere novas diagonais entre pares de
ve´rtices. Embora a aproximac¸a˜o de Hamilton melhore o nu´mero de pontos de Steiner
usados, mostra-se que, usando argumentos de colorac¸a˜o para triangulac¸a˜o de pol´ıgonos
[21, 35], podemos reduzir ainda mais o nu´mero de pontos de Steiner para cerca de um
terc¸o e esse nu´mero e´ optimal.
Antes de continuarmos, definamos pontos de Steiner com maior precisa˜o. Como
ja´ foi referido, nenhum ponto de Steiner podera´ estar sobre a fronteira do pol´ıgono
ou numa diagonal. Portanto, consideramos apenas dois pontos de Steiner: interiores
e exteriores. Pontos de Steiner interiores esta˜o estritamente no interior do pol´ıgono,
mas na˜o em diagonais e pontos de Steiner exteriores, esta˜o no exterior do pol´ıgono.
Ale´m disso, para o caso em que somente sa˜o permitidos pontos de Steiner exteriores, a
fronteira do pol´ıgono original podera´ ser modificada da seguinte maneira: cada ponto
de Steiner p esta´ associado com uma aresta e da diagonal do pol´ıgono, a aresta e e´
eliminada e duas novas arestas sa˜o criadas ligando p aos novos pontos extremos de e.
O teorema seguinte da´-nos limites para o nu´mero de pontos de Steiner que




c pontos de Steiner sa˜o sempre suficientes, e algumas vezes ne-
cessa´rios, para quadrangular um pol´ıgono simples triangulado com n ve´rtices. Ale´m
disso, estes pontos de Steiner podem ser localizados em tempo O(n).
Prova: Fisk [35] observou que desde que os ve´rtices da triangulac¸a˜o do pol´ıgono
possam ser coloridos com treˆs cores, enta˜o toda a triangulac¸a˜o de um pol´ıgono com
n ve´rtices pode ser particionado em ≤ bn
3
c leques (um leque e´ uma triangulac¸a˜o que
tem um ve´rtice, chamado centro do leque, que e´ partilhado por todos os triaˆngulos).
Observemos que ha´ sempre uma partic¸a˜o, tal que esses leques comec¸am e acabam numa
aresta do pol´ıgono (isto adve´m do argumento da colorac¸a˜o de treˆs cores, usado por Fisk
para particionar um pol´ıgono triangulado em leques). Chamamos a tais arestas de P
brac¸os do leque (ver figura 3.40). Cada brac¸o do leque aparece somente num leque.
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Figura 3.40: Um leque na partic¸a˜o, comec¸a e acaba sempre numa
aresta de um pol´ıgono.
Consideremos agora um ve´rtice, v, de P que e´ um centro do leque. O ve´rtice v define
uma sequeˆncia de triaˆngulos na triangulac¸a˜o. Estes triaˆngulos podem ser emparelhados
para formarem quadrila´teros. Se o nu´mero desses triaˆngulos for ı´mpar, sobrara´ um
triaˆngulo e uma dessas arestas e´ um brac¸o do leque, e. Um dos pontos extremos de e e´ v;
seja v′ o outro ponto extremo. Podemos converter esta situac¸a˜o para um quadrila´tero
adicionando um ponto de Steiner p numa posic¸a˜o conveniente, na˜o pertencente a e,
eliminando a aresta e e ligando p ao dois ve´rtices, v e v′.
Assim, precisamos de adicionar no ma´ximo um ponto de Steiner por leque. Con-
sequentemente, P pode ser particionado em ≤ bn
3
c leques, e teremos, enta˜o, que bn
3
c
pontos exteriores de Steiner sera˜o sempre suficientes para quadrangular um pol´ıgono
simples triangulado.
Para mostrarmos que bn
3
c pontos exteriores de Steiner sa˜o algumas vezes ne-
cessa´rios para quadrangular um pol´ıgono triangulado, consideremos o pol´ıgono trian-
gulado da figura 3.41 (este exemplo e´ semelhante a um exemplo de um pol´ıgono simples
que necessite de bn
3
c guardas). Ha´ apenas treˆs maneiras para escolher os leques :
• se v1 e´ escolhido como centro do leque, enta˜o os outros centros dos leques devera˜o
ser os ve´rtices v4, v7, v10, ..., vn−2. Estes centros formam triaˆngulos e, por esta
raza˜o, cada um precisara´ de um ponto exterior de Steiner para a quadrangulac¸a˜o.
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• Se v3, v6, v9, ..., vn−3, vn forem escolhidos como centros dos leques, cada um dos
centros tem um nu´mero ı´mpar de triaˆngulos, e por esta raza˜o, cada um deles
precisara´ de um ponto exterior de Steiner para a quadrangulac¸a˜o.
• Se v2, v5, v8, ..., vn−1 forem escolhidos como os centros dos leques, teremos um caso







Figura 3.41: Uma quadrangulac¸a˜o deste pol´ıgono requer bn
3
c
pontos exteriores de Steiner. Este pol´ıgono admite apenas uma
triangulac¸a˜o (como e´ mostrada).
Vemos que em cada um dos casos descritos acima, sa˜o necessa´rios bn
3
c pontos exteriores
de Steiner para obter uma quadrangulac¸a˜o a partir de um pol´ıgono triangulado.
Para mostrarmos que estes pontos de Steiner podem ser localizados num tempo O(n),
consideremos o seguinte: o pol´ıgono triangulado pode ser colorido com treˆs cores num
tempo linear (Kooshesh e Moret [60]). A aresta onde um guarda e´ situado da´-nos o
brac¸o do leque, e, onde iremos colocar o ponto exterior de Steiner. Para encontrar o
lugar adequado para o ponto, podemos triangular o pol´ıgono (ou pol´ıgonos) que esta˜o
fora de P e dentro do invo´lucro convexo de P , num tempo O(n) usando o algoritmo de
Chazelle [16]. O ponto de Steiner para e pode ser colocado num s´ıtio qualquer dentro do
triaˆngulo incidente em e (e no exterior de P ). Se e for uma aresta do invo´lucro convexo,
enta˜o o ponto de Steiner pode ser localizado no interior da regia˜o determinada pela
intersecc¸a˜o de treˆs planos: um determinado pela aresta e em questa˜o e que na˜o conte´m
P , e os outros dois determinados pelas arestas do invo´lucro convexo adjacente a e e
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que conte´m P . Enta˜o todos os pontos de Steiner podem ser colocados num tempo
O(n). ¥
O teorema 3.5.1 implica um resultado mais importante no que concerne a` quadran-
gulac¸a˜o de pol´ıgonos simples em geral, isto e´, na˜o estando o pol´ıgono triangulado.
Primeiro, dado um pol´ıgono simples, este pode ser sempre triangulado num tempo
O(n) [16] antes da aplicac¸a˜o do algoritmo de conversa˜o. Segundo, o pol´ıgono da figura
3.41 admite somente uma poss´ıvel triangulac¸a˜o (como e´ mostrado) e, se na˜o forem
permitidos pontos interiores de Steiner, somente estas diagonais podem ser usadas na
quadrangulac¸a˜o do pol´ıgono. Temos, enta˜o, o seguinte resultado:
Corola´rio 3.5.1 bn
3
c pontos de Steiner sa˜o sempre suficientes, e alguma vezes ne-
cessa´rios, para quadrangular qualquer pol´ıgono simples com n ve´rtices. Ale´m disso,
estes pontos de Steiner podem ser localizados em tempo O(n).
3.5.2 Pontos interiores de Steiner e quadrangulac¸o˜es de pol´ıgonos
triangulados.
Nesta subsecc¸a˜o introduz-se um algoritmo, que chamamos filtrac¸a˜o-Q, que con-
verte um pol´ıgono triangulado para uma quadrangulado enquanto adiciona pontos de
Steiner no interior do pol´ıgono, com no ma´ximo um ponto exterior de Steiner. Notemos
que nem sempre podemos evitar adicionar pontos exteriores de Steiner, isto e´, ha´
pol´ıgonos que na˜o podem ser quadrangulados somente com pontos interiores de Steiner.
Assim, um n-a´gono tem exactamente n+2s−2 triaˆngulos numa qualquer triangulac¸a˜o
com s pontos interiores de Steiner, donde temos imediatamente que, pontos interiores
de Steiner sozinhos na˜o sera˜o suficientes quando n e´ ı´mpar (este facto e´ tambe´m usado
em [12]). Pontos interiores de Steiner sa˜o uma importante considerac¸a˜o quando o
objectivo e´ quadrangular um pol´ıgono simples sem modificar a fronteira do pol´ıgono.
Definamos, agora, com maior precisa˜o pontos interiores de Steiner. Tal como os pontos
exteriores de Steiner, e´ permitido a eliminac¸a˜o de diagonais do triaˆngulo original e na˜o
e´ permitido adicionar novas diagonais entre ve´rtices do pol´ıgono. So´ e´ permitido a
adic¸a˜o de diagonais entre pontos interiores de Steiner e ve´rtices do pol´ıgono.
Primeiro consideremos uma versa˜o mais simples do algoritmo, que nos da´ um
limite superior de bn
2
c pontos interiores de Steiner (e no ma´ximo um ponto exterior
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de Steiner) para quadrangular um pol´ıgono simples triangulado. Seja T a a´rvore dual
do pol´ıgono simples triangulado, que assumimos ter raiz num no´ de grau 1 e seja h
o nu´mero de n´ıveis de T (consideramos a raiz o n´ıvel 1). O algoritmo de filtrac¸a˜o-Q
comec¸a no n´ıvel mais baixo de T e vai eliminando a a´rvore a` medida que a percorre
ate´ ao topo. Seja Vh o conjunto de no´s do n´ıvel h de T . Seja v ∈ Vh e seja par(v) o
parente de v. Temos, enta˜o, os seguintes casos:
Caso 0: Se par(v) for um no´ de grau 1, enta˜o v e par(v) (isto e´, o triaˆngulo cor-
respondentes a estes no´s) formam um quadrila´tero. Remova estes dois no´s de
T . Se par(v) for NIL, enta˜o teremos simplesmente um triaˆngulo que pode ser
quadrangulado com um ponto exterior de Steiner. Notemos que este e´ o u´nico
ponto exterior de Steiner adicionado neste me´todo. Remova v de T .
Caso 1: Se par(v) e´ um no´ de grau 2, enta˜o v e par(v) formam um quadrila´tero.
Remova estes dois no´s de T .
Caso 2: Se par(v) (chamemos-lhe u) for um no´ de grau 3, enta˜o seja w um irma˜o10
de v. Enta˜o, como esta´ ilustrado na figura 3.42, podemos adicionar um ponto,
p, de Steiner no triaˆngulo 4u correspondente ao no´ u. Liguemos p aos treˆs
ve´rtices de 4u, dividindo-o, assim, em treˆs triaˆngulos mais pequenos, 4u1, 4u2
e 4u3 tal que 4u2 e´ adjacente ao triaˆngulo 4v e 4u3 adjacente ao triaˆngulo 4w.
Assim, os triaˆngulos4v e4u2 podem ser emparelhados por forma a formarem um
quadrila´tero, assim como os triaˆngulos 4w e 4u3. Agora na a´rvore T , elimine-se
os no´s v e w. O no´ u corresponde agora ao triaˆngulo 4u1.
Apo´s o passo acima ter sido executado para todos os no´s em Vh, continuamos com o
conjunto de no´s no n´ıvel mais baixo “da nova versa˜o”da a´rvore T . Este passo e´ repetido
sucessivamente nas “novas”a´rvores ate´ termos uma a´rvore vazia. O conjunto de no´s em
cada um dos n´ıveis de T pode ser mantido num conjunto de listas ligadas. Observemos
que todos os pontos de Steiner (excepto possivelmente um) sa˜o adicionados no interior
do pol´ıgono. Ale´m disso, o nu´mero de pontos exteriores de Steiner adicionado e´ igual
ao nu´mero de triaˆngulos da triangulac¸a˜o que correspondem a no´s de grau treˆs na
a´rvore dual T . Assim, dois no´s sa˜o eliminados cada vez que um ponto de Steiner
e´ adicionado, pelo que no pior caso este algoritmo adiciona no ma´ximo bn
2
c pontos
interiores de Steiner e no ma´ximo um ponto exterior de Steiner.
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Figura 3.42: Um ponto de Steiner p pode ser adicionado dentro
do triaˆngulo 4u correspondente a um no´ de grau 3 na a´rvore
dual, como esta´ mostrado a` direita.
Este me´todo adiciona pontos de Steiner de uma forma conservadora, ou seja, podemos
ir apertando o limite superior explorando a estrutura da a´rvore T . Mostraremos agora
que e´ poss´ıvel eliminar pelo menos quatro no´s de T cada vez que um ponto interior de
Steiner for adicionado. Para provarmos o limite superior, usamos a propriedade que os
penta´gonos sa˜o estrelados desde algum ponto do seu interior.
Teorema 3.5.2 O seguinte algoritmo de filtrac¸a˜o-Q executa uma quadrangulac¸a˜o de
um n-a´gono triangulado com no ma´ximo bn
4
c pontos interiores de Steiner e no ma´ximo
um ponto exterior de Steiner num tempo O(n).
Prova: Analisaremos os seguintes casos, onde Vh significa o conjunto de no´s do n´ıvel
h de T .
Passo 1: Fac¸a o seguinte para cada no´ v ∈ Vh: se v e´ tal que par(v) e´ NIL enta˜o
teremos simplesmente um triaˆngulo que pode ser quadrangulado com um ponto
exterior de Steiner. Apagamos v de T . Se par(v) for um no´ de grau 1, enta˜o estes
dois no´s correspondem a um quadrila´tero e apagamos v e par(v) de T . Para os
restantes no´s v ∈ Vh tal que par(v) e´ um no´ de grau 2, apague-se v e par(v) de
T (v e par(v) formam um quadrila´tero) e actualize o grau do parente de par(v).
90
Passo 2: Se Vh na˜o estiver vazio, fac¸a o seguinte para cada v ∈ Vh: (note que todos
os ve´rtices v em Vh sa˜o tais que par(v) e´ um no´ de grau 3. Seja w um irma˜o
de v. Referente a` figura 3.43, a linha mais fina a tracejado, indica a parte de
T que foi apagada neste passo e o triaˆngulo sombreado refere-se a` regia˜o onde o
pol´ıgono, possivelmente, continua. Assumimos que indenpendentemente dos no´s
serem apagados de T , o grau de um no´ afectado e´ actualizado apropriadamente.
Aplica-se um dos seguintes casos:
Caso1: par(par(v)) e´ um no´ de grau 1 ou 2 (ver figura 3.43 (a)). Seja o triaˆngulo
4abc o correspondente a par(v). Neste caso, adicionamos um ponto p
de Steiner no interior do triaˆngulo 4abc de tal maneira que na˜o estejam
treˆs pontos colineares com qualquer dos ve´rtices dos quatro triaˆngulos em
questa˜o. Insira as diagonais [pa], [pb] e [pc], formando treˆs quadrila´teros: a
unia˜o dos triaˆngulos 4pab e 4v, a unia˜o dos triaˆngulos 4pbc e 4w e a unia˜o
dos triaˆngulos 4pac e o triaˆngulo correspondente a par(par(v)). Elimine v,
w, par(v) e par(par(v)) de T .
Caso2: par(par(v)) e´ um no´ de grau 3. Observe que devido ao passo 1, o irma˜o
de par(v) tem que ser um no´ de grau 1 ou de grau 3. Assim teremos os
seguintes dois sub-casos:
Caso 2.1 O irma˜o de par(v) e´ um no´ de grau 1 (ver figura 3.43 (b)). Os
cinco triaˆngulos correspondentes aos cinco no´s em questa˜o sa˜o conver-
tidos em treˆs quadrila´teros e um triaˆngulo, da seguinte maneira: seja
[abcd] o quadrila´tero formado pela unia˜o dos triaˆngulos 4abc e 4acd,
correspondendo, respectivamente, a par(v) e par(par(v)). Elimine a
diagonal [ac]. O quadrila´tero [abcd] e´ estrelado (pelo menos desde
qualquer ponto no interior do segmento [ac]). Consideremos um ponto,
p, de Steiner no interior do nu´cleo de [abcd] de tal modo que na˜o sejam
criados treˆs pontos colineares com os ve´rtices dos triaˆngulos em questa˜o,
incluindo o parente de par(par(v)). Insira diagonais desde p ate´ a, b,
c e d criando quatro novos triaˆngulos sendo p o ve´rtice do topo e os
lados de [abcd] como bases. Elimine-se, agora, as diagonais [ab], [bc]
e [cd] para formar treˆs novos triaˆngulos. O triaˆngulo 4pad e´ agora o
novo triaˆngulo correspondente ao par(par(v)). Elimine v, w, par(v) e
o irma˜o de par(v) de T . O no´ par(par(v)) representa agora o triaˆngulo
mais pequeno obtido pela adic¸a˜o de quatro diagonais.
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Caso 2.2 O irma˜o de par(v) e´ um no´ de grau 3 (ver figura 3.43 (c)). Os sete
triaˆngulos correspondentes aos sete no´s em questa˜o sa˜o convertidos em
quatro quadrila´teros e um triaˆngulo da seguinte maneira: seja [abcde] o
penta´gono formado pela unia˜o dos treˆs triaˆngulos 4abc, 4cde e 4ace
correspondentes, respectivamente, ao par(v), ao irma˜o de par(v), e
par(par(v)). Elimine as diagonais [ac] e [ce]. O penta´gono [abcde] e´
estrelado desde uma dada regia˜o do seu interior. Considere-se um ponto
p de Steiner no interior do nu´cleo do penta´gono [abcde] tal que na˜o se
formem treˆs pontos colineares com qualquer dos ve´rtices dos triaˆngulos
em questa˜o, incluindo o parente de par(par(v)). Insira diagonais desde
p ate´ a, b, c, d e e, criando cinco novos triaˆngulos, com p como ve´rtice
do topo e os lados do penta´gono [abcde] as suas bases. Elimine agora as
diagonais [ab], [bc], [cd] e [de] para formarem quatro novos quadrila´teros.
O triaˆngulo 4pae e´ o novo triaˆngulo correspondente ao par(par(v)) em
T . Elimine agora os seguintes no´s de T : v, w, par(v), o irma˜o de par(v)
e dois filhos (folhas) deste no´.
Repita os passos 1 e 2 na versa˜o “podada”de T e continue ate´ a restante a´rvore ficar
vazia. Observe que cada vez que o algoritmo de filtrac¸a˜o-Q adiciona um ponto interior
de Steiner, pelo menos quatro no´s sa˜o removidos de T . No u´ltimo passo antes da a´rvore
ficar vazia, um ponto exterior de Steiner sera´ adicionado. ¥
Foram apresentados algoritmos eficientes para converter domı´nios triangulados para
quadrangulac¸o˜es e foram dados limites de pontos de Steiner que podem ser necessa´rios
para obter essas quadrangulac¸o˜es. Mostrou-se que, em tempo linear, um n-a´gono
simples triangulado pode ser quadrangulado com um nu´mero mı´nimo poss´ıvel de pontos
exteriores de Steiner necessa´rios para essa triangulac¸a˜o. Mostrou-se que sa˜o suficientes
bn
3
c pontos de Steiner e, alguma vezes necessa´rios, para quadrangular n-a´gonos simples.
Tambe´m se mostrou que, sa˜o suficientes bn
4
c pontos interiores de Steiner (e no ma´ximo
um ponto exterior de Steiner) para quadrangular um n-a´gono simples triangulado e


































Partic¸a˜o na˜o cla´ssica de pol´ıgonos
Pseudo-triaˆngulos e pseudo-triangulac¸o˜es teˆm recebido nos u´ltimos anos uma
particular atenc¸a˜o devido a`s suas aplicac¸o˜es. Originalmente em contextos como a
visibilidade [83, 84, 87, 89] e ray shooting1 [2, 83, 56]; somente em aplicac¸o˜es recentes
como a detecc¸a˜o cine´tica de coliso˜es [55, 1, 84], planeamento de movimentos de robots
[99] e movimento r´ıgido [23, 99] fizeram com que crescesse o interesse pelo estudo
das suas propriedades combinato´rias e geome´tricas [99]. Ha´, no entanto, ainda va´rias
questo˜es em aberto relacionadas com a pseudo-triangulac¸a˜o [100].
Um pseudo-triaˆngulo e´ um pol´ıgono simples com exactamente treˆs ve´rtices
convexos, chamados cantos (ver figura 4.1).
Para um conjunto S com n pontos no plano, uma pseudo-triangulac¸a˜o T e´
definida como uma partic¸a˜o do invo´lucro convexo de S em pseudo-triaˆngulos interiores
disjuntos cujos ve´rtices sa˜o pontos de S (cada ponto de S e´ um ve´rtice de T e
vice-versa). Uma pseudo-triangulac¸a˜o mı´nima e´ uma pseudo-triangulac¸a˜o com
o nu´mero mı´nimo de arestas de entre todas as pseudo-triangulac¸o˜es de S. Streinu
[99] mostrou que qualquer pseudo-triangulac¸a˜o mı´nima tem 2n − 3 arestas. Equi-
valentemente, podemos definir uma pseudo-triangulac¸a˜o mı´nima como uma pseudo-
triangulac¸a˜o com um nu´mero mı´nimo de pseudo-triaˆngulos.
Qualquer pseudo-triangulac¸a˜o mı´nima tem n−2 pseudo-triaˆngulos e, pela fo´rmula
1Problema bastante conhecido no campo da visibilidade, que se resume ao seguinte: dada uma








Figura 4.1: Exemplos de pseudo-triaˆngulos. Os ve´rtices
v1, v2 e v3 sa˜o cantos.
de Euler, tem-se que:
nu´mero de faces = nu´mero de arestas− ve´rtices+ 1 = ve´rtices− 2. (4.1)
Kettner et al. [53] provaram que um conjunto de pontos em posic¸o˜es arbitra´rias,
tem uma pseudo-triangulac¸a˜o mı´nima cujo ma´ximo grau dos ve´rtices e´ cinco. Randall
et al. [88] determinaram expresso˜es para o nu´mero de triangulac¸o˜es e de pseudo-
triangulac¸o˜es mı´nimas, quando S tem apenas um ponto pertencente ao invo´lucro
convexo. Para um conjunto de pontos em posic¸o˜es arbitra´rias, provaram a existeˆncia
de um limite superior para as pseudo-triangulac¸o˜es. Aichholzer et al. [2] produziram
uma base de dados para todos os tipos de ordens poss´ıveis de pseudo-triangulac¸o˜es
para, no ma´ximo, 10 pontos no plano.
4.1 Novos conceitos sobre pseudo-triangulac¸o˜es
Nesta secc¸a˜o introduzimos o conceito de pseudo-triangulac¸a˜o e mostramos al-
guns resultados ba´sicos. Sa˜o explorados algumas propriedades combinato´rias e to-
polo´gicas das pseudo-triangulac¸o˜es. E´ feita uma introduc¸a˜o a` func¸a˜o caracter´ıstica de
um pol´ıgono simples e a prova da sua propriedade aditiva com respeito a`s pseudo-
triangulac¸o˜es. E´ apresentada uma condic¸a˜o necessa´ria e suficiente para uma pseudo-
triangulac¸a˜o ser uma triangulac¸a˜o.
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Figura 4.2: Uma pseudo-triangulac¸a˜o de 10 pontos.
Definic¸a˜o 4.1.1 Uma corda de P e´ um segmento de recta cujos extremos sa˜o dois
ve´rtices na˜o adjacentes de P .
Notemos que uma diagonal de P e´ uma corda que tem intersecc¸a˜o vazia com o exterior
de P , ao contra´rio da corda, cuja intersecc¸a˜o com o exterior pode na˜o ser vazia. Dizemos
que T e´ uma pseudo-triangulac¸a˜o de P se satisfaz a seguinte condic¸a˜o:
(i) Propriedade Combinato´ria - Os ve´rtices de T sa˜o ve´rtices de P . Cada segmen-
to de T e´ uma aresta de P ou uma corda de P . Um segmento em T e´ incidente
a exactamente um triaˆngulo em T se for uma aresta de P , e e´ incidente a
exactamente dois triaˆngulos em T , se for uma corda de P . Em u´ltimo caso,
podemos chamar ao segmento uma corda de T . Se for uma diagonal de P ,
poderemos chamar-lhe diagonal de T . Ale´m disso, T na˜o tem pares de cordas
que se intersectem.
Qualquer triangulac¸a˜o de P e´ tambe´m uma pseudo-triangulac¸a˜o de P . Seja T uma
pseudo-triangulac¸a˜o de P . Fixemos uma orientac¸a˜o para cada triaˆngulo Tj de T da
seguinte maneira: consideramos ∂Tj como tendo a orientac¸a˜o na qual os treˆs ve´rtices
sa˜o vistos na mesma ordem que em ∂P . Enta˜o Tj tem a mesma orientac¸a˜o que ∂Tj
(ver figura 4.3). Como iremos ver no teorema 4.1.2, uma pseudo-triangulac¸a˜o T de P
e´ uma triangulac¸a˜o de P , se e somente se satisfaz a condic¸a˜o (ii) abaixo:







Figura 4.3: Uma pseudo-triangulac¸a˜o do pol´ıgono (v0, ..., v5).
Os triaˆngulos (v0, v1, v2), (v2, v3, v4) e (v0, v4, v5) teˆm orientac¸a˜o
positiva. O triaˆngulo (v0, v2, v4) tem orientac¸a˜o negativa.
Existe uma outra maneira de definir pseudo-triangulac¸a˜o, que nos ajuda a perceber de
forma intuitiva este conceito.
Seja C um pol´ıgono convexo com n ve´rtices, onde ∂C conte´m a lista de ve´rtices
u0, u1, u2, ..., un−1 numa orientac¸a˜o positiva (anti-hora´ria). Enta˜o as triangulac¸o˜es de
C esta˜o numa correspondeˆncia un´ıvoca com as pseudo-triangulac¸o˜es de P na seguinte
maneira: uma triangulac¸a˜o T ′ de C corresponde a uma pseudo-triangulac¸a˜o T de P
se (ui, uj) e´ uma diagonal de T
′ se e somente se (vi, vj) for uma corda de T . Podemos
chamar a esta correspondeˆncia de mapa natural (ver figura 4.4).
Definamos uma operac¸a˜o chamada troca que transforma uma pseudo-triangulac¸a˜o
de P noutra pseudo-triangulac¸a˜o. Seja T uma pseudo-triangulac¸a˜o de P e (vi, vj) uma
corda de T incidente a dois triaˆngulos, T1 e T2, de T . Sejam vk e vl outros dois ve´rtices
de T1 e T2. Dizemos que a corda (vk, vl) de P e´ o dual de (vi, vj) com respeito a T . Uma
troca e´ a operac¸a˜o de reposic¸a˜o de uma corda pelo seu dual numa pseudo-triangulac¸a˜o.
Esta operac¸a˜o e´ revers´ıvel. Se a operac¸a˜o troca for aplicada a pol´ıgonos convexos, ela
tranformara´ uma triangulac¸a˜o do pol´ıgono noutra. Defimos tambe´m grafo-troca de



























Figura 4.4: Uma pseudo-triangulac¸a˜o e o seu mapa natural. O
sinal no triaˆngulo (ui, uj, uk) indica a orientac¸a˜o do triaˆngulo
(vi, vj, vk).
no´s do grafo sa˜o adjacentes se a correspondente pseudo-triangulac¸a˜o pode ser obtida
de uma outra por apenas uma operac¸a˜o troca.
Seja P um pol´ıgono simples e U o conjunto dos ve´rtices no plano R2. Definimos
a func¸a˜o caracter´ıstica χP : R2 \ U −→ {0, ± 12 , ± 1} de P da seguinte maneira: para
um ponto p ∈ R2 \ U definimos a grandeza de χP (p) como sendo igual a 0 se p esta´ no
exterior de P , 1
2
se p esta´ em ∂P \ U e 1 se p esta´ no interior de P . O sinal de χP (p)
e´ definido como sendo positivo ou negativo se a orientac¸a˜o de P e´, respectivamente,
positiva ou negativa. χP (p) sera´ indefinido se p e´ um ve´rtice de P .
Teorema 4.1.1 Seja T uma pseudo-triangulac¸a˜o de P que conte´m os triaˆngulos Tj,
para 1 ≤ j ≤ n − 2. Denotemos por V o conjunto de ve´rtices de P . Enta˜o para cada





Prova: A identidade prova-se mostrando que a operac¸a˜o troca deixa o membro
da direita da igualdade invariante. Suponhamos, sem perda de generalidade, que os






operac¸a˜o troca. Uma ana´lise do caso, mostra facilmente que χT1(q)+χT2(q) = χT ′1(q)+
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(-) + (-)- (+) - (+)
Figura 4.5: A operac¸a˜o troca. Caso (i): na˜o ha´ sobreposic¸a˜o;
casos (ii) e (iii): ha´ sobreposic¸a˜o total; caso (iv): ha´
sobreposic¸a˜o parcial.
A prova fica completa pelos dois factos que o grafo troca de P e´ ligado e que a equac¸a˜o
verifica-se se T for uma triangulac¸a˜o de P . ¥
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Seja P um pol´ıgono simples. Denotemos por A (P ), a a´rea de P , cujo valor e´ a a´rea
de P e cujo sinal e´ dado pela orientac¸a˜o de P . Existe uma identidade, ideˆntica a` do





Uma prova similar a` do teorema 4.1.1 pode ser usada para mostrar a identidade da
a´rea. (Para uma prova alternativa de um caso especial ver [69].)
Lema 4.1.1 Em qualquer pseudo-triangulac¸a˜o T de P , nenhum par de diagonais se
intersecta.
Prova: Caso se intersectassem, usando o seu mapa natural, ter´ıamos uma trian-
gulac¸a˜o do pol´ıgono convexo com um par de diagonais que se intersectavam, o que e´
uma contradic¸a˜o. ¥
Lema 4.1.2 (Lema da Clausura) Suponhamos que R e Q sa˜o dois pol´ıgonos sim-
ples tal que Q na˜o intersecta o exterior de R (Q ⊆ R), tem pelo menos treˆs ve´rtices
em comum com R e os ve´rtices restantes esta˜o no interior de R. Enta˜o os ve´rtices
comuns de R e Q aparecem pela mesma ordem a` volta de ∂R e ∂Q se R e Q tiverem a
mesma orientac¸a˜o e aparecem por ordem inversa se R e Q tiverem orientac¸o˜es opostas
(ver figura 4.6) .
Prova: Usaremos a induc¸a˜o matema´tica no nu´mero de ve´rtices na˜o comuns a R e
Q. Suponhamos que os ve´rtices comuns a R e Q sa˜o w0, w1, ..., wk−1 ordenados em
∂Q. Seja wk := w0. Primeiro assumimos que existe um ve´rtice de R ou de Q que
na˜o e´ comum. Isto implica que existe um ı´ndice i, 0 ≤ i < k tal que a porc¸a˜o de ∂Q
desde wi ate´ wi+1 na˜o e´ um subconjunto de ∂R. Seja Π essa porc¸a˜o de ∂Q desde wi
ate´ wi+1, que e´ uma cadeia poligonal orientada. Π particiona o interior de R em dois
pol´ıgonos simples Ri e Li, enta˜o Ri encontra-se a` direita de Π e Li a` esquerda de Π.
Assumimos que Ri e Li teˆm a mesma orientac¸a˜o que P . Pelo Teorema da Curva de
Jordan (ver cap´ıtulo 2), o interior de Q deve pertencer inteiramente a Ri ou a Li. Se
Q estiver em Ri, enta˜o por induc¸a˜o e pelo facto de wi e wi+1 aparecerem pela mesma







Figura 4.6: Exemplo do Lema da Clausura.
aparecem pela mesma ordem em ∂Ri e ∂Q. Como neste caso, cada ve´rtice comum a
R e Q e´ tambe´m comum a Ri e Q, segue-se o passo indutivo: se Q esta´ em Li, enta˜o,
outra vez por induc¸a˜o, e pelo facto de wi e wi+1 aparecerem por ordem contra´ria em
∂Li e ∂Q, Q tem uma orientac¸a˜o contra´ria a Li e os seus ve´rtices comuns aparecem
por ordem contra´ria em ∂Li e ∂Q. Como neste caso, cada ve´rtice comum a R e a Q
e´ tambe´m comum a Li e Q, segue-se o passo indutivo. O passo ba´sico da induc¸a˜o, e´
o caso em que R e Q teˆm o mesmo conjunto de ve´rtices. Neste caso, um argumento
semelhante verifica-se quer para Ri ou Li ideˆntico a R, para todo 0 ≤ i < k. Por
outras palavras, neste caso, R e Q sa˜o o mesmo pol´ıgono tendo ambos a mesma ou
orientac¸o˜es contra´rias. ¥
Corola´rio 4.1.1 Suponhamos que t e´ um dos triaˆngulos numa pseudo-triangulac¸a˜o de
P . Se t tiver uma orientac¸a˜o negativa, enta˜o pelo menos um dos seus lados na˜o e´ um
diagonal nem uma aresta de P .
Prova: Se os treˆs lados de t forem arestas ou diagonais de P , aplica-se o lema 4.1.2
e consequentemente, t tem a mesma orientac¸a˜o de P , que sera´ positiva, o que e´ uma
contradic¸a˜o. ¥
Teorema 4.1.2 Seja T uma pseudo-triangulac¸a˜o de P . Enta˜o T e´ uma triangulac¸a˜o
de P se e so´ se todos os triaˆngulos de T teˆm uma orientac¸a˜o positiva.
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Prova: Se T e´ um triaˆngulo orientado negativamente, pelo corola´rio 4.1.1 implica que
T na˜o e´ uma triangulac¸a˜o de P . Se todos os triaˆngulos tiverem orientac¸a˜o positiva,
enta˜o pelo teorema 4.1.1 implica que: (i) triaˆngulos de T na˜o podem intersectar o
exterior de P ; (ii) dois triaˆngulos de T na˜o podem ter pontos interiores em comum;
(iii) cada ponto pertencente ao interior de P tanto esta´ no interior de um triaˆngulo de
T ou na corda comum desses dois triaˆngulos. Por outras palavras, os triaˆngulos de T
particionam o interior de P e portanto T e´ uma triangulac¸a˜o de P . ¥
Uma implicac¸a˜o do teorema 4.1.2 e´ que em qualquer pseudo-triangulac¸a˜o T de P
pelo menos um triaˆngulo e´ orientado positivamente. Isto acontece, pois se todos
os triaˆngulos de T forem orientados negativamente, enta˜o T e´ uma triangulac¸a˜o do
pol´ıgono ideˆntica a P mas com orientac¸a˜o contra´ria. Ora, isto e´ um absurdo.
O argumento que serve de base a` implicac¸a˜o e´ que para cada pseudo-triangulac¸a˜o
de P ha´ uma sequeˆncia de O(n) operac¸o˜es troca, que convertem a pseudo-triangulac¸a˜o
em triangulac¸o˜es de P . Ale´m disso, apo´s cada passo, podemos determinar em tempo
O(1) se a pseudo-triangulac¸a˜o corrente e´, de facto, uma triangulac¸a˜o de P bastando
simplesmente contar quantos triaˆngulos esta˜o negativamente orientados na triangulac¸a˜o.
4.2 Pseudo-triangulac¸o˜es mı´nimas restritas
Muitas dos trabalhos de investigac¸a˜o em pseudo-triangulac¸o˜es centram-se nas
propriedades e algoritmos para pseudo-triangulac¸o˜es mı´nimas para um dado conjunto
de pontos ou para um dado conjunto de objectos convexos. Nestes casos, as arestas da
pseudo-triangulac¸a˜o sa˜o escolhidas de um conjunto completo de arestas de um conjunto
de pontos inicial.
E´ natural considerarmos algumas restric¸o˜es na escolha das arestas. Nesta secc¸a˜o,
analisamos propriedades de pseudo-triangulac¸o˜es minimais restritas como sendo uma
subconjunto de uma dada triangulac¸a˜o, pseudo-triangulac¸o˜es mı´nimas restritas como
sendo um super-conjunto de um dado conjunto de segmentos de recta que na˜o se
intersectam e algoritmos para encontrar essas pseudo-triangulac¸o˜es.
Para encontrar uma pseudo-triangulac¸a˜o minimal restrita numa dada triangulac¸a˜o,
e´ preciso identificar as arestas que se pretendem remover. E´ mostrada na subsecc¸a˜o
4.2.2 uma propriedade para estas arestas (teorema 4.2.2). Esta propriedade permite
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construir um algoritmo, apresentado na subsecc¸a˜o 4.2.4, de ordem linear, para encon-
trar uma pseudo-triangulac¸a˜o minimal.
Em contraste com a pseudo-triangulac¸a˜o de um conjunto S constitu´ıdo por n
pontos, onde todas as pseudo-triangulac¸o˜es mı´nimas de S teˆm a mesma cardinalidade,
2n−5, o tamanho das pseudo-triangulac¸o˜es mı´nimas restritas, numa dada triangulac¸a˜o,
T , dependem na˜o so´ de n, mas tambe´m de T .
Na subsecc¸a˜o 4.2.3 abordam-se os poss´ıveis tamanhos de pseudo-triangulac¸o˜es
minimais e mı´nimas. Mostra-se que a raza˜o entre os tamanhos da melhor e da pior
pseudo-triangulac¸a˜o restrita em alguma T e o tamanho da pseudo-triangulac¸a˜o mı´nima
de uma triangulac¸a˜o S, pode variar entre 1 e 2
3
. O limite inferior e´ assimptoticamente
o´ptimo. Ale´m disso, o tamanho de uma pseudo-triangulac¸a˜o minimal restrita numa tri-
angulac¸a˜o depende da sequeˆncia da construc¸a˜o dos pseudo-triaˆngulos. (Numa pseudo-
triangulac¸a˜o minimal, cada pseudo-triaˆngulo, foi expandido ate´ aos seus limites; qual-
quer outra expansa˜o viola a definic¸a˜o de pseudo-triaˆngulo. Uma pseudo-triangulac¸a˜o
minimal pode na˜o ser mı´nima em relac¸a˜o a todos os poss´ıveis pseudo-triaˆngulos restritos
nessa triangulac¸a˜o.) Mostra-se, tambe´m, que a raza˜o entre o tamanho da pseudo-
triangulac¸a˜o minimal mais pequena e o tamanho da pseudo-triangulac¸a˜o minimal maior
restrita numa mesma triangulac¸a˜o pode variar entre 1 e 2
3
. E´ sabido que o tamanho de
uma pseudo-triangulac¸a˜o mı´nima restrita em qualquer conjunto S e T tem pelo menos
2n − 3, [99]. Mostra-se que o nu´mero ma´ximo de arestas nessas pseudo-triangulac¸o˜es
e´ limitado por 3n− 8.
Na seccc¸a˜o 4.2.5, estudam-se as pseudo-triangulac¸o˜es que conteˆm um dado con-
junto L de segmentos de recta que na˜o se intersectam. Um resultado interessante
e´ que o tamanho de uma pseudo-triangulac¸a˜o mı´nima para L depende somente do
nu´mero reflexo de ve´rtices de L. A prova usa um algoritmo para a construc¸a˜o dessa
pseudo-triangulac¸a˜o mı´nima.
4.2.1 Preliminares
Como foi referido na subsecc¸a˜o 3.1.1 podemos definir uma triangulac¸a˜o T , de um
conjunto de pontos S, do plano, como sendo o grafo ma´ximo do plano tendo S como
ve´rtices.
A partir de aqui assume-se que os pontos esta˜o dispostos no plano de forma
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arbitra´ria, ou seja, na˜o ha´ treˆs pontos de S colineares e que todos os aˆngulos sa˜o
diferentes de pi.
Seja T ′ um subgrafo de T . Para cada ve´rtice p ∈ S defina-se como α(p) o maior
aˆngulo em p entre duas arestas vizinhas incidentes em p. Um ve´rtice p em T ′ e´ chamado
de ponto reflexo se α(p) ≥ pi em T ′.
Uma pseudo-triangulac¸a˜o mı´nima de um conjunto de pontos e´ aquela que tiver
o menor nu´mero de arestas. E´ sabido que o nu´mero de arestas em qualquer pseudo-
triangulac¸a˜o mı´nima de n pontos e´ 2n− 3, ver [99].
Seja p um pseudo-triaˆngulo e T (p) uma triangulac¸a˜o de p. Seja T (p) \ {p} o que
resta de T (p) apo´s a remoc¸a˜o das arestas de p. O grafo dual de T (p) e´ definido como
usualmente: cada no´ no grafo corresponde a` face de um triaˆngulo em T (p) e dois no´s
definem uma aresta do grafo se o triaˆngulo correspondente partilham uma aresta. Uma
cadeia em estrela consiste em treˆs cadeias simples que partilham um mesmo no´ final.
Lema 4.2.1 O dual de qualquer triangulac¸a˜o de um pseudo-triaˆngulo e´ uma cadeia
simples ou uma cadeia em estrela.
Prova: Vejamos a figura 4.7. Cada aresta interior da triangulac¸a˜o de um pseudo-
triaˆngulo atravessa duas cadeias diferentes pela na˜o-convexidade das suas treˆs cadeias.
Isto implica que essas arestas interiores formam pelo menos um triaˆngulo. ¥
Figura 4.7: Diferentes formas do grafo dual do lema 4.2.1.
Lema 4.2.2 Seja T (p) a triangulac¸a˜o de um pseudo-triaˆngulo p. Ha´ uma corres-
pondeˆncia perfeita entre as arestas em T (p) \ {p} e os ve´rtices reflexos de p, que fazem
uma correspondeˆncia entre cada aresta e um dos seus ve´rtices.
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Prova: Pelo lema 4.2.1, as arestas de T (p) \ {p} formam uma a´rvore que conte´m
exactamente um canto de p com um ciclo u´nico, que e´ formado por um triaˆngulo (ver
figura 4.8). No primeiro caso, escolhemos o canto como uma raiz e direccionamos
todas as arestas de T (p) \ {p} na direcc¸a˜o contra´ria a` da raiz. Enta˜o cada ve´rtice
reflexo tera´ uma aresta da a´rvore a apontar para ele, estabelecendo assim a desejada
correspondeˆncia un´ıvoca (correspondeˆncia entre as arestas e os ve´rtices reflexos). Se
T (p) \ {p} conte´m um triaˆngulo, orientamos as arestas do triaˆngulo ciclicamente numa
direcc¸a˜o qualquer e orientamos todas as outras arestas afastadas do ciclo. Mais uma
vez, os ve´rtices reflexos teˆm uma aresta da a´rvore a apontar para eles. ¥
Figura 4.8: As arestas de T (p) \ {p} do lema 4.2.2.
O lema 4.2.2 pode ser extendido a uma pseudo-triangulac¸a˜o e na˜o se restringir apenas
a pseudo-triaˆngulos.
Teorema 4.2.1 Seja T uma pseudo-triangulac¸a˜o de um conjunto de pontos, S, e seja
P ⊆ T uma pseudo-triangulac¸a˜o de S. Enta˜o existe uma correspondeˆncia perfeita entre
as arestas em T \ P e os ve´rtices reflexos de P , que fazem uma correspondeˆncia entre
cada aresta a um dos seus dois ve´rtices.
Prova: Qualquer ve´rtice reflexo de P pertence exactamente a um pseudo-triaˆngulo
no qual e´ um ve´rtice reflexo. Assim, podemos simplesmente aplicar separadamente o
lema 4.2.2 a cada pseudo-triaˆngulo de P . ¥
O pro´ximo lema e´ importante para a caracterizac¸a˜o das pseudo-triangulac¸o˜es mı´nimas
no teorema 4.2.2.
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Lema 4.2.3 Seja p um pseudo-triaˆngulo e seja E um conjunto na˜o vazio de arestas
dentro de p que particionam p em pseudo-triaˆngulos mais pequenos. Enta˜o verifica-se
um dos seguintes casos:
1. E e´ um triaˆngulo.
2. E tem uma aresta e tal que E\{e} continua a particionar p em pseudo-triaˆngulos
mais pequenos.
Prova: Cada aresta de E liga duas cadeias reflexas diferentes de p. Se |E| ≥ 4, enta˜o
E conte´m pelo menos duas arestas que ligam o mesmo par de lados das cadeias reflexas
de p. Escolhamos entre todas estas arestas a aresta e que esta´ a incidir com o pseudo-
triaˆngulo que conte´m o canto comum destas cadeias. Se removermos e juntaremos
dois pseudo-triaˆngulos numa nova face que esta´ limitada por porc¸o˜es de duas cadeias
reflexas e por uma aresta entre estas cadeias. Assim, esta face e´ um pseudo-triaˆngulo,
e e e´ a aresta pretendida para o caso 2 do lema. Fica somente por provar o caso em que
E tem no ma´ximo treˆs arestas. Este caso pode ser tratado por uma simples ana´lise.
¥
4.2.2 Pseudo-triangulac¸o˜es minimais
Seja T uma triangulac¸a˜o de S e P T uma pseudo-triangulac¸a˜o restrita em T , isto
e´ P T ⊆ T . Uma pseudo-triangulac¸a˜o P T e´ minimal, P Tmal, se nenhum subconjunto
pro´prio de P T e´ uma pseudo-triangulac¸a˜o. P T e´ uma pseudo-triangulac¸a˜o mı´nima,
P Tmin, se contiver o menor nu´mero de arestas de todas as poss´ıveis pseudo-triangulac¸o˜es
restritas a T . Por simplicidade, usaremos, pseudo-triangulac¸o˜es restritas P T , como uma
pseudo-triangulac¸a˜o restrita, numa dada triangulac¸a˜o T .
A definic¸a˜o de pseudo-triangulac¸a˜o minimal envolve uma afirmac¸a˜o acerca de
todos os subconjutos de arestas. O teorema seguinte, mostra que e´ suficiente verificar
apenas um nu´mero linear de subconjuntos pro´prios para estabelecer que uma pseudo-
triangulac¸a˜o e´ minimal.
Teorema 4.2.2 (Caracterizac¸a˜o de pseudo-triangulac¸o˜es minimais) Uma pseudo-
triangulac¸a˜o P e´ minimal se e so´ se:
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• na˜o houver nenhuma aresta e ∈ P tal que P \ {e} e´ uma pseudo-triangulac¸a˜o, e
• se na˜o houver uma face triangular {e1, e2, e3} ∈ P tal que P \ {e1, e2, e3} e´ uma
pseudo-triangulac¸a˜o.
Prova: A condic¸a˜o necessa´ria e´ imeditada. Suponhamos enta˜o que P ′ ⊂ P e´ uma
pseudo-triangulac¸a˜o que e´ um subconjunto pro´prio de P . Pretendemos mostrar que
alguma aresta do triaˆngulo de P pode ser removida. Seja p a face do pseudo-triaˆngulo
de P ′ que conte´m alguma aresta E de P \ P ′. Estas arestas subdividem p em pseudo-
triaˆngulos; podemos aplicar o lema 4.2.3 a p. Obteremos uma aresta cuja remoc¸a˜o
levara´ a uma pseudo-triangulac¸a˜o, ou E e´ um triaˆngulo, cuja remoc¸a˜o une quatro faces
de P em p. ¥
4.2.3 Raza˜o entre os tamanhos de pseudo-triangulac¸o˜es
Nesta subsecc¸a˜o sa˜o mostradas algumas relac¸o˜es entre os tamanhos de T , P T
(pseudo-triangulac¸o˜es restritas), P Tmal (minimal P
T em T ), P Tmin (mı´nimo P
T em T ) e
Pmin(S) (pseudo-triangulac¸a˜o mı´nima de um conjunto de pontos, S).
Teorema 4.2.3 Seja S um conjunto de n pontos em posic¸o˜es arbitra´rias e T uma
triangulac¸a˜o de S. O nu´mero de arestas em P Tmin e´ no ma´ximo 3n− 8, para n ≥ 5. Ha´
um nu´mero infinito de valores de n para os quais a triangulac¸a˜o existe onde P Tmin tem
3n− 12 arestas.
Prova: Suponhamos que k ve´rtices esta˜o no invo´lucro convexo de S. Enta˜o, pela
equac¸a˜o 4.1 (equac¸a˜o de Euler), qualquer triangulac¸a˜o de T tem no ma´ximo 3n−k−3
arestas. Assim, quando k ≥ 5, o limite inferior verifica-se. Facilmente se verifica que
quando n ≥ 5 e k e´ 3 ou 4, podemos sempre remover pelo menos 5 − k arestas e
podemos ainda obter uma pseudo-triangulac¸a˜o.
Uma famı´lia de triangulac¸o˜es que mostram o limite inferior e´ apresentado na
figura 4.9.
O nu´mero de ve´rtices e´ um mu´ltiplo de 3 e k = 6. Os exemplos sa˜o constru´ıdos
indutivamente, pela remoc¸a˜o do triaˆngulo central e subdividindo os pseudo-triaˆngulos
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Figura 4.9: Treˆs passos da construc¸a˜o indutiva do teorema
4.2.3. As treˆs arestas do triaˆngulo central (a tracejado) pode
ser removido.
resultantes como mostra a figura 4.9. Os novos pontos sera˜o ligeiramente ajustados
no centro por forma a obter um conjunto de pontos numa posic¸a˜o arbitra´ria, e para
assegurar que os caminhos directos que va˜o desde o centro aos ve´rtices do hexa´gono
exterior fazem voltas em zigzag. O u´nico cojunto de arestas que pode ser removido e´ o
triaˆngulo central. O pseudo-triaˆngulo resultante tem 3n− 12 arestas. Pode-se verificar
por uma ana´lise, usando o teorema 4.2.2, que e´ uma pseudo-triangulac¸a˜o minimal.
Como so´ havia uma maneira para obter uma pseudo-triangulac¸a˜o como subgrafo de
T , enta˜o a pseudo-triangulac¸a˜o minimal e´ u´nica. Portanto, e´ tambe´m uma pseudo-
triangulac¸a˜o mı´nima. ¥
Teorema 4.2.4
(a) Ha´ casos em S e T tal que o tamanho de T , P Tmin e todas as outras pseudo-
triangulac¸o˜es P T sa˜o iguais.
(b) A raza˜o entre os tamanhos de duas diferentes pseudo-triangulac¸o˜es minimais res-




. Estes limites sa˜o limites
assimptoticamente fechados.
(c) A raza˜o entre o tamanho da pseudo-triangulac¸a˜o mı´nima de S e da pseudo-triangulac¸a˜o
mı´nima restrita em T varia entre 1 e 3
2
, que sa˜o assimptoticamente fechados. Es-
tes limites verificam-se para o tamanho da pseudo-triangulac¸a˜o minimal restrita
em T .
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Prova: Os limites de variac¸a˜o nas razo˜es, adveˆm do facto que uma pseudo-triangulac¸a˜o
de n pontos tem entre 2n− 3 e 3n− 6. Omite-se a prova detalhada que os limites sa˜o
fechados, mas mostram-se exemplos t´ıpicos na figura 4.10.
(a) (b)
Figura 4.10: Exemplos para a prova do teorema 4.2.4.
(a) A triangulac¸a˜o T na figura 4.10 (a) e´ obtida alterando a grelha triangular por
forma a que os lados fiquem em fole. Pode-se verificar por uma ana´lise, usando o
teorema 4.2.2, que e´ uma pseudo-triangulac¸a˜o minimal e, tambe´m uma pseudo-
triangulac¸a˜o mı´nima em T .
(b) Na triangulac¸a˜o da figura 4.10 (b) podemos obter uma triangulac¸a˜o minimal com
3n − 18 arestas removendo as cinco arestas a tracejado no centro, ou podemos
obter outra triangulac¸a˜o minimal com 2n − 2 arestas, removendo das zonas a
cinzento.
(c) O exemplo da figura do teorema 4.2.3 e´ uma pseudo-triangulac¸a˜o mı´nima e mi-
nimal, P T (S) com 3n− 12 arestas. Uma pseudo-triangulac¸a˜o mı´nima de S tem
sempre 2n− 3 arestas. ¥
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4.2.4 Construc¸a˜o de uma pseudo-triangulac¸a˜o minimal numa
triangulac¸a˜o
Nesta subsecc¸a˜o, apresenta-se um algoritmo de complexidade linear para construir
uma pseudo-triangulac¸a˜o minimal numa dada triangulac¸a˜o T . Pelo teorema 4.2.2,
precisamos apenas de verificar onde podemos remover uma aresta ou um triaˆngulo e
manter uma pseudo-triangulac¸a˜o. Se for este o caso, removemos a aresta ou o triaˆngulo
e continuamos com a pseudo-triangulac¸a˜o resultante. O pro´ximo lema explica como
podemos executar este teste com eficieˆncia.
Lema 4.2.4
(a) Seja P uma pseudo-triangulac¸a˜o e e ∈ P uma aresta. Enta˜o P \{e} e´ uma pseudo-
triangulac¸a˜o se e so´ se a remoc¸a˜o de e forma um novo ve´rtice reflexo, ou seja,
se um extremo final de e na˜o e´ reflexo em P e for reflexo em P \ {e}.
(b) Seja P uma pseudo-triangulac¸a˜o e {e1, e2, e3} ∈ P uma face triangular em P .
Enta˜o P \{e1, e2, e3} e´ uma pseudo-triangulac¸a˜o se e so´ se a remoc¸a˜o do triaˆngulo
tornar todos os treˆs ve´rtices reflexos, ou seja, se os treˆs ve´rtices de {e1, e2, e3}
na˜o forem reflexos em P e forem reflexos em P \ {e1, e2, e3}.
Prova: Remover uma aresta ou um triaˆngulo cria uma nova face unindo dois ou quatro
pseudo-triaˆngulos, respectivamente. Temos que verificar se esta nova face conte´m treˆs
ve´rtices convexos. A prova e´ quase imediata, pois basta contar os aˆngulos convexos
que incidem nos ve´rtices afectados, antes e apo´s a remoc¸a˜o da aresta ou do triaˆngulo.
(No caso (a), tambe´m significa que somente um ponto extremo de e pode ser um novo
ve´rtice reflexo em P \ {e}). ¥
Computacionalmente, as condic¸o˜es do lema 4.2.4 podem ser facilmente verificadas. Por
exemplo, seja e = ab uma aresta numa pseudo-triangulac¸a˜o P . Sejam α1 e α2 os dois
aˆngulos incidentes a e em a, e sejam β1 e β2 os dois aˆngulos correspondentes em b.
Enta˜o P \ {e} e´ uma pseudo-triangulac¸a˜o se e so´ se α1 < pi, α2 < pi e α1 + α2 > pi, ou
se β1 < pi, β2 < pi e β1+β2 > pi. A condic¸a˜o pode ser formulada de forma similar, para
a remoc¸a˜o de um triaˆngulo (lema 4.2.4 (b)). Assim, o algoritmo pode ser executado
num tempo constante, para uma dada aresta ou triaˆngulo, que possa ser removida/o.
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O algoritmo para a construc¸a˜o de uma pseudo-triangulac¸a˜o minimal funciona,
enta˜o, da seguinte maneira: chamamos uma aresta ou um triaˆngulo remov´ıveis se for
satisfeita a condic¸a˜o (a) ou (b) do lema 4.2.4, respectivamente. Comec¸amos com a
triangulac¸a˜o dada. O algoritmo mante´m uma lista de todas as arestas remov´ıveis, que
e´ inicializada num tempo linear por pesquisa de todas as arestas. Quando existir uma
aresta remov´ıvel, simplesmente removemos esta aresta e actualizamos a lista das arestas
remov´ıveis. A remoc¸a˜o de uma aresta e = [ab] pode afectar o estatuto de remov´ıveis
de no ma´ximo quatro arestas da pseudo-triangulac¸a˜o corrente P (nomeadamente,
duas arestas vizinhas em a e em b). Estas arestas podem ser verificadas num tempo
constante.
Repete-se este procedimento ate´ a lista de arestas remov´ıveis ficar vazia. Agora
verificamos se ha´ algum triaˆngulo remov´ıvel de acordo com a condic¸a˜o do lema 4.2.4
(b), e removeˆmo-lo. Podemos mostrar facilmente que a remoc¸a˜o de um triaˆngulo na˜o
pode criar uma nova aresta remov´ıvel ou um novo triaˆngulo remov´ıvel. Assim, podemos
simplesmente percorrer todas as faces de P sequentemente, num tempo linear.
No fim, obtemos uma pseudo-triangulac¸a˜o sem termos removido arestas ou triaˆn-
gulos, que e´ uma pseudo-triangulac¸a˜o minimal, pelo teorema 4.2.2. Temos, assim, o
seguinte teorema:
Teorema 4.2.5 O algoritmo produz uma pseudo-triangulac¸a˜o minimal P Tmal de uma
triangulac¸a˜o T, dada, num tempo linear.
4.2.5 Construc¸a˜o de uma pseudo-triangulac¸a˜o contendo um
dado conjunto de arestas
Nesta subsecc¸a˜o, encontramos uma pseudo-triangulac¸a˜o mı´nima que conte´m um
conjunto L dado, de segmentos que na˜o se intersectam. A ideia ba´sica e´ manter o
conjunto de ve´rtices reflexos do grafo G(S, L) dado invariante, quando adicionamos
arestas extras a L para a construc¸a˜o da pseudo-triangulac¸a˜o de L [84].
Teorema 4.2.6 Para qualquer conjunto L de segmentos que na˜o se intersectam, existe
uma pseudo-triangulac¸a˜o T ′L(S) ⊇ L que tem o mesmo conjunto de ve´rtices reflexos
que G(L, S).
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Prova: Provamos este facto, adicionando gradualmente arestas ao conjunto L ate´
termos a pseudo-triangulac¸a˜o. Primeiro adicionamos todas as arestas do invo´lucro
convexo a L. Isto na˜o altera o conjunto de ve´rtices reflexos.
Depois, o conjunto L de arestas particionam o interior do invo´lucro convexo em
faces, que podem ser consideradas independentes. Consideremos, enta˜o, uma face





Figura 4.11: Ilustrac¸a˜o da prova do teorema 4.2.6.
A fronteira de F tem uma componente B que e´ o exterior da fronteira de F , e tera´,
possivelmente, va´rias outras componentes dentro de F . Notemos que B e´ um ciclo
u´nico de arestas quando percorremos a fronteira de F dentro de B, embora este ciclo
possa visitar a mesma aresta duas vezes (por dois lados diferentes) ou pode visitar um
ve´rtice va´rias vezes. Apesar de tudo, tratamos B como se fosse um pol´ıgono simples.
Repetindo os seguintes passos, iremos dividir F em pseudo-triaˆngulos:
• escolha um canto x1 em B e percorra no sentido hora´rio, (ao longo de B) ate´
encontrar os dois pro´ximos cantos x2 e x3 em B (B deve conter pelo menos treˆs
cantos). Denotamos o caminho desde x1 via x2 ate´ x3 ao longo de B por A1, e a
restante parte de B por A2. Por A3, denotamos o conjunto (possivelmente vazio)
das componentes interiores da fronteira de F (ver figura 4.11).
• Encontre o caminho mais curto, S, desde x1 ate´ x3 em F que e´ igual ao caminho
A1 desde x1 ate´ x3. Por outras palavras, tomamos o caminho mais curto desde
x1 ate´ x3 em F , que separara´ A1 de A2 ∪ A3.
Este caminho S e´ constitu´ıdo pelas seguintes componentes:
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(a) uma componente inicial que acompanha alguma parte de B desde x1 em direcc¸a˜o
a x2, virando a` esquerda;
(b) um segmento de recta ligado que passa pelo interior de F ;
(c) uma parte da fronteira do invo´lucro convexo de A2 ∪ A3, virando a` direita;
(d) um segmento de recta ligado que passa pelo interior de F ; e
(e) uma componente final que acompanha alguma parte de B desde x2 ate´ x3, virando
a` esquerda.
Qualquer uma das componentes (a), (c) ou (e) pode faltar. Se for a componente (c),
enta˜o existe apenas um segmento ligado em vez de (b) e (d), advindo da´ı que a regia˜o
que e´ eliminada por este caminho (a` esquerda de S) e´ um pseudo-triaˆngulo que na˜o
conte´m pontos no seu interior. Pode acontecer que S tenha apenas uma cadeia reflexa
desde x1 ate´ x3 ao longo de B. Neste caso, F e´ um pseudo-triaˆngulo vazio. Tambe´m
nenhum ve´rtice reflexo sera´ destru´ıdo por alguma aresta de S. S passara´ pelos ve´rtices
reflexos (excepto os pontos extremos x1 e x3), e fara´ viragens a` esquerda quando passa
a` volta de uma componente que esta´ a` esquerda, e similarmente para viragens a` direita.
¥
Um corola´rio imediato do teorema extende os resultados conhecidos para L = ∅, quando
r = n.
Corola´rio 4.2.1 Todas as pseudo-triangulac¸o˜es mı´nimas de um conjunto S com n
pontos, que conte´m um dado conjunto L de arestas com r ve´rtices reflexos, tem 2n−r−2
pseudo-triaˆngulos e 3n− r − 3 arestas.
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Cap´ıtulo 5
Alguns problemas em aberto
Talvez pelo facto desta a´rea da Matema´tica ser relativamente recente, sa˜o muitos
e variados os problemas que permanecem em aberto. Devido a`s constantes evoluc¸o˜es
e descobertas na a´rea da Geometria Computacional, e´ dif´ıcil garantir que um ou outro
problema apresentado como aberto, ja´ na˜o tenha sido resolvido ate´ ao momento. No
entanto, arriscamos a apresentar alguns que ate´ ao momento na˜o temos conhecimento
de ja´ terem sido solucionados.
Nesta dissertac¸a˜o apresentou-se uma classificac¸a˜o de pol´ıgonos simples, com o
objectivo de encontrar caracter´ısticas semelhantes nos diversos tipos de pol´ıgonos.
Classificac¸a˜o essa que podera´ permitir, por exemplo, o desenvolvimento de outros
algoritmos de partic¸a˜o. E´ natural que esta classificac¸a˜o possa vir ser melhorada.
Diferentes me´todos de triangulac¸a˜o podera˜o melhorar a decomposic¸a˜o de um
pol´ıgono, como tal, sa˜o procurados ainda hoje, outras abordagens na triangulac¸a˜o.
Como foi referido na secc¸a˜o 3.1, permanece ainda por desenvolver um algoritmo de
triangulac¸a˜o de pol´ıgonos simples arbitra´rios, de fa´cil implementac¸a˜o, de complexidade
linear. Relembremos que o algoritmo de Chazelle [16], apesar de ter complexidade
linear e´ de dif´ıcil implementac¸a˜o. Um interessante problema que permanece tambe´m em
aberto, e´ a tentativa de encontrar uma decomposic¸a˜o num nu´mero mı´nimo de pol´ıgonos
estrelados como foi referido na subsecc¸a˜o 3.3.1. Ainda na partic¸a˜o de pol´ıgonos, mas
por quadrangulac¸a˜o (tratado na secc¸a˜o 3.5), tambe´m muitos problemas continuam em
aberto, por exemplo, sera˜o bn/4c pontos interiores de Steiner alguma vezes necessa´rios
para quadrangular um n − a´gono simples? Ainda na˜o se conhecem limites inferiores
na˜o triviais para este problema. O nu´mero mı´nimo de de pontos de Steiner necessa´rios
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para quadrangular um pol´ıgono simples, sobre todas a triangulac¸o˜es e´ tambe´m um
problema em aberto. Sera´ que e´ poss´ıvel decidir se um conjunto de pontos admite
uma quadrangulac¸a˜o onde cada quadrila´tero e´ convexo? Esta questa˜o surgiu por Joe
Mitchell em 1993. Um outro problema de partic¸o˜es cla´ssicas que permanece em aberto,
respeita a` classe dos pol´ıgonos ortogonais. Qual sera´ o nu´mero mı´nimo de subpol´ıgonos
convexos que sa˜o necessa´rios para cobrir um pol´ıgono ortogonal? Ja´ no tema da pseudo-
triangulac¸a˜o (assunto abordado no cap´ıtulo 4), questo˜es como encontrar uma pseudo-
triangulac¸a˜o mı´nima restrita numa triangulac¸a˜o T , constatar se este e´ um problema
NP-dif´ıcil (NP-hard, em ingleˆs), ou aprofundar assuntos sobre pseudo-triangulac¸o˜es
mı´nimas sujeitas a outras restric¸o˜es, continuam por ser esclarecidas.
Outros problemas, na˜o directamente relacionados com os temas abordados na
dissertac¸a˜o, permanecem tambe´m por resolver:
• Existira´ um algoritmo linear para determinar o caminho mais curto num pol´ıgono
simples, sem primeiro aplicar um algoritmo de triangulac¸a˜o mais complicado?
• Dado um conjunto de n pontos no plano, poder-se-a´ gerar pol´ıgonos simples num
tempo polinomial, tendo esses pontos como ve´rtices do pol´ıgono? Para alguns
casos e´ poss´ıvel (por exemplo, pol´ıgonos mono´tonos [112]), mas para um pol´ıgono
qualquer a questa˜o permanece ainda em aberto.
• Podera´ uma triangulac¸a˜o de peso mı´nimo de um conjunto de pontos do plano ser
encontrada num tempo polinomial? O peso de uma triangulac¸a˜o e´ o comprimento
total das arestas. Este problema e´ um dos poucos de Garey e Johnson [37]
cuja complexidade permanece desconhecida. O resultado obtido pelos melhores
algoritmos de aproximac¸a˜o e´ uma constante vezes o tamanho o´ptimo [66]; sa˜o
conhecidas boas heur´ısticas [25]. Se forem permitidos pontos de Steiner, sa˜o
conhecidos, tambe´m, factores constantes de aproximac¸a˜o [30, 20], mas permanece
em aberto se existira´ uma triangulac¸a˜o de peso mı´nimo usando pontos de Steiner.
• Quanto espac¸o e´ necessa´rio para determinar o invo´lucro convexo de uma cadeia
poligonal simples ou de um pol´ıgono simples num tempo linear? Mais preci-
samente, dado um conjunto n de pontos ordenados ao longo da cadeia num
vector A, o algoritmo devera´ rearranjar os pontos no vector e o resultado sera´
um nu´mero h de tal forma que os primeiros h elementos do vector resultante, sa˜o
os pontos ordenados do invo´lucro convexo. O objectivo e´ minimizar o espac¸o de
116
armazenamento extra necessa´rio para ale´m do vector A, digamos para O(log n)
ou idealmente para O(1).
• Sera´ que cada par de pol´ıgonos com a´rea igual teˆm uma dissecac¸a˜o articulada?
A dissecac¸a˜o de um pol´ıgono A num outro B, e´ a partic¸a˜o de A num nu´mero
finito de partes que podem ser reorganizadas para formar B. Uma dissecac¸a˜o
articulada e´ uma dissecac¸a˜o onde as partes sa˜o articuladas nos ve´rtices e a
reorganizac¸a˜o e´ obtida rodando as partes em torno dos seus eixos (ve´rtices) no
plano dos pol´ıgonos.
• Para uma conjunto de pontos S no plano, sera´ que o nu´mero de pseudo-triangulac¸o˜es
mı´nimas e´ pelo menos o nu´mero de triangulac¸o˜es?
• Sera´ verdade que dois conjuntos de n pontos do plano numa posic¸a˜o arbitra´ria,
com o mesmo nu´mero de pontos nos seus invo´lucros convexos, teˆm triangulac¸o˜es
compat´ıveis? Duas triangulac¸o˜es dizem-se compat´ıveis se tiverem a mesma estru-
tura combinato´ria, isto e´, consideremos dois conjuntos finitos, S1 e S2 de pontos
do plano numa posic¸a˜o arbitra´ria. Duas triangulac¸o˜es T1 de S1 e T2 de S2 sa˜o
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