Abstract. There are high hopes for using the artificial neural networks (ANN) technique to predict results of infertility treatment using the in vitro fertilization (IVF) method. Some reports show superiority of the ANN approach over conventional methods. However, fully satisfactory results have not yet been achieved. Hence, there is a need to continue searching for new data describing the treatment process, as well as for new methods of extracting information from these data. There are also some reports that the use of principal component analysis (PCA) before the process of training the neural network can further improve the efficiency of generated models. The aim of the study herein presented was to verify the thesis that the use of PCA increases the effectiveness of the prediction by ANN for the analysis of results of IVF treatment. Results for the PCA-ANN approach proved to be slightly better than the ANN approach, however the obtained differences were not statistically significant.
Introduction
Infertility is a phenomenon affecting both men and women, and the rate at which it affects couples in their reproductive years is increasing. The literature gives different values, but it is estimated that it affects 10 to 20 percent of couples trying to conceive (Case, 2003; Oakley et al., 2008; Radwan, 2011; Wilkes et al., 2009 ). The only effective method of treatment in this case is often in vitro fertilization (IVF) . The development of knowledge, Robert Milewski et al. technology and experience have caused the efficacy of the IVF method in Poland to exceed 40% in recent years (Milewski et al., 2013a) , while world literature reports the excess of 50% (Merchant et al., 2011) .
A very important factor for increasing the effectiveness of the treatment is the ability to effectively predict the results of treatment based on data, including owned clinical and embryological data. Basic statistical methods predict the effectiveness of treatment only to a limited degree; hence the growing popularity of more advanced data-mining and artificial intelligence methods (Siristatidis et al., 2011) . There are high hopes for the artificial neural networks (ANN) technique, which imitates the way the human brain functions. The literature presents works that describe artificial neural network models for predicting the efficacy of the IVF method (Milewski et al., 2009 (Milewski et al., , 2013b .
A common feature of data on this subject is great correlation between independent variables, which can be an important problem when trying to simultaneously incorporate such variables into a created model. For example, in the case of the popular logistic regression method, this situation is a violation of the assumption of no correlation between independent variables. The solution here is to use principal component analysis (PCA), which creates a new set of variables that are uncorrelated with each other, saving the same information as the original features (Milewska et al., 2014) . There are reports that the application of PCA may also improve the effectiveness of predictions made with ANN technology (Buciński et al., 2007; Ioele et al., 2011; Jilani et al., 2011) . The aim of the study was to determine, through practice, whether the use of PCA improves the effectiveness of predictions made using ANN for the analysis of IVF treatment effects.
Materials and Methods
The data of 1,995 patients treated for infertility at the Shore Institute for Reproductive Medicine in Lakewood, NJ, USA, were analyzed. Each patient's age, number of cells and embryos at various developmental stages, and sperm characteristics were taken into account as numerical independent variables. The type of IVF method (classic IVF/ICSI), causes of infertility and type of applied ovulation stimulation (Antagon/Lupron) were used as the nominal variables. Table 1 presents a description of the considered variables. The dependent variable was clinical pregnancy, confirmed at an ultrasound scanning for gestational sacs. The efficacy of treatment as a percentage of obtained clinical pregnancy was 40.6% (810 out of 1,995 cycles). Two popular data-mining methods were used in the study: artificial neural networks and principal component analysis.
Artificial Neural Networks
Artificial Neural Networks (ANN) are a method of data analysis, inspired by the structure of nerve cells and the nervous system (Rojas, 1996; Tadeusiewicz, 1993) . The network scheme is reminiscent of the way neurons conduct nerve impulses. The obtained input signal is processed by the network, and is converted into the output signal. The input signal is a set of analyzed data (also called input vector). Classification of the case to a particular category can be treated as an output signal (Bottaci et al., 1997 , Pouliakis et al., 2016 .
ANN consist of a large number of elements called artificial neurons. They are interconnected by links assigning certain parameters (weights). The weight values change during a learning network process. Most of the presently used ANN have a stratified structure: the input, output and hidden strata located between them (one or more). The learning of such networks is proceeded by repeatedly putting the input data in the first stratum. Activated signals are then sent to the next network strata. Individual neurons convert the received information and learn simultaneously. The teaching process is that the weights of the connections are adjusted to match the network response with the result indicated by the investigator. After the completed learning process, the predictive effectiveness of the network is evaluated. The part of the analyzed data set that was not used in the construction of the network is a testing set. Network effectiveness can be determined by analyzing the frequency of correct responses obtained on the basis of the analysis of the testing set. The aim of this process is to create a network for which the response to the input vectors will be adjusted to the data as closely as possible.
Principal Component Analysis
The primary aim of principal component analysis (PCA) is to reduce the number of variables describing the studied phenomenon, and thus to reduce the dimensionality of the mentioned problem (Gonen, 2016; Jackson, 1991; Jolliffe, 2002) . This method is used, for example, to classify cases in a multivariable database, or to reduce its dimension.
This method converts the analyzed set of characteristics into a completely new set of orthogonal variables. New variables, called principal components, represent a linear combination of the input correlated characteristics (Morajda, 2000) . The components are arranged according to the decreasing amount of variance of the analyzed data they represent. As a result, they create a new space in which the first coordinates explain the largest part of the variation (Hillier et al., 2006) . Principal components are determined by an axis rotation of the input coordinate system, so that the subsequent components, orthogonal to each other, present as much variability, not included by previous factors, as possible. Reduction of the base dimension, while minimizing the loss of information, can be made by rejecting the last components having the smallest variance.
The analyzed data can be projected onto the space spanned by the selected principal components, with a much reduced dimension. Then it is possible to observe rules and relationships in the data that were previously invisible (Buciński et al., 2007; Massart et al., 2004a Massart et al., , 2004b . PCA is used when the planned analysis requires that included variables are uncorrelated.
Experiment Design
In the first step of the experiment, the estimation of differences in the distributions of all independent variables between the groups, defined in accordance with the result of treatment (clinical pregnancy / lack of clinical pregnancy), was conducted. For further analysis, the variables for which differences between analyzed groups were statistically significant were selected. These variables generally contain information that affects the accuracy of predicting infertility treatment results.
On the selected set of independent variables and for the dependent variable (clinical pregnancy), the neural network learning process was performed. To find the best possible network, the learning process was repeated 3,000 times with random startup parameters (type of network, activation functions, error function and an initial value of the generator) each time. Next, the correlation matrix for quantitative independent variables was calculated and a set of variables highly correlated with each other was selected. For this set, principal component analysis was performed, resulting in a set of uncorrelated principal components, saving the same information as the original set of correlated variables. For the created principal components, the differences in their distributions between the groups, defined in accordance with the result of treatment (clinical pregnancy / lack of clinical pregnancy), were estimated. The variables that showed statistically significant differences between the analyzed groups were selected for further analysis.
Selected in this way, the principal components replaced the correlated set of independent variables and the learning process of the neural network was performed again. After repeating an analogous process 3,000 times, the network that best predicted the occurrence of clinical pregnancy was chosen. Both networks were compared in terms of their effectiveness in predicting the results of treatment.
Statistical Analysis
For the statistical analysis, the Chi-square test of independence was used to check the association between the qualitative variables. Normality of distribution was tested using the Kolmogorov-Smirnov test with the Lilliefors correction and the Shapiro-Wilk test. The quantitative variables were not normally distributed. To compare the quantitative variables between groups, i.e. those exhibiting clinical pregnancy or lack of clinical pregnancy, the nonparametric U Mann-Whitney test was used. To analyze the strength of correlations between the quantitative variables, Spearman's rank correlation coefficients were calculated. The data were also analyzed using artificial neural networks and principal component analysis methods with application of the Statistica 12.0 software (StatSoft, Tulsa, OK, USA). To determine the quality of obtained predictors, the receiver operating characteristic (ROC) curves and area under the curve (AUC) were analyzed (Hanley et al., 1982) . The results were considered statistically significant at the level of p < 0.05.
Results
The results of the comparison of independent variables (both quantitative and qualitative) between groups -those exhibiting clinical pregnancy and lack of clinical pregnancy -are presented in Table 2 . Due to the lack of normal distribution of quantitative variables, they were characterized by the median and quartiles, while qualitative variables were presented as numbers and percentages. Significant differences were found for women's age and all parameters related to the number of cells and embryos at various developmental stages, as well as for kind of insemination and type of ovulation stimulation. There were no statistically significant differences for the sperm quality parameters and causes of infertility. Therefore, these variables were excluded from further analysis.
Later on, we started to train the neural network predicting the occurrence of clinical pregnancy based on the independent variables with p < 0.05 (Table 2 ). The training network process was repeated 3,000 times. Based on the quality of training, testing and validation, the following network was chosen: three-layer perception with 11 neurons in the input layer, 5 neurons in the hidden layer and two neurons in the output layer (for 9 input variables and one output variable). Table 3 contains the parameters of the selected network. Based on the created network, the probability of achieving clinical pregnancy was calculated for each patient. This parameter was analyzed using the ROC curve, and the area under the curve was AUC = 0.663 with a 95% confidence interval (0.634; 0.691). Figure 1 shows the obtained ROC curve. Table 4 presents the predictive effectiveness of the created neural network model. Checking the model on a validation set produces very similar results (AUC = 0.662), which confirms the quality of the created network. Table 5 presents the correlations between quantitative independent variables. All variables except woman's age are strongly correlated with each other (the smallest correlation coefficient is R = 0.73). Woman's age is negatively and poorly correlated with other parameters (the strongest correlation is R = -0.21). Therefore, 6 independent variables describing the number of cells and embryos at various stages of development were selected for principal component analysis. As a result of the PCA method, 6 new f1-f6 variables (principal components) were created. These new components contained the same information as the input variables, but they were not correlated with each other. The matrix of coefficients of linear combinations for the principal components f1-f6 is presented in Table 6 .
New f 1 -f 6 variables were analyzed in order to estimate the differences in their distributions between the groups defined in accordance with the result of treatment (clinical pregnancy/lack of clinical pregnancy). Statistically significant differences were obtained for all parameters except f 3 (p = 0.22). Therefore, this variable was excluded from further analysis. The other 5 variables were included in the set of independent variables in place of the parameters describing the number of cells and embryos at various stages of development. For the resulting set of independent variables, the ANN analysis was performed again (3,000 repetitions) and the neural network optimal for clinical pregnancy prediction was selected. Table 7 contains the parameters of the selected network. Based on the created network, the probability of achieving clinical pregnancy was calculated for each patient. This parameter was analyzed using the ROC curve and the area under the curve was AUC = 0.666 with a 95% confidence interval (0.638; 0.694). Figure 2 shows the obtained ROC curve. The predictive effectiveness of the created neural network model is presented in Table 8 . Checking the model on a validation set provided similar or even slightly higher results (AUC = 0.671), which confirms the quality of the created network.
The results of the neural network model for data after the applied PCA method are slightly better than without application of PCA: AUC = 0.666 vs. AUC = 0.663 (for validation set AUC = 0.671 vs. AUC = 0.662), however the differences are not statistically significant. 
Discussion and Conclusions
Many different factors affect the results of infertility treatment using the IVF method (factors that are often unrecorded during treatment or even impossible to measure), hence predictive effectiveness of success is limited. The application of classical statistical methods gives unsatisfactory results; therefore, there is a need to use complex methods (data mining, artificial intelligence) to extract maximum information from the data. There are high hopes for the artificial neural networks (ANN) technique, for which effectiveness of pregnancy prediction has already been confirmed (Milewski et al., 2009 (Milewski et al., , 2013b . Neural networks-based models give better results than classical statistical models but the level of prediction quality is not fully satisfactory yet, hence there is a need for continued research into finding more effective solutions.
Several applications indicate that the combination of advanced mathematical or statistical methods provides more accurate results than those obtained by the application of single classical techniques (Dinç et al., 2007) . Reports have appeared in the literature that have indicated that preceding the neural network training process with use of the PCA method for inputting data can increase the predictive power of obtained models. In recent years, e.g., in Chemistry, combined methods based on artificial neural networks and principal component analysis have been proposed for the analysis of mixtures when spectral data were complex or when noise interference, nonlinear, and interaction interferences were present (Jin-Mei et al., 2007) . Ioele et al. (2011) suggest that the combined use of PCA and ANN usually improves the training speed and enhances the robustness and quality of created models. They compare both approaches, ANN vs. PCA-ANN, highlighting the superiority of the second approach. The authors illustrated that both of the ANN models were reliable, but that the PCA-ANN model demonstrated a better prediction quality, showing lower residual errors. Morajda (2000) claims that PCA is a tool commonly used to perform decorrelation of the input data, for example, before applying ANN technology.
Besides orthogonalization of the initial space, this method also allows for the reduction of dimensionality. It is particularly useful if data contains a lot of correlated input variables. Elrharras et al. (2015) present design and implementation on an FPGA device of a new method of spectrum sensing based on PCA and ANN. They argue that PCA is used to reduce the ANN complexity. Chen et al. (2009) introduce the qualitative identification of different wine through use of an electronic nose. They adopt principal component analysis and artificial neural networks technology to investigate this issue. They prove that the combination of PCA and ANN is a valid method to use in classification and pattern recognition problems.
The PCA-ANN approach also has many applications in medicine. Buciński et al. (2007) show the application of PCA and ANN for breast cancer recurrence prediction using the original data set analysis based on uniform long-term records. They prove that PCA and ANN analyses allow for a practically unlimited number of either mutually related or unrelated factors to be tested. Jilani et al. (2011) use PCA-ANN technology for classification of hepatitis-C patients. The accuracy obtained from their applied process is impressive: 99.1% for training data and 100% for testing data.
In the current study, evaluation of whether the transformation of input data using the PCA method affects the quality of obtained neural networks has been attempted. The results of such analysis can only be approximate, because the neural network training process depends on many parameters, which are usually randomly determined, and the process of training the network is often repeated many thousands of times. Thus, the objection that the differences, or lack thereof, obtained in the two approaches can be caused by a random factor that led to a more favorable selection of the parameters to train the network in one approach, and was passed on in the second approach, is valid. However, an attempt was made to practically verify the effectiveness of the two approaches, repeating the training procedure 3,000 times in each case. The set of six variables highly correlated with each other, describing the number of cells and embryos at various stages of development, were analyzed using the PCA method. These variables were replaced with uncorrelated principal components when the PCA-ANN approach was used. In both approaches, the network with the best prediction parameters was selected. We found that the network has a slightly better predictive effectiveness for the PCA-ANN approach (AUC = 0.666 vs. AUC = 0.663 for the training set and AUC = 0.671 vs. AUC = 0.662 for the validation set), but the differences were not statistically significant. Thus, this study failed to indicate a situation where the use of the PCA method significantly improves the quality of prediction. However, as mentioned above, this is not proof of the lack of positive effect of this method on the obtained results. There can be many reasons for this; perhaps the specifics of the collected data influenced the reduction of the effect, but the results presented in the literature are enough to encourage further development of combined PCA-ANN technology. R E F E R E N C E S Bottaci, L., Drew, P. J., Hartley, J. E., Hadfield, M. B., Farouk, R., Lee, P. W. R., Macintyre, et al. (1997) Artificial neural networks applied to outcome prediction for colorectal cancer patients in separate institutions. The Lancet, 350(9076), 469-472. Buciński, A., Bączek, T., Krysiński, J., Szoszkiewicz, R., & Załuski, J. (2007) .
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