Introduction
The purpose of this note is to give an example of stochastic flows of kernels as defined in [3] , which naturally interpolates between the Arratia coalescing flow associated with systems of coalescing independent Brownian particles on the circle and the deterministic diffusion flow (actually, the results are given in the slightly more general framework of symmetric Levy processes for which points are not polar). The construction is performed using Dirichlet form theory and the extension of De Finetti's theorem given in [3] . The sticky flows of kernels are associated with systems of sticky independent Levy particles on the circle, for some fixed parameter of stickyness. Some elementary asymptotic properties of the flow are also given.
Compatible family of Dirichlet forms.
Let (E n ) n≥1 be a family of Dirichlet forms 1 , respectively defined on L 2 (M n , m n ), where M is a metric space and (m n ) n≥1 is a family of probability measures on M n . We will denote by D n the domain of the Dirichlet form E n . For all n ≥ 1, S n denotes the group of permutations of {1, . . . , n}.
Let (P (n) t ) n≥1 be the family of Markovian semigroups associated with this family of Dirichlet forms. 
We now assume that (m n ) n≥1 is consistent and exchangeable (note that this holds if the family of Dirichlet forms is compatible and if they are irreducible). Then we can define for all n ≥ 1 the conditional expectations 
and
This proposition is an immediate corollary of the following theorem. Theorem 1.4 Let E 1 and E be two Dirichlet forms respectively defined on
, with domain D 1 and D, where m 1 and m are probability measures on E 1 and on
(1.4)
and f ∈ D if and only if E(f ) < ∞. Using this relation and (i), we show that for all
Then for all positive t, P t u is orthogonal to V since
To prove (ii), it remains to prove (1.3). This follows from the computation
, where G α and G 1 α are respectively the resolvents of P t and of P 1 t . Let E α and E 1 α be respectively the forms
Using equation (1.3) and the definition of G 1 α g, we also have
2 Compatible families of probability measures and exchangeable random partitions.
For generalities on exchangeable random partitions, we refer to Pitman's St Flour course [4] . For all n ≥ 1, we let P n denote the set of all partitions of [n] = {1, . . . , n}. The number of elements of a partition π is denoted |π|. A random partition Π n of [n] is called exchangeable if its distribution is invariant under the obvious action of S n on P n . Equivalently, for each partition
for some symmetric function p, called the exchangeable partition probability function (EPPF) of Π n . A sequence of exchangeable random partitions (Π n ) n≥1 is called consistent in distribution if for all 1 ≤ m ≤ n, the restriction, denoted by Π m,n , of Π n to [m] has the same distribution as Π m . The associated sequence of EPPFs are also called consistent. Note that being given a consistent sequence of EPPFs (p n ), it is possible to construct a sequence of exchangeable random partitions, called an infinite exchangeable random partition Π ∞ = (Π n ) n≥1 such that the EPPF of Π n is p n and with Π m,n = Π m for all 1 ≤ m ≤ n.
Using Kingman's representation theorem, given an infinite exchangeable random partition Π ∞ , it is possible to construct a random sequence in [0, 1], (P i ) i≥1 , with i≥1 P i ≤ 1 and the law of Π ∞ given (P i ) i≥1 is the same as if Π ∞ were given by random sampling from a random distribution with ranked atoms (P i ) i≥1 . The random partition Π ∞ is called proper when i P i = 1.
For all partition π = {A 1 , . . . , A k } of [n], let E π denote the set of all x ∈ M n such that for all 1 ≤ l ≤ k and (i, j) ∈ A 2 l , we have x i = x j . Then E π is isomorphic to M k . Let λ π be the probability measure on E π given by (ϕ π ) * (λ ⊗k ), where λ is a probability measure on M and ϕ π : M k → E π with (ϕ π (y 1 , . . . , y k )) i = y j for all i, j such that i ∈ A j .
Let us be given a proper infinite random partition Π ∞ . Let m n = π∈Pn p π λ π , where p n = (p π ) π∈Pn is the distribution of Π n , the restriction of Π ∞ to [n]. Then (m n ) n≥1 is consistent and exchangeable. Kingman's representation theorem then implies that m n = E[µ ⊗n ], where µ is a random measure on M. This random measure can be described with (X i ) i≥1 a sequence of independent M-valued random variables of law λ and an independent sequence, (P i ) i≥1 , of [0, 1]-valued random variables with i≥1 P i = 1, and µ is defined by the relation µ = i≥1 P i δ X i . In this paper we will be interested in the case where (P i ) i≥1 is distributed like a Dirichlet process of parameter
, where τ ∈ [0, 1] is a fixed parameter. More precisely, the sequence (P i ) i≥1 is distributed as the jumps of a process
, where (Γ s ) s≥0 is a standard Γ-process, i.e. the subordinator whose marginal laws are given by gamma distribution of parameter s. In this case the family (m n ) n≥1 can be constructed by the relation m 1 = λ and m n+1 (dx n , dx n+1 ) = m n (dx n )π n (x n , dx n+1 ) wherex n = (x 1 , . . . , x n ) and
Then the EPPF p satisfies
(2.5)
3 Compatible families of Dirichlet forms on S 1 and sticky flows.
We now let M denote the unit circle S 1 and λ denote the Lebesgue measure on S 1 . For a fixed parameter τ ∈ [0, 1], assume we are given the compatible family of probability measures (m n ) n≥1 defined in the previous section. Let P t be the Markovian semigroup of a symmetric Levy process of exponent ψ on S 1 , for which points are not polar, i.e. such that S 1 1 α+ψ(x) dx < ∞ for α > 0. We denote by E the associated Dirichlet form. This Dirichlet form is defined on L 2 (λ). For all n ≥ 1, we define the Dirichlet form on
the formula
where
Here E ⊙k denotes the Dirichlet form associated with k independent Levy processes, i.e. with the Markovian semigroup P ⊗k t .
Proposition 3.1 This family of Dirichlet forms verifies the following recurrence property :
Proof. We have
where π i is the partition of [n + 1] obtained by adding n + 1 to the set π containing i. We conclude using the definition of the EPPF p given by (2.5), the fact that E π∪{n+1} (g) = E π ⊙ E(g) and that
The Dirichlet form E n being defined by the superposition of closable Dirichlet forms, E n is closable in L 2 (m n ) (see proposition 3.1.1 p.214 in [1] ). Moreover, these Dirichlet forms are regular by construction.
Remark 3.2 Let A n denote the generator of E n and let
The family of Dirichlet forms (E n ) n≥1 defined above is compatible.
(ii) The family of Markovian semigroups (P (n) t ) n≥1 associated with this family of Dirichlet forms are strong Feller semigroups.
is dense in D n , the domain of E n , with respect to the scalar product E n + ·, · L 2 (mn) . From the definition of (m n ) n≥1 , the projection operator π n maps
Let now g ∈ D n , then using (3.7) it is easy to check that
Let us remark that
. This holds since
This implies, using (3.6), that E n ⊙ E(f, g ⊗ 1) = E n (f x , g)λ(dx). Using this relation and (3.7), we show that for all n ≥ 1, all f ∈ D n+1 and all g ∈ D n , we have E n+1 (f, g ⊗ 1) = E n (π n (f ), g). Thus, we conclude applying theorem 1.3 that the family of Dirichlet forms is compatible.
(ii): We now define an everywhere defined versionP
t . Fix n ≥ 1. LetX be the stationary Markov process associated with P (n+1) t . The stationary law is m n+1 . Let X t and Y t be the processes defined by X i t
where T = inf{s,X n s =X n+1 s }. Note that for t ≥ T , X t = Y t . Moreover, the compatibility of the family (P (n) t ) n≥1 and the strong Markov property implies that (X t ) and (Y t ) are both stationary Markov processes associated with P (n) t .
For any bounded function f on (S 1 ) n and t > 0, and any bounded function h on (S 1 ) n+1 , we have (in the following, x = (x 1 , . . . ,x n ) and y = (x 1 , . . . ,x n−1 ,x n+1 )) using the compatibility of the family (P
(a) For all t ∈ R, λK −T,t converges weakly as T → ∞ towards a probability measure on S 1 , denoted µ t . Moreover, µ t has the same law as µ. Proof. (a) and (b) : The fact that λK −T,t converges weakly follows from the fact that λK −T,t f = K −T,t f (x)λ(dx) is a martingale in T , which therefore converges a.s. The Feller property of the semigroup associated with ν t can be easily proved from the Feller properties of the semigroups P (n) t using the dense algebra of polynomial functions on M + 1 (S 1 ) of the form
It is clear that the law of µ t is a stationary distribution for this Feller process on M(S 1 ). Thus it remains to show that the law of µ is the unique stationary distribution.
Note that for all n ≥ 1 ) is compact, that ν and µ have the same law. (c) Since µ is atomic and stationary, µK 0,t is atomic and distributed like µ. Since µK 0,t = K 0,t (x)µ(dx), we have µ(dx)-a.e. K 0,t (x) is atomic a.s. Thus, since K 0,t and µ are independent, λ ⊗ P-a.s. K 0,t (x) is atomic. Using the rotation invariance, it implies that K 0,t (x) is a.s. atomic for all x.
