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1.は じ め に
社会科学の領域において,現 実の複雑かつあいまいな社会現象にアプローチ しょうとする際,
現象の背後に存在するその発生メカニズムを記述するという課題が非常に困難であることは,多
くの研究者の間の共通 した認識であろう。そこで,現 実の複雑な社会現象を簡素化 した 「モデル」
を作成することにより,こ のやっかいな課題に挑戦するのである。 しかしながら,い くら簡素化
しようとしても,そ の本質を壊さないようにするためにはある程度,変 数(要 因)が 多 くなるこ
とは避けられない。そこで,多 変量解析が社会科学全般において,有 用な方法論となるのである。
一方,人 間や組織の情報処理過程における情報のあいまいさを捉える際に,し ば しば 「エント
ロピー」が用いられる。エン トロピーは,不 確実な現実に対 して,そ の不確実さの程度を定量的
に表すものであり,シ ャノンの情報理論の基礎となる概念である。例えば,与 えられた証拠のみ
では本来は結論が得 られないような拡大推論 における一般原理を確率論的に展開したものとして,
「最大エン トロピー原理」がある[1]。 この原理は,我 々が不十分な証拠か ら確率分布を推定 し
ようとす る場合,証 拠が 「不十分」であることを 「十分」に認識するために,そ の証拠に従った
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すべての確率分布 の中か ら最大 の不 確実 さ(エ ントロピー)を 持つ分布を選択 しよ うとする もの
であ る[2]。
この ように,現 実 の複雑 かつあい まいな社会現象 に対 して,エ ン トロ ピーの側面か らのモデル
化を行 うプ プローチが,本 研究 のテーマ となる 「エ ン トロ ピー ・モデル」 であ る。 国沢[3]に
よれ ば,エ ン トロ ピー ・モデル とは,い くつかの制約条件の もとで,エ ン トロ ピーを最大化 す る
問題 と して定式化 され たモデル とい うことにな る。 ここでの基本 的な考え方 は,「 社 会現 象,た
とえ ば大衆の行動 を観察す る と,大 衆の持 って いる思惑 によって 巨視的 には規制 を受 けつつ,結
局は大衆 の自由行動へ の欲望 のためエ ン トロ ピーの増大 とい う方 向に流 される」[3]と い うとこ
ろにある。エ ン トロ ピー ・モデ ル の範 疇 に属す る とされ る もの には,一 因子 情報 路 モ デル,
K-L(Kullback-Leibler)情報量[4]を 用 いたエ ン トロ ピー ・モデル(こ れ を国沢[3]は 「判
別関数 によるモデル」 と呼んでい る),Herniterの モデル[5]等 があ る。 これ らのモ デル は,
人間や組織の情報処理過程 の 「偶 然性」をエ ン トロ ピーによ り捉 えたモデルと して位置 づけ られ
る[6]。
これ に対 して,西 川 ら[7],筆 者[8]は 人 間の情報処理過 程 にお ける 「あ いまい さの二面性」
を指摘 している。 このあい まい さの二面性 とは,偶 然性(randomness;何 が起 こるのか につ い
『てのあいまい さ)と 漠然性(fuzziness;何 を意味す るのか につ いてのあいまいさ)を 意味 す る。
そ して,偶 然性 についてのあいまい さを シ ャノ ンの情報理論 におけるエ ン トロピーによ って,ま
た漠然性 につ いてのあいまい さを ファジィ理論 にお けるメ ンバ ー シップ値 まわ りのエ ン トロピー
によって捉え ている。 さ らに,そ れ らの総合的 なあ いまいさをフ ァジィ ・エ ン トロ ピー として定
式化 して いる。
一方,筆 者 は このよ うなあい まい さの二面性 の考え方を基礎 に して,確 率変数 の平均 を制約 と
したフ ァジ ィ ・エ ン トロピー最 大化 モデル[9],フ ァジ ィ ・エ ン トロ ピーを用 いた一 因子情報路
モデル[10],フ ァジ ィ ・エ ン トロピーを用いた多 因子情報 路モデル[ll]等 の モデ ル を提案 し
て いる。 これ らは,'エ ン トロピーその もの を取 り扱 って いるわけではないが,あ る制約 条件 の も
とで フ ァジィ ・エ ン トロピーを最大化す る問題 を取 り扱 っているため,'広 い意 味において,エ ン
トロ ピー ・モデルの範 聴に属す る ものである と考え ることができ る。
本研究 では,エ ン トロピr・ モ デル の特徴 を把握 し易 い ものにするために,こ れ ら一 連のエ ン
トロ ピー ・モデルに共 通す る 「エ ン トロピーの役割」 につ いて,「 自由勝手 な選択 行 動」 と 「解
の導 出過 程」 の2つ の側面か ら論 じる ことにす る。 そこで,ま ず エ ン トロピー ・モデルの概要 に
つ いて述 べ,次 に代表的なエ ン トロ ピー ・モデルと して,一 因子 情報路 モデル,逆 一 因子情報路
モデル,K-L情 報量[4]を 用 いたエ ン トロピー ・モデル,Herniterの モデル[5]を 概説 し,
さ らに筆者 が提案 してい る,フ ァジィ ・エ ン トロピーを用 いた3つ のモデル[9],[10],[11]
を紹介 してい 鮎 その上で,こ れ らのモデルにおいてエ ン トロピーおよびファジィ ・エ ントロピー
が,人 間や組 織の 自由勝手な行動 とそれによ るあいまい さを表現 す ると同時 に,注 目 した少数個
(一 因子情報路 モデルでは1個,多 因子情報路 モデルで は複数個)の 因子以 外 に存在 す る無数 の
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要 因による影響 を とりま とめて表現 す るという役割 を果 たす ことを指摘 する。 また,解 の導 出過
程 において,優 れた特性 を持つ(特 性値が小 さい)選 択対象 の選択確率 が大 き く,特 性 値が大 き
い選択対象 の選択確率 を小 さ くな るよ うに しなが ら,効 率 よ く選択確率 をば らつかせる役 割を果
たす とい う視 点を提示 す る。
これによ り,「 エ ン トロ ピー」 であるが ゆえに 「あいまい」 であ った,エ ン トロ ピー ・モデル
におけるエ ン トロピーの位置 づけを,多 少な りとも理 解 しやすい もの にす るこ とが できるのでは
ないかと思 われる。
2.エ ン トロ ピー ・モデル の概 要
「エ ン トロピー ・モデル」 とは,シ ャノ ンの情報理論 の応用 によ って,種 々の社会 現象 を:簡潔
なか たちで表現 しようという意 図か ら作成 された一連 のモデルの総称であ る。 そ して,こ れら一
連 のモデルは,熱 力学 の第2法 則の 「エ ン トロ ピーの増大」 の思想 に対応 した 「最大エ ントロピー
原理」を基礎 に して いる。 ここでは,次 第以 降で論 じる一連 のエ ン トロピー ・モデル に共通 した
特徴を概説 してお くことにす る。
人間や組織 にお ける情報処理過程 を考 える際,「 情報 のあ いまいさ」 を避 け て通 る こ とはで き
ない。 なぜな らば,人 間や組織 のコ ミュニ ケー ションを通 して流れる情報 には,ほ とん どの場合
「何 らかのあいまいさ」 が介在 してい るためであ る[2]。 この ような人間 や組 織 の情 報処 理過程
にお けるあい まい さを捉え る際,し ば しば 「エ ン トロ ピー」 なる概念 が用い られ る。 このエ ン ト
ロピーは(1)式 の ように表 され,シ ャノンの情報理論 においては 「情報量」「と して位置づ けられ
るものであ る。カ
E=一 ΣP;logp;(1)
ゴ=1
カ
ただ し,2;対 象(代 替案,サ ンプル),P:確 率(ΣP,=D
ゴコ コ
これにより,不 確実な現実に対 して,そ の不確実さの程度を計量化するのである。
ここで,我 々が複雑かつあいまいな現実の世界の中で,与 えられた証拠を基礎にして何 らかの
意思決定を行 う場面を考えてみることにする。 その際,与 えられた証拠が十分であることは,ご
くまれなことであり,ほ とんどの場合は不十分な証拠か ら何 らかの意思決定を行 うことになる。
このように証拠が不十分であることが,意 思決定の際のあいまいさをもたらすのである。
これは,与 えられた証拠のみでは本来は結論が得られないような 「拡大推論」の問題に相当す
る。 この拡大推論における一般原理を確率論的に展開 したものが,「最大エン トロピー原理」で
あり[1],我 々が不十分な証拠から確率分布を推定 しよ.うとする場合,証 拠が 「不十分」である
ことを 「十分」に認識するために,そ の証拠に従ったすべての確率分布の中か ら最大の不確実さ
(エン トロピー)を 持つ分布を選択 しようとするものである[2]。
エ ントロピー ・モデルは,上 記のような最大エン トロピー原理を基礎にしている。例えば,我 々
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が意思決定を行うべき対象(代 替案)∫ が複数(n個)存 在 し,こ れらの対象には証拠 ∫fが与 え
られているとき,ど のような確率でそれぞれの意思決定の対象を選択するか,と いう問題が考え
られる。この問題に対 してエン トロピー ・モデルでは,与 えられた証拠を制約としてエントロピー
を最大化する確率分布を推定することになる。すなわち,証 拠(制 約条件)に 守る,あ るいは前
提とするが,そ れ以外の側面では人間の勝手な自由意思によって行動するという立場か らモデル
化を試みるのである。 このような人間の自由勝手な選択行動の視点を,大 衆へと拡張(例 えば市
場)し た場合,大 衆各自の自由意思な どはだれも測 り知ることのできないものであり[3],不 確
実性の高いあいまいな(エ ン トロピーの大きい)選 択を行っているように見えるわけである。
もし,自 由勝手な選択行動のみを考えてモデルを構築するならば,エ ントロピー最大化問題 と
なり,す べての対象を1/nの 確率で選択す ることになる。 しか し現実 には,大 衆 は価格や品質
等の特性を考慮 して銘柄選択を行 うために,そ の選択確率は銘柄間でバラツキを持つことが予想
される。そこで,例 えば平均価格のように市場から観測される 「証拠」にしたがいなが らも,各
自の自由意思 による選択行動を展開するならば,前 者の証拠を制約条件 とした,後 者のエントロ
ピーの最大化問題としてモデルを構築するζとができる[3]。 このような,あ る制約条件のもと
でのエン トロピー最大化問題が,本 研究で取 り扱う 「エントロピー ・モデル」である。
これによれば,制 約条件として考慮 した要因以外の,無 数の要因の階層的で交互作用的で しか
も偶然的な影響を,エ ントロピー最大化 というきわあて単純な基準で表現することができるため,
簡潔な形式でモデルを構築す ることが可能 となるのである。
3.一 因子情報路モデル
3.1通 常の一因子情報 路モデル
エ ントロピー ・モデルの範躊に属するモデルの中で,最 も基本的な ものが 「一因子情報路モデ
ル」である。 これは,当 初,消 費者行動を捉えるためのモデルとして構築され,そ の後,多 くの
社会現象を比較的簡潔な形式で捉えるモデルとして広 く用いられるようになった。 このモデルに
おいて,「各銘柄(代 替案)を 特徴づける特性(例 えば,価 格)に 関する満足感」 と 「自由勝手
な選択行動」の両面を考慮する点は,前 節で述べたことと基本的に同様であるが,各 銘柄に関す
る満足感を制約条件というよりも,極 大化のための要因として位置づけているところに特徴があ
る。そ して,こ れらの両面を下記の2つ の仮説[3]に よ り表現 している。
① 大衆は銘柄を選択するに当たり,で きるだけ自己の金銭的支出を小 さくしたい(一 般的に
は,あ る因子に関 してその特性値 ④ をなるべ く小さくしたい)
② 大衆は銘柄を選択するに当たり,何 の制約もな く各自の自由意思によって,で きるだけ自
由勝手な選択をしたい。
一因子情報路モデルでは,前 者の仮説を(2)式 の平均特性値Lに よって,後 者 の仮説を(3)
式のエントロピーEに よってそれぞれ捉えている。
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L=Σ エ`・1)`(2)ゴ=1
カ
E=一 ΣP;・logp,(3)
f`1
た だ し,2:銘 柄,z:特 性 値,p:選 択 確 率(ΣP;=1)
ゴニ 　
そ して,上 の2つ の式 の両面 を考慮 して,平 均特 性値Lを な るべ く小 さ く,エ ン トロ ピーE
を大 き くす るた めに,ラ グラ ンジ ュの未定乗数 λを用いて,(4)式 の ように定式化 してい る。カ
1～=.E/L一 λ(Σp;一1)→max(4)
f;1
(4)式 はP;に 関 して上 に凸で あるため,Rの 最大値 は(4)式 をAで 偏微 分 して0と お い た方程
式を満足す る。そ こで,RをP,で 偏微分 して0と おき,式 を整理 する ことに より,
P,一u一 ■・`(5)
ただ し,w=θ λ(6)
が得 られ る。 さらに,選 択 確率 の和が1で あ ることを利用 して,.　
Σw一_=1(7)
i=1
を満たすuを 数値 的に求 め,そ れを(5)式 に代 入す ることによ り,(4)式 を満足 す る選 択確率
p;を 求める ことができる。
3.2逆 一因子情報 路モデル
上 で述べた一因子情報路モデル は,選 択行動 の対象 となる代替案(銘 柄)歪 につ いての 特性値
④ が与え られた もとで,選 択確率P;を 推定す る問題 を取 り扱 うものであ る'が,逆 に,P;が 与え
られた もとで ∫fを推定 した いという場合 も考え られる。 このよ うな問題 を取 り扱 うもの 揮 「逆
一 因子情報路 モデル」 である。
逆一 因子情報路 モデルでは,通 常 の一 因子情報 路モデル と同様 に,各 銘柄 に関す る大衆 の満足
感 と自由勝手 な選択行動 の両面 を考慮 するため に,ま ず前 述の仮説① と②を設定する。その上で,
それぞれの仮説 を(2)式 の平 均特性 値Lと(3)式 のエ ン トロ ピーEに よ り捉 え,E/Lの 最大 化
問題 を考 えることになる。.
この とき,通 常 の一 因子 情報 路モデルの議 論 によ り,pとx,の 間 に(5)式 が成立 す る ことが
わか っている。 そこで,エ 」とx;の 比 を とれば,
エノユ㌃=logp;/logp;(8)
となる。逆一 因子情報路 モデルの場合,(8)式 における右辺 の選 択確P,,P;は 既 知 で あるた
め,各 銘柄 の特性値 鑑 と媛 の比を推定す ることがで きる。 ただ し,こ れだけでは特性 値 の 「比
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のみ」 の特定 とな るが,特 性 値が1銘 柄 で も既知で あれば,そ の値(x;)を ピボ ッ トに して(9)
式 に よ りす べての特性値 ∫ゴを推 定す ることができ る。
x,=x;・(x,/エ ∫)(9)
も し,す べての特性値 が未知 であ った と して も,そ れ らの間の比は重要な情報で あ り,決 して
不十 分な分析結 果 とい うわけではないので ある。 さ らに踏 み込 んだ議 論をすれ ば,逆 一因子情報
路 モデルの対象 とな る尺 度水準は比尺度で あ り,こ の比尺度 は相似 変換 ④=α 切,α は定 数)
に関 して許容可 能であるため,実 質的 には比のみが意味を持つ ことにな る。その ような比尺度 の
持 つ 自由度(degreeoffreedom)を考慮す れば,逆 一因子情報路 モデルか ら得 られ る各 銘柄 間
の特性 値 の比 は十分 に意 味のあ る情報 であ るといえ よう。
4.K-L情 報 量を 用 いた エ ン トロ ピー ・モ デ ル
一因子情報路モデルは,各 銘柄の特性(例 えば,価 格)に 関する満足感を平均特性値Lに よっ
て,ま た大衆の自由勝手な銘柄選択行動をエ ントロピーEに よって捉え,こ れ らの両面を考慮
して各銘柄 ∫の選択確率Aを 推定するモデルであった。 ここで,単 に 「大衆」 としているが,
これを層別すれば,そ れぞれの層の特色が反映され,そ の結果LとEに 対する重きの置 き方
(ウ ェイ ト)が 異なって くることが予想 される。
そこで,こ のような銘柄選択における考え方の違 いを定量的に把握することはとても重要であ
ろう。 これを,銘 柄選択行動の結果によって判断 しようとする場合,κ 一五情報量が我 々に一つ
の視点を与えて くれる。 それは,K-L情 報量が層別の選択確率の分布の間の乖離を定量的に表
現するからである。
ここで,各 層を表す添字ブを導入すれば,層 ゴ別の選択確率の分布は,確 率ベク トルpゴ=(p=.)
によって表現される。 このとき,層 ゴにおける平均特性値m;は,(10)式 のようになる。れ
m;=Σx.・ ρウ(10)
i=1
また,1つ の 因子の特性値 に注 目した場 合の選択確率 を,前 節 の一 因子情報 路モデル に よ り推
定 した場合 の確率 ベク トルを4=(4)と す れば,こ れと層jに おけ る選 択確 率ベ ク トルP;と の
乖離度D;は,K-L情 報量 と して(11)式 のよ うに表 され る。
D;一 息 ・ガ1・P;;g-
4;(ll)
ここで,平 均特性値mを 横軸,K-L情 報量Dを 縦軸にとれば,こ の(m,L)平 面上 におい
て,mの 値を固定 した もとでのDの 下限は,下 に凸な曲線 となる。 これは,(m,D)平 面にお
ける 「限界曲線」[3]と 呼ばれる。この限界曲線か らDゴまでの縦軸方向の距離は,平 均特性値
を笏 に固定 したもとでκ「ゐ情報量を最小化する選択確率 とブ層での実際の選択確率との乖離を
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表 してお り,こ れ によ りブ層 において,注 目 した1因 子以外の要因 の影響 の大 きさを定量 的 に把
握す ることがで きる。
その際 平均特性値 をm,に 固定 した もとでK-L情 報量D;を 最小化す る選択確率ap,は,(12)
式に よ り与え られ る[3]。ロ
P;,=σ ヂ ω戸 ゾ Σ 一_/4x'wi.(12)
κ=畳
ここで,ω ノは平均特性個 物 と一対一 に対応 するパ ラメータであ り,筋 が与 え られ ると 吻 は
一意 的に定 まる[3]。 その 勘 の値 を(12)式 に代入す れば,平 均 特性 値 をm.に 固定 した もとで
K-L情 報量Dノ を最小化 する選択確率 霧 を一意 に定 めることが できる。
5.Herniterの エ ン トロ ピー ・モ デ ル
ここまでの議論において,一 因子情報路モデルでは大衆の層がただ1つ の因子によって統一さ
れる場合を考え,K-L情 報量を用いたエ ントロピー ・モデルでは選択行動が大衆のいくつかの
層によって異なりそれらが独立 して存在する場合を考えた。 しかし,実 際の市場の構造はさらに
複雑であって,こ のようないくつかの層が互いに混在 している場合が実状である[3]。
市場では,あ る銘柄を常に選択する 「固定層」 も存在すれば,そ のときによって異なる銘柄を
選択する 「非固定層」 も存在する。また,同 じ非固定層であっても各銘柄の選択確率 は異 なり,
ある銘柄の選択確率をαとすれば,選 択確率が αである層の比率があたか も確率密度関数のよ
うな連続 したスペク トルを持つように見えるのである。このような市場構造を分析するためのエ
ントロピー ・モデルが 「Herniterの モデル」である。
ここで,互 いに競合する銘柄1と 銘柄2の2つ の銘柄が市場に存在する場合を考えてみること
にする。このとき,銘 柄1の みを選択する固定層と銘柄2の みを選択する固定層,お よび銘柄1
を選択 した り銘柄2を 選択 した りする非固定層の3つ を想定することができる。非固定層では,
銘柄選択の転移が行われていて,ど ちらか一方の銘柄 しか選択 しないということはない[3]。 非
固定層における銘柄1の 選択確率をαとすれば,銘 柄2の 選択確率は1-aと なる。 そ して非固
定層の背後には選択確率が αで奔る層の比率∫(α)が存卒 し,こ の匠(の は,上 記のように確率
密度関数として表現されるのである。一方,銘 柄1の 固定層では銘柄1の 選択確率は1で あり,
銘柄2の 固定層では銘柄2の 選択確率は1で ある。
さらに,銘 柄1の 固定層の層別比をp,銘 柄2の 固定層の層別比を ρ2,非 固定層の層別比を
P.と すれば,ヨ
、;1ρ・一1..(13)
∫∫!・)d・一1■'(14)
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とな る。 この とき,全 体 としてのエ ン トロピーEは,
ヨ
E=一 Σ ρ`・logp,
ゴ=董
_p,・ ∫ ∫(・)1・9∫(・)d・ 一・,・f>(・){・1・9・+(1一)1・9(i一 ・)}d・(15)
と して表 され る[3]。 こ こに,右 辺の第1項 は 「消 費者 が銘柄1銘 柄2の 固定層 と非 固定層 の
いずれ に属す るか」 についてのエ ン トロ ピー,第2項 は 「非 固定 層の確率 分布」 についてのエ ン
トロピー,第3項 は 「非固定層が銘柄1と 銘柄2の どち らを選択す るか」 についてのエ ントロピー
であ る。
ここで,銘 柄1と 銘柄2の それぞれの選択確率m,,m;が 既知 である とすれば,市 場 の構造 か
ら考 えてm,m.は,(16),(17)式を満足す る。
m-P.+P,・ ∫ ・・f(・)d・(16)
㎜,=P,+P,・ ∫(1一 ・)・f(・)d・(17)
ここでの課 題 は,P,P;,P3お よび銘柄 転移確率 を求 め ることにあ るが,ま ず各層の比率P.,
ρ2,ρ3は,(13),(14),(16),(17)式を用 いて数値的 に求め ることが できる。 その上 で,(15)式
のエ ン トロピーEを 最大化す る確率 分布(確 率密度 関数)f(α)の もとでの銘柄 転 移確 率 を求 め
ることにな るが,国 沢[3]は この問題 に対 し,帆 関数 の極値 問題 としての ア プロ ーチを行 って
お り,こ れに よ り(18)式 を導 いて いる。
f(。)一 ⊥ α一a(1一 。)《1一 ・・P..ρ1一 ・.e-z/o・_,(18)
ρ3
(18)式 を積分 すれば1と な るため,銘 柄転 移確率 はm,,規2が 与え られ た もとで数値的 に計 算
される ことにな る。
6.フ ァ ジ ィ ・エ ン トロ ピー ・モ デ ル
6.1人 間や組織 の情報処理過 程にお ける 「あいまい さの二面性」
Zadeh[12以 来,人 間の情報処理過程 における意味面で のあいまいさ(漠 然性)を フ ァジ ィ
理論 によ って捉 えよう とする試 みが数多 くな されてい る(例 えば,[7],[13]～[15]等)。従来
の集合論 におけ る集合(ク リス プ集合)で は,個 々の要素 がその集合 に属 して いるか否か を明確
に判別す るこ とができなければな らなか った のに対 して,フ ァジィ理論 における集合(フ ァジィ
集 合)で は,そ の境界 が不鮮 明でぼや けていることが許 され るので ある。我 々の現実の社会では,
すべて 明確 な表現がな されてい るとは限 らず,例 えば 「き ょうは気温28℃,湿 度85%だ 」 とい
うよ りも 「き ょうは蒸 し暑い」 とい うよ うに,日 常生活で の会話で用 いる用語 には不 明確 な もの
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が多 い[16]。 そ こで,人 間の行動や意 思決定の問題を取 り扱 う際には,そ の意 味 に関 す るあい
まい さを ファジィ集合,そ してフ ァジィ理論 によ っ・て表現 す ることが有効で あると考 え られる。
このよ うな考え方の もとに,筆 者 は人 間や組織 の情報処理過 程 にお ける 「あいまいさの二面性」
を指摘 してい る[8]～[11]。 その一つ は 「どれを選択 するか」 についてのあ いまいさ(偶 然性に
関す るあいまい さ;ラ ンダムネ ス)で あ り,も う一つ は 「それは どうい う意味なのか」 について
のあいまい さ(漠 然性 に関するあいまいさ;フ ァジィネス)で ある。そ して,前 者をエ ン トロピー ・
モデルと同様 に確 率 によって,ま た後者 をフ ァジィ集合 に対す るメンバー シップ値 によって捉え
ている。 それでは,あ いまいさの二面性 を構成す るラ ンダムネス とファジィネ スの両面を総合 的
に捉 えるには,ど の ような方法があ るのであ ろうか?
この問題 に対 して西川 ら[7]は,選 択確 率 ρ`の偶然性 と メ ンバ ーシ ップ値uの 漠然 性が複
合 した出力情報 のあい まい さを,「 行動 エ ン トロピー」.と して位置づ け,フ ァジィ ・エン トロピー
Fに よ り以下 のよ うに定式化 してい る。
F一 ÷
、孝1卜 触i・9(P;・ μぽ)一P;(i一 ・i)1・9{p;(1一 ・、)}]'幽・li・).
ただ し,η:サ ンプル数
ここで,同 一 のサ ンプルについて考 え る場 合は,1/rは 定数 となるので,除 去 して考 え ること
がで き,こ れ をP=と μfに つ いて整理す ると,(20)式 のよ うに変換 され る[17]。 ・
ね れ
F=一 ΣP,・logp;十 Σp;・H,(20)
f;13=1
た だ し,H霜 一u・logμr(1一 μ∂log(1一 μf) .. .(21)
(20)式 の右辺 の第1項 は偶然性(ラ ンダムネ ス)に 関す るエ ン トロピー,第2項 は漠然性(フ ァ
ジィネス)に 関す るエ ン トロピーを表 している。第1項 の偶然性 に関す るエ ン トロ ピーは,「 何
が起 こるのか?」 につ いて のあいま いさを表現 してお り,シ ャノンの情報理論 における通常のエ
ン トロピー(=平 均情報量)に 相当す る。 したが って,何 が起 こったかを知 ったときに得 られ る
情報量 の平均 を意味す る。 また,第2項 は 「サ ンプル2が,フ ァジ ィ集合 に属 するのか属 さない
のか?」 につ いて のサ ンプル ∫別のエ ン トロ ピー((21)式)を 選択 確P;で 重 み づ け した もの
であ り,漠 然性(フ ァジィネ ス)に 関す るエ ン トロ ピーの平均 と解釈 す ることがで きる。
ファジィ ・エ ン トロ ピーFは,す べての選 択確率pが1/nで 等 しく,す べ ての メ ンバ ーシ ッ
プ値 μ∫が1/2の とき,logy+log2で 最大 とな る。 これ は,「 どのサ ンプルを選択す るのか」 が
最 も不確実 であ り(偶 然性最大),か つ 「各 サ ンプルが ファジィ集合 に属 して い るのか 否 か」 が
最 も不 明確 である(漠 然性最 大)こ とを表 してい る[17]。
さ らに,筆 者 は上記 のよ うなあい まい さの二面性 に注 目 し,こ れ らの総合 的なあい まい さを表
す指標 と してフ ァジィ ・エ ン トロピーを導 入す ることによ り,エ ン トロピー ・モデルをフ ァジィ ・
エ ン トロ ピー ・モデルへ と拡 張 してい る。 以下では,筆 者が従来の研 究[9]～[11]に お いて提
案 して いる3っ のフ プジィ ・.エン トロピー ・モデルを概説 してい くことにす る。
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6.2フ ァジ ィ ・エン トロ ピー最大化基準 に基づ く選択確率推定 モデル
人間や組織のあいまいな行動を捉える際の一般原理として,「 最大エン トロピー原理」[1]が
広 く知 られている。これは,「1.は じめに」でも述べたように,与 えられた証拠のみでは本来は
結論が得 られないような拡大推論における一般原理を確率論的に展開したものであり,我 々が不
十分な証拠から確率分布を推定 しようとす る場合,証 拠が 「不十分」であることを 「十分」に認
識するために,そ の証拠に従 ったすべての確率分布の中か ら最大の不確実 さ(エ ントロピー)を
持つ分布を選択しようとするところに特徴がある[2]。
その際,通 常の 「最大エン トロピー原理」に基づ くモデル(以 下,こ れを通常のモデルと呼ぶ
ことにする)に おける確率変数は,価 格,時 間に代表されるような明確(ク リスプ)な 情報とし
て与えられていたが,人 間のあいまいな行動を考える際には確率変数 もあいまいな情報であるこ
とも多いものと考えられる。
このような人間のあいまいな行動に焦点を当て・筆者う[9]は ・確率変数を ファジィ集合 に
モ し ロ
対す る メンバ ーシ ップ値 に置 き換 えた場合 のモデル(以 下,こ れをフ ァジィ ・モデル と呼ぶ こと
にす る)を 提案 してい る。例え ば,「 な るべ くてまのかか らない方法を選択 した い」 とい った人
間 の欲 求に対 して,「 てまのかか らない方法」 とい う特性 を,そ の境界があ い まいな フ ァジ ィ集
合(て まのかか らない方法の集合)に 対す るメンバ ーシ ップ値 μゴに よって捉えて いる。
具体的 には,通 常 のモデルにおけ る確率 変数x,を メンバ ーシ ップ値u;に 置 き換え るこ とにな
り,こ れ によ り確率変数 の平均 は ファジィ事 象の確率P(B)(上 記 の例で いえば,て ま のか か る
方法 であ る確率)と して の意味 を持つ ことにな る。 すなわち,「 て まの大 きさの平 均」 であ る と
同時に 「て まの かか る方法で ある確率」 を意 味 している。
、そ こで,確 率変数の平均M(フ ァジィ事 象の確率)を 制約 と して,'(20)式 の フ ァジ ィ ・エ ン
トロピーを最大化す る選択確率Aを 推定す るために,ラ グラ・ンジュ乗数 λ,レ を用い て(22)式 の
よ うに定式化 している。 曽
カ ね
R=F-a(Σ μfψrM)一 り(ΣP;一1)→max『(22)
f=1f=1
(22)式 はP;に 関 して下 に凸な関数 であるため,P;で 偏微分 して0と お くこ とによ り,(23)式
を導いて いる。'
ね 　
p;=θ 鋳 ・ワ7μi/Σ θ娠 ・レ「μκ 』(23)
K弓1
となる。 さらに,右 辺 の分母 を左辺の分子 に移項 し,両 辺 にμfを か けて2に つ いて た し込 む こ
とによ り,(24)式 が得 られ る。・ね
、;1(・ 一M)・ みWμ`一.0.,・(24)
(24)式 を満たすWの 値を数値的に求め,そ の値を(23)式 に代入することにより,確 率変数の
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平均(フ ァジィ事 象の確 率)を 一定の値Mに 保 った もとで,フ ァジィ ・エ ン トロピーFを 最大
化す る選択確率Aを 推定す ることがで きる。
これ よ り,フ ァジ ィ ・モデルか ら得 られ る選択確率 は,一通 常のモデルの選択確 率 に対 して,θ
の 瓦(漠 然性 に関す るエ ン トロ ピー)乗 で重みづ け した ものにな って お り,通 常 のモ デル の 自
然 な拡 張形 とな ってい ることがわか る。
6.3フ ァジ ィ ・エ ン トロ ピーを用いた一因子情報路 モデル
通常 の一 因子情報 路モデルで用い られ る特性 値 は,価 格 ・時間に代表 され る明確(ク リスプ)
な情報 として与 え られ,
エ ン トロピー1/平 均特性 値L(25)
を最大化す る選択確率 を推定 す るモデルであ ったが,こ の特性値 が 「てま」,「むずか しさ」のよ
うにあいまいな情報 として与 え られ ることも多 いもの と思わ れる。
そ こで,筆 者 らは従来 の研究[10]に おいて確率 変数 銑 を,「 てまのかか る方法の集合」 とい っ
た,そ の境界 がぼやけてい る集 合(フ ァジィ集 合)に 対す るメ ンバ ー シ ップ値 μ`に 置 き換え た
モデルを提案 してい る。 この場合,通 常の一 因子情報路 モデル の仮説① と② は,あ いまい さの二
面性(偶 然性 と漠然性)を 加 味 した下記 のよ うな仮 説へ と拡張 される。
①'人 間や組織 は対象 とな るサ ンプル(銘 柄)を 選択 す るに 当た り,で き るだ けその特 性値
(メ ンバー シ ップ値 μρ を小 さ くしたい
②'人 間や組織 は対象 とな るサ ンプル(銘 柄)を 選択す るに当た り,何 の制約 もな く各 自の自
由意思 によ り,偶 然性 と漠然性 の両面 につ いてで きるだ け自由勝手 な選択 を したい。
具体的 には,(25)式 を(26)式 に置き換 え ることにな る。そ の際,分 母 の平 均特 性値Uは,前
節 の場合 と同様 に,メ ンバー シ ップ値の平均で あると同時に,フ ァジィ事 象の確率P(b)を 意味
す る。
フ ァジィ・エ ン トロ ピー.F/平 均特性値D(26)
そこで,前 節 と同様 に(26)式 の最大化 問題 として,(27)式 の ように定式化 している。カ
R〒F/σ 一 λ(Σp;一1)→max(27)
」=1
(27)式 を最大化 す るp,を 求め るため にP,偏 微分 して0と おき,λ を消去 してW=exp[F/σ]
とお くことによ り,次 のよ うな簡単 な式 に変換 してい る。
p;一exp[K]・W一 ・・'(28)
pの 和 が1で ある ことを利用 して,(29)式 を満たすWを 数 値的 に求 め,そ れ を(28)式 に代 入
すれ ば,選 択確P;の 推定値 を得 る ことがで.きる。
82『 明大商学論叢』第84巻 第2号(328)ガ
Σexp[H,]・14z-u,=1(29)
`=1
(28)式 を(5)式 と比較 す ると,フ ァジィ ・エ ン トロピーを用 いた一 因子情報路 モデルか ら得 ら
れ る選択確率 は,通 常 の一 因子情報路 モデルの選択確率 に対 して,θ の 瓦(漠 然性 に関す るエ ン
トロ ピー)乗 で重みづ け した もので あ り,自 然 な拡張形 とな っている ことがわか る。
6.4フ ァジ ィ ・エン トロ ピー を用 いた多 因子情報路 モデル
上記 の 「ファジィ ・エ ン トロ ピーを用 いた一 因子情報路 モデル」 は,各 銘柄 を特 徴づ けるあ い
まいな特性(例 えば,て まの大 きさ)と してただ1つ の因子 だけを考慮 していたが,筆 者の従来
の研究[11]で はこの ような 因子 を複数個(御 個)考 慮 した場合 の モデ ルを提 案 してい る。 そ
して,こ のモデルを 「ファジ ィ ・エ ン トロ ピーを用 いた多 因子情報路 モデル」 と呼んでい る。
これ によ り,一 因子情 報路 モデルの2つ の仮説は次の ように拡 張される。
①"人 間や組 織は対 象 とな るサ ンプル を選択 するに当た り,考 慮 すべき複数 の因子に関 して,
そ れ らの特 性値(メ ンバ ーシ ップ値 μ)の 和 をなるべ く小 さ くしたい
②"人 間や組 織 は対 象 とな るサ ンプルを選択 するに当た り,何 の制約 もな く各 自の 自由意思 に
よ り,偶 然 性 と漠 然性の両面 につ いてできるだ け・自由勝手 な選択 を したい。
具体 的には,①"の 仮説 を 「平 均特 性値の和」によ って,ま た②"の 仮説 を 「ファジィ ・エ ン ト
ロ ピーの和」 に よって捉えている。 これは,(26)式 の分子のフ ァジィ・エ ン トロピーを 「ファジィ ・
エ ン トロピーの和」に,ま た分母 の平均特性値 を 「平均特性値 の和」 に拡 張 して,(30)式 に置 き
換え る ことを意 味す る。'
ファジィ・エントロピーの和/平 均特性値の和(30)
ここで,メ ンバ ーシ ップ値u=,(ブ=因 子,ブ=1,2,…,m)が 与え られ ている もの とすれ ば,因
子 ブにつ いて の ファジ ィ ・エ ン トロピーの和F*は,次 式の ように表 され る。
の り　 カ 　
F'=
、Σ1罵=,_、(一 、萎1ρ ・●1・9ρ ・七 Σ1ρ・.瓦・)
れ の カ
ー'一η
、Σ1ρ・・1・9ρ・+、Σ1、;1ρ・・馬(31)
ただ し,1も=μ ガlo9砺 一(1-u;,)lo9(1一 砺)(32)
一方 ,因 子別 の平均特性値 を 砺 とす れば,平 均特性値 の和 σ*は 次 のよ うにな る。 この とき,
上 記の フ ァジィ ・エ ン トロピーを用 いた一 因子情報 路 モデル と同様 に,砺 は因子 ゴにつ いての平
均特性値 を意味す ると同時 に,因 子1に 関す るファジィ事象の確率P(B.)を 意 味す ることにな る。
ヒ　 　 カ
σ㌔ ΣU=Σ Σ μガρ、(33)
ゴ=1ゴ=1`=1
そ して,(30)式 の最大 化問題 として,(34)式 のように定式化 している。
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R零=F'/U'一 λ(ΣP.一])→max(34)
f=1
(34)式 を最大 化す る最 大化す るP,を 求 めるために偏微分 して0と お き,aを 消 去 して式 を整
理す ることによ り,選 択確率Prは,
　じ アカ
P;=・xp[
、;1馬/m一 、;1μ ガF*/(m・ の](35)
を満 たす ことを示 している。 こ こで,y=exp[F*/(彿・σ*)]と おけば,(35)式 は簡単な形に変
換 され る。
　 ロ
p.=exp[ΣH,,/m]・V一 三 μσ .(36)
ゴ斎1
したが って,(37)式 を満 たすVを 求め,そ れ を(36)式 に代入 す れ ば(34)式 を満 たす 選択確 率
P,の 推定値 を得 ることができる。
カ ノ　
、Σ1e・p[、;!も/m・V-u,一1(37)れ
た だ し・ μナ=
、Σ1μ ・(38)
(36)式 を(28)式 と比較 すると,フ ァジィ ・エ ン トロピーを用 いた一因子情報 路 モ デル のH=を
瓦ノの平均 に,ま たu;を μ歪(馬 の和)に それぞれ置 き換え た もので あ り,(28)式 の 自然 な拡 張
形 とな って いるこ.とが わかる。
7.エ ン トロ ピー ・モ デル にお け る 「自由勝 手 な選択 行動 」 とエ ン トロ ピー
ここまで述べて きたように,現 実 の複雑 で偶 然的な社 会現 象 に対 して,エ ン トロ ピーの側面か
らの アプローチを行 おうとす るモデル が 「エ ン トロピー ・モデル」である。一連のエ ン トロピー ・
モデル にお いて共通 した考え方 は,「 社 会現 象,た とえ ば大衆 の行動 を観察す ると,大 衆 の持 っ
てい る思惑 によって 巨視的 には規制 を受 けつつ,結 局は大衆 の 自由行動への欲望のためエ ントロ
ピーの増大 という方向 に流 され る」[3]と い うところにあ り,こ れを経営科学的 に表現す るな ら
ば,い くつかの制約条件 の もとで,エ ン トロ ピーを最大 化す る問題 とい うことにな る。 これ らの
モデルは,確 率を基礎 と して いるという意味か ら,人 間の情報処 理過 程の 「偶然性」をエ ントロ
ピー により捉えたモ デル と して位置づ け られる[6]。
さらに,前 節で述べた筆者の ファジィ ・エ ン トロピー ・モデルは,人 間の情報処理過程 の 「偶
然性」 のみな らず 「漠然性」 を加味 して,こ のよ うなあいまい さの二 面性 を総合的 に表す 「フ ァ
ジィ ・エ ン トロピー」を最大化す るモデル であ った。 これは,エ ン トロピーそのものではないが,
あ る制 約条 件の もとで ファジィ ・エ ン トロ ピーを最大化 す る問題 を取 り扱 ってい るため,広 い意
味 において,エ ン トロ ピー ・モデルの範疇 に属 する ものである。
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ここで は,エ ン トロ ピー ・モデルの特徴を明確にす るため に,こ れ ら一連の モデル に共通す る
「人間 の自由勝 手な選択 行動 とエ ン トロピー との関係」 を論 じる ことにす る。 その際,フ ァジィ ・
エ ン トロピー ・モデル も広 い意 味でエ ン トロ ピー ・モデルに含めて考え ることに し,フ ァジィ ・
エ ン トロ ピー ・モデル における 「ファジィ ・エ ントロピーの役割」 を,エ ン トロ ピー ・モデルに
おけ るエ ン トロ ピーの役割 と同等 に取 り扱 って いくことにす る。 その上 で,こ れ らのモデル にお
いてエ ン トロ ピーおよびフ ァジィ ・エ ン トロ ピーが,人 間や組織の 自由な行動 とそれ によるあい
まい さを表現 す ると同時に,制 約条 件 と して取 り上 げた少数個(一 因子情報路 モデルで は1個)
の因子以外の無数 の要 因によ る影響 を と りまとめて表現す るとい う役割を果たすことを指摘する。
これに よ り,「 エ ントロピー」で あるがゆえに 「あいまい」 であ ったエ ン トロ ピー ・モデ ルの特
徴 を,多 少な りともわ か りやすい もの にす ることがで きるのではないか と思われ る。
まず,一 因子情報路 モデル(逆 一 因子情報路 モデルを含めて)に ついてで あるが,こ れは人 間
の意思 決定 に影響 を及 ぼす無数 の因子の中か ら,分 析の主 眼 とな る(特 徴的 あ るいは重 要 な)1
つの因子 のみに注 目したモデルであ る。 この 「1つ の因子 に注 目 した意 思決定」 は,前 述 の仮 説
① に よって表現 ざれて いる。 したが って,こ の モデル1ごおいては仮説① に従 った意思決定 を 「合
理 的な意 思決定」 として捉 えてい る。
しか し,そ れのみで は,現 実 のバ ラツキ を持 った人間の 自由勝手な選択行動 を模写す ることは
できない。 そこで,現 実 との乖離 を埋 めるため に,仮 説② を設定 しているのである。仮説② に従 っ
た選 択行動 は,意 思決定 の際のあい まいさが大 きい とい う意味か ら 「エ ン トロ ピー」 によ り定式
化 されて いる。 この点 において,仮 説②がエ ン トロ ピーを用 いた モデルの特徴 を端 的に表 してい
るということにな る。 そ こで,一 因子情報路 モデル は,仮 説①で注 目 した一因子 に対 して,エ ン
トロピーとい うもう1つ の指 標を対 立 させ たモ デル と して位置づ けられ る[11]。
一 方,筆 者 が提案 している 「フ ァジ ィ ・エ ン トロ ピーを用 いた一因子情報 路 モデ ル」[10]で
は,.人 間 の情報 処理過 程の 「偶然性」 のみ な らず 「漠然性」 を加味 して,仮 説 ② を仮 説②'に 置
き換えて いる。 そ して,仮 説②'に 従 った選択行動 を,偶 然性 と漠然性 の両面 に おい て あい まい
さが大 きい とい う意味か ら 「ファジィ ・エ ン トロピー」で捉 えてい る。 しか しなが ら,仮 説②'で
あ って も 「自由勝手な選択行動」を考慮 しよ うとす る姿勢 は仮説② と共通 してお り,そ れがエ ン
トロ ピーでな くファジィ ・エ ン トロ ピーではあるものの,最 大エ ン トロ ピー原理[1]が モ デル
の核 となる概 念で あることに は違 いはない。 したが って,フ ァジィ ・エ ン トロピー も広 い意 味で
のエ ン トロピー に含まれる概念であ り,そ の意味において,筆 者の一連 のファジィ ・エ ン トロピー ・
モデ ル[9]～[11]は,エ ン トロピー ・モ デル と同様のア プロー チを とって いることになる。
ここで,上 記の 「自由勝手 な選択行動」 と 「エ ン トロ ピー」 について もう少 し掘 り下 げて考え
てみ ると,注 目 した1因 子以 外の さまざまな因子が選択行動 に対 して及ぼす影響が,エ ン トロピー
とい う1つ の指標によ って表現 されて いることがわか る。 なぜな ら,分 析対象 となる選択行動が,
本 当に1つ の因子 のみ によって決定 され るとすれば,仮 説① のみで十分 だか らであ る。 それ は,
注 目した一因子 のみで は表現 しきれない他の さまざまな因子 の影響 を 「一 ま とめ」 に し.てエ ン ト
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ロピーによ り表 している とい う見方 を意 味す る。
したが って,一 因子情報路 モデル,そ して フ ァジィ ・エ ン トロ ピーを用 いた一 因子情報 路モデ
ルは次 のよ うな場合 に有効 である[11]。
●注 目 した一 因子 がそれ以外 のす べての因子 に比較 して特 に重要 な場合
●一因子以外 には,何 が選択行動 に影響 を与 え る要 因で あるかは っき りしない場合
●一因子以外 には,デ ータを得 る ことが困難 な場合
●「仮に一 因子のみに注 目 した場 合」 という仮定の もとで,選 択行動 の分析 を行 いたい場合
しか し,1因 子以外 に も明 らか に選択行動 に影響 を及 ぼす因子が存在 し,か つその デー タが入
手可能 な場合 には,何 も1因 子 のみ に限定す る必要 はな く,複 数 の因子を考慮 したモデル をあて
はめ るべ きで あると思 われ る[ll]。 この ことは,仮 説① の1因 子 を 「複数 の因子 」 に拡 張す る
ことを意味す る。 その際,次 の2つ の立場 に立 ったモデル化が考 え られ ることを,筆 者 は従来の
研究[ll]に おいて指摘 して いる。
その一つ は,1因 子以外 にも選択行動 に影響 を及 ぼす因子 を考慮 した ので,「 自由勝手 な選 択
行動」 を表す仮説② は必要 な くなる とい う立場 であ る。 ここでは,こ の ような立場 を 「立 場1」
と呼ぶ ことにす る。すなわ ち,通 常の一因子情報路 モデル[3]や フ ァジ ィ ・エ ン トロ ピーを用
いた一因子情報路 モデル[ll]で は,注 目したただ1つ の因子以外 の因子の影響 を,仮 説 ②あ る
いは仮説②'に 基 づ くエ ン トロピー,フ ァジィ ・エ ン トロピーが吸収 して いた た め,こ の仮説 が
必要 なのであ って,他 の因子 も考慮 に入れ たとすれ ば,こ の仮説 を考慮 する必要 はな くな るとす
る考 え方 であ る。
もう一 つは,複 数の因子を考 慮 した と して も,人 間 の意思決定 に影響 を与 え る無 数の因子をす
べて考慮することは不可能であるため,複 数の因子をモデルに組み込んだとしても,仮 説② や仮説
②'は やは り考慮 すべきであ るとい う立 場であ る。 ここで は,こ れ を 「立 場2」 と呼ぶ こ とにす
る。 立場1は 多 くの因子を考 慮 した場合 に説得力が あ り,立 場2は 比較 的少数個 の因子を考慮 し
た場 合に妥 当性 を持つため,単 純な優劣比較 は危険で ある。
ただ し,両 者 の どち らであ って も(考 慮す る因子数 が多 くて も少 な くて も),す べ ての 因子 を
考慮 する ことは不可能 であ り,考 慮 しきれなか った因子の影響が残 るこ とは否定 で きない。 これ
は,現 実 問題 を考 えた場合 に,立 場2の 方が 自然で ある とい う見 方 を意味 す る。 前 節で 述べ た
「フ ァジィ ・エ ン トロ ピーを用 いた多因子情報路 モデル」[11]は,こ のよ うな考 え方 に基 づき,
複数 の因子 の影響(仮 説②")を 考慮 しなが らも,無 数 の考慮 しきれなか った因子 の影 響 を フ ァ
ジィ ・エ ン トロピーによ ってモデルに組 み込む というアプローチをとっている。 そのため,フ ァ
ジィ ・エ ン トロピーを用 いた多 因子 情報 路モデルは,仮 説①,①'を 複 数の因子(仮 説①")に 拡
張 し,ま た,仮 説②,②'を,あ いまいな特性 を持つ複数 の因子(仮 説②")に 拡張 してい るので
ある。
このよ うなエ ン トロピー最大化(あ るいは最 大エ ン トロ ピー原理[1])の 考 え方 は,「 逆一 因
子情報路 モデル」 は もちろんの こと,「K-L情 報量 を用 いたエ ン トロ ピー ・モデル」 や 「Herni一
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terの エ ン トロ ピー ・モデル」 において も同様 であ る。 た だ し,一 因子 情報 路 モデ ルが大 衆 を
「一 つの群」 と して取 り扱 っているのに対 して,こ れ らのモデルは大衆を層別 化 して い る とこ ろ
に,そ れ らの間の違 いがあ る。例え ば,K-L情 報量 が層 別の選 択確 率 の分布 の違 い を定量 的 に
表現 してお り,ま たHerniterの モデルでは各銘柄 の固定層,お よび非固定層 とい う複 数 の層 の
存在 を仮 定 して いる。 さ らにHemiterの モデルでは,非 固定層 の背後 には選択確率 が α で あ る
層 の比率 ∫(α)が 存在 す ることを仮定 し,こ の∫(α)を 連続 な確 率密 度 関数 に よ って 表現 して い
る点 に特徴 があ る。 しか しなが ら,い ずれ のモデル において も 「自由勝手 な選択行動」 をエ ン ト
ロ ピーによ って捉えてい る点で は共通 してお り,エ ン トロピー最大化 基準(あ るいは最大 エ ン ト
ロ ピー原理[1])が モデルの核 となる概念 であ るこ とは間違 いない。
8.エ ン トロ ピー ・モ デル め解 に対 してエ ン トロ ピーの果 たす役割
前節では,エ ントロピー ・モデルにおけるエントロピーの果たす役割に関 して,「 人間の 自由
勝手な選択行動」の側面か ら論 じたが,こ こでは 「解の導出過程」の側面からの考察を行ってい
くことにする。
一因子情報路モデル(逆 一因子情報路モデルを含めて)で は,人 間や組織の意思決定に影響を
及ぼす無数の因子の中から,分 析の主眼となるただ1つ の因子に注目し,仮 説①を設定している。
もし,人 間や組織が本当にこの1因 子のみを考慮し,か つ合理的な意思決定を行っているのであ
れば,仮 説①のみで十分であるということになる。
しか し,仮 説①のみでは,最 も優れた特性を持つ(最 も特性値の小さい)選 択対象の選択確率
が1,他 のすべての選択確率が0と なって しまい,現 実のバラツキを持った選択確率を説明する
ことは不可能である。 したがって,現 実の選択行動を模写するためには,モ デルか ら推定される
選択確率にバラツキを持たせることが必要となる。 しか し,こ のバラツキは分析の主眼となる1
因子以外の 「無数の要因」の影響によるものであるため,す べての要因を考慮することは現実問
題 として不可能である。そこで,何 らかの簡潔な基準を設定 して,効 率よく選択確率をばらつか
せることが求められるのである。 このような選択確率にバラツキを持たせるための基準が,仮 説
② によって表現 される 「エントロピー」である。
ここで,選 択行動の対象(銘 柄,サ ンプル)の 個数をηとして,エ ン トロピーを最大化す る
選択確率ρfを考えてみよう。 これは,次 式の最大化を意味する。
れ ロ
φ=Σp;logP「 λ(Σp一1)→max .(39)
ゴ=1i=1
(39)式 をP;で 偏微分 して0と おけば,
δφ =一1091)f-1一 λ=0(40)
づρ`
とな る。(40)式 の λを消去 す るため に,選 択対象 歪とブにつ いて両辺 の差 をとれば,(41)式 が得
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ら れ る 。
(一logp;一1一 λ)一(一logP;一1一 λ)=1091)ゴ ーlogp,=0(41)
(41)式 は,任 意 のiと7の 組 み合 わせについて成立 す るため,
p=p;=…=p,=…=ρ η=0(42)
とい う関係 が得 られ る。 したが って,す べてのP,が1/nで 等 しい とき,エ ン トロ ピーは最大 と
なる。 この ことか ら,仮 説② に従 ってエ ン トロ ピーを大 き くす ることは,選 択 確率Prを1/nに
近づ ける働 きを持つ ことがわかる。
もし,仮 説① のみか ら解 を得 よ うとすれば,上 記 のよ うに,1つ の選 択対象 に対す る選 択確率
の み1で,他 の選択確率 はすべ て0と なる。一方,仮 説② のみによ って解 を得 ようとすれ ば,す
べ ての選択確率 が1/rで 等 しくな る。 そ こで,一 因子情報路モ デル で は,仮 説① と仮説 ② を並
立 させて,こ れ らの働 きを ミックスさせ よ うとす るのであ る。 これ に よ り,優 れ た特性 を持つ
(特 性値 が小 さい)選 択対象 の選 択確率 が大 き く,特 性 値が大 きい選択対象 の選択 確率 を小 さ く
な るように しなが ら,選 択確率を ば らつかせ ることが可能 となる。
この ことは,通 常の一因子情報路モデルのみ な らず,フ ァジィ ・エ ン トロピーを用いた一因子
情報 路モデル(フ ァジィ ・』モデル)や 多因子情報路 モデル においても同様である。すなわち,フ ァ
ジィ.・モデルにおいては,偶 然性 に関す るあい まいさのみな らず漠然性 に関す るあいまい さを考
慮 した上 で,フ ァジィ ・エ ン トロピー によ り選択確率を ば らつかせて いるのである。 また,多 因
子情 報路 モデルにおいて,複 数の因子 について総合的 に優れた特性 を持つ選択対象 の選択確率が
大 き くなるよ うに しなが ら,エ ン トロピーあ るいは ファジィ1・エ ン トロ ピーによ り選択確率 をば
らつかせる ことは,上 記の仮説 ① と仮説② の並立 と同様の流れの 中で捉え るこ とが できる。
以上 よ り,一 連 のエ ン トロピー ・モデルにお いてエ ン トロ ピーの 「解の導 出過程」 に果 たす役
割 は,仮 説① のみでは非現 実的な値 となるエ ン トロピー ・モデルの解 を,比 較的簡潔 な基準(エ
ン トロピー,フ ァジィ ・エ ン トロピー)に よ り現 実の解 に近づ けるところにあることが わかる。
今後,さ らに不確実性,不 透 明性 を増 すであろ う企業 環境 を考えた場合,エ ン トロ ピー ・モデル
の果 たす役割 はますます大 きい もの となるよ うに思 われ る。
9.お わ り に
奉研究 では,一 因子情報路 モデル[3],逆 一 因子情報路 モデル[3],K-L情 報量[4]を 用 い
たエ ン トロ ピー ・モデル,Herniterの モデル[5],』 フ ァジ ィ ・エ ン トロ ピーを用 い た筆者 の3
つの モデル[9],[10],[11]を通 して,こ れ ら一連のエ ン トロ ピー ・モデル に共 通す る 「エ ン
トロ ピーの役割」 につ いて検討 した。 その際,「 自由勝 手 な選択 行動 」 と 「解 の導 出過 程」 の
2つ の側面 に注 目 し,主 と して,人 間のあいまいな(自 由勝手 な)行 動 をエ ン トロピーに よって
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捉えることの利点を論 じた。
その結果,こ れまで個々のモデルに焦点が当てられ,総 合的な検討が行 われてこなかった,
(フ ァジィ・エントロピー ・モデルを含めた)一 連のエン トロピー ・モデルに対 して,「 エン トロ
ピーの果たす役割」という面から,下 記のような共通 した特徴を指摘することができた。
●エントロピーおよびファジィ・エントロピーが,人 間や組織の自由勝手な行動とそれによる
あいまいさ(エ ン トロピーでは偶然性,フ ァジィ・エントロピーでは偶然性と漠然性)を 表
現すると同時に,注 目した(制 約条件 として取 り上げた)少 数個の因子以外に存在する無数
の因子による影響をとりまとめて表現する役割を果たす。
●注 目した少数個の因子のみでは,優 れた特性を持つ(特 性値が小さい)選 択対象の選択確率
が1,そ れ以外の選択確率は0で,非 現実的な推定値となってしまう解の導出過程において,
エン トロピーは効率よく選択確率をばらつかせ る役割を果たす。
参 考 文 献
[1]Klir,G.J.andFolger,T。A.著,本多 中 二訳:フ ァ ジ ィ情 報 学,日 刊工 業 新 聞 社(1993)
[2]山 下 洋史:"フ ァ ジ ィ ・エ ン トロ ピー を用 いた情 報 管 理 モ デル",明 大 商 学 論 叢,Vo.81,No.1・2,
pp.235-254(1999)
[3]国 沢 清 典:エ ン トロ ピー ・モ デ ル,日 科 技 連(1975)
[4]KUIIbaCk,S.:InformationTheoryandStatistics,JOhnWiley(1959).
[5]Herniter,J.D.:"AnEntropyModelofBrandPerchas6Behavior,"JournalofMarketingRe-
search,Vol.10pp.361-375(1973)
[6]山 下 洋史:人 的 資 源管 理 の理 論 と実 際,東 京経 済 情 報 出 版(1996)
[7]西 川 智 登,清 水 静 江,宮 本 日 出雄:"意 思 決定 過 程 に お け る入 力 情 報 に対 す る判 断 力 の 構 造",日 本
経 営 シス テ ム学会 誌,Vol.9,No.1,pp.35-41(1992)
[8]山 下 洋 史:"偶 然 性 と漠 然 性 に 関す る あ い ま い さ の表 現 方 法",山 梨 学 院 短 期 大 学 経 営 研 究,No.3,
pp.71-79(1994)
[9]山 下 洋 史:"フ ァ ジ ィ ・エ ン トロ ピー最 大 化 モデ ル に関 す る研 究",山 梨 学 院 大 学経 営 情 報 学 論集,・
No.`e,pp.109-120(1996)
[10]山 下 洋 史,尾 関 守:"フ ァ ジ ィ ・エ ン トロ ピー を 用 い た 一 因子 情報 路 モ デ ル",経 営 情 報 学 会 春 季 大
会 予 稿 集,pp,191-194(1993)
[ll]山 下 洋 史:"フ ァ ジ ィ ・エ ン トロ ピー を 用 い た多 因子 情 報 路 モ デ ル",明 大 商 学 論 叢,Vol.83,No.1,
pp.167-183(2001)
[12]Zadeh,L.A.:"FuzzySets"InfomationandControl,Vol.8,pp.338-353(1965)
[13]Zimmemann,H.J.andZysno,P.:"LatentConnectivesinHuman-DecisionMaking,'Fuzzy
SetsandSystems,VoL4,pp.37-51(1980)
[14]前 田博,村 上 周 太:"フ ァ ジ ィ結 合 演 算 に よ る選 好 表 現 を 用 い た多 目的 問題 の フ ァ ジ ィ意 思 決 定 手
法",計 測 自動 制 御 学 会 論 文 集,Vol.23,No.5,pp.97-109(1987)
[15]小 田哲 久:"純 音 の 高 さを 用 い た フ ァ ジ ィ操 作 の 実 験 心 理 学 的 研 究",日 本 経 営 工 学 会 誌,Vol.41,
No.2,pp.120-132(1990)
[16]西 田俊 夫,竹 田英 二:フ ァ ジ ィ集 合 とそ の 応用,森 北 出 版(1978)
[17]山 下 洋 史:情 報 管 理 と経 営 工 学,経 林 書 房(1999)
