In 
Introduction and motivation
Over the past few decades, biometrics and particularly face recognition and authentication have been applied widely in several applications such as recognition inside video surveillance systems, and authentication within access control devices. However, as described in the Face Recognition Vendor Test Report [13] , and as in other reports, most commercial face recognition technologies suffer from two kinds of problems. The first one concerns inter-class similarity such as twins' classes, and fathers and sons' classes. Here, people have similar appearances which make their discrimination difficult. The second, and the more important complexity, is due to intra-class variations caused by changes in lighting conditions, pose variations (i.e. three-dimensional head orientation), and facial expressions. On the one hand, lighting conditions change dramatically the face appearance; consequently approaches only based on intensity images are insufficient to employ. On the other hand, pose variations present also a considerable handicap for recognition by performing comparisons between frontal face images and changed viewpoint images. In addition, compensation of facial expressions is a difficult task in 2D-based approaches, because it significantly changes the appearance of the face in the texture image. Current state-of-the-art in face recognition is interesting since it contains works which aim at resolving problems regarding this challenge. The majority of these works use intensity faces' images for recognition or authentication, called 2D model-based techniques. A second family of recent works, known as 3D model-based, exploits threedimensional face shape in order to mitigate some of these variations. Where some of them propose to apply subspacebased methods, others perform shape matching algorithm. As described in [12, 8, 11] , classical linear and non-linear dimensional reduction techniques such as PCA and LDA are applied to range images from data collection in order to build a projection sub-space. Further, the comparison metric computes distances between the obtained projections.
Shape matching-based approaches rather use classical 3D surface alignment algorithms that compute the residual error between the surface of probe and the 3D images from the gallery as proposed in [4] and [10] . In [5] , authors present a new proposal which considers the facial surface (frontal view) as an isometric surface (length preserving). Using a global transformation based on geodesics, the obtained forms are invariant to facial expressions. After the transformation, they perform one classical rigid surface matching and PCA for sub-space building and face matching. A good reviews and comparison studies of some of these techniques (both 2D and 3D) are given in [6] and [14] . Another interesting study which compares ICP and PCA 3D-based approaches is presented in [7] . Here, the authors show a baseline performance between these approaches and conclude that ICP-based method performs better than a PCAbased method. Their challenge is expression changes particularly, "eye lip open/closed" and "mouth open/closed". In the present paper, we experiment against the ICP-based algorithm with a particular paradigm for both authentication and recognition tasks. The presented discussions and conclusions are interesting for future works. A new multiview and registered 3D face database which includes full 3D faces and probe images with all these variations is collected for significant experiments.
The proposed paradigm
Our identification/authentication approach is based on dimensional surfaces of faces. First, we build the full 3D face database with neutral expressions (Figure 4 ). The models inside includes both shape and texture channels saved in the same VRML file: the off-line phase. Second, only one partial model is captured and only the face region is conserved. The given 2.5D model is performed with all full 3D faces in the gallery or compared to the genuine model. The core of our recognition and authentication scheme consists in alignment and matching steps of the obtained surfaces. For the first step, approximating the rigid transformations between the presented probe and the full 3D face, a coarse alignment step and then a fine alignment step via ICP (Iterative Closest Point) algorithm [3] are applied. This algorithm is an iterative procedure minimizing the MSE (Mean Square Error) between points in partial model and the closest points in the 3D full model. The final result is two matched sets of points in the 2.5D probe model and the 3D face model from the gallery. For the second step, similarity score production, a global spatial deviation between each pair of points is computed. The recognition and authentication process is based on the obtained distance distribution between surfaces.
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ICP-based 2.5D/3D face matching
The main contribution of our approach is the use of dimensional information which is lost by projection in the two-dimensional images in order to study and mitigate some of the limitations in face recognition challenge. One of interesting ways for performing verification/identification is the 3D shape matching process. Many solutions are developed to resolve this task especially for range image registration and 3D object recognition. The basic algorithm is the Iterative Closest Point developed by Bessel et al. and published in [3] . In our approach we consider first a coarse alignment step, which approximates the rigid transformation between models and bring them closer. Then we perform a variant of ICP algorithm which computes the minimal distance and converges to a minima starting from the last initial solution.
Coarse alignment
Currently we are focusing on full-automatic coarse alignment procedure based on 3D face features located by curvature analysis. However, we present for these experiments a manual pre-annotation step in which the user must select more than two corresponded 3D points in the probe model and the 3D face model from the gallery. Rigid transformation (R init , t init ) including rotation R init , and translation t init is computed using the selected points. This procedure presents a good initialization stage before the final fine alignment stage using ICP. There are at least two advantages of the coarse alignment: (a) good initialization which guarantees the convergence to the global minima and (b) reducing time consuming for computing optimal solution. 
Fine alignment
Our fine alignment algorithm is based on the well-known Iterative Closet Point (ICP) algorithm [3] . It is an iterative procedure minimizing the mean square error (MSE) between points in one view and the closest points, respectively, in the other. At each iteration of the algorithm, the geometric transformation that best aligns the probe model and the 3D model from the gallery is computed. Intuitively, starting from the two sets of points P = {p i }, as a reference data, and X = {y i }, as a test data, the goal is to find the rigid transformation (R, t) which minimizes the distance between these two sets of points. The target of ICP consists in determining for each point p i of the reference set P the nearest point in the second set X within the meaning of the Euclidean distance. The rigid transformation, minimizing a least square criterion (1), is calculated and applied to the each point of P :
This procedure is alternated and iterated until convergence (i.e. stability of the minimal error). Indeed, total transformation (R, t) is updated in an incremental way as follows: for each iteration k of the algorithm: R = R k .R and t = t+t k . The criterion to be minimized in the iteration k becomes (2):
The ICP algorithm presented above always converges monotonically to a local minimum [3] . However, we can hope for a convergence to a global minimum if initialization is good. For this reason, we perform the previous coarse alignment procedure before the fine one. Figure 2 shows zooms on some regions in aligned models; here the 3D model is one neutral 3D model from the gallery whereas Figure 3 . Examples of spatial deviations and colormaps between the 2.5D requests and the 3D corresponded face from the gallery. the 2.5D model is a scan of the same subject with facial expressions. It's clear that fine alignment contributes to minimizing the distance between the points. In our implemented version of ICP, we use a set of features selected based on the tolerance level T of spatial deviation. This allows a rapid convergence of the algorithm which processes only these points and cancels points which presents spatial deviation value greater than T . In contrast, correspondence concerns all points in overlapped surfaces.
The 2.5D/3D similarity metric
ICP-based algorithm allows as the alignment of the probe and the 3D face surfaces. The face matcher which computes de similarity score between faces is based on the spatial deviation distribution of matched points in probe model and 3D face from the gallery. A histogram of distances is computed for each pair of surfaces for comparison. Figure 3 shows two histograms of distributions and the associated colormaps which present by colors in the requested model (the probe model), the distance values. The first example (genuine: frontal view with changed facial expressions) shows that the higher parts of the models are matched better than the lower parts. This is because these parts are more static than the lower ones. The distribution presents a mean value equal to 2.37mm and standard deviation equal to 1.67mm due to the deformation of the face by changes in facial expressions. In the second given example, where the request is a left profile with neutral expression of genuine model, The surface is perfectly matched to the 3D face model and distribution presents 1.75mm as mean value and 1.01mm as standard deviation.
Experiments and discussions
Until now, there is no public multi-view and registered 3D face database for testing the proposed recognition and authentication scheme. For that we have acquired a new gallery and probe datasets in order to make significant experiments for evaluation. The database consists of galley dataset with full 3D faces and test scans with variations on facial expressions, posture and lighting conditions. The provided experiments pertains to both identification and authentication problems.
Database collection
As described on the proposed paradigm section, the proposed system requires 3D full faces for performing recognition and authentication from any viewpoint. For each subject, his full 3D face is obtained by integrating three partial models. First, we acquire three scans of the subject from different viewpoints (frontal view, left and right profile views), then we register them, and finally we merge 3D shapes and texture images. All reconstructed 3D full face models have neutral expressions. They have the same number of vertices in their mesh (7000) and about 13000 triangles obtained by adaptively sub-sampling to the initial mesh (based on curvature). For the present experiments, our database includes 50 3D full faces in the gallery and 400 2.5D test models as probes. For each subject the test dataset contains 8 probe models (1 frontal, 2 profiles, 1 with controlled illumination and 4 with different expressions), as illustrated by figure 5 . The probe models have also about 7000 vertices and 13000 triangles which is a detail preserving resolution and allows the convergence of the matching 
Experimental results
The following experiments present the obtained results regarding verification and recognition tasks. 8 experiments are developed according each variation. In these experiments, similarity matrices are produced, rank-one recognition rates are comuted and evaluation ROC-DET curves are plotted. Figure 6 summerize the rank-one recognition rates (identity is found in the first rank) for each variation and the recognition rate of the whole. It presents 97.25%, for the whole set of experiments. In authentication experiments, 3 diagrams are presented: the FAR/FRR in function of the threshold, the ROC curve and the Error trade-off curve which summerize the system performance according different variations. Figure 7 shows the obtained Error-trade off curves for each experiment.
Both authentication and identification experiments, summarized by probe rank distributions and Error trade-off curves, show invariance of the presented paradigm to posture and illumination changes. However, system accuracy decreases with increasing the 3D face shape deformations. We can summarize these curves by dividing the result into three classes. The first one presents the highest recognition and authentication rates with neutral expressions and in arbitrary viewpoint ((f), (l), and (r)). The second class of results ((e), (i), and (h)) presents less high rates due to small changes in shape of the probe images (changes in illumination affects the laser-based acquisition and consequently the shape of the face). In the last class of results, we can note worse rates. Here, probes present dramatic changes in their shapes ((d), and (s)). We can conclude that the performance of the presented approach depends on shape deformations. The less the deformation is, the invariant the ICP-based approach is. In our future works we plan to integrate the ICP-based matching algorithm with a region-based metric in order to decrease the influence of mimic regions and attribute more weights to the static parts. We plan also to integrate the geodesic concept for computing distances maps. These distances maps are not affected by facial expressions, as described in [5] , in isometric surfaces. We are working also on facial feature extraction in order to automate the coarse alignment stage and compute the geodesic distances for higher recognition and authentication rates. The database collection will be also continued within the framework of the IV2 project [1]. 
