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Abstract:
Let K be a number field or a function field in one variable over a finite field, and let
K˜sep be a separable closure of K. Let C/K be a smooth, complete, connected curve. We
prove a strong theorem of Fekete-Szego¨ type for adelic sets E =
∏
v Ev on C which satisfy
local rationality conditions at finitely many places v of K, showing that under appropriate
conditions there are infinitely many points in C(K˜sep) whose conjugates all belong to Ev at
each place v. We give several variants of the theorem, including two for Berkovich curves,
and we provide examples illustrating the theorem on the projective line and on elliptic
curves, Fermat curves, and modular curves.
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Introduction
One of the gems of mid-twentieth century mathematics was Raphael Robinson’s theorem
on totally real algebraic integers in a closed interval [a, b]:
Theorem (Robinson [48], 1964). Let a < b ∈ R. If b− a > 4, then there are infinitely
many totally real algebraic integers whose conjugates all belong to the interval [a, b]. If
b− a < 4, there are only finitely many.
Four years later, he gave a criterion for the existence of totally real units in [a, b]:
Theorem (Robinson [49], 1968). Suppose 0 < a < b ∈ R satisfy the conditions
log(
b− a
4
) > 0 ,(0.1)
log(
b− a
4
) · log(b− a
4ab
)−
(
log(
√
b+
√
a√
b−√a)
)2
> 0 .(0.2)
Then there are infinitely many totally real units α whose conjugates all belong to [a, b]. If
either inequality is reversed, there are only finitely many.
David Cantor’s “Fekete-Szego¨ theorem with splitting conditions” on the projective line
([14], 1980) formulated Robinson’s theorems adelically and set them in a potential-theoretic
framework. In this work we generalize the Fekete-Szego¨ theorem with splitting conditions
to algebraic curves. Below we state the theorem, recall some history, and outline its proof.
Let K be a global field, that is, a number field or a finite extension of Fp(T ) for some
prime p. Let K˜ be a fixed algebraic closure of K, and let K˜sep ⊆ K˜ be the separable closure
ofK. We will write Aut(K˜/K) for the group of automorphisms Aut(K˜/K) ∼= Gal(K˜sep/K).
Let MK be the set of all places of K. For each v ∈ MK , let Kv be the completion
of K at v, let K˜v be an algebraic closure of Kv, and let Cv be the completion of K˜v.
We will write Autc(Cv/Kv) for the group of continuous automorphisms of Cv/Kv; thus
Autc(Cv/Kv) ∼= Aut(K˜v/Kv) ∼= Gal(K˜sepv /Kv).
Let C/K be a smooth, geometrically integral, projective curve. Given a field F con-
taining K, put CF = C ×K Spec(F ) and write C(F ) for the set of F -rational points
HomF (Spec(F ), CF ); write F (C) for its function field. When F = Kv, write Cv for CKv .
Let X = {x1, . . . , xm} be a finite, galois-stable set points of C(K˜), and let E = EK =∏
v∈MK Ev be a K-rational adelic set for C, that is, a product of sets Ev ⊂ Cv(Cv) such
that each Ev is stable under Autc(Cv/Kv). For each v, fix an embedding K˜ →֒ Cv over
K, inducing an embedding C(K˜) →֒ Cv(Cv). In this way X can be regarded as a subset
of Cv(Cv): since X is galois-stable, its image is well-defined, independent of the choice of
embedding. The same is true for any other galois-stable set of points in C(K˜), for instance,
the set of Aut(K˜/K)-conjugates of a given point α ∈ C(K˜).
v
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We will call a set Ev ⊂ Cv(Cv) an RL-domain (‘Rational Lemniscate Domain’) if there is
a nonconstant rational function fv(z) ∈ Cv(Cv) such that Ev = {z ∈ Cv(Cv) : |fv(z)|v ≤ 1}.
This terminology is due to Cantor. By combining ([26], Satz 2.2) with ([51], Corollary
4.2.14), one sees that a set is an RL-domain if and only if it is a strict affinoid subdomain
of Cv(Cv), in the sense of rigid analysis.
Fix an embedding C →֒ PNK = PN/Spec(K) for an appropriate N , and equip PNK with
a system of homogeneous coordinates. For each nonarchimedean v, this data determines
a model Cv/Spec(Ov). There is a natural metric ‖x, y‖v on PNv (Cv): the chordal distance
associated to the Fubini-Study metric, if v is archimedean; the v-adic spherical metric,
if v is nonarchimedean (see §3.4 below). The metric ‖x, y‖v induces the v-topology on
Cv(Cv). Given a ∈ Cv(Cv) and r > 0, we write B(a, r)− = {z ∈ Cv(Cv) : ‖z, a‖v < r} and
B(a, r) = {z ∈ Cv(Cv) : ‖z, a‖v ≤ r} for the corresponding ‘open’ and ‘closed’ balls.
Definition 0.1. If v is a nonarchimedean place ofK, a set Ev ⊂ Cv(Cv) will be called X-
trivial if Cv has good reduction at v, if the points of X specialize to distinct points (mod v),
and if Ev = Cv(Cv)\
⋃m
i=1B(xi, 1)
−.
Definition 0.2. An adelic set E =
∏
v∈MK Ev ⊂
∏
v∈MK Cv(Cv) will be called compat-
ible with X if the following conditions hold:
(1) Each Ev is bounded away from X in the v-topology;
(2) For all but finitely many v, Ev is X-trivial.
If Ev is X-trivial, it consists of all points of Cv(Cv) which are X-integral at v for the
model Cv, i.e. which specialize to points complementary to X (mod v). If Ev is X-trivial,
it an RL-domain and is stable under Autc(Cv/Kv). The property of compatibility is
independent of the embedding C →֒ PNK and the choice of coordinates on PNK .
There is a potential-theoretic measure of size for the adelic set E relative to the set of
global points X: the Cantor capacity γ(E,X), defined in (0.10) below. Our main result is:
Theorem 0.3 (Fekete-Szego¨ Theorem with Local Rationality Conditions, producing
points in E). Let K be a global field, and let C/K be a smooth, geometrically integral,
projective curve. Let X = {x1, . . . , xm} ⊂ C(K˜) be a finite set of points stable under
Aut(K˜/K), and let E =
∏
v Ev ⊂
∏
v Cv(Cv) be an adelic set compatible with X. Let
S ⊂MK be a finite set of places v, containing all archimedean v, such that Ev is X-trivial
for each v /∈ S.
Assume that γ(E,X) > 1. Assume also that Ev has the following form, for each v ∈ S:
(A) If v is archimedean and Kv ∼= C, then Ev is compact, and is a finite union of sets
Ev,ℓ, each of which is the closure of its Cv(C)-interior and has a piecewise smooth boundary;
(B) If v is archimedean and Kv ∼= R, then Ev is compact, stable under complex conju-
gation, and is a finite union of sets Ev,ℓ, where each Ev,ℓ is either
(1) the closure of its Cv(C)-interior and has a piecewise smooth boundary, or
(2) is a compact, connected subset of Cv(R);
(C) If v is nonarchimedean, then Ev is stable under Autc(Cv/Kv) and is a finite union
of sets Ev,ℓ, where each Ev,ℓ is either
(1) an RL-domain or a ball B(aℓ, rℓ), or
(2) is compact and has the form Cv(Fwℓ)∩B(aℓ, rℓ) for some finite separable extension
Fwℓ/Kv in Cv, and some ball B(aℓ, rℓ).
Then there are infinitely many points α ∈ C(K˜sep) such that for each v ∈ MK , the
Aut(K˜/K)-conjugates of α all belong to Ev.
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Note that for a given v, the extensions Fwℓ/Kv need not be galois, the sets Ev,ℓ may
overlap, and sets Ev,ℓ of more than one type (intervals, sets with nonempty interior, RL-
domains, balls, compact sets) may occur. The main content of the theorem is the satisfia-
bility of the local rationality conditions (the fact that the Ev,ℓ can be taken to be subsets
of the Cv(Fw,ℓ) and the conjugates belong to Ev, for each v); the Fekete-Szego¨ theorem
without local rationality conditions, which constructs points α whose conjugates belong
to arbitrarily small Cv(Cv) neighborhoods of Ev, was proved in ([51], Theorem 6.3.2). In
§2.4 we provide examples due to Daeshik Park, showing the need for the hypothesis of
separability for the extensions Fwℓ/Kv in (C2) of the theorem.
Suppose that in the theorem, for each v ∈ S we have Ev ⊂ Cv(Kv). Then for each
v ∈ S, the conjugates of α belong to Cv(Kv), which means that v splits completely in K(α).
In this case, we speak of “the Fekete-Szego¨ theorem with splitting conditions”.
Often it is the corollaries of a theorem, which are weaker but easier to apply, that are
most useful. The following consequence of the Fekete-Szego¨ theorem with local rationality
conditions strengthens Laurent Moret-Bailly’s theorem on “Incomplete Skolem Problems”
([39] The´ore`me 1.3, p.182) for curves, but does not require evaluating capacities.
Corollary 0.4 (Fekete-Szego¨ with LRC, for Incomplete Skolem Problems). Let K
be a global field, and let A/K be a geometrically integral (possibly singular) affine curve,
embedded in AN for some N . Let z1, . . . , zN be the coordinates on A
N ; given a place v of
K and a point P ∈ AN (Cv), write ‖P‖v = max(|z1(P )|v , . . . , |zN (P )|v).
Fix a place v0 of K, and let S ⊂ MK\{v0} be a finite set of places containing all
archimedean v 6= v0. For each v ∈ S, let a nonempty set Ev ⊂ Av(Cv) satisfying condition
(A), (B) or (C) of Theorem 0.3 be given, and put ES =
∏
v∈S Ev. Assume that for each
v ∈ MK\(S ∪ {v0}) there is a point P ∈ A(Cv) with ‖P‖v ≤ 1. Then there is a constant
C = C(A,ES, v0) such that there are infinitely many points α ∈ A(K˜sep) for which
(1) for each v ∈ S, all the conjugates of α in Av(Cv) belong to Ev;
(2) for each v ∈ MK\(S∪{v0}), all the conjugates of α in Av(Cv) satisfy ‖σ(α)‖v0 ≤ 1;
(3) for v = v0, all the conjugates of α in Av0(Cv0) satisfy ‖σ(α)‖v0 ≤ C.
In Chapter 1 below, we will give several variants of Theorem 0.3, including one involving
“quasi-neighborhoods” analogous to the classical theorem of Fekete and Szego¨, one for more
general sets E using the inner Cantor capacity γ(E,X), and two for sets on Berkovich curves.
Theorem 0.3, Corollary 0.4, and the variants in Chapter 1 will be proved in Chapter 4.
Some History
The original theorem of Fekete and Szego¨ ([25], 1955) said that if E ⊂ C is a compact
set, stable under complex conjugation, with logarithmic capacity γ∞(E) > 1, then every
neighborhood U of E contains infinitely many conjugates sets of algebraic integers. (The
neighborhood U is needed to ‘fatten’ sets like a circle E = C(0, r) with transcendental
radius r, which contain no algebraic numbers.)
A decade later Raphael Robinson gave the generalizations of the Fekete-Szego¨ theo-
rem for totally real algebraic integers and totally real units stated above. Independently,
Bertrandias gave an adelic generalization of the Fekete-Szego¨ theorem concerning algebraic
integers with conjugates near sets Ep at a finite number of p-adic places as well as the
archimedean place (see Amice [3], 1975).
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In the 1970’s David Cantor carried out an investigation of capacities on P1 dealing
with all three themes: incorporating local rationality conditions, requiring integrality with
respect to multiple poles, and formulating the theory adelically. In a series of papers
culminating with ([16], 1980), he introduced the Cantor capacity γ(E,X), which he called
the extended transfinite diameter.
Cantor’s capacity γ(E,X) is defined by means of a minimax property which encodes
a finite collection of linear inequalities; its definition is given in (0.10) below. The points
in X will be called the poles for the capacity. In the special case where C = P1 and
X = {0,∞}, Cantor’s conditions are equivalent those in Robinson’s unit theorem. Among
the applications Cantor gave in ([16]) were generalizations of the Po´lya-Carlson theorem and
Fekete’s theorem, and the Fekete-Szego¨ theorem with splitting conditions. Unfortunately,
as noted in ([53]), the proof of the satisfiability of the splitting conditions had gaps.
In the 1980’s the author ([51]) extended Cantor’s theory to curves of arbitrary genus,
and proved the Fekete-Szego¨ theorem on curves, without splitting conditions. As an ap-
plication he obtained a local-global principle for the existence of algebraic integer points
on absolutely irreducible affine algebraic varieties ([55]), which had been conjectured by
Cantor and Roquette ([17]).
Moret-Bailly and Szpiro recognized that the theory of capacities (which imposes condi-
tions at all places) was stronger than was needed for the existence of integral points. They
reformulated the local-global principle in scheme-theoretic language as an “Existence Theo-
rem” for algebraic integer points, and gave a much simpler proof. Moret-Bailly subsequently
gave far-reaching generalizations of the Existence Theorem ([38], [39], [40]), which allowed
imposition of Fw-rationality conditions at a finite number of places, for a finite galois ex-
tension Fw/Kv , and applied to algebraic stacks as well as schemes. However, the method
required that there be at least one place v0 where no conditions are imposed. Roquette,
Green, and Pop ([50]) independently proved the Existence Theorem with Fw-rationality
conditions, and Green, Matignon, and Pop ([30]) have given very general conditions on
the base field K for such theorems to hold. Rumely ([55]), van den Dries ([66]), Prestel-
Schmidt ([47]), and others have given applications of these results to decision procedures
in mathematical logic.
Recently Tamagawa ([63]) proved an extension of the Existence Theorem in charac-
teristic p, which produces points that are unramified outside v0 and the places where the
Fw-rationality conditions are imposed.
The Fekete-Szego¨ theorem with local rationality conditions constructs algebraic numbers
satisfying conditions at all places. At its core it is analytic in character, while the Existence
Theorem is algebraic. The proof of the Fekete-Szego¨ theorem involves a process called
“patching”, which takes an initial collection of local functions fv(z) ∈ Kv(C) with poles
supported on X and roots in Ev for each v, and constructs a global function G(z) ∈ K(C)
(of much higher degree) with poles supported on X, whose roots belong to Ev for all v. In
his doctoral thesis, Pascal Autissier ([6]) gave a reformulation of the patching process in
the context of Arakelov theory.
In ([52], [53]) the author proved the Fekete-Szego¨ theorem with splitting conditions
for sets E in P1, when X = {∞}. Those papers developed a method for carrying out
the patching process in the p-adic compact case, and introduced a technique for patching
together archimedean and nonarchimedean polynomials over number fields.
When C = P1/K, with K a finite extension of Fp(T ), the Fekete-Szego¨ theorem with
splitting conditions was established in the doctoral thesis of Daeshik Park ([45]).
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A Sketch of the Proof of the Fekete-Szego¨ Theorem
In outline, the proof of the classical Fekete-Szego¨ theorem ([25], 1955) is as follows. Let a
compact set E ⊂ C and a complex neighborhood U of E be given. Assume E is stable under
complex conjugation, and has logarithmic capacity γ∞(E) > 1. For simplicity, assume also
that the boundary of E is piecewise smooth and the complement of E is connected.
Under these assumptions, there is a real-valued function G(z,∞;E), called the Green’s
function of E respect to ∞, which is continuous on C, 0 on E, harmonic and positive in
C\E, and has the property that G(z,∞;E) − log(|z|) is bounded as z → ∞. (We write
log(x) for ln(x).) The theorem on removable singularities for harmonic functions shows that
the Robin constant, defined by
V∞(E) = lim
z→∞G(z,∞;E) − log(|z|) ,
exists. By definition γ∞(E) = e−V∞(E); our assumption that γ∞(E) > 1 means V∞(E) < 0.
It can be shown that V∞(E) is the minimum possible value of the ‘energy integral’
I∞(ν) =
∫∫
E×E
− log(|z −w|) dν(z)dν(w)
as ν ranges over all probability measures supported on E. There is a unique probability
measure µ∞ on E, called the equilibrium distribution of E with respect to ∞, for which
V∞(E) =
∫∫
E×E
− log(|z − w|) dµ∞(z)dµ∞(w) .
The Green’s function is related to the equilibrium distribution by
G(z,∞;E) − V∞(E) =
∫
E
log(|z − w|) dµ∞(w) .
Because of its uniqueness, the measure µ∞ is stable under complex conjugation. Taking
a suitable discrete approximation µN =
1
N
∑N
i=1 δxi(z) to µ∞, stable under complex conju-
gation, one obtains a monic polynomial f(z) =
∏N
i=1(z − xi) ∈ R[z] such that 1N log(|f(z)|)
approximates G(z,∞, E)−V∞(E) very well outside U . If the approximation is good enough,
then since V∞(E) < 0, there will be an ε > 0 such that log(|f(z)|) > ε outside U .
One then uses the polynomial f(z) ∈ R[z] to construct a monic polynomial G(z) ∈ Z[z]
of much higher degree, which has properties similar to those of f(z). The construction is as
follows. By adjusting the coefficients of f(z) to be rational numbers and using continuity,
one first obtains a polynomial f(z) ∈ Q[z]. and an R > 1 such that |f(z)| ≥ R outside
U . For suitably chosen n, the multinomial theorem implies that f(z)n will have a pre-
designated number of high-order coefficients in Z. By successively modifying the remaining
coefficients of G(0)(z) := P (z)n from highest to lowest order, writing k = mN + r and
adding δk · zrP (z)m to change akzk with ak ∈ R to (ak + δk)zk with ak + δk ∈ Z (the
“patching” process), one obtains the desired polynomial G(z) = G(n)(z) ∈ Z[z]. One uses
the polynomials δkz
rφ(z)m in patching, rather than simply the monomials δkz
k, in order to
control the sup-norms ‖zrφ(z)m‖E . Each adjustment changes all the coefficients of order k
and lower, but leaves the higher coefficients unchanged. Using a geometric series estimate
to show that |G(z)| > 1 outside U , one concludes that G(z) has all its roots in U . The
algebraic integers produced by the classical Fekete-Szego¨ theorem are the roots of G(z)ℓ−1
for ℓ = 1, 2, 3, . . ..
x INTRODUCTION
The proof of the Fekete-Szego¨ theorem with local rationality conditions follows the same
pattern, but with many complications. These arise from working on curves of arbitrary
genus, from arranging that the zeros avoid the finite set X = {x1, . . . , xm} instead of a
single point, from working adelically, and from imposing the local rationality conditions.
We will now sketch the proof in the situation where Ev ⊂ Cv(Kv) for each v ∈ S. The
proof begins reducing the theorem to a setting where one is given a Cv(Cv)-neighborhood
Uv of Ev for each v, with Uv = Ev if v /∈ S, and one must construct points α ∈ C(K˜sep)
whose conjugates belong to Uv ∩ Cv(Kv) for each v ∈ S, and to Uv for each v /∈ S. The
strategy is to construct rational functions G(z) ∈ K(C) with poles supported on X, whose
zeros have the property above.
One first constructs an ‘initial approximating function’ fv(z) ∈ Kv(C) for each v ∈ S.
Each fv(z) has poles supported on X and zeros in Uv, with the zeros in Cv(Kv) if v ∈ S. All
the fv(z) have the same degreeN , and they have the property that outside Uv the logarithms
logv(|f(z)|v closely approximate a weighted sum of Green’s functions G(z, xi;Ev). The
weights are determined by E and X, through the definition of the Cantor capacity.
The construction of the initial approximating functions is one of the hardest parts of
the proof. When working on curves of positive genus, one cannot simply take a discrete
approximation to the equilibrium distribution, but must arrange that the divisor whose
zeros come from that approximation and whose poles have the prespecified orders on the
points in X, is principal. For places v ∈ S there are additional constraints. When Kv ∼= R
and Ev ⊂ Cv(R), one must assure that fv(z) is real-valued and oscillates between large
positive and negative values on Ev (a property like that of Chebyshev polynomials, first
exploited by Robinson). In this work, we give a general potential-theoretic construction
of oscillating functions. When Kv is nonarchimedean and Ev ⊂ Cv(Kv), one must arrange
that the zeros of fv(z) belong to Uv ∩ Cv(Kv) and are uniformly distributed with respect
to a certain generalized equilibrium measure. Both cases are treated by constructing a
nonprincipal divisor with the necessary properties, and then carefully moving some of its
zeros to obtain a principal divisor. In this construction, the ‘canonical distance function’
[x, y]ζ , introduced in ([51], §2.1), plays an essential role: given a divisor D of degree 0, the
canonical distance tells what the v-adic absolute of a function with divisor D ‘would be’, if
such a function were to exist.
A further complication is that for archimedean v, one must arrange that the leading
coefficients of the Laurent expansions of fv(z) at the points xi ∈ X have a property of
‘independent variability’. WhenKv ∼= C, this was established in ([51]) by using a convexity
property of harmonic functions. When Kv ∼= R, we prove it by a continuity argument
ultimately resting on the Brouwer Fixed Point theorem.
Once the initial approximating functions fv(z) have been constructed, we modify them
to obtain ‘coherent approximating functions’ φv(z) with specified leading coefficients, us-
ing global considerations. We then use the φv(z) to construct ‘initial patching functions’
G
(0)
v (z) ∈ Kv(C) of much higher degree which still have their zeros in Uv (and in Cv(Kv),
for v ∈ S). The G(0)v (z) are obtained by raising the φv(z) to high powers, or by composing
them with Chebyshev polynomials or generalized Stirling polynomials if v ∈ S. (This idea
goes back to Cantor [16].)
We next “patch” the functions G
(0)
v (z), inductively constructing Kv-rational functions
(G
(k)
v (z))v∈S , k = 1, 2, . . . , n, for which more and more of the high order Laurent coefficients
(relative to the points in X) are K-rational and independent of v. In the patching process,
THE DEFINITION OF THE CANTOR CAPACITY xi
we take care that the roots of G
(k)
v (z) belong to Uv for all v, and belong to Cv(Kv) for each
v ∈ S. In then end we obtain a global K-rational function G(n)(z) = G(n)v (z) independent
of v, which “looks like” G
(0)
v (z) at each v ∈ S.
The patching process has two aspects, global and local.
The global aspect concerns achieving K-rationality for G(z), while assuring that its
roots remain outside the balls Bv(xi, 1)
− for the infinitely many v where Ev is X-trivial.
It is necessary to carry out the patching process in a galois-invariant way. For this, we
construct an Aut(K˜/K)-equivariant basis for the space of functions in K(C) with poles
supported on X, and arrange that when the functions G
(k)
v (z) are expanded relative to this
basis, their coefficients are equivariant under Autc(Cv/Kv).
The most delicate step involves patching the leading coefficients: one must arrange that
they be S-units (the analogue of monicity in the classical case). The argument can succeed
only if the orders of the poles of the fv(z) at the xi lie in a prescribed ratio to each other.
The existence of such a ratio is intimately related to the fact that γ(E,X) > 1, and is at
the heart of the definition of the Cantor capacity, as will be explained below.
The remaining coefficients must be patched to be S-integers. As in the classical case,
patching the high-order coefficients presents special difficulties. In general there are both
archimedean and nonarchimedean places in S. It is no longer possible to use continuity and
the multinomial theorem as in the classical case; instead, we use a phenomenon of ‘magni-
fication’ at the archimedean places, first applied in ([53]), together with a phenomenon of
‘contraction’ at the nonarchimedean places. In the function field case, additional compli-
cations arise from inseparability issues. A different method is used to patch the high order
coefficients than in the number field case: in the construction of initial patching functions,
we arrange that the high order coefficients are all 0, and that the patching process for the
leading coefficients preserves this property.
The local aspect of the patching process consists of giving ‘confinement arguments’
showing how to keep the roots of the G
(k)
v (z) in the sets Ev, while modifying the Laurent
coefficients. Four confinement arguments are required, corresponding to the cases Kv ∼= C,
Kv ∼= R with Ev ⊂ Cv(R), Kv nonarchimedean with Ev being an RL-domain, and Kv
nonarchimedean with Ev ⊂ Cv(Kv). The confinement arguments in first and third case are
adapted from ([51]), and those in the second and fourth case are generalizations of those
in ([53]). The fourth case involves locally expanding the functions G
(k)
v (z) as v-adic power
series, and extending the Newton polygon construction in ([53]) from polynomials to power
series. A crucial step involves moving apart roots which have come close to each other.
This requires the theory of the Universal Function developed in Appendix C, and the local
action of the Jacobian developed Appendix D.
The Definition of the Cantor Capacity
We next discuss the Cantor capacity γ(E,X), which is treated more fully in ([51], §5.1).
Our purpose here is to explain its meaning and its role in the proof of the Fekete-Szego¨
theorem. First, we will need some notation.
If v is archimedean, write logv(x) = ln(x). If v is nonarchimedean, let qv be the order
of the residue field of Kv , and write logv(x) for the logarithm to the base qv.
Let qv = e if Kv ∼= R and qv = e2 if Kv ∼= C.
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Define normalized absolute values on the Kv by letting |x|v = |x| if v is archimedean,
and taking |x|v to be the the modulus of additive Haar measure if v is nonarchimedean.
For 0 6= κ ∈ K, the product formula reads∑
v
logv(|κ|v) log(qv) = 0 .
Each absolute value has a unique extension to Cv, which we continue to denote by |x|v .
For each ζ ∈ Cv(Cv), the canonical distance [z, w]ζ on Cv(Cv)\{ζ} (constructed in §2.1
of [51]) plays a role in the definition of γ(E,X) similar to the role of the usual absolute value
|z − w| on P1(C)\{∞} for the classical logarithmic capacity γ(E). The canonical distance
is a symmetric, real-valued, non-negative function of z, w ∈ Cv(Cv), with [z, w]ζ = 0 if and
only if z = w. For each w, it has a “simple pole” as z → ζ. It is uniquely determined up to
scaling by a constant. The constant can be specified by choosing a uniformizing parameter
gζ(z) ∈ Cv(C) at z = ζ, and requiring that
(0.3) lim
z→ζ
[z, w]ζ · |gζ(z)|v = 1
for each w. One definition of the canonical distance is that for each w,
[z, w]ζ = lim
n→∞ |fn(z)|
1/deg(fn)
v
where the limit is taken over any sequence of functions fn(z) ∈ Cv(C) having poles only at
ζ whose zeros approach w, normalized so that
lim
z→ζ
|fn(z)gζ(z)deg(fn)|v = 1 .
A key property of [z, w]ζ is that it can be used to factor the absolute value of a rational
function in terms of its divisor: for each f(z) ∈ Cv(C), there is a constant C(f) such that
|f(z)|v = C(f) ·
∏
x 6=ζ
[z, x]
ordx(f)
ζ
for all z 6= ζ. For this reason, it is ‘right’ kernel for use in arithmetic potential theory.
The Cantor capacity is defined in terms of Green’s functionsG(z, xi;Ev). We first intro-
duce the Green’s function for compact sets Hv ⊂ Cv(Cv), where there is a potential-theoretic
construction like the one in the classical case. Suppose ζ /∈ Hv. For each probability measure
ν supported on Hv, consider the energy integral
Iζ(ν) =
∫∫
Hv×Hv
− logv([z, w]ζ) dν(z)dν(w) .
Define the Robin constant
(0.4) Vζ(Hv) = inf
ν
Iζ(ν) .
It can be shown that either Vζ(Hv) < ∞ for all ζ /∈ Ev, or Vζ(Hv) =∞ for all ζ /∈ Ev (see
Lemma 3.15). In the first case we say that Hv has positive inner capacity, and the second
case that it has inner capacity 0.
If Hv has positive inner capacity, there is a unique probability measure µζ on Hv which
achieves the infimum in (0.4). It is called the equilibrium distribution of Hv with respect
to ζ. We define the Green’s function by
(0.5) G(z, ζ;Hv) = Vζ(Hv) +
∫
Hv
logv([z, w]ζ ) dµζ(w) .
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It is non-negative and has a logarithmic pole as z → ζ. If Hv has inner capacity 0, we put
G(z, ζ;Hv) =∞ for all z, ζ.
The Green’s function is symmetric for z, ζ /∈ Hv, and is monotone decreasing in the set
Hv: for compact sets Hv ⊂ H ′v, and z, ζ /∈ E′v
(0.6) G(z, ζ;Hv) ≥ G(z, ζ;H ′v) .
If Hv has positive inner capacity, then for each neighborhood U ⊃ Hv, and each ε > 0,
by taking a suitable discrete approximation to µζ , one sees that there are an N > 0 and a
function fv(z) ∈ Cv(C) of degree N , with zeros in U and a pole of order N at ζ, such that
|G(z, ζ;Hv)− 1
N
logv(|fv(z)|v)| < ε
for all z ∈ Cv(Cv)\(U ∪ {ζ}).
In [51], Green’s functions G(z, ζ;Ev) are defined for compact sets Ev in the archimedean
case, and by a process of taking limits, for ‘algebraically capacitable’ sets in the nonar-
chimedean case. Algebraically capacitable sets include all sets that are finite unions of
compact sets and affinoid sets; see ([51], Theorem 4.3.11). In particular, the sets Ev in
Theorem 0.3 are algebraically capacitable.
We next define local and global ‘Green’s matrices’. Let L/K be a finite normal exten-
sion containing K(X). For each place v of K and each w of L with w|v, after fixing an
isomorphism Cw ∼= Cv, we can pull back Ev to a set Ew ⊂ Cw(Cw). The set Ew is inde-
pendent of the isomorphism chosen, since Ev is stable under Autc(Cv/Kv). If we identify
Cv(Cv) and Cw(Cw), then for z, ζ /∈ Ev
(0.7) G(z, ζ;Ew) log(qw) = [Lw : Kv] ·G(z, ζ;Ev) log(qv) .
For each xi ∈ X, fix a global uniformizing parameter gxi(x) ∈ L(C) and use it to define
the upper Robin constants Vxi(Ew) for all w. For each w, let the ‘local upper Green’s
matrix’ be
(0.8) Γ(Ew,X) =

Vx1(Ew) G(x1, x2;Ew) · · · G(x1, xm;Ew)
G(x2, x1;Ew) Vx2(Ew) · · · G(x2, xm;Ew)
...
...
. . .
...
G(xm, x1;Ew) G(xm, x2;Ew) · · · Vxm(Ew)
 .
Symmetrizing over the places of L, define the ‘global Green’s matrix’ by
(0.9) Γ(E,X) =
1
[L : K]
∑
w∈ML
Γ(Ew,X) log(qw) .
If E is compatible with X, the sum defining Γ(E,X) is finite. By the product formula,
Γ(E,X) is independent of the choice of the gxi(z). By (0.7) it is independent of the choice
of L.
The global Green’s matrix is symmetric and non-negative off the diagonal. Its entries
are finite if and only if each Ev has positive inner capacity.
Finally, for each K-rational E compatible with X, we define the Cantor capacity to be
(0.10) γ(E,X) = e−V (E,X) ,
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where V (E,X) = val(Γ(E,X)) is the value of Γ(E,X) as a matrix game. Here, for any m×m
real-valued matrix Γ,
(0.11) val(Γ) = max
~s∈Pm
min
~r∈Pm
t~sΓ~r
where Pm = {t(s1, . . . , sm) ∈ Rm : s1, . . . , sm ≥ 0,
∑
si = 1} is the set of m-dimensional
‘probability vectors’. Clearly γ(E,X) > 0 if and only if each Ev has positive inner capacity.
The hidden fact behind the definition is that val(Γ) is a function of matrices which, for
symmetric real matrices Γ which are non-negative off the diagonal, is negative if and only
if Γ is negative definite: this is a consequence of Frobenius’ Theorem (see ([51], p.328 and
p.331) and ([28], p.53). Thus, γ(E,X) > 1 if and only if Γ(E,X) is negative definite.
If Γ(E,X) is negative definite, there is a unique probability vector ŝ = t(ŝ1, . . . , ŝm) such
that
(0.12) Γ(E,X) ŝ =
 V̂...
V̂

has all its coordinates equal. From the definition of val(Γ), it follows that V̂ = V (E,X) < 0.
For simplicity, assume in what follows that ŝ has rational coordinates (in general, this fails;
overcoming the failure is a major difficulty in the proof).
The probability vector ŝ determines the relative orders of the poles of the function G(z)
constructed in the Fekete-Szego¨ theorem. The idea is that the initial local approximating
functions fv(z) should have polar divisor
∑m
i=1Nŝi(xi) for some N , and be such that for
each v, outside the given neighborhood Uv of Ev
1
N
logv(|fv(z)|v) =
m∑
j=1
G(z, xj ;Ev)ŝj .
(At archimedean places, this will only hold asymptotically as z → xi, for each xi.) The fact
that the coordinates of Γ(E,X)ŝ are equal means it is possible to scale the fv(z) so that in
their Laurent expansions at xi, the leading coefficients cv,i satisfy∑
v
logv(|cv,i|v) log(qv) = 0
compatible with the product formula, allowing the patching process to begin. Reversing
this chain of ideas lead Cantor to his definition of the capacity.
For readers familiar with intersection theory, we remark that an Arakelov-like adelic
intersection theory for curves was constructed in ([56]). The arithmetic divisors in that
theory include all pairs D = (D, {G(z,D;Ev)}v∈MK ) whereD =
∑m
i=1 si(xi) is aK-rational
divisor on C with real coefficients and G(z,D;Ev) =
∑
i=1 siG(z, xi;Ev). If ~s = ŝ is the
probability vector constructed in (0.12), then relative to that intersection theory
V (E,X) = t~sΓ(E,X)~s = D · D < 0 .
As noted by Moret-Bailly, this says that the Fekete-Szego¨ Theorem with local rationality
conditions can be viewed as a kind of arithmetic contractibility theorem.
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Outline of the Manuscript
In this section we outline the contents and main ideas of the work.
This Introduction, and Chapters 1 and 2, are expository, intended to give perspective on
the Fekete-Szego¨ theorem. In the Introduction we have recalled history, sketched the proofs
of the classical Fekete-Szego¨ theorem and Theorem 0.3, and defined the Cantor capacity.
In Chapter 1 we state six variants of the theorem, which extend it in different directions.
These include a version producing points in ‘quasi-neighborhoods’ of E, generalizing the
classical Fekete-Szego¨ theorem; a version producing points in E under weaker conditions
than those of Theorem 0.3; a version which imposes ramification conditions at finitely
many primes outside S; a version for algebraically capacitable sets which expresses the
Fekete/Fekete-Szego¨ dichotomy in terms of the global Green’s matrix Γ(E,X); and two
versions for Berkovich curves.
In Chapter 2 we give numerical examples illustrating the theorem on P1, elliptic curves,
Fermat curves, and modular curves. We begin by proving several formulas for capacities and
Green’s functions of archimedean and nonarchimedean sets, aiming to collect formulas useful
for applications and going beyond those tabulated in ([51], Chapter 5). In the archimedean
case, we give formulas for capacities and Green’s functions of one, two, and arbitrarily
many intervals in R. The formulas for two intervals involve classical theta-functions, and
those for multiple intervals (due to Harold Widom) involve hyperelliptic integrals. In the
nonarchimedean case we give a general algorithm for computing capacities of compact sets.
We determine the capacities and Green’s functions of rings of integers, groups of units, and
bounded tori in local fields. We also give the first known computation of a capacity of a
nonarchimedean set where the Robin constant is not a rational number.
In the global case, we give numerical criteria for the existence/non-existence of infinitely
many algebraic integers and units satisfying various geometric conditions. The existence
of such criteria, for which the prototypes are Robinson’s theorems for totally real algebraic
integers and units, is one of the attractive features of the subject. In applying a general
theorem like the Fekete-Szego¨ theorem with local rationality conditions, it is often necessary
to make clever reductions in order to obtain interesting results, and we have tried to give
examples illustrating some of the reduction methods that can be used.
Our results for elliptic curves include a complete determination of the capacities (relative
to the origin) of the integral points on Weierstrass models and Ne´ron models. Our results
for Fermat curves are based on McCallum’s determination of the special fibre for a regular
model of the Fermat curve Fp over Qp(ζp). They show how the geometry of the model (in
particular the number of ‘tame curves’ in the special fibre) is reflected in the arithmetic
of the curve. Our results for the modular curves X0(p) use the Deligne-Rapoport model.
In combination, they illustrate a general principle that it is usually possible to compute
nonarchimedean local capacities on a curve of higher genus, if a regular model of the curve
is known.
Beginning with Chapter 3, we develop the theory rigorously.
Chapter 3 covers notation, conventions, and foundational material about capacities and
Green’s functions used throughout the work. An important notion is the (X, ~s)-canonical
distance [z, w]X,~s. Given a curve C/K and a place v of K, we will be interested in construct-
ing rational functions f ∈ Cv(Cv) whose poles are supported on a finite set X = {x1, . . . , xm}
and whose polar divisor is proportional to
∑m
i=1 si(xi), where ~s = (s1, . . . , sm) is a fixed
probability vector. The (X, ~s)-canonical distance enables to treat |f(z)|v like the absolute
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value of a polynomial, factoring it in terms of the zero divisor of f as
|f(z)|v = C(f) ·
∏
zeros αi of f
[z, αi]X,~s .
Furthermore, the product on the right – which we call an (X, ~s)-pseudopolynomial – is
defined and continuous even for divisors which are not principal. This lets us separate
analytic and algebraic issues in the construction of f .
Put L = K(X) = K(x1, . . . , xm), and let L
sep be the separable closure of K in L.
Another important technical tool from Chapter 3 are the L-rational and Lsep-rational bases.
These are multiplicatively finitely generated sets of functions which can be used to expand
rational functions with poles supported on X, much like the monomials 1, z, z2, . . . can
be used to expand polynomials. As their names indicate, the functions in the L-rational
basis are defined over L, and those in the Lsep-rational basis are defined over Lsep. The
construction arranges that the transition matrix between the two bases is block diagonal,
hence has bounded norm at each place w of L.
In Chapter 4 we state a version of the Fekete-Szego¨ theorem with local rationality
conditions for “Kv-simple sets” (Theorem 4.2), and we reduce Theorem 0.3, Corollary 0.4,
and the variants stated in Chapter 1 to it. The rest of the manuscript (Chapters 5 – 11 and
Appendices A – D) is devoted to the proof of Theorem 4.2.
Chapters 5 and 6 construct the “initial approximating functions” needed for Theorem
4.2. Four constructions are needed: for archimedean sets Ev ⊂ Cv(C) when the ground
field is C and R, and for nonarchimedean sets Ev ⊂ Cv(Cv) which are RL-domains or are
compact. The first and third were done in ([51]); the second and fourth are done here.
The probability vector ~s ultimately used in the construction is determined by E and
X, through the global Green’s matrix Γ(E,X). This means that for each Ev, the local
constructions must be carried out in a uniform way for all ~s. In Appendix A we develop
potential theory with respect to the kernel [z, w]X,~s. It turns out that there are (X, ~s)-
capacities, (X, ~s)-Green’s functions, and (X, ~s)-equilibrium distributions with properties
analogous to the corresponding objects in classical potential theory. The initial approxi-
mating functions are (X, ~s)-functions whose normalized logarithms deg(f)−1 logv(|f(z)|v)
closely approximate the (X, ~s)-Green’s function outside a neighborhood of Ev, and whose
zeros are roughly equidistributed like the (X, ~s)-equilibrium distribution.
Chapter 5 deals with the construction of initial approximating functions f(z) ∈ R(Cv)
when the ground field Kv is R, for galois-stable sets Ev ⊂ Cv(C) which are finite unions of
intervals in Cv(R) and closed sets in Cv(C) with piecewise smooth boundaries. The desired
functions must oscillate with large magnitude on the real intervals. The construction has
two parts: a potential-theoretic part carried out in Appendix B, which constructs ‘(X, ~s)
pseudo-polynomials’ whose absolute value behaves like that of a Chebyshev polynomial, and
an algebraic part which involves adjusting the divisor of the pseudo-polynomial to make it
principal. The first part of the argument requires subdividing the real intervals into ‘short’
segments, where the notion of shortness depends only on the deviation of the canonical
distance [z, w]X,~s from |z −w| in local coordinates, and is uniform over compact sets. The
second part of the argument uses a variant of the Brouwer Fixed Point theorem. An added
difficulty involves assuring that the ‘logarithmic leading coefficients’ of f are independently
variable over a range independent of ~s, which is needed as an input to the global patching
process in Chapter 7.
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Chapter 6 deals with the construction of initial approximating functions f ∈ Kv(Cv)
when the ground field Kv is a nonarchimedean local field, and the sets Ev are galois-stable
finite unions of balls in Cv(Fw,i), for fields Fw,i are which are finite separable extensions
of Kv. Again the construction has two parts: an analytic part, which constructs an (X, ~s)
pseudo-polynomial by transporting Stirling polynomials for the rings of integers of the
Fw,i to the balls, and an algebraic part, which involves moving some of the roots of the
pseudo-polynomial to make its divisor principal. When Cv has positive genus g, this uses an
action of a neighborhood of the origin in Jac(C)(Cv) on Cv(Cv)g constructed in Appendix
D.
Chapter 7 contains the global patching argument for Theorem 4.2, which breaks into
two cases: when char(K) = 0, and when char(K) = p > 0. The two cases involve different
difficulties. When char(K) = 0, the need to patch archimedean and nonarchimedean initial
approximating functions together is the main constraint, and the most serious bottleneck
involves patching the leading coefficients. The ability to independently adjust the loga-
rithmic leading coefficients for the archimedean initial approximating functions allows us
to accomplish this. When char(K) = p > 0, the leading coefficients are not a problem,
but separability/inseparability issues drive the argument. These are dealt with by simul-
taneously monitoring the patching process with respect to the L-rational and Lsep-rational
bases from Chapter 3.
Chapters 8 – 11 contain the local patching arguments needed for Theorem 4.2. Chapter
8 concerns the case when Kv ∼= C, Chapter 9 concerns the case when Kv ∼= R, Chapter
10 concerns the nonarchimedean case for RL-domains, and Chapter 11 concerns the nonar-
chimedean case for compact sets. Each provides geometrically increasing bounds for the
amount the coefficients can be varied, while simultaneously confining the movement of the
roots, as the patching proceeds from high order to low order coefficients.
Chapter 8 gives the local patching argument when Kv ∼= C. The aim of the construction
is to confine the roots of the function to a prespecified neighborhood Uv of Ev, while
providing the global patching construction with increasing freedom in modify the coefficents
relative to the L-rational basis, as the degree of the basis functions goes down. For the
purposes of the patching argument, the coefficients are grouped into ‘high-order’, ‘middle’
and ‘low-order’. The construction begins by raising the initial approximating function to a
high power n. A ‘magnification argument’, similar to the ones in ([52]) and ([53]), is used
to gain the freedom needed to patch the high-order coefficients.
Chapter 9 gives the local patching argument when Kv ∼= R. Here the construction must
simultaneously confine the roots to a set Uv which is the union of R-neighborhoods of
the components of Ev in Cv(R), and C-neighborhoods of the other components. We call
such a set a ‘quasi-neighborhood’ of Ev. The construction is similar to the one over C,
except that it begins by composing the initial approximating function with a Chebyshev
polynomial of degree n. Chebyshev polynomials have the property that they oscillate with
large magnitude on a real interval, and take a family of confocal ellipses in the complex
plane to ellipses. Both properties are used in the confinement argument.
Chapter 10 gives the local patching construction when Kv is nonarchimedean and Ev is
an RL-domain. The construction again begins by raising the initial approximating function
to a power n, and to facilitate patching the high-order coefficients, we require that n be
divisible by a high power of the residue characteristic p. If Kv has characteristic 0, this
makes the high order coefficients be p-adically small; if Kv has characteristic p, it makes
them vanish (apart from the leading coefficients), so they do not need to be patched at all.
xviii INTRODUCTION
Chapter 11 gives the local patching construction when Kv is nonarchimedean and Ev
is compact. This case is by far the most intricate, and begins by composing the initial
approximating function with a Stirling polynomial. If Kv has characteristic 0, this makes
the high order coefficients be p-adically small; if Kv has characteristic p, it makes them
vanish. The confinement argument generalizes those in ([52], [53]), and the roots are
controlled by tracking their positions within “ψv-regular sequences”.
A ψv-regular sequence is a finite sequence of roots which are v-adically spaced like an
initial segment of the integers, viewed as embedded in Zp (see Definition 11.3) The local
rationality of each root is preserved by an argument involving Newton polygons for power
series. In the initial stages, confinement of the roots depends on the fact that the Stirling
polynomial factors completely over Kv . Some roots may move quite close close to others
in early steps of the patching process, and the the middle part of argument involves an
extra step of separating roots, first used in ([52]). This is accomplished by multiplying the
partially patched function with a carefully chosen rational function whose zeros and poles
are very close in pairs. This function is obtained by specializing the ‘Universal Function’
constructed in Appendix C, which parametrizes all functions of given degree by means of
their roots and poles and value at a normalizing point.
Appendix A develops potential theory with respect the kernel [z, w]X,~s, paralleling the
classical development of potential theory over C given in ([65]). There are (X, ~s)-equilibrium
distributions, potential functions, transfinite diameters, Chebyshev constants, and capac-
ities with the same properties as in the classical theory. A key result is Proposition A.5,
which asserts that ‘(X, ~s)-Green’s functions’, obtained by subtracting an ‘(X, ~s)-potential
function’from an ‘(X, ~s)-Robin constant’, are given by linear combinations of the Green’s
functions constructed in ([51]). Other important results are Lemmas A.6 and A.7, which
provide uniform upper and lower bounds for the mass the (X, ~s)-equilibrium distribution can
place on a subset, independent of ~s; and Theorem A.13, which shows that nonarchimedean
(X, ~s)-Green’s functions and equilibrium distributions can be computed using linear algebra.
Appendix B constructs archimedean local oscillating functions for short intervals, and
gives the potential-theoretic input for the construction of the initial approximating functions
over R in Chapter 5. In classical potential theory, the equality of the transfinite diameter,
Chebyshev constant, and logarithmic capacity of a compact set E ⊂ C is shown by means of
a ‘rock-paper-scissors’ argument proving in a cyclic fashion that each of the three quantities
is greater than or equal to the next. Here, a rock-paper-scissors argument is used to prove
Theorem B.13, which says that the probability measures associated to the roots of weighted
Chebyshev polynomials for a set Ev converge to the (X, ~s)-equilibrium measure of Ev.
Appendix C studies the ‘universal function’ of degree d on a curve, used in Chapter
11. We give two constructions for it, one by the author using the theory of the Picard
scheme, the other by Robert Varley using Grauert’s theorem. We then use local power
series parametrizations, together with a compactness argument, to obtain uniform bounds
for the change in the norm of a function outside a union of balls containing its divisor, if
its zeros and poles are moved a distance at most δ (Theorem C.2). We thank Varley for
permission to include his construction here.
Appendix D shows that in the nonarchimedean case, if the genus g of C is positive,
then at generic points of Cv(Cv)g there is an action of a neighborhood of the origin of the
Jacobian on Cv(Cv)g, which makes Cv(Cv)g into a local principal homogeneous space. This
is used in Chapters 6 and 11 in adjusting non-principal divisors to make them principal.
The action is obtained by considering the canonical map Cgv (Cv) → Jac(C)(Cv), which is
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locally an isomorphism outside a set of codimension 1, pulling back the formal group of the
Jacobian, and using properties of power series in several variables. Theorem D.2 gives the
most general form of the action.
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Symbol Table
Below are some symbols used throughout the work. See §3.1, §3.2 for more conventions.
Symbol Meaning Defined
K a global field p. 61
C a smooth, projective, connected curve over K p. 62
g = g(C) the genus of C p. 65
K˜ a fixed algebraic closure of K p. 61
K˜sep the separable closure of K in K˜ p. v
Kv the completion of K at a place v p. 61
Ov the ring of integers of Kv p. 61
K˜v a fixed algebraic closure of Kv p. 61
Cv the completion of K˜v p. 61
Aut(K˜/K) the group of continuous automorphisms of K˜/K p. 61
Autc(Cv/Kv) the group of continuous automorphisms of Cv/Kv p. 61
X = {x1, . . . , xm} a finite, Autc(K˜/K)-stable set of points of C(K˜) p. 62
~s = (s1, . . . , sm) a probability vector weighting the points in X p. xv
L = K(X) the field K(x1, . . . , xm) p. 62
Lsep the separable closure of K in L p. xvi
Cv the curve C ×K Spec(Kv) p. v
Cv the curve Cv ×Kv Spec(Cv) p. 172
‖z, w‖v the chordal distance or spherical metric on Cv(Cv) p. 69ff
‖f‖Ev the sup norm supz∈Ev |f(z)|v p. 62
D(a, r) the ‘closed disc’ {z ∈ Cv : |z − a|v ≤ r} p. 70
D(a, r)− the ‘open disc’ {z ∈ Cv : |z − a|v < r} p. 70
B(a, r) the ‘closed ball’ {z ∈ Cv(Cv) : ‖z, a‖v ≤ r} p. 70
B(a, r)− the ‘open ball’ {z ∈ Cv(Cv) : ‖z, a‖v < r} p. 70
qv the order of the residue field of Kv, if v is nonarchimedean p. 61ff
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CHAPTER 1
Variants
In this chapter we give six variants of Theorem 0.3, strengthening it in different di-
rections. Theorem 0.3, Corollary 0.4 and the variants stated here will be reduced to yet
another variant (Theorem 4.2) in Chapter 4, and we will spend most of the paper proving
the theorem in that form.
Our first variant is similar to the original theorem of Fekete and Szego¨ ([25]). In
that theorem the sets Ev ⊂ C were compact, and the conjugates of the algebraic integers
produced were required to lie in arbitrarily small open neighborhoods Uv of the Ev. In
Theorem 1.2 below, we lift the assumption of compactness and replace the Cantor capacity
with inner Cantor Capacity γ(E,X), which is defined for arbitrary adelic sets. We also
replace the neighborhoods Uv with “quasi-neighborhoods”, which are finite unions of open
sets in Cv(Cv) and open sets in Cv(Fw), for algebraic extensions Fw/Kv in Cv.
The inner Cantor capacity γ(E,X) is similar to Cantor capacity except that it is defined
in terms of upper Green’s functions G(z, xi;Ev). Here, we briefly recall the definitions of
G(z, xi;Ev) and γ(E,X) and some of their properties; they are studied in detail in §3.9 and
§3.10 below.
Upper Green’s functions are gotten by taking decreasing limits of Green’s functions of
compact sets. For an arbitrary Ev ⊂ Cv(Cv), if ζ /∈ Ev the upper Green’s function is
(1.1) G(z, ζ;Ev) = inf
Hv⊂Ev
Hv compact
G(z, ζ;Hv) .
If ζ is not in the closure of Ev, the upper Robin constant V ζ(Ev) is finite and is defined by
(1.2) V ζ(Ev) = lim
z→ζ
G(z, ζ;Ev) + logv(|gζ(z)|v) ,
where gζ(z) is the uniformizer from (0.3). By (0.6), if Ev is compact then by ([51], Theorem
4.4.4) G(z, ζ;Ev) = G(z, ζ;Ev) and V ζ(Ev) = Vζ(Ev). For nonarchimedean v, if Ev is
algebraically capacitable in the sense of ([51]), then G(z, ζ;Ev) = G(z, ζ;Ev) and V ζ(Ev) =
Vζ(Ev). The upper Green’s function is symmetric and nonnegative: for all z, ζ /∈ Ev,
G(z, ζ;Ev) = G(ζ, z;Ev) ≥ 0. It has functoriality properties under pullbacks and base
extension similar to those of G(z, ζ;Ev).
Now assume that each Ev is stable under Autc(Cv/Kv), and that E =
∏
v Ev is com-
patible with X. Let L/K be a finite normal extension containing K(X). For each place v of
K and each place w of L with w|v, after fixing an isomorphism Cw ∼= Cv, we can pull back
Ev to a set Ew ⊂ Cw(Cw), which is independent of the isomorphism chosen. If we identify
Cv(Cv) with Cw(Cw), then for z, ζ /∈ Ev
(1.3) G(z, ζ;Ew) log(qw) = [Lw : Kv] ·G(z, ζ;Ev) log(qv) .
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For each xi ∈ X, fix a global uniformizing parameter gxi(x) ∈ L(C) and use it to define
the upper Robin constants V xi(Ew) for all places w of L. For each w, the ‘local upper
Green’s matrix’ is
Γ(Ew,X) =

V x1(Ew) G(x1, x2;Ew) · · · G(x1, xm;Ew)
G(x2, x1;Ew) V x2(Ew) · · · G(x2, xm;Ew)
...
...
. . .
...
G(xm, x1;Ew) G(xm, x2;Ew) · · · V xm(Ew)
 ,
and the ‘global upper Green’s matrix’ is
Γ(E,X) =
1
[L : K]
∑
w∈ML
Γ(Ew,X) log(qw) .
Since E is compatible with X, all but finitely many of the Γ(Ew,X) are 0. By the product
formula, Γ(E,X) is independent of the choice of the gxi(z). By (0.7) it is independent of
the choice of L. It is symmetric and non-negative off the diagonal; its entries are finite if
and only if each Ev has positive inner capacity.
For each K-rational E compatible with X, the inner Cantor capacity is
γ(E,X) = e−V (E,X) ,
where V (E,X) = val(Γ(E,X)) is the value of Γ(E,X) as a matrix game. When the sets
Ev are compact or algebraically capacitable, the inner Cantor capacity coincides with the
Cantor capacity γ(E,X) defined in ([51]). It reduces to the classical logarithmic capacity
when C = P1/Q, X =∞, and all the nonarchimedean Ev are trivial.
The reason the inner Cantor capacity is the appropriate capacity to use in the Fekete-
Szego¨ theorem is that one of the initial reductions in the proof is to replace each Ev which
is not X-trivial by a compact set Hv ⊂ Ev. Since the Green’s function is a limit of Green’s
functions of compact sets, this can be done in such a way that Γ(E,X) remains negative
definite.
Definition 1.1. Let v be a place of K. A set Uv ⊂ Cv(Cv) will be called a quasi-
neighborhood if there are open sets Uv,0, Uv,1, . . . , Uv,D in Cv(Cv) and algebraic extensions
Fw1/Kv, . . . , FwD/Kv in Cv (possibly of infinite degree) such that
Uv = Uv,0 ∪
D⋃
ℓ=1
(
Uv,ℓ ∩ Cv(Fwℓ)
)
.
We allow the possibility that one or more of the Uv,ℓ are empty. We will say that Uv is
Kv-symmetric if it is stable under Autc(Cv/Kv), and that it is separable if each Fwℓ/Kv is
separable. If Uv contains a set Ev, we will say that Uv is a quasi-neighborhood of Ev.
Equivalently, a quasi-neighborhood Uv ⊂ Cv(Cv) is the union finitely many sets, each of
which is either open in Cv(Cv) or is open in Cv(Fwℓ) for some algebraic extension Fwℓ/Kv
in Cv. Note that these sets need not be disjoint. For example, take C = P1 and identify
P1(Cv) with Cv∪∞. Suppose v is nonarchimedean; let Fw1 , . . . , FwD be algebraic extensions
of Kv contained in Cv, and let Ow1 , . . . ,OwD be their rings of integers. Then the set
Uv = Ov1 ∪ · · · ∪ OwD is a quasi-neighborhood of the origin in P1(Cv).
If E =
∏
v Ev ⊆
∏
v Cv(Cv) is an adelic set, we will say that a set U =
∏
v Uv ⊆∏
v Cv(Cv) is a K-rational separable quasi-neighborhood of E if each Uv is a separable quasi-
neighborhood of Ev , stable under Autc(Cv/Kv).
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Theorem 1.2 (FSZ with LRC for Quasi-neighborhoods). Let K be a global field, and
let C/K be a smooth, connected, projective curve. Let X = {x1, . . . , xm} ⊂ C(K˜) be a finite
set of points stable under Aut(K˜/K), and let E =
∏
v Ev ⊂
∏
v Cv(Cv) be an adelic set
compatible with X, such that each Ev is stable under Autc(Cv/Kv).
Suppose γ(E,X) > 1. Then for any K-rational separable quasi-neighborhood U of E,
there are infinitely many points α ∈ C(K˜sep) such that for each v ∈ MK , the Aut(K˜/K)-
conjugates of α all belong to Uv.
Our next variant is a stronger, but more technical, version of Theorem 0.3, which
requires that the points produced have all their conjugates in E. It uses the inner capacity,
and weakens the conditions on the sets Ev needed for local rationality conditions.
Write cl(Ev) for the closure of Ev in Cv(Cv). If v is an archimedean place of K, and
a set Ev ⊂ Cv(C) and a subset E′v ⊂ Ev are given, we will say that a point z0 ∈ Ev is
analytically accessible from E′v if for some r > 0, there is a non-constant analytic map
f : D(0, r)− → Cv(C) with f(0) = z0, such that f((0, r)) ⊂ E′v. (See Definition 3.29.)
Theorem 1.3 (Strong FSZ with LRC, producing points in E). Let K be a global field,
and let C/K be a smooth, geometrically integral projective curve. Let X = {x1, . . . , xm} ⊂
C(K˜) be a finite set of points stable under Aut(K˜/K), and let E = ∏v Ev ⊂ ∏v Cv(Cv)
be an adelic set compatible with X, such that each Ev is stable under Autc(Cv/Kv). Let
S ⊂MK be a finite set of places v, containing all archimedean v, such that Ev is X-trivial
for each v /∈ S.
Assume that γ(E,X) > 1. Assume also that for each v ∈ S, there is a (possibly empty)
Autc(Cv/Kv)-stable Borel subset ev ⊂ Cv(Cv) of inner capacity 0 such that
(A) If v is archimedean and Kv ∼= C, then each point of cl(Ev)\ev is analytically acces-
sible from the Cv(C)-interior of Ev.
(B) If v is archimedean and Kv ∼= R, then each point of cl(Ev)\ev is
(1) analytically accessible from the Cv(C)-interior of Ev, or
(2) is an endpoint of an open segment contained in Ev ∩ Cv(R).
(C) If v is nonarchimedean, then Ev is the disjoint union of ev and finitely many sets
Ev,1, . . . , Ev,Dv , where each Ev,ℓ is
(1) open in Cv(Cv), or
(2) of the form Uv,ℓ ∩ Cv(Fwℓ), where Uv,ℓ is open in Cv(Cv) and Fwℓ is a separable
algebraic extension of Kv contained in Cv (possibly of infinite degree).
Then there are infinitely many points α ∈ C(K˜sep) such that for each v ∈ MK , the
Aut(K˜/K)-conjugates of α all belong to Ev.
Note that if v is archimedean, then the set ev in Theorem 1.3 can be taken to belong to
∂Ev, since trivially each point of the Cv(C)-interior of Ev or the Cv(R)-interior of Ev∩Cv(R)
is analytically accessible. Any countable set has inner capacity 0, so the conditions in
Theorem 0.3 imply those in Theorem 1.3.
If v is nonarchimedean, note that RL-domains and balls B(a, r)−, B(a, r), are both open
and closed in the Cv(Cv)-topology. Thus if Ev is a finite union of sets which are RL-domains,
open or closed balls, or their intersections with Cv(Fw,i) for separable algebraic extensions
Fw,i/Kv in Cv, then the theorem applies with ev = φ.
For an example of an archimedean set satisfying the conditions of Theorem 1.3 but not
Theorem 0.3, take K = Q, C = P1, and let v be the archimedean place of Q. Identify P1(C)
with C ∪ ∞, and take Ev = {0} ∪
(⋃∞
n=2D(2/n, 1/n
2)
)
. Then each point of Ev\{0} is
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analytically accessible from E0v . For an example where the conditions of Theorem 1.3 fail,
let Ev be the union of a circle C(0, r) and countably many pairwise disjoint discs D(ai, ri)
contained in D(0, r)− chosen in such a way that each point of C(0, r) is a limit point of
those discs.
Our third variant is a version of Theorem 0.3 which adds side conditions concerning
ramification. It says that at a finite number of places outside S we can require that the
algebraic numbers produced are ramified or unramified, “for free”.
Theorem 1.4 (FSZ with LRC and Ramification Side Conditions). Let K be a global
field, and let C/K be a smooth, connected, projective curve. Let X = {x1, . . . , xm} ⊂ C(K˜)
be a finite, Galois-stable set of points, and let E =
∏
v Ev ⊂
∏
v Cv(Cv) be an adelic set
compatible with X, such that each Ev is stable under Autc(Cv/Kv).
Let S, S′, S′′ ⊂ MK be finite (possibly empty) sets of places of K which are pairwise
disjoint, such that the places in S′∪S′′ are nonarchimedean. Assume that γ(E,X) > 1, and
that
(A) for each v ∈ S, the set Ev satisfies the conditions of Theorem 0.3 or Theorem 1.3.
(B) for each v ∈ S′, either Ev is X-trivial, or Ev is a finite union of closed isometrically
parametrizable balls B(ai, ri) whose radii belong to the value group of K
×
v and whose centers
belong to an unramified extension of Kv;
(C) for each v ∈ S′′, either Ev is X-trivial and Ev ∩ Cv(Kv) is nonempty, or Ev is a
finite union of closed and/or open isometrically parametrizable balls B(ai, ri), B(aj , rj)
−
with centers in Cv(Kv).
Then there are infinitely many points α ∈ C(K˜sep) such that
(1) for each v ∈ MK , the Aut(K˜/K)-conjugates of α all belong to Ev;
(2) for each v ∈ S′, each place of K(α)/K above v is unramified over v;
(3) for each v ∈ S′′, each place of K(α)/K above v is totally ramified over v.
Our fourth variant involves a partial converse to the Fekete-Szego¨ theorem, known as
Fekete’s theorem, which asserts that if γ(E,X) < 1 then for a sufficiently small neighbor-
hood U of E, there are only finitely many points α ∈ C(K˜) whose conjugates all belong to U.
Fekete’s theorem on curves is proved in ([51], Theorem 6.3.1). However, Fekete’s theorem
requires a different notion of capacity than we have been using here: it concerns the “outer
capacity” γ(E,X), rather than the inner capacity γ(E,X).
Extending the definition of algebraic capacitability in ([51]) to both archimedean and
nonarchimedean sets, we will say that Ev algebraically capacitable if it is closed in Cv(Cv)
and γζ(Ev) = γζ(Ev) for each ζ /∈ Ev. If each Ev is algebraically capacitable, then γ(E,X)
and γ(E,X) are equal, and coincide with the capacity γ(E,X) in ([51]). Here
γζ(Ev) = sup
Hv⊂Ev
Hv compact
γ(Hv) , γζ(Ev) = infUv⊃Ev
Uv a PLζ-domain
γ(Uv) .
A set Uv is a PLζ-domain if there is a nonconstant rational function f(z) ∈ Cv(C), whose
only poles are at ζ, for which Uv = {z ∈ Cv(Cv) : |f(z)|v ≤ 1}. In the nonarchimedean
case, the compatibility of this definition with the one given in ([51], p.259) follows from
([51], Propositions 4.3.1 and 4.3.16). In ([51]), algebraic capacitability was not defined in
the archimedean case, but all archimedean sets were required to be compact.
If v is archimedean, it follows from ([51], Proposition 3.3.3) that every compact set is
algebraically capacitable. If v is nonarchimedean, it is shown in ([51], Theorem 4.3.13) that
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any set Ev which can be expressed as a finite combination of unions and intersections of
compact sets and RL-domains, is algebraically capacitable.
Assuming algebraic capacitability for the sets Ev, the following result describes the
dichotomy provided by Fekete’s theorem and the Fekete-Szego¨ theorem in terms of the
Green’s matrix Γ(E,X). Recall (see [51], §5.1) that γ(E,X) > 1 if and only if Γ(E,X) is
negative definite, and that γ(E,X) < 1 if and only if when the rows and columns of Γ(E,X)
are permuted to bring Γ(E,X) into block diagonal form, then some eigenvalue of each block
is positive.
Theorem 1.5 (Fekete/Fekete-Szego¨ with LRC for Algebraically Capacitable Sets).
Let K be a global field and let C/K be a smooth, connected, projective curve. Let X =
{x1, . . . , xm} ⊂ C(K˜) be a finite, galois-stable set of points, and let E =
∏
v Ev ⊂
∏
v Cv(Cv)
be an adelic set compatible with X.
Assume that each Ev is algebraically capacitable and stable under Autc(Cv/Kv). Then
(A) If all the eigenvalues of Γ(E,X) are non-positive (that is, Γ(E,X) is either neg-
ative definite or negative semi-definite), let U =
∏
v Uv be a separable K-rational quasi-
neighborhood of E such that there is at least one place v0 where Ev0 is compact and the
quasi-neighborhood Uv0 properly contains Ev0 . If v0 is archimedean, assume also that Uv0
meets each component of Cv0(C)\Ev0 containing a point of X. Then there are infinitely
many points α ∈ C(K˜sep) such that all the conjugates of α belong to U.
(B) If some eigenvalue of Γ(E,X) is positive (that is, Γ(E,X) is either indefinite, nonzero
and positive semi-definite, or positive definite), there is an adelic neighborhood U of E such
that only finitely many points α ∈ C(K˜) have all their conjugates in U.
Finally, we formulate two Berkovich versions of the Fekete-Szego¨ Theorem with local
rationality conditions.
For each nonarchimedean place v ofK, let Canv be the Berkovich analytic space associated
to Cv ×Kv Spec(Cv) (see [10]). This is a locally ringed space whose underlying topological
space is a compact, path connected Hausdorff space with Cv(Cv) as a dense subset; it has
the same sheaf of functions as the rigid analytic space associated to Cv ×Kv Spec(Cv). In
his doctoral thesis, Amaury Thuillier ([64]) constructed a potential theory on Canv which
includes a ddc operator, harmonic functions, subharmonic functions, capacities, and Green’s
functions. When C ∼= P1, Baker and Rumely ([7]) constructed a similar theory in an
elementary way.
In what follows, we assume familiarity with Berkovich analytic spaces and Thuillier’s
theory. For each compact, non-polar subset Ev ⊂ Canv and each ζ ∈ Canv \Ev, Thuillier
([64], The´ore`me 3.6.15) has constructed a Green’s function gζ,Ev(z) which is non-negative,
vanishes on Ev except possibly on a set of capacity 0, is subharmonic in Canv , harmonic in
Canv \(Ev ∪ {ζ}), and satisfies the distributional equation ddcgζ,Ev = µ − δζ where µ is a
probability measure supported on K. We will write G(z, ζ;Ev)
an for gζ,Ev(z), and regard it
as a function of two variables. By Proposition 4.3 below, for all z, ζ ∈ Canv \Ev with z 6= ζ,
G(z, ζ;Ev)
an = G(ζ, z;Ev)
an ,
and for each ζ ∈ Cv(Cv)\Ev, the Robin constant
Vζ(Ev)
an = lim
z→ζ
z∈Canv
G(z, ζ;Ev)
an + log(|gζ(z)|v)
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exists. The group Autc(Cv/Kv) acts on Canv in a natural way, and for all σ ∈ Autc(Cv/Kv)
G(σ(z), σ(ζ);σ(Ev ))
an = G(z, ζ;Ev)
an .
By Proposition 4.4 below, the Green’s functions G(z, ζ;Ev)
an and the functions G(z, ζ;Ev)
from this work are compatible up to a normalizing factor, in the sense that if Ev ⊂ Cv(Cv)
is algebraically capacitable (in particular, if Ev is a finite union of RL-domains and compact
sets), and if Ev is the closure of Ev in Canv for the Berkovich topology, then for all z, ζ ∈
Cv(Cv)\Ev,
G(z, ζ;Ev)
an = G(z, ζ;Ev) log(qv) .
If v is an archimedean place of K, we take Canv to be the Riemann surface Cv(C), and
for a set Ev = Ev ⊂ Cv(C) we put G(z, ζ;Ev)an = G(z, ζ;Ev) and Vζ(Ev)an = Vζ(Ev).
Let X = {x1, . . . , xm} ⊂ C(K˜) be a finite, galois-stable set of points. We will now define
the notion of a compact Berkovich adelic set compatible with X. For each place v of K,
let Ev ⊂ Canv be a compact, nonpolar set disjoint from X. (A Berkovich set is nonpolar if
and only if it has positive capacity: see ([64], §3.4.2 and Theorem 3.6.11).) We will say
that Ev is X-trivial if v is nonarchimedean and the model Cv/Spec(Ov) from Definition 0.1
has good reduction, the points of X specialize to distinct points in the special fibre rv(Cv),
and Ev consists of all points z ∈ Canv whose specialization rv(z) ∈ rv(Cv) is distinct from
{rv(x1), . . . , rv(xm)}. Equivalently, Ev is X-trivial if it is the closure of the X-trivial set
Ev = Cv(Cv)\(
⋃m
i=1B(xi, 1)
−) in Cv(Cv). Then
E :=
∏
v
Ev ⊂
∏
v
Canv
is a compact Berkovich adelic set compatible with X if each Ev satisfies the conditions
above, and Ev is X-trivial for all but finitely many v.
If E is a compact Berkovich adelic set compatible with X, we define the local and global
Green’s matrices Γ(Ew,X)
an and Γ(E,X)an as in (0.8), (0.9), replacing G(z, ζ;Ev) by
G(z, ζ;Ev)
an and Vζ(Ev) by Vζ(Ev)
an, but omitting the weights log(qv) at nonarchimedean
places. We then define the global Robin constant V (E,X)an using the minimax formula
(0.11) taking Γ = Γ(E,X)an, and the global capacity by
γ(E,X)an = e−V (E,X)
an
.
We will call a set
U =
∏
v
Uv ⊂
∏
v
Canv
a Berkovich adelic neigbhorhood of E if Uv contains Ev for each v, and either Uv is an open
set in Canv , or Ev is X-trivial and Uv = Ev. We will call U a separable Berkovich quasi-
neigbhorhood of E if Uv contains Ev for each v, and either Uv is the union of a Berkovich
open set and finitely many open sets in Cv(Fw) for finite separable extensions Fw/Kv , or
Ev is X-trivial and Uv = Ev. We will say that U is K-rational if each Uv is stable under
Autc(Cv/Kv).
The following is the Berkovich analogue of Theorem 0.3:
Theorem 1.6 (Berkovich FSZ with LRC, producing points in E).
Let K be a global field, and let C/K be a smooth, geometrically integral, projective
curve. Let X = {x1, . . . , xm} ⊂ C(K˜) be a finite set of points stable under Aut(K˜/K),
and let E =
∏
v Ev ⊂
∏
v Canv be a K-rational Berkovic adelic set compatible with X. Let
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S ⊂MK be a finite set of places v, containing all archimedean v, such that Ev is X-trivial
for each v /∈ S.
Assume that γ(E,X) > 1. Assume also that Ev has the following form, for each v ∈ S:
(A) If v is archimedean and Kv ∼= C, then Ev is compact, and is a finite union of sets
Ev,i, each of which is the closure of its Cv(C)-interior and has a piecewise smooth boundary;
(B) If v is archimedean and Kv ∼= R, then Ev is compact, stable under complex conju-
gation, and is a finite union of sets Ev,ℓ, where each Ev,ℓ is either
(1) the closure of its Cv(C)-interior and has a piecewise smooth boundary, or
(2) is a compact, connected subset of Cv(R);
(C) If v is nonarchimedean, then Ev is compact, stable under Autc(Cv/Kv), and is a
finite union of sets Ev,ℓ, where each Ev,ℓ is either
(1) a strict closed Berkovich affinoid, or
(2) is a compact subset of Cv(Cv) and has the form Cv(Fwℓ)∩B(aℓ, rℓ) for some finite
separable extension Fwℓ/Kv in Cv, and some ball B(aℓ, rℓ).
Then there are infinitely many points α ∈ C(K˜sep) such that for each v ∈ MK , the
Aut(K˜/K)-conjugates of α all belong to Ev.
Finally, we give a Berkovich version of the Fekete-Szego¨ Theorem with local rationality
conditions for quasi-neighborhoods, generalizing Theorem 1.2 and ([7], Theorem 7.48):
Theorem 1.7 (Berkovich Fekete/FSZ with LRC for Quasi-neighborhoods). Let K be a
global field, and let C/K be a smooth, connected, projective curve. Let X = {x1, . . . , xm} ⊂
C(K˜) be a finite set of points stable under Aut(K˜/K), and let E =∏v Ev ⊂∏v Canv be a com-
pact Berkovich adelic set compatible with X, such that each Ev is stable under Autc(Cv/Kv).
(A) If γ(E,X)an < 1, there is a K-rational Berkovich neighborhood U =
∏
vUv of E
such that there are only finitely many points of C(K˜) whose Aut(K˜/K)-conjugates are all
contained in Uv, for each v ∈ MK .
(B) If γ(E,X)an > 1, then for any K-rational separable Berkovich quasi-neighborhood
U of E, there are infinitely many points α ∈ C(K˜sep) such that for each v ∈ MK , the
Aut(K˜/K)-conjugates of α all belong to Uv.

CHAPTER 2
Examples and Applications
In this chapter we illustrate the Fekete-Szego¨ theorem with local rationality conditions.
We first apply it on P1, using it to construct algebraic integers and algebraic units satisfying
various conditions. We then apply it on elliptic curves, Fermat curves, and modular curves.
1. Local capacities and Green’s functions of Archimedean Sets
Suppose Kv = R or Kv = C. In this section we give formulas for local capacities
and Green’s functions of sets in P1(C) which arise naturally in arithmetic applications.
Some involve closed formulas, others require numerical computations. Most of the formulas
appear in the literature; only a few are new. Further examples, mainly concerning sets in
C with geometric symmetry, are given in ([51], pp. 348-351).
For archimedean sets, the most effective way of determining capacities is by “guessing”
the Green’s function: given E and ζ /∈ E, if a function can be found which is continuous,
0 on E, and harmonic in the complement of E except for a positive logarithmic pole at ζ,
then by the maximum modulus principle, it must be the Green’s function. Then, given a
uniformizing parameter gζ(z), the Robin constant and capacity of E with respect to ζ can
be read off by
(2.1) Vζ(E) = lim
z→ζ
G(z, ζ;E) + log(|gζ(z)|) , γζ(E) = e−Vζ(E) .
For the sets we are dealing with here, which are compact unions of continua, the upper
Green’s function G(z, ζ;E) coincides with the usual Green’s function G(z, ζ;E).
In the discussion below, we will identify P1(C) with C ∪ {∞}. When ζ = ∞, we take
gζ(z) = 1/z; when ζ ∈ C, we take gζ(z) = z − ζ.
The Disc. The most basic example is when E is the disc D(0, r) ⊂ C. Here
G(z,∞;E) = log+(|z/r|) =
{
log(|z/r|) if |z| > r
0 if |z| ≤ r .(2.2)
Computing capacities relative to the parameter g∞(z) = 1/z, we find
V∞(E) = lim
z→∞G(z,∞;E) − log(|z|) = − log(r) ,(2.3)
γ∞(E) = e−V∞(E) = r .
By applying a linear fractional transformation, one can find the Green’s function of D(0, r)
with respect to an arbitrary point ζ ∈ C:
(2.4) G(z, ζ;E) = log+
(∣∣∣∣ r2 − ζzr(z − ζ)
∣∣∣∣) .
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Computing capacities relative to gζ(z) = z − ζ, one has
Vζ(E) = lim
z→ζ
G(z,∞;E) + log(|z − ζ|) = log( |ζ|
2 − r2
r
) ,(2.5)
γζ(E) = e
−Vζ(E) =
r
|ζ|2 − r2 .(2.6)
The Segment. Another basic example is when E is a segment [a, b] ⊂ R. Choosing
the branch of
√
z which is positive on the positive real axis and cut along the negative real
axis, the map z 7→ w =√(z − a)/(z − b) takes P1(C)\[a, b] to the right halfplane and takes
∞ to 1; then w 7→ (w+1)/(w− 1) takes the right halfplane to the exterior of the unit disc,
and takes 1 to ∞. It follows that
(2.7) G(z,∞;E) = − log+
(∣∣∣∣∣
√
(z − a)/(z − b)− 1√
(z − a)/(z − b) + 1
∣∣∣∣∣
)
.
For an arbitrary ζ ∈ C, a similar computation (see [16], p.165) gives
(2.8) G(z, ζ;E) = − log+
(∣∣∣∣∣
√
(z − a)/(z − b)−√(ζ − a)/(ζ − b)√
(z − a)/(z − b) +√(ζ − a)/(ζ − bB)
∣∣∣∣∣
)
.
With g∞(z) = 1/z and gζ(z) = z − ζ for ζ ∈ C\E, one finds
V∞(E) = − log((b− a)/4) , γ∞(E) = (b− a)/4 ,(2.9)
γζ(E) = e
−Vζ(E) =
b− a
4 · Re(
√
(ζ − a)|ζ − a| · (ζ − b)|ζ − b|)
(2.10)
When ζ = ∞ there is another expression for G(z,∞, E) which makes its geometric
behavior clearer. For simplicity, assume E = [−2r, 2r] where 0 < r ∈ R. It is well known,
and easy to verify, that the Joukowski map
(2.11) z = Jr(w) = w +
r2
w
maps C\D(0, r) conformally onto C\[−2r, 2r]. For each R > r, it takes the circle C(0, R)
parametrized by w = R cos(θ) + iR sin(θ) to the ellipse E(R+ r2R , R − r
2
R ) parametrized by
(2.12) z = x+ iy = (R+
r2
R
) cos(θ) + i(R − r
2
R
) sin(θ) = Jr(R cos(θ) + iR sin(θ)) .
It maps the circle C(0, R) in a 2− 1 manner to the interval [−2r, 2r], and takes ∞ to ∞.
The function Gr(z) = log(|J−1r (z)|/r) is harmonic on C\E, with a logarithmic pole at
∞; it has a continuous extension to C which takes the value 0 on E. By the characterization
of Green’s functions, G(z,∞; [−2r, 2r]) = Gr(z). Thus, for each R > r,
(2.13) {z ∈ C : G(z,∞; [−2r, 2r]) = log(R/r)} = E(R+ r
2
R
,R − r
2
R
) .
Two segments. When E = [a, b]∪ [c, d] ⊂ R, there are closed formulas for the Green’s
function and capacity. When the segments have the same length, G(z,∞;E) and γ∞(E)
are given by elementary formulas. In general, they can be expressed in terms of theta-
functions.
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First suppose E = [−b,−a] ∪ [a, b] ⊂ R. Put f(z) = z2; then f∗((∞)) = 2(∞) and
E = f−1([a2, b2]). By the pullback formula for Green’s functions (see (2.61) below),
(2.14) G(z,∞;E) = −1
2
log
(∣∣∣∣∣
√
(z2 − a2)/(z2 − b2)− 1√
(z2 − a2)/(z2 − b2) + 1
∣∣∣∣∣
)
.
Using this, we find
V∞(E) =
1
2
log(4/(b2 − a2)) , γ∞(E) =
√
b2 − a2
2
,(2.15)
G(0,∞;E) = G(∞, 0, E) = 1
2
log(
b+ a
b− a) .(2.16)
Similarly, when ζ = 0, pulling back [1/b2, 1/a2] by f(z) = 1/z2, we get
G(z, 0;E) =
1
2
log
(∣∣∣∣∣
√
(z2 − b2)/(z2 − a2) + b/a√
(z2 − b2)/(z2 − a2)− b/a
∣∣∣∣∣
)
,(2.17)
V0(E) =
1
2
log(4a2b2/(b2 − a2)) , γ0(E) =
√
b2 − a2
2ab
.(2.18)
Before dealing with a general set E = [a, b]∪ [c, d] ⊂ R, and arbitrary ζ, it will be useful
to recall some of the properties of classical theta-functions (see Shimura, [60], [67]). For
u ∈ C, τ ∈ H = {Im(z) > 0}, and r, s ∈ R, write e(z) = e2πiz and put
(2.19) θ(u, τ ; r, s) =
∑
n∈Z
e(
1
2
(n+ r)2τ + (n+ r)(u+ s)) .
Because of the quadratic dependence on n in (2.19), the series defining θ(u, τ ; r, s) converges
very rapidly. θ(u, τ ; r, s) is continuous in all four variables and is jointly holomophic in u
and τ .
We will be particularly interested in θ(u, τ ; 12 ,
1
2). When r, s ∈ {0, 1/2}, the functions
θ(u, τ ; r, s) appear in the literature wih several names. Our notation follows Krazer-Prym
and Shimura; in the notation of Riemann and Mumford (respectively Whittaker-Watson
[67]),
θ(u, τ ; 12 ,
1
2 ) = θ11(u, τ) = ϑ1(πu|τ) , θ(u, τ ; 12 , 0) = θ10(u, τ) = ϑ2(πu|τ) ,
θ(u, τ ; 0, 0) = θ00(u, τ) = ϑ3(πu|τ) , θ(u, τ ; 0, 12) = θ01(u, τ) = ϑ4(πu|τ) .
In the notation of Courant-Hilbert ([13]), θ(u, τ ; 0, 12) = θ0(u) and θ(u, τ ;
1
2 ,
1
2) = θ1(u).
Considering θ(u, τ ; r, s) as a function of u and using the definition, one sees that for all
a, b ∈ Z
(2.20) θ(u+ za+ b, τ ; r, s) = e(rb− as) · e(−1
2
a2τ − au) · θ(u, z; r, s) .
Applying the Argument Principle, it follows that θ(u, τ, r, s) has a simple zero in each period
parallelogram for the lattice 〈1, τ〉 ⊂ C; the zero occurs at u ≡ (12−r)τ+(12−s) (mod 〈1, τ〉)
(see [67], p.465-466, and [60], formula (11), p.675).
Again using the definitions, one sees that θ(u, τ ; 12 ,
1
2) is an odd function of u, that
θ(u+ 12 , τ ;
1
2 ,
1
2) = −θ(u, τ ; 12 , 0), and if τ is pure imaginary, then θ(u, τ ; 12 , 12 ) = θ(u, τ ; 12 , 12).
Similarly θ(u, τ ; 12 , 0) is an even function of u, and if τ is pure imaginary, then θ(u, τ ;
1
2 , 0) =
θ(u, τ ; 12 , 0).
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With these facts, one can check that if τ is pure imaginary, then for each M ∈ C with
Re(M) /∈ 12Z, the function
(2.21) G(u) = θ(u−M, τ ;
1
2 ,
1
2 )
θ(u+M, τ ; 12 ,
1
2)
satisfies |G(u+ τ)| = |G(u+ 1)| = |G(u)|, and if Re(u) = 0 or if Re(u) = 12 then |G(u)| = 1.
It has simple zeros at points u ≡ M (mod 〈1, τ〉), simple poles at u ≡ −M (mod 〈1, τ〉),
and no other zeros or poles.
Now consider a set E = [a, b] ∪ [c, d] ⊂ R, where a < b < c < d. We will give a
(multivalued, periodic) conformal mapping of C\E onto a vertical strip, which will enable
us to express G(z, ζ;E) in terms of the function G(u) in (2.21). We follow Akhiezer ([2])
and Falliero and Sebbar ([22], [23]), but obtain a different expression for the capacity.
First, put
(2.22) w = T (z) =
√
(z − a)
(z − b)
(d− b)
(d− a) .
where
√
z is positive for z > 0 and is slit along the negative real axis. T (z) maps C\E
conformally onto the right half-plane with the segment [1, 1/k] removed, where
(2.23) k =
1
T (c)
=
√
(c − b)
(c− a)
(d− a)
(d− b) .
T (z) takes a 7→ 0, b 7→ ∞, d 7→ 1, and c 7→ 1/k. Since the linear fractional transformation
F (z) = (z − a)(d− b)/(z − b)(d− a) maps R ∪∞ to itself and preserves the cyclic order of
a, b, c, d, ones sees that T (c) > 1 and 0 < k < 1. Note that 1/k2 is the crossratio (a, b; c, d).
Follow T (z) with the elliptic integral
(2.24) u = S(w) =
∫ w
0
dx√
(1− x2)(1 − k2x2) .
Here S(w) is the Schwarz-Christoffel map which sends the upper half-plane to the rectangle
with corners ±K,±K + iK ′, where
K =
∫ 1
0
dx√
(1− x2)(1− k2x2)(2.25)
iK ′ =
∫ 1/k
1
dx√
(1− x2)(1 − k2x2)(2.26)
and K,K ′ > 0. It takes the imaginary axis to itself, and sends 0 7→ 0, 1 7→ K, 1/k 7→
K+iK ′, and∞ 7→ iK ′. By the Schwarz Reflection Principle, S(w) extends to a multivalued
holomorphic function taking {Re(w) > 0}\[1, 1/k] to the vertical strip 0 < Re(u) < K,
with period 2iK ′. The inverse function to S(w) is the Jacobian elliptic function w = sn(u, k)
(see [67], §22, and [44], §VI.3).
Now let τ = iK ′/K. Fix ζ /∈ E; put u = S(T (z)), M = M(ζ) = S(T (ζ)). Scaling
u 7→ v = u/(2K) takes 0 < Re(u) < K to the strip 0 < Re(v) < 1/2, with 2iK ′ 7→ τ . We
claim that
(2.27) G(z, ζ;E) = − log
(∣∣∣∣∣θ(u−M2K , τ ; 12 , 12)θ(u+M2K , τ ; 12 , 12)
∣∣∣∣∣
)
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Indeed, by our discussion of theta-functions, the function on the right has the properties
characterizing G(z, ζ;E): it is well-defined and continuous, vanishes on E, is harmonic on
P1(C)\(E ∪ ζ), and has a positive logarithmic pole as z → ζ. This formula is one given by
Falliero and Sebbar ([22]; [23], p.416).
Numerically, K and K ′ can be found using the hypergeometric function
F (a, b, c; z) = 1 +
a · b
1 · cz +
a(a+ 1) · b(b+ 1)
1 · 2 · c(c+ 1) z
2 + · · ·
with K = 12πF (
1
2 ,
1
2 , 1; k
2), K ′ = 12πF (
1
2 ,
1
2 , 1; 1 − k2) (see [67], pp.499, 501); then τ =
iK ′/K. Another way to determine τ , K and K ′ is by first solving for q = eiπτ using the
relation
(2.28)
(c− b)
(c− a)
(d− a)
(d− b) = k
2 =
θ(0, τ, 12 , 0)
4
θ(0, τ, 0, 0)4
=
16(q1/4 + q9/4 + q25/4 + · · · )4
(1 + 2q4 + 2q9 + · · · )4
and then using the formulas
(2.29) K =
1
2
πθ(0, τ, 0, 0)2 , K ′ = −iτK .
Finally, M can be determined by solving
(2.30) T (ζ) = sn(M,k) =
1
k
θ(M/2K, τ ; 12 ,
1
2 )
θ(M/2K, τ ; 0, 12)
.
(See [67], pp.492, 501.)
We now determine the capacity of E. If ζ = ∞, put ẑ = 1/z; otherwise put ẑ = z − ζ.
Then as ẑ → 0, we have z → ζ, w → T (ζ), and u→M . Using (2.27), it follows that
Vζ(E) = lim
ẑ→0
G(z, ζ;E) + log(|ẑ|)
= − log
(∣∣∣∣∣ dduθ(0, τ ; 12 , 12)θ(M+M2K , τ ; 12 , 12) ·
1
2K
· dw
du
(T (ζ)) · dT
dẑ
(0)
∣∣∣∣∣
)
(2.31)
The last two terms can be computed in terms of ζ and a, b, c, d; the expression can then be
simplified using the Jacobi identity
(2.32)
d
du
θ(0, τ ;
1
2
,
1
2
) = πθ(0, τ ; 0, 0)θ(0, τ ;
1
2
, 0)θ(0, τ ; 0,
1
2
)
(see [67], p.470), together with (2.29) and (2.28). If ζ =∞ one obtains
(2.33) γ∞(E) = e−V∞(E) =
4
√
(c− a)(c − b)(d − a)(d− b)
2
∣∣∣ θ(Re(M(∞))/K,τ ; 12 , 12 )
θ(0,τ ;0, 1
2
)
∣∣∣ ;
if ζ ∈ C\E, then
(2.34) γζ(E) =
4
√
(c− a)(c − b)(d − a)(d− b)
2
∣∣∣ θ(Re(M(ζ))/K,τ ; 12 , 12 )
θ(0,τ ;0, 1
2
)
∣∣∣ · |(ζ − a)(ζ − b)(ζ − c)(ζ − d)|1/2 .
Numerical examples confirm the compatibility of (2.33) with (2.15). However the formula
of Akhiezer reported in ([23], p.422) seems to be incorrect.
Three Segments. When E = [a1, b1] ∪ [a2, b2] ∪ [a3, b3] ⊂ R and ζ = ∞, The´res`e
Falliero has given formulas for the Green’s function and capacity of E using theta-functions
of genus 2; for these, we refer the reader to Falliero ([22]) and Falliero-Sebbar ([23]).
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Multiple segments.
When E = [a1, b1] ∪ [a2, b2] ∪ · · · ∪ [an, bn] ⊂ R with a1 < b1 < a2 < b2 < · · · < an < bn
and n arbitrary, Harold Widom ([68], pp.224ff) has given formulas for G(z, ζ;E) and Vζ(E)
which we recall below.
Let q(z) =
∏n
j=1(z−aj)(z−bj), and let q(z)1/2 be the branch of
√∏n
j=1(z − aj)(z − bj)
on C\E which is positive as z → ∞ along the real axis. This branch is well-defined
throughout C\E and positive on R\E. For each x ∈ E, the limiting values of q(z)1/2 as
z → x + i0+ and z → x + i0− are pure imaginary, and are negatives of each other. For
convenience, we will extend q(z)1/2 to E by defining q(x)1/2 = q(x+ i0−)1/2 when x ∈ E.
Thus, q(z)1/2 is pure imaginary on E.
First take ζ =∞. Fix a point z0 ∈ E, and let h(z) = h0+h1z+· · ·+hn−1zn−1 ∈ R(z) be
a polynomial of degree ≤ n−1 with real coefficients. Consider the multiple-valued function
Gh(z) =
∫ z
z0
h(w)/q(w)1/2 dw
on C, where the integral is taken over any path from z0 to z which is disjoint from E
except for one or both of its endpoints. Since Gh(z) has pure imaginary periods around
∞ and around each component [aj, bj ] of E, the function Re(Gh(z)) is well-defined and
continuous, and constant on each component of E. Since G(z) has a holomorphic branch
in a neighborhood of each point w ∈ C\E, Re(Gh(z)) is harmonic in C\E.
Clearly Re(Gh(z)) ≡ 0 on the component of E containing z0. If
(2.35)
∫ aj+1
bj
h(x)/q(x)1/2 dx = 0
for each ‘gap’ (bj , aj+1), then Re(Gh(z)) ≡ 0 on E. If in addition h(z) is monic, there is a
number V ∈ R such that Re(Gh(z)) is asymptotic to log(|z|)+V as z →∞. In this setting,
the characterization of Green’s functions shows that
(2.36) G(z,∞;E) = Re(Gh(z)) .
We will now show that such an h(z) exists.
Following Widom, put Ajk =
∫ aj+1
bj
xk/q(x) dx for j = 1, . . . , n − 1, k = 0, . . . , n − 1.
Note that 1/q(z)1/2 has singularities at bj and aj+1 of order z
−1/2, so each Ajk is finite and
belongs to R. We claim that there is a unique solution h0, h1, . . . , hn−1 to the system of
linear equations
(2.37)
{ ∑n−1
k=0 Ajkhk = 0 for j = 1, . . . , n− 1 ,
hn−1 = 1 .
If h0, . . . , hn−1 satisfy (2.37), and h(z) is the corresponding polynomial, then h(z) is monic
and the conditions (2.35) hold. Thus G(z,∞;E) = Re(Gh(z)). Solving the system (2.37)
is called the ‘Jacobi Inversion Problem’.
To see that (2.37) has a unique solution, it suffices to show that the n × n matrix
associated to the system has rank n, or equivalently, that h0 = · · · = hn−1 = 0 is the only
solution to the corresponding homogeneous system. Let h0, . . . , hn−1 ∈ R be any solution
to the homogeneous system, and let h(z) be the corresponding polynomial. Then Gh(z) is
harmonic on C\E, vanishes on E, and remains bounded as z → ∞ since hn−1 = 0, so it
extends to a function on P1(C)\E harmonic at∞. By the maximum principle for harmonic
functions, Gh(z) ≡ 0. Restricting Gh(z) to R, differentiating, and using the Fundamental
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Theorem of Calculus, we see that h(z)/q(z)1/2 ≡ 0 on R\E. Since q(z) is nonzero except
at the endpoints of E, it follows that h(z) ≡ 0, and hence that h0 = · · · = hn−1 = 0.
We remark that h(z) has one zero in each gap (bj , aj+1), and no other zeros. Indeed
G(x,∞;E) vanishes at bj and aj+1, and is real-valued and differentiable on (bj , aj+1), so
by Rolle’s Theorem there is a point x∗j ∈ (bj , aj+1) where G′(x∗j ,∞;E) = 0. The argument
above shows that h(x∗j ) = 0. Since h(z) has degree n− 1, it has a unique zero in each gap,
and these are its only zeros. Thus, h(z) =
∏n−1
j=1 (z − x∗j ), and h(z) has constant sign on
each component of E.
Now consider the case when ζ ∈ C\E. Again, fix z0 ∈ E. We claim that for a suitable
polynomial h(z) = h0 + h1z + · · · hn−1zn−1 ∈ C[z], we have
(2.38) G(z, ζ;E) = Re(Gh(z)) ,
where now
(2.39) Gh(z) =
∫ z
z0
h(w)
q(w)1/2(w − ζ) dw .
Here h(z) must be chosen so that the following properties are satisfied:
(1) The periods of Gh(z) are pure imaginary, so Re(Gh(z)) is well-defined.
(2) The value of Re(Gh(z)) is 0 on each segment [aj , bj ].
(3) Re(Gh(z)) has a singularity of type − log(|z − ζ|) at ζ.
Let Γj be a loop about [aj , bj ], traversed counterclockwise. Using Cauchy’s theorem, one
sees that ∫
Γj
h(w)
q(w)1/2(w − ζ) dw = 2
∫ bj
aj
h(x)
q(x)1/2(x− ζ) dx .
Thus for the periods of Gh(z) about the intervals [aj , bj ] to be pure imaginary, we need
(2.40) Re
( ∫ bj
aj
h(x)
q(x)1/2(x− ζ) dx
)
= 0 for j = 1, . . . , n .
Let ε > 0 be small enough that the circle C(ζ, ε) is disjoint from E. Since the differential
h(w) dw/
(
q(q)1/2(w − ζ)) is holomorphic at ∞, applying Cauchy’s theorem on the domain
P1(C)\(E ∪ {ζ}) we obtain
n∑
j=1
∫
Γj
h(w)
q(w)1/2(w − ζ) dw +
∫
C(ζ,ε)
h(w)
q(w)1/2(w − ζ) dw = 0 .
Hence if the conditions (2.40) hold, the period of Gh(z) about ζ (which is 2πih(ζ)/q(ζ)
1/2)
is pure imaginary as well.
Under the conditions (2.40), Re(Gh(z)) is well-defined, harmonic in P
1(C)\(E ∪ {ζ}),
and constant on each segment [aj , bj ]. Clearly its value on the segment containing z0 is 0.
For it to be identically 0 on E, we need
(2.41) Re
( ∫ aj+1
bj
h(x)
q(x)1/2(x− ζ) dx
)
= 0 for j = 1, . . . , n− 1 .
Finally, for Re(Gh(z)) to have a singularity of type − log(|z − ζ|) at ζ, we need
−1 = Resw=ζ
( h(w)
q(w)1/2(w − ζ)
)
=
h(ζ)
q(ζ)1/2
.
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Since the period of Gh(z) about ζ is imaginary we automatically have Im(h(ζ)/q(ζ)
1/2) = 0,
and it is enough to require
(2.42) − 1 = Re ( h(ζ)
q(ζ)1/2
)
.
Writing hk = ck + dki for k = 0, . . . , n − 1, with ck, dk ∈ R, the conditions (2.40),
(2.41) and (2.42) represent a system of 2n linear equations with real coefficients in 2n real
unknowns. To show that it has a unique solution, it is enough to show that the only solution
to the corresponding homogeneous system is the trivial one.
Suppose that h(z) arises from a solution to the homogeneous system. Then Re(Gh(z))
is harmonic in P1(C)\(E ∪ {ζ}) and extends to a function harmonic at ζ, with boundary
values 0 on E. By the Maximum Principle, Re(Gh(z)) ≡ 0. Differentiating, and using the
Fundamental Theorem of Calculus on horizontal segments, we see that
Re
( h(z)
q(z)1/2(z − ζ)
)
=
∂
∂x
(
Re(Gh(z))
) ≡ 0
on C\(E∪{ζ}). If real part of an analytic function is identically 0, that function is constant,
so we must have
h(z)
q(z)1/2(z − ζ) = C
for some purely imaginary constant C. However, q(z)1/2(z− ζ) is not a polynomial, so this
can hold only if C = 0. Thus h(z) ≡ 0, which means that c1 = d1 = · · · = cn = dn = 0.
When ζ = ∞, choosing z0 6= 0 and noting that log(|z|) = Re
( ∫∞
z0
1/w dw
) − log(|z0|),
Widom gives a formula for the Robin constant equivalent to
V∞(E) = lim
z→∞
(
G(z,∞;E) − log(|z|))
= Re
( ∫ ∞
z0
h(w)
q(w)1/2
− 1
w
dw
)
+ log(|z0|) .
Similarly, when ζ ∈ C\E,
Vζ(E) = lim
z→ζ
(
G(z, ζ;E) + log(|z − ζ|))
= Re
( ∫ ∞
z0
h(w)
q(w)1/2(w − ζ) +
1
w − ζ dw
) − log(|z0 − ζ|) .
When ζ =∞, there is a more illuminating formula for V∞(E). Put c = (a1+ bn)/2 and
r = (bn − a1)/4, so E ⊂ [a1, bn] = [c− 2r, c + 2r]. We claim that
V∞(E) = − log(bn − a1
4
) +
n−1∑
j=1
∫ aj+1
bj
G(x,∞;E) 1
π
dx√
4r2 − (x− c)2 ,(2.43)
γ∞(E) = e−V∞(E) =
bn − a1
4
·
n−1∏
j=1
e
− ∫ aj+1bj G(x,∞;E) 1π dx√4r2−(x−c)2 .
Readers familiar with capacity theory will recognize dx/(π
√
4r2 − (x− c)2) as the equilib-
rium distribution of [a1, bn] relative to ∞.
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To derive (2.43), assume for simplicity that c = 0, so [a1, bn] = [−2r, 2r]; this can always
be arranged by a translation. Note that since G(z,∞; [−2r, 2r]) ∼ log(|z|) + V∞([−2r, 2r])
as z →∞, and V∞([−2r, 2r]) = V∞([a1, bn]) = − log((bn − a1)/4), we have
V∞(E) := lim
z→∞G(z,∞;E) − log(|z|)
= lim
z→∞
(
G(z,∞;E) −G(z,∞; [−2r, 2r])) − log(bn − a1
4
) .(2.44)
The function g(z) := G(z,∞;E)−G(z,∞; [−2r, 2r]) is harmonic in C\[−2r, 2r] and bounded
as z →∞; hence it extends to a function harmonic in P1(C)\[−2r, 2r], with
(2.45) g(∞) = lim
z→∞
(
G(z,∞;E) −G(z,∞; [−2r, 2r])) .
Let the Joukowski map z = Jr(w) = w+ r
2/w be as in (2.11). For each R > r, parametrize
the ellipse E(R + r2/R,R − r2/R) by z = Jr(R cos(θ) + iR sin(θ)) as in (2.12). Let DR =
P1(C)\D(0, R), and let ER be the connected component of P1(C)\E(R + r2/R,R − r2/R)
containing ∞. The map Jr(w) gives a conformal equivalence from DR to ER, and takes ∞
to ∞. Thus H(w) := g(Jr(w)) is harmonic in DR, and H(∞) = g(∞). By the mean value
theorem for harmonic functions,
g(∞) = H(∞) = 1
2π
∫ 2π
0
H(R cos(θ) + iR sin(θ)) dθ
=
1
2π
∫ 2π
0
g((R +
r2
R
) cos(θ) + i(R − r
2
R
) sin(θ)) dθ .
Since E(R+ r2/R,R− r2/R) is the level curve log(R/r) for G(z,∞; [−2r, 2r]) (see (2.13)),
it follows that
g(∞) = 1
2π
∫ 2π
0
G((R +
r2
R
) cos(θ) + i(R − r
2
R
) sin(θ)),∞;E) dθ − log(R/r) .
Since G(z,∞;E) = Gh(z) is continuous on C, letting R→ r we see that
g(∞) = 1
2π
∫ 2π
0
G(2r cos(θ),∞;E) dθ .
Finally, making the change of variables x = 2r cos(θ) yields
(2.46) g(∞) =
∫ bn
a1
G(x,∞;E) 1
π
dx√
4r2 − x2 =
n−1∑
j=1
∫ aj+1
bj
G(x,∞;E) 1
π
dx√
4r2 − x2 .
Combining (2.44), (2.45) and (2.46) gives (2.43).
The Real Projective Line. If E = P1(R), the components of its complement in P1(C)
are the upper and lower half-planes. Fix ζ /∈ E. Using the characterization of the Green’s
function, it is easy to check that if z and ζ belong to the same component of P1(C)\P1(R),
then
(2.47) G(z, ζ;E) = − log
(∣∣∣∣z − ζz − ζ
∣∣∣∣) .
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If z and ζ are not in the same component, then G(z, ζ;E) = 0. Taking gζ(z) = z − ζ and
using (2.47) we obtain
Vζ(E) = lim
z→ζ
− log
(∣∣∣∣z − ζz − ζ
∣∣∣∣)+ log(|z − ζ|) = log(2| Im(ζ)|) ,(2.48)
γζ(E) =
1
2| Im(ζ)| .(2.49)
The Disc with Opposite Radial Arms. Take L1, L2 ≥ 0, and let E be the union of
D(0, R) with the segment [−L1 −R,R+ L2]; thus E is a disc with opposite radial arms of
length L1, L2. We claim that
(2.50) γ∞(E) =
1
4
(
2R+
R2 +RL1 + L
2
1
R+ L1
+
R2 +RL2 + L
2
2
R+ L2
)
.
To see this, first take R = 1. Put a1 = 1+L1, a2 = 1+L2; then E = D(0, 1)∪ [−a1, a2].
Let w = ϕ(z) = (z − 1)2/z. Then ϕ is the composite of the maps z → t = −1/(z + 1),
t → u = t + 1/2, u → v = u2, and v → w = −1/(v − 1/4). Using standard properties of
conformal maps one sees that ϕ(z) maps C\E conformally onto C\[A,B], where
A = −(a1 + 1)
2
a1
, B =
(a2 − 1)2
a2
.
Clearly ϕ(∞) =∞. Since limz→∞ log(|w|/|z|) = 0, it follows that
(2.51) γ∞(E) = γ∞([A,B]) =
B −A
4
=
(a1a2 + 1)(a1 + a2)
4a1a2
.
In the general case, put a1 = 1 + L1/R, a2 = 1 + L2/R, and scale (2.51) by R; after
simplification, one obtains (2.50). The expression (2.51) appears in ([33], p.82).
For the set E = D(0, 1) ∪ [−a1, a2] discussed above, and for z, ζ /∈ E, one has
G(z, ζ;E) = G(ϕ(z), ϕ(ζ); [A,B])
where the Green’s function of [A,B] is given by (2.8). This can be used to find γζ(E) for
any ζ ∈ C\E.
Two Concentric Circles. Fix r > 1, and let E be the union of the circles |z| =
1/r and |z| = r. The complement of E has three components. If z and ζ belong to
different components, then G(z, ζ;E) = 0. If they belong to the outer component, then
G(z, ζ;E) = G(z, ζ;D(0, r)), while if they belong to the inner component then G(z, ζ;E) =
G(1/z, 1/ζ;D(0, r)).
G(z, ζ;E) is also known when z and ζ belong to the annular region between the circles.
Courant and Hilbert ([13], pp. 386–388) derive a formula for it using the Schwarz Reflection
Principle: define q by q1/2 = 1/r, and suppose 1/r < |z|, |ζ| < r. Courant and Hilbert show
that G(z, ζ;E) = − log(|fζ(z)|), where
(2.52) fζ(z) = |z|− log(|ζ|)/ log(q) ·
q1/4(
√
z
ζ −
√
ζ
z )
∏∞
n=1(1− q2n zζ )(1− q2n ζz )∏∞
n=1(1− q2n−1ζz)(1− q2n−1 1ζz )
Recalling the product expansions of the theta functions, they note that the second term is a
quotient of two theta functions, leading to the following expression: writing τ = 2i log(r)/π,
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z = e2πiu and ζ = e2πiα, then for 1/r < |z|, |ζ| < r,
(2.53) G(z, ζ;E) = − log(|z|) log(|ζ|)
2 log(r)
− log
(∣∣∣∣∣θ(u− α, τ ; 12 , 12 )θ(u− α, τ ; 0, 12 )
∣∣∣∣∣
)
.
Here we have corrected a minor error in Courant-Hilbert, who state (2.52) for positive
real ζ, and omit the conjugate on ζ in generalizing; this changes their θ(u + α, τ ; 0, 12 ) to
θ(u− α, τ ; 0, 12). Using (2.53), we obtain
Vζ(E) = lim
z→ζ
G(z, ζ;E) + log(|z − ζ|)(2.54)
= −(log(|ζ|))
2
2 log(r)
+ log(|θ(α− α, τ ; 0, 1
2
)|)
− log(| d
du
θ(0, τ ;
1
2
,
1
2
)|+ log(|dz
du
(α)|)
= −(log(|ζ|))
2
2 log(r)
+ log
(∣∣∣∣∣ 2ζ · θ(α− α, τ ; 0, 12)θ(0, τ ; 0, 0)θ(0, τ ; 12 , 0)θ(0, τ ; 0, 12 )
∣∣∣∣∣
)
where we have used Jacobi’s identity (2.32) to simplify dduθ(0, τ ;
1
2 ,
1
2). When ζ = 1, this
becomes
(2.55) V1(E) = log
(
2
|θ(0, τ ; 0, 0)θ(0, τ ; 12 , 0)|
)
, γ1(E) =
|θ(0, τ ; 0, 0)θ(0, τ ; 12 , 0)|
2
.
Sets arising in Polynomial Dynamics.
Julia Sets. Let ϕ(x) = a0 + a1x+ · · ·+ adxd ∈ C[x] be a polynomial of degree d ≥ 2.
By definition, the filled Julia set Kϕ of ϕ(x) is the set of all z ∈ C whose forward orbit
z, ϕ(z), ϕ(ϕ(z)), . . . under ϕ remains bounded; the Julia set is its boundary Jϕ = ∂Kϕ.
Let ϕ(n) = ϕ ◦ ϕ ◦ · · · ◦ ϕ be the n-fold iterate. For each sufficiently large R, we have
D(0, R) ⊃ ϕ−1(D(0, R)) ⊃ (ϕ(2))−1(D(0, R)) ⊃ · · · ⊃ Kϕ, and
Kϕ =
∞⋂
n=1
(ϕ(n))−1(D(0, R)) .
As in ([62], p.147), for each z ∈ C we have
(2.56) G(z,∞;Jϕ) = G(z,∞;Kϕ) = lim
n→∞
1
dn
log+(|ϕ(n)(z)|)
(the ‘escape velocity’ of z), and
(2.57) V∞(Jϕ) = V∞(Kϕ) = log(|ad|)
d− 1 , γ∞(Jϕ) = γ∞(Kϕ) = |ad|
−1/(d−1) .
The proofs of (2.56) and (2.57) are simple. It is easy to see that ϕ(n)(z) has degree dn
and leading coefficient ad
n−1+dn−2+···+d+1
0 . By the characterization of Green’s functions it
follows that G(z,∞; (ϕ(n))−1(D(0, R))) = d−n log+(|ϕ(n)(z)|), and that
V∞((ϕ(n))−1(D(0, R))) =
dn−1 + dn−2 + · · ·+ d+ 1
dn
log(|a0|) = 1− 1/d
n
d− 1 log(|a0|) .
The Green’s functions G(z,∞; (ϕ(n))−1(D(0, R)) decrease monotonically to G(z,∞;Kϕ),
and the convergence is uniform outside any neighborhood of Kϕ, so (2.56) and (2.57) follow.
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The Mandelbrot Set. Each quadratic polynomial ϕc(x) = x
2 + c ∈ C[x] has 0 as a
critical point. The Mandelbrot set M is the set of all c ∈ C for which the forward orbit
0, ϕc(0), ϕ
(2)
c (0), . . . remains bounded; equivalently, M is the set of all c ∈ C for which 0
belongs to the filled Julia set of ϕc(x). It is easy to see that ϕc(0) = c, ϕ
(2)
c (0) = c2− c, and
ϕ
(3)
c (0) = c4− 2c3+ c2− c; in general Pn(c) := ϕ(n+1)c (0) is a monic polynomial of degree 2n
in Z[c]. It can be shown that D(0, 2) ⊃ P−11 (D(0, 2)) ⊃ P−12 (D(0, 2)) ⊃ · · · ⊃ M, and that
(2.58) M =
∞⋂
n=1
P−1n (D(0, 2)) ;
see ([62], p.158). By arguments like those for Julia sets, for each c ∈ C we have
(2.59) G(c,∞;M) = lim
n→∞
1
2n
log+(|Pn(c)|) = lim
n→∞
1
2n
log+(ϕ(n+1)c (0)) ,
and
(2.60) V∞(M) = 0 , γ∞(M) = 1 .
2. Local capacities and Green’s functions of Nonarchimedean Sets
In this section, Kv will be a nonarchimedean local field. Identify P
1(Cv) with Cv∪{∞}.
There are two methods of determining the Green’s function for sets Ev ⊂ P1(Cv): by
using the pullback formula for Green’s functions, for noncompact sets; or by guessing the
equilibrium distribution based on symmetry, for compact sets. We are aided by the fact
that the capacity is monotonic under containment of sets.
The pullback formula for Green’s functions is as follows. Let C1, C2/Cv be smooth,
complete curves, and let f : C1 → C2 be a nonconstant rational map. Suppose Ev ⊂ C2(Cv)
is an algebraically capacitable set of positive capacity. Fix ζ ∈ C2(Cv)\Ev and write
f∗((ζ)) =
∑m
j=1mk(ξj) as a divisor. Then for each z ∈ C1(Cv),
(2.61) G(f(z), ζ;Ev) =
m∑
j=1
mkG(z, ξj ; f
−1(Ev) .
This holds for both nonarchimedean and archimedean sets (see [51], Theorems 3.2.9, 4.4.19).
The Closed Disc. If Ev = D(a,R) = {z ∈ Cv : |z − a|v ≤ R} then
(2.62) G(z, ζ;Ev) =
{
log+v (|z − a|v/R) if ζ =∞ ,
log+v
( |ζ−a|v
R ·
∣∣∣z−az−ζ ∣∣∣v) if ζ ∈ Cv\D(a,R) .
The first formula is essentially the definition of the Green’s function as given by Cantor
([16]); the second follows from the first, by applying the pullback formula (2.61) to the map
f(z) = (z − a)/(z − ζ) which takes D(a,R) to D(0, R/|ζ − a|v) and takes ζ to ∞.
Taking g∞(z) = 1/z, and gζ(z) = z − ζ if ζ ∈ Cv\D(a,R), we have
V∞(Ev) = − logv(R) , γ∞(Ev) = q−V∞(Ev)v = R ;(2.63)
Vζ(Ev) = − logv(R/|ζ − a|2v) , γζ(Ev) = R/|ζ − a|2v .(2.64)
The Open Disc. If Ev = D(a,R)
− = {z ∈ Cv : |z|v < R}, formulas (2.62), (2.63), and
(2.64) for the Green’s function, Robin constant and capacity remain valid.
2. LOCAL CAPACITIES AND GREEN’S FUNCTIONS OF NONARCHIMEDEAN SETS 21
If ζ =∞, this is because for any R1 < R we have D(a,R1) ⊂ D(a,R)− ⊂ D(a,R), and
hence
G(z,∞;D(a,R1)) ≤ G(z,∞;D(a,R)−) ≤ G(z,∞;D(a,R)) ,
γ∞(D(a,R1)) ≤ γ∞(D(a,R)−) ≤ γ∞(D(a,R)) .
Taking a limit asR1 → R, it follows from formulas (2.62) and (2.63) thatG(z,∞;D(a,R)−) =
G(z,∞;D(a,R)) and γ∞(D(a,R)−) = γ∞(D(a,R)).
If ζ ∈ Cv\D(a,R)−, we can reduce to the case where ζ = ∞ by applying the map
f(z) = (z − a)/(z − ζ) and using the pullback formula (2.61). Thus (2.62), (2.63), and
(2.64) hold when Ev = D(a,R)
−, for any ζ /∈ Ev.
The Punctured Disc. Suppose Ev = D(a,R)\(
⋃m
i=1D(ai, Ri)
−), where a1, . . . , am ∈
D(0, R) and Ri ≤ R for each i. For each ζ /∈ D(a,R), the Green’s function and capacity
are still given by (2.62), (2.63), and (2.64). Indeed, for any fixed a0 ∈ Ev, we have
D(a0, R)
− ⊂ Ev ⊂ D(a0, R), so the result follows from the previous case.
If ζ belongs to one of the “holes” D(ai, Ri)
−, then D(ai, Ri)− = D(ζ,Ri)− and by
applying f(z) = 1/(z − ζ) and using the pullback formula (2.61), we find that
G(z, ζ;Ev) = G(
1
z − ζ ,∞;D(0,
1
Ri
)) = log+v
(
Ri
|z − ζ|v
)
,(2.65)
Vζ(Ev) = logv(Ri) , γζ(Ev) = 1/Ri .(2.66)
The Ring of Integers Ow. We next determine the Green’s function of the ring of
integers of a finite extension Fw/Kv in Cv.
Proposition 2.1. Let Fw/Kv be a finite extension in Cv, with ramification index e =
ew/v and residue degree f = fw/v. Take Ev = Ow, the ring of integers of Fw. Given z ∈ Cv,
put
r = ‖z,Ow‖v = min
x∈Ow
|z − x|v .
Let M = ⌊−e logv(r)⌋ and 〈−e logv(r)〉 be the integer and fractional parts of −e logv(r),
respectively. Then
(2.67) G(z,∞;Ow) =

0 if z ∈ Ow,
1
e
1
qfv−1
1
qfMv
− 〈−e logv(r)〉1e 1qf(M+1)v if z /∈ Ow, |z|v ≤ 1,
1
e
1
qfv−1
+ logv(|z|v) if |z|v > 1.
and if capacities are computed relative to the uniformizer g∞(z) = 1/z then
(2.68) V∞(Ow) = 1
e
1
qfv − 1
, γ∞(Ow) = q−1/(e(q
f
v−1))
v
For any coset a+ bOw where a ∈ Cv, b ∈ C×v ,
G(z,∞; a + bOw) = G((z − a)/b,∞;Ow) ,
so that V∞(a + bOw) = − logv(|b|v) + V∞(Ow) and γ∞(a + bOw) = |b|v · γ∞(Ow). In
particular, if πw is a generator for the maximal ideal of Ow, then
(2.69) V∞(a+ πmwOw) =
1
e
1
qfv − 1
+
m
e
, γ∞(a+ πmwOw) = q−m/e−1/(e(q
f
v−1))
v .
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Proof. See ([51], Example 5.2.17). The equilibrium distribution of Ow is the additive
Haar measure µ for Fw, normalized so that µ(Ow) = 1 (see [51], p.212). It follows that
if we write qw = q
f
v , and put M = ⌊−e logv(r)⌋ if |z|v ≤ 1, M = −1 if |z|v > 1, then the
potential function is given by
uOw(z,∞) =
∫
Ow
− logv(|z − x|v)dµ(x)
=
M∑
k=0
k
e
· qw − 1
qk+1w
+
∞∑
k=M+1
(− logv(r)) ·
qw − 1
qk+1w
=
1
e
1
qw − 1 · [1−
M + 1
qMw
+
1
qM+1w
]− logv(r) ·
1
qM+1w
The potential function is invariant under translation by Ow, so V∞(Ow) = uOw(0,∞) =
1/(e(qw − 1)). The expression (2.67) is obtained by simplifying G(z,∞;Ow) = 1/(e(qw −
1))− uOw(z,∞). (Compare [51], Example 4.1.24, p.212).
The assertions about cosets follow easily. 
We now recall a general procedure for computing capacities of finite disjoint unions of
nonarchimedean sets (for more details, see Theorem A.13 and Corollary A.14 of Appendix
A, or see [51], p.354).
Let Cv/Kv be a curve. Suppose Ev =
⋃N
i=1Ev,i ⊂ Cv(Cv) is a finite disjoint union of
compact sets Ev,i with positive inner capacity, and that ζ ∈ Cv(Cv) is such that the canonical
distance [z, w]ζ (see §3.5) is constant on Ev,i×Ev,j , for each i 6= j. For each i, let µζ,i be the
equilibrium distribution of Ev,i (see §3.8). Then each i, the potential function uEv,i(z, ζ) =∫
Ev,i
− log([z, w]ζdµζ,i(w) and Green’s function G(z, ζ;Ev,i) = Vζ(Ev)−uEv,i(z, ζ) are con-
stant for z ∈ Ev,j , for each j 6= i.
We now show that we can compute G(z, ζ;Ev) and Vζ(Ev) in terms of the potential
functions uEv,i(z, ζ). Let capacities be defined in terms of the uniformizer gζ(z). For each
Ev,i, put
Wii = Vζ(Ev,i)
and for each i 6= j letWij be the value that uEv,i(z, ζ) assumes on Ev,j . Consider the system
of N + 1 linear equations in the variables V , s1, . . . , sN :
1 = 0V + s1 + s2 + · · · + sN ,(2.70)
0 = V −Wi1s1 −Wi2s2 − . . . −WiNsN ,
for i = 1, . . . , N .
We claim that this system of equations has a unique solution, for which s1, . . . , sN > 0;
and for this solution, we have
Vζ(Ev) = V ,(2.71)
G(z; ζ;Ev) =
∑
siG(z, ζ;Ev,i) +
∑
siWii − V .(2.72)
To see this, let µ be the equilibrium distribution of Ev with respect to ζ, and put
ŝi = µ(Ev,i) for each i. Then ŝi > 0: otherwise, µ would be supported on Ev\Ev,i and then
uζ(z,Ev) = uζ(z,Ev\Ev,i). By ([51], Corollary 4.1.12) we would have uζ(z,Ev\Ev,i) <
Vζ(Ev\Ev,i) = Vζ(Ev) for all z ∈ Ev,i, contradicting that uζ(z;Ev) takes the value Vζ(Ev)
for all z ∈ Ev except possibly on a set of inner capacity 0 ([51], Theorem 4.1.11). Consider
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the probability measure µi = ŝ
−1
i µ|Ev,i , and put ui(z, ζ) =
∫
Ev,i
− logv([z, w]ζ) dµi(w); by
our hypothesis on the canonical distance, ui(z, ζ) is constant on Ej, for each j 6= i. Then
uEv(z, ζ) =
∫
Ev
− logv([z, w]ζ ) dµ(z)
=
r∑
i=1
∫
Ev,i
− logv([z, w]ζ ) dµ(z) =
r∑
i=1
ŝiui(z, ζ) .
For each i, since uEv(z, ζ) and the uj(z, ζ) for j 6= i are constant on Ev,i except possibly
on a set of inner capacity 0 , it follows that ui(z, ζ) is constant on Ev,i except possibly
on a set of inner capacity 0. Since this property characterizes the equilibrium potential, it
follows that µi must be the equilibrium distribution of Ev,i with respect to ζ. Thus there
are unique weights ŝ1, . . . , ŝN > 0 with
∑N
i=1 ŝi = 1, for which
(2.73) uEv(z, ζ) =
N∑
i=1
ŝiuEv,i(z, ζ) .
Evaluating (2.73) at a generic point of each Ev,i, we see that V = Vζ(Ev) and ŝ1, . . . , ŝN
are a solution to the system (2.70) with each ŝi > 0. Conversely, any solution to (2.70) gives
a system of weights for which µ =
∑
siµi. The uniqueness of the equilibrium distribution
([51], Theorem 4.1.22) shows that s1, . . . , sN , and in turn V , are unique. Thus si = ŝi for
each i, and Vζ(Ev) = V . Since G(z, ζ;Ev) = Vζ(Ev)− uEv(z, ζ), formula (2.71) follows.
The Group of Units O×w . Using the machinery above, we will now determine the
Green’s function and the capacity of the set O×w , relative to the point ∞.
Proposition 2.2. Let Fw/Kv be a finite extension, with ramification index e = ew/v
and residue degree f = fw/v. Let O×w be the group of units of Ow. For z ∈ Cv, put
r0 = minx∈O×w |z − x|v, M0 = ⌊−e logv(r0)⌋; note that r0 = |z|v if |z|v > 1. Then
(2.74) G(z,∞;O×w ) =

0 if z ∈ O×w ,
qfv
e(qfv−1)2
· 1
q
fM0
v
− 〈−e logv(r0)〉1e 1qfM0v if 0 < r0 ≤ 1,
qfv
e(qfv−1)2
+ logv(|z|v) if |z|v > 1.
If capacities are computed relative to the uniformizer g∞(z) = 1/z then
(2.75) V∞(O×w ) =
1
e
1
qf − 1
(
1 +
1
qf − 1
)
=
qfv
e(qfv − 1)2
.
Proof. Put N = qfv − 1 and let a1, . . . , aN be coset representatives for the nonzero
classes in Ow/πwOw. Then
O×w =
N⋃
i=1
(ai + πwOw)
is a decomposition of the type needed to compute G(z,∞;O×w ) in terms of the G(z,∞; ai+
πOw). Applying the last part of Proposition 2.1, solving the system (2.70) and simplifying
(2.71), (2.72) gives the result. Here Wij = 0 if i 6= j and each Wii = qfv /(e(qfv − 1)), giving
V = qfv /(e(q
f
v − 1)2) and si = 1/(qfv − 1) for each i. 
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Corollary 2.3. Let Kv be nonarchimedean, and let πv be a uniformizer for the maximal
ideal of Ov. Suppose a1, . . . , aN are representives for distinct cosets of Ov/πvOv, and put
Ev = ∪Ni=1(ai + πvOv). Then
V∞(Ev) =
qv
N(qv − 1)
Proof. The proof is similar to Proposition 2.2; with si = 1/N for i = 1, . . . , N . 
The punctured Ov-disc. Next we determine the capacity of a union of cosets of O×v ,
relative to the point ζ = ∞. This computation has important theoretical consequences: it
is used in the proof Proposition 3.30, which plays a key role in the reduction of Theorem
0.3 to Theorem 4.2.
Proposition 2.4. Put Ev,m =
⋃m
k=0 π
k
vO×v , and take ζ =∞. Then
V∞(Ev,m) =
1
qv − 1 +
1
(qv − 1)2(1 + q2v + q4v + · · ·+ q2mv )
(2.76)
G(0,∞;Ev,m) = q
m+1
v
(qv − 1)2(1 + q2v + q4v + · · ·+ q2mv )
,(2.77)
and for each k = 0, . . . ,m the mass of πkvO×v under the equilibrium distribution µm of Ev,m
with respect to ∞ is
(2.78) µm(π
k
vO×v ) =
qkv + q
2m+1−k
v
1 + qv + q2v + q
3
v + · · ·+ q2m+1v
.
Proof. Write Vm = V∞(Ev,m). By Proposition 2.2, we have
(2.79) V0 =
qv
(qv − 1)2 =
1
qv − 1 +
1
(qv − 1)2 .
We will prove (2.76) by induction on m. Note that Ev,m = πvEv,m−1 ∪ O×v . For z ∈
πvEv,m−1 and w ∈ O×v , − logv([z, w]∞) = − logv(|z − w|v) = 0, independent of z, w. Hence
uπvEv,m−1(z,∞) = 0 if z ∈ O×w , and uO×w (z,∞) = 0 if z ∈ πvEv,m−1. Furthermore, by the
scaling property of the capacity, V∞(πvEv,m) = V∞(Ev,m−1) + 1 = Vm−1 + 1. By (2.70),
there are numbers s1,m, s2,m > 0 for which
(2.80)
 1 = s1,m + s2,mVm = (Vm−1 + 1) · s1,m + 0 · s2,m
Vm = 0 · s1,m + V0 · s2,m
Solving (2.80) for Vm and inserting (2.79) leads to the recursion
Vm =
qv(1 + Vm−1)
qv + (qv − 1)2Vm−1
whose solution is easily seen to be (2.76).
Once the Vm are known, one sees that
(2.81) s1,m =
qv(1 + qv + · · ·+ q2m−1v )
1 + qv + · · · q2m+1v
, s2,m =
1 + q2m+1v
1 + qv + · · · q2m+1v
.
To obtain (2.77), note that since uO×w (0,∞) = 0, we have uEv,m(0,∞) = s1,m · (1 +
uEv,m−1(0,∞)). Thus recursively
(2.82) uEv,m(0,∞) = s1,m + s1,ms1,m−1 + · · ·+ s1,ms1,m−1 · · · s1,1 .
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One gets (2.77) by inserting (2.76), (2.81) and (2.82) in the formula
G(0,∞;Ev,m) = Vm − uEv,m(0,∞)
and simplifying. Finally, the weights of the cosets πkvO×w under the equilibrium distribution
µm can be found by using
µm(π
k
vO×w) = s1,mµm−1(πk−1v O×w ) = · · ·
= s1,ms1,m−1 · · · s1,m−k+1 · µm−k(O×w )
where µm−k(O×w ) = s2,m−k. Using (2.81), and simplifying, yields (2.78). Once the weights
µm(π
k
vO×v ) are known, the value of G(z,∞;Ev,m) can be found for any z. 
The union of two rings of integers. Let Fw be the unique unramified quadratic
extension of Kv, and let Fu be a totally ramified quadratic extension. We will compute the
capacity of the set Ev = Ow ∪ Ou with respect to ∞. This is the only nonarchimedean set
known to the author whose Robin constant can be computed explicitly, and is not rational.
The importance is not the result itself, but the method, which uses a partial self-similarity
of Ev with itself, and can be applied to non-disjoint unions of much more general sets.
Proposition 2.5. Fix a nonarchimedean local field Kv. Let Fw/Kv be the unique
unramified quadratic extension, and let Fu/Kv be a totally ramified quadratic extension.
Put Ev = Ow ∪Ou and let
A = 2q4v + 2q
3
v − 4q2v + 2qv − 2 ,
B = q4v + 2q
3
v − 2q2v + 2qv − 1 ,
D = q8v + 4q
7
v + 8q
6
v + 12q
5
v + 18q
4
v + 12q
3
v + 8q
2
v + 4qv + 1 .
Then
(2.83) V∞(Ev) =
−B +√D
2A
.
Below are some numerical examples when Kv = Qp, for small primes p. We give the
values of V∞(Ow) and V∞(Ou) for comparison.
qv = 2 qv = 3 qv = 5 qv = 7 qv = 11
V∞(Ev) .2750820518 .1060035774 .0366954968 .0188065868 .0077456591
V∞(Ow) .3333333333 .1250000000 .0416666666 .0208333333 .0083333333
V∞(Ou) .5000000000 .2500000000 .1250000000 .0833333333 .0500000000
It can be shown that as qv →∞, then V∞(Ev) = 1/q2v − 1/q3v +O(1/q4v).
Proof of Proposition 2.5. Let π = πv be a generator for the maximal ideal of Ov ,
and write q = qv. Then #(Ov/πOv) = q; let γ1, . . . , γq be coset representatives for Ov/πOv .
Put E0,i = γi+πEv = γi+π(Ow ∪Ou), for i = 1, . . . , q. There are q2− q cosets of Ow/πOw
which do not contain elements of Ov ; let these be E1,j = αj + πOw, for j = 1, . . . , q2 − q.
Similarly, there are q2− q cosets of Ou/πOu which do not contain elements of Ov; let these
be E2,k = βk + πOu, for k = 1, . . . , q2 − q. Then the sets E0,i, E1,j and E2,k are pairwise
disjoint (in fact, they are contained in pairwise disjoint cosets a+πÔv , where Ôv = D(0, 1)
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is the ring of integers of Cv), and we can write
Ev =
( q⋃
i=1
E1,i
)
∪
( q2−q⋃
j=1
E2,j
)
∪
( q2−q⋃
k=1
E3,k
)
.
Let µ be the equilibrium distribution of Ev with respect to ∞, and put w0,i = µ(E0,i),
w1,j = µ(E1,j), w2,k = µ(E2,k) for all i, j, k. Then
(2.84) u∞(z,Ev) =
q∑
i=1
w1,iu∞(z,E0,i) +
q2−q∑
j=1
w0,ju∞(z,E1,j) +
q2−q∑
k=1
w2,ku∞(z,E2,k) .
Let V = V∞(Ev) be the (as yet unknown) Robin constant of Ev = Ow ∪ Ou, and let
V1 = V∞(Ow), V2 = V∞(Ou). Since Ev ⊂ D(0, 1), we must have V ≥ 0. By Proposition 2.1
(2.85) V1 =
1
q2 − 1 , V2 =
1
2(q − 1) .
In general, for any compact set E˜ ⊂ Cv of positive capacity, we have V∞(a + πE˜) =
V∞(E˜) + 1 for each a ∈ Cv. If E˜ ⊂ D(a, r), then u∞(z, E˜) = − logv(|z − a|v) for all
z /∈ D(a, r). It follows that for each E0,i, one has u∞(z,E0,i) = V +1 on E0,i. On the q− 1
cosets E2,k contained in γi+
√
πÔv, one has u∞(z,E0,i) = 1/2. On the other q2−2q+1 cosets
E2,k and the other q − 1 cosets E0,i′ , as well as all the cosets E1,j, one has u∞(z,E0,i) = 0.
For each E1,j , one has u∞(z,E1,j) = V1 +1 on E1,j, and u∞(z,E1,j) = 0 on all the E0,i, all
the E2,j and all the E1,j′ distinct from j. For each E2,k, one has u∞(z,E2,k) = V2 + 1 on
E2,k. There are q − 2 other cosets E2,k′ and one coset E1,j contained in βk +
√
πÔv. On
those cosets we have u∞(z,E2,k) = 1/2. On the remaining q2 − 2q + 1 cosets E2,k′ and on
all the cosets E1,j , one has u∞(z,E2,k) = 0.
Evaluating u∞(z,Ev) on each of the sets Er,s in turn yields a system of 2q2−q equations
satisfied by V and the wr,s. Since µ and V = V∞(Ev) are unique, these equations uniquely
determine the wr,s. Hence for any permutation σ of the sets Er,s which takes sets of type
r = 0, 1, 2 to sets of the same type, and which preserves distances between corresponding
pairs of sets, we must have wr,σ(s) = wr,s for all r, s. It is easy to see that there are enough
permutations satisfying these conditions to assure that there are w0, w1, w2 such that for
all i, j, k
w0,i = w0 , w1,j = w1 , w2,k = w2 .
We can now determine V . From µ(Ev) = 1, we obtain the mass equation
1 = (q) · w0 + (q2 − q) · w1 + (q2 − q) · w2 .
Evaluating u∞(z,Ev) on the sets E0,i, E1,j and E2,k gives the equations
V = w0 · (V + 1) + w2 · (q − 1) · (1/2) ,
V = w1 · (V1 + 1) ,
V = w0 · (1/2) + w2 · ((V2 + 1) + (q − 2) · (1/2)) .
Treating this as a linear system in w0, w1, w2, solving it in terms of V , V1, V2, and inserting
the resulting values in the mass equation leads to
1 = (q)
V (12 + V2)
(1 + V )(V2 +
q
2)− q−14
+ (q2 − q) V
1 + V1
+ (q2 − q) V
2 + 12V
(1 + V )(V2 +
q
2)− q−14
.
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Clearing denominators and using the values for V1, V2 from (2.85) yields a quadratic equation
in V . Its unique non-negative root (simplified using Maple) is the one in (2.83). 
3. Global Examples on P1
As will be seen, capacity theory provides a “calculus” for answering certain types of
questions about algebraic integers and units. Note that α ∈ Q˜ is an algebraic integer if and
only if its conjugates all satisfy |σ(α)|v ≤ 1 for all nonarchimedean v, and it is a unit if and
only if |σ(α)|v = 1 for all nonarchimedean v.
Algebraic Integers. The following example is a trivial application of capacity theory,
but appears hard to prove without it.
Example 2.6. Let M be the Mandelbrot set. Then
(A) There are infinitely many algebraic integers whose conjugates all belong to M.
(B) For each number B > 0 there are only finitely many algebraic integers α whose
conjugates all belong toM, and some prime p ≤ B splits completely in Q(α). Indeed, there
is a neighborhood U = U(B) of M with this property.
(C) On the other hand, for each neighborhood U ofM in C, there is a number C = C(U)
such that for each prime p > C, there are infinitely many algebraic integers α such that all
the conjugates of α belong to U , and p splits completely in Q(α).
Proof. Take K = Q, C = P1, and X = {∞}.
Part (A) is well known. Indeed, put ϕc(z) = z
2 + c and for each integer n ≥ 1 put
Pn(c) = ϕ
(n+1)
c (0), as in the discussion preceding (2.58). Then Pn(c) is a monic polynomial
in Z[c] of degree 2n. If α is a root of Pn(c) = 0, then z = 0 is periodic for ϕα(z) (with period
dividing n+1) since ϕ
(n+1)
α (0) = 0. The same is true for all the Gal(Q˜/Q)-conjugates of α,
so α is an algebraic integer whose conjugates all belong to M.
There are many ways to see that as a collection, the Pn(c) have infinitely many distinct
roots. For example, note that c = 0 is the only number such that 0 is periodic for ϕc(z)
with period 1. Taking n = p− 1 where p is prime, we obtain 2n − 1 values of c such that 0
is periodic for ϕc(z) with exact period p ; thus there are infinitely many algebraic integers
whose conjugates all belong to M.
For part (B), fix a prime p, let E∞ =M, Ep = Zp, and let Eq = D(0, 1) ⊂ Cq for each
prime q 6= p. Put E =∏v Ev. Then E is algebraically capacitable, and
γ(E,X) = γ∞(M) · γ∞(Ep) = p−1/(p−1) < 1 .
By Theorem 1.5 there is an adelic neigbhorhood U = Up =
∏
v Up,v of E such that there are
only finitely many α ∈ Q˜ which have all their conjugates in Up. Each algebraic integer α
such that p splits completely in Q(α) is such a number.
Given B > 0, put U = U(B) = ∩p≤BUp,∞ ⊂ C. Then U(B) has the desired properties.
For part (C), let U ⊂ C be any neighborhood of M. By enlarging M within U (for
example by choosing a point a ∈ (U ∩R)\M and adjoining a suitably small disc D(a, r)) we
can obtain a setMU ⊂ U which has γ∞(MU ) > 1 and is stable under complex conjugation.
Fix a prime p, and take E∞ = MU , Ep = Zp, and Eq = D(0, 1) ⊂ Cp for each prime
q 6= p. Put E =∏v Ev. By (2.63) and (2.68), the capacity of E with respect to X is
γ(E,X) = γ∞(MU ) · p−1/(p−1) .
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It follows that if p is sufficiently large, then γ(E,X) > 1. Put U∞ = U , Up = Zp, and
Uq = D(0, 1) for each prime q 6= p. By Theorem 1.2, there are infinitely many α ∈ Q˜ whose
conjugates belong to Uv for each v. Each such α is an algebraic integer whose archimedean
conjugates belong to U and whose conjugates in Cp belong to Zp, so p splits completely in
Q(α). 
We remark that the same assertions hold for the Julia set of a monic polynomial g(x) ∈
Z[x] with degree d > 1 (see (2.57)). In this case, each repelling periodic point for g(x) is an
algebraic integer whose conjugates belong to the Julia set.
Our next result, originally formulated by Cantor ([16]) and proved in ([52]), generalizes
the classical theorem of Robinson ([48]) which was the prototype for the Fekete-Szego¨
theorem with local rationality conditions.
Example 2.7. Let Q be a finite set of primes of Q, and let [a, b] ⊂ R. If
b− a > 4 ·
∏
q∈Q
q1/(q−1) ,
then there are infinitely many algebraic integers α whose conjugates all belong to [a, b] and
for which the primes in Q split completely in Q(α); if b − a < 4 ·∏q∈Q q1/(q−1) there are
only finitely many.
Proof. Take K = Q, C = P1, and X = {∞}. Put E∞ = [a, b], Eq = Zq for q ∈ Q, and
Ep = Ôp for finite p /∈ Q. Then for E = E∞ ×
∏
pEp, using g∞ = 1/z to compute the local
capacities, formulas (2.9) and (2.68) give
γ(E,X) =
∏
p,∞
γ∞(Ep) =
b− a
4
·
∏
q∈Q
q−1/(q−1) .
Thus the result follows from Theorem 1.5. 
Over an arbitrary number field, we have the following generalization of Example 2.7,
motivated by a result of Moret-Bailly ([39], The´ore`me 1.3, p.182).
Example 2.8. Let K be a number field, with r1 real places and r2 complex places.
Write n = [K : Q], and let Q be a finite set of nonarchimedean places of K. For each v ∈ Q,
let Fw/Kv be a finite galois extension, with ramification index ew/v and residue degree fw/v.
If
(2.86) Rn > 2r1
∏
v∈Q
q
1/(ew/v(q
fw/v
v −1))
v
then there are infinitely many algebraic integers α whose archimedean conjugates belong
to D(0, R) at each v where Kv ∼= C, to [−R,R] at each v where Kv ∼= R, and are such that
for each v ∈ Q all the conjugates in Cv belong to OFw .
If Rn is less than the bound in (2.86), there are only finitely many such algebraic integers.
Proof. For each complex archimedean v, put Ev = D(0, R); then γ∞(Ev) = R. For
each real archimedean v, put Ev = [−R,R] ⊂ R; then γ∞(Ev) = R/2. For each nonar-
chimedean v ∈ Q, put Ev = Ow, and write e = ew/v, f = fw/v; then γ∞(Ev) = q−1/e(q
f
v−1)
v
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by (2.68). For all other nonarchimedean v, put Ev = D(0, 1), and put E =
∏
v Ev. By our
convention about weights and absolute values in the complex archimedean case,
γ(E, {∞}) =
∏
real v
γ∞(Ev) ·
∏
complex v
γ∞(Ev)2 ·
∏
finite v
γ∞(Ev)
= Rn · 2−r1 ·
∏
v∈Q
q−1/(qv−1)v .
Again the result follows from Theorem 1.5. 
In general, the behavior is not known in the extremal case when Rn = 2r1
∏
v∈S q
1/(qv−1)
v .
When K is totally real, and S is empty, we have R = 2, and the roots of Chebyshev
polynomials belong to [−2, 2]. When K is totally complex, R = 1 and the roots of unity
belong to D(0, 1). Thus in these two cases there are infinitely many algebraic integers whose
conjugates satisfy the required conditions. There are no known examples where there are
only finitely many.
Algebraic numbers satisfing various arithmetic conditions, with controlled archimedean
conjugates, can be constructed by imposing appropriate geometric conditions on the sets
Ev. The following (admittedly contrived) example illustrates some of the possibilities.
Example 2.9. For any ε > 0, there are infinitely many algebraic integers α such that
(1) each archimedean conjugate σ(α) is real and satisfies 0 < σ(α) < 12
√
5 + ε;
(2) the primes pv above 2 in Q(α) have residue degree 1, and |α|v = 1 at each v|2.
(3) the prime 3 is unramified in Q(α), and ordv(α) = 1 at all v above 3;
(4) the prime 5 splits completely in Q(α), and α is a quadratic nonresidue at each v|5;
(5) for all primes pv of Q(α) above 7, we have α ≡ −1 (mod pv).
Proof. Take K = Q and let L > 0 be a parameter. Put E∞ = [0, L] ⊂ R, E2 =
D(1, 1)−, E3 = D(2/3, 1/3)− , E5 = Z5 ∩ (D(2, 1)− ∪ D(3, 1)−), E7 = D(−1, 1)−. Put
Ep = D(0, 1) for all other primes p. Then γ∞(E∞) = L/4. As seen in the discussion of
capacities of nonarchimedean open discs, γ∞(E2) = γ∞(D(1, 1)) = γ∞(D(0, 1)) = 1 and
γ∞(E3) = γ∞(D(2/3, 1/3)) = γ∞(D(0, 1/3)) = 1/3. Corollary 2.3 shows that γ∞(E5) =
5−2/4. At p = 7, we have E7 ⊂ D(0, 1) so γ∞(E7) ≤ 1; on the other hand for each totally
ramified finite extension Fw/Q7 we have −1 + πwOw ⊂ E7, and Proposition 2.1 shows that
γ∞(−1+πwOw) = 7−1/ew · 7−1/6ew . Letting ew →∞, we see that γ∞(E7) = 1. As noted in
Theorem 1.4, the condition that the primes above 2 have residue degree 1, and the primes
above 3 be unramified, can be imposed ‘for free’. For the Fekete-Szego¨ theorem 1.4 to be
applicable, we need L/4 · 1/3 · 5−1/2 > 1. 
The following example illustrates a case in which some of the Ev are unions of “different
types” of sets, with overlaps.
Example 2.10. Take K = Q; let X = {∞}, put E∞ = D(0, 1) ∪ [1, 1 +L] where L ≥ 0,
and put E3 = Ov1 ∪Ov2 where Ov1 is the ring of integers of the unramified extension Lv1 =
Q3(
√−1), and Ov2 is the ring of integers of the totally ramified extension Lv2 = Q3(
√−3).
For each finite prime p 6= 2, let Ep = Ôv be the X-trivial set.
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By formula (2.50) with L1 = 0 and L2 = L, and formula (2.83) with qv = 3, we have
γ(E, {∞}) = 3−(−61+
√
6481)/184 ·
(
1 +
L2
4(1 + L)
)
∼= 0.89000685 + 0.22251713L2/(1 + L) .
By Theorems 0.3 and 1.5, if L > 0.99240793 then there are infinitely many algebraic integers
whose archimedean conjugates all lie in D(0, 1) ∪ [1, 1 + L] and whose C3-conjugates all lie
in Ov1 ∪ Ov2 , while if L < 0.99240792 there are only finitely many.
Our last result in this section is a continuation of an example of Cantor ([16], p.167).
Suppose that instead of constructing algebraic integers, one has a rational function f(x)
and is interested in constructing numbers α for which f(α) is an algebraic integer.
For instance, let f(x) = 1/(1+x2). Using Fekete’s Theorem, Cantor showed that there
are only finitely many totally real α for which f(α) is an algebraic integer; indeed, α = 0
and α =∞ are the only such points.
Suppose, however, that we were willing to accept numbers α, all of whose conjugates
had a small imaginary part. How large would the imaginary parts have to be to guarantee
the existence of infinitely many solutions?
Example 2.11. Take f(x) = 1/(1 + x2). Suppose T > 3/4. Then there are infinitely
many α ∈ Q˜, all of whose conjugates satisfy | Im(σ(α))| < T , for which f(α) is an algebraic
integer. However, if T < 3/4, there are only finitely many.
Proof. Take K = Q, and let X = {i,−i}, the set of poles of f(x). Put gi(z) = z − i,
g−i(z) = z + i, and let L = Q(i). Fix T > 0.
At the archimedean place of Q, take
E∞ = {z ∈ C : −T ≤ Im(z) ≤ T} ∪ {∞} .
At each finite prime p, put Ep = f
−1(Ôp). It is easy to see that E2 = P1(C2)\B(1, 1)−,
while for each p ≥ 3, Ep = P1(Cp)\(B(i, 1)− ∪B(−i, 1)−) where the two balls are distinct.
Put E = E∞ ×
∏
pEp.
To compute the Green’s matrices we must make a base change to L. Recall that
Γ(E,X) = [L : K]−1Γ(EL,X).
There is one archimedean place of L, which we will denote w∞. By (2.48), we have
Vi(Ew∞) = V−i(Ew∞) = log(2(1 − T )), while G(−i, i;Ew∞) = G(i,−i;Ew∞) = 0 since i
and −i belong to distinct components of P1(C)\E∞. Since Lw∞ ∼= C, we have log(qw∞) =
log(e2) = 2. There is one place w2 of L above 2; Lw2/Q2 is totally ramified. Fixing
an isomorphism Cw2
∼= C2, identify Ew2 with E2. Then Vi(Ew2) = V−i(Ew2) = 0, while
G(−i, i;Ew2) = G(i,−i;Ew2) = − log2(|i − (−i)|w2) = 2. We have log(qw2) = log(2). For
all other places v of L the Green’s matrices are trivial. Thus
(2.87) Γ(E,X) =
(
log(2(1 − T )) log(2)
log(2) log(2(1 − T ))
)
.
By definition γ(E,X) = exp(− val(Γ(E,X))), where
val(Γ(E,X)) = min
~r∈p
max
~s∈p
t~rΓ(E,X)~s = max
~r∈p
min
~s∈p
t~rΓ(E,X)~s
is the value of Γ(E,X) as a matrix game; here p is the set of probability vectors in R2. If
we take ~s = t(12 ,
1
2) then both entries of Γ(E,X)~s are equal to
1
2 log(4(1 − T )); combining
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the “mini-max” and “maxi-min” expressions for val(Γ(E,X)) shows that val(Γ(E,X)) =
1
2 log(4(1 − T )).
Thus γ(E,X) > 1 iff T > 3/4, while γ(E,X) < 1 iff T < 3/4, and the result follows from
the Fekete-Szego¨ theorem 1.5. 
Algebraic Units. As in Example 2.9, the condition that an algebraic integer α be a unit
at finitely many specified primes can be imposed ‘for free’. However, if we want global alge-
braic units, the construction must assure that they avoid 0 (and ∞) at all nonarchimedean
v. This can be accomplished by using the capacity relative to two points X = {0,∞}.
Below is the theorem of Robinson ([49]) cited in the Introduction, which was originally
proved without using capacity theory. The fact that Robinson’s conditions arise naturally
in the context of capacities was first recognized by Cantor ([16]):
Example 2.12 (Robinson). Suppose 0 < a < b ∈ R satisfy the conditions
log(
b− a
4
) > 0 ,(2.88)
log(
b− a
4
) · log(b− a
4ab
)−
(
log(
√
b+
√
a√
b−√a)
)2
> 0 .(2.89)
Then there are infinitely many totally real units α whose conjugates all belong to [a, b].
Proof. We follow Cantor ([16], p.166). Take K = Q, C = P1, and X = {0,∞}. Put
E∞ = [a, b], and put Ep = D(0, 1)\D(0, 1)− for each finite prime p. Each nonarchimedean
Ep is the ‘X-trivial’ set in P
1(Cp), so we can take E = E∞ ×
∏
pEp.
Let the uniformizing parameters used to compute capacities be g0(z) = z, g∞(z) = 1/z.
By formulas (2.9), (2.7), at the archimedean place w e have V∞([a, b]) = log(4/(b− a)) and
G(0,∞; [a, b]) = log((√b+√a)/(√b−√a)). Pulling back by 1/z, we have G(z, 0; [a, b]) =
G(1/z,∞; [1/b, 1/a]). In view of our choices of the uniformizing parameters, this yields
V0([a, b]) = V∞([1/b, 1/a]) = log(4ab/(b − a)). At each finite prime p, one sees easily that
V0(Ep) = V∞(Ep) = G(0,∞;Ep) = 0. Thus
(2.90) Γ(E,X) = Γ(E∞,X) =
 log( 4abb−a) log(√b+√a√b−√a)
log(
√
b+
√
a√
b−√a) log(
4
b−a)
 .
The conditions (2.88), (2.89) in the Theorem are simply the determinant inequalities on
the minors of Γ(E,X), necessary and sufficient for it to be negative definite. Hence the
result follows from the Fekete-Szego¨ theorem 1.5. 
In the next result, we bound the size of the units and their reciprocals, as well as
imposing conditions at nonarchimedean places.
Example 2.13. There are infinitely many totally real algebraic units α whose archimedean
conjugates belong to [−r,−1/r] ∪ [1/r, r], if
r > 1 +
√
2 .
More generally, let Q be a finite set of primes, and put A =∏q∈Q qq/(q−1)2 . Then there are
infinitely many totally real algebraic units α for which the primes q ∈ Q split completely in
Q(α), and whose archimedean conjugates belong to [−r,−1/r] ∪ [1/r, r] if
(2.91) r > A2 +
√
A4 + 1 .
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If the opposite inequality holds, there are only finitely many.
Proof. Take K = Q, C = P1, and X = {0,∞}. Let the uniformizers be g0(z) = z,
g∞(z) = 1/z as before. Take r ≥ 1 and put E∞ = [−r,−1/r] ∪ [1/r, r] ⊂ R. For each
q ∈ Q, put Eq = Z×q . For all other primes p, put Ep = D(0, 1)\D(0, 1)− ⊂ Cp, then let
E = E∞ ×
∏
pEp.
By formulas (2.15), (2.16) and (2.18), we have
Γ(E∞,X) =
(
1
2 log(
4r2
r4−1)
1
2 log(
r2+1
r2−1)
1
2 log(
r2+1
r2−1)
1
2 log(
4r2
r4−1)
)
.
For primes q ∈ Q, formulas (2.74) and (2.75) give V∞(Eq) = G(0,∞;Eq) = q/(q −
1)2. Pulling back by 1/z and using that Z×p is stable under taking reciprocals, we have
G(z, 0;Eq) = G(1/z,∞;Eq) and hence V0(Eq) = G(∞, 0;Eq) = q/(q − 1)2 as well. Thus
(2.92) Γ(Eq,X) =
(
q/(q − 1)2 q/(q − 1)2
q/(q − 1)2 q/(q − 1)2
)
.
For all other p, Γ(Ep,X) is the 0 matrix. Hence
Γ(E,X) = Γ(E∞,X) +
∑
p
Γ(Ep,X) log(p)
=
1
2
(
log(4A
2r2
r4−1 ) log(A
2 r2+1
r2−1)
log(A2 r
2+1
r2−1) log(
4A2r2
r4−1 )
)
.
Take ~s = t(12 ,
1
2 ). Then Γ(E,X)~s has equal entries
V =
1
2
log
(
4A4r2
(r2 − 1)2
)
.
By the definition of the value of a matrix game, it follows that V (E,X) := val(Γ(E,X)) = V .
Since r ≥ 1, γ(E,X) = e−V (E,X) = (r2 − 1)/(2A2r). It is easy to see that γ(E,X) > 1 if and
only if condition (2.91) holds, and that γ(E,X) < 1 if and only if the opposite inequality
holds. Hence the result follows from the Theorem 1.5. 
If r = 1 +
√
2 in the first part of Example 2.13, then there are infinitely many units
whose conjugates lie in [−r,−1/r] ∪ [1/r, r]. Note that this set is the pullback of [−2, 2] by
f(z) = z − 1/z. For each n ≥ 1, let Tn(x) denote the Chebyshev polynomial of degree n.
It is well known that Tn(x) is a monic polynomial with integer coefficients, whose roots are
simple and belong to the interval [−2, 2]. Put Pn(z) = znTn(z− 1/z). Then Pn(z) is monic
with integer coefficients, and has constant coefficient (−1)n. Thus the roots of the Pn(z)
are the units we need.
Next we give an S-unit analogue of Example 2.13. By a trick, we are able to require
that the S-units constructed be totally p-adic, while their archimedean conjugates all have
absolute value 1:
Example 2.14. Let k = Q and fix a (nonarchimedean) prime p. Let Q be a finite set of
nonarchimedean primes of Q, disjoint from {p}, and put A =∏q∈Q qq/(q−1)2 as in Example
2.13. Suppose 0 < m ∈ Z is such that
(2.93) m log(p) > 2 log(A) +
p (p2m + 1)
(p− 1)(p2m+1 − 1) log(p) .
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Then there are infinitely many numbers α ∈ Q˜ for which the primes q ∈ Q split completely
in Q(α), which are units at all nonarchimedean places v of Q(α) not above p, whose
archimedean conjugates all satisfy |σ(α)| = 1, and whose conjugates in Cp all belong to Qp
and satisfy | ordp(σ(α))| ≤ m.
If the opposite inequality to (2.93) holds, there are only finitely many.
Proof. Take K = Q, and let X = {0,∞}. Let the uniformizing parameters be g0(z) =
z, g∞(z) = 1/z as usual.
The proof makes use of two Q-rational adelic sets, which we will denote E and E′. To
construct E, let E∞ = C(0, 1), the unit circle. For each q ∈ Q, put Eq = Z×q , and put
Ep = {x ∈ Qp : −m ≤ ordp(x) ≤ m} = p−mEp,2m
where Ep,2m =
⋃2m
k=0 p
kZ×p is as in Proposition 2.4. For all other finite primes q take
Eq = Ô×q = D(0, 1)\D(0, 1)− , the X-trivial set in P1(Cq). Set E = E∞ ×
∏
q 6=∞Eq.
To construct E′, first choose a square-free integer d < 0 which satisfies d ≡ 1 (mod 8)
and d ≡ 1 (mod q) for each q ∈ Q ∪ {p}. Thus the primes in Q ∪ {p} split completely in
the quadratic imaginary field F = Q(
√
d). Let
f(x) =
x−√d
x+
√
d
,
and for each prime q (archimedean or nonarchimedean) put E′q = f−1(Eq). Then E′∞ =
P1(R), while for each q ∈ Q ∪ {p} we have E′q ⊂ Qq. For all other primes q, E′q is the RL-
domain in P1(Cq) gotten by omitting two open discs centered on ±
√
d; for all but finitely
many q these discs are disjoint and have radius 1. Note that for each q, the set E′q is stable
under Autc(Cq/Qq). If q ∈ Q ∪ {p,∞} this is trivial; for all other q, note that for each
σ ∈ Autc(Cq/Qq), either σ(f)(x) = f(x) or σ(f)(x) = 1/f(x). Since Eq = Ô×q is stable
under inversion and Autc(Cq/Qq), it follows that x ∈ E′q if and only if σ(x) ∈ E′q.
Set E′ = E′∞ ×
∏
q 6=∞E
′
q, and take X
′ = {√d,−√d}. We claim that
Γ(E′,X′) = Γ(E,X) .
This follows by pulling back using f(x): let EF , E
′
F be the F -rational adelic sets obtained
from E, E′ by base change (see [51], §5.1). Then Γ(EF ,X) = [F : Q]·Γ(E,X) and Γ(E′F ,X′) =
[F : Q] · Γ(E′,X′) ([51], p.326, formula (9)). On the other hand f(x) is rational over F , so
by ([51], p.335, formula (16)) and the fact that deg(f) = 1,
Γ(E′F ,X
′) = Γ(EF ,X) .
This establishes the claim.
By the Fekete-Szego¨ theorem 0.3, if Γ(E′,X′) is negative definite, there are infinitely
many algebraic numbers whose archimdean conjugates belong to E′∞ = P1(R) and whose
q-adic conjugates belong to E′q for all nonarchimedean q. The images of these numbers
under f(x) will be the numbers α in the Example.
Hence it suffices to show that Γ(E′,X′) = Γ(E,X) is negative definite under condition
(2.93). We have
Γ(E,X) = Γ(E∞,X) +
∑
q 6=∞
Γ(Eq,X) log(q) .
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Here Γ(E∞,X) is the 0 matrix. For each q ∈ Q, Γ(Eq,X) is the same as in (2.92) in the
proof of Example 2.13. To express Γ(Ep,X), write
B =
1
p− 1 +
1
(p− 1)2(1 + p2 + p4 + · · ·+ p4m) ,
C =
p2m+1
(p− 1)2(1 + p2 + p4 + · · ·+ p4m) .
By Proposition 2.4 and the scaling property of the capacity, V∞(Ep) = V∞(p−mEp,2m) =
−m + B. The map f(z) = 1/z stabilizes Ep but takes 0 to ∞, so our choice of uni-
formizing parameters gives V0(Ep) = V∞(Ep). Finally f(z) = pmz takes 0 7→ 0, ∞ 7→ ∞,
and Ep to Ep,2m, so by the pullback formula (2.61) and Proposition (2.4), G(0,∞;Ep) =
G(0,∞;Ep,2m) = C. Thus
Γ(Ep,X) =
( −m+B C
C −m+B
)
.
For all other primes q, Γ(Eq,X) is the 0 matrix, so
Γ(E,X) =
(
log(A) + (−m+B) log(p) log(A) + C log(p)
log(A) + C log(p) log(A) + (−m+B) log(p)
)
.
Since Γ(E,X) has equal row sums, as in the proof of Example 2.13 it follows that
val(Γ(E,X)) = 12
(−m log(p)+2 log(A)+(B+C) log(p)). Simplifying, we have val(Γ(E,X)) <
0, and hence γ(E,X) > 1, if and only if (2.93) holds; similarly, γ(E,X) < 1 if and only if the
opposite inequality holds. Thus the result follows from the Fekete-Szego theorem 1.5. 
For instance, if Q = {2} in Example 2.14, then for p = 3 we need m ≥ 4; for 5 ≤ p ≤ 17
we can take m = 2, and for p ≥ 19 we can take m = 1. If Q = {2, 3} in Example 2.14, then
for p = 5 we need m ≥ 7; for 7 ≤ p ≤ 11 we can take m = 5; for 13 ≤ p ≤ 23 we can take
m = 4; for 29 ≤ p ≤ 109 we can take m = 3; for 113 ≤ p ≤ 11673 we can take m = 2; and
for p ≥ 11677 we can take m = 1.
Note that the S-units constructed in Example 2.14 are not roots of unity, because there
are only finitely many roots of unity ζn for which p splits completely in Q(ζn).
In the next example, a limit argument allows us deal with a situation where one of the
points in X belongs to E∞:
Example 2.15. Let A > 0. If A ≥ 4, then there are infinitely many units whose
conjugates all lie in [0, 1] ∪ [A,A+ 1] ⊂ R. If A < 4, there are only finitely many.
Proof. Write E = [0, 1] ∪ [A,A + 1]. If A ≤ 1, then E ⊂ [0, 2], so γ∞(E) < 1/2.
Otherwise, E is a translate of [−(A + 1)/2,−(A − 1)/2] ∪ [(A − 1)/2, (A + 1)/2] and so
γ∞(E) =
√
A/2 by formula (2.15). Thus if A < 4, we have γ∞(E) < 1, and Fekete’s
theorem 1.5(B) shows there are only finitely many algebraic integers, and in particular
finitely many units, whose conjugates lie in E.
Next suppose A = 4. We will explicitly construct infinitely many units whose conjugates
lie in [0, 1] ∪ [4, 5]. To do so, note that [0, 1] ∪ [4, 5] is the pullback of [−2, 2] by f(z) =
z2 − 5z + 2. Let Tn(x) denote the Chebyshev polynomial of degree n. As before, Tn(x) is
a monic polynomial with integer coefficients whose roots are simple and belong to [−2, 2].
It oscillates n times between ±2 on [−2, 2]; in particular, Tn(2) = 2. Furthermore, Tn(x) is
an even function if n is even, and is an odd function if n is odd. Consider the polynomials
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Qn(z) = Tn(f(z)). They are monic with integer coefficients, and have all their roots in
[0, 1] ∪ [4, 5]. Unfortunately, Qn(z) has constant coefficient Qn(0) = Tn(2) = 2. However, if
n is odd, then Qn(z) has f(z) as a factor, so Pn(z) := Qn(z)/f(z) has constant coefficient
1. Thus the roots of the Pn(z) for odd n are the required units.
Finally, suppose A > 4, and let 0 < ε < 1. Consider the set Eε,A = [ε, 1] ∪ [A,A + 1].
Take K = Q, C = P1, X = {0,∞}. Let E∞ = Eε,A, and for each finite prime p let
Ep = D(0, 1)\D(0, 1)− ⊂ Cp be the X-trivial set. Put Eε,A = Eε,A ×
∏
pEp, and take
g0(z) = z, g∞(z) = 1/z as before. Then
Γ(Eε,A,X) =
(
V0(Eε,A) G(∞, 0;Eε,A)
G(0,∞;Eε,A) V∞(Eε,A)
)
.
Formula (2.27) expresses the Green’s function of two intervals in terms of a quotient of two
theta functions. These theta-functions and their parameters vary continuously with ε and
A, hence the Green’s function varies continuously as well. Letting ε → 0, formulas (2.15),
(2.27), and (2.34) show that
lim
ε→0
V∞(Eε,A) = V∞(E) = −1
2
log(A/4) < 0 ,
lim
ε→0
G(∞, 0;Eε,A) = lim
ε→0
G(0,∞;Eε,A) = G(0,∞;E) = 0 ,
lim
ε→0
V0(Eε,A) = −∞ .
Thus for all sufficiently small ε > 0, Γ(Eε,A,X) is negative definite, and the Fekete-Szego¨
Theorems 0.3 and 1.5 yield the result. 
As a whimsical side note, we remark that an argument similar to the one in Example
2.15 shows that E = [0, 1] ∪ [A,A+ .001] contains infinitely many conjugate sets of units if
A ≥ 30.19249489, but only finitely many if 0 < A < 30.19249488. This is obtained by using
Maple to evaluate V∞(E) in formula (2.33).
It is also possible to use the Fekete-Szego¨ theorem to construct units whose conjugates
globally omit residue classes. View P1/Q as the generic fibre of P1Z/Spec(Z). Given α, β ∈
P1(Q˜), we will say that α is integral with respect to β if the Zariski closures of α and β in
P1Z do not meet. If β1, . . . , βN are the conjugates of β, this is equivalent to requiring that
for every prime p, all the conjugates σ(α) in P1(Cp) belong to P
1(Cp)\(
⋃N
i=1B(βi, 1)
−).
Recall that the (absolute, logarithmic) Weil height of a number α ∈ Q˜ is
h(α) =
1
[F : Q]
∑
w of F
log+w(|α|w) log(qw) ,
where F is any finite extension Q(α). The height is independent of the field used to compute
it. By definition, h(∞) = 0. The points of P1(Q˜) with h(α) = 0 are precisely 0, ∞, and the
roots of unity.
To put the following result in context, we remark that in ([8]) the authors show that if
h(β) 6= 0, there are only finitely many roots of unity which are integral with respect to β.
Example 2.16. Take K = Q, and let β ∈ Q˜. Then there are infinitely many algebraic
units η ∈ Q˜ which are integral with respect to β. For any ε > 0, these units can be required
to have Weil height h(η) < ε.
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Proof. Put L = Q(β1, . . . , βN ), where β1, . . . , βN are the conjugates of β over Q, and
take X = {∞, 0, β1, . . . , βN}. Let g∞(z) = 1/z, g0(z) = z, and gβi(z) = z− βi for each i. In
the discussion below, we will assume that β 6= 0. If β = 0, then we are merely asking for
units with height h(η) < ε, and the argument carries through in a simplified form.
Viewing the βi as embedded in C, let r > 1 be any number small enough that r <
min|βi|>1(|βi|), and then let ρ > 0 be any number small enough that the discs D(βi, ρ) for
i = 1, . . . , N and D(0, δ) are pairwise disjoint and do not meet the circles {|z| = r}. (Note
that r and ρ are independent of choice of the embedding of the βi.). Eventually we will let
ρ→ 0, and then let r→ 1. Put
E∞ =
(
D(0, r) ∪ ( ⋃
|βi|>r
C(βi, ρ)
))\(D(0, ρ)− ∪ ⋃
|βi|<r
D(βi, ρ)
−
)
.
Thus, E∞ consists of a disc D(0, r) with tiny holes deleted around 0 and the βi ∈ D(0, r),
together with tiny circles adjoined around the βi /∈ D(0, r). By construction E∞ is stable
under complex conjugation.
For each finite prime p, regarding the βi as embedded in Cp, put
Ep = P
1(Cp)\
(
B(∞, 1)− ∪B(0, 1)− ∪
N⋃
i=1
B(βi, 1)
−) .
Then Ep is an RL-domain, stable under Autc(Cp/Qp), and for all but finitely many p it is
X-trivial.
Put E = E∞ ×
∏
pEp. To compute Γ(E,X), we must first make a base change to the
field L, over which the βi are rational. By definition
(2.94) Γ(E,X) =
1
[L : K]
Γ(EL,X) =
1
[L : K]
∑
places w of L
Γ(Ew,X) log(qw)
where EL =
∏
w of LEw. Here, for each place w of L, if w lies over p, then Ew is gotten
by choosing an embedding σ : L →֒ Cp which induces v, extending σ to an isomorphism
σ : Cw → Cp, and setting Ew = σ−1(Ep). Basically, Ew is the same as Ep, but the way the
βi are embedded depends w.
We now compute the matrices Γ(Ew,X). First suppose w|∞. By construction, each
point of X belongs to a different connected component of P1(Cw)\Ew, so Γ(Ew,X) is a
diagonal matrix. We have V∞(Ew) = − log(r) − δ(ρ) where δ(ρ) > 0 and δ(ρ) → 0 as
ρ→ 0, while Vβi(Ew) = − log(ρ) for each i.
Next suppose w is nonarchimedean. Since Ew is obtained by deleting a finite number
of open discs of radius 1 from P1(Cw), one of which is B(∞, 1)−, we have V∞(Ew) =
V∞(D(0, 1)) = 0. The other entries of Γ(Ew,X) will not matter to us: Γ(Ew,X) is an
(N + 2) × (N + 2) matrix whose V∞(Ew) entry is 0. For all but finitely many w, Ew is
X-trivial and Γ(Ew,X) is the 0 matrix.
By definition Γ(EF ,X) =
∑
w Γ(Ew,X) log(qw); for archimedean w, qw = e if Lw
∼= R,
while qv = e
2 if Lw ∼= C. By (2.94)
Γ(E,X) =

− log(r)− δ(ρ) A12 · · · A1,N+2
A21 − log(ρ) +A22 · · · A2,N+2
...
...
. . .
...
AN+2,1 AN+1,2 · · · − log(ρ) +AN+2,N+2

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where the Aij do not depend on r or ρ, and Aij = Aji for all i, j. By the determinant
criterion for negative definiteness from linear algebra (see for example [51], Proposition
5.1.8, p.331), for each fixed r if ρ is sufficiently small then Γ(E,X) is negative definite. Thus
for any neighborhood U of E∞ the Fekete-Szego¨ theorem 1.5 produces infinitely many units
η whose archimedean conjugates all lie in U , and whose nonarchimedean conjugates avoid
the balls B(βi, 1)
− at all places w of L.
To see why the numbers η can be assumed to have arbitrarily small height requires some
understanding of the proof of the Fekete-Szego¨ theorem (either Theorem 6.3.2 of [51], or
Theorem 4.2 in this work). We will now sketch the argument, assuming the reader is loosely
familiar with the proof.
Fix r > 1, and let ρ be small enough that Γ(E,X) is negative definite. Then there
is a probability vector ~s = t(s1, . . . , sN+2) for which Γ(E,X)~s has all its entries equal to
V (E,X). These si are essentially the relative orders of the poles of the initial patching
functions G
(0)
v (z) at the points xi ∈ X. As ρ→ 0, we will have s1 → 1 and s2, . . . , sN+2 → 0
since the first row of Γ(E,X) (and hence V (E,X)) remains bounded but the diagonal entries
in the other rows approach ∞.
The archimedean initial local patching function G
(0)
∞ (z) is chosen so that the discrete
probability density of its zeros approximates
∑N+2
i=1 siµi, where µi is the equilibrium distri-
bution of Ev with respect to xi. Here each µi is a probability measure supported on the
boundary of the component of P1(Cv)\Ev containing xi. As ρ → 0, the amount of mass
which µ1 (corresponding to x1 = ∞) places on the circles C(βi, ρ) goes to 0. Thus the
proportion of the zeros of G
(0)
∞ (z) which lie near near C(0, r) goes to 1. The remaining
zeros all lie near the circles C(βi, ρ). If U is chosen small enough that each C(βi, ρ) outside
D(0, r) lies in a separate component of U , then the patching process preserves the number
of zeros which lie in each component. Thus the final patched function G(n)(z), whose zeros
are numbers constructed by the Fekete-Szego¨ theorem, has the same number of zeros in
each component of U as the initial function G
(0)
∞ (z).
Since the zeros of G(n)(z) (in our instance) are algebraic units, the only contribution
to their height is from archimedean places. By the discussion above, that contribution
approaches log(r) as ρ→ 0. So, if we first let ρ→ 0, and then let r → 1, the Fekete-Szego¨
theorem produces numbers whose heights approach 0. 
Our final example constructs units which avoid the residue class of 1 at every prime, and
whose archimedean conjugates all lie very close to the circle C(0, r) or the circle C(0, 1/r)
(so | log(|σ(α)|)| ≈ log(r)), for suitable r.
Example 2.17. Let r satisfy 1 < r < 2.96605206. Then for any ε > 0, there are
infinitely many units α whose conjugates all satisfy
||σ(α)| − r| < ε or ||σ(α)| − 1/r| < ε ,
and are such that σ(α) 6≡ 1 (mod p) for each prime p of OQ(σ(α)). If r > 2.96605207, there
are only finitely many.
Proof. Take K = Q, C = P1, and X = {0, 1,∞}. Let E∞ = C(0, r) ∪ C(0, 1/r), and
for each finite prime let Ep be the X-trivial set
Ep = P
1(Cp)\(B(0, 1)− ∪B(1, 1)− ∪B(∞, 1)−) .
Put E = E∞ ×
∏
pEp, and take g0(z) = z, g1(z) = z − 1, g∞(z) = 1/z.
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Note that 0, 1 and ∞ belong to different components of P1(C)\E∞. Then V∞(E∞) =
V0(E∞) = − log(r) by formula (2.3), while V1(E∞) is given by (2.55) with τ = 2i log(r)/π.
At each nonarchimedean place, Γ(Ep,X) is the 0 matrix. Hence Γ(E,X) = Γ(E∞,X) is the
diagonal matrix
(2.95) Γ(E,X) =
 − log(r) 0 00 − log( |θ(0,τ ;0,0)θ(0,τ ; 12 ,0)|2 ) 0
0 0 − log(r)

Clearly Γ(E,X) is negative definite if and only if the middle term is negative. A computation
with Maple yields the result. 
4. Function Field Examples concerning Separability
In this section, we will take K = Fp(t) where p is a prime, Fp is the finite field with p
elements, and t is transcendental over Fp. We give three examples showing the need for the
separability hypothesis in Theorem 0.3.C.2, and in Theorems 1.2, 1.3, and 1.5. This was
discovered by Daeshik Park in his doctoral thesis ([45]).
Let v0, v1 and v∞ be the valuations of Fp(t) for which v0(t) = 1, v1(t − 1) = 1, and
v∞(1/t) = 1, respectively. For each of the corresponding places, the residue field is Fp, and
we have Ov0 ∼= Fp[[t]], Ov1 ∼= Fp[[t− 1]], and Ov∞ ∼= Fp[[1t ]].
Our first example, which is due to Park, concerns a set where all the hypotheses of the
Fekete-Szego¨ theorem 0.3 are satisfied except for separability of the extension Fw0/Kv0 , yet
the conclusion of the theorem fails for r in a certain range.
Example 2.18. Let K = Fp(t), and let C = P1/K. Identify P1(Cv) with Cv ∪ {∞},
and take X = {∞}. Put Fw0 = Kv0(t1/p) = Fp((t1/p)), so that Ow0 = Fp[[t1/p]] and
Fw0/Kv0 is purely inseparable. Fix a place v2 ∈ MK distinct from v0, v1, v∞ and define an
adelic set E = E(r) =
∏
v∈MK Ev by putting Ev0 = Ow0 , taking Ev1 = Ov1 , Ev∞ = Ov∞ ,
Ev2 = D(0, r), and letting Ev = D(0, 1) be X-trivial for all v 6= v0, v1, v2, v∞. Then
E is compatible with X and satisfies all the hypotheses of Theorem 0.3 apart from the
inseparability of Fw0/Kv0 , and
γ(E,X) = r · p−
2+1/p
p−1 .
However, if
p
2+1/p
p−1 < r < p
3
p−1
then γ(E,X) > 1, yet there are only finitely many numbers in K˜ whose conjugates belong
to Ev for each v ∈ MK .
Proof. By Proposition 2.1 we have γ∞(Ev1) = γ∞(Ev∞) = p−1/(p−1). The extension
Fw0/Kv0 is totally ramified, so by the same Proposition, γ∞(Ev0) = p−1/(p(p−1)). By (2.63)
it follows that
γ(E,X) = p
− 1
p(p−1) · p− 1p−1 · p− 1p−1 · r = r · p−
2+1/p
p−1 .
Suppose α ∈ K˜ has all its conjugates in Ev, for each v ∈ MK . Recall that Kv0 = Fp((t))
andKv1 = Fp((t−1)) are separable over K = Fp(t) (see Grothendieck, [29], EGA IV, 7.8.3ii,
or Matsumura [37], Proposition 28.M, p.207). Since the conjugates of α in Cv1 all belong
to Ev1 = Ov1 , α must be separably algebraic over K. On the other hand each element of
Fw0\Kv0 is purely inseparable over Kv0 , so the only elements of Ow0 which can be separably
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algebraic over K are those in Ov0 . Thus the conjugates of α in Cv0 (which a` priori belong
to Ev0 = Ow0) must actually belong to Ov0 . It follows that the conjugates of α belong to
E′ = Ov0 ×Ov1 ×Ov∞ ×D(0, r)×
∏
v 6=v0,v1,v2,v∞
Ev
whose capacity is γ(E′,X) = r · p− 3p−1 .
Each local set occurring in E′ is algebraically capacitable, so by Fekete’s theorem ([51],
Theorem 6.3.1, p.414), if γ(E′,X) < 1 there is an adelic neighborhood U of E′ which contains
only finitely many conjugate sets of numbers in K˜. In particular, there are only finitely
many α ∈ K˜ which have all their conjugates in E′.
When
p
2+1/p
p−1 < r < p
3
p−1
we have γ(E,X) > 1 but γ(E′,X) < 1, so all the hypotheses of Theorem 0.3 hold for E
except for the inseparability of Fw0/Kv0 , yet the conclusion of Theorem 0.3 fails. 
Our next example provides sets E of arbitrarily large capacity, where all the hypotheses
of Theorem 0.3 are satisfied except for the separability condition, yet there are no α ∈ K˜
with all their conjugates in E.
Example 2.19. Let K = Fp(t), and let C = P1/K. Identify P1(Cv) with Cv ∪{∞}, and
take X = {∞}. Again put Fw0 = Kv0(t1/p) = Fp((t1/p)), so that Fw0/Kv0 is purely insepa-
rable. Fix a place v2 ∈ MK distinct from v0 and v1, and define E = E(r) =
∏
v∈MK Ev by
putting
Ev0 = t
−1/p +Ow0 = B(t−1/p, 1) ∩ Fw0 ,
taking Ev1 = Ov1 , Ev2 = D(0, r), and letting Ev = D(0, 1) be X-trivial for all v 6= v0, v1, v2.
Then E is compatible with Xcompatible with X and satisfies all the hypotheses of Theorem
0.3 apart from the inseparability of Fw0/Kv0 , and
γ(E,X) = r · p−
1+1/p
p−1 .
If r > p(1+1/p)/(p−1) we have γ(E,X) > 1, yet there are no α ∈ K˜ whose conjugates all
belong to E.
Proof. The argument is the same as that in Example 2.18, except that in this case
Ev0 ⊂ Fw0\Kv0 , so there are no α ∈ K˜ whose conjugates in Cv1 belong to Ev1 and whose
conjugates in Cv0 belong to Ev0 . 
In the previous examples, the conclusion of Theorem 0.3 failed because of interactions
between places of K where the extensions Fw/Kv were separable and inseparable. In our
last example, the conclusion of Theorem 0.3 fails because of interaction between two places
where Fv/Kv is inseparable, with different degrees of inseparability.
Example 2.20. Let K = Fp(t), and let C = P1/K. Identify P1(Cv) with Cv ∪{∞}, and
take X = {∞}. Put Fw0 = Kv0(t1/p) = Fp((t1/p)), so that Fw0/Kv0 is purely inseparable
of degree p, and put Fw1 = Kv1((t − 1)1/p
2
) = Fp(((t − 1)1/p2)), so that Fw1/Kv1 is purely
inseparable of degree p2. Fix a place v2 ∈ MK distinct from v0 and v1, and define E =
E(r) =
∏
v∈MK Ev by putting
Ev0 = t
−1/p +Ow0 = B(t−1/p, 1) ∩ Fw0 ,
Ev1 = (t− 1)−1/p
2
+Ow1 = B((t− 1)−1/p
2
, 1) ∩ Fw1 ,
40 2. EXAMPLES AND APPLICATIONS
taking Ev2 = D(0, r), and letting Ev = D(0, 1) be X-trivial for all v 6= v0, v1, v2. Then E is
compatible with Xcompatible with X and satisfies all the hypotheses of Theorem 0.3 apart
from the inseparability of Fw0/Kv0 and Fw1/Kv1 , and
γ(E,X) = r · p−
p+1
p2(p−1) .
If r > p(p+1)/(p
2(p−1)) we have γ(E,X) > 1, but there are no α ∈ K˜ whose conjugates all
belong to E.
Proof. The argument is similar to that in Examples 2.18 and 2.19, except that here
each element of K˜∩Ev0 satisfies [K(α) : K]insep = p, while each element of K˜∩Ev1 satisfies
[K(α) : K]insep = p2. 
5. Examples on Elliptic Curves
Capacities of Archimedean Sets on Elliptic Curves.
It is difficult to find capacities of archimedean sets on curves of positive genus, but
explicit formulas for some sets can be obtained using pullbacks from P1.
Let Kv be R or C, and suppose Ev/Kv is defined by a Weierstrass equation
(2.96) y2 + a0xy + a3y = x
3 + a2x
2 + a4x+ a6 .
We will compute capacities of sets relative to the origin o = ∞, using z = x/y as the
uniformizing parameter.
Let f ∈ Kv(Ev) be a rational function of degree d > 0 whose only poles are at o, and let
H ⊂ C be a compact set of positive capacity. Take Ev = f−1(H) ⊂ Ev(C). By the pullback
formula (2.61),
G(p, o;Ev) =
1
d
G(f(p),∞;H) .
Assume that capacities of sets in C are computed using the standard uniformizing parameter
at ∞, and that limp→o |f(p) · z(p)d| = A. Then
(2.97) Vo(Ev) = lim
p→o
G(p, o;Ev) + log(|z(p)|) = 1
d
(V∞(H) + log(A)) .
In particular, taking f(p) = x(p), then
(2.98) Vo(Ev) =
1
2
V∞(H) .
If f(p) = y(p), then
(2.99) Vo(Ev) =
1
3
V∞(H) .
For example, if Ev = {p ∈ Ev(C) : |y(p)| ≤ R} = y−1(D(0, R)), then Vo(Ev) = −13 log(R).
Now assume Kv = R; we will compute some capacities of sets Ev ⊂ Ev(R). Completing
the square on the left side of (2.96), we get
(2.100) (y +
1
2
a0x+
1
2
a3)
2 = x3 + (a2 +
1
4
a20)x
2 + (a4 +
1
2
a0a3)x+ (a6 +
1
4
a23) .
Let g(x) be the polynomial on the right side of (2.100). Then g(x) has either one or three
real roots.
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If g(x) = (x − a)(x − b)(x − c) with a < b < c, then Ev(R) has two components, the
bounded loop x−1([a, b]) and the unbounded loop x−1([c,∞]). If Ev ⊂ Ev(R) is the bounded
loop, then by formula (2.9)
(2.101) Vo(Ev) = −1
2
log(
b− a
4
) .
If T > c and Ev = {p ∈ E(R) : x(p) ≤ T}, then Ev = x−1([a, b] ∪ [c, T ]) and by formula
(2.33)
(2.102) Vo(Ev) = −1
2
log
 4√(c− a)(c− b)(T − a)(T − b)
2
∣∣∣ θ(Re(M(∞))/K,τ ; 12 , 12 )
θ(0,τ ;0, 1
2
)
∣∣∣
 .
If g(x) has only one real root, x = c, then Ev(R) = x−1([c,∞]) has one component. If
T > c and we take Ev = {p ∈ E(R) : x(p) ≤ T}, then Ev = x−1([c, T ]) and by formula (2.9)
(2.103) Vo(Ev) = −1
2
log(
T − c
4
) .
Capacities of Nonarchimedean Sets on Elliptic Curves.
In this subsection we will compute the capacities of certain sets of integral points on
Ne´ron models and Weierstrass models.
Theorem 2.21. Suppose Kv is nonarchimedean. Let E/Kv be an elliptic curve, and let
EN /Spec(Ov) be its Neron model. Let o be the origin of E, and let Ev ⊂ E(Kv) be the set of
Kv-rational points which do not specialize (mod v) to the origin of the special fibre EN ,v.
Equivalently, if EW is the affine model of E defined by a minimal Weierstrass equation for
E, then Ev = EW(Ov).
Write kv for the residue field of Ov, and let qv be its order. Let go(z) ∈ Kv(E) be a
uniformizing parameter which specializes (mod v) to a uniformizer at the origin of EN ,v,
so go(z) is a local coordinate function which defines the formal group at the origin of E; for
example, take go(z) = x/y, in terms of the standard coordinates on a minimal Weierstrass
model EW .
Then the local Robin constant
Vo(Ev) := lim
z→∞G(z, o;Ev) + logv(|go(z)|v)
is given by the following formulas, according to the reduction type of E:
(A) Type I0 : Good reduction. If #(EN ,v(kv)) = N , then
(2.104) Vo(Ev) =
qv
(N − 1)(qv − 1) .
(B) Type I1 : Nodal reduction, one component,
(2.105) Vo(Ev) =
qv
(qv − 2)(qv − 1) ;
here we assume qv > 2 : if qv = 2, then Ev is empty.
(C) Type In, n ≥ 2 : Multiplicative reduction, a loop of n lines.
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(C1) Split multiplicative reduction. Let {Pk(x)}k≥0 be the polynomials defined re-
cursively by P0(x) = 1, P1(x) = x, Pk(x) = xPk−1(x)− Pk−2(x) for k ≥ 2, so
(2.106) Pk(x) =
1
2k+1
· (x+
√
x2 + 4)k+1 − (x−√x2 + 4)k+1√
x2 + 4
.
Then
(2.107) Vo(Ev) =
qvPn−1(qv + 1qv )
(q2v − qv + 2)Pn−1(qv + 1qv )− 2qvPn−2(qv + 1qv )− 2qv
.
(C2) Non-split multiplicative reduction, n odd: one component with rational points,
(2.108) Vo(Ev) =
1
qv − 1 .
(C3) Non-split multiplicative reduction, n even: two components with rational
points,
(2.109) Vo(Ev) =
nq2v + 4qv − n
(qv − 1)(nq2v + 8qv − n+ 4)
.
(D) Type II : Cuspidal reduction, one component,
(2.110) Vo(Ev) =
qv
(qv − 1)2 .
(E) Type III : Two lines tangent at a point,
(2.111) Vo(Ev) =
qv(qv + 1)
(qv − 1)(q2v + 2qv − 1)
.
(F ) Type IV : Three lines meeting transversely at a point.
(F1) One kv-rational component,
(2.112) Vo(Ev) =
qv
(qv − 1)2 .
(F2) All three components kv-rational,
(2.113) Vo(Ev) =
qv
(qv + 1)(qv − 1) .
(G) Type I∗0 : Four lines of multiplicity 1 meeting a line of multiplicity 2 at distinct
points.
(G1) One kv-rational component of multiplicity 1,
(2.114) Vo(Ev) =
qv
(qv − 1)2 .
(G2) Two kv-rational components of multiplicity 1,
(2.115) Vo(Ev) =
1
qv − 1 .
(G3) Four kv-rational components of multiplicity 1,
(2.116) Vo(Ev) =
qv(2qv − 1)
(qv − 1)(2q2v + 1)
.
(H) Type I∗n, n ≥ 1 : Two lines of multiplicity 1 at each end of a chain of n+1 lines of
multiplicity 2.
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(H1) Two kv-rational components of multiplicity 1 (adjacent),
(2.117) Vo(Ev) =
1
qv − 1 .
(H2) Four kv-rational components of multiplicity 1,
(2.118) Vo(Ev) =
qv((n+ 2)q
2
v − (n− 1)qv − 1)
(qv − 1)((n + 2)q3v − (n− 2)q2v + qv + 1)
.
(I) Type IV ∗ : Three lines of multiplicity 1, each meeting a line of multiplicity 2, which
in turn meets a line of multiplicity 3.
(I1) One kv-rational component of multiplicity 1,
(2.119) Vo(Ev) =
qv
(qv − 1)2 .
(I2) Three kv-rational components of multiplicity 1,
(2.120) Vo(Ev) =
qv(2qv − 1)
(qv − 1)(2q2v − qv + 1)
.
(J) Type III∗ : A chain of lines with multiplicities 1−2−3−4−3−2−1 with another
line of multiplicity 2 meeting the component of multiplicity 4,
(2.121) Vo(Ev) =
qv(3qv − 1)
(qv − 1)(3q2v − 2qv + 1)
.
(K) Type II∗ : A chain of lines with multiplicities 1 − 2 − 3 − 4 − 5 − 6 − 4 − 2 with
another line of multiplicity 3 meeting the component of multiplicity 6,
(2.122) Vo(Ev) =
qv
(qv − 1)2 .
The proof requires a formula for the canonical distance in terms of intersection theory,
derived for minimal models in ([51], §2.4) and for ‘well-adjusted’ models in ([19]). In
proving Theorem 2.21, we will need the intersection theory formula for an arbitrary model.
Let Cv/Kv be a smooth, connected, projective curve, and let Cv/Spec(Ov) be any
regular model of Cv. Given a point p ∈ Cv(Cv) (respectively, a divisor D on Cv), write (p)
(respectively cl(D)) for its closure in Cv. Let F1, . . . , Fm be the irreducible components of
the special fibre of Cv. Recall that the m×m intersection matrix (Fi ·Fj) is symmetric and
negative semidefinite, with rank m − 1. I ts kernel consists of vectors which are multiples
of the special fibre, and its image consists of all vectors orthogonal to the special fibre. In
particular, any vector
∑
aiFi supported on components of multiplicity 1 in the special fibre,
for which
∑
ai = 0, belongs to the image.
If f ∈ Kv(Cv) is a nonzero rational function, write divCv (f) for its divisor on Cv, and
divCv(f) for its divisor on Cv; then there are integers c1, . . . , cm for which
(2.123) divCv(f) = cl(divCv (f)) +
m∑
j=1
cjFj .
If a ∈ Cv(Kv), then
(2.124) − logv(|fv(a)|v) = ordv(f(a)) = (a) · divCv(f) .
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Suppose ζ ∈ Cv(Kv). Then ζ specializes to a nonsingular closed point on the special
fibre of Cv, and we can choose a uniformizer gζ(z) ∈ Kv(C) in such a way such that for all
t ∈ Cv(Kv) which specialize to that same closed point,
− logv(|gζ(t)|v) = ordv(gζ(t)) = (t) · (ζ)
Normalize the canonical distance [x, y]ζ so that
(2.125) lim
y→ζ
[x, y]ζ |gζ(y)|v = 1 .
Let a 6= b be points of Cv(Cv)\{ζ}. By ([51], Proof of Uniqueness for Theorem 2.1.1,
p.57), [a, b]ζ is given by
(2.126) − logv([a, b]ζ) = lim
f
1
deg(f)
(− logv(|f(a)|v))
where the limit is taken over any sequence of functions whose only poles are at ζ, whose zeros
approach a, and which are normalized so that limz→ζ |f(z)|v · |gζ(z)deg(f |v = 1. Consider
divCv(f) for such an f . After relabeling the Fi, we can assume that (ζ) specializes to
F1. The normalization (2.125) determines the constant c1 in (2.123): if the zeros of f are
b1, . . . , bn then c1 = −
∑n
i=1(ζ) · (bi). The remaining cj are determined by the equations
Fi · divCv(f) = 0, for i = 2, . . . ,m. Put cˆj = (cj − c1)/deg(f).
Combining (2.124) and (2.126), passing to the limit in f , and using the asymptotic
stability of the various terms in the intersection products, we obtain the intersection theory
formula for the canonical distance:
Proposition 2.22. Let Cv/Kv be a smooth, connected, projective curve. Fix a regular
model Cv/Spec(Ov) of Cv, and let F1, . . . , Fm be the irreducible components of the special
fibre of Cv. If ζ ∈ Cv(Kv) and the canonical distance [x, y]ζ is normalized as in (2.125),
then for distinct a, b ∈ Cv(Kv)\{ζ}
(2.127) − logv([a, b]ζ) = (a) · (b)− (a) · (ζ)− (b) · (ζ) +
m∑
j=1
cˆj Fj · (a)
where cˆ1, . . . , cˆm ∈ Q are uniquely determined by the equations
(2.128)
{ ∑m
j=1 cˆj Fi · Fj = Fi · (ζ)− Fi · (b) for i = 1, . . . ,m;
cˆ1 = 0 ,
if ζ specializes to F1.
In (2.128), the numbers cˆj depend only on the components to which b and ζ specialize,
and if a specializes to Fk, then in (2.127)
(2.129)
m∑
j=1
cˆj Fj · (a) = cˆk .
If b specializes to Fℓ, we will write jζ(Fk, Fℓ) for cˆk. It is easily seen that jζ(Fk, Fℓ) ≥ 0,
and that jζ(Fk, Fℓ) = jζ(Fℓ, Fk). If the model Cv is projective, and if ‖x, y‖v is the spherical
metric on Cv determined by the projective embedding of Cv, then
(2.130) (a) · (b) = − logv(‖a, b‖v) .
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Thus (2.127) can be rewritten
(2.131) − logv([a, b]ζ) = − logv
( ‖a, b‖v
‖a, ζ‖v‖b, ζ‖v
)
+ jζ(Fk, Fℓ) .
We now apply this to potential functions. SupposeEv ⊂ Cv(Kv) is compact with positive
capacity, and that all the points of Ev specialize to the same component Fℓ. Suppose in
addition that no point of Ev specializes to the same closed point of the special fibre as ζ.
If µ is the equilibrium distribution of Ev with respect to ζ, and if a ∈ Cv(Kv) specializes to
Fk, then by (2.131),
(2.132) uEv(a, ζ) =
∫
Ev
− logv(‖a, b‖v)dµ(b) + jζ(Fk, Fℓ)− logv(‖a, ζ‖v) .
Note that if a, b ∈ Cv(Kv) specialize to different closed points of the special fibre, then
− logv(‖a, b‖v) = 0. If they specialize to the same closed point (which is necessarily nonsin-
gular on the special fibre), and if we fix a Kv-rational isometric parametrization of the ball
B(b, 1)−, then − logv(‖a, b‖v) = − logv(|a′− b′|v) where a′, b′ ∈ Kv correspond to a, b under
the isometric parametrization. In particular, if Ev = Cv(Kv) ∩ B(b0, 1)−, then the integral
appearing in (2.132) is the same as the one studied in Proposition 2.1, and
(2.133) Vζ(Ev) = 1 +
1
qv − 1 + jζ(Fℓ, Fℓ) .
For a ∈ Cv(Kv)\(B(b0, 1)− ∪B(ζ, 1)−) specializing to Fk,
(2.134) uEv(a, ζ) = jζ(Fk, Fℓ) .
If Ev consists of points belonging to several balls in a single component Fℓ, the averaging
procedure used in Corollary 2.3 applies. Thus, if Ev = Cv(Kv) ∩ (
⋃M
i=1B(bi, 1)
−) where
b1, . . . , bM ∈ Cv(Kv) specialize to distinct closed points of Fℓ (and ζ does not specialize to
any of those points), then
(2.135) Vζ(Ev) =
qv
M(qv − 1) + jζ(Fℓ, Fℓ) ,
while for a ∈ Cv(Kv)\(
⋃M
i=1B(bi, 1)
− ∪B(ζ, 1)−) specializing to Fk,
(2.136) uEv(a, ζ) = jζ(Fk, Fℓ) .
Finally, if Ev has points belonging to several components, we can find Vζ(Ev) by solving
the system of equations (2.70) for the potential functions of the sets Ev,ℓ, where Ev,ℓ ⊂ Ev
is the set of points specializing to Fℓ.
Proof of Theorem 2.21. As might be expected, the proof involves considering the
various reduction types individually. One must solve the system of equations discussed
above, in each case.
In cases (A), (B), (C2), (D), (F1), (G1), (I1) and (K), only the identity component of
the special fibre has rational points. Since Ev = Cv(Kv)\B(o, 1)−, we can apply (2.135)
withM = #E0(kv)−1 and jo(F1, F1) = 0, where F1 = E0 is the identity component. In case
B), #E0(kv) = qv − 1; in case C2), #E0(kv) = qv + 1; and in cases D)–K), #E0(kv) = qv.
In cases (E), (F2), (G2), (G3), (I2) and (J), where the special fibre has a fixed number
of components, the computations are similar except for details. For each, one first solves the
system of equations (2.128) to determine the numbers jo(Fk, Fℓ); then finds the potential
functions uEv,ℓ(z, ζ) corresponding to the various components Fℓ, using (2.135) and (2.136)
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and taking into account the number of kv-rational closed points on each component; and
finally solves the system (2.70) to find Vo(Ev), using the potential functions uEv,ℓ(z, ζ). The
computations were carried out using Maple.
We will illustrate the method in case (F2), where E has Type IV additive reduction
and the special fibre consists of three components meeting transversely at a point, each
component being kv-rational. Let these components be F1 = E0, F2, and F3. Each has qv
kv-rational closed points, so Ev,1 is formed from qv − 1 balls, while Ev,2 and Ev,3 each have
qv balls. Trivially
jo(F1, F1) = jo(F2, F1) = jo(F3, F1) = 0 .
To find the jo(Fi, F2), note that each F
2
i = −2, while Fi · Fj = 1 if i 6= j, and solve the
system (2.128) which reads 
cˆ1 · (−2) + cˆ2 · 1 + cˆ3 · 1 = 1
cˆ1 · 1 + cˆ2 · (−2) + cˆ3 · 1 = −1
cˆ1 · 1 + cˆ2 · 1 + cˆ3 · (−2) = 0
cˆ1 = 0
giving jo(F1, F2) = cˆ1 = 0, jo(F2, F2) = cˆ2 = 2/3, jo(F3, F2) = cˆ3 = 1/3. Similarly
jo(F1, F3) = 0, jo(F2, F3) = 1/3, jo(F3, F3) = 2/3. The potential functions uEv,i(z, o) are
then given by (2.135) and (2.136), with Vo(Ev,1) = qv/(qv − 1)2 and Vo(Ev,2) = Vo(Ev,3) =
2/3 + 1/(qv − 1).
To find Vo(Ev), solve the system (2.70) which reads
1 = 0V + s1 + s2 + s3
0 = V − qv(qv−1)2 s1 − 0s2 − 0s3
0 = V − 0s1 − (23 + 1qv−1)s2 − 13s3
0 = V − 0s1 − 13s2 − (23 + 1qv−1)s3
giving V = Vo(Ev) = qv/(q
2
v − 1), and s1 = (qv − 1)/(qv + 1), s2 = s3 = 1/(qv + 1). If
necessary, the weights s1, s2, s3 could be used to find uEv(z, ζ) for any z ∈ E(Cv).
The remaining cases (C1), (C3) and (H), where the number of components depends on
n, must be treated separately.
First consider case (C3), non-split multiplicative reduction with n = 2N . Among the
n components E0, . . . , E2N−1 (listed cyclically around the loop), only E0 and EN have kv-
rational points (each with qv + 1), while the other components have none. By ([51], p.96),
jo(Eℓ, Eℓ) = ℓ− ℓ2/n, so jo(E0, E0) = 0 and jo(EN , EN ) = n/4. Thus
Vo(Ev,0) =
1
qv − 1 , Vo(Ev,N ) =
n
4
+
qv
q2v − 1
.
The equations (2.70) read 
1 = 0V + s1 + s2
0 = V − 1qv−1s1 − 0s2
0 = V − 0s1 − (n4 + qvq2v−1)s2
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giving
V = Vo(Ev) =
nq2v + 4qv − n
(qv − 1)(nq2v + 8qv − n+ 4)
,
s1 =
nq2v + 4qv − n
nq2v + 8qv − n+ 4
, s2 =
4qv + 4
nq2v + 8qv − n+ 4
.
Next, consider case (H): Type I∗n additive reduction, n ≥ 1. Let F1, F2, F3, and
F4 be the four components of multiplicity 1, and let G1, . . . , Gn+1 be the components of
multiplicity 2, listed sequentially along the chain; assume F1 and F2 meet G1, and F3 and
F4 meet Gn+1, with F1 = E0 being the identity component.
We first determine the numbers jo(Fk, Fℓ) and jo(Gi, Fℓ).
Trivially jo(Fk, F1) = jo(Gi, F1) = 0 for all k and i. For F2, F3, and F4 the equations
(2.128) can be solved recursively. For F2, one finds in turn jo(F1, F2) = 0, jo(G1, F2) = 1,
jo(F2, F2) = 1, then jo(Gi, F2) = 1 for i = 2, . . . , n+1, and finally jo(F3, F2) = jo(F4, F2) =
1/2. For F3, one finds jo(F1, F3) = 0, jo(G1, F3) = 1, jo(F2, F3) = 1/2, then jo(Gi, F2) =
(i+1)/2 for i = 2, . . . , n+1, and finally jo(F3, F3) = 1+n/4, jo(F4, F3) = 1/2+n/4. For F4,
the values are the same as for F3, except that jo(F3, F4) = 1/2+n/4 and jo(F4, F4) = 1+n/4.
In subcase (H1), F1 and F2 are kv-rational but F3 and F4 are not. The computation is
identical to the one in case G2), and one gets Vo(Ev) = 1/(qv − 1).
In subcase (H2), all of F1, F2, F3, F4 are kv-rational. Each has qv kv-rational closed
points. The equations (2.70) read
1 = 0V + s1 + s2 + s3 + s4
0 = V − qv
(qv−1)2 s1 − 0s2 − 0s3 − 0s4
0 = V − 0s1 − (1 + 1qv−1 )s2 − 12s3 − 12s4
0 = V − 0s1 − 12s2 − (1 + n4 + 1qv−1)s3 − (12 + n4 )s4
0 = V − 0s1 − 12s2 − (12 + n4 )s3 − (1 + n4 + 1qv−1)s4
and Maple gives
Vo(Ev) = V =
qv[(n+ 2)q
2
v − (n− 1)qv − 1]
(qv − 1)[(n + 2)q3v − (n− 2)q2v + qv + 1]
.
Case (C1), split multiplicative reduction with n ≥ 2 components, is the most difficult.
Let the components (listed cyclically around the loop) be E0, . . . , En−1, where E0 is the
identity component, and let
⋃n−1
i=0 Ev,i be the corresponding decomposition of Ev. There
are qv−1 kv-rational points on each Ei, so Ev,0 consists of qv−2 balls and all the other Ev,i
consist of qv − 1 balls. Put
Êv =
n−1⋃
i=1
Ev,i ,
so Ev = Ev,0 ∪ Êv. We will first find Vo(Êv), and then use it to find Vo(Ev).
For this, we will need a lemma.
Lemma 2.23 (Cantor’s Lemma). Suppose A ∈ Mk(R) is symmetric and negative
definite. Let ~1 be the row vector (1, 1, . . . , 1) ∈ Rk, and consider the matrix B ∈ Mk+1(R)
given in block form by
B =
(
0 ~1
t~1 A
)
.
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Then B is invertible, and if ~b = −~1A−1 and α−1 = −~1(A−1) t~1, then
(2.137) B−1 =
(
α α~b
α t~b A−1 + α t~b ·~b
)
.
Proof. See ([16], Lemma 3.2.3) or ([53], p.406). The proof is a block by block verifi-
cation that the matrix C in (2.137) satisfies CB = I. 
To find Vo(Êv), let A ∈Mn−1(R) be the matrix (−jo(Ek, Eℓ))1≤k,ℓ≤n−1. By the equations
(2.128) defining the jo(Ek, Eℓ) and the fact that jo(E0, Eℓ) = 0 for each ℓ, it follows that A
is inverse to the tridiagonal matrix
∆ =

−2 1 0 0 · · · 0
1 −2 1 0 · · · 0
0 1 −2 1 · · · 0
...
...
. . .
. . .
. . .
...
0 0 · · · 1 −2 1
0 0 · · · 0 1 −2

.
It is well known (and easy to check) that ∆ is negative definite, so A is also negative definite.
Let B be as in Lemma 2.23. Then α = 1/2 and ~b = (1, 0, . . . , 0, 1) in the formula for
B−1 in that Lemma. Put Q = qv/(qv − 1)2 and let
BQ =
(
0 ~1
t~1 A−QIn−1
)
where In−1 is the (n − 1) × (n − 1) identity matrix. Then the system of equations (2.70)
determining Vo(Êv) reads
BQ

V
s1
...
sn−1
 =

1
0
...
0
 .
Left-multiplying by B−1 yields the simpler system
1 −12Q 0 0 · · · 0 −12Q
0 1 + 32Q −Q 0 · · · 0 −12Q
0 −Q 1 + 2Q −Q · · · 0 0
...
...
. . .
. . .
. . .
...
...
0 0 · · · 0 −Q 1 + 2Q −Q
0 −12Q 0 · · · 0 −Q 1 + 32Q


V
s1
s2
...
sn−2
sn−1

=

1/2
1/2
0
...
0
1/2

.
We now solve for V using Cramer’s rule. It will be useful to write
Pk(x) = det

x −1 0 · · · 0
−1 x −1 · · · 0
...
. . .
. . .
. . .
...
0 · · · −1 x −1
0 · · · 0 −1 x
 ,
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so P0(x) = 1, P1(x) = x, and in general Pk(x) = xPk−1(x) − Pk−2(x). Solving the linear
recurrence yields the formula for Pk(x) in Theorem 2.21. Cramer’s rule then gives
(2.138) Vo(Êv) = V =
1
2Pn−1(2 +
1
Q)
Pn−1(2 + 1Q)− Pn−2(2 + 1Q)− 1
.
With Vo(Êv) in hand, we can use the decomposition Ev = Ev,0∪ Êv to find Vo(Ev). The
equations (2.70) read 
1 = 0V + s0 + sˆ1
0 = V − qv(qv−2)(qv−1)s0 − 0sˆ1
0 = V − 0s0 − Vo(Êv)sˆ1
giving
(2.139) Vo(Ev) =
qvPn−1(2 + 1Q)
(q2v − qv + 2)Pn−1(2 + 1Q)− 2qvPn−2(2 + 1Q)− 2qv
.
If qv = 2, then Ev,0 is empty and Vo(Ev) = Vo(Êv). A quick check shows that (2.139)
remains valid even in this case. Since 2 + 1/Q = qv + 1/qv , this completes the proof of
Theorem 2.21. 
The next proposition gives the capacity of the set Ev = {P ∈ Ev(Kv) : |x(P )|v ≤ qkv}
for an elliptic curve Ev/Kv in Weierstrass normal form,
(2.140) y2 + a1xy + a3y = x
3 + a2x
2 + a4x+ a6 ,
whose coefficients belong to Ov. Let ∆ be its discriminant, and let ∆0 be the discriminant
of a minimal Weierstrass equation. Let πv be a generator for the maximal ideal of Ov. Then
there is an integer m ≥ 0 for which
∆ = π12mv ∆0 .
This is the number of times that Step 11 in Tate’s algorithm (replacing x by π2vx
′ and y
by π3vy
′; see [61], pp.364-368) is executed in computing the Ne´ron model and a minimal
Weierstrass equation for Ev.
Proposition 2.24. Let v be a nonarchimedean place of K, and let Ev/Kv be the elliptic
curve defined by the Weierstrass equation with integral coefficients (2.140).
Let qv be the order of the residue field of Kv, and let Qv = Vo(Ev) be the number
associated to the Ne`ron model of Ev in Theorem 2.21. For each integer ℓ ≥ 0 put
(2.141) Vℓ(qv, Qv) =
qv[Qv(qv − 1)(q2ℓ−1v + 1) + (q2ℓv − 1)]
(qv − 1)[Qv(qv − 1)(q2ℓv − 1) + (q2ℓ+1v + 1)]
.
Suppose m ≥ 0 is the number of times Step 11 of Tate’s algorithm is executed in com-
puting the Ne´ron model of Ev. Let k ≥ −m be an integer, and put Ev,k = {p ∈ Ev(Kv) :
|x(p)|v ≤ q2kv }. Let z = x/y be the standard uniforming parameter at the origin o = ∞ of
Ev. Then, computing capacities relative to z,
(2.142) Vo(Ev,k) = −k + Vm+k(qv, Qv) .
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Proof. Let
(2.143) y20 + a1,0x0y0 + a3,0y0 = x
3
0 + a2,0x
2
0 + a4,0x0 + a6,0
be a minimal Weierstrass equation for Ev. Then z0 = x0/y0 can be used as the uniformizing
parameter in Theorem 2.21. For each ℓ ≥ 0, put
(2.144) E(ℓ)v = {P ∈ Ev(Kv) : |x0(P )|v ≤ q2ℓv } ,
and put zℓ = π
−ℓ
v z0. Then zm is the uniformizing parameter z = x/y in the Proposition,
and Ev,k = E
(m+k)
v .
Let V0 = Qv, and recursively define V1, V2, . . . by requiring that Vℓ be determined by
the system of equations
(2.145)

1 = 0Vℓ + s1 + s2
0 = Vℓ − qv(qv−1)2 s1 − 0s2
0 = Vℓ − 0s1 − (1 + Vℓ−1)s2
so that
(2.146) Vℓ =
qv(1 + Vℓ−1)
qv + (qv − 1)2(1 + Vℓ−1) for ℓ ≥ 1 .
An easy induction shows that Vℓ = Vℓ(qv, Qv) is given by (2.141).
We claim that Vℓ is the Robin constant of the set E
(ℓ)
v relative to the uniformizing
parameter zℓ. To see this, note that E
(0)
v coincides with the set Ev attached to the Ne´ron
model of Ev in Theorem 2.21, and for each ℓ ≥ 1
E(ℓ)v = E
(ℓ−1)
v
⋃
{P ∈ Ev(Kv) : |x0(P )| = q2ℓv } .
By the intersection theory formula for canonical distance, this decomposition satisfies the
conditions needed to find Vo(E
(ℓ)
v ) using a system (2.70). By Theorem 2.21, Vo(E
(0)
v ) = Qv
when capacities are computed relative to z0. Assume that Vo(E
(ℓ−1)
v ) = Vℓ−1 when the
capacity is computed relative to zℓ−1. Relative to zℓ it is 1 + Vℓ−1. Hence the system of
equations (2.70) for finding the capacity of Vo(E
ℓ
v) relative to zℓ is exactly (2.145), and our
claim holds by induction.
If the Robin constant of E
(m+k)
v relative to zm+k is Vm+k, then relative to zm it is
−k + Vm+k. This yields the result. 
Global Examples on Elliptic Curves.
In the following examples, N is the conductor of E . We take k = Q and consider elliptic
curves E/Q defined by Weierstrass equations. If p is a prime, by E(Zp) or E(Ôp) we mean
the corresponding integral points on the affine curve defined by the given equation.
Example 2.25 (N = 50). Let E/Q be the elliptic curve defined by the Weierstrass
equation y2 + xy + y = x3 − x − 2, curve 50(A1) in Cremona’s tables. Then for any
T ≥ 41.898861528 there are infinitely many points α ∈ E(Q˜) whose archimedean conjugates
belong to E(R) and satisfy x(α) < T , whose conjugates in E(C3) all belong to E(Z3), whose
conjugates in E(C5) all belong to E(Z5), and whose conjugates in E(Cp) belong to E(Ôp),
for all primes p 6= 3, 5.
If T ≤ 41.898861527, there are only finitely many α ∈ E(Q˜) satisfying these conditions.
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Proof. The given Weierstrass equation is minimal; after completing the square on the
left side it becomes
(2.147) (y +
1
2
x+
1
2
)2 = x3 +
1
2
x2 − 1
2
x− 7
4
.
At p = 2 it has reduction type I1; at p = 3 it has good reduction, and at p = 5 it has
reduction type IV with 3 rational components (see Cremona [21], p.93). We will compute
capacities with respect to the uniformizing parameter z = x/y.
The real locus E(R) consists of one unbounded loop x−1([α,∞]), where α ∼= 1.256458778
is the unique real root of the polynomial on the right side of (2.147). Take E∞ = x−1([α, T ])
where T > α. By formula (2.103)
(2.148) Vo(E∞) = −1
2
ln(
T − α
4
) .
At the prime p = 2, the set E(Z2) is empty (see Case B of Theorem 2.21) so we cannot
impose splitting and integrality conditions simultaneously; we require integrality by taking
E2 = E(Ô2) = {P ∈ E(C2) : |x(P )|2 ≤ 1} .
so Vo(Ep) = 0. At p = 3, where E has good reduction, we take E3 = E(Z3). A simple check
shows that E (mod 3) has N = 3 points rational over F3. By formula (2.104) Vo(E3) = 3/4.
At p = 5, we take E5 = E(Z5). By formula (2.113), Vo(E5) = 5/24. For p > 5, take
Ep = E(Ôp). Since the given model of E and the parameter z have good reduction at p,
Vo(Ep) = 0.
Let E =
∏
p,∞Ep, and take X = {o}. Then
V (E,X) = −1
2
ln(
T − α
4
) +
3
4
ln(3) +
5
24
ln(5) .
Maple shows that the value of T for which V (E,X) = 0 satisfies
41.898861527 < T < 41.898861528 ,
and the Fekete-Szego¨ theorems 0.3 and 1.5 yield the result. 
Example 2.26 (N = 32). Let E/Q be the elliptic curve defined by the non-minimal
Weierstrass equation y2 = x3 − 256x. There are infinitely many points α ∈ E(Q˜) whose
archimedean conjugates all belong to the bounded real loop in E(R), whose conjugates in
E(C2) all belong to E(Z2), and whose conjugates in E(Cp) belong to E(Ôp), for each p ≥ 3.
Proof. The given Weierstrass equation is not minimal; the minimal equation is y2 =
x3 − x (curve 32(A2) in Cremona’s tables [21]). We will use the parameter z = x/y in
computing capacities with respect to o =∞.
The bounded real loop is E∞ = x−1([−16, 0]), for which formula (2.101) gives
Vo(E∞) = −1
2
ln(
16
4
) = − ln(2) .
Take E2 = E(Z2). The curve y2 = x3−x has Kodaira reduction type III at p = 2 (Cremona
[21], p.91). In passing from y2 = x3 − 256x to y2 = x3 − x we have m = 2. By formulas
(2.111) and (2.142), Vo(E2) = 106/107. For all other primes p, take Ep = E(Ôp), the trivial
set with respect to o. The model of E given by y2 = x3 − 256x and the parameter z have
good reduction outside 2, so Vo(Ep) = 0.
52 2. EXAMPLES AND APPLICATIONS
Let E =
∏
p,∞Ep, and take X = {o}. Then
V (E,X) = − ln(2) + 106
107
ln(2) < 0 ,
so the Fekete-Szego¨ theorems 0.3 and 1.5 yield the result. 
Example 2.27 (N = 48). Let E/Q be the elliptic curve defined by the Weierstrass
equation y2 = x3 + x2 − 24x + 36, curve 48(A3) in Cremona’s tables. Then for any T ≥
28.890384202 there are infinitely many points α ∈ E(Q˜) whose archimedean conjugates
belong to E(R) and satisfy x(α) < T , whose conjugates in E(C2) all belong to E(Z2), whose
conjugates in E(C3) all belong to E(Z3), and whose conjugates in E(Cp) belong to E(Ôp),
for p ≥ 5.
If T ≤ 28.890384201, there are only finitely many α ∈ E(Q˜) satisfying the conditions
above.
Proof. The given Weierstrass equation is minimal; it factors as y2 = (x + 6)(x −
2)(x − 3). At p = 2 it has reduction type I∗2 , with 4 components rational over k2; at p = 3
it has split multiplicative reduction of type I4 (see Cremona [21], p.93). We will compute
capacities with respect to the uniformizing parameter z = x/y.
The real locus E(R) consists of the bounded loop x−1([−6, 2]), whose Robin constant
is −12 ln(2), together with the unbound loop x−1([3,∞]). Take E∞ = x−1([−6, 2] ∪ [3, T ])
where T ≥ 3. By formula (2.102)
(2.149) Vo(E∞) = f∞(T ) := −1
2
ln
 4√9(T + 6)(T − 2)
2
∣∣∣ θ(Re(M(∞))/K,τ ; 12 , 12 )
θ(0,τ ;0, 1
2
)
∣∣∣
 .
Take E2 = E(Z2). By formula (2.118), Vo(E2) = 26/35. Similarly, take E3 = E(Z3). By
formula (2.107) with n = 4, we have Vo(E3) = 123/238. For p > 3, take Ep = E(Ôp). Since
the given model of E and the parameter z have good reduction at p, Vo(Ep) = 0.
Let E =
∏
p,∞Ep, and take X = {o}. Then
V (E,X) = f∞(T ) +
26
35
ln(2) +
123
238
ln(3) .
If we had taken E∞ to be the real loop x−1([−6, 2]), then by the Fekete-Szego¨ theorem
there would be only finitely many α ∈ E(Q) whose conjugates meet the given conditions.
Maple shows that the value of T for which V (E,X) = 0 satisfies
28.890384201 < T < 28.890384202 ,
and the Fekete-Szego¨ theorems 0.3 and 1.5 yield the result. 
Example 2.28 (N = 360). Let E/Q be the elliptic curve defined by the Weierstrass
equation y2 = x3 + 117x + 918, curve 360(E4) in Cremona’s tables. Then for any R ≥
142.388571238 there are infinitely many α ∈ E(Q˜) whose archimedean conjugates satisfy
|y(α)| ≤ R, whose conjugates in E(C2) all belong to E(Z2), whose conjugates in E(C3) all
belong to E(Z3), whose conjugates in E(C5) all belong to E(Z5), and whose conjugates in
E(Cp) belong to E(Ôp), for all primes p > 5.
If R ≤ 142.388571237, there are only finitely many α ∈ E(Q˜) meeting these conditions.
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Proof. The given Weierstrass equation is minimal. At p = 2 it has reduction type
III∗, with 2 rational components; at p = 3 it has reduction type I∗0 , with 2 rational com-
ponents; and at p = 5 it has non-split multiplicative reduction (n = 4) with 2 rational
components (see Cremona [21], p.133). We compute capacities with respect to the uni-
formizing parameter z = x/y.
Take E∞ = y−1(D(0, R)), where R > 0. By formula (2.99), Vo(E∞) = −13 ln(R). At
p = 2, take E2 = E(Z2). By formula (2.121), Vo(E2) = 10/9. At p = 3, take E3 = E(Z3).
By formula (2.104) Vo(E3) = 1/2. At p = 5, take E5 = E(Z5). By formula (2.109),
Vo(E5) = 29/140. For p > 5, take Ep = E(Ôp). Since the given model of E and the
parameter z have good reduction at p, Vo(Ep) = 0.
Let E =
∏
p,∞Ep, and take X = {o}. Then
V (E,X) = −1
3
ln(R) +
10
9
ln(2) +
1
2
ln(3) +
29
140
ln(5) .
The value of R for which V (E,X) = 0 satisfies
142.388571237 < R < 142.388571238 ,
and the Fekete-Szego¨ theorems 0.3 and 1.5 yield the result. 
6. The Fermat Curve
Let p ≥ 3 be an odd prime, and let ζ = e2πi/p. In this section we will apply the
Fekete-Szego¨ theorem with local rationality conditions to the Fermat curve
(2.150) Fp : Xp + Y p = Zp ,
taking the ground field to be K = Q. Let Fp/Spec(Z) be the corresponding scheme. To
obtain a nontrivial set E, we make use of William McCallum’s description ([42]) of a regular
model for Fpvp := F
p × Spec(OL,vp), where L = Q(ζ) and vp is the place of L over p. The
author thanks Dino Lorenzini for suggesting this example.
Writing x = X/Z, y = Y/Z, let the part of Fp in the coordinate patch Z 6= 0 be the
affine curve
(2.151) Fp,0 : xp + yp = 1 .
Let X = {ξ1, . . . , ξp} be the set of points at infinity, where ξk = (1 : −ζk : 0), and take
E =
∏
v Ev where the sets Ev are as follows: for the archimedean place, let
E∞ = x−1(D(0, R)) = {z ∈ Fp(C) : |x(z)| ≤ R} .
At the place p, take Ep = Fp,0(OL,vp), and for all the other nonarchimedean places q, take
Eq to be the X-trivial set Eq = Fp,0(Ôq).
Let z vary over Fp(C). Writing (2.151) in the form
p∏
k=1
(
y
x
+ ζk) =
(1
x
)p
we see that as z → ξk, then (y/x) + ζk vanishes to order p; at each ξk ∈ X we will take the
local uniformizing parameter to be
gξk(z) =
1
x(z)
.
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The Green’s matrix at the archimedean place. Since E∞ and |1/x(z)| are invari-
ant under the automorphisms of Fp given by
(X : Y : Z) 7→ (ζkX : ζℓY : Z) ,
while the ξk are permuted by those automorphisms, there are numbers A, B such that
G(ξk, ξℓ;E∞) = A and Vξk(E∞) = B for all k 6= ℓ. Thus the archimedean local Green’s
matrix is
(2.152) Γ(E∞,X) =

B A · · · A
A B · · · A
...
...
. . .
...
A A · · · B

Although we are unable to determine the numbers A, B explicitly, we will see below that
(2.153) (p− 1)A+B = − log(R) .
This relation will enable us to determine the capacities we need.
For the divisor (∞) on P1, we have x−1((∞)) = (ξ1)+ · · ·+(ξp), so the pullback formula
(2.61) shows that for each z ∈ Fp(C),
G(x(z),∞;D(0, R)) =
p∑
ℓ=1
G(z, ξℓ, E∞) .
Since G(w,∞;D(0, R)) = log+(|w/R|) in P1, for each ξk we have
− log(R) = lim
z→ξk
G(x(z),∞;D(0, R)) + log(|1/x(z)|)
= Vξk(E∞) +
∑
ℓ 6=k
G(ξk, ξℓ;E∞) ,(2.154)
and (2.153) follows.
The Green’s matrix at the place p. Put L = Q(ζ), and let vp be the unique place
of L above p; thus OL,vp ∼= Zp[ζ]. Put πvp = 1− ζ. The residue field kv = OL,vp/πvpOL,vp
is isomorphic to Fp. Write Fpvp = Fp ×Q Spec(Lvp) and Fpvp = Fp ×Z Spec(OL,vp).
McCallum ([42], see Theorem 3, p.59; Diagram 3, p.69) has determined a regular model
for Fpvp . Put
φ(x, y) =
(x+ y)p − xp − yp
p
.
Then φ(x, y) is a polynomial with integer coefficients, divisible by xy(x+ y). Let F˜p be the
algebraic closure of Fp; McCallum notes that φ(x,−y) (mod p) has a factorization over F˜p
of the form
xy(x− y) ·
∏
i
(x− αiy)2 ·
∏
j
(x− βjy)
in which the αi, βj ∈ F˜p are distinct, the αi belong to Fp\{0, 1}, and the βj belong to F˜p\Fp.
McCallum shows that there is a regular model Gpvp/Spec(OL,vp), gotten by blowing up
F
p
vp , whose geometric special fibre has the configuration shown in Figure 1. The components
L0, L1, L∞, Lαi and Lβj meeting L are indexed by the irreducible factors of φ(x,−y)
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Fαi,p
...
Fαi,1
L
L0 L1 L∞ Lαi Lβj
Figure 1. Fermat Curve Special Fibre
(mod p), and for each αi there are p components Fαi,k meeting Lαi . All components are
nonsingular and isomorphic to P1/F˜p, and all intersections are transverse:
The components L, L0, L1, L∞, Lαi , and Fαi,j are rational over kv = Fp; each Lβj is rational
over Fp(βj). Furthermore L has multiplicity p and self-intersection −1; L0, L1, and L∞ have
multiplicity 1 and self-intersection −p; the Lαi have multiplicity 2 and self-intersection −p;
the Lβj have multiplicity 1 and self-intersection −p; and the Fαi,k have multiplicity 1 and
self-intersection −2.
The points of Fpvp(Lvp) specialize to the kv-rational closed points of the kv-rational
multiplicity 1 components, which are not intersection points of components. There are p
such points on each of L0, L1, and the components Fαi,k. Each such point lifts to a subset
of Ep isomorphic to πvpOL,vp , and Ep = Fp,0(OL,vp) is the union of those subsets. On the
other hand, ξ1, . . . , ξp specialize to distinct kv-rational closed points of L∞.
Using Proposition 2.22 and the above description of Ep, we can determine G(z, ξk;Ep)
for each k. Since the computations are somewhat tedious, and the methods are the same
as those in the proof of Theorem 2.21, we only give the final result: if np is the number of
components Lαi , and if
(2.155) V =
1
p
+
2p − 1
(2np + 2)p − np ,
then for points z ∈ Fp(Lvp) specializing to L∞,
G(z; ξk;Ep) =
1
p− 1 ·
(
V + logvp
(
((z) · (ξk))Gpvp
))
where ((z) · (ξk))Gpvp is the intersection number of the closures of z and ξk in the model G
p
vp .
The factor 1/(p−1) appears because the ramification index of Lvp/Qp is p−1. By analyzing
the blowups in the construction of Gpvp , and writing z ≡L∞ ξk if z and ξk specialize to the
same closed point of L∞, one further sees that
logvp
(
((z) · (ξk))Gpvp
)
=
{
0 if z 6≡L∞ ξk
logvp(|x(z)|vp))− 1 if z ≡L∞ ξk .
Since gξk(z) = 1/x(z) for each k, the local Green’s matrix at p is
(2.156) Γ(Ep,X) =
1
p− 1

V − 1 V · · · V
V V − 1 · · · V
...
...
. . .
...
V V · · · V − 1
 .
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The Global Green’s Matrix. For each prime q of Q with q 6= p, the model Fp has
good reduction at q, the points ξk specialize to distinct points of the special fibre, and
the function 1/x(z) specializes to a nonconstant function (mod q). Since Eq is X-trivial,
Γ(Eq,X) is the zero matrix.
Thus the Global Green’s matrix is
Γ(E,X) = Γ(E∞,X) + Γ(Ep,X) log(p) .
When ~s = t(1p , · · · , 1p) ∈ Pp(R), entries of Γ(E,X)~s are all equal, so using (2.153) we conclude
that
V (E,X) =
1
p
((
B + (p− 1)A) + 1
p− 1
(
pV − 1))
=
1
p
(− log(R) + pV − 1
p− 1
)
Thus, by (2.155) and the Fekete-Szego¨ theorems 0.3 and 1.5 we obtain:
Theorem 2.29. Let p be an odd prime. Then on the affine Fermat curve xp + yp = 1,
if
(2.157) R > p
p(2p−1)
(p−1)2((2np+2)p−np) ,
there are infinitely many integral points α whose p-adic conjugates are all rational over Lvp
and whose archimedean conjugates satisfy |x(σ(α))| < R.
If the inequality (2.157) is reversed, there are only finitely many.
For small primes, np can be computed using Maple. For p = 2 and p = 5, we have
np = 0; for all primes with 5 < p < 75 except p = 59, we have np = 2; for p = 59 we have
np = 13. Below are some examples for the critical value of R:
p np critical R
3 0 35/8 ∼= 1.987013346
5 0 59/32 ∼= 1.572480664
7 2 791/1440 ∼= 1.130851299
53 2 535565/854464 ∼= 1.026195152
59 13 596903/5513596 ∼= 1.005118113
61 2 617381/1310400 ∼= 1.023425196
73 2 7310585/2260224 ∼= 1.020296147
As McCallum remarks, np is the number of “tame curves” Cs for which Jac(Cs) is isogenous
to a factor of Jac(Fp). For p = 59 the abnormally large number of tame curves means the
critical value of R is unusually small. It would be interesting to know if there are other
phenomena related to this.
7. The Modular Curve X0(p)
In this section we will give an example applying the Fekete-Szego¨ theorem with local
rationality conditions to the modular curve X0(p)/Q, where p ≥ 5 is prime. The author
thanks Pete Clark for help with this.
As is well known, X0(p) is the compactification of the moduli space for pairs (E,C)
consisting of an elliptic curve and a cyclic subgroup of order p. As a Riemann surface,
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X0(p)(C) is gotten from Γ0(p)\H by adjoining the ‘cusps’ c0 and c∞; here H is the complex
upper half plane and Γ0(p) is the congruence subgroup
Γ0(p) =
{(
a b
c d
)
∈ SL2(Z) : c ≡ 0 (mod p)
}
.
The function field of X0(p)/Q is Q(j(z), j(pz)) where j(z) is the modular function
j(z) =
1728g32
g32 − 27g23
=
1
q
+ 744 + 196884q + · · · .
Here X = j(z) and Y = j(pz) satisfy the “Modular Equation” Φ(X,Y ) = 0, where
Φ(X,Y ) = −(Xp − Y )(Y p −X) +
∑
max(i,j)≤p
aijX
iY j ∈ Z[X,Y ]
and each aij is divisible by p. The genus of X0(p) is
gp =

(p − 13)/12 if p ≡ 1 (mod 12),
(p − 5)/12 if p ≡ 5 (mod 12),
(p − 7)/12 if p ≡ 7 (mod 12),
(p + 1)/12 if p ≡ 11 (mod 12),
Deligne-Rapoport determined a regular model M0(p)/Spec(Z) for X0(p). It can be
described as follows (see [41], Theorem 1.1, p.175). First, consider the projective normal-
ization M0(p) of Spec(Z[X,Y ]/(Φ(X,Y )). It is smooth outside the points corresponding
to supersingular elliptic curves in characteristic p with j 6= 0, 1728; its special fibre at p
has two components, each isomorphic to P1, which meet transversely at the supersingular
points. These components will be denoted Z0 and Z∞; the reduction of j (that is, X) is a
coordinate function on Z∞. If p ≡ 2 (mod 3) then j = 0 is supersingular in the fibre at p,
and M0(p) has a singularity of type A3 at the corresponding point; if p ≡ 3 (mod 4) then
j = 1728 is supersingular in the fibre at p and M0(p) has a singularity of type A2 at the
corresponding point.
The model M0(p) is gotten by resolving these singularities, introducing a chain of two
components F1, F2 in the first case, and a single component G in the second. The special
fibre of M0(p) is reduced, and all its components are rational over Fp. There are m = gp+1
supersingular points, each of which is rational over Fp2 . The components Z0 and Z∞ have
self-intersection −m; the components F1, F2, and G (if present) have self-intersection −2.
The cusps are rational over Q; c0 specializes to Z0, and c∞ specializes to Z∞. Their images
are not supersingular, and are the points “at infinity” on those components.
We will take X = {c∞, c0} to be the set of cusps, and we will take E =
∏
v Ev, where
E∞ = j−1(D(0, R)) = {z ∈ X0(p)(C) : |j(z)| ≤ R} .
and where Ep is the set of points of X0(p)(Qp) specializing to the ‘ordinary’ (i.e non-
supersingular and non-cuspidal) points of Z∞. For all the other nonarchimedean places q,
we will take Eq to be the X-trivial set
Eq = M0(p)(Cp)\(B(c0, 1)−
⋃
B(c∞, 1)−) .
We will take the local uniformizing parameters to be gc∞(z) = 1/j(z), gc0(z) = 1/j(pz).
This set E is chosen mainly because we can do explicit computations with it, rather
than for its intrinsic interest. However, it illustrates nicely how arithmetic and geometric
information about a curve enter into capacities.
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The Green’s matrix at the archimedean place.
Let D = {z ∈ H : −1/2 ≤ Re(z) ≤ 1/2, |z| ≥ 1} be the standard closed fundamental
domain for SL2(Z). As a function from H to C, j(z) maps this region conformally onto C,
taking the ray from i to ∞ along the imaginary axis to the real interval [1728,∞), with
j(i) = 1728; the circular arc at the bottom of D to the real interval [0, 1728] (covering it
twice), with j(eπi/3) = j(e2πi/3) = 0; and the vertical sides of D to the real interval [−∞, 0].
It also takes the part of the imaginary axis from 0 to i to [1728,∞). A fundamental domain
for Γ0(p) is given by
D(p) = D ∪
( (p−1)/2⋃
k=−(p−1)/2
fk(D)
)
where fk(z) = −1/(z + k). Under the quotient Γ0(p)\H, the image of the circular arc at
the bottom of D separates X0(p)(C) into two components, one containing c∞ and the other
containing c0. On the other hand, the image of the imaginary axis joins the cusps c0, c∞.
By our choice of E∞ and discussion above, it follows that when j(z) is viewed as a map
from X0(p)(C) to P
1(C), if R ≥ 1728 then X0(p)(C)\E∞ has two connected components,
while if R < 1728 it has one component.
As a divisor j−1((∞)) = p(c0) + (c∞), so the pullback formula (2.61) gives
G(j(z),∞;D(0, R)) = pG(z, c0;E∞) +G(z, c∞;E∞) .
Since 1/j(z) is the uniformizing parameter at c∞, it follows that
− log(R) = pG(c∞, c0;E∞) + Vc∞(E∞) .
Similarly, since limz→c0 j(z)p/j(pz) = 1, and since 1/j(pz) is the uniformizing parameter at
c0,
− log(R) = G(c0, c∞;E∞) + pVc0(E∞) .
Hence, writing B(R) = G(c∞, c0;E∞) = G(c0, c∞;E∞), the archimedean local Green’s
matrix is
(2.158) Γ(E∞,X) =
( − log(R) 0
0 −1p log(R)
)
+B(R)
( −p 1
1 −1
)
.
Here B(R) = 0 if R ≥ 1728, while B(R) > 0 if R < 1728. It will turn out that R > 1728 in
the situation of interest to us; however, note that in any case the second matrix in (2.158)
is negative semi-definite.
The Green’s matrix at the place p. Using Proposition 2.22 and the definition of
Ep as the set of points of X0(Qp) specializing to ordinary points on the component Z∞, we
can determine G(z, c∞;Ep) and G(z, c0;Ep).
Let Np be the number of Fp-rational ordinary points on Z∞. For z ∈ X0(p)(Cp), write
z ≡Z0 c0 if z specializes to same point of Z0 as c0, and write z ≡Z∞ c∞ specializes to the
same point of Z∞ as c∞. Using Proposition 2.22 and the methods in the proof of Theorem
2.21, we find that
G(z, c∞;Ep) =
{
1
Np
p
p−1 if z ≡Z0 c0,
1
Np
p
p−1 + logp(|j(z)|p) if z ≡Z∞ c∞,
G(z, c0;Ep) =
{
1
Np
p
p−1 if z ≡Z∞ c∞,
1
Np
p
p−1 +
12
p−1 + logp(|j(pz)|p) if z ≡Z0 c0.
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Here the number 12/(p−1) is actually the quantity jc0(Z∞, Z∞) in the notation of (2.131),
obtained by solving the equations (2.128) relating components. Since the special fibre of
M0(p) at p has different configurations according as p ≡ 1, 5, 7, 11 (mod 12), it is somewhat
surprising that the same value arises in all cases.
It follows that the local Green’s matrix at p is
(2.159) Γ(Ep,X) =
(
1
Np
p
p−1
1
Np
p
p−1
1
Np
p
p−1
1
Np
p
p−1 +
12
p−1
)
.
The numberNp can be expressed in terms of the class number h(−p) of the ring of integers of
Q(
√−p). Indeed, Np = p−nss(Fp), where nss(Fp) is the number of Fp-rational supersingular
points on Z∞. It is known (see for example [20], pp.75-76) that
nss(Fp) =
h′(−p) + h′(−4p)
2
where h′(D) is the class number of the quadratic order of discriminant D if there is such an
order, and is 0 otherwise. Using the formula relating class numbers of orders in quadratic
fields to those of the maximal orders (see [36], Theorem 7, p.95), this simplifies to nss(Fp) =
cph(−p), where
(2.160) cp =

1/2 if p ≡ 1 (mod 8),
2 if p ≡ 3 (mod 8),
1/2 if p ≡ 5 (mod 8),
1 if p ≡ 7 (mod 8).
Thus Np = p− cph(−p). It is known that Np is always positive, so Ep is nonempty.
The Global Green’s Matrix. For each prime q of Q with q 6= p, the model M0(p)
has good reduction at q, the cusps c∞, c0 specialize to distinct points of the special fibre,
and the uniformizing parameters gc∞(z) and gc0(z) specialize to nonconstant functions
(mod q). Since Eq is X-trivial, Γ(Eq,X) is the zero matrix.
Suppose for the moment that R ≥ 1728; this assumption will be justified below. Then
B(R) = 0, and the global Green’s matrix Γ(E,X) is(
− log(R) + 1Np
p
p−1 log(p)
1
Np
p
p−1 log(p)
1
Np
p
p−1 log(p) −1p log(R) + ( 1Np
p
p−1 +
12
p−1) log(p)
)
.
By the minimax definition of V (E,X) (see formula (3.49) below)
V (E,X) = min
~s∈P2(R)
max
i
(
Γ(E,X)~s
)
i
.
Thus V (E,X) < 0 if and only if for some ~s = t(s1, s2) ∈ P2(R),{
s1
(− log(R) + 1Np pp−1 log(p))+ s2( 1Np pp−1 log(p)) < 0 ,
s1
(
1
Np
p
p−1 log(p)
)
+ s2
(− 1p log(R) + 1Np pp−1 + 12p−1 log(p)) < 0 .
Equivalently, V (E,X) < 0 if and only if for some s ∈ R with 0 < s < 1,
(2.161)
{
1
s ·
(
1
Np
p
p−1
)
< logp(R) ,
1
1−s ·
(
1
Np
p2
p−1
)
+ 12pp−1 < logp(R) .
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The left side of the first inequality in (2.161) is decreasing with s, while that in the second
inequality is increasing, so the extremal value of R is obtained when they are equal. Solving,
and using the Fekete-Szego¨ Theorems 0.3 and 1.5, one obtains
Theorem 2.30. Let p ≥ 5 be a prime, and consider the Deligne-Rapoport model M0(p)
for modular curve X0(p)/Q. Put Np = p − cph(−p), where cp is as in (2.160) and h(−p)
is the class number of Q(
√−p). Then if
(2.162) R > p
1+p+12Np+
√
(1+p+12Np)2−48Np
2Np ·
p
p−1 ,
there are infinitely many α ∈ X0(p)(Q˜) whose archimedean conjugates satisfy |j(σ(α))| < R,
whose p-adic conjugates all belong to X0(p)(Qp) and specialize (mod p) to ordinary points
in Z∞, and whose conjugates in X0(Cq) specialize mod q to non-cuspidal points of M0(p),
for all q 6= p.
If the inequality (2.162) is reversed, there are only finitely many.
Note that the right side of (2.162) is greater than p6, and for p ≥ 5 this is at least 15625.
By the second part of the theorem and the monotonicity of the sets j−1(D(0, R)), the first
part cannot hold for any R < 15625. This validates our assumption that R > 1728.
CHAPTER 3
Preliminaries
In this chapter we systematically lay out notation, conventions, and foundational ma-
terial used in the rest of the paper.
This work can be regarded as a sequel to the author’s monograph “Capacity theory
on algebraic curves” ([51]), and we recall several results from that work. In particular, we
consider spherical metrics on PN , the ‘canonical distance’ [z, w]ζ on an algebraic curve, sets
of capacity 0, upper Green’s functions, the inner Cantor capacity, and the L-rational basis
for algebraic functions on a curve with poles supported on a finite set X.
1. Notation and Conventions
Throughout the paper, we write log(x) for ln(x).
If K is a number field, K˜ will be a fixed algebraic closure of K, and K˜sep will be
the separable closure of K in K˜. We write Aut(K˜/K) for the group of automorphisms
Aut(K˜/K) ∼= Gal(K˜sep/K). Given a place v of K, let Kv be the completion of K at v, let
K˜v be an algebraic closure of Kv , let K˜
sep
v be the separable closure of Kv in K˜v, and let Cv
be the completion of K˜v. If v is nonarchimedean, write Ôv for the ring of integers of Cv. Let
Autc(Cv/Kv) ∼= Aut(K˜v/Kv) ∼= Gal(K˜sepv /Kv) be the group of continuous automorphisms
of Cv fixing Kv.
If v is archimedean, let |z|v = |z| be the usual absolute value on R or C for which the
triangle inequality holds. For 0 < x ∈ R, write logv(x) = ln(x). If Kv ∼= R, put qv = e; if
Kv ∼= C, put qv = e2.
If v is nonarchimedean, let |x|v be the absolute value on Kv given by the modulus of
additive Haar measure. Let Ov be the ring of integers of Kv, let πv be a uniformizer for
Ov, and let kv = Ov/πvOv be the residue field. Put qv = #(kv) Then |πv|v = 1/qv . If
char(K) = p > 0, then qv = p
fv is a power of p. If char(K) = 0 and p is the rational prime
under v, let ev and fv be the absolute ramification index and residue degree; then qv = p
fv
and |p|v = (1/p)−[Kv :Qp] = 1/qevv . This absolute value has a unique extension to Cv, which
we will continue to write as |x|v. Let logv(x) be the logarithm to the base qv, and let ordv(x)
be the additive valuation on Cv associated to |x|v. Then ordv(x) = − logv(|x|v) ∈ Q for all
x ∈ C×v .
Let MK be the set of all places of K. For 0 6= κ ∈ K, the product formula reads∑
v∈MK
logv(|κ|v) log(qv) = 0 .
We will sometimes need to write the product formula multiplicatively. To this end, define
weights Dv = logv(qv), so that Dv = 1 unless Kv
∼= C, in which case Dv = 2. Then∏
v∈MK
|κ|Dvv = 1 .
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This combination of normalized absolute values and weights is made to preserve compati-
bility with the literature in analysis concerning capacities.
If L/K is a finite extension, we use similar conventions in defining normalized absolute
values |x|w for places w of L, as well as qw, Dw and logw(x). Thus for 0 6= λ ∈ L,∑
w∈ML
logw(|λ|w) log(qw) = 0 ,
∏
w∈ML
|λ|Dww = 1 .
If v is a place of K and w is a place of L over K, then on Cw ∼= Cv we have the (extended)
absolute values |x|v and |x|w. For archimedean places, |x|w = |x|v = |x| for all x ∈ Cw ∼=
Cv ∼= C. For nonarchimedean places, |x|w = |x|[Lw :Kv]v for x ∈ Cw ∼= Cv. For all places,
|x|Dww = |x|[Lw:Kv]Dvv .
Let F be a field. By a ‘variety’ V/F we mean a separated scheme V of finite type over
Spec(F ). By a ‘curve’ C/F , we mean a smooth, projective, connected scheme of dimension 1
over Spec(F ). If V/F is a variety and L is a field containing F , we write VL = V×F Spec(L)
and let V(L) = HomF (Spec(L),V) ∼= HomL(Spec(L),VL) be the set of L-rational points of
V. If VL is irreducible, we write L(V) for its function field.
If K is a global field, v is a place of K, and V/K is a variety, we abbreviate VKv by
Vv. Note that Vv(Cv) ∼= V(Cv) since K is embedded in Kv and Cv. If Ev ⊂ Vv(Cv) is a
nonempty set, then for each f ∈ Cv(V), we write ‖f‖Ev = supz∈Ev |f(z)|v for its sup norm.
2. Basic Assumptions
Throughout the paper we will assume that:
K is a global field and C/K is a curve (smooth, projective, and geometrically connected).
Fix an embedding C →֒ PNK = PN/Spec(K) for an appropriate N , and equip PNK with a
system of homogeneous coordinates. For each v, let ‖x, y‖v be the v-adic metric associated
to this embedding (see §3.4 below). For each nonarchimedean v, the choice of homogeneous
coordinates yields gives an integral structure PN/Spec(Ov). By taking the closure of Cv in
PN/Spec(Ov), we obtain a model Cv/Spec(Ov).
X = {x1, . . . , xn} ⊂ C(K˜) is a finite set of global algebraic points, stable under Aut(K˜/K).
We will call the points in X poles.
L = K(X), so L/K is a finite normal extension. For each place v of K, fix an embedding
ιv : K˜ →֒ Cv over K. This induces a distinguished place wv of L lying over v, and an
embedding X →֒ Cv(Cv). In this way, we regard X as a subset of Cv(Cv), for each v.
Ev ⊂ Cv(Cv) is a nonempty set, for each place v of K. A set Ev will be called X-
trivial (for the model Cv) if v is nonarchimedean, Cv has good reduction at v, the balls
B(xi, 1)
− = {z ∈ Cv(Cv) : ‖z, xi‖v < 1} are pairwise disjoint, and
Ev = Cv(Cv)\
m⋃
i=1
B(xi, 1)
− .
Equivalently, Ev is X-trivial if Cv has good reduction at v, the points in X (identified
with points of Cv(Cv) and extended to sections of Cv ⊗Ov Spec(Ôv)) specialize to distinct
points (mod v), and Ev is precisely the set of points of Cv(Cv) which specialize to points
complementary to X (mod v).
We will assume the sets Ev satisfy the following conditions:
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(1) Each Ev is stable under Autc(Cv/Kv).
(2) Each Ev is bounded away from X in the v-topology.
(3) For all but finitely many v, Ev is X-trivial.
Here, property (3) is independent of the choice of the embedding C →֒ PN/K and the choice
of homogeneous coordinates on PN/K. Note that Ev may be closed, open, or neither.
However, an X-trivial set is both open and closed.
Put E =
∏
v Ev. We will call E a K-rational adelic set. By our assumptions, E is
compatible with X, in the terminology of the Introduction.
Uv ⊂ Cv(Cv) is an open set containing Ev, for each place v of K. We do not assume
that Uv is bounded away from X or stable under Autc(Cv/Kv), though we will reduce to
that situation in the proof of the Fekete-Szego¨ theorem. The set U =
∏
v Uv will be called
an adelic neighborhood of E.
For each xi ∈ X, fix a rational function gxi(z) ∈ K(xi)(C) with a simple zero at xi. We
require that the choices be made so that gσ(xi)(z) = σ(gxi)(z) for all σ ∈ Aut(K˜/K). These
uniformizing parameters will be used for normalizations throughout the paper.
We will often deal with objects on which Aut(K˜/K) acts: for instance points in C(K˜)
and functions in K˜(C). If L/K is galois, the points of C(L) fixed by Aut(K˜/K) are the K-
rational points, and the functions in L(C) fixed by Aut(K˜/K) are the K-rational functions.
Likewise, if v is a place of K, we will often deal with objects on which Autc(Cv/Kv) acts.
We will use the following terminology (due to Cantor [16]):
Definition 3.1 (K-symmetric, Kv-symmetric). Let K be a global field, and let Y be a
collection of objects on which Aut(K˜/K) acts. If an element y0 ∈ Y is fixed by that action,
we will say that y0 is K-symmetric. If a subset Y0 ⊂ Y is stable under Aut(K˜/K), we will
say that Y0 is K-symmetric.
Let v be a place of K, and let Y be a set on which Autc(Cv/Kv) acts. If an element
y0 ∈ Y is fixed by that action, we will say that y0 is Kv-symmetric. Likewise, if a subset
Y0 ⊂ Y is stable under Autc(Cv/Kv), we will say that Y0 is Kv-symmetric.
Here is an important example.
Let X = {x1, . . . , xm} ⊂ C(K˜) be as above. Define a permutation representation of
G = Aut(K˜/K) in Sm by xσ(i) = σ(xi) for each σ ∈ G. There is an induced action of G on
Rm: given ~s = t(s1, . . . , sm) ∈ Rm, put σ(~s) = t(sσ(1), . . . , sσ(m)). If sσ(i) = si for all σ ∈ G
and all i, we call ~s a K-symmetric vector. Similarly, G acts on Mm(R) by simultaneously
permuting the rows and columns. These two actions are compatible: for ~s ∈ Rm and
Γ ∈Mm(R), we have σ(Γ~s) = σ(Γ)σ(~s). If Γij = Γσ(i),σ(j) for all σ ∈ G and all i, j, we call
Γ a K-symmetric matrix.
For another example, let Y be the collection of all finite sets of functions in K˜(C).
Then the set of uniformizing parameters {gxi(z)}xi∈X chosen above is K-symmetric, since
σ(gxi)(z) = gσ(xi)(z) for all i.
The following fact is well known, but we do not have a convenient reference for it.
Proposition 3.2. Let K be a global field, and let C/K be a smooth, projective, connected
curve. Then Cv(K˜sepv ) is dense in Cv(Cv) under the v topology, for each place v of K.
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Proof. We first show that K˜sepv is dense in Cv. Since Cv is the completion of K˜v, it
suffices to show that K˜sepv is dense in K˜v. If char(K) = 0 there is nothing to prove. Assume
char(K) = p > 0, and take α ∈ K˜v\K˜sepv . Let P (x) ∈ Kv[x] be the minimal polynomial of α.
Since α is inseparable over Kv, there is a polynomial Q(x) ∈ Kv[x] such that P (x) = Q(xp).
For each 0 6= b ∈ Kv, put Pb(x) = P (x) + b x. Then P ′b(x) = b, so (Pb(x), P ′b(x)) = 1,
and Pb(x) has distinct roots. In particular, its roots all belong to K˜
sep
v . Fix ε > 0, and let
b→ 0. By the continuity of roots of polynomials in Cv[x] under variation of the coefficients
([34], p.44), if |b|v is sufficiently small, then Pb(x) has a root αb with |αb − α|v < ε.
We next show that Cv(K˜sepv ) is dense in Cv(Cv). Since C/K is smooth, so is Cv/Kv , hence
the function field Kv(Cv) is separably generated over Kv (see [51], p.21). Since Kv(Cv)/Kv
is finitely generated and has transcendence degree 1, there is an f ∈ Kv(C) such that Kv(Cv)
is finite and separable over Kv(f). By the Primitive Element theorem, there is a g ∈ Kv(C)
such that Kv(C) = Kv(f, g). Let F (x, y) ∈ Kv[x, y] be a nonzero polynomial of minimal
degree for which F (f, g) = 0. Regarding F (x, y) as a polynomial in y with coefficients in
Kv[x], write
F (x, y) = a0(x)y
n + a1(x)y
n−1 + · · ·+ an(x) .
Let R(x) be the resultant of F and ∂F∂y . It is not the zero polynomial, since g is separable
over Kv(f). There are finitely many values of x ∈ Cv for which R(x) = 0; for all other x,
the polynomial Fx(y) = F (x, y) has n distinct roots.
Let Cv,1/Kv be the projective closure of the plane curve defined by F (x, y) = 0. There is
a birational morphismQ : Cv → Cv,1 defined over Kv. Let S1 ⊂ Cv,1(Cv) be the set consisting
of all singular points, branch points of Q, points “at infinity”, and points where R(x) = 0.
Put S = Q−1(S1) ⊂ Cv(Cv); both S1 and S are finite. The map Q induces a topological
isomorphism from Cv(Cv)\S onto Cv,1(Cv)\S1 which takes Cv(K˜sepv )\S onto Cv,1(K˜sepv )\S1.
To show that Cv(K˜sepv ) is dense in Cv(Cv), it suffices to show that Cv,1(K˜sepv )\S1 is dense in
Cv,1(Cv)\S1.
Identify points of Cv,1(Cv)\S1 with solutions to F (x, y) = 0 in C2v, and fix P = (b, c) ∈
Cv,1(Cv)\S1. Then c is a root of Fb(y) = a0(b)yn + · · · + a0(b). Since K˜sepv is dense in Cv,
there is a sequence b1, b2, · · · ∈ K˜sepv converging to b. We can assume that none of the bi is
the x-coordinate of a point in S1. By the continuity of the roots of polynomials, there are
c1, c2, · · · ∈ K˜sepv such that each ci is a root of Fbi(y), and the points Pi = (ai, bi) converge
to P . 
3. The L-rational and Lsep-rational bases
Let L = K(X), as above. Given finite extension F/K, let F sep be the separable closure of
K in F . In this section we will construct aK-symmetric (that is, Aut(K˜/K)-equivariant) set
of L-rational functions which we will use to expand functions in K˜(C) with poles supported
on X. We will call this the L-rational basis. To deal with separability issues in the global
patching construction, we also construct a related set of Lsep-rational functions, which we
call the Lsep-rational basis. When char(K) = 0, the L-rational and Lsep-rational bases are
the same, but when char(K) = p > 0 they are different.
Given a K˜-rational divisor D on C, put
Γ˜(D) = H0(C
K˜
,OC
K˜
(D)) = {f ∈ K˜(C) : div(f) +D ≥ 0} .
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A theorem of Weil (see for example Lang [35], Theorem 5, p.174) asserts that ifD is rational
over a finite extension F/K, then Γ˜(D) has a basis consisting of F -rational functions. In
scheme-theoretic terms, this comes from the faithful flatness of Spec(K˜)/Spec(F ).
We first give the construction when char(K) = 0. Let g ≥ 0 be the genus of C, and put
J = 2g + 1.
Taking D0 =
∑m
i=1 J · (xi), put Λ0 = dimK˜(Γ˜((D0))) ≥ 1. Noting that D0 is rational
over K, choose an arbitrary K-rational basis {ϕ1, . . . , ϕΛ0} for Γ˜(D0). Next, choose a
representative xi from each Aut(L/K)-orbit in X. For each j = J, . . . , 2J , choose a K(xi)-
rational function ϕi,j(z) ∈ Γ˜(j · (xi)) with a pole of exact order j at xi, normalized in such
a way that
lim
z→xi
ϕi,j(z) · gxi(z)j = 1 ,
and taking ϕi,2J (z) = ϕi,J(z)
2. Such functions exist by the Riemann-Roch Theorem. For
each σ(xi) in the orbit of xi and each j = J, . . . , 2J , put ϕσ(i),j = σ(ϕi,j).
For each j ≥ 2J +1, we can uniquely write j = ℓ ·J + r, where ℓ and r are integers with
ℓ > 0 and J + 1 ≤ r ≤ 2J . Define
(3.1) ϕi,j(z) = (ϕi,J(z))
ℓ · ϕi,r(z).
Then ϕi,j is rational over K(xi), has a simple pole of order j at xi and no other poles, and
is normalized so that
(3.2) lim
z→xi
ϕi,j(z) · gxi(z)j = 1 .
For all σ ∈ Aut(K˜/K) and all (i, j), we have ϕσ(i),j = σ(ϕi,j).
In this way we obtain a multiplicatively finitely generated, K-symmetric set of functions
(3.3) {ϕλ : λ = 1 . . . ,Λ0} ∪ {ϕi,j : i = 1, . . . ,m, j ≥ J + 1}
defined over L, which we will call the L-rational basis (note that the functions ϕi,J do not
belong to the L-rational basis, though they were used in constructing it). Each f ∈ K˜(C)
with poles supported on X can be uniquely expanded as a K˜-linear combination of the ϕk
and the ϕi,j, and if f has a pole of order ni at each xi, only the ϕλ and the ϕi,j with j ≤ ni
are required in the expansion. Similarly, for each v, each f ∈ Cv(C) with poles supported
on X can be uniquely expanded as a Cv-linear combination of the ϕk and the ϕi,j .
When char(K) = 0, the Lsep-rational basis will be the same as the L-rational basis.
However, we will write it as
(3.4) {ϕ˜λ : λ = 1 . . . ,Λ0} ∪ {ϕ˜i,j : i = 1, . . . ,m, j ≥ J + 1} ,
with ϕ˜λ = ϕλ and ϕ˜ij = ϕij for all λ, i, j.
Next suppose char(K) = p > 0. For each xi, let [K(xi) : K]
insep = [K(xi) : K(xi)
sep]
be the inseparable degree of the extension K(xi)/K. Let J = p
A be the least power of
p such that pA ≥ max (2g + 1,maxi([K(xi) : K]insep)). Put D0 = ∑mi=1 J · (xi) and let
Λ0 = dimK˜(D0) ≥ 1. By construction, D0 is K-rational.
We first construct the Lsep-rational basis, then we use it to construct the L-rational
basis. To assure Lsep-rationality, we must relax the condition that each ϕ˜i,j has a pole of
exact order j at xi.
Fix a K-rational basis {ϕ˜1, . . . , ϕ˜Λ0} for Γ˜(J ·D). Then, for each i = 1, . . . ,m, consider
the divisors Di,J = J · (xi) and Di,2J = 2J · (xi). Both are rational over K(xi)sep, so
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Γ˜(Di,J) and Γ˜(Di,2J) have K(xi)
sep-rational bases. By the Riemann-Roch theorem, there is
a K(xi)
sep-rational function ϕ˜i,J with a pole of order precisely J at (xi). Since J is divisible
by [K(xi) : K]
insep, the function gxi(z)
J is rational over K(xi)
sep, and we can normalize
ϕ˜i,J so that
lim
z→xi
ϕ˜i,J(z) · gxi(z)J = 1 .
Again by the Riemann-Roch theorem, dim
K˜
(Γ˜(Di,2J)/Γ˜(Di,J)) = J . Choose K(xi)
sep-
rational functions ϕ˜i,J+1, . . . , ϕ˜i,2J ∈ Γ˜(Di,2J) in such a way that ϕ˜i,2J = (ϕ˜i,J )2 and the
images of ϕ˜i,J+1, . . . , ϕ˜i,2J in Γ˜(Di,2J)/Γ˜(Di,J) form a basis for that space. For each j > 2J ,
we can uniquely write j = ℓ · J + r with ℓ, r ∈ Z, ℓ ≥ 1, and J + 1 ≤ r ≤ 2J ; put
(3.5) ϕ˜i,j = ϕ˜
ℓ
i,J · ϕ˜i,r .
Thus, for each j ≥ J , ϕ˜i,j is rational over K(xi)sep. For an index j > J not divisible
by J , the function ϕ˜i,j has a pole of order at most J · ⌈j/J⌉ at xi, but its pole will not in
general have exact order j.
We will require that the ϕ˜i,j for different xi be chosen in a Gal(L
sep/K)-equivariant
way, so ϕ˜σ(i),j = σ(ϕ˜i,j) for each σ ∈ Aut(K˜/K). The collection of Lsep-rational functions
(3.6) {ϕ˜λ(z) : λ = 1 . . . ,Λ0} ∪ {ϕ˜i,j(z) : i = 1, . . . ,m, j ≥ J + 1}
will be called the Lsep-rational basis. By construction, it is K-symmetric and multiplica-
tively finitely generated. Note that although ϕ˜i,J was used in constructing the L
sep-rational
basis, it is not an element of the basis.
Each f ∈ K˜(C) with poles supported on X can be uniquely expanded in terms of the
Lsep-rational basis, and if f(z) has a pole of order ni at each xi, only the ϕ˜λ and the ϕ˜i,j
with j ≤ J · ⌈ni/J⌉ are required in the expansion. Similarly, for each v, each f ∈ Cv(C) can
uniquely be expanded as a Cv-linear combination of the ϕ˜k and the ϕ˜i,j.
We now use the Lsep rational basis to construct the L-rational basis.
Put ϕλ = ϕ˜λ for λ = 1, . . . ,Λ0. For each xi, put ϕi,J = ϕ˜i,J and ϕi,2J = ϕ˜
2
i,J . By the
Riemann-Roch theorem, for each j = J + 1, . . . , 2J − 1 there is a K(xi)-rational function
ϕi,j(z) ∈ Γ˜(j · (xi)) with a pole of exact order j at xi. We will choose ϕi,j(z) to be a
K(xi)-rational linear combination of ϕ˜i,J+1, . . . , ϕ˜i,2J , normalized so that
lim
z→xi
ϕi,j(z) · gxi(z)j = 1 ;
this is possible since ϕ˜i,J+1, . . . , ϕ˜i,2J span Γ˜(2J · (xi))/Γ˜(J · (xi)). We will require that
for distinct i, the ϕi,j be chosen so that ϕσ(i),j = σ(ϕi.j) for all σ ∈ Aut(L/K). For each
j > 2J , we can uniquely write j = ℓ · J + r, where 0 ≤ ℓ ∈ Z and J + 1 ≤ r ≤ 2J , and we
define
(3.7) ϕi,j(z) = (ϕi,J (z))
ℓ · ϕi,r(z).
Then ϕi,j is rational over K(xi), has a simple pole of order j at xi and no other poles, and
is normalized so that
(3.8) lim
z→xi
ϕi,j(z) · gxi(z)j = 1 .
For all σ ∈ Aut(K˜/K) and all (i, j), we have ϕσ(i),j = σ(ϕi,j).
The construction has a number of consequences, which we record for future use.
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Proposition 3.3 (Uniform Transition Coefficients). Let char(K) be arbitrary. Then
(A) ϕ˜λ = ϕλ for λ = 1, . . . ,Λ0,
(B) For each i = 1, . . . ,m and each ℓ ≥ 2, ϕi,ℓJ = ϕ˜i,ℓJ = ϕ˜ℓi,J is K(xi)sep-rational and
belongs to both the L-rational and Lsep-rational bases; it has a pole of exact order ℓJ at xi,
and is normalized so that
lim
z→xi
ϕi,ℓJ(z) · gxi(z)ℓJ = 1 .
For each j ≥ J + 1 we have ϕi,ℓJ(z) · ϕij(z) = ϕi,ℓJ+j(z) and ϕ˜i,ℓJ(z) · ϕ˜i,j(z) = ϕ˜i,ℓJ+j(z).
(C) For each i = 1, . . . ,m, there is an invertible matrix B˜i = (B˜i,jk)1≤j,k≤J with coeffi-
cients in K(xi) such that for each ℓ ≥ 1, and each j = 1, . . . , J ,
(3.9) ϕi,ℓJ+j =
J∑
k=1
B˜i,jk · ϕ˜i,ℓJ+k .
Likewise, put Bi = B˜−1i and write Bi = (Bi,jk)1≤j,k≤J . Then the Bi,jk belong to K(xi), and
for each ℓ ≥ 1, and each j = 1, . . . , J ,
(3.10) ϕ˜i,ℓJ+j =
J∑
k=1
Bi,jk · ϕi,ℓJ+k .
Proof. When char(K) = 0, the proposition is trivial, since the L-rational and Lsep-
rational bases coincide.
When char(K) = p, the low-order basis functions ϕ1, . . . , ϕΛ0 coincide with ϕ˜1, . . . , ϕ˜Λ0 .
The high-order basis functions ϕi,j and ϕ˜i,j are closely related as well. For each i and each
ℓ ≥ 1, the function ϕi,ℓJ = ϕ˜i,ℓJ = ϕ˜ℓi,J is defined over K(xi)sep; for ℓ ≥ 2, it belongs to both
the L-rational and Lsep-rational bases. By construction, the functions ϕi,ℓJ+1, . . . , ϕi,(ℓ+1)J
and ϕ˜i,ℓJ+1, . . . , ϕ˜i,(ℓ+1)J , and ϕ˜i,ℓJ+1, . . . , ϕ˜i,(ℓ+1)J are K(xi)-rational linear combinations
of each other. Since ϕi,J = ϕ˜i,J , (3.5) and (3.7) show that for each block of J functions we
have the same transition coefficients. 
For each place v of K, fix an embedding of K˜ into Cv, and use it to identify functions
in K˜(C) with functions in Cv(C).
Corollary 3.4 (Uniform Comparison of Expansion Coefficients). Let char(K) be ar-
bitrary. For each place v of K, there are constants Bv, B˜v > 0 (with Bv = B˜v = 1 for all
but finitely many v), such that for any f ∈ Cv(C) with poles supported on X, if we expand
f using the L-rational and Lsep-rational bases as
f =
∑
i,j
Ai,jϕi,j +
∑
λ
Aλϕλ , f =
∑
i,j
A˜i,jϕ˜i,j +
∑
λ
A˜λϕ˜λ ,
then
max
i,j,λ
(|Ai,j |v, |Aλ|v) ≤ B˜v ·max
i,j,λ
(|A˜i,j |v, |A˜λ|v)
and
max
i,j,λ
(|A˜i,j |v , |A˜λ|v) ≤ Bv ·max
i,j,λ
(|Ai,j |v, |Aλ|v) .
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Corollary 3.5 (Rationality Properties of Expansion Coefficients). Let char(K) be
arbitrary. Suppose f ∈ K(C) is a K-rational function with poles supported on X. When f
is expanded in terms of the L-rational and L-rational bases as
(3.11) f =
m∑
i=1
Ni∑
j=J+1
Ai,jϕi,j +
Λ0∑
λ=1
Aλϕλ , f =
m∑
i=1
N˜i∑
j=J+1
A˜i,jϕ˜i,j +
Λ0∑
λ=1
A˜λϕ˜λ ,
then each Aij belongs to K(xi), each Aλ belongs to K, each A˜ij belongs to K(xi)
sep, each
A˜λ belongs to K, and the Aij , Aλ, A˜ij , and A˜λ are K-symmetric.
Similarly, for each place v of K, if f ∈ Kv(C) is a Kv-rational function with poles
supported on X, when f is expanded in terms of the L-rational and L-rational bases as
in (3.11), then each Aij belongs to Kv(xi), each Aλ belongs to Kv, each A˜ij belongs to
Kv(xi)
sep, each A˜λ belongs to Kv, and the Aij , Aλ, A˜ij , and A˜λ are Kv-symmetric.
Proof. We only give the proof in the global case, since the local case is similar. Let
f ∈ K(C) be a K-rational function with poles supported on X.
First consider the expansion of f in terms of the Lsep-rational basis. Since f , the ϕ˜ij ,
and the ϕ˜λ are all defined over L
sep, the A˜ij and A˜λ belong to L
sep. Since the ϕ˜ij are
defined over K(xi)
sep and are galois-equivariant, and the ϕ˜λ are defined over K, it follows
from invariance of f under Gal(Lsep/K) that each A˜ij belongs to K(xi)
sep and each A˜λ
belongs to K, and as a collection, the A˜ij and A˜λ are K-symmetric.
Next consider the expansion of f in terms of the L-rational basis. When the Lsep-
rational basis is expressed in terms of the L-rational basis, for each (i, j), ϕ˜ij is a K(xi)-
linear combination of the ϕik, and for each λ, φλ = ϕ˜λ. It follows that for each (i, j), Aij is
a K(xi)-linear combination of the A˜ik, and for each λ, Aλ = A˜λ. Since each A˜ik is K(xi)
sep-
rational, it follows that each Aij is K(xi)-rational. Similarly, each Aλ is Kv-rational, and
as a collection the Aij and Aλ are K-symmetric. 
Corollary 3.6 (Good Reduction Almost Everywhere). There is a finite set S of places
of K, such that for each v /∈ S, Cv has good reduction at v and each of ϕλ, ϕij , ϕ˜λ, and
ϕ˜i,j specializes to a well defined non-constant function on Cv (mod v).
Proof. This follows from the fact that the L-rational and Lsep-rational bases are mul-
tiplicatively finitely generated. 
For each place v of K, let Uv be the neighborhood of Ev chosen in §3.2. For any
ϕ ∈ Cv(C) with poles supported on X, let ‖ϕ‖Uv = supx∈Uv(|ϕ(x)|v) be the sup norm.
Proposition 3.7 (Uniform Growth Bounds). Suppose each Uv is bounded away from
X in the v-topology, and that Uv is X-trivial, for all but finitely many v. Then for each v,
there is a constant Cv > 0 such that{ ‖ϕk‖Uv , ‖ϕ˜λ‖Uv ≤ Cv for all λ = 1, . . . ,Λ0 ,
‖ϕi,j‖Uv , ‖ϕ˜i,j‖Uv ≤ Cjv for all i and all j > J .
Moreover, for all but finitely many v, we can take Cv = 1.
Proof. Since the L-rational and Lsep-rational bases are multiplicatively finitely gen-
erated, the proposition is immediate from the construction and our assumption that Uv is
bounded away from X and is X-trivial for all but finitely many v. 
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For an example comparing the L-rational and Lsep-rational bases when char(K) = p > 0,
let K = Fp(t) where t is transcendental over Fp. Take C = P1/K and identify P1 with
A1 ∪ {∞}, using z as the standard coordinate function on A1. Take X = {x1}, where
x1 = t
1/p in affine coordinates. Then L = K(X) = K(t1/p) and Lsep = K. Choose
gx1 = z − t1/p, noting that (gxi)p = zp − t is K-rational.
Then J = p, D0 = p · (x1), and Λ0 = dimK˜(Γ˜(D0)) = p+ 1. We can take the low-order
part of the L-rational and Lsep rational bases to be{
ϕ1, . . . , ϕp+1
}
=
{
ϕ˜1, . . . , ϕ˜p+1
}
=
{
1,
1
zp − t ,
z
zp − t , . . . ,
zp−1
zp − t
}
.
For the high-order part of the L-rational basis we can take ϕ1,j = 1/(z − t1/p)j for j =
p, . . . , 2p − 1, and for the the high-order part of the Lsep-rational basis we can take ϕ˜1,p =
1/(zp − t) and ϕ˜i,j = z2p−j/(zp − t)2 for j = p+ 1, . . . , 2p. Thus in general for j > p, if we
write j = ℓ · p− s with 0 ≤ s < p, then
ϕ1,j =
1
(z − t1/p)j and ϕ˜1,j =
zs
(zp − t)ℓ .
Observe that ϕ˜1,j has a pole of order p⌈j/p⌉ at x1. For each ℓ > 1, ϕ1,ℓp = ϕ˜1,ℓp = 1/(zp−t)ℓ
is K-rational, with a pole of exact order ℓp at x1.
4. The Spherical Metric and Isometric Parametrizability
Consider PN/K, equipped with a system of homogeneous coordinates x0, . . . , xN . Write
ANk for affine patch on which xk 6= 0. There is a natural metric ‖z, w‖v on PNv (Cv) called
the v-adic spherical metric (see [51], §1.1):
Write z = (z0 : · · · : zN ), w = (w0 : · · · : wN ). If v is archimedean, and we fix an
isomorphism Cv ∼= C, then ‖z, w‖v is the chordal distance associated to the Fubini-Study
metric: explicitly,
‖z, w‖v =
√∑
0≤i<j≤N |ziwj − wizj |2√∑
i |zi|2
√∑
j |wj |2
.
It has the following geometric interpretation. Let ϕ be the length of the geodesic from z to
w under the Fubini-Study metric on PNv (C), so 0 ≤ ϕ ≤ π. Then ‖z, w‖v = sin(ϕ/2), the
length of a chord subtending an central arc of measure ϕ in a circle of diameter 1 (see [51],
p.26). When N = 1, and if we write P1(C) = C ∪ {∞}, identifying the affine patch A10(C)
with C, then for z = (1 : z1) and w = (1 : w1),
‖z, w‖v = |z1 − w1|√
1 + |z1|2
√
1 + |w1|2
is the usual chordal distance on P1.
If v is nonarchimedean, then ‖z, w‖v is defined by
‖z, w‖v = max0i≤j≤N |ziwj − wizj |v
maxi(|zi|v)maxj(|wj |v) .
If z, w belong to the affine patch AN0 and are scaled so that z0 = w0 = 1, then
‖z, w‖v = max1≤i≤N |zi − wi|v
(max(1,max1≤i≤N |zi|v)(max(1,max1≤j≤N |wj |v) .
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In particular, if z, w ∈ AN0 (Ôv), then ‖z, w‖v = max1≤i≤N (|zi − wi|v).
If v is archimedean, then ‖z, w‖v is invariant under the action of the unitary group
U(N + 1,C) on PNv (C). If v is nonarchimedean, then ‖z, w‖v in invariant under the action
of GL(N + 1, Ôv) on PNv (Cv).
Clearly 0 ≤ ‖z, w‖v ≤ 1 for all z, w ∈ PNv (Cv), with ‖z, w‖v = 0 if and only if z = w.
Furthermore, ‖z, w‖v = ‖w, z‖. If v is archimedean, ‖z, w‖v satisfies the triangle inequality;
if v is nonarchimedean, it satisfies the ultrametric inequality ([51], p. 26). In particular,
‖z, w‖v is a metric on PNv (Cv).
A deeper fact is that for each ζ ∈ PNv (Cv), the function
(3.12) [[z, w]]ζ :=
‖z, w‖v
‖z, ζ‖v‖w, ζ‖v
is a metric on PNv (Cv)\{ζ}. If v is archimedean, [[z, w]]ζ satisfies the triangle inequality; if
v is nonarchimedean, it satisfies the ultrametric inequality. For this, see ([51], Theorem
2.5.1, p.122).
If C/K is a smooth curve and ι : C →֒ PN is a projective embedding, then we get an
induced metric ‖z, w‖v on Cv(Cv), for each v.
It can be shown that ‖z, w‖v is a Weil distribution for the diagonal divisor on Cv × Cv
([51], Theorem 1.1.1, p.27). From this, it follows that if ι1 : C →֒ PN1 and ι2 : C →֒ PN2 are
two embeddings, and ‖z, w‖v,1, ‖z, w‖v,2 are the corresponding metrics on Cv(Cv), they are
equivalent: there are constants C1, C2 > 0 such that for all z, w ∈ Cv(Cv),
(3.13) C1‖z, w‖v,1 ≤ ‖z, w‖v,2 ≤ C2‖z, w‖v,1 .
We will call any such metric ‖z, w‖v on Cv(Cv) a spherical metric. We use the following
notation for ‘discs’ in Cv, and ‘balls’ in Cv(Cv):
D(a, r)− = {z ∈ Cv : |z − a|v < r}, D(a, r) = {z ∈ Cv : |z − a|v ≤ r} ;
B(a, r)− = {z ∈ Cv(Cv) : ‖z, a‖v < r}, B(a, r) = {z ∈ Cv(Cv) : ‖z, a‖v ≤ r}.
If ζ ∈ Cv(Cv), and gζ(z) ∈ Cv(C) is a uniformizer at ζ, then there is a constant Cζ > 0
such that
(3.14) lim
z→ζ
|gζ(z)|v
‖z, ζ‖v = Cζ .
This follows from the nonsingularity of the curve C, and definition of ‖z, w‖v in terms of
local coordinate functions.
Definition 3.8. Let v ∈ MK be nonarchimedean. An open ball B(a, r)− ⊂ Cv(Cv)
is isometrically parametrizable if it is contained in some affine patch ANk , and there are
power series λ1(z), . . . , λN (z) ∈ Cv[[z]] converging on the disc D(0, r)− such that the map
Λ : D(0, r)− → B(a, r)− given in affine coordinates on ANk by Λ(z) = (λ1(z), . . . , λN (z)) is
a surjective isometry: Λ(D(0, r)−) = B(a, r)− and for all x, y ∈ D(0, r)−,
‖Λ(x),Λ(y)‖v = |x− y|v .
We call the map Λ an isometric parametrization. If Fu ⊆ Cv is a field such that each
λi(z) ∈ Fu[[z]], we say that Λ is Fu-rational.
A closed ball B(a, r) will be called isometrically parametrizable if it is contained in an
isometrically parametrizable open ball B(a, r1)
− for some r1 > r.
4. THE SPHERICAL METRIC AND ISOMETRIC PARAMETRIZABILITY 71
If v is nonarchimedean, and C is embedded in PN , then all sufficiently small balls with
respect to the corresponding spherical metric ‖z, w‖v are isometrically parametrizable:
Theorem 3.9. Let v ∈ MK be nonarchimedean. Then there is a number 0 < Rv ≤ 1,
depending only on v and the embedding C → PN , such that each ball B(a, r)− ⊂ Cv(Cv)
with 0 < r ≤ Rv is isometrically parametrizable. If C has good reduction at v for the given
embedding, we can take Rv = 1.
If a ∈ Cv(Cv) and 0 < r ≤ Rv, then for any point a0 ∈ B(a, r)− and any complete
field Fu ⊆ Cv such that a0 ∈ Cv(Fu) and Kv ⊆ Fu, there is an Fu-rational isometric
parametrization Λ : D(0, r)− → B(a, r)− with Λ(0) = a0.
For any isometric parametrization Λ˜ : D(0, r)− → B(a, r)−, there is an index i0 such
that for all x, y ∈ D(0, r)−
(3.15) ‖Λ˜(x), Λ˜(y)‖v = |λ˜i0(x)− λ˜i0(y)|v = |x− y|v .
Furthermore, if Fu is any field such that Λ˜ is Fu-rational, and if Lw ⊂ Cv is a complete
field containing Fu, then Λ˜(D(0, r)
− ∩ Lw) = B(a, r)− ∩ Cv(Lw).
Proof. The existence of the number Rv and the existence of isometric parametrizations
with the specified properties relative to a0 and Fu are proved in ([51], Theorem 1.2.3, p.31).
The fact that we can take Rv = 1 when C has good reduction at v is proved in ([51], Corollary
1.2.4, p.39).
Now let Λ˜ = (λ˜1, . . . , λ˜N ) : D(0, r)
− → B(a, r)− be an arbitrary isometric parametriza-
tion. We first show that there is an index i0 for which (3.15) holds.
Put a0 = Λ˜(0). After replacing a by a0 and changing coordinates by a translation, we
can assume that a = a0 = ~0. For each i, write
λ˜i(z) =
∞∑
n=1
ai,nz
n .
Since λi converges on D(0, r)
−, for each R with 0 < R < r we have limn→∞ |ai,n|Rn = 0.
Furthermore, by the Maximum Modulus Principle for power series, if R ∈ |C×v |v then
(3.16) ‖λ˜i‖D(0,R) = max
n
|ai,n|vRn .
Since Λ˜ is an isometric parametrization with Λ˜(0) = ~0, for each i and each R with
0 < R < r, if x ∈ D(0, R) we have
|λ˜i(x)|v = |λ˜i(x)− λ˜i(0)|v ≤ ‖Λ˜(x), Λ˜(0)|v = |x− 0|v ≤ R .
This means that ‖λ˜i‖D(0,R) ≤ R, for each i and R. Similarly, for all x, y ∈ D(0, r)−
(3.17) |λ˜i(x)− λ˜i(y)|v ≤ ‖Λ˜(x), Λ˜(y)‖v = |x− y|v .
On the other hand for each R with 0 < R < r, and each x ∈ D(0, R), we have
max
1≤i≤N
|λ˜i(x)|v = ‖Λ˜(x), Λ˜(0)‖v = |x− 0|v = |x|v .
Letting |x|v approach R and using the Pigeon-hole Principle, we see for each R there is
some i for which ‖λ˜i‖D(0,R) = R.
Take a sequence 0 < R1 < R2 < · · · < r with limℓ→∞Rℓ = r, such that each Rℓ ∈ |C×v |v.
By the Pigeon-hole Principle, there is an i0 such that ‖λ˜i0‖D(0,Rℓ) = Rℓ for infinitely many ℓ.
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After replacing {Rℓ}ℓ≥1 by a subsequence, we can assume this holds for all ℓ. For notational
convenience, relabel the coordinates so that i0 = 1.
For each ℓ, (3.16) shows that |a1,n|vRnℓ ≤ ‖λ˜1‖D(0,Rℓ) = Rℓ for each n, with equality
for some n. Let n(ℓ) be the maximal index for which |a1,n|vRnℓ = Rℓ. We claim that
nℓ = 1 for each ℓ. Suppose to the contrary that nℓ ≥ 2 for some ℓ. Since the function
fℓ(R) = |a1,nℓ |vRnℓ − R is convex upward for R > 0, is negative for small positive R,
and satisfies fℓ(Rℓ) = 0, it must be positive for R > Rℓ. Hence for each R ∈ |C×v |v with
Rℓ < R < r we would have
‖λ˜1‖D(0,R) ≥ |ai,nℓ |vRnℓ > R ,
contradicting ‖λ˜1‖D(0,R) ≤ R. Thus |a1,1|vRℓ = Rℓ and |a1,n|vRnℓ < Rℓ for each n ≥ 2.
Letting ℓ→∞ and using the convexity of |a1,n|vRn for n ≥ 2, we see that for 0 < R < r
(3.18)
{ |a1,1|v = 1 ,
|a1,n|vRn−1 < 1 for n ≥ 2 .
Take x, y ∈ D(0, r)−, and choose R with max(|x|v , |y|v) < R < r. Then
|λ˜1(x)− λ˜1(y)|v = |
∞∑
n=1
a1,n(x
n − yn)|v
= |x− y|v · |a1,1 +
∞∑
n=2
a1,n(
n−1∑
k=0
xkyn−1−k)|v = |x− y|v ,(3.19)
where the last step uses (3.18) and the ultrametric inequality. Combining (3.17) and (3.19)
yields (3.15).
Now let Fu be any field over which Λ˜(z) is rational. Since a1,1 6= 0, under composition of
power series λ˜1(z) has a formal inverse λ˜
−1
1 (z) ∈ Fu[[z]]. By (3.18) and a simple recursion,
λ˜−11 (z) converges on D(0, r)
−: for each x ∈ D(0, r)−,
λ˜−11 (λ˜1(x)) = λ˜1(λ˜
−1
1 (x)) = x .
Thus λ˜1 and λ˜
−1
1 induce inverse isometries from D(0, r)
− onto itself.
If Fu ⊆ Lw ⊆ Cv, then Λ˜ is Lw-rational. Suppose Lw is complete. In this case a0 :=
Λ˜(0) ∈ Cv(Lw), and the initial reductions allowing us to assume a0 = ~0 do not affect the
Lw-rationality of Λ˜. Clearly Λ˜(D(0, r)
− ∩ Lw) ⊆ B(a, r)− ∩ Cv(Lw). For the opposite
containment, take b ∈ B(a, r)− ∩ Cv(Lw). Write b = (b1, . . . , bN ). Then b1 ∈ D(0, r)− ∩Lw;
put x1 = λ˜
−1
1 (b1). Since λ˜
−1
1 is Lw-rational, it follows that x1 ∈ D(0, r)− ∩ Lw. We claim
that Λ˜(x1) = b. In fact this is immediate, since there is some x ∈ D(0, r)− for which
Λ˜(x) = b; hence by (3.15),
‖b, Λ˜(x1)‖v = ‖Λ˜(x), Λ˜(x1)‖ = |b1 − λ˜1(x1)|v = 0 . 
5. The Canonical Distance and the (X, ~s)-Canonical Distance
Let v be a place ofK. Consider the usual distance function |z−w|v on Cv = P1(Cv)\{∞},
which has the property that for each nonzero rational function f ∈ Cv(P1), if div(f) =∑
mi(ai), then there is a constant C(f) such that for all z ∈ Cv
(3.20) |f(z)|v = C(f) ·
∏
ai 6=∞
|z − ai|miv .
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Fix ζ ∈ Cv(Cv). In ([51], §2) a ‘canonical distance’ [z, w]ζ on Cv(Cv)\{ζ} was intro-
duced, generalizing |z − w|v . The canonical distance [z, w]ζ is a symmetric, nonnegative
real-valued function of z, w ∈ Cv(Cv)\{ζ}, and is unique up to scaling by a constant. Its
existence is shown in ([51], Theorem 2.1.1). It can be normalized by specifying a uniformiz-
ing parameter gζ(z), in which case it is characterized by the following three properties (see
[51], Theorem 2.1.1, p.57, and Corollary 2.1.2, p.69):
(1) (Continuity): [z, w]ζ is jointly continuous in z and w.
(2) (Factorization): Let 0 6= f(z) ∈ Cv(C) have divisor div(f) =
∑
mi(ai). Then there
is a constant C(f) such that for all z ∈ Cv(Cv)\{ζ},
(3.21) |f(z)|v = C(f) ·
∏
ai 6=ζ
[z, ai]
mi
ζ .
(3) (Normalization): For each w ∈ Cv(Cv)\{ζ},
lim
z→ζ
[z, w]ζ · |gζ(z)|v = 1 .
Two other important properties of the canonical distance are as follows:
Proposition 3.10. For all z, w ∈ Cv(Cv)\{ζ}
(4) (Symmetry): [z, w]ζ = [w, z]ζ
(5) (Galois equivariance): For each σ ∈ Autc(Cv/Kv),
[σ(z), σ(w)]σ(ζ) = [w, z]ζ
if [x, y]ζ and [x, y]σ(ζ) are normalized compatibly (e.g. if gσ(ζ)(z) = σ(gζ)(z)).
Proof. The canonical distance can be defined directly using rational functions. Fix
ζ ∈ Cv(Cv) and fix a uniformizing parameter gζ(z). For each w 6= ζ, there is a sequence
of functions fn(z) ∈ Cv(C) having poles only at ζ and whose zeros approach w in the v-
topology. This follows from the ‘Jacobian Construction Principle’ of ([51], Theorem 1.3.1,
p.48), and depends on the fact that the residue field of Cv is the algebraic closure of the
prime field Fp and its valuation group is the same as that of K˜v. Fixing a uniformizing
parameter gζ(z), normalize the fn(z) so that
lim
z→ζ
|fn(z) · gζ(z)deg(fn)|v = 1 .
Then one can define the canonical distance by
[z, w]ζ = lim
n→∞ |fn(z)|
1/deg(fn)
v ;
see ([51], Theorem 2.1.1, pp.57-58). The limit is independent of the sequence {fn} and the
convergence is uniform outside each ball B(ζ, r)−, with r > 0.
The fact that [z, w]ζ is symmetric in z and w is proved in ([51], Theorem 2.1.1, p.57).
Its galois equivariance follows immediately from the galois equivariance of functions. 
The fact that [z, w]ζ can be approximated by absolute values of rational functions is the
reason it is the kernel which appears in arithmetic potential theory, and is the key to the
proof of the Fekete-Szego¨ theorem.
Several alternate constructions of the canonical distance are given in [51]. To clarify its
relation with other objects in arithmetic geometry, we recall two of them:
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First, the canonical distance is intimately related to Ne´ron’s local height pairing. Recall
that Ne´ron’s pairing 〈·, ·〉v is a continuous, real-valued, Autc(Cv/Kv)-equivariant bilinear
function defined for pairs of divisors on Cv(Cv) of degree 0 with coprime support, having
the property that for each 0 6= f ∈ Cv(C) and each a, b ∈ Cv(Cv) disjoint from the support
of div(f),
〈div(f), (a) − (b)〉v = − logv(|f(a)/f(b)|v) .
(Here we adopt the normalization of Ne´ron’s pairing used in [51], which differs from Ne´ron’s
normalization by a factor −1/ log(qv).) Ne´ron originally defined his pairing only for Kv-
rational divisors: the fact that it can be extended to a galois-equivariant pairing on Cv-
rational divisors follows from its continuity and invariance under base change; see ([51],
pp.74-76).
The canonical distance, normalized as in (3.27), can be defined using Ne´ron’s pairing
by coalescing the poles of 〈(z) − (t), (w) − (ζ)〉v ; see ([51], §2.2):
− logv([z, w]ζ) = lim
t→ζ
〈(z)− (t), (w) − (ζ)〉v + logv(|gζ(t)|v) .
Conversely, Ne´ron’s pairing can be recovered from the canonical distance. Suppose D1 =∑
mi(ai) and D2 =
∑
nj(bj) are divisors of degree 0 with coprime support. Take ζ distinct
from the ai, bj . Then
〈D1,D2〉v = −
∑
i,j
minj logv([ai, bj]ζ) .
Second, the canonical distance can be expressed in terms of Arakelov functions. If v is
archimedean, identify Cv with C and let ((z, w))v be an Arakelov function on Cv(C)×Cv(C).
Then
(3.22) [z, w]ζ =
((z, w))v
((z, ζ))v((w, ζ))v
is a canonical distance function: see ([51], §2.3). If v is nonarchimedean, functions ((z, w))v
on Cv(Cv) × Cv(Cv) for which (3.22) holds can be constructed using intersection theory
and the semistable model theorem; see ([51], §2.4) and ([19], §2). They will also be called
Arakelov functions.
For each v, the function ((z, w))v is bounded, continuous, symmetric, and vanishes only
on the diagonal. In ([51], §2.3, §2.4) it is shown there is a constant Cv ≥ 1 (depending on
the choice of the spherical metric ‖z, w‖v) such that for all z, w ∈ Cv(Cv) we have
(3.23) 1/Cv · ‖z, w‖v ≤ ((z, w))v ≤ Cv‖z, w‖v
From (3.22), one obtains the following ‘change of pole’ formula for the canonical distance:
for any ξ, ζ ∈ Cv(Cv), there is a constant Cξ,ζ such that for all z, w 6= ξ, ζ,
(3.24) [z, w]ξ = Cξ,ζ · [z, w]ζ
[z, ξ]ζ [w, ξ]ζ
.
Using (3.22) or (3.24), one easily derives the following alternate form of (3.21): if deg(f) =
N and we write div(f) =
∑N
i=1(αi) −
∑N
i=1(ξi), listing the zeros and poles of f with
multiplicities, then there is a constant C˜(f) such that for all z ∈ Cv(Cv)\{ξ1, . . . , ξN},
(3.25) |f(z)|v = C˜(f) ·
N∏
i=1
[z, αi]ξi .
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From (3.22) and the fact that
[[z, w]]ζ =
‖z, w‖v
‖z, ζ‖v‖w, ζ‖v
is a metric on Cv(Cv) (see (3.12)), it follows that [z, w]ζ satisfies a weak triangle inequality:
there is a constant Bv such that for each ζ and all z, w, p ∈ Cv(Cv)\{ζ},
[z, w]ζ ≤ Bv · ([z, p]ζ + [p,w]ζ) .
This property justifies calling [z, w]ζ a ‘distance’. However, it seems not to be very important
in practice, and examples show that one cannot always take Bv = 1 (see [51], p.128).
If v is nonarchimedean and C has good reduction at v for the projective embedding
which induces ‖z, w‖v , then ‖z, w‖v is an Arakelov function. Further, if gζ(z) ∈ K(C) is a
uniformizing parameter at ζ, then for all but finitely many v
(3.26) |gζ(z)|v = ‖z, ζ‖v
on the ball B(ζ, 1)−. Hence, if the canonical distances are normalized as in (3.27), then for
all but finitely many v,
[z, w]ζ =
‖z, w‖v
‖z, ζ‖v‖w, ζ‖v .
See [51], pp. 90-92.
For most of this work, we will be interested in the case where ζ belongs to the K-
symmetric set X = {x1, . . . , xm} in the Fekete-Szego¨ theorem. Let gxi(z) ∈ K(C) be the
fixed global uniformizing parameter chosen in §3.2. For each v we will normalize [z, w]xi so
that
(3.27) lim
z→xi
[z, w]xi · |gxi(z)|v = 1 .
A mild generalization of the canonical distance, which we call the (X, ~s)-canonical dis-
tance, will play an important role in this work. Given a probability vector ~s ∈ Pm, define
(3.28) [z, w]X,~s =
m∏
i=1
([z, w]xi )
si ,
where the [z, w]xi are normalized as in (3.27). The case of interest is where X ⊂ C(K˜) ⊂
Cv(Cv) is the set of global algebraic points in the Fekete-Szego¨ theorem, and the uniformizing
parameters are the ones chosen in §3.2
If v is archimedean, and we identify Cv with C, then Cv(C) is a Riemann surface. By
a coordinate patch on Cv(C), we mean a simply connected open set U ⊂ Cv(C) for which
there is a chart ϕ : U → C giving an isomorphism of U with an open set U ′ ⊂ C. Given
z, w ∈ U , by abuse of notation we will write |z − w| for |ϕ(z) − ϕ(w)|.
If v is nonarchimedean, recall from Theorem 3.9 that there is an Rv > 0 such that
each ball B(a, r)− ⊂ Cv(Cv) with r ≤ Rv is isometrically parametrizable by power series;
if ϕ : B(a, r)− → D(0, r)− is the inverse map to an isometric parametrization, then for all
z, w ∈ B(a, r)− we have ‖z, w‖v = |ϕ(z)− ϕ(w)|v .
The following result, which is an immediate consequence of ([51], Proposition 2.1.3,
p.69), asserts that − logv([z, w]X,~s) is ‘harmonic in z except for logarithmic singularities at
76 3. PRELIMINARIES
w and the xi ∈ X’, and varies continuously with w. It will be used in developing potential
theory for the kernel − logv([z, w]X,~s).
Proposition 3.11. Let C/K be a curve, and v a place of K. Fix X.
(A) If v is archimedean,
(1) If U and V are disjoint open sets not meeting X, then for each ~s, − log([z, w]X,~s)
is continuous on U × V and is harmonic in each variable separately.
(2) On any coordinate patch U ⊂ Cv(C) not containing not meeting X, there are con-
tinuous, real-valued functions ηU,xj(z, w) on U × U , harmonic in each variable
separately, such that for all z, w ∈ U and ~s,
− log([z, w]X,~s) = − log(|z − w|) +
m∑
j=1
sjηU,xj(z, w) .
(3) If U is a coordinate patch containing exactly one point xi ∈ X, and V is a coordi-
nate patch disjoint from U and X, then there are continuous real-valued functions
ηU,V,xj(z, w) on U×V , harmonic in each variable separately, such that for all z ∈ U
and w ∈ V and all ~s,
− log([z, w]X,~s) = si log(|z − xi|) +
m∑
j=1
sjηU,V,xj(z, w) .
(B) If v is nonarchimedean,
(1) If U = B(a, r)− and V = B(b, s)− are isometrically parametrizable balls disjoint
from each other and from X, then − logv([z, w]X,~s) is constant on U × V . More
precisely, there are constants ηU,V,xj ∈ Q such that for all ~s and all z ∈ U , w ∈ V ,
− logv([z, w]X,~s) =
m∑
j=1
sjηU,V,xj .
(2) If U = B(a, r)− is an isometrically parametrizable ball not containing any points
of X, then there are constants ηU,xj ∈ Q such that for all z, w ∈ U and all ~s
− logv([z, w]X,~s) = − logv(‖z, w‖v) +
m∑
j=1
sjηU,xj .
(3) If U = B(a, r)− is an isometrically parametrizable ball containing exactly one
point xi ∈ X, and V = B(b, s)− is an isometrically parametrizable ball disjoint
from U and X, then there are constants ηU,V,xj ∈ Q such that for all z ∈ U and
w ∈ V , and all ~s,
− logv([z, w]X,~s) = si logv(‖z, xi‖v) +
m∑
j=1
sjηU,V,xj .
6. (X, ~s)-Functions and (X, ~s)-Pseudopolynomials
Fix a place v of K. Let X = {x1, . . . , xm} ⊂ C(K˜) be the K-symmetric set from §3.2,
and let the canonical distances [z, w]xi be normalized as in (3.27), where the uniformizing
parameters gxi(z) are the ones from §3.2.
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Definition 3.12. Suppose ~s ∈ Pm ∩ Qm. By an (X, ~s)-function we mean a rational
function f(z) ∈ Cv(C) whose poles are supported on X, such that if N = deg(f), then f(z)
has a pole of exact order Nsi at each xi ∈ X.
Definition 3.13. Let ~s ∈ Pm be arbitrary. By an (X, ~s)-pseudopolynomial (or simply
a pseudopolynomial) we mean a function P : Cv(Cv)→ [0,∞] of the form
(3.29) P (z) = C ·
N∏
k=1
[z, αk]X,~s .
where C > 0 is a constant and α1, . . . , αN ∈ Cv(Cv)\X. We will call α1, . . . , αN the roots of
P (z). If C = 1 and we wish to emphasize that fact, we will say that P (z) is monic. We call
ν(z) =
1
N
N∑
k=1
δαk(z)
the probability measure associated to P (z).
In the proof of the Fekete-Szego¨ theorem, (X, ~s)-functions occur naturally. The reason
for introducing the (X, ~s)-canonical distance is that it allows us to view the absolute value
of an (X, ~s)-function as an (X, ~s)-pseudopolynomial, factoring it in the form
(3.30) |f(z)|v = C(f) ·
N∏
k=1
[z, αk]X,~s
where α1, . . . , αN are the zeros of f(z), listed with multiplicities. This follows by an easy
symmetrization argument: suppose f(z) is an (X, ~s)-function, and let ξ1, . . . , ξN be the
points x1, . . . , xm listed according to their multiplicities in div(f). Thus, each xi occurs
Nsi times. For each permutation π of {1, . . . , N}, by (3.25) there is a constant C(f, π) such
that |f(z)|v = C(f, π) ·
∏N
k=1[z, αk]ξπ(k) for all z ∈ Cv(Cv)\X. Taking the product over all
π, and then extracting the (N !)th root, gives (3.30).
Note that a pseudopolynomial P (z) makes sense even when its roots are not the zeros
of an (X, ~s)-function f(z), but it agrees with |f(z)|v (up to a multiplicative constant) when
such a function exists. Furthermore, P (z) varies continuously with its roots. This allows
us to investigate absolute values of (X, ~s)-functions without worrying about questions of
principality, which will play a key role in the construction of the initial local approximating
functions in §5 and §6 below.
7. Capacities
In this section we define sets of capacity 0 and sets of positive capacity, and we introduce
several numerical measures of capacity.
Fix a place v of K.
Definition 3.14. If H is a compact subset of Cv(Cv), we will say H has positive capacity
if there is a positive measure ν supported on H for which
I(ν) :=
∫∫
H×H
− logv(‖z, w‖v) dν(z)dν(w) < ∞ .
If I(ν) =∞ for all positive measures ν on H, we say that H has capacity 0.
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By (3.13) the property of having positive capacity or capacity 0 is independent of the
choice of the spherical metric. Clearly it suffices to test I(ν) only for probability measures.
We next define the capacity of a compact set relative to a point.
Fix ζ ∈ Cv(Cv), and fix a uniformizing parameter gζ(z), giving a normalization of the
canonical distance [z, w]ζ . Let H ⊂ Cv(Cv)\{ζ} be compact. Given a probability measure
ν supported on H, we define the energy integral of ν with respect to ζ by
Iζ(ν) =
∫∫
H×H
− logv([z, w]ζ ) dν(z)dν(w) .
If H is nonempty, the Robin constant of H with respect to ζ is
Vζ(H) = inf
prob meas ν
on H
Iζ(ν) ,
where the infimum is taken over all probability measures supported on H. If H is empty,
we put Vζ(H) =∞. The capacity of H with respect to ζ to be
γζ(H) = q
−Vζ(H)
v
Thus, γζ(H) > 0 if and only if Iζ(ν) <∞ for some probability measure ν supported on H.
Likewise, given a probability vector ~s ∈ Pm, if H ⊂ Cv(Cv)\X is compact, then for any
probability measure ν on H, we define the (X, ~s)-energy
IX,~s(ν) =
∫∫
H×H
− logv([z, w]X,~s) dν(z)dν(w) .
We put VX,~s(H) = infν IX,~s(ν), and define the (X, ~s)-capacity
γX,~s(H) = q
−VX,~s(H)
v .
The following lemma shows that for a given compact set H, either γζ(H) > 0 for all
ζ /∈ H, or γζ(H) = 0 for all ζ /∈ H.
Lemma 3.15. Let H ⊂ Cv(Cv) be compact. Then the following are equivalent:
(1) H has capacity 0;
(2) For some ζ ∈ Cv(Cv)\H, γζ(H) = 0;
(3) For each ζ ∈ Cv(Cv)\H, γζ(H) = 0.
If H ⊂ Cv(Cv)\X, these are equivalent to
(4) For some ~s ∈ Pm, γX,~s(H) = 0;
(5) For each ~s ∈ Pm, γX,~s(H) = 0.
Proof. If v is archimedean, the set H = Cv(C) is compact. In this case H has positive
capacity, and the lemma is vacuously true. If v is nonarchimedean, then Cv(C) is not
compact. Now suppose H 6= Cv(C). If ζ /∈ H, then ‖x, ζ‖v is uniformly bounded away from
0 for x ∈ H, because H is compact. Thus the lemma follows from (3.22) and (3.23). 
We next define the inner capacity and the outer capacity of a set, relative to a point.
Definition 3.16. For an arbitrary set Ev ⊂ Cv(Cv), we say Ev has positive inner
capacity if there is some compact set H ⊂ Ev with positive capacity. If every compact set
H ⊂ Ev has capacity 0, we say that Ev has inner capacity 0.
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For each ζ ∈ Cv(Cv), we define the inner capacity γζ(Ev) by
(3.31) γζ(Ev) = sup
H⊂Ev\{ζ}
H compact
γζ(H) .
Thus 0 ≤ γζ(Ev) ≤ ∞. When Ev is compact and ζ /∈ E, clearly γζ(Ev) = γζ(Ev).
Sets of inner capacity 0 are “negligible” for many purposes in potential theory. Each
countable set Ev has inner capacity 0, because a probability measure supported on a com-
pact subset of Ev necessarily consists of point masses. On the other hand, any set Ev which
contains a nonempty open subset of Cv(Cv), or a nonempty open subset of Cv(Lw) for some
finite extension Lw/Kv , or a continuum (if v is archimedean), has positive inner capacity.
This follows from ([51], Proposition 3.1.3, p.137) and ([51], Example 4.1.24, p.212).
To define the outer capacity, we will need the notion of a PLζ-domain.
Definition 3.17. If ζ ∈ Cv(Cv), a PLζ-domain is a set of the form
U = {z ∈ Cv(Cv) : |f(z)|v ≤ 1} ,
where f(z) ∈ Cv(C) is a nonconstant function whose only poles are at ζ.
Fix ζ ∈ Cv(Cv), and fix a uniformizer gζ(z). If U is a PLζ-domain, let f ∈ Cv(C) be a
function which defines it. Write N = deg(f) and define
Vζ(U) = lim
z→∞
1
N
logv(f(z) · gζ(z)N )
We then put
(3.32) γζ(U) = q
−Vζ(U)
v .
Using ([51], Theorem 3.2.2 and Proposition 4.3.1) one sees that this definition is independent
of the choice of f defining U . If v is archimdean, a PLζ-domain is compact, and ([51],
Theorem 3.2.2) shows that the two definitions we have given for γζ(U) coincide. If v is
nonarchimedean, a PLζ-domain U is never compact; however, by ([51], Proposition 4.3.1)
γζ(U) = γζ(U).
For an arbitrary set Ev, if ζ /∈ Ev, we define the outer capacity to be
γ
ζ
(Ev) = inf
U⊃Ev
U a PLζ -domain
γζ(U) .
Trivially γζ(Ev) ≤ γζ(Ev).
Definition 3.18. Let Ev ⊂ Cv(Cv) be arbitrary. If ζ /∈ Ev, and γζ(Ev) = γζ(Ev), we
say that Ev is algebraically capacitable with respect to ζ. If Ev is algebraically capacitable
with respect to every ζ /∈ Ev, we simply say say that algebraically capacitable.
If Ev is algebraically capacitable with respect to ζ, we define its capacity γζ(Ev) to be
(3.33) γζ(Ev) = γζ(Ev) = γζ(Ev) .
In ([51]) algebraic capacitability was only defined for sets Ev at nonarchimedean places.
If v is nonarchimedean, it is shown in ([51], Theorem 4.3.13) that compact sets, RL-domains,
and finite unions of them are algebraically capacitable.
If v is archimedean, then each RL-domain is compact, and it follows from ([51], Propo-
sitions 3.1.17 and 3.3.3) that each compact archimedean set is algebraically capacitable.
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Remark. The reason for introducing the notion of algebraic capacitability is that the
inner capacity turns out to be the ‘right’ notion of capacity for the Fekete-Szego¨ theorem,
whereas the outer capacity is the right notion for Fekete’s theorem (see Theorem 1.5). This
is because the initial reductions in the proof of the Fekete-Szego¨ theorem involve replacing an
arbitrary set Ev with a compact subset whose capacity is arbitrarily near γxi(Ev), for each
xi ∈ X. Likewise, the initial reductions in the proof of Fekete’s theorem involve replacing
Ev with an algebraically defined neighborhood of itself.
Thus, algebraic capacitability is the hypothesis which makes a set permissible in both
theorems. In this work, we are primarily interested in the Fekete-Szego¨ theorem, and in
stating the most general versions of the theorem we use the inner capacity.
8. Green’s functions of Compact Sets
In this section we define and study the Green’s functions G(z, ζ;Hv) of compact sets.
Let Hv ⊂ Cv(Cv) be compact. We first define G(z, ζ;Hv) when ζ /∈ Hv. Fix a uniformiz-
ing parameter gζ(z), which determines the normalization of [z, w]ζ . If Hv has positive inner
capacity, so Vζ(H) < ∞, there is a unique probability measure µζ supported on Hv for
which Iζ(µζ) = Vζ(Hv). It is called the equilibrium distribution of Hv relative to ζ.
In the archimedean case, the existence of µζ is shown in ([51], p.137), and its uniqueness
in ([51], Theorem 3.1.12, p.145); in the nonarchimedean case, its existence is shown in ([51],
p.190), and its uniqueness in ([51], Theorem 4.1.22, p.211).
The potential function uHv(z, ζ) is defined by
uHv(z, ζ) =
∫
Hv
− logv([z, w]ζ ) dµζ(w) .(3.34)
Since Vζ(Hv) =
∫
Hv×Hv − logv([z, w]ζ ) dµζ(z)dµζ(w), clearly Vζ(Hv)− uHv (z, ζ) is indepen-
dent of the normalization of [z, w]ζ .
Definition 3.19. Let Hv ⊂ Cv(Cv) be compact, and fix ζ /∈ Hv. If Hv has positive
inner capacity, we define its Green’s function with respect to ζ to be
(3.35) G(z, ζ;Hv) = Vζ(Hv)− uHv(z, ζ)
for all z ∈ Cv(Cv). If Hv is compact and has inner capacity 0, we put G(z, ζ;Hv) ≡ ∞.
Remark. This definition of the Green’s function for a compact set differs from the
one in ([51]). In ([51], p.277) both ‘upper’ and ‘lower’ Green’s functions G(z, ζ;Hv)
and G(z, ζ;Hv) were defined. By ([51], Theorems 3.1.9 and 4.1.11), if Hv is algebraically
capacitable (and in particular if Hv is compact) then G(z, ζ;Hv) and G(z, ζ;Hv) agree for
all z /∈ Hv; however G(z, ζ;Hv) = 0 for all z ∈ Hv while G(z, ζ;Hv) may be positive on a
subset e ⊂ Hv of inner capacity 0.
Our G(z, ζ;Hv) is the same as the upper Green’s function G(z, ζ;Hv), whereas in ([51])
G(z, ζ;Hv) was defined to be the lower Green’s function G(z, ζ;Hv).
We have made the change in order to simplify notation, and because of the author’s con-
viction that the choice of G(z, ζ;Hv) made in ([51]) should have been reversed: G(z, ζ;H)
carries more information than G(z, ζ;H), and is easier to work with.
The following proposition describes the main properties of the Green’s function.
Proposition 3.20. Let Hv ⊂ Cv(Cv) be a compact set of positive inner capacity, and
fix ζ /∈ Hv. Then G(z, ζ;Hv) has the following properties: for each ζ ∈ Cv(Cv)\Hv,
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(1) G(z, ζ;Hv) ≥ 0 for all z ∈ Cv(Cv).
(2) If v is nonarchimedean, then G(z, ζ;Hv) > 0 for all z /∈ Hv. If v is archimedean,
then G(z, ζ;Hv) > 0 on the connected component of Cv(C)\Hv containing ζ, and is 0 on all
other components. Furthermore G(z, ζ;Hv) = G(z, ζ; Ĥv), where Ĥv = Cv(C)\Dζ and Dζ
is the connected component of Cv(C)\Hv containing ζ.
(3) G(z, ζ;Hv) = 0 for z ∈ Hv, except on a (possibly empty) exceptional set ev ⊂ Hv
of inner capacity 0, which is an Fσ set and in particular is Borel measurable. If v is
archimedean, ev is contained in the boundary ∂Hv and in fact is contained in the ‘outer
boundary’ ∂Dζ . Each point of Hv which belongs to a continuum in Hv is non-exceptional.
In particular, if Hv is a union of continua, the exceptional set is empty.
(4) G(z, ζ;Hv) is continuous for each z /∈ Hv, and at each z0 ∈ Hv where G(z0, ζ;Hv) =
0. If v is archimedean, then G(z, ζ;Hv) is harmonic on Cv(C)\(Hv ∪{ζ}) and subharmonic
on Cv(C)\{ζ}.
(5) G(z, ζ;Hv) is upper semi-continuous everywhere: in fact, for each z0 ∈ Cv(Cv),
lim sup
z→z0
G(z, ζ;Hv) = G(z0, ζ;Hv) ,
and if v is nonarchimedean and z0 ∈ Hv or if v is archimedean and z0 ∈ ∂Dζ , then
lim sup
z→z0
z /∈Hv
G(z, ζ;Hv) = G(z0, ζ;Hv) .
(6) If v is archimedean, then on any coordinate patch U with ζ ∈ U ⊂ Dζ , there is a
harmonic function ηHv ,ζ(z) such that G(z, ζ;Hv) = − logv(|z − ζ|) + ηHv,ζ(z) on U . If v
is nonarchimedean, then for any isometrically parametrizable ball B(ζ, r)− ⊂ Cv(Cv)\Hv,
there is a constant ηHv ,ζ such that G(z, ζ;Hv) = − logv(‖z, ζ‖v) + ηHv,ζ on B(ζ, r)−.
Proof. Parts (1)–(4) follow from ([51], Lemma 3.1.2, Theorem 3.1.7, Lemma 3.1.8,
and Theorem 3.1.9) in the archimedean case, and ([51], Lemma 4.1.9, Theorem 4.1.11,
and Corollary 4.1.12) in the nonarchimedean case. Part (5) is contained in ([51], Lemma
3.1.2) in the archimedean case, and follows from Proposition 3.11.B(2) and the definition
of uHv(z, ζ) as an integral, in the nonarchimedean case. Part (6) is immediate from the
definition. 
An important fact is that the Robin constant can be read off from the upper Green’s
function: if gζ(z) is the uniformizing parameter determining the normalization of [z, w]ζ ,
then
(3.36) lim
z→ζ
G(z, ζ;Hv) + logv(|gζ(z)|v) = Vζ(Hv) .
This follows trivially from the definition of G(z, ζ;Ev) in terms of the potential function.
However, it emphasizes the fact that the Robin constant depends on the choice of the
uniformizing parameter, while G(z, ζ;Ev) is absolute.
The Green’s function is decreasing as a function of Hv:
Lemma 3.21. Let Hv ⊂ H ′v be compact sets in Cv(Cv), and suppose ζ /∈ H ′v.
Then G(z, ζ;Hv) ≥ G(z, ζ;H ′v) for all z.
Proof. In the nonarchimedean case this is ([51], Proposition 4.1.21, p.209).
In the archimedean case (using our notation) it is shown in ([51], Lemma 3.2.5, p.157)
thatG(z, ζ;Hv) ≥ G(z, ζ;H ′v) for all z. By the discussion above, it follows thatG(z, ζ;Hv) ≥
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G(z, ζ;H ′v) except possibly on a set of capacity 0 contained in ∂H ′v. However, if z0 ∈ ∂H ′v,
then by Proposition 3.20(4),
G(z0, ζ;H
′
v) = lim sup
z→z0
z /∈H′v
G(z, ζ;H ′v) ≤ lim sup
z→z0
z /∈H′v
G(z, ζ;Hv) ≤ G(z0, ζ;Hv) .

The following result seems intrinsically obvious, but requires a surprising amount of
work to prove. It will be used in the proof of Theorem 1.2.
Proposition 3.22. Fix v, and let Ev ⊂ Cv(Cv) be a compact set of positive capacity.
Let Hv,1 ⊆ Hv,2 ⊆ · · · ⊆ Ev be an exhaustion of Ev by an increasing sequence of compact
sets. Then for each ζ /∈ Ev, we have limn→∞ Vζ(Hv,n) = Vζ(Ev), and for each z 6= ζ
lim
n→∞G(z, ζ;Hv,n) = G(z, ζ;Ev) .
Proof. Fix ζ ∈ Cv(Cv)\Ev.
Without loss, we can assume that each Hv,n has positive capacity. By the definition of
the Robin constant, we have Vζ(Hv,1) ≥ Vζ(Hv,2) ≥ · · · ≥ Vζ(Ev). Put
V̂ = lim
n→∞Vζ(Hv,n) .
For each n, let µn be the equilibrium distribution ofHv,n with respect to ζ, and let un(z, ζ) =
uHv,n(z, ζ) be the potential function. By definition
G(z, ζ;Hv,n) = Vζ(Hv,n)− un(z, ζ) .
By Proposition 3.20(3) there is an Fσ-set en ⊂ Hv,n with inner capacity 0 such that
G(z, ζ;Hv,n) = 0, or equivalently un(z, ζ) = Vζ(Hv,n), for all z ∈ Hv,n\en. By Lemma
3.21, the functions G(z, ζ;Hv,n) are nonnegative and decreasing with n. Put
Gζ(z) = lim
n→∞G(z, ζ;Hv,n) .
Similarly, G(z, ζ;Ev) = Vζ(Ev) − uEv(z, ζ), and there is an Fσ-set e0 ⊂ Ev of inner
capacity 0 such that G(z, ζ;Ev) = 0, or equivalently uEv(z, ζ) = Vζ(Ev), for all z ∈ Ev\e0.
Let e =
⋃∞
n=0 en. By ([51], Propositions 3.1.15 and 4.1.14) the union of countably many
Borel sets of inner capacity 0 itself has inner capacity 0, so e has inner capacity 0. For each
z ∈ Ev\e, we have
Gζ(z) = G(z, ζ;Ev) = 0 .
We will show, successively, that V̂ = Vζ(Ev), that the µn converge weakly to µ, and that
Gζ(z) = G(z, ζ;Ev) for each z 6= ζ.
By the discussion above, the potential function uEv(z, ζ) is identically equal to Vζ(Ev)
on Ev\e. Since a Borel set of inner capacity 0 must have mass 0 for any positive Borel
measure whose potential function is bounded above ([51], Lemmas 3.1.4 and 4.1.7), for
each n the Fubini-Tonelli theorem gives∫
Ev
un(z, ζ) dµ(z) =
∫∫
Ev×Hv,n
− logv([z, w]ζ ) dµn(w)dµ(z)
=
∫
Hv,n
uEv(w, ζ) dµn(w) = Vζ(Ev) .(3.37)
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On the other hand, pointwise for each z0 ∈ Ev\e, we have
lim
n→∞un(z0, ζ) = limn→∞
(
Vζ(Hv,n)−G(z, ζ;Hv,n)
)
= V̂ −Gζ(z0) = V̂ .
Since Ev is bounded away from ζ, there is a constant B1 > −∞ such that un(z, ζ) ≥ B1
on Ev, for all n. On the other hand, since uHv,n(z, ζ) ≤ Vζ(Hv,n) for all z and the Vζ(Hv,n)
are finite and decreasing with n, there is a B2 < ∞ such that uHv,n(z, ζ) ≤ B2 on Ev, for
all n. From (3.37), the fact that µ(e) = 0, and the Dominated Convergence Theorem, it
follows that
(3.38) Vζ(Ev) = lim
n→∞
∫
Ev\e
un(z, ζ) dµ(z) =
∫
Ev\e
V̂ dµ(z) = V̂ .
We next show that the µn converge weakly to µ. Let µ̂ be any weak limit of a subse-
quence of {µn}n≥1. After passing to that subsequence, we can assume that the µn converge
weakly to µ̂. We will show that µ̂ = µ.
For each M ∈ R, write
− log(M)v ([z, w]ζ ) = min(M,− logv([z, w]ζ ) .
Since − log(M)v ([z, w]ζ) ≤ − logv([z, w]ζ ), for each n and each M we have∫∫
− log(M)v ([z, w])ζ dµn(z)dµn(w)
≤
∫∫
− logv([z, w])ζ dµn(z)dµn(w) = Iζ(µn) = Vζ(Hv,n) .(3.39)
A standard argument shows that the measures µn×µn converge weakly to µ×µ on Ev×Ev.
Since the functions − log(M)v ([z, w]ζ ) are continuous on Ev × Ev, for each M we have
lim
n→∞
∫∫
− log(M)v ([z, w])ζ dµn(z)dµn(w) =
∫∫
− log(M)v ([z, w])ζ dµ̂(z)dµ̂(w) .
Combining this with (3.38) and (3.39) shows that for each M∫∫
− log(M)v ([z, w])ζ dµ̂(z)dµ̂(w) ≤ limn→∞Vζ(Hv,n) = V̂ = Vζ(Ev) .
On the other hand, by the Monotone Convergence Theorem
Iζ(µ̂) = lim
M→∞
∫∫
− log(M)v ([z, w])ζ dµ̂(z)dµ̂(w) .
Thus Iζ(µ̂) ≤ Vζ(Ev). However, by the definition of Vζ(Ev) we must have Iζ(µ̂) ≥ Vζ(Ev).
Hence Iζ(µ̂) = Vζ(Ev), and the uniqueness of the equilibrium measure gives µ̂ = µ.
Lastly, we show that Gζ(z) = G(z, ζ;Ev) for each z 6= ζ. For each M , put
u(M)n (z, ζ) =
∫
− log(M)v ([z, w]ζ ) dµn(w) , u(M)Ev (z, ζ) =
∫
− log(M)v ([z, w]ζ ) dµn(w) .
Since the kernels − log(M)v ([z, w]ζ ) are increasing with M , the Monotone Convergence The-
orem shows that for each z 6= ζ
lim
M→∞
u(M)n (z, ζ) = un(z, ζ) , lim
M→∞
u
(M)
Ev
(z, ζ) = uEv(z, ζ) ,
where the limits are increasing.
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Now fix z0 6= ζ. For each M , since − log(M)v ([z0, w]ζ) is continuous on Ev as a function
of w and the µn converge weakly to µ, we have
lim
n→∞u
(M)
n (z0, ζ) = u
(M)
Ev
(z0, ζ) .
Hence, for each ε > 0, there is an N = N(M,ε) such that for all n ≥ N(M,ε), we have
u
(M)
n (z0, ζ) > u
(M)
Ev
(z0, ζ)−ε. By the monotonicity of u(M)n (z0, ζ) inM , for each n ≥ N(M,ε)
and each M1 > M we have
u(M1)n (z0, ζ) ≥ u(M)n (z0, ζ) > u(M)Ev (z0, ζ)− ε .
Letting M1 →∞ and then letting M →∞, we see that for all sufficiently large n
un(z0, ζ) ≥ uEv(z0, ζ)− ε .
Consequently
Gζ(z0) = lim
n→∞G(z0, ζ;Hv,n) = limn→∞Vζ(Hv,n)− un(z0, ζ)
≤ Vζ(Ev)− uEv(z0, ζ) + ε = G(z0, ζ;Ev) + ε .
Letting ε→ 0, we see that Gζ(z0) ≤ G(z0, ζ;Ev). On the other hand, for each n the mono-
tonicity of Green’s functions shows that G(z0, ζ;Hv,n) ≥ G(z0, ζ;Ev), and hence trivially
Gζ(z0) ≥ G(z0, ζ;Ev). It follows that Gζ(z0) = G(z0, ζ;Ev).
This complete the proof. 
9. Upper Green’s functions
In this section we introduce the upper Green’s function’s G(z, ζ;Ev) of an arbitrary set.
Definition 3.23. Given an arbitrary set Ev ⊂ Cv(Cv), for each z, ζ ∈ Cv(Cv) we define
the upper Green’s function by
(3.40) G(z, ζ;Ev) = inf
Hv⊂Ev\{ζ}
Hv compact
G(z, ζ;Hv) ,
and (fixing a uniformizing parameter gζ(z)) we define the upper Robin constant by
(3.41) V ζ(Ev) = inf
Hv⊂Ev\{ζ}
Hv compact
Vζ(Hv) .
If Ev has inner capacity 0 then G(z, ζ;Ev) ≡ ∞. If Ev has positive inner capacity, then
for each z 6= ζ, G(z, ζ;Ev) is finite and non-negative, while G(ζ, ζ;Ev) = ∞. By Lemma
3.25, for a compact set Hv we have G(z, ζ;Hv) = G(z, ζ;Hv).
The following results will be needed later.
Lemma 3.24. Let Ev ⊂ Cv(Cv) have positive inner capacity. Then for each ζ ∈ Cv(Cv),
there is an increasing sequence of compact sets Hv,1 ⊆ Hv,2 ⊆ · · · ⊂ Ev\{ζ} such that
V ζ(Ev) = limn→∞ Vζ(Hv,n) and for each z ∈ Cv(Cv)\{ζ},
G(z, ζ;Ev) = lim
n→∞G(z, ζ;Hv,n)
9. UPPER GREEN’S FUNCTIONS 85
Proof. Fix ζ, and let A be the collection of all compact sets K ⊂ Ev\{ζ} with positive
inner capacity. Consider the family {G(z, ζ;K)}K∈A. The set Cv(C)\{ζ} is a separable
metric space, and by Proposition 3.20.5 each G(z, ζ;K) for K ∈ A is upper semi-continuous
in Cv(C)\{ζ}. By a well-known property of upper semi-continuous functions (see [32],
Lemma 2.3.2) there is a countable sequence {Kn}n≥1 of sets in A such that for each z ∈
Cv(C)\{ζ}.
G(z, ζ;Ev) := inf
K∈A
G(z, ζ;K) = inf
n≥1
G(z, ζ;Kn) .
Likewise, since V ζ(Ev) = infK∈A Vζ(K), there is a sequence {K ′n}n≥1 of sets in A such that
V ζ(Ev) = limn→∞ Vζ(K ′n).
For each n ≥ 1 put Hv,n = (
⋃n
i=1Ki) ∪ (
⋃n
i=1K
′
i). By the monotonicity of Green’s
functions of compact sets, for each n we have G(z, ζ;Kn) ≥ G(z, ζ;Hv,n) ≥ G(z, ζ;Hv,n+1);
similarly Vζ(K
′
n) ≥ Vζ(Hv,n) ≥ Vζ(Hv,n+1). It follows that
G(z, ζ;Ev) ≤ lim
n→∞G(z, ζ;Hv,n) ≤ infn≥1G(z, ζ;Kn) = G(z, ζ;Ev)
and that V ζ(Ev) = limn→∞ Vζ(Hv,n). 
Lemma 3.25. If Ev is compact, ev has inner capacity 0, and ζ /∈ Ev, then
(3.42) G(z, ζ;Ev\ev) = G(z, ζ;Ev) .
If Ev ⊂ Cv(Cv) is arbitrary and ev has inner capacity 0, then for each ζ ∈ Cv(Cv),
(3.43) G(z, ζ;Ev\ev) = G(z, ζ;Ev) .
Proof. We first prove (3.42). Suppose Ev is compact and ζ /∈ Ev. If Ev has inner
capacity 0 the result holds trivially, so we can assume that Ev has positive inner capacity.
By ([51], Corollaries 3.1.16 and 4.1.15), we have V ζ(Ev\ev) = Vζ(Ev). (Note that in
([51]), our inner capacity γ(Ev) is denoted γ(Ev).) By Lemma 3.24 there is an increasing se-
quence of compact sets Hv,1 ⊆ Hv,2 ⊆ · · · ⊆ Ev\ev such that V ζ(Ev\ev) = limn→∞ Vζ(Hv,n)
and for each z ∈ Cv(Cv)\{ζ},
G(z, ζ;Ev\ev) = lim
n→∞G(z, ζ;Hv,n) .
Let µn be the equilibrium distribution of Hv,n with respect to ζ, and let µ be the equilibrium
distribution of Ev with respect to ζ. By the discussion above we have
lim
n→∞Vζ(Hv,n) = Vζ(Ev) .
Now the same argument as in the part of the proof of Proposition 3.22 after formula (3.38)
shows that the µn converge weakly to µ, and that G(z, ζ;Ev\ev) = G(z, ζ;Ev).
We can now deduce (3.43) formally. Let Ev ⊂ Cv(Cv) and ζ ∈ Cv(Cv) be arbitrary. By
definition,
G(z, ζ;Ev) = inf
Hv⊂Ev\{ζ}
Hv compact
G(z, ζ;Hv) , G(z, ζ;Ev\ev) = inf
H′v⊂(Ev\ev)\{ζ}
H′v compact
G(z, ζ;H ′v) .
On the other hand, by what has been shown above, for each compact subset Hv ⊂ Ev we
have
G(z, ζ;Hv) = G(z, ζ;Hv\ev) = inf
H′v⊂(Hv\ev)\{ζ}
H′v compact
G(z, ζ;H ′v) .
It follows that G(z, ζ;Ev) = G(z, ζ;Ev\ev). 
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The upper Green’s function has the following properties:
Proposition 3.26. Let Ev ⊂ Cv(Cv). Then
(1) (Finiteness): G(z, ζ;Ev) is valued in [0,∞]. If Ev has inner capacity 0, then
G(z, ζ;Ev) ≡ ∞. If Ev has positive inner capacity, then G(z, ζ;Ev) is finite and upper
semi-continuous on Cv(Cv)\{ζ}. If v is archimedean and Ev has positive inner capacity,
then G(z, ζ;Ev) is subharmonic on Cv(C)\{ζ}.
(2) (Symmetry): G(z, ζ;Ev) = G(ζ, z;Ev) for all z, ζ ∈ Cv(Cv) .
(3) (Galois equivariance): G(σ(z), σ(ζ);σ(Ev)) = G(z, ζ;Ev) for all z, ζ ∈ Cv(Cv) and
all σ ∈ Autc(Cv/Kv). In particular, if Ev is stable under Autc(Cv/Kv), then
G(σ(z), σ(ζ);Ev) = G(z, ζ;Ev) .
(4) (Approximation): Let X = {x1, . . . , xm} ⊂ Cv(Cv) be a finite set of points, none of
which belongs to the closure of Ev, and fix ε > 0. Then there is a compact set Hv ⊂ Ev
such that for all xi, xj ∈ X,{
G(xi, xj ;Ev) ≤ G(xi, xj ;Hv) ≤ G(xi, xj ;Ev) + ε if i 6= j ;
V xi(Ev) ≤ V xi(Hv) ≤ V xi(Ev) + ε if i = j .
(5) (Base Change): Let Lw/Kv be a finite extension with ramification index ew/v (take
ew/v = 1 if v is archimedean). Fix an isomorphism ιw/v : Cw → Cv and put Ew =
ι−1
w/v
(Ev) ⊂ Cw(Cw). Then
G(z, ζ;Ew) = ew/v ·G(z, ζ;Ev) .
(6) (Pullback): Let C1, C2/Kv be curves and let f : C1 → C2 be a nonconstant rational
map. Given ζ ∈ C2(Cv), let its pullback divisor be f∗((ζ)) =
∑
imi(ξi). Then for each
Ev ⊂ C2(Cv) and each z ∈ C1(Cv)
G(f(z), ζ;Ev) =
∑
i
miG(z, ξi; f
−1(Ev)) .
Proof. In [51] these properties are established for Green’s functions of compact sets
Hv, with z, ζ /∈ Hv. Using Definition 3.23, they carry over to arbitrary sets by taking limits:
(1) The finiteness properties in assertion (1) are immediate from the definition and
Proposition 3.20. If Ev has positive inner capacity, then Lemma 3.24 and Proposition 3.20.
G(z, ζ;Hv) is a decreasing limit of upper semi-continuous functions on Cv(Cv)\{ζ}, hence
is itself upper semi-continuous. If in addition v is archimedean, then G(z, ζ;Ev) is the
limit of a decreasing sequence of subharmonic functions which is bounded below, so it is
subharmonic (see [32], Theorem 2.6.ii).
(2) By Lemma 3.25, since any finite set has inner capacity 0, for each fixed z0, ζ0 we
have
G(z0, ζ0;Ev) = G(z0, ζ;Ev\{z0, ζ}) = inf
Hv⊂Ev\{z0,ζ0} ,
Hv compact
G(z0, ζ0;Hv) ,
and a similar formula holds for G(ζ0, z0;Ev). By ([51], Theorem 3.2.7 and Theorem 4.4.14),
for each compact Hv ⊂ Ev\{z0, ζ0} we have G(z0, ζ0;Hv) = G(ζ0, z0;Hv).
(3) By the Galois-equivariance of [z, w]ζ (Proposition 3.10 (B)) and formula (3.35), it
follows that for compact sets Hv and z, ζ /∈ Hv, we have G(σ(z), σ(ζ), σ(Hv )) = G(z, w;Hv).
By taking limits, it follows that in general
(3.44) G(σ(z), σ(ζ);σ(Ev)) = G(z, ζ;Ev) .
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(4) The approximation property is immediate from Definition 3.23 and Proposition 3.27.
(5) The base change property follows immediately from our normalizations of |x|v,|x|w,
logv(z) and logw(z) (see §3.1))
(6) The pullback formula for is established for compact sets in ([51], Theorem 3.2.9 and
Theorem 4.4.19). Fix z0 and ζ, and put S = f
−1({z0, ζ}). As Hv runs over compact subsets
of Ev\{z0, ζ}, then f−1(Hv) runs over compact subsets of f−1(Ev)\S. These sets are cofinal
in the compact subsets of f−1(Ev)\S, since for any compact H ′v ⊂ f−1(Ev)\S, its image
f(H ′v) ⊂ Ev\{z0, ζ} is compact, and H ′v ⊂ f−1(f(H ′v). Hence, the pullback formula follows
in general by applying Definition 3.23 to Ev and using Lemma 3.25 to f
−1(E) and S. 
We will now show that just as for compact sets, the Robin constant can be read off from
the upper Green’s function, using the chosen uniformizing parameter:
Proposition 3.27. If Ev has positive inner capacity and is bounded away from ζ, then
the upper Robin constant is finite, and
(3.45) V ζ(Ev) = lim
z→ζ
G(z, ζ;Ev) + logv(|gζ(z)|v) .
Proof. In the archimedean case, fix a neighborhood U of ζ in Cv(Cv)\Ev such that
the uniformizer gζ(z) has no zeros or poles in U except at ζ, and put F = Cv(Cv)\U .
Then F is a compact set of positive capacity and Ev ⊂ F , so G(z, ζ,Hv) ≥ G(z, ζ;F ) for
each Hv ⊂ Ev. For each compact Hv ⊂ Ev of positive capacity, the function ηHv(z) =
G(z, ζ;Hv) + logv(|gζ(z)|v) is harmonic on U\{ζ} and is bounded in a neighborhood of ζ,
so it extends to a harmonic function on U . Similarly ηF (z) = G(z, ζ;F ) + logv(|gζ(z)|v)
extends to a harmonic function on U . By Lemma 3.24, there is an increasing sequence
of compact sets {Hv,n} contained in Ev such that G(z, ζ;Ev) = limn→∞G(z, ζ;Hv,n) and
V ζ(Ev) = limn→∞ Vζ(Hv,n). It follows that {ηHv,n(z)} is a decreasing sequence of functions
harmonic in U , which is bounded below by ηF (z). By Harnack’s Principle, ηEv(z) :=
limn→∞ ηHv,n(z) is harmonic in U and G(z, ζ;Ev) = ηEv(z)− logv(|gζ(z)|v) in U\{ζ}. Since
ηHv,n(ζ) = Vζ(Hv,n) for each v, our assertion follows.
In the nonarchimedean case, let r0 be as in Proposition 3.11(B), and take 0 < r <
r0 small enough that r < ‖ζ,Ev‖v := infz∈Ev(‖z, ζ‖v). By Proposition 3.11(B) and the
definition (3.35), there is a constant Cζ such that for each compact Hv ⊂ Ev we have
G(z, ζ;Hv) = Cζ + Vζ(Hv)− logv(‖z, ζ‖v)
for all z ∈ (B(ζ, r)\{ζ}). For each such z the monotonicity of the Green’s functions of
compact sets shows that the values G(z, ζ;Hv) form a directed set, bounded below by 0,
hence convergent. Thus for each z ∈ (B(ζ, r)\{ζ})
G(z, ζ;Ev) := inf
Hv⊂Ev
G(z, ζ;Hv)
= Cζ +
(
inf
Hv⊂Ev
Vζ(Hv))− logv(‖z, ζ‖v)
)
and it follows that
V ζ(Ev) = lim
z→ζ
G(z, ζ;Ev) + logv(|gζ(z)|v) = inf
Hv⊂Ev
Vζ(Hv) .

For nonarchimedean v, the Green’s functions and Robin constants of ‘nice’ sets take
on values in Q.
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Proposition 3.28. Let v be nonarchimedean. Let Ev ⊂ Cv(Cv). Suppose that either
(A) Ev =
⋃D
ℓ=1
(
B(aℓ, rℓ) ∩ Cv(Fwℓ)
)
where B(a1, r1), . . . , B(aD, rD) ⊂ Cv(Cv) are pair-
wise disjoint isometrically parametrizable balls and Fw1 , . . . , FwD are finite extensions of Kv
in Cv, with aℓ ∈ Cv(Fwℓ) and rℓ ∈ |F×wℓ |v for each ℓ; or
(B) Ev is an RL-domain, that is Ev = {z ∈ Cv(Cv) : |f(z)|v ≤ 1} for some nonconstant
f(z) ∈ Cv(C).
Then for each ζ ∈ Cv(Cv)\Ev, we have V ζ(Ev) ∈ Q, and G(z, ζ;Ev) ∈ Q for all z 6= ζ.
Proof. In case (A), the assertion is proved in Corollary A.15 of Appendix A.
In case (B), the assertion follows from results proved in ([51]). Suppose Ev is an
RL-domain. First note that by ([51], Theorem 4.3.3), each RL-domain is algebraically
capacitable in the sense of ([51], Definition 4.3.2). By ([51], Theorem 4.4.4), this means
that for z /∈ Ev, the upper Green’s function G(z, ζ;Ev) coincides with the lower Green’s
function G(z, ζ;Ev) defined in ([51], p.282). On the other hand, since each point of Ev has
a neighborhood contained in Ev, trivially G(z, ζ;Ev) = 0 for z ∈ Ev. Since G(z, ζ;Ev) ≥
G(z, ζ;Ev) ≥ 0 for all z, we conclude that G(z, ζ;Ev) = G(z, ζ;Ev) for all z.
Thus it suffices to work with the lower Green’s function G(z, ζ;Ev). By ([51], Theorem
4.2.15) Ev can be uniquely written in the form
Ev =
M⋂
j=1
Dj
where D1, . . . ,DM are ‘PL-domains’ with pairwise disjoint complements. For each ζ /∈ Ev,
there is a unique Dj with ζ /∈ Dj , and by ([51], Theorem 4.2.12) there is a function
hζ(z) ∈ Cv(C), whose only pole is at ζ, such that
Dj = {z ∈ Cv(Cv) : |hζ(z)|v ≤ 1} .
By ([51], Corollary 4.2.13), Dj is minimal among PL-domains containing Ev whose com-
plement contains ζ.
By ([51], Proposition 4.4.1), if deg(hζ) = N , then
G(z, ζ;Ev) = G(z, ζ;Dj) =
{
1
N logv(|hζ(z)|v) if z /∈ Dj ,
0 if z ∈ Dj .
It follows that V ζ(Ev) ∈ Q and that G(z, ζ;Ev) ∈ Q for all z 6= ζ. 
The next proposition plays a key role in the reduction of Theorem 0.3 to Theorem 4.2.
We begin with a definition.
Definition 3.29. Let a set Ev ⊂ Cv(Cv) and a subset E0v ⊂ Ev be given. Let z0 be a
point in Ev. If v ∈ MK is archimedean, we will say that z0 is analytically accessible from E0v
if for some r > 0, there is a nonconstant analytic map f : D(0, r)→ Cv(C) with f(0) = z0,
such that f((0, r]) ⊂ E0v .
If v is nonarchimedean, we will say that z0 is analytically accessible if there are an
isometrically parametrizable ball B(z0, r) and a (Cv-rational) isometric parametrization
f : D(0, r)→ B(z0, r) with f(0) = z0, such that f((Ov ∩D(0, r))\{0}) ⊂ E0v .
Proposition 3.30. Let Ev ⊂ Cv(Cv) be a compact set of positive capacity, and let a
subset E0v ⊂ Ev be given. Suppose there is a Borel subset e ⊂ Ev of inner capacity 0 such
that each point of Ev\e is analytically accessible from E0v . Then for each ζ ∈ Cv(Cv)\Ev,
we have V ζ(E
0
v ) = Vζ(Ev), and G(z, ζ;E
0
v ) = G(z, ζ;Ev) for all z 6= ζ.
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Proof. Fix ζ /∈ Ev. We begin by showing that G(z, ζ;E0v ) = G(z, ζ;Ev) = 0 for each
z ∈ Ev\e.
First assume v is archimedean. Recall ([32], p.53) that a set Z ⊂ Cv(C) is said to be
thin at a point z0 if either z0 is not a limit point of Z, or there are a neighborhood V of z0
and a subharmonic function u(z) on V such that
lim sup
x→z0
x∈Z\{z0}
u(x) < u(z0) .
Fix z0 ∈ Ev\e. Since z0 is analytically accessible from E0v , there is a nonconstant analytic
map f : D(0, r) → Cv(C) with f(0) = z0 such that f((0, r]) ⊆ E0v . Without loss we can
assume r is small enough that ζ /∈ f(D(0, r)). By ([32],Corollary 4.8.5), f([0, r]) is not
thin at z0. On the other hand, for each 0 < ε < r, the set Hε := f([ε, r]) is a compact
continuum contained in E0v . By Proposition 3.20.3, G(z, ζ;Hε) is identically 0 on Hε. Thus
G(z, ζ;E0v ) is identically 0 on f((0, r]). By Proposition 3.20.5, G(z, ζ;E
0
v ) is subharmonic
and non-negative on f(D(0, r)), so
0 ≤ G(z0, ζ;Ev) ≤ G(z0, ζ;E0v ) ≤ lim sup
x→z0
x∈f([0,r])\{z0}
G(x, ζ;E0v ) = 0 .
Thus G(z0, ζ;Ev) = G(z0, ζ;E
0
v ) = 0.
Next suppose v is nonarchimedean. Given z0 ∈ Ev\e, let f : D(0, r) → B(z0, r) ⊂
Cv(Cv) be an isometric parametrization with f(0) = z0, such that f((D(0, r)\{0}) ∩Ov) ⊆
E0v . Without loss we can assume r is small enough that ζ /∈ B(z0, r), and that r ∈ |K×v |.
For each 0 < ε < r, put Kε = (D(0, r)\D(0, ε)−) ∩ Ov and put Hε = f(Kε) ⊂ E0v . Since
B(z0, r) is an isometrically parametrizable ball disjoint from ζ, by Proposition 3.11.B.2,
there is a constant C such that [z, w]ζ = C‖z, w‖v for all z, w ∈ B(z0, r). Pulling this back
to D(0, r), we see that [f(x), f(y)]ζ = C|x− y| for all x, y ∈ D(0, r),
Regarding Kε as a subset of Cv = P
1(Cv)\{∞} and considering the definitions of
G(z,∞;Kε) and G(z, ζ;Hε), it follows that G(f(x), ζ;Hε) = G(x,∞;Kε) for each x ∈
D(0, r). By the explicit computation in Proposition 2.4, together with a simple scaling
argument, we have
lim
ε→0+
G(z0,∞;Hε) = lim
ε→0+
G(0,∞;Kε) = 0 .
Since
0 ≤ G(z0, ζ;Ev) ≤ G(z0, ζ;E0v ) ≤ lim
ε→0
G(z0, ζ;Hε) = 0 ,
once again we see that G(z0, ζ;Ev) = G(z0, ζ;E
0
v ) = 0.
We next show that V ζ(E
0
v ) = Vζ(Ev). The argument is very similar to the one in
Proposition 3.22, but since the context is somewhat different we give the details.
Write V̂ = V ζ(E
0
v ). By Proposition 3.24, there is an increasing sequence of compact
sets Hv,1 ⊆ Hv,2 ⊆ · · · ⊆ E0v such that limn→∞G(z, ζ;Hv,n) = G(z, ζ;E0v ) for each z ∈
Cv(Cv)\{ζ}, and limn→∞ Vζ(Hv,n) = V̂ ; we can assume without loss that each Hv,n has
positive capacity. Write µn for the equilibrium distribution of Hv,n with respect to ζ, and
let µ be the equilibrium distribution of Ev with respect to ζ. After replacing {Hv,n}n≥1
with a subsequence, if necessary, we can assume that the measures µn converge weakly to
a probability measure µ̂ on Ev.
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By what has been shown above, the potential function uEv(z, ζ) = Vζ(Ev)−G(z, ζ;Ev)
is identically equal to Vζ(Ev) on Ev\e. Since a set of inner capacity 0 has mass 0 under any
positive measure with a finite energy integral, for each n the Fubini-Tonelli theorem gives∫
Ev
uHv,n(z, ζ) dµ(z) =
∫∫
Ev×Hv,n
− logv([z, w]ζ ) dµn(w)dµ(z)
=
∫
Hv,n
uEv(w, ζ) dµn(w) = Vζ(Ev) .(3.46)
On the other hand, pointwise for each z0 ∈ Ev\e, we have
lim
n→∞uHv,n(z0, ζ) = limn→∞
(
Vζ(Hv,n)−G(z0, ζ;Hv,n)
)
= V̂ −G(z0, ζ;E0v ) = V̂ .
Since Ev is bounded away from ζ, there is a constant B1 > −∞ such that uHv,n(z, ζ) ≥ B1
on Ev, for all n. On the other hand, since uHv,n(z, ζ) ≤ Vζ(Hv,n) for all z and the Vζ(Hv,n)
are decreasing with n, there is a B2 < ∞ such that uHv,n(z, ζ) ≤ B2 on Ev, for all n. By
(3.46) and the Dominated Convergence Theorem, it follows that
Vζ(Ev) = lim
n→∞
∫
Ev\e
uHv,n(z, ζ) dµ(z) =
∫
Ev\e
V̂ dµ(z) = V̂ .
Hence V ζ(E
0
v ) = limn→∞ Vζ(Hv,n) = V̂ = Vζ(Ev).
The remainder of the proof is identical to the part of the proof of Proposition 3.22 after
formula (3.38). Using the Monotone Convergence Theorem, one shows that Iζ(µ̂) = Vζ(Ev).
The uniqueness of the equilibrium distribution implies µ̂ = µ, and this in turn yields
G(z, ζ;E0v ) = G(z, ζ;Ev) for all z 6= ζ. 
10. Green’s Matrices and the Inner Cantor Capacity
Let notations and assumptions be as in §3.2. Thus, K is a global field and C/K is a
curve. We are given a finite, galois-stable set of points X = {x1, . . . , xm} ⊂ C(K˜), and
a K-rational adelic set E =
∏
v Ev compatible with X: each Ev ⊂ Cv(Cv) is nonempty,
stable under Autc(Cv/Kv), and bounded away from X, with Ev being X-trivial for all but
finitely many v. For each xi ∈ X we are given a uniformizing parameter gxi(z) ∈ K(C),
with gσ(xi)(z) = σ(gxi)(z) for each σ ∈ Aut(K˜/K).
In this section we introduce the inner Cantor capacity, extending the definitions and
results from ([51], §5.3) to arbitrary K-rational sets E compatible with X. When each Ev is
algebraically capacitable (in particular, if each Ev is compact or X-trivial) then the upper
Green’s matrix Γ(E,X) and the inner Cantor capacity γ(E,X) defined here coincide with
the Green’s matrix Γ(E,X) and the Cantor capacity γ(E,X) from ([51], §5.3).
To define the inner Cantor capacity γ(E,X), it is necessary to first make a base change
to L = K(X). For each place v of K, and each place w of L over v, fix a continuous
isomorphism ιw/v : Cw → Cv, and put Ew = ι−1w/v(Ev) ⊂ Cw(Cw). Since Ev is stable
under Autc(Cv/Kv), the set Ew is independent of the choice of ιw/v. The Green’s functions
G(z, xi;Ew) and Robin constants V xi(Ew) are defined the same way as the corresponding
objects over K, but using the normalized absolute values |x|w and the normalized logarithms
logw(z), which means that
G(xi, xj;Ew) = ew/vG(xi, xj ;Ev) , V xi(Ew) = ew/vV xi(Ev)
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where ew/v is the ramification index (for archimedean places, our convention is that ew/v =
1). Put EL =
∏
w Ew.
For each place w of L, we first define the local upper Green’s matrix by
Γ(Ew,X) =

V x1(Ew) G(x1, x2;Ew) . . . G(x1, xm;Ew)
G(x2, x1;Ew) V x2(Ew) . . . G(x2, xm;Ew)
...
...
. . .
...
G(xm, x1;Ew) G(xm, x2;Ew) . . . V xm(Ew)
 .
For all but finitely many w, each gxi(z) has good reduction at w and Ew is X-trivial; for
such w, Γ(Ew,X) is the zero matrix (see [51], Proposition 5.1.2).
The global upper Green’s matrix over L is defined by
(3.47) Γ(EL,X) =
∑
w
Γ(Ew,X) log(qw) .
By our remarks above, this is actually a finite sum.
The local and global upper Green’s matrices over K are then defined by
Γ(Ev,X) log(qv) =
1
[L : K]
∑
w|v
Γ(Ew,X) log(qw) ,
Γ(EK ,X) =
1
[L : K]
Γ(EL,X) ,
so that
Γ(EK ,X) =
∑
v
Γ(Ev ,X) log(qv) .
The entries of Γ(EK ,X) are finite if and only if each Ev has positive innner capacity. Clearly
Γ(EK ,X) and the Γ(Ev,X) are symmetric and non-negative off the diagonal; they are also
K-symmetric in the sense of Definition 3.1, as shown by the following lemma:
Lemma 3.31. Let E, X, L/K, and the gxi(z) be as above. For each σ ∈ Aut(L/K),
each place w of L, and each i 6= j,
G(xi, xj ;Ew) = G(xσ(i), xσ(j), Eσ(w)) ,
V xi(Ew) = V xσ(i)(Eσ(w)) .
Proof. This is essentially a tautology.
We can view C(L) as embedded on the diagonal in ⊕w|vCw(Lw). Each σ ∈ Aut(L/K)
acts on L ⊗K Kv through its action on L. Using the canonical isomorphism L ⊗K Kv ∼=
⊕w|vLw, (which holds when char(K) = p > 0, as well as when char(K) = 0; see ([51],
p.321)) this action can also be described by a collection of isomorphisms τσ,w : Lw → Lσ(w).
The action of σ on X ⊂ C(L) is described globally by the permutation representa-
tion σ(xi) = xσ(i). When this is combined with the semilocal description of its action on
⊕w|vCw(Lw), after identifying the points in X with their images in Cw(Lw) and Cσ(w)(Lσ(w)),
we find that τσ,w takes xi ∈ Cw(Lw) to xσ(i) = σ(xi) ∈ Cσ(w)(Lσ(w)).
Extend each τσ,w to a continuous isomorphism τσ,w : Cw → Cσ(w). Under this iso-
morphism Ew ⊂ Cw(Cw) is taken to Eσ(w) since both are pullbacks of Ev, which is sta-
ble under Autc(Cv/Kv). Viewing τσ,w as an identification, we then have G(z, xj , Ew) =
G(τσ,w(z), xσ(j);Eσ(w)) for all z ∈ Cw(Cw). Both assertions in the lemma now follow;
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the second uses Proposition 3.27 and the fact that the local uniformizers gxi(z) are K-
symmetric. 
We can now define the inner Cantor capacity. Let the set of m-dimensional real proba-
bility vectors be
Pm = Pm(R) = {~s ∈ Rm :
∑
si = 1, si ≥ 0 for each i} ,
The global upper Robin constant V (EK ,X) is the value of Γ(EK ,X) as a matrix game:
V (EK ,X) = val(Γ(EK ,X)) := max
~s∈Pm
min
~r∈Pm
t~sΓ(EK ,X)~r(3.48)
= min
~s∈Pm
max
i
(Γ(EK ,X)~s)i .(3.49)
The equality of (3.48) and (3.49), along with many other similar expressions, follows from
the Fundamental theorem of Game Theory (see [51], p.327). The inner Cantor capacity is
then defined by
γ(EK ,X) = e
−V (EK ,X) .
Clearly γ(E,X) > 0 if and only if each Ev has positive inner capacity.
The inner Cantor capacity has properties like those of the classical Cantor capacity in
([51]). All of these are formal consequences of properties of matrices and Green’s functions,
so the proofs given in ([51]) carry over without change. The most important properties are
as follows:
Proposition 3.32. γ(E,X) > 1 iff Γ(E,X) is negative definite.
Proof. See ([51], Proposition 5.1.8, p.331). The quantity val(Γ) is a statistic of sym-
metric, real-valued matrices such that val(Γ) < 0 iff Γ is negative definite. 
Proposition 3.33. If γ(E,X) > 1, then there is a unique probability vector ŝ =
t(ŝ1, . . . , ŝm) ∈ Pm(R) for which
Γ(E,X) ŝ =
 V̂...
V̂

has all of its entries equal. In this situation, V̂ = V (E,X) < 0 and ŝ is K-symmetric, and
ŝi > 0 for each i = 1, . . . ,m.
Proof. The proof is the same as ([51], Theorem 5.1.6, p.328), and goes back to ([16]).
However, because this proposition plays a key role in the proof of the Fekete-Szego¨ theorem,
we give the argument here.
For brevity, write Γ = Γ(E,X). By Proposition 3.32, Γ is negative definite, so all of its
eigenvalues are negative. Choose α > 0 large enough that Γ+αI is positive definite, where
I is the m×m identity matrix. Then each entry of Γ+αI is non-negative, and 0 < λi < α
for each eigenvalue λi of Γ + αI. It follows that the series
−Γ−1 = (αI − (Γ + αI))−1 = α−1
(
I −
(
Γ + αI
α
))−1
= α−1
∞∑
k=0
(
Γ + αI
α
)k
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converges, so −Γ−1 has only non-negative entries.
Set
~s′ = −Γ−1
 1...
1
 .
By construction, each entry of ~s′ is non-negative; if some entry were 0, it would mean that
every entry in the corresponding row of −Γ−1 were 0, and hence Γ−1 · Γ = I would not be
possible. Scale ~s′ so as obtain a probability vector ŝ. Then all the entries of ŝ are positive,
and we have
(3.50) Γ ŝ =
 V̂...
V̂

for some V̂ . The minimax inequality (3.48) defining val(Γ) then shows V̂ = V (E,X) < 0.
The uniqueness of ŝ and V̂ satisfying (3.50) are clear; since Γ(E,X) is K-symmetric, it
follows from the uniqueness that ŝ must be K-symmetric as well. 
Define the set of rational probability vectors to be
Pm(Q) = Pm(R) ∩Qm .
Unfortunately, ŝ need not be rational. This causes major technical difficulties in the proof
of the Fekete-Szego¨ theorem. To overcome it, we show that in the number field case the
“logarithmic leading coefficients” of the archimedean initial approximating functions can
be “macroscopically independently varied”, which allows us to replace ŝ with a suitable
rational ~s closely approximating ŝ. In the function field case, we show that if the sets Ev
satisfy appropriate hypotheses, then all entries in Γ(E,X) are rational multiples of log(p),
and in that case ŝ belongs to Pm(Q).
We conclude this section by noting some properties of the inner Cantor capacity.
Proposition 3.34.
(1) (Base Change): If M/K is any finite extension, then Γ(EM ,X) = [M : K]Γ(EK ,X),
V (EM ,X) = [M : K]V (EK ,X), and
γ(EM ,X) = γ(EK ,X)
[M :K] .
(2) (Pullback): Let C1, C2/K be curves, and let f : C1 → C2 be a nonconstant rational
map defined over K. If E is a K-rational adelic set on C2, compatible with X ⊂ C2(K˜), then
γ(f−1(E), f−1(X)) = γ(E,X)1/deg(f) .
Proof. These follow from the corresponding properties of upper Green’s functions.
See the proofs of ([51], Theorems 5.1.13 and 5.1.14, p.333). 
11. Newton Polygons of Nonarchimedean Power Series
In this section we recall some some facts about Newton polygons of nonarchimedean
power series needed for the proof of Theorem 6.3.
Given r > 0, write D(0, r) = {z ∈ Cv : |z|v ≤ r} for the ‘closed’ disc of radius r in Cv,
and D(0, r)− = {z ∈ Cv : |z|v < r} for the ‘open’ disc.
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The Newton polygon of a power series f(Z) =
∑∞
k=0 ckZ
k ∈ Cv[[Z]] is the lower convex
hull of the set of points {(k, ordv(ck))}, with a vertical side above the point corresponding
to the first nonzero coefficient. If f(Z) is a polynomial of degree m, its Newton polygon is
also considered to have a vertical side above (m, ordv(cm)).
A power series of the form h(Z) = 1 +
∑∞
k=1 bkZ
k ∈ Cv[[Z]] will be called a unit power
series for D(0, r) if h(Z) is a unit in the ring of power series converging on D(0, r). This
holds if and only if |bk|v < 1/rk for each k ≥ 1, in which case |h(z)|v = 1 for all z ∈ D(0, r),
and the series h(Z)−1 = 1 +
∑∞
k=1 b
′
kZ
k with h(Z) · h(Z)−1 = 1 also satisfies |b′k|v < 1/rk
for each k ≥ 1. If h(Z) ∈ Kv[[Z]], then h(Z)−1 ∈ Kv[[Z]].
Lemma 3.35. Suppose f(Z) =
∑∞
k=0 ckZ
k ∈ Cv[[Z]] converges on a disc D(0, r), where
r > 0 belongs to the value group of C×v . Then
(A) f(Z) has finitely many zeros in D(0, r), and f(Z) can be factored as f(Z) = gr(Z) ·
hr(Z) where gr(Z) is a polynomial having the same roots (with multiplicities) as f(Z) in
D(0, r), and where hr(Z) = 1+
∑∞
k=1 bkZ
k is a unit power series for D(0, r). In particular,
|bk|v < 1/rk for all k ≥ 1. If f(Z) ∈ Fw[[Z]] for some finite extension Fw/Kv, then
gr(Z) ∈ Fw[Z] and hr(Z) ∈ Fw[[Z]].
(B) If f(Z) has m ≥ 0 roots in D(0, r) (counted with multiplicities), then (m, ordv(cm))
is a vertex of the Newton polygon of f(Z), and the part of the Newton polygon of f(Z) on
and to the left of (m, ordv(cm)) coincides with the Newton polygon of gr(Z).
Proof. This is well known; we sketch the proof.
The fact that f(Z) has finitely many zeros in D(0, r), and the existence of the factoriza-
tion f(Z) = gr(Z) · hr(Z), follow from the Weierstrass Preparation Theorem and a change
of variables (see [11], p.201), or from Hensel’s Lemma (as in [4], §2.5). The assertions about
Fw-rationality hold because the Weierstrass Preparation Theorem and Hensel’s Lemma are
valid over any complete nonarchimedean field.
To establish the relation between the Newton polygons of f(Z) and gr(Z), take β ∈ Cv
with |β|v = r. After replacing f(Z) by f(Z/β), which translates the Newton polygons of
both f(Z) and gr(Z) upwards by the line y = x logv(r), we can assume that r = 1. Suppose
f(Z) has m roots in D(0, 1) and write g(Z) = g1(Z), h(Z) = h1(Z).
Consider the factorization f(Z) = g(Z)h(Z). Write
f(Z) =
∞∑
ℓ=0
ckZ
k, g(Z) =
m∑
ℓ=0
aℓZ
ℓ ,
and expand
h(Z) = 1 +
∞∑
j=1
bjZ
j, h(Z)−1 = 1 +
∞∑
j=1
b′jZ
j .
Here ordv(bj), ordv(b
′
j) > 0 for all j ≥ 1. By the Weierstrass Factorization theorem, |am|v =
|cm|v. After dividing through by am, we can assume that g(Z) is monic and that ordv(ck) ≥
0 for all k.
Using that g(Z) = f(Z)h(Z)−1, we see that if J is the smallest index for which cJ 6= 0,
then ak = ck = 0 for k < J , while aJ = cJ . By hypothesis, ordv(am) = ordv(cm) = 0. For
each ℓ with J < ℓ < m, since ordv(b
′
j) > 0 for all j ≥ 1 and ordv(ck) ≥ 0 for all k,
ordv(aℓ) = ordv(cℓ + cℓ−1b′1 + . . .+ c0b
′
ℓ)(3.51)
≥ min(ordv(cℓ), ordv(cℓ−1), . . . , ordv(c0)) .
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If (ℓ, ordv(cℓ)) is a corner of the Newton polygon of f(Z), then necessarily ordv(cℓ) <
ordv(c0), . . . , ordv(cℓ−1) and it follows from (3.51) that ordv(aℓ) = ordv(cℓ). Since ordv(ck) ≥
0 for all k, the Newton polygon of g(Z) lies on or below the initial part of the Newton poly-
gon of f(Z). Applying the same arguments to f(Z) = g(Z)h(Z), we see that initial part of
the Newton polygon of f(Z) lies on or below the Newton polygon of g(Z). 
For a polynomial, the absolute values of its roots and the slopes of the sides of its
Newton polygon determine each other (see [4], §2.5): if the Newton polygon has a side with
slope M , whose projection on the horizontal axis has length S, then f(Z) has exactly S
roots α for which logv(|α|v) =M . In this correspondence, the vertical ray above the vertex
(k, ordv(ck)) corresponding to the first nonzero coefficient is deemed to have projection
length k.
The correspondence holds for power series as well. If the initial segment of the Newton
polygon is a vertical ray above (k, ordv(ck)), that ray is deemed to have slope −∞ and
projection length k. If f(Z) is a polynomial, the vertical side above its rightmost vertex
is deemed to have infinite projection length. There is also a special case when the radius
of convergence r belongs to the value group of C×v and f(Z) converges in D(0, r). In that
situation the Newton polygon has a terminal ray of slope logv(r) which can have at most a
finite number of vertices on it, and the last such vertex is deemed to be the right endpoint
of the rightmost side of finite length:
Proposition 3.36. Suppose f(Z) =
∑∞
k=0 ckZ
k ∈ Cv[[Z]] has radius of convergence
r > 0. Then
(A) The roots of f(Z) correspond to the sides of the Newton polygon of f(Z) of finite
length in the same way as for a polynomial: for each finite length side with slope M and
projection length S, f(Z) has exactly S roots αM,1, . . . , αM,S (listed with multiplicity) for
which logv(|αM,i|v) =M .
(B) If f(Z) ∈ Fw[[Z]], where Fw/Kv is a finite extension, then given a side of the
Newton polygon with slope M and projection length S, the polynomial
∏S
i=1(Z − αM,i)
belongs to Fw[Z]. In particular, if S = 1, the unique associated root is rational over Fw.
(C) The Newton polygon of f(Z) is completely determined by the absolute value of the
first nonzero coefficient of f(Z), the absolute values of the roots of f(Z), and the radius of
convergence r.
Proof. This too is well known. The domain of convergence of f(Z) is either D(0, r)
or D(0, r)−. Exhausting it by discs D(0, r1) where 0 < r1 ≤ r belongs to |C×v |v, the roots
of f(Z) are accounted for by the roots of the polynomials gr1(Z) in Lemma 3.35. By that
Lemma and properties of Newton polygons of polynomials proved in ([4], §2.5), assertions
(A) and (B) hold.
For (C), note that the absolute value of the first nonzero coefficient determines the
location of the first corner of the Newton polygon. The absolute values of the nonzero roots
determine the lengths and slopes of the sides of the Newton polygon of finite length. If
there are infinitely many roots, the Newton polygon is completely determined; if there are
only finitely many roots, the Newton polygon has a terminal ray with slope logv(r). 
The following concept will play an important role in nonarchimedean constructions
throughout the paper:
Definition 3.37. Let Kv be nonarchimedean. Let B(a, ρ) ⊂ Cv(Cv) be an isometrically
parametrizable ball and let D(b, r) ⊂ Cv be a disc. We will call a map f : B(a, ρ)→ D(b, r)
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a scaled isometry if f is a 1− 1 correspondence satisfying |f(z1)− f(z2)|v = (r/ρ)‖z1, z2‖v
for all z1, z2 ∈ B(a, ρ). Given two discs D(a, ρ), D(b, r), or two balls B(a, ρ), B(b, r), we
define scaled a isometry f : D(a, ρ)→ D(b, r) or f : B(a, ρ)→ B(b, r) in a similar way.
We next give a criterion for a map defined by a power series to induce a scaled isometry.
Proposition 3.38. Suppose f(Z) =
∑∞
n=0 cnZ
N ∈ Cv[[Z]] converges on a disc D(0, r),
with r > 0. If f has a single zero in D(0, r) (counted with multiplicity), then f induces a
scaled isometry from D(0, r) onto D(0, R) where R = |c1|vr. If there is a finite extension
Fw/Kv in Cv such that f(Z) ∈ Fw[[Z]], then f maps Fw ∩D(0, r) onto Fw ∩D(0, R).
If H(Z) =
∑∞
n=0 bnZ
n is another power series which converges on D(0, r), and H has no
zeros in D(0, r), then |H(z)|v takes the constant value B = |b0| for all z ∈ D(0, r), and f ·H
induces a scaled isometry from D(0, r) onto D(0, BR). If there is a finite extension Fw/Kv
in Cv such that f(Z),H(Z) ∈ Fw[[Z]], then f ·H maps Fw ∩D(0, r) onto Fw ∩D(0, BR).
Proof. Since f converges on D(0, r) and has a single zero there, the Newton polygon
of f(Z) lies on or above the line y = (x− 1) logv(r) + ordv(c1), and the points (n, ordv(cn))
for n ≥ 2 lie strictly above that line. Thus |c0|v ≤ |c1|vr and |cn|v < |c1|v/rn−1 for n ≥ 2.
By the ultrametric inequality, for each a ∈ D(0, r) we have |f(a)|v ≤ |c1|vr. On the
other hand, for each b ∈ D(0, |c1|vr) the Newton polygon of f(Z)−b has the same properties
as that of f(Z), so there is a unique point a ∈ D(0, r) such that f(a) = b. Thus f induces
a 1 − 1 correspondence from D(0, r) onto D(0, |c1|vr). In particular, |c1|v = R/r. To see
that f is a scaled isometry, note that for all z, w ∈ D(0, r)
|f(z)− f(w)|v = |z −w|v · |c1 +
∞∑
n=2
cn
( n−1∑
k=0
zkwn−1−k
)
|v = |c1|v · |z − w|v ,
where the last step follows from the ultrametric inequality using |cn|v < |c1|v/rn−1.
If f(Z) ∈ Fw[[Z]] for some finite extension Fw/Kv, clearly f maps Fw ∩ D(0, r) into
Fw ∩D(0, |c1|vr). On the other hand, if b ∈ Fw ∩D(0, |c1|vr) then f(Z)− b ∈ Fw[[Z]] and
so the unique solution to f(a)− b = 0 belongs to Fw ∩D(0, r) by Proposition 3.36(B). Thus
f maps Fw ∩D(0, r) onto Fw ∩D(0, |c1|vr).
If H(Z) =
∑∞
n=0 bnZ
n ∈ Cv[[Z]] is another power series which converges on D(0, r),
but has no zeros there, then H(Z) = b0 · h(Z) where h(Z) is a unit power series. It follows
that |H(z)|v = |b0|v for all z ∈ D(0, R), and |bn|v < B/rn for all n ≥ 1. If we write
f(Z)H(Z) =
∑∞
n=0 anZ
n, then |a1|v = |b0c1 + b1c0|v = BR/r since |b0c1|v = BR/r while
|c0b1|v < BR/r. We can now apply the previous discussion to f ·H. 
12. Stirling Polynomials
In this section we will consider v-adic Stirling polynomials, which play an important
role in the construction of the nonarchimedean initial patching functions. They are also
used in ‘degree-raising’ arguments in the global patching construction.
Let Fw/Kv be a finite extension in Cv. Let ew = ew/v be its ramification index and
fw = fw/v its residue degree, so ewfw = [Fw : Kv].
Fix a prime element πw for Ow, and let ordw(x) be the valuation on Cv for which
ordw(πw) = 1; thus ordw(x) = ew ordv(x). Put q = qw = q
fw
v , and write logw(x) for the
logarithm to the base qw.
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We first construct an explicit uniformly distributed sequence of points in Ow. Let
ψw(0), . . . , ψw(q − 1) be the Teichmu¨ller representatives for the cosets of Ow/πwOw ∼= Fq,
with ψw(0) = 0. Thus when char(K) = 0, the representatives are 0 and the q − 1st roots of
unity in Fw. When char(K) = p > 0, so Fw ∼= Fq((πw)), they are the the elements of Fq.
This is needed for the global patching argument (see Lemma 11.8 and Proposition 11.9).
Extend {ψw(k)}0≤k<q to a sequence {ψw(k)}0≤k<∞ as follows: for each k ≥ q, write k
in base q as
k =
N∑
i=0
di(k)q
i
where N = ⌊logv(k)⌋ and 0 ≤ di(k) ≤ q − 1 for each i, then put
ψw(k) =
N∑
i=0
ψw(di(k))π
i
w ∈ Ow .
For each m, the sequence {ψw(k)}0≤k<qm is a system of coset representatives for Ow/πmwOw.
Define a function valw(k) for integers k ≥ 0 by letting valw(k) be the smallest i for
which di(k) 6= 0, if k > 0, and putting valw(0) =∞. For each k it follows that
(3.52) ordw(ψw(k)) = valw(k) .
Similarly, for all k 6= ℓ,
(3.53) ordw(ψw(k)− ψw(ℓ)) = valw(|k − ℓ|) .
This is because if valw(|k − ℓ|) = j, then the digits di(k) and di(ℓ) coincide for i < j, while
dj(k) 6= dj(ℓ). It follows that for each n > 0, if 0 ≤ k, ℓ < n and k 6= ℓ, then by (3.53)
(3.54) ordw(ψw(k)− ψw(ℓ)) < logw(n) ,
since valw(|k − ℓ|) ≤ logw(|k − ℓ|) < logw(n).
Definition 3.39. The basic well-distributed sequence for Ow is {ψw(k)}0≤k<∞. The
Stirling polynomial of degree n for Ow is
(3.55) Sn,w(z) =
n−1∏
k=0
(z − ψw(k)) .
The polynomials Sn,w(z) were first studied by Polya ([46]), and were used by Cantor in
([16]). The following proposition, which is similar to ([53], Lemma 8.7), summarizes their
main properties:
Proposition 3.40. Let Fw/Kv be a finite, separable extension in Cv. Let Sn,w(z) be
the Stirling polynomial of degree n for Ow, and let S′n,w(z) be its derivative. Then
(A) If 0 ≤ i, j < n and i 6= j then |ψv(i) − ψv(j)|v > 1/n.
(B) For each k, 0 ≤ k < n, we have
(3.56)
n
ew(q
fw
v − 1)
− 1
ew
(
2 logw(n) + 3
)
< ordv
(
S′n,w(ψw(k))
)
<
n
ew(q
fw
v − 1)
.
(C) Fix x ∈ Cv. If 0 ≤ J < n is such that |x− ψw(J)|v = mink(|x− ψw(k)|v), then
(3.57) ordv(Sn,w(x)) <
n
ew(q
fw
v − 1)
+ ordv(x− ψw(J)) .
If x /∈ D(0, 1), then ordv(Sn,w(x)) = n ordv(x).
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Proof. Assertion (A) is a reformulation of (3.54).
To prove assertion (B), it will be convenient to work over Fw rather than Kv. Fix
0 ≤ k < n, and note that by (3.53), if j 6= k, then ordw(ψw(k) − ψw(j)) = valw(|k − j|).
This leads to a generalization of the well-known formula
k∑
ℓ=1
ordp(ℓ) = ordp(k!) =
∑
m≥1
⌊
k
pm
⌋
=
k
p− 1 −
1
p− 1
∑
i≥0
ai ,
where the ai are the base p digits of k. Writing di = di(k), and q = qw, for each m ≥ 1
there are exactly ⌊k/qm⌋ integers 1 ≤ ℓ ≤ k with valw(ℓ) ≥ m. Hence
k∑
ℓ=1
valw(ℓ) =
∑
m≥1
⌊
k
qm
⌋
= (d1 + d2q + d3q
2 + · · · ) + (d2 + d3q + · · · ) + · · ·
= d1 · q − 1
q − 1 + d2 ·
q2 − 1
q − 1 + d3 ·
q3 − 1
q − 1 + · · ·
=
d0 + d1q + d2q
2 + · · ·
q − 1 −
d0 + d1 + d2 + · · ·
q − 1
=
k
q − 1 −
1
q − 1
∑
i≥0
di(k) .(3.58)
Consequently
ordw
( n−1∏
ℓ=0
ℓ 6=k
(ψw(k)− ψw(ℓ))
)
=
k∑
ℓ=1
valw(ℓ) +
n−k−1∑
ℓ=1
valw(ℓ)(3.59)
=
n
qw − 1 −
∑
di(k) +
∑
di(n− k − 1) + 1
qw − 1 .
In particular
0 <
∑
di(k) +
∑
di(n− k − 1) + 1 < 2(qw − 1)(logw(n) + 1) + 1
and hence
(3.60)
n
qw − 1 − 2 logw(n)− 3 < ordw
(
S′n,w(ψw(k))
)
<
n
qw − 1 .
Since ordw(x) = ew ordv(x), this is equivalent to (3.56).
For (C), fix x and let 0 ≤ J < n be an index for which |x − ψw(J)|v is minimal. For
each k 6= J , we claim that |x− ψw(k)|v ≥ |ψw(J) − ψw(k)|v . Suppose to the contrary that
|x− ψw(k)|v < |ψw(J)− ψw(k)|v . By the ultrametric inequality,
|x− ψw(J)|v = max(|x− ψw(k)|v , |ψw(J)− ψw(k)|v)
= |ψw(J)− ψw(k)|v > |x− ψw(k)|v ,
contradicting our choice of J . Hence |x− ψw(k)|v ≥ |ψw(J)− ψw(k)|v .
It follows that ordv(Sn,w(x)) ≤ ordv(x − ψw(J)) + ordv(S′n,w(ψw(J))). Thus the first
assertion in (C) is a consequence of (B). The second is trivial, since if x /∈ D(0, 1) then
|x− ψw(k)|v = |x|v for all k. 
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Corollary 3.41. Let Fw be a finite, separable extension of Kv in Cv, and let Sn,w(z)
be the Stirling polynomial of degree n for Ow. Given a radius R satisfying
0 < R ≤ q−n/(ew(qfwv −1))v · n−1/[Fw:Kv] ,
put ρk = R/|S′n,w(ψw(k))|v for k = 0, . . . , n− 1.
Then S−1n,w
(
D(0, R)
)
=
⋃n−1
k=0 D(ψw(k), ρk) ⊂ D(0, 1), where the discs D(ψw(k), ρk)
are pairwise disjoint. For each k, Sn,w(z) induces an Fw-rational scaled isometry from
D(ψw(k), ρk) onto D(0, R), so that Sn,w(Fw ∩D(ψw(k), ρk)) = Fw ∩D(0, R) and
(3.61) S−1n,w
(
Fw ∩D(0, R)
)
=
n−1⋃
k=0
(
Fw ∩D(ψw(k), ρk)
)
.
Moreover, if R ∈ |F×w |v then ρk ∈ |F×w |v for each k.
Proof. Note that logv(n
−1/[Fw:Kv]) = − logv(n)/(ewfw) = − logw(n)/ew. By the defi-
nition of ρk, our assumption on R, and Proposition 3.40(A), for each k
− logv(ρk) = − logv(R)− ordv(S′n,w(ψw(k)))
>
1
ew
( n
qw − 1 + logw(n)
) − 1
ew
n
qw − 1 =
1
ew
logw(n) .(3.62)
On the other hand by (3.54), for all ℓ 6= k
ordv(ψw(k)− ψw(ℓ)) = 1
ew
ordw(ψw(k)− ψw(ℓ)) < 1
ew
logw(n) .
Thus the discs D(ψw(k), ρk) are pairwise disjoint and contained in D(0, 1).
Fix k and expand Sn,w(x) about ψw(k) as
Sn,w(z) =
N∑
ℓ=1
bℓ(z − ψw(k))ℓ
where b1 = S
′
n,w(ψw(k)). The definition of ρk shows that |b1|v · ρk = R. By Proposition
3.38, Sn,w(z) induces an Fw-rational scaled isometry from D(ψw(k), ρk) onto D(0, R), which
takes Fw ∩D(ψw(k), ρk) onto Fw ∩D(0, R).
Now let k vary. As noted above, the discs D(ψw(k), ρk) are pairwise disjoint. Since
Sn,w(z) has degree n, for each x ∈ D(0, R) the solutions to Sn,w(z) = x in
⋃n−1
k=0 D(ψw(k), ρk)
account for all the solutions in Cv. Hence
S−1n,w
(
D(0, R)
)
=
n−1⋃
k=0
D(ψw(k), ρk) .
Similar considerations show that
S−1n,w(Fw ∩D(0, R)) =
n−1⋃
k=0
(
Fw ∩D(ψw(k), ρk)
)
.
Finally, note that if R ∈ |F×w |v, then ρk = R/|S′n,w(ψw(k))|v ∈ |F×w |v for each k. 

CHAPTER 4
Reductions
In this chapter we will formulate a simplified version of Theorem 0.3, which is the form
of the theorem we will actually prove. After stating this theorem (Theorem 4.2), we will
use it to deduce Theorem 0.3, Corollary 0.4, and the variants given in Chapter 1.
We begin with a definition.
Definition 4.1. Let v be a place of K. A set Ev ⊂ Cv(Cv) will be called Kv-simple if
it is stable under Autc(Cv/Kv) and is a union of finitely many pairwise disjoint, nonempty
compact sets Ev,1, . . . , Ev,D such that:
(A) if Kv ∼= C, then each Ev,ℓ is simply connected, has a piecewise smooth boundary,
and is the closure of its Cv(C)-interior;
(B) if Kv ∼= R, then each Ev,ℓ is either
(1) a closed segment of positive length contained in Cv(R), or
(2) is disjoint from Cv(R), and is simply connected, has a piecewise smooth boundary,
and is the closure of its Cv(C)-interior;
(C) if Kv is nonarchimedean, then
(1) there are finite separable extensions Fw1 , . . . , Fwn of Kv contained in Cv, and pair-
wise disjoint isometrically parametrizable balls B(a1, r1), . . . , B(aD, rD), such that Ev,ℓ =
Cv(Fwℓ) ∩B(aℓ, rℓ) for ℓ = 1, . . . ,D.
(2) The collection of balls {B(a1, r1), . . . , B(aD, rD)} is stable under Autc(Cv/Kv),
and as σ ranges over Autc(Cv/Kv), each ball B(aℓ, rℓ) has [Fwℓ : Kv ] distinct conjugates.
For each σ, if σ(B(aℓ, rℓ)) = B(aj, rj), then σ(Fwℓ) = Fwj and σ(Ev,ℓ) = Ev,j .
If Ev is Kv-simple, we will call a decomposition Ev =
⋃n
ℓ=1Ev,ℓ of the type in Definition
4.1 a Kv-simple decomposition. If v is archimedean, a Kv-simple set has a uniqueKv-simple
decomposition. If v is nonarchimedean, a Kv-simple decomposition can always be refined
to another Kv-simple decomposition with smaller balls and more sets.
Theorem 4.2 (FSZ with LRC for Kv-simple sets).
Let K be a global field, and let C/K be a smooth, geometrically integral, projective
curve. Let X = {x1, . . . , xm} ⊂ C(K˜) be a finite set of points stable under Aut(K˜/K), and
let E =
∏
v Ev ⊂
∏
v Cv(Cv) be a Kv-rational adelic set compatible with X. Let S ⊂MK be
a finite set of places v ∈ MK containing all archimedean v.
Assume that γ(E,X) > 1, and that
(A) Ev is Kv-simple for each v ∈ S,
(B) Ev is X-trivial for each v /∈ S.
Then there are infinitely many points α ∈ C(Ksep) such that for each v ∈ MK , the
Aut(K˜/K)-conjugates of α all belong to Ev.
We will now prove Theorems 0.3, 1.2, 1.3, 1.4, 1.5, 1.6, 1.7 and Corollary 0.4, assuming
Theorem 4.2. For the convenience of the reader, we restate each theorem before proving it.
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Theorem 0.3. (FSZ with LRC, producing conjugate points in E).
Let K be a global field, and let C/K be a smooth, geometrically integral, projective
curve. Let X = {x1, . . . , xm} ⊂ C(K˜) be a finite set of points stable under Aut(K˜/K), and
let E =
∏
v Ev ⊂
∏
v Cv(Cv) be an adelic set compatible with X. Let S ⊂MK be a finite set
of places v, containing all archimedean v, such that Ev is X-trivial for each v /∈ S.
Assume that γ(E,X) > 1. Assume also that Ev has the following form, for each v ∈ S:
(A) If v is archimedean and Kv ∼= C, then Ev is compact, and is a finite union of sets
Ev,i, each of which is the closure of its Cv(C)-interior and has a piecewise smooth boundary;
(B) If v is archimedean and Kv ∼= R, then Ev is compact, stable under complex conju-
gation, and is a finite union of sets Ev,ℓ, where each Ev,ℓ is either
(1) the closure of its Cv(C)-interior and has a piecewise smooth boundary, or
(2) is a compact, connected subset of Cv(R);
(C) If v is nonarchimedean, then Ev is stable under Autc(Cv/Kv) and is a finite union
of sets Ev,ℓ, where each Ev,ℓ is either
(1) an RL-domain or a ball B(aℓ, rℓ), or
(2) is compact and has the form Cv(Fwℓ)∩B(aℓ, rℓ) for some finite separable extension
Fwℓ/Kv in Cv, and some ball B(aℓ, rℓ).
Then there are infinitely many points α ∈ C(K˜sep) such that for each v ∈ MK , the
Aut(K˜/K)-conjugates of α all belong to Ev.
Proof of Theorem 0.3, assuming Theorem 4.2.
The idea is to reduce Theorem 0.3 to the case where the Ev =
⋃Dv
ℓ=1Ev,ℓ are Kv-simple,
and in particular where the Ev,ℓ are pairwise disjoint.
Assume Theorem 4.2, and let E =
∏
v Ev ⊂
∏
v Cv(Cv) be an adelic set compatible
with X for which the hypotheses of Theorem 0.3 hold. We will construct a new adelic set
E′ =
∏
v E
′
v ⊂ E such that the hypotheses of Theorem 4.2 hold. Let S ⊆ MK be a finite
set of places containing all archimedean places and all nonarchimedean places where Ev is
not X-trivial.
By hypothesis, γ(E,X) > 1. Let Γ range over all symmetric matrices in Mm(R). By
(3.49) the value of Γ as a matrix game is a continuous function of its entries, so there is
an ε > 0 such that for any Γ whose entries satisfy |Γ(E,X)ij − Γij| < ε for all i, j, we
have val(Γ) < 0. Choose numbers εv > 0 for v ∈ S such that
∑
v∈S εv log(qv) < ε. In
constructing the sets E′v for v ∈ S, in order to assure that γ(E′,X) > 1 it suffices to have
(4.1)
{ |G(xi, xj ;E′v)−G(xi, xj ;Ev)| < εv for all i 6= j ,
|Vxi(E′v)− Vxi(Ev)| < εv for each i .
For each v /∈ S, put E′v = Ev. Now suppose v ∈ S:
Case 1. If Kv ∼= C, then Cv(C) is a Riemann surface. Fix a triangulation T of Cv(C).
Without loss we can assume that each edge of the triangulation is a smooth arc. For each
δ > 0, let Tδ be a refinement of T such that that each edge of Tδ is a smooth arc and each
triangle in Tδ has diameter less than δ under the spherical distance ‖x, y‖v .
By assumption Ev is the closure of its interior E
0
v , and its boundary is a finite union
of smooth arcs. In particular, each point of ∂Ev is analytically accessible from E
0
v . By
Proposition 3.30, this means that G(z, xi;E
0
v ) = G(z, xi;Ev) for each ζ /∈ Ev.
For each δ > 0, let Xδ be the set of closed triangles in Tδ which are contained in E0v ,
and let Ev,δ be the union of the triangles in Xδ . As δ → 0, the sets Ev,δ exhaust E0v . Hence
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there is some δ = δ0 such that{ |G(xi, xj ;Ev,δ0)−G(xi, xj;Ev)| < εv/2 for all i 6= j ,
|Vxi(Ev,δ0)− Vxi(Ev)| < εv/2 for each i .
Let U ′v ⊂ Ev,δ0 be the union of the interiors of the triangles in Xδ0 .
Each point of Ev,δ0 is analytically accessible from U
′
v in the sense of Definition 3.29.
By exhausting the interior of each triangle in Xδ0 by an increasing sequence of closed
subtriangles and applying Proposition 3.30 again, we can find a compact set E′v ⊂ U ′v which
is a finite union of closed triangles, one contained in each connected component of U ′v, such
that { |G(xi, xj;Ev,δ)−G(xi, xj;E′v)| < εv/2 for all i 6= j ,
|Vxi(Ev,δ)− Vxi(E′v)| < εv/2 for each i .
Thus, E′v ⊂ Ev, and E′v satisfies (4.1). Moreover E′v is compact and has finitely many
connected components, each of which is simply connected, has a piecewise smooth boundary
and is the closure of its interior. Thus it is C-simple.
Case 2. If Kv ∼= R, again choose a triangulation T of Cv(C). After making adjustments
to T , if necessary, we can assume that T is stable under complex conjugation, that each
edge of T is a smooth arc, and that Cv(R) is contained in the union of the edges of T . For
each δ > 0, let Tδ be a refinement of T with the properties in Case 1, such that each triangle
in Tδ has diameter less than δ under the spherical distance ‖x, y‖v .
By assumption, Ev is stable under complex conjugation, and a finite union of connected
sets Ev,ℓ such that each Ev,ℓ is either the closure of its Cv(C)-interior, or is contained in
Cv(R). Without loss, we can assume that no Ev,ℓ is reduced to a point, since removing a
finite set of points from Ev does not change its capacity or Green’s functions (Lemma 3.25).
Let Ev,C be the union of the sets Ev,ℓ which are closures of their Cv(C)-interiors, and
let Ev,R = Ev\Ev,C. Then Ev,C stable under complex conjugation and is the closure of its
Cv(C)-interior, and Ev,R is contained in Cv(R). Since Ev,C is closed, no component of Ev,R
is reduced to a point.
We now apply a modification of the argument from Case 1. Let E0v,C be the Cv(C)-
interior of Ev,C, and let E
00
v,C = E
0
v,C\Cv(R). Let E0v,R be the Cv(R)-interior of Ev,R, and put
E1v = E
00
v,C ∪E0v,R. Each point of Ev,C is analytically accessible from E00v,C and each point of
Ev,R is analytically accessible from E
0
v,R, so each point of Ev is analytically accessible from
E1v . By Proposition 3.30, G(z, xi;E
1
v ) = G(z, xi;Ev) for each ζ /∈ Ev.
For each δ > 0, let Ev,δ be the union of the triangles in Tδ contained in E00v,C, together
with the edges of Tδ which are contained in E0v,R. Each Ev,δ is compact and stable under
complex conjugation. Furthermore, each compact subset of E1v is contained in some Ev,δ ,
so there is a δ0 > 0 such that{ |G(xi, xj ;Ev,δ0)−G(xi, xj;Ev)| < εv/2 for all i 6= j ,
|Vxi(Ev,δ0)− Vxi(Ev)| < εv/2 for each i .
Let U ′v be the union of the interiors of the triangles in Tδ0 which are contained in Ev,δ0 ,
together the (real) interiors of the edges of Tδ0 which are contained in E0v,R. Then U ′v is
stable under complex conjugation, and is the disjoint union of finitely many open triangles
in Cv(C) whose closures are disjoint from Cv(R), together with finitely many open segments
in Cv(R).
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Each point of Ev,δ0 is analytically accessible from U
′
v. By exhausting the interior of each
open triangle in U ′v by an increasing sequence of closed subtriangles and each open segment
by an increasing sequence of closed subintervals, and applying Proposition 3.30 again, we
can find a compact set E′v ⊂ U ′v which is a finite disjoint union of closed triangles and closed
subintervals of Cv(R), one contained in each component of U ′v, such that{ |G(xi, xj;Ev,δ)−G(xi, xj;E′v)| < εv/2 for all i 6= j ,
|Vxi(Ev,δ)− Vxi(E′v)| < εv/2 for each i .
By choosing the closed subtriangles appropriately, we can also arrange that E′v is stable
under complex conjugation.
Thus, E′v is compact, R-simple, and contained in Ev. By construction it satisfies (4.1).
Case 3. Suppose Kv is nonarchimedean. By assumption, Ev is a finite union of
RL-domains and compact sets of the form B(aℓ, rℓ) ∩ Cv(Fwℓ), where each B(aℓ, rℓ) is iso-
metrically parametrizable and each Fwℓ is a finite separable extension of Kv contained in
Cv. Since a finite union of RL-domains is an RL-domain ([51], Theorem 4.2.15) we can
assume that there is at most one RL domain in the decomposition.
Our first goal is to reduce to the case where there are no RL-domains in the decom-
position of Ev . Suppose to the contrary that there is an RL-domain Uv. Let E
(1)
v be the
union of the compact sets B(aℓ, rℓ) ∩ Cv(Fwℓ) in the decomposition of Ev. Both Uv and
E
(1)
v are stable under Autc(Cv/Kv). In ([51], Theorem 4.3.11) it is shown that the union
of an RL-domain and a compact set is algebraically capacitable. In fact, the proof of that
theorem shows there is a compact set E
(2)
v ⊂ Uv, which itself is a finite union of compact
sets of the form B(a′ℓ, r
′
ℓ)∩Cv(F ′wℓ), with B(a′ℓ, r′ℓ) isometrically parametrizable and F ′wℓ/Kv
finite, such that{
|G(xi, xj ;E(1)v ∪ E(2)v −G(xi, xj ;Ev)| < εv/2 for all i 6= j ,
|Vxi(E(1)v ∪ E(2)v − Vxi(Ev)| < εv/2 for each i .
The centers of the balls B(a′ℓ, r
′
ℓ) can be required to belong to Cv(K˜sepv ), since K˜sepv is
dense in Cv, and the extensions Fwℓ can be required to be separable extensions of Kv , since
all that is needed for the proof of ([51], Theorem 4.3.11) is that the residue degree or the
ramification index of Fwℓ/Kv can be taken arbitrarily large. The set E
(2)
v need not be stable
under Autc(Cv/Kv), but by its form it has only finitely many conjugates, and each of these
is also contained in Uv. By replacing E
(2)
v with the union of its conjugates, and using the
monotonicity of the Green’s functions (Lemma 3.21), we can arrange that E
(1)
v ∪ E(2)v is
stable under Autc(Cv/Kv).
Thus we can assume that Ev has no RL-domains in its decomposition. Write Ev =⋃Dv
ℓ=1B(aℓ, rℓ) ∩ Cv(Fwℓ), and fix a number r ∈ |K×v |v with 0 < r ≤ minℓ(rℓ). After
replacing B(aℓ, rℓ)∩Cv(Fwℓ) by finitely many sets B(aℓj, r)∩Cv(Fwℓ) for each ℓ, we can also
assume that all the rℓ are equal to r, and that r belongs to the value group of K
×
v .
Our next goal is to arrange that balls B(aℓ, r) are disjoint. Consider the sets Ev,ℓ =
B(aℓ, r)∩Cv(Fwℓ). Without loss, we can assume that none of the Ev,ℓ is properly contained in
another. However, it is possible that the same ball B(aℓ, r) occurs with several different fields
Fwℓj ; given such a ball, let ℓ1 = ℓ, ℓ2, . . . , ℓt be the indices for which B(aℓj , r) = B(aℓ, r).
For each j ≥ 2, the field Fwℓ ∩ Fwℓj is a proper subfield of Fwℓ , and by a simple argument
involving Kv-vector spaces, there is an element uℓ ∈ Fwℓ which does not belong to any
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Fwℓ ∩ Fwℓj . Let 0 6= πv ∈ Kv be such that |πv|v < 1. After replacing ui by 1 + πNv uℓ for
sufficiently large N , we can assume that uℓ ∈ O×wℓ .
For each ℓ, put
Xℓ = Ev,ℓ\
( ⋃
j 6=ℓ
Ev,j
)
,
and let X =
⋃Dv
ℓ=1Xℓ. Note that X is stable under Autc(Cv/Kv).
We claim that each point of Ev is analytically accessible fromX in the sense of Definition
3.29. Clearly each b ∈ X is analytically accessible from X, since if b ∈ Xℓ then there is a
ball B(b, s) for which B(b, s) ∩ Cv(Fwℓ) ⊆ Xℓ. Suppose that b ∈ Ev,j ∩ Ev,ℓ for some j 6= ℓ.
Then b ∈ B(aj, r) ∩ Cv(Fwj ) ∩ Cv(Fwℓ), so b ∈ Cv(Fwj ∩ Fwℓ). Let Fb be the field Kv(b). By
Theorem 3.9 there is an Fb-rational isometric parametrization fb : D(0, r) → B(aℓ, r) with
fb(0) = b. Consider the image of D(0, r) ∩ (Ov\{0}) under the isometric parametrization
f˜b(z) := fb(uℓz): we have
f˜b(D(0, r) ∩ (Ov\{0})) = fb(uℓ · (D(0, r) ∩ (Ov\{0}))) .
Since fb is Fb-rational, for each complete field H with Fb ⊆ H ⊆ Cv, fb induces a 1 − 1
correspondence between points of D(0, r)∩H and B(ai, r)∩Cv(H). By our choice of uℓ, we
have uℓ · (Ov\{0}) ⊂ Owℓ\(
⋃t
j=1 Fwℓj ). It follows that f˜b(D(0, r) ∩ (Ov\{0})) ⊂ Xℓ. This
establishes our claim.
By Proposition 3.30, G(z, ζ;Ev) = G(z, ζ;X) for each ζ /∈ Ev. Hence there is a compact
set Y ⊂ X such that{ |G(xi, xj ;Y )−G(xi, xj ;Ev)| < εv/2 for all i 6= j ,
|Vxi(Y )− Vxi(Ev)| < εv/2 for each i .
The set Y thus constructed may not be stable under Autc(Cv/Kv), but it only has finitely
many conjugates and each of them is contained in X. By replacing Y with the union of
its conjugates, and using the monotonicity of Green’s functions, we can assume Y is stable
under Autc(Cv/Kv).
For each ℓ = 1, . . . ,Dv , put Yℓ = Y ∩ B(aℓ, r) ∩ Cv(Fwℓ). Then Yℓ is compact and
Yℓ ⊂ Xi. Since the Yℓ are compact and pairwise disjoint, there is a number 0 < R ∈ |K×v |v
such that
min
ℓ 6=j
min
z∈Yℓ,w∈Yj
‖z, w‖v > R .
Cover Y with finitely many balls B(bj , R), j = 1, . . . , N , for points bj ∈ Y .
We can now construct E′v. For each j = 1, . . . , N , if bj ∈ Yℓ, set F ′wℓ = Fwℓ , and put
E′v =
N⋃
j=1
B(bj, R) ∩ Cv(F ′wj ) .
Since Autc(Cv/Kv) preserves the spherical distance, and stabilizes both X and Y , it follows
that E′v is stable under Autc(Cv/Kv), By construction it is Kv-simple, contained in Ev, and
satisfies (4.1). 
Corollary 0.4. (Fekete-Szego¨ with LRC for Incomplete Skolem Problems) Let K be a global
field, and let A/K be a geometrically integral (possibly singular) affine curve, embedded in
AN for some N . Let z1, . . . , zN be the coordinates on A
N ; given a place v of K and a point
P ∈ AN (Cv), write ‖P‖v = max(|z1(P )|v , . . . , |zN (P )|v).
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Fix a place v0 of K, and let S ⊂ MK\{v0} be a finite set of places containing all
archimedean v 6= v0. For each v ∈ S, let a nonempty set Ev ⊂ Av(Cv) satisfying condition
(A), (B) or (C) of Theorem 0.3 be given, and put ES =
∏
v∈S Ev. Assume that for each
v ∈ MK\(S ∪ {v0}) there is a point P ∈ A(Cv) with ‖P‖v ≤ 1. Then there is a constant
C = C(A,ES, v0) such that there are infinitely many points α ∈ A(K˜sep) for which
(1) for each v ∈ S, all the conjugates of α in Av(Cv) belong to Ev;
(2) for each v ∈ MK\(S∪{v0}), all the conjugates of α in Av(Cv) satisfy ‖σ(α)‖v0 ≤ 1;
(3) for v = v0, all the conjugates of α in Av0(Cv0) satisfy ‖σ(α)‖v0 ≤ C.
Proof of Corollary 0.4, using Theorem 0.3.
Let A be the projective closure of A, and let C/K be a desingularization of A. Then
C is a smooth, geometrically integral, projective curve birational to A. Let π : C → A be
the natural morphism; it is an isomorphism away from the finitely many preimages of the
singular points. For each v ∈ MK , π induces a map πv : Cv(Cv)→ A(Cv).
For each v ∈ MK , and each 0 < R ∈ R, put Bv(R) = {x ∈ A(Cv) : ‖x‖v ≤ R}. Let
Y = A(K˜)\A(K˜) be the set of points at infinity for A, and put X = π−1(Y). Then X is
finite and stable under Aut(K˜/K). For each v ∈MK , define a set E˜v ⊂ Cv(Cv) as follows. If
v ∈ S, put E˜v = π−1v (Ev). If v ∈ MK\(S∪{v0}), (so in particular v is nonarchimedean), put
E˜v = π
−1
v (Bv(1)). By assumption Bv(1) is nonempty, so E˜v is nonempty and open. Indeed,
it is an RL-domain, since when we regard each coordinate function zi(x) as an element of
Kv(C), it is the intersection of the finitely many RL-domains {x ∈ Cv(Cv) : |zi(x)|v ≤ 1}
(see [51], Theorem 4.2.15). For all but finitely many v, the curve Cv and the functions zi(x)
have good reduction (mod v), and the points in X specialize to distinct points (mod v).
For such v, E˜v is the X-trivial set. Finally, at the place v0, take a number R > 0 and put
E˜v0 = E˜v0(R) = π
−1
v0 (Bv0(R)). Clearly each E˜v is stable under Autc(Cv/Kv) and satisfies
the conditions in Theorem 0.3.
Let
E˜(R) = E˜v0(R)×
∏
v 6=v0
E˜v .
Then E˜(R) is an adelic set compatible with X. We claim that for all sufficiently large R,
we have γ(E˜(R),X) > 1. Indeed, fix a spherical metric on Cv0(Cv0), and let ε > 0 be small
enough that the balls Bv0(xi, ε) for xi ∈ X are pairwise disjoint. If R is big enough then
Cv0(Cv0)\Ev0(R) will be contained in
⋃
xi∈XBv0(xi, ε), and in that case the local Green’s
matrix Γv0(Ev0(R),X) will be diagonal. By letting R → ∞ we can make the diagonal
entries arbitrarily large and negative. If R is sufficiently large the matrix Γ(E˜(R),X) will
be negative definite. Taking C = R for such an R and pushing forward the points produced
by Theorem 0.3 yields the Corollary. 
Theorem 1.2. (FSZ with LRC for Quasi-neighborhoods) Let K be a global field, and let
C/K be a smooth, connected, projective curve. Let X = {x1, . . . , xm} ⊂ C(K˜) be a finite
set of points stable under Aut(K˜/K), and let E =
∏
v Ev ⊂
∏
v Cv(Cv) be an adelic set
compatible with X, such that each Ev is stable under Autc(Cv/Kv).
Suppose γ(E,X) > 1. Then for any K-rational separable quasi-neighborhood U of E,
there are infinitely many points α ∈ C(K˜sep) such that for each v ∈ MK , the Aut(K˜/K)-
conjugates of α all belong to Uv.
Proof of Theorem 1.2, using Theorem 0.3.
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The idea is to adjust the sets Ev within their separable quasi-neighborhoods Uv (see
Definition 1.1), and reduce Theorem 1.2 to the case where the Ev satisfy the conditions of
Theorem 0.3. In particular, in the nonarchimedean case, we may need to pass from infinite
algebraic extensions Fwℓ/Kv to ones of finite degree.
Assume Theorem 0.3 is true. Let E =
∏
v Ev be a K-rational adelic set compatible
with X, and let U =
∏
v Uv be a K-rational separable quasi-neighborhood of E, for which
the hypotheses of Theorem 1.2 hold. We will construct a new adelic set E′ =
∏
v E
′
v ⊂ U
such that the hypotheses of Theorem 0.3 hold for E′. Let S ⊆MK be a finite set of places
containing all archimedean places and all nonarchimedean places where Ev is not X-trivial.
For each v /∈ S, put E′v = Ev.
By hypothesis, γ(E,X) > 1. Let Γ range over all symmetric matrices in Mm(R). By
(3.49) there is an ε > 0 such that for any Γ whose entries satisfy Γij < Γ(E,X)ij + ε for all
i, j, we have val(Γ) < 0. Choose numbers εv > 0 for v ∈ S such that
∑
v∈S εv log(qv) < ε.
In constructing the sets E′v for v ∈ S, to assure that γ(E′,X) > 1 it suffices to arrange that
(4.2)
{
G(xi, xj ;E
′
v) < G(xi, xj ;Ev) + εv for all i 6= j ,
Vxi(E
′
v) < V xi(Ev) + εv for each i .
We will now construct the sets E′v for v ∈ S.
Case 1. If Kv ∼= C, then Uv ⊂ Cv(C) is open. By Proposition 3.26(4), there is a
compact set Hv ⊂ Ev such that
(4.3)
{ |G(xi, xj ;Hv)−G(xi, xj ;Ev)| < εv for all i 6= j ,
|Vxi(H)− V xi(Ev)| < εv for each i .
For each a ∈ Hv, there is an ra > 0 such that the closed ball B(a, ra) is contained in Uv.
The corresponding open balls B(a, ra)
− cover Hv. By compactness, finitely many of these
balls, say B(a1, ra1)
−, . . . , B(an, ran)− also cover Hv. Let
E′v = B(a1, ra1) ∪ · · · ∪B(an, ran) ⊂ Uv .
Each B(ai, rai) is compact, has a smooth boundary, and is the closure of its interior, so
E′v satisfies the conditions of Theorem 0.3. Since Hv ⊂ E′v, the monotonicity of Green’s
functions (Lemma 3.21) shows that 4.2 holds.
Case 2. If Kv ∼= R, then the quasi-neighborhood Uv of Ev is the union of a set Uv,0
open in Cv(C) and a set Uv,1 open in Cv(R). Since Uv is stable under complex conjugation,
so is Uv,0. By Proposition 3.26(4), there is a compact set Hv ⊂ Ev for which
(4.4)
{ |G(xi, xj;Hv)−G(xi, xj ;Ev)| < εv/2 for all i 6= j ,
|Vxi(Hv)− V xi(Ev)| < εv/2 for each i .
We will construct the set E′v in two steps. First, put Hv,1 = Hv\Uv,0; it is compact and
contained in Uv,1. Next, for each r > 0, putHv,0(r) = {x ∈ Hv : ‖x, z‖ ≥ r for all z ∈ Hv,1},
and let
Hv(r) = Hv,0(r) ∪Hv,1 .
Then Hv,0(r) is contained in Uv,0, and Hv,0(r) and Hv(r) are compact.
The setsHv(r) increase as r → 0, and they form an exhaustion ofHv. Choose a sequence
r1 > r2 > · · · > 0 with limm→∞ rm = 0. By Proposition 3.22, if we take M sufficiently large
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and put Xv = Hv(rM ), then
(4.5)
{ |G(xi, xj ;Xv)−G(xi, xj ;Hv)| < εv/2 for all i 6= j ,
|Vxi(Xv)− Vxi(Hv)| < εv/2 for each i .
For each a ∈ Hv,0(rM ), there is an open ball B(a, r)− whose closure B(a, r) is contained
in Uv,0. Finitely many of these balls, say B(a1, r1)
−, . . . , B(am0 , rm0)− cover Hv,0(rM ).
For each a ∈ Tv,1, there is an open interval Ia ⊂ Cv(R) containing x, whose closure Ia is
contained in Uv,1. Finitely many of these intervals, say Ib1 , . . . , Ibm1 , cover Hv,1. Put
E′v =
( m0⋃
i=1
B(ai, ri)
)
∪
( m0⋃
i=1
B(ai, ri)
)
∪ (Ib1 ∪ . . . ∪ Ibm1 ) .
Then E′v is compact, stable under complex conjugation, and contained in Uv. By construc-
tion, it satisfies the conditions of Theorem 0.3. Hence (4.4) and (4.5), together with the
monotonicity of Green’s functions, show that (4.2) holds.
Case 3. If Kv is nonarchimedean, then the quasi-neighborhood Uv has the form
(4.6) Uv = Uv,0 ∪
(
Uv,1 ∩ Cv(Fw1)
) ∪ · · · ∪ (Uv,D ∩ Cv(FwD))
where Uv,0, . . . , Uv,D are open in Cv(Cv) and each Fwℓ is a separable algebraic extension of
Kv (possibly of infinite degree) contained in Cv. By hypothesis, Uv is Autc(Cv/Kv)-stable
and contains Ev.
In what follows, it will convenient to take Fw0 = Cv, though we will be careful to make
a distinction between Fw0 and the Fwℓ for ℓ ≥ 1, which are separably algebraic over Kv.
Define a representation of Uv to be a collection of pairs (Uv,ℓ, Fwℓ) such that (4.6) holds.
We allow the possibility that some of the Uv,i ∩ Cv(Fwi) may be empty. We will say that a
set Uv,i or a field Fwi occurs, if it is a component of one of the pairs.
There are many representation for Uv. We begin by adjusting the given representation
to make it easier to work with. First, for each finite separable extension Fwℓ/Kv which
occurs, there are finitely many intermediate fields Kv ⊆ Gu ⊆ Fwℓ . Adjoin each of the pairs
(Uv,ℓ, Gu) to the representation. Second, a given field may occur in several pairs. Replace
those pairs with a single pair whose first component is the union of the sets in the original
pairs. In this way, we can assume that the Fwℓ are distinct, and that whenever a finite
separable extension Fwℓ/Kv occurs, so do all of its subextensions. In addition, if two finite
separable extensions Fwj ⊆ Fwℓ occur, then
(4.7) Uv,j ∩ Cv(Fwj ) ⊆ Uv,ℓ ∩ Cv(Fwℓ) .
We will now construct a new representation {(Wv,j , Fwj )}0≤j≤n with the same fields
Fwj , but giving a different decomposition of Uv. After reordering the pairs (Uv,ℓ, Fwℓ), we
can assume that Fwℓ/Kv is of infinite degree for ℓ = 0, . . . ,D0 and that Fwℓ/Kv is finite for
ℓ = D0 + 1, . . . ,D. After reordering them further, we can also assume that for each ℓ, Fwℓ
is maximal among the Fwj with j ≥ ℓ (under the partial order given by containment).
For each j ≤ D0, let Wv,j be the union of all the isometrically parametrizable balls
B(a, r) such that a ∈ Uv,j∩Fwj and B(a, r) ⊂ Uv,j . Since isometrically parametrizable balls
are cofinal in the neighborhoods of a given point, we have Wv,j ∩ Cv(Fwj ) = Uv,j ∩ Cv(Fwj ).
For each j ≥ D0 + 1, note that if k > j, then Cv(Fwk) is compact, hence closed in Cv(Cv);
4. REDUCTIONS 109
put
(4.8) Wv,j = Uv,j\
( ⋃
k>j
Cv(Fwk)
)
.
This means that the sets Wv,j ∩ Cv(Fv,j) corresponding to finite extensions Fwj/Kv are
pairwise disjoint. However, by the construction of the ordering, for each Fwk with Kv ⊆
Fwk ( Fwj we must have k > j. Hence by (4.7), we still have
(4.9) Uv =
D⋃
j=0
(
Wv,j ∩ Cv(Fwj )
)
.
By Proposition 3.26(4), there is a compact set Hv ⊆ Ev for which
(4.10)
{ |G(xi, xj;Hv)−G(xi, xj ;Ev)| < εv/3 for all i 6= j ,
|Vxi(Hv)− V xi(Ev)| < εv/3 for each i .
We aim to pass fromHv (whose structure is completely unknown) to an Autc(Cv/Kv)-stable
set E′v contained in Uv∩Cv(Fw) for some finite galois extension Fw/Kv, which satisfies (4.2)
and has the form required by Theorem 0.3. This will be done in four steps, first shrinking
Hv to a disjoint union of compact sets respecting the decomposition (4.9), then enlarging
those sets by means of a finite covering with balls, then shrinking them again to get a set
contained in Cv(Fw) for a finite galois extension Fw/Kv, and finally taking the union of its
conjugates to get an Autc(Cv/Kv)-stable set.
For the first step, define Tv,−1 = Hv. Put Hv,0 = Hv ∩Wv,0 and put Tv,0 = Hv\Wv,0.
Inductively, for k = 1, . . . ,D, put Hv,k = Tv,k−1 ∩Wv,k and Tv,k = Tv,k−1\Wv,k. Then each
Tv,k is compact, and Tv,k−1 = Hv,k ∪ Tv,k. Since Hv ⊆ Wv,0 ∪ · · · ∪Wv,n it follows that
Tv,D = φ and
Hv = Hv,0 ∪Hv,1 ∪ · · · ∪Hv,D .
By construction the Hv,k are pairwise disjoint, but they are not in general compact.
If D0 + 1 ≤ k ≤ D, we claim that Hv,k ⊆ Wv,k ∩ Cv(Fwk). To see this, note that by
definition Hv,k ⊆ Hv\(Wv,0 ∪ · · · ∪Wv,k−1). From (4.9) it follows that
Hv,k ⊆
D⋃
j=k
(
Wv,j ∩ Cv(Fwj )
)
.
However, also Hv,k ⊆ Wv,k, and by (4.8) this means that Hv,k ∩ Cv(Fwj ) = φ for j =
k + 1, . . . ,D. Hence Hv,k ⊆Wv,k ∩ Cv(Fwk).
For each r > 0 and each k = 0, . . . , n, put
Hv,k(r) = {z ∈ Tv,k−1 : ‖z, a‖v ≥ r for each a ∈ Tv,k} ⊆ Hv,k ,
and then put
Hv(r) =
D⋃
k=0
Hv,k(r) .
Since Tv,k−1 and Tv,k are compact, each Hv,k(r) is compact, and Hv(r) is compact.
The sets Hv(r) increase monotonically as r decreases. For each z ∈ Hv there are an
index k such that z ∈ Hv,k and an r > 0 such that ‖z, a‖v > r for all a ∈ Tv,k. Thus the
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Hv(r) form an exhaustion of Hv. Choose a sequence r1 > r2 > · · · > 0 with limm→∞ rm = 0.
By Proposition 3.22, if we take M sufficiently large and put Xv = Hv(rM ), then
(4.11)
{ |G(xi, xj ;Xv)−G(xi, xj ;Hv)| < εv/3 for all i 6= j ,
|Vxi(Xv)− Vxi(Hv)| < εv/3 for each i .
Combining (4.10) and (4.11) gives
(4.12)
{
G(xi, xj ;Xv) < G(xi, xj ;Ev)|+ 2εv/3 for all i 6= j ,
Vxi(Xv) < V xi(Ev) + 2εv/3 for each i .
For each k = 0, . . . ,D put Xv,k = Hv,k(rM ) ⊂ Wv,k. Then the Xv,k are compact and
pairwise disjoint, and
Xv =
D⋃
k=0
Xv,k .
By the continuity of the spherical distance, there is an R > 0 such that for all k 6= ℓ, and
all x ∈ Xv,k, y ∈ Xv,ℓ, we have ‖x, y‖v > R.
For the second step, we will enlarge Xv to a set Yv which is the union of finitely many
isometrically parametrizable balls and compact sets, as follows.
If x ∈ Xv,0, then x ∈ Wv,0, and by the definition of Wv,0 there is an isometrically
parametrizable ball B(a, r) ⊆ Uv,0 which contains x. By Proposition 3.2, Cv(K˜sepv ) is dense
in Cv(Cv), so we can assume that a ∈ Cv(K˜sepv ). Since Xv,0 is compact, finitely many such
balls B(a0,1, r0,1), . . . , B(a0,m0 , r0,m0) cover Xv,0. Without loss, we can assume that r0,ℓ < R
and r0,ℓ ∈ |K×v |v for each ℓ; by construction each a0,ℓ ∈ Cv(K˜sepv ).
If 1 ≤ k ≤ D0 and x ∈ Xv,k, then by the definition of Wv,k there is an isometrically
parametrizable ball B(a, r), with a ∈ Wv,k ∩ Cv(Fwk) and B(a, r) ⊂ Uv,k, such that x ∈
B(a, r). By compactness, finitely many such balls B(ak,1, rk,1), . . . , B(ak,mk , rk,mk) cover
Xv,k. Without loss, we can assume that rk,ℓ < R and rk,ℓ ∈ |K×v |v for each k, ℓ. By
construction each ak,ℓ ∈ Cv(Fwk).
If D0 + 1 ≤ k ≤ D, and x ∈ Xv,k, then x ∈ Hv,k and by the discussion above we
have x ∈ Wv,k ∩ Cv(Fwk). As Wv,k is open, there is an isometrically parametrizable ball
centered at x for which B(x, r) ⊂Wv,k. By the properties of an isometric parametrization,
B(x, r)∩Cv(Fwk) is open in Cv(Fwk). Since Xv,k is compact and contained in Cv(Fwk), there
are finitely many of these balls, say B(ak,1, rk,1), . . . , B(ak,mk , rk,mk) for which
(4.13) Xv,k ⊆
mk⋃
ℓ=1
(
B(ak,ℓ, rk,ℓ) ∩ Cv(Fwk)
)
.
Again we can assume that rk,ℓ < R and rk,ℓ ∈ |K×v |v for each ℓ; by construction each
ak,ℓ ∈ Cv(Fwk). The right side of (4.13) is contained in Wv,k ∩ Cv(Fwk), hence in Uv.
Put
Yv =
( D0⋃
k=0
( mk⋃
ℓ=1
B(ak,ℓ, rk,ℓ)
))
∪
( D⋃
k=D0+1
( mk⋃
ℓ=1
B(ak,ℓ, rk,ℓ) ∩ Cv(Fwk)
))
.
Here we have purposely omitted the intersection with Cv(Fwk) for the balls B(ak,ℓ, rk,ℓ) with
k ≤ D0. This means that Yv need not be contained in Uv. However, Yv contains Xv. By
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the monotonicity of Green’s functions, together with (4.12), this gives
(4.14)
{
G(xi, xj ;Yv) < G(xi, xj ;Ev) + 2εv/3 for all i 6= j ,
V xi(Yv) < V xi(Ev) + 2εv/3 for each i .
For the third step, we will cut Yv down to a set Zv contained in Uv ∩ Cv(Fw), where Fw
is a suitable finite galois extension of Kv. By construction, Yv is the union of finitely many
isometrically parametrizable balls whose radii belong to |K×v |v, and finitely many compact
sets. By ([51], Theorems 4.2.16 and 4.3.11), it is algebraically capacitable. However, the
proof of ([51], Theorem 4.3.11) gives more: the Green’s function of Yv is the limit of Green’s
functions of compact sets contained in finite extensions of Kv. An examination of the proof
shows these sets can be chosen to lie in Uv.
Explicitly, this comes out as follows. Put F˜w0 = K˜
sep
v , and put F˜wk = Fwk for 1 ≤ k ≤
D0. For each k = 0, . . . ,D0, choose an exhaustion of F˜wk by an increasing sequence of finite
separable extensions F˜wk,j/Kv :
F˜wk,1 ⊆ F˜wk,2 ⊆ F˜wk,3 ⊆ · · · ⊆ F˜wk .
Without loss, we can assume F˜wk,1 is large enough that each of ak,1, . . . , ak,mk belongs to
Cv(F˜wk,1). For each j = 1, 2, 3 · · · , put
Zv,j =
( D0⋃
k=0
( mk⋃
ℓ=1
B(ak,ℓ, rk,ℓ) ∩ Cv(F˜wk,j)
)) ∪ ( D⋃
k=D0+1
( mk⋃
ℓ=1
B(ak,ℓ, rk,ℓ) ∩ Cv(Fwk)
))
.
The sets Zv,j play the same role as the sets Hj in ([51], p.270), though they are constructed
somewhat differently. In ([51], p.269) the finite extensions F˜wk,j (denoted Lj there) were
made to exhaust the algebraic closure K˜v, but all that is needed is the fact that for each
k = 0, . . . ,D0, as j →∞ either the ramification index ew/v,k,j or the residue degree fw/v,k,j
of F˜wk,j/Kv grows arbitrarily large. This means that as j →∞,
1
ew/v,k,j
· 1
q
fw/v,k,j
v − 1
−→ 0 .
Hence the proof of ([51], Theorem 4.3.11) shows that if we take J large enough and put
Zv = Zv,J then
(4.15)
{ |G(xi, xj ;Zv)−G(xi, xj ;Yv)| < εv/3 for all i 6= j ,
|Vxi(Zv)− V xi(Yv)| < εv/3 for each i .
Furthermore, if Fw is the galois closure of the composite of the fields F˜w0,J , . . . , F˜wD0 ,J and
FwD0+1 , . . . , Fwn , then Fw is a finite galois extension of Kv and Zv ⊂ Uv ∩ Cv(Fw).
For the last step, let E′v be the union of the Gal(Fw/Kv)-conjugates of Zv. Then E′v
is compact. It is a finite union of sets of the kind in Theorem 0.3.C(2). Since Uv is stable
under Autc(Cv/Kv), E
′
v is contained in Uv. From (4.14), (4.15), and the monotonicity of
Green’s functions, it follows that (4.2) holds: that is,{
G(xi, xj ;E
′
v) < G(xi, xj ;Ev) + εv for all i 6= j ,
Vxi(E
′
v) < V xi(Ev) + εv for each i .
This completes the proof. 
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Theorem 1.3. (Strong FSZ with LRC, producing points in E). Let K be a global field, and
let C/K be a smooth, geometrically integral projective curve. Let X = {x1, . . . , xm} ⊂ C(K˜)
be a finite set of points stable under Aut(K˜/K), and let E =
∏
v Ev ⊂
∏
v Cv(Cv) be an
adelic set compatible with X, such that each Ev is stable under Autc(Cv/Kv). Let S ⊂MK
be a finite set of places v, containing all archimedean v, such that Ev is X-trivial for each
v /∈ S.
Assume that γ(E,X) > 1. Assume also that for each v ∈ S, there is a (possibly empty)
Autc(Cv/Kv)-stable Borel subset ev ⊂ Cv(Cv) of inner capacity 0 such that
(A) If v is archimedean and Kv ∼= C, then each point of cl(Ev)\ev is analytically acces-
sible from the Cv(C)-interior of Ev.
(B) If v is archimedean and Kv ∼= R, then each point of cl(Ev)\ev is
(1) analytically accessible from the Cv(C)-interior of Ev, or
(2) is an endpoint of an open segment contained in Ev ∩ Cv(R).
(C) If v is nonarchimedean, then Ev is the disjoint union of ev and finitely many sets
Ev,1, . . . , Ev,Dv , where each Ev,ℓ is
(1) open in Cv(Cv), or
(2) of the form Uv,ℓ ∩ Cv(Fwℓ), where Uv,ℓ is open in Cv(Cv) and Fwℓ is a separable
algebraic extension of Kv contained in Cv (possibly of infinite degree).
Then there are infinitely many points α ∈ C(K˜sep) such that for each v ∈ MK , the
Aut(K˜/K)-conjugates of α all belong to Ev.
Proof of Theorem 1.3, using Theorem 1.2.
Assume Theorem 1.2, and let E =
∏
v Ev ⊂
∏
v Cv(Cv) be an adelic set compatible with
X for which the hypotheses of Theorem 1.3 hold. In this case, apart from a set of inner
capacity 0, each Ev is itself a separable quasi-neighborhood.
We will construct new adelic sets E′ =
∏
v E
′
v and U
′ =
∏
v U
′
v, with E
′ ⊆ U′ ⊆ E, such
that the hypotheses of Theorem 1.2 hold for E′ and U′. In fact, we will have E′ = U′ and
γ(E′,X) = γ(E,X). Let S ⊆MK be a finite set of places containing all archimedean places
and all nonarchimedean places where Ev is not X-trivial. For each v /∈ S, put E′v = U ′v = Ev.
For each archimedean v ∈ S such that Kv ∼= C, the set cl(Ev) is compact and there
is a Borel subset ev ⊂ Cv(C) of inner capacity 0 such that each point of cl(Ev)\ev is
analytically accessible from the Cv(C)-interior E0v of Ev. Put E′v = U ′v = E0v . Since U ′v
is open, it is a quasi-neighborhood of E′v. By Proposition 3.30, for each ζ /∈ Ev we have
G(z, ζ;E′v) = G(z, ζ;Ev).
For each archimedean v ∈ S such that Kv ∼= R, the set cl(Ev) is compact and there is a
Borel subset ev ⊂ Cv(C) of inner capacity 0 such that each point of cl(Ev)\ev is analytically
accessible from the Cv(C)-interior E0v of Ev or from the Cv(R)-interior E1v of Ev ∩ Cv(R).
Put E′v = U ′v := E0v ∪E1v . Since Ev is stable under complex conjugation, so are E0v and E′v.
Again U ′v is a quasi-neighborhood of E′v, and by Proposition 3.30, for each ζ /∈ Ev we have
G(z, ζ;E′v) = G(z, ζ;Ev).
For each nonarchimedean v ∈ S, Ev is the disjoint union of a Borel subset ev of inner
capacity 0 and sets Ev,1, . . . , Ev,n, each of which is either open in Cv(Cv) or of the form
Uv,i ∩ Cv(Fwi) for some separable algebraic extension Fwi/Kv contained in Cv(Cv). Put
E′v = U ′v = Ev,1 ∪ · · · ∪ Ev,n. By assumption, ev is stable under Autc(Cv/Kv), hence so
is E′v. By its construction, U ′v is a quasi-neighborhood of E′v. Finally, by Lemma 3.25,
removing a set of inner capacity 0 from a set does not change its Green’s functions, so for
each ζ /∈ Ev we have G(z, ζ;E′v) = G(z, ζ;Ev) 
4. REDUCTIONS 113
Theorem 1.4. (FSZ with LRC and Ramification Side Conditions). Let K be a global field,
and let C/K be a smooth, connected, projective curve. Let X = {x1, . . . , xm} ⊂ C(K˜) be a
finite, galois-stable set of points, and let E =
∏
v Ev ⊂
∏
v Cv(Cv) be an adelic set compatible
with X, such that each Ev is stable under Autc(Cv/Kv).
Let S, S′, S′′ ⊂ MK be finite (possibly empty) sets of places of K which are pairwise
disjoint, such that the places in S′∪S′′ are nonarchimedean. Assume that γ(E,X) > 1, and
that
(A) for each v ∈ S, the set Ev satisfies the conditions of Theorem 0.3 or Theorem 1.3.
(B) for each v ∈ S′, either Ev is X-trivial, or Ev is a finite union of closed isometrically
parametrizable balls B(ai, ri) whose radii belong to the value group of K
×
v and whose centers
belong to an unramified extension of Kv;
(C) for each v ∈ S′′, either Ev is X-trivial and Ev ∩ Cv(Kv) is nonempty, or Ev is a
finite union of closed and/or open isometrically parametrizable balls B(ai, ri), B(aj , rj)
−
with centers in Cv(Kv).
Then there are infinitely many points α ∈ C(K˜sep) such that
(1) for each v ∈ MK , the Aut(K˜/K)-conjugates of α all belong to Ev;
(2) for each v ∈ S′, each place of K(α)/K above v is unramified over v;
(3) for each v ∈ S′′, each place of K(α)/K above v is totally ramified over v.
Proof of Theorem 1.4, using Theorem 1.3. For each v ∈ S′∪S′′, the hypotheses
in (B) and (C) will enable us to replace the given set Ev by sets of the form Cv(Fw) ∩ Ev
for suitably chosen finite galois extensions Fw/Kv , which are unramified if v ∈ S′ and are
totally ramified if v ∈ S′′, in such a way that we still have γ(E,X) > 1.
More precisely, we claim that we can choose the extensions Fw/Kv so that the new
Green’s matrix is arbitrarily near the old one. Since γ(E,X) > 1 if and only if Γ(E,X) is
negative definite, the new Green’s matrix will be negative definite if it is sufficiently close
to the old one. Thus, the theorem reduces to Theorem 1.3.
The claim is a consequence of explicit formulas for the Robin constants and Green’s func-
tions of the sets in question, derived in ([51], pp.353-359) and stated in (2.70) of this work.
Fix a nonarchimedean place v, and fix a spherical metric on Cv(Cv). Let Hv = B(a, r) ⊂
Cv(Cv) be a closed isometrically parametrizable ball, and take ζ ∈ Cv(Cv)\B(a, r). By ([51],
Theorem 4.3.15, p.274) isometrically parametrizable balls are algebraically capacitable, and
by the proof of ([51], Theorem 4.4.4) their Green’s functions and upper Green’s functions
coincide. Fix a normalization for the canonical distance [z, w]ζ . Then there is an R > 0
such that B(a, r) = {z ∈ Cv(Cv) : [z, a]ζ ≤ R}, and in terms of this R (see [51], p.357) we
have
Vζ(Hv) = − logv(R) ,(4.16)
G(z, ζ;Hv) =
{
0 if z ∈ Hv,
logv([z, a]ζ/R) if z /∈ B(a, r).
It will be useful to define uHv (z, ζ) = Vζ(Hv)−G(z, ζ;Hv), so
(4.17) uHv (z, ζ) =
{ − logv(R) if z ∈ Hv,
− logv([z, a]ζ ) if z /∈ B(a, r).
Furthermore, if Fw/Kv is a finite extension with ramification index e and residue degree f ,
if qv is the order of the residue field of Kv, and if a ∈ Cv(Fw) and r belongs to the value
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group of F×w , then for the set Cv(Fw) ∩Hv we have (see [51], p.358)
Vζ(Cv(Fw) ∩Hv) = − logv(R) +
1
e(qfv − 1)
,(4.18)
uCv(Fw)∩Hv(z, ζ) =
{
− logv(R) + 1e(qfv−1) if z ∈ Cv(Fw) ∩Hv,
− logv([z, a]ζ) if z /∈ B(a, r).
(4.19)
More generally, if Hv = ∪Ni=1B(ai, ri) is a finite union of closed, pairwise disjoint iso-
metrically parametrizable balls, write Hv,i = B(ai, ri); then Vζ(Hv) and G(z, ζ;Hv) can be
determined by solving the following system of equations for V, s1, . . . , sN (see [51], p.359):
(4.20)
{
1 = 0V + s1 + s2 + · · ·+ sN ,
0 = V −∑Ni=1 siuHv,i(aj, ζ) for j = 1, . . . , N
By ([51], Proposition 4.2.7) the solution is unique, and has s1, . . . , sN > 0; in terms of it,
Vζ(Hv) = V ,
G(z, ζ;Hv) = V −
N∑
i=1
siuHv,i(z, ζ) .
Similarly, if Fw/Kv is a finite extension with ramification index e and residue degree f ,
and if the ai belong to Cv(Fw) and the ri belong to the value group of F×w , then we can
determine Vζ(Cv(Fw)∩Hv) and G(z, ζ; Cv(Fw)∩Hv) by solving for Vw, s1,w, . . . , sN,w in the
following system of equations:
(4.21)
{
1 = 0Vw + s1,w + s2,w + · · · + sN,w ,
0 = Vw −
∑N
i=1 si,wuCv(Fw)∩Hv,i(aj , ζ) for j = 1, . . . , N
By the existence and uniqueness of the equilibrium measure for Cv(Fw)∩Hv ([51], Theorem
3.1.12), again the solution is unique, with s1,w, . . . , sN,w > 0; and
Vζ(Cv(Fw) ∩Hv) = Vw ,
G(z, ζ; Cv(Fw) ∩Hv) = Vw −
N∑
i=1
si,wuCv(Fw)∩Hv,i(z, ζ) .
Comparing the systems (4.20) and (4.21), as Fw passes through a sequence of exten-
sions for which 1/(e(qfv − 1)) → 0, then the Vζ(Cv(Fw) ∩ Hv) converge to Vζ(Hv) and
the G(z, ζ; Cv(Fw) ∩Hv) converge (uniformly) to G(z, ζ;Hv).
We now apply this to the sets Ev for v ∈ S′ ∪ S′′ in the theorem.
First suppose Ev =
⋃N
i=1B(ai, ri) is a finite union of closed isometrically parametrizable
balls. Without loss, we can assume the B(ai, ri) are pairwise disjoint.
If v ∈ S′, there is a finite unramified extension F ′w/Kv with a1, . . . , aN ∈ Cv(F ′w), and the
ri belong to the value group of K
×
v . Letting Fw pass through all finite unramified extensions
of Kv containing F
′
w, for all xi 6= xj ∈ X we can make Vxi(Cv(Fw) ∩ Ev) arbitrarily near
Vxi(Ev), and we can make the G(xi, xj ; Cv(Fw) ∩Ev) arbitrarily near the G(xi, xj;Ev).
Similarly if v ∈ S′′, then a1, . . . , aN ∈ Cv(Kv). Letting Fw/Kv pass through a sequence
of finite, galois, totally ramified extensions for which ew/v → ∞ (for example, cyclotomic
p-extensions, where p is the residue characteristic of Kv), we obtain the same conclusion
as before. If v ∈ S′′ and Ev = (
⋃N
i=1B(ai, ri)) ∪ (
⋃N+M
j=N+1B(aj , rj)
−), then by exhausting
the open balls with closed balls B(aj, r
′
j) and taking a limit as the r
′
j → rj , we are reduced
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to the previous case. Note that any compact Hv ⊂ Ev is contained in a set of the form
(∪Ni=1B(ai, ri)) ∪ (∪N+Mj=N+1B(aj , r′j)). Since the upper Green’s function G(z, w;Ev) is by
definition the (pointwise) limit of the upper Green’s functions G(z, w;Hv) for compact
Hv ⊂ Ev, and upper Green’s functions are monotonic under containment, G(z, w;Ev) is the
limit of the Green’s functions for the unions of closed balls discussed above, and hence also
of the Green’s functions G(z, w; Cv(Fw) ∩ Ev) as Fw passes through finite, galois, totally
ramified extensions of Kv.
Next, consider the case where Ev is X-trivial. The X-triviality implies that Cv has good
reduction at v and the points of X specialize to distinct points (mod v). Furthermore, if
‖x, y‖v is the spherical metric associated to the given embedding of Cv, then the canonical
distance (up to scaling by a constant) is given by [x, y]ζ = ‖x, y‖v/(‖x, ζ‖v‖y, ζ‖v) (see [51],
p.91). Relative to this normalization of the canonical distance, γζ(Ev) = 1 for each ζ /∈ Ev.
First suppose v ∈ S′. Let kv be the residue field of the ring of integers of Kv, and let
kv be its algebraic closure. Then kv is the residue field of K
nr
v , the maximal unramified
algebraic extension of Kv. Write Cv for the reduction of Cv (mod v). By Hensel’s lemma,
each point of Cv(kv) lifts to a point in Cv(Knrv ). Put r = 1/qv ∈ |K×v |v. Then for arbitrarily
large N we can find galois-stable sets of the form Hv(N) =
⋃N
i=1B(ai, r) ⊂ Ev, where each
ai ∈ Cv(Knrv ) and distinct ai specialize to distinct points (mod v). For each ζ /∈ Ev, and
each ball B(ai, r), we have B(ai, r) = {z ∈ Cv(Cv) : [z, a]ζ ≤ 1/qv}, so by (4.17)
uB(ai,r)(z, ζ) =
{
1 if z ∈ B(ai, r),
− logv([z, ai]ζ) if z /∈ B(ai, r).
In particular, uB(ai,r)(aj , ζ) = 0 for each j 6= i. Inserting this in (4.20), we find that
Vζ(Hv(N)) = 1/N , and that if z /∈ Ev then v G(z, ζ;Hv(N)) = G(z, ζ;Ev) + 1/N . Thus by
replacing Ev with Hv(N) for a sufficiently large N , we are reduced to a previous case.
If v ∈ S′′, then by hypothesis Cv(Kv)∩Ev is nonempty; fix a ∈ Cv(Kv)∩Ev. Consider the
open ball B(a, 1)− ⊂ Ev. Exhausting it by closed balls B(a, r), and noting that B(a, r) =
{z ∈ Cv(Cv) : [z, a]ζ ≤ r} for each ζ /∈ Ev, it follows by (4.16) that γζ(B(a, 1)−) = 1. By
([51], Lemma 4.4.7), G(z, ζ;B(a, 1)−) = G(z, ζ;Ev) for all z, ζ /∈ Ev. Thus, by replacing
Ev with B(a, 1)
−, again we are reduced to a case considered before. 
Theorem 1.5. (Fekete/Fekete-Szego¨ with LRC for Algebraically Capacitable Sets).
Let K be a global field and let C/K be a smooth, connected, projective curve. Let X =
{x1, . . . , xm} ⊂ C(K˜) be a finite, galois-stable set of points, and let E =
∏
v Ev ⊂
∏
v Cv(Cv)
be an adelic set compatible with X.
Assume that each Ev is algebraically capacitable and stable under Autc(Cv/Kv). Then
(A) If all the eigenvalues of Γ(E,X) are non-positive (that is, Γ(E,X) is either neg-
ative definite or negative semi-definite), let U =
∏
v Uv be a separable K-rational quasi-
neighborhood of E such that there is at least one place v0 where Ev0 is compact and the
quasi-neighborhood Uv0 properly contains Ev0 . If v0 is archimedean, assume also that Uv0
meets each component of Cv0(C)\Ev0 containing a point of X. Then there are infinitely
many points α ∈ C(K˜sep) such that all the conjugates of α belong to U.
(B) If some eigenvalue of Γ(E,X) is positive (that is, Γ(E,X) is either indefinite, nonzero
and positive semi-definite, or positive definite), there is an adelic neighborhood U of E such
that only finitely many points α ∈ C(K˜) have all their conjugates in U.
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Proof of Theorem 1.5, using Theorem 1.2. Since each Ev is algebraically capac-
itable, we have γ(E,X) = γ(E,X). Recall that a symmetric matrix Γ ∈ Mk(R) with
non-negative off-diagonal entries is called irreducible ([51], p.328) if the graph on the set
{1, . . . , k}, for which there is an edge between i and j iff Γi,j > 0, is connected. By ([51],
Lemma 5.1.7, p.328) if Γ is irreducible, then val(Γ) is positive, 0, or negative, according as
the largest eigenvalue of Γ is positive, 0, or negative.
By re-ordering the elements of X if necessary, we can bring Γ(E,X) to block-diagonal
form diag(Γ1, . . . ,Γr), where each Γi is irreducible. Note that Γ(E,X) is negative definite if
and only if each Γi is negative definite, and is negative semi-definite if and only if each Γi
is negative definite or negative semi-definite.
If Γ(E,X) is negative definite, then γ(E,X) > 1, and the result follows from Theorem
1.2. If each Γi is negative semi-definite, then by enlarging the set E0 within its quasi-
neighborhood Uv0 (keeping Ev0 stable under Autc(Cv0/Kv0), we can decrease all the diagonal
entries of Γ(E,X), while either decreasing or leaving unchanged each off-diagonal entry. This
makes Γ(E,X) negative definite, and we can again apply Theorem 1.2.
If some Γi has a positive eigenvalue, let X
′ be the subset of X consisting of all xℓ ∈ X
corresponding to blocks which have positive eigenvalues. Enlarge each Ev which is X-trivial
to a set E′v which is X′-trivial, and let E′ be corresponding adelic set. Since the action of
Aut(K˜/K) on X permutes the xℓ and hence the blocks Γi, the sets X
′ and E′ are galois
stable. By ([51], Lemma 5.1.7 and Theorem 5.1.6, p.328), val(Γ(E′,X′)) > 0 and hence
γ(E′,X′) < 1. The result now follows from Fekete’s theorem applied to E′ and X′ ([51],
Theorem 6.3.1, p.414). 
We now prepare for the proofs of Theorems 1.6 and 1.7. In the following, we assume
familiarity with Berkovich analytic spaces (see [10]) and Thuillier’s potential theory on
Berkovich curves ([64]). For nonarchimedean places v, Thuillier established the compati-
bility of capacities for sets in Canv , defined by him in ([64]), with capacities for sets in Cv(Cv),
as defined by Rumely in ([51]) and used in this work (see ([64], Appendix 5.1)). However,
he did not explicitly state the compatibility of Green’s functions. Before proving Theorems
1.6 and 1.7, we establish this.
Recall that for each compact, nonpolar subset Ev ⊂ Canv and each ζ ∈ Canv \Ev, Thuillier
([64], The´ore`me 3.6.15) has constructed a Green’s function gζ,Ev(z) which is non-negative,
vanishes on Ev except possibly on a set of capacity 0, is subharmonic in Canv , harmonic in
Canv \(Ev ∪ {ζ}), and satisfies the distributional equation ddcgζ,Ev = µ − δζ where µ is a
probability measure supported on K. We write G(z, ζ;Ev)
an for gζ,Ev(z), regarding it as a
function of two variables.
By abuse of language, we write Canv for the topological space underlying the ringed space
Canv . Following Thuillier, let I(Canv ) := Canv \Cv(Cv) be the set of non-classical points of Canv .
Our first proposition shows that Berkovich Green’s functions have properties analogous to
those of classical Green’s functions.
Proposition 4.3. Let K be a global field, and let C/K be a smooth, connected, projective
curve. Let v be a nonarchimedean place of K, and let Canv be the Berkovich analytification
of Cv ×Kv Spec(Cv). Let Ev ( Canv be a proper compact, nonpolar subset of Canv . Then
(A) For each ζ ∈ Cv(Cv)\Ev, if we fix a uniformizer gζ(z) at ζ, then the Robin constant
Vζ(Ev)
an = lim
z→ζ
z∈Canv
G(z, ζ;Ev)
an + log(|gζ(z)|v)
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is well defined and finite.
(B) For all x, y ∈ Canv \Ev with x 6= y,
G(x, y;Ev)
an = G(y, x;Ev)
an .
(C) Let Ev,1 ⊆ Ev,2 be nonpolar, proper compact subsets of Canv . Then for each y ∈
Canv \Ev,2, for all x ∈ Canv with x 6= y we have
G(x, y;Ev,1)
an ≥ G(x, y;Ev,2)an .
This also holds when y ∈ I(Canv )\Ev,2 and x = y. For each ζ ∈ Cv(Cv)\Ev,2,
Vζ(Ev,1)
an ≥ Vζ(Ev,2)an .
(D) Let K1 ⊇ K2 ⊇ · · · ⊇ Kn · · · ⊇ Ev be a descending sequence of compact sets with⋂∞
n=1Kn = Ev. Then for all x, y ∈ Canv \Ev such that x 6= y, or such that x = y ∈ I(Canv ),
(4.22) lim
n→∞G(x, y;Kn)
an = G(x, y;Ev)
an ,
and for each ζ ∈ Cv(Cv)\Ev,
(4.23) lim
n→∞Vζ(Kn)
an = Vζ(Ev)
an .
(E) Let K1 ⊆ K2 ⊆ · · · ⊆ Kn · · · ⊆ Ev be an ascending sequence of compact sets with⋃∞
n=1Kn = Ev. Then for all x, y ∈ Canv \Ev such that x 6= y, or such that x = y ∈ I(Canv ),
(4.24) lim
n→∞G(x, y;Kn)
an = G(x, y;Ev)
an ,
and for each ζ ∈ Cv(Cv)\Ev,
(4.25) lim
n→∞Vζ(Kn)
an = Vζ(Ev)
an .
(F ) For each σ ∈ Autc(Cv/Kv), and all x, y ∈ Canv \Ev with x 6= y,
G(σ(x), σ(y);σ(Ev ))
an = G(x, y;Ev)
an ,
and for each ζ ∈ Cv(Cv)\Ev, if the uniformizer gσ(ζ)(z) is taken to be σ(gζ)(z), then
Vσ(ζ)(σ(Ev))
an = Vζ(Ev)
an .
Proof. We first prove (A). When ζ ∈ Cv(Cv)\Ev, the existence and finiteness of
the limit defining Vζ(Ev)
an follows from the construction of gζ,Ev : see the proof of ([64],
The´ore`me 3.6.15), noting that if V is the Berkovich closure of a suitably small isometrically
parametrizable ball B(ζ, r) and y is its unique boundary point, the restriction of log(|gζ |v)
to V satisfies ddc log(|gζ |v) = δζ − δy and thus coincides, up to an additive constant, with
the function gζ,y(z) from ([64], Lemma 3.4.14).
We next establish the diagonal case in (D) and (E). Let {Kn}n≥1 be a sequence of
compact sets such that K1 ⊆ K2 ⊆ · · · ⊆ Kn · · · ⊆ Ev and
⋃∞
n=1Kn = Ev, or K1 ⊇ K2 ⊇
· · · ⊇ Kn · · · ⊇ Ev and
⋂∞
n=1Kn = Ev.
First suppose x = y ∈ I(Canv )\Ev , and put Ω = Canv \{y}. For each compact nonpolar
K ⊂ Ω, let C(K,Ω) be the capacity defined in ([64], §3.6). The construction in ([64],
The´ore`me 3.6.15) shows that gy,Ev (y) = C(Ev,Ω)
−1 and gy,Kn(y) = C(Kn,Ω)−1 for all n.
By([64], Proposition 3.6.8, parts (ii) and (iv)), we have
(4.26) C(Ev,Ω) = lim
n→∞C(Kn,Ω) ,
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so (4.22) and (4.24) hold when x = y ∈ I(Canv ).
A word is in order concerning the proof of ([64], Proposition 3.6.8). For an arbitrary
subset A ⊂ Ω, Thuillier defines
C∗(A,Ω) = sup
compact K ⊆ A
C(K,Ω) ,
then shows that C∗(·,Ω) is a Choquet capacity on subsets of Ω. Recall that this means
C∗(·,Ω) is an increasing set function, valued in R≥0 with C(Ω, φ) = 0, such that
(1) For each increasing sequenceA1 ⊆ A2 ⊆ · · · of arbitrary sets in Ω, if A =
⋃∞
n=1An
then C∗(Ω, A) = limn→∞C∗(Ω, An).
(2) For each decreasing sequence of open sets U1 ⊇ U2 ⊇ · · · in Ω, if A =
⋂∞
n=1Un
then C∗(Ω, A) = limn→∞C∗(Ω, Un).
In ([64], Proposition 3.6.8(ii)) Thuillier shows that for a compact subset K ⊂ Ω, one has
C(K,Ω) = C∗(K,Ω), and he deduces (4.26) for descending sequences of compact sets from
this. His proof uses that K =
⋂∞
n=1Un for a decreasing sequence of strict open affinoids
U1 ⊇ U2 ⊇ · · · ⊇ K (see the first line on ([64], p.112)). For a compact set on a Berkovich
curve over an arbitrary complete valued field k this is not does not always hold (for example,
if k has an uncountable residue field, take K to consist of a single type II point) but it does
hold when k = Cv. This is because Cv has a countable dense set, hence so do Cv(Cv) and
Canv . Consequently if K ⊆ Canv is compact, then Canv \K has countably many components.
By ([64], Proposition 2.2.3), each component can be exhausted by an increasing sequence of
strict closed affinoids. Using a diagonalization argument, one sees that K is the intersection
of a decreasing sequence of strict open affinoids.
Next suppose ζ ∈ C(Cv)\Ev. Let t be a tangent vector at ζ, and let Capy,t(K) = ‖t‖cK
be the function defined in ([64], Corollary 3.6.19). By ([64], The´ore`me 3.6.20), Capy,t(K)
induces a Choquet capacity on subsets of Canv \{y}. Thus if K1 ⊆ K2 ⊆ · · · ⊆ Kn · · · ⊆ Ev
and
⋃∞
n=1Kn = Ev, or K1 ⊇ K2 ⊇ · · · ⊇ Kn · · · ⊇ Ev and
⋂∞
n=1Kn = Ev, then
(4.27) lim
n→∞Capy,t(Kn) = Capy,t(Ev) .
Now fix a uniformizing parameter gζ(z), and choose t so that 〈t, gζ〉 = 1. By the discussion
on ([64], p.175), for each nonpolar compact K ⊂ Canv \Ev,
Vζ(K)
an = − log(Capy,t(K)) .
This yields (4.23) and (4.25).
We next prove a special case of (D). Suppose K1 ⊇ K2 ⊇ · · · ⊇ Kn · · · ⊇ Ev is a
descending sequence of compact sets with
⋂∞
n=1Kn = Ev, and that in addition ∂Kn ⊂
I(Canv ) for each n. Fix x, y ∈ Canv \Ev with x 6= y. After omitting finitely many Kn from the
sequence, we can assume that x, y /∈ K1.
If x and y belong to distinct components of Canv \Ev, they belong to distinct components
of Canv \Kn for all n, so G(x, y;Kn)an = G(x, y;Ev) = 0 for all n, and the result is trivial.
Assume they belong to the same component U of Canv \Ev. For all sufficiently large n, they
belong to the same component Un of Canv \Kn, and without loss we can assume they belong
to Un for all n. For each n, put
(4.28) hn(z) = G(z, y;Ev)
an −G(z, y;Kn)an ,
taking hn(y) = limz→yG(z, y;Ev)an −G(z, y;Kn)an = Vy(Ev)an − Vy(Kn)an if y ∈ Cv(Cv).
Then hn(z) is harmonic on Un in the sense of ([64], §2.3). Note that ∂Un ⊂ ∂Kn ⊂ I(Canv ).
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By ([64], Propositions 3.1.19 and 3.1.20), G(z, y;Kn) is continuous at each point of ∂Un
and vanishes on ∂Un, so for each p ∈ ∂Un
lim inf
z→p
z∈Un
hn(z) ≥ 0 .
Hence the maximum principle for harmonic functions ([64], Proposition 3.1.1) shows that
hn(z) ≥ 0 for all z ∈ Un, and in particular for all z ∈ U1. Similarly, we see that h1(z) ≥
h2(z) ≥ · · · ≥ 0 for all z ∈ U1.
To conclude the argument, we apply Harnack’s Principle ([64], Proposition 3.1.2) to the
functions hn(z) on U1. By the diagonal case of (D) shown above, we have limn→∞ hn(y) = 0.
It follows from Harnack’s Principle that the hn(z) converge uniformly to 0 on compact
subsets of U1, and consequently
(4.29) lim
n→∞G(x, y;Kn)
an = G(x, y;Ev)
an .
We can now prove (B), the symmetry of G(x, y;Ev). Fix x, y ∈ Canv \Ev with x 6=
y. If x and y belong to distinct components of Canv \Ev then trivially G(x, y;Ev)an =
0 = G(y, x;Ev)
an, so we can assume they belong to the same component U . Put EUv =
Canv \U . The characterization of Green’s functions in ([64], The´ore`me 3.6.15) shows that
G(z, y;EUv )
an = G(z, y;Ev)
an for all z ∈ U ; in particular G(x, y;EUv )an = G(x, y;Ev)an.
By ([64], Proposition 2.2.23), there is an exhaustion of U by an increasing sequence
of strict open affinoids domains V1 ⊂ V2 ⊂ · · · ⊂ U with ∂Vn ⊂ Vn+1 for each n; without
loss, we can assume that x, y ∈ V1. By the definition of an affinoid, ∂Vn ⊂ I(Canv ) for
each n. Let gVny (z) be the Green’s function of the domain Vn defined in ([64], Proposition
3.3.7(ii)). Then gVny (z) is smooth, vanishes on ∂Vn, and satisfies the distributional equation
ddcgVny = µ
Vn
y −δy where µVny is a probability measure supported on ∂Vn. Put Kn = Canv \Vn.
Again by the characterization of Green’s functions in ([64], The´ore`me 3.6.15), for all z ∈ Vn
we have G(z, y;Kn)
an = gVny (z).
Here K1 ⊃ K2 ⊃ · · · ⊃ EUv is a descending sequence of compact sets with
⋂∞
n=1Kn =
EUv , and ∂Kn = ∂Vn ⊂ I(Canv ) for each n. By the special case of (E) shown above, we have
(4.30) lim
n→∞G(x, y;Kn)
an = G(x, y;EUv )
an = G(x, y;Ev)
an .
A similar formula holds with x and y interchanged. By ([64], Corollary 3.3.9(i)), for each n
we have gVnx (y) = g
Vn
y (x). Combining these facts shows that G(x, y;Ev)
an = G(y, x;Ev)
an.
Part (C), the monotonicity of G(x, y,Ev)
an, follows by a related argument. Let Ev,1 ⊆
Ev,2 be nonpolar, proper compact sets of Canv . Fix x, y ∈ Canv with x 6= y and y ∈ Canv \Ev,2,
and let U be the component of Canv \Ev,2 containing y.
First suppose x ∈ U . Putting EUv,2 = Canv \Ev,2, let K1 ⊇ K2 ⊇ · · · ⊇ EUv,2 be a
descending sequence of compact sets with
⋂∞
n=1Kn = E
U
v,2 and ∂Kn = ∂Vn ⊂ I(Canv ) for
each n. By (4.30) we have
lim
n→∞G(x, y;Kn)
an = G(x, y;Ev,2)
an .
On the other hand, the same argument that gave (4.28) shows that
G(x, y;Ev,1) ≥ G(x, y;Kn)an
for each n. Thus G(x, y;Ev,1)
an ≥ G(x, y;Ev,2)an.
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Now suppose x /∈ U . By the characterization of Green’s functions in ([64], The´ore`me
3.6.15) we have G(z, y;Ev)
an = G(z, y; ∂U)an for all z. First assume x /∈ ∂U . Then x and y
belong to distinct components of Canv \∂U , and trivially G(x, y;Ev,1)an ≥ 0 = G(x, y; ∂U) =
G(x, y;Ev,2)
an. Last, assume x ∈ ∂U . Since G(z, y;Ev,1) and G(z, y;Ev,2) are subharmonic,
necessarily they are upper semi-continuous (see [64], De´finition 3.1.5). By what has been
shown above,
G(x, y;Ev,2) ≥ limz→x
z∈U
G(z, y;Ev,2) ≥ limz→x
z∈U
G(z, y;Ev,1) = G(x, y;Ev,1) .
This establishes the desired inequality in all cases.
Finally, consider the Robin constants. If ζ ∈ Canv \Ev,2, it follows that
Vζ(Ev,1)
an = lim
z→ζ
G(x, ζ;Ev,1)
an + log(|gζ(z)|v)
≥ lim
z→ζ
G(x, ζ;Ev,2)
an + log(|gζ(z)|v) = Vζ(Ev,2)an .
We can now prove (D) in full generality. Since we have already established the diagonal
case, we only consider the non-diagonal case. Let {Kn}n≥1 be a sequence of compact sets
with K1 ⊇ K2 ⊇ · · · ⊇ Kn · · · ⊇ Ev such that
⋂∞
n=1Kn = Ev, and fix x, y ∈ Canv \Ev with
x 6= y. For all sufficiently large n we have x, y /∈ Kn, so after omitting finitely many Kn we
can assume without loss that x, y /∈ K1.
Let U be the component of Canv \Ev containing y. If x /∈ U , then x and y belong to
distinct components of Kn for all n, so G(x, y;Kn) = 0 = G(x, y;Ev) for all n, and (4.22) is
trivial. Suppose x ∈ U . After omitting finitely manyKn, we can assume that x and y belong
to the same component U1 of Canv \K1. For each n, put hn(z) = G(z, y;Ev) − G(z, y;Kn),
taking hn(y) = Vy(Kn)− Vy(Ev) if y ∈ Cv(Cv). Then hn(z) is harmonic in U1, and by part
(C), it is non-negative. By the diagonal case of (D) shown above, we have limn→∞ hn(y) = 0.
Hence Harnack’s Principle ([64], Proposition 3.1.2) gives that as n → ∞, then hn(z) → 0
uniformly on compact subsets of U1. In particular
lim
n→∞G(x, y;Kn)
an = G(x, y;Ev)
an .
The nondiagonal case of (E) follows by a similar argument, but uses the topology of
Canv in a stronger way. Let {Kn}n≥1 be a sequence of compact sets with K1 ⊆ K2 ⊆ · · · ⊆
Kn · · · ⊆ Ev such that
⋃∞
n=1Kn = Ev, and fix x, y ∈ Canv \Ev with x 6= y.
Let Γx,y be the union of all paths connecting x and y in Canv . Recall that there is a finite
subgraph S of Canv , called its skeleton, such that there is retraction τ : Canv → S (see ([64],
The´ore`me 2.210)). Each component of Canv \S is a tree. It follows that Γx,y is a graph with
finitely many edges.
If x and y belong to distinct components of Canv \Ev, they belong to distinct components
of Γx,y\Ev. Since Γx,y has finite connectivity, there is a finite subset P ⊂ Ev ∩ Γx,y which
disconnects x from y. For all sufficiently large n we have P ⊂ Kn, and for such n it follows
that G(x, y;Kn) = 0 = G(x, y;Ev), so (4.24) is trivial.
Suppose x and y belong to the same component U of Canv \Ev. For each n, put hn(z) =
G(z, y;Kn) − G(z, y;Ev), taking hn(y) = Vy(Ev) − Vy(Kn) if y ∈ Cv(Cv). Then hn(z) is
harmonic in U , and by part (C), it is non-negative. By the diagonal case of (E) shown
above, we have limn→∞ hn(y) = 0. Hence Harnack’s Principle gives that as n → ∞, then
hn(z)→ 0 uniformly on compact subsets of U , and again we conclude that
lim
n→∞G(x, y;Kn)
an = G(x, y;Ev)
an .
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Part (F), the functoriality of G(x, y;Ev)
an and Vζ(Ev)
an under Autc(Cv/Kv), is imme-
diate from the definition of the action of σ ∈ Autc(Cv/Kv) on Canv through its action on Cv,
and the characterization of gy,Ev(z) in ([64], The´ore`me 3.6.15). 
The following proposition establishes the compatibility of our Green’s functions and
Berkovich Green’s functions. Note that in ([64], The´ore`me 5.1.2), Thuillier has already
established the compatibility of our capacities with his. Throughout ([64]) Thuillier uses
the natural logarithm log(x), while in v-adic constructions we use the logarithm logv(x) to
the base qv in order to have logv(|z|v) ∈ Q for z ∈ C×v . This gives rise to a factor of log(qv)
in comparing our Green’s functions and his.
Proposition 4.4 (Compatibility of Green’s Functions). Let K be a global field, and let
C/K be a smooth, connected, projective curve. Let v be a nonarchimedean place of K, and
let Canv be the Berkovich analytification of Cv ×Kv Spec(Cv).
Suppose Ev ( Cv(Cv) is an algebraically capacitable set with positive capacity, and Ev
is its closure in Canv . Then Ev is a proper compact, nonpolar subset of Canv , and for all
z, ζ ∈ Cv(Cv)\Ev,
G(z, ζ;Ev)
an = G(z, ζ;Ev) log(qv) , Vζ(Ev)
an = Vζ(Ev) log(qv) .
Proof. We begin by considering two special cases: compact sets and PLζ-domains.
First, let Ev ⊂ Cv(Cv) be a compact set with positive capacity. Since Ev is compact and
the restriction of the topology on Canv to Cv(Cv) is the usual v-adic topology, Ev coincides
with its Berkovich closure Ev. Fix a point ζ ∈ Cv(Cv)\Ev and a uniformizing parameter
gζ(z), and let [z, w]ζ be the canonical distance normalized so that limz→ζ [z, w]ζ · |gζ(z)|v = 1
for each w 6= ζ (see §3.5). By definition, our Robin constant is
Vζ(Ev) = inf
ν
∫∫
− logv([x, y]ζ) dν(x)dν(y)
and our capacity is
γζ(Ev) = q
−Vζ(Ev)
v .
Let µζ be the equilibrium distribution of Ev with respect to ζ: the unique probability mea-
sure on Ev which minimizes the energy integral Iζ(ν) = infν
∫∫ − logv([x, y]ζ) dν(x)dν(y)
(see §3.8). Then the potential function
uEv(z, ζ) =
∫
− logv([z, w]ζ ) dµζ(w)
satisfies uEv(z, ζ) ≤ Vζ(Ev) for all z ∈ Cv(Cv)\{ζ}, takes the value Vζ(Ev) on Ev\ev where
ev is an F -sigma set of inner capacity 0, and has uEv(z, ζ) < Vζ(Ev) for all z ∈ Cv(Cv)\Ev .
In (3.35) we have defined
G(z, ζ;Ev) = Vζ(z) − uEv(z, ζ) = Vζ(Ev) +
∫
logv([z, w]ζ ) dµζ(w) .
In ([64], The´ore`me 5.1.5), Thuillier shows there is a unique extension of the canonical
distance to a function on (Canv \{ζ})×(Canv \{ζ}), which we will denote [z, w]anζ . The function
[z, w]anζ is continuous, symmetric, and satisfies dd
c log([z, w]anζ ) = δw − δζ for each w 6= ζ.
Noting that log(x) = logv(x) log(qv), define
ganµζ (z) = Vζ(Ev) log(qv) +
∫
log([z, w]anζ ) dµζ(w)
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for z ∈ Canv \{ζ}. By arguments like those in ([64],Proposition 3.4.16), ganµζ (z) is subharmonic
on Canv \{ζ}, harmonic on Canv \(Ev ∪ {ζ}), and satisfies ddcganµζ = µζ − δζ . Clearly ganµζ (z) =
G(z, ζ;Ev) log(qv) for z ∈ Cv(Cv)\{ζ}. In particular, it vanishes on Ev = Ev except possibly
on the set ev . By ([64], The´ore`me 3.6.11 and The´ore`me 5.1.2), the set ev is polar. The
characterization of Green’s functions in ([64], The´ore`me 3.6.15), shows that G(z, ζ;Ev)
an =
gζ,Ev(z) = g
an
µζ
(z). Thus for all z ∈ Cv(Cv)\{ζ},
G(z, ζ;Ev)
an = G(z, ζ;Ev) log(qv) .
It follows that Vζ(Ev)
an = Vζ(Ev) log(qv).
Next, let Ev ( Cv(Cv) be a PLζ-domain in the sense of ([51], Definition 4.2.6): there is a
nonconstant f(z) ∈ Cv(C) having poles only at ζ, such that Ev = {z ∈ Cv(Cv) : |f(z)|v ≤ 1}.
Given a function f(z) defining Ev as a PLζ-domain,
G(z, ζ;Ev) =
{ 1
deg (f) logv(|f(z)|v) if z ∈ Cv(C)\Ev ,
0 if z ∈ Ev ,
where logv(x) is the logarithm to the base qv; by ([51], Proposition 4.4.1), G(z, ζ;Ev) is
independent of the choice of f . The closure of Ev in Canv is Ev = {z ∈ Canv : |f(z)|v ≤ 1}
and by the discussion on ([64], p.175)
G(z, ζ;Ev)
an =
{ 1
deg (f) log(|f(z)|v) if z ∈ Canv \Ev ,
0 if z ∈ Ev ,
where log(x) = ln(x). It follows that for all z ∈ Cv(Cv)\{ζ}
(4.31) G(z, ζ;Ev)
an = G(z, ζ;Ev) log(qv) .
and that
(4.32) Vζ(Ev)
an = Vζ(Ev) log(qv) ,
We can now deal with the general case. Let Ev ( Cv(Cv) be an algebraically capacitable
set with positive capacity, and let Ev be its closure in Canv . Note that Ev is closed in Cv(Cv)
by ([51], Proposition 4.3.15). Since the topology on Canv restricts to v-adic topology on
Cv(Cv), this implies that Ev ∩ Cv(Cv) = Ev. In particular, Ev is a proper subset of Canv .
It is clearly compact, and it is nonpolar since Ev contains compact subsets of Cv(Cv) with
positive capacity.
Fix ζ ∈ Cv(Cv)\Ev. By ([51], Definition 4.3.2) we have
inf
compact K ⊆ Ev
Vζ(K) = Vζ(Ev) , sup
PLζ -domains U ⊇ Ev
Vζ(U) = Vζ(Ev) .
Since the union of finitely compact sets is compact, and the intersection of finitely many
PLζ-domains is a PLζ-domain (see ([51], Corollary 4.2.13)), there are an ascending sequence
of compact sets K1 ⊆ K2 ⊆ · · · ⊆ Ev with
(4.33) lim
n→∞Vζ(Kn) = Vζ(Ev) ,
and a descending sequence of PLζ-domains U1 ⊇ U2 ⊇ · · · ⊇ Ev with
(4.34) lim
n→∞Vζ(Un) = Vζ(Ev) .
By ([51], Lemma 4.4.7 and Definition 4.4.12), for each z ∈ Cv(Cv)\(Ev ∪ {ζ}) we have
(4.35) lim
n→∞G(z, ζ;Kn) = G(z, ζ;Ev) , limn→∞G(z, ζ;Un) = G(z, ζ;Ev) .
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By the compatibility of Green’s functions for compact sets and PLζ-domains shown
above, if Kn and Un are the closures of Kn and Un in Canv respectively, then for all z ∈
Cv(Cv)\{ζ} and all n,
(4.36) G(z, ζ;Kn)
an = G(z, ζ;Kn) log(qv) , G(z, ζ;Un)
an = G(z, ζ;Un) log(qv) .
Clearly
K1 ⊆ K2 ⊆ · · · ⊆ Ev ⊆ · · · ⊆ U2 ⊆ U1 ,
so by the monotonicity of Green’s functions proved in Proposition 4.3(C), for all z ∈ Canv \{ζ}
G(z, ζ;K1)
an ≥ G(z, ζ;K2)an ≥ · · ·
≥ G(z, ζ;Ev)an ≥ · · · ≥ G(z, ζ;U2)an ≥ G(z, ζ;U1)an .(4.37)
Combining (4.35), (4.36) and (4.37) shows that for each z ∈ Cv(Cv)\(Ev ∪ {ζ}) we have
G(z, ζ;Ev)
an = G(z, ζ;Ev) log(qv) .
In a similar way, from (4.33), (4.34), the compatibility of Robin constants for compact sets
and PLζ domains, and the monotonicity of Robin constants proved in Proposition 4.3(C),
we see that
Vζ(Ev)
an = Vζ(Ev) log(qv) .

We can now prove Theorems 1.6 and 1.7.
Theorem 1.6. (Berkovich FSZ with LRC, producing points in E)
Let K be a global field, and let C/K be a smooth, geometrically integral, projective
curve. Let X = {x1, . . . , xm} ⊂ C(K˜) be a finite set of points stable under Aut(K˜/K),
and let E =
∏
v Ev ⊂
∏
v Canv be a K-rational Berkovich adelic set compatible with X. Let
S ⊂MK be a finite set of places v, containing all archimedean v, such that Ev is X-trivial
for each v /∈ S.
Assume that γ(E,X) > 1. Assume also that Ev has the following form, for each v ∈ S:
(A) If v is archimedean and Kv ∼= C, then Ev is compact, and is a finite union of sets
Ev,ℓ, each of which is the closure of its Cv(C)-interior and has a piecewise smooth boundary;
(B) If v is archimedean and Kv ∼= R, then Ev is compact, stable under complex conju-
gation, and is a finite union of sets Ev,ℓ, where each Ev,ℓ is either
(1) the closure of its Cv(C)-interior and has a piecewise smooth boundary, or
(2) is a compact, connected subset of Cv(R);
(C) If v is nonarchimedean, then Ev is compact, stable under Autc(Cv/Kv), and is a
finite union of sets Ev,ℓ, where each Ev,ℓ is either
(1) a strict closed Berkovich affinoid, or
(2) is a compact subset of Cv(C) and has the form Cv(Fwℓ)∩B(aℓ, rℓ) for some finite
separable extension Fwℓ/Kv in Cv, and some ball B(aℓ, rℓ).
Then there are infinitely many points α ∈ C(K˜sep) such that for each v ∈ MK , the
Aut(K˜/K)-conjugates of α all belong to Ev.
Proof of Theorem 1.6, using Theorem 0.3. For each v ∈ MK , put E0v = Ev ∩
Cv(Cv). By the hypotheses of Theorem 1.6, E0v is algebraically capacitible and satisfies the
hypotheses of Theorem 0.3. Those hypotheses in turn show that the Berkovich closure of
E0v is Ev, so by Proposition 4.4 for all xi 6= xj ∈ X we have
G(xi, xj;E
0
v ) = G(xi, xj ;Ev)
an , Vxi(E
0
v ) = Vxi(Ev)
an .
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Put E0 =
∏
v E
0
v . Then E
0 is a K-rational adelic set compatible with X and has
γ(E0,X) > 1. By Theorem 1.6 there are infinitely many points α ∈ C(K˜sep) such that for
each v ∈ MK , the Aut(K˜/K)-conjugates of α all belong to Ev, hence Ev. 
Theorem 1.7. (Berkovich Fekete/FSZ with LRC for Quasi-neighborhoods). Let K be a
global field, and let C/K be a smooth, connected, projective curve. Let X = {x1, . . . , xm} ⊂
C(K˜) be a finite set of points stable under Aut(K˜/K), and let E =∏v Ev ⊂∏v Canv be a com-
pact Berkovich adelic set compatible with X, such that each Ev is stable under Autc(Cv/Kv).
(A) If γ(E,X)an < 1, there is a K-rational Berkovich neighborhood U =
∏
vUv of E
such that there are only finitely many points of C(K˜) whose Aut(K˜/K)-conjugates are all
contained in Uv, for each v ∈ MK .
(B) If γ(E,X)an > 1, then for any K-rational separable Berkovich quasi-neighborhood
U of E, there are infinitely many points α ∈ C(K˜sep) such that for each v ∈ MK , the
Aut(K˜/K)-conjugates of α all belong to Uv.
Proof of Theorem 1.7, using Theorem 1.2.
We first prove (A). Suppose γ(E,X)an < 1. We begin by enlarging E =
∏
v Ev to a set
F =
∏
v Fv with γ(F,X) < 1, such that Fv is a strict closed affinoid for each nonarchimedean
v. Let ε > 0 be small enough that if Γ ∈Mn(R) is a symmetric n× n matrix whose entries
differ from those of Γ(E,X)an by at most ε, then val(Γ) > 1. Fix a nonempty finite set of
places S of K containing all archimedean places and all nonarchimedean places where Ev is
not X-trivial, and choose a set of numbers {εv}v∈S with εv > 0 for each v and
∑
v∈S εv = ε.
If v is archimedean, put Fv = Ev; likewise if v /∈ S, so Ev is X-trivial, put Fv = Ev.
Suppose v ∈ S is nonarchimedean. By hypothesis Ev is compact, nonpolar, and stable under
Autc(Cv/Kv). As noted in the proof of Proposition 4.3, the fact that Cv has a countable
dense set means there is a descending sequence of strict closed affinoidsK1 ⊇ K2 ⊇ · · · ⊇ Ev
with
⋂∞
n=1Kn = Ev. By Proposition 4.3(D), if n is large enough, then for all xi, xj ∈ X
with i 6= j we have
|G(xi, xj;Ev)an −G(xi, xj;Kn)an| < εv ,
and for each xi ∈ X
|Vxi(Ev)an − Vxi(Kn)an| < εv .
Fix such an n. Since K˜v is dense in Cv, the strict closed affinoid Kn can be defined by
equations in K˜v and has only finitely many distinct conjugates under Autc(Cv/Kv). Put
Fv =
⋂
σ∈Autc(Cv/Kv)
σ(Kn) .
Since the intersection of finitely many strict closed affinoids is again a strict closed affinoid,
Fv is a strict closed affinoid with Ev ⊆ Fv ⊆ Kn. By construction it is stable under
Autc(Cv/Kv). The monotonicity of Green’s functions in Proposition 4.3(C) shows that
|G(xi, xj ;Ev)an −G(xi, xj ;Fv)an| < εv ,
and for each xi ∈ X
|Vxi(Ev)an − Vxi(Fv)an| < εv .
We now reduce to the classical case. For each v, put F 0v = Fv ∩ Cv(Cv). Thus, if v ∈ S
is archimedean, then F 0v = Fv; if v ∈ S is nonarchimedean, then F 0v is an RL-domain
whose closure in Canv is Fv, and if v /∈ S then F 0v is X-trivial and again its closure in Canv
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is Fv. In particular, each F
0
v is algebraically capacitable and stable under Aut
c(Cv/Kv).
Set F0 =
∏
v F
0
v . By Proposition 4.4, the Green’s matrices Γ(F
0,X) and Γ(F,X)an coincide.
Our choice of ε and the εv shows that the entries of Γ(F
0,X) differ from those of Γ(F,X)an
by at most ε. Hence val(F0,X) > 1, and γ(F0,X) < 1.
By ([51], Theorem 6.2.1), there is a function f(z) ∈ K(C) with poles supported on X,
such that for each v ∈ S
F 0v ⊂ {z ∈ Cv(Cv) : |f(z)|v < 1} ,
and for each v /∈ S
F 0v ⊆ {z ∈ Cv(Cv) : |f(z)|v ≤ 1} .
For each v ∈ S, put Uv = {z ∈ Canv : |f(z)|v < 1}, and for each v /∈ S, let Uv = Fv ⊆ {z ∈
Canv : |f(z)|v ≤ 1} be the X-trivial set. Then U =
∏
vUv is a K-rational Berkovich adelic
neighborhood of E.
We claim that there are only finitely many points of C(K˜) whose Aut(K˜/K)-conjugates
belong to Uv for each v. Indeed, if α is such a point, then |NK(α)/K(f(α))|v < 1 for each
v ∈ S, and |NK(α)/K(f(α))|v ≤ 1 for all v, so∏
v
|NK(α)/K(f(α))|v < 1 .
By the Product Formula, we must have f(α) = 0. Since f has only finitely many zeros, the
conclusion follows.
We now turn to the proof of (B). We are given a compact Berkovich adelic set E =
∏
v Ev
with γ(E,X)an > 1 and a K-rational separable Berkovich quasi-neighborhood U =
∏
vUv
of E. In this case, we will reduce the result to Theorem 1.2 by first shinking E, then
enlarging it within U, and finally cutting back to classical points, obtaining a classical set
F0 =
∏
v F
0
v ⊂
∏
v Cv(Cv) with a K-rational separable quasi-neighborhood U0v =
∏
v U
0
v ⊂∏
v Cv(Cv) satisfying the conditions of Theorem 1.2.
Since γ(E,X)an > 1, we have val(Γ(E,X)an) < 1. Let ε > 0 be small enough that if
Γ ∈Mn(R) is a symmetric n× n matrix whose entries differ from those of Γ(E,X)an by at
most ε, then val(Γ) < 1. Again fix a nonempty finite set of places S of K containing all
archimedean places and all nonarchimedean places where Ev is not X-trivial, and choose a
set of numbers {εv}v∈S with εv > 0 for each v and
∑
v∈S εv = ε.
If v is archimedean, put F 0v = Ev, and let U
0
v = Uv ; if v /∈ S, so Ev is X-trivial,
put F 0v = U
0
v = Ev ∩ Cv(Cv), so F 0v and U0v are the classical X-trivial sets. For each
nonarchimedean v ∈ S, the separable Berkovich quasi-neighborhood Uv of Ev can be
written as
Uv = Uv,0 ∪
(
Uv,1 ∩ Cv(Fw,1)
) ∪ · · · ∪ (Uv,N ∩ ∩(Fw,N )) ,
where Uv,0 ⊂ Canv is a Berkovich open set, Uv,1, . . . , Uv,N ⊂ Cv(Cv) are classical open sets,
and Fw,1, . . . , Fw,N are separable algebraic extensions of Kv . By hypothesis, Uv is stable
under Autc(Cv/Kv), which means that Uv,0 is stable under Autc(Cv/Kv) as well. Put
Yv = Ev\Uv,0 ⊂ Cv(Cv) .
Since Yv is compact as a subset of Canv , it is compact as a subset of Cv(Cv).
For n = 1, 2, 3, choose a finite open cover of Yv by balls B(x1, 1/n)
−, . . . , B(xkn , 1/n)−
and let B(x1, 1/n)
−, . . . ,B(xkn , 1/n)− be the corresponding Berkovich open sets. Put
Kn =
(
Ev\(B(x1, 1/n)− ∪ . . . ∪B(xkn , 1/n)−
)
∪ Yv .
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(If Yv is empty, take Kn = Ev for each n.) Then K1 ⊆ K2 ⊆ · · · ⊆ Kn · · · ⊆ Ev is an
ascending sequence of compact sets with
⋃∞
n=1Kn = Ev, so by Proposition 4.3(E) there is
an n such that for all xi 6= xj ∈ X with i 6= j we have
(4.38) |G(xi, xj ;Ev)an −G(xi, xj ;Kn)an| < εv , |Vxi(Ev)an − Vxi(Kn)an| < εv .
Fix such an n and put
Xv = Kn\
(
Ev\
(
B(x1, 1/n)
− ∪ . . . ∪B(xkn , 1/n)−
))
.
Then Xv is compact, Xv ⊂ Uv,0, and Kn = Xv ∪ Yv.
Since strict closed affinoids are cofinal in the closed neighborhoods of a compact Berkovich
set, which in turn are cofinal in the open neighborhoods of the set, there is a strict closed
Berkovich affinoid Av with Xv ⊆ Av ⊂ Uv,0. As noted above, each strict closed Berkovich
affinoid has finitely many conjugates under Autc(Cv/Kv). Since the union of finitely many
strict closed Berkovich affinoids is either a strict closed Berkovich affinoid or is all of Canv
(see [64], Corollaire 2.1.17), after replacing Av with the union of its conjugates (which are
contained in Uv,0), we can assume that Av is stable under Autc(Cv/Kv). The intersection
Av = Av ∩ Cv(Cv) is a Kv-rational closed affinoid in the sense of rigid analysis. Since each
rigid analytic strict closed affinoid is an RL-domain (see ([26], Satz 2.2) and ([51], Corol-
lary 4.2.14), or Corollary C.5 of Appendix C below), there is a function f(z) ∈ Cv(Cv) such
that
Av = {z ∈ Cv(Cv) : |f(z)|v ≤ 1} , Av = {z ∈ Canv : |f(z)|v ≤ 1} .
Since K˜v is dense in Cv, we can assume that f(z) ∈ K˜v(Cv), and after replacing it with its
norm to Kv, that f(z) ∈ Kv(C). Put Fv = Av ∪Xv . Then Fv ⊂ Uv. Since Kn ⊆ Fv, the
monotonicity of Green’s functions in Proposition 4.3(C) shows that for all xi 6= xj ∈ X we
have
(4.39) G(xi, xj ;Kn)
an ≥ G(xi, xj ;Fv)an , Vxi(Kn)an ≥ Vxi(Fv)an .
Finally, put
F 0v = Av ∪Xv = Fv ∩ Cv(Cv) , U0v = Uv ∩ Cv(Cv) .
Then F 0v and U
0
v are stable under Autc(Cv/Kv), and F
0
v ⊂ U0v . Furthermore U0v =
(
Uv,0 ∩
Cv(Cv)
)∪ (Uv,1 ∩ Cv(Fw,1))∪ · · · ∪ (Uv,N ∩ Cv(Fw,N )) so U0v is a K-rational separable quasi-
neighborhood of F 0v . Since F
0
v is the union of an RL-domain and a compact set, its closure
in Canv is Fv. By ([51], Theorem 4.3.11) it is algebraically capacitable. By Proposition 4.4,
for all xi 6= xj ∈ X we have
(4.40) G(xi, xj ;F
0
v ) = G(xi, xj ;Fv)
an , Vxi(F
0
v ) = Vxi(Fv)
an .
Globalizing, take F0 =
∏
v F
0
v and U
0 =
∏
v U
0
v . Then F
0 is a K-rational adelic set in∏
v Cv(Cv), and U0 is a K-rational separable quasi-neighborhood of F0. Since γ(F,X)an > 1,
by (4.38), (4.39) and (4.40) we have γ(F0,X) > 1 as well. By Theorem 1.2, there are
infinitely many points α ∈ C(K˜sep) whose Aut(K˜/K)-conjugates belong to U0v (hence Uv)
for each v. 
CHAPTER 5
Initial Approximating Functions: Archimedean Case
Throughout this section v will be an archimedean place of K, so K is a number field
and Kv ∼= R or Kv ∼= C. Thus Cv(C) is a connected, compact Riemann surface. In
this section we will construct the archimedean initial approximating functions needed for
the proof of Theorem 4.2. When Kv ∼= R, the construction uses results about oscillating
pseudopolynomials proved in Appendix B.
In Theorem 4.2, we are given a compact, Kv-simple set Ev ⊂ Cv(C), of positive inner
capacity, which is disjoint from X. If Kv ∼= C, so Ev is C-simple, this means that Ev is a
finite union of pairwise disjoint compact sets Ev,i, each of which
(1) is simply connected, has a piecewise smooth boundary, and is the closure of its
interior.
If Kv ∼= R, so Ev is R-simple, then Ev is stable under complex conjugation and is a finite
union of pairwise disjoint compact sets Ev,i, where each Ev,i either
(1) is a closed subinterval of Cv(R) with positive length; or
(2) is disjoint from Cv(R) and is simply connected, has a piecewise smooth boundary,
and is the closure of its interior.
Since Ev is compact we can use the usual Green’s functions and Robin constant G(z, xi;Ev)
and Vxi(Ev), instead of the upper ones G(z, xi;Ev) and V xi(Ev).
If Kv ∼= C, let E0v be the interior of Ev; if Kv ∼= R, let E0v be the the union of the Cv(C)-
interiors of the components Ev,i disjoint from Cv(R), together with the Cv(R)-interiors of
the components Ev,i contained in Cv(R). We call E0v the “quasi-interior” of Ev.
Fix εv > 0. In constructing the approximating functions, we first c replace Ev with a
Kv-simple set E˜v ⊂ E0v such that for each xi 6= xj ∈ X
|Vxi(E˜v)− Vxi(Ev)| < εv , |G(xi, xj; E˜v)−G(xi, xj ;Ev)| < εv .
Substituting E˜v for Ev gives us “freedom of movement” in the constructions below. Next,
let Uv ⊂ Cv(C) be an open set such that Uv ∩Ev = E0v . After shrinking Uv if necessary, we
can assume it is bounded away from X, and that its connected components are in one to
one correspondence with those of Ev. If Kv ∼= R, we can assume it is stable under complex
conjugation as well.
Let ~s = (s1, . . . , sm) be a Kv-symmetric probability vector with rational coefficients.
By a Kv-rational (X, ~s)-function, we mean a function f(z) ∈ Kv(Cv), whose poles are
supported on X, such that if Ni is the order of the pole of f at xi and N = deg(f), then
1
N (N1, . . . , Nm) = ~s.
The initial approximating functions fv(z) will be Kv-rational (X, ~s)-functions having
several properties:
First, 1N logv(|fv(z)|v) will closely approximate
∑m
i=1 siG(z, xi; E˜v) outside Uv.
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Second, fv(z) will have all its zeros in E
0
v , and satisfy {z ∈ Cv(C) : |fv(z)|v ≤ 1} ⊂ Uv.
If Kv ∼= R, we also require that fv(z) have a property like that of Chebyshev polynomials,
oscillating between large positive and negative values on E0v ∩Cv(R). This means that when
f(z) is perturbed slightly, its zeros continue to belong to E0v .
Third, for global aspects of the proof of the Fekete-Szego¨ theorem, we need to be
able to independently vary the logarithmic leading coefficients—independent variability of
archimedean of fv(z) at the points in X. We define the logarithmic leading coefficient of
fv(z) at xi to be
Λxi(fv, ~s) = limz→xi
(
1
N
logv(|fv(z)|v) + si logv(|gxi(z)|v)
)
.
Similarly, we define
Λxi(E˜v, ~s) = limz→xi
( m∑
j=1
sjG(z, xj ; E˜v)
)
+ si logv(|gxi(z)|v)

= siVxi(E˜v) +
∑
j 6=i
sjG(xi, xj; E˜v) .
We will require that for pre-specified numbers β1, . . . , βm belonging to an interval [−δv, δv ]
depending only on E˜v and Uv,
Λxi(fv, ~s) = Λxi(E˜v, ~s) + βi .
Here the βi must be Kv-symmetric, but otherwise can be chosen arbitrarily. This “indepen-
dent variability of the logarithmic leading coefficients” is needed to deal with the problem
that the probability vector sˆ for which Γ(E,X)sˆ has equal entries (constructed in §3.10),
may not have rational entries.
1. The Approximation Theorems
There are two cases to consider in constructing the initial approximating functions:
when Kv ∼= C, and when Kv ∼= R. The case when Kv ∼= C follows from results [51]:
Theorem 5.1. Suppose Kv ∼= C. Let Ev ⊂ Cv(C) be a C-simple set which is disjoint
from X and has positive capacity, and let Uv = E
0
v be the Cv(C)-interior of Ev. Fix εv > 0.
Then there is a compact set E˜v ⊂ Uv composed of a finite union of analytic arcs, with
Cv(C)\E˜v connnected, which has the following properties:
(A) For each xi ∈ X
(5.1) |Vxi(E˜v)− Vxi(Ev)| < εv ,
and for all xi, xj ∈ X with xi 6= xj ,
(5.2) |G(xi, xj ; E˜v)−G(xi, xj ;Ev)| < εv .
(B) There is a δv > 0 such that for any probability vector ~s =
t(s1, . . . , sm) with rational
entries, and any ~β = t(β1, . . . , βm) ∈ [−δv , δv]m, there is an integer Nv ≥ 1 such that for
each positive integer N divisible by Nv, there exists an (X, ~s)-function fv(z) ∈ Kv(Cv) of
degree N , satisfying
(1) for each xi ∈ X,
(5.3) Λxi(fv, ~s) = Λxi(E˜v, ~s) + βi .
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(2) {z ∈ Cv(C) : |fv(z)|v ≤ 1} is contained in E0v ; in particular, all the zeros of fv(z)
belong to E0v .
Proof. We first construct the set E˜v. Since Ev is the closure of its interior, and its
boundary is a finite union of smooth arcs, each point of Ev is analytically accessible from
E0v . Hence Proposition 3.30 shows that G(z, xi;E
0
v ) = G(z, xi, Ev) for each xi. By the
monotonicity of Green’s functions, there is a compact set E∗v ⊂ E0v such that for all xi 6= xj
(5.4) |Vxi(E∗v )− Vxi(Ev)| < εv/2 , |G(xi, xj ;E∗v )−G(xi, xj;Ev)| < εv/2 .
The remainder of the construction is a combination of results from [51]. By ([51], Propo-
sition 3.3.2) there is a compact set E˜v ⊂ Uv which is a finite union of analytic arcs, with
Cv(C)\E˜v connected, such that for each xi.
(5.5) |Vxi(E˜v)− Vxi(E∗v )| < εv/2 , |G(xi, xj ; E˜v)−G(xi, xj ;E∗v )| < εv/2 .
The set E˜v is obtained by first covering E
∗
v with a finite collection of closed discs contained
in Uv, then taking the union of the boundaries of those discs, and finally cutting short
intervals out of each boundary arc to obtain a set such that Cv(C)\E˜v connected. From
(5.4) and (5.5) we obtain (5.1) and (5.2).
The existence of a number δv > 0, and for each rational probability vector ~s and each
~β ∈ (−δv, δv)m, the existence of an integer Nv ≥ 1 and an (X, ~s)-function fv,0(z) ∈ Kv(Cv)
of degree Nv, with the properties in the theorem, is proved in ([51], Theorem 3.3.7). After
shrinking δv, one can replace the conditions |βi| < δv in ([51], Theorem 3.3.7) with |βi| ≤ δv .
We remark that the independent variability of the logarithmic leading coefficients is based
on a convexity argument using that − log([z, w]ζ is is everywhere harmonic in z, apart from
logarithmic singularities when z = w or z = ζ (see [51], Lemma 3.3.9).
Note that properties (B1) and (B2) are preserved when fv,0(z) is raised to a power.
Given an arbitrary multiple N = kNv we can obtain the approximating function of degree
N by putting fv(z) = fv,0(z)
k. 
When Kv ∼= R, the approximation theorem we need is as follows. Note that if f(z) ∈
R(Cv), then f is real valued on Cv(R). Given a number M > 0, we say that f oscillates k
times between ±M on an interval I ⊂ Cv(R) if it varies k times from −M to M , or from M
to −M , on I. In particular, it has at least k zeros in I. Conversely, if it has exactly k zeros
in I and oscillates k times between ±M , then each of those zeros is simple.
Theorem 5.2. Suppose Kv ∼= R. Let Ev be a compact R-simple set which is disjoint
from X and has positive capacity, and let E0v be the quasi-interior of Ev. Fix a Cv(C)-open
set Uv such that Uv ∩Ev = E0v , and which is stable under complex conjugation and bounded
away from X. Take εv > 0.
Then there is a R-simple compact set E˜v ⊂ E0v such that Cv(C)\E˜v is connnected, which
has the following properties:
(A) For each xi ∈ X
(5.6) |Vxi(E˜v)− Vxi(Ev)| < εv ,
and for all xi, xj ∈ X with xi 6= xj ,
(5.7) |G(xi, xj ; E˜v)−G(xi, xj ;Ev)| < εv .
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(B) Given 0 < Rv < 1, there is a δv > 0 (depending on E˜v, Uv, εv, and Rv) such that
for each Kv-symmetric probability vector ~s =
t(s1, . . . , sm) with rational entries, and for
each Kv-symmetric ~β =
t(β1, . . . , βm) ∈ [−δv, δv ]m, there is an integer Nv ≥ 1 such that for
each positive integer N divisible by Nv, there is an (X, ~s)-function fv(z) ∈ Kv(Cv) of degree
N which satisfies
(1) For each xi ∈ X,
(5.8) Λxi(fv, ~s) = Λxi(E˜v, ~s) + βi .
(2) {z ∈ Cv(C) : |fv(z)| ≤ 1} ⊂ Uv .
(3) All the zeros of fv(z) belong to E
0
v , and if Ev,i is a component of Ev contained in
Cv(R) and fv(z) has Ni zeros in Ev,i, then fv(z) oscillates Ni times between ±RNv on Ev,i.
The proof of Theorem 5.2 will occupy the rest of this chapter. For notational convenience
we identify Kv with R, and write logv(x) = log(x).
2. Outline of the Proof of Theorem 5.2
In this section we sketch the ideas behind the proof of Theorem 5.2. In §5.3 we establish
an independence lemma, and in §5.4 we give the details of the proof.
If the R-simple set Ev =
⋃n
i=1Ev,i has no components in Cv(R), Theorem 5.2 follows
from results in ([51]). For the remainder of the discussion below, assume that some Ev,i
is contained in Cv(R). By standard potential-theoretic arguments, we can construct a Kv-
simple compact set E∗v ⊂ E0v such that for each xi 6= xj
|Vxi(E∗v )− Vxi(Ev)| < εv , |G(xi, xj;E∗v )−G(xi, xj ;Ev)| < εv .
In doing so, we can arrange that each of the intervals making up E∗v ∩ Cv(R) is “short”, in
a sense to be made precise later.
To assist in constructing (X, ~s)-functions with prescribed logarithmic leading coefficients,
we next adjoin a finite number of short intervals to E∗v , which can be ‘wiggled’ inside E0v .
We will show that there are finitely many points t1, . . . , td ⊂ (E0v ∩Cv(R))\E∗v and a number
h > 0, such that if E˜v,ℓ = [tℓ − h, tℓ + h] for ℓ = 1, . . . , d (the intervals are defined using
local coordinates at the points tℓ) then the set
E˜v := E
∗
v ∪ (
d⋃
ℓ=1
E˜v,ℓ)
meets the needs of the theorem, in particular satisfying |Vxi(E˜v) − Vxi(Ev)| < εv for each
xi, and |G(xi, xj ; E˜v)−G(xi, xj;Ev)| < εv for each xi 6= xj . The points t1, . . . , td must be
in “general position”, in a sense to be described in §5.3, and h must be small enough that
the intervals E˜v,ℓ are contained in (E
0
v ∩Cv(R))\X and are disjoint from E∗v and each other.
We next construct the functions fv(z). The first part of the construction is purely
potential-theoretic, and is carried out in Appendices A and B.
Let each [z, w]xi be normalized so limz→xi[z, w]xi · |gxi(z)|v = 1. As in (3.28), given a
probability vector ~s ∈ Pm, we define the (X, ~s)-canonical distance to be
[z, w]X,~s =
m∏
i=1
([z, w]xi)
si .
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There is a potential theory for the (X, ~s)-canonical distance similar to the one for the usual
canonical distance (see Section1 of Appendix A):
Let Hv ⊂ Cv(C)\X be any compact set with positive capacity. For each probability
measure ν supported on Hv, define the (X, ~s)-energy by
IX,~s(ν) =
∫∫
Hv×Hv
− log([z, w]X,~s) dν(z)dν(w)
and the (X, ~s)-Robin constant by
(5.9) VX,~s(Hv) = inf
ν
IX,~s(ν) .
By Theorem A.2, there is a unique probability measure µX,~s which achieves the infimum
in (5.9); it will be called the (X, ~s)-equilibrium measure of Hv. By the same theorem, the
(X, ~s)-potential function
uX,~s(z) =
∫
Hv
− log([z, w]X,~s) dµX,~s(w)
satisfies uX,~s(z) ≤ VX,~s(Hv) for all z, with uX,~s(z) = VX,~s(Hv) on Hv.
By Proposition A.5, the (X, ~s)-Green’s function GX,~s(z;Hv) := VX,~s(Hv)− uX,~s(z) can
be decomposed as
(5.10) GX,~s(z;Hv) =
m∑
i=1
siG(z, xi;Hv)
and the (X, ~s)-equilibrium measure of Hv is given by
µX,~s =
m∑
i=1
siµxi
where µxi is the equilibrium measure of Hv with respect to xi.
Recall that an (X, ~s)-function f(z) ∈ Kv(Cv) of degree N is a function with polar divisor∑m
i=1Nsi(xi). If the zeros of f(z) are α1, . . . , αN (listed with multiplicities), then an easy
symmetrization argument shows there is a constant C such that
(5.11) |f(z)|v = C ·
N∏
k=1
[z, αk]X,~s
for all z ∈ Cv(C)\X: let ξ1, . . . , ξN be the points x1, . . . , xm listed according to their multi-
plicities in div(f). For each permutation π of {1, . . . , N}, by (3.25) there is a constant such
that |f(z)|v = C(π) ·
∏N
k=1[z, αk]ξπ(k) . Taking the product over all π, and then extracting
(N !)th roots, gives (5.11).
This motivates the definition of an (X, ~s)-pseudopolynomial (usually we will just say
pseudopolynomial). Given a constant C and points α1, . . . , αN ∈ Cv(C)\X, the associated
pseudopolynomial is the non-negative real valued function
P (z) = P~α(z) = C ·
N∏
k=1
[z, αk]X,~s .
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We write N = deg(P ). We call the αk the roots of P , we call div(P ) :=
∑N
i=1(αi) −∑m
i=1Nsi(xi) the divisor of P , and we call
ν(z) = νP (z) :=
1
N
N∑
k=1
δαk(z)
the probability measure associated to P . Note that P~α(z) makes sense even when the αk are
not the zeros of an (X, ~s)-function f(z), but it agrees with |f(z)|v (up to a multiplicative
constant) when such a function exists. Furthermore, P~α(z) varies continuously with its
roots. This allows us to investigate absolute values of (X, ~s)-functions with prescribed
zeros, without worrying about principality of the divisors.
For each xi ∈ X, we define the logarithmic leading coefficient of P (z) at xi to be
(5.12) Λxi(P,~s) = limz→xi
1
N
log(P (z)) + si log(|gxi(z)|v) .
We now apply this to the R-simple set Hv = E˜v. A detailed study of pseudopolynomials
is carried out in Appendix B. There it is shown that if the components of E˜v contained
in Cv(R) are sufficiently short (the precise meaning of “short” is given in Definition B.15,
in terms of the canonical distance functions [z, w]xi relative to the xi ∈ X), then by
potential-theoretic methods one can show the existence of pseudopolynomials which behave
like absolute values of classical Chebyshev polynomials, and have large oscillations on E˜v.
LetD > d be the number of components of E˜v, and label those in E
∗
v as E˜v,d+1, . . . , E˜v,D,
so that E˜v =
⋃D
ℓ=1 E˜v,ℓ. For each ℓ = 1, . . . ,D, put σℓ = µX,~s(E˜v,ℓ), and put ~σ =
(σ1, . . . , σD). The following is a specialization of Theorem B.18 of Appendix B, formu-
lated using the notation of this section. We write z for the complex conjugate of z.
Theorem 5.3. Suppose Kv ∼= R. Assume that X is stable under complex conjugation,
and that E˜v ⊂ Cv(C)\X is Kv-simple, with components E˜v,1, . . . , E˜v,D. Assume also that
each component E˜v,ℓ contained in Cv(R) is a “short interval” relative to X in the sense of
Definition B.15.
Fix a Kv-symmetric probability vector ~s ∈ Pm. For each ℓ = 1, . . . ,D put σℓ =
µX,~s(E˜v,ℓ) and let ~σ = (σ1, . . . , σD). Given a Kv-symmetric vector ~n ∈ ND write N =
N~n =
∑
ℓ nℓ. Then there are a collection of (X, ~s)-pseudopolynomials{
Q~n(z)
}
~n∈ND ,
and numbers 0 < R~n ≤ 1, with the following properties:
(A) For each ~n, Q~n satisfies ‖Q~n‖E˜v = 1, with Q~n(z) = Q~n(z) for all z ∈ Cv(C). The
roots of Q~n all belong to E˜v, with nℓ roots in each E˜v,ℓ. For each E˜v,ℓ which is a short
interval the roots of Q~n in E˜v,ℓ are distinct, and Q~n varies nℓ times from R
N
~n to 0 to R
N
~n
on E˜v,ℓ.
(B) Let {~nk}k∈N be a sequence with N~nk →∞ and ~nk/N~nk → ~σ. Then limk→∞R~nk = 1,
and the discrete measures ω~nk associated to the Q~nk converge weakly to the equilibrium
distribution µX,~s of E˜v. For each neighborhood U˜v of E˜v, the functions
1
N~nk
log(Q~nk(z))
converge uniformly to GX,~s(z, E˜v) on Cv(Cv)\(U˜v ∪ X), and for each xi ∈ X,
lim
k→∞
Λxi(Q~nk , ~s) = Λxi(E˜v , ~s) .
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Theorem 5.3 is the potential-theoretic input to the construction. We will call the (X, ~s)-
pseudopolynomials Q~n(z) given by Theorem 5.3 special pseudopolynomials for E˜v.
However, we want to construct (X, ~s)-functions, not just pseudopolynomials, with large
oscillations on E˜v. The second part of the construction addresses this.
Let Rv be as in Theorem 5.2. Applying Theorem 5.3, for an appropriate ~n we obtain a
pseudopolynomial Q(z) = Q~n(z) which varies nℓ times from RNv to 0 to RNv on each real
component E˜v,ℓ of E˜v. If div(Q) :=
∑N
k=1(αk) −
∑m
i=1Nsi(xi) were principal, then since
it is Kv-symmetric there would be an (X, ~s)-function f(z) ∈ R(Cv) with |f(z)| = Q(z) for
all z. Moreover, by Theorem 5.3 the roots of Q(z) in Cv(R) are simple, so each time Q(z)
varies from RNv to 0 to RNv on a real component of E˜v, the function f(z) oscillates from
RNv to −RNv , or from −RNv to RNv .
Of course, it is unreasonable to expect Q(z) to have a principal divisor. We must assume
from the start that ~s = (s1, . . . , sm) ∈ Qm and that N~s ∈ Zm, but still div(Q) will generally
not be principal.
Our plan is to modify Q(z) by scaling it and “sliding some of its roots along Cv(R)” to
make div(Q) principal. In this process, some of the roots may move outside E˜v, but they
will remain inside E0v .
In the decomposition E˜v = E
∗
v ∪ (
⋃d
ℓ=1 E˜v,ℓ), write E˜v,ℓ = [tℓ−h, tℓ+h] in suitable local
coordinates. Suppose we are given a number r > 0 small enough that [tℓ− h− r, tℓ + h+ r]
is contained in Uv and in the coordinate patch of E˜v,ℓ, for each ℓ = 1, . . . , d. Suppose we
are also given real numbers ε1, . . . , εd with each |εℓ| ≤ r. Then for each z ∈ E˜v,ℓ, it makes
sense to speak of the point z+ εℓ in terms of the given local coordinates. Let ε0 be another
small real number, and put ~ε = (ε0, . . . , εd). If Q(z) = C ·
∏N
k=1[z, αk]X,~s, define
(5.13) Q~ε(z) = exp(ε0)
N · C ·
∏
αk∈E∗v
[z, αk]X,~s ·
d∏
ℓ=1
∏
αk∈E˜v,ℓ
[z, αk + εℓ]X,~s .
Using the continuity of [z, w]X,~s, one can choose r so that if each εℓ is permitted to vary
over the interval [−r, r], then Q~ε(z) oscillates N times from RNv to 0 to RNv on Uv. (In the
construction, r will be chosen before h, and h will be much smaller than r.)
We claim that for sufficiently large N , one can choose ~ε in such a way that div(Q~ε)
becomes principal. If Cv has genus g = 0, there is nothing to prove. If g > 0, consider
how div(Q) changes when Q is replaced by Q~ε. Let Jac(Cv) ∼= Div0(Cv)/P (Cv) be the
Jacobian of Cv, where Div0(Cv) is the set of (C-rational) divisors of degree 0, and P (Cv)
is the subgroup of principal divisors. Fixing a base point p0 ∈ Cv(R), there is a natural
embedding ϕ : Cv(C) → Jac(Cv)(C), ϕ(p) = cl((p) − (p0)). Since Cv is defined over R,
the space of holomorphic differentials H1(Cv ,C) has a basis consisting of real differentials
ω1, . . . , ωg ∈ H1(Cv,R). If L ⊂ Cg is the corresponding period lattice, and we identify
Jac(Cv)(C) with Cg/L, then
ϕ(p) = (
∫ p
p0
ω1, . . . ,
∫ p
p0
ωg) (mod L) .
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The embedding ϕ induces a canonical surjective map
Φ : Cv(C)g → Jac(Cv)(C) , Φ((p1, . . . , pg)) =
g∑
i=1
ϕ(pi) .
This factors through the g-fold symmetric product Sym(g)(Cv) as
Φ : Cv(C)g → Sym(g)(Cv) → Jac(Cv)(C)
where the first map is finite of degree g!, and the second is a birational morphism. Hence the
image Φ(Cv(R)g) contains a g-dimensional open subset of Jac(Cv)(R). On the other hand,
Jac(Cv)(R) is a compact real Lie subgroup of Jac(Cv)(C) of dimension at most g. Hence,
Jac(Cv)(R) must have dimension exactly g, and the identity component of Jac(Cv)(R) must
be isomorphic to a real torus Rg/L0 for some lattice L0 ⊂ L
⋂
Rg, under our identification
Jac(Cv)(C) ∼= Cg/L. The component group of Jac(Cv)(R) is an elementary abelian 2-group,
and if N~s ∈ 2 · Nm, one can arrange that div(Q) belongs to the identity component.
Note that since p0 and the ωi are real, the integrals
∫ p
p0
ωi(z) dz are real-valued on the
component of Cv(R) containing p0.
Now consider what happens when the roots αk ∈ E˜v,ℓ = [tℓ − h, tℓ + h] are translated
by εℓ. In terms of the local coordinate at tℓ, we can write ω1 = h1(z) dz, . . . , ωg = hg(z) dz.
The resulting change in ϕ(div(Q)) is
d∑
ℓ=1
∑
αk∈E˜v,ℓ
(
∫ αk+εℓ
αk
ω1, . . . ,
∫ αk+εℓ
αk
ωg) (mod L)(5.14)
∼=
d∑
ℓ=1
Nσℓ · (
∫ tℓ+εℓ
tℓ
h1(z) dz, . . . ,
∫ tℓ+εℓ
tℓ
hg(z) dz) (mod L)
∼=
d∑
ℓ=1
Nσℓεℓ · (h1(tℓ), . . . , hg(tℓ)) (mod L) .
However, it is more useful to consider the normalized lift ϕ̂ : Rd+1 → Rg,
ϕ̂(~ε) :=
1
N
d∑
ℓ=1
∑
αk∈E˜v,ℓ
(
∫ αk+εℓ
αk
h1(z) dz, . . . ,
∫ αk+εℓ
αk
hg(z) dz)(5.15)
∼=
d∑
ℓ=1
σℓεℓ · (h1(tℓ), . . . , hg(tℓ)) ,
for which
(5.16) ϕ(div(Q~ε))− ϕ(div(Q)) = Nϕ̂(~ε) (mod L0) .
We will show that for sufficiently large N , as ~ε varies over the ball B(0, r) = {~x ∈ Rd+1 :
|~x| ≤ r}, the image ϕ̂(B(0, r)) contains a fixed neighborhood of the origin in Rg. Hence the
non-normalized change Nϕ̂(~ε) varies over a region containing a fundamental domain for L0,
and ~ε can be chosen so div(Q~ε) is principal.
3. INDEPENDENCE 135
We also need to consider the change in the logarithmic leading coefficients produced by
passing from Q(z) to Q~ε(z). Because limz→xi[z, w]xi |gxi(z)|v = 1 for each xi,
Λxi(Q,~s) = limz→xi
(
1
N
log(Q(z)) + si log(|gi(z)|)
)
= VX,~s(E˜v) +
m∑
j=1
j 6=i
sj
(
N∑
k=1
1
N
log([xi, αk]xj)
)
.(5.17)
For each 1 ≤ ℓ ≤ d, consider the contribution of the roots αk ∈ E˜v,ℓ = [tℓ − h, tℓ + h] to
(5.17). Recall that σℓ = µX,~s(E˜v,ℓ). If N is sufficiently large, Q(z) has approximately Nσℓ
roots in E˜v,ℓ. If h is sufficiently small, the αk belonging to E˜v,ℓ can be viewed as being
essentially equal to tℓ, and will contribute approximately
m∑
j=1
j 6=i
sj log([xi, tℓ]xj )σℓ
to (5.17). If these roots are translated by εℓ, and the contributions from all E˜v,ℓ are summed,
along with the change due to scaling by exp(ε0)
N , we see that
(5.18) Λxi(Q
~ε, ~s)− Λxi(Q,~s) ∼= ε0 +
d∑
ℓ=1
m∑
j=1
j 6=i
sj
(
d
dt
log([xi, tℓ]xj)
)∣∣∣∣
tℓ
· σℓεℓ .
In the next section we will show that t1, . . . , td can be chosen so that the quantities
(5.15) and (5.18) are independent. Given this, a topological argument shows that there
exist ~ε for which div(Q~ε) is principal and such that the logarithmic leading coefficients
Λxi(Q
~ε, ~s) corresponding to distinct orbits Xℓ can be specified arbitrarily, provided they are
sufficently close to the Λxℓ(E˜v , ~s). It will also be seen that the construction can be carried
out uniformly for all ~s.
3. Independence
Let Cv/R and X be as in §5.2. If m1 points in X are real, and 2m2 points are in complex
conjugate pairs, let X1, . . . ,Xm1+m2 denote the corresponding orbits.
Fix a Kv-symmetric, rational probability vector ~s, and consider formula (5.18) giving
Λxi(Q
~ε, ~s)− Λxi(Q,~s). Our first goal is to express the differential
(5.19)
d
dt
log([xi, t]xj ) dt
in terms of meromorphic differentials on the Riemann surface Cv(C).
For each xi 6= xj , there is a multi-valued holomorphic function Ωi,j(z) on Cv(C)\{xi, xj}
whose real part coincides with log([xi, z]xj ), and which has pure imaginary periods over
all cycles of Cv(C) and loops around xi, xj. (See [58], or [51], pp. 64-65). In a given
coordinate patch, Ωi,j(z) is only defined up to a pure imaginary constant; however the
differential dΩi,j(z) = Gi,j(z) dz is a globally well-defined differential of the third kind on
Cv(C), which is holomorphic except for simple poles with residue +1 at xi and residue −1
at xj .
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Letting z be the complex conjugate of z, and writing τ for the permutation of {1, . . . ,m}
such that xi = xτ(i), one sees that for a suitable normalization of Ωτ(i),τ(j)(z),
Ωτ(i),τ(j)(z) = Ωi,j(z) .
With this normalization, for each t ∈ Cv(R),
log([xi, t]xj ) =
1
2
(
Ωi,j(t) + Ωτ(i),τ(j)(t)
)
.
Assuming t is the real part of the local coordinate function z, this means that at a point
tℓ ∈ Cv(R), (
d
dt
log([xi, t]xj )
)∣∣∣∣
tℓ
=
1
2
(
Gi,j(tℓ) +Gτ(i),τ(j)(tℓ)
)
.
Note that if xi is complex, and xj = xτ(i), then [xi, t]xj is constant for t ∈ Cv(R). This is
because [xi, z]xj · [xj , z]xi is constant on Cv(C): its logarithm is harmonic everywhere except
possibly at xi, xj ; but the singularities at those points cancel so it is harmonic everywhere.
On the other hand, applying τ to [xi, t]xj , we have [xi, t]xj = [xj, t]xi . Combining these
shows [xi, t]xj is constant. Thus the terms with j = τ(i) (those for which xi and xj belong
to the same orbit Xa) can be omitted from (5.18).
Given an orbit Xa, fix xi ∈ Xa and define the differential
(5.20) H~s,a(z) dz =
∑
xk /∈Xa
sk · 1
2
(
Gi,k(z) dz +Gτ(i),τ(k)(z) dz
)
.
The same differential is obtained if xi is replaced by τ(xi). Clearly H~s,a(z) dz is holomorphic
except at the points in X. If Xa = {xi} is real then H~s,a(z) dz has a simple pole with residue
1− si at xi; if Xa = {xi, xτ(i)} is complex, it has simple poles with residue 12 − si at xi and
xτ(i). In both cases it has a simple pole with residue −sk at each xk /∈ Xa. Writing the
H~s,a(z) are in appropriate local coordinates, then for xi ∈ Xa, formula (5.18) becomes
(5.21) Λxi(Q
~ε, ~s)− Λxi(Q,~s) ∼= ε0 +
d∑
ℓ=1
H~s,a(tℓ) · σℓεℓ .
We now ask about linear relations between the meromorphic differentials H~s,a(z) dz and
the holomorphic differentials ωj = hj(z) dz. Put J = g+m1+m2− 1, where g is the genus
of C.
Proposition 5.4. For each probability vector ~s ∈ Pm, the meromorphic differentials
H~s,1(z) dz , . . . , H~s,m1+m2(z) dz
and the holomorphic differentials ω1 = h1(z) dz, . . . , ωg = hg(z) dz span a vector space of
dimension J = g+m1+m2− 1. If the orbits X1, . . . ,Xm1 are real and Xm1+1, . . . ,Xm1+m2
are complex, and if xi is a representative for Xi, i = 1, . . . ,m1 + m2, then every linear
relation among the H~s,i(z) dz and the ωj = hj(z) dz is a consequence of the relation
(5.22)
m1∑
i=1
siH~s,i(z) dz +
m1+m2∑
i=m1+1
2siH~s,i(z) dz = 0 .
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Proof. Note that J = 0 iff g = 0 and X consists of a single point. In that case m1 = 1,
m2 = 0, and H~s,1(z)dz ≡ 0, so (5.22) holds trivially. Suppose J > 0, and let
(5.23)
m1+m2∑
i=1
ciH~s,i(z) dz +
g∑
j=1
djhj(z) dz = 0
be an arbitrary relation. Considering the residues at the poles x1, . . . , xm1+m2 and writing
t~c = (c1, . . . , cm1+m2) we see that
1− s1 . . . −s1 −s1 . . . −s1
...
. . .
...
...
...
−sm1 . . . 1− sm1 −sm1 . . . −sm1
−sm1+1 . . . −sm1+1 12 − sm1+1 . . . −sm1+1
...
...
...
. . .
...
−sm1+m2 . . . −sm1+m2 −sm1+m2 . . . 12 − sm1+m2

· ~c = ~0 .
Put C = c1+ . . .+ cm1+m2 . The equations above imply ci = siC if Xi is real, and ci = 2siC
if Xi is complex. Conversely, for any C, we obtain a solution by taking ci = siC when Xi is
real and ci = 2siC when Xi is complex, since
∑m1
i=1 si +
∑m1+m2
i=m1+1
2si = 1.
Now consider the differential
∑m1+m2
i=1 ciH~s,i(z) dz. It is meromorphic with pure imag-
inary periods and at worst simple poles at the points in X. We have just seen that it
has residue 0 at each xi, so it is everywhere holomorphic. However, the only holomorphic
differential with pure imaginary periods is the 0 differential, so
m1+m2∑
i=1
ciH~s,i(z) dz = 0 .
Inserting this in (5.23), we see that
∑g
j=1 djωj = 0. Since the ωj are linearly independent,
the dj must be 0. (If g = 0, there are no holomorphic differentials, and the result is
vacuously true.) This yields the Proposition. 
Corollary 5.5. For any open subinterval I ⊂ Cv(R)\X, there exist points t1, . . . , tJ ∈ I
such that the matrix
G~s(t1, . . . , tJ) :=

1 H~s,1(t1) . . . H~s,1(tJ)
...
...
...
1 H~s,m1+m2(t1) . . . H~s,m1+m2(tJ )
0 h1(t1) . . . h1(tJ)
...
...
...
0 hg(t1) . . . hg(tJ)

(5.24)
is nonsingular.
Proof. After relabeling the Xi if necessary, we can assume that s1 > 0. No nontrivial
relation of the form
m1+m2∑
i=2
ciH~s,i(z) dz +
g∑
j=1
djhj(z) dz = 0
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can hold identically on I; otherwise, it would hold identically on Cv(C), contrary to Propo-
sition 5.4. Hence we can find t1, . . . , tJ ∈ I such that submatrix of (5.24) consisting of the
last J rows and columns is nonsingular. But then, row reducing (5.24) by using the relation
(5.22) and replacing the first row with the corresponding linear combination of the first
m1 +m2 rows, that row becomes (1, 0, . . . , 0). Hence G~s(t1, . . . , tJ) is nonsingular. 
4. Proof of Theorem 5.2
In this section we will prove Theorem 5.2. By assumption Kv ∼= R. We are given a
Kv-simple set Ev which is bounded away from X and has positive inner capacity, together
with numbers εv > 0 and 0 < Rv < 1, and an open set Uv ⊂ Cv(C) such that Ev ∩Uv = E0v .
After shrinking Uv we can assume it is bounded away from X, and is stable under complex
conjugation. Note that for each component Ev,ℓ of Ev which not contained in Cv(R), the
interior E0v,ℓ is one of the connected components of Uv.
The proof has several steps. We use the notation from §5.2, §5.3.
Step 0. If Ev has no components contained in Cv(R), then Theorem 5.2 follows by the
same argument as Theorem 5.1, using the assertions in ([51], Proposition 3.3.2) and ([51],
Theorem 3.3.7) that deal with the case where Kv ∼= R, with Ev and X stable under complex
conjugation, and ~β and ~s being Kv-symmetric.
For the remainder of the proof, we will assume that at least one of the components of
Ev is a closed interval in Cv(R).
Step 1. We first construct a Kv-simple set E
∗
v ⊂ E0v , whose capacity is close to that of Ev,
such that each real interval in E∗v is “short” in the sense of Definition B.15.
Since each point of Ev is analytically accessible from E
0
v , by Proposition 3.30 we have
G(z, xi;Ev) = G(z, xi, E
0
v ) for each xi ∈ X. Hence there is a compact subset E∗∗v ⊂ E0v ,
such that for each xi, xj ∈ X with xi 6= xj,
|Vxi(E∗∗v )− Vxi(Ev)| < εv/2 for each i ,(5.25)
|G(xi, xj ;E∗∗v )−G(xi, xj ;Ev)| < εv/2 for all i 6= j.
Without loss we can assume that E∗∗v is Kv-simple (and in particular, stable under complex
conjugation). Indeed, since Ev is Kv-simple, its quasi-interior E
0
v has an exhaustion by Kv-
simple sets.
To construct E∗v , we will need a lemma. Fix a spherical metric ‖z, w‖v on Cv(C). For
p ∈ Cv(C) and δ > 0, write B(p, δ)− = {z ∈ Cv(C) : ‖z, p‖v < δ} . For p ∈ Cv(R), let
Ip(δ) = {z ∈ Cv(R) : ‖z, p‖v < δ} and let Ip(δ) = {z ∈ Cv(R) : ‖z, p‖v ≤ δ}.
Lemma 5.6. Given a compact set H ⊂ Cv(C)\X and a number δ > 0, let H(δ) be
obtained from H in any of the following ways:
(A) H(δ) = {x ∈ Cv(R) : ‖x, z‖v ≤ h for some z ∈ H};
(B) For some p1, . . . , pM ∈ H, H(δ) = H\
(⋃M
k=1B(pk, δ)
−
)
;
(C) For some p1, . . . , pM ∈ Cv(R)\X, H(δ) = H
⋃(⋃M
k=1 Ipk(δ)
)
.
Then for each xi ∈ X,
(5.26) lim
δ→0
Vxi(H(δ)) = Vxi(H)
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and for each xi 6= xj ∈ X,
(5.27) lim
δ→0
G(xi, xj ;H(δ)) = G(xi, xj ;H(δ)) .
Proof. This follows from ([51] , Corollary 3.1.16, p.149, Proposition 3.1.17, p.149, and
Lemma 3.2.6, p.158). 
We next show that we can assume that each component of E∗∗v contained in Cv(R) is a
“short” interval. Let C(Ev,X) be the number gotten by taking H = Ev in formula (B.101),
and put
B = B(Ev,X) = min(1/C(Ev ,X), 1/
√
2C(Ev ,X)) .
Then any closed subinterval of E∗∗v ∩ Cv(R), with length at most B under ‖z, w‖v , is
“short” in the sense of Definition B.15. Choose p1, . . . , pM ∈ E∗∗v ∩ Cv(R) such that
(E∗∗v ∩ Cv(R))\{p1, . . . , pM} is composed of segments of length at most B. Lemma 5.6(B)
then shows that by deleting small open balls about the pk, we can find a Kv-simple compact
set E∗v ⊂ E∗∗v such that each real interval in E∗v is “short”, and
|Vxi(E∗v )− Vxj (Ev)| < εv for each i ,(5.28)
|G(xi, xj ;E∗v )−G(xi, xj ;Ev)| < εv for all i 6= j .
This set E∗v meets our needs.
Step 2. The choice of t1, . . . , td.
As in §5.3, put J = g +m1 +m2 − 1. Then J ≥ 0, with J = 0 if and only if g = 0 and
X = {x1}. In that situation every divisor of degree 0 is principal, and the variation in the
logarithmic leading coefficient at x1 is accomplished by scaling alone (e.g. via ε0 in (5.48)
below). If J = 0, take d = 0 and ignore all constructions related to points tℓ in the rest of
the proof.
Assume now that J ≥ 1. Fix a closed interval I ⊂ (E0v ∩Cv(R))\E∗v with positive length.
This interval will play an important role in the construction below; the points ti, and the
intervals we construct below, will belong to it.
Fix a local coordinate function z on a neighborhood of I, in such a way that z is real-
valued on I. Write the differentials H~s,i(z) dz and ωj(z) = hj(z) dz from §5.3 in terms of z.
Translations of points, z 7→ z + ε, will also be understood relative to this coordinate.
Let Pmv ⊂ Pm denote the set of Kv-symmetric real probability vectors. If ~s0 ∈ Pmv and
ρ > 0, let B(~s0, ρ) ⊂ Rm denote the open Euclidean ball about ~s0 with radius ρ.
For a given ~s0 ∈ Pmv , Corollary 5.5 shows we can find points t1, . . . , tJ in the interior
of I such that the matrix G~s0(~t) defined there is nonsingular. Fixing ~t = (t1, . . . , tJ), the
function w~t(~s) := det(G~s)(~t) is continuous for ~s ∈ Pmv , so there is a ρ = ρ(~s0) > 0 such
that det(G~s)(~t) is nonsingular for all ~s ∈ Pmv
⋂
B(~s0, ρ). Moreover, |det(G~s(~t)| is uniformly
bounded away from 0 if we restrict to ~s ∈ Pmv
⋂
B(~s0, ρ/2). Since Pmv is compact, we can
cover it with a finite number of balls B(~s0, ρ(~s0)/2). Let T = {t1, . . . , td} be the union of
the sets {t1, . . . , tJ} associated to these ~s0.
The set E˜v will have the form
(5.29) E∗v (h) := E
∗
v ∪ (
d⋃
ℓ=1
[tℓ − h, tℓ + h])
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for a suitably small h which we will construct below, where the intervals [tℓ − h, tℓ + h]
(defined in terms of the local coordinate function z) are contained in the interior of I and
are pairwise disjoint.
However, before proceeding further, we note two facts concerning T :
First, given a square matrix G with real entries, denote its L2 operator norm by
‖G‖ = max
|~x|=1
|G~x| .
By the construction of T , there is a constant B1 such that for each ~s ∈ Pmv , we can find
J points in T such that the corresponding matrix G~s(~t) from Corollary 5.5 is nonsingular,
and
(5.30) ‖G~s(~t)−1‖ ≤ B1 .
Second, for all sufficiently small h, there are a` priori bounds on the relative mass which
the (X, ~s)-equilibrium distribution of E∗v (h) gives to each segment eℓ(h) := [tℓ − h, tℓ + h].
This is a consequence of potential-theoretic results in Appendix A.2, as follows.
If I = [a, b], fix a number r0 > 0 small enough that 5r0 is less than the minimum of the
distances |tk−tℓ| for tk 6= tℓ ∈ T , and such that 2r0 is less than the minimum of the distances
to the endpoints, |tℓ − a|, |tℓ − b|, for each tℓ ∈ T . Thus the intervals eℓ(2r0) ⊂ Uv are
bounded away from each other, and are contained in the interior of I so they are bounded
away from E∗v . We will also require that r0 be small enough that each eℓ(2r0) is “short” in
the sense of Definition B.15, permitting the construction of oscillating pseudopolynomials.
Consider E∗v (2r0): it is Kv-simple (so in particular Cv(C)\E∗v (2r0) is connected), and
each of the segments eℓ(2r0) is a component of E
∗
v(2r0). Put
(5.31) B2 = min
1≤i≤m
min
1≤ℓ≤d
min
z∈eℓ(2r0)
G(z, xi;E
∗
v (2r0)\eℓ(2r0)) .
Then B2 > 0, and by the monotonicity of Green’s functions, for each 0 < h ≤ 2r0 each xi
and each ℓ, we have G(z, xi;E
∗
v (h)\eℓ(h)) ≥ B2 on eℓ(h).
By Proposition A.5, VX,~s(E
∗
v ) is a continuous function of ~s, so there is a finite upper
bound B3 for the values VX,~s(E
∗
v ) as ~s ranges over the compact set Pmv . Trivially
VX,~s(E
∗
v (h)) ≤ VX,~s(E∗v (h)\eℓ(h)) ≤ VX,~s(E∗v ) ≤ B3
for all h, ℓ, and ~s.
By Lemma A.8, there is a constant A > 0 such that for all xi ∈ X, all ℓ = 1, . . . , d, and
all sufficiently small h > 0,
− log(h)−A < Vxi(eℓ(h)) < − log(h) +A .
In particular for all sufficiently small h, and all xi ∈ X,
Vxi(eℓ(h)) > Vxi(E
∗
v ) > Vxi(E
∗
v (h)\eℓ(h)) ,
validating the hypothesis of Lemma A.7.
For a given ~s ∈ Pmv , let µX,~s,h be the (X, ~s)-equilibrium distribution of E∗v (h). Then by
Lemma A.6, there is a constant C such that for each sufficiently small h,
µX,~s,h(eℓ(h)) ≤
VX,~s(E
∗
v (h)) +C
VX,~s(eℓ(h)) + C
≤ B3 + C− log(h)−A+C .
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Likewise, by Lemma A.7, for sufficiently small h,
µX,~s,h(eℓ(h)) ≥ (B2)
2
2(VX,~s(E∗v (h)\eℓ(h)) + C)(VX,~s(eℓ(h)) + C + 2B2)
≥ (B2)
2
2(B3 + C)(− log(h) +A+ C + 2B2) .
Put
(5.32) B4 =
3d · (B3 + C)2
(B2)2
.
Then there is an h0 > 0 such that for each ~s ∈ Pmv , each ℓ = 1, . . . , d, and each 0 < h ≤ h0,
(5.33)
µX,~s,h(
⋃d
k=1 ek(h))
µX,~s,h(eℓ(h))
≤ B4 .
The parameter h will be chosen in Step 4 below. Given 0 < h ≤ h0, we will put
E˜v = E
∗
v(h) =
⋃D
i=1 E˜v,ℓ, where E˜v,ℓ = [tℓ − h, tℓ + h] for ℓ = 1, . . . , d and E˜v,d+1, . . . , E˜v,D
are the components of E∗v . We can apply Theorem 5.3 to E∗v (h), constructing ( ~X,~s)-
pseudopolynomials Q(z) with large oscillations on the real components of E∗v (h).
Step 3. The choice of r.
In later stages of the construction, we will need to move some of the roots of the
pseudopolynomials Q(z), in order to make their divisors principal and vary their logarithmic
leading coefficients. We now define a number r which governs how far we can move the
roots.
Let 0 < Rv < 1 be the oscillation bound required in the Theorem. Fix a number R˜v
with Rv < R˜v < 1, and put ∆1 = log(R˜v) − log(Rv). Recall that Uv is the open set for
which E0v = Ev ∩ Uv. Consider the set E∗v ∪ I, which is contained in Uv. The Green’s
functions G(z, xi;E
∗
v ∪ I) are continuous, and are positive in the complement of E∗v ∪ I.
Since ∂Uv is compact and disjoint from E
∗
v ∪ I, there is a ∆2 > 0 such that for each xi ∈ X,
and z /∈ E∗v ∪ I, we have G(z, xi;E∗v ∪ I) ≥ ∆2. For each xi ∈ X, recall that there is a C∞
function ηi(z, w) such that log([z, w]xℓ) = log(|z − w|) + ηi(z, w) on I × I.
Let r be a number in the range
(5.34) 0 < r ≤ r0 ,
(so in particular, the intervals eℓ(r) are pairwise disjoint, contained in I, and are “short” in
the sense of Definition B.15), which satisfies
(5.35) r < min(∆1,∆2)/3 ,
and which is small enough that for each xi ∈ X, the following six conditions hold:
(1) for each tℓ ∈ T , and each w ∈ E∗v ,
(5.36)
∣∣∣∣ maxz∈eℓ(r) log([z, w]xi)− minz∈eℓ(r) log([z, w]xi)
∣∣∣∣ < ∆1/2 ;
(2) for each tℓ ∈ T , each tk 6= tℓ ∈ T , and each w ∈ ek(2r0),
(5.37)
∣∣∣∣ max
z∈eℓ(r)
log([z, w]xi)− min
z∈eℓ(r)
log([z, w]xi)
∣∣∣∣ < ∆1/2 ;
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(3) for each tℓ ∈ T ,
(5.38)
∣∣∣∣ maxz,w∈eℓ(2r) ηi(z, w) − minz,w∈eℓ(2r) ηi(z, w)
∣∣∣∣ < ∆1/2 ;
(4) for each xi 6= xj ∈ X, and for each tℓ ∈ T and each z ∈ eℓ(2r),
(5.39)
∣∣∣( log([xi, z]xj )− log([xi, tℓ]xj ))−(z−tℓ) · ddt log([xi, t]xj )
∣∣∣∣
t=tℓ
∣∣∣ < r
24B1B4
√
J + 1
;
(5) for each ωj = hj(z) dz, and for each tℓ ∈ T and each z ∈ eℓ(2r),
(5.40) |hj(z)− hj(tℓ)| < 1
24B1B4
√
J + 1
;
(6) for all z ∈ ∂Uv and all w1, w2 ∈ E∗v ∪ I with ‖w1, w2‖v ≤ r,
(5.41) | log([z, w1]xi)− log([z, w2]xi)| < ∆2/3 .
Conditions (1), (2), and (3) hold for all sufficiently small r by the continuity of the
functions log([z, w]xi) and ηi(z, w). Condition (4) holds for all sufficiently small r since the
functions log([xi, t]xj ) are C∞ on the intervals eℓ(2r0). Condition (5) holds for all sufficiently
small r by the continuity of the hj(z). Condition (6) holds for all sufficiently small r since
the functions log([z, w]xi) are uniformly continuous for (z, w) ∈ ∂U × (E∗v ∪ I).
Fix such an r. By our assumptions on E∗v and r, for each 0 < h ≤ r we can apply
Theorem 5.3 to the set E∗v (h), constructing (X, ~s)-pseudopolynomials Q(z). Recall if ~s ∈
Pmv , then GX,~s(z,E∗v (h)) =
∑m
i=1 siG(z, xi;E
∗
v (h)).
Proposition 5.7. Let r be as above. Given 0 < h ≤ r, put E˜v = E∗v (h) = E∗v ∪⋃d
i=1[tℓ − h, tℓ + h]. Let ~ε = (ε0, ε1, . . . , εd) ∈ Rd+1 be such that |εℓ| ≤ r for each ℓ, and put
E˜v(~ε) = E
∗
v ∪
⋃d
ℓ=1[tℓ + εℓ − h, tℓ + εℓ + h]. Write E˜v,1, . . . , E˜v,D for the components of E˜v,
where E˜v,ℓ = [tℓ − h,mℓ + h] for ℓ = 1, . . . , d, and E˜v,d+1, . . . , E˜v,D are the components of
E∗v . Write E˜v,1(~ε), . . . , E˜v,D(~ε) for the corresponding components of E˜v(~ε).
Fix ~s ∈ Pmv . Given ~n = (n1, . . . , nD) ∈ ND, let Q(z) = Q~n(z) = C ·
∏N
k=1[z, αk]X,~s
be an (X, ~s)-pseudopolynomial with nℓ roots in E˜v,ℓ, for ℓ = 1, . . . ,D. Suppose that Q(z)
oscillates nℓ times from R˜N to 0 to R˜Nv on each component E˜v,ℓ of E˜v contained in Cv(R)
and that | 1N log(Q(z)) −GX,~s(z, E˜v)| < r for each z ∈ ∂Uv. Put
(5.42) Q~ε(z) := eNε0 · C ·
∏
xi∈E∗v
[z, αk]X,~s ·
d∏
ℓ=1
∏
αk∈eℓ(r)
[z, αk + εℓ]X,~s .
Then Q~ε(z) has nℓ roots in each E˜v,ℓ(~ε), Q
~ε(z) oscillates nℓ times from RN to 0 to RNv on
each component E˜v,ℓ(~ε) contained in Cv(R), and {z ∈ Cv(C) : Q~ε(z) ≤ 1} ⊂ Uv.
Proof. By its construction, Q~ε(z) has nℓ roots in E˜v,ℓ(~ε), for each ℓ = 1, . . . ,D. Note
that since |εℓ| ≤ r < r0, if αk ∈ [tℓ − h, tℓ + h], then αk + εℓ ∈ [tℓ − 2r0, tℓ + 2r0]. We first
show that Q~ε(z) oscillates nℓ times from RN to 0 to RNv on each real component E˜v,ℓ(~ε).
There are two cases to consider.
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First suppose that 1 ≤ ℓ ≤ d, so that E˜v,ℓ = [tℓ − h, tℓ + h] and E˜v,ℓ(~ε) = [tℓ + εℓ −
h, tℓ + εℓ + h]. Let z0 ∈ [tℓ − h, tℓ + h] be a point where Q(z0) = R˜Nv . By (5.37) and (5.38),∣∣∣ 1
N
log(Q~ε(z0 + εℓ))− 1
N
log(Q(z0))
∣∣∣
≤ |ε0|+ 1
N
∑
αk∈E∗v
m∑
i=1
si
∣∣ log([z0 + εℓ, αk]xi)− log([z0, αk]xi)∣∣
+
1
N
d∑
j=1
j 6=ℓ
∑
αk∈[tj−h,tj+h]
m∑
i=1
si
∣∣ log([z0 + εℓ, αk + εj ]xi)− log([z0, αk]xi)∣∣
+
1
N
∑
αk∈[tℓ−h,tℓ+h]
m∑
i=1
si
∣∣ηi(z0 + εℓ, αk + εℓ)− ηi(z0, αk)∣∣
< r +
1
N
·N ·
m∑
i=1
si · r = 2r < ∆1 .
Since 1N log(Q(z0)) = log(R˜v) and log(R˜v) −∆1 = log(Rv), it follows that 1N log(Q~ε(z0 +
εℓ)) ≥ log(Rv). If Q(z) takes the values R˜Nv , 0, R˜Nv at successive points z0, αk, and z′0 of
[tℓ − h, tℓ + h], then Q~ε(z) takes values ≥ RNv , 0, ≥ RNv at the points z0 + εℓ, αk + εℓ, and
z′0 + εℓ in [tℓ + εℓ − h, tℓ + εℓ + h].
Next suppose ℓ ≥ d+1, so E˜v,ℓ(~ε) = E˜v,ℓ is a component of E∗v contained in Cv(R). Let
z0 ∈ E˜v,ℓ be a point where Q(z0) = R˜Nv . By (5.36),∣∣∣ 1
N
log(Q~ε(z0))− 1
N
log(Q(z0))
∣∣∣
≤ |ε0|+ 1
N
d∑
ℓ=1
∑
αk∈eℓ(h)
m∑
i=1
si
∣∣ log([z0, αk]xi)− log([z0, αk + εℓ]xi)∣∣
< r +
1
N
·N ·
m∑
i=1
si · r = 2r < ∆1 .
By the same argument as before, we conclude that 1N log(Q
~ε(z0)) ≥ log(R˜v). Hence if Q(z)
takes the values R˜Nv , 0, R˜Nv at successive points z0, αk, z′0 in E˜v,ℓ, then Q~ε(z) takes values
≥ RNv , 0, ≥ RNv at those points.
Finally, we show that {z ∈ Cv(C) : Q~ε(z) ≤ 1} ⊂ Uv. The function 1N log(Q~ε(z)) is
harmonic on Cv(C)\(E˜v(~ε)∪X). For each xi ∈ X, if si > 0 then limz→xi 1N log(Q~ε(z)) =∞,
while if si = 0 then
1
N log(Q
~ε(z)) has a removable singularity at xi. Hence if we show
that 1N log(Q
~ε(z)) > 0 on ∂Uv, the maximum principle for harmonic functions will give
1
N log(Q
~ε(z)) > 0 outside Uv.
Let z0 be a point of ∂Uv . Since E˜v = E
∗
v (h) ⊂ E∗v ∪ I, the monotonicity of Green’s
functions shows that G(z0, xi; E˜v) ≥ G(z0, xi;E∗v ∪ I) ≥ ∆2, and consequently
GX,~s(z0, E˜v) =
m∑
i=1
siG(z0, xi; E˜v) ≥ ∆2 .
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Since |GX,~s(z0, E˜v)− 1N log(Q(z0))| < r and r < ∆2/3, it follows that 1N log(Q(z0)) > 2∆2/3.
On the other hand, by (5.41)∣∣∣ 1
N
log(Q~ε(z0))− 1
N
log(Q(z0))
∣∣∣
≤ |ε0|+ 1
N
d∑
ℓ=1
∑
αk∈eℓ(h)
m∑
i=1
si
∣∣ log([z0, αk]xi)− log([z0, αk + εℓ]xi)∣∣
< r +
1
N
·N ·
m∑
i=1
si · r = 2r ≤ 2∆2/3 .
Hence 1N log(Q
~ε(z0)) > 0.
Since 1N log(Q
~ε(z)) > 0 on ∂Uv, the maximum principle for harmonic functions (applied
to − 1N log(Q~ε(z)) on Cv(C)\(Uv ∪ X)) shows that 1N log(Q~ε(z)) > 0 for all z /∈ Uv. Thus
{z ∈ Cv(C) : Q~ε(z) ≤ 1} ⊂ Uv. 
Step 4. The choice of h and the construction of E˜v.
We will now choose the number h, and hence determine the set E˜v in the Theorem. Let
0 < h < r be small enough that the following three conditions are satisfied:
(1) for the set E∗v(h) = E∗v ∪
(⋃d
j=1 eℓ(h)
)
,
(5.43)
{ |Vxi(E∗v (h)) − Vxi(E∗v )| < εv/3 for each i ,
G(xi, xj ;E
∗
v (h)) −G(xi, xj ;E∗v )| < εv/3 for all i 6= j .
(2) for all i 6= j, all tℓ ∈ T , all εℓ with |εℓ| ≤ r, and all z ∈ [tℓ − h, tℓ + h],
(5.44)
∣∣log([xi, z + εℓ]xj )− log([xi, tℓ + εℓ]xj )∣∣ < r
24B1B4
√
J + 1
.
(3) h ≤ h0, so the mass bounds (5.33) are valid.
Condition (1) holds for all small h by Lemma 5.6.C. Condition (2) holds for all small h
by the continuity of the log([xi, t]xj ). And, condition (3) clearly holds for all small h.
Fix h satisfying (1), (2) and (3), and write E˜v,ℓ = eℓ(h) = [tℓ−h, tℓ+h], for ℓ = 1, . . . , d.
Put
(5.45) E˜v = E
∗
v ∪
( d⋃
ℓ=1
[tℓ − h, tℓ + h]
)
.
Then E˜v ⊂ E0v , and E˜v is Kv-simple; in particular Cv(C)\E˜v is connected. By (5.25), (5.28)
and (5.43),
(5.46)
{ |Vxi(E˜v)− Vxi(Ev)| < εv for each i,
G(xi, xj ; E˜v)−G(xi, xj ;Ev)| < εv for all i 6= j.
as required by Theorem 5.2. Moreover all the intervals making up E˜v are “short” in the
sense of Definition B.15, and Proposition 5.7 applies to E˜v.
Step 5. The total change map.
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We now begin to address problem of constructing rational functions with large oscilla-
tions and specified logarithmic leading coefficients.
Fix ~s ∈ Pmv
⋂
Qm. Consider a special (X, ~s)-pseudopolynomial for E˜v,
(5.47) Q(z) = Q~n(z) = C ·
N∏
k=1
[z, αk]X,~s ,
as constructed in Theorem 5.3. In particular ‖Q(z)‖
E˜v
= 1, and for each ℓ = 1, . . . ,D, if
~n = (n1, . . . , nD) then Q(z) has nℓ roots in E˜v,ℓ. Recalling that J = g +m1 +m2 − 1, fix a
set of J points in T such that the matrix G~s(~t) in Corollary 5.5 is nonsingular and satisfies
‖G~s(~t)−1‖ ≤ B1 ,
as in (5.30); the construction of T shows that this can be done. Without loss, suppose
these points are t1, . . . , tJ , and put E
00
v = E˜v\(
⋃J
ℓ=1 E˜v,ℓ). We will move the roots of Q(z),
constructing a pseudopolynomial Q~ε(z) as in (5.42); however, instead of moving the roots in
all the intervals E˜v,ℓ, ℓ = 1, . . . , d we will only move the ones in E˜v,1, . . . , E˜v,J . Equivalently,
take εℓ = 0 for ℓ = J + 1, . . . , d in Proposition 5.7. Let ~ε = (ε0, ε1, . . . , εJ ) ∈ RJ+1 be such
that |εℓ| ≤ r for each ℓ = 0, . . . , J , and consider
(5.48) Q~ε(z) = exp(ε0)
N · C ·
∏
αk∈E00v
[z, αk]X,~s ·
J∏
ℓ=1
∏
αk∈[tℓ−h,tℓ+h]
[z, αk + εℓ]X,~s .
Let X1, . . . ,Xm1+m2 be the orbits in X under complex conjugation, as in §5.3. If xi ∈ Xa,
then passing from Q(z) to Q~ε(z) produces the following change in the logarithmic leading
coefficient at xi:
λi(~ε) := Λxi(Q
~ε, ~s)− Λxi(Q,~s)
= ε0 +
J∑
ℓ=1
∑
αk∈[tℓ−h,tℓ+h]
1
N
m∑
j=1
xj /∈Xa
sk
(
log([xi, αk + εℓ]xj )− log([xi, αk]xj)
)
.
This is immediate if Xa = {xi}; if Xa = {xi, xj} consists of two points, it follows from the
fact that [xi, t]xj is constant on Cv(R), as shown in §5.3.
Recalling that Q(z) has nℓ roots in E˜v,ℓ, for each a = 1, . . . ,m1+m2 fix a point xi ∈ Xa
and put
La(~ε) = ε0 +
J∑
ℓ=1
H~s,a(tℓ) · nℓ
N
εℓ
= ε0 +
J∑
ℓ=1
m∑
j=1
xj /∈Xa
sj
(
d
dt
log([xi, t]xj )
)∣∣∣∣
t=tℓ
· nℓ
N
εℓ .
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Then La(~ε) is a linear map which approximates λi(~ε), and
|λi(~ε)− La(~ε)|
≤ 1
N
J∑
ℓ=1
∑
αk∈[tℓ−h,tℓ+h]
m∑
j=1
xj /∈Xa
sj
{∣∣log([xi, αk + εℓ]xj )− log([xi, tℓ + εℓ]xj )∣∣
+
∣∣log([xi, αk]xj )− log([xi, tℓ]xj)∣∣
+|(log([xi, tℓ + εℓ]xj)− log([xi, tℓ]xj ))−
(
d
dt
log([xi, t]xj )
)∣∣∣∣
t=tℓ
εℓ|
}
.
By (5.39) and (5.44), the magnitude of each term in absolute values on the right side is at
most r/(24B1B4
√
J + 1). Hence
(5.49) |λi(~ε)− La(~ε)| ≤ n1 + . . . + nJ
N
· 3r
24B1B4
√
J + 1
.
Next, consider the “normalized divisor change” map ϕ̂(~ε) (see (5.15)) induced by passing
from Q(z) to Q~ε(z). If g = 0, every divisor of degree 0 is principal, and there are no nonzero
holomorphic differentials; in that case ignore all constructions related to the ωj = hj(z)dz
in the rest of the proof.
If g ≥ 1, for each j = 1, . . . , g, the jth coordinate of ϕ̂(~ε) is
ϕ̂j(~ε) =
J∑
ℓ=1
∑
αk∈[tℓ−h,tℓ+h]
1
N
∫ αk+εℓ
αk
hj(z) dz .
By the Mean Value Theorem for integrals, for each αk there is an α
∗
k ∈ [αk, αk + εℓ] such
that
∫ αk+εℓ
αk
hj(z)dz = hj(α
∗
k) · εℓ. Consequently, if
fj(~ε) :=
J∑
ℓ=1
hj(tℓ) · nℓ
N
εℓ
is the linear approximation to ϕ̂j(~ε) at the origin, then
|ϕ̂j(~ε)− fj(~ε)| ≤
J∑
ℓ=1
∑
αk∈[tℓ−h,tℓ+h]
1
N
|hj(α∗k)− hj(tℓ)| |εℓ| .
From (5.40) and the fact that |εℓ| ≤ r for each ℓ, it follows that
(5.50) |ϕ̂j(~ε)− fj(~ε)| ≤ n1 + . . . + nJ
N
· r
24B1B4
√
J + 1
.
Let BJ+1(0, r) = {(ε0, . . . , εJ ) ∈ RJ+1 : |~ε| ≤ r}. Assuming x1, . . . , xm1+m2 form a
set of representatives for the orbits X1, . . . ,Xm1+m2 , we define the “total change map”
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FQ : BJ+1(0, r)→ RJ+1 for Q(z) by
(5.51) FQ(~ε) =

λ1(~ε)
...
λm1+m2(~ε)
ϕ̂1(~ε)
...
ϕ̂g(~ε)

,
and note that its linear approximation
FQ0 (~ε) :=

L1(~ε)
...
Lm1+m2(~ε)
f1(~ε)
...
fg(~ε)

=

ε0 +
∑J
ℓ=1H~s,1(tℓ) · nℓN εℓ
...
ε0 +
∑J
ℓ=1H~s,m1+m2(tℓ) · nℓN εℓ∑J
ℓ=1 h1(tℓ) · nℓN εℓ
...∑J
ℓ=1 hg(tℓ) · nℓN εℓ

can be decomposed as
(5.52) FQ0 (~ε) = G~s(~t) · N · ~ε
where N is the (J + 1)× (J + 1) diagonal matrix N = diag(1, n1/N, . . . , nJ/N) and G~s(~t)
is as in Corollary 5.5.
By (5.49), (5.50), (5.51) and (5.52), if
(5.53) d(~ε) = FQ(~ε)− FQ0 (~ε)
for ~ε ∈ BJ+1(0, r), then each coordinate function di(~ε) of d(~ε) satisfies
(5.54) |di(~ε)| ≤ r
8B1B4
√
J + 1
·
J∑
ℓ=1
nℓ
N
.
Next consider the renormalized map FQ : BJ+1(0, r)→ RJ+1 given by
(5.55) FQ(~ε) = N−1G~s(~t)−1 · FQ(~ε) ,
and the corresponding difference function
(5.56) D(~ε) = FQ(~ε)− ~ε = N−1G~s(~t)−1 · d(~ε) .
By construction, the operator norm ‖G~s(~t)−1‖ is bounded by B1, and clearly
‖N−1‖ = 1
min1≤ℓ≤J nℓ/N
.
It follows from (5.53) and (5.54) that for each ~ε ∈ BJ+1(0, r)
|D(~ε)| ≤ 1
min1≤ℓ≤J nℓ/N
·B1 ·
√
J + 1 · r
8B1B4
√
J + 1
·
J∑
ℓ=1
nℓ/N
=
r
8
· 1
B4
·
∑J
ℓ=1 nℓ/N
min1≤ℓ≤J nℓ/N
.(5.57)
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We now cite a topological fact related to the Brouwer Fixed Point Theorem.1
Proposition 5.8. Fix 0 < η < 1 and suppose g : BJ+1(0, r) → RJ+1 is a continuous
map such that for each ~x in ∂BJ+1(0, r),
|g(~x)− ~x| < η · r .
Then BJ+1(0, (1 − η)r) ⊂ g(BJ+1(0, r)).
Proof. If J = 0 the result follows easily from the Intermediate Value theorem, so we
can assume J ≥ 1. Suppose there were some ~x0 ∈ B(0, (1 − η)r) which did not belong
to g(BJ+1(0, r)). Then we could define a continuous map g0 : B
J+1(0, r) → ∂BJ+1(0, r),
such that g0(~x) is the point where the ray from ~x0 through g(~x) meets ∂B
J+1(0, r). For
each ~x ∈ ∂BJ+1(0, r), |g(~x) − ~x| < ηr while by hypothesis |~x0 − ~x| > ηr. Hence there
would be a homotopy from g0|∂BJ+1(0,r) to the identity, such that for each t ∈ [0, 1] and
each ~x ∈ ∂BJ+1(0, r), gt(~x) is the point where the ray from ~x0 through tg(~x) + (1 −
t)~x meets ∂BJ+1(0, r). Thus g0 : B
J+1(0, r) → ∂BJ+1(0, r) would be a continuous map
whose restriction to ∂BJ+1(0, r) was homotopic to the identity. Now let i : ∂BJ+1(0, r)→
BJ+1(0, r) be the inclusion, and consider the induced map (g0 ◦ i)∗ = (g0)∗ ◦ i∗ on homology:
HJ(∂B
J+1(0, r))
i∗−→ HJ(BJ+1(0, r)) (g0)∗−→ HJ(∂BJ+1(0, r)) .
Here HJ(B
J+1(0, r)) = 0 so (g0)∗ ◦i∗ is the 0 map. On the other hand HJ(∂BJ+1(0, r)) ∼= Z
and g0◦i is homotopic to the identity, so (g0◦i)∗ is the identity map. This is a contradiction,
so ~x0 ∈ g(BJ+1(0, r)). 
Let ~σ be the vector of weights of the components of E˜v under µX,~s. For any special
pseudopolynomial Q~n(z) for E˜v with N =
∑
ni sufficiently large, and with ~n/N close
enough to ~σ that |nℓ/N − µX,~s(E˜v,ℓ)| < 12µX,~s(E˜v,ℓ) for ℓ = 1, . . . , J we will have
(5.58)
∑J
ℓ=1 nℓ/N
min1≤ℓ≤J nℓ/N
<
3/2 · µX,~s(
⋃J
k=1 E˜v,k)
1/2 ·min1≤ℓ≤J µX,~s(E˜v,ℓ)
= 3B4.
If (5.58) holds, then in (5.57) we will have |D(~ε)| < r/2. Applying Proposition 5.8 to FQ(~ε)
with η = 1/2, it follows that
(5.59) BJ+1(0, r/2) ⊂ FQ(BJ+1(0, r)) .
Step 6. The choice of δv.
Recalling that µX,~s =
∑m
i=1 siµi where µi is the equilibrium distribution of E˜v with
respect to xi, put
(5.60) B5 = min
1≤i≤m
min
1≤ℓ≤d
µi(E˜v,ℓ) > 0 .
Then for any ~s ∈ Pmv , and any ℓ = 1, . . . , d,
(5.61) µX,~s(E˜v,ℓ) ≥ B5 .
Henceforth we will assume ~n and N are such that
(5.62) min
1≤ℓ≤d
nℓ/N ≥ B5/2 .
1The author thanks Ted Shifrin for helpful discussions concerning this argument.
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In the light of (5.59), (5.55), (5.62) and the construction of N and G~s(~t), for any such ~n, if
Q(z) = Q~n as in Theorem 5.3 then
(5.63) B(0,
rB5
4B1
) =
B5
2B1
· B(0, r/2) ⊂ FQ(BJ+1(0, r)) .
This radius rB54B1 is uniform for all ~s ∈ Pmv .
Let the number δv > 0 in Theorem 5.2 be such that
(5.64)
(
m1+m2∏
i=1
[−2δv, 2δv ]
)
×Bg(0, δv) ⊂ B(0, rB5
4B1
) ,
where Bg(0, δv) = {~y ∈ Rg : |~y| ≤ δv}. Then if (5.58) and (5.62) hold,
(5.65) [−2δv , 2δv ]m1+m2 ×Bg(0, δv) ⊂ FQ(BJ+1(0, r)) .
Step 7. Achieving principality and varying the logarithmic leading coefficients.
As in §5.2, let Jac(Cv) be the Jacobian of Cv, and let ω1, . . . , ωg be a basis for the space of
real holomorphic differentials of Cv. Then Jac(Cv)(C) ∼= Cg/L where L is the period lattice
corresponding to ω1, . . . , ωg. Let ϕ : Cv(C) → Jac(Cv)(C) be the canonical map associated
to a base point p0 ∈ Cv(R),
(5.66) ϕ(p) = (
∫ p
p0
ω1, . . . ,
∫ p
p0
ωg) (mod L) .
and let Φ : Cv(C)g → Jac(Cv)(C) be the corresponding summatory map.
Since Jac(Cv) is nonsingular and defined over R, and its origin is rational over R, the
implicit function theorem shows that Jac(Cv)(R) is a g-dimensional real manifold. Since
Jac(Cv) is defined over R, Jac(Cv)(R) is a compact Lie subgroup of Jac(Cv)(C). Thus its
identity component must be isomorphic to a real torus Rg/L0, where L0 = L
⋂
Rg is a
g-dimensional sublattice of L.
Let Jac(Cv)(R)0 be the identity component of Jac(Cv)(R).
We claim that for each p ∈ Cv(R), the point 2ϕ(p) belongs to Jac(Cv)(R)0. To see this,
suppose that in (5.66), z = ϕ(p) ∈ Cg/L is obtained by integrating over some path γ from
p0 to p. Applying complex conjugation to (5.66), we see that since p0, p and the ωi are fixed
but γ is taken to its conjugate path, z (mod L) is changed to z (mod L). Hence, lifting z
to Cg, it must be that
(5.67) z = z − ℓ
for some ℓ ∈ L. We can find a basis ℓ1, . . . , ℓ2g for L such that ℓ1, . . . , ℓg is a basis for L0.
Writing
z =
g∑
i=1
aiℓi +
g∑
i=1
biℓg+i where ai, bi ∈ R ,(5.68)
ℓ =
g∑
i=1
ciℓi +
g∑
i=1
diℓg+i where ci, di ∈ Z ,(5.69)
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it follows that
(5.70) z =
g∑
i=1
aiℓi +
g∑
i=1
biℓg+i .
But ℓg+i ∈ L for each i, and since ℓg+i + ℓg+i ∈ Rg, for each i
(5.71) ℓg+i = −ℓg+i +
g∑
k=1
Mikℓk
for certain integers Mik. Inserting (5.68)–(5.71) in (5.67), we see that 2bi = di ∈ Z for each
i = 1, . . . , g. Thus, 2z ∈ L+Rg, which shows that 2ϕ(p) ∈ Jac(Cv)(R)0.
Fix ~s ∈ Pmv ∩Qm, and consider a special (X, ~s)-pseudopolynomial
Q(z) = Q~n(z) = C~n ·
N∏
k=1
[z, αk]X,~s
with roots in E˜v. Clearly roots belonging to the same segment in E˜v map to the same
connected component of Jac(Cv)(R) under ϕ. Hence if we arrange that each coordinate nℓ
of ~n is even, then
∑N
i=1 ϕ(αk) will belong to Jac(Cv)(R)0. Likewise if N =
∑
nℓ is such that
N~s ∈ 2Zm, then ϕ(∑mi=1Nsi(xi)) ∈ Jac(Cv)(R)0. If S is the least common denominator of
the si, both of these conditions can be assured by requiring that
(5.72) nℓ ≡ 0 (mod 2S) for all ℓ .
Suppose ~n/N is close enough to ~σ that (5.58) and (5.62) hold. Then
Bg(0, δv) ⊂ ϕ̂(BJ+1(0, r)) .
If in addition N is sufficiently large, then N · Bg(0, δv) will contain a fundamental domain
for Rg/L0.
Since ϕ(div(Q~ε) − ϕ(div(Q)) = N · ϕ̂(~ε), it follows that if (5.58), (5.62), and (5.72)
are satisfied and N is sufficiently large, then ~ε ∈ BJ+1(0, r) can be chosen so that Q~ε(z) is
principal. Furthermore, by (5.65) this can be done in such a way that for any Kv-symmetric
~β′ = (β′1, . . . , β
′
m) ∈ [−2δv , 2δv ]m,
(5.73) Λxi(Q
~ε, ~s) = Λxi(Q,~s) + β
′
i for i = 1, . . . ,m .
Step 8. The choice of the number Nv, and conclusion of the proof.
Let R˜v be as in Proposition 5.7, let r be the number constructed in Step 3, and let δv
be the number constructed in Step 7. Fix ~s = (s1, . . . , sm) ∈ Pmv ∩ Qm, and let S be the
least common denominator of the si.
Take a sequence of Kv-symmetric vectors ~nk = (nk,1, . . . , nk,D) ∈ ND satisfying the
following three properties:
(1) for each k and ℓ, nk,ℓ ≡ 0 (mod 2S) ;
(2) for each k,
∑
ℓ nk,ℓ = k · 2S ;
(3) as k →∞, writing Nk =
∑
ℓ nk,ℓ, we have ~nk/Nk → ~σ.
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Applying Theorem 5.3 to {~nk}k∈N, we obtain a sequence of (X, ~s)-pseudopolynomialsQ~nk(z),
whose roots belong to E˜v, with Q~nk(z) = Q~nk(z) for all z and k, such that for all sufficiently
large k,
(4) | 1Nk log(Q~nk(z)) −GX,~s(z, E˜v)| < r for all z ∈ Cv(C)\(Uv ∪ X) ;
(5) |Λxi(Q~nk , ~s)− Λxi(E˜v, ~s)| ≤ δv for each xi ∈ X ;
(6) Q~nk has nk,ℓ roots in each component E˜v,ℓ of E˜v, and on each component
contained in Cv(R), Q~nk(z) varies nk,ℓ times from R˜Nkv to 0 to R˜Nkv .
Likewise, for all sufficiently large k, the set Nk ·Bg(0, δv) contains a fundamental domain for
Rg/L0, and (5.58) and (5.62) hold. Let k0 be the least number such that these conditions
hold for all k ≥ k0, and put Nv = Nk0 = k0 · 2S.
Let N > 0 be a multiple of Nv, say N = t ·Nv for some integer t ≥ 1. Put k = t · k0,
let ~n = ~nk, and write Q(z) = Q~nk(z). Since N is a multiple of S, the divisor div(Q) =∑N
k=1 αk−
∑m
i=1Nsi(xi) is integral. Since div(Q) is Kv-symmetric and Nsi is even for each
i, the class of div(Q) in Jac(Cv)(C) belongs to Jac(Cv)(R)0. Let a Kv-symmetric vector
~β = (β1, . . . , βm) ∈ Rm with each |βi| ≤ δv be given. Putting β′ℓ = βi+Λxi(E˜v, ~s)−Λxi(Q,~s),
we see that |β′i| ≤ 2δv for each i, and that ~β′ = (β′1, . . . , β′m) is Kv-symmetric. By (5.73) we
can choose ~ε ∈ BJ+1(0, r) so that div(Q~ε) is principal and
Λxi(Q
~ε, ~s) = Λxi(Q,~s) + β
′
i = Λxi(E˜v, ~s) + βi
for each i.
By Proposition 5.7, if E˜v,ℓ is a component of E˜v, then Q
~ε has nℓ roots in the correspond-
ing component E˜v,ℓ(~ε) of E˜v(~ε). Furthermore, if E˜v,ℓ is contained in Cv(R), then E˜v,ℓ(~ε) is
contained in Cv(R), and Q~ε(z) varies nℓ times from RNv to 0 to RNv on E˜v,ℓ(~ε).
Since div(Q~ε) is principal and stable under complex conjugation, there is a rational
function fv(z) ∈ R(Cv) with |fv(z)| = Q~ε(z) for all z. Thus Λxi(fv, ~s) = Λxi(E˜v , ~s) + βi for
each xi ∈ X. Clearly fv(z) is real for all z ∈ Cv(R), and div(fv) = div(Q~ε). Since E˜v(~ε) is
contained in E0v , all the roots of fv belong to E
0
v . By Proposition 5.7,
{z ∈ Cv(C) : |fv(z)| ≤ 1} ⊂ Uv .
Let Ev,1, . . . , Ev,k be the components of the Kv-simple set Ev. For each Ev,i, put
Ni =
∑
E˜v,ℓ⊂Ev,i
nℓ =
∑
E˜v,ℓ(~ε)⊂Ev,i
nℓ .
Then fv has Ni roots in Ev,i, counted with multiplicities. If Ev,i is a component of Ev
contained in Cv(R), then by construction |fv(z)| = Q~ε(z) varies Ni times from RNv to 0 to
RNv on Ev,i. Each of those oscillations accounts for at least one root of fv(z). Since fv
has exactly Ni roots in Ev,i, those roots must be simple. Since the only places fv(z) can
change sign on Ev,i are at the roots, each time |fv(z)| varies from RNv to 0 to RNv on Ev,i,
the function fv(z) varies from RNv to −RNv , or from −RNv to RNv . Thus, the roots of fv in
Ev,i are simple and fv(z) oscillates Ni times between ±RNv on Ev,i. 

CHAPTER 6
Initial Approximating Functions: Nonarchimedean Case
In this section we will construct the nonarchimedean initial approximating functions
needed for Theorem 4.2. Because of the ultrametric inequality, the nonarchimedean theory
has a different flavor from the archimedean theory: the constructions are more rigid, but
at the same time more explicit.
As in §3.2, let K be a global field, let C/K be a smooth, connected, projective curve,
and let X = {x1, . . . , xm} ⊂ C(K˜) be a finite, K-symmetric set of points. Put L = K(X),
and let {gx1(z), . . . , gxm(z)} a system of uniformizing parameters, chosen in such a way that
gxi(z) ∈ K(xi)(C) for each xi, with gxσ(i)(z) = σ(gxi)(z) for each σ ∈ Aut(K˜/K).
Let v be a nonarchimedean place of K. In the statement of Theorem 4.2, we are given
a Kv-symmetric set Ev ⊂ Cv(Cv) which is bounded away from X and has positive capacity,
and a finite set of places S of K. If v /∈ S, then Ev is X-trivial; if v ∈ S, then Ev is
Kv-simple (Definition 4.1). This means that Ev is compact, and there is a decomposition
Ev =
⋃D
ℓ=1Ev,ℓ with pairwise disjoint, nonempty compact sets Ev,ℓ such that
(1) There are finite separable extensions Fw1 , . . . , FwD of Kv contained in Cv, and pair-
wise disjoint isometrically parametrizable balls B(a1, r1), . . . , B(an, rD), for which
Ev,ℓ = Cv(Fwℓ) ∩B(aℓ, rℓ) for ℓ = 1, . . . ,D;
(2) The set of balls {B(a1, r1), . . . , B(aD, rD)} is stable under Autc(Cv/Kv), and as σ
ranges over Autc(Cv/Kv), each ball B(aℓ, rℓ) has [Fwℓ : Kv] distinct conjugates.
For each σ, if σ(B(aj , rj)) = B(ak, rk), then σ(Fwj ) = Fwk and σ(Ev,j) = Ev,k.
Both X-trivial sets and compact sets are algebraically capacitable (see [51], Theorems
4.3.13, 4.3.15), so G(z, xi;Ev) = G(z, xi;Ev) and V xi(Ev) = Vxi(Ev) for each xi; throughout
this section we will write G(z, xi;Ev) and Vxi(Ev) for the Green’s functions and Robin
constants.
Let ~s = (s1, . . . , sm) ∈ Pm be aKv-symmetric probability vector. As in the archimedean
case, the logarithmic leading coefficient of the Green’s function of Ev at xi is defined to be
Λxi(Ev , ~s) = limz→xi
( m∑
j=1
sjG(z, xj ;Ev) + si logv(|gxi(z)|v)
)
= siVxi(Ev) +
∑
j 6=i
sjG(xi, xj ;Ev) .(6.1)
Likewise, if ~s ∈ Pm(Q) and fv(z) ∈ Kv(C) is an (X, ~s)-function of degree N , the logarithmic
leading coefficient of fv(z) at xi is
(6.2) Λxi(fv, ~s) = limz→xi
(
1
N
logv(|fv(z)|v) + si logv(|gxi(z)|v)
)
.
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Note that |C×v |v = qQv is dense in R>0 but is not equal to it. This means we cannot
continuously vary the logarithmic leading coefficients Λxi(fv, ~s) as in the archimedean case;
this is one source of rigidity in the construction.
If Ev is X-trivial, then it is an RL-domain, and the initial local approximating function
will be an (X, ~s)-function fv(z) ∈ Kv(z) which defines Ev as an RL-domain:
Ev = {z ∈ Cv(Cv) : |fv(z)|v ≤ 1} .
In this situation,
∑m
i=1 siG(z, xi;Ev) =
1
N logv(|f(z)|v) for all z /∈ Ev, and Λxi(fv, ~s) =
Λxi(Ev , ~s) for each xi ∈ X.
If Ev is Kv-simple, the initial local approximating function will be an (X, ~s)-function
fv(z) ∈ Kv(z) whose zeros are distinct and belong to Ev, and are well-distributed relative
to the (X, ~s)-equilibrium measure µX,~s of a Kv-simple set E˜v ⊆ Ev constructed below (see
Appendix A regarding µX,~s). We will show that for any βv > 0 in Q, there exist functions
having these properties and satisfying
Λxi(fv, ~s) = Λxi(E˜v , ~s) + βv
for all xi ∈ X.
In the Kv-simple case, the functions fv(z) will be contructed explicitly, by an argument
generalizing the methods of ([52], [53]). The idea is to first define an infinite subsequence
of Ev which is very uniformly distributed relative to µX,~s, using a lemma of Balinski and
Young ([9]) originally proved for the purpose of apportioning seats in the US House of
Representatives, and to then take an initial segment of that sequence and modify it to
become the zeros of fv(z). The modification, which involves moving a finite number of
points so as to obtain a principal divisor, is carried out by using an action of a small
neighborhood of the origin in Jac(Cv)(Cv) on a suitably generic polydisc in Cv(Cv)g which
makes the polydisc into a principal homogeneous space for the neighborhood. This action
is studied in Appendix D.
1. The Approximation Theorems
There are two cases to consider in constructing the initial local approximating functions:
the RL-domain case, and the compact case.
Recall that Cv(Cv)\Ev can be partitioned into equivalence classes called RL-components,
which play the same role as the connected components of the complement of Ev in the
archimedean case. The equivalence relation is defined by z ≡ w iff G(z, w;Ev) > 0; see
([51], Theorems 4.2.11 and 4.4.17, and Definition 4.4.18).
For the RL-domains constructed in the initial reductions of the Fekete-Szego¨ theorem,
each RL-component of Cv(Cv)\Ev automatically contains at least one point of X: If Ev
is a finite union of isometrically parametrizable balls, then by ([51],Theorem 4.2.16 and
Proposition 4.4.1(B)) the complement of Ev consists of a single RL-component. If Ev
is X-trivial, then by definition Cv has good reduction at v, the points xi specialize to
distinct points (mod v), and Ev = Cv(Cv)\
⋃m
i=1B(xi, 1)
− relative to the spherical metric
on Cv(Cv). In this case the RL-components of Cv(Cv)\Ev are precisely the balls B(xi, 1)−
for the xi ∈ X.
The construction of the initial approximating functions when Ev is an RL-domain was
already treated in ([51], §4):
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Theorem 6.1. Suppose Kv is nonarchimedean, and let Ev ⊂ Cv(Cv)\X be an RL-
domain such that each RL-component of Cv(Cv)\Ev contains at least one point of X. Let
~s ∈ Pm(Q) be a Kv-symmetric rational probability vector, whose entries are all positive.
Then there is a integer Nv with the following property. For each positive integer N
divisible by Nv, there is an (X, ~s)-function fv(z) ∈ Kv(C) of degree N which defines Ev as
an RL-domain:
(6.3) Ev = {z ∈ Cv(Cv) : |fv(z)|v ≤ 1} .
For any such function fv(z) we have
m∑
i=1
siG(z, xi;Ev) =
{
1
N logv(|fv(z)|v) if z /∈ Ev ,
0 if z ∈ Ev .
In particular, Λxi(fv, ~s) = Λxi(Ev, ~s) for each xi ∈ X.
Furthermore, if char(Kv) = p > 0, we can require that for each xi, the leading coefficient
cv,i = limz→xi fv(z) · gxi(z)Nsi belongs to Kv(xi)sep.
Proof. This is essentially ([51], Theorem 4.5.4, p.316). That theorem provides an
integer N0 and an (X, ~s)-function f0(z) ∈ Kv(C) of degree N0 for which (6.3) holds. Put
Nv = N0. Given a multiple N = kNv, we can take fv(z) = f0(z)
k.
If char(Kv) = p > 0, put p
B = maxi([Kv(xi) : Kv]
insep), and take Nv = p
BN0 instead.
Then if N = kNv, we have fv(z) = (f0(z)
pC )k. Since f0 is Kv-rational, for each i its leading
coefficient at xi belongs to Kv(xi) (see Corollary 3.5), and the leading coefficient of f0(z)
pC
at xi belongs to Kv(xi)
sep. 
Before stating the approximation theorem for the compact case, we need a definition.
Definition 6.2. Suppose Kv is nonarchimedean. We will say that Kv-simple sets Ev
and E˜v are compatible, or that E˜v is compatible with Ev, if Ev and E˜v are nonempty and
have Kv-simple decompositions
(6.4) Ev =
n⋃
ℓ=1
B(aℓ, rℓ) ∩ Cv(Fwℓ) , E˜v =
n˜⋃
k=1
B(a˜k, r˜k) ∩ Cv(F˜wk) ,
such that
⋃n˜
k=1B(a˜k, r˜k) ⊆
⋃n
ℓ=1B(aℓ, rℓ), and whenever B(a˜k, r˜k) ⊆ B(aℓ, rℓ) we have
F˜wk = Fwℓ . We will call a pair of Kv-simple decompositions (6.4) satisfying the conditions
above compatible decompositions.
In the compact case, the theorem we need is the following. It may appear somewhat
strange at first reading. The set E˜v ⊂ Ev plays an auxiliary role in the construction: we
will initially replace Ev by E˜v. This reserves an ‘unused’ part Ev\E˜v of Ev, and allows us
to move some zeros from E˜v into Ev in constructing the approximating function fv(z). The
final approximation set Hv is then defined in terms of fv(z); it is contained in Ev but not
in general in E˜v.
Theorem 6.3. Suppose Kv is nonarchimedean. Let Ev be a compact Kv-simple set
which is disjoint from X and has positive capacity. Fix a Kv-simple decomposition
(6.5) Ev =
D⋃
ℓ=1
B(aℓ, rℓ) ∩ Cv(Fwℓ) ,
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and fix εv > 0. Then there is a compact, Kv-simple set E˜v ⊆ Ev compatible with Ev such
that
(A) For each xi ∈ X
(6.6) |Vxi(E˜v)− Vxi(Ev)| < εv ,
and for all xi, xj ∈ X with xi 6= xj ,
(6.7) |G(xi, xj ; E˜v)−G(xi, xj ;Ev)| < εv .
(B) For each 0 < βv ∈ Q and each Kv-symmetric probability vector ~s = t(s1, . . . , sm)
with rational entries, there is an integer Nv ≥ 1 such that for each positive integer N
divisible by Nv, there is an (X, ~s)-function fv ∈ Kv(Cv) of degree N such that
(1) For each xi ∈ X,
(6.8) Λxi(fv, ~s) = Λxi(E˜v, ~s) + βv .
(2) The zeros θ1, . . . , θN of fv are distinct and belong to Ev;
(3) f−1v (D(0, 1)) ⊆
⋃D
ℓ=1B(aℓ, rℓ);
(4) There is a decomposition f−1v (D(0, 1)) =
⋃N
h=1B(θh, ρh), where the balls B(θh, ρh)
are pairwise disjoint and isometrically parametrizable. For each h = 1, . . . , N , if ℓ = ℓ(h)
is such that B(θh, ρh) ⊆ B(aℓ, rℓ), put Fuh = Fwℓ . Then ρh ∈ |F×uh |v and fv induces an
Fuh-rational scaled isometry from B(θh, ρh) to D(0, 1), with
fv
(
B(θh, ρh) ∩ Cv(Fuh)
)
= OFuh ,
such that |fv(z1)− fv(z2)|v = (1/ρh)‖z1, z2‖v for all z1, z2 ∈ B(θh, ρh).
(5) The set Hv := Ev ∩ f−1v (D(0, 1)) is Kv-simple and compatible with Ev. Indeed,
(6.9) Hv =
N⋃
h=1
(
B(θh, ρh) ∩ Cv(Fuh)
)
is a Kv-simple decomposition of Hv compatible with the Kv-simple decomposition (6.5).
(C) If char(Kv) = p > 0, then for each xi the leading coefficient cv,i = limz→xi fv(z) ·
gxi(z)
Nsi belongs to Kv(xi)
sep.
The proof of Theorem 6.3 will occupy the remainder of this chapter.
2. Reduction to a Set Ev in a Single Ball
In this section we will reduce proving Theorem 6.3 to proving it over a finite separa-
ble extension Fw/Kv , in the case where Ev = Cv(Fw) ∩ B(a, r) for a single isometrically
parametrizable ball.
To do this, we first recall some facts about nonarchimedean (X, ~s)-capacities established
in Appendix A. Let ~s = (s1, . . . , sm) ∈ Pm be a probability vector. As in §3.3, define the
(X, ~s)-canonical distance by
[z, w]X,~s =
m∏
i=1
([z, w]xi )
si ,
where the [z, w]xi are normalized so that limz→xi[z, w]xi · |gxi(z)|v = 1.
Given a compact set Hv disjoint from X, define its (X, ~s)-Robin constant by
(6.10) VX,~s(Hv) = inf
ν
∫∫
Hv×Hv
− logv([z, w]X,~s) dν(z)dν(w)
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where ν runs over all Borel probability measures supported on Hv, and its (X, ~s)-capacity
by
γX,~s(Hv) = q
−VX,~s(Hv)
v ,
where qv is the order of the residue field of Ov.
By Theorem A.2, if Hv has positive capacity, there is a unique probability measure
µX,~s supported on Hv for which the inf in (6.10) is achieved; this measure is called the
(X, ~s)-equilibrium distribution. The (X, ~s)-potential function is defined by
uX,~s(z;Hv) =
∫
Hv
− logv([z, w]X,~s) dµX,~s(w) .
Here uX,~s(z;Hv) = VX,~s(Hv) for all z ∈ Hv except possibly a set of inner capacity 0;
and uX,~s(z;Hv) < VX,~s(Hv) for all z /∈ Hv. By Proposition A.5, VX,~s(Hv) is a continuous
function of ~s ∈ Pm, and the (X, ~s)-equilibrium distribution and the (X, ~s)-Green’s function
GX,~s(z,Hv) = VX,~s(Hv) − uX,~s(z;Hv) can be decomposed in terms of the corresponding
objects for the individual points xi:
µX,~s =
m∑
i=1
siµi ,(6.11)
GX,~s(z;Hv) =
m∑
i=1
siG(z, xi;Hv) ,(6.12)
where µi is the equilibrium distribution ofHv with respect to the point xi, andG(z, xi;Hv) =
Vxi(Hv)− uxi(z;Hv).
If Hv is Kv-simple, with the Kv-simple decomposition
(6.13) Hv =
D⋃
ℓ=1
(Cv(Fwℓ) ∩B(aℓ, rℓ)) ,
then by Lemma A.9 and Proposition A.12 of Appendix A, the exceptional set of inner
capacity 0, discussed above, is empty: uX,~s(z;Hv) = VX,~s(Hv) for all z ∈ Hv. Moreover, the
equilibrium distribution µX,~s can be described as follows. For each ℓ, write Hv,ℓ = Cv(Fwℓ)∩
B(aℓ, rℓ) and let σℓ : D(0, rℓ)→ B(aℓ, rℓ) be an Fwℓ-rational isometric parametrization with
σℓ(0) = aℓ. Let µ
∗
ℓ be the pushforward of additive Haar measure on Fwℓ ∩D(0, rℓ) to Hv,ℓ
by σℓ, normalized to have mass 1. By Corollary A.14 of Appendix A, there are weights
wℓ(~s) > 0, satisfying
∑D
ℓ=1wℓ(~s) = 1, for which
(6.14) µX,~s =
D∑
ℓ=1
wℓ(~s)µ
∗
ℓ .
The weights wℓ(~s) are uniquely determined by the requirement that
(6.15) uX,~s(z,Hv) =
D∑
ℓ=1
wℓ(~s)uX,~s(z,Hv,ℓ)
takes the same value VX,~s(Hv) on each Hv,ℓ.
This description of uX,~s(z,Hv) leads to the following system of linear equations. Writing
V = VX,~s(Hv) and wℓ = wℓ(~s), and evaluating uX,~s(z,Hv) at a generic point of each Hv,ℓ,
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we have (see Theorem A.13):
(6.16)

1 = 0 · V +∑Dℓ=1 wℓ ,
0 = V + wℓ ·
(− VX,~s(Hv,ℓ))+ D∑
j=1
j 6=ℓ
wj · logv
(
[aℓ, aj ]X,~s
)
for ℓ = 1, . . . ,D.
By Theorem A.13 the system (6.16) has a unique solution. Since the VX,~s(Hv,ℓ) and
[ak, aℓ]X,~s are continuous in ~s (see Proposition A.5 and Proposition 3.11(B1)), VX,~s(Hv) and
the wℓ(~s) are continuous functions of ~s. Since wℓ(~s) = µX,~s(Hv,ℓ) =
∑m
i=1 siµi(Hv,ℓ) and
µi(Hv,ℓ) > 0 for each i and ℓ, there is a constantW0 =W0(Hv,X) > 0 such that wℓ(~s) ≥W0,
uniformly for all ℓ and ~s.
Since Hv is Kv-simple, if ~s ∈ Pm(Q) the coefficients of the system (6.16) are rational,
so the solutions VX,~s(Hv) and wℓ(~s) are rational as well. This fact is shown in Corollary
A.14, but because it is crucial to our construction, and because the ideas motivate later
parts of the construction, we repeat the reasoning here. It involves computations with
explicit examples.
First suppose C = P1/K. Identify P1v(Cv) with Cv
⋃{∞}, and take X = {∞}. Let
Fw/Kv be a finite, separable extension embedded in Cv. We do not assume Fw/Kv is
galois. Consider the set H0v = Ow, where Ow is the ring of integers of Fw. The canonical
distance [x, y]∞ (with respect to the uniformizing parameter g∞(z) = 1/z) is just |x− y|v,
which is unchanged when x and y are replaced by x − a and y − a. It follows that the
equilibrium measure µ = µ∞ is translation invariant under the additive group of Ow, and
hence must be additive Haar measure on Ow. The Robin constant and potential function
of Ow can be computed explicitly (see Lemma A.9, or [51], Example 4.1.24, p.212) and in
particular, writing qw = q
fw
v for the order of the residue field of Ow, we have
u∞(z,Ow) =
{ 1
ew(qw−1) if z ∈ Ow ,
− logv(|z|v) if |z|v > 1 .
(6.17)
Next let C/K and X be arbitrary, and consider the set Hv,ℓ = Cv(Fwℓ)∩B(aℓ, rℓ) where
B(aℓ, rℓ) is isometrically parametrizable, Fwℓ/Kv is a finite separable extension in Cv, aℓ ∈
Cv(Fwℓ), and rℓ ∈ |F×wℓ |v. Put qwℓ = q
fwℓ
v . Fix an Fwℓ-rational isometric parametrization
σℓ : D(0, rℓ)→ B(aℓ, rℓ) with σℓ(0) = aℓ, and use it to identify B(aℓ, rℓ) with D(0, rℓ). For
each xi there is a constant Aℓ,i ∈ |C×v |v such that [y, z]xi = Aℓ,i|y−z|v for all z, w ∈ B(aℓ, rℓ).
It follows that for y, z ∈ B(a, r), we have [y, z]X,~s = CX,~s‖z, w‖v where CX,~s,ℓ =
∏
iA
si
ℓ,i.
By Proposition 3.11 the canonical distance is constant on pairwise disjoint isometrically
parametrizable balls disjoint from X, so for y ∈ B(aℓ, rℓ) and z /∈ B(aℓ, rℓ) we have [z, y]X,~s =
[z, aℓ]X,~s. The equilibrium distribution of Hv,ℓ is the pushforward of additive Haar measure
on Fwℓ ∩D(0, r). Hence, by (6.17)
(6.18) uX,~s(z,Hv,ℓ) =
{
1
ewℓ(qwℓ−1)
− logv(CX,~s,ℓ · rℓ) if z ∈ Hv,ℓ ,
− logv([z, aℓ]X,~s) if z /∈ B(aℓ, rℓ) .
In particular, VX,~s(Hv,ℓ) = 1/(ewℓ(qwℓ − 1)) − logv(CX,~s,ℓ · rℓ). Note that CX,~s,ℓ belongs to
|C×v |v if all the si are rational. Thus, if ~s ∈ Pm(Q), then VX,~s(Hv,ℓ) ∈ Q. Likewise, by
Proposition 3.11(B1), − logv([aℓ, aj ]X,~s) ∈ Q for all ℓ 6= j.
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Hence if ~s ∈ Pm(Q), the coefficients of the system (6.16) are rational. It follows that
the solution is rational as well.
We next apply the theory above to sets E˜v ⊂ Ev ⊂ Cv(Cv)\X, where Ev and E˜v
are Kv-simple and E˜v is compatible with Ev. Given a Kv-simple decomposition Ev =⋃D
ℓ=1 Cv(Fwℓ) ∩ B(aℓ, rℓ), write Ev,ℓ = Cv(Fwℓ) ∩ B(aℓ, rℓ), and put E˜v,ℓ = E˜v ∩B(aℓ, rℓ) ⊂
Ev,ℓ. Thus Ev =
⋃D
ℓ=1Ev,ℓ and E˜v =
⋃D
ℓ=1 E˜v,ℓ.
Lemma 6.4. Let Ev ⊂ Cv(Cv)\X be a Kv-simple set, with a Kv-simple decomposition
Ev =
⋃D
ℓ=1 Cv(Fwℓ) ∩B(aℓ, rℓ).
Let εv > 0 be given. Then there is a δv > 0 such that for any Kv-simple set E˜v ⊂ Ev, if
|Vxi(E˜v,ℓ) − Vxi(Ev,ℓ)| < δv for all ℓ = 1, . . . ,D and i = 1, . . . ,m, then for each xi ∈ X we
have
(6.19) |Vxi(E˜v)− Vxi(Ev)| < εv ,
and for all xi, xj ∈ X with xi 6= xj,
(6.20) |G(xi, xj ; E˜v)−G(xi, xj ;Ev)| < εv .
Proof. By Theorem A.13, there are systems of equations analogous to (6.16) for the
sets Ev and E˜v: write V = VX,~s(Ev) and wℓ = wℓ(~s) for the Robin constant and weights
associated to Ev; let V˜ = VX,~s(E˜v), w˜ℓ = w˜ℓ(~s) be the corresponding objects for E˜v. Then
(6.21)

1 = 0 · V +∑Dℓ=1 wℓ ,
0 = V + wℓ ·
(− VX,~s(Ev,ℓ))+ D∑
j=1
j 6=ℓ
wj · logv
(
[aℓ, aj ]X,~s
)
, for ℓ = 1, . . . ,D
and
(6.22)

1 = 0 · V˜ +∑Dℓ=1 w˜ℓ ,
0 = V˜ + w˜ℓ ·
(− VX,~s(E˜v,ℓ))+ D∑
j=1
j 6=ℓ
w˜j · logv
(
[aℓ, aj ]X,~s
)
, for ℓ = 1, . . . ,D .
Fix xi ∈ X and specialize to the case where [x, y]X,~s = [x, y]xi ; that is, take ~s = ~ei =
(0, . . . , 1, . . . , 0). Note that the coefficients of the systems (6.21), (6.22) are the same except
for their diagonal terms. Write Vℓ = VX,~s(Ev,ℓ) and V˜ℓ = VX,~s(E˜v,ℓ), for ℓ = 1, . . . ,D.
Henceforth we will regard V˜1, . . . , V˜D as variables, keeping V1, . . . , VD fixed. By Cramer’s
rule, the solution vectors (V,w1, . . . , wD) and (V˜ , w˜1, . . . , w˜D) are continuous functions of
the coefficients in (6.21), (6.22). It follows that when (V˜1, . . . , V˜D) −→ (V1, . . . , VD), then
(V˜ , w˜1, . . . , w˜D) −→ (V,w1, . . . , wD). In particular, Vxi(E˜v) −→ Vxi(Ev).
Furthermore, for each z 6= xi we have
(6.23)
{
G(z, xi;Ev) = V − uxi(x,Ev) = V −
∑D
ℓ=1wℓ uxi(z,Ev,ℓ) ,
G(z, xi; E˜v) = V˜ − uxi(x, E˜v) = V˜ −
∑D
ℓ=1 w˜ℓ uxi(z, E˜v,ℓ) .
Since X is disjoint from
⋃D
ℓ=1B(aℓ, rℓ), it follows from (6.18) that for each xj 6= xi we have
uxi(xj , Ev,ℓ) = uxi(xj , E˜v,ℓ) = − logv([xj , aℓ]xi). Thus, when (V˜1, . . . , V˜D) −→ (V1, . . . , VD),
we have G(xj , xi; E˜v) −→ G(xj , xi;Ev) as well.
Since X is finite, the Lemma follows. 
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We now claim that in order to prove Theorem 6.3, it suffices to establish the following
weaker version of the theorem for Ev,ℓ over Fwℓ , for each ℓ = 1, . . . ,D:
Proposition 6.5. Let Ev,ℓ = Cv(Fwℓ) ∩ B(aℓ, rℓ), where Fwℓ is a finite, separable ex-
tension of Kv in Cv, B(aℓ, rℓ) ⊂ Cv(Cv)\X is an isometrically parametrizable ball, and
aℓ ∈ Cv(Fwℓ). Let εv,ℓ > 0 be given. Then there is a compact set E˜v,ℓ ⊆ Ev,ℓ for which
(A) There are points αℓ,j ∈ Cv(Fwℓ) ∩ B(aℓ, rℓ) and pairwise disjoint isometrically
parametrizable balls B(αℓ,j, rℓ,j) ⊆ B(aℓ, rℓ), for j = 1, . . . , dℓ, such that E˜v,ℓ has the form
(6.24) E˜v,ℓ =
dℓ⋃
j=1
(Cv(Fwℓ) ∩B(αℓ,j, rℓ,j))
and for each xi ∈ X
(6.25) |Vxi(E˜v,ℓ)− Vxi(Ev,ℓ)| < εv,ℓ .
(B) For each 0 < βv ∈ Q and each Fwℓ-symmetric probability vector ~s = t(s1, . . . , sm)
with rational entries, there is an integer Nv,ℓ ≥ 1 such that for each positive integer N
divisible by Nv,ℓ, there is an (X, ~s)-function fv,ℓ ∈ Fwℓ(Cv) of degree N such that
(1) For all z ∈ Cv(Cv)\(B(aℓ, rℓ) ∪ X),
(6.26)
1
N
logv(|fv,ℓ(z)|v) = GX,~s(z, E˜v,ℓ) + βv .
(2) The zeros θ1, . . . , θN of fv,ℓ are distinct and belong to Ev,ℓ (hence Cv(Fwℓ)).
(3) f−1v,ℓ (D(0, 1)) =
⋃N
h=1B(θh, ρh), where the balls B(θh, ρh) are pairwise disjoint and
contained in B(aℓ, rℓ).
Proposition 6.5 will be proved in Section 6.4.
Proof of Theorem 6.3, assuming Proposition 6.5.
Let Ev ⊂ Cv(Cv)\X be a Kv-simple set with the Kv-simple decomposition
(6.27) Ev =
D⋃
ℓ=1
(Cv(Fwℓ) ∩B(aℓ, rℓ)) .
For each ℓ, write Ev,ℓ = Cv(Fwℓ) ∩B(aℓ, rℓ).
By the definition of a Kv-simple decomposition, the collection of balls {B(aℓ, rℓ)}1≤ℓ≤D
is stable under Autc(Cv/Kv) and for each ℓ the ball B(aℓ, rℓ) has [Fwℓ : Kv] distinct con-
jugates. For each σ ∈ Autc(Cv/Kv) and each ℓ = 1, . . . ,D, let σ(ℓ) be the index such that
B(aσ(ℓ), rσ(ℓ)) = B(aℓ, rℓ). Then Fσ(ℓ) = σ(Fℓ).
We first construct the set E˜v in Theorem 6.3. Given εv > 0, let δv > 0 be the number
given by Lemma 6.4 for Ev and the Kv-simple decomposition (6.27). Suppose that under
the action of Autc(Cv/Kv) on B(a1, r1), . . . , B(aD, rD), there are T distinct orbits. We can
assume without loss that B(a1, r1), . . . , B(aT , rT ) are representatives for the orbits. For
each ℓ = 1, . . . , T , take εv,ℓ = δv and let E˜v,ℓ ⊂ Ev,ℓ and Nv,ℓ be the Fwℓ-simple set and
number given for Ev,ℓ and εv,ℓ, by Proposition 6.5. Let V˜ℓ = VX,~s(E˜v,ℓ) be the (X, ~s)-Robin
constant of E˜v,ℓ. We define the sets E˜v,ℓ for T + 1 ≤ ℓ ≤ D by galois conjugacy: given
such an ℓ, there are a k with 1 ≤ k ≤ T and a σ ∈ Autc(Cv/Kv) such that ℓ = σ(k). Put
E˜v,ℓ = σ(E˜v,k). It is easy to see that E˜v,ℓ is independent of the choice of σ, and that each
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E˜v,ℓ is Fwℓ-simple. With this definition, for each 1 ≤ ℓ ≤ D and each σ ∈ Autc(Cv/Kv) we
have E˜v,σ(ℓ) = σ(E˜v,ℓ) and VX,~s(E˜v,σ(ℓ)) = VX,~s(E˜v,ℓ). Put
E˜v =
D⋃
ℓ=1
E˜v,ℓ .
By construction E˜v is Kv-simple and compatible with Ev. By Proposition 6.5, part (A) of
Theorem 6.3 holds for E˜v and Ev.
We next establish part (B). Fix 0 < βv ∈ Q and a Kv-symmetric probability vector
~s ∈ Pm(Q). Let V˜ = VX,~s(E˜v) and w˜ℓ = w˜ℓ(~s), for ℓ = 1, . . . ,D, be the solutions to the
system of equations (6.16) associated to E˜v. Since E˜v, X and ~s are Kv-symmetric, we have
VX,~s(E˜v,σ(ℓ)) = VX,~s(E˜v,ℓ) for all ℓ and σ, and each σ permutes the equations (6.16). Hence
the weights w˜ℓ satisfy w˜σ(ℓ) = w˜ℓ for all ℓ and all σ.
Since each E˜v,ℓ is Fwℓ-simple, Corollary A.14 (applied to an Fwℓ-simple decomposition
of E˜v,ℓ) shows that each VX,~s(E˜v,ℓ) is rational. By Theorem A.13, V˜ = VX,~s(E˜v) and the
weights w˜1, . . . , w˜D are rational. Write w˜ℓ = Pℓ/Qℓ with positive integers Pℓ, Qℓ, and let
Q be the least common multiple of Q1, . . . , QT . Write VX,~s(E˜v) = X0/Y0 and VX,~s(E˜v,ℓ) =
Xℓ/Yℓ with integers Xℓ, Yℓ, and put Y = LCM(Y0, Y1, . . . , YT ).
Put N˜v = LCM(Nv,1, . . . , Nv,T ), and set Nv = Y QN˜v.
Suppose N is a multiple of Nv, say N = kNv. For each ℓ = 1, . . . , T put nℓ = w˜ℓN ,
noting that nℓ ∈ N and that Nv,ℓ|nℓ. Let fv,ℓ(z) ∈ Fwℓ(C) be the (X, ~s)-function of degree
nℓ given by Proposition 6.5 for E˜v,ℓ, Ev,ℓ, ~s, and βv. For the remaining sets E˜v,ℓ with
ℓ = T + 1, . . . ,D, define fv,ℓ by conjugacy, so that if ℓ = σ(k) with 1 ≤ k ≤ T and
σ ∈ Autc(Cv/Kv) then fv,ℓ = (fv,k)σ = σ◦fv,k◦σ−1. It follows that for each ℓ = 1, . . . ,D, the
function fv,ℓ belongs to Fwℓ(Cv), has degree w˜ℓN , and satisfies the conditions of Proposition
6.5 relative to E˜v,ℓ, ~s, and βv. In particular, for all z ∈ Cv(Cv)\
(
B(aℓ, rℓ) ∪ X
)
, we have
(6.28)
1
nℓ
logv(|fv,ℓ(z)|v) = GX,~s(z, E˜v,ℓ) + βv .
Clearly fv,σ(ℓ) = (fv,ℓ)
σ for all σ ∈ Autc(Cv/Kv) and all ℓ.
Note that for each ℓ we have uX,~s(z, E˜ℓ) = VX,~s(E˜v,ℓ)− uX,~s(z, E˜v,ℓ), and that
GX,~s(z, E˜v) = VX,~s(E˜v)−
D∑
ℓ=1
w˜ℓ uX,~s(z, E˜v,ℓ) .
Thus if we put C = VX,~s(E˜v)−
∑D
ℓ=1 w˜ℓVX,~s(E˜v,ℓ), then
(6.29) GX,~s(z, E˜v) = C +
D∑
ℓ=1
w˜ℓGX,~s(z, E˜v,ℓ) .
By our choice of N , we have N · C ∈ Z. Since GX,~s(z, E˜v) = 0 for all z ∈ E˜v, and
GX,~x(z, E˜v,ℓ) ≥ 0 for all z and all ℓ, by evaluating both sides of (6.29)) at a point z ∈ E˜v
we see that C ≤ 0.
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Let πv be a uniformizing element for the maximal ideal of Ov , and define
(6.30) fv(z) = π
−NC
v ·
D∏
ℓ=1
fv,ℓ(z) .
Since each fv,ℓ is an (X, ~s)-function, so is fv. By construction fv is stable under Autc(Cv/Kv).
Since each Fwℓ/Kv is separable, fv belongs to Kv(C). It clearly has degree N .
We will now show that fv satisfies the conditions of Theorem 6.3 relative to E˜v, ~s, and
βv and the Kv-simple decomposition (6.27). First, by our hypotheses on the fv,ℓ(z), for
each z /∈ ⋃Dℓ=1B(aℓ, rℓ) ∪ X we have
1
N
logv(|fv(z)|v) =
1
N
(
NC +
D∑
ℓ=1
logv(|fv,ℓ(z)|v)
)
=
1
N
(
NC +
D∑
ℓ=1
w˜ℓN ·
(
GX,~s(z, E˜v,ℓ) + βv
))
= GX,~s(z, E˜v) + βv ,
using (6.29) and the fact that
∑D
ℓ=1 w˜ℓ = 1. In particular, for each xi ∈ X,
Λxi(fv, ~s) = limz→xi
(
GX,~s(z, E˜v) + si logv(|gi(z)|v)
)
+ βv = Λxi(E˜v, ~s) + βv .
Next, we claim that the zeros of fv are distinct and belong to Ev. Indeed, for each ℓ the
zeros of fv,ℓ are distinct and belong to Ev,ℓ. This holds for ℓ = 1, . . . , T by Proposition 6.5,
and for the remaining ℓ by conjugacy. Since the sets Ev,ℓ are pairwise disjoint, our claim
follows.
Fix ℓ. Recalling that nℓ = deg(fv,ℓ) = w˜ℓN , let θℓ,1, . . . , θℓ,nℓ be the zeros of fv,ℓ.
By Proposition 6.5 there pairwise disjoint balls B(θℓ,1, ρℓ,1), . . . , B(aℓ,nℓ , ρℓ,nℓ) contained in
B(aℓ, rℓ) such that
f−1v,ℓ (D(0, 1)) =
nℓ⋃
j=1
B(θℓ,j, ρℓ,j) .
Here, the balls B(θℓ,j, ρℓ,j) are isometrically parametrizable since B(aℓ, rℓ) is isometrically
parametrizable. The θℓ,j belong to Cv(Fwℓ) since they belong to Ev,ℓ. By choosing an Fwℓ -
rational isometric parametrization ϕℓ,j : D(0, rℓ)→ B(aℓ, rℓ) with ϕℓ,j(0) = θℓ,j, expanding
fv,ℓ as a power series c0+ c1Z+ · · · , and applying Proposition 3.38, we see that fv,ℓ induces
a scaled isometry from B(θℓ,j, ρℓ,j) to D(0, 1). Here c0, c1, · · · ∈ Fwℓ since fv,ℓ ∈ Fwℓ(Cv)
and θℓ,j ∈ Cv(Fwℓ). Proposition 3.38 gives |c1|v · ρℓ,j = 1, so ρℓ,j = 1/|c1|v ∈ |F×wℓ |v .
On the other hand, the function Hℓ(z) = fv(z)/fv,ℓ(z) is also Fwℓ-rational, and its zeros
and poles are disjoint from B(aℓ, rℓ). Hence there is a constant Bℓ such that |Hℓ(z)|v =
Bℓ for all z ∈ B(aℓ, rℓ). Evaluating Hℓ(z) at a point zℓ ∈ E˜v,ℓ, and successively using
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GX,~s(zℓ, E˜v,ℓ) = 0, (6.29), and GX,~s(zℓ, E˜v) = 0, we see that
logv(Bℓ) = |π−NCv ·
∏
k 6=ℓ
fv,k(zℓ)|v = NC +
∑
k 6=ℓ
w˜kN ·
(
GX,~s(zℓ, E˜v,k) + βv
)
= NC +
( D∑
k=1
w˜kN ·GX,~s(zℓ, E˜v,k)
)
+N · (1− w˜ℓ)βv
= N ·GX,~s(z0, E˜v) +N · (1− w˜ℓ)βv = N · (1− w˜ℓ)βv ≥ 0 ,
so Bℓ ≥ 1. Since Bℓ = |π−NCv · Hℓ(zℓ)|v , where Hℓ ∈ Fwℓ(Cv) and zℓ ∈ Cv(Fwℓ), we have
Bℓ ∈ |F×wℓ |v.
Choose an Fwℓ-rational isometric parametrization of B(θℓ,j, ρℓ,j), and expand fv,ℓ andHℓ
as power series. By Proposition 3.38, fv = fv,ℓ ·Hℓ induces an Fwℓ-rational scaled isometry
from B(θℓ,j, B
−1
ℓ ρℓ,j) onto D(0, 1) which maps Cv(Fwℓ)∩B(θℓ,j, B−1ℓ ρℓ,j) onto Owℓ , for each
j. Clearly B−1ℓ ρℓ,j ∈ |F×wℓ |v.
Now let ℓ vary. For each ℓ and each j we have
B(θℓ,j, B
−1
ℓ ρℓ,j) ⊆ B(θℓ,j, ρℓ,j) ⊆ B(aℓ, rℓ) .
For a given ℓ the balls B(θℓ,j, ρℓ,j) are pairwise disjoint, so the balls B(θℓ,j, B
−1
ℓ ρℓ,j) are
pairwise disjoint. For different ℓ, the balls B(aℓ, rℓ) are pairwise disjoint, so in fact the balls
B(θℓ,j, B
−1
ℓ ρℓ,j) are pairwise disjoint for all ℓ and j. There are exactly N =
∑
ℓ=1 nℓ =
deg(fv) such balls, so
f−1v (D(0, 1)) =
D⋃
ℓ=1
nℓ⋃
j=1
B(θℓ,j, B
−1
ℓ ρℓ,j) ⊆
D⋃
ℓ=1
B(aℓ, rℓ) .
It follows that Hv := Ev ∩ f−1v
(
D(0, 1)
)
is Kv-simple, and has the Kv-simple decomposition
Hv =
D⋃
ℓ=1
nℓ⋃
j=1
Cv(Fwℓ) ∩B(θℓ,j, B−1ℓ ρℓ,j)
which is compatible with the Kv-simple decomposition (6.27) of Ev. This completes the
proof of part (B).
Finally, suppose char(Kv) = p > 0. We will show that by modifying the construction
above, we can arrange that the leading coefficients
cv,i = lim
z→xi
fv(z) · gxi(z)Ni
belong to Kv(xi)
sep, so that part (C) holds.
Fix a positive, Kv-symmetric probability vector ~s ∈ Qm and a number 0 < βv ∈ Q as
before, and carry out the construction in part (B) for Ev, E˜v, and ~s, but with βv replaced by
βv/2. Let Nv,0 > 0 be the integer given by part (B) for βv/2; note that Nv,0 ·βv/2 ∈ Z. Put
pB = max1≤i≤m([Kv(xi) : Kv]insep). After replacing Nv,0 by a multiple of itself if necessary,
we can assume that
pBNv,0 · βv
2
≥ p
B
qv − 1 + logv(p
B) + 2 .
We will take Nv = p
BNv,0.
Given a positive integer N divisible by Nv, put N0 = N/p
B . Then N0 is divisible by
Nv,0; let fv,0 ∈ Kv(C) be the (X, ~s)-function of degree N0 constructed in part (B) for Ev
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and E˜v, relative to ~s and βv/2. Noting that N · βv/2 ∈ Z, compose fv,0 with the Stirling
polynomial SpB,Ov(z) and put
(6.31) fv(z) = π
−Nβv/2
v · SpB,Ov(fv,0(z)) .
For each i, the leading coefficient cv,i,0 of fv,0 at xi belongs to Kv(xi), since fv,0 ∈ Kv(C)
and gxi is rational over Kv(xi). This means that the leading coefficient of fv(z) at xi is
cv,i = π
−Nβv/2
v · cp
B
v,i,0 ,
which belongs to Kv(xi)
sep. Thus part (C) of Theorem 6.3 holds for fv.
We now show that fv(z) continues to satisfy properties (B.1)–(B.4) of of Theorem 6.3.
First, note that since Λxi(fv,0, ~s) = Λxi(E˜v, ~s) + βv/2, we have
Λxi(fv, ~s) =
1
N
logv(|cv,i|v) =
1
N
·Nβv/2 + 1
N
· pB logv(|cv,i,0|v)
= βv/2 + Λxi(fv,0, ~s) = Λxi(E˜v, ~s) + βv .
This proves property (B.1).
For property (B.2), recall that the zeros of SpB,Ov(z) are distinct and belong to Ov . For
each k = 1, . . . , N0, the function fv,0 induces a scaled isometry from B(θk, ρk) onto D(0, 1),
which takes B(θk, ρk) ∩ Cv(Fwℓ(k)) onto Owℓ(k). The zeros of fv in B(θk, ρk), which we will
denote θk,j for j = 0, . . . , p
B − 1, therefore belong to B(θk, ρk) ∩ Cv(Fwℓ(k)) ⊆ Ev. Letting
k vary, we see that fv has N0 · pB = N zeros in Ev. Since deg(fv) = N , these are all the
zeros of fv. Thus the zeros of fv are distinct and belong to Ev.
For property (B.3), note that by Corollary 3.41, if 0 < R < q
−pB/(qv−1)
v ·(pB)−1, then the
inverse image of D(0, R) under SpB,Ov(z) consists of p
B disjoint discs contained in D(0, 1),
centered on the roots of SpB,Ov(z). In addition, if R belongs to the value group of K
×
v , the
radii of those discs belong to the value group of K×v .
Take R = q−ηv , where
η = ⌈ p
B
qv − 1 + logv(p
B)⌉+ 1 < p
B
qv − 1 + logv(p
B) + 2 .
By our choice of Nv, we have |π−Nβv/2v |v · R > 1. Thus D(0, 1) ⊂ D(0, |π−Nβv/2v |vR),
and the inverse image of D(0, 1) under π
−Nβv/2
v SpB,Ov(z) consists of p
B disjoint discs in
D(0, 1), centered on the roots of SpB,Ov(z) and having radii in |K×v |v. Since fv,0(z) induces
an Fwℓ(k)-rational scaled isometry from B(θk, ρk) onto D(0, 1) for each k = 1, . . . , N0, it
follows that
f−1v (D(0, 1)) =
N⋃
k=1
pB−1⋃
j=0
B(θk,j, ρk,j)
where the balls on the right are pairwise disjoint and isometrically parametrizable. Further-
more, ρk,j belongs to the value group of Fwℓ(k), and fv(z) induces an Fwℓ(k)-rational scaled
isometry from B(θk,j, ρk,j) onto D(0, 1), for all k, j. This establishes property (B.3).
It is clear from the discussion above that the set
(6.32) Hv = Ev ∩ f−1v (D(0, 1)) =
N⋃
k=1
pB−1⋃
j=0
(
B(θk,j, ρk,j) ∩ Cv(Fwℓ(k))
)
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is Kv-simple, and that (6.32) is a Kv-simple decomposition compatible with the Kv-simple
decomposition (6.5) of Ev. This yields property (B.4), and completes the proof. 
3. Generalized Stirling Polynomials
In this section we construct Stirling polynomials for sets of the form
Hw =
d⋃
ℓ=1
Fw ∩D(aℓ, rℓ) ⊂ Cv .
These will play a key role in the proof of Theorem 6.3. The idea is that within any iso-
metrically parametrizable ball B(a, r) disjoint from X, the canonical distance [x, y]X,~s is a
multiple of the spherical distance ‖x, y‖v . Under an isometric parametrization, ‖x, y‖v pulls
back to a multiple of the usual distance |X−Y |v on the disc D(0, r) ⊂ Cv. This means that
potential-theoretic constructions on B(a, r) relative to [x, y]X,~s are essentially the same as
potential-theoretic constructions on Cv relative to [X,Y ]∞ = |X − Y |v .
First suppose Hw = Fw ∩ D(a, r) for a single disc, where a ∈ Fw and r ∈ |F×w |v. Fix
b ∈ Fw with |b|v = r. We can can obtain a well-distributed sequence in Hw by composing
the basic well-distributed sequence {ψw(k)}k≥0 for Ow with the affine map a+ bz: for each
integer n ≥ 1, we define the Stirling polynomial Sn,Hw(z) by
Sn,Hw(z) =
n−1∏
k=0
(
z − (a+ bψw(k))
)
= bn · Sn,Ow(
z − a
b
) .
Now consider the general case: suppose
Hw =
d⋃
ℓ=1
(
Fw ∩D(aℓ, rℓ)
)
where aℓ ∈ Fw, rℓ ∈ |F×w |v for each ℓ, and the discs D(aℓ, rℓ) are pairwise disjoint. Put
Hwℓ = Fw ∩D(aℓ, rℓ), so Hw =
⋃d
ℓ=1Hwℓ . By Corollary A.10 the potential function of Hwℓ
is given by
(6.33) u∞(z,Hwℓ) =
{ 1
ew(qw−1) − logv(rℓ) if z ∈ Hwℓ ,
− logv(|z − aℓ|v) if z /∈ D(aℓ, rℓ) ,
and in particular V∞(Hwℓ) =
1
ew(qw−1) − logv(rℓ). L¸et µ∞ be the equilibrium distribution of
Hw relative to the point ∞, and let V = V∞(Hw) be the Robin constant. For each ℓ, put
wℓ = µ∞(Hwℓ) > 0. As in §6.2, by Corollary A.14 the following system of linear equations
uniquely determine V and the wℓ :
(6.34)

1 = 0 · V +∑dℓ=1wℓ ,
0 = V + wℓ ·
(
logv(rℓ)− 1ew(qw−1)
)
+
d∑
j=1
j 6=ℓ
wj · logv(|aℓ − aj |v)
for ℓ = 1, . . . , d.
Since the coefficients of this system are rational, V and the wℓ belong to Q. Write wℓ =
Pℓ/Qℓ with positive integers Pℓ, Qℓ, and put Q = LCM(Q1, . . . , Qd).
For each ℓ, fix an element bℓ ∈ Fw with |bℓ|v = rℓ. Then the affine map ϕℓ(z) = aℓ+ bℓz
takes Ow to Hwℓ .
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Let n be a positive integer divisible by Q, and put nℓ = wℓ · n for ℓ = 1, . . . , d. Define
the Stirling polynomial Sn,Hw(z) by
(6.35) Sn,Hw(z) =
d∏
ℓ=1
nℓ−1∏
k=0
(
z − (aℓ + bℓψw(k))
)
=
d∏
ℓ=1
Snℓ,Hwℓ (z) .
Note that Q and Sn,Hw(z) depend on the decomposition Hw =
⋃d
ℓ=1Hwℓ and the maps
ϕℓ(z) = aℓ + bℓz, not just Hw. For the rest of this section we will assume these are fixed.
The following proposition generalizes Proposition 3.40:
Proposition 6.6. Let Fw/Kv be a finite, separable extension in Cv. Suppose Hw =⋃d
ℓ=1
(
Fw ∩ D(aℓ, rℓ)
)
, where the discs D(aℓ, rℓ) are pairwise disjoint, and aℓ ∈ Fw and
rℓ ∈ |F×w |v for each ℓ. Let 0 < w1, . . . , wd ∈ Q be the weights corresponding to the sets
Hwℓ = Fw ∩D(aℓ, rℓ) by the system (6.34), and let Q be the least common multiple of their
denominators.
For each positive integer n divisible by Q, let Sn,Hw(z) =
∏d
ℓ=1 Snℓ,Hwℓ (z) be the Stirling
polynomial of degree n for Hw, and let S
′
n,Hw
(z) be its derivative. Write ϑ1, . . . , ϑn for its
zeros, and for each ℓ let ϕℓ(z) = aℓ + bℓz : Ow → Hwℓ be the affine map used in defining
Sn,Hw(z). Then
(A) ϑ1, . . . , ϑn are distinct and belong to Hw. There is a constant A > 0, independent
of n, such that for all i 6= j
(6.36) |ϑi − ϑj|v > A/n .
(B) For each k, 1 ≤ k ≤ n, if ϑk ∈ D(aℓ, rℓ) then we have
(6.37) ordv
(
S′n,Hw(ϑk)
)
< n · V∞(Hw)− ordv(bℓ) .
(C) Given x ∈ Cv, fix 1 ≤ J ≤ n with |x− ϑJ |v = mink(|x− ϑk|v). If ϑJ ∈ Hwℓ then
(6.38) ordv(Sn,Hw(x)) < n · V∞(Hw) + ordv
(x− ϑJ
bℓ
)
.
If x ∈ Cv\
⋃d
ℓ=1D(aℓ, rℓ), then
(6.39) ordv(Sn,Hw(x)) = n ·
(
V∞(Hw)−G(x,∞;Hw)
)
.
Proof. We first prove the result when Hw = Fw ∩D(a, r) = a + bOw, with a, b ∈ Fw
and |b|v = r > 0. For notational convenience, we relabel the zeros as ϑ0, . . . , ϑn−1, with
ϑk = a+ bψw(k) for k = 0, . . . , n − 1.
In this case, part (A) holds with A = r, since
|ϑi − ϑj |v = |b|v|ψw(i)− ψw(j)|v > r/n
by Proposition 3.40(A)
For part (B), note that since Sn,Hw(z) = b
nSn,Ow((z − a)/b), we have S′n,Hw(ϑk) =
bn−1S′n,Ow(ψw(k)) for k = 0, . . . , n− 1. Since
V∞(Hw) =
1
ew(qw − 1) − logv(r) = V∞(Ow) + ordv(b) ,
part (B) follows from Proposition 3.40(B).
For part (C), observe that if x ∈ D(a, r) and |x− ϑJ |v = min0≤k<n(|x− ϑk|v), then for
X := (x− a)/b ∈ D(0, 1) we have |(x− ϑk)/b|v = |X −ψw(J)|v = min0≤k<n(|X −ψw(k)|v).
Hence (6.38) follows from Proposition 3.40(C).
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If x /∈ D(a, r), then by the ultrametric inequality we have |x− ϑk|v = |x− a|v for each
k. Furthermore, u∞(x,Hw) = − logv(|x− a|v) by (6.33). Thus
ordv(Sn,Hw(x)) = n · u∞(x,Hw) = n ·
(
V∞(Hw)−G(x,∞;Hw)
)
.
This yields (6.39) since G(x,∞;Hw) > 0.
Now consider the general case, where Hw =
⋃d
ℓ=1Hwℓ =
⋃d
ℓ=1
(
Fw ∩ D(aℓ, rℓ)
)
, with
finitely many pairwise disjoint discs D(aℓ, rℓ) such that aℓ ∈ Fw and rℓ ∈ |F×w |v.
Fix 0 < n ∈ N divisible by Q, put nℓ = n · wℓ for each ℓ, and consider Sn,Hw(z) =∏n
k=1(z − ϑk) =
∏d
ℓ=1 Snℓ,Hwℓ (z).
For part (A), put A = min1≤ℓ≤d(rℓ). Fix n divisible by Q, and let ϑi 6= ϑj be distinct
roots of Sn,Hw(z). Necessarily n ≥ 2. Since the balls B(aℓ, rℓ) are pairwise disjoint, if ϑi
and ϑj belong to distinct balls then |ϑi− ϑj|v > A > A/n. On the other hand, if ϑi and ϑj
belong to the same ball B(aℓ, rℓ), then there are indices k 6= h with 1 ≤ k, h ≤ nℓ such that
ϑi = aℓ + bℓψw(k) and ϑj = aℓ + bℓψw(h). In this case
|ϑi − ϑj|v ≥ |bℓ|v · |ψw(k)− ψw(h)|v > A/nℓ ≥ A/n .
For part (B), first note that if x ∈ D(aℓ, rℓ), then for each j 6= ℓ and each ϑk ∈ D(aj, rj),
we have |x− ϑk|v = |aℓ − aj |v. Hence
(6.40) |Sn,Hw(x)|v = |Snℓ,Hwℓ (x)|v ·
d∏
j=1
j 6=ℓ
|aℓ − aj |njv .
Similarly, if ϑh ∈ D(aℓ, rℓ) then
(6.41) |S′n,Hw(ϑh)|v = |S′nℓ,Hwℓ (ϑh)|v ·
d∏
j=1
j 6=ℓ
|aℓ − aj |njv .
On the other hand, since nj = n · wj , for each ℓ the equations (6.34) give
(6.42) n · V∞(Hw) = nℓV∞(Hwℓ) +
d∑
j=1
j 6=ℓ
nj ·
(− logv(|aℓ − aj|v)) .
One obtains part (B) by combining (6.37) for Hwℓ with (6.41) and (6.42), and using
logw(nℓ) ≤ logw(n).
For part (C), if ϑJ ∈ D(aℓ, rℓ) one obtains (6.38) by combining (6.38) for Hwℓ with
(6.40) and (6.42). If x ∈ Cv\
⋃d
ℓ=1D(aℓ, rℓ), one obtains (6.39) by using (6.33) and noting
that
− logv(|Sn,Hw(x)|v) = −
d∑
ℓ=1
nℓ logv(|x− aℓ|v) = n ·
( d∑
ℓ=1
wℓ u∞(x,Hwℓ)
)
= n · u∞(x,Hw) = n ·
(
V∞(Hw)−G(x,∞;Hw)
)
.

Remark. In Proposition 6.6(B), one can show that if x ∈ Cv\
⋃d
ℓ=1D(aℓ, rℓ), then
ordv(Sn,Hw(x)) < n ·
(
V∞(Hw)− min
1≤ℓ≤d
(wℓ) · 1
ew(qw − 1)
)
.
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One can also prove the following generalization of Corollary 3.41: given an R satisfying
(6.43) 0 < R ≤ q−nV∞(Hw)v · n−1/[Fw:Kv] ,
put ρk = R/|S′n,Hw(ϑk)|v for k = 1, . . . , n. Then the discs D(ϑk, ρk) are pairwise disjoint
and
(6.44) S−1n,Hw
(
D(0, R)
)
=
n⋃
k=1
D(ϑk, ρk) ⊆
d⋃
ℓ=1
D(aℓ, rℓ) .
4. Proof of Proposition 6.5
In this section we will prove Proposition 6.5, completing the proof of Theorem 6.3. The
proof breaks into two cases, according as the genus g(Cv) = 0 or g(Cv) > 0.
Proposition 6.5 concerns each subset Ev,ℓ = Cv(Fwℓ)∩B(aℓ, rℓ) individually. To simplify
notation, we restate the Proposition, dropping the index ℓ and relabeling Ev,ℓ as Ew :
Proposition 6.5A. Let Fw/Kv be a finite, separable extension in Cv and take Ew =
Cv(Fw)∩B(a, r), where a ∈ Cv(Fw) and B(a, r) ⊂ Cv(Cv)\X is an isometrically parametriz-
able ball. Let εw > 0 be given. Then there is a compact subset E˜w ⊆ Ew for which
(A) There are points αj ∈ Cv(Fw)∩B(a, r) and pairwise disjoint isometrically parametriz-
able balls B(α1, r1), . . . , B(αd, rd) ⊆ B(a, r), such that E˜w has the form
(6.45) E˜w =
d⋃
j=1
(Cv(Fw) ∩B(αj , rj))
and for each xi ∈ X,
(6.46) |Vxi(E˜w)− Vxi(Ew)| < εw .
(B) For each 0 < βw ∈ Q and each Fw-symmetric probability vector ~s = t(s1, . . . , sm)
with rational entries, there is an integer Nw ≥ 1 such that for each positive integer N
divisible by Nw, there is an (X, ~s)-function fw ∈ Fw(Cv) of degree N such that
(1) For all z ∈ Cv(Cw)\
(
B(a, r) ∪ X),
(6.47)
1
N
logv(|fw(z)|v) = GX,~s(z, E˜w) + βw .
(2) The zeros θ1, . . . , θN of fw are distinct and belong to Ew (hence Cv(Fw)).
(3) f−1w (D(0, 1)) =
⋃N
h=1B(θh, ρh), where the balls B(θh, ρh) are pairwise disjoint and
contained in B(a, r).
The following lemma will be helpful in proving Proposition 6.5A:
Lemma 6.7. Let Ew = Cv(Fw)∩B(a, r) be as Proposition 6.5A. Given εw > 0, suppose
E˜w ⊆ Ew is a compact subset satisfying part (A) of Proposition 6.5A.
Then part (B) of Proposition 6.5A holds for Ew and E˜w if for each Fw-symmetric
~s ∈ Pm(Q), there are an integer N0 = N0(~s, E˜w) > 0, and constants A = A(~s, E˜w) > 0 and
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B = B(~s, E˜w), such that N0~s ∈ Nm and for each sufficiently large integer N divisible by N0
there is a divisor DN of the form
(6.48) DN =
N∑
h=1
(θh)−
m∑
i=1
Nsi(xi)
satisfying conditions (1), (2) and (3) below:
(1) DN is principal.
(2) θ1, . . . , θN are distinct and belong to Ew, and for all i 6= j
‖θi, θj‖v > A/N .
(3) The pseudopolynomial QN (z) =
∏N
h=1[z, θh]X,~s with divisor DN has the following
property: for each z ∈ B(a, r), if θJ is such that ‖z, θJ‖v = min1≤h≤N ‖z, θh‖v, then
− logv(QN (z)) ≤ N · VX,~s(E˜w)− logv(‖z, θJ‖v) +B .
Proof. Fix an Fw-symmetric probability vector ~s ∈ Pm(Q) and a number 0 < βw ∈ Q.
Let A > 0, B ≥ 0, and 0 < N0 ∈ N be the numbers given by Lemma 6.7 for Ew, E˜w, and
~s. As in §6.2, there is a constant CX,~s ∈ |C×v |v such that [x, y]X,~s = CX,~s‖x, y‖v for all
x, y ∈ B(a, r). Let N1 be the least positive integer such that CN1X,~s ∈ |F×w |v. By (6.45) and
Corollary A.14, VX,~s(E˜w) ∈ Q, and by hypothesis, βw ∈ Q; let N2 be the least common
denominator for VX,~s(E˜w) and βw.
Let N3 be the smallest natural number such that for each N ≥ N3 divisible by N0, there
is a divisor DN =
∑
(θh)−
∑
Nsi(xi) satisfying conditions (1), (2), and (3) of Lemma 6.7.
Let N4 be the smallest natural number such that for each N ≥ N4 we have
(6.49) Nβw −B + logv(A)− logv(N) > 0 .
The number Nw in part (B) of Proposition 6.5A will be the least multiple of N0, N1, and
N2 which is greater than N3 and N4.
Given a positive integer N divisible by Nw, let DN be the corresponding divisor. Since
DN is Fw-rational and principal, there is a function fN ∈ Fw(Cv) with div(fN ) = DN .
By the factorization property of the canonical distance, there is a constant C such that
|fN (z)|v = C
∏N
h=1[z, θh]X,~s for all z ∈ Cv(Cv).
Fix a point z0 ∈ Ew\{θ1, . . . , θN}. Since fN is Fw-rational and z0 ∈ Cv(Fw), we have
f(z0) ∈ F×w . Likewise, for each h we have ‖z0, θh‖v ∈ |F×w |v, so
N∏
h=1
[z0, θh]X,~s = C
N
X,~s ·
N∏
h=1
‖z0, θh‖v ∈ |F×w |v .
Since |f(z0)|v = C
∏N
h=1[z0, θh]X,~s it follows that C ∈ |F×w |v. Thus, after scaling fN by a
suitable constant, we can assume that C = 1, and that |fN (z)|v =
∏N
h=1[z0, θh]X,~s.
By construction, N · (VX,~s(E˜w) + βw) ∈ Z. Let CN ∈ F×w be such that
(6.50) |CN |v = qNVX,~s(E˜w)+Nβwv ,
and define the function fw in part (B) of Proposition 6.5A to be fw = CN · fN . By
assumption the zeros of fw are distinct and belong to Ew. If A is the constant given
Proposition 6.6(A) for Hw, then for all pairs of distinct roots θi 6= θj we have
‖θi, θj‖v = |ϑi − ϑj|v > A/N .
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Thus property (B2) in Proposition 6.5A holds.
We next show that property (B3) holds. Without loss, we can assume A is small enough
that B(θh, A/N) ⊆ B(a, r) for each h. Thus B(θh, A/N) is isometrically parametrizable.
Fix an Fw-rational isometric parametrization ϕh : D(0, A/N) → B(θh, A/N) with ϕh(0) =
θh, and expand
fw(ϕh(z)) =
∞∑
k=1
ch,kz
k ∈ Fw[[z]] .
The zeros of fw are distinct, so ch,1 6= 0. Hence if |z|v is sufficiently small, then
− logv(|fw(ϕn(z))|v) = − logv(|ch,1|v)− logv(|z|v) .
On the other hand, by condition (3)
− logv(|fw(ϕn(z))|v) ≤ (B +NVX,~s(E˜w)− logv(|z|v))− (NVX,~s(E˜w) +Nβw)
= B −Nβw − logv(|z|v) ,
which means that |ch,1|v ≥ q−B+Nβwv .
By condition (2) of Lemma 6.7, θh is the only zero of fw in B(θh, A/N). Thus Propo-
sition 3.38 shows that fw induces an Fw-rational scaled isometry from B(θh, A/N) onto
D(0, |ch,1|vA/N). Since (6.49) holds, we have
|ch,1|vA/N ≥ q−B+Nβw+logv(A)−logv(N)v > 1 .
Put ρh = 1/|ch,1|v < A/N ; then fw induces a scaled isometry from B(θh, ρh) onto D(0, 1),
and ρh ∈ |F×w |v.
Again by condition (2), the balls B(θh, A/N) for h = 1, . . . , N are pairwise disjoint.
Since B(θh, ρh) ⊂ B(θh, A/N), the balls B(θh, ρh) are pairwise disjoint. Since fw is a
rational function of degree N , the N balls B(θh, ρh) account for all the solutions to f(z) = x
with x ∈ D(0, 1), and it follows that
f−1w (D(0, 1)) =
N⋃
h=1
B(θh, ρh) ⊂ B(a, r) .
It remains to establish property (B1). Fix z ∈ Cv(Cv)\B(a, r). Since the canoni-
cal distance is constant on pairwise disjoint isometrically parametrizable balls, we have
[z, θh]X,~s = [z, a]X,~s for each h, and so
1
N
logv(|fN (z)|v) =
1
N
N∑
h=1
logv([z, θh]X,~s) = logv([z, a]X,~s) .
However, by (6.18), uX,~s(z, E˜w) = − logv([z, a]X,~s). Since fw = CN · fN and GX,~s(z, E˜w) =
VX,~s(E˜w)− uX,~s(z, E˜w), it follows from (6.50) that
1
N
logv(|fw(z)|v) = (VX,~s(E˜w) + βw)− uX,~s(z, E˜w) = GX,~s(z, E˜w) + βw .

Proof of Proposition 6.5A when g(Cv) = 0. In this case, the proof is relatively
easy. We can take E˜w = Ew = Cv(Fw) ∩B(a, r), so (A) holds trivially.
For (B), let an Fw-symmetric probability vector ~s ∈ Pm(Q) and a number 0 < βw ∈
Q be given. There is a constant CX,~s ∈ |C×v |v such that [z, w]X,~s = CX,~s‖z, w‖v for all
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z, w ∈ B(a, r). Fix an Fw-rational isometric parametrization ϕ : D(0, r) → B(a, r) and let
Hw = Fw ∩D(0, r). Then ϕ(Hw) = Ew = E˜w.
Let A > 0 be the constant given in part (A) of Proposition 6.6 for Hw. The idea for
constructing the functions fw is to push forward the zeros of Stirling polynomials for Hw,
and let them be the zeros of fw. Let 0 < Q ∈ Z be the number given for Hw for Proposition
6.6. Write βw = S/R with coprime integers S,R, where R > 0, and put V = V∞(Hw). By
Corollary A.14, V ∈ Q; write V = X/Y with coprime integers X,Y , where Y > 0. Finally,
for each i = 1, . . . ,m write si = Ai/Bi with coprime integers Ai, Bi, where Bi > 0, and set
N0 = QRY · LCM(B1, . . . , Bm).
Suppose 0 < N ∈ N is a multiple of N0. Let SN,Hw(z) =
∏N
k=1(z − ϑk) be the Stirling
polynomial of degree N for Hw constructed in Proposition 6.6, and put θk = ϕ(ϑk) ∈ Ew
for k = 1, . . . , N . Then
DN :=
N−1∑
k=0
(θk)−
m∑
i=1
Nsi(xi)
is an Fw-rational divisor of degree 0. Since Cv(Fw) is nonempty, Cw = Cv ×Kv Spec(Fw) is
Fw-isomorphic to P
1/Fw, and each divisor of degree 0 is principal. Thus condition (1) in
Lemma 6.7 holds.
By construction θ1, . . . , θN are distinct and belong to Ew. Since ϕ : D(0, r)→ B(a, r) is
an Fw-rational isometric parametrization, for all i 6= j we have ‖θi, θj‖v = |ϑi−ϑj|v > A/N .
Thus condition (2) in Lemma 6.7 holds.
To show condition (3), let QN (z) =
∏
[z, θk]X,~s be the (X, ~s)-pseudo-polynomial as-
sociated with DN . Note that for x, y ∈ D(0, r) we have ‖ϕ(x), ϕ(y)‖v = |x − y|v, so
[ϕ(x), ϕ(y)]X,~s = CX,~s|x− y|v. Thus for x ∈ D(0, r)
QN (ϕ(x)) =
N∏
k=1
[ϕ(x), θk]X,~s = C
N
X,~s
N∏
k=1
|x− ϑk|v = CNX,~s |SN,Hw(x)|v ,
and so
(6.51) − logv(QN (ϕ(x))) = −N logv(CX,~s)− logv(|SN,Hw(x)|v) .
Similarly
VX,~s(E˜w) = inf
prob meas ν on E˜w
∫∫
E˜w×E˜w
− logv([z, w]X,~s) dν(z)dν(w)
= inf
prob meas ν on Hw
∫∫
Hw×Hw
− logv(CX,~s|x− y|v) dν(x)dν(y)
= V∞(Hw)− logv(CX,~s) .(6.52)
Let B = logv(r). Given x ∈ D(0, r), let ϑJ be the root of SN (z,Hw) for which |x− ϑJ |v is
minimal. Using (6.51), (6.52) and Proposition 6.6(C), we obtain
− logv(QN (ϕ(x))) = −N logv(CX,~s)− logv(|SN,Hw(x)|v)
≤ −N logv(CX,~s) +N · V∞(Hw)− logv(|x− ϑJ |v) +B
= N · VX,~s(E˜w)− logv(‖ϕ(x), θJ‖v) +B .
This yields condition (3) in Lemma 6.7.
Applying Lemma 6.7, we obtain part (B) of Proposition 6.5A. 
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For the remainder of this section, we will assume that g = g(Cv) > 0. To prove Theorem
6.3 when g > 0, we must first do some preparations. Given εw > 0, we will construct a
subset E˜w ⊂ Ew of the form
E˜w = Ew\
( g⋃
j=1
B(αj, ρj)
) ∪ ( g⋃
j=1
Cv(Fw) ∩B(αj , ρ˜j)
)
,
with 0 < ρ˜j < ρj for each j, such that |Vxi(Ew) − Vxi(E˜w)| < εw for each xi ∈ X. That
is, we first remove finitely many discs from Ew, and replace them with the Fw-rational
points in smaller discs having the same centers. The idea is that given a suitable divisor
D∗N =
∑N
k=1(θ
∗
k)−
∑N
i=1Nsi(xi) with θ
∗
1, . . . , θ
∗
N ∈ E˜w, we will be able to create a principal
divisor DN =
∑N
k=1(θk) −
∑N
i=1Nsi(xi) with θ1, . . . , θN ∈ Ew by moving some of the θ∗k
into Ew\E˜w.
The construction of E˜w is based on the following two facts, proved in the Appendices.
First, removing small balls from Ew does not significantly change its capacity:
Proposition 6.8. Let Ew ⊂ Cv(Cv)\X be as in Proposition 6.5A. Fix α1, . . . , αg ∈ Ew.
Then for each εw > 0, there is an R1 > 0 such that for any compact set E˜w such that
Ew\
( g⋃
j=1
B(αj , R1)
) ⊆ E˜w ⊆ Ew ,
we have |Vxi(Ew)− Vxi(E˜w)| < εw for each xi ∈ X.
Proof. This is a special case of Proposition A.16 of Appendix A. 
Second, for each generic, sufficiently small polyball
∏g
j=1B(αj , ρ) ⊂ Cv(Cv)g, there is
an action of a neighborhood of the origin in Jac(Cv)(Cv) which makes the polyball into a
principal homogeneous space. This action will enable us to move the points θ∗k and obtain
the principal divisor DN .
Let JNer(Cv)/Spec(Ov) be the Ne´ron model of Jac(Cv). By ([12], Theorem 1, p.153),
JNer(Cv) is quasi-projective. We regard it as embedded in PN/Spec(Ov), for an appropriate
N , and identify Jac(Cv) with generic fibre of JNer(Cv) in PN/Spec(Kv).
Let ‖x, y‖J,v be the corresponding spherical metric on Jac(Cv)(Cv), and let O be the
origin in Jac(Cv)(Cv). Then the unit ball BJ(O, 1)− := {z ∈ Jac(Cv)(Cv) : ‖z,O‖J,v < 1}
is a subgroup. Since O is nonsingular on the special fibre of the Ne´ron model, there is a
Kv-rational isometric parametrization
(6.53) Ψ : D(~0, 1)− → BJ(O, 1)−
by power series converging on D(~0, 1)− ⊂ Cgv, taking ~0 to O (Theorem 3.9). Pulling the
group action back to D(~0, 1)− using Ψ yields the formal group of Jac(Cv).
Put Cv = Cv×Kv Spec(Cv), and let PicCv/Cv be its Picard scheme. Given a divisor D on
Cv(Cv), let [D] be its class in PicCv/Cv(Cv). The identity component Pic0Cv/Cv is canonically
isomorphic to Jac(Cv)×Kv Spec(Cv), and we identify Pic0Cv/Cv(Cv) with Jac(Cv)(Cv). Given
α ∈ Cv(Cv), the Abel map jα : Cv(Cv)→ Jac(Cv)(Cv) is defined by
jα(x) = [(x) − (α)] .
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The Abel map is continuous for the v-topology, and if α ∈ Cv(Fw) for some finite extension
Fw/Kv , it is Fw-rational. Given ~α = (α1, . . . , αg) ∈ Cv(Cv)g, let J~α : Cv(Cv)g → Jac(Cv)(Cv)
be the map
J~α(~x) = [
g∑
j=1
(xj)−
g∑
j=1
(αj)] =
g∑
j=1
jαj (xj) .
If α1, . . . , αg ∈ Cv(Fw), then J~α is Fw-rational. It is shown in Appendix D that J~α is nonsin-
gular at ~α for a dense set of ~α, and if J~α is nonsingular at ~α, then for each sufficiently small
ρ > 0, the image of
∏g
j=1B(αj, ρ) under J~α is an open subgroupW~α(ρ) of Jac(Cv)(Cv). Fur-
thermore, if +˙ is addition in PicCv/Cv(Cv), then
∏g
j=1B(αj, ρ) is a principal homogeneous
space for W~α(ρ) under the action
w+¨~x = J−1~α (w+˙J~α(~x)) ,
and if we write [~x] for [(x1) + · · ·+ (xg)], then
[w+¨~x] = w+˙[~x] .
Below are the properties of the action we will need; for a more general statement, see
Theorem D.2 of Appendix D.
Theorem 6.9. Let Kv be a nonarchimedean local field, and let Cv/Kv be a smooth,
projective, geometrically integral curve of genus g > 0. Then the points ~α = (~α1, . . . , ~αg) ∈
Cv(Cv)g such that J~α : Cv(Cv)g → Jac(Cv)(Cv) is nonsingular at ~α are dense in Cv(Cv)g
for the v-topology. If Fw/Kv is a finite extension in Cv and Cv(Fw) is nonempty, they are
dense in Cv(Fw)g.
Fix such an ~α; then α1, . . . , αg are distinct, and for each 0 < η < 1, there is a number
0 < R2 < 1 (depending on ~α and η) such that B(α1, R2), . . . , B(αg, R2) are pairwise dis-
joint and isometrically parametrizable, the map J~α : Cv(Cv)g → Jac(Cv)(Cv) is injective on∏g
j=1B(αj, R2), and for each 0 < ρ ≤ R2 the following properties hold:
(A) (Subgroup) The setW~α(ρ) := J~α
(∏g
j=1B(αj , ρ)
)
is an open subgroup of Jac(Cv)(Cv).
(B) (Limited Distortion) For each j = 1, . . . g, let ϕj : D(0, ρ)→ B(αj, ρ) be an isomet-
ric parametrization with ϕi(0) = αi, and let Φ~α = (ϕ1, . . . , ϕg) : D(0, ρ)
g → ∏gj=1B(αj, ρ)
be the associated map. Let Ψ : D(~0, 1)− → BJ(O, 1)− be the isometric parametrization
inducing the formal group, and let L~α : C
g
v → Cgv be the linear map (Ψ−1 ◦ J~α ◦ Φ~α)′(~0).
Then W~α(ρ) = Ψ(L~α(D(0, ρ)
g)). If we give D(0, ρ)g the structure of an additive sub-
group of C
g
v, the map Ψ ◦ L~α induces an isomorphism of groups
(6.54) D(0, ρ)g/D(0, ηρ)g ∼= W~α(ρ)/W~α(ηρ)
with the property that for each ~x ∈ D(0, ρ)g,
(6.55) J~α(Φ~α(~x)) ≡ Ψ(L~α(~x)) (mod W~α(ηρ)) .
(C) (Action) There is an action (ω, ~x) 7→ ω+¨~x of W~α(ρ) on
∏g
j=1B(αj , ρ) which makes∏g
j=1B(αj, ρ) into a principal homogeneous space forW~α(ρ). If we restrict the domain of J~α
to
∏g
j=1B(αj, ρ), then ω+¨~x = J
−1
~α (ω+˙J~α(~x)). For each ω ∈W~α(ρ) and ~x ∈
∏g
j=1B(αj, ρ),
(6.56) [ω+¨~x] = ω+˙[~x] .
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(D) (Uniformity) For each ~β ∈∏gi=1B(αi, ρ),
(6.57) W~α(ηρ) +¨ ~β =
g∏
j=1
B(βj, ηρ) and J~β
( g∏
j=1
B(βj , ηρ)
)
= W~α(ηρ) .
(E) (Rationality) If Fw/Kv is a finite extension in Cv, and ~α ∈ Cv(Fw)g, then
J~α(
g∏
j=1
(B(αj, ρ) ∩ Cv(Fw))) = W~α(ρ) ∩ Jac(Cv)(Fw) ,(6.58)
(W~α(ρ) ∩ Jac(Cv)(Fw)) +¨ ~α =
g∏
j=1
(
B(αj , ρ) ∩ Cv(Fw)
)
.(6.59)
(F ) (Trace) If Fw/Kv is finite and separable, there is a constant C = C(Fw, ~α) > 0,
depending on Fw and ~α but not on ρ, such that
(6.60) BJ(O,Cρ) ∩ Jac(Cv)(Kv) ⊆ TrFw/Kv
(
W~α(ρ) ∩ Jac(Cv)(Fw)
)
.
Proof. This is a specialization of Theorem D.2 of Appendix D. In particular, R2 is the
number R from Theorem D.2. We restrict to the case where the vectors ~r = (r1, . . . , rg) in
that theorem have equal coordinates, so the condition η ·max(ri) ≤ min(ri) is automatic.
For ~r = (ρ, . . . , ρ) ∈ Rg, the subgroups denoted W~α(~r) in Appendix D are written W~α(ρ)
here. The balls denoted BCv(aj , r) in Appendix D are the balls B(αj , ρ) ⊂ Cv(Cv) here. 
Proof of Proposition 6.5A when g = g(Cv) > 0.
Let Fw be a finite, separable extension of Kv in Cv, and let Ew = Cv(Fw) ∩ B(a, r),
where a ∈ Cv(Fw) and B(a, r) ⊂ Cv(Cv)\X is isometrically parametrizable.
We first construct the set E˜w.
Let εw > 0 be given. Since Ew is open in Cv(Fw), by Theorem 6.9 we can choose
α1, . . . , αg ∈ Ew such that the map J~α : Cv(Cv)g → Jac(Cv)(C) is injective at ~α =
(α1, · · · , αg). Let R1 be the number given by Proposition 6.8 for ~α and εw. Fix a uni-
formizer πw for the maximal ideal of Ow. If the residue characteristic of Fw is odd, take
η = |πw|v. If the residue characteristic of Fw is 2, take η = |π2w|v. Let R2 be the number
given by Theorem 6.9 for ~α and η. Without loss we can assume that R1 and R2 belong to
|F×w |v . Set ρ = min(R1, R2, r), and put
(6.61) E˜w =
(
Ew\
g⋃
j=1
B(αj , ρ)
) ∪ ( g⋃
j=1
(Cv(Fw) ∩B(αj, ηρ))
)
.
By Theorem 6.9(A), W~α(ηρ) is an open subgroup of Jac(Cv)(Cv). For each τ ∈ E˜w the
continuity of the Abel map jτ : Cv(Cv) → Jac(Cv)(Cv) shows there is a radius rτ > 0 such
that jτ (B(τ, rτ )) ⊆W~α(ηρ). Without loss we can assume that rτ ≤ ηρ and that rτ ∈ |F×w |v.
If τ ∈ B(αj , ηρ) for some j, then Theorem 6.9(D) shows that jτ (B(τ, ηρ)) ⊆ W~α(ηρ),
because if ~β = (α1, . . . , αj−1, τ, αj+1, . . . , αg) and ~x = (α1, . . . , αj−1, x, αj+1, . . . , αg) then
jτ (x) = J~β(~x).
Since Ew\
⋃g
j=1B(αj , ρ) is compact, we can choose αg+1, . . . , αd ∈ Ew\
⋃g
j=1B(αj, ρ)
such that the balls B(αk, rαk) for k = g + 1, . . . , d cover Ew\
⋃g
j=1B(αj , ρ). For notational
simplicity, write rk for rαk . Since any two balls are either pairwise disjoint or one is con-
tained in the other, we can assume that B(αg+1, rg+1), . . . , B(αd, rd) are pairwise disjoint.
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They are also disjoint from B(α1, ρ), . . . , B(αg, ρ). For k = 1, . . . , g, put rk = ηρ. Then
B(α1, r1), . . . , B(αd, rd) are pairwise disjoint and cover E˜w, and
(6.62) E˜w =
d⋃
j=1
(Cv(Fw) ∩B(αj, rj))
is an Fw-simple decomposition of E˜w.
Since ρ ≤ R1 and (6.61) holds, Proposition 6.8 shows that |Vxi(Ew)−Vxi(E˜w)| < εw for
each xi ∈ X. Thus E˜w satisfies part (A) of Proposition 6.5A.
We next apply Lemma 6.7 to show that part (B) of Proposition 6.5A holds.
Fix an Fw-rational isometric parametrization ϕ : D(0, r)→ B(a, r) with ϕ(0) = a. Let
α˜1, . . . , α˜d ∈ Fw ∩D(0, r) be the points with ϕ(α˜j) = αj , and put
H˜w =
d⋃
j=1
(
Fw ∩D(α˜j, rj)
)
.
Then ϕ(H˜w) = E˜w.
Let an Fw-symmetric probability vector ~s ∈ Pm(Q) and a number 0 < βw ∈ Q be given.
To construct the (X, ~s)-functions fw in Proposition 6.5A, we begin with Stirling polynomials
for H˜w, as in the proof when g(Cv) = 0, but we then modify them.
Let Jw be the group Jac(Cv)(Fw), and let
Jw(ρ) =W~α(ρ) ∩ Jac(Cv)(Fw) , Jw(ηρ) =W~α(ηρ) ∩ Jac(Cv)(Fw) .
By Theorem 6.9(A), Jw(ηρ) is open in Jw. Since Jw is compact, the quotient group
Jw/Jw(ηρ) is finite. Let I be its order. Let 0 < Q ∈ Z be the number given for H˜w
for Proposition 6.6, related to the construction of Stirling polynomials; in particular, if
wj is the weight of Cv(Fw) ∩ B(αj , rj) for the equilibrium distribution µX,~s of H˜w, then
0 < Qwj ∈ Z for each j. Write βw = S/R with coprime integers S,R, where R > 0, and
put V = V∞(Hw). By Corollary A.14, V ∈ Q; write V = X/Y with coprime integers X,Y ,
where Y > 0. Finally, for each i = 1, . . . ,m write si = Ai/Bi with coprime integers Ai, Bi,
where Bi > 0, and set N0 = 4IQRY · LCM(B1, . . . , Bm).
Suppose 0 < N ∈ N is a multiple of N0. Let SN,H˜w(z) =
∏N
k=1(z − ϑk) be the Stirling
polynomial of degree N for H˜w given by Proposition 6.6, and put θ
∗
k = ϕ(ϑk) ∈ E˜w for
k = 1, . . . , N . Then
D∗N :=
N−1∑
k=0
(θ∗k)−
m∑
i=1
Nsi(xi)
is an Fw-rational (X, ~s)-divisor of degree 0 on Cv. Its positive part is supported on E˜w and
its polar part is supported on X.
Condition (1) of Lemma 6.7 may fail for D∗N , since it need not be principal, but we
claim that conditions (2) and (3) hold for it.
For condition (2), note that by Proposition 6.6(A) applied to H˜w, there is a number
A˜ > 0 such that |ϑi − ϑj|v > A˜/N for all N and all i 6= j. Since ϕ : D(0, r)→ B(a, r) is an
Fw-rational isometric parametrization, we have ‖θ∗i , θ∗j‖v = |ϑi − ϑj |v > A˜/N for all i 6= j.
For condition (3), let Q∗N (z) =
∏
[z, θ∗k]X,~s be the (X, ~s)-pseudo-polynomial associated
with D∗N . By Proposition 3.11(B2), there is a number CX,~s ∈ |C×v |v such that [z, w]X,~s =
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CX,~x‖z, w‖v for all z, w ∈ B(a, r). For x, y ∈ D(0, r) we have ‖ϕ(x), ϕ(y)‖v = |x − y|v, so
[ϕ(x), ϕ(y)]X,~s = CX,~s|x− y|v. Thus for x ∈ D(0, r)
Q∗N (ϕ(x)) =
N∏
k=1
[ϕ(x), θ∗k]X,~s = C
N
X,~s
N∏
k=1
|x− ϑk|v = CNX,~s |SN,H˜w(x)|v ,
and so
(6.63) − logv(Q∗N (ϕ(x))) = −N logv(CX,~s)− logv(|SN,H˜w(x)|v) .
As in (6.52),
(6.64) VX,~s(E˜w) = V∞(H˜w)− logv(CX,~s) .
Put B˜ = max1≤j≤d(logv(rj)). Given z ∈ B(a, r), let x ∈ D(0, r) be such that ϕ(x) = z,
and let ϑJ be the root of SN (z, H˜w) for which |x − ϑJ |v is minimal. Using (6.63), (6.64)
and Proposition 6.6(C), we obtain
− logv(Q∗N (z)) = −N logv(CX,~s)− logv(|SN,H˜w(x))|v
≤ −N logv(CX,~s) +N · V∞(H˜w)− logv(|x− ϑJ |v) + B˜
= N · VX,~s(E˜w)− logv(‖z, θ∗J‖v) + B˜ .(6.65)
Thus condition (3) holds.
We will now modifyD∗N to obtain a principal divisorDN which satisfies all the conditions
of Lemma 6.7.
Put δ = [D∗N ]. We claim that δ ∈ Jw(ηρ). To see this, for each k = 1, . . . , N let j(k)
denote the index 1 ≤ j ≤ d for which θ∗k ∈ B(αj, rj). For each j = 1, . . . , d put Pj = N ·wj
and for each i = 1, . . . ,m put Qi = N · si. The numbers Pj and Qi belong to N since N0|N ,
and we can write
δ = [D∗N ] =
N∑
k=1
[(θ∗k)− (αj(k))] +
d∑
j=1
Pj [(αj)− (a)]−
m∑
i=1
Qi[(xi)− (a)] .
By the construction of the balls B(αj , rj), for each k we have [(θ
∗
k) − (αj(k))] ∈ Jw(ηρ).
Since αj and a belong to Cv(Fw), for each j we have [(αj) − (a)] ∈ Jw. By our choice of
N0, each Pj is divisible by I, so for each j we have Pj [(αj)− (a)] ∈ Jw(ηρ). Similarly, each
Qi is divisible by I, and ~s and X are Fw-symmetric, so
∑m
i=1Qi[(xi)− (a)] ∈ Jw(ηρ). Thus
δ ∈ Jw(ηρ).
Let ℓ be such that |πℓw|v = ρ. If the residue characteristic of Fw is odd, then by parts
(B) and (E) of Theorem 6.9, together with our choice of η, the group Jw(ρ)/Jw(ηρ) is
isomorphic to (πℓwOw/πℓ+1w Ow)g. If the residue characteristic of Fw is 2, then Jw(ρ)/Jw(ηρ)
is isomorphic to (πℓwOw/πℓ+2w Ow)g.
Let Ψ : D(~0, 0)− → BJ(O, 1)− be the Fw-rational isometric parametrization in Theorem
6.9(B). Using the Fw-rational isometric parametrization ϕ : D(0, r) → B(a, r), we get Fw-
rational isometric parametrizations ϕj : D(0, ρ) → B(αj, ρ), for j = 1, . . . , g, by setting
ϕj(z) = ϕ(α˜j + z) where ϕ(α˜j) = αj. Define Φ : D(0, ρ)
g → ∏gj=1B(αj , ρ) by Φ(~z) =
(ϕ1(z1), . . . , ϕg(zg)). Then Ψ((π
ℓ
wOw)g) = Jw(ρ), and ϕj(πℓwOw) = Cv(Fw) ∩ B(αj, ρ) for
each j. Let L~α : C
g
v → Cgv be the Fw-rational linear map defined by L~α = (Ψ−1 ◦J~α ◦Φ)′(~0).
Let +¨ be the action of W~α(ρ) on
∏g
j=1B(αj , ρ) from Theorem 6.9. By parts (C) and
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(E) of Theorem 6.9, for each ~z ∈ (πℓwOw)g we have Ψ(L~α(~z)), J~α(Φ(~z)) ∈ Jw(ρ), with
Ψ(L~α(~z)) ≡ J~α(Φ(~z)) (mod Jw(ηρ)).
First suppose the residue characteristic of Fw is odd. By our choice of N0, at least two
points θ∗k belong to B(αj , rj) for each j. Recall that rj = ηρ for j = 1, . . . , g. Without
loss, we can assume that θ∗1, . . . , θ∗N are labeled in such a way that θ
∗
j and θ
∗
g+j belong to
B(αj , ηρ), for j = 1, . . . , g.
Fix an element t ∈ πℓwOw whose image in πℓwOw/πℓ+1w Ow is nonzero. Put ~t = (t, · · · , t) ∈
(πℓwOw)g and set ∆ = Ψ(L~α(~t)), then define θ1, . . . , θ2g ∈ Cv(Fw) by
(θ1, . . . , θg) = ∆+¨(θ
∗
1, . . . , θ
∗
g) , (θg+1, . . . , θ2g) = (−(δ+˙∆))+¨(θ∗1, . . . , θ∗g) .
Put θk = θ
∗
k for k = 2g + 1, . . . , N , and set
DN =
N−1∑
k=0
(θk)−
m∑
i=1
Nsi(xi) .
The divisor DN is principal, since by (6.56) we have [(θ1)+ · · ·+(θg)] = ∆+˙[(θ∗1)+ · · ·+(θ∗g)]
and [(θg+1) + · · ·+ (θ2g)] = (−(δ+˙∆))+˙[(θ∗g+1) + · · · + (θ∗2g)], which gives
[DN ] = [D
∗
N ] +˙
(
[
g∑
k=1
(θk)]−˙[
g∑
k=1
(θ∗k)]
)
+˙
(
[
2g∑
k=g+1
(θk)]−˙[
2g∑
k=g+1
(θ∗k)]
)
= δ +˙∆ +˙ (−(δ+˙∆)) = 0 .(6.66)
We will now show that θ1, . . . , θ2g belong to Ew\E˜w, and that they are well-separated
from each other and θ2g+1, . . . , θN .
Put ~β = (β1, . . . , βg) = (ϕ1(t), . . . , ϕg(t)). Then βj ∈ Cv(Fw) ∩B(αj , ρ) for each j, and
by Theorem 6.9(B)
J~α(~β) = J~α(Φ(~t)) ≡ Ψ(L~α(~t)) = ∆ (mod W~α(ηρ)) .
This means there is a δ′ ∈ W~α(ηρ) such that J~α(~β) = δ′+˙∆. It follows that δ′+¨(∆+¨~α) =
(δ′+˙∆)+¨~α = J~α(~β)+¨~α = ~β, so ∆+¨~α = (−δ′)+¨~β. Likewise, put δ∗ = J~α((θ∗1, . . . , θ∗g)) ∈
W~α(ηρ), so (θ
∗
1, . . . , θ
∗
g) = δ
∗+¨~α. By properties of the action +¨ and Theorem 6.9(D)
(θ1, . . . , θg) = ∆+¨(θ
∗
1, . . . , θ
∗
g) = ∆+¨(δ
∗+¨~α) = δ∗+¨(∆+¨~α) = δ∗+¨((−δ′)+¨~β)
= (δ∗−˙δ′)+¨~β ∈
g∏
j=1
(Cv(Fw) ∩B(βj , ηρ)) .
Similarly, put ~γ = (γ1, . . . , γg) = (ϕ1(−t), . . . , ϕg(−t)); then γj ∈ Cv(Fw)∩B(αj , ρ) for each
j. Let δ∗∗ = J~α(θ∗g+1, . . . , θ
∗
2g) ∈ W~α(ηρ). By computations like those above one sees that
there is a δ′′ ∈W~α(ηρ) such that J~α(~γ) = δ′′+˙(−∆), and that
(θg+1, . . . , θ2g) = (δ
∗∗−˙δ′′−˙δ)+¨~γ ∈
g∏
j=1
(Cv(Fw) ∩B(γj , ηρ)) .
For each j the map ϕj : D(0, ρ) → B(αj, ρ) is an isometric parametrization, so our
choice of t means that ‖βj , αj‖v = |t|v = |πℓw|v = ρ and ‖γj , αj‖v = | − t|v = ρ. Moreover
‖βj , γj‖v = |t − (−t)|v = |2t|v = ρ since the residue characteristic is odd. Thus the balls
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B(αj , ηρ), B(βj, ηρ) and B(γj , ηρ) are pairwise disjoint and contained in B(αj , ρ). Since
B(α1, ρ), . . . , B(αg, ρ) are pairwise disjoint, all the balls
B(α1, ηρ), . . . , B(αg, ηρ), B(β1, ηρ), . . . , B(βg, ηρ), B(γ1, ηρ), . . . , B(γg, ηρ)
are pairwise disjoint. Since E˜w =
(
Ew\
⋃g
j=1B(αj , ρ)
)∪(⋃gj=1(Cv(Fw)B(αj , ηρ)), it follows
that θ1, . . . , θ2g ∈ Ew\E˜w. In addition, for each j = 1, . . . , 2g, if 1 ≤ k ≤ N and k 6= j then
(6.67) ‖θj , θk‖v ≥ ρ .
Next suppose the residue characteristic of Fw is 2. Since π
ℓ
wOw/πℓ+2w Ow is an abelian
2-group with at least 4 elements, it either has a subgroup isomorphic to Z/4Z or a subgroup
isomorphic to (Z/2Z)2. If it has a subgroup isomorphic to Z/4Z, choose an element t ∈
πℓwOw whose image in πℓwOw/πℓ+2w Ow has order 4. Then the same construction as in the
case of odd residue characteristic applies, but at the very end, in place of (6.67) one gets
that for j = 1, . . . , 2g and 1 ≤ k ≤ N with k 6= j
(6.68) ‖θj, θk‖v ≥ |πw|v · ρ .
If the residue characteristic is 2 and πℓwOw/πℓ+2w Ow has no elements of order 4, we modify
the construction as follows. Let t1, t2 ∈ πℓwOw be elements whose images in πℓwOw/πℓ+2w Ow
generate a subgroup isomorphic to (Z/2Z)2. By our choice of N0, at least three of the
points θ∗1, . . . , θ∗N belong to Cv(Fw) ∩ B(αj , rj) for each j. Without loss, we can assume
that θ∗1, . . . , θ∗N are indexed in such a way that θ
∗
j , θ
∗
g+j and θ
∗
2g+j belong to B(αj , ηρ)
for j = 1, . . . , g. Put ~t1 = (t1, · · · , t1) and ~t2 = (t2, · · · , t2), then set ∆1 = Ψ(L~α(~t1)),
∆2 = Ψ(L~α(~t2)). Recall that δ = [D
∗
N ] ∈ Jw(ηρ). Define θ1, . . . , θ3g ∈ Cv(Fw) by
(θ1, . . . , θg) = ∆1+¨(θ
∗
1, . . . , θ
∗
g) , (θg+1, . . . , θ2g) = ∆2+¨(θ
∗
g+1, . . . , θ
∗
2g) ,
(θ2g+1, . . . , θ3g) = (−(δ+˙∆1+˙∆2))+¨(θ∗2g+1, . . . , θ∗3g) ,
and put θk = θ
∗
k for k = 3g + 1, . . . , N . If we take
DN =
N−1∑
k=0
(θk)−
m∑
i=1
Nsi(xi) ,
an argument similar to the one before shows that DN is principal, that θ1, . . . , θ3g belong
to Ew\E˜w, and that for each j = 1, . . . , 3g, if 1 ≤ k ≤ N and k 6= j then
(6.69) ‖θj, θk‖v ≥ |πw|v · ρ .
Finally, we show that for sufficiently large N divisible by N0, the divisor DN satisfies
conditions (1), (2), and (3) of Lemma 6.7.
We have already seen that DN is principal, so condition (1) holds.
For condition (2), let A = A˜ be the constant from Proposition 6.6(A) for the set H˜w.
As shown above, for all N divisible by N0 and all j 6= k with 1 ≤ j, k ≤ N , we have
‖θ∗j , θ∗k‖v ≥ A˜/N . Suppose in addition that N is large enough that A/N < |πw|v · ρ. For
1 ≤ j ≤ 2g (resp. 3g in the third case), and all k 6= j we have ‖θj , θk‖v ≥ |πw|v · ρ > A/N
by (6.67), (6.68) and (6.69). By symmetry, this also holds for 1 ≤ k ≤ 2g (resp. 3g) and all
j 6= k. For j, k > 2g (resp. 3g in the third case) with j 6= k we have ‖θj, θk‖v > A/N since
θj = θ
∗
j , θk = θ
∗
k. Thus condition (2) holds.
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For condition (3), consider the (X, ~s) pseudo-polynomials QN (z) =
∏N
j=1[z, θj ]X,~s and
Q∗N (z) =
∏N
j=1[z, θ
∗
j ]X,~s. We must show there is a constant B such that for each z ∈ B(a, r),
if J = J(z) is an index for which ‖z, θJ‖v = min1≤j≤N(‖z, θj‖v), then
(6.70) − logv(|QN (z)|v) ≤ N · VX,~s(E˜w) +B +
(− logv(‖z, θJ‖v)) .
By (6.65), there is a constant B˜ such that for each z ∈ B(a, r), if K = K(z) is an index
for which ‖z, θ∗K‖v = min1≤j≤N (‖z, θ∗j ‖v), then
− logv(Q∗N (z)) ≤ N · VX,~s(E˜w) + B˜ +
(− logv(‖z, θ∗K‖v)) .
Throughout the discussion below, J and K will have this meaning.
Let G be the number of roots of Q∗N (z) that were moved, i.e. G = 2g or G = 3g. Then
QN (z) =
G∏
j=1
[z, θj ]X,~s
[z, θ∗j ]X,~s
·Q∗N (z) .
(If z = θ∗h for some h = 1, . . . , G, we regard the right side as defined by its limit as z → θ∗h.)
For all z, w ∈ B(a, r) we have [z, w]X,~s = CX,~s‖z, w‖v . Hence if we set
(6.71) D(z) =
G∑
j=1
(− logv(‖z, θj‖v) +
G∑
j=1
logv(‖z, θ∗j ‖v) + (− logv(‖z, θ∗K‖v)) ,
then to prove (6.70) it will suffice to show there is a constant B̂ such that for all z ∈ B(a, r)
(6.72) D(z) ≤ B̂ + (− logv(‖z, θJ‖v)) .
(If z = θ∗h for some h = 1, . . . , G, then θ
∗
K = θ
∗
h, and we define D(z) by the sum gotten
by omitting the corresponding terms from the right side of (6.71); if z = θj for some j, we
regard both sides of (6.71) and (6.72) as being ∞.)
We will prove (6.72) by considering cases. By (6.67), (6.68) and (6.69), the balls
B(θ1, ηρ) , . . . , B(θG, ηρ) , B(α1, r1) , . . . , B(αd, rd)
are pairwise disjoint. Put r̂ = min1≤j≤d(rj) and take B̂ = G · (− logv(ηρ)) + (− logv(r̂)).
First suppose that z ∈ B(θh, ηρ) for some h, 1 ≤ h ≤ G. Then θJ = θh, and ‖z, θj‖v >
ηρ for all j = 1, . . . , G with j 6= h. Furthermore, ‖z, θ∗j‖v ≤ r < 1 for j = 1, . . . , G and
‖z, θ∗K‖v > ηρ. Hence
D(z) ≤ (G− 1) · (− logv(ηρ)) + (− logv(‖z, θJ‖v) + (− logv(ηρ))
≤ B̂ + (− logv(‖z, θJ‖v).
Next suppose that z ∈ B(αh, rh) for some h, 1 ≤ h ≤ d. In this case ‖z, θj‖v > ηρ for
j = 1, . . . , G. By our choice of N0, at least four of the θ
∗
k belong to B(αh, rh), and at least one
remains after θ∗1, . . . , θ
∗
G are moved. This means that θJ = θ
∗
ℓ for some ℓ with θ
∗
ℓ ∈ B(αh, rh),
and that θ∗K ∈ B(αh, rh). By the definition of K, we have ‖z, θJ‖v = ‖z, θ∗ℓ ‖v ≥ ‖z, θ∗K‖v .
If ‖z, θJ‖v > ‖z, θ∗K‖v, then θ∗K was one of the roots moved out of B(αh, rh), and in
particular 1 ≤ K ≤ G. Thus there is a term logv(‖z, θ∗j ‖v) in second sum in (6.71) which
cancels the term − logv(‖z, θ∗K‖v). (If z = θ∗K , then − logv(‖z, θ∗K‖v) = ∞ but we have
defined D(z) by omitting these two terms from (6.71).) This gives
D(z) ≤ G · (− logv(ηρ)) ≤ B̂ + (− logv(‖z, θJ‖)) .
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On the other hand, if ‖z, θJ‖v = ‖z, θ∗K‖v, once more
D(z) ≤ G · (− logv(ηρ)) + (− logv(‖z, θ∗K‖) ≤ B̂ + (− logv(‖z, θJ‖)) .
Finally suppose z ∈ B(a, r)\(⋃Gj=1B(θj, ηρ) ∪⋃dj=1B(αj , rj)). Trivially ‖z, θj‖v > ηρ
for j = 1, . . . , G, and ‖z, θ∗K‖ > r̂. Since ‖z, θJ‖v ≤ r < 1, again we have
D(z) ≤ G · (− logv(ηρ)) + (− logv(r̂)) ≤ B̂ + (−logv(‖z, θJ‖)) .
This establishes (6.72), and completes the proof of condition (3) of Lemma 6.7. Applying
Lemma 6.7, we obtain Proposition 6.5A. 
We have now completed the proof of Theorem 6.3.
5. Corollaries to the Proof of Theorem 6.3
In this section we note two consequences of the proof of Theorem 6.3 which will be used
in §11.4 in the local patching construction for Kv-simple sets.
Definition 6.10. Let Ev ⊂ Cv(Cv) be a Kv-simple set with a Kv-simple decomposition
Ev =
⋃D
ℓ=1
(
B(aℓ, rℓ) ∩ Cv(Fwℓ)
)
. Let Hv ⊂ Ev be a Kv-simple set compatible with Ev,
with a Kv-simple decomposition Hv =
⋃N
h=1
(
B(θh, ρh) ∩ Cv(Fuh)
)
compatible with the
decomposition Ev =
⋃D
ℓ=1
(
B(aℓ, rℓ) ∩ Cv(Fwℓ)
)
. We will say the decomposition Hv =⋃N
h=1
(
B(θh, ρh) ∩ Cv(Fuh)
)
is move-prepared relative to B(a1, r1), . . . , B(aD, rD) if
(A) g(C) = 0, or
(B) g = g(C) > 0, and for each ℓ = 1, . . . ,D there are indices hℓ1, . . . , hℓg such that
(1) B(θhℓ1 , ρhℓ1), . . . , B(θhℓg , ρhℓg) ⊂ B(aℓ, rℓ);
(2) there is a number rℓ such that ρhℓ1 , . . . , ρhℓg < rℓ < rℓ
and B(θhℓ1 , rℓ), . . . , B(θhℓg , rℓ) are pairwise disjoint and contained in B(aℓ, rℓ);
(3) putting ~θℓ = (θhℓ1 , . . . , θhℓg), the Abel map J~θℓ
: Cv(Cv)g → Jac(Cv)(Cv)
is injective on
∏g
j=1B(θhℓj , rℓ), and W~θℓ
(rℓ) := J~θℓ
(∏g
j=1B(θhℓj , rℓ)
)
is an open subgroup of Jac(Cv)(Cv) with the properties in Theorem 6.9.
We will call B(θhℓ1 , ρhℓ1), . . . , B(θhℓg , ρhℓg ) distinguished balls corresponding
to B(aℓ, rℓ) in the decomposition of Hv.
Corollary 6.11. In Theorem 6.3, by choosing Nv sufficiently large, we can arrange
that the Kv-simple decomposition Hv =
⋃N
h=1B(θh, ρh)∩Cv(Fuh) of Hv := f−1v (D(0, 1))∩Ev
is move-prepared relative to B(a1, r1), . . . , B(aD, rD).
Proof. When g(Cv) = 0 there is nothing to show. When g = g(Cv) > 0, the corol-
lary follows by tracing through the proof of Theorem 6.3. We note the key points in the
argument, below.
The proof begins by using the decomposition Ev =
⋃
ℓ=1
(
B(aℓ, rℓ)∩Cv(Fwℓ)
)
to reduce
to a single set of the form Ew,ℓ = B(aℓ, rℓ) ∩ Cv(Fwℓ); the function fv is a scaled product
of conjugates of functions fw,ℓ for representatives of galois orbits of the balls B(aℓ, rℓ) (see
(6.30)). Since the Abel map is galois-equivariant, if the conditions in Definition 6.10 are
satisfied for some B(aℓ, rℓ), they also hold for its conjugates.
Proposition 6.5A constructs fw,ℓ for a single set Ew,ℓ = B(aℓ, rℓ) ∩ Cv(Fwℓ). (For no-
tational simplicity, the index ℓ is suppressed in its proof.) The first step in the proof (see
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(6.61) and (6.62)) is to construct a subset
E˜w,ℓ =
dℓ⋃
j=1
(Cv(Fwℓ) ∩B(αℓj , rℓj)) ⊂ Ew,ℓ
in which rℓ1 = · · · = rℓg = ηρ < rℓ, such that W~α(ηρ) := J~α
(∏g
j=1B(αℓj , ηρ)
)
is an
open subgroup of Jac(Cv) satisfying the conditions of Theorem 6.9. Put rℓ = ηρ. In
the construction of fw,ℓ, zeros are initially assigned to the cosets Cv(Fwℓ) ∩ B(αℓj, rℓj)
in proportion to their weights under the (X, ~s)-equilibrium distribution of E˜w,ℓ, giving a
nonprincipal divisor D∗N ; then at most 3g zeros are moved to obtain a principal divisor DN ,
which becomes the divisor of fw,ℓ. The corollary follows by noting that if Nv (hence N)
is sufficiently large, then fw,ℓ has zeros in Cv(Fw,ℓ) ∩ B(αℓj, rℓ) for each j = 1, . . . , g, and
the distance between these zeros is at most rℓ so the corresponding balls B(θh, ρh) in the
decomposition of Hv have radii less than rℓ. If we let hℓ1, . . . , hℓg be indices of zeros with
θhℓj ∈ B(αℓj, rℓ), then by Theorem 6.9(D)
(6.73) W~θℓ
(rℓ) = J~θℓ
( g∏
j=1
B(θhℓj , rℓ)
)
= J~α
( g∏
j=1
B(αℓj, ηρ)
)
.
When char(Kv) = p > 0, the final step in the construction of fv replaces the function
fv(z) described above with π
−NvB/2
v SpB,Ov(f(z)) (see (6.31), in order to assure that the
leading coefficient cv,i belongs to Kv(xi)
sep for each i. Since x = 0 is a root of the Stirling
polynomial SpB,Ov(x), the roots of the original fv(z) remain roots of the new one, and (6.73)
still holds.
Thus Hv = f
−1
v (D(0, 1)) ∩ Ev is move-prepared relative to B(a1, r1), . . . , B(aD, rD).

A second consequence of the proof of Theorem 6.3 is
Corollary 6.12. In Theorem 6.3, by choosing Nv appropriately large and divisible, we
can arrange that Ev =
⋃D
ℓ=1
(
B(aℓ, rℓ) ∩ Cv(Fwℓ)
)
and Hv =
⋃N
h=1
(
B(θh, ρh) ∩ Cv(Fuh)
)
have the property that there is a point wℓ ∈
(
B(aℓ, rℓ)∩ Cv(Fwℓ)
)\Hv for each ℓ = 1, . . . ,D.
Proof. This can be seen by tracing through the proof of Theorem 6.3. However, a
simple modification at the end of the proof gives the claim directly.
Applying Theorem in its stated form, given ε > 0 and Kv-simple decomposition Ev =⋃D
ℓ=1
(
B(aℓ, rℓ) ∩ Cv(Fwℓ)
)
, there is a Kv-simple set E˜v ⊂ Ev such that for each 0 < βv ∈
Q and each Kv-symmetric probability vector ~s ∈ Pm(Q), assertions (A) and (B) in the
Theorem hold.
Fixing 0 < βv < Q and ~s, write βv = β
′
v + β
′′
v with 0 < β
′
v, β
′′
v ∈ Q. Applying the
Theorem with βv replaced by β
′
v , there is an integer N
′
v ≥ 1 such that for each positive
integer N divisible by N ′v, there is an (X, ~s)-function f ′v ∈ Kv(Cv) of degree N such that
assertion (B) holds for β′v : in particular, for each xi ∈ X
Λxi(f
′
v, ~s) = Λxi(E˜v , ~s) + β
′
v ,
the zeros θ′1, . . . , θ′N of f
′
v are distinct and belong to Ev, (f
′
v)
−1(D(0, 1)) =
⋃N
h=1B(θ
′
h, ρ
′
h)
where the balls B(θ′h, ρ
′
h) are pairwise disjoint and contained in
⋃D
ℓ=1B(aℓ, rℓ), and the set
H ′v := (f ′v)−1(D(0, 1))∩Ev has a Kv-simple decomposition H ′v =
⋃N
h=1
(
B(θ′h, ρ
′
h)∩Cv(Fu′h)
)
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compatible with the decomposition Ev =
⋃D
ℓ=1
(
B(aℓ, rℓ)∩Cv(Fwℓ)
)
. For each h, ρ′h belongs
to |F×
u′h
|v and f ′v induces an Fu′h-rational scaled isometry from B(θ′h, ρ′h) onto D(0, 1).
Fix a positive integer N ′′v such that N ′′v ·β′′v ∈ Z, and put Nv = N ′vN ′′v . Given an integer
N divisible by Nv, let f
′
v(z) be as above, and put
fv(z) = π
−Nβ′′v
v · f ′v(z)
where πv is a uniformizer for the maximal ideal of Ov . Clearly Λxi(f ′v, ~s) = Λxi(E˜v , ~s)+βv
for each xi ∈ X. The zeros θ1, . . . , θN of fv(z) are the same as the zeros θ′1, . . . , θ′N of f ′v, so
they are distinct and belong to Ev.
For each h, put ρh = |πNβ
′′
v
v |v · ρ′h < ρ′h and put Fuh = Fu′h . Since π
−Nβ′′v
v ∈ K×v and
ρ′h ∈ |F×u′h |v , we have ρh ∈ |F
×
uh
|v and B(θh, ρh) ( B(θ′h, ρ′h). Since f ′v : B(θ′h, ρ′h)→ D(0, 1)
is a scaled isometry, it follows that
f−1v (D(0, 1)) =
N⋃
h=1
B(θh, ρh) ⊂
N⋃
h=1
B(θ′h, ρ
′
h) = (f
′
v)
−1(D(0, 1)) ,
and Hv := f
−1
v (D(0, 1)) ∩ Ev has the Kv-simple decomposition
Hv =
N⋃
h=1
(
B(θh, ρh) ∩ Cv(Fuh)
)
compatible with the Kv-simple decomposition Ev =
⋃D
ℓ=1
(
B(aℓ, rℓ) ∩ Cv(Fwℓ)
)
.
Now fix ℓ, and take any 1 ≤ h ≤ N with B(θh, ρh) ⊂ B(aℓ, rℓ). Then Fuh = Fu′h = Fwℓ ,
θh = θ
′
h ∈ B(aℓ, rℓ) ∩ Cv(Fwℓ), B(θh, ρh) ( B(θh, ρ′h) ⊂ B(aℓ, rℓ), and ρ′h ∈ |F×wℓ |v. Since
f ′v : B(θh, ρ′h) → D(0, 1) is an Fwℓ-rational scaled isometry, there infinitely many points
w ∈ Cv(Fwℓ) with ‖θh, w‖v = ρ′h. Such points belong to B(θh, ρ′h) ∩ Cv(Fwℓ) but not
B(θh, ρh), so they are not in Hv.
Thus for each ℓ there is a point wℓ ∈
(
B(aℓ, rℓ) ∩ Cv(Fwℓ)
)\Hv. 
CHAPTER 7
The Global Patching Construction
In this section we will give the global patching construction for the proof of Theorem
4.2. This argument manages the patching process in such a way that the final patched
function is K-rational. Part of the argument specifying the order in which the coefficients
are patched, and the way the target coefficients are chosen. In expansions of functions, all
coefficients are with respect to the L-rational basis, constructed in §3.3.
The inputs to the global patching argument are the construction of the initial approx-
imating functions, carried out in Chapters 5 and 6 above, and the local patching con-
structions given in Chapters 8 – 11 below. The global and local patching constructions are
largely independent; we have chosen to present the global argument first in order to provide
the reader with an overview of the proof. Nonetheless, in order to understand some aspects
of the global patching construction (in particular the need for patching the coefficients in
bands and the reason for using different patching coefficient bounds for high, middle, and
low-order coefficients), it is necessary to be acquainted with the local constructions. There-
fore we encourage the reader to examine the local patching constructions in parallel with
the global one. The patching argument for the non-archimedean RL-domain case when
char(K) = 0, given in Chapter 10, is the easiest and will shed light on the issues above.
For the convenience of the reader, we restate Theorem 4.2. The notion of a Kv-simple
set is defined in Definition 4.1.
Theorem 4.2 (FSZ with Local Rationality Conditions, for Kv-simple sets).
Let K be a global field, and let C/K be a smooth, geometrically integral, projective
curve. Let X = {x1, . . . , xm} ⊂ C(K˜) be a finite set of points stable under Aut(K˜/K), and
let E =
∏
v Ev ⊂
∏
v Cv(Cv) be a an adelic set compatible with X, such that each Ev is stable
under Autc(Cv/Kv). Let S = SK ⊂ MK be a finite set of places v ∈ MK containing all
archimedean v.
Assume that γ(E,X) > 1, and that
(A) Ev is Kv-simple for each v ∈ S,
(B) Ev is X-trivial for each v /∈ S.
Then there are infinitely many points α ∈ C(Ksep) such that for each v ∈ MK , the
Aut(K˜/K)-conjugates of α all belong to Ev.
In Chapter 4 we have reduced Theorems 0.3, 1.2, 1.3, 1.4, 1.5, 1.6, and 1.7 to Theorem
4.2. In Chapters 5 and 6 we have constructed the initial approximating functions.
In this Chapter we prove Theorem 4.2, assuming the local patching constructions given
in Chapters 8 – 11. In §7.1 – §7.3 below we discuss some preliminaries: an adelic version
of the Strong Approximation theorem, the existence of a dense set of subunits, and the
semi-local theory. In §7.4 we prove Theorem 4.2 when char(K) = 0. First, we specify the
patching parameters, then we construct the functions used to initiate the patching process,
and finally we carry out the global patching construction. In §7.5 we prove Theorem 4.2
when char(K) = p > 0.
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We use the conventions concerning notation and absolute values from §3.1. We assume
familiarity with the theory of Green’s functions from §3.8, §3.9 (or from [51], §3.2, §4.4),
and with Green’s matrices and the Cantor capacity from §3.10 (or from [51],§5.3).
The Green’s matrix and the Cantor capacity only depend on values of the Green’s func-
tions outside Ev. For a compact set Ev, if x /∈ Ev, the upper Green’s function G(z, x;Ev)
coincides with the Green’s function G(z, x;Ev) from §3.8 for all z, and it coincides with
the (lower) Green’s function G(z, x;Ev) studied in ([51]) for all z /∈ Ev. Likewise, for an
X-trivial set, or more generally for any algebraically capacitable set, the upper Green’s func-
tion G(z, x;Ev) coincides with the lower Green’s function studied in ([51]) for all z /∈ Ev
(see [51], Theorem 4.4.4). Hence for sets E =
∏
v Ev meeting the conditions of Theorem 4.2,
the upper Green’s matrix Γ(E,X) and inner Cantor capacity γ(E,X) from §4.10 coincide
with the Green’s matrix Γ(E,X) and Cantor capacity γ(E,X) from ([51], §5.3).
For this reason, for the remainder of this chapter, we will drop the “bar” fromG(z, x;Ev),
Γ(E,X), and γ(E,X) and simply write G(z, x;Ev), Γ(E,X) and γ(E,X).
Let SK = S be the set of places of K in Theorem 4.2, and let ŜK = Ŝ be the set of all
places of K where any of the following conditions holds:
(1) v ∈ SK ; in particular if
• v is archimedean; or
• C has bad reduction at v (with respect to the model C determined by the given
projective embedding of C); or
• the points in X do not specialize to distinct points (mod v); or
• Ev is not X-trivial;
(7.1)
(2) C has good reduction at v, and one or more of the uniformizing parameters gxi(z)
fails to specialize to a well-defined, nonconstant function on the fibre C (mod v) =
C×OK kv (in the classical terminology, “has bad reduction at v”);
(3) C has good reduction at v, and one or more of the basis functions ϕij(z) and ϕλ
from Section 3.3 has bad reduction at v.
Note that although there are infinitely many basis functions, only finitely many places are
affected by condition (3), because the basis functions belong to a multiplicatively finitely
generated set. Thus ŜK is finite.
Put L = K(X) and ŜL be the set of places of L above ŜK . Write EK = E and let
EL =
∏
w∈ML Ew be the set obtained from EK by base change, identifying Cw with Cv
and putting Ew = Ev if w|v. For each w /∈ ŜL, Ew is X-trivial and the gxi(z) have good
reduction, so the local Green’s matrix Γ(Ew,X) is the zero matrix. Thus
(7.2) Γ(EK ,X) =
1
[L : K]
Γ(EL,X) =
1
[L : K]
∑
w∈ŜL
Γ(Ew,X) log(qw) .
In Theorem 4.2, our hypothesis that γ(E,X) > 1 is equivalent to Γ(E,X) being negative
definite. Let {E˜v}v∈ŜK be another collection of sets for which E˜ :=
∏
v∈ŜK E˜v ×
∏
v/∈ŜK Ev
is K-rational and compatible with X.compatible with X By continuity, there are numbers
εv > 0 for v ∈ ŜK such that Γ(E˜,X) is also negative definite, provided that for each v ∈ ŜK
(7.3)
{ |G(xj , xi; E˜v)−G(xj , xi;Ev)| < εv for all i 6= j ,
|Vxi(E˜v)− Vxi(Ev)| < εv for all i .
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1. The Uniform Strong Approximation Theorem
Let F be a global field. Write MF for the set of all places of F , and let |x|u be the
absolute value associated to u ∈ MF , normalized as in §3.1. Let AF and JF denote the
adele ring and idele group of F , respectively, and write b = (bu)u∈MF for an element of AF
or JF . Let
‖b‖F =
∏
u∈MF
|bu|Duu
denote the “size” of b. Recall that Du = 2 if u is archimedean and Ku ∼= C, and Du = 1
otherwise.
The following version of the Strong Approximation theorem is well known, but there
seems to be no convenient reference for it.
Lemma 7.1. Let F be a global field. There is a constant BF depending only on F such
that for each b ∈ JF with ‖b‖F ≥ BF , given any c ∈ AF , there is an f ∈ F such that
|f − cu|u ≤ |bu|u for all u ∈ MF .
Proof. By the Lemma on ([18], p.66), there is a constant A(F ) > 0 such that for any
a ∈ JF with ‖a‖F > A(F ), there is a β ∈ F× satisfying |β|u ≤ |au|u for all u ∈ MF .
Given any idele y = (yu)u∈MF ∈ JF , put
V (y) = {x = (xu)u∈MF ∈ AF : |x|u ≤ |yu|u} .
By Corollary 1 of ([18], p.65), there is a d ∈ JF such that V (d) contains a fundamental
domain for AF/F : that is, AF = V (d) + F , where we view F as embedded on the diagonal
in AF . Let D(F ) = ‖d‖F .
Take BF = A(F ) ·D(F ). Suppose b ∈ JF is an idele with ‖b‖F ≥ BF . Put a = b · d−1;
then ‖a‖F ≥ A(F ). Let β ∈ F× be such that |β|u ≤ |au|u for each u ∈ MF ; then
|βdu|u ≤ |bu|v for each u. Since V (d) contains a fundamental domain for AF , so does
V (βd): indeed,
AF = β · AF = β · (V (d) + F )
= β · V (d) + β · F = V (βd) + F .
Since V (βd) ⊆ V (b), it follows that AF = V (b) + F as well.
Now, take any adele c = (cu)u∈MF ∈ AF . Let x ∈ V (b) and f ∈ F be such that
a = x+ f . Then for each u ∈MF ,
|f − cu|u = |cu − f |u = |xu|u ≤ |bu|u
as desired. 
Restricting to a finite set of places, we have
Corollary 7.2. Let F be a global field, and let ŜF ⊂MF be a nonempty finite set of
places. Then there is a constant B(ŜF ) with the following property. For any set of numbers
{0 < Qu ∈ R : u ∈ ŜF }
such that
∏
u∈ŜF Q
Du
u > B(ŜF ), and any collection of elements cu ∈ Fu for u ∈ ŜF , there
is an f ∈ F satisfying { |f − cu|u ≤ Qu for all u ∈ ŜF ,
|f |u ≤ 1 for all u /∈ ŜF .
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Proof. Let BF be the constant from Lemma 7.1, and put
B(ŜF ) = BF · (
∏
nonarchimedean u ∈ ŜF
qu) ,
where qu is the order of the residue field at u.
Suppose
∏
u∈ŜF Q
Du
u ≥ B(ŜF ). For each archimedean u ∈ ŜF , there is a bu ∈ Fu with
|bu|u = Qu; for each nonarchimedean u ∈ ŜF there is a bu ∈ Fu with
q−1u Qu < |bu| ≤ Qu .
For each u /∈ ŜF , put bu = 1, and let b = (bu)u∈MF ∈ JF . Then ‖b‖F ≥ BF . Let cu ∈ Fu
for u ∈ ŜF be the given elements, and put cu = 0 for u /∈ ŜF .
By Lemma 7.1 there is an f ∈ F with |f − cu| ≤ |bu|u for all u ∈ MF . 
Now consider a global field K and a nonempty finite set of places ŜK of K. For any
finite extension F/K, let ŜF be the set of places of F above ŜK . The following extension
of Corollary 7.2 will be used in the global patching process.
Proposition 7.3. (Uniform Strong Approximation Theorem) Let K be a global
field, and let ŜK be a nonempty finite set of places of K. Let H/K be a finite normal
extension. Then there is a constant CH(ŜK) > 0 with the following property. Let {0 <
Qw ∈ R : w ∈ ŜH} be a K-symmetric set of numbers with
∏
w∈ŜH Q
Dw
w > CH(ŜK). Let F
be any field with K ⊆ F ⊆ H, and let {cu ∈ Fu : u ∈ ŜF } be any set of elements. Then,
regarding cu as an element of Hw for each w|u, there is an f ∈ F satisfying
(7.4)
{ |f − cu|w ≤ Qw for each w ∈ ŜH ,
|f |w ≤ 1 for each w /∈ ŜH .
Remark: IfH/K is a finite but not normal, the assumption that {Qw}w∈ŜH isK-symmetric
can be replaced by the requirement that there is a set of numbers {0 < Qv ∈ R : v ∈ ŜK}
such that QDww = Q
Dv[Hw:Kv]
v whenever w|v.
Proof. Define
(7.5) CH(ŜK) = max
K⊆F⊆H
(B(ŜF )
[H:F ]) .
Let {Qw}w∈ŜL , F , and {cu}u∈ŜF be as in the Proposition. For each u ∈ ŜF and each w ∈ ŜL
with w|u, define Qu by QDu[Lw:Kv]u = QDww . Note that Qu is well-defined since {Qw}w∈ŜH is
K-symmetric. By our normalization of absolute values, if x ∈ Fu is regarded as an element
of Hw then |x|Dww = (|x|Duu )[Hw:Fu], so |x|u ≤ Qu iff |x|w ≤ Qw.
Since
∑
w|u[Hw : Fu] = [H : F ] we have
(
∏
u∈ŜF
QDuu )
[H:F ] =
∏
w∈ŜL
QDww ≥ CL(ŜK) ≥ B(ŜF )[H:F ] ,
so
∏
u∈ŜF Q
Du
u ≥ B(ŜF ). Let f ∈ F be the element given by Lemma 7.2. For each u ∈ ŜF ,
we have |f − cu|u ≤ Qu, while for each u /∈ ŜF , we have |f |u ≤ 1. Passing to the extension
H/K, for each w ∈ ŜH we have |f − cu|w ≤ Qw if w|u, while for each w /∈ ŜH we have
|f |w ≤ 1. 
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2. S-units and S-subunits
Let F be a global field, and let ŜF be a nonempty finite set of places of F containing all
the archimedean places. Write ŜF = ŜF,∞
⋃
ŜF,0 where ŜF,∞ is the subset of archimedean
places, and ŜF,0 is the subset of nonarchimedean places; here, if F is a function field, ŜF,∞
is empty. The set of ŜF -units is the group
O×
F,ŜF
= {f ∈ F× : ordu(f) = 0 for all u /∈ ŜF } .
By the S-unit theorem
O×
F,ŜF
∼= Z/dZ × Z#(ŜF )−1
where d = dF is the number of roots of unity in F . Furthermore, the homomorphism
log
F,ŜF
: O×
F,ŜF
→ R#(SF )
log
F,ŜF
(f) = (logu(|f |u))u∈ŜF
maps O×
F,ŜF
onto a Z-lattice which spans the hyperplane
H
ŜF
= {~t ∈ R#(ŜF ) :
∑
u∈ŜF
tu log(qu) = 0} ⊂ R#(ŜF ) .
The kernel of logF,Ŝ is the group of roots of unity µd in F .
Note that if u ∈ ŜF,0 and f ∈ F×, then − logu(|f |u) = ordu(f) ∈ Z. The S-unit theorem
therefore implies
Proposition 7.4. Let F be a global field, and let ŜF be a finite set of places of F
containing ŜF,∞. Suppose ~t ∈ R#(ŜF ) satisfies∑
u∈ŜF
tu log(qu) = 0 ,
with tu ∈ Q for each u ∈ ŜF,0. Then for each η > 0, there are an an integer m0 > 0 and an
ŜF -unit f0 ∈ F× such that
(1) 1m0 logu(|f0|u) = tu for each u ∈ ŜF,0;
(2) | 1m0 logu(|f0|u)− tu| < η for each u ∈ ŜF,∞.
When F is a function field, this can be reformulated as follows:
Proposition 7.5. Let F be a function field, and let ŜF be a finite set of places of F .
Let {cu ∈ F×u : u ∈ ŜF} be a collection of elements such that∑
u∈ŜF
logu(|cu|u) log(qu) = 0 .
Then there are an SF -unit f ∈ O×
F,ŜF
and an integer n0 > 0 such that |cn0u |u = |f |u for each
u ∈ ŜF,0.
Proof. Take tu = logu(|cu|u) for each u ∈ ŜF , and let n0 and f0 and be the integer m0
and ŜF unit given by Proposition 7.4. 
When F is a number field, there is a stronger version of Proposition 7.5 using the concept
of a subunit, introduced by Cantor ([16]):
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Definition 7.6. An ŜF -subunit is a vector ~ε = (εu)u|∞ ∈ ⊕u∈ŜF,∞F×u for which there
are an integer n0 > 0 and an ŜF -unit f ∈ F× with εn0u = f for each u ∈ ŜF,∞.
If F is a number field, the group of roots of unity is dense in the unit circle in C×, and
the units {±1} represent both connected components of R×. Hence we have
Proposition 7.7. Let F be a number field, and let ŜF be a finite set of places of F
containing ŜF,∞. Let {cu ∈ F×u : u ∈ ŜF} be a collection of elements such that∑
u∈ŜF
logu(|cu|u) log(qu) = 0 .
Then for each δ > 0, there are an SF -unit f ∈ O×
F,ŜF
, an integer n0 > 0, and an SF -subunit
~ε ∈ ⊕u∈ŜF,∞F×u such that
(1) |cn0u |u = |f |u for each u ∈ ŜF,0;
(2) |εu − cu|u < δ and εn0u = f for each u ∈ ŜF,∞.
Proof. Apply Proposition 7.4, taking tu = logu(|cu|u) for each u ∈ ŜF . Let η > 0 be
small enough that for each u ∈ ŜF,∞, if |x − tu| < η then |exp(x) − |cu|u| < δ/2. Let m0
and f0 and be the positive integer and ŜF unit given by Proposition 7.4.
For each u ∈ ŜF,∞ we have ||f0|u − |cu|u| < δ/2, and there is a root of unity ωu ∈ F×u
such that |ωuf0− cu| < δ; put εu = ωuf0, and let ~ε = (εu)u|∞. Let m1 be the least common
multiple of the orders of the ωu; put n0 = m0m1 and take f = f
m1
0 . Clearly (1) and (2)
hold for this ~ε, n0 and f . 
3. The Semi-local Theory
Let K be a global field, and let H/K be a finite extension. For each place v of K, there
is a canonical isomorphism of topological algebras
(7.6) H ⊗K Kv ∼= ⊕w|vHw .
(This isomorphism holds even when H/K is not separable; see ([51], p.321).) Under this
isomorphism Kv ∼= K ⊗K Kv is identified with the set of diagonal elements (κv , . . . , κv),
κv ∈ Kv. More generally, for any field F with K ⊆ F ⊆ H, the algebra F ⊗K Kv ∼= ⊕u|vFu
embeds in H ⊗K Kv in such a way that ⊕u|vhu ∈ ⊕u|vFu is sent to the quasi-diagonal
element ⊕w|vfw ∈ ⊕w|vHw where fw = hu for each w|u.
When H/K is normal, the group Aut(H/K) acts on H ⊗K Kv through its action on
H: for each σ ∈ Aut(H/K), f ∈ H, and κv ∈ Kv, we have σ(f ⊗K κv) = σ(f) ⊗ κv .
When this is interpreted on the right side of (7.6), it says that σ induces a permutation
w 7→ σ(w) of the places w|v, and a canonical isomorphism τσ,w : Hw → Hσ(w) for each w.
That is, the action of σ on ⊕w|vHw is gotten by applying τσ,w to the w-coordinate, while
permuting the coordinates so the w-coordinate goes to the σ(w)-coordinate. Furthermore,
Aut(H/K) acts transitively on the places w over v. (When H/K is galois this is well-
known. When H/K is merely normal, let Hsep be the separable closure of K in H. Then
Aut(H/K) ∼= Gal(Hsep/K) acts transitively on the places w0 of Hsep lying over v, and the
assertion follows because there is a unique place w of H over each w0 of H
sep.)
When H/K is galois, Kv is the sub-algebra fixed by Gal(H/K); more generally, F⊗KKv
is the sub-algebra fixed by Gal(H/F ), for each F with K ⊆ F ⊆ H.
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We will now apply these facts in the context of Theorem 4.2. Let K be the global field
in Theorem 4.2, and put L = K(X). If K is a number field, take H = L; if K is a function
field, put H = Lsep. Then H/K is galois. Since C/K is geometrically integral,
(7.7) H ⊗K Kv(C) ∼= ⊕w|vHw(C) .
If K ⊆ F ⊆ H, the algebra F ⊗K Kv(C) embeds quasi-diagonally in H ⊗K Kv(C).
For each σ ∈ Gal(H/K) and each w, the isomorphism τσ,w : Hw → Hσ(w) induces an
isomorphism τ̂σ,w : Hw(C)→ Hσ(w)(C) fixing Kv(C). As before, the action of Gal(H/K) on
H ⊗K Kv(C) can be interpreted as applying τ̂σ,w to the w-component of (7.7), for each w,
while permuting the coordinates so the w-component goes to the σ(w)-component. Kv(C)
is the sub-algebra fixed by Gal(H/K); more generally, F ⊗K Kv(C) is the sub-algebra fixed
by Gal(H/F ), for each F with K ⊆ F ⊆ H.
Let J be the number from the construction of the L-rational and Lsep rational bases in
§3.3, and let Λ0 = dimK˜(Γ˜(
∑m
i=1 J(xi)) be the number of low-order basis elements. Given
a probability vector ~s ∈ Pm(Q) with positive coordinates, and an integer N such that
N~s ∈ Zm, write Ni = Nsi for i = 1, . . . ,m. Assume that N is large enough that Ni ≥ J for
each i. Suppose we are given an (X, ~s)-function φ(z) ∈ K(C) of degree N .
If K is a number field (that is, if char(K) = 0), we can expand φ(z) using the L-rational
basis as
(7.8) φ(z) =
m∑
i=1
Ni−J+1∑
j=0
aijϕi,Ni−j(z) +
Λ0∑
λ=1
aλϕλ(z).
with the aij , aλ ∈ L. Since φ(z) is K-rational, for each σ ∈ Gal(F/K) we have σ(φ)(z) =
φ(z). Applying σ to (7.8), and recalling that σ(ϕij) = ϕσ(i),j and σ(ϕλ) = ϕλ, we find
that σ(aij) = aσ(i),j for all i, j, and σ(aλ) = aλ for all λ. Thus, the aij are K-symmetric
relative to the action of Gal(L/K) on the xi, and for each σ ∈ Gal(F/K(xi)) we have
σ(aij) = aσ(i),j = aij, so aij belongs to K(xi). Likewise, since each ϕλ is K-rational, each
aλ belongs to K.
Similarly, let w be a place of L with w|v. If we are given an (X, ~s) function φw(z) ∈ Lw(C)
of degree N , we can write
(7.9) φw(z) =
m∑
i=1
Ni−J−1∑
j=0
aw,ijϕi,Ni−j(z) +
Λ∑
λ=1
aw,λϕλ(z)
where each aw,ij ∈ Lw and each aw,λ ∈ Kv. In this context, we have:
Proposition 7.8. Suppose K is a number field, and let v be a place of K. For each
place w of L with w|v, let an (X, ~s)-function φw(z) ∈ Lw(C) be given. Then the following
are equivalent:
(1) There is a φv(z) ∈ Kv(C) such that φw(z) = φv(z) for all w|v.
(2) ⊕w|vφw(z) is invariant under the action of Gal(L/K) on L⊗K Kv(C).
(3) If each φw(z) is expanded as in (7.9), then
(a) for each i, j, each w|v, and each σ ∈ Gal(L/K),
aσ(w),σ(i),j = τσ,w(aw,ij) , and
(b) for each λ there is an av,λ ∈ Kv such that aw,λ = av,λ for all w|v.
Under these conditions, for each i and j, if we write F = K(xi) then ⊕w|vaw,ij belongs to
⊕u|vFu, embedded semi-diagonally in L⊗K Kv.
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Proof. The equivalence of (1) and (2) follows from the description of the action of
Gal(L/K) on L ⊗K Kv(C) given above. For the equivalence of (2) and (3), note that if
⊕w|vφw(z) is expanded as in (7.9), with aij = ⊕w|vaw,ij and aλ = ⊕w|vaw,λ, then
σ
 m∑
i=1
Ni−(2g+1)∑
j=0
aijϕi,Ni−j(z) +
Λ0∑
λ=1
aλϕλ(z)

=
m∑
i=1
Ni−(2g+1)∑
j=0
σ(aij)ϕσ(i),Ni−j(z) +
Λ0∑
λ=1
σ(aλ)ϕλ(z) .
Thus ⊕w|vφw(z) is invariant under Gal(L/K) if and only if σ(aij) = aσ(i),j and σ(aλ) = aλ
for all σ and all i, j, and λ. In view of the description of the action of Gal(L/K) on ⊕w|vLw,
this holds if and only if τσ,w(aw,ij) = aσ(w),σ(i),j for all σ, w, i, j; and aw,λ = av,λ ∈ Kv for
all w, λ. The assertion concerning the F -rationality of ⊕w|vaw,ij follows from the discussion
at the beginning of the section. 
If K is a function field (so char(K) = p > 0), we can expand φ(z) using the Lsep-rational
basis as
(7.10) φ(z) =
m∑
i=1
Ni−J+1∑
j=0
a˜ijϕ˜i,Ni−j(z) +
Λ0∑
λ=1
a˜λϕ˜λ(z)
with the a˜ij , a˜λ ∈ Lsep. Again, the a˜ij areK-symmetric relative to the action of Gal(Lsep/K),
and each a˜λ belongs toK. If w is a place of L
sep with w|v, and we are given an (X, ~s) function
φw(z) ∈ Lsepw (C) of degree N , we can write
(7.11) φw(z) =
m∑
i=1
Ni−J−1∑
j=0
a˜w,ijϕ˜i,Ni−j(z) +
Λ∑
λ=1
a˜w,λϕ˜λ(z)
with each aw,ij ∈ Lsepw and each aw,λ ∈ Kv. In this case we have
Proposition 7.9. Suppose K is a function field, and let v be a place of K. For each
place w of Lsep with w|v, let an (X, ~s)-function φw(z) ∈ Lsepw (C) be given. Then the following
are equivalent:
(1) There is a φv(z) ∈ Kv(C) such that φw(z) = φv(z) for all w|v.
(2) ⊕w|vφw(z) is invariant under the action of Gal(Lsep/K) on Lsep ⊗K Kv(C).
(3) If each φw(z) is expanded as in (7.11), then
(a) for each i, j, each w|v, and each σ ∈ Gal(Lsep/K),
a˜σ(w),σ(i),j = τσ,w(a˜w,ij) , and
(b) for each λ there is an a˜v,λ ∈ Kv such that a˜w,λ = a˜v,λ for all w|v.
Under these conditions, for each i and j, if we write F = K(xi)
sep then ⊕w|va˜w,ij belongs
to ⊕u|vFu, embedded semi-diagonally in Lsep ⊗K Kv.
Proof. The proof is similar to that of Proposition 7.8. 
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4. Proof of Theorem 4.2 when char(K) = 0
In this section we will prove Theorem 4.2 when char(K) = 0. Let K, L = K(X), SK ,
and E be as in Theorem 4.2, and let ŜK ⊇ SK be the finite set of places of K satisfying the
conditions (7.1) at the beginning this Chapter. Let ŜL be the set of places of L above ŜK .
The proof has three stages, and will occupy the rest of this section. First, we choose
the parameters governing the patching process. Next, we construct a set of ‘initial approx-
imating functions’ fv(z) for v ∈ ŜK , whose roots belong to Ev, and modify them to obtain
‘coherent approximating functions’ φv(z) whose leading coefficients satisfy the conditions of
Proposition 7.7. By means of a degree-raising procedure, we use the coherent approximating
functions to construct ‘initial patching functions’ G
(0)
v (z) whose whose roots also belong
to Ev. Finally, we patch the coefficients, creating a sequence of Kv-symmetric functions
G
(1)
v (z), G
(2)
v (z), · · · , G(n)v (z) which have more and more coefficients in the global field L,
but whose roots still belong to Ev. The final functions G
(n)
v (z) have all their coefficients in
L, and are Kv-rational but independent of v. Using Proposition 7.8, they can be seen to be
K-rational. In this way we construct a function G(n)(z) ∈ K(C) whose roots belong to Ev
for each v.
Proof of Theorem 4.2 when char(K) = 0. We begin by outlining the first two stages
of the construction.
First we choose parameters 0 < hv < rv < Rv for v ∈ ŜK , which control the amount
of the freedom in the patching process. Using the Green’s matrix Γ(E,X) we construct a
K-symmetric probability vector ~s with positive rational coefficients, and a positive integer
N , which will be the common degree of the initial approximating functions.
Using the approximation theorems from §5 and §6, we construct the initial approxi-
mating functions {fv(z)}v∈ŜK , which are (X, ~s)-functions of common degree N with roots
belonging to Ev. We then modify the fv(z) to obtain the coherent approximating functions
{φv(z)}v∈ŜK . The key properties of the φv(z) will be
(1) For each v ∈ ŜK , φv(z) ∈ Kv(C) is an (X, ~s) function of degree N , for which there
are a constant κv ∈ K×v with |κv|v ≥ 1 and an initial approximating function
fv(z) ∈ Kv(C) for Ev, such that
φv(z) = κvfv(z) .
Thus the φv(z) inherit the approximation properties of the fv(z), and their roots
are the same as those of the fv(z).
(2) For each w ∈ ŜL, put φw(z) = φv(z) if w|v, and view φw(z) as an element of
Lw(C). Although the φw(z) for w|v are all the same, for distinct w the points
of X, which are their poles, are identified differently as points of Cw(Lw). Write
c˜w,i = limz→xi φw(z) · gxi(z)Nsi for the leading coefficient of φw(z) at xi.
Then for each i, ⊕w|∞c˜w,i is an ŜL-subunit and∏
w∈ŜL
|c˜w,i|Dww = 1 .
Our ability to achieve (1) uses that γ(E,X) > 1. Our ability to achieve (2) depends on
the independent variability of the archimedean logarithmic leading coefficients, proved in
Theorems 5.1 and 5.2.
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For the convenience of the reader, Theorem 7.10 below summarizes Theorems 5.1, 5.2,
6.1, 6.3 and Corollaries 6.11 and 6.12 which construct the initial approximating functions.
In broad terms, those theorems say that for each K-symmetric ~s ∈ Pm(Q) and each v ∈ ŜK ,
there are a set E˜v ⊂ Ev and an integer Nv > 0 such that for each N > 0 divisible byNv, there
is an (X, ~s)-function fv(z) ∈ Kv(C) of degree N such that 1N logv(|fv(z)|v) approximates∑m
i=1 siG(z, xi; E˜v), and fv(z) has roots in Ev and satisfies certain side conditions.
Recall that if fv(z) ∈ Kv(C) is an (X, ~s)-function of degree N , then for each xi ∈ X, the
leading coefficient of fv at xi is
cv,i = (fv · gNsixi )|xi = limz→xi fv(z) · gxi(z)
Nsi ,
and that Λxi(fv, ~s) =
1
N logv(|cv,i|v).
Theorem 7.10. (Summary of the Initial Approximation Theorems)
Let K, E, and X be as in Theorem 4.2. Then for each v ∈ ŜK ,
(A) If Kv ∼= C (so Ev ⊂ Cv(C) is compact, C-simple, and disjoint from X), let Uv = E0v be
the interior of Ev. Then for each εv > 0 there is a compact set E˜v contained in E
0
v such
that
(1) For each xi, xj ∈ X with xi 6= xj ,
|Vxi(E˜v)− Vxi(Ev)| < εv , |G(xi, xj; E˜v)−G(xi, xj ;Ev)| < εv ;
(2) There is a δv > 0 with the property that for each ~s ∈ Pm(Q), there is an integer
Nv > 0 such that for each ~βv =
t(βv,1, . . . , βv,m) ∈ [−δv , δv]m, and each positive integer N
divisible by Nv, there is an (X, ~s)-function fv(z) ∈ Kv(C) of degree N satisfying
(a) {z ∈ Cv(C) : |fv(z)|v ≤ 1} ⊂ E0v ;
(b) For each xi ∈ X, 1N logv(|cv,i|v) = Λxi(E˜v , ~s) + βv,i.
(B) If Kv ∼= R (so Ev ⊂ Cv(C) is compact, R-simple, and disjoint from X), let E0v be the
quasi-interior of Ev. Then for each εv > 0, and each open set Uv ⊂ Cv(C) which is stable
under complex conjugation, bounded away from X, and satisfies Uv ∩ Ev = E0v , there are a
compact set E˜v contained in E
0
v such that
(1) For each xi, xj ∈ X with xi 6= xj ,
|Vxi(E˜v)− Vxi(Ev)| < εv , |G(xi, xj; E˜v)−G(xi, xj ;Ev)| < εv ;
(2) For each 0 < Rv < 1, there is a δv > 0 with the property that for each Kv-
symmetric ~s ∈ Pm(Q), there is an integer Nv > 0 such that for each Kv-symmetric ~βv =
t(βv,1, . . . , βv,m) ∈ [−δv, δv ]m and each positive integer N divisible by Nv, there is an (X, ~s)-
function fv(z) ∈ Kv(C) of degree N satisfying
(a) {z ∈ Cv(C) : |fv(z)| ≤ 1} ⊂ Uv , all the zeros of fv(z) belong to E0v , and if Ev,i is
a component of Ev contained in Cv(R) and fv(z) has Ni zeros in Ev,i, then fv(z) oscillates
Ni times between ±RNv on Ev,i.
(b) For each xi ∈ X, 1N logv(|cv,i|v) = Λxi(E˜v , ~s) + βv,i.
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(C) If Kv is nonarchimedean and v ∈ SK , (so Ev is compact, Kv-simple, and disjoint from
X), fix a Kv-simple decomposition
(7.12) Ev =
Dv⋃
ℓ=1
B(aℓ, rℓ) ∩ Cv(Fwℓ) .
and fix εv > 0. Then there is a Kv-simple set E˜v ⊆ Ev compatible with Ev such that
(1) For each xi, xj ∈ X with xi 6= xj ,
|Vxi(E˜v)− Vxi(Ev)| < εv , |G(xi, xj; E˜v)−G(xi, xj ;Ev)| < εv ;
(2) For each 0 < βv ∈ Q and each Kv-symmetric ~s ∈ Pm(Q), there is an integer Nv ≥ 1
such that for each positive integer N divisible by Nv, there is an (X, ~s)-function fv ∈ Kv(Cv)
of degree N satisfying
(a) The zeros θ1, . . . , θN of fv are distinct and belong to Ev.
(b) f−1v (D(0, 1)) ⊆
⋃Dv
ℓ=1B(aℓ, rℓ), and there is a decomposition f
−1
v (D(0, 1)) =⋃N
h=1B(θh, ρh), where the balls B(θh, ρh) are pairwise disjoint and isometrically parametriz-
able. For each h = 1, . . . , N , if ℓ = ℓ(h) is such that B(θh, ρh) ⊆ B(aℓ, rℓ), put Fuh = Fwℓ ;
then ρh ∈ |F×uh |v and fv induces an Fuℓ-rational scaled isometry from B(θh, ρh) to D(0, 1),
with
fv
(
B(θh, ρh) ∩ Cv(Fuh)
)
= OFuh ,
such that |fv(z1)− fv(z2)|v = (1/ρh)‖z1, z2‖v for all z1, z2 ∈ B(θh, ρh).
(c) The set Hv := Ev ∩ f−1v (D(0, 1)) is Kv-simple and compatible with Ev. Indeed,
(7.13) Hv =
N⋃
h=1
(
B(θh, ρh) ∩ Cv(Fuh)
)
,
and (7.13) is a Kv-simple decomposition of Hv compatible with the Kv-simple decom-
position (7.12) of Ev, which is move-prepared (see Definition 6.10) relative to the balls
B(a1, r1), . . . , B(aDv , rDv). For each ℓ there is a point wℓ ∈
(
B(aℓ, rℓ) ∩ Cv(Fwℓ)
)\Hv.
(d) For each xi ∈ X, 1N logv(|cv,i|v) = Λxi(E˜v, ~s) + βv.
(D) If Kv is nonarchimedean and v /∈ SK , (so Ev is X-trivial and in particular is an
RL-domain disjoint from X), put E˜v = Ev.
Then for each Kv-symmetric ~s ∈ Pm(Q), there is an integer Nv ≥ 1 such that for
each positive integer N divisible by Nv, there is an (X, ~s)-function fv ∈ Kv(Cv) of degree N
satisfying
(a) Ev = E˜v = {z ∈ Cv(Cv) : |fv(z)|v ≤ 1};
(b) For each xi ∈ X, 1N logv(|cv,i|v) = Λxi(E˜v , ~s).
Note that in (A) and (B) of Theorem 7.10, the number δv > 0 depends on εv , Ev and
Uv, but the numbers βv,i for which
1
N
logv(|cv,i|v) = Λxi(E˜v , ~s) + βv,i
can be specified arbitrarily provided they are Kv-symmetric and satisfy −δv ≤ βv,i ≤ δv for
each i. In (C) the number 0 < βv ∈ Q is the same for all i. In (D), the logarithmic leading
coefficients match the Λxi(E˜v, ~s) exactly. For each v, the leading coefficients cv,i of fv are
Kv-symmetric, because fv(z) is Kv-rational and the gxi(z) are Kv-symmetric.
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We now turn to the details of the proof.
Stage 1. Choices of the sets and parameters. We begin by making the choices
that govern the patching process. Given a number field F containing K, write ŜF,∞ for
the set of archimedean places of F , and ŜF,0 for the set of nonarchimedean places in ŜF , so
ŜF = ŜF,∞ ∪ ŜF,0. Similarly, write SF = SF,∞ ∪ SF,0.
The open sets Uv for v ∈ ŜK∞. For each v ∈ ŜK,∞ with Kv ∼= C, Ev is C-simple, so
it has finitely finitely many components, each of which is simply connected, has a piecewise
smooth boundary and is the closure of its interior. Let Uv = E
0
v be its interior.
For each v ∈ ŜK,∞ with Kv ∼= R, Ev is R-simple, so it is stable under complex conjuga-
tion and has finitely many components, each of which is an interval of positive length con-
tained in Cv(R), or is disjoint from Cv(R) and is simply connected, has a piecewise smooth
boundary, and is the closure of its interior. Let Uv ⊂ Cv(C) be an open set such that
Uv ∩Ev = E0v , the quasi-interior of Ev. We will choose Uv so that it is stable under complex
conjugation, bounded away from X, and has the same number of connected components as
Ev. Thus, Uv is the union of the interiors of the components Ev,i in Cv(C)\Cv(R), together
with open sets Uv,i such that Uv,i ∩ Ev is the real interior of Ev,i, for the Ev,i ⊂ Cv(R).
The Kv-simple decompositions of Ev and the sets Uv, for v ∈ SK,0. For each
v ∈ SK,0, the set Ev is compact and Kv-simple (see Definition 4.1).
Choose a Kv-simple decomposition
(7.14) Ev =
Dv⋃
ℓ=1
B(aℓ, rℓ) ∩ Cv(Fwℓ) .
By refining this decomposition, if necessary, we can assume that Uv :=
⋃Dv
ℓ=1B(aℓ, rℓ) is
disjoint from X. Such a decomposition will be fixed for the rest of the construction.
The sets E˜v for v ∈ ŜK. By hypothesis, γ(E,X) > 1 in Theorem 4.2. This means
that the Green’s matrix Γ(E,X) is negative definite. Suppose E˜ =
∏
v∈ŜK E˜v ×
∏
v/∈ŜK Ev
is another K-rational adelic set compatible with X.compatible with X By the discussion
leading to (7.3), there are numbers εv > 0 for v ∈ ŜK such that such that Γ(E˜,X) is also
negative definite, provided that for each v ∈ ŜK
(7.15)
{ |G(xj , xi; E˜v)−G(xj , xi;Ev)| < εv for all i 6= j ,
|Vxi(E˜v)− Vxi(Ev)| < εv for all i .
For each v ∈ ŜK , we will take E˜v ⊆ Ev to be the set given by Theorem 7.10 for Ev,
relative to the number εv chosen above (and the set Uv, if Kv ∼= R), satisfying (7.15). Put
E˜ =
∏
v∈ŜK E˜v ×
∏
v/∈ŜK Ev with the E˜v chosen above, and let
(7.16) V˜K := V (E˜,X) = val(Γ(E˜,X))
be the global Robin constant for E˜ and X. By construction, V˜K < 0.
The local parameters ηv, Rv, hv, rv, and Rv. Fix a collection of real numbers
{ηv}v∈ŜK with ηv > 0 for each v ∈ ŜK and ηv ∈ Q for each v ∈ ŜK,0, such that
(7.17)
∑
v∈ŜK
ηv log(qv) = |V˜K | = −V˜K .
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The ηv provide the freedom for adjustment needed in the construction of the initial approxi-
mating functions, and determine the scaling factors in passing from the initial approximating
functions to the coherent approximating functions.
For each v ∈ ŜK,∞, fix a number rv with 1 < rv < eηv . Then, choose a set of numbers
{hv}v∈ŜK with
∏
v∈ŜK h
Dv
v > 1, such that
(7.18)
{
1 < hv < rv if v ∈ ŜK,∞ ,
0 < hv < 1 if v ∈ ŜK,0 .
Finally, for each v ∈ SK,0, fix an rv with hv < rv < 1, and for each v ∈ ŜK,0\SK,0 put
rv = 1. Note that Dv = log(qv) for each archimedean v. Thus 0 < hv < rv for all v, and
(7.19) 1 <
∏
v∈ŜK
hDvv <
∏
v∈ŜK
rDvv .
In the patching process, the numbers hv will control how much the coefficients of the
functions being patched can be changed, and the rv will be “encroachment bounds” which
limit how close certain quantities can come to the hv.
For each v ∈ SK,∞ with Kv ∼= C, put R̂v = eηv . For each v ∈ SK,∞ with Kv ∼= R, fix a
number 0 < Rv < 1 close enough to 1 that
(7.20) 1 < rv < Rv · eηv < eηv .
and put R̂v = Rv · eηv . The number Rv specifies the magnitude of the oscillations of the
initial approximating functions when Kv ∼= R.
In either case, we can choose Rv so that rv < Rv < R̂v; thus
(7.21) 1 < rv < Rv < R̂v ≤ eηv .
For each v ∈ ŜK,0, put Rv = qηvv . Then 0 < hv < rv < Rv for each v ∈ ŜK , and Rv ∈ |C×v |v
for each v ∈ ŜK,0.
The numbers δv > 0 for v ∈ ŜK,∞. If Kv ∼= C, let δv be the number given by Theorem
7.10(A.2) for Ev and E˜v. If Kv ∼= R, let δv be the number given by Theorem 7.10(B.2) for
Ev and E˜v, relative to the number Rv chosen in (7.20). For each v ∈ ŜK,∞, the number δv
plays the role of a ‘radius of independent variability’ for the logarithmic leading coefficients
at v.
The rational probability vector ~s. By construction, the Green’s matrix Γ(E˜,X) is
negative definite. As above, put V˜K = V (E˜K ,X) < 0. Let s˜ ∈ Pm(R) be the K-symmetric
probability vector given by Proposition 3.33 for which V˜K...
V˜K
 = Γ(E˜K ,X)s˜ .
The entries of s˜ are positive, but they need not be rational.
Fix an archimedean place v0 of K, and let δv0 be the radius of independent variability
for the logarithmic leading coefficients at v0, constructed above. By continuity, there is a
K-symmetric probability vector ~s ∈ Pm(Q) close enough to s˜ that all its entries are positive,
and such that for each i = 1, . . . ,m, the ith coordinate of Γ(E˜K ,X)~s satisfies
(7.22) |V˜K − (Γ(E˜K ,X)~s)i| < δv0 log(qv0) .
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This ~s will be fixed for the rest of the construction.
Stage 2. Construction of the Approximating Functions fv(z) and φv(z).
In this stage, we construct the initial approximating functions fv(z), then modify them
to obtain the coherent approximating functions φv(z). Our goal is to prove the following
theorem:
Theorem 7.11. Let C, K, E, X, and SK be as in Theorem 4.2, with char(K) = 0.
Let ŜK ⊇ SK be the finite set of places satisfying conditions (7.1). For each v ∈ ŜK , let
E˜v ⊂ Ev and 0 < hv < rv < Rv be the set and patching parameters constructed above. For
each v ∈ ŜK,∞, let Uv ⊂ Cv(C) be the chosen set with Uv ∩ Ev = E0v , and let δv > 0 be the
radius of independent variability for the logarithmic leading coefficients. For each v ∈ SK,0
let
⋃Dv
ℓ=1B(aℓ, rℓ) ∩ Cv(Fwℓ) be the chosen Kv-simple decomposition of Ev. Let ~s ∈ Pm(Q)
be the chosen rational probability vector with positive coefficients, satisfying (7.22).
Then there are a positive integer N and (X, ~s)-functions φv(z) ∈ Kv(C), for v ∈ ŜK , of
common degree N , such that for each v the zeros of φv(z) belong to Ev and
(A) The φv(z) have the following mapping properties:
(1) If Kv ∼= C, then
{z ∈ Cv(Cv) : |φv(z)|v ≤ RNv } ⊂ Uv = E0v .
(2) If Kv ∼= R, then
{z ∈ Cv(Cv) : |φv(z)|v ≤ 2RNv } ⊂ Uv ,
and for each component Ev,j of Ev contained in Cv(R), if φv(z) has τj zeros
in Ev,j , then φv(z) oscillates τj times between ±2RNv on Ev,j .
(3) If Kv is nonarchimedean and v ∈ SK , then
(7.23) rNv < q
−1/(qv−1)
v < 1 , and
(a) the zeros θ1, . . . , θN of φv(z) are distinct;
(b) φ−1v (D(0, 1)) =
⋃N
h=1B(θh, ρh), where B(θ1, ρ1), . . . , B(θN , ρN ) are pairwise
disjoint, isometrically parametrizable, and contained in
⋃Dv
ℓ=1B(aℓ, rℓ);
(c) Hv := φ
−1
v (D(0, 1)) ∩ Ev is Kv-simple, with the Kv-simple decomposition
Hv =
n⋃
k=1
(
B(θk, ρk) ∩ Cv(Fuh)
)
compatible with the Kv-simple decomposition
⋃Dv
ℓ=1
(
B(aℓ, rℓ) ∩ Cv(Fwℓ)
)
of Ev,
which is move-prepared relative to B(a1, r1), . . . , B(aDv , rDv). For each ℓ,
there is a point wℓ ∈
(
B(aℓ, rℓ) ∩ Cv(Fwℓ)
)\Hv.
(d) For each h = 1, . . . , N , Fuh/Kv is finite and separable. If θh ∈ Ev ∩B(aℓ, rℓ),
then Fuh = Fwℓ, ρh ∈ |F×wℓ |v, and B(θh, ρh) ⊆ B(aℓ, rℓ); and φv induces an
Fuh-rational scaled isometry from B(θh, ρh) onto D(0, 1) with φv(θh) = 0,
which takes B(θh, ρh) ∩ Cv(Fuh) onto Ouh .
(4) If Kv is nonarchimedean and v ∈ ŜK\SK , then
Ev = E˜v = {z ∈ Cv(Cv) : |φv(z)|v ≤ RNv } .
(B) For each w ∈ ŜL, put φw(z) = φv(z) if w|v, and regard φw(z) as an element of
Lw(C). Each xi ∈ X is canonically embedded in Cw(Lw); let c˜w,i = limz→xi φw(z) ·gxi(z)Nsi
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be the leading coefficient of φw(z) at xi. Then for each i,∑
w∈ŜL
logw(|c˜w,i|w) log(qw) = 0 .
Moreover, ⊕
w∈ŜL c˜w,i is an SL-subunit: there are an integer n0 and a K-symmetric set of
ŜL-units µ1, . . . , µm ∈ L, such that for each i = 1, . . . ,m,
(7.24)
{
c˜n0w,i = µi , if w ∈ ŜL,∞ ,
|c˜n0w,i|w = |µi|w , if w ∈ ŜL,0 ,
Necessarily µi ∈ K(xi) for each i.
Proof. The proof has several steps, and consists of carefully choosing a compatible
collection of initial approximating functions fv(z) of common degree N in Theorem 7.10,
scaling them, and then modifying their leading coefficients to satisfy (7.24).
The choice of N . For each archimedean v with Kv ∼= C, let Nv > 0 be the integer
given by Theorem 7.10(A.2) for Ev, εv, E˜v, and ~s as chosen above. For each archimedean v
with Kv ∼= R, let Nv > 0 be the integer given by Theorem 7.10(B.2) for Ev, εv, E˜v, Uv, Rv,
and ~s as chosen above. For each nonarchimedean v ∈ SK,0, put βv = ηv (where 0 < ηv ∈ Q
is as in 7.17) and let Nv > 0 be the integer given by Theorem 7.10(C.2) for Ev, E˜v, ~s, βv
and the Kv-simple decomposition Ev =
⋃Dv
ℓ=1
(
B(aℓ, rℓ) ∩ Cv(Fwℓ)
)
chosen above. For each
nonarchimedean v ∈ ŜK,0\SK,0, let Nv be as given by Theorem 7.10(D) for Ev = E˜v and ~s
as chosen above.
Let N > 0 be an integer which satisfies the following conditions:
(1) N is divisible by Nv, for each v ∈ ŜK ;
(2) N is divisible by J , the number from the construction of the L-rational and Lsep-
rational bases in §3.3;
(3) N · ηv ∈ N for each v ∈ ŜK , where the ηv are as in (7.17);
(4) N is large enough that
• Nsi > J for each i = 1, . . . ,m;
• 1 < 2RNv < R̂Nv for each archimedean v with Kv ∼= R;
• rNv < q−1/(qv−1)v < 1 for each nonarchimedean v ∈ SK,0.
(7.25)
In particular (7.23) holds.
This N will be fixed for the rest of the construction.
The choice of the Initial Approximating Functions fv(z). We will apply The-
orem 7.10 with the parameters chosen above. Let v0 be the archimedean place for which
(7.22) holds. We first construct the fv(z) for v ∈ ŜK\{v0}, then choose fv0(z) to ‘balance’
their leading coefficients, so that (7.29) below will hold.
For each archimedean v 6= v0, take ~βv = (βv,1, . . . , ~βv,m) = ~0 in Theorem 7.10, and let
fv(z) ∈ Kv(C) be the (X, ~s)-function of degree N given by Theorem 7.10(A.2) if Kv ∼= C,
or by Theorem 7.10(B.2) with Rv as in (7.20), if Kv ∼= R. Thus the leading coefficients cv,i
of fv(z) satisfy
1
N logv(|cv,i|v) = Λxi(E˜v, ~s) for each i, for such v.
For each v ∈ SK,0, take βv = ηv as before (with 0 < ηv ∈ Q as in (7.17)) and let fv(z) ∈
Kv(C) be the (X, ~s)-function of degree N given by Theorem 7.10(C.2) with 1N logv(|cv,i|v) =
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Λxi(E˜v , ~s) + βv for each i. For each v ∈ ŜK,0\SK,0, let fv(z) ∈ Kv(C) be the (X, ~s)-function
of degree N from Theorem 7.10(D), with 1N logv(|cv,i|v) = Λxi(E˜v , ~s) for each i.
To construct fv0(z), we must first specify
~βv0 in Theorem 7.10. For each i, define βv0,i
by
(7.26) βv0,i log(qv0) = V˜K − (Γ(E˜K ,X)~s)i ;
then |βv0,i| < δv0 by (7.22). The vector ~βv0 := (βv0,1, . . . , βv0,m) is K-symmetric since
Γ(E˜K ,X) and ~s are; this means that βv0,i = βv0,σ(i) for each σ ∈ Gal(L/K). Let fv0(z) ∈
Kv0(C) be the (X, ~s)-function of degree N given by Theorem 7.10(A.2) for ~βv0 and E˜v0 if
Kv0
∼= C, or by Theorem 7.10(B.2) with Rv0 as in (7.20), if Kv0 ∼= R.
Thus, for each v ∈ ŜK the leading coefficients cv,i of the fv(z) satisfy
(7.27)
1
N
logv(|cv,i|v) =

Λxi(E˜v, ~s) if v ∈ ŜK\(SK0 ∪ {v0}),
Λxi(E˜v0 , ~s) + βv0,i if v = v0,
Λxi(E˜v, ~s) + ηv if v ∈ ŜK,0,
and each fv(z) has the mapping properties in Theorem 7.10.
In particular, if v ∈ SK,0, then Hv := f−1v (D(0, 1)) ∩ Ev has a Kv-simple decomposi-
tion Hv =
⋃N
h=1
(
B(θh, ρh) ∩ Cv(Fuh)
)
compatible with the Kv-simple decomposition Ev =⋃Dv
ℓ=1
(
B(aℓ, rℓ) ∩ Cv(Fwℓ))
)
, which is move-prepared relative to B(a1, r1), . . . , B(aDv , rDv).
Here θ1, . . . , θN are the zeros of fv(z), ρh ∈ |F×uh |v, and fv induces an Fuh-rational scaled
isometry from B(θh, ρh) to D(0, 1) which maps B(θh, ρh) ∩ Cv(Fuh) onto Ouh . For each
ℓ = 1, . . . ,Dv , there is a point wℓ ∈
(
B(aℓ, rℓ) ∩ Cv(Fwℓ))
)\Hv.
Preliminary choice of the Coherent Approximating Functions φv(z). First
we will define functions φv(z) ∈ Kv(C) for v ∈ ŜK , and then we will put φw(z) = φv(z)
for all w|v and consider the leading coefficients of the collection {φw(z) ∈ Lw(C)}w∈ŜL . For
archimedean v, the φv(z) will be modified later to make the leading coefficients of the φw(z)
subunits.
If v is archimedean, put κv = e
Nηv , where ηv is as in 7.17). Recall from (7.21) that
Kv ∼= C we have R̂v = eηv > Rv, while if Kv ∼= R, we have R̂v = Rv · eηv > Rv. Thus
κv > R
N
v for each archimedean v, and κv · RNv = R̂Nv > RNv if Kv ∼= R.
If v is nonarchimedean and v ∈ SK,0, put κv = 1. If v ∈ ŜK,0\SK,0, put κv = π−Nηvv ,
where again 0 < ηv ∈ Q as in (7.17). Our choice of N required that Nηv ∈ N, so κv ∈ K×v
and |κv|v = RNv > 1.
For each v ∈ ŜK , define
φv(z) = κvfv(z) ∈ Kv(C) .
For each v and each i, the leading coefficient c˜v,i of φv(z) at xi is given by c˜v,i = κvcv,i.
By (7.27) and our choice of the κv , it follows that
(7.28)
1
N
logv(|c˜v,i|v) =
{
Λxi(E˜v, ~s) + ηv if v 6= v0
Λxi(E˜v0 , ~s) + ηv0 + βv0,i if v = v0
.
Furthermore, the mapping properties of the fv(z) from Theorem 7.10, together with our
choice of the κv , yield the following mapping properties for the φv(z).
(1) If Kv ∼= C, then {z ∈ Cv(C) : |φv(z)| ≤ R̂Nv } ⊂ E0v ;
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(2) If Kv ∼= R, then {z ∈ Cv(C) : |φv(z)| ≤ R̂Nv } ⊂ Uv, and for each real component
Ev,j of Ev, if φv(z) has τj zeros in Ev,j then φv(z) oscillates τj times between ±R̂Nv
on Ev,j .
(3) If v ∈ SK,0 then properties (a)-(d) in Theorem 7.11(A.3) hold for φv(z). Indeed,
for v ∈ SK,0 we have κv = 1, so φv(z) = fv(z) and the mapping properties of φv(z)
are inherited from those of fv(z).
(4) If v ∈ ŜK,0\SK,0, then Ev = E˜v = {z ∈ Cv(Cv) : |φv(z)|v ≤ RNv }.
Coherence of the leading coefficients. In order to view X as a subset of Cv(Cv),
for each v we have (non-canonically) fixed an embedding of K˜ in Cv (see §3.2), leading to
a distinguished choice of a place wv of L above v. Until now these choices have been a
minor concern, since all constructions in the proof have been Kv-symmetric. However, to
properly understand the leading coefficients of the φv(z), we must consider them over the
fields Lw for w ∈ ŜL, since X is canonically a subset of C(L) and of Cw(Lw) for each w, and
the uniformizer gxi(z) ∈ L(C) is canonically an element of Lw(C).
For each w ∈ ŜL, put φw(z) = φv(z) if w|v, and view φw(z) as an element of Lw(C).
Although the functions φw(z) for w|v are all the same, the points of X, which are their
poles, are identified differently. For each i and w, let c˜w,i = limz→xi φw(z) · gxi(z)Nsi be the
leading coefficient of φw(z) at xi. Let σw : L →֒ Cv be an embedding which induces the
place w, and for each i = 1, . . . ,m let σw(i) be the index j for which σw(xi) = xj (where
we identify xj with its image in Cv(Cv) given by the fixed embedding of K˜ in Cv). Then
c˜w,i = c˜v,σw(i).
The following proposition is the first step towards making the leading coefficients of the
patching functions ŜL-units:
Proposition 7.12. For each i = 1, . . . ,m
(7.29)
∑
w∈ŜL
logw(|c˜w,i|w) log(qw) = 0 .
To prove this we will need a lemma. First note that by our normalizations of the
absolute values on L and K, if w|v and x ∈ Cv ∼= Cw, then
(7.30) logw(|x|w) log(qw) = [Lw : Kv ] · logv(|x|v) log(qv) .
Recall that Γ(E˜,X) = Γ(E˜K ,X) =
1
[L:K]Γ(E˜L,X). Using (7.2), this gives
(7.31) [L : K] · Γ(E˜K ,X) =
∑
w∈ŜL
Γ(E˜w,X) log(qw) ,
Lemma 7.13. For each w ∈ ŜL and each i = 1, . . . ,m, the ith coordinate of Γ(E˜w,X)~s
satisfies
(7.32) (Γ(E˜w,X)~s)i · log(qw) = [Lw : Kv] · Λσw(xi)(E˜v , ~s) log(qv) .
Proof. By definition,
(7.33) (Γ(E˜w,X)~s)i · log(qw) =
m∑
j=1
Γ(E˜w,X)ij log(qw)sj .
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For each i 6= j, it follows from (7.30) that
Γ(E˜w,X)ij log(qw) = G(xi, xj ; E˜w) log(qw)
= [Lw : Kv]G(σw(xi), σw(xj), E˜v) log(qv) .
Similarly, since the uniformizers have been chosen in such a way that σw(gxi)(z) =
gσw(xi)(z), for each i
Γ(E˜w,X)ii log(qw) = Vxi(E˜w) log(qw) = [Lw : Kv]Vσw(xi)(E˜v) log(qv) .
For compactness of notation, write
G˜(xi, xj ;Ev) =
{
G(xi, xj ; E˜v) if i 6= j ,
Vxi(E˜v) if i = j .
Since ~s is K-symmetric, we have sj = sσw(j) for each j. Hence
(Γ(E˜w,X)~s)i · log(qw) =
m∑
j=1
Γ(E˜w,X)sj log(qw)
= [Lw : Kv] ·
m∑
j=1
G˜(σw(xi), σw(xj); E˜v)sσw(j) log(qv)
= [Lw : Kv] · Λσw(xi)(E˜v, ~s) log(qv)
as desired. 
Proof of Proposition 7.12. For each v, and each w|v, fix an embedding σw : L →֒
Cv which induces the place w. Since c˜w,i = c˜v,σw(i), it follows from (7.28) that
1
N
∑
w∈ŜL
logw(|c˜w,i|w) log(qw) =
∑
v∈ŜK
∑
w|v
[Lw : Kv]
( 1
N
logv(|c˜v,σw(xi)|v)
)
log(qv)
=
∑
v∈ŜK
∑
w|v
[Lw : Kv]
(
Λσw(xi)(E˜v, ~s) + ηv
)
log(qv)
+
∑
w|v0
[Lw : Kv ]βv0,σw(i) log(qv0) .(7.34)
By Lemma 7.13∑
v∈ŜK
∑
w|v
[Lw : Kv]Λσw(xi)(E˜v , ~s) log(qv) =
∑
w∈ŜL
(Γ(E˜w,X)~s)i log(qw)
= (Γ(E˜L,X)~s)i = [L : K] · (Γ(E˜K ,X)~s)i .(7.35)
By our choice of the ηv in (7.17),
(7.36)
∑
v∈ŜK
∑
w|v
[Lw : Kv]ηv log(qv) = [L : K]
∑
v∈ŜK
ηv log(qv) = −[L : K] · V˜K .
Finally, since ~βv0 is K-symmetric, for each w|v0 we have βv0,σw(i) = βv0,i, so by (7.26)
(7.37)
∑
w|v0
[Lw : Kv]βv0,σw(i) log(qv0) = [L : K] ·
(
V˜K − (Γ(E˜K ,X)~s)i
)
.
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Combining (7.34), (7.35), (7.36) and (7.37) gives∑
w∈ŜL
logw(|c˜w,i|w) log(qw) = 0
as required. 
Adjusting the leading coefficients to be ŜL-subunits. The final step in the proof
of Theorem 7.11 involves modifying the archimedean φv(z) so that their leading coefficients
become ŜL-subunits.
By our choices of the Rv, R̂v, and N we have R
N
v < R̂
N
v for each archimedean v, and
2RNv < R̂
N
v for each archimedean v with Kv
∼= R. For each i = 1, . . . ,m, put Ni = Nsi ∈ N.
Noting that our choice of N has required that Ni > J , let φi,Ni(z) be the corresponding
function from the L-rational basis.
If Kv ∼= C, the construction of φv(z) has arranged that
{z ∈ Cv(Cv) : |φv(z)| ≤ R̂Nv } ⊂ Uv ,
Since RNv < R̂
N
v , by continuity there is a δ
′
v > 0 such that if ∆v,1, . . . ,∆v,m ∈ C satisfy
|∆v,i| < δ′v for each i, and if φv(z) is replaced by φ̂w(z) = φw(z) +
∑m
i=1∆w,iϕi,Ni(z), then
(7.38) {z ∈ Cv(Cv) : |φ̂w(z)|v ≤ RNv } ⊂ Uv .
If Kv ∼= R, the construction of φv(z) has arranged that
{z ∈ Cv(Cv) : |φv(z)| ≤ 2R̂Nv } ⊂ Uv ,
and that for each component Ev,i of Ev contained in Cv(R), if φv(z) has τi zeros in Ev,i then
it oscillates τi times between ±2R̂Nv on Ev,i. Since 2RNv < 2R̂Nv , by continuity there is a
δ′v > 0 such that if ∆v,1, . . . ,∆v,m ∈ C are a Kv-symmetric set of numbers with |∆v,i| < δ′v
for each i, and if φv(z) is replaced by φ̂v(z) = φv(z) +
∑m
i=1∆v,iϕi,Ni(z), then
(7.39) {z ∈ Cv(Cv) : |φ̂v(z)| ≤ 2RNv } ⊆ Uv
and for each component Ev,i contained in Cv(R), if φv(z) has τi zeros in Ev,i then φ̂v(z)
oscillates τi times between ±2RNv on Ev,i.
Let δ′ be the minimum of the δ′v, for all v ∈ ŜK,∞.
Fix xi ∈ X, and put F = K(xi). Let ŜF be the set of places of F above ŜK . For
each v ∈ ŜK , since the φw(z) ∈ Kv(C) are the same for all w|v, Proposition 7.8 tells us
that ⊕w|vc˜w,i ∈ ⊕w|vLw actually belongs to ⊕u|vFu, embedded semi-diagonally in ⊕w|vLw.
Write ⊕u|vc˜u,i for the element of ⊕u|vFu that induces it. By (7.29)∑
u∈ŜF
logu(|c˜u,i|u) log(qu) =
1
[L : F ]
∑
w∈ŜL
logw(|c˜w,i|w) log(qw) = 0 .
According to Proposition 7.5 there are an ŜF -unit µi ∈ F , an integer ni, and an ŜF -subunit
⊕u∈ŜF,∞εu,i ∈
⊕
u∈ŜF,∞ F
×
u such that ε
ni
u,i = µi for each u ∈ ŜF,∞, and{ |c˜u,i − εu,i| < δ′ ,
|c˜niu,i|u = |µi|u , for each u ∈ ŜF,0 .
Since µi is an ŜF -unit (hence also an ŜL-unit),
∑
w∈ŜL logu(|µi|w) log(qw) = 0.
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For each archimedean u and each w|u, put εw,i = εu,i. Then logw(|εw,i|w) = 1ni logw(|µi|w)
for each archimedean w ∈ SL, and logw(|cw,i|w) = 1ni logw(|µi|w) for each nonarchimedean
w ∈ SL. It follows that
(7.40)
∑
w∈SL,∞
logw(εw,i) log(qw) +
∑
w∈SL,0
logw(c˜w,i) log(qw) = 0 .
Now let xi vary. We next arrange for the µi and ~εv,i = ⊕w|vεw,i to be K-symmetric.
By Proposition 7.8, the ⊕w|vc˜w,i are K-symmetric. For each Gal(L/K)-orbit Xℓ ⊂ X, fix
an xi ∈ Xℓ and put F = K(xi) as before. By construction, ~εv,i := ⊕w|vεw,i ∈ L ⊗K Kv
belongs to F ⊗K Kv for each archimedean v. For each xj ∈ Xℓ, choose σ ∈ Gal(L/K) with
σ(xi) = xj , and replace µj with σ(µi), ~εv,j with σ(~εv,i). Since ~εv,i ∈ F ⊗KKv, these objects
are independent of the choice of σ with σ(xi) = xj, and are K-symmetric.
After replacing the µi with powers of themselves, we can assume there is a number
n0 such that ni = n0, for all i. The numbers µ1, . . . , µm form a K-symmetric system of
ŜL-units, and the εw,i form a K-symmetric system of ŜL-subunits. For each archimedean
w and each i, put
∆w,i = εw,i − cw,i
and put φ̂w(z) = φw(z) +
∑m
i=1∆w,iϕi,Ni(z). Since ⊕w|v∆w,iϕi,Ni ∈ L ⊗K Kv(C) and
⊕w|vφw(z) ∈ L ⊗K Kv(C) are K-symmetric, Proposition 7.8 shows that φ̂w(z) belongs to
Kv(C) for each w|v, and that φ̂w1(z) = φ̂w2(z) for all w1, w2|v.
Replace φw(z) with φ̂w(z), for each archimedean v and each w|v. The leading coefficients
of the new φw(z) are the εw,i, so we can put φv(z) = φ̂, for any w|v. By (7.40), assertion
(B) in the Theorem holds. Our construction has established assertions (A1) – (A4), so the
proof of Theorem 7.11 is complete. 
Stage 3. The Patching Construction.
Overview. The patching process has two parts, a global part and a local part. The
global part concerns the way the patching coefficients are chosen, managing them so as to
achieve global K-rationality for the final patched function. The local part is responsible for
assuring Kv-rationality of the partially patched functions, and confining their roots to Ev.
Although this description separates the roles of the global and local parts of patching
process, in fact the two interact, and the coefficients are determined recursively, from highest
to lowest order. Each local patching construction specifies certain parameters to the global
patching process: the number of patching stages it considers high-order and bounds for
the size of the patching coefficients it can handle. As patching is carried out, and high-
order coefficients chosen by the global process are achieved by the local process, lower-order
coefficients are changed as a result. The global process must take these changes into account
in determining subsequent coefficients.
The patching process begins with the coherent approximating functions {φv(z)}v∈ŜK
given by Theorem 7.11. Its goal is to produce a function G(z) ∈ K(C) independent of v, of
much higher degree than the φv(z), whose zeros are points with the properties in Theorem
4.2.
The first step is to compose each φv(z) with a “degree-raising polynomial” Qv,n(x) ∈
Kv(x). The Qv,n(x) are monic, of common degree n. This allows the leading coefficients to
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be patched to become ŜL-units, and makes the degree large enough that certain analytic
estimates are satisfied, while keeping the roots in Ev.
For each v ∈ ŜK , the local patching process provides Qv,n(z). If Kv ∼= C or if Kv is
nonarchimedean and Ev is an RL-domain, then Qv,n(x) = x
n. If Kv ∼= R, then Qv,n(x) is a
composite of two Chebyshev polynomials. If Kv is nonarchimedean and Ev ⊂ C(Kv), then
Qv,n(x) is the Stirling polynomial of degree n for the ring of integers Ov . For appropriately
large and divisible n, this yields the “initial patching functions” G
(0)
v (z) = Qv,n(φv(z)).
Although N is likely quite large, n should be thought of as astronomically larger than N .
Each G
(0)
v (z) can be expanded in terms of the L-rational basis functions ϕi,j(z) and
ϕλ, with Lw-rational coefficients for each w|v. For notational purposes, it will be useful to
deem the basis functions ϕλ(z) for λ ≤ Λ0 and ϕi,j(z) with J < j ≤ Ni := Nsi, as being
“low-order”, and list them as ϕλ, λ = 1, . . . ,Λ. Thus, for each v
G(0)v (z) =
m∑
i=1
(n−1)Ni−1∑
j=0
Av,ijϕi,nNi−j(z) +
Λ∑
λ=1
Av,λϕλ .
The patching process initially adjusts the leading coefficients of the G
(0)
v (z) to be
global SL-units, independent of v. Then, in stages, it inductively constructs functions
G
(1)
v (z), . . . , G
(n)
v (z), where
G(k)v (z) = G
(k−1)
v (z) +
m∑
i=1
kNi−1∑
j=(k−1)Ni
∆
(k)
v,ijϑ
(k)
v,ij(z)
for 1 ≤ k ≤ n− 1 (see Proposition 7.14 for a more precise statement), and
G(n)v (z) = G
(n−1)
v (z) +
Λ∑
λ=1
∆
(n)
v,λϕλ(z)
for k = n, in such a way that for each v the coefficients Av,ij , Av,λ are changed into global
SL-integers Aij, Aλ independent of v. This process is called “patching”, because it pieces
together a global function out of a collection of local ones.
The “compensating functions” ϑ
(k)
v,ij(z), indexed by pairs (i, j) with (k − 1)Ni ≤ j ≤
kNi − 1 in “bands” for k = 1, . . . , n− 1, are determined by the local patching process and
have poles are supported on X. Each ϑ
(k)
v,ij(z) has a pole of exact order nNi− j at xi, and is
chosen so that adding ∆
(k)
v,ijϑ
(k)
v,ij(z) to G
(k)
v (z) affects only poles of order nNi− j and below
at xi, and lower order poles outside the band, for xi′ 6= xi. It was Fekete and Szego¨’s insight
([25]) that by using compensating functions more complicated than the basis functions
ϕij(z), one could control movement of the roots of the G
(k)
v (z). For each xi, the ∆
(k)
v,ij are
chosen by ascending j (decreasing order of the pole), so that coefficients Aij already patched
are not changed in subsequent steps.
The global patching process has two concerns.
First, it must choose the ∆
(k)
v,ij in such a way that for each (i, j),
Aij = Av,ij +∆
(k)
v,ij
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is a global ŜL integer independent of v. This is accomplished by extending the base to L
and choosing the Aij via Proposition 7.3, simultaneously patching the coefficients for all xi
belonging to a given galois orbit in X.
Second, it must impose conditions on the sizes of the ∆
(k)
v,ij so that the local patching
constructions can succeed. The choice of the ∆
(k)
v,ij involves tension between the global and
local parts of the patching process. The global part is charged with adjusting the Av,ij to
make them algebraic numbers in L independent of v. Doing so may require the ∆
(k)
v,ij to be
fairly large. On the other hand, the local part is charged with assuring that the roots of
G
(k)
v (z) remain in Ev. For this, it is usually necessary that the ∆
(k)
v,ij be fairly small.
If there is a bound Bv > 0 such that in the k-th stage of the local patching construction
the ∆
(k)
v,ij ∈ Lv can be chosen arbitrarily, provided that |∆(k)v,ij |v ≤ Bv for all i, j, and the
∆
(k)
v,ij are Kv-symmetric, we will say that the coefficients Av,ij for (k − 1)Ni ≤ j < kNi can
be sequentially patched with freedom Bv. Equivalently, we will say that the k-th stage of the
local patching process at v can be carried out with freedom Bv.
As k increases, there is greater and greater freedom in the patching process. However,
for small k, balancing the demands of the global and local patching constructions requires
care. The leading coefficients are the hardest to patch, and they are controlled through the
choice of n. The high order coefficients are also quite difficult to patch. It turns out that
there is a number k, determined by the sets Ev and initial approximating functions fv but
fortunately independent of n, such that when 1 ≤ k ≤ k, the nonarchimedean ∆(k)v,ij must
be very small. To compensate, we must allow the archimedean ∆
(k)
v,ij to be quite large.
The archimedean patching procedures accomplish this by exploiting a phenomenon of
‘magnification’ introduced in ([53]), by which small changes in fv(z) create large changes
in the leading coefficients of Gv(z). It is shown in Theorems 8.8.1 and 9.9.1 that for any
fixed Bv > 0, magnification enables us to carry out the first k stages of the patching process
with freedom Bv.
In combination, the local and global patching processes determine k, the number of
patching stages deemed high order. For appropriate numbers Bv, we will have
|∆(k)v,ij |v ≤
{
Bv if k ≤ k,
hkNv if k > k.
If these conditions are met, the local patching constructions will succeed. On the other
hand, for global target coefficients Aij ∈ L to exist, (
∏
v B
Dv
v ) and (
∏
v h
Dv
v )
k must be large
enough that Proposition 7.3 applies. Achieving this uses condition (7.19) that
∏
v h
Dv
v > 1,
which ultimately depends on the fact that γ(E,X) > 1.
The final patched functions G
(n)
v (z) are Kv-rational but have all their coefficients in L.
By Proposition 7.8 there is a global function G(n)(z) ∈ K(C), independent of v, such that
G(n)(z) = G
(n)
v (z) for each v ∈ ŜK . The local patching constructions assure that its zeros
belong to Ev for all v ∈ ŜK . For each v /∈ ŜK , the coefficients of G(n)(z) are ŜL-integers
and its leading coefficients are ŜL-units, so the fact that the basis functions ϕij(z) and ϕλ
have good reduction outside ŜK , combined with the fact that Ev is X-trivial, show that
{z ∈ Cv(Cv) : |G(n)(z)|v ≤ 1} = Ev. Thus the zeros of G(n)(z) belong to Ev for all v.
Details. We now give the details of the patching construction. Let K, SK , ŜK , E,
E˜, and the sets Uv for v ∈ ŜK,∞ be as in Stage 1 of the proof. Let ~s ∈ Pm(Q) be the
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K-symmetric vector with positive rational coefficients from (7.22), and let hv, rv, and Rv
be the local patching parameters from (7.18), with 1 < hv < rv < Rv for archimedean v
and 0 < hv < rv ≤ 1 ≤ Rv for nonarchimedean v. Let the natural number N , the coherent
(X, ~s)-functions {φv(z)}v∈ŜK of degree N , and the ŜK-units µi from Theorem 7.11, be as
Stage 2 of the proof.
For each v, let wv be the distinguished place of L = K(X) over v, induced by the
embedding K˜ →֒ Cv chosen in §3.2. This induces an embedding Lwv →֒ Cv, and allows
us to identify X with a subset of Cv(Cv). We will use these embeddings in comparing
coefficients of functions over K and over L.
The order ≺N . We will now define an ordering ≺N on the index set I = {(i, j) ∈ Z2 :
1 ≤ i ≤ m, 0 ≤ j <∞} which specifies the sequence in which the coefficients are patched.
Let Gal(L/K) act on I in a K-symmetric way through its first coordinate, so σ(i, j) =
(σ(i), j) if σ(xi) = xσ(i). With ~s as in (7.22) and N as in Theorem 7.11, put Ni = Nsi for
i = 1, . . . ,m. For each (i, j) ∈ I, we can uniquely write j = (k − 1)Ni + r with k, r ∈ Z,
k ≥ 1 and 0 ≤ r < Ni; put kN (i, j) = k and rN (i, j) = r. Let the Gal(L/K)-orbits in
X = {x1, . . . , xm} be X1, . . . ,Xm1 . Without loss, we can assume the xi in a given Xℓ have
consecutive indices. If xi ∈ Xℓ, put ℓ(i, j) = ℓ.
Let ≺N be the total order on I defined by (i1, j1) ≺N (i2, j2) iff
(7.41)

j1 = j2 = 0 and i1 < i2, or
kN (i1, j1) < kN (i2, j2), or
kN (i1, j1) = kN (i2, j2), max(j1, j2) ≥ 1 and ℓ(i1, j1) < ℓ(i2, j2), or
kN (i1, j1) = kN (i2, j2), ℓ(i1, j1) = ℓ(i2, j2), and j1 < j2, or
kN (i1, j1) = kN (i2, j2), ℓ(i1, j1) = ℓ(i2, j2), j1 = j2 ≥ 1, and i1 < i2.
Write (i1, j1) N (i2, j2) iff (i1, j1) ≺N (i2, j2) or (i1, j1) = (i2, j2). Define the “bands” of
≺N , for k = 1, 2, . . . by
(7.42) BandN (k) = {(i, j) ∈ I : kN (i, j) = k} .
Note that the indices (i, 0) for the leading coefficients form the initial segment under ≺N ,
and are contained in BandN (1).
Let ∼=N be the equivalence relation on I defined by (i1, j1) ∼=N (i2, j2) iff{
j1 = j2, and
xi1 , xi2 belong to the same galois orbit Xℓ.
Equivalently, (i1, j1) ∼=N (i2, j2) iff σ(ϕi1,j1) = ϕi2,j2 for some σ ∈ Gal(L/K). Define the
“galois blocks” of I to be the equivalence classes for ∼=N , and write
Block(i, j) = {(i1, j1) ∈ I : (i1, j1) ∼=N (i, j)} = Gal(L/K)
(
(i, j)
)
.
In patching, coefficients will be adjusted in ≺N order. This means that the leading
coefficients are modified first, then the remaining coefficients are considered band by band.
Within each band, they are considered block by block. For each i, they are considered by
increasing j. The global patching process simultaneously determines all the coefficients for
a given block.
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Summary of the Local Patching Theorems. The global patching process interacts
with the local patching processes to adjust the coefficients. The following Theorem sum-
marizes the local patching constructions proved in Theorems 8.1, 9.1, 10.1, and 11.1 below.
Theorem 7.14. Let K be a number field. Let C/K, E, X, and SK be as in Theorem
4.2. Let ŜK ⊇ SK be the finite set of places satisfying conditions (7.1). For each v ∈ ŜK , let
E˜v ⊂ Ev, and 0 < hv < rv < Rv be the set and patching parameters constructed in Stage 1
of the proof. For each v ∈ ŜK,∞, let Uv ⊂ Cv(C) be the chosen open set with Uv ∩Ev = E0v .
For each v ∈ SK,0, let
⋃Dv
ℓ=1B(aℓ, rℓ) ∩ Cv(Fwℓ) be the chosen Kv-simple decomposition of
Ev. Let the rational probability vector ~s ∈ Pm(Q) be as in (7.22), and let the natural number
N and the coherent approximating functions {φv(z)}v∈ŜK be those constructed in Theorem
7.11 in Stage 2 of the proof.
Then for each v ∈ ŜK , there is a constant kv > 0 determined by the Ev, Uv, and φv(z),
representing the minimal number of ‘high-order’ stages in the local patching process for Kv.
Let k ≥ kv be a fixed integer. If v is nonarchimedean, put Bv = hkNv ; if v is archimedean,
let Bv > 0 be arbitrary. Then there is an integer nv > 0, depending on k and Bv, such
that for each sufficiently large integer n divisible by nv, one can carry out the local patching
process at Kv as follows:
Put G
(0)
v (z) = Qv,n(φv(z)), where
If Kv ∼= C, then Qv,n(x) = xn;
If Kv ∼= R, set R̂v = 2−1/nvNRv, write n = mvnv, and let Tm,R(x) be the
Chebyshev polynomial of degree m for [−2R, 2R] (see (9.1)). Then
Qv,n(x) = Tmv,R̂nvNv (Tnv,RNv (x));
If Kv is nonarchimedean and v ∈ SK,0, then Qv,n(x) = Sn,v(x)
is the Stirling polynomial of degree n for Ov (see (3.55));
If Kv is nonarchimedean and v ∈ ŜK,0\SK,0, then Qv,n(x) = xn.
For each k, 1 ≤ k ≤ n−1, let {∆(k)v,ij ∈ Cv}(i,j)∈BandN (k) be a Kv-symmetric set of numbers,
given recursively in ≺N order, subject to the conditions that ∆(1)v,i0 = 0 for each archimedean
v, and for all (i, j)
(7.43) |∆(k)v,ij |v ≤
{
Bv if k ≤ k ,
hkNv if k > k .
For k = n, let {∆(n)v,λ ∈ Cv}1≤λ≤Λ be a Kv-symmetric set of numbers satisfying
(7.44) |∆(n)v,λ|v ≤ hnNv .
Then for each v ∈ ŜK , one can inductively construct (X, ~s)-functions G(1)v (z), . . . , G(n)v (z)
in Kv(C), of common degree Nn, such that
(A) For each k, 1 ≤ k ≤ n, there are Kv-symmetric functions ϑ(k)v,ij(z) ∈ Lwv(C), determined
recursively in ≺N order, and (X, ~s)-functions Θ(k)v (z) ∈ Kv(C) of degree at most (n − k)N ,
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such that
G(k)v (z) = G
(k−1)
v (z) +
∑
(i,j)∈BandN (k)
∆
(k)
v,ijϑ
(k)
v,ij(z) + Θ
(k)
v (z) for k < n ,
G(n)v (z) = G
(n−1)
v (z) +
Λ∑
λ=1
∆
(n)
v,λϕλ(z)
and where for each k < n and each (i, j), if c˜v,i is the leading coefficient of φv(z) at xi,
(1) ϑ
(k)
v,ij(z) has a pole of order nNi − j > (n − k − 1)Ni at xi and leading coefficient
c˜n−k−1v,i , a pole of order at most (n− k − 1)Ni′ at each xi′ 6= xi, and no other poles;
(2)
∑m
i=1
∑kNi−1
j=(k−1)Ni ∆
(k)
v,i′jϑ
(k)
v,i′j(z) belongs to Kv(C) ;
(3) Θ
(k)
v (z) is determined by the local patching process at v after the coefficients in
BandN (k) have been modified by adding
∑
(i,j)∈BandN (k)∆
(k)
v,ijϑ
(k)
v,ij(z)compensating functions
ϑ
(k)
v,ij(z) to G
(k)
v (z); it has a pole of order at most (n − k)Ni at each xi and no other poles,
and may be the zero function.
(B) For each k = 0, . . . , n,
If Kv ∼= C, then {z ∈ Cv(Cv) : |G(k)v (z)|v ≤ rnNv } ⊂ Uv = E0v ;
If Kv ∼= R, then
(1) the zeros of G
(k)
v (z) all belong to E0v , and for each component Ev,i of Ev,
if φv(z) has τi zeros in Ev,i, then G
(k)
v (z) has Ti = nτi zeros in Ev,i.
(2) {z ∈ Cv(Cv) : |G(k)v (z)|v ≤ 2rnNv } ⊂ Uv,
(3) on each component Ev,i contained in Cv(R),
G
(k)
v (z) oscillates Ti times between ±2rnNv on Ev,i.
If Kv is nonarchimedean and v ∈ SK,0, then all the zeros of G(k)v (z) belong to Ev,
and for k = 0 and k = n they are distinct. When k = n,
{z ∈ Cv(Cv) : G(n)v (z) ∈ Ov ∩D(0, rnNv )} ⊂ Ev.
If Kv is nonarchimedean and v ∈ ŜK,0\SK,0, then
{z ∈ Cv(Cv) : |G(k)v (z)|v ≤ RnNv } = Ev.
Remark 1. For almost all v and k, we will have Θ
(k)
v (z) = 0; the only exception is for one
value k = k1 for each v ∈ SK,0, where Θ(k1)v (z) is chosen to ‘separate the roots’ of G(k1)v (z).
See the discussion after Theorem 11.1, and Phase 3 in the proof of that theorem.
Remark 2. Examining the proofs of the local patching theorems shows that from a local
standpoint, the order in which the coefficients are received within a band is immaterial,
provided that for each xi, they are received by increasing j. For any such order, the same
changes are produced in lower order coefficients within the band, and the same functions
G
(k)
v (z) are obtained. For this reason, in the local process at each v, it is permissible to
subdivide Gal(L/K)-blocks into Galc(Cv/Kv)-sub-blocks.
In fact, for all bands for nonarchimedean v, and for the bands with k > k for archimedean
v, the compensating functions ϑ
(k)
v,ij are Kv-symmetric and are independent of the ∆
(k)
v,ij .
For archimedean v and bands with k ≤ k, patching is carried out by a process called
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“magnification” (see the proofs of Theorems 8.1 and 9.1), and our description of the ϑ
(k)
v,ij
in Theorem 7.14 is correct but artificial: rather, for each Galc(Cv/Kv)-stable subset of the
indices in a band, the changes in those coefficients produce a canonical Kv-rational change
in G
(k)
v (z).
The choice of the parameters k and Bv. In Stage 1 of the construction we have
chosen a collection of numbers hv for v ∈ ŜK such that
∏
v∈ŜK h
Dv
v > 1. Likewise, for each
v ∈ ŜK , Theorem 7.14 provides a number kv, the “minimal number of stages considered
high-order” by the local patching process at v.
Let k be the smallest integer such that
(7.45)
{
k ≥ kv for each v ∈ ŜK ,
(
∏
v∈ŜK h
Dv
v )
kN [L:K] > CL(ŜK) .
where CL(ŜK) is the constant from Proposition 7.3.
For each nonarchimedean v ∈ ŜK , the choice of k determines the constant Bv = hkNv
in the local patching process (see Theorem 7.14). For archimedean v, the constants Bv in
Theorem 7.14 can be specified arbitrarily. Choose them large enough that
(7.46) (
∏
v∈ŜK
BDvv )
[L:K] > CL(ŜK) .
Given w ∈ ŜL, let v be the place of K under w. By our normalization of the absolute
values in §3.1, |x|Dww = |x|Dv[Lw:Kv]v for each x ∈ Cw ∼= Cv. Define hw by hDww = hDv[Lw:Kv]v ,
and define Bw by B
Dw
w = B
Dv[Lw:Kv]
v . Then |x|w ≤ hkNw iff |x|v ≤ hkNv , |x|w ≤ Bw iff
|x|v ≤ Bv, and
(
∏
w∈Ŝ+L
hDww )
kN > CL(Ŝ
+
K) ,
∏
w∈Ŝ+L
BDww > CL(Ŝ
+
K) .
The choice of the initial patching functions. Theorem 7.11 gives a degree N and
a collection of coherent approximating functions φv(z) ∈ Kv(C) for v ∈ ŜK , of common
degree N . For each v ∈ ŜK , let Qv,n(x) ∈ Kv[x] be the monic degree-raising polynomial
of degree n from Theorem 7.14. For suitable n, we will take the initial patching function
at v to be G
(0)
v (z) = Qv,n(φv(z)). As explained above, our plan is to inductively construct
functions G
(1)
v (z), . . . , G
(n)
v (z), making more and more coefficients global ŜL-integers at each
stage, until finally the G
(n)
v (z) = G(n)(z) are K-rational and independent of v.
At several places in the patching process, it is important to consider the φv(z) and
G
(k)
v (z) over the fields Lw with w|v, rather than over Kv. This has already been seen in
Theorem 7.11. However, our ultimate goal is to construct a K-rational function. Hence,
the choices made in the local patching constructions must depend only on places v of K,
not on the places w of L with w|v.
We resolve this by considering the φv(z) and G
(k)
v (z) simultaneously over Kv and the
Lw. Viewing them over Lw enables us examine their coefficients, which are canonically
Lw-rational. Viewing them over Kv assures that any choices in the local patching processes
occur in the same way for all w|v.
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The choice of n. The leading coefficients of the G
(0)
v (z) are hardest to patch; we must
make them ŜL-units. The key to this is our choice of n.
Given v ∈ ŜK , put φw(z) = φv(z) for each w ∈ ŜL with w|v, viewing the φw(z) as
functions in Lw(C). By Theorem 7.11 the leading coefficients c˜w,i of the φw(z) have the
property that there are an integer n0, and a K-symmetric system of ŜL-units µi, such that
for each i
(7.47)
{
c˜n0w,i = µi for each archimedean w ∈ ŜL,
|c˜n0w,i|w = |µi|w for each nonarchimedean w ∈ ŜL.
For each nonarchimedean v ∈ ŜK , all the fields Lw for w|v are isomorphic, and by the
structure of the group of units O×w there is an integer n′v > 0 such that for each x ∈ O×w ,
and each integer n′ divisible by n′v,
(7.48) |xn′ − 1|v · max
1≤i≤m
(|c˜v,i|2v) ≤ Bv .
Let n1 be the least common multiple of the n
′
v.
For each v ∈ ŜK , Theorem 7.14 provides a number nv such that the local patching
process at v will preserve the properties of the roots of G
(0)
v (z), provided nv|n and n is
sufficiently large, and the ∆
(k)
v,ij, ∆
(n)
v,λ are Kv-symmetric and satisfy the size constraints
(7.43), (7.44) relative to hv , k and the Bv chosen above. Let n2 be the least common
multiple of the nv for v ∈ ŜK .
Finally, let n be a positive integer such that
(7.49) n0n1n2|n .
By Theorem 7.14 there is an n3 such that if n ≥ n3, then for each v ∈ ŜK the local patching
process can be successfully completed.
Until last step in the proof, n ≥ n3 will be a fixed integer satisfying (7.49).
Patching the Leading Coefficients. Given such an n, for each v ∈ ŜK put G(0)w (z) =
G
(0)
v (z) for all w|v, and expand
G(0)w (z) =
m∑
i=1
(n−1)Ni−1∑
j=0
Aw,ijϕi,nNi−j(z) +
Λ∑
λ=1
Aw,λϕλ ,
with the Aw,ij, Aw,λ ∈ Lw. Since each Qv,n(z) is monic, for each w ∈ ŜL the leading
coefficient of G
(0)
w (z) at xi is
Aw,i0 = c˜
n
w,i .
For each archimedean v, and all w|v, by (7.47) c˜nw,i = µn/n0i is a global ŜL-unit indepen-
dent of w and v. By construction the µi are K-symmetric. In the local patching process at
v, take ∆
(1)
v,i0 = 0 for i = 1, . . . ,m. Trivially the ∆
(1)
v,i0 are Kv-symmetric, with |∆(1)v,i0|v ≤ Bv
for each i. Put Ĝv(z) = G
(0)
v (z).
For nonarchimedean v ∈ ŜK , we claim that we can adjust the leading coefficients to be
µ
n/n0
i , as well. This depends on the fact that n0n2|n.
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Let v ∈ ŜK,0. For each w|v, since |c˜n0w,i|w = |µi|w, it follows that µi/c˜n0w,i ∈ O×w . If we put
∆
(1)
w,i0 = c˜
2
w,i
(µn/n0i
c˜nw,i
− 1), then by (7.48),
(7.50) |∆(1)w,i0|v = |c˜2w,i|v ·
∣∣∣( µi
c˜n0w,i
)n/n0
− 1
∣∣∣
v
≤ Bv .
Moreover
(7.51) µ
n/n0
i = Aw,i0 +∆
(1)
w,i0c˜
n−2
w,i .
As will be seen below, this is what is needed for the local patching constructions in Theorem
7.14 to change the leading coefficients to µ
n/n0
i .
However, for the local patching process at v we need changes ∆
(1)
v,i0 independent of w,
not the ∆
(1)
w,i0 which a´ priori could depend on w. We will now present a “see-saw” argument
using Proposition 7.8 which shows that for all w|v, the functions ∑mi=1∆(1)w,i0ϕi,nNi(z) ∈
Lw(C) belong to Kv(C), and are independent of w, so we can take ∆(1)v,i0 = ∆(1)wv,i0 for the
distinguished place wv induced by the embedding K˜ →֒ Cv used to identify X with a subset
of Cv(Cv). A similar argument applies at later steps of the patching process, and in the
future we will omit some details.
The G
(0)
w (z) with w|v are all the same and belong to Kv(C), so
⊕w|vG(0)w (z) ∈ ⊕w|vLw(C) ∼= L⊗K Kv(C)
is Gal(L/K)-invariant in the sense of §7.3. By Proposition 7.8, if we put F = K(xi), then
⊕w|vAw,i0 belongs to ⊕u|vFu (embedded semi-diagonally in ⊕w|vLw ∼= L ⊗K Kv), and for
each σ ∈ Gal(L/K),
σ(⊕w|vAw,i0) = ⊕w|vAw,σ(i)0 .
By a similar argument, σ(⊕w|vc˜w,i) = ⊕w|vc˜w,σ(i).
On the other hand, by Theorem 7.11, µi ∈ K(xi) and σ(µi) = µσ(i). Hence, viewing µi
as embedded semi-diagonally in ⊕w|vLw, we see that
⊕w|v∆(1)w,i0 = ⊕w|v(µn/n0i −Aw,i0)/c˜n−2w,i
also satisfies σ(⊕w|v∆(1)w,i0) = ⊕w|v∆(1)w,σ(i)0 for each σ ∈ Gal(L/K).
For the basis functions we have σ(ϕi,j) = ϕσ(i),j by construction. Thus for each galois
orbit Xℓ
⊕w|v
( ∑
xi∈Xℓ
∆
(1)
w,i0ϕi,nNi(z)
) ∈ L⊗Kv(C)
is Gal(L/K)-invariant. Applying Proposition 7.8 in reverse, there is a function Hv,ℓ(z) =∑
xi∈Xℓ ∆
(1)
v,i0ϕi,nNi ∈ Kv(C) such that∑
xi∈Xℓ
∆
(1)
w,i0ϕi,nNi(z) = Hv,ℓ(z)
for each w|v. Thus the ∆(1)v,i0 := ∆(1)wv,i0 are well-defined and Kv-symmetric.
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Patch G
(0)
v (z) by setting
(7.52) Ĝv(z) = G
(0)
v (z) +
m∑
i=1
∆
(1)
v,i0ϑ
(1)
v,i0(z)
where the ϑ
(1)
v,i0(z) are the compensating functions from Theorem 7.14. The leading coef-
ficient of ϑ
(1)
v,i0(z) at xi is c˜
n−2
v,i = c˜
n−2
wv,i
, so by (7.51) this changes the leading coefficient of
G
(0)
w (z) at xi to µ
n/n0
i , for each w and i. (The lower-order coefficients are changed as well,
but they will be dealt with in subsequent patching steps.) By Theorem 7.14.A.2, Ĝv(z) is
Kv-rational.
Patching the High Order Coefficients. Next we patch the remaining coefficients
for the stage k = 1 and inductively carry out the patching process for stages k = 2, . . . , k.
Suppose that for some k, we have constructed functions G
(k−1)
v (z) ∈ Kv(C), v ∈ ŜK . In
the kth stage we patch the coefficients with indices in BandN (k) by increasing ≺N order,
patching all the coefficients in a given block at once.
Suppose that after patching a certain number of blocks, we have obtained functions
Ĝv(z) ∈ Kv(C) for v ∈ ŜK . (When k = 1, we view patching the high order coefficients as
taking the initial step in passing from G
(0)
v (z) to G
(1)
v (z).) To lighten notation, we update
the coefficients after each step: for each v, write
Ĝv(z) =
m∑
i=1
(n−1)Ni∑
j=0
Av,ijϕi,nNi−j(z) +
Λ∑
λ=1
Av,λ ϕλ
with the Av,ij , Av,λ ∈ Lwv . For each w|v, put Ĝw(z) = Ĝv(z) and regard Ĝw(z) as belonging
to Lw(C). Expand
Ĝw(z) =
m∑
i=1
(n−1)Ni∑
j=0
Aw,ij ϕi,nNi−j(z) +
Λ∑
λ=1
Aw,λϕλ
where the Aw,ij and Aw,λ belong to Lw.
Let (i0, j0) ∈ BandN (k) be the least index for which the coefficients have not been
patched. Thus, for each (i, j) ≺N (i0, j0) there is an Aij ∈ L such that Aw,ij = Aij for all
w. To patch the coefficients for the indices (i, j) ∈ Block(i0, j0), we first determine a target
value Ai0j0 ∈ K(xi0) for the Aw,i0j0 , w ∈ ŜL, and then, to preserve galois equivariance, we
define the target values for the other (i, j) in Block(i0, j0) by requiring that if σ ∈ Gal(L/K)
is such that σ(i0) = i, then Ai,j = σ(Ai0j0). This is well-defined, since if σ1, σ2 ∈ Gal(L/K)
are such that σ1(i0) = σ2(i0), then σ
−1
2 σ1 fixes xi0 , and so since Ai0j0 ∈ K(xi0) we have
σ1(Ai0j0) = σ2(Ai0j0).
Consider the vector
~AL,i0j0 := ⊕w∈ŜLAw,i0j0 ∈ ⊕w∈ŜLLw .
Put F = K(xi0). For each v ∈ ŜK , the Ĝw(z) ∈ Kv(C) are the same for all w|v, so
Proposition 7.8 tells us that ~AL,i0,j0 belongs to ⊕u∈ŜFFu, embedded semi-diagonally in⊕w∈ŜLLw.
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For each w ∈ ŜL, put
(7.53) Qw = Bw · |c˜n−k−1w,i0 |w ,
where c˜w,i0 is the leading coefficient of φw(z) at xi0 . Theorem 7.11 has arranged that∏
w∈ŜL |c˜w,i0 |Dww = 1, so ∏
w∈ŜL
QDww =
∏
w∈ŜL
BDww > CL(ŜK) .
Note that Bw depends only on the place v of K below w, while |c˜w,i0 |w depends only on the
place u of F below w, since the φw(z) ∈ Kv(C) are the same for all w|v. Hence Qw depends
only on the place u below w. Similarly the coefficients Aw,i0j0 with w|u belong to Fu and
depend only on u.
Thus we can apply Proposition 7.3 to the elements cu = Aw,i0j0 ∈ Fu, and to the Qw.
By Proposition 7.3, there is an Ai0j0 ∈ K(xi0) such that{ |Ai0j0 −Aw,i0j0 |w ≤ Qw for each w ∈ ŜL ,
|Ai0j0 |w ≤ 1 for each w /∈ ŜL .
This Ai0j0 will be the target in patching the Aw,i0j0 . For each (i, j0) ∈ Block(i0, j0), choose
a σ ∈ Gal(L/K) with σ(xi0) = xi, and put Aij0 = σ(Ai0j0). Since Ai0,j0 ∈ K(xi0), the Aij0
are well-defined and satisfy σ(Aij0) = Aσ(i)j0 for all σ ∈ Gal(L/K).
Put ∆
(k)
w,ij = (Aij −Aw,ij)/c˜n−k−1w,i for each (i, j) ∈ Block(i0, j0) and each w ∈ ŜL. Thus
(7.54) |∆(k)w,ij|w ≤ Qw/|c˜n−k−1w,i |w = Bw
and
(7.55) Aij = Aw,ij +∆
(k)
w,ij c˜
n−k−1
w,i .
By construction the ⊕w|v∆(k)w,ij are equivariant under Gal(L/K).
Let Xℓ be the galois orbit of xi0 . By a see-saw argument like the one used in patching
the leading coefficients, for each v ∈ ŜK the functions∑
xi∈Xℓ
∆
(k)
w,ij0
ϕi,j0(z) ∈ Lw(C)
are independent of w|v and belong to Kv(C).
Define the patching coefficients by ∆
(k)
v,ij0
= ∆
(k)
wv,ij0
, for each (i, j0) ∈ Block(i0, j0) and
each v ∈ ŜK .
For each v ∈ ŜK , the local patching construction for v produces functions ϑv,ij0(z) ∈
Lwv(C) such that ϑv,ij(z) has a pole of order nNi−j0 at xi, with leading coefficient c˜n−k−1v,i =
c˜n−k−1wv,i at xi, and poles of order ≤ (n− k− 1)Ni′ for all i′ 6= i. Theorem 7.14.A2 shows that∑
xi∈Xℓ ∆
(k)
v,ij0
ϑv,ij0(z) ∈ Kv(C). Replace Ĝv(z) by
Gˇv(z) = Ĝv(z) +
∑
xi∈Xℓ
∆
(k)
v,ij0
ϑv,i,j0(z) .
By (7.55), for each w|v and each (i, j0) ∈ Block(i0, j0), this changes the coefficient
Aw,ij0 of Ĝw(z) to Aij0 , and leaves the coefficients preceding (i0, j0) unchanged. Hence, the
induction can continue.
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When all the coefficients in BandN (k) have been patched, the local patching process at
v determines an (X, ~s)-function Θ
(k)
v (z) ∈ Kv(C) with a pole of order at most (n− k)Ni at
each xi. Using the current Ĝv(z), we set G
(k)
v (z) = Ĝv(z) +Θ
(k)
v (z) and replace k by k+1.
Patching the Middle Coefficients. In this stage we carry out the patching process
for k = k + 1, . . . , n − 1. The construction is the same as for the high order coefficients,
except that in place of (7.53) we take
(7.56) Qw = h
kN
w · |c˜n−k−1w,i |w .
The construction succeeds because for each k ≥ k,
(7.57)
( ∏
w∈ŜL
hDww
)kN
> CL(ŜK).
Patching the Low Order Coefficients. The final stage of the global patching
process deals with the coefficients Av,λ in the functions
G(n−1)v (z) =
m∑
i=1
(n−1)Ni∑
j=0
Av,ijϕi,nNi−j(z) +
Λ∑
λ=1
Av,λϕλ .
All the Av,λ will be patched simultaneously.
For each w|v, put G(n−1)w (z) = G(n−1)v (z) and expand
G(n−1)w (z) =
m∑
i=1
(n−1)Ni∑
j=0
Aw,ijϕi,nNi−j(z) +
Λ∑
λ=1
Aw,λϕλ .
By construction, for each v ∈ ŜK , the ⊕w|vG(n−1)w (z) ∈ L ⊗K Kv(C) are Gal(L/K)
invariant. By Proposition 7.8 this means that for each λ, the coefficient vector ⊕w|vAw,λ
has the same galois-equivariance properties as ϕλ(z). In particular, if K ⊂ Fλ ⊂ L is the
smallest field of rationality for ϕλ(z), then ⊕w|vAw,λ ∈ Fλ ⊗K Kv.
Since
(
∏
w∈ŜL
hDww )
nN > CL(ŜK) ,
taking Qw = h
nN
w in Proposition 7.3 we can find an Aλ ∈ Fλ such that{ |Aλ −Aw,λ|w ≤ hnNw for all w ∈ ŜL ,
|Aλ|w ≤ 1 for all w /∈ ŜL .
By working with representatives of galois orbits as before, we can arrange that for each
σ ∈ Gal(L/K) we have σ(Aλ) = Aλ′ if σ(ϕλ) = ϕλ′ .
Put
∆w,λ = Aλ −Aw,λ
for each w and λ, and put
Hw(z) =
∑
λ
∆w,λϕλ(z) .
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Then ⊕w|vHw(z) ∈ L⊗K Kv(C) is stable under Gal(L/K), for each v ∈ ŜK . It follows that
the Hw(z) belong to Kv(C) and are the same for all w|v. Let Hv(z) = Hwv(z), and expand
Hv(z) =
∑Λ
λ=1∆v,λϕλ(z). Then
|∆v,λ|v ≤ hnNv
for each v and λ.
Patch G
(n−1)
v (z) by setting
G(n)v (z) = G
(n−1)
v (z) +Hv(z)
This replaces the low-order coefficients of the G
(n)
v (z) with the Aλ.
Conclusion of the Patching Argument. The patching process has now arranged
that the G
(n)
v (z) ∈ Kv(C) for v ∈ ŜK all coincide with a single function G(n)(z), whose
coefficients belong to L. Fix any v, and put Gw(z) = G(z) for all w|v; then ⊕w|vGw(z) ∈
⊕w|vL(C) ∼= L ⊗K K(C) is invariant under Gal(L/K), so by Proposition 7.8 it belongs to
K(C).
For each v ∈ ŜK , our restrictions on the magnitudes of the ∆(k)v,ij and the ∆v,λ assure
that the conclusions of Theorem 7.14 apply. Thus
If Kv ∼= C, then {z ∈ Cv(Cv) : |G(n)(z)|v ≤ rNnv } ⊂ Uv = E0v ;
If Kv ∼= R, then
(1) the zeros of G(n)(z) all belong to E0v , and for each component Ev,i of Ev,
if φv(z) has τi zeros in Ev,i, then G
(n)(z) has Ti = nτi zeros in Ev,i.
(2) {z ∈ Cv(Cv) : |G(n)(z)|v ≤ 2rnNv } ⊂ Uv,
(3) for each component Ev,i contained in Cv(R), then
G(n)(z) oscillates Ti times between ±2rnNv on Ev,i.
If Kv is nonarchimedean and v ∈ SK,0, then the zeros of G(n)(z) are distinct
and belong to Ev, and {z ∈ Cv(Cv) : G(n)v (z) ∈ Ov ∩D(0, rnNv )} ⊂ Ev.
If Kv is nonarchimedean and v ∈ ŜK,0\SK,0, then
{z ∈ Cv(Cv) : |G(n)(z)|v ≤ RNnv } = Ev.
On the other hand, for each v /∈ ŜK , our construction has arranged that in the expansion
G(n)(z) =
m∑
i=1
(n−1)Ni∑
j=0
Aijϕi,nNi−j(z) +
Λ∑
λ=1
Aλϕλ ,
all the coefficients belong to Ôv and the leading coefficients belong to Ô×v . Our choice of
ŜK assures that Cv and the functions ϕij(z) and ϕλ(z) all have good reduction at v, and the
xi specialize to distinct points (mod v). Hence G
(n)(z) (mod v) is a nonconstant function
with a pole of order nNi > 0 at each xi.
Thus for each v /∈ ŜK ,
{z ∈ Cv(Cv) : |G(n)(z)|v ≤ 1} = Cv(Cv)\(
m⋃
i=1
B(xi, 1)
−) = Ev .
Construction of the points in Theorem 4.2. The patching argument holds for
each integer n > n3 divisible by n0n1n2. For any such n, the zeros of G
(n)(z) satisfy
the conditions of the Theorem. If there are any archimedean v ∈ ŜK with Kv ∼= R such
that some component Ev,i of Ev is contained in Cv(R), or if there are any nonarchimedean
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v ∈ ŜK , the construction shows that the zeros of G(n)(z) are distinct. Letting n → ∞, we
obtain infinitely many points satisfying the conditions of the Theorem.
However, if there are no such v, then since
∏
v∈ŜK r
Nn
v grows arbitrarily large as n→∞,
the number of ŜK-integers κ ∈ K satisfying |κ|v ≤ rNnv for all v ∈ ŜK also becomes
arbitrarily large. For any such κ, the roots ofG(n)(z) = κ are points satisfying the conditions
of the Theorem. Hence there are infinitely many such points.
This completes the proof of Theorem 4.2 when char(K) = 0. 
5. Proof of Theorem 4.2 when char(K) = p > 0
When char(K) = p > 0, the proof of 4.2 is similar to that when char(K) = 0, but because
there are no archimedean places and all the residue fields are lie over the same prime field
Fp, many of the details are simpler. On the other hand, there are some complications which
arise from the fact that L/K may be inseparable. For this reason we carry out the patching
process using the Lsep-rational basis rather than the L-rational basis.
Proof of Theorem 4.2 when char(K) = p > 0.
Let K be a function field, and let C/K, X, EK = E =
∏
v Ev, and SK be as in Theorem
4.2. The overall structure of the proof is similar to that when char(K) = 0.
Stage 1. Choices of the sets and parameters. We begin by making the choices
governing the patching process:
The place v0. Let ŜK be the finite set of places of K containing SK and satisfying the
conditions in (7.1). Fix a place v0 ∈ MK\ŜK , which will play the role of a place “at ∞”.
Put
Ŝ+K = ŜK ∪ {v0} .
By our choice of ŜK , the curve C, the uniformizing parameters gxi(z), and the basis functions
ϕij(z), ϕ˜ij(z), ϕλ, and ϕ˜λ all have good reduction at v0, and the set Ev0 is X-trivial.
Summary of the Initial Approximation Theorems. We will only need the initial
approximation theorems concerning Kv-simple sets and RL-domains. Theorem 7.15 below
summarizes Theorems 6.1, 6.3 and Corollaries 6.11 and 6.12 in the context of function fields.
The main difference from the corresponding results when char(K) = 0 is that we can require
that the leading coefficients belong to Kv(xi)
sep, not just Kv(xi).
Theorem 7.15. Let K be a function field with char(K) = p > 0, and let E, and X be
as in Theorem 4.2. Then for each place v of K,
(A) If v ∈ SK (so Ev is compact, Kv-simple, and disjoint from X), fix a Kv-simple
decomposition
(7.58) Ev =
Dv⋃
ℓ=1
B(aℓ, rℓ) ∩ Cv(Fwℓ) .
and fix εv > 0. Then there is a compact, Kv-simple set E˜v ⊆ Ev compatible with Ev such
that
(1) For each xi, xj ∈ X with xi 6= xj ,
|Vxi(E˜v)− Vxi(Ev)| < εv , |G(xi, xj; E˜v)−G(xi, xj ;Ev)| < εv ;
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(2) For each 0 < βv ∈ Q and each Kv-symmetric ~s ∈ Pm(Q), there is an integer Nv ≥ 1
such that for each positive integer N divisible by Nv, there is an (X, ~s)-function fv ∈ Kv(Cv)
of degree N satisfying
(a) The zeros θ1, . . . , θN of fv are distinct and belong to Ev.
(b) f−1v (D(0, 1)) ⊆
⋃Dv
ℓ=1B(aℓ, rℓ), and there is a decomposition f
−1
v (D(0, 1)) =⋃N
h=1B(θh, ρh), where the balls B(θh, ρh) are pairwise disjoint and isometrically parametriz-
able. For each h = 1, . . . , N , if ℓ = ℓ(h) is such that B(θh, ρh) ⊆ B(aℓ, rℓ), put Fuh = Fwℓ.
Then ρh ∈ |F×uh |v and fv induces an Fuh-rational scaled isometry from B(θh, ρh) to D(0, 1),
with
fv
(
B(θh, ρh) ∩ Cv(Fuh)
)
= OFuh ,
such that |fv(z1)− fv(z2)|v = (1/ρh)‖z1, z2‖v for all z1, z2 ∈ B(θh, ρh).
(c) The set Hv := Ev ∩ f−1v (D(0, 1)) is Kv-simple and compatible with Ev. Indeed,
(7.59) Hv =
N⋃
h=1
(
B(θh, ρh) ∩ Cv(Fuh)
)
is a Kv-simple decomposition of Hv compatible with the Kv-simple decomposition (7.58)
of Ev, which is move-prepared (see Definition 6.10) relative to B(a1, r1), . . . , B(aDv , rDv ).
Moreover, for each ℓ = 1, . . . ,Dv, there is a point wℓ ∈
(
B(aℓ, rℓ) ∩ Cv(Fwℓ))
)\Hv.
(d) For each xi ∈ X, the leading coefficient cv,i = limz→xi fv(z) · gxi(z)Nsi belongs
to Kv(xi)
sep, and 1N logv(|cv,i|v) = Λxi(E˜v, ~s) + βv.
(B) If v /∈ SK , (so Ev is X-trivial and in particular is an RL-domain disjoint from X),
put E˜v = Ev. Then for each Kv-symmetric ~s ∈ Pm(Q), there is an integer Nv ≥ 1 such
that for each positive integer N divisible by Nv, there is an (X, ~s)-function fv ∈ Kv(Cv) of
degree N such that
(a) Ev = E˜v = {z ∈ Cv(Cv) : |fv(z)|v ≤ 1};
(b) For each xi ∈ X, the leading coefficient cv,i = limz→xi fv(z) · gxi(z)Nsi belongs to
Kv(xi)
sep, and 1N logv(|cv,i|v) = Λxi(E˜v, ~s) + βv.
The Kv-simple decompositions of Ev and sets Uv, for v ∈ SK. For each v ∈ SK ,
the set Ev is compact andKv-simple (see Definition 4.1). Choose aKv-simple decomposition
(7.60) Ev =
Dv⋃
ℓ=1
B(aℓ, rℓ) ∩ Cv(Fwℓ) .
By refining this decomposition, if necessary, we can assume that Uv :=
⋃Dv
ℓ=1B(aℓ, rℓ) is
disjoint from X. This decomposition will be fixed for the rest of the construction.
The sets E˜v for v ∈ Ŝ+K. By hypothesis, γ(E,X) > 1 in Theorem 4.2. This means
that the Green’s matrix Γ(E,X) is negative definite. Suppose E˜ =
∏
v∈Ŝ+K E˜v ×
∏
v/∈Ŝ+K Ev
is another K-rational adelic set compatible with X.compatible with X By the discussion
leading to (7.3), there are numbers εv > 0 for v ∈ Ŝ+K such that such that Γ(E˜,X) is also
negative definite, provided that for each v ∈ Ŝ+K
(7.61)
{ |G(xj , xi; E˜v)−G(xj , xi;Ev)| < εv for all i 6= j ,
|Vxi(E˜v)− Vxi(Ev)| < εv for all i .
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For each v ∈ SK , we will take E˜v ⊆ Ev to be the set given by Theorem 7.15 for
Ev, relative to the number εv chosen above satisfying (7.61). For each v ∈ Ŝ+K\SK the
set Ev is an RL-domain, and we will take E˜v = Ev as in Theorem 7.15. Put E˜K =∏
v∈Ŝ+K E˜v ×
∏
v/∈Ŝ+K Ev with the sets E˜v just chosen, and let
(7.62) V˜K := V (E˜K ,X) = val(Γ(E˜K ,X))
be the global Robin constant for E˜K and X. By construction, V˜K < 0.
The rational probability vector ~s. By construction, the Green’s matrix Γ(E˜K ,X) is
K-symmetric and negative definite. However, in a major simplification from the case when
char(K) = 0, there is a matrix Γ0 ∈Mm(Q) such that Γ(E˜K ,X) = Γ0 · log(p). This means
that the unique probability vector ~s for which the components of Γ(E˜K ,X)~s are equal has
rational coordinates, and that V˜K ∈ Q · log(p).
To see this, note that by (7.2) we have
(7.63) Γ(E˜K ,X) =
1
[L : K]
Γ(E˜L,X) =
1
[L : K]
∑
w∈Ŝ+L
Γ(E˜w,X) log(qw) .
Since each E˜w is either Lw-simple or is an RL-domain, Proposition 3.28 shows that the
entries G(xi, xj ; E˜w) and Vxi(E˜w) in the local Green’s matrices belong to Q. For each w
there is a natural number fw such that qw = p
fw , so Γ(E˜K ,X) = Γ0 ·log(p) with Γ0 ∈Mm(Q)
as claimed. Clearly Γ0 is K-symmetric and negative definite.
By the same argument as in the proof of Proposition 3.33, the vector ~s′ defined by
~s′ = −Γ−10
 1...
1

is K-symmetric with positive entries, and since Γ0 ∈ Mm(Q) its entries are rational. By
suitably scaling ~s′ we arrive at a K-symmetric probability vector ~s ∈ Pm(Q) for which the
entries of Γ0~s are equal. Evidently we have
(7.64) Γ(E˜K ,X)~s = Γ0 ~s · log(p) =
 V˜...
V̂

for some V˜ ∈ Q · log(p). By the minimax property defining V˜K = val(Γ(E˜K ,X)) it must be
that V˜ = V˜K , and so V˜K ∈ Q · log(p).
This ~s will be fixed for the rest of the construction.
The local parameters ηv, hv, rv, and Rv. Since V˜K ∈ Q · log(p) and V˜K < 0, and
since log(qv) = fv log(p) for each v, we can choose a collection of numbers {ηv}v∈Ŝ+K with
0 < ηv ∈ Q for each v, such that
(7.65)
∑
v∈Ŝ+K
ηv log(qv) = |V˜K | = −V˜K .
The ηv provide the freedom for adjustment needed in the construction of the initial approxi-
mating functions, and determine the scaling factors in passing from the initial approximating
functions to the coherent approximating functions.
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For the place v0, fix a number rv0 such that 1 < rv0 < e
ηv0 . Then, choose a set of
numbers {hv}v∈Ŝ+K with
∏
v∈Ŝ+K hv > 1, such that
(7.66)
{
1 < hv0 < rv0 if v = v0 ,
0 < hv < 1 if v ∈ ŜK .
Finally, for each v ∈ SK , fix an rv with hv < rv < 1, and for each v ∈ ŜK\SK put rv = 1.
For each v ∈ Ŝ+K , put Rv = qηvv . Then 0 < hv < rv < Rv for each v, and
(7.67) 1 <
∏
v∈Ŝ+K
hv <
∏
v∈Ŝ+K
rv .
Furthermore, Rv ∈ |C×v |v for each v ∈ Ŝ+K .
As in the proof when char(K) = 0, the numbers hv control how much the Laurent
coefficients of the patching functions can be changed, and the rv are “encroachment bounds”
which limit how close certain quantities can come to the hv.
Stage 2. Construction of the Coherent Approximating Functions φv(z).
We will now construct the coherent approximating functions φv(z), modifying the initial
approximating functions fv(z) given by Theorem 7.15 for the sets and parameters chosen
above. Let J be the number from the construction of the L-rational and Lsep-rational bases
in §3.3.
Theorem 7.16. Let C, K, E, X, and SK be as in Theorem 4.2, where char(K) = p > 0.
Let Ŝ+K ⊇ SK be the finite set of places constructed above. For each v ∈ Ŝ+K , let E˜v ⊂ Ev
and 0 < hv < rv < Rv be the set and patching parameters constructed above. For each
v ∈ SK , let
⋃Dv
ℓ=1B(aℓ, rℓ) ∩ Cv(Fwℓ) be the Kv-simple decomposition of Ev chosen above.
Let ~s ∈ Pm(Q) be the rational probability vector with positive coefficients such that V˜K =
Γ(E˜K ,X)~s.
Then there are a positive integer N and (X, ~s)-functions φv(z) ∈ Kv(C) for v ∈ Ŝ+K ,
of common degree N , such that Ni := Nsi belongs to N and is divisible by J , for each
i = 1, . . . ,m, and
(A) The φv(z) have the following properties:
(1) If v ∈ SK , then
(7.68) rNv < q
−1/(qv−1)
v < 1 , and
(a) the zeros θ1, . . . , θN of φv(z) are distinct and belong to Ev;
(b) φ−1v (D(0, 1)) =
⋃N
h=1B(θh, ρh), where the balls B(θ1, ρ1), . . . , B(θN , ρN ) are
pairwise disjoint, isometrically parametrizable, and contained in
⋃Dv
ℓ=1B(aℓ, rℓ);
(c) Hv := φ
−1
v (D(0, 1)) ∩ Ev is Kv-simple, with the Kv-simple decomposition
Hv =
N⋃
h=1
(
B(θh, ρh) ∩ Cv(Fuh)
)
compatible with the Kv-simple decomposition
⋃Dv
ℓ=1
(
B(aℓ, rℓ) ∩ Cv(Fwℓ)
)
of Ev,
which is move-prepared relative to B(a1, r1), . . . , B(aDv , rDv). For each ℓ,
there is a point wℓ ∈
(
B(aℓ, rℓ) ∩ Cv(Fwℓ))
)\Hv.
(d) For each h = 1, . . . , N , Fuh/Kv is finite and separable. If θh ∈ Ev ∩B(aℓ, rℓ),
then Fuh = Fwℓ, ρh ∈ |F×wℓ |v, and B(θh, ρh) ⊆ B(aℓ, rℓ); and φv induces an
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Fuh-rational scaled isometry from B(θh, ρh) onto D(0, 1) with φv(θh) = 0,
which takes B(θh, ρh) ∩ Cv(Fuh) onto Ouh .
(2) If v ∈ Ŝ+K\SK , then
Ev = E˜v = {z ∈ Cv(Cv) : |φv(z)|v ≤ RNv } .
(B) For each w ∈ ŜL, put φw(z) = φv(z) if w|v, and regard φw(z) as an element of
Lw(C). Each xi ∈ X is canonically embedded in Cw(Lw); let c˜w,i = limz→xi φw(z) ·gxi(z)Nsi
be the leading coefficient of φw(z) at xi. Then for each i
(7.69)
∑
w∈Ŝ+L
logw(|c˜w,i|w) log(qw) = 0 .
Moreover, there are a positive integer n0 and a K-symmetric set of Ŝ
+
L -units µ1, . . . , µm ∈
L, with µi ∈ K(xi)sep for each i, such that |c˜n0w,i|w = |µi|w for each w ∈ Ŝ+L and each
i = 1, . . . ,m.
Proof. Because there are no archimedean places, the proof is simpler than when
char(K) = 0. It consists of choosing a collection of initial approximating functions fv(z)
of common degree N using Theorem 7.15, then scaling them so their leading coefficients
satisfy (7.69).
The choice of N . For each v ∈ SK , put βv = ηv (where 0 < ηv ∈ Q is the number
from (7.65)) and let Nv > 0 be the integer given by Theorem 7.15(A.2) for Ev, E˜v, ~s, βv
and the Kv-simple decomposition Ev =
⋃Dv
ℓ=1
(
B(aℓ, rℓ) ∩ Cv(Fwℓ)
)
chosen above. For each
v ∈ Ŝ+K\SK , let Nv be as given by Theorem 7.15 for Ev = E˜v and ~s as chosen above.
Fix an integer N > 0 be an integer which satisfies the following conditions:
(1) N is divisible by Nv, for each v ∈ Ŝ+K ;
(2) Ni := Nsi belongs to N and is divisible by J for each i = 1, . . . ,m;
(3) N · ηv ∈ N for each v ∈ Ŝ+K , where the ηv are as in (7.65);
(4) N is large enough that
• Nsi > J for each i = 1, . . . ,m;
• rNv < q−1/(qv−1)v < 1, for each v ∈ SK .
(7.70)
In particular (7.68) holds.
The choice of the Initial Approximating Functions fv(z). We will apply Theo-
rem 7.15 with the parameters chosen above. For each v ∈ SK , take βv = ηv (with 0 < ηv ∈ Q
as in (7.65)) and let fv(z) ∈ Kv(C) be the (X, ~s)-function of degree N given by Theorem
7.15(A.2) with 1N logv(|cv,i|v) = Λxi(E˜v, ~s) + βv and cv,i ∈ Kv(xi)sep for each i. For each
v ∈ Ŝ+K\SK , let fv(z) ∈ Kv(C) be the (X, ~s)-function of degree N from Theorem 7.15(B),
with 1N logv(|cv,i|v) = Λxi(E˜v, ~s) for each i.
Each fv(z) has the mapping properties from Theorem 7.15. In particular, if v ∈ SK , then
Hv := f
−1
v (D(0, 1)) ∩ Ev has a Kv-simple decomposition Hv =
⋃N
h=1
(
B(θh, ρh) ∩ Cv(Fuh)
)
compatible with the Kv-simple decomposition Ev =
⋃Dv
ℓ=1
(
B(aℓ, rℓ) ∩ Cv(Fwℓ))
)
, which
is move-prepared relative to B(a1, r1), . . . , B(aDv , rDv ). Here θ1, . . . , θN are the zeros of
fv(z), ρh ∈ |F×uh |v, and fv induces an Fuh-rational scaled isometry from B(θh, ρh) to D(0, 1)
which maps B(θh, ρh) ∩ Cv(Fuh) onto Ouh . For each ℓ = 1, . . . ,Dv, there is a point wℓ ∈(
B(aℓ, rℓ) ∩ Cv(Fwℓ))
)\Hv.
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The choice of the Coherent Approximating Functions φv(z). If v ∈ SK , put
κv = 1. If v ∈ Ŝ+K\SK , put κv = π−Nηvv , where 0 < ηv ∈ Q is as in (7.65). Our choice of N
required that Nηv ∈ N, so κv ∈ K×v and |κv|v = RNv > 1. For each v ∈ Ŝ+K , put
φv(z) = κvfv(z) ∈ Kv(C) .
For each v and each i, the leading coefficient c˜v,i of φv(z) at xi is given by c˜v,i = κvcv,i, so
c˜v,i ∈ Kv(xi)sep. By our choices of the βv and κv , for each v ∈ Ŝ+K we have
(7.71)
1
N
logv(|c˜v,i|v) = Λxi(E˜v, ~s) + ηv .
Furthermore, the mapping properties of the fv(z) from Theorem 7.15, together with our
choice of the κv , yield the following mapping properties for the φv(z).
(1) If v ∈ SK then properties (a)-(d) in Theorem 7.16(A.1) hold for φv(z) and Hv.
Indeed, since κv = 1 for v ∈ SK , then φv(z) = fv(z) so the mapping properties of
φv(z) are inherited from those of fv(z).
(2) If v ∈ Ŝ+K\SK , then Ev = E˜v = {z ∈ Cv(Cv) : |φv(z)|v ≤ RNv }.
Coherence of the leading coefficients. To understand the leading coefficients of
the φv(z), we must consider them over the fields Lw for w ∈ Ŝ+L , since X is canonically a
subset of C(L) and of Cw(Lw) for each w, and the uniformizer gxi(z) ∈ L(C) is canonically
an element of Lw(C).
For each w ∈ ŜL, put φw(z) = φv(z) if w|v, and view φw(z) as an element of Lw(C).
Although the functions φw(z) for w|v are all the same, the points of X, which are their
poles, are identified differently. For each i and w, let c˜w,i = limz→xi φw(z) · gxi(z)Nsi be the
leading coefficient of φw(z) at xi. Let σw : L →֒ Cv be an embedding which induces the
place w, and for each i = 1, . . . ,m let σw(i) be the index j for which σw(xi) = xj (where
we identify xj with its image in Cv(Cv) given by the fixed embedding of K˜ in Cv). Then
c˜w,i = c˜v,σw(i).
Recall that Γ(E˜K ,X) =
1
[L:K]Γ(E˜L,X). It follows from (7.2) that
(7.72) [L : K] · Γ(E˜K ,X) =
∑
w∈Ŝ+L
Γ(E˜w,X) log(qw) .
Just as when char(K) = 0, Lemma 7.13 shows that for each w ∈ Ŝ+L , and each i = 1, . . . ,m,
the ith coordinate of Γ(E˜w,X)~s satisfies
(7.73) (Γ(E˜w,X)~s)i · log(qw) = [Lw : Kv] · Λσw(xi)(E˜v, ~s) log(qv) .
We can now prove (7.69). Since c˜w,i = c˜v,σw(i), it follows from (7.28) that
1
N
∑
w∈Ŝ+L
logw(|c˜w,i|w) log(qw) =
∑
v∈Ŝ+K
∑
w|v
[Lw : Kv]
( 1
N
logv(|c˜v,σw(xi)|v)
)
log(qv)
=
∑
v∈Ŝ+K
∑
w|v
[Lw : Kv]
(
Λσw(xi)(E˜v , ~s) + ηv
)
log(qv) .(7.74)
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By Lemma 7.13 and our choice of ~s in (7.64),∑
v∈Ŝ+K
∑
w|v
[Lw : Kv]Λσw(xi)(E˜v, ~s) log(qv) =
∑
w∈Ŝ+L
(Γ(E˜w,X)~s)i log(qw)
= (Γ(E˜L,X)~s)i = [L : K] · V˜K .(7.75)
By our choice of the ηv in (7.65),
(7.76)
∑
v∈Ŝ+K
∑
w|v
[Lw : Kv]ηv log(qv) = [L : K]
∑
v∈Ŝ+K
ηv log(qv) = −[L : K] · V˜K .
Combining (7.74), (7.75), and (7.76) gives∑
w∈Ŝ+L
logw(|c˜w,i|w) log(qw) = 0 ,
which is (7.69).
The final assertion in Theorem 7.16 concerns the existence of a K-symmetric system
of S+L -units µ1, . . . , µm with µi ∈ K(xi)sep for each i, and a positive integer n0 such that
|c˜n0w,i|w = |µi|w for each w ∈ Ŝ+L and each i = 1, . . . ,m.
To show this, note that by our choice of N (see (7.70)) Ni := Nsi is an integer divisible
by J for each i = 1, . . . ,m. By the construction of the L-rational and Lsep-rational bases
in §3.3, this means that the basis functions ϕi,Ni = ϕ˜i,Ni for each i. For each v ∈ Ŝ+K ,
the leading coefficients c˜v,i of φv(z) are Kv-symmetric since φv is Kv-rational, with each
c˜v,i ∈ Kv(xi)sep by construction. The Lsep-rational basis is Kv-symmetric by construction,
so the function
φ0v(z) :=
m∑
i=1
c˜v,iϕi,Ni(z) =
m∑
i=1
c˜v,iϕ˜i,Ni(z)
consisting of the leading terms of φv(z), is Kv-rational.
Consider the fieldH = Lsep. Since L/Lsep is purely inseparable, for each place of w0 ofH
there is a unique place w of L with w|w0, and w is totally ramified over w0 with ramification
index [L : K]insep. Since H/K is galois, the group Aut(L/K) ∼= Gal(H/K) acts transitively
on the places w|v of L, and the places w0|v of H. For each w0|v, put φ0w0(z) = φ0v(z),
regarding φ0w0(z) ∈ Kv(C) as an element of Hw0(C). Write c˜w0,i, i = 1, . . . ,m for its leading
coefficients; thus if w is the place of L over w0, then c˜w0,i = c˜w,i = c˜v,σw(i).
First fix xi ∈ X, and put F = K(xi)sep. Let Ŝ+F be the set of places of F above Ŝ+K .
For each v ∈ Ŝ+K , since the φ0w0(z) ∈ Kv(C) are the same for all w0|v, applying Proposition
7.9 to ⊕w0|vφ0w0(z) tells us that ⊕w|vc˜w,i = ⊕w0|v c˜w0,i ∈ ⊕w0|vHw0 actually belongs to⊕u|vFu, embedded semi-diagonally in ⊕w0|vHw0 . Write ⊕u|vc˜u,i for the element of ⊕u|vFu
that induces it. Then by (7.69), (and the fact that [L : K] =
∑
w|v[Lw : Kv], even when
char(K) = p > 0; see ([51], p.321))∑
u∈Ŝ+F
logu(|c˜u,i|u) log(qu) =
1
[H : F ]
∑
w0∈Ŝ+H
logw0(|c˜w0,i|w0) log(qw0)
=
1
[L : F ]
∑
w∈Ŝ+L
logw(|c˜w,i|w) log(qw) = 0 .
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By Proposition 7.5 there are an Ŝ+F -unit µi ∈ F , and an integer ni such that
|c˜niu,i|u = |µi|u
for each u ∈ Ŝ+F .
Now let xi vary; we will arrange for the µi to be K-symmetric. By Proposition 7.9,
the ⊕w0|v c˜w0,i are K-symmetric. For each Aut(L/K)-orbit Xℓ ⊂ X, fix an xiℓ ∈ Xℓ. For
each xj ∈ Xℓ, choose σ ∈ Aut(L/K) with σ(xiℓ) = xj , and replace µj with σ(µiℓ). These
µj are independent of the choice of σ with σ(xiℓ) = xj, and are K-symmetric. After
further replacing µ1, . . . , µm with appropriate powers of themselves, we can assume there is
a number n0 such that ni = n0, for all i. Thus µ1, . . . , µm form a K-symmetric system of
Ŝ+L -units, with µi ∈ K(xi)sep for each i, and |c˜n0w,i|w = |µi|w for each w ∈ Ŝ+L .
This completes the proof of Theorem 7.16. 
Stage 3. The Patching Construction. In the function field case, there are several
differences in the patching argument from the number field case.
One complication arises from the fact that L/K may be inseparable. In order to preserve
the Kv-rationality of the patching functions G
(k)
v (z), it is helpful to expand them in terms of
the Lsep-rational basis {ϕ˜ij , ϕ˜λ} rather than the L-rational basis. However, the several the
basis functions ϕ˜ij can contribute to poles of the G
(k)
v (z) of the same order. To deal with
this, instead of patching the coefficients of the ϕ˜ij in ≺N order, we patch all the coefficients
in a band simultaneously.
In addition, in the global patching construction we cannot use the same method for
patching the high order coefficients as when char(K) = 0, because there are no archimedean
places where a ‘magnification argument’ can apply. Instead, by the choice of n, in the local
patching construction we arrange that all the high order coefficients (apart from the leading
coefficient) are 0, so they do not need to be patched. This is possible because char(K) = p.
The following theorem summarizes the local patching constructions proved in Theorems
10.2 and 11.2 below. After stating the theorem, we compare the patching constructions when
char(K) = 0 and char(K) = p > 0, and establish some estimates for the coefficients needed
to carry out the patching process in bands. We then choose the parameters k and n, and
give the details of the patching process.
Theorem 7.17. Let K be a function field. Let C/K, E, X, and SK be as in Theorem
4.2. Let Ŝ+K ⊇ SK be the finite set of places satisfying conditions (7.1), together with v0.
For each v ∈ Ŝ+K , let E˜v ⊂ Ev, and 0 < hv < rv < Rv be the set and patching parameters
constructed in Stage 1 above. For each v ∈ SK , let
⋃Dv
ℓ=1B(aℓ, rℓ) ∩ Cv(Fwℓ) be the chosen
Kv-simple decomposition of Ev; by construction, Uv =
⋃Dv
ℓ=1B(aℓ, rℓ) is disjoint from X.
Let the rational probability vector ~s ∈ Pm(Q) be as in (7.64), and let the natural number N
and the coherent approximating functions {φv(z)}v∈Ŝ+K be the ones constructed in Theorem
7.16. Put Ni = Nsi for i = 1, . . . ,m. By construction Ni ∈ N and J |Ni for each i, and
for each v ∈ Ŝ+K and each i, the leading coefficient c˜v,i = limz→xi φv(z) · gxi(z)Ni belongs to
Kv(xi)
sep.
For each v ∈ Ŝ+K , Theorem 10.2 or 11.2 provides a number kv > 0 determined by Ev and
φv(z), representing the minimal number of ‘high-order’ stages in the local patching process
at v. Let k ≥ kv be a fixed integer.
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Then for each v ∈ Ŝ+K , there are an integer nv > 0 and a number 0 < Bv < 1, depending
on k, Ev, and φv(z), such that for each sufficiently large integer n divisible by nv, the local
patching process at v can be carried out as follows:
Put G
(0)
v (z) = Qv,n(φv(z)), where
If v ∈ SK , then Qv,n(x) = Sn,v(x)
is the Stirling polynomial of degree n for Ov (see (3.55));
If v ∈ Ŝ+K\SK , then Qv,n(x) = xn.
Then all the zeros of G
(0)
v (z) belong to Ev, and if v ∈ SK they are distinct. For each xi,
the leading coefficient of G
(0)
v (z) at xi is c˜
n
v,i and when G
(0)
v (z) is expanded in terms of the
L-rational basis as
G(0)v (z) =
m∑
i=1
(n−1)Ni−1∑
j=0
Av,ijϕi,nNi−j(z) +
Λ∑
λ=1
Av,λϕλ ,
then Av,ij = 0 for all (i, j) with 1 ≤ j < kNi.
For each k, 1 ≤ k ≤ n − 1, let {∆(k)v,ij ∈ Lwv}(i,j)∈BandN (k) be a Kv-symmetric set of
numbers satisfying
(7.77)

|∆(1)v,i0|v ≤ Bv and ∆(1)v,ij = 0 for j = 1, . . . , Ni − 1, if k = 1 ,
∆
(k)
v,ij = 0 for j = (k − 1)Ni, . . . , kNi − 1, if k = 2, . . . , k ,
|∆(k)v,ij |v ≤ hkNv , if k = k + 1, . . . , n− 1 ,
such that ∆
(1)
v,i0 ∈ Kv(xi)sep for each i and such that for each k = k + 1, . . . , n − 1
(7.78) ∆v,k(z) :=
m∑
i=1
kNi−1∑
j=(k−1)Ni
∆
(k)
v,ij · ϕi,(k+1)Ni−j ∈ Kv(C) .
For k = n, let {∆(n)v,λ ∈ Lwv}1≤λ≤Λ be a Kv-symmetric set of numbers such that
(7.79) |∆(n)v,λ|v ≤ hnNv
for each λ, and
(7.80) ∆v,n(z) :=
Λ∑
λ=1
∆
(n)
v,λ · ϕλ ∈ Kv(C) .
Then one can inductively construct (X, ~s)-functions G
(1)
v (z), . . . , G
(n)
v (z) in Kv(C), of
common degree Nn, such that:
(A) For each k = 1, . . . , n, G
(k)
v (z) is obtained from G
(k−1)
v (z) as follows:
(1) When k = 1, the local patching process at v provides a Kv-symmetric set of functions
θ˜
(1)
v,10(z), . . . , θ˜
(1)
v,m0(z) ∈ Lsepwv (C) such that
G(1)v (z) = G
(0)
v (z) +
m∑
i=1
∆
(1)
v,i0 · θ˜(1)v,i0(z) ,
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where for each i = 1, . . . ,m, θ˜
(1)
v,i0(z) ∈ Kv(xi)sep(C) has the form
θ˜
(1)
v,i0(z) = c˜
n
v,iϕi,nNi(z) + Θ˜
(1)
v,i0(z)
for an (X, ~s)-function Θ˜
(1)
v,i0(z) with a pole of order at most (n− k)Ni′ at each xi′. Thus, in
passing from G
(0)
v (z) to G
(1)
v (z), each of the leading coefficients Av,i0 = c˜
n
v,i is replaced with
c˜nv,i +∆
(1)
v,i0 · c˜nv,i, and the coefficients Av,ij for 1 ≤ j < kNi remain 0.
(2) For k = 2, . . . , k, we have G
(k)
v (z) = G
(k−1)
v (z).
(3) For k = k + 1, . . . , n− 1, we have
(7.81) G(k)v (z) = G
(k−1)
v (z) + ∆v,k(z) · Fv,k(z) + Θ(k)v (z) ,
where
(a) ∆v,k(z) =
∑
(i,j)∈BandN (k)∆
(k)
v,ijϕi,(k+1)Ni−j(z) belongs to Kv(C) by (7.78);
(b) Fv,k(z) ∈ Kv(C) is an (X, ~s)-function determined by the local patching process
using G
(k−1)
v (z), whose roots belong to Ev. For each xi, it has a pole of order
(n−k−1)Ni at xi, and its leading coefficient dv,i = limz→xi Fv,k(z) ·gxi(z)(n−k−1)Ni
has absolute value |dv,i|v = |c˜v,i|n−k−1v .
(c) Θ
(k)
v (z) ∈ Kv(C) is an (X, ~s)-function determined by the local patching process
after the coefficients in BandN (k) have been modified; it has a pole of order
at most (n− k)Ni at each xi and no other poles, and may be the zero function.
(4) For k = n
G(n)v (z) = G
(n−1)
v (z) +
Λ∑
λ=1
∆
(n)
v,λ · ϕλ(z) .
(B) For each v ∈ Ŝ+K and each k = 1, . . . , n,
If v ∈ SK , then all the zeros of G(k)v (z) belong to Ev,
and for k = 0 and k = n they are distinct. When k = n,
{z ∈ Cv(Cv) : G(n)v (z) ∈ Ov ∩D(0, rNnv )} ⊂ Ev.
If v ∈ Ŝ+K\SK , then all the zeros of G(k)v (z) belong to Ev, and
{z ∈ Cv(Cv) : |G(k)v (z)|v ≤ RNnv } = Ev.
Remark. As when char(K) = 0, we will have Θ
(k)
v (z) = 0 except for one value k = k1 for
each v ∈ SK , where Θ(k1)v (z) is chosen to ‘separate the roots’ of G(k1)v (z). See the discussion
after Theorem 11.2, and Phase 3 in the proof of that theorem.
The underlying patching constructions when char(K) = 0 and char(K) = p > 0 are the
same: we expand
G(k−1)v (z) =
m∑
i=1
(n−1)Ni∑
j=0
Av,ijϕi,nNi−j(z) +
Λ∑
λ=1
Av,λϕλ
and we modify the coefficients of G
(k−1)
v (z) in BandN (k) by setting
(7.82) G(k)v (z) = G
(k−1)
v (z) +
m∑
i=1
kNi−1∑
j=(k−1)Ni
∆
(k)
v,ijϑ
(k)
v,ij(z) .
5. PROOF OF THEOREM 4.2 WHEN char(K) = p > 0 225
Here ϑ
(k)
v,ij(z) has a pole of order nNi− j at xi and a pole of order at most (n− k)Ni′ at xi′
for i′ 6= i. Examining the local patching constructions for nonarchimedean v shows that
(7.83) ϑ
(k)
v,ij(z) = ϕi,r(z) · Fv,k(z)
where Fv,k(z) is Kv-rational, with a pole of order (n− k− 1)Ni at each xi, and nNi − j =
(n − k − 1)Ni + r, so Ni + 1 ≤ r = (k + 1)Ni − j ≤ 2Ni. (When Ev is an RL-domain,
Fv,k(z) = φv(z)
n−k−1; it is more complicated when Ev is Kv-simple.) Since the ϕir are
Kv-symmetric, the ϑ
(k)
v,ij(z) are Kv-symmetric. Rewriting (7.82) using (7.83) gives
G(k)v (z) = G
(k−1)
v (z) +
( m∑
i=1
kNi−1∑
j=(k−1)Ni
∆
(k)
v,ijϕi,(k+1)Ni−j(z)
)
· Fv,k(z)
= G(k−1)v (z) + ∆v,k(z) · Fv,k(z) ,(7.84)
which is (7.81) before the addition of Θ
(k)
v (z).
However, the patching constructions when char(K) = 0 and char(K) = p > 0 have
different aims. When char(K) = 0, the patching construction modifies the coefficients
Av,ij one by one in ≺N order, making them global numbers Aij ∈ L which depend on
the numbers chosen in earlier patching steps. Since each ϕij in the L-rational basis has
a pole of different order, patching the coefficients of lower degree basis functions does not
change coefficients patched earlier, and since Lwv/Kv is separable, the modification term∑m
i=1
∑kNi−1
j=(k−1)Ni ∆
(k)
v,ijϑ
(k)
v,ij(z) is Kv-rational if the ∆
(k)
v,ij are Kv-symmetric.
When char(K) = p > 0, since Lwv/Kv may be inseparable, we cannot simply use galois
equivariance of the ∆
(k)
v,ij to deduce the Kv-rationality of the modification term. Instead,
we expand G
(k−1)
v (z) and ∆v,k(z)Fv,k(z) using the L
sep-rational basis, writing
G(k−1)v (z) =
m∑
i=1
(n−1)Ni∑
j=0
A˜v,ij ϕ˜i,nNi−j(z) +
Λ∑
λ=1
A˜v,λϕ˜λ ,(7.85)
∆v,k(z)Fv,k(z) =
m∑
i=1
kNi−1∑
j=(k−1)Ni
δ˜v,ij ϕ˜i,nNi−j(z) + lower degree terms ,(7.86)
and patch the coefficients of G
(k−1)
v (z) in BandN (k) choosing the ∆
(k)
v,ij so as to modify
the coefficients A˜v,ij relative to the L
sep-rational basis. By Proposition 7.18 below, Lsepwv -
rationality and galois equivariance for the δ˜v,ij implies the Kv-rationality of ∆v,k(z)Fv,k(z).
Since several terms of the Lsep-rational basis can have poles of the same order, this
requires us to choose all the patching coefficients in a band simultaneously. By the
construction of the L-rational and Lsep-rational bases in §3.3, the transition matrix from
the L-rational basis to the Lsep-rational basis is block-diagonal, with blocks of size J . Since
we have required that J |Ni in Theorem 7.17, we can modify the coefficients A˜v,ij from
BandN (k) by patching all the coefficients Av,ij from BandN (k) at once, and the patching
modifications from later bands do not affect the modifications made in earlier ones.
The patching process must also keep the roots of the G
(k)
v (z) in Ev. Doing so requires
an analysis of the relationship between patching modifications of the form (7.82) and those
of the form (7.86). This is carried out in Proposition 7.18. We study the growth rates of
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the coefficients, and show that by using modifications of the form (7.84) we can indepen-
dently vary the Lsep-rational coefficients of the G
(k)
v (z) in a given band, in a uniform way
independent of k. The uniformity ultimately depends on the fact that each φv(z) has its
zeros in Ev and its poles in X, and Ev is bounded away from X.
To motivate the formulation of Proposition 7.18, note that since (k−1)Ni ≤ j ≤ kNi−1
in (7.84), if we replace j by s = j − (k − 1)Ni and write ∆v,is = ∆(k)v,ij , then (7.84) becomes
(7.87) G(k)v (z) = G
(k−1)
v (z) +
( m∑
i=1
Ni−1∑
s=0
∆v,is · ϕi,2Ni−s(z)
)
Fv,k(z) .
We will use Proposition 7.18 again in the proof of Theorem 11.2, so we state it in more
generality than is needed for Theorem 7.17, letting char(K) be arbitrary and letting ℓ ≥ 1
bands be patched at once. (In the proof of Theorem 7.17 we will take ℓ = 1.)
Proposition 7.18. Let char(K) be arbitrary, and let v be a nonarchimedean place of K.
Then there are numbers Λv, Υ˜v > 0, depending only on Ev, X, the choice of the L-rational
and Lsep-rational bases, and the projective embedding of Cv, with the following property.
Let r > 0 be small enough that
(1) r < mini 6=j(‖xi, xj‖v);
(2) each of the balls B(xi, r) is isometrically parametrizable and disjoint from Ev;
(3) for each i, none of the ϕij(z) has a zero in B(xi, r).
Put ̟v = min(1,Λv · r), and let ℓ, k be integers with ℓ ≥ 1 and 1 ≤ k ≤ n− 1.
Let ~s ∈ Pm(Q) be a positive rational probability vector; let N be a positive integer such
that Ni = Nsi ∈ N and J |Ni, for each i = 1, . . . ,m. Let Fv(z) ∈ Cv(C) be an (X, ~s)-function
which has a pole of order (n− k− 1)Ni at xi, for each i, and whose zeros belong to Ev. Let
0 6= dv,i = limz→xi Fv(z) · gxi(z)(n−k−1)Ni be its leading coefficient at xi.
Given ~∆ = (∆v,is)1≤i≤m,0≤s<ℓNi ∈ CℓNv , let ∆v(z) ∈ Cv(C) be the (X, ~s)-function
(7.88) ∆v(z) =
m∑
i=1
ℓNi−1∑
s=0
∆v,is · ϕi,(ℓ+1)Ni−s(z) .
Expand ∆v(z)Fv(z) in terms of the L
sep-rational basis as
∆v(z)Fv(z) =
m∑
i=1
ℓNi−1∑
s=0
δ˜v,is · ϕ˜i,(k+ℓ)Ni−s(z) + lower order terms .
and write δ˜ = (δ˜v,is)1≤i≤m,0≤s<ℓNi ∈ CℓNv . Let ΦsepFv : CℓNv → CℓNv be the linear map defined
by ΦsepFv (
~∆) = δ˜.
Then ΦsepFv is an isomorphism and for each ρ > 0
(7.89) ΦsepFv
( m⊕
i=1
D(0, ρ)ℓNi
) ⊇ m⊕
i=1
D(0, Υ˜v̟
ℓN
v |dv,i|vρ)ℓNi
and
(7.90) ΦsepFv
( m⊕
i=1
ℓNi−1⊕
s=0
D(0,̟−sv ρ)
) ⊇ m⊕
i=1
ℓNi−1⊕
s=0
D(0, Υ˜v̟
−s
v |dv,i|v · ρ) .
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Moreover, if Fv(z) is Kv-rational, then for each Kv-symmetric δ˜ ∈
(
Lsepwv
)ℓN
, the unique
solution to ΦsepFv (
~∆) = δ˜ belongs to LℓNwv and is Kv-symmetric, and the corresponding function
∆v(z) =
∑m
i=1
∑ℓNi−1
s=0 ∆v,is · ϕi,(ℓ+1)Ni−s(z) is Kv-rational.
The proof of Proposition 7.18 will be given in §7.6 below. We now choose the patching
parameters k and n in Theorem 7.17, and give the details of the global patching process.
The choice of k. In Stage 1 we have chosen a collection of numbers hv for v ∈ Ŝ+K
such that
∏
v∈Ŝ+K hv > 1. Likewise, for each v ∈ Ŝ
+
K , Proposition 7.14 provides a number kv
(the minimal number of stages considered high-order by the patching process at v). Finally,
for each v ∈ Ŝ+K , fix a number r = rv > 0 satisfying the conditions of Proposition 7.18 and
small enough that each ball B(xi, rv) is disjoint from Uv; then Proposition 7.18 provides
numbers Υ˜v > 0 and 0 < ̟v ≤ 1 (the comparison constants for the transition between
the L-rational and Lsep-rational bases). Put Υ˜ =
∏
v∈Ŝ+K (Υ˜v̟
N
v ) and h =
∏
v∈Ŝ+K hv > 1.
Finally, put H = Lsep and let CH(Ŝ
+
K) be the constant from Proposition 7.3.
Let k be the smallest integer such that
(7.91)
{
k ≥ kv for each v ∈ Ŝ+K ,
(Υ˜ · hkN )[H:K] > CH(Ŝ+K) .
The choice of n. As in the patching construction when char(K) = 0, for suitable n we
will take the initial patching functions to be G
(0)
v (z) = Qv,n(φv(z)), where Qv,n(x) ∈ Ov(z)
is the monic polynomial of degree n given by Theorem 7.17.
One consideration in choosing n is to facilitate patching the leading coefficients of the
G
(0)
v (z) to be Ŝ
+
L -units. Given v ∈ ŜK , put φw(z) = φv(z) for each w ∈ ŜL with w|v,
viewing the φw(z) as functions in Lw(C). By Theorem 7.16 the leading coefficients c˜w,i of
the φw(z) have the property that there are an integer n0, and a K-symmetric system of
ŜL-units µi, such that for each i and each w ∈ Ŝ+L
(7.92) |c˜n0w,i|w = |µi|w .
For each v ∈ Ŝ+K , let 0 < Bv < 1 be the number from Theorem 7.17 controlling the freedom
in patching the leading coefficients. All the fields Lw for w|v are isomorphic, and by the
structure of the group of units O×w there is an integer n′v > 0 such that for each x ∈ O×w ,
and each integer n′ divisible by n′v,
(7.93) |xn′ − 1|v ≤ Bv .
Let n1 be the least common multiple of the n
′
v.
Another consideration in choosing n is to assure that various analytic estimates are
satisfied. For each v ∈ Ŝ+K , Theorem 7.17 provides a number nv such that the local patching
process at v will keep the roots of G
(0)
v (z) in Ev, provided nv|n and n is sufficiently large.
Let n2 be the least common multiple of the nv for v ∈ Ŝ+K .
Finally, let n be a positive integer such that
(7.94) n0n1n2|n
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and is large enough that
(7.95) (
∏
v∈Ŝ+H
hv)
nN [H:K] > CH(Ŝ
+
K) .
By Theorem 7.17 there is an n3 such that if n ≥ n3, then (7.95) holds and for each v ∈ Ŝ+K
the local patching process can be successfully completed.
Until last step in the proof, n ≥ n3 will be a fixed integer satisfying (7.94).
The order ≺N . The index set I = {(i, j) ∈ Z2 : 1 ≤ i ≤ m, 0 ≤ j <∞}, the order ≺N ,
the bands BandN (k) = {(i, j) ∈ I : 1 ≤ i ≤ m, (k − 1)Ni ≤ j ≤ kNi − 1}, and the galois
blocks Block((i0, j0)) = {(i, j0) : σ(xi0) = xi for some σ ∈ Aut(L/K)} will be the same as
those when char(K) = 0 (see (7.41)).
Patching the Leading Coefficients. For each v ∈ Ŝ+K , the initial patching function
G
(0)
v (z) = Qv,n(φv(z)) ∈ Kv(C) is an (X, ~s)-function of degree nN , with a pole of order nNi
and leading coefficient c˜nv,i at each xi. Let µ1, . . . , µm ∈ Lsep and n0 ≥ 1 be the K-symmetric
set of Ŝ+L -units and integer constructed in Stage 2 above.
Fix v ∈ Ŝ+K , and view µ1, . . . , µm as embedded in Lsepwv ; thus |c˜n0v,i|v = |µi|v. For each
i = 1, . . . ,m put
∆
(1)
v,i0 = (µ
n/n0
i /c˜
n
v,i)− 1 = (µi/c˜n0v,i)n/n0 − 1 .
Since n0n1|n, (7.93) shows that
(7.96) |∆(1)v,i0|v ≤ Bv .
Since c˜v,i ∈ Lsepwv , we have ∆(1)v,i0 ∈ Lsepwv . Since the µi and c˜v,i are Kv-symmetric, the ∆(1)v,i0
are Kv-symmetric as well. We will take the ∆
(1)
v,ij for j = 1, . . . , Ni − 1, to be 0.
By Theorem 7.17, when G
(0)
v (z) is expanded using the Lsep-rational basis as
G(0)v (z) =
m∑
i=1
(n−1)Ni∑
j=1
A˜v,ijϕ˜ij(z) +
Λ∑
λ=1
A˜v,λϕ˜λ ,
then for each i we have A˜v,i0 = c˜
n
v,i and Av,ij = 0 for j = 1, . . . , kNi − 1. The local
patching construction at v provides a Kv-symmetric set of functions θ˜
(1)
v,i0(z) ∈ Lsepwv (C) for
i = 1, . . . ,m, such that for each i there is an (X, ~s)-function Θ˜v,i(z) ∈ Lsepwv (C) with a pole
of order at most (n− k)Ni′ for each i′, for which
θ˜
(1)
v,i0(z) = c˜
n
v,iϕ˜i,nNi(z) + Θ˜v,i(z) .
(See (10.20) and (11.54); note that ϕ˜i,nNi = ϕi,nNi since J |Ni.) Thus if we put
G(1)v (z) = G
(0)
v (z) +
m∑
i=1
∆
(1)
v,i0 · θ˜(1)v,i0(z) ,
then the leading coefficient of G
(1)
v (z) at xi becomes
A˜v,i0 +∆
(1)
v,i0 · c˜nv,i = c˜nv,i +
(
(µ
n/n0
i /c˜
n
v,i)− 1) · c˜nv,i = µn/n0i
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while the coefficients A˜v,ij for j = 1, . . . , kNi − 1 remain 0. Since the ∆(1)v,i0 and ϑ(1)v,i0(z) are
are Kv-symmetric and defined over L
sep
wv , G
(1)
v (z) belongs to Kv(C).
By construction all the zeros of G
(0)
v (z) belong to Ev, and since (7.96) holds, the local
patching process assures that the zeros of G
(1)
v (z) belong to Ev as well.
Patching the High Order Coefficients. No patching is needed for k = 2, . . . , k.
Since the coefficients A˜v,ij = 0 for j = 1, . . . , kNi − 1, they are already independent of
v and belong to Lsep. Hence for k = 2, . . . , k we can take ∆
(k)
v,ij = 0 for all i, j and set
G
(k)
v (z) = G
(k−1)
v (z) = G
(1)
v (z).
Patching the Middle Coefficients. For each k = k + 1, . . . , n − 1 we first choose
the target coefficients using Proposition 7.9 and a see-saw argument. We then choose the
patching coefficients ∆
(k)
v,ij using Proposition 7.18, and patch using Theorem 7.17.
As before, let H = Lsep. Then L/H is purely inseparable and H/K is galois, with
Aut(L/K) ∼= Gal(H/K). For each place w0 of H there is a unique place w of L lying over
w0, and w/w0 is totally ramified. In the discussion below, we will work primarily with H,
and to simplify notation we will write w both for places of L and H. Let Ŝ+H be the set of
places w of H over places v ∈ Ŝ+K .
Suppose that for some k > k, we have completed the patching process through stage
k − 1, and have constructed functions G(k−1)v (z) ∈ Kv(C) with the properties in Theorem
7.17. For each v ∈ Ŝ+K , and each w ∈ Ŝ+H with w|v, put G(k−1)w (z) = G(k−1)v (z) and expand
G
(k−1)
w (z) using the Lsep-rational basis as
G(k−1)w (z) =
m∑
i=1
(n−1)Ni−1∑
j=0
A˜w,ijϕ˜i,nNi−j(z) +
Λ∑
λ=1
A˜w,λϕ˜λ .
Since G
(k−1)
w (z) is rational over Kv and the ϕ˜i,nNi−j and ϕ˜λ are rational over H = Lsep,
the A˜w,ij and A˜w,λ belong to Hw and are Kv-symmetric. Since ϕ˜i,nNi−j is rational over
K(xi)
sep, by galois equivariance A˜w,ij in fact belongs to Kv(xi)
sep ⊂ Hw.
We will now choose the target coefficients Aij ∈ K(xi)sep. Let (i0, j0) ∈ BandN (k) is
the least index under ≺N for which the target coefficient has not been chosen. Because of
the way the Lsep-rational basis was constructed, BlockN ((i0, j0)) ⊂ BandN (k) is the set of
indices (i, j0) ∈ I for which there is a σ ∈ Gal(Lsep/K) such that σ(ϕ˜i0,nNi0−j0) = ϕ˜i,nNi−j0 .
We first determine the target coefficient Ai0,j0 ∈ K(xi0)sep and then define the target
coefficients for the other (i, j) in Block((i0, j0)) so as to preserve galois equivariance.
Consider the vector
~AH,i0j0 := ⊕w∈Ŝ+H A˜w,i0j0 ∈
⊕
w∈Ŝ+H
Hw
and let F = K(xi0)
sep. For each v ∈ ŜK , the functions G(k−1)w (z) ∈ Kv(C) are the same for
all places w of H with w|v, and the A˜w,i0,j0 belong to Hsepw , so Proposition 7.9 tells us that
~AH,i0,j0 belongs to ⊕u∈ŜFFu, embedded semi-diagonally in ⊕w∈ŜHHw.
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Since k > k, our choice of k (see 7.91) assures that∏
v∈Ŝ+K
(Υ˜v̟
N
v · hkNv )[H:K] > CH(Ŝ+K) .
Recalling that for each w ∈ Ŝ+H we have |x|w = |x|[Hw:Kv]v , put Υ˜w = Υ˜[Hw:Kv]v , bw =
̟
[Hw:Kv]
v , and hw = h
[Hw:Kv]
v . Since
∑
w|v[Hw : Kv] = [H : K] for each v, it follows that
(7.97)
∏
w∈Ŝ+H
(Υ˜wb
N
w · hkNw ) > CH(Ŝ+K) .
For each each w ∈ Ŝ+H , put
(7.98) Qw = Υ˜wb
N
w · hkNw · |c˜n−k−1w,i0 |w ,
where c˜w,i0 is the leading coefficient of φw(z) at xi0 . By (7.69) we have
∏
w∈Ŝ+H |c˜w,i0 |w = 1,
so (7.97) gives
(7.99)
∏
w∈Ŝ+H
Qw > CH(S
+
H) .
Note that Υ˜w, bw and hw depend only on the place v of K below w, while |c˜w,i0 |w depends
only on the place u of F below w, since the φw(z) ∈ Kv(C) are the same for all w|v. Hence
Qw depends only on the place u below w. Similarly the coefficients A˜w,i0j0 with w|u belong
to Fu and depend only on u.
By (7.99) we can apply Proposition 7.3 to the elements cu = A˜w,i0j0 ∈ Fu, and to the
Qw. (Note that in the function field case, there are no archimedean places, so the exponents
Dw in Proposition 7.3 are all 1.) By Proposition 7.3, there is an A˜i0j0 ∈ K(xi0)sep such that{ |A˜i0j0 − A˜w,i0j0 |w ≤ Qw for each w ∈ Ŝ+H ,
|A˜i0j0 |w ≤ 1 for each w /∈ Ŝ+H .
This A˜i0j0 will be the target in patching the A˜w,i0j0 . For each (i, j0) ∈ Block((i0, j0)), take
σ ∈ Gal(H/K) with σ(ϕ˜i0,nNi0−j0) = ϕ˜i,nNi−j0 , and put A˜ij = σ(A˜i0j0). Since A˜i0,j0 ∈
K(xi0)
sep, the A˜ij are well-defined and galois equivariant.
Repeat this process until target coefficients A˜ij have been chosen for all (i, j) ∈ BlockN (k).
Since the A˜ij belong to L
sep and are K-symmetric, the function
H(k)(z) :=
∑
(i,j)∈BandN (k)
A˜ijϕ˜ij(z)
is K-rational.
We next choose the patching coefficients ∆
(k)
v,ij so as to replace the part of the L
sep-
rational expansions of the G
(k−1)
v (z) coming from BandN (k) with H
(k)(z).
Fix v ∈ Ŝ+K , and let Fv,k(z) ∈ Kv(C) be the (X, ~s)-function of degree (n − k − 1)N
provided by Theorem 7.17. View X and the A˜ij as embedded in Lwv , and let dv,i ∈ Lwv be
the leading coefficient of Fv,k(z) at xi. By hypothesis |dv,i|v = |c˜n−k−1v,i |v .
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For each (i, j) ∈ BandN (k), put δ˜(k)v,ij = A˜ij − A˜wv,ij ∈ Kv(xi)sep ⊆ Hwv , and let
Qv = Q
1/[Hwv :Kv]
wv = Υ˜v̟
N
v h
kN
v · |c˜n−k−1v,i |v. Since |δ˜(k)v,ij |wv = |A˜ij − A˜wv,ij|wv ≤ Qwv , we have
(7.100) |δ˜(k)v,ij |v ≤ Qv = Υ˜v̟Nv |dv,i|v · hkNv ,
and
(7.101) A˜ij = A˜v,ij + δ˜
(k)
v,ij .
The A˜v,ij are Kv-symmetric since G
(k)
v (z) and Fv,k(z) are Kv-rational, and the A˜ij are
Kv-symmetric since they are K-symmetric. Hence the δ˜
(k)
v,ij are Kv-symmetric. Put
δ˜(k)v = (δ˜
(k)
v,ij)(i,j)∈BandN (k) ∈ (Lsepwv )N
and let ΦsepFv,k : C
N
v → CNv be the map from Proposition 7.18. By Proposition 7.18 there a
unique ~∆
(k)
v = (∆
(k)
v,ij)(i,j)∈BandN (k) ∈ CNv such that ΦsepFv,k(~∆
(k)
v ) = δ˜
(k)
v . Using (7.100), and
applying (7.89) of Proposition 7.18 with ρ = hkNv and ℓ = 1, we see that
(7.102) |∆(k)v,ij |v ≤ hkNv
for all (i, j). Furthermore, Proposition 7.18 tells us that
∆v,k(z) :=
∑
(i,j)∈BandN (k)
∆
(k)
v,ijϕij(z)
is Kv-rational. By the definition of the map Φ
sep
Fv,k
,
(7.103) ∆v,k(z) · Fv,k(z) =
∑
(i,j)∈BandN (k)
δ˜
(k)
v,ij · ϕ˜ij(z) + terms of lower order .
If we patch G
(k−1)
v (z) using the ∆
(k)
v,ij , then Theorem 7.17 provides a Kv-rational (X, ~s)-
function Θ˜
(k)
v (z) with a pole of order at most (n− k)Ni at each xi, such that
G(k)v (z) = G
(k−1)
v +∆v,k(z) · Fv,k(z) + Θ˜(k)v (z) .
By (7.101) and (7.103), for each (i, j) ∈ BandN (k) the coefficient of ϕ˜ij in the Lsep-rational
expansion of G
(k)
v (z) becomes A˜ij . Since (7.102) holds, the roots of G
(k)
v (z) belong to Ev.
Finally, since G
(k)
v (z), ∆v,k(z)Fv,k(z), and Θ˜
(k)
v (z) are Kv-rational, so is G
(k)
v (z).
Patching the Low Order Coefficients. The final stage of the global patching
process deals with the coefficients A˜v,λ in the expansions
G(n−1)v (z) =
m∑
i=1
(n−1)Ni∑
j=0
A˜v,ijϕ˜i,nNi−j(z) +
Λ∑
λ=1
A˜v,λϕ˜λ .
For each v ∈ Ŝ+K , all the A˜v,λ will be patched simultaneously. As before, we use a
see-saw argument. Let H = Lsep. For each w of H with w|v, put G(n−1)w (z) = G(n−1)v (z)
and expand
G(n−1)w (z) =
m∑
i=1
(n−1)Ni∑
j=0
Aw,ijϕ˜i,nNi−j(z) +
Λ∑
λ=1
Aw,λϕ˜λ .
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By construction, for each v ∈ Ŝ+K , the vector ⊕w|vG(n−1)w (z) ∈ H⊗KKv(C) is Gal(H/K)
invariant. By Proposition 7.8 this means that for each λ, the coefficient vector ⊕w|vA˜w,λ
has the same galois-equivariance properties as ϕλ(z). In particular, if K ⊂ Fλ ⊂ L is the
smallest field of rationality for ϕλ(z), then ⊕w|vAw,λ ∈ Fλ ⊗K Kv.
By (7.95) in our choice of n, we have
(
∏
w∈ŜL
hw)
nN > CL(Ŝ
+
K) ,
so taking Qw = h
nN
w in Proposition 7.3 we can find an A˜λ ∈ Fλ such that{ |A˜λ − A˜w,λ|w ≤ hnNw for all w ∈ ŜL ,
|A˜λ|w ≤ 1 for all w /∈ ŜL .
By working with representatives of galois orbits as before, we can arrange that for each
σ ∈ Gal(H/K) we have σ(A˜λ) = A˜λ′ if σ(ϕλ) = ϕλ′ .
Put
∆˜w,λ = A˜λ − A˜w,λ
for each w and λ, and put
∆(n)w (z) =
∑
λ
∆˜w,λϕ˜λ(z) .
Then ⊕w|v∆w(z) ∈ L ⊗K Kv(C) is stable under Gal(L/K), for each v ∈ ŜK . It follows
that the ∆w(z) belong to Kv(C) and are the same for all w|v. Put ∆v,n(z) = H(n)wv (z), and
expand ∆v,n(z) =
∑Λ
λ=1∆v,λϕ˜λ(z). Then
|∆˜v,λ|v ≤ hnNv
for each v and λ.
Patch G
(n−1)
v (z) by setting
G(n)v (z) = G
(n−1)
v (z) + ∆v,n(z)
This replaces the low-order coefficients of the G
(n)
v (z) with the A˜λ.
Conclusion of the Patching Argument. The patching process has now arranged
that the G
(n)
v (z) ∈ Kv(C) for v ∈ ŜK all coincide with a single function G(n)(z), whose
coefficients relative to the Lsep-rational basis belong to Lsep. Fix any v, and put Gw(z) =
G(z) for all places w of Lsep with w|v; then ⊕w|vGw(z) ∈ ⊕w|vLsep(C) ∼= Lsep ⊗K K(C) is
invariant under Gal(Lsep/K), so by Proposition 7.9 it belongs to K(C).
For each v ∈ ŜK , our restrictions on the magnitudes of the ∆(k)v,ij and the ∆v,λ assure
that the conclusions of Proposition 7.14 apply. Thus{
If v ∈ SK , so Ev is Kv-simple, then the zeros of G(n)(z) are distinct and belong to Ev .
If v ∈ Ŝ+K\SK , then {z ∈ Cv(Cv) : |G(n)(z)|v ≤ RNnv } = Ev .
On the other hand, for each v /∈ Ŝ+K , our construction has arranged that in the expansion
G(n)(z) =
m∑
i=1
(n−1)Ni∑
j=0
Aijϕi,nNi−j(z) +
Λ∑
λ=1
Aλϕλ ,
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all the coefficients belong to Ôv and the leading coefficients belong to Ô×v . Our choice of
Ŝ+K assures that Cv and the functions ϕij(z) and ϕλ(z) all have good reduction at v, and the
xi specialize to distinct points (mod v). Hence G
(n)(z) (mod v) is a nonconstant function
with a pole of order nNi > 0 at each xi. It follows that for each v /∈ Ŝ+K ,
{z ∈ Cv(Cv) : |G(n)(z)|v ≤ 1} = Cv(Cv)\(
m⋃
i=1
B(xi, 1)
−) = Ev .
Construction of the points in Theorem 4.2. The patching argument holds for
each integer n > n3 divisible by n0n1n2. For any such n, the zeros of G
(n)(z) satisfy the
conditions of the Theorem. If there are any v for which Ev is Kv-simple, the construction
shows that the zeros of G(n)(z) are distinct, and letting n→∞ we obtain the points in the
Theorem.
However, if there are no such v, then since
∏
v∈Ŝ+K r
Nn
v grows arbitrarily large as n→∞,
the number of Ŝ+K-integers κ ∈ K satisfying |κ|v ≤ rNnv for all v ∈ Ŝ+K also becomes
arbitrarily large. For any such κ, the roots ofG(n)(z) = κ are points satisfying the conditions
of the Theorem. Hence there are infinitely many such points.
This completes the proof of Theorem 4.2 when char(K) = p > 0. 
6. Proof of Proposition 7.18
Fix integers ℓ ≥ 1 and 1 ≤ k ≤ n − 1. Let Fv(z) ∈ Cv(C) be an (X, ~s)-function with
a pole of order (n − k − 1)Ni and leading coefficient dv,i 6= 0 at each xi, whose zeros all
belong to Ev. In proving Proposition 7.18, it will be useful to introduce a scaled version of
the L-rational basis, consisting of the basis functions {dv,iϕij , ϕλ}. Write
∆v =
m∑
i=1
ℓNi−1∑
s=0
∆v,is · ϕi,(ℓ+1)Ni−s ,(7.104)
∆vFv =
m∑
i=1
ℓNi−1∑
s=0
δv,is · dv,iϕi,(n−k+ℓ)Ni−s + lower order terms ,(7.105)
put ~∆ = (∆v,is)1≤i≤m,0≤s<Ni ~δ = (δv,is)1≤i≤m,0≤s<ℓNi , and let ΦFv : C
ℓN
v → CℓNv be the
linear map defined by
(7.106) ΦFv(~∆) =
~δ ,
which takes the coefficients of ∆v to the high-order coefficients of ∆vFv. Note that ΦFv
decomposes as direct sum of maps ΦFv,i : C
ℓNi
v → CℓNiv , since only the terms in ∆v involving
ϕi,(ℓ+1)Ni−s for s = 0, . . . , ℓNi − 1 can contribute to poles of ∆vFv with order greater than
(n− k)Ni at xi.
The maps ΦFv , ΦFv,i have an intrinsic interpretation as follows. Put
V =
m⊕
i=1
ℓNi−1⊕
s=0
Cvϕi,(ℓ+1)Ni−s , W =
m⊕
i=1
ℓNi−1⊕
s=0
Cvdv,iϕi,(n−k+ℓ)Ni−s .
Then ΦFv is the map on coordinates associated to a linear transformation Φ
0
Fv
: V → W ,
defined as follows. For any divisor D on Cv(Cv), let ΓCv(D) = {f ∈ Cv(C) : div(f)+D ≥ 0}.
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Then forD =
∑m
i=1Ni(xi), the inclusion ofW into ΓCv((n−k+ℓ)D) induces an isomorphism
ι :W ∼= ΓCv
(
(n− k + ℓ)D)/ΓCv((n− k)D) ,
and for each function ∆v(z) ∈ V
Φ0Fv(∆v) = ι
−1(∆vFv (mod ΓCv((n− k)D)) ) .
Similarly, for each i, put
Vi =
ℓNi−1⊕
s=0
Cvϕi,(ℓ+1)Ni−s , Wi =
ℓNi−1⊕
s=0
Cvdv,iϕi,(n−k+ℓ)Ni−s ,
Then ΦFv,i is the map on coordinates associated to a map Φ
0
Fv,i
: Vi → Wi, defined as
follows. The inclusion of Wi into ΓCv((n − k)D + ℓNi(xi)) induces an isomorphism
ιi :Wi ∼= ΓCv
(
(n− k)D + ℓNi(xi)
)
/ΓCv
(
(n− k)D) ,
and for each function ∆v(z) ∈ Vi
Φ0Fv,i(∆v) = ι
−1
i
(
∆vFv (mod ΓCv((n− k)D))
)
.
For each i, since J |Ni the functions in {ϕi,(ℓ+1)Ni−s}0≤s<ℓNi and {ϕ˜i,(ℓ+1)Ni−s}0≤s<ℓNi
are K(xi)-linear combinations of each other, and each set forms a basis for Vi. Similarly,
the functions in {dv,iϕi,(n−k+ℓ)Ni−s}0≤s<ℓNi and {ϕ˜i,(n−k+ℓ)Ni−s}0≤s<ℓNi are K(xi)-linear
combinations of each other, and each set forms a basis for Wi.
The map ΦsepFv in Proposition 7.18 is the coordinate map associated to Φ
0
Fv
using the
L-rational basis on the source and the Lsep-rational basis on the target: if we write
∆vFv =
m∑
i=1
ℓNi−1∑
s=0
δ˜v,is · ϕ˜i,(n−k+ℓ)Ni−s + lower order terms ,
and put δ˜ = (δ˜v,is)1≤i≤m,0≤s<ℓNi then Φ
sep
Fv
(~∆) = δ˜. Clearly ΦsepFv decomposes as a direct
sum of maps ΦsepFv,i : C
ℓNi
v → CℓNiv associated to the Φ0Fv,i : Vi → Wi.
Before proving Proposition 7.18, we will need two lemmas. Recall that the L-rational
basis is multiplicatively generated by finitely many functions. This means that collectively,
the basis functions ϕij(z) have only finitely many distinct zeros.
Lemma 7.19. Let Kv be nonarchimedean. Then there is a constant Λv > 0, depending
only on X, the choice of the uniformizing parameters gxi(z), and the projective embedding
of Cv, with the following property:
Let r > 0 be small enough that
(1) r < mini 6=j(‖xi, xj‖v);
(2) each of the balls B(xi, r) is isometrically parametrizable;
(3) for each i, none of the ϕij(z) has a zero in B(xi, r).
Put ̟v = min(1,Λv · r), and let ℓ, k be integers with ℓ ≥ 1 and 1 ≤ k ≤ n− 1.
Suppose Fv(z) ∈ Cv(C) is an (X, ~s)-function which has a pole of order (n−k−1)Ni and
leading coefficient dv,i 6= 0 at xi, for each i. Assume Fv(z) has no zeros in
⋃m
i=1B(xi, r).
Then for each i, and each integer 0 ≤ s < ℓNi, when we expand ϕi,(ℓ+1)Ni−s(z)Fv(z) using
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the scaled L-rational basis as
ϕi,(ℓ+1)Ni−s · Fv =
ℓNi−s−1∑
t=0
Ci(s, t) · dv,iϕi,(n−k+ℓ)Ni−s−t
+ terms with poles of order ≤ (n− k)Ni′ at each xi′ ,(7.107)
we have |Ci(s, t)|v ≤ 1/̟tv for each t.
Proof. For each i, let gxi(z) be the uniformizing parameter used to normalize the basis
functions ϕij(z); thus limz→xi Fv(z) · gxi(z)(n−k−1)Ni = dv,i and limz→xi ϕij(z) · gxi(z)j = 1
for each j > Ni. Let ̺i : D(0, r)→ B(xi, r) be an isometric parametrization with ̺i(0) = xi,
and put bv,i = limZ→0 gxi(̺i(Z))/Z.
Take Λv = min1≤i≤m(|bv,i|v), and put
(7.108) ̟v = min(1,Λvr) = min(1, r|bv,1|v, . . . , r|bv,m|v) .
To establish the bounds in the Lemma, first fix i. By abuse of notation, write Fv(Z)
for Fv(̺i(Z)) and ϕij(Z) for ϕij(̺i(Z)). For compactness of notation, temporarily write
h = n− k − 1. Then
lim
Z→0
Fv(Z) · ZhNi = lim
Z→0
(
Fv(̺i(Z)) · gxi(̺i(Z))hNi
)
·
( Z
gxi(̺i(Z))
)hNi
= dv,ib
−hNi
v,i ,
so Fv(Z) has a Laurent expansion of the form
(7.109) Fv(Z) = dv,ib
−(n−k−1)Ni
v,i · Z−(n−k−1)Ni · (1 +
∞∑
j=1
fjZ
j) .
Since Fv(Z) has no zeros in D(0, r), the theory of Newton Polygons shows that |fj |v < 1/rj
for each j ≥ 1 (see Lemma 3.35 and the discussion before it). Similarly, for each 0 ≤ s < ℓNi
(7.110) ϕi,(ℓ+1)Ni−s(Z) · Fv(Z) = dv,ib−(n−k+ℓ)Ni+sv,i · Z−(n−k+ℓ)Ni+s · (1 +
∞∑
j=1
fis,jZ
j)
with |fis,j|v < 1/rj for each j ≥ 1, and for each 0 ≤ t ≤ ℓNi − s− 1
(7.111) ϕi,(n−k+ℓ)Ni−s−t(Z) = b
−(n−k+ℓ)Ni+s+t
v,i Z
−(n−k+ℓ)Ni+s+t · (1 +
∞∑
j=1
ci,s+t,jZ
j)
with |ci,s+t,j|v < 1/rj for each j ≥ 1.
To prove the lemma, fix 0 ≤ s < ℓNi, insert the expansions (7.111) into (7.107) and com-
pare the coefficients of the resulting series with those in (7.110). Comparing the coefficients
of Z−(n−k+ℓ)Ni+s we see that when t = 0
Ci(s, 0) · b−(n−k+ℓ)Ni+sv,i = b−(n−k+ℓ)Ni+sv,i ,
so Ci(s, 0) = 1; trivially, |Ci(s, 0)|v ≤ 1/(r|bv,i|v)0. Inductively, take 1 ≤ t ≤ ℓNi − s − 1
and assume that |Ci(s, j)|v ≤ 1/(r|bv,i|v)j for 0 ≤ j ≤ t − 1. Comparing the coefficients of
Z−(n−k+ℓ)Ni+s+t we find that
Ci(s, t) · b−(n−k+ℓ)Ni+s+tv,i +
t−1∑
j=0
Ci(s, j) · b−(n−k+ℓ)Ni+s+jv,i ci,s+j,t−j = b−(n−k+ℓ)Ni+sv,i · fis,t ,
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or equivalently
Ci(s, t) = b
−t
v,i · fis,t −
t−1∑
j=0
Ci(s, j) · bj−tv,i ci,s+j,t−j .
Since |fis,t|v ≤ 1/rt, it follows that |b−tv,ifis,t|v ≤ 1/(r|bv,i|v))t. Similarly, for 0 ≤ j ≤ t − 1
we have |ci,s+j,t−j|v ≤ 1/rt−j , so by induction, for each such j
|Ci(s, j) · bj−tv,i ci,s+t,t−j |v ≤ 1/(r|bv,i|v)j · |bv,i|j−tv · 1/rt−j = 1/(r|bv,i|v)t .
By the ultrametric inequality |Ci(s, t)|v ≤ 1/(r|bv,i|v)t, and the induction can continue.
Now let i vary. For each i we have r|bv,i|v ≥ Λvr ≥ ̟v, and the Lemma follows. 
The following lemma gives bounds for the entries of a the inverse of a unipotent lower
triangular matrix, given a suitable bound for the entries in each subdiagonal. The indices
i, j, k, ℓ in the lemma are unrelated to i, j, k and ℓ as used elsewhere.
Lemma 7.20. Let C ∈ Mk(Cv) be a lower triangular matrix whose diagonal elements
are 1, and write it as
(7.112) C =

1 0 0 · · · 0
C2,1 1 0 · · · 0
C3,1 C3,2 1 · · · 0
...
...
...
. . .
...
Ck,1 Ck,2 Ck,3 . . . 1
 .
Let ̟v > 0 be such that for each h = 1, . . . , k, the elements Ci,j belonging to the ℓ
th
subdiagonal (i.e. those with i− j = ℓ), satisfy |Ci,j|v ≤ 1/̟ℓv. Then
(7.113) C−1 =

1 0 0 · · · 0
c2,1 1 0 · · · 0
c3,1 c3,2 1 · · · 0
...
...
...
. . .
...
ck,1 ck,2 ck,3 . . . 1
 .
and for all ci,j in the ℓ
th subdiagonal, we have |ci,j |v ≤ 1/̟ℓv .
Proof. Clearly C−1 exists and has the form (7.113). To show that |ci,j |v ≤ 1/̟i−jv ,
we use induction on ℓ = i− j. When i− j = 1, the (i, j) term in C · C−1 = I is
ci,j + Ci,j = 0 ,
so |ci,j|v = |Ci,j|v ≤ 1/̟v . Now suppose i− j = ℓ > 1. The (i, j) term in C · C−1 = I is
Ci,j + Ci,j+1cj+1,j + · · ·+ Ci,i−1ci−1,j + ci,j = 0 .
Assuming that |ci′,j′ |v ≤ 1/̟1
′−j′
v for all (i′, j′) with i′ − j′ < ℓ, and using our hypothesis
on C, the ultrametric inequality gives
|ci,j |v ≤ max
(|Ci,j+1|v|cj+1,j |v, · · · , |Ci,i−1|v|ci−1,j |v, |Ci,j |v) ≤ 1/̟i−jv
as desired. 
We can now prove Proposition 7.18.
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Proof of Proposition 7.18. Let Fv(z) ∈ Cv(C) be an (X, ~s)-function with a pole of
order (n− k− 1)Ni and leading coefficient dv,i 6= 0 at each xi, whose zeros all belong to Ev.
Writing
∆v(z) =
m∑
i=1
ℓNi−1∑
s=0
∆v,is · ϕi,(ℓ+1)Ni−s(z) ,(7.114)
∆v(z)Fv(z) =
m∑
i=1
ℓNi−1∑
s=0
δv,is · dv,iϕi,(n−k+ℓ)Ni−s(z) + lower order terms ,(7.115)
put
~∆ = (∆v,is) 1≤i≤m
0≤s<ℓNi
, ~δ = (δv,is) 1≤i≤m
0≤s<ℓNi
,
and define ΦFv : C
ℓN
v → CℓNv by ΦFv(~∆) = ~δ as in (7.106). If we write ~∆i = (∆v,is)0≤s<ℓNi
and ~δi = (δv,it)0≤t<ℓNi , then ΦFv is a direct sum of the maps ΦFv,i : C
ℓNi
v → CℓNiv with
ΦFv,i(~∆i) =
~δi for each i.
Let r > 0 be small enough that
(1) r < mini 6=j(‖xi, xj‖v);
(2) each of the balls B(xi, r) is isometrically parametrizable and disjoint from Ev;
(3) for each i, none of the ϕij has a zero in B(xi, r).
Let Λv > 0 and ̟v = min(1,Λv · r) > 0 be as in Lemma 7.19.
We begin by showing that ΦFv is an isomorphism and that for each ρ > 0
(7.116) ΦFv
( m⊕
i=1
ℓNi−1⊕
s=0
D(0,̟−sv ρ)
) ⊇ m⊕
i=1
ℓNi−1⊕
t=0
D(0,̟−tv · ρ) .
For this, it is enough to show that each ΦFv,i is an isomorphism, and that
(7.117) ΦFv,i
( ℓNi−1⊕
s=0
D(0,̟−sv ρ)
) ⊇ ℓNi−1⊕
s=0
D(0,̟−sv · ρ) .
Fix i. As in (7.107), for each 0 ≤ t < ℓNi the product ϕi,(ℓ+1)Ni−t ·Fv can be expanded
using the scaled L-rational basis as
dv,iϕi,(n−k+ℓ)Ni−s+
ℓNi−s−1∑
t=1
Ci(s, t)·dv,iϕi,(n−k+ℓ)Ni−s−t + terms not contributing to ΦFv,i .
This means that the matrix of ΦFv,i is
(7.118) Ci =

1 0 0 · · · 0
Ci(0, 1) 1 0 · · · 0
Ci(0, 2) Ci(1, 1) 1 · · · 0
...
...
...
. . .
...
Ci(0, ℓNi − 1) Ci(1, ℓNi − 2) . . . Ci(ℓNi − 2, 1) 1
 ;
238 7. THE GLOBAL PATCHING CONSTRUCTION
in particular, ΦFv,i is nonsingular. By Lemma 7.19 we have Ci(s, t)̟
−t
v for all s, t. Hence
by Lemma 7.20,
C−1i =

1 0 0 · · · 0
ci(0, 1) 1 0 · · · 0
ci(0, 2) ci(1, 1) 1 · · · 0
...
...
...
. . .
...
ci(0, ℓNi − 1) ci(1, ℓNi − 2) . . . ci(ℓNi − 2, 1) 1
 ,
with ci(s, t) ≤ ̟−tv for all s, t.
Fix ρ > 0, and assume that |δv,it|v ≤ ̟−sv ρ for 0 ≤ t < ℓNi. Since ~∆i = Φ−1Fv (~δi) =
C−1i ~δi, this means that for each s
(7.119) ∆v,is =
( s−1∑
t=0
ci(t, s − t)δi,t
)
+ δi,s ,
and the ultrametric inequality shows that |∆v,is|v ≤ ̟−sv ρ. This proves (7.117) and (7.116).
We can now prove (7.89) and (7.90) in Proposition 7.18. Write ∆v(z)Fv(z) using the
L-rational basis as
(7.120) ∆v(z)Fv(z) =
m∑
i=1
ℓNi−1∑
s=0
δ̂v,isϕi,(n−k+ℓ)Ni−s(z) + lower order terms .
Comparing (7.120) and (7.115) shows that |δ̂v,is|v = |dv,is|v|δv,is|v for all i, s. Next, expand
∆v(z)Fv(z) in terms of the L
sep-rational basis as
(7.121) ∆v(z)Fv(z) =
m∑
i=1
ℓNi−1∑
s=0
δ˜v,isϕ˜i,(n−k+ℓ)Ni−s(z) + lower order terms .
By Proposition 3.3(C), for each i = 1, . . . ,m there is an invertible J×J matrix B˜i which
expresses each set of J consecutive basis elements {ϕij}hJ+1≤j≤(h+1)J of the L-rational basis
in terms of the corresponding set {ϕ˜ij}hJ+1≤j≤(h+1)J from the Lsep-rational basis. Since
J |Ni for each i, it follows that there is a constant Υ˜v > 0 such that if |δ˜v,is|v ≤ Υ˜v̟−sv |dv,i|v ·ρ
for all i, s, then |δ̂v,is|v ≤ ̟−sv |dv,i|v · ρ for all i, s. This in turn means |δv,is|v ≤ ̟−sv ρ for all
i, s. By the discussion above, |∆v,is|v ≤ ̟−sv ρ for all i, s.
Since ΦsepFv is the coordinate map for Φ
0
Fv
using the L-rational basis on the source and
the Lsep-rational basis on the target, we see that
(7.122) ΦsepFv
( m⊕
i=1
ℓNi−1⊕
s=0
D(0,̟−sv ρ)
) ⊇ m⊕
i=1
ℓNi−1⊕
s=0
D(0, Υ˜v̟
−s
v |dv,i|v · ρ) ,
which is (7.90). To show (7.89), replace ρ with ̟ℓNv ρ in (7.122). Since 0 < ̟v ≤ 1,
ΦsepFv
( m⊕
i=1
ℓNi−1⊕
s=0
D(0,̟ℓN−sv ρ)
) ⊇ m⊕
i=1
ℓNi−1⊕
s=0
D(0, Υ˜v̟
ℓN−s
v |dv,i|v · ρ)
⊇
m⊕
i=1
D(0, Υ˜v̟
ℓN
v |dv,i|v · ρ)ℓNi .
This yields (7.89) since D(0, ρ)ℓN ⊇⊕mi=1⊕ℓNi−1s=0 D(0,̟ℓN−sv ρ).
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Finally, we prove the rationality assertions in Proposition 7.18.
Assume that Fv(z) is Kv-rational. Using the L
sep-rational basis, we can write
∆v(z) =
m∑
i=1
ℓNi−1∑
s=0
∆˜v,is · ϕ˜i,(ℓ+1)Ni−s(z) ,(7.123)
∆v(z)Fv(z) =
m∑
i=1
ℓNi−1∑
s=0
δ˜v,is · ϕ˜i,(n−k+ℓ)Ni−s(z) + lower order terms ,(7.124)
Put
∆˜ = (∆˜v,is) 1≤i≤m
0≤s<ℓNi
, δ˜ = (δ˜v,is) 1≤i≤m
0≤s<ℓNi
,
and for each i = 1, . . . ,m put
∆˜i = (∆˜v,is)0≤s<ℓNi , δ˜i = (δ˜v,is)0≤s<ℓNi .
Fix i. Then for each 0 ≤ t < ℓNi the product ϕ˜i,(ℓ+1)Ni−t · Fv is rational over Kv(xi)sep
and can be expanded using the Lsep-rational basis as
ϕ˜i,(ℓ+1)Ni−t · Fv =
ℓNi−1∑
s=0
C˜i(s, t) · ϕi,(n−k+ℓ)Ni−s + terms not contributing to Φ0Fv,i .
Since each ϕ˜i,(ℓ+1)Ni−t is rational over Kv(xi)
sep, by galois equivariance each C˜i(s, t) belongs
to Kv(xi)
sep. Thus the matrix for Φ0Fv,i using the L
sep-rational basis on the source and the
target is
C˜i =
 C˜i(0, 0) · · · C˜i(0, ℓNi − 1)... . . . ...
C˜i(ℓNi − 1, 0) · · · C˜i(ℓNi − 1, ℓNi − 1)
 ∈ GLℓNi(Kv(xi)sep) .
Because the Lsep-rational basis is Kv-symmetric, the collection of matrices {C˜1, . . . , C˜m}
is Kv-symmetric.
Suppose δ˜ belongs to (Lsepwv )
ℓN and is Kv-symmetric. Then δ˜i belongs to (Kv(xi)
sep)ℓNi
for each i, and the set of vectors {δ˜1, . . . , δ˜m} is Kv-symmetric. It follows that ∆˜i = C˜−1i δ˜i
belongs to (Kv(xi)
sep)ℓNi for each i, and the set of vectors {∆˜1, . . . , ∆˜m} is Kv-symmetric.
Since
∆v(z) =
m∑
i=1
ℓNi−1∑
s=0
∆˜v,is · ϕ˜i,(ℓ+1)Ni−s(z) ,
where the ∆˜v,is and ϕ˜i,(ℓ+1)Ni−s are Kv-symmetric and rational over L
sep
wv , it follows that
∆v is Kv-rational.
If we re-express ∆v in terms of the L-rational basis as
∆v(z) =
m∑
i=1
ℓNi∑
s=1
∆v,is · ϕi,Ni+s(z) ,
then the associated vector ~∆ = (∆v,is)1≤i≤m,1≤s≤ℓNi is the unique solution to Φ
sep
Fv
(~∆) = δ˜
in CℓNv . Since ∆v is Kv-rational, necessarily
~∆ belongs to LℓNwv and is Kv-symmetric.
This completes the proof of Proposition 7.18. 

CHAPTER 8
The Local Patching Construction when Kv ∼= C
In this section we give the confinement argument for Theorem 4.2 when
Kv ∼= C. Write C for Cv and |x| for |x|v . Let wv be the distinguished place of L = K(X)
determined by the embedding K˜ →֒ C used to identify X with a subset of Cv(C), and identify
Lwv = Kv = C.
At several places in this section, we assert that certain objects are Kv-symmetric. Since
Autc(Cv/Kv) = Aut(C/C) is trivial, this is a vacuous condition. However, we include it for
compatibility with the results stated in Chapters 9 – 11.
Following the construction of the coherent approximating functions in Theorem 7.11,
we begin with the following data:
(1) A Kv-symmetric probability vector ~s ∈ Pm(Q) with positive rational coefficients.
(2) A C-simple set Ev ⊂ Cv(C)\X: thus, Ev is compact and nonempty with finitely
many connected components, each of which is simply connected, has a piecewise
smooth boundary, and is the closure of its interior E0v .
(3) Parameters hv, rv, Rv with 1 < hv < rv < Rv, which govern the freedom in the
patching process.
(4) A number N and an (X, ~s)-function φv(z) ∈ Kv(C) of degree N such that
{z ∈ Cv(C) : |φv(z)| ≤ RNv } ⊂ E0v .
(5) An order ≺N on the index set I = {(i, j) ∈ Z2 : 1 ≤ i ≤ m, 0 ≤ j} determined by
N and ~s as in (7.41), which gives the sequence in which coefficients are patched.
We will use the L-rational basis {ϕij , ϕλ} from §3.3 to expand all functions, and Λ =
dimK(Γ(
∑m
i=1Ni(xi))) will be the number of low-order basis elements, as in the global
patching process. The order ≺N respects the N -bands (7.42), and for each xi ∈ X, specifies
the terms to be patched in decreasing pole order.
Theorem 8.1. Suppose Kv ∼= C. Let Ev ⊂ Cv(C)\X be C-simple, with interior E0.
Let ~s ∈ Pm(Q) be a Kv-symmetric probability vector with positive rational coefficients, let
1 < hv < rv < Rv be numbers,
Let φv(z) ∈ Kv(C) be an (X, ~s)-function of degree N satisfying
{z ∈ Cv(C) : |φv(z)| ≤ RNv } ⊂ E0v .
Let Ni = Nsi for each xi, and let c˜v,i = limz→xi φv(z) · gxi(z)Ni be the leading coefficient of
φv(z) at xi. Put
Mv = max( max
1≤i≤m
Ni<j≤2Ni
‖ϕij‖Ev , max
1≤λ≤Λ
‖ϕλ‖Ev ) .
Let kv > 0 be the least integer such that
(8.1)
2NMv
1− (hv/rv)N ·
(hv
rv
)kvN
<
1
4
,
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and let k ≥ kv be a fixed integer. Let Bv > 0 be an arbitrary constant. Then there is
an integer nv depending on φv(z), k, Bv, rv, and Rv, such that for each sufficiently large
integer n divisible by nv, one can carry out the local patching process at Kv as follows:
Put G
(0)
v (z) = φv(z)
n. For each k = 1, . . . , n − 1, let {∆(k)v,ij ∈ Lwv}(i,j)∈BandN (k) be a
Kv-symmetric set of numbers given in ≺N order, subject to the conditions that for each i,
we have ∆
(1)
v,i0 = 0 and for each j > 0
(8.2) |∆(k)v,ij | ≤
{
Bv if k ≤ k ,
hkNv if k > k .
For k = n, let {∆(n)v,λ ∈ Lwv}1≤λ≤Λ be an arbitrary Kv-symmetric set of numbers satisfying
(8.3) |∆(n)v,λ| ≤ hnNv .
Then one can inductively construct (X, ~s)-functions G
(1)
v (z), . . . , G
(n)
v (z) ∈ Kv(C), of com-
mon degree nN , having leading coefficient c˜nv,i at each xi, and satisfying
(A) For each k = 1, . . . , n, there are functions ϑ
(k)
v,ij(z) ∈ Lwv(C), determined recursively in
≺N order, such that
G(k)v (z) = G
(k−1)
v (z) +
∑
(i,j)∈BandN (k)
∆
(k)
v,ijϑ
(k)
v,ij(z) for k < n ,
G(n)v (z) = G
(n−1)
v (z) +
Λ∑
λ=1
∆
(n)
v,λϕλ(z) ,
and where for each (i, j),
(1) ϑ
(k)
v,ij(z) has a pole of order nNi − j > (n − k − 1)Ni at xi and leading coefficient
c˜n−k−1v,i , a pole of order at most (n− k − 1)Ni′ at each xi′ 6= xi, and no other poles ;
(2)
∑
(i′,j)∈Autc(Cv/Kv)(i,j)∆
(k)
v,i′jϑ
(k)
v,i′j(z) belongs to Kv(C) ;
(B) For each k = 1, . . . , n, {z ∈ Cv(C) : |G(k)v (z)| ≤ rNnv } ⊂ E0v .
Remark. A key aspect of Theorem 8.1 is that by choosing n appropriately, the freedom Bv
in patching the coefficients for k ≤ k can be made arbitrarily large. The patching procedure
accomplishes this by exploiting a phenomenon of ‘magnification’ introduced in ([53]). It
first raises φv(z) to a power nv > k, so that Fv(z) = φv(z)
nv has enough coefficients
to adjust independently. It then varies those coefficients ‘infinitesimally’, preserving the
analytic properties of Fv(z). Finally it raises the modified Fv(z) to a further power mv with
n = mvnv, creating large changes in the coefficients of G
(0)
v (z).
Proof of Theorem 8.1. Let k ≥ kv and Bv > 0 be as in the Theorem. Let nv > 0
be an integer large enough that
nv > k and(8.4)
R̂v := 2
−1/(Nnv)Rv > rv ,(8.5)
and suppose n is a multiple of nv, say n = mvnv for an appropriate integer mv.
The construction will be carried out in three phases.
Phase 1. Patching the high-order coefficients.
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In this phase we carry out the patching for stages k = 1, . . . , k.
Using the basis functions ϕi,k and ϕλ we can write
(8.6) G(0)v (z) = φv(z)
n =
m∑
i=1
(n−1)Ni−1∑
j=0
Av,ijϕi,nNi−j(z) +
Λ∑
λ=1
Av,λϕλ(z) .
Here Av,i0 = c˜
n
v,i, for each i. The coefficients Av,ij with j = 1, . . . , kNi − 1 will be deemed
“high order”.
Put Fv(z) = φv(z)
nv . Then G
(0)
v (z) = φv(z)
n = (Fv(z))
mv . We will patch the high-order
coefficients of G
(0)
v (z) by sequentially adjusting corresponding coefficients of Fv(z). As will
be seen, a small change in the latter produces a large change in the former. Write
Fv(z) =
m∑
i=1
(nv−1)Ni−1∑
j=0
av,ijϕi,nvNi−j(z) +
Λ∑
λ=1
av,λϕλ(z) .
To adjust G
(0)
v (z), we will replace Fv(z) with
(8.7) F̂v(z) = φv(z)
nv +
m∑
i=1
kNi−1∑
j=0
ηv,ijϕi,nvNi−j(z)
for appropriately chosen ηv,ij .
We will take ηv,i0 = 0 for each i, since ∆
(1)
v,i0 = 0. The remaining ηv,ij will be determined
recursively, in terms of the ∆
(k)
v,ij , in ≺N order; in particular, for each xi the ηv,ij will be
determined in order of increasing j. As Fv(z) is changed stepwise to F̂v(z), then G
(0)
v (z) =
(Fv(z))
mv is changed stepwise to G
(k)
v (z) = F̂v(z)
mv , passing through G
(1)
v (z), G
(2)
v (z), . . .,
G
(k−1)
v (z) at intermediate steps.
It will be useful to consider what happens as each ηv,ij is varied in turn. Suppose
Fˇv(z) is a function obtained at one of the intermediate steps, and at the next step Fˇv(z)
is replaced by Fˇ ′v(z) = Fˇv(z) + ηv,ijϕi,nvNi−j(z). Let k be such that (k − 1)Ni ≤ j < kNi.
When Fˇ ′v(z)mv is expanded using the binomial theorem, the result is
(8.8) Fˇ ′v(z)
mv = Fˇv(z)
mv + (mvηv,ij/c˜
nv−k−1
v,i ) · ϑ(k)v,ij(z)
where
ϑ
(k)
v,ij(z) = c˜
nv−k−1
v,i
(
ϕi,nvNi−j(z)Fˇv(z)
mv−1(8.9)
+
mv∑
t=2
1
mv
(
mv
t
)
ηt−1v,ijϕi,nvNi−j(z)
tFˇv(z)
mv−t
)
.
The first term on the right has a pole of order nNi− j at xi, while all the other terms have
poles of lower order at xi. Likewise, for each xi′ 6= xi, the first term has a pole of order
(n− nv)Ni′ at xi′ and all the other terms have poles of lower order.
Since we have required that the ∆
(k)
v,i0 = 0, the leading coefficient of each Fˇv(z) at xi is
c˜nvv,i, the same as that of φv(z)
nv . It follows that each ϑ
(k)
v,ij(z) has leading coefficient c˜
n−k−1
v,i
and meets the conditions of the Theorem.
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It is essentially trivial by continuity (but will be rigorously proved in Lemma 8.2 below),
that there is an ǫv > 0 such that if |ηv,ij | < ǫv for each i, j then
{z : |F̂v(z)| ≤ R̂nvNv } ⊂ {z : |φv(z)nv | ≤ RnvNv }
= {z : |φv(z)| ≤ RNv } ⊂ E0v .(8.10)
The numbers nv and c˜v,i 6= 0 are fixed. Assuming the existence of such an ǫv, let Bv be
the number in the statement of Theorem 8.1. Suppose n (and hence mv = n/nv) is large
enough that
(8.11)
Bv
mv
·max(1, max
1≤i≤m
(|c˜v,i|))nv < ǫv .
For all (i, j) with 1 ≤ j < kNi, the ∆(k)v,ij ∈ C satisfy |∆(k)v,ij | ≤ Bv. Hence, taking
ηv,ij =
1
mv
∆
(k)
v,ij c˜
nv−k−1
v,i
we have |ηv,ij | < ǫv and (8.10) holds. On the other hand, (8.8) becomes
Fˇ ′v(z)
mv = Fˇv(z)
mv +∆
(k)
v,ij · ϑ(k)v,ij(z)
for the chosen ∆
(k)
v,ij.
In summary, small changes ηv,ij in the coefficients of φv(z)
mv are “magnified” to large
changes ∆
(k)
v,ij in the coefficients of G
(0)
v (z). If these changes are carried out in ≺N order,
then at appropriate steps in the construction we obtain functions
G(k)v (z) = G
(k−1)
v (z) +
m∑
i=1
kNi−1∑
j=(k−1)Ni
∆
(k)
v,ijϑ
(k)
v,ij(z)
for k = 1, . . . , k. Note that the leading coefficients of the G
(k)
v (z) are never changed. Since
the leading coefficient of G
(0)
v (z) at xi is c˜
n
v,i, the same is true for each G
(k)
v (z). Similarly,
the leading coefficient of F̂v(z) at xi is c˜
nv
v,i.
To rigorously prove the existence of an ǫv for which (8.10) holds, we must use some
information about the ϕij(z).
Given a function F (z) ∈ C(C) and a number R > 0, write
WR = {z ∈ Cv(C) : |F (z)| ≤ R} ,
VR = {z ∈ Cv(C) : |F (z)| ≥ R}
(regarding the poles of F (z) as belonging to VR), and put
ΓR = {z ∈ Cv(C) : |F (z)| = R} .
Then ΓR is the common boundary of WR and VR.
Lemma 8.2. Let F (z) ∈ C(Cv) have polar divisor div(F )∞. Suppose that H(z) ∈ C(Cv)
has polar divisor div(H)∞ ≤ div(F )∞, and for some δ < 1 we have |H(z)| < δ · R on ΓR.
Then
{z ∈ Cv(C) : |F (z) +H(z)| ≤ (1 − δ) ·R} ⊂ WR .
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Proof. Consider G(z) = H(z)/F (z). On ΓR we have |G(z)| < δ. The hypothesis on
the poles implies that G(z) extends to a function holomorphic in VR. By the Maximum
Modulus Principle |G(z)| < δ on VR, so |H(z)| < δ · |F (z)| on VR. It follows that |F (z) +
H(z)| > (1−δ)|F (z)| ≥ (1−δ)R on VR, so {z ∈ Cv(C) : |F (z)+H(z)| ≤ (1−δ)·R} ⊂WR. 
To obtain (8.10), put M̂v = max1≤i≤m
(
max 1 ≤ j ≤ kNi‖ϕi,nvNi−j‖Ev
)
and let ǫv > 0
be small enough that
ǫv · kNM̂v < RnvNv − R̂nvNv .
Apply Lemma 8.2 with F (z) = φv(z)
nv and R = RnvNv , taking δ = 1 − (R̂v/Rv)nvN . By
hypothesis, we have WR ⊂ E0v . Take
H(z) =
m∑
i=1
kNi−1∑
j=1
ηv,ijϕi,nvNi−j(z)
where |ηv,ij | ≤ ǫv for each (i, j). Then |H(z)| ≤ ǫv · kNM̂v < δR on ΓR = {z ∈ Cv(z) :
|φv(z)nv | = RnvNv }, and F̂v(z) = F (z) + H(z), while R̂nvNv = (1 − δ)R, so (8.10) follows
from the Lemma.
Let Γ̂v denote the level curve {z : |F̂v(z)| = R̂nvNv }. By (8.10),
(8.12) Γ̂v ⊂ {z ∈ Cv(C) : |φv(z)| ≤ RNv } ⊂ E0v .
The function F̂v(z) and the curve Γ̂v will play a key role in the rest of the construction.
Phase 2. Patching the middle coefficients.
In this phase we carry out the patching process for k = k+ 1, . . . , n− 1. For each k we
begin with a function G
(k−1)
v (z), and we modify the coefficients with (k − 1)Ni ≤ j < kNi,
for each i. For each such j we can uniquely write
nNi − j = rij + (n− k − 1)Ni, with Ni < rij ≤ 2Ni.
We can then write
n− k − 1 = ℓ1 + ℓ2nv, with 0 ≤ ℓ1 < nv, 0 ≤ ℓ2 < mv,
so nNi − j = rij + ℓ1Ni + ℓ2nvNi. ut
ϑ
(k)
v,ij(z) = ϕi,rij (z)φv(z)
ℓ1F̂v(z)
ℓ2 .
Then ϑ
(k)
v,ij(z) has a pole of exact order nNi − j at xi, with leading coefficient c˜n−k−1v,i . Its
poles at the xi′ 6= xi are of order at most (n − k − 1)Ni′ , so it meets the conditions of the
theorem.
Modifying the coefficients stepwise in ≺N order, we put
(8.13) G(k)v (z) = G
(k−1)
v (z) +
m∑
i=1
kNi∑
j=(k−1)Ni+1
∆
(k)
v,ijϑ
(k)
v,ij(z)
where |∆(k)v,ij | ≤ hkNv .
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We now seek a bound for |ϑ(k)v,ij(z)| on the level curve Γ̂v. By definition, |F̂v(z)ℓ2 | =
R̂Nnvℓ2v on Γ̂v. Since R̂v = 2
−1/(Nnv)Rv it follows from (8.12) that on Γ̂v, for 0 ≤ ℓ1 < nv,
(8.14) |φv(z)ℓ1 | ≤ 2R̂Nℓ1v
Finally, |ϕi,rij (z)| ≤Mv on Γ̂v for all Ni + 1 ≤ rij ≤ 2Ni (in fact this holds for all z ∈ Ev).
Hence
|ϑ(k)v,ij(z)| ≤ |ϕi,rij | · |φv(z)ℓ1 | · |F̂v(z)ℓ2 | ≤ 2MvR̂N(n−k−1)v .
Since there are N terms in the sum (8.13), on Γ̂v
(8.15) |G(k)v (z)| ≤ |G(k−1)v (z)| +NhkNv · 2MvR̂N(n−k−1)v .
Phase 3. Patching the low-order coefficients.
In the final step we take
G(n)v (z) = G
(n−1)
v (z) +
Λ∑
λ=1
∆
(n)
v,λϕλ
where |∆(n)v,λ| ≤ hnNv for each λ.
Since Λ ≤ N , and each |ϕλ(z)| ≤Mv on Γ̂v (indeed on all of Ev), on Γ̂v
(8.16) |G(n)v (z)| ≤ |G(n−1)v (z)|+NMvhnNv .
To complete the proof, we must show that if n is sufficiently large then part (B) of
Theorem 8.1 holds. Assume that n is large enough that
(8.17) NMv
(
hv
rv
)nN
<
1
4
,
and recall that k satisfies
(8.18)
2NMv
1− (hv/rv)N ·
(hv
rv
)kN
<
1
4
.
Consider the total change on Γ̂v in passing from G
(k)
v (z) = F̂v(z)
mv to G
(n)
v (z). By
(8.15) and (8.16), for each z ∈ Γ̂v,
(8.19) |G(k)v (z)− F̂v(z)mv | ≤ NMvhnNv +
2NMv
R̂Nv
· R̂nNv ·
n−1∑
k=k
hkNv
R̂kNv
Since R̂v > rv > 1, by inserting (8.17), and (8.18) in (8.19), we find that on Γ̂v
(8.20) |G(n)v (z) − F̂v(z)mv | <
1
2
R̂nNv .
As |F̂v(z)mv | = R̂nNv on Γ̂v, by applying Lemma 8.2 with F (z) = F̂v(z)mv and H(z) =
G
(n)
v (z) − F̂v(z)mv , taking δ = 12 , we see that
{z ∈ Cv(C) : |G(n)v (z)| ≤
1
2
R̂nNv } ⊂ {z ∈ Cv(C) : |F̂v(z)mv | ≤ R̂nNv }
which is contained in E0v .
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Finally, if n is also large enough that
(8.21)
1
2
R̂nNv > r
nN
v ,
then
(8.22) {z ∈ Cv(C) : |G(n)v (z)| ≤ rnNv } ⊂ E0v .
A similar argument shows that {z ∈ Cv(C) : |G(k)v (z)| ≤ rnNv } ⊂ E0v for each k = 1, . . . , n.
In summary if n > k is divisible by nv and large enough that conditions (8.11), (8.17)
and (8.21) hold, the construction succeeds. 

CHAPTER 9
The Local Patching Construction when Kv ∼= R
In this section we give the confinement argument for Theorem 4.2 when Kv ∼= R. Write
Cv for C and | |v for | |. Let wv be the distinguished place of L = K(X) determined by the
embedding K˜ →֒ Cv used to identify X with a subset of Cv(Cv). Identify Kv with R, and
Lwv with R or C as appropriate.
Following the construction of the coherent approximating functions in Theorem 7.11,
we begin with the following data:
(1) A Kv-symmetric probability vector ~s ∈ Pm(Q) with positive rational coefficients.
(2) An R-simple set Ev: in particular Ev is nonempty and compact, stable under
complex conjugation, and is a union of finitely many pairwise disjoint, nonempty
compact sets Ev,1, . . . , Ev,ℓ such that each Ev,i is either
(a) a closed interval of positive length contained in Cv(R), or
(b) is disjoint from Cv(R), simply connected, has a piecewise smooth boundary,
and is the closure of its Cv(C)-interior.
(3) Let E0v be the quasi-interior of Ev, the union of the real interiors of the components
Ev,i ⊂ Cv(R) and the complex interiors of the components Ev,i ⊂ Cv(C)\Cv(R);
then we are given a Cv(C)-open set Uv such that
(a) Uv ∩Ev = E0v ,
(b) the components of Uv are simply connected, and
(c) the closure Uv is disjoint from X.
(4) Parameters hv , rv, Rv, with 1 < hv < rv < Rv, which govern the freedom in the
patching process.
(5) A number N and an (X, ~s)-function φv(z) ∈ Kv(C) of degree N whose zeros all
belong to E0v , and which has the following properties:
(a) φ−1v (D(0, 2RNv )) ⊂ Uv.
(b) For each component Ev,i ⊂ Cv(R), if φv(z) has τj zeros in Ev,j , then φv(z)
oscillates τj times between ±2RNv on Uv ∩ Ev,j .
(6) Put Ni = Nsi for each i, and write c˜v,i = limz→xi φv(z) · gxi(z)Ni for the leading
coefficient of φv(z) at xi; then we are given an order ≺N on the index set I =
{(i, j) ∈ Z2 : 1 ≤ i ≤ m, 0 ≤ j} determined by N and ~s as in (7.41), which gives
the sequence in which coefficients are patched. We will use the L-rational basis
{ϕij , ϕλ} from §3.3 to expand all functions, and Λ = dimK(Γ(
∑m
i=1Ni(xi))) will
be the number of low-order basis elements, as in §7.4. The order ≺N respects
the N -bands (7.42), and for each xi ∈ X, specifies the terms to be patched in
decreasing pole order.
Let D(0, R) = {z ∈ C : |z| ≤ R} be the filled disc, and let E(a, b) = {x + iy ∈ C :
x2/a2 + y2/b2 ≤ 1} be the filled ellipse. Write C(0, R) = ∂D(0, R) and ∂E(a, b) for their
boundaries, and note that if a > b then D(0, b) ⊂ E(a, b) ⊂ D(0, a).
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Let Tn(z) be the Chebyshev polynomial of degree n for the interval [−2, 2], defined
by Tn(2 cos(θ)) = 2 cos(nθ). Equivalently, Tn(z) is the unique polynomial of degree n for
which Tn(z+1/z) = z
n+1/zn. For each R > 0, let Tn,R(z) = R
nTn(z/R) be the Chebyshev
polynomial for the interval [−2R, 2R]. Then Tn,R(z) is monic of degree n with coefficients
in R, and as noted in ([48]),
(9.1) Tn,R(z) = z
n +
⌊n/2⌋∑
k=1
n
k
(
n− k − 1
k − 1
)
R2kzn−2k .
Furthermore, Tn,R(z) has the following mapping properties:
First, Tn,R([−2R, 2R]) = [−2Rn, 2Rn] and T−1n,R([−2Rn, 2Rn]) = [−2R, 2R]. These facts
follow from the identity Tn(2 cos(θ)) = 2 cos(nθ), which means that Tn,R oscillates n times
between ±2Rn on [−2R, 2R]. Second, for each t > R,
Tn,R
(
E(t+
R2
t
, t− R
2
t
)
)
= E(tn +
R2n
tn
, tn − R
2n
tn
)
and
(
Tn,R
)−1(
E(tn +
R2n
tn
, tn − R
2n
tn
)
)
= E(t+
R2
t
, t− R
2
t
) .
Indeed, Tn,R gives an n-to-1 map from E(t+R
2/t, t−R2/t) onto E(tn+R2n/tn, tn−R2n/tn)
(counting multiplicities). This follows from the definition of Tn,R and the commutativity of
the diagram
C(0, t/R)
zn−→ C(0, tn/Rn)
↓ z + 1z ↓ z + 1z
∂E(t/R +R/t, t/R −R/t) Tn(z)−→ ∂E(tn/Rn +Rn/tn, tn/Rn −Rn/tn) .
Theorem 9.1. Suppose Kv ∼= R. Let Ev ⊂ Cv(R)\X be a Kv-simple set. Let Uv be an
open set in Cv(Cv) with Uv ∩Ev = E0v , whose components are simply connected, and whose
closure Uv is disjoint from X. Let ~s ∈ Pm(Q) be a Kv-symmetric probability vector with
positive rational coefficients, and let 1 < hv < rv < Rv be numbers.
Let φv(z) ∈ Kv(C) be an (X, ~s)-function of degree N whose zeros belong to E0v , satisfying
(1) ϕ−1(D(0, 2RNv )) ⊂ Uv,
(2) For each component Ev,i contained in Cv(R), if φv(z) has τi zeros in Ev,i, then
φv(z) oscillates τi times between ±2RNv on Ev,i.
Let c˜v,i be the leading coefficient of φv(z) at xi, and put
Mv = max( max
1≤i≤m
Ni<j≤2Ni
‖ϕij‖Uv , max1≤λ≤Λ ‖ϕλ‖Uv) .
Let kv > 0 be the least integer such that
(9.2)
16NMv
1− (hv/rv)N ·
(hv
rv
)kvN < 1
4
,
and let k ≥ kv be a fixed integer. Let Bv > 0 be an arbitrary constant. Then there is
an integer nv, depending on φv(z), k, Bv, rv, and Rv, such that for each sufficiently large
integer n divisible by nv, one can carry out the local patching process at Kv as follows:
Write n = mvnv. For suitable R̂1, R̂2 with rv < R̂2 < R̂1 < Rv, put
G(0)v (z) = Tmv ,R̂nvN2
(T
nv ,R̂N1
(φv(z))) .
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For each k, 1 ≤ k < n, let {∆(k)v,ij ∈ Cv}(i,j)∈BandN (k) be an arbitrary Kv-symmetric set of
numbers given recursively in ≺N order, subject to the conditions that for each i, we have
∆
(1)
v,i0 = 0 and for each j > 0
(9.3) |∆(k)v,ij |v ≤
{
Bv if k ≤ k ,
hkNv if k > k .
For k = n, let {∆(n)v,λ ∈ Cv}1≤λ≤Λ be an arbitrary Kv-symmetric set of numbers satisfying
(9.4) |∆(n)v,λ|v ≤ hnNv .
Then one can inductively construct (X, ~s)-functions G
(1)
v (z), . . . , G
(n)
v (z) in Kv(C), of com-
mon degree nN , having the following properties:
(A) For each k = 1, . . . , n, there are functions ϑ
(k)
v,ij(z) ∈ Lwv(C), determined recursively in
≺N order, such that
G(k)v (z) = G
(k−1)
v (z) +
∑
(i,j)∈BandN (k)
∆
(k)
v,ijϑ
(k)
v,ij(z) for k < n ,
G(n)v (z) = G
(n−1)
v (z) +
Λ∑
λ=1
∆
(n)
v,λϕλ(z) ,
and where for each (i, j),
(1) ϑ
(k)
v,ij(z) has a pole of order nNi − j > (n− k − 1)Ni at xi and leading coefficient
c˜n−k−1v,i , a pole of order at most (n− k − 1)Ni′ at each xi′ 6= xi, and no other poles;
(2)
∑
(i′,j)∈Autc(Cv/Kv)(i,j)∆
(k)
v,i′jϑ
(k)
v,i′j(z) belongs to Kv(C);
(B) For each k = 1, . . . , n,
(1) the zeros of G
(k)
v (z) all belong to E0v , and for each component Ev,i of Ev, if φv(z)
has τi zeros in Ev,i, then G
(k)
v (z) has Ti = nτi zeros in Ev,i.
(2) {z ∈ Cv(Cv) : |G(k)v (z)|v ≤ 2rnNv } ⊂ Uv, and
(3) for each component Ev,i contained in Cv(R), G(k)v (z) oscillates Ti times between
±2rnNv on Ev,i.
Remark. As in the patching construction when Kv ∼= C, a key feature of Theorem 9.1 is
that by choosing n appropriately, the freedom Bv in patching the coefficients for k ≤ k can
be made arbitrarily large. Again this is accomplished by using ‘magnification’. The degree
of φv(z) is raised by a two-stage composition with Chebyshev polynomials.
The argument confining the roots of the G
(k)
v (z) to Ev has two parts. One part, which
goes back to Fekete and Szego¨ ([25]) and uses the Maximum Modulus principle, confines the
roots to Uv and shows that the number of roots in each component of Uv is preserved. Since
Uv∩Ev = E0v , if Ev,i is a component of Ev which is disjoint from Cv(R), this means that roots
in E0v,i must remain there. The other part, which goes back to Robinson ([48]), is based
on oscillation properties of Chebyshev polynomials and the intermediate value theorem. It
shows that the number of roots in each component Ev,i contained in Cv(R) is preserved.
The mapping properties of Chebyshev polynomials discussed before the statement of the
Theorem enable to us carry out both confinement arguments simultaneously.
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Proof of Theorem 9.1. Let k ≥ kv and Bv > 0 be as in the Theorem. Choose
nv ∈ N large enough that nv > k and 8−1/(nvN)Rv > rv. Put R̂1 = 2−1/(nvN)Rv and
R̂2 = 8
−1/(nvN)Rv, so that rv < R̂2 < R̂1 < Rv and 2R̂nvN1 = R
nvN
v , 4R̂
nvN
2 = R̂
nvN
1 . Set
Fv(z) = Tnv,R̂N1
(φv(z)) .
Let n be a multiple of nv, write n = mvnv, and put
G(0)v (z) = Tmv,R̂nvN2
(
Tnv,R̂N1
(φv(z))
)
= T
mv,R̂
nvN
2
(
Fv(z)
)
.
We will begin by investigating the mapping properties of Fv(z) and G
(0)
v (z). We first
show that all the zeros of Fv(z) belong to E
0
v , and that for each component Ev,i of Ev, if
φv has τi zeros in Ev,i, then Fv(z) has nvτi zeros in Ev,i (counted with multiplicities).
Let t1 be the largest real root of
tnvN1 +
R̂2nvN1
tnvN1
= 4R̂nvN1 ,
so that tnvN1 = (2 +
√
3)R̂nvN1 = ((2 +
√
3)/2)RnvNv . Put
a1 = t
N
1 +
R̂2N1
tN1
, A1 = t
nvN
1 +
R̂2nvN1
tnvN1
= 4R̂nvN1 = 2R
nvN
v ,
b1 = t
N
1 −
R̂2N1
tN1
, B1 = t
nvN
1 −
R̂2nvN1
tnvN1
= 2
√
3R̂nvN1 =
√
3RnvNv ;
then
Tnv,R̂N1
(E(a1, b1)) = E(A1, B1) .
Here a1 = g(1/nv) · RNv where g(x) = ((2 +
√
3)/2)x + (2(2 +
√
3))−x. Using Calculus, one
sees that g(x) < 2 for 0 < x < 1, so a1 < 2R
N
v . It follows that
E(a1, b1) ⊂ D(0, 2RNv ) ,(9.5)
D(0,
√
3RnvNv ) ⊂ E(A1, B1) ⊂ D(0, 2RnvNv ) .(9.6)
As 2R̂nvN1 = R
nvN
v , (9.6) shows that
(9.7) D(0, 2R̂nvN1 ) ⊂ E(A1, B1) .
Since φ−1v (D(0, 2RNv )) ⊂ Uv and T−1nv,R̂N1 (E(A1, B1)) = E(a1, b1), (9.5) gives
F−1v (E(A1, B1)) ⊂ Uv .
For each component Ev,i of Ev contained in Cv(R), the function φv is real-valued and
oscillates τi times between ±2RNv on Ev,i. Since [−2R̂N1 , 2R̂N1 ] ⊂ [−2RNv , 2RNv ] and Tnv,R̂N1
oscillates nv times between ±2R̂nvN1 on [−2R̂N1 , 2R̂N1 ], it follows that Fv(z) oscillates nvτi
times between ±2R̂nvN1 on Ev,i.
If Ev,i is a component of Ev disjoint from Cv(R), then Uv ∩ Ev,i = E0v,i. Since Tnv,R̂N1
has nv zeros in E(a1, b1), and Ev,i is simply connected with a piecewise smooth boundary,
the Argument Principle shows that Fv(z) has nvτi zeros in E
0
v,i. On the other hand, if Ev,i
is a component contained in Cv(R), then by the discussion above Fv(z) has at least nvτi
zeros in E0v,i. Since
∑
i nvτi = nvN and Fv(z) has degree nvN , these zeros account for all
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the zeros of Fv(z). Thus all the zeros of Fv(z) belong to E
0
v , and Fv(z) has exactly nvτi
zeros in each Ev,i.
Next, let t2 be the largest real root of
tnvN2 +
R̂2nvN2
tnvN2
= 4R̂nvN2 ,
so that tnvN2 = (2 +
√
3)R̂nvN2 . If we put
a2 = t
nvN
2 +
R̂2nvN2
tnvN2
= 4R̂nvN2 = R̂
nvN
1 ,
b2 = t
nvN
2 −
R̂2nvN2
tnvN2
= 2
√
3R̂nvN2 =
√
3
2
R̂nvN1 ,
and
A2 = t
mvnvN
2 +
R̂2mvnvN2
tmvnvN2
=
(
1 + (2−
√
3)2mv
)
tnN2 ,
B2 = t
mvnvN
2 −
R̂2mvnvN2
tmvnvN2
=
(
1− (2−
√
3)2mv
)
tnN2 ,
then T
mv ,R̂
nvN
2
(E(a2, b2)) = E(A2, B2).
Since T−1
mv ,R̂
nvN
2
(E(A2, B2)) = E(a2, b2) and E(a2, b2) ⊂ D(0, R̂nvN1 ) ⊂ E(A1, B1), it
follows that
(9.8)
(
G(0)v
)−1
(E(A2, B2)) ⊂ F−1v (E(A1, B1)) ⊂ Uv .
Since [−2R̂nvN2 , 2R̂nvN2 ] ⊂ E(a2, b2) and Tmv,R̂nvN2 oscillates mv times between ±2R̂
nN
2 on
[−2R̂nvN2 , 2R̂nvN2 ], an argument similar to the one for Fv(z) shows that G(0)v (z) oscillates nτi
times between ±2R̂nN2 on each Ev,i contained in Cv(R), that all the zeros of G(0)v (z) belong
to E0v , and that G
(0)
v (z) has Ti = nτi zeros in each Ev,i (counting multiplicities).
We now turn to the patching construction, which will be carried out in three phases.
Phase 1. Patching the high-order coefficients.
In this phase we carry out the patching for stages k = 1, . . . , k. The fact that E(a2, b2) ⊂
D(0, R̂nvN1 ), while D(0, 2R̂
nvN
1 ) ⊂ E(A1, B1), gives us freedom to adjust Fv(z) while main-
taining (9.8), and this is the basis for the magnification argument. Write T̂ℓ(z) for Tℓ,R̂nvN2
(z).
Using the basis functions ϕij(z), ϕλ(z) we can write
(9.9) G(0)v (z) =
m∑
i=1
(n−1)Ni−1∑
j=0
Av,ijϕi,nNi−j(z) +
Λ∑
λ=1
Av,λϕλ(z) .
Here Av,i0 = c˜
n
v,i, for each i. The coefficients Av,ij with j = 0, . . . , kNi − 1 will be deemed
“high order”. They will be patched a magnification argument similar to the one when
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Kv ∼= C: we will sequentially modify the coefficients of Fv(z), changing it from
Fv(z) =
m∑
i=1
(nv−1)Ni−1∑
j=0
av,ijϕi,nvNi−j(z) +
Λ∑
λ=1
av,λϕλ(z)
to
F̂v(z) = Fv(z) +
m∑
i=1
kNi−1∑
j=1
ηv,ijϕi,nvNi−j(z) ,
thereby stepwise changing G
(0)
v (z) = T̂mv (Fv(z)) to Ĝv(z) = T̂mv(F̂v(z)). We will require
the ηv,ij to be Kv-symmetric, so F̂v(z) is Kv-rational.
We claim there there is an ǫv > 0 such that if the ηv,ij are Kv-symmetric and each
|ηv,ij |v < ǫv, then F̂v oscillates nvτi times between ±R̂nvN1 on each Ev,i contained in Cv(R),
and
(9.10) F̂−1v
(
D(0, R̂nvN1 )
) ⊂ Uv .
To see this, put M̂v = max1≤i≤m
(
max1≤j≤kNi ‖ϕi,nvNi−j‖Uv
)
and take ǫv small enough
that ǫv · kNM̂v < R̂nvN1 . Write
Hv(z) =
m∑
i=1
kNi−1∑
j=1
ηv,ijϕi,nvNi−j(z) ,
so that F̂v(z) = Fv(z)+Hv(z). Since the ηv,ij and ϕi,nvNi−j(z) are Kv-symmetric, Hv(z) is
Kv-symmetric and in particular is real-valued on Cv(R). At each z where |Fv(z)|v = 2R̂nvN1
we have |Hv(z)|v < ε · kNM̂v < R̂nvN1 , and so |F̂v(z)|v > R̂nvN1 . If Ev,i is a component of
Ev contained in Cv(R), then since Fv(z) oscillates nvτi times between ±2R̂nvN1 on Ev,i, it
follows that F̂v(z) oscillates nvτi times between ±R̂nvN1 on Ev,i. It remains to show (9.10).
For this, put Γ = {z ∈ Cv(C) : |Fv(z)|v = 2R̂nvN1 }, and apply Lemma 8.2 to Fv(z) and
Hv(z), taking R = 2R̂
nvN
1 and δ = 1/2. Since F
−1
v
(
D(0, 2R̂nvN1 )
) ⊂ Uv, we conclude that
F̂−1v
(
D(0, R̂nvN1 )
) ⊂ Uv.
Since [−2R̂nvN2 , 2R̂nvN2 ] ⊂ E(a2, b2) ⊂ D(0, R̂nvN1 ), the same argument as for G(0)v (z)
shows that Ĝv(z) = Tmv ,R̂nvN2
(F̂v(z)) oscillates nτi times between ±2R̂nN2 on each Ev,i
contained in Cv(R), that all the zeros of Ĝv(z) belong to E0v , that Ĝv(z) has Ti = nτi zeros
in each Ev,i (counting multiplicities), and that
(9.11) Ĝ−1v
(
E(A2, B2)
) ⊂ Uv .
Let Bv > 0 be the number in the statement of Theorem 9.1. We now show that by
choosing the n and the ηv,ij appropriately, we can achieve freedom Bv in patching the high
order coefficients. That is, the ∆
(k)
v,ij with 1 ≤ j < kNi can be can be specified arbitrarily,
provided that they are Kv-symmetric and satisfy |∆(k)v,ij |v ≤ Bv.
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By (9.1),
G(0)v (z) = T̂mv (Fv(z))
= Fv(z)
mv +
⌊mv/2⌋∑
k=1
(−1)kmv
k
(
mv − k − 1
k − 1
)
R̂2knvN2 Fv(z)
mv−2k .
When the right side is expanded in terms of the basis functions, only the pure power Fmvv (z)
can contribute to the coefficients of ϕi,nNi−j(z) with j < 2nvNi; in particular this holds for
j < kNi.
Since only Fv(z)
mv contributes to the high order coefficients, essentially the same ar-
gument applies here as in the patching construction over C. By sequentially adjusting the
numbers ηv,ij we will modify the corresponding coefficients in the expansion of T̂mv (Fv(z)).
By (8.8), the change in Av,ij induced by replacing av,ij with av,ij + ηv,ij is
∆
(k)
v,ij = mvηv,ij/c˜
nv−k+1
v,ij .
Conversely, if a desired change ∆
(k)
v,ij is given, then taking
(9.12) ηv,ij =
c˜nv−k−1v,ij ∆
(k)
v,ij
mv
will produce that change.
Henceforth we will assume n is large enough that (with mv = n/nv)
(9.13)
Bv
mv
·max(1, max
1≤i≤m
(|c˜v,i|v))nv < ǫv .
If |∆(k)v,ij |v < Bv, and ηv,ij is defined by (9.12), then |ηv,ij |v < ǫv so our discussion about the
mapping properties of F̂v(z) applies.
For i = 1, . . . ,m and j = 0, since ∆
(1)
v,i0 = 0 we have ηv,i0 = 0. The remaining ηv,ij will
be determined recursively, in terms of the ∆
(k)
v,ij , in ≺N order; in particular, for each xi the
ηv,ij will be determined in order of increasing j. As Fv(z) is changed stepwise to F̂v(z),
then G
(0)
v (z) = T̂mv (Fv(z)) is changed stepwise to G
(k)
v (z) = T̂mv (F̂v(z)), passing through
G
(1)
v (z), G
(2)
v (z), . . ., G
(k−1)
v (z) at intermediate steps.
Consider what happens as each ηv,ij is varied in turn. Suppose Fˇv(z) is a function
obtained at one of the intermediate steps, and at the next step Fˇv(z) is replaced by Fˇ
′
v(z) =
Fˇv(z) + ηv,ijϕi,nvNi−j(z).
If xi ∈ Cv(R), then ϕi,nvNi−j ∈ Kv(C) and c˜v,i ∈ R. By hypothesis, ∆(k)v,ij ∈ R, so
ηv,ij ∈ R and
Fˇ ′v(z) := Fˇv(z) + ηv,ijϕi,nvNi−j(z)
is Kv-symmetric. Considering an expansion similar to (8.9) one sees that
T̂mv(Fˇ
′
v(z)) = T̂mv (Fˇv(z)) + ∆
(k)
v,ijϑv,ij(z)
for a Kv-rational (hence Kv-symmetric) function ϑv,ij(z) meeting the conditions of the
theorem.
If xi ∈ Cv(C)\Cv(R), let z denote the complex conjugate of z, and let i be the index such
that xi = xi. As observed in the remark after Theorem 7.11, we can assume without loss
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that (i, j) and (i, j) are consecutive indices under ≺N . By our hypothesis of Kv-symmetry,
∆
(k)
v,ij
= ∆
(k)
v,ij , and c˜v,i = c˜v,i, so ηv,ij = ηv,ij and Ni = Ni. Hence, after two steps
Fˇ ′′v (z) = Fˇv(z) + ηv,ijϕi,nvNi−j(z) + ηv,ijϕi,nvNi−j(z)
is Kv-symmetric. After grouping the terms in the multinomial expansions appropriately,
one sees that
T̂mv (Fˇ
′′
v (z)) = T̂mv(Fˇv(z)) + ∆
(k)
v,ijϑ
(k)
v,ij(z) + ∆
(k)
v,ij
ϑ
(k)
v,ij
(z)
where ϑ
(k)
v,ij(z), ϑ
(k)
v,ij
(z) ∈ Lwv(C) meet the conditions of the theorem.
The order ≺N specifies the ηv,ij in “N -bands” with (k − 1)Ni ≤ j < kNi, for k =
1, 2, . . . , k. When we have completed patching the kth band, we obtain a function G
(k)
v (z)
which oscillates nτi times between ±2R̂nN2 on each real component E0v,i, and satisfies {z :
G
(k)
v (z) ∈ E(A2, B2)} ⊂ Uv. Since the ∆(k)v,ij are Kv-symmetric, each G(k)v (z) will be Kv-
rational.
The final function F̂v(z) thus obtained, for which
G(k)v (z) = T̂mv (F̂v(z)) ,
will play an important role in the rest of the argument. Note that the leading coefficient of
F̂v(z) at xi is c˜
nv
v,i.
Phase 2. Patching the middle coefficients.
In this phase we will construct functions G
(k)
v (z) for k = k + 1, . . . , n− 1, setting
(9.14) G(k)v (z) = G
(k−1)
v (z) +
m∑
i=1
kNi−1∑
j=(k−1)Ni
∆
(k)
v,ijϑv,ij(z)
for the given ∆
(k)
v,ij and appropriate functions ϑv,ij(z) ∈ Lwv(C), adjoining the terms in ≺N
order. The conditions of theorem require that the ∆
(k)
v,ij ∈ C be Kv-symmetric; they also
satisfy
|∆(k)v,ij |v ≤ hkNv .
The ϑv,ij(z) will be Autc(Cv/Kv)-equivariant, so for each (i, j)∑
(i′,j)∈Autc(Cv/Kv)(i,j)
∆
(k)
v,ijϑv,ij(z) ∈ Kv(C) ;
consequently G
(k)
v (z) ∈ Kv(C) as well.
Fix k, and write
n− k − 1 = ℓ1 + nvℓ2, with 0 ≤ ℓ1 < nv, 0 ≤ ℓ2 < mv.
For each i, and each j with (k − 1)Ni ≤ j < kNi, we can uniquely write
nNi − j = rij + (n− k − 1)Ni where Ni < rij ≤ 2Ni
so nNi − j = rij + ℓ1Ni + ℓ2nvNi. Put
ϑv,ij(z) = ϕi,rij (z) · Tℓ1,RN1 (φv(z)) · T̂ℓ2(F̂v(z)) .
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Then ϑv,ij(z) has a pole of order nNi − j at xi, and leading coefficient c˜n−k−1v,i . Its poles at
the xi′ 6= xi are of order at most (n− k − 1)Ni′ , so it meets the requirements of the global
patching process. Since the ϕij(z) are Autc(Cv/Kv)-equivariant, and φv(z) and F̂v(z) are
Kv-rational, the ϑv,ij(z) are Autc(Cv/Kv)-equivariant.
Define
Ê1 = {z ∈ Ev ∩ Cv(R) : φv(z) ∈ [−2R̂nvN1 , 2R̂nvN1 ]} ,
Ê2 = {z ∈ Ev ∩ Cv(R) : F̂v(z) ∈ [−2R̂nvN2 , 2R̂nvN2 ]}
= {z ∈ Cv(R) : G(k)v (z) ∈ [−2R̂nN2 , 2R̂nN2 ]} .
By construction, Ê2 ⊂ Ê1 ⊂ Ev ∩ Cv(R). Likewise, put
Ŵ1 = φ
−1
v (E(a1, b1)) = F
−1
v (E(A1, B1)) ,
Ŵ2 = F̂
−1
v (E(a2, b2)) =
(
G(k)v
)−1
(E(A2, B2)) .
Then Ŵ2 ⊂ Ŵ1 ⊂ Uv.
We will now bound the change in |G(k)v (z)−G(k−1)v (z)|v on Ê2 and Ŵ2. We first bound
‖G(k)v −G(k−1)v ‖Ê2 , and we begin by showing that for each (i, j) occurring in (9.14),
(9.15) ‖ϑv,ij‖Ê2 ≤ 16MvR̂
(n−k−1)N
2 .
To see this, note that by the definition of Mv, we have |ϕi,rij (z)|v ≤ Mv for all z ∈
Ev ∩ Cv(R). Also, since ℓ1 < nv, for each z ∈ Ê1,
|Tℓ1,RN1 (φv(z))|v ≤ 2R̂
ℓ1N
1 ≤ 8R̂ℓ1N2 .
by the definitions of R̂1 and R̂2. Finally, by the properties of Chebyshev polynomials, for
each z ∈ Ê2.
|T̂ℓ2(F̂v(z))|v ≤ 2R̂ℓ2nvN2
Combining these, and using that Ê2 ⊂ Ê1 ⊂ Ev ∩ Cv(R), gives (9.15).
Since each |∆(k)v,ij |v ≤ hkNv and 1 < rv < R̂2, it follows that
‖G(k)v −G(k−1)v ‖Ê2 ≤
m∑
i=1
kNi−1∑
j=(k−1)Ni
|∆(k)v,ij |v‖ϑv,ij(z)‖Ê2
≤ N · hkNv · 16MvR̂(n−k−1)N2 =
16NMv
R̂N2
· R̂nN2 ·
( hv
R̂2
)kN
(9.16)
< 16NMv · R̂nN2 ·
(
hv
rv
)kN
.
We next bound ‖G(k)v −G(k−1)v ‖Ŵ2 . We claim that for each (i, j) in (9.14),
(9.17) ‖ϑv,ij‖Ŵ2 ≤ 5Mvt
(n−k−1)N
2 .
To see this, recall that |ϕi,rij (z)|v ≤ Mv for all z ∈ Uv. Also, note that Tℓ1,R̂N1 maps
E(a1, b1) to E(A
(ℓ1), B(ℓ1)) where B(ℓ1) < A(ℓ1) and
A(ℓ1) = tℓ1N1 +
R̂2ℓ1N1
tℓ1N1
=
(
1 + (2−
√
3)2ℓ1
) · tℓ1N1 < 1.1 · tℓ1N1 .
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Since tnvN1 = (2 +
√
3)R̂nvN1 , R̂
nvN
1 = 4R̂
nvN
2 and t
nvN
2 = (2 +
√
3)R̂nvN2 , we have t
nvN
1 =
4tnvN2 and for 0 ≤ ℓ1 < nv it follows that tℓ1N1 < 4tℓ1N2 . This means that E(A(ℓ1), B(ℓ1)) ⊂
D(0, 1.1 · 4tℓ1N2 ), so for each z ∈ Ŵ1 = φ−1v (E(a1, b1)),
(9.18) |Tℓ1,R̂N1 (φv(z))|v ≤ 1.1 · 4t
ℓ1N
2 .
Similarly, since T̂ℓ2 = Tℓ2,R̂nvN2
maps E(a2, b2) to E(A˜
(ℓ2), B˜(ℓ2)) where B˜(ℓ2) < A˜(ℓ2) and
A˜(ℓ1) = tℓ2nvN2 +
R̂2ℓ2nvN2
tℓ2nvN2
=
(
1 + (2−
√
3)2ℓ2
) · tℓ2nvN2 < 1.1 · tℓ1nvN2 ,
for each z ∈ Ŵ2 = F̂−1v (E(a2, b2)) we have
(9.19) |T̂ℓ2(F̂v(z))|v ≤ 1.1 · tℓ2nvN2 .
Since Ŵ2 ⊂ Ŵ1 ⊂ Uv and 4 · (1.1)2 < 5, combining (9.18) and (9.19) gives (9.17).
Since each |∆(k)v,ij |v ≤ hkNv and 1 < rv < R̂2 < t2, it follows that
‖G(k)v −G(k−1)v ‖Ŵ2 ≤
m∑
i=1
kNi−1∑
j=(k−1)Ni
|∆(k)v,ij |v‖ϑv,ij(z)‖Ŵ2
≤ N · hkNv · 5Mvt(n−k−1)N2 =
5NMv
tN2
· tnN2 ·
(hv
t2
)kN
(9.20)
< 5NMv · tnN2 ·
(
hv
rv
)kN
.
Phase 3. Patching the low-order coefficients.
In the final step we take
G(n)v (z) = G
(n−1)
v (z) +
Λ∑
λ=1
∆
(n)
v,λϕλ
with Kv-symmetric ∆
(n)
v,λ satisfying |∆(n)v,λ|v ≤ hnNv for each λ. Since Λ ≤ N , and each
|ϕλ|v ≤Mv on Uv, it follows that on Ê2
(9.21) ‖G(n)v −G(n−1)v ‖Ê2 ≤ NMvh
nN
v < 16NMv · R̂nN2 ·
(hv
rv
)nN
,
while on Ŵ2
(9.22) ‖G(n)v −G(n−1)v ‖Ŵ2 ≤ NMvh
nN
v < 5NMv · tnN2 ·
(hv
rv
)nN
.
To conclude the proof, we show that if n is sufficiently large, then G
(n)
v (z) has the
mapping properties in part (B) of the Theorem. A similar argument applies to G
(k)
v (z) for
each k = 1, . . . , n.
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Consider the total change in passing from G
(k)
v (z) = T̂mv(F̂v(z)) to G
(n)
v (z). By (9.16)
and (9.21), for each z ∈ Ê2,
|G(n)v (z)−G(k)v (z)|v ≤ 16NMv · R̂nN2 ·
n∑
k=k
(
hv
rv
)kN
<
16NMv
1− (hv/rv)N ·
(hv
rv
)kN · R̂nN2 .
Since k ≥ kv, assumption (9.2) in Theorem 9.1 shows that
(9.23) ‖G(n)v −G(k)v ‖Ê2 <
1
4
R̂nN2 .
Similarly, on Ŵ2
(9.24) ‖G(n)v −G(k)v ‖Ŵ2 <
1
4
tnN2 .
We first show that
(9.25) {z ∈ Cv(C) : |G(n)v (z)|v ≤
1
2
tnN2 } ⊂ Uv .
Let Γ̂2 = ∂Ŵ2 = {z ∈ Cv(C) : G(k)v (z) ∈ ∂E(A2, B2)}. Since A2 > B2 and
B2 = (1− (2−
√
3)2mv )tnN2 > 0.9t
nN
2 ,
for each z ∈ Γ̂2 we have |G(k)v (z)|v > 0.9tnN2 . By (9.24), |G(n)v (z) − G(k)v (z)|v < 0.25tnN2 .
Applying Lemma 8.2 with F (z) = G
(k)
v (z) and H(z) = G
(n)
v (z)−G(k)v (z), we see that
{z ∈ Cv(C) : |G(n)v (z)|v ≤ 0.65tnN2 } ⊂ Ŵ2 ,
which yields (9.25).
If Ev,i is a component of Ev which is disjoint from Cv(R), then G(k)v (z) has nτi zeros in
E0v,i. Put Ŵ2,i = Ŵ2∩Ev,i. Since Ŵ2 ⊂ Uv and Uv ∩Ev,i = E0v,i, it follows that Ŵ2,i ⊂ E0v,i.
Applying Rouche´’s theorem to G
(k)
v (z) and G
(n)
v (z) on ∂Ŵ2,i, we conclude that G
(n)
v (z) has
nτi zeros in E
0
v,i as well.
We next show that if Ev,i is a component of Ev contained in Cv(R), thenG(n)v (z) oscillates
nτi times between ±(7/4)R̂nN2 on Ev,i. Recall that G(k)v (z) = T̂mv (F̂v(z)) oscillates nτi times
between ±2R̂nN2 on Ev,i. Equation (9.23) shows that at each zi ∈ Ev,i where G(k)v (zi) =
±2R̂nN2 , then G(n)v (zi) has the same sign as G(k)v (zi) and |G(n)v (zi)|v ≥ (7/4)R̂nN2 . Hence
G
(n)
v (z) oscillates nτi times between ±(7/4)R̂nN2 on Ev,i, and in particular it has nτi zeros
in E0v,i.
Since G
(n)
v (z) has degree nN and
∑
nτi = nN , all the zeros of G
(n)
v (z) lie in E0v . Since
t2 > R̂2 > rv, for all sufficiently large n we have (1/2)t
nN
2 > 2r
nN
v and (7/4)R̂
nN
2 > 2r
nN
v .
For such n, G
(n)
v (z) oscillates nτi times between ±2rnNv on each Ev,i contained in Cv(R),
and
{z ∈ Cv(C) : |G(n)v (z)|v ≤ 2rnNv } ⊂ Uv .
Thus the construction succeeds for any integer n divisible by nv which is large enough that
condition (9.13) holds and n > k, (1/2)tnN2 > 2r
nN
v , and (7/4)R̂
nN
2 > 2r
nN
v . 

CHAPTER 10
The Local Patching Construction for Nonarchimedean
RL-domains
In this section we give the confinement argument for Theorem 4.2 when Kv is nonar-
chimedean, and Ev is a Kv-rational RL-domain.
Let qv be the order of the residue field of Kv. Let wv be the distinguished place
of L = K(X) determined by the embedding K˜ →֒ Cv used to identify X with a subset
of Cv(Cv), and view Lwv as a subset of Cv. Following the construction of the coherent
approximating functions in Theorems 7.11 and 7.16, we begin with the following data:
(1) A Kv-symmetric probability vector ~s ∈ Pm(Q) with positive rational coefficients;
(2) A number N , a number Rv ∈ |C×v |v, and an (X, ~s)-function φv(z) ∈ Kv(C) of degree
N such that
{z ∈ Cv(Cv) : |φv(z)|v ≤ RNv } = Ev .
If char(Kv) = p > 0, we will assume that the number J from the construction
of the L-rational and Lsep-rational bases in §3.3 divides Ni := Nsi, and that the
leading coefficient c˜v,i of φv(z) at xi belongs to Kv(xi)
sep, for each i = 1, . . . ,m.
(3) Parameters hv and rv such that 0 < hv < rv ≤ Rv, which govern the freedom in
the patching process;
(4) An order ≺N on the index set I = {(i, j) ∈ Z2 : 1 ≤ i ≤ m, 0 ≤ j} determined by
N and ~s as in (7.41), which gives the sequence in which coefficients are patched.
We will use the L-rational basis {ϕij , ϕλ} from §3.3 to expand functions, and Λ =
dimK(Γ(
∑m
i=1Ni(xi))) will be the number of low-order basis elements, as in §7.4. The
order ≺N respects the N -bands (7.42), and for each xi ∈ X, specifies the terms to be
patched in decreasing pole order.
When char(Kv) = 0, we will need the following the following patching theorem.
Theorem 10.1. Suppose Kv is nonarchimedean, and that char(Kv) = 0. Let ~s ∈ Pm(Q)
be a Kv-symmetric probability vector with positive rational coefficients. Suppose Rv ∈ |C×v |v,
let 0 < hv < rv ≤ Rv, and let φv(z) ∈ Kv(C) be an (X, ~s)-function of degree N satisfying
{z ∈ Cv(Cv) : |φv(z)|v ≤ RNv } = Ev .
For each i = 1, . . . ,m let Ni = Nsi and let c˜v,i = limz→xi φv(z) · gxi(z)Ni be the leading
coefficient of φv(z) at xi. Put
Mv = max( max
1≤i≤m
Ni<j≤2Ni
‖ϕij‖Ev , max
1≤λ≤Λ
‖ϕλ‖Ev ) .
Let kv ≥ 1 be the least integer such that
(10.1)
(hv
rv
)kvN · Mv
min(1, RNv )
< 1 ,
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and let k ≥ kv be a fixed integer. Put nv = 1. Then there is a number 0 < Bv < 1 depending
on k, Ev, and φv(z) such that for each sufficiently large integer n, one can carry out the
local patching process at Kv as follows :
Put G
(0)
v (z) = φv(z)
n. For each k, 1 ≤ k < n, let {∆(k)v,ij ∈ Lwv}(i,j)∈BandN (k) be a
Kv-symmetric set of numbers given recursively in ≺N order, such that for each (i, j)
(10.2) |∆(k)v,ij |v ≤
{
Bv if k ≤ k ,
hkNv if k > k .
For k = n, let {∆(n)v,λ ∈ Lwv}1≤λ≤Λ be a Kv-symmetric set of numbers such that for each λ
(10.3) |∆(n)v,λ|v ≤ hnNv .
Then one can inductively construct (X, ~s)-functions G
(1)
v (z), . . . , G
(n)
v (z) ∈ Kv(C), of
common degree nN , having the following properties :
(A) For each k = 1, . . . , n− 1,
G(k)v (z) = G
(k−1)
v (z) +
∑
(i,j)∈BandN (k)
∆
(k)
v,ij · ϑ(k)v,ij(z)
where ϑ
(k)
v,ij(z) = ϕi,(k+1)Ni−j · φv(z)n−k−1, and for k = n
G(n)v (z) = G
(n−1)
v (z) +
Λ∑
λ=1
∆
(n)
v,λ · ϕλ(z) .
In particular
(1) Each ϑ
(k)
v,ij(z) belongs to Kv(xi)(C), has a pole of order nNi− j > (n−k−1)Ni at xi
with leading coefficient c˜n−k−1v,i , has poles of order at most (n − k − 1)Ni′ at each xi′ 6= xi,
and has no other poles ;
(2) The ϑ
(k)
v,ij(z) are Kv-symmetric ;
(3) In passing from G
(0)
v (z) to G
(1)
v (z), each of the leading coefficients Av,i0 = c˜
n
v,i is
replaced with c˜nv,i +∆
(1)
v,i0 · c˜n−2v,i .
(B) For each k = 0, . . . , n, {z ∈ Cv(Cv) : |G(n)v (z)|v ≤ RNnv } = Ev .
When char(Kv) = p > 0, we will use the following patching theorem instead. The
Kv-rationality assumptions in the theorem are addressed by the global patching process.
Theorem 10.2. Suppose Kv is nonarchimedean and char(Kv) = p > 0. Let ~s ∈ Pm(Q)
be a Kv-symmetric probability vector with positive rational coefficients. Suppose Rv ∈ |C×v |v,
let 0 < hv < rv ≤ Rv, and let φv(z) ∈ Kv(C) be an (X, ~s)-function of degree N satisfying
{z ∈ Cv(Cv) : |φv(z)|v ≤ RNv } = Ev .
Let Ni = Nsi for each xi, and let c˜v,i = limz→xi φv(z) ·gxi (z)Ni be the leading coefficient
of φv(z) at xi. Assume that J |Ni and c˜v,i ∈ Kv(xi)sep, for each i = 1, . . . ,m. Put
Mv = max
(
max
1≤i≤m
max
Ni<j≤2Ni
‖ϕij‖Ev , max
1≤λ≤Λ
‖ϕλ‖Ev
)
.
Let kv > 0 be the least integer such that
(10.4)
(hv
rv
)kvN · Mv
min(1, RNv )
< 1 ,
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and let k ≥ kv be a fixed integer. Then there are an integer nv ≥ 1 and a number 0 < Bv < 1
depending on k, Ev, and φv(z), such that for each sufficiently large integer n divisible by
nv, one can carry out the local patching process at Kv as follows:
Put G
(0)
v (z) = φv(z)
n. Then the leading coefficient of G
(0)
v (z) at each xi is c˜
n
v,i, {z ∈
Cv(Cv) : |G(0)v (z)|v ≤ RnNv } = Ev, and when G(0)v (z) is expanded in terms of the L-rational
basis as
G(0)v (z) =
m∑
i=1
(n−1)Ni−1∑
j=0
Av,ijϕi,nNi−j(z) +
Λ∑
λ=1
Av,λϕλ ,
we have Av,ij = 0 for all (i, j) with 1 ≤ j < kNi.
For each k, 1 ≤ k ≤ n − 1, let {∆(k)v,ij ∈ Lwv}(i,j)∈BandN (k) be a Kv-symmetric set of
numbers satisfying
(10.5)

|∆(1)v,i0|v ≤ Bv and ∆(1)v,ij = 0 for j = 1, . . . , Ni − 1, if k = 1 ,
∆
(k)
v,ij = 0 for j = (k − 1)Ni, . . . , kNi − 1, if k = 2, . . . , k ,
|∆(k)v,ij |v ≤ hkNv , if k = k + 1, . . . , n− 1 ,
such that ∆
(1)
v,i0 ∈ Kv(xi)sep for each i and such that for each k = k + 1, . . . , n − 1
(10.6)
m∑
i=1
kNi−1∑
j=(k−1)Ni
∆
(k)
v,ij · ϕi,(k+1)Ni−j ∈ Kv(C) .
For k = n, let {∆(n)v,λ ∈ Lwv}1≤λ≤Λ be a Kv-symmetric set of numbers such that
(10.7) |∆(n)v,λ|v ≤ hnNv
for each λ, and
(10.8)
Λ∑
λ=1
∆
(n)
v,λ · ϕλ ∈ Kv(C) .
Then one can inductively construct (X, ~s)-functions G
(1)
v (z), . . . , G
(n)
v (z) in Kv(C), of
common degree Nn, such that:
(A) For each k = 1, . . . , n, G
(k)
v (z) is obtained from G
(k−1)
v (z) as follows:
(1)When k = 1, there is a Kv-symmetric set of functions θ˜
(1)
v,10(z), . . . , θ˜
(1)
v,m0(z) ∈ Lsepwv (C)
such that
G(1)v (z) = G
(0)
v (z) +
m∑
i=1
∆
(1)
v,i0 · θ˜(1)v,i0(z) ,
where for each i = 1, . . . ,m, θ˜
(1)
v,i0(z) ∈ Kv(xi)sep(C) has the form
θ˜
(1)
v,i0(z) = c˜
n
v,iϕi,nNi(z) + Θ˜
(1)
v,i0(z)
for an (X, ~s)-function Θ˜
(1)
v,i0(z) with a pole of order at most (n − k)Ni at each xi. Thus, in
passing from G
(0)
v (z) to G
(1)
v (z), each of the leading coefficients Av,i0 = c˜
n
v,i is replaced with
c˜nv,i +∆
(1)
v,i0 · c˜nv,i, and the coefficients Av,ij for 1 ≤ j < kNi remain 0.
(2) For k = 2, . . . , k, we have G
(k)
v (z) = G
(k−1)
v (z).
264 10. THE LOCAL PATCHING CONSTRUCTION FOR NONARCHIMEDEAN RL-DOMAINS
(3) For k = k + 1, . . . , n− 1, we have
(10.9) G(k)v (z) = G
(k−1)
v (z) + ω
(k)
v (z) · Fv,k(z) + Θ(k)v (z) ,
where
(a) ω
(k)
v (z) =
∑
(i,j)∈BandN (k)∆
(k)
v,ijϕi,(k+1)Ni−j(z), which belongs to Kv(C) by (10.6);
(b) Fv,k(z) = φv(z)
n−k−1 is a Kv-rational (X, ~s)-function whose roots belong to Ev.
For each xi, it has a pole of order (n− k − 1)Ni at xi, and its leading coefficient
dv,i = limz→xi Fv,k(z) · gxi(z)(n−k−1)Ni has absolute value |dv,i|v = |c˜v,i|n−k−1v .
(c) Θ
(k)
v (z) ∈ Kv(C) is an (X, ~s)-function determined by the local patching process
at v after the coefficients in BandN (k) have been modified; it has a pole of order
at most (n− k)Ni at each xi and no other poles, and may be the zero function.
(4) For k = n
G(n)v (z) = G
(n−1)
v (z) +
Λ∑
λ=1
∆
(n)
v,λ · ϕλ(z) .
(B) For each k = 1, . . . , n,
{z ∈ Cv(Cv) : |G(n)v (z)|v ≤ RnNv } = Ev .
Theorems 10.1 and 10.2 will be proved together. There are some differences in the
way the leading and high-order coefficients are treated, but the underlying patching con-
structions for the middle and low-order coefficients are the same. In Theorem 10.1 the
compensating functions are ϑ
(k)
v,ij(z) = ϕi,(k+1)Ni−j(z) · φv(z)n−k−1, while in Theorem 10.2
we have ω
(k)
v (z) =
∑
(i,j)∈BandN (k)∆
(k)
v,ijϕi,(k+1)Ni−j(z) and Fv,k(z) = φv(z)
n−k−1, so as
noted after Theorem 7.17,∑
(i,j)∈BandN (k)
∆
(k)
v,ijϑ
(k)
v,ij(z) = ω
(k)
v (z) · Fv,k(z) .
To prove Theorems 10.1 and 10.2, we will need the following nonarchimedean analogue
of Lemma 8.2, which is valid both when char(Kv) = 0 and when char(Kv) = p > 0:
Lemma 10.3. Let F (z) ∈ Cv(Cv) be a nonconstant rational function, and let R > 0 be
an element of the value group of C×v . Put
U = {z ∈ Cv(Cv) : |F (z)|v ≤ R} .
Suppose H(z) ∈ Cv(Cv) is a function such that |H(z)|v < R for all z ∈ U , and whose polar
divisor satisfies div∞(H) ≤ div∞(F ). Then
{z ∈ Cv(Cv) : |F (z) +H(z)|v ≤ R} = U .
Lemma 10.3 depends on the following nonarchimedean Maximum Modulus Principle:
Proposition 10.4 (Maximum Principle with Distinguished Boundary). Let f(z) ∈
Cv(Cv) be a nonconstant rational function, and let R > 0 belong to the value group of C×v .
Put
U = {z ∈ Cv(Cv) : |f(z)|v ≤ R} ,
∂U(f) = {z ∈ Cv(Cv) : |f(z)|v = R} .
Let g(z) ∈ Cv(Cv) be a function with no poles in U . Then |g(z)|v achieves its maximum for
z ∈ U at a point z0 ∈ ∂U(f).
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Proof. See ([51], Theorem 1.4.2, p.51). 
Proof of Lemma 10.3. By the ultrametric inequality, if z ∈ U then |F (z)+H(z)|v ≤
R, so
U ⊆ {z ∈ Cv(Cv) : |F (z) +H(z)|v ≤ R} .
To establish the reverse containment, put
V = {z ∈ Cv(Cv) : |(1/F )(z)|v ≤ 1/R}
regarding 1/F as a rational function whose value is 0 on the poles of F . The distinguished
boundaries of U and V satisfy
∂U(F ) = {z ∈ Cv(Cv) : |F (z)|v = R}
= {z ∈ Cv(Cv) : |1/F (z)|v = 1/R} = ∂V (1/F ) .
Put G(z) = H(z)/F (z) ∈ Cv(C). By hypothesis, G(z) has no poles in V , and |G(z)|v < 1 for
all z ∈ ∂V (1/F ) = ∂U(F ) ⊂ U . By Proposition 10.4 |G(z)|v < 1 for all z ∈ V . Equivalently
|H(z)|v < |F (z)|v for all z ∈ V which are not poles of F , so by the ultrametric inequality
|F (z) + H(z)|v = |F (z)|v for such z. In particular, for z /∈ U we have |F (z) + H(z)|v =
|F (z)|v > R so
{z ∈ Cv(Cv) : |F (z) +H(z)|v ≤ R} ⊆ U .

Proof of Theorems 10.1 and 10.2. The patching construction will be carried out
in three phases. The proofs differ only in their treatment of the high-order coefficients.
Phase 1. Patching the high-order coefficients.
In this phase we carry out the patching process for stages k = 1, . . . , k.
First assume char(Kv) = 0. Let the (X, ~s)-function φv(z) of degree N , and the numbers
kv, Mv, 0 < hv < rv ≤ Rv, and k ≥ kv be as in Theorem 10.1. Take nv = 1, and put
Bv =
min(1, Rv)
(k+1)N
2Mv
.
Assume n > k, and let G
(0)
v (z) = φv(z)
n.
For each k = 1, . . . , k, we begin with a Kv-rational (X, ~s)-function G
(k−1)
v (z) satisfying
{z ∈ Cv(Cv) : |G(k−1)v (z)|v ≤ 1} = Ev .
Expand
G(k−1)v (z) =
m∑
i=1
(n−1)Ni−1∑
j=0
Av,ijϕi,nNi−j(z) +
Λ∑
λ=1
Av,λϕλ .
We will patch the coefficients Av,ij with (k − 1)Ni ≤ j < kNi in ≺N order. Given (i, j) we
can uniquely write
nNi − j = rij + (n− k − 1)Ni, with Ni + 1 ≤ rij ≤ 2Ni ;
thus rij = (k + 1)Ni − j. Put
(10.10) ϑ
(k)
v,ij(z) = ϕi,rij · φv(z)n−k−1 = ϕi,(k+1)Ni−j · φv(z)n−k−1 .
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Then ϑ
(k)
v,ij(z) has pole of order nNi− j at xi, with leading coefficient c˜n−k−1v,i , and a pole of
order at most (n−k−1)Ni′ at each xi′ 6= xi. As a collection, the ϑ(k)v,ij(z) are Kv-symmetric.
By the definition of Mv, for each (i, j)
(10.11) ‖ϑ(k)v,ij(z)‖Ev ≤ MvR(n−k−1)Nv .
Since 1 ≤ k ≤ k, the definition of Bv shows that BvMv < R(k+1)Nv . By hypothesis,
{∆(k)v,ij ∈ Lwv}(i,j)∈BandN (k) is a Kv-symmetric collection of numbers such that |∆(k)v,ij |v ≤ Bv
for each (i, j). Thus
(10.12) ‖∆(k)v,ijϑ(k)v,ij(z)‖Ev ≤ BvMvR(n−k−1)Nv < RnNv .
Put
(10.13) G(k)v (z) = G
(k−1)
v (z) +
m∑
i=1
kNi−1∑
j=(k−1)Ni
∆
(k)
v,ij · ϑv,ij(z) .
LetH(z) denote the sum on the right in (10.13). H(z) isKv-rational, since char(Kv) = 0
and the c˜v,i, ∆
(k)
v,ij and ϑv,ij(z) are defined over Lwv and are Kv-symmetric. It follows that
G
(k)
v (z) is a Kv-rational (X, ~s)-function of degree nN . Clearly div∞(H) ≤ div∞(G(k)v ). By
(10.12) and the ultrametric inequality, we have |H(z)|v < 1 for each z ∈ Ev. Hence by
Lemma 10.3,
{z ∈ Cv(Cv) : |G(k)v (z)|w ≤ RnNv } = Ev .
This completes the patching process for the high-order coefficients when char(Kv) = 0.
Next assume char(Kv) = p > 0.
Let the (X, ~s)-function φv(z) of degree N , and the numbers kv, Mv, 0 < hv < rv ≤ Rv,
and k ≥ kv be as in Theorem 10.2. Let J = pA ≥ max(2g + 1,maxi([Kv(xi) : Kv]insep))
be the number from §3.3 in the construction of the L-rational and Lsep-rational bases. By
assumption, J |Ni for each i. The leading coefficient of φv(z) at xi is c˜v,i = limz→xi φv(z) ·
gxi(z)
Ni ; by hypothesis, c˜v,i ∈ Kv(xi)sep for each i.
We will choose nv and Bv differently from the way they were chosen when char(Kv) = 0.
Recall that kv is the least integer for which( hv
Rv
)kv ·Mv < 1 ,
and that k ≥ kv is a a fixed integer (specified by the global patching process). Let nv = pr
be the least power of p for which
(10.14) pr ≥ max(kN1, . . . , kNm) ,
and let
(10.15) Bv =
RnvNv
2maxi
(|c˜nvv,i|v‖ϕi,nvNi‖Ev) .
We now show that for all sufficiently large n divisible by nv, we can carry out the
patching process imposing the conditions in the Theorem. In fact, we will see that we can
take n = nv ·Q = pr ·Q for any integer Q > max(3, k).
Given such an n, put G
(0)
v (z) = φv(z)
n. We first show that G
(0)
v (z) has the properties
in the Theorem. It is clear that Ev = {z ∈ Cv(Cv) : |G(0)v (z)|v ≤ RnNv }. For each i, the
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leading coefficient of G
(0)
v (z) at xi is c˜
n
v,i, which belongs to Kv(xi)
sep since c˜v,i ∈ Kv(xi)sep.
If we expand φv(z)
Q using the L-rational basis as
φv(z)
Q =
m∑
i=1
(Q−1)Ni−1∑
j=0
Bv,ijϕi,QNi−j(z) +
Λ∑
λ=1
Bλϕλ(z) ,
then since char(Kv) = p > 0 and nv = p
r it follows that
(10.16) G(0)v (z) = (φv(z)
Q)nv =
m∑
i=1
(Q−1)Ni−1∑
j=0
Bnvv,ijϕi,QNi−j(z)
nv +
Λ∑
λ=1
Bnvλ ϕ
nv
λ .
Since J |Ni for each i, Proposition 3.3(B) shows that
ϕi,QNi(z)
nv = ϕi,nNi(z)
belongs to the L-rational basis. On the other hand if D is the divisor
∑m
i=1Ni(xi), then
since nv ≥ kNi for each i, and since Q ≥ 2, all other terms in the expansion (10.16) belong
to ΓCv((n− k)D). Since J |Ni for each i, this means that when we expand G(0)v (z) in terms
of the L-rational basis as
(10.17) G(0)v (z) =
m∑
i=1
(n−1)Ni−1∑
j=0
Av,ijϕi,nNi−j(z) +
Λ∑
λ=1
Av,λϕλ ,
then Av,ij = 0 for all (i, j) with 1 ≤ j < kNi.
We next carry out the patching process for the stage k = 1. We want to modify the
leading coefficients Av,i0 and leave the remaining-order high coefficients Av,ij for 1 ≤ j < kNi
(which are 0) unchanged. By assumption, we are given a Kv-symmetric set of numbers
{∆(1)v,ij ∈ Lwv}1≤i≤m,0≤j<Ni , with |∆(1)v,i0|v ≤ Bv for each i, and ∆(1)v,ij = 0 for all j ≥ 1 and
all i, such that ∆
(1)
v,i0 belongs to Kv(xi)
sep for each i, and we wish to replace Av,i0 = c˜
n
v,i
with c˜nv,i +∆v,i0c˜
n
v,i in (10.17).
Recall that n = nvQ. We claim that setting
(10.18) θ˜
(1)
v,i0(z) = c˜
nv
v,iϕi,nvNi · φv(z)nv(Q−1)
in Theorem 10.2 for each i = 1, . . . ,m, and then putting
(10.19) G(1)v (z) = G
(0)
v (z) +
m∑
i=1
∆
(1)
v,i0 θ˜
(1)
v,i0(z) ,
accomplishes what we need. Let H(z) denote the sum on the right side of (10.19).
First, adding H(z) to G
(0)
v (z) adds ∆
(1)
v,i0c˜
n
v,i to Av,i0, for each i. This follows from the
fact that c˜nvv,iϕi,nvNi ·φv(z)nv(Q−1) has a pole of order nNi at xi with leading coefficient c˜nv,i,
and at each xi′ 6= xi its pole has order less than (n− k)Ni′ .
Second, adding H(z) to G
(0)
v (z) leaves Av,ij = 0 for 1 ≤ j < kNi. This follows by
considering an expansion of ϕi,nvNi ·
(
φv(z)
(Q−1))nv like the one in (10.16): if we write
φv(z)
Q−1 as
φv(z)
Q−1 =
m∑
ℓ=1
(Q−2)Nℓ−1∑
j=0
Cv,ℓjϕℓ,QNℓ−j(z) +
Λ∑
λ=1
Cλϕλ(z) ,
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then
θ˜
(1)
v,i0(z) = ϕi,nvNi ·
(
φv(z)
Q−1)nv
=
m∑
ℓ=1
(Q−2)Nℓ−1∑
j=0
Cnvv,ℓj · ϕi,nvNi · ϕℓ,(Q−1)Nℓ−j(z)nv +
Λ∑
λ=1
Cnvλ · ϕi,nvNi · ϕnvλ ,(10.20)
and since nv ≥ kNi and Q ≥ 3, all the terms in (10.20) besides the one with (ℓ, j) = (i, 0)
belong to ΓCv((n−k)D). On the other hand, since J |Ni, Proposition 3.3(B) shows that that
term coincides with c˜
nv(Q−1)
v,i ϕi,nNi(z). Note that ϕi,nvNi = ϕ˜i,nvNi is rational over Kv(xi)
sep
by Proposition 3.3(B), since J |Ni. Since the c˜v,i and ϕi,nvNi are Kv-symmetric, and
φv(z)
nv(Q−1) is Kv-rational, the θ˜
(1)
v,i0(z) are Kv-symmetric. This discussion also shows that
each θ˜
(1)
v,i0(z) belongs to Kv(xi)
sep(C) and has the form θ˜(1)v,i0(z) = c˜nv,iϕi,nNi(z) + Θ˜v,i0(1)(z)
for an (X, ~s)-function Θ˜
(1)
v,i0(z) with poles of order at most (n−k)Ni′ at each xi′ , as asserted
in Theorem 10.2.
Third, G
(1)
v (z) is Kv-rational. Indeed, the c˜
nv
v,i and θ˜
(1)
v,i0(z) are L
sep
wv -rational and Kv-
symmetric, so H(z) is Kv-rational. Since G
(0)
v (z) is Kv-rational, so is G
(1)
v (z).
Finally, Ev = {z ∈ Cv(Cv) : |G(1)v (z)|v ≤ RnNv }. To see this, note that our choice of Bv
in (10.15), and the fact that |∆(1)v,i0|v ≤ Bv for each i, means that ‖H(z)‖Ev ≤ 12RnNv . Hence
the claim follows by applying Lemma 10.3 to F (z) = G
(0)
v (z) and H(z), taking R = RnNv .
For k = 2, . . . , k, we have ∆
(k)
v,ij = 0 for all (i, j), and we take G
(k)
v (z) = G
(k−1)
v (z).
Phase 2. Patching the middle coefficients.
In this phase we carry out the patching process for k = k+1, . . . , n−1. The construction
is the same regardless of char(Kv), and coincides with the one in Phase 1 when char(Kv) = 0,
except that for each k, instead of |∆(k)v,ij |v ≤ Bv we have
|∆(k)v,ij|v ≤ hkNv .
Since k > kv, if we take ϑ
(k)
v,ij(z) = ϕi,(k+1)Ni−j ·φv(z)n−k−1, then by condition (10.1) (resp.
condition (10.4))
‖∆(k)v,ijϑv,ij(z)‖Uv ≤ hkNv MvR(n−k−1)Nv ≤
(hv
rv
)kN Mv
RNv
·RnNv < RnNv .
Hence if
(10.21) G(k)v (z) = G
(k−1)
v (z) +
m∑
i=1
kNi−1∑
j=(k−1)Ni
∆
(k)
v,ij · ϑv,ij(z) ,
then as before, by Lemma 10.3
Ev = {z ∈ Cv(Cv) : |G(k)v (z)|v ≤ RnNv } .
When char(Kv) = 0, the sum on the right in (10.21) is Kv-rational for the same reasons
of Kv-symmetry as in Phase 1. When char(Kv) = p > 0, it can be written as( m∑
i=1
kNi−1∑
j=(k−1)Ni
∆
(k)
v,ij · ϕv,(k+1)Ni−j(z)
)
· φv(z)n−k−1
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which is Kv-rational by assumption (10.6). Thus G
(k)
v (z) is Kv-rational.
Phase 3. Patching the low-order coefficients.
In the final step we take
G(n)v (z) = G
(n−1)
v (z) +
Λ∑
λ=1
∆
(n)
v,λϕλ
with Kv-symmetric ∆v,λ ∈ Lwv satisfying |∆v,λ|v ≤ hnNv for each λ. When char(Kv) = 0,
the sum
∑Λ
λ=1∆
(n)
v,λϕλ is Kv-rational by the Kv-symmetry of the ∆
(n)
v,λ and the ϕλ. When
char(Kv) = p > 0, it is Kv-rational by assumption (10.8). Thus G
(n)
v (z) is Kv-rational.
Since n > kv, condition (10.1) (resp. condition (10.4)) shows that for each λ
‖∆(n)v,ijϕλ(z)‖Ev ≤ hnNv ·Mv ≤ (hv/rv)nNMv ·RnNv < RnNv .
Hence by Lemma 10.3, as before,
Ev = {z ∈ C(Cv) : |G(n)v (z)|v ≤ RnNv } .
This completes the proof. 

CHAPTER 11
The Local Patching Construction for Nonarchimedean
Kv-simple Sets
In this section we give the confinement argument for Theorem 4.2 when Kv is nonar-
chimedean, and Ev ⊂ Cv(Cv) is Kv-simple, hence compact. This construction is the most
intricate of the four confinement arguments, and uses results from Appendices C and D. It
breaks into two cases, when char(Kv) = 0 and when char(Kv) = p > 0.
Let qv be the order of the residue field of Kv. Let wv be the distinguished place
of L = K(X) determined by the embedding K˜ →֒ Cv used to identify X with a subset
of Cv(Cv), and view Lwv as a subset of Cv. Following the construction of the coherent
approximating functions in Theorems 7.11 and 7.16, we begin with the following data:
(1) A Kv-symmetric probability vector ~s ∈ Pm(Q) with positive rational coefficients.
(2) A compact, Kv-simple set Ev ⊂ Cv(Cv) equipped with a Kv-simple decomposition
Ev =
⋃Dv
ℓ=1
(
B(aℓ, rℓ)∩Cv(Fwℓ)
)
such that Uv :=
⋃Dv
ℓ=1B(aℓ, rℓ) is disjoint from X.
(To ease notation, we henceforth write D for Dv.) In particular
(a) the balls B(a1, r1), . . . , B(aD, rD) are pairwise disjoint and isometrically
parametrizable; each B(aℓ, rℓ) is disjoint from X.
(b) the collection of balls {B(aℓ, rℓ)}1≤ℓ≤D is stable under Autc(Cv/Kv). For
each σ ∈ Autc(Cv/Kv), if σ(B(aj , rj)) = B(ak, rk), then σ(Fwj ) = Fwk . For each
ℓ, Fwℓ is a finite separable extension of Kv , aℓ ∈ Cv(Fwℓ), rℓ ∈ |F×wℓ |v, and B(aℓ, rℓ)
has exactly [Fwℓ : Kv] conjugates under Autc(Cv/Kv).
(3) A number N and an (X, ~s)-function φv(z) ∈ Kv(C) of degree N such that
(a) the zeros θ1, . . . , θN of φv(z) are distinct and belong to Ev;
(b) φ−1v (D(0, 1)) =
⋃N
h=1B(θh, ρh), where B(θ1, ρ1), . . . , B(θN , ρN ) are pairwise
disjoint, isometrically parametrizable, and contained in
⋃D
ℓ=1B(aℓ, rℓ).
(c) Hv := φ
−1
v (D(0, 1)) ∩ Ev is Kv-simple, with a Kv-simple decomposition
Hv =
N⋃
h=1
(
B(θh, ρh) ∩ Cv(Fuh)
)
which is compatible with the Kv-simple decomposition
⋃D
ℓ=1
(
B(aℓ, rℓ) ∩ Cv(Fwℓ)
)
of Ev, and move-prepared (see Definition 6.10) relative to B(a1, r1), . . . , B(aD, rD).
For each ℓ = 1, . . . ,D, there is a point wℓ ∈
(
B(aℓ, rℓ) ∩ Cv(Fwℓ))
)\Hv.
(d) For each h = 1, . . . , N , φv induces an Fuh-rational scaled isometry from
B(θh, ρh) onto D(0, 1) with φv(θh) = 0, which takes B(θh, ρh)∩ Cv(Fuh) onto Ouh .
(4) Put Ni = Nsi ∈ N for each i = 1, . . . ,m.
If char(Kv) = p > 0, the number J from the construction of the L-rational and
Lsep-rational bases in §3.3 dividesNi, and the leading coefficient c˜v,i = limz→xi φv(z)·
gxi(z)
Ni of φv(z) at xi belongs to Kv(xi)
sep, for each i = 1, . . . ,m.
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(5) Parameters 0 < hv < rv < 1 satisfying h
N
v < r
N
v < q
−1/(qv−1)
v < 1.
(6) An order ≺N on the index set I = {(i, j) ∈ Z2 : 1 ≤ i ≤ m, 0 ≤ j} determined by
N and ~s as in (7.41), which gives the sequence in which coefficients are patched.
We will use the L-rational basis {ϕij , ϕλ} from §3.3 to expand functions, and Λ =
dimK(Γ(
∑m
i=1Ni(xi))) will be the number of low-order basis elements, as in §7.4. The
order ≺N respects the N -bands (7.42), and for each xi ∈ X, specifies the terms to be
patched in decreasing pole order.
As in Definition 3.39, let the Stirling polynomial of degree n for Ov be
(11.1) Sn,v(x) =
n−1∏
j=0
(x− ψv(j)) ,
where {ψv(j)}0≤j<∞ is the basic well-distributed sequence in Ov.
When char(Kv) = 0, we will prove the following patching theorem.
Theorem 11.1. Suppose Kv is nonarchimedean, and char(Kv) = 0. Let Ev be Kv-
simple, with a Kv-simple decomposition Ev =
⋃D
ℓ=1
(
B(aℓ, rℓ) ∩ Cv(Fwℓ)
)
such that Uv :=⋃D
ℓ=1B(aℓ, rℓ) is disjoint from X. Let ~s ∈ Pm(Q) be a Kv-symmetric probability vector with
positive coefficients, and let φv(z) ∈ Kv(C) be an (X, ~s)-function of degree N with distinct
zeros θ1, . . . , θN ∈ Ev, such that
(1) φ−1v (D(0, 1)) =
⋃N
k=1B(θk, ρk), where the balls B(θ1, ρ1), . . . , B(θN , ρN ) are pairwise
disjoint, isometrically parametrizable, and contained in
⋃D
ℓ=1B(aℓ, rℓ) ;
(2) The set Hv := φ
−1
v (D(0, 1)) ∩ Ev is Kv-simple, with a Kv-simple decomposition
Hv =
N⋃
h=1
(
B(θh, ρh) ∩ Cv(Fuh)
)
compatible with the Kv-simple decomposition
⋃D
ℓ=1
(
B(aℓ, rℓ)∩Cv(Fwℓ)
)
of Ev, and is move-
prepared relative to B(a1, r1), . . . , B(aD, rD). In particular, if θh ∈ B(aℓ, rℓ)∩Cv(Fwℓ), then
Fuh = Fwℓ, ρh ∈ |F×wℓ |v, and B(θh, ρh) ⊆ B(aℓ, rℓ). For each ℓ = 1, . . . ,D, there is a point
wℓ ∈
(
B(aℓ, rℓ) ∩ Cv(Fwℓ))
)\Hv.
(3) For each h = 1, . . . , N , φv induces an Fuh-rational scaled isometry from B(θh, ρh)
onto D(0, 1), which takes B(θh, ρh) ∩ Cv(Fuh) onto Ouh .
Let 0 < hv < rv < 1 be numbers satisfying
(11.2) hNv < r
N
v < q
−1/(qv−1)
v < 1 .
Put
(11.3) Mv = max( max
1≤i≤m
Ni<j≤2Ni
‖ϕij‖Uv , max
1≤λ≤Λ
‖ϕλ‖Uv ) ,
and let kv > 0 be the least integer such that for all k ≥ kv,
(11.4) hkNv ·Mv < q
− k+1
qv−1−logv(k+1)
v .
Let k ≥ kv be a fixed integer, and put Bv = hkNv . Then there is an integer nv ≥ 1 such that
for each sufficiently large integer n divisible by nv, the local patching process at Kv can be
carried out as follows:
Put G
(0)
v (z) = Sn,v(φv(z)).
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For each k, 1 ≤ k < n, let {∆(k)v,ij ∈ Cv}(i,j)∈BandN (k) be an arbitrary Kv-symmetric set
of numbers given recursively in ≺N order, subject to the condition that for each (i, j)
(11.5) |∆(k)v,ij |v ≤
{
Bv if k ≤ k ,
hkNv if k > k .
For k = n, let {∆(n)v,λ ∈ Cv}1≤λ≤Λ be an arbitrary Kv-symmetric set of numbers satisfying
(11.6) |∆(n)v,λ|v ≤ hnNv .
Then one can inductively construct (X, ~s)-functions G
(1)
v (z), . . . , G
(n)
v (z) in Kv(C), of com-
mon degree Nn, such that
(A) For each k = 1, . . . , n− 1,
G(k)v (z) = G
(k−1)
v (z) +
∑
(i,j)∈BandN (k)
∆
(k)
v,ij · ϑ(k)v,ij(z) + Θ(k)v (z) ,
where ϑ
(k)
v,ij(z) = ϕi,(k+1)Ni−j · Fv,k(z) with an (X, ~s) function Fv,k(z) ∈ Kv(C) of degree
(n − k − 1) independent of (i, j) whose roots belong to Ev, and Θ(k)v (z) ∈ Kv(C) has a pole
of order at most (n− k)Ni at each xi and no other poles. For each i, the leading coefficient
dv,i of Fk(z) at xi belongs to Kv(xi) and has absolute value |dv,i|v = |c˜v,i|n−k−1v . For k = n
G(n)v (z) = G
(n−1)
v (z) +
Λ∑
λ=1
∆
(n)
v,λ · ϕλ(z) .
In particular
(1) Each ϑ
(k)
v,ij(z) belongs to Kv(xi)(C), has a pole of order nNi− j > (n−k−1)Ni at xi
with leading coefficient c˜n−k−1v,i , has poles of order at most (n − k − 1)Ni′ at each xi′ 6= xi,
and has no other poles ;
(2) The ϑ
(k)
v,ij(z) are Kv-symmetric ;
(3) In passing from G
(0)
v (z) to G
(1)
v (z), each of the leading coefficients c˜nv,i of G
(0)
v (z) is
replaced with c˜nv,i +∆
(1)
v,i0 · c˜n−2v,i .
(B) For each k = 0, 1, . . . , n, the zeros of G
(k)
v (z) belong to Ev, and for k = 0 and k = n
they are distinct. Furthermore
{z ∈ Cv(Cv) : G(n)v (z) ∈ Ov and |G(n)v (z)|v ≤ rNnv } ⊆ Ev .
When char(Kv) = p > 0, we have the following patching theorem. The Kv-rationality
assumptions (11.11), (11.13) in the theorem are addressed by the global patching process.
Theorem 11.2. Suppose Kv is nonarchimedean, and char(Kv) = p > 0. Let Ev be
Kv-simple, with a Kv-simple decomposition Ev =
⋃D
ℓ=1
(
B(aℓ, rℓ) ∩ Cv(Fwℓ)
)
such that
Uv :=
⋃D
ℓ=1B(aℓ, rℓ) is disjoint from X. Let ~s ∈ Pm(Q) be a Kv-symmetric probability
vector with positive coefficients, and let φv(z) ∈ Kv(C) be an (X, ~s)-function of degree N
with distinct zeros θ1, . . . , θN ∈ Ev, such that
(1) φ−1v (D(0, 1)) =
⋃N
h=1B(θh, ρh), where the balls B(θ1, ρ1), . . . , B(θN , ρN ) are pairwise
disjoint, isometrically parametrizable, and contained in
⋃D
ℓ=1B(aℓ, rℓ) ;
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(2) The set Hv := φ
−1
v (D(0, 1)) ∩ Ev is Kv-simple, with a Kv-simple decomposition
Hv =
N⋃
h=1
(
B(θh, ρh) ∩ Cv(Fuh)
)
compatible with the Kv-simple decomposition
⋃D
ℓ=1
(
B(aℓ, rℓ)∩Cv(Fwℓ)
)
of Ev, and is move-
prepared relative to B(a1, r1), . . . , B(aD, rD). In particular, if θh ∈ B(aℓ, rℓ)∩Cv(Fwℓ), then
Fuh = Fwℓ, ρh ∈ |F×wℓ |v, and B(θh, ρh) ⊆ B(aℓ, rℓ). For each ℓ = 1, . . . ,D, there is a point
wℓ ∈
(
B(aℓ, rℓ) ∩ Cv(Fwℓ))
)\Hv.
(3) For each h = 1, . . . , N , φv induces an Fuh-rational scaled isometry from B(θh, ρh)
onto D(0, 1), which takes B(θh, ρh) ∩ Cv(Fuh) onto Ouh .
Let 0 < hv < rv < 1 be numbers satisfying
(11.7) hNv < r
N
v < q
−1/(qv−1)
v < 1 ,
and let
(11.8) Mv = max( max
1≤i≤m
Ni<j≤2Ni
‖ϕij‖Uv , max
1≤λ≤Λ
‖ϕλ‖Uv ) .
Let kv > 0 be the least integer such that for all k ≥ kv,
(11.9) hkNv ·Mv < q
− k+1
qv−1−logv(k+1)
v .
Let k ≥ kv be a fixed integer. Then there are an integer nv ≥ 1 and a number 0 < Bv < 1
such that for each sufficiently large integer n divisible by nv, the local patching process at
Kv can be carried out as follows:
Put G
(0)
v (z) = Sn,v(φv(z)).
Then the leading coefficient of G
(0)
v (z) at xi is c˜
n
v,i, the zeros of G
(0)
v (z) are distinct and
belong to Ev, and when G
(0)
v (z) is expanded in terms of the L-rational basis as
G(0)v (z) =
m∑
i=1
(n−1)Ni−1∑
j=0
Av,ijϕi,nNi−j(z) +
Λ∑
λ=1
Av,λϕλ ,
we have Av,ij = 0 for all (i, j) with 1 ≤ j < kNi.
For each k, 1 ≤ k ≤ n − 1, let {∆(k)v,ij ∈ Lwv}(i,j)∈BandN (k) be a Kv-symmetric set of
numbers satisfying
(11.10)

|∆(1)v,i0|v ≤ Bv and ∆(1)v,ij = 0 for j = 1, . . . , Ni − 1, if k = 1 ,
∆
(k)
v,ij = 0 for j = (k − 1)Ni, . . . , kNi − 1, if k = 2, . . . , k ,
|∆(k)v,ij|v ≤ hkNv , if k = k + 1, . . . , n− 1 ,
such that ∆
(1)
v,i0 ∈ Kv(xi)sep for each i and such that for each k = k + 1, . . . , n − 1
(11.11) ∆v,k(z) :=
m∑
i=1
kNi−1∑
j=(k−1)Ni
∆
(k)
v,ij · ϕi,(k+1)Ni−j ∈ Kv(C) .
For k = n, let {∆(n)v,λ ∈ Lwv}1≤λ≤Λ be a Kv-symmetric set of numbers such that
(11.12) |∆(n)v,λ|v ≤ hnNv
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for each λ, and
(11.13) ∆v,n(z) :=
Λ∑
λ=1
∆
(n)
v,λ · ϕλ ∈ Kv(C) .
Then one can inductively construct (X, ~s)-functions G
(1)
v (z), . . . , G
(n)
v (z) in Kv(C), of
common degree Nn, such that:
(A) For each k = 1, . . . , n, G
(k)
v (z) is obtained from G
(k−1)
v (z) as follows:
(1)When k = 1, there is a Kv-symmetric set of functions θ˜
(1)
v,10(z), . . . , θ˜
(1)
v,m0(z) ∈ Lsepwv (C)
such that
G(1)v (z) = G
(0)
v (z) +
m∑
i=1
∆
(1)
v,i0 · θ˜(1)v,i0(z) ,
where for each i = 1, . . . ,m, θ˜
(1)
v,i0(z) ∈ Kv(xi)sep(C) has the form
θ˜
(1)
v,i0(z) = c˜
n
v,iϕi,nNi(z) + Θ˜
(1)
v,i0(z)
for an (X, ~s)-function Θ˜
(1)
v,i0(z) with a pole of order at most (n− k)Ni′ at each xi′. Thus, in
passing from G
(0)
v (z) to G
(1)
v (z), each of the leading coefficients Av,i0 = c˜
n
v,i is replaced with
c˜nv,i +∆
(1)
v,i0 · c˜nv,i, and the coefficients Av,ij for 1 ≤ j < kNi remain 0.
(2) For k = 2, . . . , k, we have G
(k)
v (z) = G
(k−1)
v (z).
(3) For k = k + 1, . . . , n− 1, we have
(11.14) G(k)v (z) = G
(k−1)
v (z) + ∆v,k(z) · Fv,k(z) + Θ(k)v (z) ,
where
(a) ∆v,k(z) =
∑
(i,j)∈BandN (k)∆
(k)
v,ijϕi,(k+1)Ni−j(z) belongs to Kv(C) by (11.11);
(b) Fv,k(z) ∈ Kv(C) is an (X, ~s)-function determined by the local patching process
using G
(k−1)
v (z), whose roots belong to Ev. For each xi, it has a pole of order
(n−k−1)Ni at xi, and the leading coefficient dv,i = limz→xi Fv,k(z)·gxi(z)(n−k−1)Ni
has absolute value |dv,i|v = |c˜v,i|n−k−1v .
(c) Θ
(k)
v (z) ∈ Kv(C) is an (X, ~s)-function determined by the local patching process
after the coefficients in BandN (k) have been modified; it has a pole of order
at most (n− k)Ni at each xi and no other poles, and may be the zero function.
(4) For k = n
G(n)v (z) = G
(n−1)
v (z) + ∆v,n(z) .
(B) For each k = 1, . . . , n, the zeros of G
(k)
v (z) belong to Ev, and for k = n they are
distinct. Furthermore
{z ∈ Cv(Cv) : G(n)v (z) ∈ Ov and |G(n)v (z)|v ≤ rNnv } ⊆ Ev .
Remark. In both theorems, we will have Θ
(k)
v (z) = 0 for all but one value k = k1. For
k = k1, after computing
G(k1)v (z) = G
(k1−1)
v (z) +
∑
(i,j)∈BandN (k1)
∆
(k1)
v,ij ϑ
(k1)
v,ij (z)
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we ‘move the roots of G
(k1)
v (z) apart’, constructing an (X, ~s)-function Ĝ
(k1)
v (z) whose
patched coefficients are the same as those of G
(k1)
v (z), but whose roots are well-separated,
and replace G
(k1)
v (z) by Ĝ
(k1)
v (z). The function Θ
(k1)
v (z) = Ĝ
(k1)
v (z) −G(k1)v (z) is chosen to
accomplish this change: see Phase 3 in the proof, given in §11.3 below.
Theorems 11.1 and 11.2 will be proved together. There are some differences in the way
the leading and high-order coefficients are treated, but the underlying patching construc-
tions for the middle and low-order coefficients are the same.
Given a positive integer n, we begin the patching process by composing φv(z) with the
Stirling polynomial Sn,v(x). This yields the Kv-rational function
G(0)v (z) := Sn,v(φv(z)) =
n−1∏
j=0
(φv(z)− ψv(j)) .
An important observation is that Sn,v(φv(z)) is highly factorized, and by taking products∏
j∈S(φv(z)− ψv(j)) corresponding to subsets S ⊂ {0, . . . , n− 1} we can easily obtain Kv-
rational functions dividing G
(0)
v (z). On the other hand, by restricting Sn,v(φv(z)) to one of
the isometrically parametrizable balls B(θh, ρh) and composing it with a parametrization,
we obtain a power series which behaves much like Sn,v(x). The key to the construction is
the interaction between these global and local ways of viewing G
(0)
v (z).
Before we can give the proof, we must develop some machinery.
1. The Patching Lemmas
In this section, we consider aspects of the construction involving power series.
For each zero θh of φv(z), let σh : D(0, ρh) → B(θh, ρh) be an Fuh-rational isometric
parametrization with σh(0) = θh. Let dh ∈ F×uh be such that |dh|v = ρh, and define
σ̂h : D(0, 1)→ B(θh, ρh) by
σ̂h(Z) = σh(dhZ) .
Put Φ̂h(Z) = φv(σ̂h(Z)). Thus Φ̂h(Z) is a power series converging on D(0, 1) which induces
an Fuh-rational distance-preserving isomorphism from D(0, 1) to itself and takes Ouh to
Ouh . It satisfies Φ̂h(0) = 0, and |Φ̂′h(0)|v = 1. After replacing dh by µhdh for an appropriate
µh ∈ O×uh , if necessary, we can assume that Φ̂′h(0) = 1. Hence we can expand
Φ̂h(Z) = Z +
∞∑
i=2
ChiZ
i ∈ Ouh [[Z]] ,
where ordv(Chi) > 0 for each i ≥ 2, and ordv(Chi) → ∞ as i → ∞. Let Φ˜h(Z) be the
inverse power series to Φ̂h(Z), so Φ˜h(Φ̂h(Z)) = Φ̂h(Φ˜h(Z)) = Z.
The restriction of Sn,v(φv(z)) to B(θh, ρh) corresponds to the function Sn,v(Φ̂h(Z)) on
D(0, 1). There is a 1−1 correspondence between the zeros θhj of Sn,v(φv(z)) in B(θh, ρh) and
the zeros αhj of Sn,v(Φ̂h(Z)) in D(0, 1), given by θhj = σ̂h(αhj); the θhj belong to Cv(Fuh),
and the αhj belong to Ouh . Since the zeros of Sn,v(z) are the ψv(j) for j = 0, . . . , n− 1 we
have Φ̂h(αhj) = ψv(j) (or equivalently, Φ˜h(ψv(j)) = αhj) for each j, 0 ≤ j ≤ n − 1. Thus
the power series
G
(0)
h (Z) := Sn,v(Φ̂h(Z)) =
n−1∏
j=0
(Φ̂h(Z)− ψv(j))
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can be factored as
G
(0)
h (Z) =
n−1∏
j=0
(Z − αhj) · Hh(Z)
where Hh(Z) is an invertible power series in Ouh [Z]. Write q = qv. By (3.53), since Φ̂h(Z)
is distance-preserving, for all 0 ≤ j, k < n with j 6= k
(11.15) ordv(αhj − αhk) = ordv(ψv(j) − ψv(k)) = valq(|j − k|) .
We will now consider how to modify the functions G
(0)
h (Z), while keeping their zeros
in Ouh . To do this, we establish a series of lemmas concerning power series, analogous to
those proved for polynomials in ([53]). For the rest of this section, Fu/Kv will denote a
finite extension in Cv, with ring of integers Ou.
Definition 11.3. Let Fu/Kv be a finite extension. Suppose S = {j1, j1+1, . . . , j1+ℓ−1}
is a sequence of ℓ consecutive non-negative integers, and that Φ̂ : D(0, 1) → D(0, 1) is a
distance-preserving automorphism defined by an Fu-rational power series, so Φ̂(Ou) = Ou.
A ψv-regular sequence of length ℓ in Ou attached to S and Φ̂(z) is a sequence {αj}j∈S ⊂ Ou
such that
ordv(Φ̂(αj)− ψv(j)) ≥ logv(ℓ)
(or equivalently, ordv
(
αj − Φ˜(ψv(j))
) ≥ logv(ℓ)), for each j ∈ S.
In particular, for each h, {αhj}0≤j<n is a ψv-regular sequence of length n in Ouh relative
to Φ̂h(Z). In the applications, we will have Φ̂(Z) = Φ̂h(Z), and S will be a subsequence of
{0, 1, . . . , n−1}. However, often the precise power series defining the ψv-regular sequence in
Ou is not important (generally all that is used is the fact the power series is an isometry),
and we will frequently speak of a ψv-regular sequence of length ℓ, or just a ψv-regular
sequence, if S, Φ̂(Z), and Ou are understood from context. Note that each subsequence of
a ψv-regular sequence consisting of consecutive elements, is itself a ψv-regular sequence.
For the rest of this section, we will assume that Φ̂(Z) ∈ Ou[[Z]] as in Definition 11.3
has been fixed; let Φ˜(Z) denote its inverse. If {αj}j∈S is a ψv-regular sequence of length ℓ
in Ou for Φ̂(Z), then for each k 6= j ∈ S,
(11.16) ordv(αk − αj) = valq(|k − j|)
because
ordv(αk − Φ˜(ψv(k))) ≥ logv(ℓ) , ordv(αj − Φ˜(ψv(j))) ≥ logv(ℓ) ,
while by formula (3.53), since Φ˜(Z) is distance-preserving,
ordv(Φ˜(ψv(k)) − Φ˜(ψv(j))) = ordv(ψv(k) − ψv(j))
= valq(|k − j|) < logv(ℓ) .
Lemma 11.4. Let {αj}j1≤j<j1+ℓ be a ψv-regular sequence of length ℓ in Ou. Given
z ∈ D(0, 1), let J be an index for which ordv(z−αJ) is maximal. Then for each j 6= J with
j1 ≤ j < j1 + ℓ, we have
ordv(z − αj) ≤ ordv(αJ − αj) = valq(|J − j|) .
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Proof. Fix j 6= J . By hypothesis ordv(z − αj) ≤ ordv(z − αJ). By the ultrametric
inequality,
ordv(αJ − αj) ≥ min(ordv(z − αJ), ordv(z − αj)) = ordv(z − αj) .
By (11.16), ordv(αJ − αj) = valq(|J − j|), so we obtain the result. 
Recall from (3.58) that
(11.17)
ℓ∑
k=1
valq(k) =
ℓ
q − 1 −
1
q − 1
∑
j≥0
dj(ℓ) .
The following lemma generalizes the parts of Proposition 3.40 we will need:
Lemma 11.5. Let {αj}j∈S be a ψv-regular sequence of length ℓ in Ou. Put PS(Z) =∏
j∈S(Z − αj). Then
(A) For each J ∈ S
ordv
(∏
j∈S
j 6=J
(αJ − αj)
)
<
ℓ
q − 1 .
(B) For each z ∈ D(0, 1), if J ∈ S is such that ordv(z − αJ) is maximal, then
ordv(PS(z)) <
ℓ
q − 1 + ordv(z − αJ ) .
Proof. Suppose S = {j1, . . . , j1 + ℓ − 1}. To prove (A), fix J ∈ S and recall that if
j ∈ S and j 6= J then ordv(αJ − αj) = valq(|J − j|). Hence
ordv(
∏
j∈S
j 6=J
(αJ − αj)) =
J−1∑
j=j1
valq(|J − j|) +
j1+ℓ−1∑
j=J+1
valq(|J − j|)
=
J−j1∑
k=1
valq(k) +
j1+ℓ−J−1∑
k=1
valq(k)(11.18)
=
(J − j1)−
∑
j≥0 dj(J − j1)
q − 1
+
(j1 + ℓ− J − 1)−
∑
j≥0 dj(j1 + ℓ− J − 1)
q − 1
=
ℓ
q − 1 −
1 +
∑
j≥0 dj(J − j1) +
∑
j≥0 dj(j1 + ℓ− J − 1)
q − 1 <
ℓ
q − 1 .
For (B), let J ∈ S be such that ordv(z − αJ) is maximal, or equivalently |z − αJ |v is
minimal. By Lemma 11.4
ordv(PS(z)) ≤ ordv(z − αJ) + ordv(
∏
j 6=J
(αJ − αj)) .
Applying part A), we get
ordv(PS(z)) <
ℓ
q − 1 + ordv(z − αJ) ,
as required. 
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We now come to the basic lemma governing the patching process. If Q(Z) ∈ Cv[[Z]]
converges in D(0, 1), write
‖Q‖D(0,1) = sup
Z∈D(0,1)
|Q(Z)|v .
for its sup norm relative to the absolute value |x|v. The lemma will be applied to functions
of the form Q(Z) = QS,h(Z) =
∏
j∈S(Φ̂h(Z) − ψv(j)), for appropriate (usually short)
subsequences S ⊂ {0, 1, . . . , n− 1}.
Lemma 11.6 (Basic Patching Lemma). Let Fu/Kv be a finite extension in Cv, and
let Q(Z) ∈ Fu[[Z]] be a power series converging on D(0, 1), with ‖Q‖D(0,1) = 1. Suppose
that Q(Z) has exactly ℓ roots in D(0, 1), and that these roots form a ψv-regular sequence
{αj}j∈S of length ℓ in Ou with respect to Φ̂(Z). Let M ≥ logv(ℓ) be given. Then for any
power series ∆(Z) ∈ Fu[[Z]] converging on D(0, 1), with sup norm
‖∆‖D(0,1) ≤ q
− ℓ
q−1−M
v ,
the roots α∗j of Q∗(Z) = Q(Z) +∆(Z) again form a ψv-regular sequence of length ℓ in Ou
with respect to Φ̂(Z). They can be uniquely labeled in such a way that
ordv(α
∗
j − αj) > M
for each j ∈ S.
Proof. If Q(Z) = ∑∞i=0BiZi, then since ‖Q‖D(0,1) = 1 it follows that ordv(Bi) ≥ 0
for all i and ordv(Bi) = 0 for some i. Since Q(Z) converges in the closed disc D(0, 1),
lim
i→∞
ordv(Bi) = ∞ .
Hence there is a largest indexK for which ordv(BK) = 0, and the theory of Newton Polygons
shows that K = ℓ is the number of roots of Q(Z) in D(0, 1) (see Lemma 3.35).
Similarly, if ∆(Z) =
∑∞
i=0∆iZ
i, the fact that ∆(Z) converges inD(0, 1), with ‖∆‖D(0,1) ≤
q
− ℓ
q−1−M
v , tells us that ordv(∆i) ≥ ℓq−1 +M for all i.
Now consider Q∗(Z) = Q(Z) + ∆(Z). Writing Q∗(Z) = ∑∞i=0CiZi, we have Ci =
Bi + ∆i, so ordv(Ci) ≥ 0 for all i, ordv(Cℓ) = 0, and ordv(Ci) > 0 for all i > ℓ. By the
theory of Newton Polygons, Q∗(Z) also has exactly ℓ roots in D(0, 1).
By Lemma 3.35
Q(Z) = B · P(Z) · H(Z)
where B ∈ Fu is a constant, P(Z) ∈ Fu(Z) is the polynomial
P(Z) = PS(Z) =
∏
j∈S
(Z − αj),
and H(Z) ∈ Ou[[Z]] is an invertible power series with constant term 1.
SinceQ(Z) has only finitely many roots αj, there is a point z0 ∈ D(0, 1) with |z0−αj|v =
1 for all j. At each such point |Q(z0)|v = ‖Q‖D(0,1) = 1. Using |P(z0)|v = |H(z0)|v = 1, we
find that |B|v = 1.
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Now fix a root αJ , and expand Q(Z) and ∆(Z) as power series in Z − αJ :
Q(Z) = B(J)0 +B(J)1 (Z − αJ) +B(J)2 (Z − αJ)2 + · · · ,
∆(Z) = ∆
(J)
0 +∆
(J)
v,1 (Z − αJ) + ∆(J)2 (Z − αJ)2 + · · · .
We will use the theory of Newton Polygons to show that Q∗(Z) has a unique root α∗J ∈ Ou
satisfying ordv(α
∗
J − αJ) > M .
By Lemma 3.35, the initial part of the Newton Polygon of Q(Z) (expanded about αJ)
coincides with that of the polynomial P(Z), while its remaining sides have slope ≥ 0. Here
P(Z) =
∏
j∈S
((Z − αJ)− (αj − αJ)) =
ℓ∑
i=1
A
(J)
i (Z − αJ)i .
Up to sign, the coefficients A
(J)
i are elementary symmetric polynomials in the αj − αJ . In
particular A
(J)
0 = 0 and
A
(J)
1 = ±
∏
j 6=J
(αj − αJ ) .
Since {αj}j∈S is a ψv-regular sequence of length ℓ, Lemma 11.5 tells us that
ordv(A
(J)
1 ) <
ℓ
q − 1 .
For each i ≥ 2, considering the expansions of A(J)1 and A(J)i as elementary symmetric
functions in the αj − αJ gives
A
(J)
i = ±A(J)1 ·
 ∑
0≤j1<···<ji−1<ℓ
each jℓ 6= J
1
(αj1 − αJ) · · · (αji−1 − αJ)
 .
For each j 6= J , we have ordv(αj − αJ) = valq(|j − J |) < logv(ℓ). Hence
ordv(A
(J)
i ) > ordv(A
(J)
1 )− (i− 1) logv(ℓ) .
Returning to the Newton polygon of Q(Z), we see that B(J)0 = 0,
ordv(B
(J)
1 ) = ordv(A
(J)
1 ) <
ℓ
q − 1 ,
and for each i ≥ 2
ordv(B
(J)
i ) > ordv(B1)− (i− 1) logv(ℓ) .
(This holds trivially for i ≥ ℓ.)
For the power series ∆(Z), elementary estimates show that for each i
ordv(∆
(J)
i ) ≥
ℓ
q − 1 +M .
In particular ordv(∆
(J)
v,1 ) ≥ ℓq−1 > ordv(B1), and ordv(∆
(J)
i ) > ordv(B1)− (i− 1) logv(ℓ) for
each i ≥ 2.
Now consider the Newton polygon of Q∗(Z) = Q(Z) + ∆(Z), expanded about αJ :
Q∗(Z) = C(J)0 + C(J)1 (Z − αJ) +C(J)2 (Z − αJ)2 + · · · .
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By the discussion above,
ordv(C
(J)
0 ) = ordv(∆
(J)
0 ) ≥
ℓ
q − 1 +M ,
ordv(C
(J)
1 ) = ordv(B
(J)
1 ) <
ℓ
q − 1 ,
and for each i ≥ 2,
ordv(C
(J)
i ) > ordv(B
(J)
1 )− (i− 1) logv(ℓ) .
Since M ≥ logv(ℓ), the Newton polygon of Q∗(Z) has a break at i = 1, and its initial
segment has slope < −M . Hence Q∗(Z) has a unique root α∗J satisfying
ordv(α
∗
J − αJ) > M .
Since Q∗(Z) ∈ Fu[[Z]], the theory of Newton Polygons shows that Z −α∗J is a linear factor
in the Weierstrass factorization of Q∗(Z) over Fu (see Proposition 3.36(B)). Thus α∗J ∈ Ou.
This applies for each J . Since M ≥ logv(ℓ), the ℓ roots {α∗j}j∈S are distinct and form
a ψv-regular sequence of length ℓ in Ou attached to S. 
Lemma 11.6 will be applied roughly as follows:
We begin with the function G
(0)
v (z) = Sn,v(φv(z)) =
∏n−1
j=0 (φv(z) − ψv(j)). The early
stages of the patching process seek to preserve this factorization as much as possible. Sup-
pose that at the beginning of the kth stage, k ≥ 1, there is a sequence of k + 1 consecutive
integers
Sk = {j1, j1 + 1, . . . , j1 + k} ⊂ {0, 1, . . . , n− 1} ,
such that G
(k−1)
v (z) =
∏
j∈Sk(φv(z) − ψv(j)) · Fv,k(z) for some (X, ~s)-function Fv,k(z) ∈
Kv(C). Expand
G(k−1)v (z) =
m∑
i=1
(n−1)Ni∑
j=0
Av,ijϕi,nNi−j(z) +
Λ∑
λ=1
Av,λϕλ(z) ,
where the Av,ij , Av,λ ∈ Lwv . We must patch the coefficients Av,ij in the range (k − 1)Ni ≤
j < kNi.
Given (i, j) with (k − 1)Ni ≤ j < kNi, write nNi − j = (n − k − 1)Ni + rij where
Ni < rij ≤ 2Ni (so rij = (k + 1)Ni − j), and put
ϑ
(k)
v,ij(z) = ϕi,rij (z) · Fv,k(z) .
Then ϑ
(k)
v,ij(z) has a pole of order nNi − j at xi and a pole of order at most (n− k − 1)Ni′
at each xi′ 6= xi. By construction, the ϑ(k)v,ij(z) are Kv-symmetric.
Let {∆(k)v,ij} for 1 ≤ i ≤ m, (k − 1)Ni + 1 ≤ j < kNi be a Kv symmetric set of numbers
belonging to Lwv , as given by the global patching process. Patch G
(k−1)
v (z) by setting
G(k)v (z) = G
(k−1)
v (z) +
m∑
i=1
kNi−1∑
j=(k−1)Ni
∆
(k)
v,ijϑ
(k)
v,ij(z) .
Then the coefficients Av,ij with j < (k − 1)Ni are unchanged, the coefficients Av,ij with
(k − 1)Ni < j ≤ kNi are adjusted by the ∆v,ij , and the coefficients Av,ij with j ≥ kNi are
changed in complicated ways that are unimportant to us.
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If char(Kv) = 0, then since the ∆
(k)
v,ij are Kv-symmetric, the sum
m∑
i=1
kNi−1∑
j=(k−1)Ni
∆
(k)
v,ijϑ
(k)
v,ij(z)
is Kv-rational. If char(Kv) = p > 0, then
m∑
i=1
kNi−1∑
j=(k−1)Ni
∆
(k)
v,ijϑ
(k)
v,ij(z) =
( m∑
i=1
kNi−1∑
j=(k−1)Ni
∆
(k)
v,ijϕi,(k+1)Ni−j(z)
)
· Fv,k(z)
is Kv-rational by assumption (11.11) and the fact that Fv,k(z) is Kv-rational. It follows
that G
(k)
v (z) is Kv-rational.
Put Gk(z) =
∏
j∈Sk(φv(z)−ψv(j)), so G
(k−1)
v (z) = Gk(z) ·Fv,k(z). By our choice of the
ϑ
(k)
v,ij(z),
G(k)v (z) =
Gk(z) + m∑
i=1
kNi∑
j=(k−1)Ni+1
∆v,ij · ϕi,rij (z)
 · Fv,k(z) .
Thus the changes in the roots of G
(k)
v (z) have been localized to Gk(z). Put ∆v,k(z) =∑m
i=1
∑kNi−1
j=(k−1)Ni ∆v,ij · ϕi,rij (z), and let G∗k(z) = Gk(z) + ∆v,k(z).
Observe that Gk(z) =
∏
j∈Sk(φv(z) − ψv(j)) has sup norm 1 on each ball B(θh, ρh).
Fixing h, when we compose Gk(z) with the parametrization σ̂h : D(0, 1) → B(θh, ρh),
we obtain a function Qk,h(Z) whose roots in D(0, 1) form a ψv-regular sequence of length
k + 1 in Ouh attached to Sk. Taking ∆k,h(Z) = ∆v,k(σ̂h(Z)), we can apply Lemma 11.6 to
G∗k,h(Z) = Qk,h(Z) + ∆k,h(Z). If the |∆(k)v,ij|v are small enough, the roots of Q∗k,h(Z) will
form a ψv-regular sequence of length k + 1 in Ouh . Since σ̂h(Z) is Fuh-rational, the roots
of G
(k)
v (z) in B(ah, ρh) belong to C(Fuh).
The actual patching argument will be more complicated, because we eventually we will
run out of “new” subsequences Sk to use in patching, and we must deal with roots which
have been previously patched.
In the latter steps of the construction, we will use the following lemma:
Lemma 11.7. (Refined Patching Lemma) Let Q(Z) ∈ Fu[[Z]] be a power series
converging on D(0, 1), with sup norm ‖Q‖D(0,1) = 1. Suppose the roots {αj} of Q(Z)
in D(0, 1) belong to Ou and can be partitioned into r disjoint ψv-regular sequences in Ou
attached to index sets S1, . . . ,Sr of respective lengths ℓ1, . . . , ℓr. Put ℓ =
∑r
k=1 ℓk. Suppose
further that there is a bound T ≥ maxi(logv(ℓi)) such that
ordv(αj − αk) ≤ T
for all j 6= k.
Then for any M ≥ T , and any power series ∆(Z) ∈ Fu[[Z]] converging on D(0, 1) which
satisfies
‖∆‖D(0,1) ≤ q
− ℓ
q−1−(r−1)T−M
v ,
the roots {α∗j} of Q∗(Z) = Q(Z) + ∆(Z) in D(0, 1) again form a union of ψv-regular
sequences in Ou attached to S1, . . . ,Sr. They can uniquely be labeled in such a way that
ordv(α
∗
j − αj) > M
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for each j ∈ ⋃ri=1 Si.
Proof. By the Weierstrass Preparation Theorem (Lemma 3.35), we can write
Q(Z) = B · P(Z) · H(Z)
where B ∈ Fu is a constant, P(Z) ∈ Ou[Z] is the polynomial
P(Z) =
r∏
k=1
∏
j∈Sk
(Z − αj) ,
and H(Z) ∈ Ou[[Z]] is an invertible power series with constant term 1. As before, |B|v = 1.
We are concerned with the roots of
Q∗(Z) = Q(Z) + ∆(Z) .
As in the proof of the Basic Patching Lemma, the theory of Newton Polygons shows that
Q(Z) and Q∗(Z) both have exactly ℓ roots in D(0, 1).
Fix a root αJ , and expand Q(Z) and ∆(Z) as power series in Z − αJ :
Q(Z) = B(J)0 +B(J)1 (Z − αJ) +B(J)2 (Z − αJ)2 + · · · ,
∆(Z) = ∆
(J)
0 +∆
(J)
v,1 (Z − αJ) + ∆(J)2 (Z − αJ)2 + · · · .
The initial part of the Newton Polygon of Q(Z) (expanded about αJ) coincides with
that of P(Z), while its remaining sides have slope > 0. Here
P(Z) =
∏
j
((Z − αJ)− (αj − αJ)) =
ℓ∑
i=0
A
(J)
i (Z − αJ)i .
The coefficients A
(J)
i are symmetric polynomials in the αj −αJ . In particular A(J)0 = 0 and
A
(J)
1 = ±
∏
j 6=J
(αj − αJ ) .
Suppose J ∈ Si. By part (A) of Lemma 11.5,
ordv(
∏
j∈Si
j 6=J
(αJ − αj)) < ℓi
q − 1 .
For each k 6= i, by part (B) of Lemma 11.5,
ordv(
∏
j∈Sk
(αJ − αj)) < ℓk
q − 1 + T
since maxj∈Sk(ordv(αJ − αj)) ≤ T . Summing these, we see that
ordv(A
(J)
1 ) <
ℓ
q − 1 + (r − 1)T .
For each i ≥ 2
A
(J)
i = ±A(J)1 ·
 ∑
j1<···<ji−1
each jk 6= J
1
(αj1 − αJ) · · · (αji−1 − αJ)

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just as in the Basic Patching Lemma. We have ordv(αj − αJ) ≤ T for each j 6= J . Hence
ordv(A
(J)
i ) ≥ ordv(A(J)1 )− (i− 1)T .
Returning to the Newton polygon of Q(Z), we see that B(J)0 = 0,
ordv(B
(J)
1 ) = ordv(A
(J)
1 ) <
ℓ
q − 1 + (r − 1)T ,
and for each i ≥ 2
ordv(B
(J)
i ) ≥ ordv(B(J)1 )− (i− 1)T .
(Note that T > 0 unless ℓ = 0, in which case there is nothing to prove.)
For the power series ∆(Z), elementary estimates give
ordv(∆
(J)
i ) ≥
ℓ
q − 1 + (r − 1)T +M
for each i. In particular ordv(∆
(J)
v,1 ) >
ℓ
q−1 +(r− 1)T , and ordv(∆
(J)
i ) > ordv(B1)− (i− 1)T
for each i ≥ 2.
Now consider the Newton polygon of Q∗(Z) = Q(Z) + ∆(Z), expanded about αJ :
Q∗(Z) = C(J)0 + C(J)1 (Z − αJ) +C(J)2 (Z − αJ)2 + · · · .
By the discussion above,
ordv(C
(J)
0 ) = ordv(∆
(J)
0 ) ≥
k
q − 1 + (r − 1)T +M ,
ordv(C
(J)
1 ) = ordv(B
(J)
1 ) <
k
q − 1 + (r − 1)T ,
and for each i ≥ 2,
ordv(C
(J)
i ) ≥ ordv(B(J)1 )− (i− 1)T .
Since M ≥ T , the Newton polygon of Q∗(Z) has a break at i = 1, and its initial segment
has slope < −M . Hence Q∗(Z) has a unique root α∗J satisfying
ordv(α
∗
J − αJ) > M .
Since Q∗(Z) ∈ Fu[[Z]], the theory of Newton Polygons shows that Z −α∗J is a linear factor
in the Weierstrass factorization of Q∗(Z) over Fu (see Proposition 3.36(B)). Thus α∗J ∈ Ou.
This applies for each J . Since M ≥ T , the roots α∗j are distinct and form a union of
ψv-regular sequences in Ou attached to S1, . . . ,Sr. 
2. Stirling Polynomials when char(Kv) = p > 0.
In this section, assume that char(Kv) = p > 0.
In Proposition 11.9 below, we will show that by requiring that n be divisible by a
sufficiently high power of p, we can make arbitrarily many high order coefficients of the
Stirling polynomial Sn,v(z) =
∏n−1
j=0 (z − ψv(j)) be 0. This fact plays a key role in the
degree-raising argument in the proof of Theorem 11.2 in §11.3.
We begin with a lemma concerning homogeneous products of linear forms over a finite
field.
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Lemma 11.8. Let Fq be the finite field with q elements, let r ≥ 1 be an integer, and put
(11.19) Qr(z;T1, . . . , Tr) =
∏
a1,...,ar∈Fq
(
z −
r∑
i=1
aiTi
)
.
Then Qr has the form
(11.20) Qr(z;T1, . . . , Tr) = z
qr +
r∑
ℓ=1
Pr,ℓ(T1, . . . , Tr) · zqr−ℓ
where Pr,ℓ(T1, . . . , Tr) is a homogeneous polynomial of degree q
r − qr−ℓ in Fq[T1, . . . , Tr]
which is symmetric in T1, . . . , Tr, for each ℓ = 1, . . . , r.
Proof. Since Qr is symmetric in T1, . . . , Tr and is homogeneous of degree q
r, if Qr has
the form (11.20), necessarily the Pr,ℓ(T1, . . . , Tr) are symmetric in T1, . . . , Tr and homoge-
neous of degree qr − qr−ℓ.
We now prove (11.20) by induction on r. When r = 1,
Q1(z;T ) =
∏
a∈Fq
(z − aT ) = T q ·
∏
a∈Fq
(
z
T
− a)
= T q · (( z
T
)q − z
T
)
= zq − T q−1 · z .(11.21)
Now suppose that (11.20) holds for some r. Then for r + 1,
Qr+1(z;T1, . . . , Tr+1) =
∏
a1∈Fq
( ∏
a2∈Fq
· · ·
∏
ar+1∈Fq
(
(z − a1T1)−
r+1∑
i=2
aiTi
))
=
∏
a1∈Fq
Qr(z − a1T1;T2, . . . , Tr+1) .
Using (11.20) for Qr(z − a1T1;T2, . . . , Tr+1), noting that (z − a1T1)q = zq − a1T q1 , and
applying (11.21), we see that Qr+1(z;T1, . . . , Tr+1) has the form
Qr+1(z;T1, . . . , Tr+1) =
∏
a1∈Fq
((
zq
r − a1T q
r
1
)
+
r∑
ℓ=1
(
zq
r−ℓ − a1T q
r−ℓ
1
)
Pr,ℓ(T2, . . . , Tr+1)
)
=
∏
a1∈Fq
(
Qr(z;T2, . . . , Tr+1)− a1Qr(T1;T2, . . . , Tr)
)
= Qr(z;T2, . . . , Tr+1)
q −Qr(z;T2, . . . , Tr+1) ·Qr(T1;T2, . . . , Tr)q−1 .
Using (11.20) for Qr(z;T2, . . . , Tr+1), then expanding the q-th power and collecting terms,
we obtain
Qr+1(z;T1, . . . , Tr+1) = z
qr+1 +
r+1∑
ℓ=1
Pr+1,ℓ(T1, . . . , Tr+1) · zqr+1−ℓ . 
Now let πv be a uniformizer for the maximal ideal of Ov . Let q = qv = pfv be the order of
the residue field Ov/πvOv. By the structure theory of local fields in positive characteristic,
Ov ∼= Fq[[πv]] and Kv ∼= Fq((πv)). The following proposition uses the fact that in the basic
well-distributed sequence {ψv(k)}0≤k<∞ for Ov , the representatives ψv(0), . . . , ψv(q−1) for
Ov/πvOv are the Teichmu¨ller representatives, the elements of Fq.
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Proposition 11.9. Let Kv ∼= Fq((πv)) be a local field of characteristic p > 0. If qr|n
for some r > 0, then Sn,v(z) can be expanded as
(11.22) Sn,v(z) = z
n +
n∑
j=qr−qr−1
Cj z
n−j
with each Cj ∈ Ov.
Proof. First suppose n = qr for some r > 0. The numbers ψv(k), for k = 0, . . . , q
r−1,
run over all possible sums a0 + a1πv + · · · + ar−1πr−1v with a0, . . . , ar−1 ∈ Fq. By Lemma
11.8,
(11.23) Sqr,v(z) = Qr(z; 1, πv , . . . , π
r−1
v ) = z
qr +Arz
qr−1 + terms of lower degree ,
where Ar = Pr,1(1, πv , . . . , π
r−1
v ). Now suppose n = q
rℓ. If 0 ≤ k < ℓ and we write
k = jqr + s with 0 ≤ j < ℓ, 0 ≤ s < qr, then ψv(k) = ψv(j)πrv + ψv(s). It follows that
Sn,v(z) =
ℓ−1∏
j=0
qr−1∏
s=0
(z − ψv(j)πrv − ψv(s)) =
ℓ−1∏
j=0
Sqr ,v(z − ψv(j)πrv)
=
ℓ−1∏
j=0
(
(z − ψv(j)πrv)q
r
+Ar · (z − ψv(j)πrv)q
r−1
+ terms of lower degree
)
.(11.24)
Since (z − ψv(j)πrv)q = zq − ψv(j)qπqrv , upon multiplying out (11.24) we see that
Sn,v(z) = (z
qr)ℓ + ℓ · (zqr)ℓ−1(Arzqr−1) + terms of lower degree ,
which yields (11.22). 
3. Proof of Theorems 11.1 and 11.2
In this section we prove Theorems 11.1 and 11.2. The construction is a generalization
of those in ([52]) and ([53]).
We begin the construction with
G(0)v (z) = Sn,v(φv(z)) =
n−1∏
j=0
(φv(z)− ψv(j))
=
m∑
i=1
(n−1)Ni−1∑
j=0
Av,ijϕi,nNi−j +
Λ∑
λ=1
Av,λϕλ ,
whose leading coefficient at xi is Av,i0 = c˜
n
v,i.
The roots {θhj}1≤h≤N,0≤j<n of G(0)v (z) belong to Hv := Ev ∩
(⋃N
h=1B(θh, ρh)
)
, and are
distinct. Indeed, as noted at the beginning of §11.1, for each h there is a 1−1 correspondence
between the roots θhj of Sn,v(φv(z)) in B(θh, ρh) and the zeros αhj of Sn,v(Φ̂h(Z)) inD(0, 1),
given by θhj = σ̂h(αhj) for j = 0, . . . , n − 1. Moreover, the αhj belong to Ouh , and form a
ψv-regular sequence of length n in Ouh . Put
(11.25) U0v :=
N⋃
h=1
B(θh, ρh) ⊂ Uv =
D⋃
ℓ=1
B(aℓ, rℓ) .
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For suitable n, the patching process will inductively constructKv-rational (X, ~s)-functions
G
(k)
v (z), for k = 1, . . . , n, whose roots belong to Hv for all k. For each k, there will be a
natural 1− 1 correspondence between the roots of G(k−1)v (z) and G(k)v (z), and the roots of
G
(n)
v (z) will be distinct. The conditions on n needed for the construction to succeed will be
noted as they arise; they will all require that n be sufficiently large, or that it be divisible
by a certain integer. Only a finite number of conditions will be imposed, so there is an
nv ≥ 1 such that the construction will succeed if n is sufficiently large and divisible by nv.
Recall that
(11.26) Mv = max
(
max
i
max
Ni<j≤2Ni
(‖ϕi,j‖Uv),max
λ
(‖ϕλ‖Uv )
)
.
We have defined kv to be the smallest integer such that for all k ≥ kv ,
(11.27) hNkv ·Mv < q
−( k+1
qv−1+logv(k+1))
v .
The global patching process specifies a number k ≥ kv, the number of bands of coefficients
considered “high-order”.
Phase 1. Patching the leading and high-order coefficients, for k = 1, . . . , k.
The patching constructions for the leading and high-order coefficients are different when
char(Kv) = 0 and when char(Kv) = p > 0.
Case A. Suppose char(Kv) = 0.
In this case, the leading coefficient is patched along with the other high order coefficients.
The bound for the high order patching coefficients in Theorem 11.1 is Bv = h
kN
v . Since
0 < hv < 1 and k ≥ kv, it follows from (11.27) that
(11.28) Bv ·Mv = hkNv ·Mv ≤ q
− k+1
qv−1−logv(k+1)
v ≤ q
− k+1
qv−1−logv(k+1)
v
for each k = 1, . . . , k.
When k = 1, we are given a Kv-symmetric set of numbers {∆(1)v,ij ∈ Lwv}(i,j)∈BandN (1),
determined recursively in ≺N order, such that for each (i, j),
(11.29) |∆(1)v,ij |v ≤ Bv .
Put S1 = {0, 1}, and let
P1(x) =
∏
j∈S1
(x− ψv(j)), P̂1(x) =
n−1∏
j=2
(x− ψv(j))
so Sn,v(x) = P1(x) · P̂1(x). Set Q1(z) = P1(φv(z)); then
G(0)v (z) = Q1(z) · P̂1(φ(z)) .
For each (i, j) ∈ BandN (1), put
ϑ
(1)
v,ij(z) = ϕi,2Ni−j(z) · P̂1(φv(z)) .
Thus ϑ
(1)
v,ij(z) has a pole of order nNi − j at xi with leading coefficient c˜n−2v,i , and a pole of
order (n − 2)Ni′ at each xi′ 6= xi. By construction the ϑ(1)v,ij(z) are Kv-symmetric. Since
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the ∆
(1)
v,ij are Kv-symmetric as well, for each (i, j)∑
xi′∈Autc(Cv/Kv)(xi)
∆
(1)
v,i′jϑ
(1)
v,i′j ∈ Kv(C) .
This assures that when the global patching process determines the patching coefficients
∆
(k)
v,ij(z) recursively in ≺N order, the partially patched function G(0)v (z) is Kv-rational after
each Aut(K˜/K)-orbit of coefficients is chosen.
Patch G
(0)
v (z) by setting
G(1)v (z) = G
(0)
v (z) +
m∑
i=1
Ni−1∑
j=0
∆
(1)
v,ij · ϑ(1)v,ij(z) .
Then G
(1)
v (z) is a Kv-rational (X, ~s)-function of degree Nn.
Now consider how the roots {θhj} change in passing from to G(0)v (z) to G(1)v (z). If we
write ∆v,1(z) =
∑m
i=1
∑Ni−1
j=0 ∆
(1)
v,ij · ϕi,2Ni−j(z), and put
G∗1(z) = Q1(z) + ∆v,1(z) ,
then by our choice of the ϑ
(1)
v,ij(z)
G(1)v (z) = G
∗
1(z) · P̂1(φv(z)) .
Hence the roots θhj with j ≥ 2 are all preserved.
For each ball B(θh, ρh), let σ̂h : D(0, 1)→ B(θh, ρh) be the Fuh-rational parametrization
from §11.1; recall that θhj = σ̂h(αhj). By abuse of language, we will refer to both the θhj
and the αhj as “roots”. By (11.26), (11.28) and (11.29),
‖∆v,1(z)‖U0v ≤ Bv ·Mv ≤ q−(2/(q−1)+logv(2)) .
Put Q1,h(Z) = Q1(σ̂h(Z)) = P1(Φ̂h(Z))) and ∆1,h(Z) = ∆v,1(σ̂h(Z)). The roots {αh0, αh1}
ofQ1,h(Z) form a ψv-regular sequence of length 2 inOuh , and ‖∆1,h‖D(0,1) ≤ q−(2/(q−1)+logv(2)).
By Lemma 11.6 the roots of Q∗1,h(Z) = Q1,h(Z) + ∆1,h(Z) form a ψv-regular sequence
{α∗h0, α∗h1} of length 2 in Ow, with
ordv(α
∗
h0 − αh0) > logv(2), ordv(α∗h1 − αh1) > logv(2) .
Thus the roots of G
(1)
v (σ̂h(Z)) in D(0, 1) are
{α∗h0, α∗h1, αh2, . . . , αh,n−1} ,
a union of a ψv-regular sequence of length 2 and the remaining n−2 elements of the original
ψv-regular sequence of length n. Transferring this back to G
(1)
v (z), put θ∗h0 = σ̂h(α
∗
h0),
θ∗h1 = σ̂h(α
∗
h1). Then θ
∗
h0, θ
∗
h1 ∈ B(θh, ρh) ∩ C(Fuh) ⊂ E˜v. The roots of G(1)v (z) in B(θh, ρh)
are
{θ∗h0, θ∗h1, θh2, . . . , θh,n−1} .
Let εv,i = 1+∆
(1)
v,i0. Since the ∆
(1)
v,i0 are Kv-symmetric, with |∆(1)v,i0|v < 1 for each i, the
εv,i form a Kv-symmetric system of units in O×wv . The leading coefficient Av,i0 = c˜nv,i of
G
(0)
v (z) at xi is changed to εv,ic˜
n
v,i in G
(1)
v (z). (From the global patching process, we know
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that εv,ic˜
N
v,i = µ
n/n0
i where the µi are the Ŝ-units from Theorem 7.11; however, from a local
standpoint, this is irrelevant.) The leading coefficient of Q∗1(z) at xi is εv,i.
Next we construct the G
(k)
v (z) for k = 2, . . . , k. Each G
(k)
v (z) will be a Kv-rational
(X, ~s)-function of degree nN , having a pole of order nNi and leading coefficient εv,ic˜
n
v,i at
xi, and with a factorization into Kv-rational (X, ~s)-functions of the form
G(k)v (z) = Q
∗
1(z)Q
∗
2(z) · · ·Q∗k(z) · P̂k(φv(z)) .
The properties of the Q∗k(z) will be discussed below.
Recall that S1 = {0, 1}. Put S2 = {2, 3, 4}, S3 = {5, 6, 7, 8}, and so on, through Sk,
where Sk consists of the next k + 1 integers in {0, 1, . . . , n− 1} after Sk−1. Explicitly,
(11.30) Sk = {jk, . . . , jk + k}
where jk = (k
2 + k − 2)/2. For this to be possible we need
(11.31) n ≥ (k2 + 3k − 2)/2
which we henceforth assume.
In the kth step, the roots corresponding to Sk will be moved. Put
(11.32) Pk(x) =
∏
j∈Sk
(x− ψv(j)), P̂k(x) =
∏
0≤j≤n−1, j /∈S1∪...Sk
(x− ψv(j)) ,
so that Sn,v(x) = P1(x) · · ·Pk(x) · P̂k(x) and P̂k−1(x) = Pk(x) · P̂k(x). Set
(11.33) Qk(z) = Pk(φv(z)) .
For each k, 2 ≤ k ≤ k, the function Q∗k(z) will have the following properties:
(1) Q∗k(z) is obtained by perturbing Qk(z);
(2) Q∗k(z) is a Kv-rational (X, ~s)-function of degree (k + 1)N , with a pole of order
(k + 1)Ni and leading coefficient c˜
k+1
v,i at xi;
(3) For each ball B(θh, ρh), the roots {α∗h,jk , . . . , α∗h,jk+k} of Q∗k(σ̂h(Z)) in D(0, 1) form
a ψv-regular sequence {αhj}j∈Sk of length k + 1 in Ouh relative to Φ̂h(Z), and for
each j ∈ Sk
ordv(α
∗
hj − αhj) >
k + 1
q − 1 + logv(k + 1);
(4) For each ball B(θh, ρh), ‖Q∗k‖B(θh ,ρh) = 1.
Inductively suppose G
(k−1)
v (z) has been constructed, with
G(k−1)v (z) = Q
∗
1(z) · · ·Q∗k−1(z) · P̂k−1(φv(z))
= Q∗1(z) · · ·Q∗k−1(z) ·Qk(z) · P̂k(φv(z)) .(11.34)
Expand
G(k−1)v (z) =
m∑
i=1
(n−1)Ni−1∑
j=0
Av,ijϕi,nNi−j(z) +
Λ∑
λ=1
Aλϕλ(z) .
The Av,ij and Av,λ belong to Lwv and are Kv-symmetric.
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We are given a Kv-symmetric set of numbers {∆(k)v,ij ∈ Lwv}(i,j)∈BandN (k), determined
recursively in ≺N order, such that for each (i, j)
(11.35) |∆(k)v,ij |v ≤ Bv .
For each (i, j) ∈ BandN (k), we have (k − 1)Ni ≤ j < kNi. Let rij = (k + 1)Ni − j, so
Ni < rij ≤ 2Ni and nNi − j = (n− k − 1)Ni + rij , and put
(11.36) ϑ
(k)
v,ij(z) = ε
−1
v,i · ϕi,rij (z) ·
k−1∏
ℓ=1
Q∗ℓ (z) · P̂k(φv(z)) .
Then ϑ
(k)
v,ij(z) has a pole of order nNi − j at xi. Its leading coefficient at xi is c˜n−k−1v,i ,
because the leading coefficient of Q∗1(z) is εv,i, while for 2 ≤ ℓ ≤ k−1 the leading coefficient
of Q∗ℓ(z) is c˜
ℓ+1
v,i . It has a pole of order at most (n− k − 1)Ni′ at each xi′ 6= xi.
Since the c˜v,i, εv,i, and ϕij(z) are Kv-symmetric, and P̂k(φv(z)) is Kv-rational, the
ϑ
(k)
v,ij(z) are Kv-symmetric. Thus for each (i, j),∑
xi′∈Autc(Cv/Kv)(xi)
∆
(k)
v,i′jϑ
(k)
v,i′j ∈ Kv(C) .
We patch G
(k−1)
v (z) by setting
(11.37) G(k)v (z) = G
(k−1)
v (z) +
m∑
i=1
kNi−1∑
j=(k−1)Ni
∆
(k)
v,ijϑ
(k)
v,ij(z) .
The coefficients Av,ij with j < (k − 1)Ni remain unchanged. In particular, G(k)v (z) has the
same leading coefficients εv,ic˜
n
v,i as G
(1)
v (z). Each G
(k)
v (z) is a Kv-rational (X, ~s)-function of
degree nN , so its roots are Kv-symmetric.
Put
∆v,k(z) =
m∑
i=1
kNi∑
j=(k−1)Ni+1
∆
(k)
v,ij · ε−1v,iϕi,rij (z) ,(11.38)
Q∗k(z) = Qk(z) + ∆v,k(z) .(11.39)
Then ∆v,k(z) and Q
∗
k(z) are Kv rational. Since Qk(z) has a pole of order (k+1)Ni at each
xi, with leading coefficient c˜
k+1
v,i , while ∆v,k(z) has a pole of order at most 2Ni at xi, Q
∗
k(z)
has the same leading coefficients as Qk(z).
By (11.34) and the definition of the ϑ
(k)
v,ij(z), changes in the roots of G
(k−1)
v (z) are
localized to the factor Qk(z) = Pk(φv(z)):
(11.40) G(k)v (z) = Q
∗
1(z)Q
∗
2(z) · · ·Q∗k(z) · P̂k(φv(z)) .
Furthermore, by (11.26), (11.28), and (11.35)
‖∆v,k(z)‖U0v ≤ Bv ·Mv ≤ q
− k+1
q−1−logv(k+1) .
In particular, for each ball B(θh, ρh), we have ‖∆v,k(z)‖B(θh ,ρh) < 1 while ‖Qk(z)‖B(θh ,ρh) =
1, so ‖Q∗k(z)‖B(θh ,ρh) = 1.
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Let σ̂h : D(0, 1) → B(θh, ρh) be the chosen Fuh-rational parametrization; recall that
θhj = σ̂h(αhj). Apply Lemma 11.6 to Qk,h(Z) = Qk(σ̂h(Z)) = Pk(Φ̂h(Z))) and ∆k,h(Z) =
∆v,k(σ̂h(Z)). The roots of Qk,h(Z) in D(0, 1) are {αhj}j∈Sk , which is a ψv-regular sequence
of length k + 1 in Ouh in attached to Sk, and ‖∆k,h‖D(0,1) ≤ q−(k+1)/(q−1)−logv(k+1). By
Lemma 11.6 the roots {α∗hj}j∈Sk of Q∗k,h(Z) = Qk,h(Z)+∆k,h(Z) form a ψv-regular sequence
of length k + 1 in Ouh , with
(11.41) ordv(α
∗
hj − αhj) > logv(k + 1)
for each j ∈ Sk.
Thus the roots of G
(k)
v (σ̂h(Z)) in D(0, 1) are
{α∗h0, α∗h1, α∗h2, α∗h3, α∗h4, . . . , α∗h,jk+k, αh,jk+1, . . . , αh,n−1} ,
which is a union of k ψv-regular sequences of lengths 2, 3, 4, . . . , k + 1, together with the
remainder of the original ψv-regular sequence of length n. Transferring this back to G
(k)
v (z),
put θ∗hj = σ̂h(α
∗
hj) for each j ∈ Sk. The roots of G(k)v (z) in B(θh, ρh) are
{θ∗h0, θ∗h1, θ∗h2, θ∗h3, θ∗h4, . . . , θ∗h,jk+k, θh,jk+1, . . . , θh,n−1} ,
and they all belong to Cv(Fuh) ∩B(θh, ρh).
Case B. Suppose char(Kv) = p > 0.
In this case the goals of the high-order patching process are different. First, we need to
choose nv so that if nv|n, then when G(0)v (z) = Sn,v(φv(z)) is expanded using the L-rational
basis as
(11.42) G(0)v (z) =
m∑
i=1
(n−1)Ni−1∑
j=0
Av,ijϕi,nNi−j(z) +
Λ∑
λ=1
Av,λϕλ(z) ,
we have Av,ij = 0 for all (i, j) with 1 ≤ i ≤ m, 1 ≤ j < kNi. Second, when we patch the
leading coefficients Av,i0 = c˜
n
v,i, we must carry out the patching process in such a way that
the Av,ij with 1 ≤ i ≤ m, 1 ≤ j < kNi remain 0.
To accomplish these goals, we will choose nv and Bv differently from how they were
chosen when char(Kv) = 0. Recall that q = qv = p
fv is the order of the residue field of Ov ,
and that kv is the least integer for such that for all k ≥ kv,
(11.43) hNkv ·Mv < q−(
k+1
q−1+logv(k+1)) .
Recall also that J = pA is the least power of p such that
pA ≥ max (2g + 1, max
1≤i≤m
([K(xi) : K]
insep)
)
,
(see §3.3) and that we have chosen N in such a way that J |Ni for each i. By the construction
of the L-rational and Lsep-rational bases, this means that ϕi,nNi(z) = ϕ˜i,nNi(z) is L
sep-
rational for each i = 1, . . . ,m.
Let k ≥ kv is a fixed integer specified by the global patching process. We will take
nv = q
r to be the least power of q such that
(11.44)
{
qr ≥ max(kN1, . . . , kNm) ,
qr − qr−1 ≥ k ,
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and take
(11.45) Bv = min
1
2
,
q
−
(
nv
q−1+logv(nv)
)
maxi
(|c˜nvv,i|v‖ϕi,nvNi‖Uv)
 .
Note that J |nv, since nv ≥ kN1 ≥ J and both nv and J are powers of p.
We will that for see all sufficiently large n divisible by nv, we can carry out the patching
process described in Theorem 11.2.
Given n divisible by nv, write n = nvQ = q
r · Q, and put G(0)v (z) = Sn,v(φv(z)). We
first show when G
(0)
v (z) is expanded as in (11.42), then the high-order coefficients Av,ij are
0 for 1 ≤ i ≤ m, 1 ≤ j < kNi, as required. For this, we apply Proposition 11.9, which says
that Sn,v(x) has the form
(11.46) Sn,v(x) = x
n +
n∑
j=qr−qr−1
Cjx
n−j
with each Cj ∈ Ov.
For each i, the leading coefficient of G
(0)
v (z) at xi is c˜
n
v,i, which belongs to Kv(xi)
sep
since c˜v,i ∈ Kv(xi)sep by the construction of φv(z). If we expand φv(z)Q using the L-rational
basis as
φv(z)
Q =
m∑
i=1
(Q−1)Ni−1∑
j=0
Bv,ijϕi,QNi−j(z) +
Λ∑
λ=1
Bλϕλ(z) ,
then since char(Kv) = p > 0 and nv is a power of p, it follows that
φv(z)
n = (φv(z)
Q)nv =
m∑
i=1
(Q−1)Ni−1∑
j=0
Bnvv,ijϕi,QNi−j(z)
nv +
Λ∑
λ=1
Bnvλ ϕλ(z)
nv .
Here for each i, since J |Ni, Proposition 3.3(B) shows that ϕnvi,QNi = ϕi,nNi , and since the
leading coefficient of φv(z) is c˜v,i, we have B
nv
v,ij = c˜
n
v,i. Each term B
nv
v,ijϕi,QNi−j(z)
nv for
j ≥ 1 has a pole of order at most nNi − nv at xi and no other poles, and the Bnvλ ϕλ(z)nv
have poles of order at most nvNi′ at each xi′ . Thus if n ≥ nv + 1, which we henceforth
assume, then
(11.47) φv(z)
n =
m∑
i=1
c˜nv,iϕi,nNi(z) + terms with poles of order ≤ (n− nv)Ni at each xi .
Now consider
(11.48) G(0)v (z) = Sn,v(φv(z)) = φv(z)
n +
n∑
j=qr−qr−1
Cjφv(z)
n−j .
By (11.44), (11.46) and (11.47), when G
(0)
v (z) is expanded as in (11.42) the coefficients Av,ij
for 1 ≤ i ≤ m, 1 ≤ j < kNi are all 0.
We next carry out the patching process for the stage k = 1. We want to modify the
leading coefficients Av,i0 and leave the remaining-order high coefficients Av,ij for 1 ≤ j < kNi
(which are 0) unchanged. By assumption, we are given a Kv-symmetric set of numbers
{∆(1)v,i0 ∈ Lwv}1≤i≤m,0≤j<Ni , with |∆(1)v,i0|v ≤ Bv for each i, and ∆(1)v,ij = 0 for all j ≥ 1 and
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all i, such that ∆
(1)
v,i0 belongs to Kv(xi)
sep for each i, and we wish to replace Av,i0 = c˜
n
v,i
with c˜nv,i +∆v,i0c˜
n
v,i in (11.42).
We claim that taking
(11.49) θ˜
(1)
v,i0(z) = c˜
nv
v,iϕi,nvNi(z) · Sn−nv,v(φv(z))
in Theorem 11.2 for each i = 1, . . . ,m, and then putting
(11.50) G(1)v (z) = G
(0)
v (z) +
m∑
i=1
∆
(1)
v,i0 θ˜
(1)
v,i0(z) ,
accomplishes what we need. Let H(z) denote the sum on the right side of (11.50).
First, adding H(z) to G
(0)
v (z) adds ∆
(1)
v,i0c˜
n
v,i to Av,i0 = c˜
n
v,i, for each i. This follows
from the fact that c˜nvv,iϕi,nvNi(z) · Sn−nv,v(φv(z)) has a pole of order nNi at xi with leading
coefficient c˜nv,i, and at each xi′ 6= xi its pole has order less than (n− k)Ni′ .
Put εv,i = 1+∆
(1)
v,i0; then the leading coefficient of G
(1)
v (z) at xi is εv,ic˜
n
v,i. Since the ∆
(1)
v,i0
are Kv-symmetric, with ∆
(1)
v,i0 ∈ Kv(xi)sep and |∆(1)v,i0|v ≤ Bv < 1 for each i, the εv,i form a
Kv-symmetric system of Osepwv -units with εv,i ∈ Kv(xi)sep for each i. Since c˜v,i belongs to
Kv(xi)
sep, so does εv,ic˜
n
v,i.
Second, adding H(z) to G
(0)
v (z) leaves Av,ij = 0 for 1 ≤ i ≤ m, 1 ≤ j < kNi. To see
this, note that if n = nvQ then n − nv = nv(Q − 1). Since nv|(n − nv), Proposition 11.9
and an argument like the one which gave (11.48) show that
(11.51) Sn−nv,v(φv(z)) = φv(z)
n−nv +
n−nv∑
j=qr−qr−1
C ′jφv(z)
n−nv−j
for certain C ′j ∈ Ov. Likewise, by an argument similar to the one which gave (11.47), if
n ≥ nv + 2 (which we henceforth assume), then
φv(z)
n−nv =
m∑
i=1
c˜n−nvv,i ϕi,(n−nv)Ni(z)(11.52)
+ terms with poles of order ≤ (n− 2nv)Ni at each xi .
Finally, since J |Ni for each i, Proposition 3.3(B) shows that for each basis function ϕij(z)
we have
(11.53) ϕi,nvNi(z) · ϕij(z) = ϕi,nvNi+j(z) .
Combining (11.51), (11.52) and (11.53), and using that qr − qr−1 ≥ k, we see that
θ˜
(1)
v,i0(z) = c˜
nv
v,iϕi,nvNi(z) · Sn−nv,v(φv(z))
= c˜nv,iϕi,nNi(z) + terms with poles of order ≤ (n− k)Ni′ at each x′i .(11.54)
Thus θ˜
(1)
v,i0(z) = c˜
n
v,iϕi,nNi(z) + Θ˜
(1)
v,i0(z) for an (X, ~s)-function Θ˜
(1)
v,i0(z) with poles of order at
most (n− k)Ni′ at each xi′ , as asserted in Theorem 11.2.
Third, θ˜
(1)
v,i0(z) is rational over Kv(xi)
sep for each i, and the θ˜
(1)
v,i0(z) are Kv-symmetric.
To see this, note that ϕi,nvNi(z) = ϕ˜i,nvNi(z) is rational over Kv(xi)
sep by Proposition
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3.3(B), since J |Ni. Furthermore, c˜v,i ∈ Kv(xi)sep by hypothesis, and Sn−nv,v(φv(z)) is Kv-
rational, so θ˜
(1)
v,i0(z) is Kv(xi)
sep-rational. The θ˜
(1)
v,i0(z) are Kv-symmetric since the c˜v,i and
ϕi,nvNi(z) are Kv-symmetric and Sn−nv,v(φv(z)) is Kv-rational.
Fourth, G
(1)
v (z) is Kv-rational. To see this, note that c˜
nv
v,i belongs to Kv(xi)
sep, and the
θ˜
(1)
v,i0(z) are rational over Lwv -rational and Kv-symmetric as remarked above. It follows that
H(z) is Kv-rational. Since G
(0)
v (z) is Kv-rational, G
(1)
v (z) is Kv-rational as well.
We will now show that the roots of G
(1)
v (z) belong to Ev. Let
S1 = {n− nv, n− nv + 1, . . . , n− 1} ,
and put P1(x) =
∏
j∈S1(x− ψv(j)), P̂1(x) = Sn−nv,v(x) =
∏n−nv−1
j=0 (x− ψv(j)), so
Sn,v(x) = P1(x) · Sn−nv,v(x) = P1(x) · P̂1(x) .
Since G
(0)
v (z) = Sn,v(φv(z)), using (11.49) we can write (11.50) as
G(1)v (z) = G
(0)
v (z) +
( m∑
i=1
∆
(1)
v,i0 · c˜nvv,iϕi,nvNi(z)
)
· Sn−nv,v(φv(z))
=
(
P1(φv(z)) + ∆v,1(z)
)
· P̂1(φv(z))
= Q∗1(z) · P̂1(φv(z)) ,
where ∆v,1(z) =
∑m
i=1∆
(1)
v,i0 ·c˜nvv,iϕi,nvNi(z) and Q∗1(z) = P1(φv(z))+∆v,1(z). Since |∆(1)v,i0|v ≤
Bv for each i, by (11.45) and the ultrametric inequality we have
‖∆v,1(z)‖Uv ≤ q−
nv
q−1−logv(nv) .
In particular, for each ball B(θh, ρh), we have ‖∆v,1(z)‖B(θh ,ρh) ≤ q−nv/(q−1)−logv(nv) < 1.
Since ‖P1(φv(z))‖B(θh ,ρh) = 1, it follows that ‖Q∗1(z)‖B(θh ,ρh) = 1.
For each h = 1, . . . , N , let σ̂h : D(0, 1)→ B(θh, ρh) be the Fuh-rational parametrization
chosen at the beginning of §11.1; recall that the roots of Sn,v(φv(z)) in B(θh, ρh) are θhj for
j = 0, . . . , n− 1 and that θhj = σ̂h(αhj) where αhj = Φ˜h(ψv(j)) ∈ Ouh .
Just as when char(Kv) = 0, we can apply Lemma 11.6 to Q1,h(Z) = Q1(σ̂h(Z)) and
∆1,h(Z) = ∆v,1(σ̂h(Z)). The roots of Q1,h(Z) inD(0, 1) are {αhj}j∈S1 , which is a ψv-regular
sequence of length nv in Ouh in attached to S1. By Lemma 11.6 the roots {α∗hj}j∈S1 of
Q∗1,h(Z) = Q1,h(Z) + ∆1,h(Z) form a ψv-regular sequence of length nv in Ouh , with
(11.55) ordv(α
∗
hj − αhj) > logv(nv)
for each j ∈ S1.
Thus the roots of G
(1)
v (σ̂h(Z)) in D(0, 1) are
{αh0, αh1, . . . , αh,n−nv−1, α∗h,n−nv , . . . , α∗h,n−1} ,
which is the union of the initial part of the original ψv-regular sequence of length n and a
ψv-regular sequence of length nv. Transferring this back to G
(k)
v (z), put θ∗hj = σ̂h(α
∗
hj) for
each j ∈ S1. Then the roots of G(1)v (z) in B(θh, ρh) are
{θh0, θh1, . . . , θh,n−nv−1, θ∗h,n−nv , . . . , θ∗h,n−1} ,
and they all belong to Cv(Fuh) ∩B(θh, ρh) ⊆ Ev.
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For k = 2, . . . , k, we have ∆
(k)
v,ij = 0 for all (i, j), and we take G
(k)
v (z) = G
(k−1)
v (z). For
notational compatibility with Case A, for each k = 2, . . . , k let Sk be the empty set and put
Q∗k(z) = 1, P̂k(z) = P̂1(z). Thus for each k
G(k)v (z) = Q
∗
1(z)Q
∗
2(z) · · ·Q∗k(z) · P̂k(φv(z)) .
Note that the leading coefficient of Q∗1(z) at xi is εv,ic˜
nv
v,i.
Phase 2. Patching for k = k + 1, . . . , k1.
Since k ≥ kv, for each k ≥ k + 1 we have
hkNv ·Mv < q−
k+1
q−1−logv(k+1) .
Let k1 be the least integer such that for all k ≥ k1,
(11.56) hkNv ·Mv < q−
k+1
q−1−logv(n) .
If n is large enough that
(11.57) q
− k+1
q−1−logv(n) < hkNv ·Mv ,
which we henceforth assume, then k1 > k. Since h
N
v < q
−1/(q−1), there is a constant A1 > 0
such that
k1 ≤ A1 logv(n) ,
so if n is sufficiently large, then n > k1 which we also assume.
The purpose of Phase 2 is simply to “carry on” until k is large enough that (11.56)
holds, at which point Lemma 11.6 preserves the position of the roots αhj within balls of size
q
−⌈logv(n)⌉
v . Equivalently, in patching steps for k > k1, each pair of patched and unpatched
roots will satisfy
ordv(α
∗
hj − αhj) ≥ logv(n) .
The patching process in Phase 2 is the same as the one for steps k ≥ 2 in Case A of Phase
1, except that in place of (11.35) we require that each ∆
(k)
v,ij satisfy
(11.58) |∆(k)v,ij |v ≤ hkNv .
When char(Kv) = 0, for each k = k + 1, . . . , k1 we put Sk = {jk, . . . , jk + k} as in (11.30).
When char(Kv) = p > 0, we put Sk+1 = {0, 1, . . . , k} and for k = k+2, . . . , k1 we let Sk be
the set consisting of the next k + 1 integers after Sk−1. These Sk will be subsequences of
{0, 1, . . . , n − 1} if n is large enough that
(11.59) n > nv + (A1 logv(n) + 1)( A1 logv(n) + 2)/2 ,
which we henceforth assume.
Let the Pk(z), P̂k(z), Qk(z), and Q
∗
k(z) be as in (11.32), (11.33), and (11.39). Inductively
suppose G
(k−1)
v (z) has been constructed with
G(k−1)v (z) = Q
∗
1(z) · · ·Q∗k−1(z) · P̂k−1(φv(z))
= Q∗1(z) · · ·Q∗k−1(z) · Pk(φv(z)) · P̂k(φv(z))(11.60)
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When char(Kv) = 0 we patch G
(k−1)
v (z) by setting
G(k)v (z) = G
(k−1)
v (z) +
m∑
i=1
kNi−1∑
j=(k−1)Ni
∆
(k)
v,ijϑ
(k)
v,ij(z)
= Q∗1(z) · · ·Q∗k−1(z) ·
(
Pk(φv(z)) + ∆v,k(z)
) · P̂k(φv(z)) ,
where the compensating functions are
ϑ
(k)
v,ij(z) = ε
−1
v,iϕi,(k+1)Ni−j(z) ·Q∗1(z) · · ·Q∗k−1(z) · P̂k(φv(z)) ,
and where as in (11.38),
∆v,k(z) =
m∑
i=1
kNi−1∑
j=(k−1)Ni
∆
(k)
v,ij · ε−1v,iϕi,(k+1)Ni−j(z) .
It is easy to see that the ϑ
(k)
v,ij(z) have the properties required by Theorem 11.1. Including
the factor of ε−1v,i makes the leading coefficient of ϑ
(k)
v,ij(z) at xi be c˜
n−k−1
v,i .
When char(Kv) = p > 0, we put
∆v,k(z) =
m∑
i=1
kNi−1∑
j=(k−1)Ni
∆
(k)
v,ij · ϕi,(k+1)Ni−j(z) ,
which is Kv-rational by the hypotheses of Theorem 11.2, and let
Fv,k(z) = Q
∗
1(z) · · ·Q∗k−1(z) · P̂k(φv(z)) .
We patch G
(k−1)
v (z) by setting
G(k)v (z) = G
(k−1)
v (z) + ∆v,k(z) · Fv,k(z)
= Q∗1(z) · · ·Q∗k−1(z) ·
(
Pk(φv(z)) + ∆v,k(z)
) · P̂k(φv(z))
By induction Fv,k(z) is Kv-rational, its roots belong in Ev, and it has a pole of order
(n − k − 1)Ni with leading coefficient dv,i = εv,ic˜n−k−1v,i at each xi. In particular |dv,i|v =
|c˜n−k−1v,i |v. Thus Fv,k(z) satisfies the conditions of Theorem 11.2.
The two patching constructions are the same except for a minor difference in the choice
of ∆v,k(z), and in both cases
‖∆v,k‖U0v ≤ maxi,j (∆|v,ij |v) ·maxi,j (‖ϕ(k+1)Ni−j‖U0v ) ≤ h
kN
v ·Mv < q−
k
q−1−logv(k+1) .
The same argument as in Phase 1, using Lemma 11.6, shows that Q∗k(z) = Pk(φv(z)) +
∆v,k(z) is Kv-rational and has its roots in Ev. For each h = 1, . . . , N , the roots of Q
∗
k(z) in
B(θh, ρh) are θ
∗
hj = σ̂h(α
∗
hj), for j ∈ Sk. Since for each h
‖∆v,k‖B(θ,ρh) < q−
k+1
q−1−logv(k+1) ,
the α∗hj form a ψv-regular sequence of length k + 1 in Ouh , and for each j ∈ Sk
(11.61) ordv(α
∗
hj − αhj) > logv(k + 1) .
After patching, we have a factorization
G(k)v (z) = Q
∗
1(z) · · ·Q∗k(z) · P̂k(φv(z)) ,
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so the induction in (11.60) can continue.
Phase 3. Moving the roots apart.
At this point we have obtained a Kv-rational (X, ~s)-function G
(k1)
v (z) of degree nN
whose coefficients Av,ij with 1 ≤ i ≤ m, 0 ≤ j < k1Ni have been patched, and which has
the factorization
G(k1)v (z) = Q
∗
1(z) · · ·Q∗k1(z) · P̂k1(φv(z)) .
Its zeros belong to Ev, and it has n roots in each ball B(θh, ρh): when char(Kv) = 0, these
are
{θ∗h0, θ∗h1, θ∗h2, θ∗h3, θ∗h4, . . . , θ∗h,jk1+k1 , θh,jk1+k1+1, . . . , θh,n−1} .
When the zeros in B(θh, ρh) are pulled back to D(0, 1) using σ̂h, they become
{α∗h0, α∗h1, α∗h2, α∗h3, α∗h4, . . . , α∗h,jk1+k1 , αh,jk1+k1+1, . . . , αh,n−1} ,
a union of the ψv-regular sequences in Ouh corresponding to S1, . . . ,Sk1 , together with the
unpatched roots. For each k = 1, . . . , k1 the “patched” roots {α∗hj}j∈Sk satisfy
ordv(α
∗
hj − αhj) > logv(#(Sk))
relative to the original “unpatched” roots αhj for j ∈ Sk.
Although the patched roots corresponding to Sk are well-separated from each other,
they may have come close to (or even coincide with) roots corresponding to some other
Sℓ or to unpatched roots. The purpose of Phase 3 is to move the patched roots α∗hj to
new points α∗∗hj which are well-separated from each other and the unpatched roots, while
preserving the coefficients of G
(k1)
v (z) that have already been patched.
We accomplish this in two steps. First, we move the patched roots away from any roots
they have come too near to. This changes the high order coefficients. Second, we restore the
high order coefficients to their original values, by re-patching using a new sequence of roots.
We allow these new roots only to move in such a way that they stay well-separated from
the other roots, which in turn limits how far the original α∗hj can be moved. A computation
shows that for a suitable constant A4, the roots α
∗∗
hj of the re-patched function Ĝ
(k1)
v (z) can
be required to satisfy |α∗∗hj − α∗∗hℓ|v ≥ n−A4 (or equivalently ordv(α∗∗hj − α∗∗hℓ) ≤ A4 logv(n))
for all h and all j 6= ℓ. We then replace G(k1)v (z) with Ĝ(k1)v (z).
There are several obstacles to carrying this out. Moving the roots α∗hj generally results in
a non-principal divisor. To compensate, we choose a collection of roots in “good position”
which are well-separated from the patched roots, and move them to regain a principal
divisor. (It is here that we use the assumption that Hv is ‘move-prepared’.) In Lemma
11.10 below, we construct a function Y (z) ∈ Kv(C) whose zeros are the moved roots, whose
poles are the original roots, and which is very close to 1 outside Uv. Multiplying G
(k1)
v (z)
by Y (z) yields a function G
(k1)
v (z) with the desired new roots. By standard estimates for
Laurent coefficients, the amount the high-order coefficients are changed in passing from
G
(k1)
v (z) to G
(k1)
v (z) depends on how close Y (z) is to 1 at the points xi, which in turn
depends on how far the roots were moved.
To restore the high-order coefficients to their previous values, we apply the basic patch-
ing lemma but use a carefully chosen, previously unpatched sequence of roots to absorb the
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resulting movement in the roots. We prove an estimate giving the “cost” of independently
adjusting each coefficient. This tells us how far the α∗hj can be moved.
We now give the details of the construction, postponing the proofs of the three Moving
Lemmas 11.10, 11.11, and 11.12 to §11.4. Put
δn = q
−⌈logv(n)⌉
v .
For each α ∈ D(0, 1), we will call the disc D(α, δn) the “δn-coset” of α, and we will refer to
elements of {0, 1, . . . , n− 1} as “indices”.
Let S△ = S1∪S2∪· · ·∪Sk1 be the collection of indices which have already been used in
the patching process; we will call it the set of “patched” indices. We will call its complement
S♦ = {0, 1, . . . , n − 1}\S△ the set of “unpatched” indices. Let S† ⊂ S♦ be the collection
of unpatched indices which Steps 1 and 2 of the patching process have “endangered”: the
set of indices ℓ ∈ S♦ for which some patched root α∗hj has moved too close to an unpatched
root αhℓ:
S† = {ℓ ∈ S♦ : ordv(α∗hj − αhℓ) ≥ logv(n) for some j ∈ S1 ∪ S2 ∪ · · · ∪ Sk1
and some h, 1 ≤ h ≤ N} .
This set of indices must be “protected” until later in the patching process; we will call the
corresponding roots “endangered”. Finally, put
S♥ = S♦\S† .
This is the set of indices which are “safe” to use in re-patching: for each ℓ ∈ S♥, there is
no h for which any α∗hj belongs to the δn-coset of αhℓ.
We have #(S△) ≤ A2 · (logv(n))2 for an appropriate constant A2. Since each patched
root α∗hj can belong to the δn-coset of at most one unpatched root αhℓ, it follows that
(11.62) #(S△ ∪ S†) ≤ (N + 1)A2(logv(n))2 .
We view S△ ∪ S† as a collection of marked indices which partitions its complement in
{0, 1, . . . , n − 1} (the set of “safe” indices S♥) into a collection of sequences of consecutive
integers. Let S0 be the longest such sequence (to be specific, the first one, if there are two
or more of the same length). The Pigeon-hole Principle shows that by taking n sufficiently
large, we can make S0 arbitrarily long. If
(11.63) n ≥ ((N + 1)A2(logv(n))2 + 1) · (A1 logv(n) + 2) ,
which we will henceforth assume, then
(11.64) #(S0) ≥ A1 logv(n) + 2 ≥ k1 + 2 .
We will call S0 the “long safe sequence”. Write S0 = {j0, j1, . . . , jL}. The index j0 will
be used to provide the roots in “good position” needed to recover principal divisors when
the α∗hj are moved in the first step of the process. Let
S0[k1] = {j1, . . . , jk1+1}
be the subsequence of S0 consisting of the next k1 + 1 integers. This is the sequence of
indices that will be used for “re-patching” in the second step.
Our first lemma describes the properties of the divisor D and the function Y (z). It
relates ε, the distance we can move the roots, to C2ε, a bound for the size of |Y (z)− 1|v .
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Lemma 11.10. (First Moving Lemma)
Let δn = q
−⌈logv(n)⌉
v , S△, j0, and {θ∗hj ∈ Cv(Fuh)}1≤h≤N,j∈S△ be as above. Then there
are an ε1 > 0 and constants C1, C2 ≥ 1 (depending on φv(z), Ev, Hv, and their Kv-simple
decompositions, but not on n), with the following property:
For each 0 < ε < ε1 such that
(11.65) C1ε ≤ δn · min
1≤h≤N
(ρh) ,
given any Kv-symmetric set {θ∗∗hj ∈ Cv(Fuh)∩B(θh, ρh)}1≤h≤N,j∈S△ with ‖θ∗∗hj, θ∗hj‖v < ε for
all (h, j), there is a Kv-symmetric collection of points {θ∗∗h,j0 ∈ Cv(Fuh) ∩ B(θh, ρh)}1≤h≤N
satisfying
‖θ∗∗h,j0 , θh,j0‖v ≤ C1ε ≤ δnρh
for each h, such that
(A) The divisor
D =
∑
j∈S△
N∑
h=1
((θ∗∗hj)− (θ∗hj)) +
N∑
h=1
((θ∗∗h,j0)− (θh,j0))
is Kv-rational and principal;
(B) Writing U0v =
⋃N
h=1B(θh, ρh) ⊂ Uv as before, we have
(1) |Y (z)|v = 1 for all z ∈ Cv(Cv)\U0v ;
(2) |Y (z)− 1|v ≤ C2ε for all z ∈ Cv(Cv)\U0v .
For now, let ε > 0 and {θ∗∗hj}1≤h≤N,j∈S△⋃{j0} be any number and collection of points
satisfying the conditions of Lemma 11.10, and let D and Y (z) be the corresponding divisor
and function. We will explain the rest of the construction, then make the final choice of ε
and the θ∗∗hj at the end.
Put G
(k1)
v (z) = Y (z)G
(k1)
v (z). We first consider how the coefficients of G
(k1)
v (z) change
in passing from G
(k1)
v (z) to G
(k1)
v (z). Write
G(k1)v (z) =
m∑
i=1
(n−1)Ni−1∑
j=0
Av,ijϕi,nNi−j(z) +
Λ∑
λ=1
Aλϕλ(z) ,(11.66)
G
(k1)
v (z) =
m∑
i=1
(n−1)Ni−1∑
j=0
Av,ijϕi,nNi−j(z) +
Λ∑
λ=1
Aλϕλ(z) .(11.67)
Because G
(k1)
v (z) and G
(k1)
v (z) are Kv-rational, the Av,ij and Av,ij belong to Lwv and are
Kv-symmetric.
Lemma 11.11. (Second Moving Lemma) There are constants ε2 > 0 and C3, C4 ≥ 1
(depending on Ev, X, the choices of the L-rational and L
sep-rational bases, the uniformizers
gxi(z), and the projective embedding of Cv), such that if ε and Y (z) are as in Lemma
11.10, and in addition ε < ε2 and n is sufficiently large, then for all i = 1, . . . ,m and all
0 ≤ j < k1Ni, we have
|Av,ij −Av,ij |v ≤ C3Cj4(|c˜v,i|v)n · ε .
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We next ask about the largest change in the coefficients Av,ij we can correct for, by
re-patching. Write
G
(k1)
v (z) = Y (z) ·G(k1)v (z) = Y (z)Q∗1(z) · · ·Q∗k1(z) · P̂k1(φv(z)) .
Multiplying G
(k1)
v (z) by Y (z) moves the θ∗hj for j ∈ S△ to the θ∗∗hj, moves the θhj0 to the
θ∗∗hj0 , and leaves all other zeros unchanged. Recalling that x− ψv(j0) is a factor of P̂k1(x),
write
P̂k1(x) = (x− ψv(j0)) · P̂k1,j0(x)
and put
Qk1(z) = Y (z)Q
∗
1(z) · · ·Q∗k1(z)(φv(z)− ψv(j0))
so that
(11.68) G
(k1)
v (z) = Qk1(z) · P̂k1,j0,(φv(z)) .
The function Qk1(z) accounts for the change in passing from G
(0)
v (z) to G
(k1)
v (z). It has
the following properties.
First, Qk1(z) is a Kv-rational (X, ~s)-function, and it extends to a function defined and
finite on B(θh, ρh), for each 1 ≤ h ≤ N . Indeed, the zeros of Qk1(z) are those of Y (z), and
the poles of Qk1(z) are those of Q
∗
1(z) · · ·Q∗k1(z)(φv(z) − ψv(j0)): the poles of Y (z) cancel
with the zeros of Q∗1(z) · · ·Q∗k1(z)(φv(z)− ψv(j0)).
Second, ‖Qk1‖B(θh ,ρh) = 1 for each 1 ≤ h ≤ N . To see this, fix h and restrict Qk1(z)
to B(θh, ρh). Let {ηhℓ}1≤ℓ≤Th be a list of the zeros and poles of Y (z) and the Q∗k(z) in
B(θh, ρh), and write ηhℓ = σ̂h(τhℓ) for each h, ℓ. For all z ∈ B(θh, ρh)\
(⋃Th
ℓ=1B(ηhℓ, ρh)
−)
we have |Qk1(z)|v = 1, since this is true for each of the factors in its definition. Pulling
this back to D(0, 1), we see that Qk1(σ̂h(Z)) is a power series converging in D(0, 1), with
absolute value 1 except on the finitely many subdiscsD(τhℓ, 1)
−. By the Maximum Modulus
principle for power series, ‖Qk1‖B(θh ,ρh) = 1.
Third, when the zeros of Qk1(z) in B(θh, ρh) are pulled back to D(0, 1) using σ̂h(Z),
they form a union of ψv-regular sequences of lengths 1,#(S1), . . . ,#(Sk1) attached to the
sets {j0},S1, . . . ,Sk1 . This holds by construction, since the zeros of φv(z) − ψv(j0) and
Q∗1(z), . . . , Q∗k1(z) have this property, and multiplying by Y (z) moves each root only by an
amount which preserves its position in its ψv-regular sequence.
Fourth, Qk1(z) has degree Nt, where t = #(S1 ∪ · · · ∪ Sk+1). For each xi ∈ X, the
leading coefficient of Qk1(z) at xi has the form µv,i · c˜tv,i where µv,i ∈ O×wv . Indeed, the
leading coefficient of (φv(z) − ψv(j0))Q∗1(z) . . . Q∗k1(z) at xi is εv,i · c˜tv,i, while Y (xi) ∈ O×wv
by Lemma 11.10(B2).
Our plan is to replace G
(k1)
v (z) with a new function Ĝ
(k1)
v (z) with the same high-order
coefficients as the original G
(k1)
v (z), and whose zeros are well-separated from each other.
To do this, we will use the basic patching lemma via the sequence of ‘safe’ indices S0[k1] of
length k1 + 1.
Put
P 0k1(x) =
∏
j∈S0[k1]
(x− ψv(j)) , P̂ 0k1(x) =
∏
j∈S♦\({j0}∪S0[k1])
(x− ψv(j)) ,
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noting that P̂k1,j0(x) = P
0
k1
(x) · P̂ 0k1(x). Then write
(11.69) F v,k1(z) = Qk1(z) · P̂ 0k1(φv(z)) ,
so that
(11.70) G
(k1)
v (z) = P
0
k1(φv(z)) · F v,k1(z) .
Thus F v,k1(z) is a Kv-rational (X, ~s)-function of degree N · (n− k1 − 1), whose roots form
a union of ψv-regular sequences accounting for the indices in {0, . . . , n − 1}\S0[k1]. It has
a pole of order (n− k1 − 1)Ni at each xi, with leading coefficient µv,ic˜n−k1−1v,i . Furthermore
‖F v,k1‖U0v ≤ 1, since ‖Qk1‖U0v = 1 and ‖P̂ 0k1‖U0v = 1.
Lemma 11.12. (Third Moving Lemma) There are constants ε3 > 0 and C6, C7 ≥
1 (depending only on φv(z), Ev, Hv, their Kv-simple decompositions
⋃D
ℓ=1
(
B(aℓ, rℓ) ∩
Cv(Fwℓ)
)
and
⋃N
h=1
(
B(θh, ρh) ∩ Cv(Fuh)
)
, the choices of the L-rational and Lsep-rational
bases, the uniformizers gxi(z), and the projective embedding of Cv), such that if 0 < ε < ε3,
then there is a Kv-rational (X, ~s)-function ∆v,k1(z) of the form
∆v,k1(z) =
m∑
i=1
k1Ni−1∑
j=0
∆v,ijϕi,(k1+1)Ni−j(z) ,
and for which
‖∆v,ij(z)‖U0v ≤ C6Ck17 ε ,
such that when G
(k1)
v (z) from Lemma 11.11 i s replaced with
(11.71) Ĝ(k1)v (z) = G
(k1)
v (z) + ∆v,k1(z)F v,k1(z) ,
then for each (i, j) with 1 ≤ i ≤ m, 0 ≤ j < k1Ni, the coefficient Av,ij of G(k1)v (z) is restored
to the coefficient Av,ij of G
(k1)
v (z) in Ĝ
(k1)
v (z).
Finally, we consider the amount of movement in the roots caused by (11.71). Since
Ĝk1(z) =
(
P 0k1(φv(z)) + ∆v,k1(z)
) · F v,k1(z) ,
the movement is isolated to the roots of P 0k1(φv(z)).
Write Q0k1(z) = P
0
k1
(φv(z)), put
(11.72) Q0∗k1(z) := Q
0
k1(z) + ∆v,k1(z) ,
and consider Q0k1(z) and Q
0∗
k1
(z) on each ball B(θh, ρh). Pull them back to D(0, 1) using
σ̂h(Z), and apply the Basic Patching Lemma (Lemma 11.6). The roots of Q
0
k1
(σ̂h(Z)))
in D(0, 1) form a ψv-regular sequence of length k1 + 1 in Ouh attached to S0[k1], namely
{αhj}j∈S0[k1]. We have chosen S0[k1] to be a ‘safe’ sequence, which means these αhj are the
only roots within their δn-cosets.
If we can arrange that the roots only move within their δn-cosets, they will remain
separated from all the other roots. To assure this it is enough to require
(11.73) C6C
k1
7 ε ≤ q−
k1+1
q−1 −logv(n) .
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Under this condition, Lemma 11.6 shows that for each h the roots {α∗hj}j∈S0[k1] ofQ
0∗
k1(σ̂h(Z)))
form a ψv-regular sequence of length k1 + 1 in Ouh , satisfying
ordv(α
∗
hj − αhj) ≥ logv(n)
for each j ∈ S0[k1].
We will now specify ε and the θ∗∗hj.
We want ε to be as large as possible. For the construction to succeed, we must have
ε < min(ε1, ε2, ε3), and (11.65) and (11.73) must hold:
C1ε ≤ q−⌈logv(n)⌉ · min
1≤h≤N
(ρh), C6C
k1
7 ε ≤ q−
k1+1
q−1 −logv(n) .
Since k1 ≤ A1 logv(n), then for an appropriate constant A3 we can choose ε so that
(11.74) − logv(ε) = A3 logv(n) ,
provided n is sufficiently large.
We next choose the θ∗∗hj for 1 ≤ h ≤ N , j ∈ S△.
Fixing h, let σ̂h : D(0, 1) → B(θh, ρh) be the parametrization used before; specifying
the θ∗∗hj is equivalent to specifying numbers α
∗∗
hj ∈ Ouh such that σ̂h(α∗∗hj) = θ∗∗hj. Recall
that ‖σ̂h(x), σ̂h(y)‖v = ρh|z − x|v for all x, y ∈ D(0, 1). Put ρ = max1≤h≤N (ρh) and let
ε0 = ε/ρ, noting that ε0 ≤ δn by (11.65). In Lemma 11.10 we can move the α∗hj for j ∈ S△
to arbitrary points α∗∗hj ∈ Ouh such that |α∗∗hj − α∗hj|v ≤ ε0 (provided the collection {α∗∗hj}
is Kv-symmetric), while only moving the αhj0 within their δn-cosets. However, we need to
choose the α∗∗hj in such a way that they become well-separated from each other and from
the unpatched roots.
For a given α ∈ Ouh , consider the ε0-coset of α in Ouh ,
Duh(α, ε0) := Ouh ∩D(α, ε0) = {z ∈ Ouh : |z − α|v ≤ ε0} .
The roots α∗hj (which correspond to the indices j ∈ S△ = S1∪· · ·∪Sk1), form a union of ψv-
regular subsequences of respective lengths #(S1), . . . ,#(Sk1). At most one α∗hj from each
subsequence can belong to Duh(α, ε0). Since the original sequence {αhj}0≤j≤n−1 was a ψv-
regular sequence of length n in Ouh there is at most one unpatched root αhj′ in Duh(α, ε0).
Thus Duh(α, ε0) contains at most k1 + 1 roots. Furthermore, if α
∗∗
h,j0
∈ Duh(α, ε0), then
since ε0 ≤ δn, our choice of j0 means that Duh(α, ε0) does not contain any of the α∗hj .
Put δ0 = q
−⌈logv(k1+1)⌉. Since logv(k1) ≤ logv(A1 logv(n)), it follows from (11.74) that
(11.75) − logv(δ0ε0) = − logv(δ0ε/ρ) ≤ A4 logv(n)
for an appropriate constant A4 . There are at least q
⌈logv(k1+1)⌉ ≥ k1 + 1 distinct δ0ε0-
cosets Duh(β, δ0ε0) ⊂ Duh(α, δ0) with β ∈ Ouh . By simultaneously adjusting all the α∗hj
belonging to Duh(α, ε0) we can choose new roots α
∗∗
hj ∈ Duh(α, ε0) = Ouh ∩D(α, ε0) which
are separated from each other and from the unpatched root αhj′ (if it exists), by a distance
at least δ0ε0. Do this for each h and each Duh(α, ε0), making the choices for different h in
a galois-equivariant way.
It follows that for each h, and each j ∈ S1 ∪ · · · ∪ Sk1 , we can choose the α∗∗hj ∈ Ouh so
that |α∗∗hj − α∗hj|v ≤ ε0 and
(1) for each ℓ ∈ S1 ∪ · · · ∪ Sk1 with ℓ 6= j,
ordv(α
∗∗
hj − α∗∗hℓ) ≤ A4 logv(n) ,
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(2) for each ℓ ∈ {j0} ∪ S0[k1]
ordv(α
∗∗
hj − α∗hℓ) ≤ A4 logv(n) ,
(3) for each ℓ ∈ {0, 1, . . . , n− 1}\({j0} ∪ S1 ∪ · · · ∪ Sk1 ∪ S0[k1])
ordv(α
∗∗
hj − αhℓ) ≤ A4 logv(n) .
Property (2) holds because {j0}
⋃S0k1 ⊂ S♥. Fix such a choice of the α∗∗hj, and define
Ĝ
(k1)
v (z) by means of Lemma 11.12.
Given α,α′ ∈ Cv, we will say that α and α′ are “logarithmically separated by at least
T” if
ordv(α
′ − α) ≤ T
or equivalently, if |α′ − α|v ≥ q−Tv .
To ease the notation in subsequent steps, relabel the roots α∗∗hj as α
∗
hj , and replace
G
(k1)
v (z) with Ĝ
(k1)
v (z). In the statements of Theorems 11.1 and 11.2, this is accounted for
by adding Θ
(k1)
v (z) := Ĝ
(k1)
v (z)−G(k1)v (z) to G(k1)v (z). Thus, the new function G(k1)v (z) has
the same high-order coefficients as the old one, and its roots are logarithmically separated
from each other by at least A4 logv(n).
Phase 4. Patching with the long safe sequence for k = k1 + 1, . . . , k2.
We have now arrived at a function G
(k1)
v (z) with “patched” roots α∗hj for j ∈ S1 ∪ · · · ∪
Sk1 ∪ {j0} ∪ S0[k1], and ‘unpatched’ roots αhj for all other j. By the construction in Phase
3, for all h, and all j 6= ℓ, the roots satisfy
ordv(α
∗
hj − α∗hℓ), ordv(α∗hj − αhℓ), ordv(αhj − αhℓ) ≤ A4 logv(n) .
as appropriate for each j, ℓ.
The number k1 has the property that for all k ≥ k1
(11.76) hkNv ≤ q−
k
q−1−logv(n) .
The purpose of Phase 4 is to carry on the patching process until hkNv is so much smaller
than q−k/(q−1) that the “endangered” roots αhj for j ∈ S† can be included in the patching
process: this will allow us to apply the Refined Patching Lemma (Lemma 11.7) in Phase 5.
Let k2 be the least integer such that for all k ≥ k2,
(11.77) hkNv ·Mv ≤ q−
k+1
q−1−3A4 logv(n) .
Thus, for an appropriate constant A5,
(11.78) k2 ≤ A5 logv(n) .
As in Phase 3, we will use the “long safe sequence” of roots S0 in patching. We will now
impose a condition on n which means that S0 is actually much longer than was required
by (11.64). By (11.76), patched roots only move within their δn-cosets, so they maintain
their position within a ψv-regular sequence of length n. This means that instead of choosing
a new ψv-regular subsequence of length k to use in patching at each step, we can simply
extend the previous one.
Recall (11.63). If n is large enough that
(11.79) n ≥ ((N + 1)A2(logv(n))2 + 1) · (A5 logv(n) + 2) .
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which we will henceforth assume, then by the Pigeon-hole Principle, the long safe sequence
satisfies
#(S0) ≥ A5 logv(n) + 2 ≥ k2 + 2 .
Recall that we write S0 = {j0, j1, . . . , jL}. For each k = k1 + 1, . . . , k2, put
S0[k] = {j1, j2, . . . , jk+1} .
Also recall that S♦ = {0, 1, . . . , n− 1}\(S1 ∪ · · · ∪ Sk1), and that
G(k1)v (z) = Qk1(z) ·Q0∗k1(z) · P̂ 0k1(φv(z)) .
For k = k1 + 1, . . . , k2 we will patch G
(k−1)
v (z) to G
(k)
v (z) as follows. Noting that
S0[k] = S0[k − 1] ∪ {jk+1}, define
P̂ 0k (x) =
∏
j∈S♦\({j0}∪S0[k])
(x− ψv(j)) = P̂ 0k−1(x)/(x − ψv(jk+1)) .
Then P̂ 0k−1(x) = (x− ψv(jk+1)) · P̂ 0k (x), and if we set
Q0k(z) = Q
0∗
k−1(z) · (φv(z) − ψv(jk+1)) ,
then
(11.80) G(k−1)v (z) = Qk1(z) ·Q0k(z) · P̂ 0k (φv(z)) .
By construction, when the roots of Q0k(z) in B(θh, ρh) are pulled back to D(0, 1) using
σ̂h(Z), they form a ψv-regular sequence of length k + 1 in Ouh . For notational simplicity,
we will relabel these roots (the α∗hj for j ∈ S0[k− 1], together with αh,jk+1) as {α˙hj}j∈S0[k].
When char(Kv) = 0, we are given a Kv-symmetric collection of numbers {∆v,ij ∈
Lwv}(i,j)∈BandN (k) determined recursively in ≺N order, and we patch G(k−1)v (z) by setting
G(k)v (z) = G
(k−1)
v (z) +
m∑
i=1
kNi−1∑
j=(k−1)Ni
∆
(k)
v,ijϑ
(k)
v,ij(z)
= Q∗1(z) · · ·Q∗k−1(z) ·
(
Pk(φv(z)) + ∆v,k(z)
) · P̂k(φv(z)) ,
where the compensating functions are
ϑ
(k)
v,ij(z) = ε
−1
v,iϕi,(k+1)Ni−j(z) ·Q∗1(z) · · ·Q∗k−1(z) · P̂k(φv(z)) ,
and where as in (11.38),
∆v,k(z) =
m∑
i=1
kNi−1∑
j=(k−1)Ni
∆
(k)
v,ij · ε−1v,iϕi,(k+1)Ni−j(z) .
We claim that the leading coefficient of ϑ
(k)
v,ij(z) at xi is c˜
n−k−1
v,i . To see this, note that
the leading coefficient of G
(k−1)
v (z) at xi is Av,i0 = εv,ic˜
n
v,i, while the leading coefficient of
P̂ 0k (φv(z)) at xi is c˜
k+1
v,i . By (11.80), the leading coefficient of Qk1(z)·P̂k(φv(z)) is εv,ic˜n−k−1v,i ,
which gives what we want. Note also that
‖ϑ(k)v,ij‖U0v ≤ Mv .
Indeed, ‖Qk1(z)‖U0v ≤ 1 and ‖P̂ 0k (φv(z))‖U0v ≤ 1, while ‖ϕi,rij‖U0v ≤Mv.
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Clearly the ϑ
(k)
v,ij(z) are Kv-symmetric. It follows that ∆v,k(z) and G
(k)
v (z) are Kv-
rational, and for each (i, j) ∑
xi′∈Autc(Cv/Kv)(xi)
∆
(k)
v,i′jϑ
(k)
v,i′j
is Kv-rational.
When char(Kv) = p > 0, let
Fv,k(z) = Q
∗
1(z) · · ·Q∗k−1(z) · P̂k(φv(z)) .
By arguments similar to those above, Fv,k(z) is Kv-rational, its roots belong in Ev, and it
has a pole of order (n − k − 1)Ni with leading coefficient dv,i = εv,ic˜n−k−1v,i at each xi. In
particular |dv,i|v = |c˜n−k−1v,i |v. Thus Fv,k(z) satisfies the conditions of Theorem 11.2.
By the hypotheses of Theorem 11.2 we are given a Kv-symmetric collection of numbers
{∆v,ij ∈ Lwv}(i,j)∈BandN (k) such that the function
∆v,k(z) =
m∑
i=1
kNi−1∑
j=(k−1)Ni
∆
(k)
v,ij · ϕi,(k+1)Ni−j(z) ,
is Kv-rational. We patch G
(k−1)
v (z) by setting
G(k)v (z) = G
(k−1)
v (z) + ∆v,k(z) · Fv,k(z)
= Q∗1(z) · · ·Q∗k−1(z) ·
(
Pk(φv(z)) + ∆v,k(z)
) · P̂k(φv(z))
The two patching constructions differ only in the choice of ∆v,k(z), and in both cases
‖∆v,k‖U0v ≤ hkNv ·Mv < q−(k/(q+1)−logv(n). Write
Q0∗k (z) = Q
0
k(z) + ∆v,k(z) .
The change in passing from G
(k−1)
v (z) to G
(k)
v (z) is localized to G0∗k (z), and
G(k)v (z) = Qk1(z) ·Q0∗k (z) · P̂k(φv(z)) .
By Lemma 11.6, when the roots of Q0∗k (z) in B(θh, ρh) are pulled back to D(0, 1) using
σ̂h(Z), they form a ψv-regular sequence {α∗hj} of length k + 1 in Ouh attached to S0[k].
Since k > k1 we have h
kN
v ·Mv ≤ q−
k+1
q−1−logv(n), which means that
ordv(α
∗
hj − α˙hj) ≥ logv(n)
for each j. The fact that S0 consists only of “safe” indices means that the α∗hj for j ∈ S0[k]
remain the only roots within their δn-cosets, and have not moved nearer to any of the other
roots. Thus
{α∗hj}j∈S0[k] ∪ {αhj}S0\S0[k]
is again a ψv-regular sequence attached to S0, and the induction can continue.
Phase 5. Patching using the remaining unpatched indices.
At this point we have constructed a Kv-rational (X, ~s)-function
G(k2)v (z) = Qk1(z) ·Q0∗k2(z) · P̂ 0k2(φv(z))
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whose coefficients Av,ij have been patched for all (i, j) with 1 ≤ i ≤ m, 0 ≤ j < k2Ni.
When the roots of G
(k2)
v (z) in B(θh, ρh) are pulled back to D(0, 1) using σ̂h(Z), they form
a union of ψv-regular sequences consisting of patched roots α
∗
hj corresponding to the sets
{j0}, S1, . . . ,Sk1 , and S0[k2], together with unpatched roots αhj for j in the set
S♦\({j0} ∪ S0[k]) = {0, 1, . . . , n− 1}\({j0} ∪ S1 ∪ · · · ∪ Sk1 ∪ S0[k2]) .
As the roots ofG
(k1)
v (z) were logarithmically separated by at least A4 logv(n) and since Phase
4 only patched using “safe” roots, the roots of G
(k2)
v (z) remain logarithmically separated
by at least A4 logv(n).
Note that S♦ = {0, 1, . . . , n − 1}\(S1 ∪ · · · ∪ Sk1) is a sequence of consecutive indices,
both when char(Kv) = 0 and when char(Kv) = p > 0. Since {j0}∪S0[k2] ⊂ S0 ⊂ S♦ is also
a sequence of consecutive indices, its complement in S♦ consists of at most two sequences of
consecutive indices. Recalling that {j0} ∪ S0[k2] = {j0, j1, . . . , jk2+1}, put k3 = #(S♦)− 3
and list the elements of S♦\({j0} ∪ S0[k2]) in increasing order as {jk2+2, . . . , jk3+1}. For
each k with k2 < k ≤ k3, put
S♦[k] = S0[k2] ∪ {jk2+2, . . . , jk+1} .
By the discussion above, S♦[k] is a union of most 3 subsequences of consecutive indices.
Recall from §11.1 the
Lemma 11.7. (Refined Patching Lemma) Let Q(Z) ∈ Kv[[Z]] be a power series
converging on D(0, 1), with sup norm ‖Q‖D(0,1) = 1. Suppose the roots {αj} of Q(Z) in
D(0, 1) can be partitioned into r disjoint ψv-regular sequences in Ow attached to index sets
S1, . . . ,Sr of respective lengths ℓ1, . . . , ℓr. Put ℓ =
∑r
k=1 ℓk. Suppose further that there is a
bound T ≥ maxi(logv(ℓi)) such that
ordv(αj − αk) ≤ T
for all j 6= k.
Then for any M ≥ T , and any power series ∆(Z) ∈ Kv[[z]] converging on D(0, 1) with
‖∆‖D(0,1) ≤ q−
ℓ
q−1−(r−1)T−M .
the roots {α∗j} of Q∗(Z) = Q(Z) + ∆(Z) in D(0, 1) again form a union of ψv-regular
sequences in Ow attached to S1, . . . ,Sr. They can uniquely be labelled in such a way that
ordv(α
∗
j − αj) > M
for each j.
The number k2 was chosen so that if r = 3 and T = A4 logv(n), then for all k ≥ k2,
(11.81) hkNv ·Mv ≤ q−
k+1
q−1−rT .
This means that when we apply the Refined Patching Lemma using at most 3 sequences of
roots, all roots will remain logarithmically separated by at least A4 logv(n).
When k = k2 write
Q♦∗k2 (z) = Q
0∗
k2(z) , P̂
♦
k2
(z) = P̂ 0k2(z) ,
so that with this notation
G(k2)v (z) = Qk1(z) ·Q♦∗k2 (z) · P̂♦k2(φv(z)) .
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For k = k2 + 1, . . . , k3, inductively suppose that
G(k−1)v (z) = Qk1(z) ·Q♦∗k−1(z) · P̂♦k−1(φv(z))
where the roots of Q♦∗k−1(z) correspond to S♦[k − 1]. Put
P̂♦k (z) =
∏
j∈S♦\({j0}∪S♦[k])
(z − ψv(j)) = P̂♦k−1(z)/(z − ψv(jk+1))
and put
Q♦k (z) = Q
♦∗
k−1(z) · (φv(z)− ψv(jk+1))
so that
G(k−1)v (z) = Qk1(z) ·Q♦k (z) · P̂♦k (φv(z)) .
The patching argument in Phase 5 is very similar to that in Phase 4.
When char(Kv) = 0, we are given a Kv-symmetric collection of numbers {∆v,ij ∈
Lwv}(i,j)∈BandN (k) determined recursively in ≺N order, and we patch G(k−1)v (z) by setting
G(k)v (z) = G
(k−1)
v (z) +
m∑
i=1
kNi−1∑
j=(k−1)Ni
∆
(k)
v,ijϑ
(k)
v,ij(z)(11.82)
= Qk1(z) ·
(
Pk(φv(z)) + ∆v,k(z)
) · P̂♦k (φv(z)) ,
where the compensating functions are
(11.83) ϑ
(k)
v,ij(z) = ε
−1
v,iϕi,(k+1)Ni−j(z) ·Qk1(z) · P̂♦k (φv(z))
and where as in (11.38),
∆v,k(z) =
m∑
i=1
kNi−1∑
j=(k−1)Ni
∆
(k)
v,ij · ε−1v,iϕi,(k+1)Ni−j(z) .
As in Phase 4, the ϑ
(k)
v,ij(z) are Kv-symmetric. Each ϑ
(k)
v,ij(z) has a pole of order nNi− j
at xi with leading coefficient c˜
n−k−1
v,i , and poles of order at most (n − k − 1)Ni′ at each
xi′ 6= xi; furthermore ‖ϑ(k)v,ij‖U0v ≤ Mv. G
(k)
v (z) is Kv-rational by the Kv-symmetry of the
∆
(k)
v,ij and ϑ
(k)
v,ij(z), and for each (i, j) ∑
xi′∈Autc(Cv/Kv)(xi)
∆
(k)
v,i′jϑ
(k)
v,i′j
is Kv-rational.
When char(Kv) = p > 0, let
Fv,k(z) = Qk1(z) · P̂♦k (φv(z)) .
By arguments similar to those before, Fv,k(z) is Kv-rational, its roots belong in Ev, and it
has a pole of order (n − k − 1)Ni with leading coefficient dv,i = εv,ic˜n−k−1v,i at each xi. In
particular |dv,i|v = |c˜n−k−1v,i |v. Thus Fv,k(z) satisfies the conditions of Theorem 11.2.
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By the hypotheses of Theorem 11.2 we are given a Kv-symmetric collection of numbers
{∆v,ij ∈ Lwv}(i,j)∈BandN (k) such that the function
∆v,k(z) =
m∑
i=1
kNi−1∑
j=(k−1)Ni
∆
(k)
v,ij · ϕi,(k+1)Ni−j(z) ,
is Kv-rational. We patch G
(k−1)
v (z) by setting
G(k)v (z) = G
(k−1)
v (z) + ∆v,k(z) · Fv,k(z)
= Q∗1(z) · · ·Q∗k−1(z) ·
(
Pk(φv(z)) + ∆v,k(z)
) · P̂k(φv(z))
The two patching constructions differ only in the choice of ∆v,k(z), and in both cases
‖∆v,k‖U0v ≤ hkNv ·Mv ≤ q
− k+1
q−1−3A4 logv(n). Let
Q♦∗k (z) = Q
♦
k (z) + ∆v,k(z) .
In passing from G
(k−1)
v (z) to G
(k)
v (z), the change is isolated in the factor Q
♦
k (z), and we
have
G(k)v (z) = Qk1(z) ·Q♦∗k (z) · P̂♦k (φv(z)) .
When the roots of Q♦∗k (z) in B(θh, ρh) are pulled back to D(0, 1) using σ̂h(Z), then
Lemma 11.7, applied with r ≤ 3 and
M = − log(hkNv ·Mv)−
k + 1
q − 1 − (r − 1)) ≥ T,
shows they form a union of at most three ψv-regular sequences in Ouh attached to S♦[k]
and
ordv(α
∗
hj − αhj) ≥ T = A4 logv(n)
for each j. Hence the roots of Q♦∗k (z) have not moved closer to any of the other roots of
G
(k−1)
v (z), and the induction can continue.
Phase 6. Completing the patching process
We have now obtained a function G
(k3)
v (z) whose roots have all been patched. When
the roots in each ball B(θh, ρh) are pulled back to D(0, 1) using σ̂h(Z), they form a union
of at most r := k1 + 4 ψv-regular sequences in Ouh , with total length n. These roots are
logarithmically separated from each other by at least T = A4 logv(n).
We must now include all the roots in the patching process. To be able to apply Lemma
11.7, we need that for all k > k3
(11.84) hkNv ·Mv ≤ q
− n
q−1−(k1+4)T
v .
However k3 is quite large: k3 = #(S♦)− 3 ≥ n−A2(logv(n))2 − 3. Thus (11.84) will hold
if
(11.85) n ≥ A6 · (logv(n))2
for a suitable constant A6, which we henceforth assume.
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When char(Kv) = 0, for k = k3 + 1, . . . , n− 1 we patch as follows. For each (i, j) with
1 ≤ i ≤ m, (k − 1)Ni ≤ j < kNi, put
(11.86) ϑ
(k)
v,ij(z) = ϕi,(k+1)Ni−j(z) ·
n−k−1∏
j=1
(φv(z) − ψv(j)) .
The ϑ
(k)
v,ij are Kv-symmetric. It is easy to see that each ϑ
(k)
v,ij has a pole of order nNi − j
at xi with leading coefficient c˜
n−k−1
v,i , and has a pole of order at most (n− k− 1)Ni′ at each
xi′ 6= xi, with ‖ϑ(k)v,ij(z)‖U0v ≤Mv.
By Theorem 11.1 we are given aKv-symmetric set of numbers {∆(k)v,ij ∈ Lwv}(i,j)∈BandN (k),
determined recursively in ≺N order, such that |∆(k)v,ij |v ≤ hkNv for each i, j. Put
G(k)v (z) = G
(k−1)
v (z) +
m∑
i=1
kNi∑
j=(k−1)Ni+1
∆
(k)
v,ijϑ
(k)
v,ij(z) .
Here G
(k)
v (z) is Kv-rational by the Kv-symmetry of the ∆
(k)
v,ij and ϑ
(k)
v,ij(z), and for each (i, j)∑
xi′∈Autc(Cv/Kv)(xi)
∆
(k)
v,i′jϑ
(k)
v,i′j ∈ Kv(C) .
Furthermore hkNv Mv ≤ q−
n
q−1−rT , so Lemma 11.7 shows that the roots of G(k)v (z) belong to
Ev and have the same separation properties as those of G
(k−1)
v (z).
When k = n, we are given a Kv-symmetric set of numbers {∆v,λ}1≤λ≤Λ with |∆v,λ|v ≤
hnNv for each λ. Put
G(n)v (z) = G
(n−1)
v (z) +
Λ∑
λ=1
∆v,λϕλ .
Clearly G
(n)
v (z) is Kv-rational. Since ‖ϕλ‖U0v ≤Mv for each λ, Lemma 11.7 shows that the
roots of G
(n)
v (z) belong to Ev and have the same separation properties as those of G
(n−1)
v (z).
In particular, they are distinct.
When char(Kv) = p > 0, for k = k3 + 1, . . . , n− 1 we patch as follows. For each k, put
(11.87) Fv,k(z) =
n−k−1∏
j=1
(φv(z)− ψv(j)) .
Then Fv,k(z) is Kv-rational, its roots belong in Ev, and it has a pole of order (n− k− 1)Ni
with leading coefficient dv,i = c˜
n−k−1
v,i at each xi. In particular |dv,i|v = |c˜n−k−1v,i |v . Thus
Fv,k(z) satisfies the conditions of Theorem 11.2.
By the hypotheses of Theorem 11.2 we are given a Kv-symmetric collection of numbers
{∆v,ij ∈ Lwv}(i,j)∈BandN (k) such that the function
∆v,k(z) =
m∑
i=1
kNi−1∑
j=(k−1)Ni
∆
(k)
v,ij · ϕi,(k+1)Ni−j(z) ,
is Kv-rational. We patch G
(k−1)
v (z) by setting
G(k)v (z) = G
(k−1)
v (z) + ∆v,k(z) · Fv,k(z)
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Here G
(k)
v (z) is Kv-rational since ∆v,k(z) and Fv,k(z) are Kv-rational. Since ‖∆v,k‖U0v ≤
hkNv Mv ≤ q−
n
q−1−rT and ‖Fv,k‖U0v ≤ 1, by Lemma 11.7 the roots of G
(k)
v (z) belong to Ev
and have the same separation properties as those of G
(k−1)
v (z).
When k = n, by the hypotheses of Theorem 11.2 we are given a Kv-symmetric set of
numbers {∆v,λ}1≤λ≤Λ with |∆v,λ|v ≤ hnNv for each λ, such that
∆v,n(z) =
Λ∑
λ=1
∆v,λϕλ(z)
is Kv-rational. Put
G(n)v (z) = G
(n−1)
v (z) + ∆v,n(z) .
Clearly G
(n)
v (z) is Kv-rational. Since ‖ϕλ‖U0v ≤Mv for each λ, Lemma 11.7 shows that the
roots of G
(n)
v (z) belong to Ev and have the same separation properties as those of G
(n−1)
v (z).
In particular, they are distinct.
The final assertion in Theorems 11.1 and 11.2 is that
{z ∈ Cv(Cv) : G(n)v (z) ∈ Ov ∩D(0, rnNv } ⊆ Ev .
To assure this, we must assume that
(11.88) rnNv < q
− n
q−1−(k1+4)T
v ,
which holds for all sufficiently large n since rNv < q
−1/(q−1)
v by (11.2) and (11.7).
Given (11.88), for each h = 1, . . . , N when we restrict G
(n)
v (z) to B(θh, ρh) and pull it
back to D(0, 1) using σ̂h(Z), the Refined Patching Lemma (Lemma 11.7) shows that for
each κv ∈ Ov with |κv |v ≤ rnNv , the function G(n)v (σ̂h(Z))− κv has n distinct roots in Ouh .
Correspondingly G
(n)
v (z) = κv has n distinct solutions in Cv(Fuh) ∩ B(θh, ρh). Since there
are N balls B(θh, ρh) and G
(n)
v (z) has degree nN , this accounts for all the solutions to
G
(n)
v (z) = κv in Cv(Cv). It follows that
{z ∈ Cv(Cv) : G(n)v (z) ∈ Ov ∩D(0, rnNv )} ⊂
N⋃
h=1
Cv(Fuh) ∩B(θh, ρh) ⊆ Ev .
This completes the proof of Theorems 11.1 and 11.2, subject to the proofs of the three
Moving Lemmas below.
4. Proofs of the Moving Lemmas
In this section we give the proofs of the three Moving Lemmas. Our notation and
assumptions are the same as in §11.3. For the convenience of the reader, before giving the
proofs we restate the lemmas making the hypotheses more explicit.
Lemma 11.10. (First Moving Lemma) Let Ev and φv(z) be as in Theorems 11.1 and
11.2 : Ev has the Kv-simple decomposition Ev =
⋃D
ℓ=1
(
B(aℓ, rℓ)∩Cv(Fwℓ)
)
such that Uv :=⋃D
ℓ=1B(aℓ, rℓ) is disjoint from X, and Hv := φ
−1
v (D(0, 1)) has the Kv-simple decomposition
Hv =
⋃N
h=1
(
B(θh, ρh) ∩ Cv(Fuh)
)
which is compatible with
⋃D
ℓ=1
(
B(aℓ, rℓ) ∩ Cv(Fwℓ)
)
and
move-prepared with respect to B(a1, r1), . . . , B(aD, rD). For each ℓ, there is a point wℓ ∈(Cv(Fwℓ) ∩B(aℓ, rℓ))\Hv.
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Let S△ = S1∪. . .∪Sk1, so the set of patched roots from Phases 1 and 2 is {θ∗hj}1≤h≤N,j∈S△.
Let j0 be as in Phase 3, so {θhj0 ∈ Cv(Fuh) ∩B(θh, ρh)}1≤h≤N is a set of “safe” roots.
Then there are constants ε1 > 0 and C1, C2 ≥ 1 (depending on φv(z), Ev, Hv, and their
Kv-simple decompositions), with the following property:
Put δn = q
−⌈logv(n)⌉
v . Then for each 0 < ε < ε1 small enough that
C1ε ≤ δn · min
1≤h≤N
(ρh) ,
given any Kv-symmetric set {θ∗∗hj ∈ Cv(Fuh)∩B(θh, ρh)}1≤h≤N,j∈S△ with ‖θ∗∗hj, θ∗hj‖v < ε for
all (h, j), there is a Kv-symmetric collection of points {θ∗∗h,j0 ∈ Cv(Fuh) ∩ B(θh, ρh)}1≤h≤N
satisfying
‖θ∗∗h,j0 , θh,j0‖v ≤ C1ε ≤ δnρh
for each h, such that
(A) The divisor
(11.89) D =
∑
j∈S△
N∑
h=1
((θ∗∗hj)− (θ∗hj)) +
N∑
h=1
((θ∗∗h,j0)− (θh,j0))
is Kv-rational and principal;
(B) Writing U0v =
⋃N
h=1B(θh, ρh) ⊂ Uv as before, we have
(1) |Y (z)|v = 1 for all z ∈ Cv(Cv)\U0v ;
(2) |Y (z)− 1|v ≤ C2ε for all z ∈ Cv(Cv)\U0v .
Remark. Although the statement of this lemma is rather technical, it is a deep result
which depends on the theory of the Universal Function developed in Appendix C and the
local action of the Jacobian studied in Appendix D. It is the key to the local patching
construction for nonarchimedean Kv-simple sets.
Proof. Consider the Kv-simple decompositions Ev =
⋃D
ℓ=1
(
B(aℓ, rℓ) ∩ Cv(Fwℓ)
)
and
Hv =
⋃N
h=1
(
B(θh, ρh) ∩ Cv(Fuh)
)
. Since these decompositions are compatible, we have
Fuh = Fwℓ for each h and ℓ such that B(θh, ρh) ⊂ B(aℓ, rℓ).
We first reduce the Lemma to a similar assertion for a single ball B(aℓ, rℓ). For each
ℓ = 1, . . . ,D, let Iℓ be the set of indices 1 ≤ h ≤ N such that B(θh, ρh) ⊆ B(aℓ, rℓ). Suppose
that for each ℓ there are constants ε
(ℓ)
1 > 0 and C
(ℓ)
1 , C
(ℓ)
2 ≥ 1 such that if 0 < ε < ε(ℓ)1 and
C
(ℓ)
1 · ε ≤ δn · min
h∈Iℓ
(ρh) ,
then given any set of points {θ∗∗hj ∈ Cv(Fwℓ) ∩B(θh, ρh)}h∈Iℓ,j∈S△ satisfying ‖θ∗∗hj , θhj‖v ≤ ε
for all h, j, there are points {θ∗∗h,j0 ∈ Cv(Fwℓ) ∩B(θh, ρh)}h∈Iℓ with ‖θ∗∗h,j0 , θh,j0‖v ≤ C
(ℓ)
1 ε ≤
δnρh such that the Fwℓ-rational divisor
(11.90) Dℓ =
∑
h∈Iℓ,j∈S△
(
(θ∗∗hj)− (θ∗hj)
)
+
∑
h∈Iℓ
(
(θ∗∗h,j0)− (θh,j0)
)
is principal, and if we put U0v,ℓ =
⋃
h∈Iℓ B(θh, ρh), then there is an Fwℓ -rational function
Yℓ(z) with divisor Dℓ such that
(1ℓ) |Yℓ(z)|v = 1 for all z ∈ Cv(Cv)\U0v,ℓ ;
(2ℓ) |Yℓ(z)− 1|v ≤ C(ℓ)2 ε for all z ∈ Cv(Cv)\U0v,ℓ .
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Put ε1 = minℓ(ε
(ℓ)
1 ), C1 = maxℓ(C
(ℓ)
1 ) and C2 = maxℓ(C
(ℓ)
2 ). Let ρ = min1≤h≤N (ρh).
Take 0 < ε ≤ ε1 small enough that C1ε ≤ δnρ, and let {θ∗∗hj ∈ Cv(Fuh)∩B(θh, ρh)}1≤h≤N,j∈S△
be a Kv-symmetric set of points satisfying ‖θ∗∗hj , θ∗hj‖v < ε for all h, j.
We now construct the Kv-symmetric set of points {θ∗∗h,j0 ∈ Cv(Fuh) ∩B(θh, ρh)}1≤h≤N ,
the divisor D, and the function Y (z) in the Lemma, by using galois equivariance: we keep
the divisors Dℓ and functions Yℓ(z) for a set of representatives of the galois orbits for the
balls B(aℓ, rℓ), then throw away the others and replace them with the galois conjugates for
the representatives.
To be precise, write K˜sepv for the maximal separable extension of Kv. Since Ev =⋃D
ℓ=1
(Cv(Fwℓ) ∩ B(aℓ, rℓ)) is a Kv-simple decomposition, Fwℓ/Kv is separable for each ℓ,
and the orbit of B(aℓ, rℓ) under Gal(K˜
sep
v /Kv) has exactly dℓ := [Fwℓ : Kv] elements; this
means there is an action of Gal(K˜sepv /Kv) on the index set {ℓ ∈ N : 1 ≤ ℓ ≤ D} such that
B(aσ(ℓ), rσ(ℓ)) = σ(B(aℓ, rℓ)) and Fwσ(ℓ) = σ(Fwℓ) for each ℓ and each σ ∈ Gal(K˜sepv /Kv).
Similarly, since Hv =
⋃N
h=1
(Cv(Fuh)∩B(θh, ρh)) is a Kv-simple decomposition, there is an
action of of Gal(K˜sepv /Kv) on {h ∈ N : 1 ≤ h ≤ N} such that B(θσ(h), ρσ(h)) = σ(B(θh, ρh))
and Fuσ(h) = σ(Fuh) for each h and σ. The fact that the θ
∗∗
hj are Kv-symmetric implies that
θ∗∗σ(h),j = σ(θ
∗∗
hj) for all h, σ. The compatibility of the decompositions of Hv and Ev means
that Iσ(ℓ) = {σ(h) : h ∈ Iℓ} for each σ, and that for each h such that B(θh, ρh) ⊆ B(aℓ, rℓ),
we have σ(h) = h if and only if σ(ℓ) = ℓ.
Let L = {ℓ1, . . . , ℓr} be a set of representatives for the distinct galois orbits of the balls
B(a1, r1), . . . , B(aD, rD). For each ℓk ∈ L, we have Fuh = Fwℓk for all h ∈ Iℓk . Let
{θ∗∗hj ∈ Cv(Fwℓk ) ∩B(θh, ρh)}h∈Iℓk ,j∈S△
be the corresponding subset of {θ∗∗hj ∈ Cv(Fuh)∩B(θh, ρh)}1≤h≤N,j∈S△ . By hypothesis, there
is a collection of points {θ∗∗h,j0 ∈ Cv(Fwℓk ) ∩ B(θh, ρh)}h∈Iℓk with ‖θ∗∗h,j0 , θh,j0‖v ≤ C
(ℓk)
1 ε ≤
δnρh such that the Fwℓk -rational divisor
Dℓk =
∑
h∈Iℓk ,j∈S△
(
(θ∗∗hj)− (θ∗hj)
)
+
∑
h∈Iℓk
(
(θ∗∗h,j0)− (θh,j0)
)
is principal; let Yℓk(z) ∈ Fwℓk (C) be the corresponding function. For an arbitrary 1 ≤ ℓ ≤ D
there are an ℓk ∈ L and a σ ∈ Gal(K˜sepv /Kv) such that ℓ = σ(ℓk); redefine
Dℓ = σ(Dℓk) , Yℓ(z) = σ(Yℓk)(z)
and redefine the θ∗∗h,j0 for h ∈ Iℓ by putting θ∗∗σ(h),j0 = σ(θ∗∗h,j0) ∈ Cv(Fwℓ) ∩ B(aℓ, rℓ) for
each h ∈ Iℓk . By the discussion above, all of these are well-defined, the set {θ∗∗h,j0}1≤h≤N is
Kv-symmetric, and for all ℓ and σ we have Dσ(ℓ) = σ(Dℓ), Yσ(ℓ)(z) = σ(Yℓ)(z).
Finally, define
D =
D∑
ℓ=1
Dℓ , Y (z) =
D∏
ℓ=1
Yℓ(z) .
Since D is K˜sepv -rational and is fixed by Gal(K˜sepv /Kv), it is Kv-rational; similarly Y (z) is
Kv-rational. Clearly div(Y (z)) = D. By construction, {θ∗∗h,j0}1≤h≤N is Kv-symmetric, and
by galois equivariance, θ∗∗h,j0 ∈ Cv(Fuh) ∩ B(θh, ρh) and ‖θ∗∗h,j0 , θh,j0‖v ≤ C
(ℓ)
1 ε ≤ δnρh for
each h.
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Since the original sets {θ∗∗hj}1≤h≤N,j∈S△ , {θhj}1≤h≤N,j∈S△ , and {θ∗∗h,j0}1≤h≤N were Kv-
symmetric, D has the form (11.89). Clearly U0v,ℓ ⊂ B(aℓ, rℓ) ⊆ Uv for each ℓ. For each
z /∈ U0v,ℓ, we have |Yℓ(z)|v = 1, so for each z /∈ U0v =
⋃D
ℓ=1 U
0
v,ℓ we have |Y (z)|v = 1, and
(B1) in the Lemma holds; similarly, for each z /∈ U0v,ℓ, we have |Yℓ(z)− 1|v ≤ C2ε, so since
Y (z)− 1 =
D∑
ℓ=1
(Yℓ(z)− 1) ·
(
D∏
k=ℓ+1
Yk(z)
)
,
the ultrametric inequality shows that for each z /∈ U0v we have |Y (z)− 1|v ≤ C2ε, and (B2)
holds.
Now fix ℓ; we will construct Dℓ and Yℓ(z) for B(aℓ, rℓ), and show they satisfy properties
(1ℓ) and (2ℓ). The proof has two steps: first we use the local action of the Jacobian,
from Appendix D, to construct the principal divisor Dℓ; then we use the theory of the
Universal Function, from Appendix C, to construct Yℓ(z). Put Ev,ℓ = Ev ∩ B(aℓ, rℓ) =
Cv(Fwℓ)∩B(aℓ, rℓ) and putHv,ℓ = Hv∩B(aℓ, rℓ) ⊂ Ev,ℓ. As noted above, we have Fuh = Fwℓ
for each h ∈ Iℓ, so Hv,ℓ =
⋃
h∈Iℓ
(Cv(Fwℓ) ∩ B(θh, ρh)) = Cv(Fw,ℓ) ∩ U0v,ℓ. By hypothesis,
there is a point wℓ ∈
(Cv(Fwℓ) ∩B(aℓ, rℓ))\Hv,ℓ; clearly wℓ /∈ U0v,ℓ.
We begin by constructing Dℓ.
First assume that g = g(Cv) > 0. By hypothesis, the Kv-simple decomposition
Hv =
⋃N
h=1
(Cv(Fuh) ∩ B(θh, ρh)) is move-prepared relative to B(a1, r1), . . . , B(aD, rD).
For simplicity, relabel the roots θ1, . . . , θN of φv(z) so that B(θ1, ρ1), . . . , B(θM , ρM ) are
contained in B(aℓ, rℓ); thus Iℓ = {1, . . . ,M}. Suppose also that B(θ1, ρ1), . . . , B(θg, ρg) are
the distinguished balls corresponding to B(aℓ, rℓ) in the definition of move-preparedness
(Definition 6.10). This means there is a number rℓ with ρ1, . . . , ρg < rℓ < rℓ such
that B(θ1, rℓ), . . . , B(θg, rℓ) are pairwise disjoint and contained in B(aℓ, rℓ), and if we put
~θℓ = (θ1, . . . , θg) then
W~θℓ(rℓ) := J~θℓ
( g∏
h=1
B(θh, rℓ)
)
is an open subgroup of Jac(Cv)(Cv) satisfying the properties in Theorem 6.9.
Since Ev,ℓ is compact, by Proposition D.3 there are constants ε
(ℓ)
0 > 0, C
(ℓ)
0 > 0 such that
if 0 < ε ≤ ε(ℓ)0 , then for all x, y ∈ Ev,ℓ with ‖x, y‖v ≤ ε, the divisor class jx(y) = [(y)− (x)]
belongs to W~θℓ
(C
(ℓ)
0 ε · rℓ).
In the Lemma, we will take
ε
(ℓ)
1 = ε
(ℓ)
0 , C
(ℓ)
1 = max(1, C
(ℓ)
0 rℓ) .
Put ρℓ = minh∈Iℓ(ρh), and let 0 < ε ≤ ε(ℓ)1 be small enough that C(ℓ)1 ε ≤ δnρℓ. Thus
B(θhj, C
(ℓ)
1 ε) ⊆ B(θhj, δnρh) for all 1 ≤ h ≤ M , 1 ≤ j ≤ n. The balls B(θhj, δnρh) are
pairwise disjoint and isometrically parametrizable, hence the same is true for the balls
B(θhj, C
(ℓ)
1 ε). Using the “safe” index j0, put
~θℓ,j0 = (θ1,j0 , . . . , θg,j0). By Theorem 6.9(D),
Wℓ(C
(ℓ)
1 ε) := W~θℓ,j0
(C
(ℓ)
1 ε) = J~θℓ,j0
( g∏
h=1
B(θh,j0, C
(ℓ)
1 ε)
)
is an open subgroup of W~θℓ(rℓ). By our choice of C
(ℓ)
1 it contains W~θℓ(C
(ℓ)
0 ε · rℓ).
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Suppose we are given a set of points {θ∗∗hj ∈ Cv(Fwℓ) ∩ B(θh, ρh)}1≤h≤M,j∈S△ with
‖θ∗∗hj, θ∗hj‖v ≤ ε for each (h, j). Since θ∗hj belongs to B(θh, ρh) and ε ≤ ρh, we have
θ∗∗hj ∈ B(θh, ρh) as well. Thus, θ∗∗hj ∈ Cv(Fwℓ) ∩B(θh, ρh) ⊂ Hv,ℓ for each h, j.
Using the action +¨ of the group W~θℓ,j0
(C
(ℓ)
1 ε) on
∏g
h=1B(θh,j0, C
(ℓ)
1 ε) from Theorem
6.9, we will construct points θ∗∗h,j0 ∈ Cv(Fwℓ) ∩B(θh,j0, C
(ℓ)
1 ε), for h = 1, . . . , g, such that
Dℓ :=
∑
j∈S△
∑
h∈Iℓ
((θ∗∗hj)− (θ∗hj)) +
g∑
h=1
((θ∗∗h,j0)− (θh,j0))
is Fwℓ -rational and principal. Consider the divisor class
x =
∑
j∈S△
∑
h∈Iℓ
[(θ∗∗hj)− (θ∗hj))] ∈ Jac(Cv)(Fwℓ) .
As noted above, the θ∗∗hj and θ
∗
hj belong to Hv,ℓ ⊂ U0v,ℓ. By our choice of ε, we have
[(θ∗∗hj)− (θ∗hj))] ∈W~θℓ(C
ℓ
0ε · rℓ) ⊆W~θℓ,j0 (C
(ℓ)
1 ε) for all h, j. Since W~θℓ,j0
(C
(ℓ)
1 ε) is a group, it
follows that x ∈W~θℓ,j0 (C
(ℓ)
1 ε) ∩ Jac(Cv)(Fwℓ). Define
(θ∗∗1,j0 , . . . , θ
∗∗
g,j0) = (−x) +¨ (θ1,j0 , . . . , θg,j0) ∈
g∏
h=1
B(θh,j0, C
(ℓ)
1 ε) .
By Theorem 6.9(C),
g∑
h=1
[(θ∗∗h,j0)− (θh,j0)] = J~θℓ,j0 ((θ
∗∗
1,j0 , . . . , θ
∗∗
g,j0)) = −x ,
so Dℓ is principal. By Theorem 6.9(E), the action +¨ preserves Fwℓ rationality, so each
θ∗∗h,j0 ∈ Cv(Fwℓ), and Dℓ is Fwℓ -rational. Finally, our choice of ε required that C
(ℓ)
1 ε ≤ δnρh,
so θ∗∗h,j0 ∈ Cv(Fwℓ) ∩B(θh,j0, δnρh) for each h = 1, . . . , g.
For h = g + 1, . . . ,M , put θ∗∗h,j0 = θh,j0.
We next construct Yℓ(z). For this, it will be useful to relabel the θ
∗
hj and θ
∗∗
hj by
gathering them in groups of size g. For simplicity, first assume that g divides M ·#(S△).
Put T =M ·#(S△)/g and write
{θ∗hj}1≤h≤M,j∈S△ = {c(t)k }1≤k≤g,1≤t≤T .
Using the same correspondence between indices, write
{θ∗∗hj}1≤h≤M,j∈S△ = {ĉ(t)k }1≤k≤g,1≤t≤T .
Put ~c(t) = (c
(t)
1 , . . . , c
(t)
g ), ĉ(t) = (ĉ
(t)
1 , . . . , ĉ
(t)
g ). Clearly
(11.91)
∑
j∈S△
M∑
h=1
[(θ∗∗hj)− (θ∗hj))] =
T∑
t=1
g∑
k=1
[(ĉ
(t)
k )− (c(t)k )] .
If g does not divide M ·#(S△), put T = ⌈M ·#(S△)/g⌉ and set r = T · g−M ·#(S△).
Fix an element j1 ∈ S△ and augment the lists {θ∗hj} and {θ∗∗hj} by adjoining r copies of θ∗1,j1
at the end of each, then break down the lists into groups of size g as before. In this way the
final vectors ~c(T ), ĉ(T ) have their last r components equal to θ∗1,j1 , and (11.91) still holds.
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Put ~d(0) = ~θℓ,j0 = (θ1,j0 , . . . , θg,j0) and write
~d(0) = (d
(0)
1 , . . . , d
(0)
g ). We will inductively
construct vectors ~d(t) = (d
(t)
1 , . . . , d
(t)
g ) ∈
∏g
h=1
(Cv(Fwℓ)∩B(θh,j0, C(ℓ)1 ε)) such that for each
t = 1, . . . , T , the divisor
D(t)ℓ =
g∑
h=1
((ĉ
(t)
h )− (c(t)h )) +
g∑
h=1
((d
(t)
h )− (d(t−1)h ))
is Fwℓ -rational and principal, and such that
Dℓ =
T∑
t=1
D(t)ℓ .
Suppose ~d(t−1) has been constructed. Put
x(t) =
g∑
j=1
[(ĉ
(t)
j )− (c(t)j )] ∈ Jac(Cv)(Fwℓ) ∩W~θℓ,j0 (C
(ℓ)
1 ε) .
Using the operation +¨ of the group W~θℓ,j0
(C
(ℓ)
1 ε) on
∏g
h=1B(θh,j0, C
(ℓ)
1 ε) in Theorem 6.9,
define
~d(t) = (−x(t)) +¨ ~d(t−1) ∈
g∏
h=1
B(θh,j0, C
(ℓ)
1 ε) .
By Theorem 6.9(C),
g∑
j=1
[(d
(t)
j )− (d(t−1)j )] = −x(t) = −
g∑
j=1
[(ĉ
(t)
j )− (c(t)j )]
so D(t) is principal. Since C(ℓ)1 ε ≤ δnρℓ, Theorem 6.9(E) shows that ~d(t) belongs to∏g
h=1
(Cv(Fwℓ) ∩B(θh,j0, δnρh)), and D(t) is Fwℓ -rational.
Since x(1) + . . . + x(T ) = x, the fact that +¨ is an action assures that when t = T , we
have ~d(T ) = (θ∗∗1,j0 , . . . , θ
∗∗
g,j0
) with the points θ∗∗h,j0 constructed earlier. Thus the divisor class
T∑
t=1
( g∑
j=1
[(d
(t)
j )− (d(t−1)j )]
)
telescopes to
∑g
h=1[(θ
∗∗
h,j0
)− (θh,j0)], and Dℓ =
∑T
t=1D(t)ℓ as claimed.
If g(C) = 0, we can again assume the roots of φv(z) are labelled so that Iℓ = {1, . . . ,M}.
The divisor Dℓ :=
∑
j∈S△
∑M
h=1(θ
∗∗
hj) − (θ∗hj) is already principal, so we can take θ∗∗h,j0 =
θh,j0 for each h = 1, . . . ,M . For compatibility with the notation above, put T = M ·
#(S△), and relabel the sets {θhj}1≤h≤M,j∈S△, {θ∗∗hj}1≤h≤M,j∈S△, as {c(t)}1≤t≤T , {ĉ(t)}1≤t≤T ,
respectively. For each t = 1, . . . , T , put D(t)ℓ = (ĉ(t))− (c(t)). Then each D(t)ℓ is Fwℓ-rational,
and Dℓ =
∑T
t=1D(t).
We can now construct Yℓ(z). Recall that
C
(ℓ)
1 ε ≤ δn · ρℓ = δn · min
h∈Iℓ
ρh .
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For each (h, j) with 1 ≤ h ≤M and j ∈ S△ we have ‖θ∗∗hj, θ∗hj‖v ≤ ε and in particular θ∗∗hj ∈
B(θhj, δnρh) since C
(ℓ)
1 ≥ 1; while for j = j0 and h = 1, . . . ,M , we have ‖θ∗∗h,j0, θh,j0‖v ≤
C
(ℓ)
1 ε, hence θ
∗∗
h,j0
∈ B(θh,j0, δnρh).
We now apply Theorem C.2 of Appendix C to the set Hv,ℓ, taking d = max(1, 2g),
r = ρℓ, and replacing ε in the Theorem with C
(ℓ)
1 ε ≤ δnρℓ. Let D(Hv,ℓ, d) be the constant
from the Theorem, and take
C
(ℓ)
2 = C
(ℓ)
1 ·
D(Hv,ℓ, d)
(ρℓ)
d
in the Lemma. Let wℓ ∈
(Cv(Fwℓ)∩B(aℓ, rℓ))\Hv = (Cv(Fwℓ)∩B(aℓ, rℓ))\U0v,ℓ be the point
from the statement of the Lemma. For each p ∈ U0v,ℓ we have ‖p,wℓ‖v > r = ρℓ.
For each t = 1, . . . , T , by specializing the Universal Function f(z, w; ~p, ~q) of degree d in
Theorem C.1 of Appendix C, taking w = wℓ, and letting ~p (resp. ~q) be vectors consisting
of the zeros (resp. poles) of D(t)ℓ , we obtain a function Y (t)ℓ (z) for which div(Y (t)ℓ ) = D(t)ℓ
and Y
(t)
ℓ (wℓ) = 1. Each Y
(t)
ℓ (z) is Fwℓ-rational, since D(t)ℓ is Fwℓ-rational and wℓ ∈ Cv(Fwℓ).
The sets (
⋃d
j=1B(pj, rj)
−)∪ (⋃dj=1B(qj, rj)−)) and (⋃dj=1B(pj, r)−)∪ (⋃dj=1B(qj, r)−)
from Theorem C.2(A,B) are both contained in U0v,ℓ =
⋃
h∈Iℓ B(θh, ρh). Hence for each
t = 1, . . . , T,
(1ℓ,t) |Y (t)ℓ (z)|v = 1 for all z ∈ Cv(Cv)\U0v,ℓ ;
(2ℓ,t) |Y (t)ℓ (z) − 1|v ≤ C(ℓ)2 ε for all z ∈ Cv(Cv)\U0v,ℓ .
Put Yℓ(z) =
∏T
t=1 Y
(t)(z) ∈ Fwℓ(Cv). Then div(Yℓ) = Dℓ, and |Yℓ(z)|v = 1 for all z /∈ U0v,ℓ.
Thus assertion (1ℓ) holds. Since
Yℓ(z)− 1 =
T∑
t=1
(
Y
(t)
ℓ (z)− 1
) · T∏
s=t+1
Y
(s)
ℓ (z)
and (1ℓ,t) and (2ℓ,t) above hold for all t, the ultrametric inequality shows that |Yℓ(z)−1|v ≤
C
(ℓ)
2 ε for all z /∈ U0v,ℓ. Thus assertion (2ℓ) holds. 
Lemma 11.11. (Second Moving Lemma) There are constants ε2 > 0 and C3, C4 ≥ 1
(depending on Ev, X, the choices of the L-rational and L
sep-rational bases, the uniformizers
gxi(z), and the projective embedding of Cv), such that if 0 < ε < ε1 and Y (z) are as in
Lemma 11.10, and in addition ε < ε2 and n is sufficiently large, then when we expand
G(k1)v (z) =
m∑
i=1
(n−1)Ni−1∑
j=0
Av,ijϕi,nNi−j(z) +
Λ∑
λ=1
Aλϕλ(z) ,
G
(k1)
v (z) := Y (z) ·G(k1)v (z) =
m∑
i=1
(n−1)Ni−1∑
j=0
Av,ijϕi,nNi−j(z) +
Λ∑
λ=1
Aλϕλ(z) ,
for all i = 1, . . . ,m and all 0 ≤ j < k1Ni, we have
|Av,ij −Av,ij |v ≤ C3Cj4(|c˜v,i|v)nε .
4. PROOFS OF THE MOVING LEMMAS 317
For the proof, we will need the following lemma concerning power series, which is closely
related to Lemma 7.19:
Lemma 11.13. Let r belong to the value group of Cv, and let b ∈ C×v . Suppose that for
each j ≥ J0, Φj(Z) = b−jZ−j
(
1 +
∑∞
ℓ=1C
(j)
ℓ Z
ℓ
) ∈ Cv((Z)) is a Laurent series with leading
coefficient b−j , which converges in D(0, r)\{0} and has no zeros there. Let
G(Z) = Z−M
(
g0 +
∞∑
j=1
gjZ
j
) ∈ Cv((Z))
be another Laurent series converging in D(0, r)\{0} and having no zeros there, with g0 6= 0.
We can uniquely expand G(Z) as a linear combination of the Φj(Z) and a residual series
in Z, writing
(11.92) G(Z) =
M−J0∑
j=0
BjΦM−j(Z) + Z−J0+1
( ∞∑
j=0
B′jZ
j
)
.
Suppose Y (Z) =
∑∞
ℓ=0 hℓZ
ℓ is a power series converging in D(0, r), and there is an ε with
0 < ε < 1 such that |Y (Z)− 1|v ≤ ε for all Z ∈ D(0, r).
Consider the product Y (Z)G(Z) =
∑∞
j=0 gjZ
−M+j. If we expand
(11.93) Y (Z)G(Z) =
M−J0∑
j=0
BjΦM−j(Z) + Z−J0+1
( ∞∑
j=0
B
′
jZ
j
)
then |Bj −Bj|v ≤ ε · |g0|v · (r|b|v)−j for each j in the range 0 ≤ j ≤M − J0.
Proof. After replacing Z by bZ, and D(0, r) by D(0, r|b|v), we can assume without
loss that b = 1. In particular, we can assume that each Φj(Z) has leading coefficient 1.
Under this hypothesis, we will first show that for each j ≥ 0,
|gj − gj |v ≤ ε ·
|g0|v
rj
.
Multiplying G(Z) by ZM , we obtain a power series converging in D(0, r), having no zeros
in D(0, r), whose Taylor coefficients are the gj . The theory of Newton Polygons shows that
|gj |v ≤ |g0|/rj for all j (see Lemma 3.35 and the discussion preceding it; in fact, strict
inequality holds when j ≥ 1). On the other hand, by the Maximum Modulus Principle for
power series, since |Y (Z)−1|v ≤ ε for all Z ∈ D(0, r), we have |h0−1|v ≤ ε and |hℓ|v ≤ ε/rℓ
for all ℓ ≥ 1.
In the product Y (Z)G(Z) we have gj =
∑j
k=0 hkgj−k for each j. Hence
|gj − gj |v = |(h0 − 1)gj + h1gj−1 + . . .+ hjg0|v
≤ max(|h0 − 1|v |gj |v, |h1|v|gj−1|v, . . . , |hj |v|g0|v)
≤ max(ε · |g0|v/rj, ε/r · |g0|v/rj−1, . . . , ε/rj · |g0|v)
= ε · |g0|v/rj .
Now consider the expansions (11.92) and (11.93). Clearly B0 = g0 and B0 = g0, so
|B0 −B0|v ≤ ε|B0|v. Since the Φj(Z) have no zeros in D(0, r) and have leading coefficient
1, the theory of Newton Polygons shows that |C(j)ℓ |v ≤ 1/rℓ for each j and ℓ, as before.
318 11. THE LOCAL PATCHING CONSTRUCTION FOR NONARCHIMEDEAN Kv-SIMPLE SETS
Suppose inductively that for some J ≤ M − J0, we have shown that |Bj − Bj|v ≤
ε|B0|v/rj for all 0 ≤ j < J . Using (11.92) and (11.93) we have
G(Z)−
J−1∑
j=0
BjΦM−j(Z) =
∞∑
k=0
δkZ
−M+J+k ,
Y (Z)G(Z)−
J−1∑
j=0
BjΦM−j(Z) =
∞∑
k=0
δkZ
−M+J+k ,
for certain numbers δk, δk ∈ Cv. Inserting the Laurent expansions for G(Z), Y (Z)G(Z) and
the ΦM−j(Z), we see that for each k
δk = gJ+k −B0C(M)k+J −B1C(M−1)k+J−1 − · · · −BJ−1C(M−J+1)k+1 ,
δk = gJ+k −B0d(M)J+k − · · · −BJ−1C(M−J+1)k+1 .
By the ultrametric inequality and the estimates above,
|δk − δk|v ≤ max(ε|B0|v/rJ+k, ε|B0|v · 1/rJ+k, . . . , ε|B0|v/rJ−1 · 1/rk+1)
= ε|B0|v/rJ+k .
When k = 0, the fact that ΦM−J(Z) has leading term Z−M+J shows that BJ = δ0 and
BJ = δ0. Hence |Bj −Bj |v ≤ ε|B0|/rJ and the induction can continue.
When J =M − J0, the induction stops because there is no function ΦJ0−1(Z). 
Proof of Lemma 11.11: Since X is disjoint from Ev, and since the basis functions
ϕij(z) and ϕλ belong to a multiplicatively finitely generated set, there is a radius r > 0 in
the value group of C×v such that
(1) r < mini 6=j(‖xi, xj‖v);
(2) each of the balls B(xi, r) is isometrically parametrizable and disjoint from Ev;
(3) for each i, none of the ϕij(z) has a zero in B(xi, r);.
Fixing xi ∈ X, let ̺i : D(0, r) → B(xi, r) be an Lw0-rational isometric parametrization
of B(xi, r) with ̺i(0) = xi. If Z is the coordinate on D(0, r), then we can expand G
(k1)
v (z),
Y (z), and the ϕij(z) as Laurent series in Z converging in D(0, r)\{0}, putting G(Z) =
G
(k1)
v (̺i(Z)), H(Z) = Y (̺i(Z)), and Φj(z) = ϕij(̺i(Z)).
With respect to the uniformizer gxi(z) the ϕij(z) are monic. That is,
lim
z→xi
ϕij(z) · gxi(z)j = 1 .
When gxi(z) is expanded in terms of Z, its leading coefficient will be some bv,i ∈ Kv(xi)×:
bv,i = lim
Z→0
gxi(̺i(Z))
Z
.
It follows that ϕij(̺i(Z)) has the leading term (bv,i)
−jZ−j.
We now apply Lemma 11.13 with Φj(Z), G(Z) and H(Z) as above, taking b = bv,i and
J0 = k1Ni. Because only the ϕij(z) with j ≥ (n − k1)Ni have poles of order (n − k1)Ni or
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more at xi, we can write
G(Z) =
k1Ni−1∑
j=0
Av,ijϕi,nNi−j(̺i(Z)) +
∞∑
j=(n−k1)Ni
A′ijZ
−nNi+j
Y (Z)G(Z) =
k1Ni−1∑
j=0
Av,ijϕi,nNi−j(̺i(Z)) +
∞∑
j=(n−k1)Ni
A
′
ijZ
−nNi+j
where the Av,ij and Av,ij are the same as in (11.66), (11.67). Thus g0 = Av,i0 in Lemma
11.13. Recall that |Av,i0|v = |c˜v,i|nv and that |Y (Z) − 1|v = |Y (z) − 1|v ≤ C2ε for all
Z ∈ D(0, r), where C2 is the constant from Lemma 11.10. Put C3 = C2 in Lemma 11.11.
By Lemma 11.13,
(11.94) |Av,ij −Av,ij |v ≤ C3ε · (|c˜v,i|v)
n
(r|bv,i|v)j
for each j = 0, . . . , k1Ni.
Letting xi vary, Lemma 11.11 holds with
(11.95) C4 =
1
min(1, r|bv,1|v, . . . , r|bv,m|v) . 
Lemma 11.12. (Third Moving Lemma) There are constants ε3 > 0 and C6, C7 ≥
1 (depending only on φv(z), Ev, Hv, their Kv-simple decompositions
⋃D
ℓ=1
(
B(aℓ, rℓ) ∩
Cv(Fwℓ)
)
and
⋃N
h=1
(
B(θh, ρh) ∩ Cv(Fuh)
)
, the choices of the L-rational and Lsep-rational
bases, the uniformizers gxi(z), and the projective embedding of Cv), such that if 0 < ε < ε3,
and if F v,k1(z) is as in (11.69) and U
0
v =
⋃N
h=1B(θh, ρh), then there is a Kv-rational (X, ~s)-
function ∆v,k1(z) of the form
∆v,k1(z) =
m∑
i=1
k1Ni−1∑
j=0
∆v,ijϕi,(k1+1)Ni−j(z) ,
satisfying
‖∆v,ij‖U0v ≤ C6Ck17 ε ,
such that when G
(k1)
v (z) from Lemma 11.11 is replaced with
Ĝ(k1)v (z) = G
(k1)
v (z) + ∆v,k1(z)F v,k1(z) ,
then for each (i, j) with 1 ≤ i ≤ m, 0 ≤ j < k1Ni, the coefficient Av,ij of G(k1)v (z) is restored
to the coefficient Av,ij of G
(k1)
v (z) in Ĝ
(k1)
v (z).
Proof. This is a consequence of Proposition 7.18. Using the L-rational basis, expand
G(k1)v (z) =
m∑
i=1
(n−1)Ni−1∑
j=0
Av,ijϕi,nNi−j(z) +
Λ∑
λ=1
Aλϕλ(z) ,
G
(k1)
v (z) =
m∑
i=1
(n−1)Ni−1∑
j=0
Av,ijϕi,nNi−j(z) +
Λ∑
λ=1
Aλϕλ(z) ,
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and using the Lsep-rational basis, write
G(k1)v (z) =
m∑
i=1
(n−1)Ni−1∑
j=0
a˜v,ijϕ˜i,nNi−j(z) +
Λ∑
λ=1
a˜λϕ˜λ(z) ,
G
(k1)
v (z) =
m∑
i=1
(n−1)Ni−1∑
j=0
av,ijϕ˜i,nNi−j(z) +
Λ∑
λ=1
aλϕλ(z) .
By Proposition 3.3(C), the transition matrix from the L-rational basis to the Lsep-
rational basis is block diagonal with blocks of size J , and for a given i the same J×J matrix
Bi,jk occurs for each block. By Lemma 11.11 we have |Av,ij − Av,ij |v ≤ C3Cj4(|c˜v,i|v)nε for
all 1 ≤ i ≤ m, 0 ≤ j < k1Ni. Since J |Ni for each i, there is a constant C5 such that
(11.96) |a˜v,ij − av,ij |v ≤ C5Cj4(|c˜v,i|v)nε
for all 1 ≤ i ≤ m, 0 ≤ j < k1Ni. Indeed, putting Bv = max1≤i≤m,1≤j,k≤J |Bi,jk|v, we can
take C5 = BvC3C
J−1
4 .
For each i, j put δ˜v,ij = a˜v,ij − av,ij. Since G(k1)v (z) and G(k1)v (z) are Kv-rational, the
δ˜v,ij belong to L
sep
wv and are Kv-symmetric (Proposition 3.5).
We now apply Proposition 7.18 taking ℓ = k1, Fv(z) = F v,k1(z), and
δ˜ = (δ˜v,ij)1≤i≤m,0≤j<k1Ni .
We will take r in Proposition 7.18 to be the same number as in the proof of Lemma 11.11.
Comparing (7.108) and (11.95) shows that if ̟v is the constant from Proposition 7.18 and
C4 is the constant from Lemma 11.11, then C4 = ̟
−1
v . Letting Υ˜v be the constant from
Proposition 7.18, and recalling from the discussion after (11.70) that the leading coefficient
dv,i of F v,k1(z) at xi has absolute value |dv,i|v = |c˜v,i|n−k1−1v , we will take ρ in Proposition
7.18 to be
(11.97) ρ =
C5|c˜v,i|k1+1v
Υ˜v
· ε .
Then for all (i, j) with 1 ≤ i ≤ m, 0 ≤ j < k1Ni we have
(11.98) |δ˜v,ij |v = |a˜v,ij − av,ij |v ≤ C5Cj4(|c˜v,i|v)nε = Υ˜v̟−jv |dv,i|vρ .
By Proposition 7.18 there is a unique ~∆ = (∆v,is)1≤i≤m,0≤s<k1Ni ∈ (Lsepwv )k1N for which
Φsep
F v,k1
(~∆) = δ˜ ;
moreover the ∆v,ij are Kv-symmetric and
∆v,k1(z) :=
m∑
i=1
k1Ni−1∑
j=0
∆v,ijϕ(k1+1)Ni−j(z)
is Kv-rational. The fact that Φ
sep
F v,k1
(~∆) = δ˜ and each δ˜v,ij = a˜v,ij − av,ij means that
∆v,k1(z)F v,k1(z) =
m∑
i=1
ℓNi−1∑
j=0
(a˜v,ij − av,ij) · ϕ˜i,(k+ℓ)Ni−j(z) + lower order terms .
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Consequently, when we expand ∆v,k1(z)F v,k1(z) using the L-rational basis, we have
∆v,k1(z)F v,k1(z) =
m∑
i=1
ℓNi−1∑
j=0
(Av,ij −Av,ij) · ϕi,(k+ℓ)Ni−j(z) + lower order terms .
This means that when G
(k1)
v (z) is replaced with
Ĝ(k1)v (z) = G
(k1)
v (z) + ∆v,k1(z)F v,k1(z) ,
then for each (i, j) with 1 ≤ i ≤ m, 0 ≤ j < k1Ni, the coefficient Av,ij of G(k1)v (z) is changed
to Av,ij in Ĝ
(k1)
v (z).
Finally, by (11.97) and (11.98), and by (7.90) of Proposition 7.18, for each (i, j) with
1 ≤ i ≤ m, 0 ≤ j < k1Ni we have
|∆v,ij |v ≤ ̟−jv ρ =
C5
Υ˜v
Cj4 · (|c˜v,i|v)k1+1 · ε .
On the other hand, by Proposition 3.7 there is a constant C0v such that ‖ϕij(z)‖U0v ≤ (C0v )j
for all i and j. Without loss, we can assume that C0v ≥ 1. It follows that
‖∆v,k1(z)‖U0v ≤ max1≤i≤m,0≤j<k1Ni
(|∆v,ij |v · ‖ϕi,(k1+1)Ni−j‖U0v )
≤ max
1≤i≤m,0≤j<k1Ni
(C5
Υ˜v
Cj4 · (|c˜v,i|v)k1+1 · (C0v )(k1+1)Ni−j · ε
)
≤ C6Ck17 · ε ,
where
C6 = max
(
1,
C5
Υ˜v
·max
i
(|c˜v,i|v) · (C0v )maxi(Ni)
)
and
C7 = max
(
1, max
i
(|c˜v,i|v) ·max
(
C0v , C4
)maxi(Ni)) .
This completes the proof. 

APPENDIX A
(X, ~s)-Potential theory
In this appendix we study potential theory for the (X, ~s)-canonical distance. In section
A.1 we discuss the basic facts of (X, ~s)-potential theory for compact sets concerning potential
functions, equilibrium distributions, the transfinite diameter, and the Chebyshev constant.
In section A.2, which concerns the archimedean case, we derive bounds for the mass the
(X, ~s)-equilibrium distribution of H can give to “small” subsets of H. In section A.3, which
concerns the nonarchimedean case, we determine the (X, ~s)-equilibrium distributions for a
class of well-behaved sets.
Fix a projective embedding of C/K. Given a place v of K, let ‖z, w‖v be the correspond-
ing spherical metric on Cv(Cv). As in §3.2, if v is nonarchimedean let qv be the order of the
residue field of Kv, and let logv(x) be the logarithm to the base qv. If v is archimedean,
put logv(x) = ln(x).
Let X = {x1, . . . , xm} ⊂ C(K˜) be the finite, galois-stable set of points from §3.2. For
each xi ∈ X, let gxi(z) ∈ K(C) be the uniformizer at xi chosen in §3.2, and let the canonical
distance [z, w]xi be normalized so that for each w 6= xi,
lim
z→xi
([z, w]xi · |gxi(z)|v) = 1 .
Let ~s = (s1, . . . , sm) ∈ Pm be a probability vector. As in §3.5, we define the (X, ~s)-canonical
distance by
[z, w]X,~s =
n∏
i=1
([z, w]xi )
si .
1. (X, ~s)-Potential Theory for Compact Sets
Let H ⊂ Cv(Cv)\X be a compact set. In this section we will define analogues of the
classical logarithmic capacity, transfinite diameter, Chebyshev constant, potential functions,
and Green’s functions, relative to the kernel [z, w]X,~s.
We will study these objects and their relation with the corresponding objects when X
consists of a single point. The proofs of all the results below are classical and (with minor
modifications) are the same as those in ([51], §3 and §4), so for the most part we only sketch
them.
We first define the (X, ~s)-capacity. For any probability measure ν supported on H, the
(X, ~s)-energy is
(A.1) IX,~s(ν) =
∫∫
H×H
− logv([z, w]X,~s) dν(z)dν(w) .
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and the (X, ~s)-potential function is
(A.2) uX,~s(z, ν) =
∫
H
− logv([z, w]X,~s) dν(w) .
The (X, ~s)-Robin constant is defined by
(A.3) VX,~s(H) = inf
probability measures
ν supported on H
IX,~s(ν) ,
and the (X, ~s)-capacity is given by
(A.4) γX,~s(H) =
{
e−VX,~s(H) if v is archimedean,
q
−VX,~s(H)
v if v is nonarchimedean.
We next define the (X, ~s)-transfinite diameter. For N = 2, 3, ... let
(A.5) dN (H) = sup
q1,...,qN∈H
(
N∏
i,j=1
i 6=j
[qi, qj ]X,~s)
1/N2 ;
then the (X, ~s)-transfinite diameter is
(A.6) dX,~s(H) = lim
N→∞
dN (H) .
The existence of the limit follows by a classical argument, given in ([51], p.150 and pp.203-
204) for the kernel [z, w]ζ . There the exponent 1/N
2 in (A.5) is replaced by 1/N(N−1), and
the dN (H) are shown to be monotonically decreasing. Our modification to the exponent
does not affect the convergence in (A.6), or the value of the limit.
Finally, we define the restricted (X, ~s)-Chebyshev constant CH∗X,~s(H). Given points
a1, . . . , aN ∈ Cv(C)\X, consider the (X, ~s)-pseudopolynomial (see §3.6)
P (z; a1, . . . , aN ) =
N∏
i=1
[z, ai]X,~s .
Writing ‖P‖H = supz∈H P (z), put
(A.7) CH∗N (H) = inf
a1,...,aN∈H
(‖P (z; a1, . . . , aN )‖H)1/N ,
and then define
(A.8) CH∗X,~s(H) = lim
N→∞
CH∗N (H) .
The existence of the limit in (A.8) follows from arguments similar to those in ([51], p.151
and pp.203-304). We call CH∗X,~s(H) the restricted Chebyshev constant since the points
a1, . . . , aN are required to be in H; lifting that restriction, it is also possible to define an
unrestricted Chebyshev constant CHX,~s(H), whose value turns out to be the same as the
restricted one.
The following theorems summarize the main facts concerning these objects:
Theorem A.1. Let H ⊂ Cv(Cv)\X be compact. Then for each probability vector ~s ∈ Pm,
(A.9) γX,~s(H) = dX,~s(H) = CH
∗
X,~s(H) ,
and these quantities are 0 if and only if H has capacity 0 in the sense of Definition 3.14.
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Proof. The proofs are analogous to those of [51], Theorems 3.1.18 and 4.1.19. 
Theorem A.2. Let H ⊂ Cv(Cv)\X be compact, with positive capacity. Then for each
probability vector ~s ∈ Pm,
(A) If H has positive capacity, then there is a unique probability measure µ = µX,~s on
H, called the (X, ~s)-equilibrium distribution of H, for which
VX,~s(H) = IX,~s(µ) ;
(B) For this measure µX,~s, the potential function
uX,~s(z,H) := uX,~s(z, µX,~s) =
∫
H
− logv([z, w]X,~s) dµX,~s(w)
satisfies uX,~s(z,H) ≤ VX,~s(H) for all z ∈ Cv(Cv), with uX,~s(z,H) = VX,~s(H) for all z ∈ H
except possibly an Fσ-set eX,~s ⊂ H of inner capacity 0. Moreover, uX,~s(z,H) is continuous
on Cv(Cv)\eX,~s.
In the archimedean case, uX,~s(z,H) < VX,~s(H) on each component of Cv(C)\H which
contains a point xi ∈ X with si > 0, and uX,~s(z,H) = VX,~s(H) on all other components
of Cv(C)\H. The exceptional set eX,~s is contained in ∂HX,~s, the part of the boundary of
H shared by the components of Cv(C)\H on which uX,~s(z,H) < 0, and H and ∂HX,~s have
the same capacity, potential function, and equilibrium distribution with respect to [z, w]X,~s.
Furthermore, uX,~s(z,H) is superharmonic on Cv(C)\X, subharmonic on Cv(C)\H, and
harmonic on Cv(C)\(H
⋃
X). At each xi ∈ X, uX,~s(z,H) + si log(|z − xi|) extends to a
function harmonic in a neighborhood of xi.
In the nonarchimedean case, uX,~s(z,H) < VX,~s(H) for all z ∈ Cv(Cv)\H, and uX,~s(z,H)+
si logv(|z − xi|v) has a finite limit at each xi ∈ X .
Remark. When H is clear from the context, we will often write uX,~s(z) for uX,~s(z,H).
Proof. In the classical theory, the assertions in Theorems A.1 and A.2 are the main
consequences of Maria’s Theorem and Frostman’s theorem. They are established for the
kernel [z, w]ζ in Theorems 3.1.6, 3.1.7, 3.1.12, and 3.1.18 of ([51], §3.1) in the archimedean
case, and in Theorems 4.1.11, 4.1.19, and 4.1.22 of ([51], §4.1) in the nonarchimedean case.
In the archimedean case, the continuity/harmonicity properties of log([z, w]X,~s) shown
in Proposition 3.11, together with the Maximum principle for harmonic functions, allow the
proofs in ([51], §3.1) to be carried over for [z, w]X,~s. The property of the canonical distance
needed for those proofs is that for each q ∈ H, and each disc D(q, r) with ζ /∈ D(q, r), if
we fix a coordinate chart on D(q, r), then there is a constant C (depending on ζ and the
choice of coordinates) such that for all z 6= w ∈ D(q, r)
− log([z, w]ζ )− C ≤ − log(|z − w|) ≤ − log([z, w]ζ )− C
(see [51], p.139). By Proposition 3.11 this holds for [z, w]X,~s.
In the nonarchimedean case, the proofs given in ([51], §4.1) use two properties of the
canonical distance. First, for each q ∈ H, each ζ ∈ X, and each isometrically parametrizable
ball B(q, r) disjoint from X (see Definition 3.8), there is a constant C = Cq,ζ such that
[z, w]ζ = C‖z, w‖v for all z, w ∈ B(q, r). Since [z, w]X,~s is a weighted product of the [z, w]xi ,
with the weights summing to 1, Proposition 3.11 shows that this property holds for [z, w]X,~s
as well. Second, for each pair of points w, ζ ∈ Cv(C), and each isometrically parametrizable
ball B(w, r) not containing ζ, there is a function f(z) ∈ Cv(C) of degree N say, having all
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its zeros in B(w, r) and having poles only at ζ, such that
[z, w]ζ = (|f(z)|v)1/N
for all z /∈ B(w, r) (see [51], Proposition 2.1.6). For [z, w]X,~s the analogue of this is that
if B(w, r) is an isometrically parametrizable ball disjoint from X, then there are functions
fi(z) ∈ Cv(C) of degree Ni say, having all their zeros in B(w, r) and such that fi(z) has
poles only at xi, for which
− logv([z, w]X,~s) = −
m∑
i=1
si · 1
Ni
logv(|fi(z)|v)
for all z /∈ B(w, r). 
The following proposition can often be used to show that the exceptional set eX,~s in
Theorem A.2 is empty. By an arc, we mean a homeomorphic image of the segment [0, 1].
Proposition A.3. Let all assumptions be as in Theorem A.2.
(A) If Kv is archimedean, then uX,~s(z,H) = VX,~s(H) at each point z0 ∈ H for which
there is an arc A ⊂ H with z0 ∈ A.
(B) If Kv is nonarchimedean with char(Kv) = 0, and if p is the rational prime lying
under v, then uX,~s(z,H) = VX,~s(H) at each point z0 ∈ H for which, for some r > 0, there
is an isometric parametrization fz0 : D(0, r) → B(z0, r) ⊂ Cv(Cv) with fz0(0) = z0, such
that f(Zp ∩D(0, r)) ⊂ H. If Kv is nonarchimedean with char(Kv) = p > 0, the analogous
assertion holds with Zp replaced by Fp[[T ]].
Proof. In the archimedean case, this is a classical consequence of the existence of a
“barrier”. The proof is given ([51], Theorem 3.1.9) when X is a single point, and the
argument, which is purely local, carries over unchanged in the general case.
In the nonarchimedean case, the proof uses the monotonicity of upper Green’s functions
of compact sets ([51], Proposition 4.4.1(A)). We give the argument when char(Kv) = 0;
the proof when char(Kv) > 0 is similar. After shrinking r if necessary, we can assume
that B(z0, r) ∩ X = φ. By Proposition 3.11.(B1), there is a constant C > 0 such that
[z, w]X,~s = C‖z, w‖v for all z, w ∈ B(z0, r). Since fz0 is an isometric parametrization, we
have [fz0(x), fz0(y)]X,~s = C|x− y|v for all x, y ∈ D(0, r).
Since a set e ⊂ D(0, r) has positive inner capacity if and only if it supports a probability
measure ν for which
∫∫ − logv(|x−y|v) dν(x)dν(y) <∞, by pushing forward or pulling back
appropriate measures one sees that fz0 takes sets of positive inner capacity to sets of positive
inner capacity, and sets of inner capacity 0 to sets of inner capacity 0.
Put H0 = H ∩ B(z0, r), and let ν0 = µX,~s|H0 . Since H0 contains fz0(Zp ∩ D(0, r)), it
has positive capacity. This means that ν0(H0) > 0. Let u(z, ν0) =
∫ − logv(‖z, w‖v) dν0(w).
Since [z, w]X,~x is constant on pairwise disjoint isometrically parametrizable balls in Cv(Cv)\X,
there is a constant D such that for all z ∈ B(z0, r),
(A.10) uX,~s(z,H) = D + u(z, ν0) .
Pull back [z, w]X,~s, uX,~x(z,H), H0 and ν0 to D(0, r) using fz0 . Let E = f
−1
z0 (H0) and
put ν = (1/ν0(H0))f
∗
z0(ν0); then ν is a probability measure supported on E. Consider the
potential function
u∞(x, ν) :=
∫
− logv(|x− y|v) dν(y)
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on P1(Cv). Since µX,~s is the equilibrium measure of H, we have uX,~s(z,H) ≤ VX,~s(H) for
all z, with equality on H except on a set of inner capacity 0. By (A.10) there is a constant
V such that u∞(z, ν0) ≤ V on E, with equality except on a set of inner capacity 0. It
follows from ([51], Proposition 4.1.23) that ν is the equilibrium measure of E. This means
that G(x,∞;H) := V − u∞(x, ν) is the upper Green’s function of H with respect to ∞.
Since Zp ∩D(0, r) ⊆ H, by ([51], Proposition 4.4.1(A)) we have
G(x,∞;Zp ∩D(0, r)) ≥ G(x,∞;H)
for all x ∈ Cv. The explicit computation in Proposition 2.1 gives G(0,∞;Zp ∩D(0, r)) = 0,
so G(0,∞;H) = 0 as well. This means that u∞(0, ν) = V , and hence by (A.10) that
uX,~s(z0,H) = VX,~s(H). 
The following proposition sometimes lets us determine the equilibrium distribution.
Proposition A.4. Let µ0 be a probability measure on H for which there is a constant
V <∞ such that the potential function uX,~s(z, µ0) equals V on H, except possibly on a set
of inner capacity 0. Then VX,~s(H) = V , and µX,~s = µ0.
Proof. By the same argument as in ([51], Lemmas 3.1.4 and 4.17), a positive measure
ν for which IX,~s(ν) < ∞ cannot charge sets of inner capacity 0. In particular, this applies
to µ0 and µX,~s. Hence by Theorem A.2(B) and Fubini-Tonelli,
V =
∫
H
uX,~s(z, µ0) dµX,~s(z) =
∫∫
H×H
− logv([z, w]X,~s) dµ0(w)dµX,~s(z)
=
∫
H
uX,~s(w,µX,~s) dµ0(w) = VX,~s(H) .
Consequently
IX,~s(µ0) =
∫∫
H×H
− logv([z, w]X,~s) dµ0(w)dµ0(z)
=
∫
H
uX,~s(z, µ0) dµ0(z) = VX,~s(H) .
Since µX,~s is the unique probability measure minimizing the (X, ~s)-energy integral (Theorem
A.2(A)), it follows that µX,~s = µ0. 
We define the Green’s function GX,~s(z;H) to be
GX,~s(z;H) = VX,~s(H)− uX,~s(z) .
For each xi ∈ X, and each positive measure ν supported on Cv(Cv)\{xi}, put
uxi(z, ν) =
∫
Cv(Cv)
− logv([z, w]xi) dν(w) .
Let µi be the equilibrium distribution of H with respect to [z, w]xi , and write
uxi(z) = uxi(z, µi) =
∫
H
− logv([z, w]xi) dµi(w) .
As in §3.9, for each xi ∈ X the Green’s function G(z, xi;H) is defined by
G(z, xi;H) = Vxi(H)− uxi(z) .
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We can express µX,~s and GX,~s(z;H) in terms of the µi and G(z, xi;H):
Proposition A.5. Suppose H ⊂ Cv(Cv)\X is compact and has positive capacity. Then
µX,~s =
m∑
i=1
siµi ,(A.11)
GX,~s(z;H) =
m∑
i=1
siG(z, xi;H) ,(A.12)
and
(A.13) VX,~s(H) =
m∑
i,j,k=1
sisjsk
∫∫
H×H
− logv([z, w]xi) dµj(z)dµk(w) .
In particular, VX,~s(H) is a continuous function of ~s.
Proof. (Archimedean Case.) Formula (A.12) follows from the strong form of the
Maximum principle for harmonic functions, applied to GX,~s(z,H) −
∑
siG(z, xi;H) on
Cv(C)\(H
⋃
X) (see [51], Proposition 3.1.1). Formula (A.11) is a consequence of (A.12),
since by the Riesz decomposition theorem (see [51], Theorem 3.1.11) a measure can be
recovered from its potential function. In modern terminology, applying the ddc operator on
Cv(C)\X, one has µX,~s = ddc(−uX,~s(z)) and µi = ddc(−uxi(z)) = ddc(G(z, xi;H)) for each
i.
For the assertion about VX,~s(H), note that
VX,~s(H) =
∫∫
H×H
− log([z, w]X,~s) dµX,~s(z)dµX,~s(w)
=
m∑
i,j,k=1
sisjsk
(∫∫
H×H
− log([z, w]xi dµj(z)dµk(w)
)
.
(Nonarchimedean Case.) The proof is more complicated in this case, because of the
absence of a Laplacian operator on Cv(Cv). (Actually, a suitable Laplacian has been defined
in the context of Berkovich Spaces, for P1 by Baker and Rumely ([7]), and for curves of
arbitrary genus by Thuillier ([64]). However, introducing that theory would take us too
far afield.) Instead, we use the approximability of Green’s functions by algebraic functions,
the [z, w]X,~s-factorization of pseudopolynomials (3.30), and the nonarchimedean Maximum
modulus principle.
First suppose ~s ∈ Pm⋂Qm. Choose decreasing sequences of numbers rn > 0 and
εn > 0 with limn→∞ rn = limn→∞ εn = 0. For each n, put Wn = {z ∈ Cv(Cv) : ‖z, w‖v ≤
rn for some w ∈ H}. Thus, the Wn form a decreasing sequence of neighborhoods of H with⋂∞
n=1Wn = H.
For each i and n, Proposition 4.1.5 of ([51]) provides a function f
(n)
i (z) ∈ Cv(C), with
poles only at xi and normalized so that |f (n)i (z)|v · |gxi(z)N |v = 1 if N = deg(f (n)i ), such
that for all z ∈ Cv(Cv)\(Wn ∪ {xi}),
(A.14)
∣∣∣∣uxi(z)− (−1N logv |f (n)i (z)|v)
∣∣∣∣
v
< εn .
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By raising the f
(n)
i (z) to appropriate powers, we can assume without loss that for a given
n, they have common degree Nn. Let the zeros of f
(n)
i (z) (with multiplicity) be a
(n)
ij ,
j = 1, . . . , Nn. Let ν
(n)
i be the probability measure which gives weight 1/Nn to each a
(n)
ij .
By the construction in ([51], Proposition 4.1.5), for each i the ν
(n)
i converge weakly to µi.
The normalization of the f
(n)
i (z) means that for each n and i
|f (n)i (z)|v =
Nn∏
j=1
[z, a
(n)
ij ]xi ,
and so
(A.15) uxi(z, ν
(n)
i ) =
1
Nn
·
Nn∑
j=1
− logv([z, a(n)ij ]xi) = −
1
Nn
logv(|f (n)i (z)|v) .
In particular, for each z /∈ H, by (A.14),
(A.16) lim
n→∞uxi(z, ν
(n)
i ) = uxi(z, µi) = uxi(z) .
Let M be a common denominator for the si and for each n put
(A.17) F (n)(z) =
m∏
i=1
f
(n)
i (z)
Msi .
Then F (n)(z) is an (X, ~s)-function in the sense of Definition 3.12. Let the zeros F (n)(z), listed
with multiplicities, be a
(n)
1 , . . . , a
(n)
MNn
; these are of course just the a
(n)
ij , repeated certain
numbers of times. By formula (3.30) there is a constant Cn such that for all z ∈ Cv(Cv)
(A.18) |F (n)(z)|v = Cn ·
MNn∏
j=1
[z, a
(n)
j ]X,~s .
Let ω(n) be the probability measure which gives mass 1/(MNn) to each of the points a
(n)
j ;
clearly
ω(n) =
m∑
i=1
siν
(n)
i .
Combining (A.15), (A.17) and (A.18), we see that
uX,~s(z, ω
(n)) =
∫
− logv([z, w]X,~s) dω(n)(w)
=
1
MNn
logv(Cn)−
1
MNn
logv(|F (n)(z)|v
=
1
MNn
logv(Cn) +
m∑
i=1
si
(
− 1
Nn
logv(|f (n)i (z)|v
)
=
1
MNn
logv(Cn) +
∑
i=1
siuxi(z, ν
(n)
i ) .(A.19)
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Since the ν
(n)
i converge weakly to the µi, the ω
(n) converge weakly to ω =
∑
siµi.
Hence, for all z /∈ H,
(A.20) lim
n→∞uX,~s(z, ω
(n)) = uX,~s(z, ω) .
Comparing (A.16), (A.20) and (A.19) it follows that C := limn→∞ 1NMn logv(Cn) exists,
and that for all z /∈ H
(A.21) uX,~s(z, ω) = C +
∑
i=1
siuxi(z) .
Using ([51], Lemma 4.1.3) and its (X, ~s)-analogue, we conclude that ω =
∑
siµi. Hence
(A.21) holds for z ∈ H as well.
By ([51], Theorem 4.1.11), for each i there is a set ei ⊂ H of capacity 0 such that
uxi(z) = Vxi(H) for all z ∈ H\ei. Moreover, since uxi(z) ≤ Vxi(H) for all z, ([51], Lemma
4.1.9) shows that uxi(z) is continuous at each z ∈ H\ei. Put e =
⋃m
i=1 ei. By ([51], Lemma
4.1.9), for all z ∈ H\e,
uX,~s(z, ω) = limw→z
w/∈H
( C +
∑
i=1
siuxi(w))
= C +
∑
i=1
siVxi(H) .
Moreover, by ([51], Corollary 4.1.15) e has inner capacity 0. Thus uX,~s(z, ω) is constant
on H, except on a set of inner capacity 0.
By Proposition A.4, ω is the equilibrium distribution µX,~s of H. That is,
(A.22) µX,~s =
m∑
i=1
siµi .
From this (A.12) and (A.13) follow at once.
Now consider the general case where possibly ~s /∈ Qm. Let f(~s) be the function given
by the right side of (A.13). Fix ~s, and choose a sequence of probability vectors ~s(n) ∈ Qm
approaching ~s. Let µ0 := µX,~s be the (X, ~s)-equilibrium distribution of H. Then
VX,~s(H) =
∫∫
H×H
− logv([z, w]X,~s) dµ0(z)dµ0(w)
=
m∑
i=1
si
∫∫
H×H
− logv([z, w]xi) dµ0(z)dµ0(w) .(A.23)
Suppose VX,~s(H) < f(~s). By the continuity f and of the right side of (A.23) in ~s, for
sufficiently large n ∫∫
H×H
− logv([z, w]X,~s(n)) dµ0(z)dµ0(w) < f(~s(n)) .
However, this contradicts that f(~s(n)) = VX,~s(n)(H) is the minimal value of the energy
integral for [z, w]X,~s(n) .
Consequently VX,~s(H) ≥ f(~s). But
∑
siµi is a probability measure for which the (X, ~s)-
energy integral equals f(~s). Hence this is the minimal value of the energy integral, and by
the uniqueness of the (X, ~s)-equilibrium distribution µX,~s =
∑m
i=1 siµi. 
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2. Mass Bounds in the Archimedean case
Throughout this section we assume Kv is archimedean, and we identify Cv with C.
The results proved here will be used in Theorem 5.2, the construction of the initial local
approximating functions when Kv ∼= R.
SupposeH ⊂ Cv(C)\X can be decomposed as H = H1∪e, whereH1 and e are closed and
disjoint; we think of e as being “small”. The case of interest is when Kv ∼= R, H ⊂ Cv(R),
and e is a short interval.
If µX,~s is the (X, ~s)-equilibrium distribution of H, we seek upper and lower bounds for
µX,~s(e) in terms of the Robin constants and Green’s functions of H1 and e.
Lemma A.6. Let H ⊂ Cv(C)\X be compact with positive capacity. Let M be a constant
such that for each xi ∈ X,
max
z,w∈H
[z, w]xi < M ;
put C = log(M).
Suppose H = H1
⋃
e where H1 and e are closed and disjoint. Given ~s ∈ Pm, let µX,~s be
the (X, ~s)-equilibrium distribution of H. Then
(A.24) µX,~s(e) ≤
VX,~s(H) + C
VX,~s(e) + C
Proof. By our hypothesis, [z, w]X,~s < M for all z, w ∈ H.
If M = 1, by the same argument as in the proof of ([51], formula (15), p.148) one
obtains
µX,~s(e) ≤
VX,~s(H)
VX,~s(e)
.
In the general case, if we renormalize [z, w]X,~s by replacing it with
1
M [z, w]X,~s, then for each
compact set X ⊂ H, VX,~s(X) is replaced by VX,~s(X) + log(M). The result follows. 
To obtain a lower bound, we need information about the potential-theoretic separation
between H1 and e.
Lemma A.7. Let H = H1
⋃
e ⊂ Cv(C)\X, and the constants M and C, be as in Lemma
A.6. Let m > 0 be such that for each xi ∈ X, and all z ∈ e,
(A.25) G(z, xi;H1) ≥ m .
Fixing ~s, let µX,~s be the (X, ~s)-equilibrium distribution of H. Suppose VX,~s(e) ≥
VX,~s(H1). Then
(A.26) µX,~s(e) ≥ m
2
2(VX,~s(H1) + C)(VX,~s(e) + C + 2m)
.
Proof. If e has capacity 0, the result is trivial since µX,~s(e) = 0 and VX,~s(e) = ∞.
Hence without loss we can assume that e has positive capacity. First suppose M = 1.
Write µ (resp. µ1, resp. µ2) for the (X, ~s)-equilibrium distribution of H (resp. H1, resp.
e). Put V1 = VX,~s(H1) = IX,~s(µ1), V2 = VX,~s(e) = IX,~s(µ2), and let
IX,~s(µ1, µ2) =
∫∫
− log([z, w]X,~s) dµ1(z)dµ2(w) .
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Then for each 0 ≤ t ≤ 1,
VX,~s(H) = IX,~s(µ) ≤ IX,~s((1 − t)µ1 + tµ2)
= (1− t)2IX,~s(µ1) + 2t(1− t)IX,~s(µ1, µ2) + t2IX,~s(µ2) .(A.27)
By our hypothesis, GX,~s(z;H1) =
∑m
i=1 siG(z, xi;H1) ≥ m on e; hence the potential
function
uX,~s(z;H1) = V1 −GX,~s(z;H1)
satisfies uX,~s(z;H1) ≤ V1 −m on e. Thus
IX,~s(µ1, µ2) =
∫
e
uX,~s(z;H1)dµ2(z) ≤ V1 −m .
Since IX,~s(µ1) = V1 and IX,~s(µ2) = V2, (A.27) gives
(A.28) VX,~s(H) ≤ (V2 + 2m− V1)t2 − 2mt+ V1 .
The minimum of the right side occurs at t = m/(V2 + 2m− V1), which lies in the interval
[0, 1] because of our assumption that V2 ≥ V1. Inserting this in (A.28), we get
(A.29) VX,~s(H) ≤ V1 − m
2
V2 + 2m− V1 .
Put β = µX,~s(e). Because − log([z, w]X,~s) ≥ 0 on H, we have
VX,~s(H) =
∫∫
H×H
− log([z, w]X,~s) dµ(z)dµ(w)
≥
∫∫
H1×H1
− log([z, w]X,~s) dµ(z)dµ(w) = IX,~s(µ|H1) .
Since 11−βµ|H1 is a probability measure on H1, upon dividing by (1− β)2, we get
(A.30)
VX,~s(H)
(1− β)2 ≥ IX,~s(
1
1− βµ|H1) ≥ IX,~s(µ1) = V1 .
Combining (A.29) and (A.30) gives
(1− β)2 ≤ 1− m
2
V1(V2 + 2m− V1) ≤ 1−
m2
V1(V2 + 2m)
.
Taking square roots, we see that
1− β ≤ 1− m
2
2V1(V2 + 2m)
,
which is equivalent to (A.26).
The general case follows upon scaling [z, w]X,~s by 1/M . 
Fix a local coordinate patch U ⊂ Cv(C)\X, with coordinate function z say. We can
describe subsets of U , such as intervals or discs, in terms of the coordinate function z. Our
last result concerns the behavior of the (X, ~s)-Robin constant of an interval, as its length
goes to 0.
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Lemma A.8. Let U ⊂ Cv(C)\X be a local coordinate patch, and let I be a compact subset
of U . Then there is a constant A depending only I (and the choice of the local coordinate
function z) such that for any interval ea(h) = [a− h, a+ h] ⊂ I, and any probability vector
~s ∈ Pm, we have
(A.31) − log(h)−A ≤ VX,~s(ea(h)) ≤ − log(h) +A .
Proof. There is a constant A0 such that for each xi ∈ X, and all z, w ∈ I with z 6= w,
− log(|z − w|) − A0 ≤ − log([z, w]xi ) ≤ − log(|z − w|) + A0. Hence for all z, w ∈ I with
z 6= w, and all ~s ∈ Pm.
− log(|z − w|)−A0 ≤ − log([z, w]X,~s) ≤ − log(|z − w|) +A0 .
Fix ~s, and let µ = µX,~s be the (X, ~s)-equilibrium distribution of ea(h). Also, let µ0 be
the equilibrium distribution of ea(h) considered as a subset of C, via the local coordinate
function z. Then by the energy minimizing property of µ0 and the fact that the classical
Robin constant of a segment of length L is − log(L/4),
VX,~s(ea(h)) =
∫∫
ea(h)×ea(h)
− log([z, w]X,~s) dµ(z)dµ(w)
≥
∫∫
ea(h)×ea(h)
(− log(|z − w|) −A0) dµ(z)dµ(w)
≥
∫∫
ea(h)×ea(h)
− log(|z − w|) dµ0(z)dµ0(w) −A0
= − log(h/2) −A0 .
Similarly, using the energy minimizing property of µX,~s,
− log(h/2) +A0 =
∫∫
ea(h)×ea(h)
(− log(|z − w|) +A0) dµ0(z)dµ0(w)
≥
∫∫
ea(h)×ea(h)
− log([z, w]X,~s) dµ(z)dµ(w)
= VX,~s(ea(h)) .
Putting A = A0 + log(2), we obtain the result. 
3. Description of µX,~s in the Nonarchimedean Case
Throughout this section we assume that Kv is nonarchimedean. Our goal is to de-
termine µX,~s for a class of well-behaved compact sets. The results proved here will be
used in Theorem 11.1, the construction of the initial local approximating functions in the
nonarchimedean compact case.
For the remainder of this section, Fw ⊂ Cv will be a fixed finite extension of Kv, with
ramification index e = ew/v and residue degree f = fw/v.
We begin by considering the special case when Cv = P1/Kv and ζ = ∞. Identify
P1v(Cv)\{∞} with Cv and normalize the canonical distance so that [z, x]∞ = |z − x|v . The
equilibrium distribution and potential function can be determined explicitly when H is a
coset of Ow. The following result is a mild generalization of ([51], Example 4.1.24):
334 A. (X, ~s)-POTENTIAL THEORY
Lemma A.9. Let Fw/Kv be a finite extension with ramification index e and residue
degree f . Suppose H = a+bOw, where a ∈ Cv and b ∈ C×v . Then the equilibrium distribution
µ of H relative to [x, y]∞ = |x − y|v is the pushforward of additive Haar measure on Ow
by the affine map x = a + bz, and if |b|v = r, the potential function u∞(x) = u∞(x,H) is
given by
(A.32) u∞(x) =
{
− logv(r) + 1e(qfv−1) for x ∈ H,
− logv(|x− a|v) for x /∈ D(a, r) .
Proof. After a change of coordinates, we can assume without loss that H = Ow. Since
H and |x − y|v are invariant under translation by elements of Ow, the uniqueness of the
equilibrium distribution shows that it must be translation-invariant as well. It follows that
µ is the additive Haar measure µw on Ow.
Let πw be a generator for the maximal ideal mw of Ow. We can compute u∞(0) directly:
u∞(0) =
∞∑
ℓ=0
∫
mℓw\mℓ+1w
− log(|0− y|v) dµ(y)(A.33)
=
∞∑
ℓ=0
ℓ · 1
e
(
1
qfℓv
− 1
q
f(ℓ+1)
v
)
=
1
e(qfv − 1)
.(A.34)
By translation invariance, u∞(x) = u∞(0) for all x ∈ Ov.
For x /∈ D(0, 1), the ultrametric inequality gives
u∞(x) =
∫
Ov
− log(|x− y|v) dµ(y)
=
∫
Ov
− log(|x|v) dµ(y) = − logv(|x|v)
It is not hard to give a formula for u∞(x) when x ∈ D(0, 1)\Ow (see [51], Example 4.1.26),
but we will not need this. 
Now let Cv/Kv be arbitrary. Suppose a ∈ Cv(Fw), and let B(a, r) be an isometri-
cally parametrizable ball disjoint from X, whose radius r belongs to |F×w |v . Take H =
Cv(Fw)
⋂
B(a, r). By Theorem 3.9, there is an Fw-rational isometric parametrization Λ :
D(0, r)→ B(a, r) with Λ(0) = a, and if b ∈ F×w is such that |b|v = r, then Λ(bOw) = H.
Fix ~s ∈ Pm. By Proposition 3.11 there is a constant Ca(~s), which belongs to the value
group of C×v if ~s ∈ Pm∩Qm, such that [z, w]X,~s = Ca(~s)‖z, w‖v for all z, w ∈ B(a, r). Using
Lemma A.9, we obtain:
Corollary A.10. Suppose a ∈ Cv(Fw), r ∈ |F×w |v, and that B(a, r) ⊂ Cv(Cv) is
an isometrically parametrizable ball disjoint from X. Let ~s ∈ Pm be arbitrary, and take
H = Cv(Fw)
⋂
B(a, r).
Then the (X, ~s)-equilibrium distribution of H is the pushforward Λ∗(µw) of additive Haar
measure on bOw, normalized to have total mass 1, and the (X, ~s)-potential function of H
satisfies
(A.35) uX,~s(z,H) =
{
− logv(Ca(~s) · r) + 1e(qfv−1) for all z ∈ H,
− logv([z, a]X,~s) for all z /∈ B(a, r).
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Proof. Write z = Λ(x), w = Λ(y) for z, w ∈ B(a, r) and x, y ∈ D(0, r). Then ‖z, w‖v =
|x− y|v, and [z, w]X,~s = Ca(~s)|x− y|v.
Write µw for the additive Haar measure on bOw = Fw ∩ D(0, r), normalized to have
total mass 1, and put µ0 = Λ∗(µw). By Lemma A.9, for each z ∈ H
uX,~s(z, µ0) =
∫
H
− logv([z, w]X,~s) dµ0(w)
=
∫
bOw
− logv(Ca(~s)|x− y|v) dµw(y)
= − logv(Ca(~s))− logv(r) +
1
e(qfv − 1)
.
In particular, uX,~s(z, µ0) is constant on H. By Proposition A.4, it follows that µX,~s = µ0.
If z /∈ B(a, r) then Proposition 3.11 gives [z, w]X,~s = [z, a]X,~s for all w ∈ B(a, r), so
uX,~s(z, µ0) =
∫
H
− logv([z, w]X,~s) dµ0(w) = − logv([z, a]X,~s) .

Note that in Corollary A.10, the equilibrium measure µX,~s of H is independent of ~s.
This is a general phenomenon for compact subsets of isometrically parametrizable balls:
Lemma A.11. Let B(a, r) ⊂ Cv(Cv) be an isometrically parametrizable ball disjoint from
X, and let H ⊂ B(a, r) be compact with positive capacity. Then the equilibrium distribution
µX,~s of H is a probability measure µ
∗ independent of ~s.
Proof. For a given ~s, the equilibrium distribution µX,~s is the unique probability mea-
sure µ supported on H which minimizes the energy integral
IX,~s(µ) =
∫∫
H×H
− logv([z, w]X,~s) dµ(z)dµ(w) .
Fix an isometric parametrization of B(a, r). By Proposition 3.11, for each ~s there is a
constant Ca(~s) such that for all z, w ∈ B(a, r),
− logv([z, w]X,~s) = − logv(‖z, w‖v)− logv(Ca(~s)) .
Hence the same measure µ∗ minimizes the energy integral, for all ~s. 
Now let B(aℓ, rℓ) for ℓ = 1, . . . ,D be isometrically parametrizable balls in Cv(Cv),
disjoint from each other and from X. Suppose H =
⋃D
ℓ=1Hℓ, where Hℓ ⊂ B(aℓ, rℓ) is
compact and has positive capacity for each ℓ. Let µ∗ℓ be the (X, ~s)-equilibrium distribution
of Hℓ, which is independent of ~s by Lemma A.11. Let
uX,~s(z,Hℓ) =
∫
Hℓ
− log([z, w]X,~s) dµ∗ℓ (w)
be the (X, ~s)-potential function of Hℓ.
Proposition A.12. Let H =
⋃D
ℓ=1Hℓ be as above. For each ~s, there are weights
wℓ(~s) > 0 with
∑D
ℓ=1wℓ(~s) = 1 such that the equilibrium distribution µX,~s of H satisfies
(A.36) µX,~s =
D∑
ℓ=1
wℓ(~s)µ
∗
ℓ ,
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and the potential function is given by
(A.37) uX,~s(z,H) =
D∑
ℓ=1
wℓ(~s)uX,~s(z,Hℓ) .
Proof. Let wℓ(~s) = µX,~s(Hℓ). Since Hℓ has positive capacity, necessarily wℓ(~s) > 0
(see [51], Lemma 4.1.7). Since the balls B(aℓ, rℓ) are pairwise disjoint and do not meet X,
Proposition 3.11 shows that [z, w]X,~s is constant for z ∈ B(aℓ, rℓ), w ∈ B(ak, rk), if ℓ 6= k.
Hence the same arguments as in ([51], Proposition 4.1.27) yield (A.36) and (A.37). 
Remark. Using Proposition A.5, one sees that there are constants Wiℓ > 0 such that
wℓ(~s) =
∑m
i=1 siWiℓ for all ~s and all ℓ.
Theorem A.13. Suppose B(a1, r1), . . . , B(aD, rD) are pairwise disjoint isometrically
parametrizable balls in Cv(Cv), whose union is disjoint from X. For each ℓ, let Hℓ ⊂ B(aℓ, rℓ)
be a compact set of positive capacity, and let H =
⋃D
ℓ=1Hℓ.
Given ~s ∈ Pm, let VX,~s(Hℓ) be the (X, ~s)-Robin constant of Hℓ. Let µ∗ℓ be the (X, ~s)-
equilibrium distribution of Hℓ (which is independent of ~s, by Lemma A.11).
Then the Robin constant V = VX,~s(H) and the weights wℓ = wℓ(~s) = µX,~s(Hℓ) > 0 such
that µX,~s =
∑D
ℓ=1wℓ(~s)µ
∗
ℓ (given by Proposition A.12) are uniquely determined by the D+1
linear equations
(A.38)

1 = 0 · V +∑Dℓ=1wℓ ,
0 = V + wj ·
(− VX,~s(Hj)) + D∑
ℓ=1
ℓ 6=j
wℓ · logv
(
[aℓ, aj ]X,~s
)
for j = 1, . . . ,D.
If ~s ∈ Pm ∩Qm and VX,~s(Hℓ) ∈ Q for each ℓ, then VX,~s(H) and the wℓ(~s) belong to Q.
Proof. By Theorem A.2 and Proposition A.4, uX,~s(z,H) takes the constant value V
on H, except possibly on an exceptional set e ⊂ H of inner capacity 0. Similarly, each
uX,~s(z,Hj) takes the constant value VX,~s(Hj) on Hj, except possibly on an exceptional set
ej ⊂ Hj of inner capacity 0. Since Hj has positive capacity, Hj\(e ∪ ej) is nonempty. For
each j, let a∗j ∈ Hj be a point where uX,~s(a∗j ,H) = V and uX,~s(a∗j ,Hj) = VX,~s(Hj). The
first equation in (A.38) follows from Proposition A.12. Using Corollary A.10 and evaluating
uX,~s(H) at each a
∗
j , we obtain the last D equations in (A.38) with the aℓ, aj replaced by the
a∗ℓ , a
∗
j . However, if ℓ 6= j, then logv([x, y]X,~s) is constant for (x, y) ∈ B(aℓ, rℓ)×B(aj , rj) by
Proposition 3.11. Hence logv([a
∗
ℓ , a
∗
j ]X,~s) = logv([aℓ, aj ]X,~s).
Conversely, we claim that the system of linear equations (A.38) in the variables V and
wℓ is nonsingular. To see this, first note that the values V = VX,~s(H) and wℓ = µX,~s(Hℓ)
provide one solution to this system, with positive wℓ. On the other hand, any solution to
the system, with positive wℓ, determines a probability measure on H having the properties
of the equilibrium distribution. If the system were singular, there would be other solutions
arbitrarily close to the one given above, contradicting the uniqueness of the equilibrium
distribution. Thus the equations (A.38) uniquely determine V and the wℓ.
If ~s ∈ Pm ∩Qm and the VX,~s(Hj) ∈ Q, then the coefficients of the linear equations are
rational, since for all ℓ 6= j we have logv([aℓ, aj ]X,~s) =
∑m
i=1 si logv([aℓ, aj ]xi) ∈ Q. Hence V
and the wℓ must be rational as well. 
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We now apply the preceding results to sets H =
⋃D
ℓ=1Hℓ of a special form:
Corollary A.14. Let B(a1, r1), . . . , B(aD, rD) ⊂ Cv(Cv) be pairwise disjoint isomet-
rically parametrizable balls whose union is disjoint from X. For each ℓ, let Fwℓ/Kv be a
finite extension in Cv, with residue degree fℓ = fwℓ/v and ramification index eℓ = ewℓ/v.
Assume that each aℓ ∈ Cv(Fwℓ) and each rℓ ∈ |F×wℓ |v, and put Hℓ = Cv(Fwℓ)
⋂
B(aℓ, rℓ). Let
H =
⋃D
ℓ=1Hℓ.
Given ~s ∈ Pm, let Caℓ(~s) be the constant such that [z, w]X,~s = Caℓ(~s) · ‖z, w‖v for
z, w ∈ B(aℓ, rℓ). Let µ∗ℓ be the (X, ~s)-equilibrium distribution of Hℓ (which is independent of
~s, by Lemma A.11, and is given by a pushforward of additive Haar measure on Fw∩D(0, rℓ),
normalized to have mass 1, by Corollary A.10).
Then the Robin constant V = VX,~s(H) and the weights wℓ = wℓ(~s) = µX,~s(Hℓ) > 0 such
that µX,~s =
∑D
ℓ=1 wℓ µ
∗
ℓ (given by Proposition A.12) are uniquely determined by the D + 1
linear equations
(A.39)

1 = 0 · V +∑Dℓ=1wℓ ,
0 = V + wj ·
(
logv(Caj (~s) · rj)− 1
ej(q
fj
v −1)
)
+
D∑
ℓ=1
ℓ 6=j
wℓ · logv
(
[aℓ, aj ]X,~s
)
for j = 1, . . . ,D.
If ~s ∈ Pm ∩Qm, then VX,~s(H) and the wℓ(~s) belong to Q.
Proof. This follows by combining Theorem A.13, Proposition A.12, and Corollary
A.10. Note that if ~s ∈ Pm ∩ Qm, then for each j we have logv(Caj (~s)) ∈ Q by Proposition
3.11(B2), so VX,~s(Hj) =
1
ej(q
fj
v −1)
− logv(Caj (~s) · rj) ∈ Q. 
As a consequence, we show that for sets H of form in Corollary A.14, then for each
ζ /∈ H the Green’s function G(x, ζ;H) and the Robin constant Vζ(H) take on rational
values.
Corollary A.15. Let B(a1, r1), . . . , B(aD, rD) ⊂ Cv(Cv) be pairwise disjoint isomet-
rically parametrizable balls whose union is disjoint from X. For each ℓ, let Fwℓ/Kv be a
finite extension in Cv. Assume that each aℓ ∈ Cv(Fwℓ) and each rℓ ∈ |F×wℓ |v, and put
Hℓ = Cv(Fwℓ)
⋂
B(aℓ, rℓ).
Let H =
⋃D
ℓ=1Hℓ. Then for each ζ ∈ Cv(Cv)\H, we have Vζ(H) ∈ Q, and for each
x ∈ Cv(Cv)\{ζ} we have G(x, ζ;H) ∈ Q.
Proof. We apply the preceding results, taking X = {ζ} and ~s = (1). Fix a uniformizing
parameter gζ(z) ∈ Cv(C) and normalize the canonical distance by limx→ζ [x, y]ζ · |gζ(z)|v = 1
as usual. By Proposition A.12 for each z we have
(A.40) uζ(z,H) =
D∑
ℓ=1
wℓ · uζ(z,Hℓ) .
By Corollary A.14, under our hypotheses on H, the Robin constant Vζ(H) = VX,~s(H) and
the weights w1, . . . , wD belong to Q. By the definition of the Green’s function, for each z
G(z, ζ;H) = Vζ(H)− uζ(z,H) .
338 A. (X, ~s)-POTENTIAL THEORY
First, suppose x ∈ H. The set H satisfies the hypotheses of Proposition A.3, so we have
uζ(x,H) = Vζ(H) and G(x, ζ;H) = 0 ∈ Q. Next, take x ∈ Cv(Cv)\
((⋃D
ℓ=1B(aℓ, rℓ)
) ∪
{ζ}
)
. By Corollary A.10, for each z /∈ B(aℓ, rℓ) we have uζ(z,Hℓ) = − logv([z, aℓ]ζ).
Inserting this in (A.40) gives
uζ(x,H) = −
D∑
ℓ=1
wℓ · logv([x, aℓ]ζ) .
By Proposition 3.11(B1) we have logv([x, aℓ]ζ) ∈ Q for each ℓ, so uζ(x,H) ∈ Q. Hence
G(x, ζ;H) = Vζ(H) − uζ(x,H) ∈ Q. Finally, let x ∈ Cv(Cv)\
(
H ∪ {ζ}
)
be arbitrary.
By replacing the cover B(a1, r1), . . . , B(aD, rD) of H with a finer cover, we can arrange
that x /∈ ⋃Dℓ=1B(aℓ, rℓ). Applying the argument above to this new cover, we see that
G(x, ζ;H) ∈ Q. 
We close with a proposition which says that deleting small balls from a set H of positive
capacity does not significantly change its (X, ~s)-Robin constant or potential function.
Proposition A.16. Let H ⊂ Cv(Cv)\X be a compact set of positive capacity, and fix
q1, . . . , qd ∈ H. For each r > 0, write
Hˇ(r) = H\
(
d⋃
ℓ=1
B(qℓ, r)
)
.
Let W be a neighborhood of H. Then for each ε > 0, there is an R > 0 such that, uniformly
for compact sets H ′ with Hˇ(R) ⊆ H ′ ⊆ H and for ~s ∈ Pm,
VX,~s(H) ≤ VX,~s(H ′) < VX,~s(H) + ε ,
and for all z ∈ Cv(Cv)\(X ∪W ),
|uX,~s(z,H) − uX,~s(z,H ′)| < ε .
Proof. After shrinking W if necessary, we can assume that W has the form W =⋃D
ℓ=1B(aℓ, rℓ), where the balls B(aℓ, rℓ) are isometrically parametrizable, pairwise disjoint,
and do not meet X.
We will first prove analogous assertions for the Vxi(H
′) and uxi(z,H ′), and then consider
the situation for general ~s. We begin by showing that for each xi ∈ X,
(A.41) lim
r→0
Vxi(Hˇ(r)) = Vxi(H) .
A finite set has capacity 0, so for each xi, by ([51], Corollary 4.1.15),
γxi(H) = γxj (H\{q1, . . . , qd}) := sup
compact
A⊂H\{q1,...,qd}
γxi(A) .
As r → 0, the Hˇ(r) form an increasing sequence of compact sets whose union isH\{q1, . . . , qd}.
Hence
lim
r→0
γxi(Hˇ(r)) = γxi(H\{q1, . . . , qd}) = γxi(H)
which is equivalent to (A.41). As the Hˇ(r) increase, the Vxi(Hˇ(r)) decrease.
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We next show weak convergence of the equilibrium distributions. Again fix xi, and let µi
be the equilibrium distribution of H with respect to xi. Take a sequence r1 > r2 > · · · > 0
with rj → 0, and put Hj = Hˇ(rj). We can assume r1 is small enough that each Hj has
positive capacity. Let µ
(j)
i be the equilibrium distribution of Hj with respect to xi. As
shown above, the Robin constants Vxi(Hj) decrease monotonically to Vxi(H). Since the
equilibrium measure of H with respect to xi is unique ([51], Theorem 4.1.22), the argument
on ([51], p.190) shows that the µ
(j)
i converge weakly to µi.
Since [z, w]xi is constant for z, w belonging to disjoint isometrically parametrizable balls
in Cv(Cv)\{xi}, for each z ∈ Cv(Cv)\({xi} ∪W ) we have
uxi(z,H) =
D∑
ℓ=1
− logv([z, aℓ]xi) · µi(B(aℓ, ρℓ)) ,
uxi(z, Hˇ(rj)) =
D∑
ℓ=1
− logv([z, aℓ]xi) · µ(j)i (B(aℓ, ρℓ)) .
Let gxi(z) be the uniformizing parameter which determines the normalization of [z, w]xi .
By the same argument as in the proof of ([51], Proposition 4.1.5), there is an isometrically
parametrizable ball B(xi, δ) such that uxi(z,H) = uxi(z, Hˇ(rj)) = logv(|gxi(z)|v) for all
z ∈ B(xi, δ)\{xi} and all j. Furthermore, by ([51], Proposition 4.1.1) there is a finite bound
B such that | logv([z, w]xi)| ≤ B for each w ∈W and each z ∈ Cv(Cv)\(W ∪B(xi, δ)). Since
the µ
(j)
i converge weakly to µi as j →∞, it follows that the uxi(z, Hˇ(rj)) converge uniformly
to uxi(z,H) on Cv(Cv)\({xi} ∪W ).
The argument above applies for each xi. Given ε > 0, take j large enough that for all
i = 1, . . . ,m, we have |Vxi(H) − Vxi(Hˇ(rj))| < ε/3 and |uxi(z,H) − uxi(Hˇ(rj))| < ε/3 for
all z ∈ Cv(Cv)\({xi} ∪W ). Put R0 = rj.
Let H ′ be a compact set with Hˇ(R0) ⊆ H ′ ⊆ H. By the monotonicity of the Robin
constant, for each xi
(A.42) Vxi(H) ≤ Vxi(H ′) ≤ Vxi(Hˇ(R0)) < Vxi(H) + ε/3 .
We claim as well that |uxi(z,H) − uxi(z,H ′)| < ε outside W . This follows from a 3-ε’s
argument, using monotonicity of the upper Green’s functions. Recall that G(z, xi,H) =
Vxi(H) − uxi(z,H), with similar equalities for G(z, xi,H ′) and G(z, xiHˇ(R0)). By ([51],
Proposition 4.4.1), for all z ∈ Cv(Cv)\{xi}
G(z, xi;H) ≤ G(z, xi;H ′) ≤ G(z, xi; Hˇ(R0)) .
It follows that for all z ∈ Cv(Cv)\({xi} ∪W ),
|uxi(z,H) − uxi(z,H ′)|
= |(Vxi(H)−G(z, xi;H))− (Vxi(H ′)−G(z, xi;H ′)|(A.43)
≤ |Vxi(H)− Vxi(H ′)|+ |G(z, xi;H)−G(z, xi;H ′)|
≤ |Vxi(H)− Vxi(Hˇ(R0))|+ |G(z, xi;H)−G(z, xi; Hˇ(R0))|
≤ 2|Vxi(H)− Vxi(Hˇ(R0))| + |uxi(z,H) − uxi(z, Hˇ(R0))| < ε .
Now fix ~s ∈ Pm. Recall that W = ⋃Dℓ=1B(aℓ, rℓ). For each ℓ = 1, . . . ,D, put Hℓ =
H∩B(aℓ, rℓ). We can assume without loss that each Hℓ has positive capacity, since removing
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a set of capacity 0 from H does not change its Robin constant or potential function with
respect to any xi ([51], Corollary 4.1.15). Applying the first part of the proof to each Hℓ
with respect to its cover Wℓ := B(aℓ, rℓ), there is an R > 0 such that for all ℓ, if H
′
ℓ is a
compact set with Hˇℓ(R) ⊂ H ′ℓ ⊂ Hℓ, then for each xi and for all z ∈ Cv(Cv)\({xi}∪B(aℓ, rℓ))
Vxi(Hℓ) ≤ Vxi(H ′ℓ) < Vxi(Hℓ) + ε , and(A.44)
|uxi(z,Hℓ)− uxi(z,H ′ℓ)| < ε .(A.45)
We can assume R ≤ R0, so (A.42) and (A.43) continue to hold.
Fix a compact set H ′ with Hˇ(R) ⊆ H ′ ⊆ H, and for each ℓ put H ′ℓ = H ′∩B(aℓ, rℓ). As
above, we can assume that each H ′ℓ has positive capacity. Fix ~s ∈ Pm. We will now show
that
(A.46) VX,~s(H) ≤ VX,~s(H ′) < VX,~s(H) + ε .
By Lemma A.11, for each ℓ the equilibrium distribution µ∗ℓ of Hℓ is independent of xi,
so the expression (A.13) for VX,~s(Hℓ) in Proposition A.5 simplifies to
(A.47) VX,~s(Hℓ) =
m∑
i=1
siVxi(Hℓ) .
Similarly the equilibrium distribution µ′∗ℓ of H
′
ℓ is independent of xi, so
(A.48) VX,~s(H
′
ℓ) =
m∑
i=1
siVxi(H
′
ℓ) .
It follows from (A.44), (A.47), and (A.48) that
(A.49) VX,~s(Hℓ) ≤ VX,~s(H ′ℓ) < VX,~s(Hℓ) + ε .
By Proposition A.12, there are weights wk(~s) > 0 with
∑D
k=1wk(~s) = 1 such that the
(X, ~s)-equilibrium distribution of H is given by µX,~s =
∑
k wk(~s)µ
∗
k.
Consider the probability measure ν :=
∑
k wℓ(~s)µ
′∗
k on H
′. Although ν may not be the
equilibrium measure µ′X,~s of H
′, we will show that
(A.50) uX,~s(z, ν) < VX,~s(H) + ε
for all z ∈ ⋃Dℓ=1B(aℓ, rℓ). By the definition of VX,~s(H ′), it follows that
VX,~s(H
′) ≤ IX,~s(ν) =
∫
H′
uX,~s(z, ν) dν(z) < VX,~s(H) + ε .
This will yield (A.46) since the lower bound there is trivial.
By Lemma A.11, for each ℓ = 1, . . . ,D
uX,~s(z,Hℓ) =
m∑
i=1
siuxi(z,Hℓ) , uX,~s(z,H
′
ℓ) =
m∑
i=1
siuxi(z,H
′
ℓ) .
Hence by (A.45), for each z ∈ Cv(Cv)\(X ∪B(aℓ, rℓ))
(A.51) |uX,~s(z,Hℓ)− uX,~s(z,H ′ℓ)| < ε .
Fix ℓ and note that uX,~s(z,H
′
ℓ) ≤ VX,~s(H ′ℓ) for all z, hence in particular for z ∈ B(aℓ, rℓ).
Thus for each k 6= ℓ, uX,~s(z,Hk) and uX,~s(z,H ′k) are constant on B(aℓ, rℓ), since [z, w]X,~s is
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constant on pairwise disjoint isometrically parametrizable balls not meeting X. This means
that for any z ∈ B(aℓ, rℓ)
(A.52) VX,~s(z,H) = wℓ(~s)VX,~s(Hℓ) +
∑
k 6=ℓ
wk(~s)uX,~s(z,Hk) .
On the other hand, by the definition of ν and (A.49), (A.51), and (A.52), on B(aℓ, rℓ),
uX,~s(z,H
′) =
D∑
k=1
wk(~s)uX,~s(z,H
′
k)
≤ wℓ(~s)(VX,~s(H) + ε) +
∑
k 6=ℓ
wk(~s)(uX,~s(z,Hk) + ε)
= VX,~s(H) + ε ,
which gives (A.50) as ℓ varies.
Finally, we show that |uX,~s(z,H)− uX,~s(z,H ′)| < 3ε for all z /∈ X ∪W . Indeed for such
z, by (A.42), (A.43), (A.46), and Proposition A.5,
|uX,~s(z,H)− uX,~s(z,H ′)|
= |(VX,~s(H)−GX,~s(z,H)) − (VX,~s(H ′)−GX,~s(z,H ′))|
≤ |VX,~s(H)− VX,~s(H ′)|+
m∑
i=1
si|G(z, xi;H)−G(z, xi;H ′)|
≤ |VX,~s(H)− VX,~s(H ′)|+
m∑
i=1
si|Vxi(H)− Vxi(H ′)|
+
m∑
i=1
si|uxi(z,H) − uxi(z,H ′)| < 3ε .
Since ε > 0 is arbitrary, this proves the Proposition. 

APPENDIX B
The Construction of Oscillating Pseudopolynomials
The purpose of this appendix is to construct (X, ~s)-pseudopolynomials with all their
roots in H, and having large oscillations on H ∩ Cv(R), in the case when Kv ∼= R. This is
accomplished in Theorem B.18, providing the potential-theoretic input to Theorem 5.2.
Throughout this appendix we assume that Kv is archimedean. We specialize to the case
Kv ∼= R only in section B.7. Let Cv/Kv be a smooth, connected projective curve, so Cv(C)
is a Riemann surface.
We keep the notation and assumptions of §3.2. Let X = {x1, . . . , xm} ⊂ Cv(K˜) ⊂ Cv(C)
be a finite, Aut(K˜/K)-stable set of points. As usual, H ⊂ Cv(C)\X will be compact. Let
the canonical distances [z, w]xi be normalized so that limz→xi[z, w]xi · gxi(z) = 1, with the
gxi(z) as in §3.2. As in Chapter 5, if ~s = (s1, . . . , sm) ∈ Pm is a Kv-symmetric probability
vector, the (X, ~s)-canonical distance is defined by
[z, w]X,~s =
m∏
i=1
([z, w]xi )
si .
Recall that an (X, ~s)-pseudopolynomial is a function of the form
P (z) =
N∏
i=1
[z, αi]X,~s
where each αi ∈ Cv(C)\X. For simplicity, we will often just speak of pseudopolynomials,
rather than (X, ~s)-pseudopolynomials.
The motivation for the construction is the classical fact that the Chebyshev polynomial
P˜N (z) of degree N for an interval [a, b] oscillates N times between ±MN , where MN is
the sup norm ‖P˜N‖[a,b]. Thus |P˜N (z)| varies N times from MN to 0 to MN on [a, b].
One could hope to prove the same thing for an (X, ~s)-Chebyshev pseudopolynomial (that
is, a pseudopolynomial having minimal sup norm on H), but this seems difficult because
while [z, w]X,~s is locally well-understood, it is globally quite mysterious. Furthermore, for
disconnected sets H, Chebyshev pseudopolynomials need not have all their roots in H.
Instead, we consider restricted Chebyshev pseudopolynomials for H, which by definition
have all their roots in H. The result which makes everything work is Proposition B.16,
which asserts that restricted Chebyshev pseudopolynomials for sufficiently short intervals
(“short” is made precise in Definition B.15) have an oscillation property like that of classical
Chebyshev polynomials.
This suggests that when H =
⋃D
ℓ=1Hℓ is a disjoint union of short intervals, we could
obtain the function we want by taking the product of the Chebyshev pseudopolynomials
for the intervals Hℓ. However, this would only be partially right, because the pseudopoly-
nomials from intervals Hj with j 6= ℓ would affect the magnitude of the oscillations on Hℓ.
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Instead, we need to take the product of appropriate “weighted” Cheybshev pseudopolyno-
mials for the sets Hℓ, incorporating the background function coming from the other Hj
from the very start. This leads to the topic of “weighted potential theory”, or “potential
theory in the presence of an external field”, a subject which goes back at least as far as
Gauss.
We refer the reader to the book by Saff and Totik ([57]) for an exposition of weighted
potential theory for subsets of C. In the classical unweighted case, it is known that under
appropriate hypotheses on H, the discrete probability measures associated to Cheybshev
polynomials converge weakly to the equilibrium distribution of H. A variant of this for
weighted Chebyshev polynomials is given in ([57], Theorem III.4.2). Thus, one expects that
the correct weight function to use in defining the weighted (X, ~s)-Chebyshev pseudopolyno-
mials for the sets Hℓ, should be the exponential of the part of the potential function for H
coming from H\Hℓ.
This appendix works out that idea. To reach the goal, it is necessary to develop a consid-
erable amount of machinery. Fortunately, most of the arguments are direct adaptations of
classical proofs to the (X, ~s)-context on curves. Sections B.1–B.5 below “turn the crank” of
a standard potential-theoretic machine, developing the background needed to prove three
key facts: Theorems B.9, B.12 and B.13. Theorem B.9 says that in the case of interest
to us, the weighted equilibrium distribution for each Hℓ coincides with the restriction to
Hℓ of the unweighted (X, ~s)-equilibrium distribution for H. Theorem B.12 shows that the
weighted Chebyshev constant for Hℓ coincides with the unweighted (X, ~s)-capacity of H.
And, Theorem B.13 proves the convergence of the weighted discrete Chebyshev measures
to the equilibrium distribution. If one accepts these results, the construction of oscillating
pseudopolynomials can be carried out quickly. Proposition B.16 in section B.6 establishes
the oscillation property of weighted Chebyshev pseudopolynomials for short intervals, and
the main Theorem B.18 in section B.7 assembles the pieces. We now briefly outline the
contents of sections B.1–B.5. Sections B.1, B.2 and B.3 introduce the weighted (X, ~s)-
capacity, weighted (X, ~s)-Chebyshev constant, and weighted (X, ~s)-transfinite diameter and
prove their existence. Our definition of these quantities is somewhat different from that in
[57]. The detailed convergence proof for the (X, ~s)-Chebyshev constant is needed because
a strong notion of convergence for the finite-level Chebyshev constants to the asymptotic
one is required in Theorem B.18. A peculiar aspect of classical potential theory is the
“rock-paper-scissors” nature of the capacity, Chebyshev constant, and transfinite diame-
ter: although all three are equal, this is seen only after one proves inequalities between
them in a cyclic manner. Section B.5 notes that when the weight function is trivial, the
weighted objects constructed in sections B.1–B.3 coincide with the unweighted objects stud-
ied in Appendix A. This observation has the consequence that in the case of interest, the
weighted equilibrium distribution is unique (Theorem B.9), a fact we are unable to establish
in general.
In our path through this material, we prove only what is needed to prove the main
Theorem B.18. Many standard facts, which could be established if we were developing the
theory for its own sake, are not touched upon. For a more complete treatment of the theory
in classical case, see [57].
1. Weighted (X, ~s)-Capacity Theory
In this section we introduce the weighted (X, ~s)-capacity.
1. WEIGHTED (X, ~s)-CAPACITY THEORY 345
Motivation. Consider the energy minimization problem in the definition of the loga-
rithmic capacity for compact sets H ⊂ C: for each probability measure ν supported on H,
put I(ν) =
∫∫ − log |z − w| dµ(z)dµ(w); then the Robin constant is defined by
(B.1) V∞(H) = inf
ν
I(ν)
and the capacity is γ(H) = e−V∞(H).
If γ(H) > 0, there is a unique probability measure µ on H, called the equilibrium
distribution, for which
(B.2)
∫∫
H×H
− log(|z − w|) dµ(z)dµ(w) = V∞(H) .
The equilibrium potential of H is then defined by
u∞(z,H) =
∫
H
− log(|z − w|) dµ(w) .
Now suppose H = H1
⋃
H2, where the Hi are closed and disjoint, and put µ1 = µ|H1 ,
µ2 = µ|H2 . Let
û(z) =
∫
H2
− log(|z − w|) dµ2(w)
be the part of the equilibrium potential coming from H2. Then
V∞(H) =
∫∫
H×H
− log(|z − w|) dµ(z)dµ(w)
=
∫∫
H1×H1
− log(|z − w|) dµ1(z)dµ1(w) + 2
∫
H1
û(z)dµ1(z)
+
∫∫
H2×H2
− log(|z − w|) dµ2(z)dµ2(w) .(B.3)
If one thinks of µ2 on H2 as given, then the minimization problem (B.1) can be viewed as
asking for a positive measure on H1 of mass σ = µ(H1), which minimizes the sum of the
first two terms in (B.3). We now generalize this situation, replacing H1 by the full set H
and allowing an arbitrary weight function W (z).
To simplify notation, throughout the discussion below we fix X and ~s and suppress the
(X, ~s)-dependence in all quantities, though that dependence is present.
Definition of the Weighted (X, ~s)-Capacity. LetH be a compact subset of Cv(C)\X,
and let W (z) : Cv(C)→ [0,∞] be a function which is positive, bounded and continuous on
a neighborhood of H.
Fix a number σ > 0, and put
û(z) = − log(W (z)) .
Given a positive Borel measure ν on H with total mass σ, define the energy
Iσ(ν,W ) =
∫∫
H×H
− log([z, w]X,~s) dν(z)dν(w) + 2
∫
H
û(z) dν(z) .
Let the weighted Robin constant be
(B.4) Vσ(H,W ) = inf
ν≥0
ν(H)=σ
Iσ(ν,W ) ,
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where the inf is taken over positive Borel measures on H with total mass σ. Then, define
the weighted capacity
(B.5) γσ(H,W ) = e
−Vσ(H,W ) .
Because W (z) is finite and bounded away from 0, and [z, w]X,~s/‖z, w‖v is bounded for
z 6= w ∈ H, it is easy to see that γσ(H,W ) > 0 if and only if H has positive capacity in the
sense of Definition 3.14.
If ν is a positive Borel measure on H, define the potential function
uν(z) =
∫
H
− log([z, w]X,~s) dν(w)
= lim
t→∞
∫
H
− log(t)([z, w]X,~s) dν(w)
where− log(t)([z, w]X,~s) := max(t,− log([z, w]X,~s). Then uν(z) is harmonic in Cv(C)\(H∪X)
and superharmonic in Cv(C)\X. For any w /∈ X, uν(z)+r log([z, w]X,~s) extends to a function
harmonic in Cv(C)\(H ∪ {w}).
Suppose H has positive capacity. In this section we show the existence of a measure
µ = µσ,H,W achieving Vσ(H,W ), which we call an equilibrium distribution. We will prove
uniqueness later, and only in the cases of interest to us (Theorems B.7 and B.9). However,
it seems likely that the equilibrium distribution is always unique (this holds in the classical
case: see [57], p.27).
The proof of the existence of µ is standard. Take a sequence of measures νk ≥ 0 on H,
with νk(H) = σ for all k, such that
lim
k→∞
Iσ(νk,W ) = Vσ(H,W ) .
After passing to a subsequence, we can assume the νk converge weakly to a measure µ on H,
which is necessarily positive and satisfies µ(H) = σ. We claim that Iσ(µ,W ) = Vσ(H,W ).
Tautologically Iσ(µ,W ) ≥ Vσ(H,W ). For the reverse inequality, note that
Iσ(µ,W ) = lim
t→∞
(∫∫
H×H
− log(t)([z, w]X,~s) dµ(z)dµ(w) + 2
∫
H
û(z)dµ(z)
)
= lim
t→∞ limk→∞
(∫∫
H×H
− log(t)([z, w]X,~s) dνk(z)dνk(w) + 2
∫
H
û(z)dνk(z)
)
(B.6)
≤ lim inf
k→∞
lim
t→∞
(∫∫
H×H
− log(t)([z, w]X,~s) dνk(z)dνk(w) + 2
∫
H
û(z)dνk(z)
)
(B.7)
= lim inf
k→∞
Iσ(νk,W ) = Vσ(H,W ) .
The second equality follows from the weak convergence of the νk and the continuity of
− log(t)([z, w]X,~s) on H. The interchange of limits between (B.6) and (B.7) is valid because
the kernels − log(t)([z, w]X,~s) are increasing with t.
Let H∗µ ⊂ H be the carrier of µ:
H∗µ =
{
z ∈ H : µ(B(z, δ)
⋂
H) > 0 for each δ > 0
}
.
where the balls B(a, δ) = {z ∈ Cv(C) : ‖z, a‖v ≤ δ} are computed relative to a fixed
spherical metric on Cv(C). Note that H∗µ is closed.
1. WEIGHTED (X, ~s)-CAPACITY THEORY 347
We now show that uµ(z) satisfies an analogue of Frostman’s theorem (compare [57],
Theorem 1.3, p.27):
Theorem B.1. Suppose H has positive capacity, and let µ be any equilibrium distri-
bution for H relative to W (z). Then there exist a constant Vµ and an Fσ set eµ of inner
capacity 0 contained in H such that for all z ∈ H∗µ\eµ
uµ(z) + û(z) = Vµ ,
and for all z ∈ H\eµ
uµ(z) + û(z) ≥ Vµ .
Moreover,
(B.8) σ · Vµ +
∫
H
û(z) dµ(z) = Vσ(H,W ) .
Proof. Write f(z) = uµ(z) + û(z) and set
(B.9) Vµ := sup
z∈H∗µ
f(z) .
We will now show that f(z) ≥ Vµ for ‘almost all’ z ∈ H. Put
en = {z ∈ H : f(z) ≤ Vµ − 1
n
} for n = 1, 2, 3, . . . ;
and
eµ = {z ∈ H : f(z) < Vµ} ,
so eµ =
⋃∞
n=1 en. Here, each en is closed, since uµ(z) is superharmonic and hence lower
semi-continuous. We will show that each en has capacity 0, which implies that eµ is an
Fσ set of inner capacity 0.
Suppose to the contrary that some en had positive capacity. Then there would be a
probability measure η supported on en such that
I(η) =
∫
H×H
− log([z, w]X,~s) dη(z)dη(w) < ∞.
By the definition of Vµ, there is a q ∈ H∗ where f(q) > Vµ− 12n . By the lower semi-continuity
of uµ(z), there is also a δ > 0 such that for all z ∈ B(q, 2δ)
f(z) > Vµ − 1
2n
.
Put A = H
⋂
B(q, δ), noting that A and en are closed and disjoint, hence bounded away
from each other. Since q ∈ H∗,
µ(A) > 0 .
Write a = µ(A), and put
∆ =
{
a · η on en ,
−µ on A .
Then ∆(H) = 0, and it is easy to see that I(∆) =
∫∫ − log([z, w]X,~s) d∆(z)d∆(w) is finite:
when it is expanded as a sum of three integrals, the diagonal terms are finite by hypothesis
and the cross term is finite because A and en are bounded apart.
For 0 ≤ t ≤ 1 put
µt = µ+ t∆ .
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Then µt is a positive measure of total mass σ supported on H. Comparing the integrals
Iσ(µt,W ) and Vσ(µ,W ), one finds
Iσ(µt,W )− Iσ(µ,W ) = 2t
∫
H
uµ(z) + û(z) d∆(z) + t
2I(∆) .
By construction∫
H
uµ(z) + û(z) d∆(z) = a ·
∫
en
f(z) dη(z) −
∫
A
f(z) dµ(z)
≤ a · (Vµ − 1
n
)− a · (Vµ − 1
2n
) = − a
2n
.
Thus Iσ(µt,W )− Iσ(µ,W ) < 0 for sufficiently small t > 0, contradicting the minimality of
Iσ(µ,W ). It follows that f(z) = uµ(z) + û(z) ≥ Vµ on H\eµ.
By (B.9), f(z) ≤ Vµ on H∗µ. Thus f(z) = Vµ on H∗µ\eµ. Necessarily µ(eµ) = 0, since
I(µ) <∞ while eµ has inner capacity 0. Hence
Vσ(H,W ) =
∫∫
H×H
− log([z, w]X,~s) dµ(w)dµ(z) + 2
∫
H
û(z) dµ(z)
=
∫
H
uµ(z) + û(z) dµ(z) +
∫
H
û(z) dµ(z)
= σ · Vµ +
∫
H
û(z) dµ(z) .

2. The Weighted Cheybshev Constant
Motivation. Consider the classical restricted Chebyshev constant, which is defined for
compact sets H ⊂ C by first putting
(B.10) CH∗N (H) = inf
monic P (z) ∈ C[z],
degree N ,
roots in H
(‖P (z)‖E)1/N
for N = 1, 2, 3, . . ., and then setting CH(H) = limN→∞CH∗N (H).
By the compactness of H, for each N there is a polynomial PN (z) =
∏N
i=1(z − αi)
which achieves the inf in (B.10); it is called a (restricted) Chebyshev polynomial. It is
known that as N → ∞, the discrete measures ωN = 1N
∑
δαi(z) associated to the PN (z)
converge weakly to the equilibrium measure µ of H.
Now suppose H = H1
⋃
H2, where the Hi are closed, nonempty, and disjoint. Put
û(z) =
∫
H2
− log(|z − w|) dµ(z)
and setW (z) = exp(−û(z)). Label the roots of PN (z) so α1, . . . , αn ∈ H1 and αn+1, . . . , αN ∈
H2. For large N , one has
∏N
i=n+1 |z − ai| ∼= exp(−Nû(z)) outside H2. Thus, on H1
(B.11) |PN (z)| ∼=
n∏
i=1
|z − αi| ·W (z)N .
If one thinks of W (z) as given, then the minimization problem (B.10) can be thought of as
varying α1, . . . , αn over H1 to achieve the minimum in (B.10).
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Definition of the weighted (X, ~s)-Chebyshev Constant. Let H be a compact
subset of Cv(C)\X, and let W (z) : Cv(C)→ [0,∞] be a function which is positive, bounded
and continuous on a neighborhood of H. Let [z, w]X,~s be as before. By a weighted (X, ~s)-
pseudopolynomial of bidegree (n,N) (relative to W (z)) we mean a function of the form
P (z) = P(n,N)(z,W ) =
n∏
i=1
[z, αi]X,~s ·W (z)N .
The αi will be called the roots of P (z).
To simplify notation, for the rest of this section we will generally omit explicit mention
of the (X, ~s)-dependence in the quantities discussed.
Since [z, w]X,~s and W (z) are continuous on H, and H is compact, among the weighted
pseudopolynomials P(n,N)(z,W ) of bidegree (n,N) whose roots belong to H, there is at
least one with minimal minimal sup norm on H (it need not be unique). Fix one, and write
P˜(n,N)(z,W ) for it. We will call it a weighted, restricted Chebyshev pseudopolynomial.
Put
CH∗(n,N) = CH
∗
(n,N)(H,W ) := minP(n,N)
roots in H
(‖P(n,N)(z,W )‖H)1/N
=
(
‖P˜(n,N)‖H
)1/N
.(B.12)
For each σ > 0, define the weighted Chebyshev constant CH∗σ(H,W ) by
(B.13) CH∗σ(H,W ) = lim
n/N→σ
N→∞
CH∗(n,N)
provided the limit exists, that is, if for each ε > 0, there are a δ > 0 and an N0 such that if
| nN − σ| < δ and N ≥ N0, then |CH∗(n,N)−CH∗σ(H,W )| < ε.
Theorem B.2. For each σ > 0, CH∗σ(H,W ) exists. The function g(r) = CH
∗
r(H,W )
is continuous for r > 0. If g(r0) = 0 for one r0, then g(r) ≡ 0. Moreover, g(r) ≡ 0 if and
only if H has capacity 0.
Recall that H has capacity 0 iff for some ζ ∈ Cv(C)\H, we have γζ(H) = 0 in the sense
of ([51], §3.1); this holds for one ζ /∈ H iff it holds for all ζ /∈ H.
Proof. First fix 0 < r ∈ Q, and take (n,N) with n/N = r. Given a rational number
κ > 0 such that κn, κN ∈ Z, we can write
κn = kn+ a where k = ⌊κ⌋ ∈ Z and 0 ≤ a < n ,
κN = kN +A where 0 ≤ A = a/r < N .
By the compactness of H and our assumptions onW (z), there is a constant C > 1 such that
1/C ≤ W (z) ≤ C for all z ∈ H. Put D = max(1,maxz,w∈H [z, w]X,~s). If P˜(n,N)(z,W ) =
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i=1[z, αi]X,~s ·W (z)N , then
(CH∗(κn,κN))
κN ≤ max
z∈H
(
n∏
i=1
[z, αi]
k
X,~s ·
a∏
i=1
[z, αi]X,~s ·W (z)κN
)
= max
z∈H
(
n∏
i=1
[z, αi]X,~s ·W (z)N
)k
·
a∏
i=1
[z, αi]X,~s ·W (z)A
≤ (CH∗(n,N))kN ·Da · CA .
Thus
CH∗(κn,κN) ≤ (CH∗(n,N))
k
κ ·D aκN · C AκN .
Letting κ→∞ gives
CH∗(n,N) ≥ lim sup
κ→∞
CH∗(κn,κN) ,
then replacing (n,N) by (κn, κN) and again letting κ→∞ gives
lim inf
κ→∞ CH
∗
(κn,κN) ≥ lim sup
κ→∞
CH∗(κn,κN) .
Consequently, as κ passes through all rational numbers with κn, κN ∈ Z, the limit
(B.14) g(r) := lim
κ→∞CH
∗
(κn,κN)
exists, and the same limit is obtained when κ passes through any sequence of rationals with
κ→∞ and κn, κN ∈ Z.
We now compare g(r) and g(s), when 0 < r, s are rationals with r 6= s. Fix positive
integers n,N with r = n/N and m,M with s = m/M . Let λ be a positive integer such
that λn ≥ m. Write
λn = ℓm+ b where ℓ =
⌊
λn
m
⌋
and 0 ≤ b < m .
If P˜(m,M)(z,W ) =
∏m
i=1[z, αi] ·W (z)M , we have
(CH∗(λn,λN))
λN ≤ max
z∈H
(
m∏
i=1
[z, αi]
ℓ
X,~s ·
b∏
i=1
[z, αi]X,~s ·W (z)λN
)
= max
z∈H
(
m∏
i=1
[z, αi]X,~s ·W (z)M
)ℓ
·
b∏
i=1
[z, αi]X,~s ·W (z)λN−ℓM
≤ (CH∗(m,M))ℓM ·Db · C |λN−ℓM | .
The absolute value appears in the last term because we use W (z) ≤ C to obtain the final
inequality if λN − ℓM > 0, and W (z) > 1/C if λN − ℓM < 0. Consequently
(B.15) (CH∗(λn,λN))
λN
λn ≤ CH
ℓM
ℓm+b
(m,M) ·D
b
ℓm+b · C |λNλn − ℓMℓm+b | .
Letting λ→∞ (so ℓ→∞ as well), we get
(B.16) g(r)1/r ≤ (CH∗(m,M))
M
m · C | 1r−Mm | ;
then replacing (m,M) by (κm, κM) and letting κ→∞,
(B.17) g(r)1/r ≤ g(s)1/s · C | 1r− 1s | .
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Reversing the roles of r and s, we similarly obtain
(B.18) g(s)1/s ≤ g(r)1/r · C | 1s− 1r | .
From (B.17) and (B.18) it follows that if g(r0) = 0 for one r0, then g(r) ≡ 0.
Suppose g(r) 6= 0. Taking logarithms in (B.17) and (B.18) we see that
(B.19)
∣∣∣∣1r log(g(r))− 1s log(g(s))
∣∣∣∣ ≤ ∣∣∣∣1r − 1s
∣∣∣∣ log(C) .
Thus if {ri}1≤i<∞ is a Cauchy sequence of rationals converging to some real r > 0, then
{g(ri)} is also a Cauchy sequence; given two Cauchy sequences converging to the same r,
the sequences of values g(ri) converge to the same value. Thus, we can extend g(r) to a
function defined on all positive reals. It is easy to see that the extended function satisfies
(B.19) for all real r, s > 0 and hence is continuous.
Trivially g(r) can be extended continuously to all r > 0 if g(r) ≡ 0 on Q.
We will now show that the limit (B.13) exists, and that
(B.20) lim
n/N→r
N→∞
CH∗(n,N) = g(r) .
First suppose g(r) 6= 0. Then (B.20) is equivalent to
(B.21) lim
n/N→r
N→∞
N
n
log(CH∗(n,N)) =
1
r
log(g(r)) .
To prove (B.21), fix ε > 0 and take r1, r2 ∈ Q with 0 < r1 < r < r2 such that∣∣∣∣ 1r1 log(g(r1))− 1r log(g(r))
∣∣∣∣ < ε5 ,(B.22)
and
∣∣∣∣ 1r1 − 1r2
∣∣∣∣ log(C) < ε5 .(B.23)
By (B.14), there is a pair (m0,M0) with m0/M0 = r1, such that
(B.24) |M0
m0
log(CH∗(m0,M0))−
1
r1
log(g(r1))| < ε
5
.
Fix an integer N0 ≥M0 large enough that for each integer ℓ ≥ ⌊N0/M0⌋,
(B.25)
1
ℓ
log(D) <
ε
5
,
(B.26) | ℓM0
ℓm0 +m0
− M0
m0
| · | log(CH∗(m0,M0))| <
ε
5
,
(B.27)
ℓM0
ℓm0 +m0
>
1
r2
,
Consider any pair (n,N) with N ≥ N0 and r1 < nN < r2.
Applying (B.16), with r replaced by r1 and (m,M) replaced by (n,N), then taking
logarithms, we get
(B.28)
N
n
log(CH∗(n,N)) ≥
1
r1
log(g(r1))−
∣∣∣∣ 1r1 − Nn
∣∣∣∣ log(C) .
352 B. THE CONSTRUCTION OF OSCILLATING PSEUDOPOLYNOMIALS
Combining (B.28), (B.22) and (B.23) gives
(B.29)
N
n
log(CH∗(n,N)) >
1
r
log(g(r)) − 2ε
5
.
For the opposite equality, note that since m0/M0 = r1 < n/N < r2 and N ≥ N0 > M0,
we have n ≥ m0. Apply (B.15), taking (m,M) = (m0,M0) and λ = 1, so that n = ℓm0+ b,
with ℓ = ⌊n/m0⌋ ≥ ⌊N0/M0⌋ and 0 ≤ b < m0; this yields
N
n
log(CH∗(n,N))(B.30)
≤ ℓM0
ℓm0 + b
log(CH∗(m0,M0)) +
b
ℓm0 + b
log(D) +
∣∣∣∣Nn − ℓM0ℓm0 + b
∣∣∣∣ log(C) .
Using (B.25) we see that
(B.31)
b
ℓm0 + b
log(D) ≤ 1
ℓ
log(D) <
ε
5
.
Likewise 1/r1 > N/n > 1/r2, and 1/r1 > ℓM0/(ℓm0 + b) > 1/r2 by (B.27) , so by (B.23)
(B.32)
∣∣∣∣Nn − ℓM0ℓm0 + b
∣∣∣∣ log(C) < ε5
Combining (B.30), (B.22), (B.23), (B.26), (B.31), and (B.32) gives
N
n
log(CH∗(n,N)) <
1
r
log(g(r)) + ε .
In the case where g(r) ≡ 0, first note that if H is finite, then CH∗(n,N) = 0 whenever
n ≥ #(H), so (B.20) is trivial. If H is infinite, then CH∗(n,N) > 0 for all (n,N). Take
0 < ε < 1. Fix r1, r2 ∈ Q with 0 < r1 < r < r2 such that
(B.33) C
| 1
r1
− 1
r2
|
< 2
and fix (m0,M0) such that m0/M0 = r1 and (CH
∗
(m0,M0)
)M0/m0 < ε/5. Let N0 be large
enough that for each integer ℓ ≥ ⌊N0/M0⌋ we have
(B.34) (CH∗(m0,M0))
ℓM0
ℓm0+m0 <
ε
4
,
(B.35) D
1
ℓ < 2 ,
ℓM0
ℓm0 +m0
>
1
r2
.
Consider any pair (n,N) with r1 < n/N < r2 and N ≥ N0. Again apply (B.15), taking
(m,M) = (m0,M0) and λ = 1, so that n = ℓm0 + b, with ℓ = ⌊n/m0⌋ ≥ ⌊N0/M0⌋ and
0 ≤ b < m0; this gives
(B.36) (CH∗(n,N))
N
n ≤ (CH∗(m0,M0))
ℓM0
ℓm0+b ·D bℓm0+b · C |Nn −
ℓM0
ℓm0+b
|
.
By (B.33) and (B.35),
(B.37) D
b
ℓm0+b · C |Nn −
ℓM0
ℓm0+b
|
< 4 .
Combining (B.36), (B.34) and (B.37) gives
(CH∗(n,N))
N
n < ε .
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Finally, let us show that g(r) ≡ 0 if and only if H has capacity 0. If instead of [z, w]X,~s
and W (z) we had used another distance function
[z, w]∗X,~s =
m∗∏
i=1
([z, w]x∗i )
s∗i
and another continuous, positive background function W ∗(z), then there would be a con-
stant A > 0 such that
1/A < [z, w]∗X,~s/[z, w]X,~s < A ,
1/A < W ∗(z)/W (z) < A ,
for all z 6= w ∈ H. Let CH∗(n,N)(N,W ∗) and CH∗r(H,W ∗) denote the weighted Chebyshev
constants computed relative to [z, w]∗X,~s and W
∗(z). Taking α1, . . . , αn ∈ H such that
P˜(n,N)(z,W ) =
∏n
i=1[z, αi]X,~s ·W (z)N , we get
CH∗(n,N)(H,W
∗) ≥ CH∗(n,N) ·A−
n
N
−1.
A similar inequality holds with CH∗(n,N)(H,W
∗) and CH∗(n,N) reversed, and it follows that
CH∗r(H,W ∗) 6= 0 iff CH∗r(H,W ) 6= 0.
Taking r = 1, W ∗(z) = 1, and [z, w]∗X,~s = [z, w]ζ for a fixed ζ ∈ Cv(C)\H, we have
CH∗1(H,W ∗) = γζ(H) by ([51], Theorem 3.1.18). Thus g(r) 6≡ 0 if and only if for some
(hence any) ζ /∈ H, we have γζ(H) > 0. 
3. The Weighted Transfinite Diameter
Motivation. Consider the classical transfinite diameter for compact sets H ⊂ C,
defined by first putting
(B.38) dN (H) =
 sup
z1,...,zN∈H
N∏
i,j=1
i 6=j
|zi − zj |

1/N2
,
and then setting d∞(H) = limN→∞ dN (H). (Usually the exponent 1/N2 in (B.38) is
replaced by 1/N(N − 1), but this does not affect the value of the limit.)
Since H is compact, for each N there exist points α1, . . . , αN ∈ H realizing the supre-
mum in (B.38): dN (H) = (
∏N
i,j=1,i 6=j |αi − αj|)1/N
2
. The collection {α1, . . . , αn} is called a
set of Fekete points.
Now suppose H = H1
⋃
H2, where the Hi are closed, nonempty, and disjoint. We can
write
(B.39) dN (H) =
∏
αi,αj∈H1
i 6=j
|αi − αj| ·
∏
αi∈H1
∏
αj∈H2
|αi − αj |2 ·
∏
αi,αj∈H2
i 6=j
|αi − αj| .
Let νN =
∑N
i=1
1
N δαi(z) be the probability measure equally supported on the αi. It is
known that the νN converge weakly to the equilibrium distribution µ of H. As before, put
û(z) =
∫
H2
− log([z, w]X,~s) dµ(w)
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and set W (z) = exp(−û(z)). Then∏
αi∈H1
∏
αj∈H2
(|αi − αj|)2 ∼=
∏
αi∈H1
W (αi)
2N .
Label the Fekete points so that α1, . . . , αn ∈ H1 and αn+1, . . . , αN ∈ H2. If one is
interested in H1 and thinks of αn+1, . . . , αN as given, then the maximization problem (B.38)
can be thought of as varying z1, . . . , zn over H1 so as to maximize
n∏
i,j=1
i 6=j
|zi − zj| ·
n1∏
i=1
W (zi)
2N .
Note that as N →∞, then n/N → σ := µ(H1).
Definition of the Weighted Transfinite Diameter dσ(H,W ). Let H ⊂ Cv(C)\X
be compact, and let W (z) : Cv(C) → [0,∞] be a function which is positive, bounded and
continuous on a neighborhood of H.
For any positive integers n and N , define
(B.40) d(n,N) = d(n,N)(H,W ) = max
z1,...,zn∈H
 n∏
i,j=1
i 6=j
[zi, zj ]X,~s ·
n∏
i=1
W (zi)
2N

1/N2
.
Then, for each 0 < σ ∈ R let the weighted (X, ~s)-transfinite diameter be
(B.41) dσ(H,W ) = lim
n/N→σ
N→∞
d(n,N)
provided the limit exists. This is understood to mean that for each ε > 0, there exist a
δ > 0 and an N0 such that if | nN − r| < δ and N ≥ N0, then |d(n,N) − dσ(H,W )| < ε. For
notational simplicity we suppress the (X, ~s)-dependence in d(n,N) and dσ(H,W ).
A set of points α1, . . . , αn ∈ H which achieve the maximum value in (B.40) will be
called a set of (n,N)-Fekete points for H relative to the weight W (z).
Theorem B.3. For each σ > 0, dσ(H,W ) exists. The function f(r) = dr(H,W ) is
continuous for r > 0; and if f(r0) = 0 for one r0, then f(r) ≡ 0. Moreover, f(r) ≡ 0 if and
only if H has capacity 0.
Proof. First consider what happens to d(n,N) when (n,N) is replaced by (λn, λN) for
some rational λ ≥ 1 for which λn and λN are integers. If α1, . . . , αλn ∈ H are chosen to
maximize (B.40) for d(λn,λN), then
(B.42) d
(λN)2
(λn,λN) =
λn∏
i,j=1
i 6=j
[αi, αj ]X,~s ·
λn∏
i=1
W (αi)
2λN .
For any n-element subset αk1 , . . . , αkn we have
dN
2
(n,N) ≥
n∏
i,j=1
i 6=j
[αki , αkj ]X,~s ·
n∏
i=1
W (αki)
2N .
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There are
(λn
n
)
such subsets; each pair {αi, αj} belongs to
(λn−2
n−2
)
subsets, and each αi
belongs to
(λn−1
n−1
)
subsets. If C > 1 is such that 1/C ≤W (z) ≤ C on H, then
(dN
2
(n,N))
(λnn ) ≥
 λn∏
i,j=1
i 6=j
[αi, αj ]X,~s

(λn−2n−2 )·(
∏λn
i=1W (αi)
2N )(
λn−1
n−1 )
=
(
d(λn,λN)
)(λN)2(λn−2n−2 ) ·( λn∏
i=1
W (αi))
)2N(λn−1n−1 )−2λN(λn−2n−2 )
≥ (d(λn,λN))(λN)2(λn−2n−2 ) · C−λn(2N(λn−1n−1 )−2λN(λn−2n−2 )) .(B.43)
Simplifying exponents, we find
(B.44) d
λn−1
λ(n−1)
(n,N) · C
2n(λ−1)
λN(n−1) ≥ d(λn,λN) .
This holds for any (n,N) and λ satisfying the conditions above. Given 0 < σ ∈ Q, take
n, N with σ = n/N . Letting λ → ∞ in (B.44) (where λ runs over all rationals such that
λn, λN ∈ Z), we find
(B.45) d
n
n−1
(n,N) · C
2n
N(n−1) ≥ lim sup
λ→∞
d(λn,λN) .
Replacing (n,N) by (κn, κN) on the left side of (B.45) and again letting κ→∞ gives
lim inf
κ→∞ d(κn,κN) ≥ lim supλ→∞
d(λn,λN) .
Hence
(B.46) f(r) := lim
λ→∞
d(λn,λN)
is well-defined; moreover, the same limit is obtained when λ passes through any sequence
of values such that λ→∞ and λn, λN are integers.
We now seek to compare f(r) and f(s), when 0 < r, s are rationals with r 6= s. Fix
positive integers n,N with r = n/N and m,M with s = m/M . Let λ be a positive integer
such that λn ≥ m. As before, let α1, . . . , αλn ∈ H realize the maximum in (B.40) for
d(λn,λN). Then as in (B.43),
d
M2(λnm)
(m,M) ≥
(
d(λn,λN)
)(λN)2(λn−2m−2) ·( λn∏
i=1
W (αi)
)(2M(λn−1m−1 )−2λN(λn−2m−2))
≥ (d(λn,λN))(λN)2(λn−2m−2) · C−|λn(2M(λn−1m−1)−2λN(λn−2m−2))| .
The absolute value in the last term occurs since we use W (z) > 1/C to obtain the final
inequality if the exponent in the previous line is positive, and W (z) < C if it is negative.
Simplifying exponents gives
(B.47) d
M
m
· M
m−1
(m,M) ≥ d
λN
λn
· λN
λn−1
(λn,λN) · C−2|
M
m−1− λNλn−1 | .
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Letting λ→∞ in (B.47) gives
(B.48) d
M
m
· M
m−1
(m,M) ≥ f(r)1/r
2 · C−2| Mm−1− 1r | ;
then, replacing (m,M) by (κm, κM) and letting κ→∞ in (B.48), we find
(B.49) f(s)1/s
2 ≥ f(r)1/r2 · C−2| 1s− 1r | .
Interchanging the role of r and s in (B.49), also
(B.50) f(r)1/r
2 ≥ f(s)1/s2 · C−2| 1r− 1s | .
It follows from (B.49) and (B.50) that f(r) ≡ 0 if and only if f(r0) = 0 for one r0.
Suppose f(r) 6≡ 0. Taking logarithms in (B.49) and (B.50), we find
(B.51)
∣∣∣∣ 1s2 log(f(s))− 1r2 log(f(r))
∣∣∣∣ ≤ 2 ∣∣∣∣1s − 1r
∣∣∣∣ log(C) .
From (B.51) we see that if {ri}1≤i<∞ is a Cauchy sequence of rationals converging to
some r > 0, then {f(ri)} is also a Cauchy sequence; and given two Cauchy sequences
converging to the same r, the sequences of values f(ri) converge to the same value. Thus,
we can extend f(r) to a function defined on all positive reals, which is easily seen to satisfy
(B.51) for all real r, s > 0 and hence is continuous. Note that trivially f(r) can be extended
by continuity if f(r) ≡ 0 on Q.
We will now show that the limit (B.41) exists. Fix 0 < r ∈ R. We claim that
(B.52) lim
n/N→r
N→∞
d(n,N) = f(r) .
To show this, first suppose f(r) 6= 0. Then (B.52) is equivalent to
(B.53) lim
n/N→r
N→∞
N
n
N
n− 1 log
(
d(n,N)
)
=
1
r2
log(f(r)) .
Given ε > 0, fix r1, r2 ∈ Q with 0 < r1 < r < r2 such that
(B.54)
∣∣∣∣ 1r21 log(f(r1))− 1r2 log(f(r))
∣∣∣∣ < ε6 ,
(B.55) 2
∣∣∣∣ 1r1 − 1r2
∣∣∣∣ log(C) < ε6 .
Then, using (B.46) and (B.55), take (n0, N0) with n0/N0 = r1 and N0 large enough that
(B.56)
∣∣∣∣N0n0 N0n0 − 1 log(d(n0,N0))− 1r21 log(f(r1))
∣∣∣∣ < ε6 ,
(B.57) 2
∣∣∣∣ N0n0 − 1 − 1r1
∣∣∣∣ log(C) < ε6 .
Consider a pair (n,N) with r1 < n/N < r2 and N ≥ N0. First, replacing (m,M) by
(n,N) and r by r1 in (B.48), we have
(B.58)
N
n
N
n− 1 log(d(n,N)) ≥
1
r21
log(f(r1))− 2
∣∣∣∣ Nn− 1 − 1r1
∣∣∣∣ log(C) .
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Note that since r1 < n/N < r2 and N ≥ N0, also
N0
n0 − 1 ≥
N
n− 1 >
1
r2
.
Hence (B.55) and (B.57) give
2
∣∣∣∣ Nn− 1 − 1r1
∣∣∣∣ log(C) < (2 ∣∣∣∣ Nn− 1 − 1r2
∣∣∣∣+ 2 ∣∣∣∣ 1r1 − 1r2
∣∣∣∣) log(C)
<
(
2
∣∣∣∣ N0n0 − 1 − 1r2
∣∣∣∣+ 2 ∣∣∣∣ 1r1 − 1r2
∣∣∣∣) log(C)
<
(
2
∣∣∣∣ N0n0 − 1 − 1r1
∣∣∣∣+ 2 ∣∣∣∣ 1r1 − 1r2
∣∣∣∣+ 2 ∣∣∣∣ 1r1 − 1r2
∣∣∣∣) log(C) < 3ε6 .(B.59)
Combining (B.58), (B.54) and (B.59) gives
(B.60)
N
n
N
n− 1 log(d(n,N)) ≥
1
r2
log(f(r))− 4ε
6
.
For the opposite inequality, replace (m,M) by (n0, N0) in (B.47), and take λ = 1 (which
is permissible since n ≥ n0 under our hypotheses). This yields
(B.61)
N
n
N
n− 1 log(d(n,N)) ≤
N0
n0
N0
n0 − 1 log(d(n0,N0)) + 2
∣∣∣∣ Nn− 1 − N0n0 − 1
∣∣∣∣ log(C) .
Combining (B.61), (B.54), (B.56), (B.57), and (B.59) gives
(B.62)
N
n
N
n− 1 log(d(n,N)) <
1
r2
log(f(r)) + ε .
In the case where f(r) ≡ 0, we need only to show that
(B.63) lim
n/N→r
N→∞
d
N
n
· N
n−1
(n,N) = 0 .
If H is finite, then d(n,N) = 0 whenever n > #(H), and hence (B.63) holds trivially. If H
is infinite, then each d(n,N) > 0. Fix ε > 0 and take r1, r2 ∈ Q with 0 < r1 < r < r2, such
that
(B.64) C
2| 1
r1
− 1
r2
| ≤ 2 .
Take (n0, N0) with n0/N0 = r1. Since limλ→∞ d(λn0,λN0) = 0 we can assume N0 is large
enough that
d
N0
n0
· N0
n0−1
(n0,N0)
< ε/3 .
In view of (B.64) we can also assume that N0 is large enough that for all (n,N) with
r1 <
n
N < r2 and N ≥ N0, then
C
2
(
N0
n0−1−
N
n−1
)
≤ 3 .
Taking λ = 1 and (m,M) = (n0, N0) in (B.47), for all such (n,N) we have
d
N
n
· N
n−1
(n,N) < ε .
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Finally, let us show that f(r) ≡ 0 if and only if H has capacity 0. If instead of [z, w]X,~s
and W (z) we had used another distance function
[z, w]∗X,~s =
m∗∏
i=1
([z, w]x∗i )
s∗i
and another continuous, positive background functionW ∗(z), then there is a constant A > 0
such that
1/A < [z, w]∗X,~s/[z, w]X,~s < A ,
1/A < W ∗(z)/W (z) < A ,
for all z 6= w ∈ H. Let d∗r(H,W ∗) denote the weighted transfinite diameter computed
relative to [z, w]∗X,~s andW
∗(z), and write d∗(n,N)(H,W
∗) for the finite terms in its definition.
Taking points α1, . . . , αn ∈ H which realize the maximum in (B.40), we see that
d∗(n,N)(H,W
∗) ≥ d(n,N)(H,W ) ·A−(
n
N
n−1
N
+ 2n
N ).
Passing to a limit as N →∞ and n/N → r gives
d∗r(H,W
∗) ≥ dr(H,W ) · A−(r2+2r)
A similar inequality holds with d∗r(H,W ∗) and dr(H,W ) reversed. Thus dr(H,W ) 6= 0 if
and only if d∗r(H,W ∗) 6= 0.
Taking r = 1, W ∗(z) = 1, and [z, w]∗X,~s = [z, w]ζ for a fixed ζ ∈ Cv(C)\H, by ([51],
Theorem 3.1.18) we have d∗1(H,W ∗) = γζ(H). Thus f(r) 6≡ 0 if and only if for some (hence
any) ζ /∈ H, γζ(H) > 0. 
4. Comparisons
In this section we will compare the weighted Chebyshev constant, the weighted transfi-
nite diameter, and the weighted capacity (for fixed (X, ~s)).
Fix a compact set H ⊂ Cv(C)\X, and let W (z) : Cv(C)→ [0,∞] be a function which is
positive and continuous on a neigbhorhood of H. Put û(z) = − log(W (z)).
TheWeighted Capacity and the Weighted Transfinite Diameter. We first prove
an inequality between the weighted Robin constant and the weighted transfinite diameter.
Proposition B.4. For each σ > 0,
(B.65) Vσ(H,W ) ≤ − log(dσ(H,W )) .
Before giving the proof, we will need a lemma. Let U be a neighborhood of H, bounded
away from X, on which û(z) is continuous and bounded.
For any set F with F ⊂ U , define the inner weighted Robin constant and inner weighted
capacity by
V σ(F,W ) = inf
K⊂F
K compact
Vσ(K,W ) ,
γσ(F,W ) = sup
K⊂F
K compact
γσ(K,W ) = exp(−V σ(F,W )) .
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Note that for any compact K ⊂ U , we have V σ(K,W ) = Vσ(K,W ), and that if F1 ⊂ F2 ⊂
U , then trivially V σ(F1,W ) ≥ V σ(F2,W ).
Lemma B.5. Let H ⊂ U and W (z) be as above. For any σ > 0, and any ε > 0, there
is a neighborhood U˜ of H contained in U such that
Vσ(H,W ) ≥ V σ(U˜ ,W ) ≥ Vσ(H,W )− ε .
Proof. Take a sequence of open sets U1 ⊃ U2 ⊃ . . . ⊃ H whose closures are compact
and satisfy U i ⊂ U , with
⋂∞
k=1 Uk = H. We claim that
(B.66) lim
k→∞
Vσ(Uk,W ) = Vσ(H,W ) .
To see this, for each k let µk be an equilibrium distribution for Uk and W with mass σ, so
Iσ(µk,W )) = Vσ(Uk,W ). After passing to a subsequence if necessary, we can assume that
the µk converge weakly to a measure µ∞. Clearly µ∞ is positive, supported on H, and has
total mass σ. Then
Vσ(H,W ) ≤ Iσ(µ∞,W )
= lim
t→∞
(∫∫
H×H
− log(t)([z, w]X,~s) dµ∞(z)dµ∞(w) + 2
∫
H
û(z)dµ∞(z)
)
= lim
t→∞ limk→∞
(∫∫
Uk×Uk
− log(t)([z, w]X,~s) dµk(z)dµk(w) + 2
∫
Uk
û(z)dµk(z)
)
(B.67)
≤ lim inf
k→∞
lim
t→∞
(∫∫
Uk×Uk
− log(t)([z, w]X,~s) dµk(z)dµk(w) + 2
∫
Uk
û(z)dµk(z)
)
(B.68)
= lim inf
k→∞
Iσ(µk,W ) = lim inf
k→∞
Vσ,H(Uk,W ) .(B.69)
The interchange of limits in (B.67), (B.68) is valid because the kernels − log(t)([z, w]X,~s)
are increasing with t.
If H has capacity 0, then Vσ(H,W ) = ∞, so limk→∞ Vσ(Uk,W ) = ∞. If H has
positive capacity, then Vσ(H,W ) is finite. Since Vσ(H,W ) ≥ Vσ(Uk,W ) for all k, (B.69)
gives limk→∞ Vσ(Uk,W ) = Vσ(H,W ). In either case (B.66) holds, and we obtain the
Lemma by taking U˜ = Uk for sufficiently large k. 
Proof of Proposition B.4: By Theorem B.3 and the remarks after (B.5),
Vσ(H,W ) =∞ iff − log(dσ(H,W )) =∞ iff H has capacity 0,
so we can assume that Vσ(H,W ) is finite, dσ(H,W ) > 0, and H has positive capacity.
Fix σ, and fix ε > 0. Let U be a neighborhood of H on which û(z) is continuous and
bounded. By Lemma B.5, there is a neighborhood U˜ of H, whose closure is contained in
U , such that V σ(U˜ ,W ) > Vσ(H,W ) − ε. We can assume that H is covered by a finite
number of local coordinate patches, each of which contained in U˜ . Then there is an R0 > 0
such that for each x ∈ H, there is a coordinate patch which contains the closed disc
D(x,R0) = {z : |z − w| ≤ R0} relative to that coordinate. For each x ∈ H fix such a
coordinate patch, and given 0 < R ≤ R0, write D(x,R) for the corresponding closed disc
of radius R.
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To prove (B.65) we use a familiar construction involving “smearing out” Fekete mea-
sures. Take a sequence of pairs (nk, Nk) with nk/Nk → σ and Nk → ∞. Given k, let
α1, . . . , αnk ∈ H be points where the maximum in the definition of d(nk ,Nk)(H,W ) is
achieved; let
(B.70) νk =
nk∑
i=1
1
Nk
δαi(z)
be the associated measure of mass nk/Nk on H; it will be called a Fekete measure. After
passing to a subsequence, if necessary, we can assume that the νk converge weakly to a
measure ν on H.
Fix k, and write (n,N) = (nk, Nk), νk =
∑n
i=1
1
N δαi(z). Without loss, we can assume
that k (hence N) is large enough that 1√
πN
≤ R0. Let dmi be the measure which coincides
with Lebesgue measure on the disc Di = D(αi,
1√
πN
), and is 0 outside that disc. Thus, dmi
has total mass 1N . Put Fk =
⋃n
i=1Di, and let
ν˜k =
r
n/N
n∑
i=1
dmi .
Then Fk ⊂ U˜ , and ν˜k is a positive measure of mass σ on Fk. It follows that
Vσ(H,W )− ε ≤ V σ(U˜ ,W ) ≤ Vσ(Fk,W ) ≤ Iσ(ν˜k,W )(B.71)
=
σ
n/N
n∑
i,j=1
∫∫
Di×Dj
− log([z, w]X,~s) dmi(z)dmj(w)
+
σ
n/N
· 2
∫
Fk
û(z) dνk(z) .
For each fixed z, the function − log([z, w]X,~s) is superharmonic in w. Hence, using polar
coordinates in Dj , we have
∫
Dj
− log([z, w]X,~s) dmj(w) =
∫ 1√
πN
0
∫ 2π
0
− log([z, αj + teiθ]X,~s) dθ t dt
≤ − 1
N
log([z, αj ]X,~s) .
If i 6= j, then since − 1N log([z, αj ]X,~s) is superharmonic in w, this gives∫∫
Di×Dj
− log([z, w]X,~s) dmi(z)dmj(w) ≤
∫
Di
− 1
N
log([z, αj ]X,~s) dmi(z)
≤ − 1
N2
log([αi, αj ]X,~s) .(B.72)
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If i = j, then since − log([z, w]X,~s) = − log(|z − w|) + η(z, w) for a C∞ function η(z, w), we
see that ∫∫
Di×Di
− log([z, w]X,~s)dmi(z)dmi(w) ≤
∫
Di
− 1
N
log([z, αi]X,~s) dmi(z)
=
1
N
(∫ 1√
πN
0
∫ 2π
0
− log(t) dθ t dt+
∫
Di
η(z, αi) dmi(z)
)
= O(
1
N2
log(N)) .(B.73)
Thus
IX,~s(ν˜k) =
n∑
i,j=1
∫∫
Di×Dj
− log([z, w]X,~s) dmi(z)dmj(w)
≤ 1
N2
n∑
i,j=1
i 6=j
− log([αi, αj ]X,~s) +O( log(N)
N
) .(B.74)
On the other hand, W (z), and hence û(z), is continuous on the closure of U˜ . Hence as
k →∞
(B.75)
∣∣∣∣∫ û(z)dν˜k(z)− ∫ û(z)dνk∣∣∣∣ = o(1) .
Inserting (B.74) and (B.75) in (B.71), we obtain
(B.76) Vσ(H,W )− ε ≤ − log
(
d(nk ,Nk)(H,W )
)
+ o(1) .
Passing to the limit as k →∞, and using that ε > 0 is arbitrary gives
Vσ(H,W ) ≤ − log(dσ(H,W )) .

The Weighted Transfinite Diameter and Chebyshev Constant.
Fix σ > 0, and consider a sequence of pairs of positive integers (nk, Nk) with Nk →∞
and nk/Nk → σ. For each k, let νk be the associated Fekete measure, as in (B.70).
Proposition B.6. With the notation above, if ν is any weak limit of the Fekete measures
νk, then
(B.77) − log(dσ(H,W )) ≤ σ · (− log(CH∗σ(H,W ))) +
∫
H
û(z)dν(z) .
Proof. If H has capacity 0, both dσ(H,W ) and CH
∗
σ(H,W ) are 0, and the inequality
is trivial. Hence we can assume H has positive capacity, so dσ(H,W ) and CH
∗
σ(H,W ) are
positive.
Fix k and write (n,N) = (nk, Nk). As before, let α1, . . . , αn ∈ H be points where
d(n,N)(H,W ) is achieved. Fixing α2, . . . αn, consider
(B.78) F (z) :=
(
n∏
i=2
[z, αi]X,~s ·W (z)N
)2
·
∏
2≤i,j≤n
i 6=j
[αi, αj ]X,~s ·
n∏
i=2
W (αi)
2N .
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By hypothesis F (z) takes its maximum value on H when z = α1. Thus the pseudopolyno-
mial
P (z) =
n∏
i=2
[z, αi]X,~s ·W (z)N
achieves its maximum on H at z = α1. By definition, if
P˜(n−1,N)(z) =
n∏
i=2
[z, βi]X,~sW (z)
N
is the pseudopolynomial with minimal sup norm on H, then
(CH∗(n−1,N))
N := ‖P˜(n−1,N)‖H ≤ P (α1) .
Thus (CH∗n−1,N )N ≤
∏n
i=2[α1, αi]X,~s ·W (α1)N . The same argument applies for each αk, so
d(n,N)(H,W )
N2 =
n∏
i=1
 n∏
j=1
j 6=i
[αi, αj ]X,~s ·W (αi)N
 ·
(
n∏
i=1
W (αi)
N
)
≥ (CH∗(n−1,N))Nn ·
n∏
i=1
W (αi)
N .
Taking logarithms, dividing by N2, and recalling that all quantities involved depend on k,
we get
− log(d(nk ,Nk)(H,W )) ≤
nk
Nk
(
− log(CH∗(nk−1,Nk))
)
+
nk∑
i=1
û(αi)
1
Nk
.
(B.79)
Now let k → ∞. The fractions (nk − 1)/Nk converge to σ, so by Theorem B.2 the
weighted Chebyshev constant satisfies
CH∗σ(H,W ) = lim
k→∞
CH∗(nk−1,Nk)
After passing to a subsequence, if necessary, we can assume that the measures νk =∑nk
i=1
1
Nk
δαi(z) converge weakly to ν. Hence by (B.79) and Theorem B.3,
− log(dσ(H,W )) = lim
k→∞
− log(d(nk ,Nk)(H,W ))(B.80)
≤ σ · (− log(CH∗σ(H,W )) +
∫
H
û(z)dν(z) .

5. Particular cases of interest
In this section we consider the ‘classical’ case where the weight function W (z) is trivial,
and specialize to the situation of interest for our applications. As in the previous sections,
we assume (X, ~s) has been fixed.
5. PARTICULAR CASES OF INTEREST 363
Theorem B.7. Let H ⊂ Cv(C)\X be compact. Assume that σ = 1 and W (z) ≡ 1. Then
γ1(H,W ) = γX,~s(H), CH
∗
1(H,W ) = CH
∗
X,~s(H), and d1(H,W ) = dX,~s(H), so
γ1(H,W ) = d1(H,W ) = CH
∗
1(H,W ) = γX,~s(H) .
Furthermore, if H has positive capacity, then the equilibrium distribution µ for H relative
to W (z) is unique and coincides with µX,~s, and the constant Vµ in Theorem B.1 coincides
with VX,~s(H).
Proof. For the first assertion, it suffices to note that the optimization problems (B.4),
(A.3) defining V1(H,W ) and VX,~s(H) are the same; for each N , the optimization problems
(B.12), (A.7) defining CH∗(N,N)(H,W ) and CH
∗
N (H) are the same; and for each N , the
optimization problems (B.40), (A.5) defining d(N,N)(H,W ) and dN (H) are the same.
The second assertion follows from Theorem A.1. The final assertions follow from the
fact that V1(H,W ) = VX,~s(H), and the uniqueness of µX,~s in Theorem A.2. 
Consider a sequence of pairs (nk, Nk) with nk/Nk → 1 and Nk →∞. For a given k, let
α1, . . . , αnk achieve the maximum in the definition of d(nk ,Nk)(H,W ) for W (z) ≡ 1. Let
νk =
nk∑
i=1
1
Nk
δαi(z)
be the associated Fekete measure of mass nk/Nk on H.
We will now see that, just as in the classical case, the Fekete measures converge weakly
to the equilibrium distribution µX,~s of H.
Corollary B.8. Let H ⊂ Cv(C)\X be compact with positive capacity, and suppose
W (z) ≡ 1. Then for any sequence of pairs (nk, Nk) with nk/Nk → 1 and Nk → ∞, the
associated sequence of Fekete measures {νk} converges weakly to µX,~s.
Proof. Let ν∞ be a weak limit of a subsequence of the νk. Upon passing to that
subsequence, we see that
VX,~s(H) = lim
k→∞
− log(d(nk ,Nk)(H,W )) .
Let ν˜k be a sequence of measures ‘smearing out’ the νk as in the proof of Proposition B.4;
then the ν˜k also converge weakly to ν∞. By the argument leading to (B.76), as k →∞,
IX,~s(ν˜k) = Ink/Nk(ν˜k,W ) ≤ − log(d(nk ,Nk)(H,W )) + o(1) .
On the other hand, by (B.71), for any ε > 0 and sufficently large k
VX,~s(H)− ε ≤ IX,~s(ν˜k) .
Thus, by Theorem B.7
VX,~s(H) ≤ IX,~s(ν∞) ≤ lim inf
k→∞
Ink/Nk(ν˜k,H)
≤ lim inf
k→∞
− log(d(nk ,Nk)(H,W )) = VX,~s(H) .
Since µX,~s is the unique probability measure on H which minimizes the energy integral
(Theorem A.2), it follows that ν∞ = µX,~s. 
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We now come to the case of interest for our application.
Suppose H ⊂ Cv(C)\X is compact, and Hℓ is a connected component of H. We will
assume that Hℓ has positive capacity. Let µ = µX,~s be the equilibrium distribution of H.
Put
σℓ = µX,~s(Hℓ) ,
ûℓ(z) =
∫
H\Hℓ
− log([z, w]X,~s) dµX,~s(w) ,(B.81)
Wℓ(z) = exp(−ûℓ(z)) .
(We take ûℓ(z) ≡ 0 and Wℓ(z) ≡ 1 if H\Hℓ is empty.) We will use the results of previous
sections to study weighted potential theory for Hℓ, σℓ, and Wℓ(z). The problem is a some-
what subtle one: to show that in the weighted case for Hℓ, with the weight Wℓ(z) coming
from the unweighted case for H\Hℓ, the extremal objects for Hℓ are the restrictions of the
global unweighted objects for H.
The key results are Theorems B.9, B.12 and B.13.
Theorem B.9. Let H, Hℓ, σℓ = µX,~s(Hℓ) and Wℓ(z) be as in (B.81). Then the equi-
librium distribution µσℓ,Hℓ,Wℓ of Hℓ relative to Wℓ(z) with mass σℓ is unique, and is given
by
(B.82) µσℓ,Hℓ,Wℓ = µX,~s|Hℓ .
Proof. Put µℓ = µX,~s|Hℓ , µ˙ℓ = µX,~s|H\Hℓ , and let µ˜ℓ be any equilibrium distribution
for Hℓ relative to Wℓ(z) with mass σℓ. By definition, µ˜ℓ minimizes the weighted energy
Iσℓ(ν,Wℓ) = IX,~s(ν) + 2
∫
H
ûℓ(z) dν(z)
among all positive measures of mass σℓ on Hℓ, so Iσℓ(µ˜ℓ,Wℓ) = Vσℓ(Hℓ,Wℓ). Thus,
(B.83) Iσℓ(µℓ,Wℓ) ≥ Iσℓ(µ˜ℓ,Wℓ) .
On the other hand, by Theorem A.2, µ := µX,~s is the unique probability measure
minimizing
IX,~s(µ) =
∫∫
H×H
− log([z, w]X,~s) dµ(z)dµ(w) .
Thus, if we put µ˜ = µ˜ℓ + µ˙ℓ, then IX,~s(µ˜) ≥ IX,~s(µ). Expanding this, we see that
IX,~s(µ˜ℓ) + 2
∫
Hℓ
ûℓ(z)dµ˜ℓ(z) + IX,~s(µ˙ℓ)
≥ IX,~s(µℓ) + 2
∫
Hℓ
ûℓ(z)dµℓ(z) + IX,~s(µ˙ℓ) ,
which implies that Iσℓ(µ˜ℓ,Wℓ) ≥ Iσℓ(µℓ,Wℓ). Combining this with (B.83) gives Iσℓ(µ˜ℓ,Wℓ) =
Iσℓ(µℓ,Wℓ). Consequently
IX,~s(µ˜) = Iσℓ(µ˜ℓ,Wℓ) + IX,~s(µ˙ℓ) = Iσℓ(µℓ,Wℓ) + IX,~s(µ˙ℓ) = IX,~s(µ) .
From the uniqueness of µ, we conclude that µ˜ = µX,~s, hence µ˜ℓ = µℓ. 
Given measures ν1, ν2, write
IX,~s(ν1, ν2) =
∫∫
− log([z, w]X,~s) dν1(z)dν2(z) ,
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provided the integral is defined. Also, given a measure ν, put
ÎX,~s(ν) =
∫∫
H×H\{diagonal}
− log([z, w]X,~s) dν(z)dν(w) ,
when the integral is defined. Then IX,~s(ν1, ν2) is symmetric, and is bilinear when all relevant
terms are defined and finite. If ν is a positive measure, then IX,~s(ν) = IX,~s(ν, ν), and if in
addition ν does not charge the diagonal, then IX,~s(ν) = ÎX,~s(ν).
We will now show that in the situation of (B.81), the weighted transfinite diameter and
the weighted capacity coincide. As in the proof of Proposition B.9, put
(B.84) µℓ = µX,~s|Hℓ , µ˙ℓ = µX,~s|H\Hℓ .
Note that IX,~s(µℓ, µ˙ℓ) =
∫
Hℓ
ûℓ(z) dµℓ(z).
Theorem B.10. Let H, Hℓ, σℓ = µX,~s(Hℓ), and Wℓ(z) be as in Theorem B.9. Then
(B.85) − log(dσℓ(Hℓ,Wℓ)) = Vσℓ(Hℓ,Wℓ) = σℓ · VX,~s(H) +
∫
Hℓ
ûℓ(z) dµℓ(z) .
Proof. The second equality in (B.85) is easy: by Proposition B.9
Vσℓ(Hℓ,Wℓ) = Iσℓ(µℓ,Wℓ)
=
∫
Hℓ×Hℓ
− log([z, w]X,~s) dµℓ(z)dµℓ(w) + 2
∫
Hℓ
ûℓ(z) dµℓ(z)
= IX,~s(µℓ, µℓ) + 2IX,~s(µℓ, µ˙ℓ) = IX,~s(µX,~s, µℓ) + IX,~s(µℓ, µ˙ℓ)
=
∫
Hℓ
uX,~s(z) dµℓ(z) + IX,~s(µℓ, µ˙ℓ)
= σℓ · VX,~s(H) +
∫
Hℓ
ûℓ(z) dµℓ(z) .
where the last inequality holds since uX,~s(z) takes the constant value VX,~s(H) on H, except
possibly on a set of inner capacity 0; and the exceptional set necessarily has µℓ-measure 0.
We now turn to the first equality. By Proposition B.4, Vσℓ(Hℓ,Wℓ) ≤ − log(dσℓ(Hℓ,Wℓ))
so we need only show the reverse inequality. For this, we use the fact that the unweighted
Fekete measures for H converge weakly to the unweighted equilibrium distribution of H,
as shown in Corollary B.8. Given an integer N > 0, let α∗ℓ , . . . , α
∗
N be points maximizing
the transfinite diameter d(N,N)(H,W ) for W (z) ≡ 1. Label them so that α∗ℓ , . . . , α∗n ∈ Hℓ
and α∗n+1, . . . , α∗N ∈ H\Hℓ, and put
D
(1)
n,N =
 n∏
i,j=1
i 6=j
[α∗i , α
∗
j ]X,~s ·
n∏
i=1
Wℓ(α
∗
i )
2N

1/N2
.
By the definition of the weighted transfinite diameter, D
(1)
n,N ≤ d(n,N)(Hℓ,Wℓ). Also put
ν(N) =
N∑
i=1
1
N
δα∗i (z)
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and put ν
(N)
ℓ = ν
(N)|Hℓ , ν˙(N)ℓ = ν(N)|H\Hℓ ; then
− log(D(1)n,N ) = ÎX,~s(ν(N)ℓ ) + 2IX,~s(ν(N)ℓ , ν˙(N)ℓ ) .
It follows easily by weak convergence that
(B.86) lim
N→∞
IX,~s(ν
(N)
ℓ , ν˙
(N)
ℓ ) = IX,~s(µℓ, µ˙ℓ) .
We will show below that
(B.87) lim
N→∞
ÎX,~s(ν
(N)
ℓ ) = IX,~s(µℓ) .
Granting (B.87), by Proposition B.4 we then have
IX,~s(µℓ) + 2IX,~s(µℓ, µ˙ℓ) = Vσℓ(Hℓ,Wℓ) ≤ − log(dσℓ(Hℓ,Wℓ))
= lim
N→∞
− log(d(n,N)(Hℓ,Wℓ)) ≤ lim sup
N→∞
− log(D(1)N )
= lim sup
N→∞
ÎX,~s(ν
(N)
ℓ ) + 2IX,~s(ν
(n)
ℓ , ν˙
(N)
ℓ ) = IX,~s(µℓ) + 2IX,~s(µℓ, µ˙ℓ) ,
so equalities hold throughout, yielding the theorem.
To prove (B.87), note that when W (z) ≡ 1, by the definition of d(N,N)(H,W ) we have
that for each N ,
− log(d(N,N)(H,W )) = ÎX,~s(ν(N)ℓ ) + 2IX,~s(ν(N)ℓ , ν˙(N)ℓ ) + ÎX,~s(ν˙(N)ℓ ) .
Passing to the limit as N →∞ and using Theorem B.7 and Corollary B.8, we have
IX,~s(µℓ) + 2IX,~s(µℓ, µ˙ℓ) + IX,~s(µ˙ℓ) = IX,~s(µ) = VX,~s(H)
= lim
N→∞
− log(d(N,N)(H,W ))
= lim
N→∞
(
ÎX,~s(ν
(N)
ℓ ) + 2IX,~s(ν
(N)
ℓ , ν˙
(N)
ℓ ) + ÎX,~s(ν
(N)
ℓ )
)
= 2IX,~s(µℓ, µ˙ℓ) + lim
N→∞
(
ÎX,~s(ν
(N)
ℓ ) + ÎX,~s(ν
(N)
ℓ )
)
and hence
(B.88) IX,~s(µℓ) + IX,~s(µ˙ℓ) = lim
N→∞
(
ÎX,~s(ν
(N)
ℓ ) + ÎX,~s(ν˙
(N)
ℓ )
)
.
On the other hand, consider the ‘smearing out’ ν˜
(N)
ℓ of ν
(N)
ℓ as in Proposition B.4. The
same argument which gave (B.74) gives
IX,~s(ν˜
(N)
ℓ ) ≤ ÎX,~s(ν(N)ℓ ) +O
(
log(N)
N
)
.
Since the ν
(N)
ℓ convege weakly to µℓ, so do the ν˜
(N)
ℓ , and therefore
(B.89) IX,~s(µℓ) = lim
N→∞
IX,~s(ν˜
(N)
ℓ ) ≤ lim infN→∞ ÎX,~s(ν
(N)
ℓ ) .
Symmetrically,
IX,~s(µ˙ℓ) ≤ lim inf
N→∞
ÎX,~s(ν˙
(N)
ℓ ) .(B.90)
Combining (B.88), (B.89) and (B.90) gives (B.87). 
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Just as in the unweighted case, it follows that the Fekete measures for the weighted
transfinite diameter associated to Hℓ and Wℓ(z) converge weakly to the equilibrium distri-
bution. More precisely, consider a sequence of pairs (nk, Nk) with nk/Nk → σℓ andNk →∞.
For a given k, let α1, . . . , αnk achieve the maximum in the definition of d(nk ,Nk)(Hℓ,Wℓ),
and let
νk =
nk∑
i=1
1
Nk
δαi(z)
be the associated Fekete measure of mass nk/Nk on Hℓ.
Corollary B.11. Let H, Hℓ, σℓ = µX,~s(Hℓ), and Wℓ(z) be as in Theorem B.9. Then
for any sequence of pairs (nk, Nk) with nk/Nk → σℓ and Nk → ∞, the corresponding
sequence of Fekete measures {νk} for Hℓ relative to Wℓ(z) converges weakly to µσℓ,Hℓ,Wℓ =
µX,~s|Hℓ.
Proof. The proof is the same as that of Corollary B.8, using Theorems B.9 and B.10.

We now determine the weighted Chebyshev constant, in the situation of Theorem B.9.
Theorem B.12. Let H, Hℓ, σℓ = µX,~s(Hℓ), and Wℓ(z) be as in Theorem B.9. Then
(B.91) CH∗σℓ(Hℓ,Wℓ) = γX,~s(H) .
Proof. Since the Fekete measures converge weakly to the weighted equilibrium distri-
bution µℓ, Proposition B.6 gives
− log(dσℓ(Hℓ,Wℓ)) ≤ σℓ · (− log(CH∗σℓ(Hℓ,Wℓ))) +
∫
Hℓ
ûℓ(z) dµℓ(z) .
Comparing this with (B.85) gives
(B.92) VX,~s(H) ≤ − log(CH∗σℓ(Hℓ,Wℓ)) .
We will now show that equality holds in (B.92). If not, then there would be an ε > 0
such that
(B.93) VX,~s(H) + ε < − log(CH∗σℓ(Hℓ,Wℓ)) .
Take a sequence of pairs (nk, Nk) with nk/Nk → σℓ and Nk → ∞. Given k, let P˜k(z) :=
P˜(nk ,Nk)(z,Wℓ) be the corresponding Chebyshev pseudopolynomial forHℓ relative toWℓ(z);
put CH∗k = CH
∗
(nk,Nk)
= (‖P˜k‖Hℓ)1/Nk . Also, let ωk be the usual discrete measure of mass
nk/Nk supported on the roots of P˜k(z).
Our assumption (B.93) implies that on Hℓ, for each sufficiently large k,
VX,~s(H) + 3ε/4 < − log(CH∗k)
≤ − 1
Nk
log(P˜k(z)) = uωk(z) + ûℓ(z) .
Let
ω˜k =
σℓ
nk/Nk
ωk ,
renormalizing ωk to have mass σℓ. Then for all sufficiently large k, we have
(B.94) VX,~s(H) + ε/2 ≤ uω˜k(z) + ûℓ(z)
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on Hℓ. But ûℓ(z) = uµ˙ℓ(z) and by Theorem A.2,
(B.95) uµℓ(z) + uµ˙ℓ(z) = uX,~s(z) ≤ VX,~s(H)
on H. By (B.94) and (B.95),
(B.96) uµℓ(z) + ε/2 ≤ uω˜k(z)
on Hℓ. However, uω˜k(z) − uµℓ(z) extends to a function harmonic on Cv(C)\Hℓ. By the
Maximum principle, it follows that (B.96) holds throughout Cv(C).
We can obtain a contradiction from this as follows. Put νk = ω˜k + µ˙ℓ; then νk and
µ = µℓ+µ˙ℓ are probability measures supported onH. By (B.95), uνk(z) = uω˜k(z)+uµ˙ℓ(z) ≥
uµ(z) + ε/2 on H. Hence by Since
∫
H uµ(z) dµ(z) = IX,~s(µ) = VX,~s(H), it follows from the
Fubini-Tonelli theorem and the fact that uµ(z) ≤ VX,~s) for all z ∈ H (Theorem A.2), that
VX,~s(H) + ε/2 ≤
∫
H
uνk dµ(z)
=
∫
H
uµ(z) dνk(z) ≤ VX,~s(H) .
This contradiction shows that VX,~s(H) = − log(CH∗σℓ(Hℓ,Wℓ)), which is equivalent to the
assertion in the theorem. 
Finally, we show that under appropriate hypotheses, the discrete measures attached to
Chebyshev pseudopolynomials converge weakly to the equilibrium distribution. As before,
take a sequence of pairs (nk, Nk) with nk/Nk → σℓ and Nk → ∞. Let the Chebyshev
measure ωk be the discrete measure of mass nk/Nk supported equally on the roots of
P˜(nk ,Nk)(z) for Hℓ relative to Wℓ(z).
Theorem B.13. Let H, Hℓ, σℓ = µX,~s(Hℓ), and Wℓ(z) be as in Theorem B.9. Assume
also that Cv(C)\Hℓ is connected, and that Hℓ has empty interior. Then for any sequence
of pairs (nk, Nk) with nk/Nk → σℓ and Nk →∞, the corresponding sequence of Chebyshev
measures {ωk} for Hℓ relative to Wℓ(z) converges weakly to the equilibrium distribution
µσℓ,Hℓ,Wℓ = µX,~s|Hℓ.
Proof. Recall that µℓ = µX,~s|Hℓ , µ˙ℓ = µX,~s|H2 . Let the numbers CH∗k, the Chebyshev
pseudopolynomials P˜k(z), and the measures ω˜k, νk = ω˜k+ µ˙ℓ be as in the proof of Theorem
B.12. Let ω be a weak limit of the ωk; after passing to a subsequence, if necessary, we can
assume that the full sequence converges weakly to it. Clearly ω is also the weak limit of
the ω˜k.
Fix ε > 0. Since CH∗σℓ(Hℓ,Wℓ) = CH
∗
X,~s(H) by Theorem B.12, an argument similar to
the one in the proof of Theorem B.12 shows that for sufficiently large k
VX,~s(H)− ε < uνk(z) = uω˜k(z) + uµ˙ℓ(z) .
on Hℓ. On the other hand,
uµℓ(z) + uµ˙ℓ(z) = uX,~s(z) ≤ VX,~s(H) .
Subtracting, we see that
(B.97) uω˜k(z) ≥ uµℓ(z)− ε
on Hℓ. Since uω˜k(z) − uµℓ(z) extends to a function harmonic in all of Cv(C)\Hℓ, the
Maximum principle for harmonic functions shows (B.97) holds in all of Cv(C).
5. PARTICULAR CASES OF INTEREST 369
As the uω˜k(z) converge uniformly to uω(z) on compact subsets of Cv(C)\Hℓ and ε > 0
is arbitrary, it follows from (B.97) that
(B.98) uω(z) ≥ uµℓ(z)
for all z ∈ Cv(C)\Hℓ.
Suppose equality in (B.98) failed to hold for some z0 ∈ Cv(C)\Hℓ. Since Cv(C)\Hℓ is
connected, the Maximum principle implies that uω(z) > uµℓ(z) for all z ∈ Cv(C)\Hℓ. In
particular, there would be a δ > 0 such that
uω(z) ≥ uµℓ(z) + δ
on H2. Now put ν = ω + µ˙ℓ; then
uν(z) = uω(z) + uµ˙ℓ(z)
≥ uµℓ(z) + uµ˙ℓ(z) = uX,~s(z)
on Cv(C)\Hℓ, with uν ≥ uX,~s(z) + δ on H2.
Let e = eX,~s be the exceptional subset of H inner capacity 0 where uX,~s(z) < VX,~s(H),
given by Theorem A.2. We claim that uν(z) ≥ VX,~s(H) on H\e. To see this, for each η > 0
let
Uη = {z ∈ Cv(C) : uX,~s(z) > VX,~s(H)− η} .
This is an open set, since uX,~s(z) is lower semi-continuous.
Furthermore, at each point of H\e, uX,~s(z) is continuous and equal to VX,~s(H) (Theorem
A.2) so apart from a subset of inner capacity 0, ∂Uη is contained in Cv(C)\H. In particular
on ∂Uη\e we have
uν(z) ≥ uX,~s(z) = VX,~s(H)− η .
Since uν(z) is superharmonic and bounded from below on Uη, the strong form of the
Maximum principle (see [51], Proposition 3.1.1) shows that uν(z) ≥ VX,~s(H) − η on Uη.
Since η > 0 is arbitrary, and H\e ⊂ Uη, it follows that uν(z) ≥ VX,~s(H) on H\e.
Because uX,~s(z) = VX,~s(H) on (H\Hℓ)\e, we have uν(z) ≥ VX,~s(H) + δ on (H\Hℓ)\e.
However, a set of inner capacity 0 necessarily has µ-measure 0 ([51], Lemma 3.1.4). By
Fubini-Tonelli,
VX,~s(H) + µX,~s(H\Hℓ) · δ ≤
∫
H
uν(z)dµX,~s(z)
=
∫
H
uX,~s(z)dν(z) ≤ VX,~s(H) .(B.99)
We claim that µX,~s(H\Hℓ) > 0. Otherwise uX,~s would be supported onHℓ, and the fact that
Cv(C)\Hℓ is connected and contains X would mean that uX,~s(z) < VX,~s(H) on Cv(C)\Hℓ.
However, uX,~s(z) = VX,~s(H) for all z ∈ H except possibly a set of inner capacity 0, which
contradicts that H\Hℓ ⊂ Cv(C)\Hℓ has positive capacity. Thus (B.99) is impossible.
We conclude that in (B.98), we have uν(z) = uX,~s(z) for all z /∈ Hℓ. Moreover, we have
shown that uν(z) ≥ VX,~s(H) for all z ∈ H\e. We now claim that uν(z) ≤ VX,~s(H) for all
z. Suppose to the contrary that uν(z0) > VX,~s(H) for some z0. Then since uν(z) is lower
semi-continuous,
U := {z ∈ Cv(C) : uν(z) > VX,~s(H)}
would be a nonempty open set. Since Hℓ has no interior, U contains points of Cv(C)\Hℓ.
However, at these points uν(z) = uX,~s(z) ≤ VX,~s(H), contradicting the definition of U .
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It follows that uν(z) coincides with uX,~s(z) except possibly on the exceptional set e of
inner capacity 0. However, a superharmonic function which is bounded below is determined
by its values on the complement any set of inner capacity 0 ([65], Theorem III.28, p.78).
Thus uν(z) = uX,~s(z) for all z. By the Riesz Decomposition theorem ([51], Theorem 3.1.11)
we can recover the measure from the potential function, so ν = µX,~s, and hence ω = µℓ. 
Remark. Some hypotheses on Hℓ are necessary in Theorem B.13; it is not always true
that the Chebyshev measures converge to the equilibrium distribution. For example, in the
classical case consider the unit disc Hℓ = D(0, 1) ⊂ C, with weight W (z) ≡ 1, relative to
X = {∞}. The Chebyshev polynomial of degree n for Hℓ is zn, with roots only at the
origin. However, the equilibrium distribution of Hℓ is the uniform measure supported on
∂Hℓ = C(0, 1).
6. Chebyshev Pseudopolynomials for short intervals
In this section we will show that when H is a “sufficiently short” interval, the weighted
(X, ~s)-Chebyshev pseudopolynomials for H have oscillation properties like those of classical
Chebyshev polynomials. The notion of “shortness” depends on the location of H relative
to X and the existence of a suitable system of coordinates, but is independent of the choice
of the weight function.
The motivating case is case when Kv ∼= R and H ⊂ Cv(R)\X is a closed interval.
However, since any analytic arc becomes an interval in suitable coordinates, the results
apply more generally.
Fix a local coordinate patch U ⊂ Cv(C), with coordinate function z say. Thus, z gives a
holomorphic isomorphism between U and a simply connected open set z(U) ⊂ C. We can
decompose the coordinate function into its real and imaginary parts, z = u+ iv, and speak
of the real and imaginary coordinates of points in U . For us, the case of interest is when
z(U) ∩ R is nonempty; to simplify notation, we will assume that is the situation, and that
U and z have been chosen so that v = 0 on z−1(z(U) ∩ R).
By a real interval H ⊂ U , we mean a set of the form H = z−1([a, b]) where [a, b] ⊂
z(U) ∩ R. By abuse of notation, we will simply write H = [a, b]. Similarly, we can speak
of a disc D(t, r) ⊂ U . Using the coordinate function to identify U with z(U) ⊂ C, we can
speak of translating a point p ∈ U by a number c ∈ C: p 7→ p + c, provided that both
points involved belong to U . (Formally, if p ∈ U , then p+ c means the point z−1(z(p) + c),
if z(p) + c ∈ z(U).)
Recall that X = {x1, . . . , xm}. By Proposition 3.11, relative to the given local coordi-
nate, for each xj ∈ X there is a C∞ function ηj(z, w) on (U\ {xj}) × (U\{xj}) (which is
harmonic in each variable separately) such that for all z, w ∈ U\{xj}
− log([z, w]xj ) = − log(|z −w|) + ηj(z, w) .
Writing z = u1 + iv1, w = u2 + iv2, we can speak of the partial derivatives of ηj(z, w)
relative to u1, v1, u2 and v2.
Lemma B.14. Let U ⊂ Cv(C) be a local coordinate patch, and let H = [a, b] ⊂ U be a
real interval disjoint from X.
Let C be a bound such that, uniformly for all xj ∈ X and all z, w ∈ H,
(B.100)
∣∣∣∣ ∂ηj∂u2 (z, w)
∣∣∣∣ ≤ C , ∣∣∣∣∂2ηj∂u22 (z, w)
∣∣∣∣ ≤ C .
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Then for each xj ∈ X, all z, c, d ∈ H, and each 0 < ε ∈ R such that c± ε, d± ε belong to H,
(1) |ηj(z, c − ε)− ηj(z, c) + ηj(z, d+ ε)− ηj(z, d)| < C|d− c|ε+ 2Cε2 ;
(2) |ηj(z, c − ε) + ηj(z, c + ε)− 2η(z, c)| < 2Cε2 ;
(3) |ηj(z, c + ε)− ηj(z, c)| < Cε ;
(4) |ηj(z, d − ε)− ηj(z, d)| < Cε .
Proof. All of these follow from the Mean Value Theorem. For example, we prove (1):
for appropriate c∗ ∈ (c− ε, c), d∗ ∈ (d, d + ε) and e∗ ∈ (c∗, d∗)
|η(z, c − ε)− η(z, c) + η(z, d + ε)− η(z, d)|
=
∣∣∣∣−ε( ∂η∂u2 (z, c∗)) + ε( ∂η∂u2 (z, d∗))
∣∣∣∣ = ∣∣∣∣ε · (d∗ − c∗)(∂2η∂u22 (z, e∗))
∣∣∣∣
< ε(|d − c|+ 2ε) · C .
Clearly (2) is a special case of (1), and (3) and (4) are easy. 
Given a probability vector ~s = (s1, . . . , sm), on U\X we have
− log([z, w]X,~s) = − log(|z − w|) + η(z, w) .
where η(z, w) = ηX,~s(z, w) =
∑m
j=1 sjηj(z, w). By the triangle inequality and the fact that∑
sj = 1, the bounds in Lemma B.14 hold with ηj(z) replaced by η(z).
Definition B.15. Let U ⊂ Cv(C) be a coordinate patch, with coordinate function z.
A real interval H = [a, b] ⊂ U is short (relative to X and the coordinate function z on U) if
it is disjoint from X and |b− a| < min(1/C(H,X), 1/√2C(H,X)), where
(B.101) C(H,X) = max
xj∈X
max
z,w∈H
(∣∣∣∣ ∂ηj∂u2 (z, w)
∣∣∣∣ , ∣∣∣∣∂2ηj∂u22 (z, w)
∣∣∣∣) .
While this notion of “shortness” is ugly, it is easy to apply. In practice, we will be
given a coordinate patch U whose closure U is disjoint from X. Defining C(U) as in
(B.101) with H replaced by U , one sees that any real interval [a, b] ⊂ U with |b − a| <
max(1/C(U), 1/
√
2C(U)) is “short”.
We will now show that restricted, weighted (X, ~s)-Chebyshev pseudopolynomials for
short real intervals behave like classical Chebyshev polynomials.
Proposition B.16. Let U ⊂ Cv(C) be a coordinate patch with coordinate function z.
Suppose H = [a, b] ⊂ U\X is a short real interval.
Fix ~s ∈ Pm, and let W (z) be weight function which is continuous, positive and bounded
on a neighborhood of H. Then for any pair (n,N) with n ≥ 1, each Chebyshev pseudopoly-
nomial P˜(n,N)(z,W ) =
∏n
i=1[z, αi]X,~s · W (z)N for H relative to W (z) has the following
properties. Assume the roots αi are labeled in increasing order.
(1) P˜(n,N)(z,W ) has distinct roots which lie in the interior of [a, b].
(2) If α1 is the leftmost root of P˜(n,N)(z,W ), there is a point α0 ∈ [a, α1] where
P˜(n,N)(α0,W ) = ‖P˜(n,N)‖H .
(3) For each pair of consecutive roots αi, αi+1 there is a point αi ∈ (αi, αi+1) where
P˜(n,N)(αi,W ) = ‖P˜(n,N)‖H .
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(4) If αn is the rightmost root, there is a point αn ∈ (αn, b] where
P˜(n,N)(αn,W ) = ‖P˜(n,N)‖H .
Proof. Write C = C(H,X), where C(H,X) is as in Definition B.15. The hypothesis
that H is “short” implies that
(B.102)
1
b− a > C ,
1
(b− a)2 > 2C .
We will now show that in the presence of the bounds (B.102), the classical arguments
concerning oscillation properties of Chebyshev polynomials carry over. The weight function
plays a negligible role; it cancels out in all the ratios below.
Fix (n,N). We already know that P˜(n,N)(z,W ) exists; the problem is to show it has
the properties above. Write P˜ (z) = P˜(n,N)(z,W ), M = ‖P˜ (z)‖H .
First, suppose P˜ (z) had a root at z = a. Then P˜ (a) = 0 and so there would be an
interval [a, a + δ] on which P˜ (z) < M . We claim that by replacing the factor [z, a]X,~s in
P˜ (z) by [z, a+ ε]X,~s for an appropriately small ε, we could reduce ‖P˜‖H . Let Pε(z) be the
pseudopolynomial thus obtained. By the continuity of [z, w]X,~s, for sufficiently small ε > 0
we would still have Pε(z) < M for z ∈ [a, a+ δ]. For z ∈ (a+ δ, b],
Pε(z)
P˜ (z)
=
[z, a + ε]X,~s
[z, a]X,~s
and
− log
(
[z, a+ ε]X,~s
[z, a]X,~s
)
= − log
( |z − a− ε|
|z − a|
)
+ η(z, a + ε)− η(z, a) .
By Lemma B.14, for all z ∈ H, |η(z, a + ε) − η(z, a)| < Cε. On the other hand, for
z ∈ (a+ δ, b] and 0 < ε < δ,
− log
( |z − a− ε|
|z − a|
)
= − log
(
|1− ε
z − a |
)
>
ε
|z − a| .
Since [a, b] is short enough that 1/(b − a) > C, also 1/(z − a) > C and so
− log
(
[z, a + ε]X,~s
[z, a]X,~s
)
> 0 ,
Thus [z, a + ε]X,~s < [z, a]X,~s for all z ∈ [a + δ, b]. It follows that ‖Pε(z)‖H < ‖P˜‖H ,
contradicting the minimality of ‖P˜‖H . A similar argument shows P˜ (z) cannot have a root
at z = b.
Let α1 be the leftmost root of P˜ (z). If P˜ (z) did not achieve its maximum in [a, α1],
an argument like the one above shows we could reduce ‖P˜‖H by moving α1 slightly to the
right. For similar reasons, if αn is the rightmost root and P˜ (z) did not achieve its maximum
in [αn, b], we could reduce ‖P˜‖H by moving αn to the left.
Next, suppose P˜ (z) had a double root at αi, say. As shown above, αi ∈ (a, b). Since
P˜ (αi) = 0, there is a δ > 0 such that P˜ (z) < M for z ∈ [αi − δ, αi + δ]. If we define Pε(z)
by replacing the factor [z, αi]
2
X,~s in P˜ (z) by [z, αi− ε]X,~s[z, αi+ ε]X,~s, then by the continuity
of [z, w]X,~s, for sufficiently small ε we will have Pε(z) < M for z ∈ [αi − δ, αi + δ].
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For z ∈ H\[αi − δ, αi + δ],
Pε(z)
P˜ (z)
=
[z, αi − ε]X,~s[z, αi + ε]X,~s
[z, αi]
2
X,~s
and
− log
(
[z, αi − ε]X,~s[z, αi + ε]X,~s
[z, αi]
2
X,~s
)
= − log
(
(z − αi + ε)(z − αi − ε)
(z − αi)2
)
+ η(z, αi − ε) + η(z, αi + ε)− 2η(z, αi) .
We can assume 0 < ε < δ, so since |z − αi| > δ,
− log
(
(z − αi + ε)(z − αi − ε)
(z − αi)2
)
= − log
(
1− ε
2
(z − αi)2
)
>
ε2
(z − αi)2 .
On the other hand, by Lemma B.14, |η(z, αi− ε)+η(z, αi+ ε)−2η(z, αi)| < 2Cε2. As [a, b]
is short enough that 1/(b − a)2 > 2C, then ε2/(z − αi)2 > 2Cε2 for z ∈ H\[αi − ε, αi + ε],
so
− log
(
[z, αi − ε]X,~s[z, αi + ε]X,~s
[z, αi]2X,~s
)
> 0 .
Hence [z, αi − ε]X,~s[z, αi + ε]X,~s < [z, αi]2X,~s for all z /∈ [αi − δ, αi + δ], which implies that
‖Pε(z)‖H < ‖P˜‖H . This contradicts the minimality of ‖P˜‖H .
Finally, suppose P˜ (z) did not take on the value M between two consecutive roots
αi, αi+1. There is a δ > 0 such that P˜ (z) < M for all z ∈ [αi− δ, αi+1 + δ]. Define Pε(z) by
replacing the product [z, αi]X,~s[z, αi+1]X,~s in P˜ (z) with [z, αi − ε]X,~s[z, αi+1 + ε]X,~s. By the
continuity of [z, w]X,~s, for sufficiently small ε > 0 we have Pε(z) < M for z ∈ [αi−δ, αi+1+δ].
For z 6= αi, αi+1 we have
Pε(z)
P˜ (z)
=
[z, αi − ε]X,~s[z, αi+1 + ε]X,~s
[z, αi]X,~s[z, αi+1]X,~s
.
Furthermore, for z ∈ [a, b] but z /∈ [αi − δ, αi+1 + δ],
− log
(
[z, αi − ε]X,~s[z, αi+1 + ε]X,~s
[z, αi]X,~s[z, αi+1]X,~s
)
= − log
(
(z − αi + ε)(z − αi+1 − ε
(z − αi)(z − αi+1)
)
+ η(z, αi − ε) + η(z, αi+1 + ε)− η(z, αi)− η(z, αi+1) .
Here |η(z, αi− ε)+ η(z, αi+1+ ε)− η(z, αi)− η(z, αi+1)| < C(αi+1−αi)ε+2Cε2 by Lemma
B.14. On the other hand, for small enough ε and for z /∈ [αi − δ, αi+1 + δ],
− log
(
(z − αi + ε)(z − αi+1 − ε)
(z − αi)(z − αi+1)
)
= − log
(
1− ε(αi+1 − αi) + ε
2
(z − αi)(z − αi+1)
)
>
ε(αi+1 − αi)
(z − αi)(z − αi+1) .
As 1/(b−a)2 > 2C, then ε(αi+1−αi)(z−αi)(z−αi+1) > 2C(αi+1−αi)ε. Thus for sufficiently small ε > 0
− log
(
[z, αi − ε]X,~s[z, αi+1 + ε]X,~s
[z, αi]X,~s[z, αi+1]X,~s
)
> 0 ,
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whence [z, αi− ε]X,~s[z, αi+1+ ε]X,~s < [z, αi]X,~s[z, αi+1]X,~s for all z as above. This shows that
‖Pε(z)‖H < ‖P˜‖H for small enough ε, once more contradicting the minimality of ‖P˜‖H . 
Remark. Because of the presence of the weight function, P˜(n,N)(z,W ) need not take on
its maximum value at a and b (as holds classically). However, P˜(n,N)(z,W ) does “vary n
times from M to 0 to M” on H, which is enough for the application in the next section.
7. Oscillating Pseudopolynomials.
In this section we specialize to the case Kv ∼= R. Thus, Cv(R) has meaning, and there
is an action of complex conjugation z 7→ z on Cv(C).
We will assume that X and H ⊂ Cv(C)\X are stable under complex conjugation, that
H is compact, and that H has finitely many connected components H1, . . . ,HD, where
no Hℓ is reduced to a point, and each Hℓ is simply connected. Under these hypotheses
Cv(C)\Hℓ is connected for each ℓ, and Cv(C)\H is connected. Since H is stable under
complex conjugation, for each ℓ there is an index ℓ for which Hℓ = Hℓ ; possibly Hℓ = Hℓ.
We will say that a component Hℓ is a “short interval” if it satisfies the following condition:
Hℓ = [aℓ, bℓ] ⊂ Cv(R)\X is short relative to X and a suitable(B.103)
local coordinate function zℓ, in the sense of Definition B.15.
Recall that a probability vector ~s ∈ Pm is Kv-symmetric if sj = sk whenever xj = xk.
We will say that a vector ~n = (n, . . . , nD) ∈ ND is Kv-symmetric if nj = nk whenever
Hj = Hk (i.e., when j = k).
Let ~s ∈ Pm be a Kv-symmetric probability vector. Let ~n ∈ ND be Kv-symmetric,
and put N =
∑D
ℓ=1 nℓ. For each such ~n we will construct an (X, ~s)-pseudopolynomial
P~n(z) = P(X,~s),~n(z) whose roots belong to H, which satisfies P~n(z) = P~n(z) for all z,
which has large oscillations on the sets Hℓ which are short intervals, and whose normalized
logarithm (−1/N) log(P~n(z)) approximates uX,~s(z,H) outside a neighborhood of H.
Most of the roots of P~n(z) will be roots of the weighted Chebyshev polynomials, or
weighted Fekete points, for the sets Hℓ. Some care is needed to assure that P~n(z) = P~n(z).
Let µX,~s be the equilibrium distribution of H relative to X and ~s. For each ℓ put
ûℓ(z) =
∫
H\Hℓ
− log([z, w]X,~s) dµX,~s(w)
and let Wℓ(z) = exp(−ûℓ(z)). Since X and H are stable under complex conjugation, and ~s
is Kv-symmetric, we have ûℓ(z) = ûℓ(z) and Wℓ(z) =Wℓ(z).
If Hℓ is a short interval, let
(B.104) P˜ℓ,(nℓ,N)(z) =
nℓ∏
i=1
[z, αℓ,i]X,~s ·Wℓ(z)N
be the weighted Chebyshev pseudopolynomial for Hℓ with weight Wℓ(z). We are interested
in its roots αℓ,1, . . . , αℓ,nℓ , which belong to Hℓ.
If Hℓ is not a short interval and Hℓ 6= Hℓ, let αℓ,1, . . . , αℓ,nℓ ∈ Hℓ be a set of (nℓ, N)-
Fekete points for Hℓ relative to the weight Wℓ(z), that is, a set of points achieving the
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maximum value
d(nℓ,N)(Hℓ,Wℓ) =
 nℓ∏
i,j=1
i 6=j
[αℓ,i, αℓ,j]X,~s ·
nℓ∏
i=1
W (zi)
2N

1/N2
in (B.40). We take the Fekete points αℓ,i for Hℓ to be the conjugates of the αℓ,i for Hℓ.
Finally, suppose Hℓ is not a short interval, but Hℓ = Hℓ. We first show
1 that Hℓ
contains a point βℓ fixed by complex conjugation, that is, a point in Cv(R). Let S be Cv(C),
viewed as a topological surface, and let S0 be the quotient of S under the action of complex
conjugation. Write π : S → S0 for the quotient map. Let S˙ = Cv(C)\(Cv(R) ∪ X) and put
S˙0 = π(S˙) ⊂ S0. Then S0 is a compact, connected (possibly non-orientable) surface with
boundary, S˙0 consists of the interior of S0 with a finite number of points removed, and S˙
is a 2-to-1 unramified cover of S˙0. Suppose Hℓ ∩ Cv(R) = φ. Then Hℓ ⊂ S˙. Choose a point
P ∈ Hℓ, and let P ∈ Hℓ be its image under complex conjugation. By hypothesis P 6= P .
Since Hℓ is simply connected, and in particular path connected, there is a path α from P
to P in Hℓ. Let α be the conjugate path; then the concatenation α ∗ α is a loop in Hℓ (by
a loop, we mean a continuous image of the unit circle). Since Hℓ is simply connected, α ∗α
is homotopic in Hℓ to a point. Put α0 = π(α) = π(α) ⊂ S˙0. Then α0 ∗ α0 is homotopic in
S˙0 to a point. However, π(P ) = π(P ), so α0 itself is a loop, and the fundamental group of
a surface with at least one puncture is a free group and in particular is torsion-free. This
means α0 is homotopic in S˙0 to a point; let σ be such a homotopy. Since S˙ is an unramified
cover of S˙0, we can lift σ to a homotopy of loops in S˙ whose initial element is the pre-image
α of α0. Thus α is a loop, and so P = P , a contradiction.
Still assuming Hℓ not a short interval but Hℓ = Hℓ, put mℓ = ⌊nℓ/2⌋, M = ⌊N/2⌋,
and let αℓ,1, . . . , αℓ,mℓ ∈ Hℓ be a set of (mℓ,M)-Fekete points for Hℓ relative to Wℓ(z). If
n = 2mℓ is even, put αℓ,i = αℓ,i−mℓ for i = mℓ + 1, . . . , 2mℓ. If nℓ = 2mℓ + 1 is odd, define
αℓ,mℓ+1, . . . , αℓ,2mℓ as above and put αℓ,2mℓ+1 = βℓ. Now define
(B.105) P~n(z) :=
D∏
ℓ=1
nℓ∏
i=1
[z, αℓ,i]X,~s .
Then P~n(z) is an (X, ~s)-pseudopolynomial of degree N for H, satisfying P~n(z) = P~n(z) for
all z. Let
M~n =
(
‖P~n(z)‖H
)1/N
.
If there are components Hℓ which are short intervals, let ρ~n > 0 be the largest number such
that P~n(z) varies nℓ times from (ρ~n)
N to 0 to (ρ~n)
N each of those components; otherwise
put ρ~n =M~n.
Let
ω~n =
1
N
D∑
ℓ=1
nℓ∑
i=1
δαℓ,i(z)
be the discrete measure of mass 1 associated to P~n(z). By construction, it is stable under
complex conjugation.
1The author thanks Will Kazez for this argument.
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For each ℓ = 1, . . . ,D, put σℓ = µX,~s(Hℓ) > 0, and let ~σ = (σ1, . . . , σD). Then ~σ
is Kv-symmetric, i.e. σℓ = σℓ for each ℓ. Given a sequence of Kv-symmetric vectors
~nk = (nk,1, . . . , nk,D) ∈ ND for k = 1, 2, 3, . . ., put Nk =
∑D
ℓ=1 nk,ℓ for each k.
Proposition B.17. Suppose Kv ∼= R. Assume that X and H ⊂ Cv(C)\X are stable
under complex conjugation, and that H is compact and has finitely many connected compo-
nents H1, . . . ,HD, where no Hℓ is reduced to a point, and each Hℓ is simply connected. Let
~s ∈ Pm be a Kv-symmetric probability vector. Then for each Kv-symmetric vector ~n ∈ ND,
the (X, ~s)-pseudopolynomial P~n(z) has all its roots belong to H, with has exactly nℓ roots in
each Hℓ. It satisfies P~n(z) = P~n(z) for all z ∈ Cv(C). In addition, for each Hℓ = [aℓ, bℓ]
which is a short interval, the roots of P~n(z) in Hℓ are distinct, and P~n(z) varies nℓ times
from ρN~n to 0 to ρ
N
~n on Hℓ, where N = deg(P~nk) =
∑d
ℓ=1 nℓ.
For any sequence of Kv-symmetric vectors ~nk ∈ ND for which Nk →∞ and ~nk/Nk → ~σ,
(1) The discrete measures ω~nk associated to the P~nk converge weakly to the equilibrium
distribution µX,~s of H ;
(2) If U is any open neighborhood of H, then as k →∞ the functions − 1Nk log(|P~nk(z)|)
converge uniformly to the equilibrium potential uX,~s(z,H) on Cv(C)\(U ∪X).
(3) limk→∞M~nk = limk→∞ ρ~nk = γX,~s(H) .
Proof. By construction, P~n(z) = P~n(z) for all z ∈ Cv(C), the roots of P~n(z) belong to
H, and P~n has exactly nℓ roots in Hℓ. For each Hℓ which is a short interval, the roots of
P~n(z) in Hℓ are distinct by Proposition B.16, and P~n(z) varies nℓ times from ρ~n to 0 to ρ~n
on Hℓ by the definition of ρ~n.
Now consider a sequence {~nk}k∈N with Nk →∞ and nk,ℓ/Nk → σℓ for each ℓ. Put
ω ~nk,ℓ =
nℓ∑
i=1
1
Nk
δαℓ,i(z) .
By Corollary B.11 and Theorem B.13, for each ℓ, as k → ∞, the measures ω~nk,ℓ converge
weakly to µX,~s|Hℓ . (The presence of the points βℓ do not affect this.) Hence the ω~nk =∑d
ℓ=1 ω~nk,ℓ converge weakly to µX,~s.
This implies that outside any neighborhood U of H, the potential functions uX,~s(z, ω~nk)
converge uniformly to uX,~s(z,H). Indeed, since ∂U and H are compact and disjoint,
− log([z, w]X,~s) is uniformly continuous on ∂U × H. Since the ω~nk converge weakly to
µX,~s, as k →∞
uX,~s(z, ω~nk) =
∫
H
− log([z, w]X,~s) dω~nk(w) = −
1
Nk
log(P~nk(z))
converges uniformly to uX,~s(z,H) =
∫
H − log([z, w]X,~s) dµX,~s(w) on ∂U . However, for each k,
by Theorem A.2 the function uX,~s(z, ω~nk)−uX,~s(z,H) on Cv(C)\(U∪X) extends to a function
harmonic on a neighborhood of each xi ∈ X. By the Maximum principle, uX,~s(z, ω~nk) =
− 1Nk log(P~nk(z)) converges uniformly to uX,~s(z,H) on Cv(C)\(U ∪ X).
We will next show that limk→∞Mnk = γX,~s(H), or equivalently, that
(B.106) lim
k→∞
− log(M~nk) = VX,~s(H) .
Recall that a Hausdorff space X is simply connected if and only if any two points are joined
by an arc and every loop in X is homotopic in X to a point. Since each component of H is
simply connected and no component is a point, it follows from Theorem A.2 and Proposition
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A.3 that the potential function uX,~s(z,H) is continuous, with uX,~s(z,H) = VX,~s(H) for all
z ∈ H. Since Cv(C)\H is connected, in addition uX,~s(z,H) < VX,~s(H) for all z /∈ H.
We first claim that − log(Mnk) ≤ VX,~s(H) for each k. For each z ∈ H, uX,~s(z, ω~nk)
satisfies
uX,~s(z, ω~nk) = −
1
Nk
log(P~nk(z)) ≥ − log(M~nk) .
By Fubini-Tonelli, it follows that
VX,~s(H) =
∫
H
uX,~s(z,H) dω~nk(z) =
∫
H
uX,~s(z, ω~nk) dµX,~s(z) ≥ − log(M~nk)
as asserted.
Now fix ε > 0, and put
Uε = {z ∈ Cv(C) : uX,~s(z,H) > VX,~s(H)− ε} .
By the properties of uX,~s(z,H) noted above, Uε is open and H ⊂ Uε. Since the ω~nk
converge weakly to µX,~s, the functions uX,~s(z, ω~nk) converge uniformly to uX,~s(z,H) on
Cv(C)\(Uε ∪ X). Thus, there is a k0 such that for all k ≥ k0 and all z ∈ Cv(C)\(Uε ∪X) we
have
|uX,~s(z,H)− uX,~s(z, ω~nk)| < ε
This means that for k ≥ k0 and z ∈ ∂Uε,
(B.107) uX,~s(z, ω~nk) > VX,~s(z) − 2ε .
However, uX,~s(z, ω~nk) is superharmonic on Uε so by the Maximum principle for superhar-
monic functions, (B.107) holds throughout Uε. In particular, − log(M~nk) > VX,~s(z) − 2ε.
Since ε > 0 is arbitrary, (B.106) holds.
Finally, we show that limk→∞ ρ~nk = γX,~s(H). Recall that Wℓ(z) = exp(−ûℓ(z)) where
ûℓ(z) =
∫
H\Hℓ
− log([z, w]X,~s) dµX,~s(w) .
Write P˜k,ℓ(z) for the weighted Chebyshev pseudopolynomial P˜ℓ,(nk,ℓ,Nk)(z,Wℓ) as in (B.104),
and write CH∗k,ℓ for the weighted Chebyshev constant CH
∗
(nk,ℓ,Nk)
(Hℓ,Wℓ) = ‖P˜k,ℓ‖1/NkHℓ .
Also, for each k and ℓ, put
ûk,ℓ(z) :=
∫
H\Hℓ
− log([z, w]X,~s) dω ~nk(w) .
By Theorem B.2 and Theorem B.12, as k → ∞ and ~nk/Nk → ~σ, the CH∗k,ℓ converge to
CH∗σℓ(Hℓ,Wℓ) = γX,~s(H).
Fix ε > 0. Since the measures ω~nk converge weakly to µX,~s, if k is sufficiently large,
then by Theorem B.12, for each ℓ
(B.108) |ûk,ℓ(z)− ûℓ(z)| < ε on Hℓ
and
(B.109) e−ε · γX,~s(H) < CH∗k,ℓ .
Put ρ = e−2εγX,~s(H).
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Suppose Hℓ is a short interval. Since ‖P˜k,ℓ‖Hℓ = (CH∗k,ℓ)Nk , Proposition B.16 shows
that P˜k,ℓ(z) oscillates nk,ℓ times from (CH
∗
k,ℓ)
Nk to 0 to (CH∗k,ℓ)
Nk on Hℓ. At each point in
Hℓ where P˜k,ℓ(z) = (CH
∗
ℓ,~n)
Nk , we have
P~nk(z) > (e
−ε CH∗k,ℓ)
Nk > ρNk
and at each point where P˜k,ℓ(z) = 0, also P~nk(z) = 0.
Thus P~nk(z) oscillates nk,ℓ times from ρ
Nk to 0 to ρNk on each Hℓ which is a short
interval, so ρ~nk ≥ ρ = e−2εγX,~s(H). Trivially ρ~nk ≤M~nk , so since limk→∞M~nk = γX,~s(H),
and since ε > 0 is arbitrary, assertion (3) in the Proposition follows. 
Remark. In constructing the functions P~n(z), the use of the Chebyshev points for the
components which are short intervals is essential. However, the use of the Fekete points
for the other components is a matter of convenience; all that is needed is that the associated
discrete measures be stable under complex conjugation, and converge weakly to µX,~s.
On some curves Cv/R there exist connected setsH ⊂ Cv(C)\Cv(R) which are stable under
complex conjugation, but are not simply connected. For example, consider an elliptic curve
E/R such as the one defined by y2 = x3− 1, for which the real locus E(R) is homeomorphic
to a loop. Such a curve which has two real 2-torsion points P0 = O and P1, and two
conjugate non-real 2-torsion points P2, P3. The set H = P2+E(R) (where addition is under
the group law on E) is stable under complex conjugation, and complex conjugation acts on
H via translation by P1 = P3 − P2, so it has no fixed points in H.
In Proposition B.17, one can replace the hypothesis that the components Hℓ are simply
connected with two additional hypotheses: first, that each connected component of Cv(C)\H
must contain at least one xi for which si > 0; and second, that for each component Hℓ which
is not a short interval but satisfies Hℓ = Hℓ, the number nℓ is even.
We can reformulate Proposition B.17 in a useful way, as follows. For each ~n, put
(B.110) Q~n(z) =
1
MN~n
P~n(z) ,
and put R~n = ρ~n/M~n ≤ 1. Then ‖Q~n‖H = 1, Q~n(z) = Q~n(z) for all z, and Q~n(z) varies N
times from RN~n to 0 to R
N
~n on each Hℓ which is a short interval.
Recall that the Green’s function of H is GX,~s(z,H) = VX,~s(H)−uX,~s(z,H). As in §5.1,
define the logarithmic leading coefficient of H at xi by
Λxi(H,~s) = limz→xi
GX,~s(z;H) + si log(|gxi(z)|)(B.111)
= Vxi(H) +
∑
j 6=i
G(xi, xj ;H) .
Likewise, as in §5.2, for each xi ∈ X, define the logarithmic leading coefficient of Q~n(z) at
xi by
(B.112) Λxi(Q~n, ~s) = limz→xi
1
N
log(Q~n(z)) + si log(|gxi(z)|) .
Recalling that for any sequence {~nk}k∈N with Nk →∞ and ~nk/Nk → ~σ we have
lim
k→∞
M~nk = γX,~s(H) = e−VX,~s(H) ,
by Proposition B.17 we have:
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Theorem B.18. Suppose Kv ∼= R. Assume that X and H ⊂ Cv(C)\X are stable under
complex conjugation, that H is compact, and that H has finitely many connected components
H1, . . . ,HD, where no Hℓ is reduced to a point and each Hℓ is simply connected.
Fix a Kv-symmetric probability vector ~s ∈ Pm. For each ℓ = 1, . . . ,D put σℓ = µX,~s(Hℓ)
and let ~σ = (σ1, . . . , σD). For each Kv-symmetric vector ~n ∈ ND write N = N~nk =
∑
ℓ nℓ.
Then the collection of (X, ~s)-pseudopolynomials
Q~n(z) =
1
MN~n
D∏
ℓ=1
nℓ∏
i=1
[z, αℓ,i]X,~s ,
constructed above for ~n ∈ ND, has the following properties:
(1) For each ~n, Q~n satisfies ‖Q~n‖H = 1, with Q~n(z) = Q~n(z) for all z ∈ Cv(C). The
roots of Q~n all belong to H, with nℓ roots in each Hℓ. Put R~n = ρ~n/M~n, so 0 < R~n ≤ 1.
For each Hℓ which is a short interval in the sense of (B.103), the roots of Q~n in Hℓ are
distinct, and Q~n varies nℓ times from R
N
~n to 0 to R
N
~n on Hℓ.
(2) Let {~nk}k∈N be any sequence with N~nk →∞ and ~nk/N~nk → ~σ. Then limk→∞R~nk =
1, and the discrete measures ω~nk associated to the Q~nk converge weakly to the equilibrium
distribution µX,~s of H. For each neighborhood U of H, the functions
1
N~nk
log(Q~nk(z)) con-
verge uniformly to GX,~s(z,H) on Cv(Cv)\(U ∪ X), and for each xi ∈ X,
lim
k→∞
Λxi(Q~nk , ~s) = Λxi(H,~s) .

APPENDIX C
The Universal Function
In this Appendix, we construct a parametrization of rational functions of degree d on a
curve by their zeros and poles. We then establish a v-adic bound for how much a rational
function changes when its zeros and poles are moved slightly. This is used in §11.3, in Step
4 of the patching process in the nonarchimedean compact case, with d = max(1, 2g), in
moving the roots of the partially patched function away from each other.
Let F be a field, and let F be a fixed algebraic closure of F . When C = P1/F , let
z, w, p, q be independent variables and consider the crossratio
χ(z, w; p, q) =
(z − p)
(z − q)
(w − q)
(w − p) ,
which extends to a rational function on (P1)4. Now specialize p, q to P1(F ), and take
w ∈ P1(F ) distinct from p, q. Then fw,p,q(z) = χ(z, w; p, q) is a rational function on P1 with
divisor (p)− (q), normalized by the condition that fw,p,q(w) = 1.
More generally, for arbitrary p1, . . . , pd, q1, . . . , qd ∈ P1(F ), if w ∈ P1(F ) is distinct from
the pi and qi, then
(C.1) fw,~p,~q(z) := f(z, w; ~p, ~q) :=
d∏
i=1
χ(z, w; pi, qi)
is the unique rational function on P1 with divisor divC(fw,~p,~q) =
∑
(pi) −
∑
(qi), for which
fw,~p,~q(w) = 1. Conversely, for any nonconstant rational function h(z) ∈ F (z), there is a
point w ∈ P1(F ) where h(w) = 1. In this way, we obtain a parametrization of all rational
functions of degree d on P1 by means of their zeros and poles and a normalizing point.
We will now show the existence of similar parametrizations for arbitrary curves C/F .
Let C/F be a smooth, projective, geometrically integral curve of genus g > 0. Given
D ∈ DivdC/F (F ), let [D] ∈ PicdC/F (F ) be the linear equivalence class of D. Likewise, given
~p = (p1, . . . , pd) ∈ C(F )d, write [~p] ∈ PicdC/F (F ) for the linear equivalence class of
∑
(pi).
Let Jac(C)/F be the Jacobian of C, and let Φ : Cd × Cd → Jac(C) be the F -rational map
defined by Φ(~p, ~q) = [~p]− [~q] for ~p, ~q ∈ Cd(F ). Put Y = Φ−1(0). Then Y is the F -rational
subvariety of Cd × Cd for which
Y (F ) = {(~p, ~q) ∈ C(F )d × C(F )d :
∑
(pi)−
∑
(qi) is principal} .
We will construct a “universal rational function” f(z, w; ~p, ~q) on C×C×Y which parametrizes
normalized rational functions of degree d on C in the sense above. For this it will be necessary
to assume that d ≥ 2g − 1.
We will then specialize to the case where F is a nonarchimedean local field Kv , and
study the continuity properties of f(z, w; ~p, ~q).
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Theorem C.1. Let F be a field, and let C/F be a smooth, projective, geometrically
integral curve of genus g ≥ 0. Fix d ≥ max(1, 2g−1), and let Y be the F -rational subvariety
of Cd × Cd for which
Y (F ) = {(~p, ~q) ∈ Cd(F )× Cd(F ) :
∑
(pi) ∼
∑
(qi)} .
Then there is an F -rational function1 f(z, w; ~p, ~q) on C × C × Y uniquely defined by the
property that for each (~p, ~q) ∈ Y (F ) and each w ∈ C(F ) distinct from the pi, qi, the function
fw,~p,~q(z) := f(z, w; ~p, ~q) ∈ F (C) satisfies divC(fw,~p,~q) =
∑
(pi)−
∑
(qi) and fw,~p,~q(w) = 1.
Moreover, if F ⊆ M ⊆ F is an extension such that w ∈ C(M) and ∑(pi) −∑(qi) is
rational over M , then fw,~p,~q(z) ∈M(C).
The proof uses the theory of the Picard scheme, due to Grothendieck and Mumford.
The part of the theory we need goes back to Weil and Matsusaka.
A modern reference for this is Kleiman ([31]); see also Milne ([43]). We follow Kleiman’s
notation. Given a separated map of locally Noetherian schemes F : X → S, let PicX/S be
the relative Picard functor, defined by
PicX/S(T ) = Pic(XT )/Pic(T )
for any locally Noetherian scheme T/S ([31], Definition 2.2); here XT = X ×S T .
If F : X → S is projective and flat, with reduced, connected geometric fibres, and if
X(S) 6= φ, then PicX/S is represented by a commutative group scheme PicX/S which is
separated and locally of finite type over S (see [31], Theorems 2.5 and 4.8, and Exercise
3.11).
The scheme PicX/S commutes with base change: for any locally Noetherian scheme
S′/S, PicXS′/S′ exists and equals PicX/S ×SS′ ([31], Exercise 4.4). Points of PicX/S
correspond in a natural bijective way to classes of invertible sheaves on the fibres of X/S
([31], Exercise 4.5). There is an invertible sheaf P on X ×PicX/S , called a Poincare´ sheaf,
such that for any locally Noetherian scheme T/S, and any invertible sheaf L on XT , there
exists a unique S-map h : T → PicX/S such that for some invertible sheaf N on T ,
L ∼= (1× h)∗P ⊗ f∗T (N )
(see [31], Exercise 4.3). In general, the Poincare´ sheaf is not unique.
Let DivX/S be the functor defined by
DivX/S(T ) = {relative effective divisors on XT /T} ;
see ([31], §3) for details. It is represented by an open subscheme DivX/S of the Hilbert
scheme HilbX/S ([31], Theorem 3.7). By ([31], §3.10 and Exercise 4.7), there is a coherent
OPicX/S -moduleQ for whichDivX/S ∼= P(Q). There is a natural map of functors AX/S(T ) :
DivX/S(T ) → PicX/S(T ), called the “Abel map”, which sends a relative effective divisor
D on XT /T to the sheaf OXT (D), and there is a corresponding Abel map of S-schemes
AX/S : DivX/S → PicX/S .
If S = Spec(F ) where F is a field, and X = C is a smooth, projective, geometrically
integral curve of genus g > 0 with C(F ) 6= φ, the connected component of the identity,
Pic0X/S , is an abelian variety of dimension g ([31], Exercise 5.23) which is F -isomorphic to
the Jacobian Jac(C)/F . In this setting, we will write PicC/F for PicX/S and DivC/F for
1The author thanks Robert Varley for pointing out that f(z, w; ~p, ~q) can be defined even when C(F ) = φ.
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DivX/S . Here PicC/F is a disjoint union of open subschemes PicdC/F representing invertible
sheaves L of degree d, and PicdC/F is a Pic0C/F -torsor for each d ([31], Exercise 6.21).
Similarly DivC/F is a disjoint union of open subschemes DivdC/F for d ≥ 1, and for each d
the Abel map takes DivdC/F to Pic
d
C/F . Let Cd be the d-fold product of C with itself, and let
Sym(d)(C) be the d-fold symmetric product; it is smooth, since C is a curve ([43], Proposition
3.2, p.94). For each d ≥ 1 there is a canonical surjective morphism αd : Cd → DivdC/F given
on F -points by αd(p1, . . . , pd) =
∑
(pi). It induces an isomorphism Sym
d(C) ∼= DivdC/F (see
[31], Remark 3.9).
Proof of Theorem C.1. We first carry out the construction over F . Make a base
change to F , and until further notice, replace C by C = CF and Y by Y = YF . We will
denote the function in the theorem constructed over F by f(z, w; ~p, ~q).
Clearly C(F ) 6= 0. If C has genus 0, then C ∼= P1/F , so we can construct f(z, w; ~p, ~q) by
using the cross-ratio as in (C.1). In the argument below we will assume that g > 0.
Note that for each (~p, ~q) ∈ Y (F ), and each w ∈ C(F ) distinct from the pi, qi, there is a
unique function fw,~p,~q(z) ∈ F (C) for which divC(fw,~p,~q) =
∑
(pi)−
∑
(qi) and fw,~p,~q(w) = 1.
We must show that these functions glue to give a globally defined rational function on
C × C × Y .
Put Z = C × PicdC/F . If p2 : Z → PicdC/F is the projection on the second factor, and
y = [D] ∈ PicdC/F (F ), write Zy for the fibre p∗2(y) ∼= C. Let P be a Poincare´ sheaf on Z.
Then if iy : C →֒ Z is the inclusion iy(P ) = (P, y) ∈ Z, we have
Py := i∗y(P) ∼= P|Zy ∼= OC(D) .
Since d ≥ 2g−1, the Riemann-Roch theorem shows that dim(H0(C,OC(D))) = d−g+1
for all D ∈ DivdC/F (F ). The projection p2 : Z → PicdC/F is a flat, projective morphism of
Noetherian schemes, and P is flat over OZ , hence also flat over OPicdC/F . By Grauert’s
Theorem (see [H], p.288), (p2)∗(P) is locally free of rank d − g + 1 over OPicdC/F , and for
each y = [D] ∈ PicdC/F (F ), the natural map
(C.2) (p2)∗(P)⊗ k(y) → H0(Zy,Py) ∼= H0(C,OC(D))
is an isomorphism.
Via the isomorphism Sym(d)(C) ∼= DivdC/F , we can identify Sym(d)(C)(F ) with the set
of effective divisors D =
∑d
i=1(pi) of degree d supported on C(F ). Let Q : C
d → Sym(d)(C)
be the quotient map, and let P = AC/F : Sym
(d)(C) → PicdC/F be the Abel map, so that
P (D) = [D]. Then Q is finite of degree d!, and the fibres of P are isomorphic to Pd−g.
Indeed, if y = [D] ∈ PicdC/F (F ),
P−1(y) = {D′ ∈ Sym(d)(C)(F ) : D′ ∼ D}
= {D′ ∈ DivdC/F (F ) : D′ ≥ 0,D′ ∼ D}
∼= Proj(H0(C,OC(D))) .
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Let U ⊂ PicdC/F be an affine subset small enough that (p2)∗(P) is free over OPicdC/F (U).
For each y0 ∈ PicdC/F (F ), there is such an affine containing y0.
Put Z|U = p−12 (U) ∼= C × U ⊂ Z , and let
Sym(d)(C)|U = P−1(U) ⊂ Sym(d)(C) ,
Cd|U = (P ◦Q)−1(U) = Q−1(Sym(d)(C)|U ) ⊂ Cd .
Then Sym(d)(C)|U ∼= Pd−g × U . Let F0, . . . ,Fd−g be a set of OPicdC/F (U)-generators for
H0(Z|U ,P) ∼= H0(U, (p2)∗(P)). Then for each y = [D] ∈ U(F ), the sections i∗y(Fj) = Fj |Zy
form a basis for H0(C,OC(D)). Recall that Sym(d)(C) ∼= DivdC/F ⊂ HilbC/F , and let
((a0 : · · · : ad−g), y) vary over Pd−g × U . By the universal property of the Hilbert scheme,
the flat family of divisors
(C.3) µ˜((a0 : · · · : ad−g), y) = divC(i∗y(
∑
ajFj)) =:
d∑
i=1
(pi)
corresponds to a morphism µ : Pd−g×U → Sym(d)(C)|U . However, this morphism is simply
a realization of the fibration of Sym(d)(C)|U as a trivial Pd−g-bundle over U , and hence is
an isomorphism.
Let λ : Sym(d)(C)|U → Pd−g × U be the isomorphism inverse to µ. The surjective
morphism
ϕU = λ ◦Q : Cd|U → Pd−g × U
provides a means of parametrizing sections of P by their zeros: using the homogeneous
coordinates a0, . . . , ad−g on Pd−g, given ~p ∈ C|dU (F ), write
ϕU (~p) =
(
(a0(~p) : · · · : ad−g(~p)), [~p]
) ∈ (Pd−g × U)(F ) .
Then by (C.3), tautologically
(C.4) divC(i
∗
[~p](
∑
aj(~p)Fj)) = µ(ϕU (~p)) =
∑
(pi) .
For each pair (j, k) with (j, k) ∈ {0, . . . , d − g}, consider the rational function on Cd
defined by hj,k(~p) = aj(~p)/ak(~p) on Cd|U (F ). Its domain includes all points in U where
ak(~p) 6= 0. Put
(C.5) Gk,U(z, ~p) =
d−g∑
j=0
hj,k(~p)Fj(z, [~p]) ∈ F (Cd)⊗F H0(Z|U ,P) .
Formula (C.4) shows that for each ~p ∈ Cd|U (F ) with ak(~p) 6= 0, the pullback
Gk,~p(z) = i
∗
[~p](Gk,U(z, ~p))
is a section of H0(C,OC([~p])) satisfying
(C.6) divC(Gk,~p(z)) =
d∑
i=1
(pi) .
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Put Y |U = Y ∩ (Cd|U × Cd|U ). For each (k, ℓ) with 0 ≤ k, ℓ ≤ d− g, let
(C.7) fk,ℓ,U(z, w; ~p, ~q) =
Gk,U(z, ~p)
Gℓ,U(z, ~q)
Gℓ,U(w, ~q)
Gk,U(w, ~p) .
This a rational function on C×C×Y , defined at least for ~p, ~q ∈ Cd|U (F ) where ak(~p), aℓ(~q) 6=
0, and for z, w ∈ C(F ) distinct from the pi, qi.
Suppose ~p ∈ Cd|U (F ). If ~q ∈ Cd(F ) satisfies
∑
(qi) ∼
∑
(pi), that is, if [~q] = [~p] ∈ U
(so in particular ~q ∈ Cd|U (F )), there is an index ℓ such that aℓ(~q) 6= 0. For each w ∈ C(F )
distinct from the pi, qi,
fw,~p,~q(z) = i
∗
w,~p,~q(fk,ℓ,U) =
Gk,~p(z)
Gℓ,~q(z)
Gℓ,~q(w)
Gk,~p(w)
∈ F (C)
is the unique rational function on C for which divC(fw,~p,~q) =
∑
(pi) −
∑
(qi) and fw,~p,~q(w)
= 1. Hence as U and k, ℓ vary, the fk,ℓ,U glue to give the desired function f(z, w; ~p, ~q).
Now consider the field of definition of f(z, w; ~p, ~q). Recall that a field M is pseudo-
algebraically closed (PAC) if every absolutely irreducible variety V/M has an M -rational
point. It is well-known that for any field F , the separable closure F sep is PAC (see [27],
p.130, and [35], p.76). Since C(F sep) is nonempty, there is a finite separable extension F̂ /F
for which C(F̂ ) is nonempty. Thus the theory of the Picard scheme applies over F̂ . Let
f̂(z, w; ~p, ~q) be the function f(z, w; ~p, ~q) constructed above, regarding F̂ as the ground field.
We will first show that f̂(z, w; ~p, ~q) is F̂ -rational. Put Ĉ = C
F̂
, Ŷ = Y
F̂
, Ẑ = Z
F̂
. If
g = 0, then Ĉ ∼= P1
F̂
, Ŷ ∼= (P1
F̂
)d × (P1
F̂
)d, and Ẑ ∼= P1
F̂
× P1
F̂
× (P1
F̂
)d × (P1
F̂
)d. In this
case f̂(z, w; ~p, ~q) is defined using the crossratio and is F̂ -rational by construction. If g > 0,
then Ẑ = Ĉ × PicdĈ/F̂ ; let P̂ be a Poincare´ sheaf on Ẑ . Then Z = (Ẑ)F and we can take
P = (P̂)F . The varieties Ĉ and Ŷ are F̂ -rational, so Ĉ × Ĉ × Ŷ is F̂ -rational. For each
y0 ∈ PicdĈ/F̂ (F ) there is an F̂ -rational affine neighborhood U of y0 such that (p2)∗(P̂) is
free over OPicdĈ/F̂ (U), so we can assume the affines U in the construction above are F̂ -
rational. The invertible sheaf P̂ is F̂ -rational, so the sections F̂0, . . . , F̂d can be chosen to
be F̂ -rational, and then the maps ϕU and the functions hj,k(~p) will be F̂ -rational. Hence
f̂(z, w; ~p, ~q) is F̂ -rational.
Recall that Aut(F/F ) ∼= Gal(F sep/F ). Given σ ∈ Aut(F/F ), let Ĉσ (resp. Ŷ σ) be
the conjugate variety to Ĉ (resp. Ŷ ). Similarly, put f̂σ = σ ◦ f ◦ σ−1; it is a function on
Ĉσ × Ĉσ × Ŷ σ. It has properties analogous to those of f̂ : for each (w, ~p, ~q) ∈ Ĉσ × Ŷ σ with
w 6= pi, qi for all i, if we put f̂σw,~p,~q(z) = f̂σ(z, w; ~p, ~q) then divĈσ(f̂σw,~p,~q) =
∑
(pi)−
∑
(qi) and
f̂σw,~p,~q(w) = 1. Regarding C and Ĉ as projective varieties cut out by F̂ -rational equations,
fix an F̂ -rational isomorphism γ : C → Ĉ. By abuse of notation, we will denote the induced
isomorphisms Cd → Ĉd and C × C × Y → Ĉ × Ĉ × Ŷ by γ as well.
Define f(z, w; ~p, ~q) on C×C×Y by f = f̂ ◦γ. We claim that f is F -rational. It suffices to
show that fσ = f for all σ ∈ Aut(F/F ). For this, note that by the defining properties of f̂ ,
for each (~p, ~q) ∈ Y (F ) and each w ∈ C(F ) distinct from the pi, qi, the function fw,~p,~q ∈ F (C)
given by fw,~p,~q(z) = f(z, w; ~p, ~q) satisfies fw,~p,~q(w) = 1 and divC(fw,~p,~q) =
∑
(pi) −
∑
(qi).
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Indeed, fw,~p,~q(w) = f̂(γ(w), γ(w); γ(~p), γ(~q)) = 1 and
divC(fw,~p,~q) = γ−1
(
div
Ĉ
(f̂γ(w),γ(~p),γ(~q))
)
= γ−1
(∑
(γ(pi))−
∑
(γ(qi))
)
=
∑
(pi)−
∑
(qi) .
These properties uniquely determine fw,~p,~q. However, for each σ, an analous computa-
tion using the representation fσ = f̂σ ◦ γσ shows that (fσ)w,~p,~q has the same properties.
Hence fw,~p,~q = (f
σ)w,~p,~q. Since f(z, w; ~p, ~q) = f
σ(z, w; ~p, ~q) for a Zariski-dense set of points
(z, w, ~p, ~q), it follows that f = fσ.
The final assertion in the theorem is that for any subfield F ⊂M ⊂ F , if∑(pi)−∑(qi)
is M -rational and w ∈ C(M), then fw,~p,~q is M -rational. This is clear, since there exists a
g ∈M(C) for which divC(g) =
∑
(pi)−
∑
(qi), and then the function g(w)
−1 ·g isM -rational
and has the properties that characterize fw,~p,~q. 
Remark. Robert Varley has given an alternate construction of f(z, w; ~p, ~q) which does not
use the theory of the Picard scheme, but only requires Grauert’s theorem. His construction
applies even when the degree d is not in the stable range d ≥ max(1, 2g − 1).
We now sketch this construction2 As before, let F be a field, and let C/F be a smooth,
projective, geometrically integral curve of genus g ≥ 0. Fix d ≥ 1 and let Y˜ ⊂ Y be a
reduced, irreducible, locally closed F -rational subvariety. (Note that if d is in the stable
range, then Y is irreducible, but in general it may have more than one component.) We
claim there is a function f˜(z, w; ~p, ~q) ∈ F (C × C × Y˜ ) with the properties in Theorem C.1.
Let U ⊂ C × Y˜ be the open F -rational subvariety for which
U(F ) = {(w, ~p, ~q) ∈ C(F )× Y˜ (F ) : w is distinct from p1, . . . , pd, q1, . . . , qd} .
Define sections ϕ, σi, τi : U → C × U →֒ C × C × Y˜ by
ϕ(w, ~p, ~q) = (w,w, ~p, ~q), σi(w, ~p, ~q) = (pi, w, ~p, ~q), τi(w, ~p, ~q) = (qi, w, ~p, ~q)
for i = 1, . . . , d. Let W be the subvariety ϕ(U) ⊂ C × U , and let D and E be the Cartier
divisors on C × U corresponding to the F -rational Weil divisors ∑di=1 σi(U), ∑di=1 τi(U)
respectively. Consider the line bundles OC×U (E − D) and OW (E − D), the restriction map
r : OC×U (E − D) → OW (E − D), the projection p2 : C × U → U , and the direct images
(p2)∗(OC×U (E − D)) and (p2)∗(OW (E − D)). Then one can show that
(1) H0(U, (p2)∗(OC×U (E − D))) embeds naturally in the function field F (C × C × Y˜ );
(2) (p2)∗(OC×U (E − D))) ∼= OU ;
(3) the function f˜(z, w; ~p, ~q) ∈ F (C × C × Y˜ ) corresponding to the canonical section
1 ∈ H0(U,OU ) has the desired properties.
Indeed, (1) follows from a standard interpretation of sections of OC×U (E−D) as elements
of the function field F (C × U) = F (C × C × Y˜ ). Assertion (2) follows from two subclaims:
first, (p2)∗(OC×U (E − D)) ∼= (p2)∗(OW (E − D)), and second, (p2)∗(OW (E − D)) ∼= OU . For
the first, note that the fibres of (p2)∗(OC×U (E − D)) are one-dimensional, so by Grauert’s
theorem (p2)∗(OC×U (E − D)) is a line bundle on U . It maps pointwise nontrivially into
(p2)∗(OW (E−D)), which is also a line bundle on U . For the second, note that OW (E) ∼= OW
and OW (D) ∼= OW since D and E are disjoint from W . However (p2)∗OW ∼= OU since
ϕ : U → W ⊂ C × U is a section, and so (p2)∗(OW (E − D)) ∼= OU .
2The author thanks Varley for permission to include his construction here.
C. THE UNIVERSAL FUNCTION 387
We now specialize to the case F = Kv, where Kv is a nonarchimedean local field.
Our main result is the following. Let Cv/Kv be a smooth, projective, geometrically
integral curve of genus g ≥ 0. Fix a spherical metric ‖z, w‖v on Cv(Cv), and recall that for
each p ∈ Cv(Cv) and each r > 0,
B(p, r)− = {z ∈ Cv(Cv) : ‖z, p‖v < r} ,
B(p, r) = {z ∈ Cv(Cv) : ‖z, p‖v ≤ r} .
We will show that if ~p, ~q ∈ Cv(Cv)d are sufficiently near each other, and [~p] = [~q], then
f(z, w; ~p, ~q) is close to 1 outside fixed balls containing the pj and qj.
Theorem C.2. Let Kv be a nonarchimedean local field. Suppose Cv/Kv is a smooth,
projective, geometrically integral curve of genus g ≥ 0, and let Ev ⊂ Cv(Cv) be compact.
Then for each d ≥ max(1, 2g), there are a radius r0 = r0(Ev, d) > 0 and a constant
D = D(Ev, d) > 0 with the following property:
Given 0 < ε < r ≤ r0, suppose ~p, ~q ∈ Edv are such that
∑
(pj) ∼
∑
(qj) and ‖pj , qj‖v ≤ ε
for each j = 1, . . . , d. Put rj = ‖pj , qj‖v. Then
(A) for all z, w in Cv(Cv)\
(
(
⋃d
j=1B(pj, rj)
−) ∪ (⋃dj=1B(qj, rj)−)) we have
|f(z, w; ~p, ~q)|v = 1 ;
(B) for all z, w in Cv(Cv)\
(
(
⋃d
j=1B(pj, r)
−) ∪ (⋃dj=1B(qj, r)−)) we have
|f(z, w; ~p, ~q)− 1|v ≤ D
rd
ε .
We will use Theorem C.2 in the proof of Lemma 11.10, the “First Moving Lemma”
in the patching process in the nonarchimedean compact case. In our application r will be
fixed, and the important factor governing |f(z, w; ~p, ~q)− 1|v will be maxj(‖pj , qj‖v).
Proof of Theorem C.2 when g = 0. Fixing an isomorphism of Cv/Cv with P1/Cv,
we can assume that f(z, w; ~p, ~q) =
∏d
j=1 χ(z, w; pj , qj). Since any two spherical metrics on
Cv(Cv) are comparable ([51], Theorem 1.1.1) we can assume that ‖x, y‖v is the standard
metric on P1(Cv) given for x, y ∈ Cv by
(C.8) ‖x, y‖v = |x− y|v
max(1, |x|v)max(1, |y|v) .
By simple algebraic manipulations, one sees that that for z, w, p, q ∈ Cv
(C.9) |χ(z, w; p, q)|v =
∣∣∣∣(z − p)(w − q)(z − q)(w − p)
∣∣∣∣
v
=
‖z, p‖v‖w, q‖v
‖z, q‖v‖w, p‖v ,
and that
(C.10) χ(z, w; p, q) − 1 = (z − w)(p − q)
(z − q)(w − p) , |χ(z, w; p, q) − 1|v =
‖z, w‖v‖p, q‖v
‖z, q‖v‖w, p‖v .
By continuity, these formulas extend to z, w, p, q ∈ P1(Cv). Furthermore, by a telescoping
argument
(C.11) f(z, w; ~p, ~q)− 1 =
d∑
j=1
(
χ(z, w; pj , qj)− 1
)
·
 d∏
k=j+1
χ(z, w; pk, qk)
 .
Take r0 = 1 and D = 1.
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If z, w ∈ P1(Cv)\
(
(
⋃d
j=1B(pj, rj)
−) ∪ (⋃dj=1B(qj, rj)−)) then since ‖x, y‖v satisfies the
ultrametric inequality and ‖pj, qj‖ = rj, we have ‖z, pj‖v = ‖z, qj‖v and ‖w, pj‖v = ‖w, qj‖v
for each j. From (C.9) it follows that
|f(z, w, ~p, ~q)|v =
d∏
j=1
|χ(z, w; pj , qj)|v = 1 ,
which is assertion (A).
If z, w ∈ P1(Cv)\
(
(
⋃d
j=1B(pj, r)
−) ∪ (⋃dj=1B(qj, r)−)), then since ‖x, y‖v satisfies the
ultrametric inequality, and ‖z, qj‖v, ‖w, pj‖v ≥ r while ‖pj , qj‖v = rj ≤ r, it follows that
‖z, w‖v ≤ max(‖z, qj‖, ‖qj , pj‖v, ‖w, pj‖v) = max(‖z, qj‖, ‖w, pj‖v) .
It then follows from (C.10) that
(C.12) |χ(z, w; pj , qj)− 1|v = ‖z, w‖v‖pj, qj‖v‖z, qj‖v‖w, pj‖v ≤
‖pj , qj‖v
r
.
Hence by (C.9), (C.11), (C.12) and the ultrametric inequality,
|f(z, w; ~p, ~q)− 1|v ≤ 1
r
·max
j
(‖pj , qj‖v)
which is stronger than the inequality claimed in (B). 
Note that in the proof when g = 0, we did not use anything about the compact set Ev,
and the bound in Theorem C.2(B) holds for all ~p, ~q ∈ Cv(Cv)d with each ‖pj , qj‖v ≤ r. It
seems likely that this remains true when g > 0 as well. For our application we only need
the bound when ~p, ~q ∈ Edv , so we have not pursued it.
For the remainder of this Appendix, we will assume that g > 0. In this case the proof
of Theorem C.2 requires much more machinery. The idea is to first locally control the
functions Gk,F ,U(z, ~p) in the factorization (C.16) below, using power series expansions, and
then extend that control to all of Cv(Cv) using various forms of the Maximum modulus
principle and the theory of the canonical distance.
Before giving the proof, we will need several technical lemmas. We wish to apply the
theory of rigid analysis, so we work with Cv rather than Cv. The first three lemmas prepare
the way to use the Maximum modulus principle of rigid analysis on Cv × Cdv.
Lemma C.3. Let p1, . . . , pd ∈ Cv(Cv). Suppose 0 < r < 1 belongs to value group of C×v
and is small enough that each ball B(pj, r) is isometrically parametrizable. Then for each
ζ ∈ Cv(Cv)\(
⋃d
j=1B(pj, r)), there is a function g(z) ∈ Cv(Cv) with poles only at ζ, such
that
d⋃
j=1
B(pj, r) = {z ∈ Cv(Cv) : |g(z)|v ≤ 1} ,(C.13)
d⋃
j=1
B(pj, r)
− = {z ∈ Cv(Cv) : |g(z)|v < 1} .(C.14)
Proof. If the balls B(pj, r) are pairwise disjoint, the result follows from ([51], Theorem
4.2.16) and its proof. In the general case, note that since ‖z, w‖v satisfies the ultrametric
inequality, then any two balls B(pi, r) and B(pj, r) either coincide, or are disjoint. For each
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ℓ = 1, . . . , d we can represent
⋃
j B(pj , r) as a disjoint union of a subset of the balls B(pj, r),
in such a way that B(pℓ, r) occurs in the representation. Let gℓ(z) be the function obtained
for this representation, and put g(z) =
∏d
ℓ=1 gℓ(z). Then (C.13) and (C.14) hold for this
g(z). 
Recall that a subset W ⊂ Cv(Cv) is called an RL-domain (“Rational Lemniscate do-
main”; see [51], p.220) if there is nonconstant function h ∈ Cv(Cv) for which
W = {z ∈ Cv(Cv) : |h(z)|v ≤ 1} .
In that case
∂W = ∂W (h) = {z ∈ Cv(Cv) : |h(z)|v = 1}
is called its boundary (with respect to h). By ([51], Corollary 4.2.14), a finite intersection (or
union) of RL-domains is again an RL-domain. However, that Corollary does not explicitly
give a boundary.
Lemma C.4. Under the hypotheses of Lemma C.3,
(A) Cv(Cv)\(
⋃d
j=1B(pj, r)
−) is an RL-domain with boundary
(
d⋃
j=1
B(pj, r))\(
d⋃
i=1
B(pj, r)
−) ;
(B) (
⋃d
j=1B(pj, r))\(
⋃d
j=1B(pj, r)
−) is an RL-domain.
(C) Each isometrically parametrizable ball B(pj, rj) with rj in the value group of C
×
v ,
is an RL-domain with boundary B(pj, rj)\B(pj , rj)−.
Proof. Let g(z) ∈ Cv(Cv) be the function from Lemma C.3. Then the RL-domain
{z ∈ Cv(Cv) : |1/g(z)|v ≤ 1} = Cv(Cv)\(
d⋃
j=1
B(pj , r)
−)
has boundary
{z ∈ Cv(Cv) : |1/g(z)|v = 1} = (
d⋃
j=1
B(pi, r))\(
d⋃
j=1
B(pj, r)
−)
which proves (A). For part (B), note that
(
d⋃
j=1
B(pj, r))\(
d⋃
j=1
B(pj, r)
−) = {z ∈ Cv(Cv) : |1/g(z)|v ≤ 1, |g(z)|v ≤ 1}
and apply ([51], Corollary 4.2.14). Part (C) follows by applying Lemma C.3 to each B(pj, rj)
by itself. 
Recall that there is a faithful functor from the category of varieties over Cv to the
category of rigid analytic spaces over Cv (see [11], p.363). If Xv/Cv is a variety, we will
say that a subset of Xv(Cv) is a affinoid domain if its image in the rigid analytic space
X
an
v associated to Xv is an admissible affinoid in the sense of rigid analysis (see [11], p.277,
p.357): essentially, if its image under the functor above is the underlying point set of Sp(T )
for some Tate algebra T = Cv〈〈z1, . . . , zk〉〉/I associated to an affine subset of Xv. Here
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Cv〈〈z1, . . . , zk〉〉 is the ring of power series converging on the unit polydisc, and I is a finitely
generated ideal.
An RL-domain on a curve is an affinoid domain in the sense above:
Lemma C.5. If Cv/Cv is a curve, and W ⊂ Cv(Cv) is an RL-domain, then W is an
affinoid domain.
Proof. Let h(z) ∈ Cv(Cv) be a nonconstant function for which W = {z ∈ Cv(Cv) :
|h(z)|v ≤ 1}. The function field Cv(Cv) is finite over Cv(h). If char(Cv) = 0, then
Cv(Cv)/Cv(h) is separably algebraic. If char(Cv) = p > 0, then since Cv is algebraically
closed, Cv(Cv) is separably generated. After replacing h by h1/pm for somem we can assume
that Cv(Cv)/Cv(h) is separably algebraic. By the primitive element theorem, there is a func-
tion G(z) ∈ Cv(Cv) for which Cv(Cv) = Cv(h,G). Let f(x, h) = xd+a1(h)xd−1+ . . .+ad(h)
be the minimal polynomial of G over Cv(h), and let πv ∈ C×v satisfy ordv(πv) > 0.
After multiplying G by a power of the product of denominators of the rational functions
ai(h) and an appropriate power of πv, we can assume that the ai(h) are polynomials in h
with coefficients in Ôv. By the ultrametric inequality, for each z ∈ W we must have
|G(z)|v ≤ 1. Hence the map which sends z to (x, y) = (G(z), h(z)) induces an isomorphism
of W with the underlying point set of Sp(Cv〈〈x, y〉〉/(f(x, y)). Examining the construction
in ([11], Example 2, p.363), one sees that this map is the one realizing W as an affinoid
domain under the functor above. 
Corollary C.6. Let p1, . . . , pd ∈ Cv(Cv); suppose that r, r1, . . . , rd belong to the value
group of C×v and are small enough that each ball B(pj, r) and B(pj, rj) is isometrically
parametrizable. Then
W := ((
d⋃
j=1
B(pj, r))\(
d⋃
j=1
B(pj, r)
−))×
d∏
j=1
B(pj, rj)
⊂ Cv(Cv)× Cdv(Cv)
is an affinoid domain in Cv × Cdv.
Proof. A product of admissible affinoids is an admissible affinoid ([11], §9.3.5). 
In order to study f(z, w; ~p, ~q), it will be useful to reformulate (C.7) using functions
rather than sections of a line bundle. We begin with the following lemma, keeping the
notations in the proof of Theorem C.1.
Lemma C.7. Let C/F be a smooth, projective, geometrically integral curve of genus
g > 0. Suppose d ≥ max(1, 2g). Let U ⊂ PicdC/F be an affine subset over which (p2)∗(P)
is free. Then for any given ~p, ~q ∈ Cd|U (F ) with [~p] = [~q], and any finite set of points
z1, . . . , zk ∈ C(F ), there is a section F ∈ H0(Z|U ,P) for which the support of
divC(i∗[~p](F)) =
d∑
i=1
(p′i)
is disjoint from the pi, qi, and zi.
Proof. Put D =
∑
(pi). Our assumption on d assures there is movement in the linear
system on C associated to D. Consider the F -vector space Γ(D) = {h(z) ∈ F (C) : divC(h) ≥
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D}. Since d ≥ max(1, 2g), the Riemann-Roch theorem shows that dimF
(
Γ(D)
)
= d−g+1,
while for each p ∈ C(F )
dimF
(
Γ(D − (p))) = d− g .
The set
Γ′(D) := Γ(D)\
( d⋃
i=1
Γ(D − (pi)) ∪
d⋃
i=1
Γ(D − (qi)) ∪
k⋃
i=1
Γ(D − (zi))
)
is nonempty because F is infinite, and each of the finitely many subspaces removed is a
proper F -subspace. For any function h ∈ Γ′(D), the polar divisor of h is precisely ∑(pi),
and the zeros of h are distinct from the pi, qi and zi. Fix such an h and write
divC(h) =
d∑
i=1
(p′i)−
d∑
i=1
(pi) .
Then D′ =
∑
(p′i) is linearly equivalent to
∑
(pi) and
∑
(qi), and the p
′
i are distinct from
the pi, qi, and zi.
Now let F0, . . . ,Fd−g be generators for H0(Z|U ,P) over OPicdC/F (U). Let H be the
F -vector space generated by the Fi. By our assumptions, the map
i∗[~p] : H → H0(C,OC(
∑
(pi)))
is an isomorphism. Thus there is an F ∈ H with divC(i∗[~p](F)) =
∑
(p′i). 
Henceforth, assume d ≥ max(1, 2g). Given an affine U ⊂ Z and a basis of sections
F0, . . . ,Fd−g ∈ H0(ZU ,P) as above, consider the sections Gk,U(z, ~p) defined in (C.5). Let
0 6= F ∈ H0(ZU ,P) be an arbitrary section and put
(C.15) Gk,F ,U(z, ~p) =
Gk,U(z, ~p)
F(z, [~p]) =
d−g∑
j=0
aj(~p)
ak(~p)
· Fj(z, [~p])F(z, [~p]) .
Then Gk,F ,U is an F -rational function on C×Cd, defined at least for (z, ~p) ∈ C(F )×Cd|U (F )
where ak(~p) 6= 0 and F(z, [~p]) 6= 0. The important point is that F depends on ~p only through
[~p], so for each ~p the polar divisor of Gk,F ,U(~p) depends only on [~p].
Fix ~p, ~q ∈ Cd|U (F ) with [~p] = [~q], fix z0 ∈ C(F ), and fix w ∈ C(F ) distinct from the pi
and qi. Choose k with ak(~p) 6= 0 and ℓ with aℓ(~q) 6= 0. By Lemma C.7, there is an F for
which the support of divC(i∗[~p](F)) is disjoint from z0, w, and the pi and qi. Since F(z, [~p])
depends on ~p only through [~p], we have F(z, [~p]) = F(z, [~q]) for all z. It follows from (C.6)
that
divC
(Gk,F ,U(z, ~p)
Gℓ,F ,U(z, ~q)
)
=
∑
(pi)−
∑
(qi) .
Thus, for an appropriate choice of U , k, ℓ and F , we can represent fw,~p,~q(z) = f(z, w; ~p, ~q)
in a neighborhood of z0 by
(C.16) f(z, w; ~p, ~q) =
Gk,F ,U(z, ~p)
Gℓ,F ,U(z, ~q)
· Gℓ,F ,U(w, ~q)
Gk,F ,U(w, ~p)
.
This means that to understand f(z, w; ~p, ~q), it suffices to understand the Gk,F ,U(z, ~p), which
is simpler to do because only the zeros of Gk,F ,U(z, ~p) are controlled.
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Lemma C.8. Let Ev ⊂ Cv(Cv) be compact, and let d ≥ max(1, 2g). Then there are a
radius R = R(Ev , d) > 0 in the value group of C
×
v , and a number B = B(Ev, d) > 0, with
the following properties:
There are finitely many affine subsets Ui ⊂ PicdCv/Cv such that (p2)∗(P) is free over Ui,
with functions Gi(z, ~p) = Gki,Fi,Ui(z, ~p) as in (C.15), such that for each ~p = (p1, . . . , pd) ∈
Edv , the balls B(pj, R), for j = 1, . . . , d, are isometrically parametrizable, and there is some
i for which (
⋃d
j=1B(pj, R))×
∏d
j=1B(pj, R) ⊂ Cv(Cv)× C
d
v|Ui(Cv) and
(A) |Gi(z, ~q)|v ≤ 1 for all (z, ~q) in (
⋃d
j=1B(pj , R))×
∏d
j=1B(pj, R);
(B) |Gi(z, ~q)|v ≥ B for all (z, ~q) in
(
d⋃
j=1
B(pj, R))\(
d⋃
j=1
B(pj, R)
−)×
d∏
j=1
B(pj,
1
2
R) .
Proof. By Theorem 3.9 there is a number 0 < R0 ≤ 1 (depending on the spherical
metric ‖z, w‖v) such that each ball B(a, r) with a ∈ Cv(Cv) and 0 < r ≤ R0 is isometrically
parametrizable.
Fix ~p ∈ Edv . Choose an affine set U ⊂ PicdCv/Cv for which ~p ∈ C
d
v|U (Cv) and which is
small enough that (p2)∗(P) is free over U . Then for each sufficiently small r > 0 we will have∏d
j=1B(pj, r) ⊂ C
d
v|U (Cv) and all of the balls B(pj, r) will be isometrically parametrizable.
By Lemma C.7 there is a section F =∑ cjFj of (p2)∗(P)(U) with coefficients cj ∈ Cv
for which divCv(i
∗
[~p](F)) =
∑
(p′i) is coprime to
∑
(pi). Thus, we can find k and F so that if
Gk,F ,U is as in (C.15)), then i∗[~p](Gk,F ,U ) has polar divisor
∑
(p′i) with support disjoint from
{p1, . . . , pd}. Since Gk,F ,U(pj , ~p) = 0 for each j = 1, . . . , d, by continuity there is an r > 0
such that (
⋃d
j=1B(pj, r))×
∏d
j=1B(pj, r) is contained in
{(z, ~q) ∈ Cv(Cv)× Cdv|U (Cv) : |Gk,F ,U(z, ~q)|v ≤ 1}
Without loss we can assume r ≤ R0, so the balls B(pj, r) are isometrically parametrizable.
By compactness, there are a finite number of points ~p(i) and radii r(i) such that the sets∏d
j=1B(p
(i)
j , r
(i)) cover Edv . Let the Ui and Gi = Gki,Fi,Ui(z, ~p) be the corresponding affine
sets and functions, and let R = R(Ev, d) be the minimum of the r
(i). After shrinking R if
necessary, we can assume R belongs to the value group of C×v . Then for any ~p ∈ Edv , there
is some ~p(i) for which
d∏
j=1
B(pj, R) ⊂
d∏
j=1
B(p
(i)
j , r
(i))
and so (A) holds for this R.
Again fix ~p ∈ Edv , and choose U = Ui and G(z, ~q) = Gi(z, ~q) so that (A) holds. Fix
1/2 < C < 1 in the value group of C×v . By Lemma C.4, the set
W := ((
d⋃
j=1
B(pj, R))\(
d⋃
j=1
B(pj, R)
−))×
d∏
j=1
B(pj, CR)
⊂ Cv(Cv)× Cdv|Ui(Cv)
is an affinoid domain. Moreover, for each ~q = (q1, . . . , qd) ∈
∏d
j=1B(pj, cR), the function
G~q(z) = G(z, ~q) has zeros only at q1, . . . , qd, and so in particular it does not vanish on
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((
⋃d
j=1B(pj, R))\(
⋃d
j=1B(pj, R)
−)). It follows that 1/G(z, ~q) is a rigid analytic function
on W . By the Maximum Modulus principle of rigid analysis (see [11], p.237), there is a
number B(~p) with 0 < B(~p) < 1 such that for all (z, ~q) ∈W∣∣∣∣ 1G(z, ~q)
∣∣∣∣
v
≤ 1
B(~p)
;
equivalently, |G(z, ~q)|v ≥ B(~p).
Again by compactness, there are finitely many points ~p(ℓ) ∈ Edv such that the sets∏d
j=1B(p
(ℓ)
j , CR) cover E
d
v . Moreover, for any two points ~p, ~q ∈ Edv , the sets
∏d
j=1B(pj, CR)
and
∏d
j=1B(qj, CR) either coincide or are disjoint. Hence, if B is the minimum of the
corresponding numbers B(~p(ℓ)), then part (B) holds for all ~p ∈ Edv , with this B. 
The following lemma uses power series to obtain uniform local control of |G(z, ~p)|v.
Lemma C.9. With the notation and hypotheses of Lemma C.8, write B = B(Ev, d) and
R = R(Ev, d). Fix ~p ∈ Edv , and take U = Ui and G = Gi so that the assertions of Lemma
C.8 hold for ~p with respect to U and G. Put
r0 = r0(Ev, d) := min(1/2, B(Ev , d)) · R(Ev, d) < R = R(Ev, d) .
Then
(A) For each ℓ = 1, . . . , d, put Mℓ = Mℓ(~p) = maxz∈B(pℓ,R) |G(z, ~p)|v. Then for each
~q ∈∏dj=1B(pj, r0), and each ℓ, we have
max
z∈B(qℓ,R)
|G(z, ~q)|v = Mℓ .
(B) For each ℓ = 1, . . . , d, there is a constant Cℓ = Cℓ(~p) with the following property:
For each ~q ∈∏dj=1B(pj, r0), each ℓ, and each z ∈ B(qℓ, R),
|G(z, ~q)|v = Cℓ ·
∏
qj∈B(qℓ,R)
‖z, qj‖v .
Proof. Note that if ~q ∈∏dj=1B(pj, r0), then B(qℓ, R) = B(pℓ, R) for each ℓ = 1, . . . , d.
For part (A), fix ℓ, and note that Mℓ = maxz∈B(pℓ,R) |G(z, ~p)|v ≥ B(Ev, d). Let zℓ ∈
B(pℓ, R) be a point where |G(zℓ, ~p)|v =Mℓ. Choose isometric parametrizations of the balls
B(pℓ, R) and B(p1, R), . . . , B(pd, R) in terms of local coordinate functions Z,P1, . . . , Pd on
D(0, R) = {z ∈ Cv : |z|v ≤ 1}, in such a way that zℓ = Z(0), and pj = Pj(0). Let
Q1, . . . , Qd ∈ D(0, R) be such that qj = Pj(Qj). For each j = 1, . . . , d, since qj ∈ B(pj , r0),
the definition of isometric parametrizability shows that |Qj |v = ‖pj , qj‖v ≤ r0.
Using these parametrizations, on B(pℓ, R)×
∏d
j=1B(pj, R) we can expand G as a power
series
G(Z, ~P ) =
∑
i,k
ai,kZ
i ~P k .
Here a0,0 = G(zℓ, ~p), so |a0,0| = Mℓ. Moreover, since G(Z, ~P ) converges on D(0, R) ×
D(0, R)d and |G(Z, ~P )|v ≤ 1 for all (Z, ~P ) ∈ D(0, R)×D(0, R)d, we have
|ai,k|v ≤ 1
Ri+|k|
394 C. THE UNIVERSAL FUNCTION
for all i, k. Consequently, for each (i, k) with |k| > 0,
|ai,kZi ~Qk|v ≤ 1
Ri+|k|
· Ri · r|k|0 =
(r0
R
)|k|
≤ r0
R
≤ B < Mℓ = |a0,0|v .
For each z ∈ B(qℓ, R) we can write
G(z, ~q) =
∞∑
i=0
ai,0Z
i +
∞∑
i=0
∑
|k|>0
ai,kZ
i ~Qk = G(z, ~p) +
∞∑
i=0
∑
|k|>0
ai,kZ
i ~Qk ,
so
|G(z, ~q)|v ≤ max(|G(z, ~p)|v,max
i
(max
|k|>0
(|ai,kZi ~Qk|v))) ≤ Mℓ .
On the other hand, when z = zℓ
|G(zℓ, ~q)|v = |G(0, ~Q)|v = |a0,0 +
∞∑
i=1
∑
|k|>0
a0,k ~Q
k|v
= |a0,0|v = Mℓ .
This proves (A).
For part (B), write
divCv (G(z, ~p)) =
d∑
j=1
(pj)−
d∑
j=1
(δj), divCv(G(z, ~q)) =
d∑
j=1
(qj)−
d∑
j=1
(∆j) .
By the definition of R in Lemma C.8, we have |G(z, ~p)|v ≤ 1 and |G(z, ~q)|v ≤ 1 on D :=⋃d
j=1B(pj, R), so the δj and ∆j lie outside D. Fix a point ζ ∈ Cv(Cv)\D, distinct from the
δj and ∆j, and consider the canonical distance [z, w]ζ . By the factorization property of the
canonical distance (see §3.5), there are constants C and D such that for all z ∈ Cv(Cv),
|G(z, ~p)|v = C ·
∏d
j=1[z, pj ]ζ∏d
j=1[z, δj ]ζ
, |G(z, ~q)|v = D ·
∏d
j=1[z, qj ]ζ∏d
j=1[z,∆j ]ζ
.
By Proposition 3.11(B.2) (applied with X = {ζ}), for each isometrically parametrizable
ball B(a, ra) not containing ζ, there is a constant ca such that [z, w]ζ = ca‖z, w‖v for all
z, w ∈ D(a, ra). By Proposition 3.11(B.1), if B(a, ra) and B(b, rb) are disjoint isometrically
parametrizable balls not containing ζ, then [z, w]ζ is constant for z ∈ B(a, ra) and w ∈
B(b, rb). It follows that there are constants Cℓ and Dℓ such that for all z ∈ B(pℓ, R) =
B(qℓ, R),
|G(z, ~p)|v = Cℓ ·
∏
pj∈B(pℓ,R)
‖z, pj‖v , |G(z, ~q)|v = Dℓ ·
∏
qj∈B(qℓ,R)
‖z, pj‖v .
Clearly |G(z, ~p)|v achieves its maximumMℓ at a point zℓ ∈ B(pℓ, R) if and only if ‖zℓ, pj‖v =
R for all pj ∈ B(pℓ, R), and then Mℓ(~p) = CℓRmℓ where mℓ is the number of points pj (or
qj) in B(pℓ, R). Similarly |G(zℓ, ~q)|v achieves its maximum Mℓ = DℓRmℓ on B(qℓ, R) =
B(pℓ, R) if and only ‖zℓ, qj‖v = R for all qj ∈ B(qℓ, R). Since there are infinitely many
z ∈ B(pℓ, R) satisfying both conditions simultaneously, we must have Cℓ = Dℓ. 
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Observe that in the notation of Lemma C.9, for each ~q ∈ ∏dj=1B(pj, r0) and each
ℓ = 1, . . . , d, we have Mℓ(~q) =Mℓ(~p) < 1 and Cℓ(~q) = Cℓ(~p).
Lemma C.10. With the notation and hypotheses of Lemmas C.8 and C.9, there is a
constant C = C(Ev, d) such that for each ~p ∈ Edv , if 0 < r ≤ r0 belongs to the value group
of Cv, and if U = Ui and G = Gi are chosen for ~p as in Lemma C.9, then
|G(z, ~p)|v ≥ C · rd
for all z ∈ (⋃dj=1B(pj, r))\(⋃dj=1B(pj, r)−).
Proof. We can cover Edv with finitely many sets of the form
∏d
j=1B(pj, r0). For each
of these sets, Lemma C.9 gives constants Cℓ = Cℓ(~p) such that for all ~q ∈
∏d
j=1B(pj , r0),
and all z ∈ B(qℓ, r)
|G(z, ~q)|v = Cℓ ·
∏
qj∈B(qℓ,r)
‖z, qj‖v .
Let C be the minimum of these constants, for all the representative sets and all ℓ.
If z ∈ B(pℓ, r)\(
⋃d
j=1B(pj, r)
−), then ‖z, pj‖v = r for all j. There are at most d points
pj in B(pℓ, r), so |G(z, ~p)|v ≥ Crd. 
The lemma below uses the Maximum Modulus principle for RL-domains to control
|G(z,~p)G(z,~q) − 1|v outside
⋃d
j=1B(qj, rj)
−.
Lemma C.11. With the notation and hypotheses of Lemmas C.8 and C.9, there is a
constant D = D(Ev, d) with the following property. Let 0 < r ≤ r0 belong to the value
group of C×v . Suppose ~p, ~q ∈ Edv are such that maxj(‖pj , qj‖v) ≤ r, and
∑
(pj) ∼
∑
(qj).
Put rj = ‖pj , qj‖v. Take U = Ui and G = Gi as in Lemma C.8. Then for each z ∈
Cv(Cv)\(
⋃d
j=1B(pj, r)
−), ∣∣∣∣G(z, ~q)G(z, ~p) − 1
∣∣∣∣
v
≤ D
rd
·max
j
(rj) .
Proof. Suppose G(z, ~p) = Gk,F ,U(z, ~p) corresponds to a section F and an affine set U
as in (C.15). Fix ~p, ~q as in the Lemma. Noting that the polar divisors sF ([~p]) and sF ([~q])
of G(z, ~p) and G(z, ~q) depend only on the class [~p] = [~q] ∈ PicdCv/Cv , we have
sF ([~p]) = sF ([~q]) =
d∑
j=1
(∆j) .
Hence G(z, ~q)/G(z, ~p) has poles only at the points pj ∈ supp(~p).
By Lemma C.3 and the Maximum Modulus Principle for RL-domains with boundary
(see [51], Theorem 1.4.2, p. 51), it suffices to establish the bound in the Lemma for each
z0 ∈ (
⋃d
j=1B(pj, r))\(
⋃d
j=1B(pj, r)
−).
Fix ℓ, fix z0 ∈ B(pℓ, r)\(
⋃d
j=1B(pj, r)
−), and introduce local coordinate functions Z, ~P
on B(pℓ, R) and the B(pj, R) as in Lemma C.9 so that z0 = Z(0), pj = Pj(0), and qj =
Pj(Qj). On B(pℓ, R)×
∏
j B(pj, R), expand Gk,F ,U as a power series
G(Z, ~P ) =
∑
i,k
ai,kZ
i ~P k
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where |ai,k|v ≤ 1/Ri+|k| for all i, k. Then G(z0, ~p) = G(0,~0) = a0,0, and G(z0, ~q) = G(0, ~Q) =
a0,0 +
∑
|k|>0 a0,k ~Q
k. Hence
G(z0, ~q)
G(z0, ~p)
− 1 =
∑
|k|>0
a0,k
a0,0
~Qk .
By Lemma C.10, |a0,0|v ≥ Crd. Hence, term by term,∣∣∣∣a0,ka0,0 ~Qk
∣∣∣∣
v
≤ 1
Crd
· 1
R|k|
· (max
j
(rj))
|k|
≤ 1
Crd
max(
rj
R
) =
1
CRrd
max(rj) .
This gives the result, with D = 1/(C · R). 
Lemma C.12. With the notation and hypotheses of Lemmas C.8 and C.9, let ~p, ~q ∈ Edv
be such that maxj ‖pj , qj‖v ≤ r0, and assume
∑
(pj) ∼
∑
(qj). Put ‖pj , qj‖v = rj for
j = 1, . . . , d. Then ∣∣∣∣G(z, ~q)G(z, ~p)
∣∣∣∣
v
= 1
for all z ∈ Cv(Cv)\((
⋃d
j=1B(pj, rj)
−) ∪ (⋃dj=1B(qj, rj)−)).
Proof. As in Lemma C.11, G(z, ~p) and G(z, ~q) have common polar divisor
∑
(∆j). Fix
ζ ∈ Cv(Cv)\((
⋃d
j=1B(pj, rj)
−)∪ (⋃dj=1B(qj, rj)−)), distinct from the ∆j. By the theory of
the canonical distance there are constants C~p and C~q such that for all z ∈ Cv(Cv),
G(z, ~p) = C~p ·
∏d
j=1[z, pj ]ζ∏d
j=1[z,∆j ]ζ
, G(z, ~q) = C~q ·
∏d
j=1[z, qj ]ζ∏d
j=1[z,∆j ]ζ
.
Hence ∣∣∣∣G(z, ~q)G(z, ~p)
∣∣∣∣
v
=
C~p
C~q
·
∏d
j=1[z, qj ]ζ∏d
j=1[z, pj ]ζ
.
As noted in the proof of Lemma C.9, [z, w]ζ is constant for z and w belonging to isometrically
parametrizable balls disjoint from each other and from ζ, while on a given isometrically
parametrizable ball disjoint from ζ it is a constant multiple of ‖z, w‖v . Hence for z /∈
(
⋃d
j=1B(pj, rj)
−) ∪ (⋃dj=1B(qj, rj)−) ∪ {ζ}, we have [z, pj ]ζ = [z, qj ]ζ for each j, and it
follows that ∣∣∣∣G(z, ~q)G(z, ~p)
∣∣∣∣
v
=
C~p
C~q
.
This holds for z = ζ as well, by continuity, if we view G(z, ~q)/G(z, ~p) as a rational
function with divisor
∑
(qj) −
∑
(pj). By the proof of Lemma C.9(B) there are points
zℓ /∈
⋃d
j=1B(pj, rj)
− ∪ ⋃dj=1B(qj, rj)− where |G(zℓ, ~p)|v = |G(zℓ, ~q)|v , so C~p/C~q = 1, and
the result follows. 
We can now prove the main theorem.
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Proof of Theorem C.2 when g > 0. Let r0 be as in Lemma C.9. Given ~p, ~q ∈ Edv
with
∑
(pm) ∼
∑
(qj) and maxj(‖pj , qj‖v) ≤ r ≤ r0, choose U = Ui and G = Gi as in
Lemma C.8. Then
f(z, w; ~p, ~q) =
G(z, ~p)
G(z, ~q)
· G(w, ~q)
G(w, ~p)
so (A) follows from Lemma C.12. Furthermore
f(z, w; ~p, ~q)− 1 = G(z, ~p)
G(z, ~q)
·
(
G(w, ~q)
G(w, ~p)
− 1
)
+
(
G(z, ~p)
G(z, ~q)
− 1
)
.
LetD be the constant from Lemma C.11. Then by Lemma C.11, for all z, w /∈ ((⋃dj=1B(pj, r)−)∪
(
⋃d
j=1B(qj, r)
−))∣∣∣∣G(z, ~p)G(z, ~q) − 1
∣∣∣∣
v
≤ D
rd
max
j
(rj) ,
∣∣∣∣G(w, ~q)G(w, ~p) − 1
∣∣∣∣
v
≤ D
rd
max
j
(rj) ,
while by Lemma C.12 ∣∣∣∣G(z, ~p)G(z, ~q)
∣∣∣∣
v
= 1 .
Combining these gives (B). 

APPENDIX D
The Local Action of the Jacobian
Let Kv be a nonarchimedean local field, and suppose Cv/Kv is a smooth, connected,
projective curve of genus g > 0. Write Jac(Cv) for the Jacobian of Cv over Kv.
In this Appendix we will show that for a dense set of points ~a ∈ Cv(Cv)g, there is an
action of a neighborhood of the origin in Jac(Cv)(Cv) on a sufficiently small neighborhood
of ~a in Cv(Cv)g, which makes that neighborhood into a principal homogeneous space. This
action is used in §6.4 in the construction of the initial local approximating functions in the
nonarchimedean compact case, and in §11.3, the patching process in the nonarchimedean
compact case, in moving the roots of the partially patched function away from each other.
Fix a spherical metric ‖x, y‖v on Cv(Cv). We will be working simultaneously with
balls in Cv(Cv), Cv(Cv)g, and Jac(Cv)(Cv), so we will write BCv(a, r) for the ball {z ∈
Cv(Cv) : ‖z, a‖Cv ,v ≤ r} simply denoted B(a, r) elsewhere. As usual, we put D(0, r) = {z ∈
Cv : |z|v ≤ r} and D(0, r)− = {z ∈ Cv : |z|v < r}. Given a point ~a = (a1, . . . , ag) ∈
Cv(Cv)g, and radii r1, . . . , rg > 0, we write BCgv (~a,~r) :=
∏g
i=1BCv(ai, ri). We also put
D(~0, ~r) =
∏g
i=1D(0, ri), and if r1 = · · · = rg = R we write D(~0, R) =
∏g
i=1D(0, R),
D(~0, R)− =
∏g
i=1D(0, R)
−.
If r1 . . . , rg > 0 are small enough, then by Theorem 3.9 (proved in [51], Theorem 1.2.3)
each ball BCv (ai, ri) can be isometrically parametrized by power series, that is, there is an
analytic isomorphism ϕi : D(0, ri)→ BCv(ai, ri) defined by convergent power series (which
are Fu-rational provided a1, . . . , ag ∈ Cv(Fu), where Kv ⊆ Fu ⊆ Cv and Fu is complete),
such that ‖ϕi(x), ϕi(y)‖Cv ,v = |x− y|v for all x, y ∈ D(0, ri). It follows that
(D.1) Φ~a := (ϕ1, . . . , ϕg) : D(~0, ~r)→ BCgv (~a,~r)
is an analytic isomorphism. The construction in ([51], Theorem 1.2.3) shows that the maps
ϕi can be chosen in such a way that ϕ
−1
i : B(ai, ri) → D(0, ri) is projection on one of the
coordinates, followed by a translation, and we will assume that that is the case.
The Jacobian Jac(Cv)/Kv is an abelian variety characterized by the property that
Jac(Cv)×Kv Spec(Fu) becomes isomorphic to Pic0Cu/Fu over any extension Fu/Kv such that
Cv(Fu) 6= φ. For each ~a = (a1, . . . , ag) ∈ Cv(Cv)g, there is a morphism J~a : Cgv → Jac(Cv),
defined over Kv(a1, . . . , ag), which takes ~x = (x1, . . . , xg) to the linear equivalence class of
the divisor
∑
(xi)−
∑
(ai). It induces a birational morphism from Sym
(g)(Cv) onto Jac(Cv).
This was the idea behind Weil’s algebraic construction of Jac(Cv): using the Riemann-Roch
theorem, he showed that there was a birational, commutative law of composition defined
on an open subset of Sym(g)(Cv) (a ‘group chunk’), which could be extended to an addition
law on an abelian variety. Later, he showed that every abelian variety is projective, and
Matsusaka showed that Jac(Cv) and its group law were defined over Kv . A modern account
of this theory can be found in ([43]).
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Since Jac(Cv) is smooth and projective, each point of Jac(Cv)(Cv) has a neighborhood
in the v-topology which is isometrically parametrizable by power series (Theorem 3.9).
If x ∈ Jac(Cv)(Fu), where Kv ⊆ Fu ⊆ Cv and Fu is complete, then those power series are
defined over Fu. It follows that each point of Jac(Cv)(Fu) has a neighborhood in Jac(Cv)(Fu)
analytically isomorphic to Ogu.
Write JNer(Cv) for the Ne´ron model of Jac(Cv). The Ne´ron model (see [5], [12]) is a
smooth, separated group scheme of finite type over Spec(Ov) whose generic fibre is isomor-
phic to Jac(Cv), characterized by the property that each point of Jac(Cv)(Kv) extends to
a section of JNer(Cv)/Spec(Ov). By ([12], Theorem 1, p.153), JNer(Cv) is quasi-projective.
Let it be embedded in PN/Ov , for an appropriate N . Fix a corresponding system of ho-
mogeneous coordinates on PN/Kv . We will identify Jac(Cv) with generic fibre of JNer(Cv),
viewing it as locally cut out of PN by the equations defining JNer(Cv).
Let ‖x, y‖J,v be the induced spherical metric on Jac(Cv)(Cv), and let O be the origin
of Jac(Cv). Then the ball BJ(O, 1)− := {z ∈ Jac(Cv)(Cv) : ‖z,O‖J,v < 1} is a subgroup.
Since O is nonsingular on the special fibre of the Ne´ron model, BJ(O, 1)
− can be isometri-
cally parametrized by parametrized by power series converging on D(~0, 1)−, taking ~0 to O
(Theorem 3.9). Let
(D.2) Ψ : D(~0, 1)− → BJ(O, 1)− .
be such an isometric parametrization. By the construction in ([51], Theorem 1.2.3) we can
assume Ψ has been chosen in such a way that Ψ−1 : BJ(O, 1)− → D(~0, 1)− is projection
on some of the coordinates. Pulling the group action back to D(~0, 1)− using Ψ yields the
formal group of Jac(Cv) over Ov.
Writing ~X = (X1, . . . ,Xg) and ~Y = (Y1, . . . , Yg), let S( ~X, ~Y ) ∈ Ov[[ ~X, ~Y ]]g andM( ~X) ∈
Ov[[ ~X ]]g be the vectors of power series defining addition and negation in the formal group.
Since S( ~X,~0) = ~X, S( ~X, ~Y ) = S(~Y , ~X), and S( ~X,M( ~X)) = ~0, modulo terms of degree ≥ 2
we have
(D.3) S( ~X, ~Y ) ≡ ~X + ~Y , M( ~X) ≡ − ~X .
The following facts are well known:
Proposition D.1. Let p be the residue characteristic of Kv. Then
(A) For each 0 < r < 1 the ball
BJ(O, r) := {z ∈ Jac(Cv)(Cv) : ‖z,O‖J,v ≤ r}
is an open subgroup of BJ(O, 1)
−.
(B) BJ(O, 1)
− is a topological pro-p-group.
(C) There is an R > 0 such that BJ(O,R) is torsion-free.
Proof. For the convenience of the reader we recall the proofs. It suffices to prove the
assertions for D(~0, 1)− with the group law defined by S( ~X, ~Y ). Let [2]( ~X) = S( ~X, ~X) and
inductively put [n]( ~X) = S( ~X, [n− 1]( ~X)) for n = 3, 4, . . ..
For (A), fix 0 < r < 1 and suppose ~x, ~y ∈ D(~0, r). It follows easily from (D.3) that
S(~x, ~y) and M(~x, ~y) belong to D(~0, r).
For (B), note that by (D.3) we have [p]( ~X) ≡ p ~X modulo terms of degree ≥ 2. If
~x ∈ D(~0, 1)−, then ~x ∈ D(~0, r) for some r < 1, and each term in the series defining [p](~x)
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has absolute value at most R = max(|p|vr, r2), so [p](~x) ∈ D(~0, R). Iterating this we see
that
lim
k→∞
[pk](~x) = ~0 .
For (C), note that by (A) and (B) above, BJ(O, 1)
− can only have p-power torsion. By
the general theory of abelian varieties, Jac(Cv)(Cv) has at most p2g − 1 elements of order p,
so the same is true for BJ(O, 1)
−. If R > 0 is small enough, then BJ(O,R) has no elements
of order p, and hence is torsion free. 
Remark. When char(Kv) = 0, it follows from the existence of the v-adic ‘logarithm map’
(see [59], Corollary 4, p.LG5.36) that there is a subgroup BJ(0, R) analytically isomorphic
to the additive group Ôgv . However, when char(Kv) = p > 0, no logarithm map exists, and
no subgroup BJ(0, R) can be isomorphic to Ôgv with the additive structure induced from
Cv, since BJ(0, r) is torsion-free for all small r, while Ôgv is purely p-torsion. Nonetheless,
by considering the form of the power series S( ~X, ~Y ) and M( ~X), one sees easily that for
any 0 6= π ∈ Ôv, there is an R0 > 0 such that if 0 < R ≤ R0 and R ∈ |C×v |v, then
BJ(O,R)/BJ (O, |π|vR) is isomorphic to Ôgv/πÔgv .
1. The Local Action of the Jacobian on Cgv
Write Cv = Cv ×Kv Spec(Cv). Then Jac(Cv) ∼= Jac(Cv) ×Kv Spec(Cv). We will identify
Cv(Cv) with Cv(Cv), and Jac(Cv)(Cv) with Jac(Cv)(Cv).
Let DivCv/Cv(Cv) be the divisor group of Cv, and let ∼ denote the relation of linear
equivalence for divisors. Let PicCv/Cv (Cv) = DivCv/Cv (Cv)/ ∼ be the relative Picard group
(see the discussion after Theorem C.1 in Appendix C), and let PicCv/Cv be the associated
Picard scheme. Let PicνCv/Cv be its degree ν component, regarded as an algebraic variety.
Then Pic0Cv/Cv
∼= Jac(Cv) as a group scheme, and PicνCv/Cv (Cv) is a principal homogeneous
space for Jac(Cv)(Cv) = Jac(Cv)(Cv).
On the product Cgv we have the cycle class map [ ] : Cgv → PicgCv/Cv , defined on Cv(Cv)
g
by
[~x] = [(x1, . . . , xg)] = ((x1) + . . .+ (xg))/ ∼ .
In the notation of Appendix C, [~x] = P ◦ Q(~x) where Q : Cgv → Sym(g)(Cv) ∼= DivgCv/Cv
is the quotient by the symmetric group Sg, and P : Sym
(g)(Cv) → PicgCv/Cv is the Abel
map P (
∑g
i=1(xi))) = [
∑g
i=1(xi)]. The morphism Q is flat and finite of degree g!, and the
morphism P is a birational isomorphism.
Let +˙ and −˙ denote addition and subtraction under the group law on PicCv/Cv(Cv),
and by restriction, on Jac(Cv)(Cv). For each ~a ∈ Cv(Cv)g, let J~a : Cv(Cv)g → Jac(Cv)(Cv)
be the map
(D.4) J~a(~x) = [~x]−˙[~a] .
Now suppose Fu/Kv is a separable finite extension, and let Hw be the galois closure of
Fu over Kv. Put d = [Fu : Kv], and let σ1, . . . , σd be the distinct embeddings of Fu into
Hw. Extend each σi to an automorphism of Hw. Since the addition law +˙ in Jac(Cv) is
defined over Kv , for each x ∈ Jac(Cv)(Fu) the trace TrFu/Kv : Jac(Cv)(Fu) → Jac(Cv)(Kv)
is given by
TrFu/Kv(x) = σ1(x)+˙σ2(x)+˙ · · · +˙σd(x) .
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Our main result is as follows:
Theorem D.2. Let Kv be a nonarchimedean local field, and let Cv/Kv be a smooth,
projective, geometrically integral curve of genus g > 0. Then the points ~a = (a1, . . . , ag) ∈
Cv(Cv)g such that J~a : Cv(Cv)g → Jac(Cv)(Cv) is nonsingular at ~a are dense in Cv(Cv)g for
the v-topology. If Fu/Kv is a finite extension and Cv(Fu) is nonempty, they are dense in
Cv(Fu)g.
Fix such an ~a; then a1, . . . , ag are distinct, and for each 0 < η < 1, there is a number
0 < R < 1 (depending on ~a and η) such that the balls BCv(a1, R), . . . , BCv (ag, R) are pairwise
disjoint and isometrically parametrizable, and for each ~r = (r1, . . . , rg) satisfying
(D.5) 0 < r1, . . . , rg ≤ R and η ·max(ri) ≤ min(ri) ,
(A) (Subgroup) The map J~a : Cv(Cv)g → Jac(Cv)(Cv) is injective on
∏g
i=1BCv (ai, ri),
and the image W~a(~r) := J~a
(∏g
i=1BCv (ai, ri)
)
is an open subgroup of Jac(Cv)(Cv).
(B) (Limited Distortion) For i = 1, . . . g, let ϕi : D(0, R) → B(ai, R) be isometric
parametrizations with ϕi(0) = ai. Given 0 < r1, . . . , rg ≤ R, let Φ~a = (ϕ1, . . . , ϕg) :∏g
i=1D(0, ri) →
∏g
i=1B(ai, ri) be the associated map. Let Ψ : D(
~0, 1)− → BJ(O, 1)− be
the isometric parametrization inducing the formal group, and let L~a : C
g
v → Cgv be the linear
map (Ψ−1 ◦ J~a ◦ Φ~a)′(~0).
Then W~a(~r) = Ψ(L~a(D(~0, ~r))). Giving D(~0, ~r) its structure as an additive subgroup of
C
g
v, the map Ψ ◦ L~a induces an isomorphism of groups
D(~0, ~r)/D(~0, η~r) ∼= W~a(~r)/W~a(η~r)
with the property that for each ~x ∈ D(~0, ~r),
J~a(Φ~a(~x)) ≡ Ψ(L~a(~x)) (mod W~a(η~r)) .
(C) (Action) There is an action (w, ~x) 7→ w+¨~x of W~a(~r) on
∏g
i=1BCv(ai, ri) which
makes
∏g
i=1BCv(ai, ri) into a principal homogeneous space for W~a(~r). It is defined by
w+¨~x = J−1~a (w+˙J~a(~x)) if we restrict the domain of J~a to
∏g
i=1BCv(ai, ri), and has the
property that for each w ∈W~a(~r) and each ~x ∈
∏g
i=1BCv (ai, ri),
(D.6) [w+¨~x] = w+˙[~x] .
(D) (Uniformity) For each ~b ∈∏gi=1BCv(ai, ri),
(D.7) W~a(η~r) +¨~b =
g∏
i=1
BCv (bi, ηri) and J~b
( g∏
i=1
BCv(bi, ηri)
)
= W~a(η~r) .
(E) (Rationality) If Fu/Kv is a finite extension, and ~a ∈ Cv(Fu)g, then
J~a(
g∏
i=1
(BCv (ai, ri) ∩ Cv(Fu))) = W~a(~r) ∩ Jac(Cv)(Fu) ,(D.8)
(W~a(~r) ∩ Jac(Cv)(Fu)) +¨~a =
g∏
i=1
(
BCv (ai, ri) ∩ Cv(Fu)
)
.(D.9)
(F ) (Trace) If Fu/Kv is finite and separable, there is a constant C = C(Fu,~a) > 0,
depending on Fu and ~a but not on ~r, such that if r = mini(ri) then
(D.10) BJ(O,Cr) ∩ Jac(Cv)(Kv) ⊆ TrFu/Kv
(
W~a(~r) ∩ Jac(Cv)(Fu)
)
.
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For the proof of the Fekete-Szego¨ theorem we will need one more property of the sub-
groups W~a(~r), asserting Lipschitz continuity of the Abel maps jx(z) = [(z)−(x)] on compact
sets Ev ⊂ Cv(Cv).
Proposition D.3. Let Kv be a nonarchimedean local field, and let Cv/Kv be a smooth,
projective, geometrically integral curve of genus g = g(Cv) > 0. Let Ev ⊂ Cv(Cv) be compact.
Suppose that ~a ∈ Egv is a point such that J~a : Cv(Cv)g → Jac(Cv)(Cv) is nonsingular at ~a, and
let 0 < η < 1, 0 < R < 1 and 0 < r1, . . . , rg ≤ R be numbers satisfying the conditions (D.5),
so W~a(~r) = J~a
(∏g
i=1BCv(ai, ri)
)
is an open subgroup of Jac(Cv)(Cv) with the properties in
Theorem D.2.
Then there are constants ε0, C0 > 0 (depending on ~a and Ev) such that if 0 < ε ≤ ε0,
then for all x, z ∈ Ev with ‖x, z‖v ≤ ε, the divisor class jx(z) = [(z) − (x)] belongs to
W~a(C0ε · ~r).
The proofs, given in §D.3, involve expanding the maps in question in terms of power
series, and applying properties of power series proved below.
2. Lemmas on Power Series in Several Variables
In this section we recall some facts about power series in several variables. All the
results are standard. Fix 0 < d ∈ N; in the application we will take d = g.
Given variables X1, . . . ,Xd and natural numbers k1, . . . , kd, we write ~X = (X1, . . . ,Xd),
k = (k1, . . . , kd), and ~X
k = Xk11 · · ·Xkdd . Put ~0 = (0, . . . , 0) ∈ Cdv. If ~a = (a1, . . . , ad) ∈ Cdv
and ~r = (r1, . . . , rd) ∈ Rd, with r1, . . . , rd > 0, we write
D(~a,~r) =
d∏
i=1
D(ai, ri) , D(~a,~r)
− =
∏
i
D(ai, ri)
− .
If r > 0 we put D(~0, r) = D(0, r)d and D(~0, r)− = (D(0, 1)−)d. The norm |~x|v = maxi(|xi|v)
induces a metric |~x− ~y|v on Cdv and on each polydisc D(~a,~r), D(~a,~r)−.
First, recall that a power series g( ~X) ∈ Cv[[ ~X ]] which converges on a polydisc D(~0, ~r)
is determined by its values on D(~0, ~r) ∩Kdv :
Lemma D.4. Suppose g( ~X) ∈ Cv[[ ~X ]] converges on D(~0, ~r), with g(~a) = 0 for each
~a ∈ D(~0, ~r) ∩Kdv . Then g( ~X) is the zero power series.
Proof. If g( ~X) 6≡ 0, after making a Kv-rational change of variables and shrinking the
ri if necessary, we can apply the Weierstrass Preparation Theorem (see [11], Theorem 1,
p.201, and Proposition 2, p.205). This means we can factor g( ~X) as G( ~X)h( ~X) where h( ~X)
is an invertible power series converging in D(~0, ~r) and
G( ~X) = XMd +
M∑
i=1
ci(X1, . . . ,Xd−1)XM−id
is a monic polynomial in Xd with coefficients ci(X1, . . . ,Xd−1) ∈ Cv[[X1, . . . ,Xd−1]] which
converge in D(~0, (r1, . . . , rd−1)). Since g( ~X) vanishes on D(~0, ~r)∩Kdv , so does G( ~X). Fixing
a1, . . . , ad−1 ∈ Kv with |ai|v ≤ ri for each i, we see that G(a1, . . . , ad−1,Xd) is a monic
polynomial in Xd with infinitely many roots.
This is impossible, so g( ~X) ≡ 0. 
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Suppose h( ~X) =
∑
ak ~X
k ∈ Cv[[ ~X ]] converges on the polydisc D(~0, 1). It follows from
the Maximum Modulus Principle (see [11], p.201) that
(D.11) ‖h‖D(~0,1) = maxk (|ak|v) .
Here ‖h‖D(~0,1) = sup~z∈D(~0,1)(|h(~z)|v) is the sup norm of h, and maxk(|ak|v) is the so-called
‘Gauss norm’. If h( ~X) converges on the polydisc D(~0, ~r), an analogous result holds:
(D.12) ‖h‖D(~0,~r) = maxk (|ak|v~r
k) .
Uniform convergence of values implies convergence in the Gauss norm:
Lemma D.5. Fix a polydisc D(~0, ~r). Let g(ℓ)( ~X) ∈ Cv[[ ~X ]], for ℓ = 1, 2, . . ., be power
series for which there is a function G( ~X) on D(~0, ~r) such that uniformly for ~a ∈ D(~0, ~r),
the values g(ℓ)(~a) converge to G(~a). Then there is a power series g( ~X) ∈ Cv[[ ~X ]] converging
on D(~0, ~r) such that the coefficients of the g(ℓ)( ~X) converge to the coefficients of g( ~X), and
g(~a) = limℓ→∞ g(ℓ)(~a) = G(~a) for each ~a ∈ D(~0, ~r).
Proof. Write g(ℓ)( ~X) =
∑
k b
(ℓ)
k
~Xk. By the Maximum Modulus principle, applied to
D(~0, ~r), for each k ∈ Nd the coefficients b(ℓ)k converge to a number bk, and if g( ~X) =
∑
k bk
~Xk
then in the Gauss norm for D(~0, ~r) the g(ℓ)( ~X) converge to g( ~X). But convergence in the
Gauss norm implies convergence of values on D(~0, ~r). 
Recall that Ôv denotes the ring of integers of Cv.
Proposition D.6. Let H( ~X) = (h1( ~X), . . . , hd( ~X)) ∈ Ôv [[ ~X ]]d be such that H( ~X) ≡ ~X
modulo terms of degree ≥ 2. Then
(A) H induces an isometry from D(~0, 1)− onto D(~0, 1)−.
(B) For each polydisc D(~0, ~r) ⊂ D(~0, 1)− satisfying maxi(ri)2 ≤ mini(ri), H induces an
isometry from D(~0, ~r) onto D(~0, ~r), and if Fu ⊆ Cv is a complete field such that H( ~X) is
rational over Fu, then H(D(~0, ~r) ∩ F du ) = D(~0, ~r) ∩ F du .
Proof. First, note that the form of H( ~X) shows that H converges on D(~0, 1)− and
that H(D(~0, 1)−) ⊂ D(~0, 1)−.
Next we claim that H preserves distances on D(~0, 1)−. To see this, fix ~p, ~q ∈ D(~0, 1)−
with ~p 6= ~q. Write hi( ~X) =
∑
k ai,k
~Xk, and put |k| = k1 + . . .+ kd. For each i we have
hi(~p)− hi(~q) = (pi − qi) +
∑
|k|≥2
ai,k(~p
k − ~qk) .
Using the ultrametric property of Cv, it is easy to see that for each k
(D.13) |ai,k(~pk − ~qk)|v ≤ (max
j
|pj − qj|v) ·
(
max(|~p|v , |~q|v)
)|k|−1
.
Consequently |H(~p)−H(~q)|v ≤ maxi |pi − qi|v = |~p− ~q|v.
Now take i so that |pi− qi|v is maximal. Noting that max(|~p|v, |~q|v) < 1, it follows from
(D.13) that |pi−qi|v > |ai,k(~pk−~qk)|v for all k with |k| ≥ 2. Consequently |hi(~p)−hi(~q)|v =
|pi − qi|v 6= 0, so |H(~p)−H(~q)|v = |~p− ~q|v. In particular, H is 1− 1 on D(~0, 1)−.
Next we will show that H( ~X) has a right inverse G( ~X) = (g1( ~X), . . . , gd( ~X)) belonging
to Ôv[[ ~X ]]], such that G( ~X) ≡ ~X modulo terms of degree ≥ 2. To do this, we apply Newton’s
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method to power series, and use convergence of values on D(~0, 1)− to deduce convergence
of coefficients of the power series.
Let JH( ~X) = (
∂hi
∂zj
( ~X)) be the Jacobian matrix of H( ~X), computed using formal par-
tial derivatives of series. By hypothesis, JH( ~X) ≡ I modulo terms of degree ≥ 1, so
det(JH( ~X)) ∈ Ôv[[ ~X ]] is a power series with constant term 1. Thus, the formal geomet-
ric series for det(JH( ~X))
−1 belongs to Ôv[[ ~X ]] and converges for all ~z ∈ D(~0, 1)−, and
JH( ~X)
−1 = det(JH( ~X))−1 · Adj(JH( ~X)) has components given by power series in Ôv [[ ~X]]
which also converge for all ~z ∈ D(~0, 1)−.
Define a sequence of maps G(ℓ)( ~X) = (g
(ℓ)
1 (
~X), . . . , g
(ℓ)
d (
~X)) with coordinate functions
belonging to Ôv[[ ~X ]], by setting G(0)( ~X) = ~X and putting
(D.14) G(ℓ+1)( ~X) = G(ℓ)( ~X)− JH(G(ℓ)( ~X))−1 · (H(G(ℓ)( ~X))− ~X)
for each ℓ. Inductively one sees that G(ℓ)( ~X) ≡ ~X modulo terms of degree ≥ 2, so the sub-
stitutions make sense formally and all the component functions g
(ℓ)
i (
~X) belong to Ôv[[ ~X ]].
In particular they converge on D(~0, 1)−.
Next fix ~q ∈ D(~0, 1)− and put r = |~q|v < 1. The usual sequence of Newton iterates
~p0, ~p1, . . . ∈ D(~0, r) converging to a solution of H(~p) = ~q is defined by setting ~p0 = ~q and
putting
(D.15) ~pℓ+1 = ~pℓ − JH(~pℓ)−1 · (H(~pℓ)− ~q) .
By the form of H( ~X), clearly |H(~p0)− ~q|v ≤ r2. Assume inductively that ~pℓ ∈ D(~0, r) and
|H(~pℓ) − ~q|v ≤ rℓ+2. By (D.15) we have ~pℓ+1 ∈ D(~0, r). Expanding H(~pℓ+1) and using
(D.15) we find that
|H(~pℓ+1)− ~q|v ≤ r2(ℓ+2) ≤ r(ℓ+1)+2 .
From (D.15) we see that the ~pℓ converge to a vector ~p ∈ D(~0, r) such that H(~p) = ~q.
Comparing (D.14) and (D.15) shows that that ~pℓ = G
(ℓ)(~q) for each ℓ, that is, the values
of the G(ℓ)(~q) converge for each ~q ∈ D(~0, 1)−. Moreover by the ultrametric inequality, for
each r < 1 the convergence is uniform on D(~0, r), with |G(ℓ+1)(~q)−G(ℓ)(~q)|v ≤ rℓ+2 for all
ℓ and all ~q ∈ D(~0, r). Hence, Lemma D.5 produces a function G( ~X) = (g1( ~X), . . . , gd( ~X))
with components gi( ~X) ∈ Ôv[[ ~X ]], such that H(G(~q)) = ~q for all ~q ∈ D(~0, 1)−. The fact
that each G(ℓ)( ~X) ≡ ~X modulo terms of degree ≥ 2 means that G( ~X) has this property
as well. From this, it follows that G(D(~0, 1)−) ⊂ D(~0, 1)−. Hence, H gives a surjection
from D(~0, 1)− onto D(~0, 1)−. To see that G( ~X) is a left inverse to H( ~X) as well as a right
inverse, note that if ~p ∈ D(~0, 1)− and ~q = H(~p) then
H(~p) = ~q = H(G(~q)) ;
however, since H(~z) is 1 − 1 on D(~0, 1)−, necessarily ~p = G(~q). That is, ~p = G(H(~p)) for
all ~p ∈ D(~0, 1)−.
The fact that H and G define inverse functions on D(~0, 1)− means that G(H( ~X))− ~X
and H(G( ~X))− ~X are identically equal to ~0 on D(~0, 1)−, and then Lemma D.4 shows their
component power series are identically 0. Hence, H and G are formal inverses.
If D(~0, ~r) ⊂ D(~0, 1)− is a polydisc satisfying maxi(ri)2 ≤ mini(ri), then the fact that
H( ~X) ∈ Ôv[[ ~X ]]d and H( ~X) ≡ ~X modulo terms of degree ≥ 2 shows that H maps D(~0, ~r)
into itself. However, G( ~X) has the same form, so G maps D(~0, ~r) into itself as well. Since
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H and G are inverses, and H preserves distances, H induces an isometry from D(~0, ~r) onto
itself.
Finally, if H( ~X) is rational over Fu for some subfield Fu ⊂ Cv, the formulas (D.14) show
that the G(ℓ)( ~X) are rational over Fu, and if Fu is complete then G( ~X) is also rational over
Fu. It follows that H(D(~0, ~r) ∩ F du ) ⊆ D(~0, ~r) ∩ F du and G(D(~0, ~r) ∩ F du ) ⊆ D(~0, ~r) ∩ F du , so
H(D(~0, ~r) ∩ F du ) = D(~0, ~r) ∩ F du 
Remark. Under the hypotheses of Proposition D.6, in general H( ~X) will not converge on
the closed unit polydisc D(~0, 1), and even if it does, it will not in general be 1 − 1 and
G( ~X) will not converge on D(~0, 1). For example, in one variable, if H(X) = X −X2 then
H(0) = H(1) = 0, while the power series expansion for its inverse G(X) = (1−√1 + 4X))/2
only converges on D(0, 1)−.
For the proof of Proposition D.3, we will need the following lemma.
Lemma D.7. Let R ∈ |C×v |v, and suppose h : D(0, R) × D(0, R) → D(0, r) is a map
defined by a power series h(X,Y ) =
∑∞
j,k=0 cjkX
jY k ∈ Cv[[X,Y ]] which converges on
D(0, R)×D(0, R), and satisfies h(x, x) = 0 for all x ∈ D(0, R). Then for all x, y ∈ D(0, R),
|h(x, y)|v ≤ r
R
· |x− y|v .
Proof. By the Maximum Modulus Principle for power series, we have |cjk|v ≤ r/Rj+k
for all j, k, and
(D.16) lim
j,k→∞
|cjk|v ·Rj+k = 0
since h(X,Y ) converges on D(0, R) ×D(0, R). Fix x, y ∈ D(0, R). Then
h(x, y) = h(x, y) − h(x, x) =
∞∑
j,k=0
cjkx
j(yk − xk)
= (y − x) ·
∞∑
j,k=0
cjkx
j
( k−1∑
ℓ=0
xℓyk−1−ℓ
)
.(D.17)
By our estimate for |cij |v and the ultrametric inequality, each term in the sum on the right
in (D.17) has absolute value at most r/R, and by (D.16) the sum converges and has absolute
value at most r/R. Thus |h(x, y)|v ≤ |x− y|v · r/R. 
3. Proof of the Local Action Theorem
In this section we prove Theorem D.2 and Proposition D.3. We use the notation estab-
lished prior to the statement of the Theorem, and begin with four lemmas.
In our first lemma, we show that certain subsets of the formal group of Jac(Cv) are
subgroups. We denote a group structure by a triple consisting of the underlying set and
two vectors of power series, representing addition and negation, which converge on the set.
Lemma D.8. Let D(~0, 1)− := (D(~0, 1)−, S( ~X, ~Y ),M( ~X)) be the formal group of Jac(Cv).
Let L : Cgv → Cgv be a nonsingular linear map, and fix 0 < η < 1. Then there is an R1 > 0
such that for each ~r = (r1, . . . , rg) satisfying 0 < r1, . . . , rg ≤ R1 and η ·maxi(ri) ≤ mini(ri),
and each 0 < λ ≤ 1,
(A) DL(~0, λ~r) := (L(D(~0, λ~r)), S( ~X, ~Y ),M( ~X)) is a subgroup of D(~0, 1)−;
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(B) If D(~0, ~r) is given its structure as an additive subgroup of Cgv, the map of sets
L : D(~0, ~r)→ L(D(~0, ~r)) induces an isomorphism of groups
D(~0, ~r)/D(~0, η~r) ∼= DL(~0, ~r)/DL(~0, η~r) .
Proof. Let (αij), (βij) ∈Mg(Cv) be the matrices associated to L−1 and L, respectively,
and put A = maxi,j |αij |v, B = maxi,j |βij |v . Let
S˜( ~X, ~Y ) = L−1(S(L( ~X), L(~Y ))) , M˜( ~X) = L−1(M(L( ~X))) .
Then DL(~0, ~r) is a group if and only if D˜(~0, ~r) := (D(~0, ~r), S˜( ~X, ~Y ), M˜ ( ~X)) is a group, and
if they are groups, the map L : D(~0, ~r) → L(D(~0, ~r)) induces isomorphism between them.
Note that if ~r satisfies the conditions in the Lemma, then so does λ~r for each 0 < λ ≤ 1.
Hence it suffices to consider the D˜(~0, ~r).
Write S˜( ~X, ~Y ) = (S˜1( ~X, ~Y ), . . . , S˜g( ~X, ~Y )), M˜( ~X) = (M˜1( ~X), . . . , M˜g( ~X)), and for
each i, expand
S˜i( ~X, ~Y ) = Xi + Yi +
∑
|k|+|ℓ|≥2
ci,k,ℓ ~X
k~Y ℓ , M˜i( ~X) = −Xi +
∑
|k|≥2
di,k ~X
k .
Since the power series defining S( ~X, ~Y ) and M( ~X) have coefficients in Ôv , it is easy to see
that for each i = 1, . . . , g and all k, ℓ ∈ Ng with |k|+ |ℓ| ≥ 2 (resp. all k ∈ Ng with |k| ≥ 2),
we have |ci,k,ℓ|v ≤ AB|k|+|ℓ| and |di,k|v ≤ AB|k|. Hence for all ~x, ~y ∈ D(~0, ~r)
|ci,k,ℓ~xk~yk|v ≤ A
(
Bmax
i
(ri)
)|k|+|ℓ|
, |di,k~xk|v ≤ A
(
Bmax
i
(ri)
)|k|
.
If maxi(ri) < 1/B then S˜( ~X, ~Y ) and M˜( ~X) converge for ~x, ~y ∈ D(~0, ~r). If also
maxi(ri) ≤ η/(AB2) and ηmaxi(ri) ≤ mini(ri), then for all |k|+ |ℓ| ≥ 2,
|ci,k,ℓ~xk~yℓ|v ≤ A
(
Bmax
i
(ri)
)|k|+|ℓ| ≤ AB2max
i
(ri)
2 ≤ ηmax
i
(ri) ≤ min
i
(ri) .
Similarly for all |k| ≥ 2, we have |di,k~xk|v ≤ mini(ri), and so S˜( ~X, ~Y ) and M˜( ~X) map
D(~0, ~r) into itself. Since S˜(S˜(~x, M˜ (~y)), ~y) = ~x and M˜(M˜(~x)) = ~x for all ~x, ~y ∈ D(~0, ~r), they
are surjective. Thus D˜(~0, ~r) is a group.
Finally, if max(ri) ≤ η2/AB2 then by an argument similar to the one above, for all
~x, ~y ∈ D(~0, ~r) and all k, ℓ with |k|+ |ℓ| ≥ 2, one has |ci,k,ℓ~xk~yℓ|v ≤ ηmini(ri). Likewise, for
all ~x ∈ D(~0, ~r) and all k with |k| ≥ 2, one has |di,k~xk| ≤ ηmini(ri). Thus
S˜(~x, ~y) = ~x+ ~y + δ1(~x, ~y) , M˜(~x) = −~x+ δ2(~x) ,
where δ1(~x, ~y) and δ2(~x) belong to D(~0, η~r). This means that if D(~0, ~r) is viewed as an
additive subgroup of Cgv, then D˜(~0, ~r)/D˜(~0, η~r) ∼= D(~0, ~r)/D(~0, η~r).
Put R1 =
1
2 min(1/B, η
2/(AB2)). Then if 0 < r1, . . . , rg ≤ R1 and ηmax(ri) ≤ min(ri),
both D˜(~0, ~r) and D˜(~0, η~r) are groups, and
D(~0, ~r)/D(~0, η~r) ∼= D˜(~0, ~r)/D˜(~0, η~r) ∼= DL(~0, ~r)/DL(~0, η~r) .
This yields the result. 
Our next lemma shows that if H( ~X) : Cgv → Cgv is a map defined by convergent power
series, whose derivative L = H ′(~0) is nonsingular, then for suitable polydiscs D(~0, ~r) the
image H(D(~0, ~r)) coincides with L(D(~0, ~r)).
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Lemma D.9. Let H( ~X) ∈ Cv[[ ~X ]]g be a vector of power series which converges on
D(~0, r) for some r > 0, and maps D(~0, r) into D(0, 1)−. Assume the derivative L = H ′(~0) :
C
g
v → Cgv is nonsingular.
Then for each 0 < η < 1, there is an R2 with 0 < R2 ≤ r such that for each D(~0, ~r)
with 0 < r1, . . . , rg ≤ R2 and η ·maxi(ri) ≤ mini(ri),
(A) H( ~X) gives an analytic isomorphism from D(~0, ~r) onto L(D(~0, ~r)), with the property
that for each ~z ∈ D(~0, ~r),
H(~z) ≡ L(~z) (mod L(D(~0, η~r))) .
(B) For each complete field Fu such that Kv ⊆ Fu ⊆ Cv and H( ~X) is rational over Fu,
H(D(~0, ~r) ∩ F gu ) = L(D(~0, ~r)) ∩ F gu .
Proof. Let (αij) ∈Mg(Cv) be the matrix associated to L−1, and putA = maxi,j(|αij |v).
Choose π ∈ K×v so that |π|v < min(r, r2/A), and put B = |π|v .
Our plan is to apply Proposition D.6 to
(D.18) H˜( ~X) := L−1(
1
π
H(π ~X)) .
By construction, H˜ ′(~0) = id. Write
H( ~X) = L( ~X) +
∑
|k|≥2
~ck ~X
k , H˜( ~X) = ~X +
∑
|k|≥2
c˜k ~X
k ,
where ~ck = (c1,k, . . . , cg,k) and c˜k = (c˜1,k, . . . , c˜g,k). Since H( ~X) converges on D(~0, r) and
mapsD(~0, r) into D(~0, 1)−, we have |ci,k|v ≤ 1/r|k| for all i, k. Since B/r ≤ 1 and B ≤ r2/A,
for each i and each k with |k| ≥ 2 we have
|c˜i,k|v ≤ A
B
(B
r
)|k|
<
A
B
(B
r
)2 ≤ 1 .
Thus H˜( ~X) ∈ Ôv[[ ~X ]]g and H˜( ~X) ≡ ~X modulo terms of degree ≥ 2. By Proposition
D.6, if 0 < s1, . . . , sd < 1 and max(si)
2 ≤ min(si), then H˜(D(~0, ~s)) = D(~0, ~s). Furthermore,
if Fu is a complete field with Kv ⊂ Fu ⊂ Cv, and if H( ~X) is rational over Fu, then H˜( ~X)
is rational over Fu, so H˜(D(~0, ~s) ∩ F gu ) = D(~0, ~s) ∩ F gu .
Given 0 < η < 1, put R2 = η
2B. Then R2 < r.
Suppose 0 < r1, . . . , rg ≤ R2, with η · maxi(ri) ≤ mini(ri). We first show that
H(D(~0, ~r)) = L(D(~0, ~r)). Put ~s = (1/B)~r. Then 0 < si < 1 for each i, since maxi(ri) ≤ R2
and R2/B = η
2 < 1, and
max
i
(si)
2 ≤ R2
B2
max
i
(ri) ≤ η
B
(
ηmax
i
(ri)
)
<
1
B
min
i
(ri) = min
i
(si) .
SinceH(π ~X) = πL(H˜( ~X)) andD(~0, ~r) = D(~0, B~s) = πD(~0, ~s), it follows that H(D(~0, ~r)) =
L(D(~0, ~r)) and H(D(~0, ~r) ∩ F gu ) = L(D(~0, ~r)) ∩ F gu .
Third, we show that H(~x) ≡ L(~x) (mod L(D(~0, η~r))) for each ~x ∈ D(~0, ~r). Note that
H( ~X) = L(πH˜( 1π
~X)), and that if ~x ∈ D(~0, ~r) then ~xπ ∈ D(~0, 1)−. By the inequalities
maxi(ri) ≤ R2 and R2 ≤ η2B < B, and our estimate |c˜i,k|v ≤ 1 above, for each i and each
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k with |k| ≥ 2 we have
|πc˜i,k
(~x
π
)k|v ≤ B(maxi(ri)
B
)|k|
< B
(maxi(ri)
B
)2 ≤ R2
B
max
i
(ri)
≤ η2max
i
(ri) ≤ ηmin
i
(ri) .
Furthermore, H˜( ~X) ≡ ~X modulo terms of degree ≥ 2, so πH˜( ~xπ ) ≡ ~x (mod D(~0, η~r)). Since
H(~x) = L(πH˜( ~xπ )), it follows that H(~x) ≡ L(~x) (mod L(D(~0, η~r))). 
Our third lemma shows that for a dense set of points ~a ∈ Cv(Cv)g, the map [ ] : Cgv →
PicgCv/Cv is nonsingular at ~a.
Lemma D.10. There is a non-empty Zariski-open subset U ⊂ Cgv such that for each
~a ∈ U(Cv), the map [ ] : Cgv → PicgCv/Cv is nonsingular at ~a. Moreover, for each complete
field Fu with Kv ⊆ Fu ⊆ Cv such that Cv(Fu) is nonempty, U(Fu) is dense in Cv(Fu)g for
the v-topology.
Proof. Fix ~a ∈ Cgv (Cv). The map [ ] : Cgv → PicgCv/Cv , where [~x] is the linear equivalence
class of the divisor (x1) + · · ·+ (xg), factors as
[ ] : Cgv
Q−→ Symg(Cv) P−→ PicgCv/Cv
where Q : Cgv → Symg(Cv) is the quotient, and P : Symg(Cv)→ PicgCv/Cv is the Abel map.
First consider Q : Cgv → Sym(g)(Cv). Let Sg be the symmetric group on the letters
{1, . . . , g}. For each π ∈ Sg, write π(~x) = (xπ(1), . . . , xπ(g)). If ~x ∈ Cgv (Cv) has distinct
coordinates, then Q(~x) has g! distinct preimages, namely the points π(~x) for π ∈ Sg. Since
Q is a finite, flat morphism of degree g!, it is e´tale at ~x. In particular, it is nonsingular
at ~x. Thus, Q is nonsingular in the complement of the generalized diagonal X = {~x =
(x1, . . . , xg) : xi = xj for some i 6= j}.
The morphism P : Sym(g)(Cv) → PicgCv/Cv is a birational isomorphism, and so it is
nonsingular outside a proper Zariski-closed set Y ⊂ Sym(g)(Cv). Since Q is dominant,
Q−1(Y ) ⊂ Cgv is a proper, Zariski-closed subset of Cgv. Thus P ◦ Q is nonsingular on the
nonempty, Zariski-dense set U = Cgv\(X ∪Q−1(Y )).
We now show that if Fu is a complete field with Kv ⊆ Fu ⊆ Cv for which Cv(Fu) is
nonempty, then U(Fu) is dense in Cgv (Fu) for the v-topology. Suppose to the contrary that
there was a point ~a ∈ Cgv (Fu) such that BCgv (~a,~r)∩U(Fu) is empty, for some r1, . . . , rg > 0.
Then ~a ∈ X ∪ Q−1(Y ). Let h be one of the equations cutting out X ∪ Q−1(Y ) in a
neighborhood of ~a. After shrinking the ri, if necessary, we can assume that each ball
B(ai, ri) is isometrically parametrizable. Let Φ~a : D(~0, ~r) → BCgv (~a,~r) be a product of Fu-
rational isometric parametrization maps as in (D.1). By composing h with Φ~a, we would
obtain a power series h◦Φ~a(~z) ∈ Cv[[ ~X]] converging on D(~0, ~r) and vanishing identically on
D(~0, ~r)∩F gu . By Lemma D.4, h◦Φ~a ≡ 0, so h would vanish on all of BCgv (~a,~r) = Φ~a(D(~0, ~r)).
This is impossible by what has been shown above. 
Our final lemma concerns the trace TrFu/Kv : Jac(Cv)(Fu)→ Jac(Cv)(Kv) when Fu/Kv
is finite and separable. Let Hw be the galois closure of Kv in Cv. The subgroup BJ(O, 1)
−∩
Jac(Cv)(Hw) is stable under Gal(Hw/Kv), so we can pull back the trace TrFu/Kv to the
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formal group D(~0, 1)−. Let ~X1 = (X11, . . . ,X1g), · · · , ~Xd = (Xd1, . . . ,Xdg) be d vectors of
independent variables, and put
S(d)( ~X1, · · · , ~Xd) = S( ~X1, S( ~X2, · · · , S( ~Xd−1, ~Xd))) ∈ Ov[[ ~X1, . . . , ~Xd]] .
Since S( ~X, ~Y ) is commutative and associative, for each permutation π on the letters {1, . . . , d}
we have S(d)( ~Xπ(1), · · · , ~Xπ(d)) = S(d)( ~X1, · · · , ~Xd). Let σ1, . . . , σd be the distinct embed-
dings of Fu into Hw, and extend each σi to an automorphism of Hw. Define TrFu/Kv,S :
D(~0, 1)− ∩ F gu → D(~0, 1)− ∩Kgv by
TrFu/Kv,S(~x) = S
(d)(σ1(~x), · · · , σd(~x)) .
Then TrFu/Kv(Ψ(~x)) = Ψ(TrFu/Kv,S(~x)) for each ~x ∈ D(~0, 1)− ∩ F gu .
Lemma D.11. Let Fu/Kv be a separable finite extension. Then there are constants Ru
and Cu, depending on Fu, with 0 < Ru < 1 and 0 < Cu ≤ 1, such that for each r with
0 < r ≤ Ru we have
(D.19) TrFu/Kv(BJ(O, r) ∩ Jac(Cv)(Fu)) ⊇ BJ(O,Cur) ∩ Jac(Cv)(Kv) .
Proof. We keep the notation above. Since Ψ : D(~0, 1)− → BJ(O, 1)− is a Kv-rational
isometric parametrization, for each 0 < r < 1 it takes D(~0, r)∩F gu to BJ(0, r)∩Jac(Cv)(Fu)
and D(~0, r) ∩Kgv to BJ(0, r) ∩ Jac(Cv)(Kv). Thus it suffices to prove the assertion corre-
sponding to (D.19) for TrFu/Kv,S.
The idea is that one can describe the image of TrFu/Kv,S by restricting TrFu/Kv,S to a
carefully chosen Kv-rational subspace. Since Fu/Kv is separable, there is a 0 6= β ∈ Ov
such that TrFu/Kv(Ou) = βOv . Let α ∈ Ou be such that TrFu/Kv(α) = β; then |α|v = 1,
|β|v ≤ 1. Define
T ( ~X) = S(d)(σ1(α) ~X, · · · , σd(α) ~X) .
Then for each ~x ∈ D(~0, 1)− ∩Kgv , we have α~x ∈ D(~0, 1)− ∩ F gu , and
(D.20) TrFu/Kv,S(α~x) = T (~x) .
A` priori T ( ~X) ∈ Ow[[ ~X ]]. However, for each σ ∈ Gal(Hw/Kv) there is a permutation
π = πσ of {1, . . . , d} such that σσi = σπ(i), so (writing σT for the power series obtained by
letting σ act on the coefficients of T )
(σT )( ~X) = S(d)(σ(σ1(α)) ~X, · · · , σ(σd(α)) ~X)
= S(d)(σπ(1)(α) ~X, · · · , σπ(d)(α) ~X) = T ( ~X)
Thus T ( ~X) ∈ Ov[[ ~X ]]. Since S( ~X, ~Y ) ≡ ~X + ~Y modulo terms of degree ≥ 2, it follows that
T ( ~X) ≡ TrFu/Kv(α) ~X = β ~X modulo terms of degree ≥ 2.
Put T˜ ( ~X) = 1
β2
T (β ~X). Then T˜ ( ~X) ∈ Ov[[ ~X ]] and T˜ ( ~X) ≡ ~X modulo terms of degree
≥ 2. By Proposition D.6, for each 0 < s < 1 we have T˜ (D(~0, s) ∩ Kgv ) = D(~0, s) ∩ Kgv .
Suppose 0 < r < |β|v , and put s = r/|β|v . Then 0 < s < 1. Since T (β ~X) = β2T˜ ( ~X) and
β ∈ K×v , it follows that
T (D(~0, r) ∩Kgv ) = T (β(D(~0, s) ∩Kgv )) = β2T˜ (D(~0, s) ∩Kgv )
= β2(D(~0, s) ∩Kgv ) = D(~0, |β|vr) ∩Kgv .(D.21)
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Set Ru =
1
2 |β|v and Cu = |β|v . By (D.20) and (D.21), if 0 < r ≤ Ru, then
TrFu/Kv,S(D(
~0, r) ∩ F gu ) ⊇ T (D(~0, r) ∩Kgv ) = D(~0, Cur) ∩Kgv .
This yields (D.19). 
Proof of Theorem D.2. Fix a point ~a = (a1, . . . , ag) ∈ Cgv (Cv) for which [ ] : Cgv →
PicgCv/Cv is nonsingular at ~a. By Lemma D.10, such ~a are dense in C
g
v (Cv) for the v-topology,
and if Fu is a complete field with Kv ⊆ Fu ⊆ Cv such that Cv(Fu) is nonempty, they are
dense in Cgv (Fu).
The associated map J~a : Cv(Cv)g → Jac(Cv) given by J~a(~x) = [~x]−˙[~a] is nonsingular at
~a, since the subtraction morphism −˙[~a] in Pic(Cv/Cv) is an isomorphism. For a suitably
small r > 0, let Φ~a : D(~0, r) → BCgv (~a, r) be the isometric parametrization from (D.1).
Without loss, we can assume r is small enough that J~a(Φ~a(D(~0, r))) ⊂ BJ(O, 1)−. Let
Ψ : D(~0, 1)− → BJ(O, 1)− be the isometric parametrization from (D.2), and put
H~a( ~X) = Ψ
−1 ◦ J~a ◦Φ~a( ~X) .
Then H~a( ~X) ∈ Cv[[ ~X ]]g, and H~a( ~X) converges on D(~0, r). If ~a ∈ Cv(Fu)g, with Fu as above,
then H~a( ~X) ∈ Fu[[ ~X ]]g. Put L~a = H ′~a(~0), viewing it as a linear map L~a : Cgv → Cgv. By our
discussion, L~a is invertible, and if H~a( ~X) ∈ Fu[[ ~X ]] with Fu as above, then L~a ∈ GLg(Fu).
Fix 0 < η < 1, and let R1, R2 > 0 be the numbers given by Lemmas D.8 and D.9
applied to H~a( ~X), L~a and η. Put R = min(1/2, R1, R2). Suppose 0 < r1, . . . , rg ≤ R and
ηmaxi(ri) ≤ min(ri). By Lemma D.9, H~a induces an analytic isomorphism from D(~0, ~r))
onto L~a(D(~0, ~r)). In particular, H~a is injective on D(~0, ~r), which means (since Φ~a and Ψ
are isomorphisms and J~a(~x) = [~x]−˙[~a]) that the balls BCv (a1, r1), . . . , BCv (ag, rg) must be
pairwise disjoint, and especially that the points a1, . . . , ag must be distinct.
By Lemma D.8, L~a(D(~0, ~r)) (equipped with the addition law S( ~X, ~Y ) and negation
M( ~X)) is a subgroup of the formal group of Jac(Cv), denoted by DL~a(~0, ~r). By Lemma
D.9, for each ~z ∈ D(~0, ~r)
(D.22) H~a(~z) ≡ L~a(~z) (mod L~a(D(~0, η~r))) ,
and the map L~a : D(~0, ~r) → L~a(D(~0, ~r)) induces an isomorphism from the additive group
D(~0, ~r)/D(~0, η~r) onto DL~a(~0, ~r)/DL~a(~0, η~r).
We now define an action +¨0 of DL~a(~0, ~r) on the polydisc D(~0, ~r) by setting, for ~w ∈
L~a(D(~0, ~r)) and ~z ∈ D(~0, ~r),
~w+¨0~z = H
−1
~a (S(~w,H~a(~z))) .
It is easy to check that for all ~w1, ~w2 ∈ L~a(D(~0, ~r)) we have ~w1+¨0(~w2+¨0~z) = S(~w1, ~w2)+¨0~z.
Thus, DL~a(~0, ~r) acts on D(~0, ~r). The action is transitive, since if ~z1, ~z2 ∈ D(~0, ~r) and
w = S(H~a(~z2),M(H~a(~z1))) then w+¨0~z1 = ~z2. It is simple, since if w1+¨~z = w2+¨~z then
S(w1,H~a(~z)) = S(w2,H~a(~z)), and hence w1 = w2. Thus, D(~0, ~r) is a principal homogeneous
space for DL~a(~0, ~r) under +¨0.
If in addition ~a ∈ Cv(Fu)g where Fu is as above, then by Lemma D.9, H~a maps D(~0, ~r)∩
F gu isomorphically onto L~a(D(~0, ~r)) ∩ F gu . Since S( ~X, ~Y ) and M( ~X) are rational over Kv,
DL~a(~0, ~r) ∩ F gu acts simply and transitively on D(~0, ~r) ∩ F gu .
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We can now prove parts (A) and (B) of Theorem D.2. Given ~a and ~r as above, define
W~a(~r) ⊂ Jac(Cv)(Cv) by W~a(~r) = J~a(BCgv (~a,~r)). Since Ψ ◦H~a = J~a ◦ Φ~a, we also have
W~a(~r) = J~a(Φ~a(D(~0, ~r))) = Ψ(H~a(D(~0, ~r))) = Ψ(DL~a(~0, ~r)) .
Since DL~a(~0, ~r)) is a subgroup of the formal group (D(~0, 1)−, S( ~X, ~Y ),M( ~X)), it follows
that W~a(~r) (equipped with the group operations +˙, −˙) is a subgroup of Jac(Cv)(Cv). Fur-
thermore, by Lemma D.8 the map Ψ ◦ L~a induces an isomorphism
(D.23) D(~0, ~r)/D(~0, η~r) ∼= W~a(~r)/W~a(η~r) .
For each ~z ∈ D(~0, ~r), we have L~a(~z) ≡ H~a(~z) (mod L~a(D(~0, η~r))), and H~a = Ψ−1 ◦ J~a ◦Φ~a.
Hence (D.22) shows that
(D.24) J~a(F~a(~z)) ≡ Ψ(L~a(~z)) (mod W~a(η~r)) .
To prove (C), we define the action +¨ of W~a(~r) on BCgv (~a,~r) =
∏g
i=1BCv(ai, ri) by
restricting the domain of J~a to BCgv (~a,~r) and setting, for w ∈W~a(~r) and ~x ∈ BCgv (~a,~r),
(D.25) w+¨~x = J−1~a (w+˙J~a(~x))) .
Applying J~a to (D.25) shows that [w+¨~x]−˙[~a] = w+˙([~x]−˙[~a]), or equivalently that
(D.26) [w+¨~x] = w+˙[~x] .
Tracing through the definitions, one sees that if w = Ψ(~w) and ~x = Φ~a(~z) with ~w ∈
L~a(D(~0, ~r)) and ~z ∈ D(~0, ~r), then w+¨~x = Φ~a(~w+¨0~z). Thus, +¨ is the pushforward of
the action +¨0 to Cgv and Jac(Cv), using the maps Φ~a and Ψ. Since D(~0, ~r) is a principal
homogeneous space for DL~a(~0, ~r)) under +¨0, it follows that
∏g
i=1BCv(ai, ri) is a principal
homogeneous space for W~a(~r) under +¨.
To prove (D), given ~b ∈ ∏gi=1BCv (ai, ri), write ~b = Φ~a(~β) with ~β ∈ D(~0, ~r). Since the
component functions of Φ~a are isometric parametrization of the balls BCv (ai, ri), for each
~z ∈ D(~0, ~r) we will have Φ~a(~z) ∈
∏g
i=1BCv(bi, ηri) if and only if ~z = ~β+~δ with ~δ ∈ D(~0, η~r).
Suppose Φ~a(~z) ∈
∏g
i=1BCv (bi, ηri). Since W~a(η~r) = Ψ(L~a(D(~0, η~r))), by (D.23) and (D.24)
J~a(Φ~a(~z)) ≡ Ψ(L~a(~b) + L~a(~δ)) ≡ Ψ(L~a(~b)) ≡ J~a(~b) (mod W~a(η~r)) .
Hence Φ~a(~z) ∈W~a(η~r) +¨~b. Conversely, if Φ~a(~z) ∈W~a(η~r) +¨~b, then
Ψ(L~a(~z)) ≡ J~a(Φ~a(~z)) ≡ J~a(~b) ≡ Ψ(L~a(~β)) (mod W~a(η~r)) ,
which means that ~z − ~β ∈ D(~0, η~r), and hence that Φ~a(~z) ∈
∏g
i=1BCv(bi, ηri). Thus
W~a(η~r) +¨~b =
∏g
i=1BCv(bi, ηri). It follows immediately that J~b(
∏g
i=1BCv (bi, ηri)) =W~a(η~r).
Next, we prove (E). Let Fu/Kv be a finite extension in Cv. If ~a ∈ Cv(Fu)g, then
Φ~a, L~a, J~a and Ψ are Fu-rational. Since Φ~a and Ψ are isometric parametrizations, this
means that Φ~a(D(~0, ~r) ∩ F gu ) =
∏g
i=1
(
BCv (ai, ri) ∩ Cv(Fu)
)
and Ψ
(
L~a(D(~0, ~r) ∩ F gu )
)
=
W~a(~r) ∩ Jac(Cv)(Fu). Since J~a is Fu-rational,
∏g
i=1
(
BCv(ai, ri) ∩ Cv(Fu)
)
is a principal
homogeneous space for W~a(~r) ∩ Jac(Cv)(Fu) under +¨. This implies (D.8) and (D.9).
To prove (F), assume in addition that Fu/Kv is separable. Let (αij) ∈ Mg(Fu) be
the matrix of the linear map L−1~a , and let A = maxij(|αij |v) be its operator norm. Write
r = mini(ri), and put s = (1/A)r. Then L
−1
~a (D(
~0, s)) ⊆ D(~0, ~r), so D(~0, s) ⊆ L~a(D(~0, ~r)),
hence BJ(O, s) is contained in W~a(~r). Let 0 < Ru, Cu ≤ 1 be the constants from Lemma
D.11. If s ≤ Ru, then by Lemma D.11, TrFu/Kv
(
W~a(~r)∩Jac(Cv)(Fu)
)
contains BJ(O,Cus)∩
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Jac(Cv)(Kv). If s > Ru, it contains BJ(0, CuRu)∩ Jac(Cv)(Kv). Put C = Cumin(1/A,Ru).
Since r ≤ 1, in either case
TrFu/Kv
(
W~a(~r) ∩ Jac(Cv)(Fu)
) ⊇ BJ(O,Cr) ∩ Jac(Cv)(Kv) .
This completes the proof. 
Finally, we give the proof of Proposition D.3.
Proof of Proposition D.3. Let W~a(~r) = J~a
(∏g
i=1BCv (ai, ri)
)
= L~a(D(~0, ~r)) be an
open subgroup of Jac(Cv)(Cv) with the properties in Theorem D.2, and let Ev ⊂ Cv(Cv) be
a nonempty compact subset.
Next consider the map jx(y) = [(y)− (x)], which takes Cv(Cv)×Cv(Cv) to Jac(Cv)(Cv).
We claim that for each τ ∈ Ev, there are an isometrically parametrizable ball BCv (τ,Rτ )
with jτ (BCv (τ,Rτ )) ⊆ W~a(~r), such that if 0 < ε ≤ Rτ then for all x, y ∈ BCv(τ,Rτ ) with
‖x, y‖v ≤ ε, we have jx(y) ∈W~a((ε/Rτ ) · ~r).
To see this, let ϕτ : D(0, Rτ ) → BCv (τ,Rτ ) be an isometric parametrization. Without
loss we can assume that Rτ ∈ |C×v |v. Let gτ (X) be the composite of the sequence of maps
D(0, Rτ )
ϕτ−→ BCv(τ,Rτ ) jτ−→W~a(~r) Ψ
−1−→ D(~0, 1)− ⊂ Cgv .
Here ϕτ is an analytic map defined by convergent power series in Cv[[X]], jτ is an alge-
braic morphism, and Ψ−1 is the inverse of the isometric parametrization Ψ : D(~0, 1)− →
BJ(O, 1)
−; it is given by projection on g of the coordinates (see D.2). Thus gτ (X) =
(gτ,1(X), . . . , gτ,g(X)) is a map whose coordinate functions are defined by convergent power
series in Cv[[X]].
Since jx(y) = jτ (y)−˙jτ (x) onB(τ,Rτ ), and since the group operations +˙, −˙ onBJ(O, 1)−
correspond to S( ~X, ~Y ), M( ~X) in the formal group D(~0, 1)−, when jx(y) is pulled back to
D(0, Rτ )×D(0, Rτ ) using ϕτ , it is represented by the power series map S(gτ (X),M(gτ (Y )).
By hypothesis, jτ (B(τ,Rτ ) is contained in W~a(~r) = L~a(D(0, ~r)), where L~a = (Ψ
−1 ◦ J~a ◦
Φ~a)
′(0) : Cgv → Cgv is a nonsingular linear map. Since W~a(~r) is a group the image of
S(gτ (X),M(gτ (Y )) is contained in L~a(D(0, ~r)).
Now define hτ (X,Y ) : D(0, Rτ )×D(0, Rτ )→ Cgv by
hτ (X,Y ) = L
−1
~a (S(gτ (X),M(gτ (Y ))) = (hτ,1(X,Y ), . . . , hτ,g(X,Y )) .
The image of hτ (X,Y ) is contained in D(0, ~r) =
∏g
j=1D(0, rj), so each hτ,j(X,Y ) ∈
C[[X,Y ]] is a map defined by power series converging on D(0, Rτ ) × D(0, Rτ ), with im-
age contained in D(0, rj). Since jx(x) = 0 for each x, it follows that hτ,j(x, x) = 0 for
all x ∈ D(0, Rτ ). It follows from Lemma D.3 that |hτ,j(x, y)|v ≤ |x − y|C · (rj/Rτ ) for
all x, y ∈ D(0, Rτ ). In particular, if 0 < ε ≤ Rτ and x, y ∈ D(0, Rτ ) satisfy |x − y|v ≤
ε, then hτ (x, y) ∈ D(0, (ε/Rτ )~r). Since ϕτ is an isometric parametrization, and since
L~a(D(0, (ε/Rτ )~r) = W~a((ε/Rτ )~r), for all x, y ∈ B(τ,Rτ ) with ‖x, y‖v ≤ ε we have jx(y) ∈
W~a((ε/Rτ ) · ~r).
To conclude the proof, consider the nonempty compact set Ev ⊂ Cv(Cv). Cover Ev
with finitely many balls B(τ1, Rτ1), . . . , B(τn, Rτn) satisfying the conditions above. Put
ε0 = min1≤j≤n(Rτj ), and put C0 = 1/ε0. Then for each 0 < ε ≤ ε0, and all x, y ∈ Ev with
‖x, y‖v ≤ ε, we have jx(y) ∈W~a(C0ε · ~r). 
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Step 5: the proof when g(Cv) > 0, 174–180
consequences of the construction, 180–182
Initial Approximation theorems
when Kv ∼= C, 128
when Kv ∼= R, 129
for nonarchimedean RL-domains, 154
for nonarchimedean Kv-simple sets, 155
summary of Initial Approximation theorems
when char(Kv) = 0, 192
when char(Kv) = p > 0, 215
Initial Patching functions, see patching
functions, initial G
(0)
v (z)
inner capacity, 78
Institute Henri Poincare´, xix
Intermediate Value theorem, 148
Intersection Theory formula
for the canonical distance, 44, 50
irreducible matrix, 116
isometric parametrization, 45, 70, 71, 75, 88,
105, 110, 157, 158, 162, 163, 170–173,
175–177, 235
isometrically parametrizable ball, 4, 70, 71, 75,
76, 81, 88, 89, 95, 101, 104, 108, 110, 111,
113, 114, 117, 153, 154, 156, 158, 160, 162,
164, 165, 168, 170, 173, 174, 193, 196, 216,
218, 226, 234, 237, 339
Jacobi identity, 19
Jacobi Inversion problem, 14
Jacobian Construction principle, 73
Jacobian elliptic function, 12
Jacobian variety, xi, xviii, 73, 133, 149, 381, 382,
399–403, 406, 409–413
structure of Jac(Cv)(R), 134
Joukowski map, 10, 17
Julia set, 19, 20, 28
filled Julia set, 19, 20
K-symmetric, 63
index set, 205
matrix, 217
probability vector, 93, 191, 192, 195, 200, 217
set of numbers, 186, 189, 190, 197, 230, 231
set of points, 153
system of subunits, 202
system of units, 202, 209, 219, 221, 222, 227,
228
vector, 198, 200, 202, 205, 222
Kv-symmetric, 63, 199, 241, 254–256
divisor, 133, 151
function, 255, 256
probability vector, 127, 130, 132, 135, 139,
150, 153, 155, 156, 161, 163, 181, 192, 193,
216, 241, 249, 250, 261, 262, 271–273, 343,
374, 376, 379
quasi-neighborhood, 2
set of functions, 68, 191, 193, 206, 207, 209,
221, 223, 225, 228, 229, 239, 254, 262, 263,
266, 268, 273, 275, 281, 287, 289, 290, 293,
294, 299, 305, 307, 309, 312, 313
set of numbers, 128, 193, 201, 204, 206, 209,
210, 221, 223, 225, 228, 231, 242, 251, 254,
256, 258, 262, 263, 267, 269, 273, 274, 282,
287, 288, 290, 292, 293, 299, 304, 307–311,
320
set of points, 299, 302, 311, 312
set of roots, 290
set of vectors, 239
system of units, 288, 293
vector, 130, 132, 138, 150, 151, 192, 227, 239,
374, 376, 379
Kv-simple
C-simple set, 101, 127, 194
R-simple set, 101, 127, 194
decomposition, 101, 155–157, 159, 160, 162,
163, 180–182, 193, 194, 196–198, 206, 216,
218, 219, 222, 271–274, 299, 301, 310–313,
319
compatible with another decomposition,
155, 156, 163, 165, 180, 182, 193, 196,
198, 216, 218, 219, 271, 272, 274, 310, 311
Kv-simple set, xvi, 101, 102, 105, 127, 130,
132, 138–140, 144, 151, 153–156, 158–161,
163, 165, 180, 181, 183, 193, 194, 196, 215,
216, 218, 225, 232, 233, 250, 271–274, 299,
301, 310, 311, 319
compatible with another set, 155, 161, 180,
193, 215, 216
Kv is separable over K, 38
Kazez, William, xix, 375
Kleiman, Steven, 382
Kodaira classification of elliptic curves, 41
log(x), means the natural logarithm, ix, 61
logv(x), definition of, xi, 61
L-rational basis, 61, 64–69
comparability of expansion coefficients, 67
definition of, 65, 66
has good reduction almost everywhere, 68
multiplicatively finitely generated, 68, 184, 234
rationality of expansion coefficients, 68
transition matrix is block diagonal, xvi, 67,
320
uniform growth bounds, 68
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uniform transition coefficients, 67
Lsep-rational basis, 64–69
definition of, 65, 66
Lang, Serge, 65
lattice, 187
Laurent expansion, 297, 317, 318
Lipschitz continuity
of the Abel map, 313, 403, 413
local action of the Jacobian, xi, xviii, 173,
174–177, 180, 181, 311, 313–315, 402,
399–413
local patching constructions:
local patching for C-simple sets
Phase 1: high-order coefficients, 242–245
Phase 2: middle coefficients, 245–246
Phase 3: low-order coefficients, 246
local patching for R-simple sets
Phase 1: high-order coefficients, 253–256
Phase 2: middle coefficients, 256–258
Phase 3: low-order coefficients, 258
local patching for nonarchimedean RL-domains
Phase 1: high-order coefficients
when char(Kv) = 0, 265–266
when char(Kv) = p > 0, 266–268
Phase 2: middle coefficients, 268–269
Phase 3: low-order coefficients, 269
local patching for nonarchimedean Kv-simple
sets
Phase 1: leading and high-order coefficients
when char(Kv) = 0, 287–291
when char(Kv) = p > 0, 291–295
Phase 2: carry on, 295–297
Phase 3: move roots apart, 297–303
Phase 4: using the long safe sequence, 303–305
Phase 5: patch unpatched indices, 305–308
Phase 6: complete the patching, 308–310
logarithm
log(x) means ln(x), ix, 61
definition of logv(x), xi, 61
logarithmic leading coefficients, xvi, xvii, 128,
130, 135, 141, 145, 153, 154, 193, 195, 196,
378
independent variability of archimedean, x, 93,
128, 129, 149, 191, 195, 195, 196
of Q~n(z), 378
logarithmically separated roots, 303, 306, 308
long safe sequence, 298, 303, 304
Lorenzini, Dino, xix, 53
lower triangular matrix, 236
magnification argument, xi, xvii, 204, 208, 222,
242–244, 251, 253, 255
Mandelbrot set, 20, 27
Maple computations, 27, 35, 38, 46, 47, 51, 52, 56
Maria’s theorem, 325
mass bounds, xviii, 140, 331
matrix
irreducible, 116
negative definite, 106
Matsusaka, Teruhisa, 382, 399
Maximum principle
for harmonic functions, 16, 325, 368, 369, 376
strong form, 328, 369
for holomorphic functions, 245, 251
for superharmonic functions, 377
nonarchimedean, 388
for RL-domains, 264, 395
for power series, 71, 300, 317, 404, 406
from Rigid analysis, 388, 393
McCallum, William, xv, 54, 56
Mean Value theorem, 371
Mean Value theorem for integrals, 146
Milne, James, 382, 383, 399
minimax property, viii, 6, 31, 59, 93, 217
modular curve, xv, 9
X0(p), 56, 60
Deligne-Rapoport model, xv, 60
Modular equation, 57
modular function j(z), 57
Monotone Convergence theorem, 83, 90
Moret-Bailly, Laurent, vii, viii, xiv, 28
move roots apart, 276, 297
move-prepared, 180, 181, 193, 196, 198, 216,
218, 219, 271, 272, 274, 297, 310, 313
Multinomial theorem, ix, xi, 256
multivalued holomorphic function, 12
Mumford, David, 11, 382
n is astronomically larger than N , 203
Ne´ron model, 400
of elliptic curve, xv, 41, 49, 50
of Jacobian, 172
Ne´ron’s local height pairing, 74
National Science Foundation, xix
disclaimer, xix
Newton Polygon, xi, xviii, 93–96, 235, 279–281,
283, 284, 317
nonpolar set, 6, 116–119, 121, 122, 124
numerical
computations, 9, 13
criteria, xv
examples, xv, 13, 25
order
≺N , 205, 206, 211, 222, 225, 228, 229,
241–245, 249, 251, 255, 256, 261, 262, 265,
272, 273, 287, 288, 290, 304, 307, 309
ordinary point, 57, 58, 60
outer capacity, 78
PL-domain, 88
PLζ-domain, 79
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Park, Daeshik, vii, viii, 38
partial self-similarity, 25
patched roots, 297
patching ranges, viii, ix, xi, 203
leading coefficients, xi, xvii, 209, 227, 228
high-order coefficients, xi, 211, 222, 229, 242,
253, 265
for RL-domains when char(Kv) = 0, 265
for RL-domains when char(Kv) = p > 0, 266
middle coefficients, 213, 229, 245, 256, 268
low-order coefficients, 213, 231, 246, 258, 269
patching constructions
origins of, viii
global, xi, xvi, xvii, 64, 96, 97, 183, 186, 191,
202, 203, 204, 205, 206, 208, 211, 222, 227,
241, 257, 266, 281
when char(K) = 0, 191–215
when char(K) = p > 0, 215–233
comparison of Characteristic 0 and p > 0,
224, 225
tension between local and global, 204
see also global patching constructions
local, xi, xvii, xviii, 37, 180, 183, 202, 203,
204, 206, 207–210, 212, 222, 223–225,
227–229, 241, 242
freedom Bv in patching, 242, 251, 254
for the case when Kv ∼= C, 241–247
for the case when Kv ∼= R, 249–259
for nonarchimedean RL-domains
when char(Kv) = 0, 261
when char(Kv) = p > 0, 262
differences when char(K) = 0 and
char(K) = p, 264
for nonarchimedean Kv-simple sets
differences when char(K) = 0 and
char(K) = p, 276
Basic Patching lemma, 276–279
Refined Patching lemma, 282
proofs of the Three Moving lemmas, 310–321
see also local patching constructions
patching functions, initial G
(0)
v (z), x, xi, 37, 96,
208, 227, 242, 263, 266, 267, 272, 276, 288,
293, 294, 300
are Kv-rational, 268, 288
construction of, x, 191, 203, 206, 208, 223, 228,
242, 243, 250, 252, 255, 262, 263, 265, 266,
274, 276, 286, 292
expansion of, 223, 228, 253, 263, 267, 274, 291,
292
for archimedean sets Ev
patched by magnification, 243, 244, 254, 255
for nonarchimedean Kv-simple sets
are highly factorized, 276, 281, 287
roots are distinct, 274, 286
leading coefficients of, 199, 209, 223, 227, 244,
262, 263, 267, 273–275, 292
making the leading coefficients SL-units, 209,
228
mapping properties of, 252–254, 266, 268
roots are confined to Ev, 223, 227, 253, 274
when char(K) = p > 0
high-order coefficients are 0, 223, 263,
266–267, 274, 291–292
patching functions G
(k)
v (z) for 1 ≤ k ≤ n, 207,
218, 224, 226, 228, 229, 232, 243, 257–259,
266, 275, 276, 297, 303, 310
roots are confined to Ev, xi
G
(n)
v (z) = G
(n)(z) is independent of v, xi, 191,
204, 214, 232
are Kv-rational, 204, 222, 225, 231, 256, 265,
266, 268, 269, 282, 288–290, 294, 297, 299,
305, 307, 309, 310, 320
modified by patching, x, 191, 203, 206–208,
211, 213, 214, 223–226, 228, 229, 231, 232,
242, 243, 245, 246, 251, 256–259, 262–264,
266–269, 273, 275, 281, 282, 287–290, 293,
295–297, 299–301, 303–305, 307–310, 316,
321
expansion of, vi, 203, 222, 224, 230, 231, 265,
281, 289, 294, 318–320
factorization of, 281, 289, 290, 295–297,
304–308
for archimedean sets Ev
oscillate on real components of Ev, 251, 256,
259
patched by magnification, 255, 256
for nonarchimedean Kv-simple sets
movement of roots, 288, 290, 291, 294, 303,
305, 306, 308
roots are distinct, 224, 273, 275, 287
roots are separated, 207, 276, 300, 303, 306,
308–310
leading coefficients of, 224, 244, 262, 263, 273,
275, 288, 290, 293, 304
mapping properties of, 257–259, 310
roots are confined to Ev, xi, 203, 204, 207,
209, 214, 224, 225, 229, 231, 233, 247, 251,
257–259, 262, 264–266, 268, 269, 275, 282,
294, 309
viewed simultaneously over Kv and Lw, 208,
209, 213, 229, 231
patching parameters, 183, 191, 194, 195–197,
205, 206, 208, 209, 215, 218, 222, 227, 241,
249, 261, 272
choice when char(K) = 0, 194, 197
choice when char(K) = p > 0, 215, 217, 219
Patching theorems
for nonarchimedean RL-domains
when char(Kv) = 0, 261
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when char(Kv) = p > 0, 262
for nonarchimedean Kv-simple sets
when char(Kv) = 0, 272
when char(Kv) = p > 0, 273
for the case when Kv ∼= C, 241
for the case when Kv ∼= R, 250
summary of the local patching theorems
when char(Kv) = 0, 206
when char(Kv) = p > 0, 222
global patching theorems
when char(K) = 0, 202
when char(K) = p > 0, 222
period lattice, 11, 133, 149
Picard group, relative, 401
Picard scheme, xviii, 172, 382, 385, 386, 401
Pigeon-Hole principle, 71, 298, 304
Poincare´ sheaf, 382, 383, 385
polar set, 122
Po´lya-Carlson theorem, viii
Pop, Florian, viii
potential function, 22, 80, 81, 82, 90, 165, 326,
327, 329, 334, 346–348, 367–369
(X, ~s), xviii, 131, 157, 323, 324, 332, 333, 338
is lower semi-continuous, 347, 369
is superharmonic, 347, 369, 370
of Ow, 22, 158
properties of, 346
takes constant value a.e. on Ev, 121
potential theoretic separation, 331
potential theory, 79, 343, 344
(X, ~s), xvi, xviii, 76, 131, 323
arithmetic, xii, 73
classical, xvi, xviii, 344
on Berkovich curves, 5, 116
weighted, 344, 364
Prestel, Alexander, viii
Primitive Element theorem, 64
principal homogeneous space, xviii, 154, 172,
173, 399, 401, 402, 411, 412
pro-p-group, 400
pseudo-algebraically closed field, 385
pseudopolynomial, 77, 131, 132, 133, 141, 145,
343
(X, ~s), xvii, 76, 77, 131, 132, 141, 142, 150,
169, 324, 328, 343, 374–376, 379
Chebyshev, 343
restricted, 343
special, 133, 145, 148, 150
weighted (X, ~s), 349, 362, 370
weighted Chebyshev, 344, 349, 367, 368, 371,
372, 374, 377
pure imaginary periods, 14, 15, 16, 135, 137
qv, definition of, xi, 61
quasi-diagonal element, 188
quasi-interior, 127, 129, 138, 249
quasi-neighborhood, vii, xv, xvii, 1, 2, 3, 5,
106–108, 112, 115, 116
Berkovich, 6, 7, 124, 125
separable, 2, 3, 5, 106, 107, 112, 115, 126
RL-component, 154, 155
RL-domain, vi, xvi, xvii, 3, 5, 6, 33, 36, 79, 88,
102, 104, 106, 124, 126, 154, 183, 193, 203,
215–217, 225, 261, 389, 390, 395
R-simple set, 101, 104, 127, 129, 130, 132, 192,
194
re-patch, 297, 298, 300
Refined Patching lemma, 282, 303, 306, 308–310
regular sequence
ψv-regular sequence, xviii, 277, 278–282, 284,
286, 288, 289, 291, 294, 296, 297, 300–302,
304–306, 308
representation of Uv, 108
Riemann surface, 6, 57, 75, 102, 127, 135, 343
Riemann, Bernhard, 11
Riemann-Roch theorem, 65, 66, 383, 391, 399
Riesz Decomposition theorem, 328, 370
rigid analytic function, 393
rigid analytic space, 5, 126, 389
Robin constant, ix, xii, 9, 184, 216, 327, 330,
331, 333, 337–340, 345, 378
(X, ~s), xviii, 324, 325–328, 328, 330–333,
336–338, 340, 341, 363, 365–369, 376–378
archimedean, 128–130, 139, 140
archimedean (X, ~s), 131, 135, 140
bounds for, 141
properties of, 139, 144
monotonicity of, 82, 338, 339
nonarchimedean, 115, 153, 156, 159, 160, 166,
167, 171, 172, 175, 176, 192–194
nonarchimedean (X, ~s), 157–161, 165,
169–171, 176, 179
takes on rational values, 88, 158, 161, 337,
337, 338
Berkovich, 5, 116, 120, 124
compatible with classical, 121, 122
monotonicity of, 123
properties, 126
properties of, 116, 117, 118, 120, 121
classical, ix
computing nonarchimedean, 22–26, 45–49,
114, 157
examples of Robin constants
archimedean, 9, 13, 14, 16, 17, 19, 20, 30,
31, 35, 36, 38
nonarchimedean, 20–22, 24, 25, 26, 30–32,
34–36, 113
on elliptic curves, 40, 41, 42, 43, 49–54
on Fermat curves, 54
on modular curves, 58
global, 6, 194–196, 198, 200, 201, 217, 218, 221
428 INDEX
local, 200, 215, 217
of compact set, 78, 121
properties of, 87, 102–105, 107–111, 114, 127,
129, 138
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upper global, 92
weighted (X, ~s), 345, 346, 348, 358–361,
363–366
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rock-paper-scissors argument, xviii, 344
Rolle’s theorem, 15
roots of patching functions G
(k)
v (z) for
nonarchimedean Kv-simple sets, 288, 305
endangered roots, 298, 303
safe roots, 298, 303, 306, 311
long safe sequence of roots, 303, 304
logarithmically separated, 306, 308
moving roots apart, 289, 298, 300–302, 308
natural 1− 1 correspondence between roots in
successive steps of patching, 287
patched roots, 298, 303, 306, 308, 311
unpatched roots, 298, 302, 303, 306
in good position, 298
roots of unity, 187
Roquette, Peter, viii
Rouche´’s theorem, 259
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S-subunits, 187
S-units, 187
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Schwarz Reflection principle, 12, 18
Schwarz-Christoffel map, 12
Sebbar, Ahmad, 12, 13
Second Moving lemma, 299, 316
see-saw argument, 210, 212, 229, 231
semi-continuous
Green’s function is upper semi-continuous, 81,
85, 86, 120
potential function is lower semi-continuous,
347, 369
Semi-local theory for L⊗K Kv, 188–190
for function fields, 190
for number fields, 189
separate roots, 207, 224, 276, 297, 301, 303
Shifrin, Ted, xix, 148
Shimura, Goro, 11
‘short’ interval, xviii, 130, 132, 138, 139, 140,
141, 144, 343, 344, 370, 371, 372, 373, 374,
375, 376, 378, 379
simply connected, 75, 101, 103, 127, 194, 241,
249, 370, 375, 376, 378, 379
size of an adele, 185
skeleton of a Berkovich curve, 120
spherical metric, vi, 44, 61, 62, 69, 70, 71, 74,
78, 102, 103, 106, 113, 115, 138, 154, 165,
323, 346, 387, 392
continuity of, 110
from different embeddings comparable, 70, 387
Galois equivariance of, 105
on curves and Jacobians, 172, 399, 400
Stirling polynomials, x, xvii, xviii, 284
for Ov, 164, 181, 203, 206, 223, 272, 276
high-order coefficients vanish when
char(Kv) = p > 0, 284
for Ow, 97, 99
generalized, 165, 166, 171, 175
Strong Approximation theorem, adelic, 183, 185
Uniform Strong Approximation theorem, 186,
204, 208, 212, 213, 227, 230, 232
subharmonic function, 325
subunit, 183, 187, 191, 197, 198, 201, 202
superharmonic function, 325, 346, 347, 360, 369,
370, 377
supersingular points, 57, 59
Szego¨, Ga´bor, v–viii, 203, 251, 403
Szpiro, Lucien, viii
Tamagawa, Akio, viii
tame curve, xv, 56
Tate’s algorithm, 49
Tate, John, 49
Teichmu¨ller representatives, 97, 285
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theta-functions, xv
classical, 10, 11, 13, 35
of genus two, 13
thin set, 89
Third Moving lemma, 301, 319
Thuillier, Amaury, 5, 116, 118, 121, 328
Totik, Vilmos, 344
transfinite diameter, xviii, 344, 353
(X, ~s), xviii, 323, 324
extended, viii
weighted (X, ~s), 344, 354, 358, 365, 367
triangulation, 102, 103
uniformizing parameters, 63
galois equivariant system of, 63, 153
used to normalize L-rational basis, 65, 66, 67,
215, 234, 235
used to normalize Lsep-rational basis, 66
used to normalize canonical distance, xii, 73,
75, 78, 80, 81, 121, 158, 337, 339
used to normalize capacity, 31, 40, 51–53
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used to normalize Robin constant, xiii, 2, 9,
31, 33, 34, 41, 50, 53, 57–59, 81, 84, 87, 90,
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units, totally real, v, vii
Universal function, xviii, 311, 313, 316, 381–397
University of Georgia, xix
unpatched roots, 297
value of Γ as a matrix game, xiv, 30, 32, 102,
124, 125
van den Dries, Lou, viii
Varley, Robert, xviii, xix, 382, 386
Weierstrass equation, xv, 49, 50
for specific elliptic curves, 40, 50–52
minimal, 41, 49–53
non-minimal, 51
Weierstrass Factorization theorem, 94
Weierstrass Preparation theorem, 281, 283, 284,
403
weights
for nonarchimedean equilibrium distribution
are rational, 158
in the product formula, 61
weights log(qv) in Γ(E,X), xiii, 91
Weil
distribution, 70
divisor, 386
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well-adjusted model, 43
well-separated, 297
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X-trivial, vi, xi, 2–4, 6, 7, 29, 31, 33, 35–40, 53,
62, 63, 68, 90, 91, 101, 102, 107, 112, 113,
115, 116, 123–125, 153, 154, 183, 184, 193,
204, 215, 216
(X, ~s)-function, xvi, 76, 77, 130–133, 161–163,
168, 175, 181, 189–193, 196–198, 205, 206,
226, 228, 230, 231, 233, 234, 237
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213, 216, 218, 219, 223, 224
(X, ~s)-potential theory, 323
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