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Abstract
Feature reinforcement learning (FRL) is a framework within which an agent can automatically
reduce a complex environment to a Markov Decision Process (MDP) by nding a map which
aggregates similar histories into the states of an MDP. The primary motivation behind this
thesis is to build FRL agents that work in practice, both for larger environments and larger
classes of environments. We focus on empirical work targeted at practitioners in the eld of
general reinforcement learning, with theoretical results wherever necessary.
The current state-of-the-art in FRL uses sux trees which have issues with large observation
spaces and long-term dependencies. We start by addressing the issue of long-term dependency
using a class of maps known as looping sux trees, which have previously been used to
represent deterministic POMDPs. We show the best existing results on the TMaze domain
and good results on larger domains that require long-term memory.
We introduce a new value-based cost function that can be evaluated model-free. The value-
based cost allows for smaller representations, and its model-free nature allows for its extension
to the function approximation setting, which has computational and representational advan-
tages for large state spaces. We evaluate the performance of this new cost in both the tabular
and function approximation settings on a variety of domains, and show performance better
than the state-of-the-art algorithm MC-AIXI-CTW on the domain POCMAN.
When the environment is very large, an FRL agent needs to explore systematically in order to
nd a good representation. However, it needs a good representation in order to perform this
systematic exploration. We decouple both by considering a dierent setting, one where the
agent has access to the value of any state-action pair from an oracle in a training phase. The
agent must learn an approximate representation of the optimal value function. We formulate
a regression-based solution based on online learning methods to build an such an agent. We
test this agent on the Arcade Learning Environment using a simple class of linear function
approximators.
While we made progress on the issue of scalability, two major issues with the FRL framework
remain: the need for a stochastic search method to minimise the objective function and the
need to store an uncompressed history, both of which can be very computationally demanding.
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Chapter 1
Introduction
“ We propose that a 2 month, 10 man study of articial intelligence be carried outduring the summer of 1956 at Dartmouth College in Hanover, New Hampshire.
The study is to proceed on the basis of the conjecture that every aspect of learning
or any other feature of intelligence can in principle be so precisely described that
a machine can be made to simulate it. ”
1.1 A very brief history of AI1
The eld of Articial Intelligence (AI) in its modern sense was founded at the Dartmouth
summer research project on articial intelligence spearheaded by John McCarthy, Marvin Minsky,
Allen Newell and Herbert Simon in 1956. Their program was ambitious and optimistic, and
although it never achieved their ultimate goals it did recognise many of the problems facing
the eld today; modern AI solutions can often be traced back to this ambitious start. Perhaps
the biggest contribution of this project was the view of AI problems as search problems in
a very large solution space with heuristics to prune down this search space. This could be
viewed as the start of the eld of planning. Other contributions during the initial period
(1956-1974) included work on natural language, theorem proving, the language LISP, simple
neural networks and rule-based systems.
The unfortunate side-eect of the optimism of the Dartmouth project was that when the eld
failed to deliver on its goal of “intelligent machines capable of performing all human tasks
within 20 years”, it lost credibility and funding. The rst “AI winter” began in 1974 and ended
six years later with the advent of “expert systems”, rule-based programs designed to perform
particular industrial tasks well (such as XCON, which translated customer requirements to
orders automatically for the Digital Equipment Corporation). The immediate applicability of
these systems to industry and their success at automating tasks brought funding back to the
eld albeit with a dierent focus. Expert systems were in no way representative of the grand
dreams of the Dartmouth project.
1For a more detailed history, see Russell and Norvig (2009) and Sutton and Barto (1998) which we draw on.
1
2 Introduction
The expert systems failed to live up to their promise and the second AI winter began in 1987
starting with funding cuts from DARPA (Defense Advanced Research Projects Agency, U.S.
Department of Defense) and DARPA-related agencies. After this point, there was arguably
never a true revival of funding to the eld. The introduction of probabilistic methods and
decision theory into AI in the early 90s, by Judea Pearl and others changed the eld and
started various subelds of AI which became very popular in their own right, for example
machine learning. Part of this could be attributed to the reluctance to label things as AI, due
to the stigma now associated with the name. Some of the new successes of AI could also be
attributed to Moore’s law. IBM’s Deep Blue beat reigning chess champion Gary Kasparov in
1997, through the use of simple and now standard methods (Campbell et al., 2002) such as
minimax search, pruning techniques and a complex tailored evaluation function along with a
very fast supercomputer.
More impressive than Deep Blue in terms of learning capability, was the success of Tesauro’s
backgammon agent called TD-gammon (Tesauro, 1995) in the early 90s. TD-gammon used
a technique called temporal dierence (TD) learning from a relatively new eld known as
reinforcement learning to train a neural network to learn how to play backgammon at a world
class level, entirely via self-play.
As Sutton and Barto (1998) describe it, reinforcement learning (RL) was the combination of
various “threads” that came together in the 1980s. The term itself comes from the psychology
community where it originated with Throndike’s “Law of eect”; actions that produced a
rewarding eect in a particular situation were more likely to be taken in similar situations,
and actions in situations producing negative consequences were more likely to be avoided.
The second major thread was the literature from optimal control and dynamic programming.
These algorithms did not learn, but solved stochastic control problems where the model was
known. The learning part of dynamic programming was called adaptive control and spawned
the eld of cybernetics. The last ingredient was temporal dierence learning which came
from the animal learning literature, and had already been used to develop an impressive
checkers-playing AI (Samuel, 1959) that was arguably the world’s rst self-learning agent.
This thesis is situated in the eld of generic reinforcement learning. Reinforcement learning
has the distinction amongst AI subelds of still aiming at the original goal of the eld; namely
to build an intelligent agent that can learn to perform well simply by interacting with the
environment. RL has been studied in formal frameworks making it easy to make rigorous
statements. Arguably, humans can also be modelled as reinforcement learning agents making
it a framework that already has one generally intelligent agent implemented. In traditional
reinforcement learning, some structure is imposed on the environment, typically the environ-
ment is assumed to be a (partially observably) Markov Decision Process. Generic reinforcement
learning agents make no strong assumptions about the structure of their environment.
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1.2 Intelligent Agents
“ Should we ask what intelligence "really is"?
Marvin Minsky, Steps toward articial intelligence, October, 1960. ”
In 1950, six years before the Dartmouth project, Alan Turing published the famous paper
“Computing Machinery and Intelligence” which introduced “the imitation game” as a way to
identify an thinking machine. In the modern interpretation of this test, a machine is said to be
able to intelligent if a human judge could not distinguish it from a human being. This notion
of intelligence, while crude, captures the idea that an intelligent system does not necessarily
need to “think” like a human in order to “act” like a human or indeed intelligently. While the
Turing test was unfortunately anthropocentric, humans are intelligent but certainly not the
most intelligent agents conceivable, the notion that an agent only needs to act intelligently
in order to be considered intelligent bypasses philosophical problems of consciousness and
sentience.
The overarching goal of the eld of Articial Intelligence has always been the creation of an
intelligent agent. The denition of “intelligence” has been hotly debated, with most denitions
conating intelligence with one (or a subset) of its properties. Legg and Hutter (2007) provide
a collection of such denitions. Hutter (2005) provides a succinct denition that seems to
encapsulate the properties of an intelligent agent within a single statement, “An intelligent
agent is one that can achieve goals in a wide range of environments”. Of course one is now
left to dene “achieve goals”,“wide range”, “environments”, but Hutter (2005) shows that this
can be done in a sensible way. Indeed, Hutter (2005) also provides an incomputable agent that
is the most intelligent agent by this denition, called AIXI. Although there are several open
problems associated with the work, this mathematical theory of articial general intelligence
can serve as a gold standard in the eld.
AIXI operates within the agent-environment framework, as a generic reinforcement learning
(GRL) agent. GRL agents perform actions and receive observations and rewards from the
environment. The aim of an RL agent is to learn by trial-and-error to maximise some function
(total, average, discounted, nite horizon, etc) of the reward. In the traditional reinforcement
learning setting, the environment is structured in some way, usually as a Markov Decision
Process (MDP). GRL makes no strong assumptions.
Approximations to AIXI are currently among the best performing agents on a set of general
reinforcement learning toy problems. The most famous of these is the Monte-Carlo AIXI
Context Tree Weighting (MC-AIXI-CTW) algorithm by Veness et al. (2011) which has shown
consistently good performance. MC-AIXI-CTW is a top-down approximation of AIXI, in
the sense that it approximates each component of the incomputable agent by an eciently
computable algorithm. The environment class of all semi-computable semi-measures is
replaced by all context trees up to a certain depth, and the full expectimax search is replaced
by the heuristic algorithm UCT. Also loosely in this category of AIXI approximations is the
framework proposed by Hutter (2009b) called feature reinforcement learning (FRL). FRL aims
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(a) The cheese maze demonstrates the problem of per-
ceptual aliasing. The agent is a mouse that receives the
observation denoted by the number in each grid. Sev-
eral environment states have the same observation, so the
agent must use past observations to determine its current
position and make its way to the cheese.
S
GL
(b) The TMaze is a simple domain that demonstrates the
need for the agent to have some form of long-term memory.
The agent must use the observation received at the start S
of the maze in order to make a decision at the end of the
long corridor. Here the agent has received the observation
L or left, and must turn left at the end of the corridor.
Figure 1.1: Motivating examples
to reduce general reinforcement learning environments to Markov decision processes which
allow for their optimisation via traditional RL methods. This agents dened within this thesis
are dened within the FRL framework which is made formal in Section 2.4.
1.3 Challenges in generic RL
While the goal of generic RL is to act well in the most general classes of environments, the
lack of structure makes this very dicult. Lattimore (2013) points out that it remains an open
problem to show that even the incomputable, most intelligent agent AIXI can automatically
exploit the structure of the envoironment to learn on par with more specialised algorithms.
For example, in the sequence prediction case the currently best known upper bound on the
number of prediction errors made by AIXI is exponentially worse than Solmono’s original
algorithm (Hutter (2005) Problem 6.2).
Even with the restriction to partially observable MDPs, generic RL agents face several issues.
Computational issues occur even for the planning problem; solving known POMDPs is PSPACE-
complete (Papadimitriou and Tsitsiklis, 1987) and learning unknown POMDPs is thus at least
equally hard. The exploration-exploitation problem in unknown POMDPs is made worse by
the fact that the agent does not know whether it has correctly estimated the number of states.
History-based methods are a way of avoiding the need to solve POMDP planning problem
by directly learning a discrete MDP consistent with the interaction history of the agent and
then solving this MDP with traditional techniques. Feature reinforcement learning is one such
history-based method. There has been some empirical work on feature reinforcement learning
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agents by Nguyen et al. (2011, 2012) and a thorough analysis of the original cost function in
his PhD dissertation (Nguyen, 2013). These methods face a slightly dierent set of problems.
At any given point, the history-based agent has a current choice for a discrete MDP that best
represents its interactions with the environment so far. Any directed exploration that the
agent performs is based on this current best guess, which can be very awed. This is known
as the exacerbated exploration-exploitation problem and is similar to the problems faced by
an agent solving a POMDP with an unknown number of hidden states.
Another problem fundamental to POMDPs is that of perceptual aliasing which describes
the situation where multiple environment states are mapped to a single observation, and
distinguishing between these states is important to achieving good rewards. A good example
of this is the Cheese Maze domain shown in Figure 1.1a. The agent is a mouse that sees
observations which are the numbers on the grid. The agent must distinguish between the
perceptually aliased world states that give observation 1 using its history. For instance, if the
agent saw a 2 or a 5 three steps ago then it must be in the center state. This distinction is
important to represent the optimal policy; it must go up in the left and right states, but down
towards the cheese in the center state.
Existing practical generic RL techniques are based primarily on a class of nite state machines
known as sux trees or context trees (Rissanen, 1983). An ecient algorithm known as
context tree weighting (CTW) for learning mixtures over all predictive sux trees up to a
certain depth came from the data compression community (Wilems et al., 1995). Context trees
were used in the top-down AIXI approximation MC-AIXI-CTW as a predictor, and in other
history-based methods (McCallum, 1995, 1996; Farias et al., 2007). While sux trees are useful
due to the attractive computational properties of CTW, they cannot represent some simple
classes of environments. A motivating example for Chapter 4 is the TMaze Figure 1.1b which
demonstrates the inability of sux trees to eectively represent environments with long-term
dependencies.
Another large problem that feature RL and other history-based methods face is in dealing with
large domains. The largest environment examined by the dissertation Nguyen (2013) was that
of Partially Observable PACMAN (POCMAN) which required several ad hoc modications to
the dened agent (CTMRL) to work well. The above problems listed for partially observable
environments are magnied in larger environments. In particular, the exploration-exploitation
problem makes it hard to determine the reason a generic RL agent fails. It seems unreasonable
to expect these agents to have good exploration strategies when they initially have very
imperfect representations, and also unreasonable to expect them to learn good representations
without appropriate samples which need a good exploration strategy. Thus, in environments
with large state spaces it is useful to consider a teaching framework where an expert provides
value advice to an agent, which reduces the exploration problem. This is the motivation behind
Chapter 6.
The primary motivation behind this thesis is to build feature RL agents that work in practice
for both larger environments and larger classes of environments.
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1.4 Contributions
The primary contributions of this thesis are as follows.
1. Chapter 4 examines the problem of long-term dependencies within general environments.
The class of looping sux trees was introduced by Holmes et al. (2006) to represent the
class of all deterministic POMDPs. We show that they can also fully represent a class of
stochastic POMDPs known as hPOMDPs. The algorithm provided by Holmes et al. (2006)
does not extend to noisy environments. By using looping sux trees within the FRL
framework, we show experimentally that environments with long-term dependencies
and some stochasticity can be represented by looping sux trees. The results on the
domain T-Maze are optimal even for dependencies up to length 150.
2. Chapter 5 denes a value-based cost criterion to replace the existing model-based one.
This new criterion captures the intuition that we wish to nd the state representation
that allows us to predict the optimal value function well. The cost is o-policy and
can be evaluated model-free. It can also generalise to function approximation which
makes the approach more scalable. To this end, a new class of features called event
selectors is dened, that represent particular events in the agent’s history. By using
linear function approximation over these event selectors, we perform experiments on
the domain Pocman and show improved performance over MC-AIXI-CTW and CTMRL.
3. Chapter 6 discusses a dierent setting, that of reinforcement learning with advice. Here,
the agent takes advice from an oracle that gives it approximations to the value of any
state-action pair. The oracle is assumed to be available only in some training phase,
and the environment is so large that the value function cannot be exactly represented
requiring the use of function approximation techniques. The proposed algorithm is based
on the imitation learning algorithm DAgger which comes with theoretical guarantees.
The algorithm extracts an explicit and complete policy from stochastic planners such
as UCT, and also tests the ability of a function approximation class to represent the
optimal value function in a given environment.
As a secondary contribution, Chapter 3 is a survey of various domains (primarily games) used
to evaluate reinforcement learning techniques over the last few years. It culminates in a table
of properties that was used to make decisions about which environments to further pursue.
A nal note on the content of this thesis. This work is primarily one of empirical study, with
some essential theory in each chapter. For instance, it is desirable that our proposed cost
function is consistent and we show that it is with respect to a certain class of nite state
machines in Chapter 5. However, in practice our algorithm may not satisfy the conditions for
this consistency result to hold; indeed the consistency of feature reinforcement learning using
a non-stationary explorative policy is not known. Nevertheless, the algorithms described in
this thesis work well in practice unless otherwise indicated. Thus, this work may not be very
interesting to those looking for a mathematical theory of general intelligence; we leave that to
Hutter (2005); Lattimore (2013) and others. However, to the AI-practitioner looking to apply
general reinforcement learning methods in practice, we provide extensive experiments and
practical pointers for the working of each of the algorithms.
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1.5 Guide to the thesis
Chapter 2 introduces background material relevant to the rest of the thesis and can be read
independently of the other chapters. Chapter 3 can be read independently of any other chap-
ter. Chapter 4 requires familiarity with the background material on the FRL framework in
Section 2.4. While looping sux trees are presented, reading Holmes et al. (2006) is highly
recommended to the reader. Chapter 5 requires familiarity with the background material,
particularly the sections on temporal dierence learning (Section 2.2.2.2) and the FRL frame-
work (Section 2.4). Chapter 6 relies on the background material on function approximation
(Section 2.2.3). Some background information on supervised learning techniques is provided
in this chapter, but Bishop (2006) is recommended for further reading. For much more infor-
mation on the imitation learning algorithm DAgger, the excellent PhD thesis by Ross (2013) is
recommended reading.
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Chapter 2
Background
In this chapter, we will examine some background material necessary for understanding the
rest of the thesis. We do not cover all the necessary background for every chapter here, but
we do cover the common elements needed for their understanding. The following chapters
will contain additional background material where necessary.
2.1 Agent-Environment Framework
In this thesis we deal exclusively with agents that reside in the rational agent framework as
described by Russell and Norvig (2009).
An agent acts in an Environment Env by choosing from actions a ∈ A. It receives observations
o ∈ O and real-valued rewards r ∈ R where we assume A,O and R are all nite. This
observation-reward-action sequence happens in cycles indexed by t = 1, 2, 3, .... We use
x1:n throughout to represent the sequence x1...xn. The history of an agent at time t is ht
which contains the sequence of observation-reward-action tuples up to time t i.e. ht =
o1r1a1...ot−1rt−1at−1otrt. The space of histories is thusH := (O ×R×A)∗ ×O ×R. The
agent is then formally a (stochastic) function Agent : H; A where Agent(ht) := at and
; is used to indicate stochasticity. Similarly, the environment can be viewed as a (stochastic)
function of the history, Env : H×A; O ×R, where Env(ht−1, at−1) := otrt.
2.2 Reinforcement Learning
“Reinforcement learning (RL) is the problem faced by an agent that must learn behavior through
trial-and-error interactions with a dynamic environment”(Kaelbling et al., 1996). This broad
problem we refer to as the general reinforcement learning problem. In this denition, the
agent knows nothing about the environment apart from the observations and rewards that it
receives. We would also like the agent’s learned behaviour to be good in some measurable way.
We can dene a utility function on the rewards that a good agent should maximise. Normally
9
10 Background
Agent
Environment
Figure 2.1: The agent-environment framework
this is the total or average reward over some nite horizon, or an innite discounted reward
sum.
In practice (and even in theory), it is hard to work with the class of all possible environments.
In order to obtain guarantees, and perform well in practice, a large portion of the reinforcement
learning literature studies particular classes of environments. The simplest of these is bandits
(or the multi-armed bandit problem).
2.2.1 Multi-armed bandit problem
An N-armed bandit requires the agent to choose between a row of N slot-machines which
each provide rewards from a specic, but unknown, distribution. The agent has to maximise
the sum of money it gets from the machines and this involves balancing between pulling the
arms of many potentially sub-optimal slot machines and the arm of the best one it knows so
far. This is known as the exploration-exploitation problem and is fundamental to reinforcement
learning. We will revisit this problem in Section 2.2.2.2.
In terms of the general reinforcement learning framework, an N-armed bandit problem has a
single observation and N actions. If the reward set is binary {0, 1} then it is called a Bernoulli
bandit. Bernoulli bandits have Pr(r = 1 | a = ak) = θk ∈ [0, 1] and Pr(r = 0 | a = ak) =
1− θk. When θk ∈ {0, 1} for all k, it is a deterministic Bernoulli bandit. While bandits form a
relatively simple class of environments, they succinctly express the exploration-exploitation
problem, and solutions to this problem in the class of bandits can often be extended to other
environment classes.
2.2.2 Markov Decision Process (MDP)
A larger class of environments that form the basis of most reinforcement learning approaches
is MDPs. If Pr(otrt | ht, at) = Pr(otrt | ot−1at), the observations and rewards satisfy the
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Markov property and the environment is said to be a discrete MDP (Bellman, 1954; Puterman,
1994). In this case, the observations form the state space of the MDP. Formally an MDP is a
tuple 〈S ,A, T ,γ,R〉 where S is the set of states, A is the set of actions and R : S ×A; R
is the (possibly stochastic) reward function which gives the (real-valued) reward gained by the
agent after taking action a in state s. T : S ×A× S → [0, 1] is the state-transition function;
we write T(s′ | s, a) for the probability of seeing s′ being in state s and taking action a. The
agent needs to nd a policy that allows it to perform well by some optimality criterion (see
below). A deterministic policy is a mapping from states to actions, pi : S → A. If the policy
is time-dependent (i.e. it is dened pi : S ×N → A) then it is said to be non-stationary,
otherwise it is stationary. A policy may also be stochastic, in which case pi : S ×A → [0, 1]
and pi(a | s) is the probability that the agent takes action a given it is currently in state s.
Optimality criterion
When measuring the performance of an agent in an MDP, we need an optimality criterion.
The total or average reward that an agent receives are two often used criteria. Below we dene
the return for each criterion and note that the agent aims to maximises the expected return at
every time step.
If the agent uses a nite horizon T the total reward over the horizon remains bounded. The
return for a nite horizon MDP at time t is then given as Rt = ∑Tk=0 rt+k+1 or 1T ∑
T
k=0 rt+k+1.
If the horizon is innite (T = ∞) then a geometric discount rate γ is used so that the sum
does not diverge. The return is then dened as Rt = ∑∞k=0 γkrt+k+1. The discounting has the
eect that rewards far into the future are valued less. In the innite horizon, average reward
case, the return is dened as Rt = limh→∞ 1h ∑
h
k=0 rt+k+1.
Unless otherwise specied, for the rest of this thesis we will focus on innite horizon, geomet-
rically discounted MDPs.
The value of a state according to a stationary policy is given by Vpi(s) = Epi[Rt | st = s].
The optimal policy pi∗ is the one which provides the maximum expected discounted future
reward. For an innite horizon, discounted reward MDP, there always exists a stationary
deterministic optimal policy. We call the value function of the optimal policy the optimal value
function Vpi∗ = V∗ where V∗(s) = maxpi Vpi(s). The value of a state-action pair according
to a stationary policy is given by Qpi(s, a) = Epi[Rt | st = s, at = a]. For the optimal policy,
V∗(s) = maxa Q∗(s, a), thus the greedy policy with respect to Q∗ is optimal.
Episodic vs non-episodic environments
In an episodic environment, an agent returns to some start state once it reaches some goal
state. The agent only takes into account rewards within each episode, so any expectation of
future rewards should be truncated by the end of the episode i.e. the return is now written
as Rt = ∑tendk=0 γ
krt+k+1 where tend is a random variable that marks the end of the current
episode.
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2.2.2.1 Planning
Finding (exactly or approximately) the optimal policy for a known MDP is known as planning.
If an MDP is known (i.e. T andR are known) then in theory we can solve the Bellman Equations
Bellman (1957) to calculate the state/action value functions for some policy pi.
Vpi(s) =∑
a
pi(a | s)Qpi(s, a)
Qpi(s, a) = R(s, a) + γ∑
s′
T(s′ | s, a)Vpi(s′)
In particular when we wish to nd V∗ and Q∗, we replace ∑a pi(a | s), Vpi and Qpi with
maxa, V∗ and Q∗ respectively. Then pi∗(s) = argmaxa Q∗(s, a) is the optimal policy.
Occasionally, it will be useful to talk about the Bellman operator Tpi and the Bellman optimality
operator T∗ which are convenient ways of expressing the Bellman equations. Let N = |S|,
then for a deterministic policy pi the linear Bellman operator Tpi : RN → RN is dened on
vectors v ∈ RN as
(Tpiv)(s) = R(s,pi(s)) + γ∑
s′
T(s′ | s,pi(s))v(s′)
Similarly, the non-linear Bellman optimality operator is dened T∗ : RN → RN on vectors
v ∈ RN as
(T∗v)(s) = max
a
{
R(s, a) + γ∑
s′
T(s′ | s, a)v(s′)
}
Vpi is the xed point of the Bellman operator Tpi i.e. TpiVpi = Vpi . Indeed, one can show that
it is a unique xed point. The optimal value function V∗ is the unique xed point of T∗. Both
Tpi and T∗ are monotonic operators and contraction mappings under the max-norm with
contraction factor γ .
Value iteration (VI) Value iteration uses the Bellman equations as stated above in an
iterative way, in order to nd the optimal policy. For each time step k+ 1, value iteration
calculates the action-values for each state-action pair from the values estimated at the previous
stage k. Then it calculates Vk(s) via a simple max (or sum) over actions. This approach is
also called successive approximations.
Qk+1(s, a) = R(s, a) + γ ∑
s′∈S
T(s′ | s, a)Vk(s′)
Vk(s) = max
a
Qk(s, a)
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We start with V0(s) = maxa R(s, a). Value iteration is guaranteed to converge asymptotically
(limk→∞ ‖Vk −V∗‖∞ = 0), with each iteration taking O(|S|2|A|) steps. In practice, we set
some threshold θ such that we stop when ‖Vk −Vk−1‖∞ < θ. Puterman (1994) showed that
if θ = ε(1−γ)2γ then ‖Vk −V∗‖∞ < ε for some ε.
An elegant way of looking at value iteration is simply as calculating for some vector v ∈ R|S|
the limit of the Bellman (optimality) operator, limk→∞(T∗)kv = V∗.
Policy iteration (PI) Policy iteration also uses a dynamic programming approach to nding
an optimal policy, but instead of iterating the value function, we now iterate the policy. At
stage k we have some policy pik, for which we can evaluate Vpik . We then calculate pik+1 as a
greedy policy with respect to Vpik .
pik+1(s) = argmaxa
{
R(s, a) + γ∑
s′
T(s′ | s, a)Vpik
}
The value of the policy pik may be determined via value iteration (for the xed policy) or by
solving the linear program dened by the Bellman equations. Policy iteration is guaranteed to
converge in nite time, i.e. pik = pik−1 for some k, and this policy is optimal.
Value iteration, policy iteration and their variants can be performed either synchronously or
asynchronously. In the descriptions of the algorithms above, we saw the synchronous case,
where the updates at each iteration were over all state(-action) pairs. However, one can also
perform updates for fewer states, or even one state at each iteration instead. Since the Bellman
operator is a contraction mapping, the value function is guaranteed to improve with each
iteration, and as long as every state is seen innitely often we are guaranteed convergence
(Sutton and Barto, 1998).
Comparison of VI and PI The conventional wisdom is that the policy can converge (to the
optimal) long before the values converge, thus value iteration may run for unnecessary steps
rening the value function, even though it is “good enough” for the purposes of extracting the
optimal policy. Thus, using policy iteration with some xed number of value determination
steps for each policy iteration, can result in a faster performance. Unfortunately, it is hard to
know in advance how many steps of value determination are necessary, just as it is hard to
know what accuracy threshold to x for value iteration to give the optimal policy. In practice,
the (relative) performance of both methods depends on the size of the domain and the structure
of the value function.
Monte Carlo tree search (MCTS) methods Monte-Carlo tree search methods constitute
a family of algorithms that form expectimax search trees over the search space. The MCTS
agent samples trajectories from the environment that terminate after some horizon or to the
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end of the episode. Each node in the tree is the average of the playouts after taking the action
sequence that led to the node. MCTS methods use heuristics to select the nodes most likely to
lead to higher expected reward. At any point in time, the action with the highest value at the
root node is the agent’s current best guess of the optimal action. In this sense MCTS methods
are anytime algorithms. MCTS algorithms operate in the following stages.
1. Selection : Traverse the tree starting from the root downward, selecting child nodes
until an unexpanded node is reached.
2. Expansion : If the unexpanded node does not end the episode, expand the node to all
children. Select one of them.
3. Playout : Playout a (often random) policy from the selected node.
4. Value update : Backpropagate the value of the sampled trajectory that was played out,
up the tree following the path that was traversed from the root.
Upper Condence Bounds for Trees (UCT) by Kocsis and Szepesvári (2006) is a Monte-Carlo
Tree Search (MCTS) algorithm that uses UCB from the bandit setting for exploration in the
generative model setting. We will use UCT in Chapter Chapter 6 where we have access to an
emulator that given a state and action can execute the action in that state and provide the
received reward. The pseudocode for UCT is provided in Algorithm 1.
2.2.2.2 Learning
In the case of an unknown MDP, we cannot use methods based only on the Bellman equations
since we do not know the transition and reward probabilities. Learning algorithms therefore
come in two avours, model-based and model-free. Learning can also have two settings,
prediction and control. Prediction refers to the case where the agent does not have to make
any decisions, and is passively learning the value function of the trajectory being played out.
Control is when the agent has to actively choose what to do next. We are interested in control
methods for the purposes of this thesis.
Model-based methods Model-based methods estimate the model of an MDP by statistical
methods based on repeated experiences. For example, one simple method is to calculate
estimates of the transition probabilities and expected reward matrices based on frequency
estimates from the history of the agent so far as follows.
n(s, a, s′) = #(sa→ s′)
n(s, a) = #(sa)
R(s, a, s′) =
∑nt=1 rt+1I(s,a,s′)(st, at, st+1)
n(s, a, s′)
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Algorithm 1: UCT (Kocsis and Szepesvári, 2006), pseudocode adapted from Bellemare
et al. (2013)
Input: search horizon m, simulations per step k, Environment Env with reset to state
ability.
Input: search tree Ψ, current state s.
search(s)
if Ψ is ∅ or root(Ψ) 6= s then
Ψ← empty search tree.
Ψ.root← s.
end
repeat
sample (Ψ, m)
until Ψ.root.visits = k;
a← bestAction (Ψ).
prune (Ψ, a).
return (a)
Function sample(Ψ, m)
n← Ψ.root.
while n is not a leaf and m >depth(n) do
if any action a ∈ A has not yet been taken in node n then
reward← emulate (n,a).
Create child node ca of n.
immediate-return(ca)←reward.
Change the current node to ca, i.e. n← ca.
end
else
a← selectAction (n).
n← child(n,a).
end
end
Function emulate(n, a)
Input: Node n containing environment state, Action a
Env.resetToState(n.state).
Execute action a in Env and store reward in r.
if End of episode then
Set node to leaf node.
end
return r
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T(s′ | s, a) = n(s, a, s
′)
n(s, a)
With these estimates of the model, we can use a planning algorithm (like value iteration) to
determine an approximate optimal policy. The policy can be followed for some time during
which more statistics are gathered and the process is repeated.
Model-free methods Model-free methods do not estimate the model, but instead directly
estimate the state-value (or action-value) function. Commonly used model-free methods
include SARSA and Q-learning which are both temporal dierence (TD) methods and are based
around estimating the value function directly.
TD-learning SARSA (State Action Reward State Action) is an on-policy control algorithm
that uses the update rule
Qt+1(st, at)← Qt(st, at) + αδt
where
δt = rt+1 + γQt(st+1, at+1)−Qt(st, at) (2.1)
is called the temporal dierence and α is known as the learning rate. On-policy refers to the
fact that SARSA learns the Q-value for the policy that is controlling the agent’s behaviour i.e.
if the agent is following a policy pi then Q converges to Qpi . Hence the temporal dierence is
calculated according to the action that the agent actually took.
In an o-policy algorithm, the agent wishes to learn the value of some target policy while
following a dierent behaviour policy. Q-learning is an o-policy algorithm which learns
the value of the optimal policy, while following some other behaviour policy. The update
rule for TD is the same as SARSA, except the temporal dierence is now calculated as,
δt = rt+1 + γmaxa Qt(st+1, a)−Qt(st, at).
On-policy algorithms may seem unnecessary at rst. Why do we care about estimating
anything other than the optimal policy? However, the motivating “cli-walking” example
from Sutton and Barto (1998) shows us that SARSA can be very useful when we want the
optimal policy, but also care about performance during the learning procedure. In this example,
there is a gridworld with an agent starting just before a cli. The agent can follow the cli
to the goal, which is the shortest path, or the agent can go around the cli. If the agent is
using ε-exploration strategies, then going along the cli can be very dangerous, since it has
a chance of falling o and getting the negative reward of -100. A Q-learning agent with the
behaviour policy set to be ε-greedy, is unfortunately going to eventually do this, since it is
estimating the Q-values of the optimal policy which does not fall o the cli. Thus Q-learning
will have a bad online performance compared to a SARSA agent which will instead go around
the cli, since it learns the values of the ε-greedy policy and knows to avoid the high-risk cli.
One might argue that the above comparison is a little unfair, since Q-learning after the learning
phase will follow the optimal policy whereas SARSA will have learned only the optimal ε-
greedy policy (which is worse!). We can make both algorithms perform similarily by decreasing
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ε over time and then SARSA also converges to the optimal policy while also not being as
unsafe during the learning phase. Another way to guarantee that SARSA converges to the
optimal policy is using optimistic initialisation (see Section 2.2.2.2) instead of ε-exploration.
Another motivating use of on-policy algorithms will be clear when we talk about eligibility
traces below.
Perhaps the biggest benet of on-policy methods is that they are guaranteed to converge in
the function approximation setting (see Section 2.2.3 below), whereas o-policy methods like
Q-learning have no such guarantees (and do diverge in practice on some problems). This is
changing as new o-policy algorithms such as Greedy GQ by Maei et al. (2010) oer some
guarantees even in the o-policy function approximation case.
Monte-Carlo methods For an episodic task, we can treat the state and action values as
random variables and simply average our estimates of the return over a number of episodes,
given some starting state and action. This is known as the Monte-Carlo (MC) method. Note
that the return in this setting is the episodic return which is truncated at tend as described in
Section 2.2.2.
The rst-visit MC method for estimating Vpi is dened as follows.
1. Collect the trajectory from an episode following policy pi.
2. For each state s appearing in the episode
(a) Let R(s) =return following the rst visit of state s until the end of episode
(b) Append R(s) to a vector of returns collected from previous episodes
(c) current estimate of V(s)=average over R(s).
3. Go back to 1.
The above is a prediction algorithm, it learns Vpi . We learn Q-values similarly and use policy
iteration to establish an MC control method.
The rst-visit MC method for estimating Qpi is dened similarly to the above method for Vpi
except now we look for the return following state-action pairs. Once we have Qpi we can use
the greedy policy pi′(s) = maxa Qpi(s, a) to improve the policy, and then collect an estimate
for the new policy. Eventually, we will converge to the optimal policy.
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TD-algorithms with eligibility traces Reinforcement learning agents have to deal with
the problem of delayed rewards. For example, if an agent only receives a reward in the timestep
that it reaches some goal, then a TD algorithm as described above will only weakly credit
temporally distant states for the reward, even though they may have been crucial for the
agent in achieving the reward. Eligibility traces are a proposed solution to this temporal credit
assignment problem. They mark the states and actions that are eligible for being updated
via the TD-learning rule so that when a TD-error occurs, the blame/credit is assigned to the
correct states and actions (Sutton and Barto, 1998).
Eligibility traces can also be viewed as interpolating between TD-learning and Monte Carlo
methods. Let us look at this in the prediction setting. The return given by Monte Carlo
is simply Rt = ∑tendi=t γ
i−tri+1 whereas the boostrapped 1-step return given by TD is R1t =
rt+1 + γV(st+1). Similarly, the n-step return is dened as
Rnt = rt+1 + γrt+2 + ...+ γ
n−1rt+n + γnVt(st+n)
n-step returns are not used directly in reinforcement learning, since they suer from the issue
of needing to wait n-steps in order to update V. However, we can dene an algorithm that
performs a backup towards a weighting over all n-step returns. Let λ ∈ [0, 1]. Then we can
dene the λ-weighted average over all n-step returns as follows.
Rλt = (1− λ)
∞
∑
n=1
λn−1Rnt
TD(λ) is the algorithm that updates toward this return i.e.
Vt+1(s) = Vt(s) + α
(
Rλt −Vt(s)
)
When λ = 1 this reduces to the Monte Carlo setting and when λ = 0 this is the 1-step TD
setting.
We described the prediction setting here, and the control setting can be explained similarly.
The algorithm for on-policy TD control, SARSA(λ) is provided in Algorithm 2. When eligibility
traces are used in the o-policy setting, it is not clear how to (not) assign credit to exploratory
actions. There have been several attempts (Peng and Williams (1996), Watkin’s Q(λ) Sutton
and Barto (1998)) at extending Q-learning to Q(λ)-learning.
Policy search Instead of attempting to approximate the value function via a model-based or
model-free method, policy search methods operate in the space of all or a subset of all policies.
Often this is done via parameterising the policy space and then using a gradient-descent
approach to nd an optimal policy. Such methods are known as policy gradient algorithms.
An excellent introduction to policy gradient methods is found in Peters (2010).
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Algorithm 2: SARSA(λ)
Initialise Q(s, a) arbitrarily;
for m ∈ [0, episodes) do
Set e(s, a) = 0 for all s, a;
Assume that the environment starts in state s0;
Action a0 is picked uniformly at random;
t← 0;
while not end of episode do
st+1, rt = Env(st, at);
at+1 =
{
argmaxa Q(st+1, a) with probability 1−
uniform random action otherwise
;
δ← rt + γQ(st+1, at+1)−Q(st, at);
e(st, at)← e(st, at) + 1;
t← t+ 1;
foreach s, a do
Q(s, a)← Q(s, a) + αδe(s, a);
e(s, a)← γλe(s, a) ;
end
end
end
Exploration vs Exploitation Both model-based and model-free methods run into the
problem of explorationvs. exploitation. The simple model-based algorithm described above
cannot work well unless the agent gathers the samples according to some policy that explores
the state space in a way that improves the agent’s current model. The agent has the choice
of exploiting a behaviour that it knows to be good, or exploring further to nd something
better. If the agent spends too much time exploiting known states then it may be stuck on a
suboptimal policy, but it should also not spend too much time visiting states with low reward,
and known parameters. One simple heuristic approach known as the ε-greedy strategy is
where the greedy action is chosen most of the time and a random action otherwise. However
this strategy fails on simple examples which need some directed exploration in order to avoid
a random walk policy (for example, Figure 2.2).
A more principled approach is that of optimism. The agent makes an optimistic assumption
about the value of each state. Therefore it will choose to greedily explore these rst, but will
learn the true value of a state after a few visits to it. Unknown states still retain their optimistic
initialisation and will be explored next. In theory, an agent with high enough optimism should
always converge to the optimal policy, given enough time (Even-Dar and Mansour, 2001).
However in practice, it is hard decide the value or level of optimism that the agent should
start with, a value that is too small may not be adequate for exploring a large state space, but
a value that is too large can result in a much longer convergence time.
In model-free algorithms, optimism is easily expressed by optimistic initial values. Optimism
can be expressed in model-based algorithms by the addition of a so-called “Garden of Eden”
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Figure 2.2: A hard MDP. The agent has no incentive to explore the long path to get to the
reward of 10000, since it is paved by a road of -1s. Any strategy relying on occassionally taking
a random action is likely to fail with high probability. It is for MDPs like this that we need
principled exploration. Optimistic agents have the potential to do well here.
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state to the state space. This approach is used in model-based learning algorithms to encourage
directed exploration. An unreachable absorbing state which has maximum reward is added to
the current model of the environment dynamics and the agent is told that it has been there
once. Thus the agent will initially explore unknown states in an attempt to get to this garden
of Eden, but as the model of the environment becomes more accurate, the estimated chance of
transitioning to that state reduces greatly, and the agent converges to the true policy.
PAC-MDP algorithms There has been much work on the exploration-exploitation problem
in the PAC (Probably Approximately Correct) setting that results in polynomial bounds. The
sample complexity of an algorithm is dened as the number of time steps for which the policy
is not ε-optimal at the current state i.e. time steps t for which Vpi(st) < V∗(st)− ε for some
ε. An algorithm is PAC-MDP if for all ε and δ the sample complexity of the algorithm is less
than some polynomial in the number of states |S|, actions |A|, 1ε , 1δ and 1− γ with probability
at least 1− δ.
PAC algorithms tend to be based on the above mentioned methods of assigning optimism,
with more rigorous ways of determining when to be optimistic. For example, E3 (Kearns,
1998) and RMax (Brafman et al., 2001) rely on the concept of a knowness state, a state that
the algorithm has visited “so many” times. While E3 uses this explicitly to decide when to
explore or exploit (using a method they call “balanced wandering”), RMax uses it implicitly
to decide how to update its model which then automatically takes care of exploration and
exploitation. Perhaps the most elegant method, OIM (Szita and Lőrincz, 2008) does not need
such a state at all, relying on the garden of eden approach described above to completely guide
its optimism. The MBIE algorithm (Model-based interval estimation) (Strehl, 2004) constructs
condence intervals on possible models that are consistent with experience. It then picks the
most optimistic model from this set and acts according to that. In the model-free setting, the
delayed Q-learning (Strehl et al., 2009) method provides PAC results using optimistic initial
values.
Of note is the line of work following the Upper Condence Reinforcement Learning algorithm
(UCRL) by Auer and Ortner (2007) and its successors (UCRL2 (Jaksch et al., 2010), UCRLγ
(Lattimore and Hutter, 2012)). These are model-based algorithms that provide state-of-the-art
sample complexity (or regret) bounds. The general approach is to maintain the (smallest
possible) set of plausible models (i.e. those statistically consistent with the history so far) and
act according to the most optimistic model within this class.
2.2.3 Function approximation
When the state space of an MDP is very large (or continuous) we need to represent the
value function more compactly via a suitable class of parameterized function approximators.
Function approximation solves two problems associated with large state spaces, the obvious
one of compact representation of the value function but also the problem of generalisation.
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Generalisation is the agent’s ability to predict the value of states it hasn’t seen before based on
value estimates of states it has seen. The presentation below follows Sutton and Barto (1998).
Assume that an approximation of the value function at time t is parameterised by some vector
θt ∈ Rk, Vpit (s; θt). The Mean Squared Error (MSE) for an approximation of the value function
is given by
MSE(θt) =∑
s
d(s) [Vpi(s)−Vpit (s; θt)]2
where d(s) is a distribution over states. Normally the limiting distribution under the agent’s
current policy pi is used d(s) = limt→∞ Pr(st = s).
Assume that we are given Vpi(s) for the states that we sample, and that we want to minimise
the MSE(θt) to nd a good value-function parameterisation. Then an appropriate algorithm
is (stochastic) gradient descent. Here, steps are taken in the direction of the error reduction
for the sample st just seen.
θt+1 ← θt − 12α∇θt [V
pi(st)−Vpit (st; θt)]2
= θt + α [Vpi(st)−Vpit (st; θt)]∇θtVpit (st, θt)
where ∇θtVt(st, θt) is the vector of partial derivatives of Vt(st, θt).
The above can be easily extended to when we do not know the true value function for a state
s, by replacing the true value Vpi(st) with the current estimate Vˆpit (st).
θt+1 ← θt + α
[
Vˆpit (st)−Vpit (st; θt)
]∇θtVpit (st, θt)
If Vˆpit (st) is an unbiased estimator of Vpi(st) then the above algorithm converges to the true
value. For instance, this is true when using the Monte Carlo return Vˆpit (st) = Rt. However, in
practice we normally use boostrapped estimates of the return such as Rλt or Epi[R1t ] which are
biased.
A linear function approximation over d-dimensional features φ : S ×A → Rd approximates
the value Q(s, a) by w>φ(s, a) where w ∈ Rd is a weight vector we learn. The SARSA update
rule is then
wi ← wi + αδφ(st, at)
for all wi ∈ w, where δ is as dened in Equation 2.1.
Other classes of function approximators are also popular. For a description of Radial Basis
Functions (RBFs) and tile coding see Sutton and Barto (1998). Neural networks are very
popular, and can be trained via backgpropagation, amongst other methods. One of the biggest
successes in the eld of RL was Tesauro’s TD-gammon (Tesauro, 1995) which made use of
temporal dierence learning, neural networks and self-play to become the best backgammon
player in the world. TD-gammon made good use of a concept borrowed from biology known
as co-evolution, where the policy evolves in response to changes in the neural representation
and vice-versa. Feature reinforcement learning (Section 2.4) uses a similar idea, where there is
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a dependence between the current best map φ and the best policy according to that map. Each
of these changes in response to the other, with the policy inuencing the map by altering the
agent’s interaction with the environment.
2.2.4 State aggregation
State aggregation reduces the size of an MDP state space by grouping together states that are
considered equivalent by some similarity metric (e.g. stochastic bisimilarity by Givan et al.
(2003) or φ-uniformity by (Hutter, 2014)).We briey explain stochastic bisimilarity below, and
φ-uniformity in Section 2.6.3.
Stochastic bisimilarity Let R be an equivalence relation between states. Let UR be the
set of all possible equivalent classes, UR = {{b ∈ S | aRb} | a ∈ S}. Then, two states s and
s′ are said to be bisimilar (s ∼ s′) if and only if there exists a relation R such that ∀a ∈ A
r(s, a) = r(s′, a) and for all C ∈ UR ∑c∈C T(s, a, c) = ∑c∈C T(s′, a, c). Any equivalence
relationship on the state space S naturally gives rise to an aggregation by aggregating states
within the same equivalence class. Givan et al. (2003) show that any optimal policy in an
aggregated MDP dened by bisimilarity induces an optimal policy in the original MDP.
State aggregation is a special case of function approximation as described in Section 2.2.3.
Given a similarity metric, we can dene features as indicator functions based on representative
states. A feature for a particular state is on if and only if it is (approximately) similar to the
representative state. Additionally, only one feature can be on at a time. Thus the representation
is eectively tabular; a simple grouping together of states. Even though state aggregation
appears to be a simple idea, proving bounds on the performance of particular metrics for
aggregation is an ongoing area of research (Ortner, 2007; Hutter, 2014).
2.3 Partially observable MDPs
An interesting class of environments that is more general than MDPs but still imposes structure
on the observations is the class of partially observable MDPs (POMDPs) (Smallwood and
Sondik, 1973). POMDPs are analogous to MDPs in the way that Hidden Markov models are
to Markov chains. In a POMDP there are observations that the agent sees directly, which
are functions of Markovian states. Formally, a POMDP is a tuple 〈S ,A, T,Ω,γ,R〉 where
S , A, T, R and γ are the same as in the MDP setting. O is a set of observations that are
generated according to Ω : S ; O which also dene a set of emission probabilities. Ω(o | s′)
is the probability that the agent sees observation o if it ends up in state s′.
The way in which emission probabilities are dened above relies only on the state arrived
in. It is common to use a more complex model, for instance Ω : S × A ; O where the
probability depends not only on the state the agent arrives to, but the action it took to get
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there i.e. (a, s′). A less commonly used model is Ω(o | s, a) i.e. the emissions do not depend
on the next state at all but only the current state and action taken.
In some sense all these emission models are equivalent; we can always construct POMDPs
that generate the same history sequences with any emission model. For example, to convert
a POMDP M whose emission probabilities depend on (a, s′) to a POMDP K with emissions
dependent only on s′ we construct a new state space S ′ with |S| × |A| states. Each state-
action pair (s′M, a) in M corresponds to a state y′a in S ’. Let s ∈ M be associated with yb ∈ K
and s′ with y′a The transition probabilities of the new POMDP K for all b are TK(y′a | yb, a′) =
TM(s′ | s, a) if a = a′ and 0 otherwise. Then ΩK(o | y′a) = ΩM(o | a, s′) are the emission
probabilities.
The case of mapping an emission model ΩM depending on (a, s′) to ΩK dependent on (s, a)
is also simple. (s, a) determines s′ via the transition probabilities T(s′ | s, a). For each o and
(s, a) set ΩK(o | s, a) = ∑s′ T(s′ | s, a)ΩM(o | a, s′). Note that this transformation also
applies to the setting where ΩM depends on s′ alone.
A simple example of a POMDP is the famous tiger domain as described in Section 3.3.10.1.
2.3.1 Perceptual Aliasing
The POMDP representation leads to some interesting challenges. A primary issue within
this framework is the so-called perceptual aliasing problem. Perceptual aliasing (Whitehead
and Ballard, 1991) describes the situation when multiple unobservable environment states
are represented by a single observation; furthermore distinguishing between these states is
important for the performance of the agent. A simple example is the case of a navigation task,
where two corridors may look exactly the same but only one leads to the goal. Hence it is
important to be able to distinguish between these observations by remembering where one
came from.
2.3.2 Solving POMDPs
POMDPs have been the subject of over four decades of intense research from their rst descrip-
tion by Smallwood and Sondik (1973). Finding the optimal policies of known nite-horizon
POMDPs was proven PSPACE-complete by Papadimitriou and Tsitsiklis (1987). Braziunas
(2003) provides an excellent survey on solution methods until 2003. In 2003, Pineau et al.
(2003) introduced point-based value iteration (PBVI) which started a new line of approximate
POMDP solvers. A survey of PBVI solvers is given by Shani et al. (2013). Here we discuss
some exact techniques for solving POMDPs and a few classes of approximate techniques. The
following classication of solution techniques borrows from Murphy (2000), and the reader is
advised to look at the above surveys for more details.
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2.3.2.1 Known POMDPs
In a known POMDP the agent knows all the quantities dened in the tuple. We will use the
emission modelΩ : S ; O. In order to solve this known POMDP the agent needs to estimate
which state it currently is in. This is normally done using a belief-vector b, where b(s) is
the agent’s belief probability that it is currently in state s. Upon taking some action a and
observing o, the agent updates its belief-vector over the next states s′ using Bayes’ rule.
b′(s′) = Pr(s′ | o, a, b)
=
Pr(o | s′, a, b)Pr(s′ | a,b)
Pr(o | a,b)
=
Ω(o | s′)∑s∗∈S T(s′ | s∗, a)b(s∗)
∑s∗∈S Ω(o | s∗)Pr(s∗ | a,b)
=
Ω(o | s′)∑s∗∈S T(s′ | s∗, a)b(s∗)
∑s′′∈S Ω(o | s′′)∑s∗∈S T(s′′ | s∗, a)b(s∗)
The update rule for the belief-vector b′ only relies on b, thus the belief-vectors can be viewed
as forming a continuous MDP with the states being the belief-vectors, now called belief states.
The transition probabilities for this belief-state MDP are dened by
Pr(b′ | a,b) = ∑
o∈O
Pr(b′ | a,b, o)Pr(o | a,b)
where
Pr(b′ | a,b, o) =
{
1 if ∀s′Pr(s′ | o, a,b) = b′(s′)
0 otherwise
Pr(o | a,b) = ∑
s′′∈S
Ω(o | s′′) ∑
s∗∈S
T(s
′′ | s∗, a)b(s∗)
The reward function for the belief-state MDP is given by
R(b, a) = ∑
s∈S
b(s)R(s, a)
Given this belief-state MDP, we would like to learn the value of each belief-state V(b), either
exactly or approximately. A key property that is utilised in all such algorithms is that the
value function of the belief-state MDP is piecewise linear and convex (PWLC, Sondik (1978)).
This means that the value function can be represented as the maximum over some linear
segments called α-vectors i.e. V(b) = max{αi · b} where (·) represents the standard dot
product. Algorithms such as the Witness algorithm (Littman (1994b)) make use of this property
to provide exact solutions for small POMDPs. More scalable solutions approximate V via
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discretization, or b via particle ltering, or both V and b (see Murphy (2000) for a detailed
presentation).
One can also solve the underlying MDP, and then use the action given by the optimal policy
for the most likely state. Alternatively, one can approximate Q(b, a) by ∑s b(s)QMDP(s, a)
and then choose pi(b) = maxa Q(b, a). This algorithm is known as Q-MDP (Littman et al.,
1995).
Point-based based value iteration The introduction of point-based value iteration (PBVI)
by Pineau et al. (2003) greatly inuenced research for the next decade with several algorithms
(e.g. HSVI by Smith and Simmons (2004), PERSEUS by Spaan and Vlassis (2005)) improving
upon this method. PBVI solves large POMDPs quickly making it practical for more realistic
problems. The key behind PBVI is to maintain a subset of the belief states and only approxi-
mate the value function at these states. This subset is constructed out of reachable belief states,
i.e. states that will be visited during the computation of the value function.
Monte-Carlo Tree Search planning for POMDPs When a black box simulator for a large
MDP exists, often the best technique to use is an MCTS planner (such as UCT). In this vein,
Silver and Veness (2010) introduced a MCTS planner for POMDPs called POMCP. POMCP
performs well on large POMDPs such as rocksample (15x15) which has over 7 million states,
battleship (1018 states), and Partially Observable PACMAN (which has 1056 states). POMCP
extends UCT to partially observable domains by constructing a search tree based on histories
rather than states. Rather than sampling the next history given the current history, the
algorithm maintains belief states and uses the state-based simulator by sampling states from
the current beliefs. It does not perform full belief state updates, rather it approximates the
belief state using an unweighted particle lter which it can update via sample observations,
rewards and state transitions. This results in an ecient, albeit approximate, algorithm which
performs very well in practice.
2.3.2.2 POMDPs with unknown parameters
Given that known POMDPs are so hard to solve, we can expect that also learning POMDP
parameters is even harder.
Baum-Welch based methods POMDPs are closely related to Hidden Markov Models
(HMMs), the analogue being that Markov processes are to MDPs what HMMs are to POMDPs.
The well-known Baum-Welch (Baum et al., 1970) algorithm is used to calculate a maximum
likelihood estimate of the parameters of an unknown HMM given some observation data.
Baum-Welch is not guaranteed to converge to a global optimum rather to a local optimum.
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The procedure extends to estimating the parameters of an unknown POMDP which can be
viewed as an HMM given a xed policy.
Some of the earliest work on unknown POMDPs (Chrisman, 1992a) used Baum-Welch to update
a predictive model of the world. Koenig and Simmons (1996) used the Baum-Welch procedure
in the passive setting to learn POMDP parameters given a xed policy being followed by a
robot in the real world.
Finite state controllers The agent can learn an approximate optimal policy by limiting
the memory the agent has to represent the policy via a nite state machine (FSM) with N
states. The transitions between these internal states depend on the observations. The policy is
then simply a map from the internal states to actions. The FSM along with the policy denes
a nite state controller (FSC). Gradient-based algorithms are often used to nd the best FSC in
some parameterised class (e.g. Internal state policy gradient (ISPG) by Aberdeen and Jonathan
(2002)). FSC-based methods are most often used when the POMDP is known, but can also be
used when the parameters are unknown but the number of hidden states is known.
2.3.2.3 Unknown POMDPs
In the most realistic cases, we do not know how many internal states the POMDP has. This
exposes more problems that the agent must solve. History-based methods attempt to deal
with this more general setting.
The exacerbated exploration problem The exacerbated exploration problem was rst
pointed out by Chrisman (1992b). The exploration-exploitation trade-o that occurs in un-
known MDPs is further exacerbated by the perceptual aliasing problem. This means that the
agent may consider an explored area of the true state space and an unexplored area to be the
same, and until it has explored further cannot tell the dierence between the two. Since the
agent considers the area to be subjectively well-explored according to its current model of the
state space, forced exploration is necessary in order for the agent to learn more about the true
environment (and change its current idea of the state space).
Concealment of crucial features Chrisman (1992a) also pointed out that if crucial features
of the environment are only revealed rarely, determining that they “cause” some important
behaviour is hard. For example, consider a maze with a mouse trying to nd some cheese.
The cheese is in a mousetrap and the only way the mouse can release the trap is to go to
some square and inadvertently press a hidden button. No observation is given to the mouse to
indicate this. If the mouse goes to the cheese immediately after pressing the button, then it
can eat it, else it is caught in the trap and suers a high negative reward. Since the agent is
unlikely to go directly to the cheese immediately after pressing the button, it does not realise
the causal link between the two. However, it can still almost completely accurately predict
the world as experienced according to its suboptimal policy by simply modelling the trap as
most often giving a negative reward and occasionally giving a positive one.
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Reactive policies for POMDPs Reactive agents only use the most recent observation to
form a (memoryless) policy. A simple example of this is to use a temporal dierence learning
algorithm treating the most recent observation as a state. While the Markov assumption is
violated, the method may still perform well if the observations are informative, and Singh et al.
(1994) give bounds on such an approach. There has also been work on nding the optimal
deterministic memoryless policy for a known POMDP by Littman (1994a) which was shown
to be an NP-complete problem in the innite horizon setting.
History-based methods State aliasing is not necessarily a problem. As long as there is no
need for a distinction between two states in terms of expected reward, state aliasing can help
give a more compact representation of the environment. Therefore, there is need for methods
that can extract suitable state representations from the history of an agent that maintain
perceptual distinctions only where necessary. There are several methods that fall into this
category.
Utile-Sux Memory (USM) by McCallum (1995) is a method of adding short-term memory to
the reinforcement learning agent. It combines previous work on Nearest Sequence Memory
and Utile Distinction Memory to produce an algorithm that stores the history sequence so far,
and uses a statistical test (Kolmogorov-Smirnov) to determine how much of that history is
important to remember in order to attempt to solve the problems associated with perceptual
aliasing.
The algorithm uses sux trees (Denition 6) in order to represent this memory. The history
sequence is clustered by the nodes in the sux tree i.e. the sux tree maps history sequences
to state sequences. The sux tree model for USM is altered slightly to store both observations
and actions at alternating levels of the tree. The algorithm keeps a fringe set of an additional
layer of leaves below the existing leaf nodes. These fringe leaves are the hypothesis set of the
memory, and the statistical test determines whether or not a given hypothesis will improve its
reward prediction. Each additional leaf node results in a further partition of the state space (or
a “longer” memory).
The U-Tree algorithm McCallum (1996) uses USM to maintain this tree, but also adds “selective
perception” which can divide the percept into components and selectively ignore some of
these components. Value iteration is then used to select an action at each time step given the
current state representation.
A history-list is simply a sequence of action-observation pairs. The idea is that agents that
match the same history list at two dierent times are at the same state. An action-observation
sux tree can be viewed as a compact representation of all possible history lists to a certain
depth. Timmer and Riedmiller (2007) provide a way of performing Q-learning with history-lists
with some guarantees of convergence.
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CTMRL The Context Tree Maximising (CTM) for Reinforcement Learning (RL) algorithm
by Nguyen et al. (2012) uses the CTM approach (Volf and Willems, 1994) to sequence pre-
diction that analytically nds the context-tree model with the minimum description length.
The sequence prediction setting is adapted for RL by predicting the state-reward sequence
conditioned on the actions. For large domains, the CTMRL approach binarises the percept
(observation, reward) space, and additionally adds an “unseen” context, whose action value is
initialised based on the value of the rst subsequent seen state.
MC-AIXI-CTW The Monte Carlo (MC) AIXI Context Tree Weighting (CTW) algorithm
by Veness et al. (2011) is an approximation of the theoretically optimal universal agent AIXI
(Hutter, 2005). Instead of using the universal mixture, it uses a mixture over all sux trees
with the weights being functions of their code lengths, so that simpler trees are considered
more likely. It dynamically creates the contexts so that only relevant ones are used. It uses
the Krichevsky-Tromov estimator to estimate the probabilities of symbols occurring in each
context of the tree and by using properties of CTW (Wilems et al., 1995) it can calculate the
probability of a history sequence in a computationally ecient way. The (action-conditional)
CTW tree maintains a model of the world which is updated after each interaction with the
environment, and a Monte-Carlo Tree Search algorithm such as UCT is used to determine
which action to take next using the current mixture over sux trees as a generative model.
2.3.3 History-POMDPs
History-POMDPs (hPOMDPs) are a class of nite POMDPs that were rst described by Pendrith
and McGarity (1998) to study direct RL in POMDPs. Direct RL methods nd reactive policies
as described in Section 2.3.2.3. An hPOMDP is a class of POMDPs for which the history
is sucient to disambiguate the current internal POMDP state, i.e. there exists a function
φ : H → S such that φ(h) = s ∈ S . Note that hPOMDPs may not require the entire history
to resolve to a state. For example, an MDP can be viewed as an hPOMDP with the states also
being the observations.
For clarity, we ignore rewards in the presentation below. We can consider a percept e to be a
tuple (o, r). Replacing observations with percepts in the lemmas below does not signicantly
aect any of the results.
The condition that there exists a map φ that can disambiguate any history to a state also
applies to the empty history e i.e. φ(e) should unambiguously map to the starting state of
the hPOMDP. However we can relax this condition to be that there exists a length l and a
map φ : H → S such that for all histories h longer than l i.e. with |h| > l, φ(h) = s. An
example of an hPOMDP that satises this modied rule for histories greater than length n is
an n-Markov model.
In the following lemmas, we show that the existence of the deterministic map φ imposes a
structure on the transition and emission probabilities of the hPOMDP.
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Figure 2.3: Let T(s0 | s0, a) = 12 and T(s1 | s1, b) = 14 . Assume there are three observations
0, 1, 2 such that Ω(0 | s0) = 1, Ω(1 | s1) = 12 and Ω(2 | s1) = 12 . Let φ(e) = s0. This is
an hPOMDP since the observations determine the next state even if the state transitions are
stochastic, and we know that the initial state given by φ is s0. For example, φ(a0a0b1b2b0) =
s0. It also has stochasticity in transitions as well as in emissions.
Lemma 1. Assume a history h such that φ(h) = s ∈ S . Let an agent take action a and receive
observation o and assume that φ(hao) = s′. Then s, a and o are sucient to uniquely determine
s′.
Proof. Let trans(sao) be the set of possible states from s taking action a and observing o.
Assume that φ(hao) = s′ but the transition s a→ o remains ambiguous i.e. |trans(sao)| > 1.
WLOG assume trans(sao) = {s′, s′′}. Then hao is a possible history that leads to the POMDP
in state s′′. So φ(hao) = s′′ or else φ is an incorrect map. This contradicts φ(hao) = s′ unless
s′ = s′′ and |trans(sao)| = 1.
The above lemma has the implication that Pr(s∗ | s, a, o) = 1 for s∗ = s′ and 0 for all other
states. This imposes the following constraint on the transition and emission probabilities of
the hPOMDP.
Lemma 2. Let s ∈ S and suppose the agent chooses action a and then receives observation o.
∃s′ Pr(s′ | s, a, o) = 1 if and only if ∃s′∀s′′ 6= s′ T(s′′ | s, a) = 0 or Ω(o | s′′) = 0.
Proof. Suppose ∃s′∀s′′ 6= s′ T(s′′ | s, a) = 0 or Ω(o | s′′) = 0. Then Pr(s′′ | s, a, o) =
Ω(o|s′)T(s′|s,a)
∑s′′∈S Ω(o|s′′)T(s′′|s,a) = 0 for all s
′′ 6= s′ and so trans(sao) = {s′}. Note that the denominator is
non-zero since we know o is possible from s′ and s′ is possible from (s, a). Conversely, assume
trans(sao) = {s′}. Suppose ∃s′′ 6= s′ such that Pr(s′′ | s, a, o) ∝ Ω(o | s′′)T(s′′|s′, a) > 0.
Then s′′ ∈ trans(sao) which is a contradiction.
Eectively, if the hPOMDP is in state s then knowledge of both a and the resulting o, determines
the state s′. We call this the history condition. Deterministic POMDPs satisfy this condition by
default. Note that the hPOMDP may still have stochasticity in both the transition and emission
matrices, so long as the stochasticity does not violate the history condition. An example of a
stochastic hPOMDP is given by Figure 2.3.
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An hPOMDP should have completely determined belief-states, i.e. the belief-state MDP is
discrete given the initial state is known. This is easily shown using the above lemma. Let hi be
some initial history such that φ(h) = s. Then for this history we know that the belief vector
b has b(s) = 1 and b(s′) = 0 for all s′ 6= s. Let us take some action a and observe o. Then
the new belief vector b′ can be found by computing b′(s′) for all s′ ∈ S .
b′(s′) =
Ω(o | s′)∑s∗∈S T(s′ | s∗, a)b(s∗)
∑s′′∈S Ω(o | s′′)∑s∗∈S T(s′′ | s∗, a)b(s∗)
(2.2)
=
Ω(o | s′)T(s′ | s, a)
∑s′′∈S Ω(o | s′′)T(s′′ | s, a)
= Pr(s′ | s, a, o)
Thus, from the previous lemma we know that b′(s′) = 1 for exactly one s′ ∈ S and zero for
all others. Hence, if we know the initial (belief) state of the hPOMDP, then the associated
belief-state MDP is discrete. Additionally, we can run the steps of the above proof in reverse
and obtain that any POMDP which has discrete belief states given some initial state, satises
the history condition. Abusing notation, we can write the discrete state b instead of the
continuous vector b.
2.4 Feature reinforcement learning
This thesis sits within the feature reinforcement learning (FRL) framework. FRL was proposed
by Hutter (2009b) as a way of solving general reinforcement learning problems by extracting
features from the history that are useful in predicting future consequences of actions. It
follows in the tradition of the history-based methods described above, where the agent tries
to model the agent’s history in order to predict the rewards well, which then allows it to nd
a policy that maximises expected utility. Previous history-based methods (Section 2.3.2.3)
started with an initial guess at a map from the agent’s history to a Markov state space and
then rened or expanded it according to some local criterion. FRL aims at being more general,
by having a criterion that evaluates the map as a whole. This has the advantage of being more
principled and exible, but also comes with some disadvantages, primarily that it is hard to
quickly update the cost of a map when making a small local change.
Formally, the FRL framework gives us a method to nd a map φ : H → S such that the state
st = φ(ht) at time step t is a useful summary of the history. It denes a global cost function
that is inspired by the minimum description length principle (Rissanen, 1978). The cost is the
sum of the code lengths of state and reward sequences given actions. This cost is combined
with a global stochastic search technique (such as simulated annealing (Liu, 2008)) to nd the
optimal map. In order to dene the original cost function used by Hutter (2009b) we rst have
to dene the code length of an i.i.d. sequence x1:n for xi ∈ X where X = {1, ...,m}. Let ni
be the number of occurrences of symbol xi in the sequence x1:n.
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Denition 3. The entropy of frequency estimate θˆ = (θˆ1, ..., θˆm) where θˆi = nin of symbols
xi in x1:n is dened to be
H(θˆ) = H
(
(n1, ..., nm)
n
)
:= −
m
∑
i=1
θˆi log θˆi
Denition 4. The code length of an i.i.d. sequence x1:n for xi ∈ X where X = {1, ...,m} is
CL(x1:n) : =
CL((n1, ...nm)) := nH
(
(n1,...,nm)
n
)
+ m−12 log n if n > 0
0 else
The code length is the length of the arithmetic code with respect to the model plus a penalty for
coding the parameters. Each parameter nin can be coded to sucient accuracy (O(1/
√
(n))
within 12 log2(n) +O(1) bits (Hutter, 2009b).
Denition 5. The original cost (OCost) is dened as follows,
OCost(φ | hn) := CL(s1:n | a1:n) + CL(r1:n | s1:n, a1:n) + CL(φ)
where the state sequence s1:n comes from mapping each history ht to a state st for t ∈ [1, n].
Then, CL(s1:n | a1:n) is the code length of the state sequence given the action sequence. The
subsequence of states reached from a given state s via action a is i.i.d. as it is sampled from
an MDP. We form a frequency estimate of the model of this MDP. The coding is optimal by
construction. CL(r1:n | s1:n, a1:n) follows similarly. CL(φ) is a complexity penalty on φ and
can often be ignored in practice.
We primarily care about predicting the reward sequence. If the agent can predict the reward
signal well it can act to maximise it. The code for the rewards depends on the states, and thus
coding the state sequence is also necessary. The state sequence captures long-term information
necessary for predicting the rewards. The Cost is well-motivated since it balances between
coding states and coding rewards. A state space that is too large (worst case being φ(h) = h)
results in poor learning and a long state coding, while a state space that is too small can
obscure structure in the reward sequence resulting in a long code for the rewards.
The consistency of this cost criterion was proven by Sunehag and Hutter (2010) for a restricted
set of φ namely bounded nite state machines, primarily in the passive case where the agent
does not have to choose actions.
The modied cost by Nguyen et al. (2011) adds a parameter α to control the balance between
reward coding and state coding,
OCostα(φ | hn) := αCL(s1:n | a1:n) + (1− α)CL(r1:n | s1:n, a1:n) + CL(φ)
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Nguyen et al. (2011) search the map (φ) space of sux trees (Denition 6). The genericΦMDP
algorithm is given in Algorithm 3. The agent is rst initialised with some history based on
random actions. Then it alternates between nding a “best” φ using the simulated annealing
algorithm (Algorithm 4) and performing actions based on the optimal policy for that φ found
via the FindPolicy() function. The FindPolicy() function can be any standard reinforcement
learning algorithm that nds the optimal policy in an unknown MDP, and should perform
some amount of exploration, generally via an optimistic initialisation.
Algorithm 3: A high-level view of the generic ΦMDP algorithm.
Input : Environment Env() , Cost function Cost();
Initialise φ ;
Initialise history with observations and rewards from t = init_history random actions;
Initialise M to be the number of timesteps per epoch;
while true do
φ = SimulAnneal(φ, h1:t,Cost);
for k = 1 to t do
sk = φ(hk)
end
pi = FindPolicy(s1:t, r1:t, a1:t−1) ;
for i = 1, 2, 3, ...M do
at ← pi(st);
ot+1, rt+1 ← Env(ht, at);
ht+1 ← htatot+1rt+1;
t← t+ 1;
end
end
Map classes
A very commonly used map class by history-based RL methods is that of sux trees. These
are variable-order Markov models. A complete tree of depth n represents an n-order Markov
model, but a partial tree can more eciently represent certain long dependencies without
forcing superous observations onto other parts of the tree. We formally dene a sux tree
as follows.
Denition 6. Let O = {o1, o2, o3, ..., od} be a d-ary alphabet. A sux tree is a d-ary tree
in which the outgoing edges from each internal node are labelled by the elements of O.
Every sux tree has a corresponding sux set which is the set of strings S = {s1, s2, ..., sn}
generated by listing the labels on the path from each leaf node to the root of the tree.
The sux set has the property that no string is a sux of any other string and any suciently
long string must have a sux in the set. Each string in the sux set is called a state, and
hence this is also called a sux state set. The l-th level of the tree corresponds to the l-th last
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observation in the history. By the above properties, any history of sucient length must be
mapped to one and only one state based on its sux. An example of a sux tree is shown in
Figure 2.4.
10
10
s0
s2
s1
Figure 2.4: A sux tree that maps strings that end in 00, 10 and 1 to s0, s1and s2 respectively.
CTΦMDP (Nguyen et al., 2011) uses the above ΦMDP algorithm along with simulated anneal-
ing over the space of context trees to nd the best map, and then using approximate value
iteration (AVI) to nd the best policy.
2.4.1 Feature dynamic Bayesian networks
In a factored MDP (Boutilier et al., 1995) the state space is factored into n features Xi, i.e. a
state in a standard MDP is represented by a feature vector X = (X1, ...,Xn), with each feature
taking on values from some nite set Val(Xi). The transition function of such an MDP is
given by a Dynamic Bayesian Network (DBN) (Dean and Kanazawa, 1992) which provides a
way of representing conditional independences over a time-slice. Formally, a DBN is a tuple
(G,Θ). G is a directed acyclic graph over {Xi} that encodes the conditional independence
assumptions over a time-slice. Each variable Xi at time t is only dependent on parent variables
given by the set Pa(Xi) at time t− 1. Intra-temporal (within time-slice) dependencies can
also be allowed. Θ is a parameter set such that θi,ji ,ki = Pr(Xi = ki | Pa(Xi = ji))
for all ki ∈ Val(Xi) and sets ji representing possible combinations of values of Pa(Xi).
The probability of a feature vector X can be composed from the independent conditional
probabilities as Pr(X) = Πni=1Pr(Xi | Pa(Xi)).
ΦMDP faces the problem that very large unstructured MDPs are necessary to represent a
complex environment. Operations on large MDPs scale polynomial in S . ΦDBN (Hutter,
2009a) is an extension of ΦMDP to learn a factored MDP representation. Learning a factored
MDP results in operations that scale polynomial in the number of factors. However there is
added complexity in learning a structure along with the appropriate feature map. Additionally,
while the factors are used to form representations of the state, it is not as straightforward to
form representations of the reward i.e. the factors that we use to model the states may have no
relation to modelling the (scalar) reward. One way of solving this is to treat the prediction of
the reward as a regression problem on the features. The rewards can then be coded according
to the model found by the regression.
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Algorithm 4: Simulated Annealing Search
SimulAnneal();
Input :
getNeighbour() : A neighbour function providing the next map;
schedule() : The cooling scheme;
initialMap : The starting map in the search;
Cost() : A cost function;
h : The history sequence so far;
currentMap = bestMap := initialMap;
currentCost = bestCost := Cost(h,initialMap);
for t← 1 to N do
candidateMap← currentMap.getNeighbour();
candidateCost← Cost(h, candidateMap);
δ← currentCost - candidateCost;
T← schedule(t);
p← uni f orm(0, 1);
if p < eδ/T then
currentMap← candidateMap;
currentCost← candidateCost;
if currentCost < bestCost then
bestMap← currentMap;
bestCost← currentCost;
end
end
end
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2.4.1.1 Structure Learning
Structure learning of a DBN is the problem of nding a graph structure that best represents
the conditional independences given an observation history. There are three broad categories
of structure learning algorithms: constraint-based, score-based and Bayesian model averaging
(Koller and Friedman, 2009). Constraint-based algorithms perform independence tests to nd a
set of conditional independence properties, and then optimise structure with respect to those
constraints. There are some issues with the robustness of these methods as they strongly
depend on the quality of the independence tests. Score-based algorithms use a scoring function
to measure how well a model ts the data. A heuristic search method is (normally) then used
to nd models with the highest scores. In general nding a model that has the highest score is
NP-hard (Chickering, 1996). The scores are generally motivated by the minimum description
length principle (MDL-score) or Bayesian approaches (Bayesian Information Score (BIC), BDe,
etc). Bayesian Model Averaging does not learn a single structure, rather it maintains a weighted
Bayesian mixture over possible structures. The predictions are then the average predictions of
this ensemble of structures.
While these are broad categories, there are methods that don’t quite fall into them perfectly, for
example Guo and Schuurmans (2006) convexify the structure learning problem by expressing
the Bayesian network in a general exponential form and then using a convex relaxation to
learn an optimal feature ordering in polynomial time. While the algorithm performs better, it
is also much slower in practice than heuristic score-based methods.
If the observations are not Markov but based on some hidden stationary Markov process (for
example when we have a partially observable problem) the data is then said to be incomplete,
and the hidden variables must be learned. When the data is Markovian, the data is said to be
complete.
In dealing with DBNs for RL, we can also distinguish between passive and active structure
learning. Passive structure learning algorithms learn structure based on the data provided but
do not actively inuence the policy to choose actions that allow it to learn a better structure,
whereas active learning algorithms (Jonsson and Barto, 2007) do.
In the case of the DBNs that we need to learn forΦDBN we fall into the complete data, passive
learning characterisation. The problem has complete data because given a particular map the
state sequence is Markovian. Since the structure is learned based on the current map which
is itself being optimised, it is not possible to have an active learning algorithm. The OCost
function when a particular feature map is xed reduces to the BIC score. Additionally, if we
make the assumption that there are no intra-temporal dependencies then the BIC perfectly
decomposes according to the conditional probability distributions which gives computational
advantages.
2.4.1.2 Feature Generation
To extract a good state representation we need a good class of state representations. We also
need a class that is computationally feasible to search over. Previous works have generally
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used the sux tree class, but this has limitations, particularly in representing long-term
dependencies. In ΦDBN we have the additional problem that the generated features should
be suitable for the structure search problem.
2.4.1.3 Planning in Factored MDPs
The advantage of having factors with conditional independences is that we can eciently
represent the probability distribution over the features. However, the value function does
not usually factor in the same way that the distribution does, or at all. If we want to learn a
value function exactly for a factored MDP, then we may need to use the states directly, which
are exponential in the number of features. This defeats the purpose of using factored MDPs.
Hence, methods such as factored value iteration (Szita and Lörincz, 2008a) nd approximations
to the value function that can be eciently factored, and converge with some guarantees.
2.4.1.4 Learning in Factored MDPs
There are also factored analogues to existing PAC-MDP algorithms such as RMAX, E3 and
OIM. Factored RMAX and Factored E3 methods rely on access to a near-optimal planner in
order to guarantee an approximately optimal policy. Factored OIM relaxes this condition
and simply performs as well as it can (ε-close) given the planner that it has. Most recently,
UCRL-Factored and Posterior Sampling Reinforcement Learning (PSRL), both by Osband and
Van Roy (2014), are the rst factored MDP algorithms to satisfy near-optimal polynomial
regret bounds for factored MDPs with known structure. UCRL-Factored is based on UCRL2
Jaksch et al. (2010) and PSRL is based on the old Thompson-sampling heuristic byThompson
(1933).
Strehl et al. (2007) combines structure learning with parameter learning to form an algorithm
called SLF-RMax. SLF-RMax relies on an admissible learning algorithm that treats the structure
learning problem as an online learning problem, along with a near-optimal factored MDP
planner (such as RMax). Following this line of work, Diuk et al. (2009) improves the structure
learning component by a reduction to the adaptive k-metereologist problem. The resulting
new algorithm Met-RMax oers better sample complexity guarantees than SLF-RMax and
performs much better in practice on the sample domains. Both SLF-RMax and Met-RMax rely
on having a bound on the maximum in-degree of the (unknown) DBN, Chakraborty and Stone
(2011) relax this assumption and show better sample complexity and empirical performance,
albeit with an additional assumption about the planning horizon.
2.5 Predictive State Representations (PSRs)
Predictive representations of state (Littman et al., 2001; Singh and James, 2004) is an alternative
way of framing and solving the general reinforcement learning problem that has gained
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popularity over the last decade. A PSR is a vector of probabilities over predictions of some test
events occurring in the future given the history so far. A length k test t is simply a history of
length k, t1:k = ora1:k. The prediction of a test given the history so far is the probability that
the rst k interactions in the future will be exactly the same as the test. For example, given
the test a1o2r1a2o3r2 the prediction of this test is Pr(ot+1 = o2, rt+1 = r1, ot+2 = o3, rt+2 =
r2 | at+1 = a1, at+2 = a2, ht).
Given some set of tests {ti} of size q, the prediction vector p(h) has q-entries of the form
Pr(ti | h) = Pr(hti)Pr(h) . p(h) is said to be a predictive state representation if and only if it forms
a sucient statistic for the environment, i.e. for any test t and history h, Pr(t | h) = ft(p(h))
for some projection function ft. Littman et al. (2001) show that for every POMDP there exists
an equivalent PSR with a linear projection function (linear PSR), having only as many tests
as there are states in the POMDP. A set of tests Q is called a core set if any other test can be
computed as a linear combination of tests in Q.
Given a new interaction the i-th component of a PSR can be updated as follows.
pi(haor) = Pr(ti | haor) = Pr(aorti | h)Pr(aor | h) =
faorti(p(h))
faor(p(h))
where we make use of the fact that aorti and aor are also tests. If the PSRs are linear then ft
can be represented by some (1× k)-projection vector mt and ft(p(h)) = p(h)mTt and the
updates to the tests are simple dot products.
A more general view of PSRs can be arrived at by looking at the systems dynamics matrix.
This is a innite dimensional representation of the dynamical system being modelled. The
rows of the matrix correspond to all possible histories, and the columns to all possible tests.
The rank of this matrix is a measure of the complexity of the system and corresponds to the
number of tests in the minimum linear PSR needed to model it. Singh and James (2004) point
out that there are systems that have dimension k that cannot be represented by POMDPs with
k hidden states. They also show that non-linear PSRs can provide an exponential reduction in
the number of tests required.
In practice, learning PSRs is dicult. One must rst nd a suitable set of core tests (discovery)
and then learn the values of the vectors mt for each of these tests (learning). The most
promising recent advances to PSRs include transformed PSRs (TPSRs) Rosencrantz et al. (2004),
which use spectral methods to nd a PSR in a transformed subspace dened by the core tests
and the work on compressed PSRs (cPSRs) by Hamilton et al. (2013) which learns TPSRs via
methods from compressed sensing. The latter has nearly state-of-the-art results on domains
such as Pocman.
2.6 Connections to FRL
In this section I will describe connections to FRL from the background material that has been
presented so far. I will also explain all the links in Figure 2.5 that have not already been
explained above.
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Figure 2.5: Connections to FRL
2.6.1 POMDPs
The class of hPOMDPs relates directly to ΦMDP; we know that in an hPOMDP there exists a
map to a discrete MDP (namely the underlying MDP of the hPOMDP). Thus, ΦMDP is capable
of representing hPOMDPs exactly.
The belief-state MDP associated with a POMDP is continuous. If FRL searched for maps from
histories to MDPs with continuous state spaces, then one solution would be a map to the
belief-state MDP, and ΦMDP would be able to represent all nite POMDPs exactly. Although
we only search for maps to discrete MDPs in practice, we show empirically that we can still
nd good approximate solutions within this space for POMDPs with continuous belief states
that allow us to act well within the POMDP.
2.6.1.1 Belief states over histories
Let Ta be an |S| × |S| matrix whose entries are T(s′ | s, a) . Let Oo be a diagonal |S| × |S|
matrix where the entries on the diagonal are Ω(o | s). Let e|S| be a (1× |S|)-vector of all
ones. Then belief states can be written as a function of the history as follows (Littman et al.,
2001).
b(hao) =
b(h)TaOo
b(h)TaOoeT|S|
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2.6.2 Function approximation in high-dimensional state spaces
Function approximation is often used to learn continuous and large MDPs. Histories can
be viewed as a countably innite dimensional state space, with the property that no state
occurs more than once. Finite histories are simply a very high-dimensional state space. Hence
generalisation over the state space is needed in order to perform learning and standard function
approximation techniques apply. Function approximation techniques are wide and varied,
and we avoid a full discussion of them here. We focus instead on making the link to FRL
clearer by briey discussing one approach to feature selection for function approximation in
high-dimensional spaces.
Feature selection in high-dimensional spaces can be solved via sparsity imposing techniques.
The loss is normally a function of the Bellman error plus a regularisation parameter that
imposes sparsity, such as an `1 norm of the approximating parameters. For example,
L(w) =
1
2
‖wTφ− (R+ γwTφ′)‖22 + β‖w‖1
where φ = φ(s) and φ′ = φ(s′) are k-dimensional features of the state and w ∈ Rk. In the
case that we have value functions over the history, we can dene features over the history
instead. This is the approach we take in Chapter 5 which will make this above link more
concrete.
2.6.3 State aggregation
We are interested in state aggregation over environments that are not MDPs. Recently, Hutter
(2014) gave an alternate similarity metric that applies to general environments. He denes
conditions for exact and approximate aggregation.
We can dene a reduction from the process P generating the environment to a new reduced
process Pφ via a map on the histories φ. Then Pφ is (exactly) an MDP if and only if it is
identical for all histories mapped to the same state, i.e.
∃p : ∀h˜t, ∀st
(
φ(h˜t) = st
)
=⇒ Pφ(st+1, rt+1 | h˜tat) = p(st+1, rt+1 | st, at)
In this case Hutter (2014) gives the result that the value functions and policies over the histories
correspond exactly to the value functions and policies dened over the states in the reduced
MDP, given the map φ. This is not surprising; the rest of the paper focuses on the much more
interesting case where the aggregations are approximate and the MDP condition fails.
Hutter (2014) shows that even when the reduced process Pφ is not an MDP as long as the
(action) value function can be represented by the aggregated states with enough accuracy, it is
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possible to dene an MDP p such that a policy constructed in p performs well in the original
process. A condition known as φ-uniformity of the (state or action) value function results
in bounds on how well a policy constructed from states in p would do in the true process P.
φ-uniformity intuitively refers to the ability of the map φ to distinguish between histories
whose values dier signicantly. More formally, Q is said to be φ-uniform for some policy
Π : H → A if for all h and h˜ such that φ(h) = φ(h˜) and for all a, |QΠ(h, a)−QΠ(h˜, a)| ≤ ε.
For a full discussion of the results we refer the reader to the original paper.
2.6.4 PSRs
This brief subsection explains the link between linear PSRs and POMDPs. Littman et al. (2001)
showed that there exists a linear PSR for every POMDP that generates history sequences with
the same probability as the POMDP.
Pr(a1o1...alol | h) = b(h)Ta1Oo1 ...TalOol eTn
This means that linear PSRs can represent POMDPs exactly. While in the worst case a linear
PSR uses as many core tests as there are hidden states in the POMDP, it can use many fewer,
for example when the underlying MDP is factored (Littman et al., 2001).
2.6.5 Representation learning
Representation learning is not a well-dened term. In its most general sense, it refers to
the unsupervised discovery of useful features from some data set. A representation is said
to be good when it captures explanatory details of the feature set that are helpful in some
other algorithmic task, like supervised learning or probabilistic prediction (Bengio et al., 2013).
Representation learning is often designed to minimise a data reconstruction error, i.e. how
well can the inputs be reconstructed from the representation?
Bengio and LeCun (2007) introduce the idea of the AI-set, “the set of all the tasks that an
intelligent agent should be able to learn”. They hypothesize that there exist representations
which are useful for many tasks within the AI-set, and the goal of representation learning
should be to nd representations of the data that can compactly describe regularities in it. This
view of representation learning shares the same goal as approaches like minimum description
length by Rissanen (1978). Other commonly used tools for representation learning include
principle component analysis (PCA, F.R.S. (1901)), subspace discovery and other spectral
methods.
Representation learning in recent years (since 2006) has been dominated by a new paradigm
called deep learning. Bengio et al. (2013) is an excellent survey of the recent advances in this
area. Deep learning is fundamentally built around the idea that good representations are often
hierarchical, and that each layer is a composition of simpler functions in the preceding layer.
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In particular, deep learning uses representations known as deep belief networks where each
layer is a restricted Boltzmann machine. The primary dierence between deep belief nets and
neural networks is that there is an initial unsupervised training phase for the deep belief net,
where each layer is trained with a reconstruction error based on the input from the previous
layer. After the unsupervised phase, the deep belief net can be trained via backpropagation as
a neural network for any particular task (e.g. classication). The recent comprehensive survey
by Schmidhuber (2014) gives a historical view of deep learning for neural networks from the
early days (1940s) of neural nets as regressors to the recent boom of deep learning triggered
by the unsupervised pre-training of deep belief networks (Hinton et al., 2006) for supervised
learning tasks, particularly in computer vision.
Representation learning has seen some use in reinforcement learning recently. The recently
published work by White (2014) integrates representation learning and least squares TD-
learning (LSTD). Since this work is very relevant to us, we provide some of the details here.
The standard view of LSTD is that we are trying to nd a weight vector w ∈ Rk to minimise
the mean squared projected Bellman error (MSPBE). Let Tpi be the |S| × |S| transition matrix
given the actions xed by a deterministic pi and R be the reward vector.
MSPBE(w) = ‖φw−Π(R+ γTpiφw‖2D
Performing the minimisation minw MSPBE(w) can be done via the least squares solution
A−1B where A = φTD(φ− γPpiφ)w and b = φTDR. The nding of the above work was
that LSTD could be seen as the minimisation of a squared loss plus a Concave Regulariser as
follows.
CRTD(w) = ‖φw− R‖2D − 2γwTφTDTpiφw
White (2014) then goes on to add a regularised loss over the representation φ to this loss to
create a Factored Representation of CRTD,
FRCRTD(w, φ, B) = ‖φw− R‖2D − γ f (w, φ) + L(φB,X) + α‖φ‖
where X is a feature set (cross-product of all observations), B is a set of some basis vectors
and α a weight on the regulariser. L(φB,X) is a convex loss and the norm on φ could be a
sparsity-inducing norm.
FR-CRTD contains both a supervised learning term and an unsupervised learning loss. In
the case that φ is known it reduces to the CRTD error, however in general it must also nd a
suitable representation φ of the training set on the observations, which allows it to minimises
the LSTD error.
In Chapter 5 we dene a loss function for ΦMDP that is similar in spirit to this one, albeit
without an explicit unsupervised learning term. OCost can also be interpreted in this repre-
sentation learning sense. There is one term, namely the reward coding CL(r1:n | s1:n, a1:n),
that is the true objective which is parameterised by a representation S , and then there is
the representation coding CL(s1:n | a1:n). In the case of an injective class of maps where
φ(s1:n) = o1:n, the state coding term could be viewed as a representation error.
Chapter 3
Domains for RL
“ The real world is (of course) partially observable, stochastic, sequential, dynamic,continuous, multi-agent.
Russell and Norvig, 2009. ”
In this chapter, we examine a selection of domains that could be used for testing reinforcement
learning algorithms. We do a brief (and selective) summary of existing work for each, and
also comment on popularity and easy of implementation. We use the work in this chapter
to decide on which domains to test the algorithms we dene in the rest of this thesis. We
hope that this chapter may assist other practitioners in carefully choosing the correct domains
to test their algorithms. The most useful part of this chapter is Table 3.1, which shows the
properties of each domain. A large number of the surveyed environments are games, although
some real world applications are also considered.
3.1 Introduction
Games have long captured the imagination of humankind. Physical and intellectual games have
been used for many centuries as a form of entertainment and to test determined participants
in feats of strength, willpower and intellectual prowess. In the modern era, computer games
in particular have have become very popular amongst children and adults alike, and some
can even approach movies and books in their scope, for story telling and visual eects, all the
while retaining both strategic and tactical aspects of more traditional games.
AI practitioners have traditionally used games to show their progress to others within the
eld as well as to the wider public. The great public successes of AI have been on games such
as checkers, chess, backgammon and most recently Jeopardy. Some computer games also use
AI bots to interact with the user, although the sophistication of these bots vary from being
completely rule-based to intelligent reinforcement learners1. The vast arena of games serve as
1The game “Black and White” LIONHEAD STUDIOS (2001) designed by Peter Molyneux included a creature
that the player could teach by providing reinforcement.
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useful benchmarks in the progress of AI. Games have simple rules, specic goals and obvious
metrics. Given that games have been created by humans for humans to play, we could also
view the ability to play a wide-range of games as evidence for possessing general intelligence.
Indeed this was the intent behind the creation of the Arcade Learning Environment (ALE) by
Bellemare et al. (2013) which provides an interface to games from the once popular ATARI
2600 console.
3.2 Preliminaries
We considered the following attributes when lling in Table 3.1.
• Deterministic vs. stochastic.
Does the domain include stochastic transitions between environment states?
• Size of state space.
Small, medium, large. We will also specify whether the state space was continuous by
attaching cts to the size, i.e. large cts, is a large, continuous state space.
• Size of action space.
Similar to the above.
• Partially observable vs. fully observable.
Is the domain partially observable? Also known as the imperfect information setting
when dealing with partial observability due to multiple agents.
• Static vs. Dynamic.
An environment is static if the environment cannot change while the agent is considering
which action to take.
The following properties refer to our judgements about the suitability of the domain for feature
reinforcement learning algorithms at the current time.
• Feasibility.
We will use this term to indicate how feasible we believe the domain to be for the success
of a general RL algorithm, in particular a feature RL algorithm. This is not a well-dened
criterion, but might oer some insight into choosing a domain. For example, if we
believe a particular game to be beyond the reach of current techniques we can choose
to ignore it, or choose to focus on changing the domain to make it more tractable.
• Relevance.
Low, medium, high. The criterion for relevance is whether the domain is interest-
ing/important to us, and to other people? We will also consider the popularity of the
game when making this judgement, where popularity is measured by various factors,
including the number of people signed up to play/watch the game. Statistics that are
easily available will be used.
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• Implementability.
How easy is the domain to implement and/or interface with? For example, the game of
Starcraft might be very interesting as a challenging domain to RL practitioners but the
initial implementation costs in setting up a running bot that injects into the memory of
the game might be too high.
The following properties do not make it into the nal table.
• Single vs multi-agent.
All problems we consider here are multi-agent. However given a xed opponent,
these can be thought of as single player games. For example, in the Arcade Learning
Environment the agent could play against the default ATARI AI for many games. In
this case, the environment is single-agent.
• Episodic vs sequential.
Episodic tasks repeat the same task over time (most/all games are episodic). The episod-
ic/sequential nature of tasks is important, however all but one (the nance domain) of
the tasks we consider here are episodic.
3.3 Domains
For each domain we will give a description, our estimate of the popularity/relevance of the
domain and a brief summary of some existing reinforcement learning work in the domain. If
implementation appears to be a signicant task, then we will also provide a summary of the
existing available code base.
3.3.1 Starcraft: Brood War
Starcraft: Brood War is the expansion to the original Starcraft 1 and one of the most complicated
Real Time Strategy (RTS) games ever made. Agents play against each other in 1v1 games
on maps which have varying terrain that can aect the strategy used in the game. Agents
can play as one of three races, Protoss, Terran and Zerg which each have dierent units and
abilities. The game includes fog-of-war (i.e. you only see what your units can see, so there is
imperfect information).
Existing work. Existing agents work in the planning framework, with micromanagement of
units handwritten. RL has been used for micromanagement by Wender and Watson (2012) who
compare Q-learning, SARSA and others in a very simplistic setting (one unit against multiple
enemy units, with two actions “ght” and “retreat” available to it). In Huang (2011), the Berkley
bot Overmind uses planning for high-level build order manipulation, and reinforcement
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learning to train “potential repulsion elds” for mutalisk2 control (micro). EISBot uses ABL (A
Behaviour Language), a reactive planning language, to specify the goals and game states of
the agent. The agent is split into managers that take care of dierent areas of competence:
strategy, income, construction, tactics and recon. Each accomplishes certain subgoals, which
are part of an overall goal. The managers also have interfaces to interact with each other (in
ABL).
In the 2012 AIIDE Starcraft AI competition, bots were allowed to retain information about
previous matches. This allowed for the use of meta-gaming, which involves using knowl-
edge about common strategies, or strategies generally used by a particular player/bot. This
provides an interesting additional complexity to the setting. An additional constraint could
be introduced in the form of limiting the number of actions per minute (APM) which is a
commonly used measure of mechanical skill of human Starcraft players, but is not capped in
the AI competitions. Uncapped APM allows bots like Overmind to perform micromanagement
of units on a super-human level, which is unfair given that they are unconstrained by physical
limitations.
Popularity. Starcraft Brood War is fading in popularity with a few thousand people still
playing it. Most players have shifted to the new edition Starcraft 2, which has better graphics
and dierent units, but is conceptually similar. However no similar API exists for this new
version3. About 290,000 players currently play Starcraft 2 (Starcraft Worldwide Rankings,
2015), with 100,000 watching live streams of the game (both online and on television primarily
in Korea and Sweden).
Implementation. There is a pseudo-API available, and widely in use for the competition at
AIIDE (Articial Intelligence and Interactive Digital Entertainment). Unfortunately this is not
a true API, but rather an injected bot inserted into the memory of the (closed-source) BW
executable. A functional starting bot is available as an open-source Google code project with
full documentation. All code from previous competitions has also been released open-source
making getting started relatively easy.
3.3.2 Poker
Poker is a betting card game with several variants. The variant of choice at major tournaments,
and perhaps the most strategic, is known as Texas Hold’em. In Texas Hold’em each player is
dealt 2 cards, after which they can bet to see the next three (the op). After the op another
round of betting occurs to see the next card (the turn) and a nal round of betting before the
last card (the river). During a betting round, the following actions are available to a player:
2Mutalisks are ying creatures in the Zerg race. They tend to cluster closely when in groups which make them
vulnerable to certain attacks. Reinforcement learning was used to learn the optimal clustering behaviour when
attacked.
3Matt Fisher uses the D3D9 Interceptor to intercept the Direct3D API, giving a detailed view of the graphical
state of the game. He has written an AI based on this graphical API ( hp://graphics.stanford.edu/~mdfisher/
GameAIs.html).
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fold (leave the game), check/call (commit the amount necessary to stay in the round, this is
zero for a check) and bet/raise (bet an amount, or raise the amount on the existing bet). Also
signicant to us is the distinction between limit and no-limit poker. As the name suggests, in
limit poker there is a limit to the maximum bet one can make. Having a limit on the maximum
bet is benecial to computer poker agents because it reduces the size of the actions space.
Heads-up poker refers to a poker game between only two players.
Poker is a qualitatively dierent game from the traditional domains of chess, Go and checkers,
in that it is a stochastic game of imperfect information. Billings et al. (2002) identify the qualities
that need to be employed to be a world-class poker player: the ability to evaluate hand strength,
evaluate hand potential, deal with unpredictability, and to model opponents.
The literature on poker is vast, and could easily ll up this entire chapter. We aim to only give
a brief overview here. For a comprehensive survey (up to 2011), see Rubin and Watson (2011).
We follow their lead in categorising poker bots into knowledge-based systems, simulation-
based systems and game theoretic approaches. We also consider opponent modelling to be a
separate category.
Existing work. Knowledge-based systems rely on heuristic formulas and other domain
knowledge to approximate each of the characteristics identied by Billings et al. (2002). An
example of a heuristic that humans use is the pot odds, a simple formula used to judge whether
to stay in a round based of the size of the current pot and the cost of staying in the round.
Similarily, evaluating hand strength and hand potential can be done in heuristic and rule-based
ways.
Opponent modelling (Billings et al., 1998) follows two approaches. One is to build a model to
predict what an opponent will do next, the other is to classify an opponent (e.g. this player is
aggressive) which can then be used to exploit the opponent. In the predictive line of work,
Southey et al. (2005) provide a Bayesian approach evaluated on both a simplied domain and
the full Texas Hold’em domain, where Thompson sampling (Thompson, 1933) is used since
calculating the posterior is intractable. Bard and Bowling (2007) treat opponent modelling
as a state estimation problem, which they solve using a particle lter based approach. This
approach has an advantage over previous work, in that it does not treat the opponents as
static processes. However, the work was only evaluated on the toy domain of Kuhn poker.
Reinforcement learning in conjunction with neural networks has also been used for predictive
opponent modelling by Dahl (2001), but only in a very simplied setting. In the classication
setting, Lockett and Miikkulainen (2008) use a neuroevolution approach called NEAT (Stanley
and Miikkulainen, 2002) to learn the weights of a mixture model over a set of opponent models
based on game-theoretic approximations.
Simulation-based methods use Monte-Carlo based algorithms to evaluate the chance of winning
a round. A modied UCT proved somewhat successful at beating a human novice when playing
400 games with a signicant prot. Although UCT has not (yet) seen the successes in Poker
that it has in other games like Go, there has been much interest in pursuing this line of work.
Most recently, Heinrich and Silver (2014) examined the performance of UCT agents learning
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via self-play, with the result being that “self-play MCTS can be competitive with the state of
the art of 2008”.
Game-theoretic approaches form the most signicant line of work in poker research. The
year 2008 mentioned in the previous paragraph is signicant because it is the rst year that a
computer poker agent (Polaris by Johanson (2007)) beat humans at heads-up limit hold-em.
Polaris used an approach called bucketing to separate hands and sequences of hands for which
the strategies are similar. Bucketing reduces the state space and makes the calculation of
the Nash equilibria tractable. The biggest recent breakthrough in computer poker was the
declaration that heads-up limit Texas hold’em is now “weakly solved” by Bowling et al. (2015).
They use a new variant (CFR+ by Tammelin (2014)) of the counterfactual regret minimisation
algorithm (CFR) which iteratively provides better approximations the Nash equilibrium for
extensive form games. The implementation required “a cluster of 200 computation nodes each
with 24 2.1-GHz AMD cores, 32 GB of RAM, and a 1-TB local disk”, a signicant computational
cost.
Popularity. PokerScout4 estimates that around 60,000 people actively (24hr peak) play online
poker, of which around 35,000 play for money. A drawback of the domain is that there appears
to be no consistent rating scheme for poker. Online poker does not have an ELO5 system to
match players, but instead oers dierently staked tables. Tables go from (small/big blind)
1c/2c to $300/$600, with the idea that good players play with more money (or at least if bad
players do, they lose their money quickly).
Implementation. Statistics6 for top players on various sites show that even the best players
are only ranked high enough to win some money in a tournament between 15% and 20% of the
time. The variance of the game means that to demonstrate good performance one needs a large
amount of data. In order to reduce this variance, the Annual Computer Poker Competition
(ACPC) uses a duplicate match structure. In this structure, every pair of agents plays two
games, with the second game having the same hands as the rst but in reverse order.
3.3.3 Chess
Chess is a symmetric two-player game that is played on an 8x8 checkered board. Each player
has 16 pieces consisting of six types available to them. A game of chess can be won, lost or
drawn. Winning occurs when one player puts another in a checkmate position or a player
resigns. A player is said to be checkmated when her king is under attack and no legal moves
can be made to stop or avoid the attack. A game is drawn when a player has no legal moves
available but is not under check. Such a position is known as a stalemate.
4Poker Scout (hp://www.pokerscout.com/hp://www.pokerscout.com/) accessed on 2 Aug 2015.
5The ELO rating system (named after Arpad Elo) is used to measure the relative skill of players in competitive
games. The dierence between two players’ ELO provides an estimate of the probability that one player will win
over the other. It was initially used for chess, but many other games have adopted similar systems.
6Ocial Poker Rankings (hp://www.oicialpokerrankings.com/pokerleaderboards.html) accessed 2 Aug 2015.
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Existing Work. The history of getting machines to play chess against humans starts in 1770
with the mechanical Turk. Unfortunately, the original mechanical Turk was a hoax, with
several dierent chess masters sitting inside it throughout its 84 year campaign. The big
successes of Deep Blue (Campbell et al., 2002) against Kasparov in 1996-1997 represent the
true mechanical Turks. However, mechanical is exactly the way to describe Deep Blue, since
it did not learn from experience; rather it used its superior computation power to play out
entire game trees (with pruning).
Given the vast history of chess AI, we focus here on reinforcement learning within chess.
NeuroChess by Thrun (1995) uses TD(0) and neural networks with an additional neural network
of domain knowledge having been separately trained on grandmaster games. Interestingly,
Thrun reports that training on the grandmaster games can sometimes be harmful, for example
when a grandmaster moves a queen to the center of the board it is relatively safe compared to
when a new player does something similar; in the grandmaster database a centered queen
had a positive correlation with winning. Overall, the neural network trained seems very
small compared to today’s standards (175 input, 0-80 hidden units and one-output unit), and
the program did not use opening and closing databases so it’s play may have been highly
aected by poor openings which resulted it losing 86% of it’s games against the GNU-chess
bot. However, as a rst attempt at reinforcement learning in chess it could be seen as relatively
successful, since the program manage to learn some useful behaviours.
The idea of using TD in conjunction with the standard minimax algorithm is called TD-LEAF
Baxter et al. (2000). TD-LEAF was used to train the parameters in the evaluation function of a
chess program “Knight Cap” and improved it’s ELO from 1650 (evaluation using only material
lost) to 2150. The training was performed online, by placing the bot on the Free Internet
Chess Server. The hand-coded weights however proved to be very close in performance to this
(within 50-100). Additionally the authors report initial tests which show some improvement
even after initialising the parameters to the hand-coded parameters but this improvement is
within the range of variance. The authors also report issues with learning via self-play which
could restrict the use of this approach.
TD with neural nets was once again used in Levinson and Weber (2001), where a graph based
representation of the board using 64 neighbourhoods (centered at each square is used), along
with a 2-layer neural network with TD to learn the value function for this representation.
However, this agent performs worse than the method described above, however comparable
to Morph IV(Levinson and Weber, 2000) which at the time was “one of the best from-scratch
methods”.
Stocksh is the strongest open-source chess engine currently available, ranking in the top
three chess programs available today. However, StockFish itself uses many variables (ChessPro-
grammingWiki, 2014) for the evaluation function which are tuned by self-play; agents with
dierent parameters play each other (30,000-100,000 times) and the parameter is updated in
the direction of the winner of each of the games. This is extremely ad-hoc and as they say,
not likely to converge. However, the tuning method results in 40-70 ELO point improvement.
It is conceivable that a more sophisticated method using TD-leaf could further improve the
performance of Stocksh.
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Popularity. Chess is one of the most popular games in the world. The statistics for the number
of chess players vary widely between sources but online sources can provide a rough estimate
of the popularity of the game. On Chess.com, which is arguably the most popular online chess
playing website, there are approximately 11 million players registered. The number of players
online at any point appears to range from 25,000 to 50,0007. Unfortunately, the site does not
make their daily numbers public. There are several other smaller websites (Gameknot being
the closest competitor at 1.4 million registered competitors) bringing our estimate of online
chess play to close to 12 million players online. An indication of competitive membership is
given by the United States Chess Federation (UCSF) having just over 75,000 Players registered
in 2012. There are around 3000 International Masters active in the world, and 1380 Chess
grandmasters.
3.3.4 Go
Go is a two-player board game played on a 19x19 board (9x9 and 13x13 variants exist) that
is known for having very simple rules, but being hard to master. Unlike chess there is only
one type of piece called a stone. Players take turns to place (black/white) stones on the board
with the aim of surrounding a larger (total) area of the board than the opponent. Stones can
be captured if their liberties are removed (i.e. the stone is surrounded on all four sides by
opponent stones) and captured stones count toward the score (territory + stones).
Existing work. There are several very good Go programs that have taken over a decade to
get to their current performance level. The best programs (Crazy Stone, MoGo, Fuego, etc) at
the moment are Monte Carlo Tree Search based (with most programs using UCT variants).
Some programs use a hybrid of pre-programmed behaviours and models. Of particular note is
MoGo by Gelly and Silver (2007) which was the rst to combine UCT with Rapid Action Value
Estimation (RAVE), a heuristic for arriving at quicker, low-variance (but biased) estimates
of Q(s, a) by averaging not only over all outcomes for a particular state-action pair but for
any values that occurred within a playout from a particular state that took the same action.
RAVE is used during the early stages of UCT where the standard estimates of the Q-values
are inaccurate. MoGo also makes use of a Q-value function learned oine to improve its
performance. The current highest ranking bot (2729 ELO) on the CGS server is troisgro “a
version of MoGo running on a cluster with 32 octocores at 3 GhZ with inniband interconnect”
(Sensei XMP, 2015). Alternative methods include use neural networks to learn a local evaluation
function. TD methods have been used to train such neural nets. Baier (2010) improves UCT
methods by implementing a better (adaptive) playout policy but this work has not yet been
picked up by the major Go bots.
Within reinforcement learning, Silver et al. (2007) uses TD-learning to learn weights for local
shape features which are normally hand-coded by human experts. The resulting agent was
tested on the Computer Go Server (CGS) against other bots and shown to have a reasonable
performance (+1210 ELO), although much poorer than tree-based methods. Silver et al. (2012)
7This is an estimate from accessing the website at dierent points in the day.
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use TD-search, a combination of TD-learning and tree search methods to beat all “traditional
(pre-Monte Carlo) search and machine learning” bots on the 9x9 CGS server.
Very recently, deep learning has been used for move evaluation in Go by Maddison et al. (2014)
with stunning results; it beats GNUGo, a traditional search program, 97% of the time and
matches the performance of MCTS methods that require two million positions per move.
Popularity. The game of Go is particularly popular in East Asia where it is known under
dierent names; Igo in Japan, Baduk in Korea, and Weiqi in China. According to the Interna-
tional Go Federation (IGF) the total number of players of the game is “well over 40 million, the
overwhelming majority in East Asia”. The two main Go servers online are the International
Go Server (IGS) and the KGS Go Server (KGS). IGS has about 3000-5000 members online (my
observation), and KGS around 1000 players. As mentioned above there is also the Computer
Go Server (CGS) which has 559 bots listed on its “all time” (since 2008) list. There are 34 bots
listed on the active 9x9 playing list on Sensei XMP (2015) with 14 on the current 19x19 list.
Implementation. Testing Go agents is easy as there are several Go servers (CGS, KGS,
etc) that allow the use of bots. However, the good Go playing agents require cluster-sized
computing resources to play well on boards beyond 9x9 (although this is changing as personal
computers include more cores). Given that stochastic planners require such resources, it
is unlikely that the current state-of-the-art general RL techniques can perform well on this
domain. However, due to its size there is also scope for RL since intelligent and automated
function approximation can alleviate some of the issues associated with having such a large
state space.
3.3.5 ATARI 2600 Games
Here we will look at the use of ATARI 2600 games for evaluating general RL agents. Since the
literature on ATARI games is vast, we will look at two domains in particular.
3.3.5.1 Arcade Learning Environment
The reinforcement learning community has lacked a set of general environments that can
be used for testing new algorithms in a robust manner. In Veness et al. (2011) a set of small
challenging problems were provided, but several algorithms (Daswani et al., 2013; Nguyen
et al., 2012) can no longer be dierentiated based on them. The recently introduced ALE by
Bellemare et al. (2013) attempts to address this big gap in the eld by utilising games made
for the ATARI8 2600 as a test bed for reinforcement learning algorithms. The environments
in this setting are games made for humans which can be relatively complex, but due to the
space/processing limits of the ATARI console, still computationally feasible for current RL
8Interestingly, the word “atari” is also a concept from Go, used to describe the situation where a group of stones
is soon going to be captured by one’s opponent.
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techniques. The ALE consists of an interface to Stella which is an open-source ATARI 2600
games emulator.
This gives access to hundreds of games of this format, which range from side-scrollers, to
arcade games, shooters and puzzles. The interface provides access to the screen pixel matrix
and the internal state representation of the ATARI games themselves. This allows for both
reinforcement learning and planning algorithms to be tested, since the ability to reset to a
particular state is crucial for some planning algorithms like UCT.
“ALE provides an interface to hundreds of Atari 2600 game environments, each
one dierent, interesting, and designed to be a challenge for human players.
ALE presents signicant research challenges for reinforcement learning, model
learning, model-based planning, imitation learning, transfer learning, and intrinsic
motivation” Bellemare et al. (2013).
Existing work. Although the domain has not been around for very long (initial Master’s
thesis by Naddaf (2010), full framework with benchmarks by Bellemare et al. (2013)) , there is
already a large amount of work being done with it. The initial works used SARSA(λ) agents
based of simple features of the screen. Even these feature spaces were quite large, with the
BASS feature set coming to over 2 million features. Since then there has been work on sketch-
based linear value function approximation by Bellemare et al. (2012), factored models for
observation spaces in Bellemare et al. (2013), deep reinforcement learning using convolutional
neural nets to approximate the Q-value (DQN) by Mnih et al. (2013, 2015) and most recently an
algorithm by Veness et al. (2014) for policy evaluation via constructing a consistent estimator
for the Q-value function using existing (probability) density models. The last two algorithms
out of the Google-owned AI research lab Deep Mind have results that convincingly surpass
humans on several games.
Implementation. The ALE consists of an interface to Stella an open-source Atari 2600
emulator. Game states can be easily saved, resulting in an easy way to provide generative
models of the games. ALE therefore allows the testing of planning as well as reinforcement
learning. Several measures of performance are also indicated in the paper as a way to compare
algorithms across domains in the ALE.
The Java/C++ source code provided makes it easy to integrate an agent into the framework.
There code used to generate the features (BASS, DISCO, etc) written in Java has also been
made available online. The environment also provides the RAM state of the game, which is a
Markovian state. However, using the screen frames alone can be non-Markovian depending
on the game. As pointed out in Naddaf (2010) the agent cannot tell if a laser beam is moving
towards it or away from it (red by it) without looking at the previous frame.
3.3.5.2 Partially Observable PACMAN (POCMAN)
Pocman is a modied ATARI game domain rst proposed by Veness et al. (2011) in order to
evaluate MC-AIXI-CTW. It consists of an abstraction of the PACMAN domain to an ASCII
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format. The agent starts in the center of a standard Pacman map (17x17), see Figure 5.7a. At
every time step it receives a bit sequence containing the following bits. 4 bits to code whether
there is a wall in an adjacent square, 4 bits to code whether there is food in an adjacent square,
4 bits to check if there is a ghost in any direction, 3 bits to “smell” food within 2, 3 and 4
squares and 1 bit that is active when the agent has swallowed a power up pill. It receives a
-1 reward every time it makes a valid move. If it attempts to move into a wall it receives -10.
Eating a food pellet gains 10 and eating all the food on the map gains 100. Eating a ghost
resets the ghost to the center of the map. The domain can either be treated episodically or
non-episodically.
Existing work. Pocman has been used in the general RL community to evaluate various
algorithms, including CTMRL (Nguyen et al., 2012) in the FRL line of work and CPSR (Hamilton
et al., 2014) in the PSR line of work (they also consider a modied version, S-Pocman to add long-
term dependencies to the environment). Silver and Veness (2010) develop a POMDP version
of the simulation-based planning algorithm UCT called PO-UCT that performs extremely well
on the domain, but requires access to a POCMAN emulator.
Popularity. Outside of the general RL community POCMAN is relatively unknown. However,
the game it is based on (MS-PACMAN) is very famous and has been implemented on many
platforms including, most recently, a playable Google doodle.
3.3.6 Hearts
Hearts is a card-game for 4 players played on a standard deck of cards. 13 cards are initially
dealt to each player. The game progresses in hands. Before each hand, each player passes 3
chosen cards to another player of his choice. The objective in the passing of cards is to reduce
the number of cards in a particular suit so if that suit is dealt, the player can now rid himself
of cards in another suit. A player wins a trick if he plays the highest-value card of the suit
that was led. The game continues until all cards are exhausted, and winning a trick confers
”penalty points“. The winner is the one at the end of the game who has the least penalty points.
The game requires some non-trivial strategy, and inference of the opponents hands.
Existing work. A nice summary of existing research into playing Hearts is presented by
Sturtevant and White (2007). It appears that Hearts has been studied in RL as both a partially
observable (Fujita et al., 2003) and fully observable (all players cards are known) environment.
It has been studied from both multi-agent and single-agent perspectives Fujita et al. (2003). In
a single-agent setting the other agents are xed, and the environment is then a deterministic
POMDP which Fujita et al. (2003) solves using an approximation of the belief state using
function approximation. In a multi-agent setting, one can make the rough assumption that
the environment is a deterministic POMDP if the agents all learn quickly enough (i.e. quicker
than the change in the stationary distribution).
Popularity. It is dicult to estimate the popularity of Hearts. MSN online games oer Hearts,
but only a few hundred people appear online on that server at any given point. Yahoo Games
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recently (December, 2014) shutdown their “Classic games” section including Hearts. Perhaps a
better estimate of popularity might be the number of downloads for free/paid Hearts apps on
Android. For example, Hearts by KARMAN Games which is a free app launched for Android
on 1st December 2014 currently has 500,000 - 1,000,000 installs, along with 18,000+ reviews
and ratings. It oers both multiplayer and computer AI options.
3.3.7 Reinforcement Learning in Finance
While nance itself is not a game in the traditional sense, the study of economics has resulted
in some of the largest contributions to game theory. The domain of nance is too broad to
characterise by a simple description. However, some simple reinforcement learning methods
have been successfully applied to a few subproblems within this domain as seen below. We also
conjecture that successful applications of RL to the nance domain are perhaps not publicly
visible for obvious reasons.
Existing Work. In Moody and Saell (2001), the authors posit that value functions are not
useful for various investment decision making problems and rather these problems should
be framed as immediate reward problems (γ = 0). They solve this problem as a stochastic
control problem with an algorithm called recurrent reinforcement learning, which executes a
policy search via gradient descent rather than computing a value function.
In Nevmyvaka et al. (2006), reinforcement learning is used in the domain of quantitative
nance, specically in the problem of optimized trade execution (OTE). The goal in an OTE
problem is to buy/sell shares of a stock in order to maximise the revenue received or minimise
capital spent within a xed time period. Available to the agent is a large database of historical
trading data, as well as outstanding buy and sell limit order prices and volumes (from the
NASDAQ). The paper describes an ”extensive empirical application of RL“ to OTE using
large-scale NASDAQ market microstructure data sets. They use a combination of Q-learning
with some specic domain knowledge to come up with a fast customized algorithm for this
purpose. They essentially treat the (partially observable) domain as fully observable. The
application of general RL to high-frequency trading is severely limited by speed of execution.
Implementation. The NASDAQ trading history data is readily available from the NASDAQ
website. The data sets used in Nevmyvaka et al. (2006) were several gigabytes large, and
running sophisticated algorithms on such large datasets could prove unfeasible for general RL
algorithms. However, traditional model-free approaches with specialised features might have
traction here.
3.3.8 Keepaway Problem
The Keepaway problem rst described by Stone and Sutton (2001) is a sub-problem in the
RoboCup Soccer competition. There are two teams, the keepers and the takers. The keepers are
trying to keep the ball within a specied region, away from the takers who are trying to steal
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possession. If the ball is stolen by the takers or leaves the specied the region, the episode ends.
The domain can be made larger or smaller by changing the number of players on each team
and the size of the region. The game is simulated within the RoboCup simulator. The agent
receives visual perceptions (relative distance, angle) of objects visible to it (such as the ball
and other agents) once every 150ms. The agents can choose from (continuous, parameterised)
actions kick, turn or dash once every 100ms. In Keepaway, agents learn independently and
simultaneously.
Existing work. Stone and Sutton (2001) and Stone et al. (2005) present work using SARSA(λ)
with a linear function approximator using a tile coding of the state variables as features. The
resulting agent performs much better than hand-tuned policies for the same task.
Keepaway can be framed as a partially observable continuous MDP problem, by limiting the
parameters visible_distance and view_angle (e.g. to be <360) as in Devlin et al. (2009). The
authors replace the manually tuned condence estimate of the belief state of the position of
the other players by learned tile-coded features.
Keepaway also has been popular in the transfer learning community. Taylor and Stone (2005)
transfers value-functions between closely related tasks. Taylor and Stone (2007); Taylor et al.
(2007) uses policies learned in one domain (e.g. Gridworld) to help the agent perform better in
an another (Keepaway).
Implementation. A concerted eort to make Keepaway accessible as a testbed to RL re-
searchers was made by Stone et al. (2006). Source code for some basic player agents has been
made available9, and users simply have to ll in predened functions dening the learning
agent in order to complete the code. The domain is also compatible with RL-Glue, a popular
reinforcement learning framework.
Popularity. The RoboCup tournament has grown from 38 teams from 11 countries in 1997
to 410 teams from 45 countries in 201310. Over 40,000 people visited the tournament and the
event was live streamed with 60,000 individual viewers. Arguably, progress on the Keepaway
domain might result in progress in the full RoboCup domain, and thus the popularity of the
RoboCup tournament is relevant to Keepaway.
3.3.9 General Game Playing Competition
This is not a single game, but rather a set of games dened by a Game Denition Language
(GDL, Love et al. (2008)). GDL allows the specication of a game in terms of entities, actions,
propositions relating them and other players. The agent is provided the description of the
game at run time and then has to solve it. The syntax of GDL is quite close to PDDL. Given this
description, the GGP is an exercise in logic programming, rather than reinforcement learning.
Games that can be dened include Tic-tac-toe, Checkers, connect four, 8-puzzle, etc. Given
this description it seems that the scope for general RL agents is limited.
9Source code for Keepaway agents at hp://www.cs.utexas.edu/~AustinVilla/sim/keepaway/.
10hp://www.robocup2013.org/final-report-robocup2013-available/
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Figure 3.1: The popularity of some of the domains as Google search terms. Data source:
Google Trends (www.google.com/trends). Note that for Go and Hearts we used the “Topics”
feature to avoid confusion with the common nouns “go” and “hearts”.
3.3.10 Small problems
While testing on large domains is useful for demonstrating the general ability of agents, there
are also certain common small benchmark domains used throughout the RL literature which
focus on an agent’s ability to deal with some particular aspect of non-Markovian environments,
for example long-term dependencies, or state aliasing.
3.3.10.1 Tiger
The Tiger domain (Kaelbling et al., 1998) is familiar in the partially observable reinforcement
learning literature. There are two doors A and B. Behind one door is a tiger, and behind
the other is a pot of gold. The state space of the POMDP is {tigerle f t, tigerright} and the
agent starts in one of these. There are no transitions between the states. The set of actions
A = {openle f t, openright, listen}, i.e. the agent can choose one of the doors or choose to
listen for the Tiger’s growl. The corresponding set of observations isO = {le f t, right, open},
where the agent receives either le f t or right if it chooses to listen. The correct observation
is given with probability 0.85. The observation open is given when the agent opens a door.
The episode ends after an agent opens the door. The agent receives -1 for listening, -100 for
choosing the door with the tiger and +10 for the gold.
3.3.10.2 Cheese Maze
The cheese maze domain (McCallum, 1996) examines the issue of state aliasing. The agent
starts in any of the available positions in the maze. The observation it receives is given by
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the number on the square (see Figure 1.1a). The agent’s task is to nd the cheese. Each valid
move it makes costs -1, hitting a wall is penalised -10, and eating the cheese is rewarded 10.
Once the agent eats the cheese the episode restarts.
The cheese maze domain is a useful toy domain for testing an agent’s ability to deal with
perceptual aliasing.
3.3.10.3 TMaze
S
GL
Figure 3.2: TMaze environment showing goal at left
The TMaze problem is a classic non-Markovian problem in RL. It nicely demonstrates the
need for long-term memory as well as the exploration vs exploitation problem. We use the
formulation as described by Bakker (2002). The environment is a T-shaped maze (see Figure 3.2)
with the length of the neck of the T (the corridor) being adjustable. The observation space is
O = {0, 1, 2, 3}, the rewards are R = {−0.1, 4} and there are four actions denoted by up,
right, left, down. The agent needs to remember the observation it receives at the start of the
maze, which tells it whether to turn left or right at the end.
The agent receives an observation (either 1 or 2) at the start of the maze that it must remember
until it reaches the decision node (observation 3), at which point it must turn left (1) or right
(2) according to the initial observation in order to receive a reward of 4. If it chooses any other
action it gets reset into the decision state and gets another observation of 0 and a reward of
-0.1.
3.3.10.4 Locked Door
The locked door domain is a larger example of a non-Markovian domain that requires an
agent to have long term memory to perform well. The agent is in a room (represented by a
grid). The room has a locked door and in order to leave, the agent must collect a key from
a particular location. We use a 7x7 grid with the door in the top-left corner, the key in the
top-right corner and the agent starting in the location one square below the door. The agent
has actions up, down, left and right and receives observations that are a binary coding of
the adjacent walls. This means that states with the same wall conguration have the same
observation. Bumping into a wall, collecting the key, and visiting the door have their own
unique observations. The agent gets a reward -5 for bumping into a wall, +10 for visiting the
door after obtaining the key and and -1 for every other timestep.
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Figure 3.3: Locked door domain. The agent must collect the key for the door before it can
open the door.
3.4 Conclusion
In Chapter 4 and Chapter 5 we conduct experiments on the small domains to demonstrate
some basic ability in dealing with non-Markovian environments.
Ideally we want to test on large, dynamic, partially observable domains with high relevance.
For our model-free algorithm (Chapter 5), as is common in RL, we limit our scope to discrete
and static domains. For feasibility reasons, we also restrict to domains with a low to medium
size state space, a small action space and easy implementability. This rules out the fully
observable games (Chess and Go), dynamic domains (Starcraft), domains with large state
spaces (ALE) and continuous domains (Finance, Keepaway). The remaining domains are
Poker, Hearts and Pocman. Of these, Poker and Pocman are in close contention for the
remaining attributes, and we decide to go for feasibility over relevance. Other related general
reinforcement learning algorithms (Veness et al., 2011; Nguyen et al., 2011) have also been
tested on Pocman, making it more appealing to us than Poker.
For Chapter 6, one of our motivations is to extract explicit policies from algorithms such as
UCT on large domains, where it is infeasible to use UCT in real time. Thus, our list of potential
domains now includes the ALE which becomes a clear winner. We considered testing FRL
techniques onl the ALE as well, but preliminary experiments indicated that such testing would
be computationally infeasible with current methods and available hardware.
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Chapter 4
Looping Sux Trees
“ It is possible to live with almost no memories, even to live happily as the animalshows; but without forgetting it is quite impossible to live at all.
Friedrich Nietzsche, On the Advantage and Disadvantage of History for Life, 1874. ”
In this chapter we introduce Looping Sux trees, rst seen in Holmes et al. (2006). We use
looping sux trees to address a fundamental problem that sux trees have, in eciently
representing environments that have long-term dependencies. We extend the CTΦMDP
algorithm to the space of looping sux trees which have previously only been used in
solving deterministic POMDPs. The resulting algorithm performs as well as CTΦMDP in
environments with short term dependencies, and outperforms Long Short Term Memory
(LSTM) based methods on TMaze, a deep memory environment. This chapter is based on
Daswani et al. (2012), with Section 4.3 being a new contribution.
4.1 Introduction
Memory refers to the length of the observation history that an agent has to remember in order
to perform optimally in the current environment. For example, a memoryless method nds
a policy pi : O → A i.e. pick an action according to the latest observation. Even nding
the optimal policy in this simple case is NP-hard in deterministic POMDPs (Littman, 1994a).
Importantly, an agent may not have to remember the entire history up to the provided length,
but only some particular observations in that part of the observation history.
We have to make the distinction between short and long-term memory. We can make the
distinction both in environments and algorithms. For example, Tiger is a short-term memory
problem whereas TMaze is potentially a long-term memory problem given the length of the
corridor. Of course there is no xed point at which a short-term memory problem becomes a
long-term one. It is, however, somewhat easier to distinguish between short and long-term
capable algorithms. For example, sux-tree based history methods are short-term memory
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algorithms relying on local splits in sux trees to form ecient representations. Most of
the methods described in the history-based learning section are in this category of learning
short-term dependencies. Sux tree based methods remember every point in the history up
to a certain length (hence are really representations of history lists (Timmer and Riedmiller,
2007)). However, when certain important events far back in a long observation history need to
be remembered, these methods are inecient. This is where representations such as looping
sux trees by Holmes et al. (2006) are useful.
Looping STs were rst proposed as a class of nite state machine capable of exactly representing
deterministic POMDPs. We show that they can actually represent some stochastic hPOMDPs
as well. We also introduce their use in solving the long-term memory problem for some classes
of environments like TMaze, where the key to performing well lies in selectively remembering
an observation or some pattern of observations. By integrating this class of maps with ΦMDP
we show that looping sux trees can be used as stochastic models which can be crucial even
in deterministic environments. We show that looping sux trees in conjunction with the
ΦMDP framework can be used to successfully nd compact representations of environments
that require long-term memory in order to perform optimally.
4.1.1 Related Work
Our looping sux tree method learns a nite state automaton that is well suited to long-term
memory tasks. While tree-based methods such as USM (McCallum, 1995), MC-AIXI-CTW
(Veness et al., 2011), Active LZ (Farias et al., 2010), CTΦMDP (Nguyen et al., 2011) and many
others can in principle handle long-term memory tasks, they require excessively large trees
to represent such environments. These large trees can result in large state spaces, which
then promote the exacerbated exploration-exploitation problem. More related to our work,
Mahmud (2010) aims at searching the very large space of probabilistic deterministic nite
automata (with some restrictions). In a similar vein, but restricted to deterministic observations
(Haghighi et al., 2007) also construct nite automata that aim at being the minimal predicting
machine.
A popular alternative to nite state automaton learning is a class of algorithms based on
recurrent neural networks (RNNs) particularly those based on the Long Short-Term Memory
(LSTM) framework by Hochreiter and Schmidhuber (1997). The LSTM framework was rst
proposed to predict time-series data with long-term dependencies. This was introduced to
the RL context by Bakker (2002) and more recently a new model-free variant based on policy
gradients by Wierstra et al. (2007). These methods are more often used in the continuous case,
but were also tested in the discrete setting. Recently, Echo State Networks (Szita et al., 2006)
which are also RNN-based have also been tested on long-term memory tasks.
4.2 Preliminaries
Denition 7. A looping tree is a tree which may have loops from any leaf node to an ancestor.
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Denition 8. A looping sux tree based on a d-ary alphabet O = {o1, o2, o3, ..., od} is a
d-ary looping tree in which edges coming from each internal node are labelled by the elements
of O. The loops in the tree are unlabelled. The non-looping leaf nodes in the looping ST form
the state set along with an additional state λ known as the empty state.
In order to map a history sequence to a state in a looping ST we simply follow the edges in
the tree until we get to a state as per Algorithm 5. If we reach the beginning of the history
sequence without reaching a state, we map the sequence to the empty state.
Looping sux trees have the eect of giving Kleene-star like representational ability to the
standard sux set. For example, Figure 4.4 shows a looping sux tree which has the sux
set {0, 00(10)∗1, 1(10)∗1}. Let h = [0, 0, 1, 1, 0, 1]. We can map this history sequence to the
state sequence stateSeq = [s0, s0, s1, s2, s0, s2]. The last state is mapped by following 1,0,1
down the tree, then following the loop back up the tree to nally take another 1 to end in s2.
4.3 Relation to hPOMDPs
A resolving history is one that completely determines the internal POMDP state following
that history. Holmes et al. (2006) show that there exists a looping sux tree can perfectly
predict the observations of any (strongly connected) deterministic POMDP without rewards
(abbreviated as POMDP\R) given a resolving history sequence to start with. Their proof uses
the following steps.
• The determinism of the POMDP\R implies that given a resolving sequence, every history
following that sequence is also resolving (see Lemma 1).
• Given a set of minimal resolving sequences for each state, one can construct an innite-
depth sux tree that represents this set which maps any history to an internal POMDP
state.
• The innite history sux tree can be made nite by looping over certain sequences
(excisable sequences which we will subsequently dene).
In this section we show that it is not the determinism of the POMDP\R that enables the rst
step, but the fact that deterministic POMDP\Rs also satisfy the history condition Lemma 1.
Thus hPOMDP\Rs can also be predicted using looping sux trees, where hPOMDP\R is the
natural denition of an hPOMDP without rewards. We show that there exists a looping sux
tree such that emission probabilities at the leaf nodes correspond to the appropriate emission
probabilities of the hPOMDP\R. We will need the following notation, lemmas and denitions
from Holmes et al. (2006).
• We assume here that the history starts with an action and ends with an observation i.e.
ht = a1o2...at−1ot.
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• Sλ = S ∪ {λ} where S is the state set of the hPOMDP\R and λ is the empty state.
• We abuse notation and dene h : Sλ → Sλ to also be a function mapping each state si
to the state reached starting from si and following history h. If the history sequence h
cannot occur from a particular starting state si then we set h(si) = λ. In the text, we
will say “the function h” wherever it is not clear whether we are referring to the history
sequence or the related function.
• trans(h) = {ao : a ∈ A, o ∈ O, and ao is a possible transition following h}
For this section, we will assume that the emission probabilities of the hPOMDP\R are dependent
on the tuple (s, a) rather than on the state arrived at s′, see Section 2.3 for a discussion of this.
The two denitions are equivalent although a POMDP\R with emissions depending on s′ alone
may have more states as seen in Figure 4.3. This change in denition is to be consistent with
Holmes et al. (2006), and is easier for the purposes of constructing an associated looping sux
tree. The edges of the hPOMDP\R are now labelled by ao and by Lemma 1 on page 30 we know
that each edge ao uniquely determines the next state s′. Thus the resulting hPOMDP\R can
be seen as a nite state machine with transitions given by the ao pairs. trans(h) also denes
exactly the states s′ that can follow the history h if it is in some state s. The determinism of
the transitions ao also means that h(Sλ) is a well-dened function.
Denition 9. A history sequence h resolves to a state si i the function h maps every state in
Sλ to either si or λ with at least one state mapping to si.
Figure 4.1 shows a deterministic POMDP\R without a resolving sequence. hPOMDPs always
have resolving sequences via the map φ that resolves any h to an internal state, including
the initial empty history e (although we can slightly weaken this condition as discussed in
Section 2.3.3). However, the history condition (Lemma 1) alone is not enough for the existence
of a resolving sequence; the same example (Figure 4.1) satises this condition but has no
resolving sequences.
Denition 10. A state si is reachable from state sj if there exists a nite sequence of actions
a1...an such the probability of seeing state si after taking the sequence a1...an is non-zero.
Denition 11. An hPOMDP\R is strongly-connected if every state is reachable from every
other state.
The following lemma for hPOMDP\Rs illustrates how both the strongly-connected nature and
the existence of a map φ for the hPOMDP\R are both sucient for the existence of resolving
sequences for every state, given a single resolving sequence. Figure 4.2a provides an example
of a strongly-connected stochastic hPOMDP, demonstrating that the class is not empty.
Lemma 12. We can construct innitely many resolving sequences for every state of a strongly-
connected hPOMDP.
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s0 s1
a : 0
a : 0
b : 1 b : 1
Figure 4.1: This deterministic POMDP\R has no resolving sequences. It still satises Lemma 1;
given s0 taking action b determines the next state being s0 while taking a determines the next
state to be s1. However, given a history (e.g. b1b1a0) it is impossible to say whether we are in
s0 or s1. If we equipped this POMDP\R with a map φ such that φ(e) = s0 then the history
b1b1a0 resolves to s1.
s0 s1
a : 0
b : 0
a : 1 a : 1
(a) A stochastic hPOMDP\R with φ(b0) = s0,
φ(a0) = s1 and Pr(1|s0, a) ∈ [0, 1). The cor-
responding looping sux tree is shown on the
right.
∅
s0 s1
b0 a0 a1
(b) The emission probabilities for s0 are given by Ω(·|s0, a),
all other emissions are deterministic. The transition sets are
trans(s0) = {a1, a0} and trans(s1) = {b0, a1}.
Figure 4.2: Stochastic hPOMDP\R and corresponding LST
Proof. Let us assume we have a history sequence that resolves to some initial state si in
an hPOMDP\R via the map φ. For instance, this could be the empty history e such that
φ(e) = si. Let ai be some action feasible from state si that results in observation oi and
leads (deterministically) to sj. Then, by denition h(s) = si or λ for all states s. Therefore,
hao(s) = ao(h(s)) = sj or λ i.e. hao resolves to sj. Since the hPOMDP\R is strongly-
connected, we can construct a resolving sequence for every state by repeating this construction
using an appropriate sequence of actions (and resulting observations) that make each state
reachable from si. Note that this process does not rely on the (potentially low) probability of
the sequences, simply their possibility, since we can read the possible transitions directly from
the hPOMDP\R specication. By the strongly connected nature of the hPOMDP\R, for every
s ∈ S there exists a sux q such that hq resolves to s. This includes the state si itself, which
allows us to construct an innite number of resolving sequences for every state.
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s0 s1
r : 1
l : 1
r : 0, u : 0 r : 0, u : 0
(a) The original ip automaton as described in Holmes et al. (2006). Here we
use the convention that the emission probabilities depend on state and action
pairs.
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l
l
u
r
u
l, u r, u
l
r
(b)An equivalent ip automaton with emission probabilities restricted to depend
only on the (next) state. The state labels are now the observations that will be
emitted if the agent transitions to that state.
Figure 4.3: Flip automata for dierent conventions of writing POMDP\Rs
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In Lemma 12 we saw that we can have arbitrarily many resolving sequences of arbitrary
length. However, we are particularly interested in the smallest possible resolving sequences.
A sux tree built from these resolving sequences (called a history sux tree) would then
allow us to map any history to the corresponding internal state.
Denition 13. The set of minimal resolving sequences for a state si is the set of resolving
sequences h such that no shorter sequence h′ formed by removing prexes of h is also resolving.
Denition 14. For any two histories h and q such that h = eq, the sequence e is excisable
from h i ∀p trans(ph) = trans(pq). Otherwise e is non-excisable.
Denition 15. Two histories h and q are functionally equivalent i the functions h : Sλ →
Sλ and q : Sλ → Sλ are equal.
A minimal resolving sequence may be unbounded in length due to the presence of excisable
sequences within the resolving sequence. Thus, the history sux tree might be innite.
Lemma 16 (from (Holmes et al., 2006)). For two histories h and q such that h = eq, if h and q
are functionally equivalent then e is excisable from h.
The proof for the above lemma can be found in Holmes et al. (2006). Intuitively, it follows
from the denition of the function h and excisability. Note that excisability is precisely the
property that loops in looping sux trees cover. If there are resolving histories h and q such
that h = eq, then we can simply treat h as if it were q since they resolve to the same internal
hPOMDP state and they behave the same way for every possibly prex. Eectively we create
a loop from the node corresponding to h in the history sux tree to the node corresponding
to q.
Lemma 17 (from (Holmes et al., 2006)). Every branch of a history sux tree either becomes
resolving or reaches a level that begins with an excisable sequence after nite depth.
Proof. Consider a branch which does not become resolving at a nite depth represented by
the (innite) history h. Let hi be some prex of h. There can only be a nite number of such
prexes that are functionally distinct since each function hi has nite domain and range. Thus
for some j with i < j < ∞ , hj is functionally equivalent to hi. Additionally, hj = ehi for some
e. By the previous lemma, e is excisable from hj.
Eectively, this lemma allows us to make a nite looping sux tree out of a potentially
innite history sux tree by looping over the excisable sequences. We use this lemma for the
following theorem.
Theorem 18. Let M be a strongly-connected hPOMDP\R. Given a resolving history to begin
with, there exists a prediction looping sux tree LM such that each (non-looping) leaf node of LM
corresponds to a state si in M and the emission probabilities at the node mapping to si correspond
to Ω(o|si, a) for each o and a.
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Proof. The following proof is similar to the proof of Theorem 1 in Holmes et al. (2006) with
the addition of the appropriate emission probabilities at the leaf nodes.
By Lemma 17, the history sux tree either resolves at a nite depth or reaches the start of
an excisable sequence. If the branch h resolves at a nite depth, we are done. If the branch
h does not resolve at some nite depth, then let k be the depth at which it rst begins with
an excisable sequence e such that ehj = hk for j < k. We can then place a loop from hk to
hj and any history that follows hk will be looped back to hj, since hj and hk are functionally
equivalent.
The emission probabilities for the observations at each leaf node are simply the emission prob-
abilities for the corresponding hPOMDP\R state-action pairs, Ω(o|s, a) where s corresponds
to the hPOMDP\R state mapped to by the corresponding branch of the looping sux tree
i.e. if the leaf node corresponds to the minimum resolving sequence mapping to s then the
emission probabilities assigned to that node must be Ω(o|s, a) for each o and a. Thus we
dene a looping sux tree that has the same emission probabilities as the hPOMDP\R M for
each state and action.
An hPOMDP\R has the property that there exists a function φ : H → S such that φ(h) =
s ∈ S . The looping sux tree constructed in the above proof is eectively a representation of
this function φ. It should be noted that the above is a proof of existence, and not a completely
constructive one, unlike the proof of Holmes et al. (2006), since the emission probabilities are
simply copied from the original generating process rather than learned. It is possible that by
observing the frequency of observations-action tuples at each leaf node of the constructed LST
which is consistent with the history so far one can make an empirical estimate of the emission
probabilities that converges asymptotically to the true emission probabilities. However, we
are more interested in the use of LSTs in predicting reward distributions, which we pursue
empirically in the following section.
4.4 Looping Sux Trees in ΦMDP
The benet of using looping STs comes from the ability to keep relevant past events in memory
by ’forgetting’ or looping over irrelevant details. Holmes et al. (2006) restrict their discussion
to the deterministic case without rewards. The above discussion of the relation to hPOMDP/Rs
extends their results to some subclass of stochastic POMDP/Rs for which their exists a resolving
sequence, but is not a constructive proof. Unfortunately the loopability criterion of Holmes
et al. (2006) cannot work in the general stochastic case since a loop can change not only the
possible transitions but also the transition probabilities. More importantly, they use looping
sux trees to completely represent POMDPs, but this is not necessary. As long as we have an
LST that can predict rewards well, there is no need to completely recover the original POMDP,
in fact it is benecial to have a more compact map. The utility of the reward prediction ability
of LSTs is particularly demonstrated in the TMaze (Figure 3.2) example. Here, a very simple
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Figure 4.4: Example (observation-based) sux and looping sux trees
LST can predict perfectly the rewards of a TMaze of any length, whereas the LST exactly
predicting every observation of the TMaze is as long as the corridor in TMaze.
In this section we present an extension of the generic ΦMDP method to looping sux trees
that can learn LSTs useful for performing well in reinforcement learning domains, where
there is a need to “forget” or excise certain sequences of observations. The cost function of the
ΦMDP framework (OCostα) immediately gives us a well-motivated criterion for evaluating
looping sux trees. Using looping sux trees as the map class in this framework allows us
to extend them to stochastic environments. Experimental results show that ΦMDP works
well in the space of looping sux trees. The extension to stochastic tree sources is also
useful in deterministic environments, where in some cases a smaller stochastic tree source
can suciently capture a deterministic environment.
For the rest of this chapter we do not use action-observation looping sux trees, rather we
restrict our trees to observations alone. This is primarily for practical reasons, it decreases
the branching factor of the search space, the amount of space required to store the trees, and
also the computational time required to map a history sequence to a state sequence. We do
sacrice some representation power when we do this, however the environments that we test
on are representable by observation looping sux trees.
We also note that in this chapter, we do not give the agent any information about when an
episode ends in order to be as general as possible.
Algorithm
The algorithm consists of a specication of CL(φ) and the neighbourhood method which is
needed for the simulated annealing algorithm in the generic ΦMDP algorithm (Algorithm 3).
We call our algorithm LSTΦMDP. A tree with k nodes can be coded in k bits (Veness et al.,
2011, Sec.5) and the starting and ending nodes of all s loops can be coded in 2s log(k), so
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we dene the model cost of the map CL(φ) as CL(φ) = k+ 2s log k. The getNeighbour()
method (Algorithm 6) rst selects a state randomly and then with equal probability subject to
certain conditions, it selects between one of 4 operations. Note that the simulated annealing
procedure that we use is a very simple generic method. However this can be extended to more
sophisticated annealing schemes such as parallel tempering as done by Nguyen et al. (2011).
We observe that the simple scheme we use works extremely well in practice.
• merge : In order to merge a state, all sibling nodes must also be states. From the
denition of a sux set, we know that every state corresponds to a unique sux. The
merge is simply the shortening of a context for those states. If si is the state being
merged and si = ojn′ where oj ∈ O and n′ is the remainder of the sux corresponding
to that state, then the siblings of si are okn′ where k 6= i. If these siblings are also states
then the merge operator removes oin′ for all i from the sux set and adds a new state
n′.
• split : Analogously, we can split any state si by adding a depth one context to the state
i.e. by constructing |O| new states of the form ojsi for all oj ∈ O and removing the
state si.
• addLoop : The addLoop function has two cases. Either we add a loop from an existing
state to it’s parent (thereby removing it from the state set and adding it to the loop set)
or we extend an existing loop to the parent of the existing node looped to.
• removeLoop : The removeLoop function is simply a reverse of the addLoop function
allowing us to decrease the length of a loop, or if it is a length one loop create a new
state from the node.
Denition 19. A history h is said to be consistent with respect to a particular looping sux
tree L if L maps every prex of h to a non-empty state.
Loops introduce a few problems to the standard ΦMDP procedure. A looped tree can be
inconsistent with the current history. This can be problematic if, for instance, the optimal tree
is inconsistent with the current history. One solution is to always provide a reasonable initial
history that the optimal tree should be consistent with. For example in the TMaze case (see
Section 4.5), we ensure that the rst observation is in fact the start of an episode, which is a
reasonable assumption. Then any trees that are inconsistent can be discarded. In fact to make
the search quicker, we can mark nodes where loops make the tree inconsistent and no longer
add those loops. The initial map is always set to be the depth one tree (i.e. one split). The
single state tree can have the lowest cost for very large amount of data, and we explicitly ban
it as a neighbour.
For the reinforcement learning part of the algorithm, we use the model-based method as
specied by Hutter (2009b) which is based on Szita and Lörincz (2008b). This method adds an
additional “garden of eden” state (se) to the estimated MDP, which is an absorbing state with a
high reward. The agent is told that it has been to se once from every other state, however the
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agent cannot actually transition to this state. Then we simply perform value iteration on this
augmented MDP. Initially the agent will explore in a systematic manner to try and visit se, but
as it accumulates more transitions from a particular state, the estimated transition probability
to se decreases, and the agent eventually settles on the optimal policy.
The space of looping STs includes the space of ordinary STs. Therefore, results from the non-
looping case (Nguyen et al., 2011) should be reproducible, as long as the simulated annealing
procedure is not (very) adversely aected by the enlargement of the search space. Experimental
results show that some care must be taken in choosing α for this to be the case. This is further
discussed in Section 4.5.
4.5 Experiments
In this section we describe our experimental setup and the domains that we used to evaluate
our algorithm. Each domain was used to test a dierent ability of the algorithm. Every
experiment was run 50 times. The agent is given an initial history produced by taking random
actions. Each run of an experiment was conducted over some number of epochs with each
epoch containing 100 iterations of the agent performing actions according to its current policy,
based on the current map with a constant ε-exploration of 0.1 until a point where it stops
exploration. After every epoch, the agent was given a chance to change its optimal map
via a simulated annealing procedure. The annealing procedure used an exponential cooling
function with constants chosen so that the rst few maps had an initial acceptance probability
in the range [0.6, 0.7]. Plots show every 10th point with 2 standard error on either side. The
exact constants used for all the experiments can be found in Table 4.1.
TMaze The TMaze domain was described in Section 3.3.10.3. It performs a tests the ability of
an agent to deal with long-term dependencies in a very direct manner. Additionally, adjusting
the length of the corridor in the TMaze can be used to judge the limits of the algorithm.
Note that for the TMaze domain, having a tree with one split (i.e. one state for each observation)
allows the agent to represent the policy, “go straight until at the decision node, then pick
action (left or right)”. This tree is what allows the agent to eventually learn the true map,
which additionally remembers the rst observation received.
We conducted experiments on three variants of TMaze. In the rst variant, the observation it
receives at the start determines where the goal lies every time. In the second variant, the agent
receives two dierent observations in the corridor with equal probability. This means that
the looping ST needs to loop over both observations in any possible order. The third variant
adds uncertainty to the accuracy of the starting observation along with the stochasticity in
the corridor, it predicts the position of the reward with 0.8 probability. In each variant we
can adjust the length of the corridor. Note that the rst variant is deterministic within a
given episode, however the history itself is not deterministic since the observation received
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Figure 4.5: A reward optimal LST for the TMaze problem
Experiment α epochs anneal-temp init-history stop-explore max-reward
Det Tmaze 0.1 500 20 100 400 1
Stoch Tmaze 0.1 500 100 100 400 1
Tiger 1 · 10−2 500 100 100 400 5
Locked Door 1 · 10−2 1,000 100 1,000 900 10
Table 4.1: The table lists the various constants used for each experiment. Common to all
experiments were the maximum number of steps for a single annealing run capped at 50, the
value of k in the exponential cooling scheme at 0.005, ε = 0.1 and γ = 0.99. α is a parameter
of OCostα that controls the balance between state and reward code-lengths, anneal-temp
refers to the temperature T in the cooling schedule, init-history is the number of initial random
actions performed by the agent, stop-explore is the epoch beyond which the agent no longer
uses ε-exploration and max-reward is the value of the reward given to the garden-of-eden
state in the extended MDP for all actions.
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Figure 4.6: LSTΦMDP on TMaze length 50
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Figure 4.7: Stochastic TMaze length 50
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Figure 4.9: Comparison on Tiger with
prob(listen)=0.85 for LSTΦMDP and
CTΦMDP
at the start of the episode is selected randomly, which is enough to prohibit deterministic
approaches.
We compare our LSTΦMDP to RL-LSTM (Bakker, 2002) and Recurrent Policy Gradients
(RPG) (Wierstra et al., 2007) on the deterministic TMaze. Note that we use the results from
the corresponding papers; we did not implement the methods ourselves. Following the
experiments in those papers, we increase the length of the corridor systematically from 10 to
100, in increments of 10. In this case each experiment was run 10 times, and we measured
the number of successful runs per length. A run is said to be successful if the agent achieves
the optimal policy and hence the optimal reward in at least the last 10 epochs. We used this
metric to compare with other methods. All the successful runs had optimal policies from 400
epochs onward i.e. once there was no longer any ε-exploration. We continued to increase the
corridor length until the performance of our algorithm was worse than the performance of
the RPG method at length 100, which happened at corridor length 160 (6 successful runs).
Locked Door In order to show that our algorithm was useful in solving larger long-term
dependency problems we tested on the Locked Door domain which was introduced in Sec-
tion 3.3.10.4. Due to the larger size of the domain, the agent was given a history of 1000
random actions at the start and every run of the experiment was 1000 epochs long with each
epoch being a 100 iterations as usual.
4.6 Analysis
In this section we analyse the results from our experiments, and explain characteristic be-
haviours and parameter settings. The neighbourhood function was chosen to traverse the state
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Algorithm 5: Get current state given an observation sequence and a looping ST
getCurrentState(Observation sequence o1:t);
currentNode = root;
i = t;
while currentNode is not a state do
if currentNode has a loop then
currentNode = node at the end of the loop;
else
currentNode = the oi-th child of currentNode;
i = i− 1;
end
if i ≤ 0 then
return sempty;
end
end
return currentNode
Algorithm 6: getNeighbour() method for looping ST
Input: num_ obs : number of observations, statelist : list of states in current tree,
looplist : list of loops in current tree
state = random state from current statelist;
Let c be a random number in {1,2,3,4};
if c == 1 and (num_states > num_obs) and
every sibling of the current state is also a state then
merge(state);
else if c == 2 and (num_states > 2 × num_obs) then
if uni f orm(0, 1) > 0.5 and looplist 6= {} then
state = random state from looplist;
end
addLoop(state);
else if c == 3 and looplist 6= {} then
state = random state from looplist;
removeLoop(state)
else
split(state);
end
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space slowly through the looping trees linked to a particular sux tree, after a few experiments
with larger jumps failed. Loops make smaller representations of large environments possible.
The dierence in cost between two adjacent trees can be quite large, since a loop can suddenly
explain a very large amount of (reward) data by ignoring irrelevant sequences.
Deterministic TMaze In the case of corridor length 50, the optimal policy has a value of
-0.018. The agent reaches the optimal policy in every run once the ε-exploration has been
turned o at 400 epochs. See Figure 4.6 for details. The results of the separate experiment
comparing the algorithms performance on varying corridor lengths are displayed in Figure 4.8.
Up to length 100 the agent reaches the optimal policy, with a few corridor lengths having
one run stuck on traversing the corridor without every having seen the goal. Note that the
algorithm does not necessarily reach the optimal tree, but nds a reward-optimal tree that
contains it. In comparison, RL-LSTM (Bakker, 2002) has increasingly many suboptimal runs
as the length of the corridor increases past 50. RPG (Wierstra et al., 2007) has optimal results
up to length 90 but has 3 unsuccessful runs at length 100. We continue increasing corridor
length until we have more than 3 unsuccessful runs at length 160. Additionally, our algorithm
uses 50000 iterations (500 epochs) in all cases, while RPG uses around 2 million iterations for
corridor length 100. We also tested CTΦMDP but it was not successful for corridor lengths>5.
We would need a depth n sux tree to represent a TMaze with length n. However, a looping
sux tree with optimal reward prediction is much easier to nd, as shown in Figure 4.5 and
also much smaller, leading to greater data eciency. We did not test Echo State Networks,
however from (Szita et al., 2006) we note that the method was not successful on corridor
lengths greater than 25. In this environment, the optimal looping sux tree (Figure 4.5) is the
same regardless of the length of the corridor, since the tree simply loops over the corridor
observations. Of course the exploration-exploitation problem gets harder as the corridor
length increases. Despite this the systematic exploration of the agent appears to work well.
We also note that in comparison to Recurrent Neural Networks (i.e. the LSTM based methods)
it is relatively much simpler to interpret a looping sux tree.
It should be noted that the optimal LST for the TMaze problem doesn’t exactly represent the
POMDP that denes the TMaze problem. The POMDP itself must contain all the states for
the corridor, however the predictive “reward optimal” LST does not need to. A big dierence
between the constructive proof technique of Holmes et al. (2006) and the use of ΦMDP is
revealed here. The construction of Holmes et al. (2006) would not nd this compact predictive
LST, since there is in fact no loop within the TMaze POMDP, and the minimal resolving
sequences are all nite. However, for the purposes of predicting the reward sequence there is
no need to keep track of exactly how many corridor states are seen, it is simply enough to
remember the observation at the start of the corridor and continue along till the corridor is
over, whenever that may be.
Stochastic TMaze (corridor length 50) The optimal policy in the stochastic corridor
TMaze case has a value of -0.018, the same as the deterministic case. However, the agent has
to loop over a new observation, and hence needs a larger tree. The task is made hard by the
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Figure 4.10: Near-optimal runs of LSTΦMDP in the locked door domain.
stochastic nature of the corridor observations. Failures occur mainly due to exploration issues
(agent not nding a reward often enough) rather than problems with simulated annealing.
This means that the average reward is a little lower than the optimal, however in most cases
the agent did reach the optimal. In the fully stochastic case where the accuracy of the initial
observation is 0.8, the expected reward is -0.03404. The results have more variability at each
point as seen in the higher error bars, but overall the agent performs well in every run with
the average of the nal point being -0.04178.
Tiger The Tiger example is interesting since it shows that the agent can still reproduce
results from the regular non-looping sux tree case. The agent achieves the optimal reward
when the parameter α is set to a lower value of 0.01. Figure 4.9 shows that LSTΦMDP and
CTΦMDP perform nearly identically on this problem.
Locked door When the agent visits the door location there are two contexts, it either has
the key or it doesn’t. Remembering that it has a key is much easier with loops, since it
can simply loop over observations once it has collected the key. The LSTΦMDP agent with
α = 0.01 succeeds in nding a near-optimal policy in about half the runs. CTΦMDP succeeds
in learning how to avoid walls but never improves further in 1000 epochs. See Figure 4.10 for
the graph of only the near-optimal runs of LSTΦMDP.
General Problems The cost function needed mild tuning of the parameter α for the ex-
periments, generally relying on low values (especially in Tiger). This emphasises reward
prediction over state prediction. Looping STs can reduce the cost of coding state sequences
dramatically by looping over several observations and substantially reducing the number
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of states. Obviously this can lead to a bad reward coding, which should eventually cause
the tree to be rejected. However, if the agent has not seen enough of the various available
rewards then the reward cost may not be particularly high. This can be self-reinforcing. Bad
models of the environment can result in policies that only rarely experience critical events, for
example opening the door in the Tiger or Locked door problem. This means that the reward
cost changes very slowly and may not ever dominate the total cost. Note that this often means
that if the agent does not nd the reward early on in the run, then it has not much chance of
nding it later. Inspecting the failed runs for the deterministic TMaze with very long corridors,
we see that the agent never experiences the reward or only sees it once or twice. Particularly,
as the length of the maze increases both the optimism and the ε-exploration are insucient to
fully explore the maze.
A note on the constants used by the agent The agent relies on a variety of constants as
seen in Table 4.1. Of these, the constant α, which controls the contribution of state and reward
code-lengths is the most important to the success of the algorithm. Nguyen (2013) shows that
for any domain there exists an α such that for any β < α minimising OCostβ correctly nds
the optimal map. Thus it is easy to nd an α that works, simply by lowering the value. In
our experiments, we always tried to use the highest value that produced a good result, and
α ∈ {0.1, 0.01} allowed us to solve all problems.
The annealing temperature was set to 100 for environments with any signicant stochasticity,
and was lowered for the deterministic T-Maze. The initial history and number of epochs for
Locked Door are higher, since it is a larger environment and needed more time to converge.
Computational Complexity The most time consuming part of ΦMDP is the calculation
of the cost of a new map. The calculation of OCostα from the statistics is O(|S|2|A|) +
O(|S||A||R|). However, since the state space changes the statistics must be recomputed. In
CTΦMDP this can be done using a pass over the history (of length n) with backtracking limited
to the depth d of the tree, making the worst-case complexity O(dn). However, loops can
require backtracking to the start of the history making the worst-case complexity O(n2). Note
that if n < |S|2|A| there are some transitions that have not been seen and can thus be ignored
when calculating OCostα, so the complexity is dominated by the O(dn) or O(n2) term. In
practice, the execution times are competitive to (non-looping) sux tree based methods on
environments that do not require loops. For example on Tiger, the average execution time
for LSTΦMDP is 11.49s and for CTΦMDP it is 11.27s. In environments where loops matter,
LSTΦMDP is much slower, for example on TMaze (length 50) an average run for LSTΦMDP is
216.93s while for CTΦMDP it is 38s. The large speed dierence is because CTΦMDP remains
on the (sub-optimal) minimal tree of 4 states, which results in less time spent in the annealing
procedure.
Stochastic policies Looping sux trees give the agent the ability to deal well with stochas-
ticity in the environment, as well as stochasticity in the policy. For example, if the agent
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is using an ε-greedy policy in the TMaze setting, the traversal of the corridor might take
longer than the actual length of the corridor. A standard sux tree approach might code
these additional random steps into the memory of the agent, however the looping sux tree
representation allows for the elimination of these irrelevant steps using a loop.
4.7 Conclusion
We introduced looping sux trees to the feature reinforcement learning framework (Hutter,
2009b) to create an algorithm called LSTΦMDP. The experimental results show that looping
sux trees are particularly useful in representing long-term dependencies by looping over
unnecessary observations. Loops allow for smaller representations leading to greater data
eciency. We outperform LSTM-based algorithms (Bakker, 2002; Wierstra et al., 2007) on
TMaze. LSTΦMDP was also able to perform well on stochastic environments, which is
a handicap of previous methods using looping sux trees (Holmes et al., 2006; Haghighi
et al., 2007). We also matched the results of CTΦMDP (Nguyen et al., 2011) on short-term
environments.
In the next chapter we examine a new model-free cost function that measures ability of a map
φ to represent the value function of the optimal policy. This allows us to extend the ΦMDP
method using function approximation. We will also reproduce the experiments here using the
new cost function and compare the resulting performance.
Chapter 5
A Model-free O-policy Cost for
ΦMDP Agents
“ Although this may seem a paradox, all exact science is dominated by the idea ofapproximation.
Bertrand Russell, The Scientic Outlook, 1931. ”
In this chapter, we formulate a new cost function that is based on the ability of a map φ
to approximate the optimal action-value function. The cost is the pathwise squared sum of
o-policy temporal dierence errors with an additional `0-regularisation term. The resulting
criterion lends itself immediately to a function approximation setting where features are
chosen based on the history. This algorithm can also be viewed as an extension of Q-learning
to the history-based RL setting, although the use of simulated annealing to nd appropriate
features does negate the linear-time behaviour of traditional Q-learning. This algorithm is
also related to the recent line of work on lasso temporal dierence learning which aims at
nding a small feature set with which one can perform policy evaluation. The distinction
is that we aim directly for o-policy learning of the optimal value function and we use `0
instead of `1 regularisation.
We perform an experimental evaluation on classical benchmark domains and nd improvement
in convergence speed as well as in economy of the state representation against CTΦMDP. We
also compare against MC-AIXI-CTW on the large Pocman domain and achieve competitive
performance in average reward. We use less than half the CPU time and 36 times less memory.
Overall, our algorithm hQL provides a better combination of computational, memory and
data eciency than existing algorithms in this setting. This chapter is based on Daswani et al.
(2013) with the addition of Section 5.3 and additional experiments in Section 5.5.
5.1 Introduction
In the feature RL framework, a cost function must trade-o between the predictive ability of a
map and the size of the resulting state space. It is easy to imagine a cost function that does
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precisely this; namely a regularised (log)-likelihood of the observation-reward sequence so far.
However, this formulation can lead to unnecessarily large state spaces when the environment
has a large number of observations. The original formulation of the cost function avoided this
problem by predicting, instead, the likelihood of the state-reward sequence resulting from the
application of a particular map φ to the history.
The hypothesis examined in this chapter is that it might be better to look for φ that can best
represent the value function of the optimal policy accurately. This serves two purposes; rstly,
it can lead to more economical state representations, since some states found by likelihood
approaches may not be necessary in representing the optimal value function and secondly, a
model-free representation of the cost function can lead to scalability and generalisation via
function approximation.
We propose that the cost of a particular map φ is the sum of the squared temporal dierence
errors of the optimal Q-value along a trajectory traversed by the agent, along with a regulariser
on the size of the state space given by φ. In the case that the map is xed, this procedure
simply reduces to Q-learning. This objective is related to that of the Least Squared Fitted
Q-iteration algorithm by Ernst et al. (2005); Farahmand et al. (2008).
The problem of reinforcement learning with function approximation in MDPs where the
feature space is large compared to the number of samples, has been intensively studied in the
last 5 years. This problem has been addressed by the introduction of methods like regularised
Least Squares Temporal Dierence learning by Kolter and Ng (2009); Johns et al. (2010);
Ghavamzadeh et al. (2011) where an `1 regulariser promotes sparsity. If we do not have many
more samples than features, then regularisation is a necessity. The Dantzig selector temporal
dierence method by Geist et al. (2012) uses an `∞ norm instead of `2 for the error and an `1
norm for parameter complexity.
Our primary dierence from the classical function approximation setting is that we start with
a small number of features and grow them over time via a simulated annealing procedure,
rather than starting with a large set of all possible features and nding a sparse representation.
In our history-based setting, if we want to be able to assume that the representation using all
features is Markov, like Ghavamzadeh et al. (2011) does, then we need a huge feature class
that can capture all information in the history, and this class grows over time.
Our experiments on small domains show equal or better performance than CTΦMDP (Nguyen
et al., 2011) in terms of speed of convergence and, in the function approximation case, in
economy of representation. When compared against MC-AIXI-CTW on the large domain
Pocman, the performance is comparable but with a signicant memory and speed advantage.
5.2 Formulation of the CostQL function
From Chapter 2 we know that Q-learning aims to nd the xed point of the Bellman equation
Q = T∗Q, where T∗ is the Bellman optimality operator. It does this in an online fashion
using the update rule
Q(s, a)← Q(s, a) + αt∆t
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where ∆t is the temporal dierence
∆t = rt+1 + γmaxa Q(st+1, a)−Q(st, at)
A key dierence between Q-learning and SARSA is that Q-learning is o-policy and estimates
the value function of the optimal policy, while following some other behaviour policy. It
asymptotically converges to the optimal action-value function Q∗ given sucient exploration
and a learning rate (α) that satises the Robbins-Monro (Robbins and S.Monro, 1951) conditions.
It is simple to implement and works well in practice. However, Q-learning in the above form
cannot be used in a history-based RL setting, since the notion of state is undened without a
feature map.
For each φ, we dene a Q-table based on the state space given by φ. We denote this Q-table by
Qφ : H×A → R and it is of the form Q(φ(h), a). Let Qˆ∗φ be the (approximate) solution given
by Q-learning to the Bellman equation. Let ∆t(φ) = rt+1 + γmaxa Qˆ∗φ(st+1, a)− Qˆ∗φ(st, at).
Then we dene the CostQL(φ) as the sum of the squared TD-errors for Qˆ∗φ on the samples
we have seen so far plus a regularisation on the map φ.
CostQL(φ) =
1
2
n
∑
t=1
∆t(φ)2 + Reg(φ)
We use the regulariser Reg(φ) = β2 |S| log2(n) which is similar to the model penalty used by
MDL (Rissanen, 1978).
This cost can be better studied if we look at its behaviour as the length of the history n→ ∞.
In order to do that, we will need the following terms. Let ds,a := limn→∞ 1n ∑
n
t=1 Pr(st =
s, at = a) = pi(s, a) limn→∞ 1n ∑
n
t=1 Pr(st = s) be the limiting state-action distribution. ds,a
always exists for any xed stationary policy.
The Mean Squared Bellman Error (MSBE, Sutton et al. (2009)) for Q-values is
MSBE(Q) = ∑
s,a
ds,a(E[R(s, a, s′) + γmax
a′
Q(s′, a′)−Q(s, a)|s, a]2)
= ∑
s,a
ds,a
(
∑
s′
T(s, a, s′)(R(s, a, s′) + γmax
a′
Q(s′, a′))−Q(s, a)
)2
We also dene the variance of Q as the d-weighted average of the variance of the Bellman
error for each state-action pair.
Var(Q) =∑
s,a
ds,aVar(R(s, a, s′) + γmax
a′
Q(s′, a′)−Q(s, a)|s, a)
=∑
s,a
ds,aVar(R(s, a, s′) + γmax
a′
Q(s′, a′)|s, a)
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Given these two denitions, we observe that as n grows large and for a xed stationary
behaviour policy pi, the average expected sum-of-squared errors can be expressed as the sum
of the above two quantities.
lim
n→∞
1
n
n
∑
t=1
Epi[∆t(φ)2]
= lim
n→∞
1
n
n
∑
t=1
∑
s,a
Pr(st = s, at = a)Epi[∆t(φ)2|st = s, at = a]
=∑
s,a
Epi[(R(s, a, s′) + γmax
a∗
Qˆ∗φ(s′, a∗)− Qˆ∗φ(s, a))2|s, a]( limn→∞
1
n
n
∑
t=1
Pr(st = s, at = a))
=∑
s,a
ds,a
(
Epi[R(s, a, s′) + γmax
a∗
Qˆ∗φ(s′, a∗)− Qˆ∗φ(s, a)|s, a]2
+Varpi(R(s, a, s′) + γmax
a∗
Qˆ∗φ(s′, a∗)|s, a)
)
= MSBEpi(Qˆ∗φ) +Varpi(Qˆ∗φ)
If Q-learning converges to Qˆ∗φ = Q∗φ for a particular φ then the MSBE(Q∗φ) is zero and
CostQL(φ) = nVarpi(Q∗φ) + Reg(φ)
This cost extends easily to the function approximation setting, where instead of tabular
Q, we have some parameterised function class to represent Q. In this chapter, we will use
linear function approximation where Q(φ(ht), at) is approximated by ξ(ht, at)Tw where
ξ : H × A → Rk for some k ∈ R. In the function approximation case however, the
approximation class can be such that the MSBE does not vanish even when Q-learning
converges.
CostQL(ξ) = minw
1
2
n
∑
t=1
(
rt+1 + γmaxa ξ(ht+1, a)
>w− ξ(ht, at)>w
)2
+ Reg(ξ)
The regulariser on ξ is Reg(ξ) = β2 k log2(n).
5.3 Consistency of CostQL
In this section, we prove the consistency of CostQL for the class of bounded-memory nite
state machines (FSM) as a corollary of the results by Sunehag and Hutter (2010). They proved
that the original Cost was consistent in the sense that asymptotically it is minimised by a map
that predicts the reward sequence well. We show that CostQL is almost surely minimised by
φ with the lowest average squared Q-learning errors. We require the following denitions
and propositions from that paper.
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Denition 20. (bounded memory FSM, Denition 24 in Sunehag and Hutter (2010)) Suppose
that there is a constant κ such that if we know the last κ + 1 perceptions yt−κ, ..., yt then the
present state st is uniquely determined. Then we say that the FSM has memory of at most
length κ (not counting the current) and that it has bounded memory.
Denition 21. A sequence is ergodic if every nite substring has asymptotically converging
frequencies.
Denition 22. A map φ based on an FSM is said to generate the environment if φ(ht) = st
and Pr(ot+1rt+1|ht, a) = Pr(ot+1rt+1|st, a) i.e. ot+1 and rt+1 are generated from distributions
that only depend on st and at.
Denition 23. An FSM is said to generate the environment ergodically if for any sequence
of actions such that the action frequencies for each state converge asymptotically, the state
sequence and reward sequence are ergodic.
Proposition 24. Suppose that we have an FSM of bounded-memory generating the environment
ergodically and the action frequencies for any state converge asymptotically, then we will almost
surely generate an ergodic history sequence.
Proposition 25. Let the environment be ergodically generated by an FSM of bounded memory.
If we consider a nite class of maps Φ = {φ1, ..., φK} and a stationary policy such that the
action frequencies for any internal state of the generating FSM converge asymptotically, the
sum of squared Q-learning errors 1n ∑
n
t=1 ∆t(φ)
2 almost surely converges to an expectation
Γφ = Es,a,s′ [∆t(φ)2]. Furthermore, given a sublinearly growing regulariser, CostQL(φ) is
almost surely asymptotically minimised by φ∗ with the lowest average squared Q-learning errors,
i.e. ∃N0 > 0 such that for all n > N0 φ∗ = argminφ CostQL(φ) = argminφ Γφ.
Proof. By Proposition 24 the history sequence is almost surely ergodic. Suppose we pick some
map φ ∈ Φ. Since the history uniquely determines the state via φ, the corresponding sequence
s0, a0, r0, ..., st, at, rt is also ergodic (see Proposition 25, Sunehag and Hutter (2010)). Thus the
frequency of the tuples (s, a, s′) converge asymptotically. Let Q∗φ be the optimal Q-value for
φ. Then by the above convergence and since R is a function of the (s, a) tuples, the average
of squared Q-learning errors also converges i.e. ∃N0 > 0 such that ∀n > N0
1
n
n
∑
t=1
∆t(φ)2 = Es,a,s′ [∆t(φ)2] := Γφ
Given a sublinearly growing regulariser such as Reg(φ) = β2 |S|log2(n), there exists an
N1 > N0 such that for all n ≥ N1, minφ CostQL(φ) = minφ nΓφ + Reg(φ) = minφ nΓφ =
minφ Γφ. The rst equality holds since N1 > N0. For the second equality, assume two maps
φ1 and φ2 and some initial n, N2 with N0 < n < N2 such that Γφ1 < Γφ2 but CostQL(φ1) >
CostQL(φ2). Then
CostQL(φ1)− CostQL(φ2) > 0
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=⇒ n(Γφ1 − Γφ2)︸ ︷︷ ︸
<0
− (Reg(φ1)− Reg(φ2))︸ ︷︷ ︸
>0
> 0
The linearly growing (negative) dierence term will eventually dominate the above dierence
i.e. there exists N1 > N2 such that for all n > N1 CostQL(φ1)− CostQL(φ2) < 0. Therefore,
for all n > N1 φ∗ = argminφ CostQL(φ) = argminφ Γφ as required. Suppose φi ∈
argminφ CostQL(φ) and φi /∈ argminφ Γφi for some M, then by the above argument there
exists Ni > M such that φi /∈ argminφ CostQL(φ). Since there are only a nite number
of maps, there exists N∗ < ∞ such that for all n > N∗, φ∗ ∈ argminφ CostQL(φ) as
required.
5.4 Algorithm
The algorithm is a replacement of the standard cost function by CostQL in the generic ΦMDP
algorithm given in Algorithm 3. Although the introduction of CostQL into Algorithm 3 is
mostly straightforward there are some implementation details that need to be taken into
account. This section covers these changes in detail.
5.4.1 Implementation of CostQL
The implementation of CostQL is provided in Algorithm 7. We x the cost_precision = 0.001
and cost_iterations = 20. The other parameter to control is the learning rate (α) of Q-learning
itself. If it is set too low, then at the initial stages of the algorithm the learned weights w might
greatly underestimate the true weights which has the eect of making Γφ small. This has
an impact on how we set the regularisation constant β such that the regulariser is initially
on the same scale as Γφ. Thus a rule-of-thumb is that decreasing α should be matched by a
corresponding decrease in β.
An important point here is that the learning rate we set is global to all maps i.e. we are using
the same α to learn Q∗φ for all φ. In the function approximation case, we use a technique that
disperses the Q-learning update equally across the number of active features (explained in
Section 5.4.5.2). In the tabular case, we observe no problems with using a constant learning
rate for all maps, although we use small learning rates (e.g. α = 0.01) for some environments.
For this chapter, to make Q-learning perform more eectively, we give the algorithm additional
information in the form of end of episode markers. The Q-learning portion of the algorithm
uses this information to evaluate the value of the current state-action pair only until the end
of the episode.
In the tabular setting we could use any o-policy algorithm to nd Q∗φ. However, in the
function approximation setting, the xed point and Bellman error solutions are dierent. The
recently proposed algorithm Greedy-GQ by Maei et al. (2010) minimises the projected Bellman
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Algorithm 7: The CostQL function
Input: ;
φ : The current map;
hn : The history sequence so far of size n;
α : The learning rate for Q-learning;
Rmax : The maximum possible reward (or an upper bound);
for t = 1 to n do
st = φ(ht);
end
w = 0;
iterations = 0;
nΓˆφ = Qlearn(w, s1:n, r1:n, a1:n−1);
nΓˆ′φ = 0;
while nΓˆφ − nΓˆ′φ >cost_precision or iterations<cost_iterations do
nΓˆφ = Qlearn(w, α, s1:n, r1:n, a1:n−1);
nΓˆ′φ = nΓˆφ;
iterations+=1;
end
Reg(φ) = β2Rmax|S| log2(n);
Return nΓˆφ + Reg(φ);
error via approximate gradient descent. The convergence guarantees only apply to the case
where the behaviour policy is xed, which is unfortunately not true in our setting, but the
algorithm can still be used without the guarantees. We found that Greedy-GQ converged
slower than Q-learning for all our domains (with reasonable amount of parameter selection),
and Q-learning did not diverge on any of them. Thus, for the rest of this chapter we use
standard Q-learning unless otherwise stated. Note that Q-learning is a special case of Greedy-
GQ that can be obtained by setting the update parameter for the damping factor to be zero.
5.4.2 Finding a good policy
After we have found a φbest that minimises CostQL on the history so far, we need to nd a
good policy for it. Since we have already estimated Q∗φbest in calculating CostQL, we can simply
use pi(s) = argmaxa Q∗φbest as the policy. However, we may choose to (re)learn Q
∗
φbest
using a
dierent algorithm. The function FindPolicy in Algorithm 3 is currently substituted with Q-
learning although any o-policy model-free algorithm could be used. Model-based algorithms
may also be used to nd the policy, but this would involve computing the model for φbest and
additionally make the extension to function approximation unnatural. In the implementation
used for our experiments, we use a dierent instance of Q-learning to nd a policy. The
primary dierence is optimistic initialisation; while calculating CostQL we wish to be accurate
about nding Γφ, however the agent can use a more optimistic policy to trade-o acting and
exploring. In fact, this inuences results on domains such as T-Maze where it is important to
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have systematic exploration at the start. Additionally, we execute an ε-exploration policy in
order to compensate for an potentially inaccurate state representation. Both optimism and
ε-exploration can help alleviate (but not completely remove) the exacerbated exploration-
exploitation (e3) problem discussed in Section 2.3.2.3.
On-policy methods may also be used to nd the policy, however in our algorithm the history
has (most likely) been created by several dierent stationary policies (or one non-stationary
one) so their use is not well-motivated. However, it is possible to only use the data from the
most recent epoch to learn the policy, although this throws away a lot of useful data. In such
a setting, it would make sense to increase the epoch size.
Note that Proposition 25 only holds for stationary policies. Unfortunately in practice, it
is very hard to use a single policy across the entire learning process, primarily due to the
exacerbated exploration-exploitation problem (Section 2.3.2.3); it is hard to explore well within
the environment without having a good map to start with.
5.4.3 Initialisation
As in CTΦMDP and LSTΦMDP the agent executes a number of initial random actions which
provide with a starting history. The agent is also initialised with a map φinit which it uses as
a starting point for the rst simulated annealing procedure. The number of initial random
actions is given as a parameter, and is generally xed to 200 for small domains but a larger
number of random actions is needed for domains like POCMAN. This is, again, to provide a
boost of exploration to avoid the e3 problem.
A large number of initial random actions can be a curse rather than a blessing in domains
such as the TMaze, where particular history sequences make it easier for the agent to learn a
minimal looping sux tree. For example, with any non-trivial map the agent in the TMaze can
learn the policy, go to the end of the corridor and choose to go left. This will be correct half
the time, and also allows the agent to ll its history with useful observation sequences such
as L0∗DL or L0∗DR where L=left, R=right and 0 is the observation received in the corridor.
This history allows the agent to eventually learn the true map. Random exploration is very
unlikely to produce such sequences, since the such a strategy must random walk a corridor of
length 50 to get to the decision point in the maze.
The starting map provided to the agent depends on the feature space and we will discuss that
for each feature map independently. However, the general principle for an initial map is that it
must be small, but not the trivial map that maps all observations to a single state. Such maps
can lead to problems in both OCost and CostQL.
5.4.4 Execution
In the next section we will talk about the features we use in both the tabular and function
approximation settings. The feature sets will determine the neighbourhood function and
§5.4 Algorithm 87
initial map. However, the general procedure for execution remains the same and is provided
in Algorithm 3.
After initialisation, the agent acts according to the policy found by Q-learning for the starting
map for M iterations, which we call an epoch. Before the next epoch, the agent uses simulated
annealing Algorithm 4 to search for a better map. This process repeats for some pre-specied
number of epochs, or until the learned policy is good enough (user-determined).
5.4.5 Features
We evaluate the new cost in the tabular setting on some standard small domains using sux
trees and on long term dependency domains using looping sux trees. In the function
approximation setting we dene a new feature set called event selectors, and a modication of
this set called bit selectors.
5.4.5.1 Sux trees and Looping sux trees
The implementation of sux trees and looping sux trees remains identical to Chapter 4, and
the corresponding neighbourhood functions are as specied there. We emphasise that the
neighbourhood function is not allowed to add loops until the currently chosen map has more
than 2|O| states, this heuristic proves important in not adding loops that disregard important
observations early on in the annealing process, when the agent does not yet have enough data
to correctly evaluate the cost of a map.
5.4.5.2 Event selectors
An event selector is a set of features ξ j. Each feature ξ j consists of a position m and an
observation o. Feature ξ j is on (i.e. equal to 1) if the (n−m)-th position in the history has
observation o. More formally we use Denition 26.
Denition 26 (Event selector). Let oi be the i-th observation in h1:n. An event selector is a set
ξ = {ξ1, ξ2, ..., ξk} where ξ j : N×O ×On → B is a function such that ξ j(m, o, o1:n) = 1
if on−m = o and 0 otherwise.
The neighbour of an event selector is either the addition or removal of a feature to the set.
Note that we can similarly dene an event selector for observation-action pairs, but we use
the denition above for this chapter.
The bit selector is a modication of the event selector. Instead of picking out whether the
(n−m)-th position in the history has observation o we check whether the c-th bit of on−m is
0 or 1. This class of features is particularly useful in dealing with environments where the
individual bit structure has relevance (such as Pocman). This binarisation is similar to those
performed by MC-AIXI (Veness et al., 2011) and CTΦMDP (Hutter, 2009b).
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Denition 27 (Bit selector). Let bin(oi) be the binarisation of the i-th observation in h1:n. Let
bin(oi)c represent the c-th bit of this binary number. A bit selector is a set ξ = {ξ1, ξ2, ..., ξk}
where ξ j :N×N×B×On → B is a function such that ξ j(m, c, b, o1:n) = 1 if bin(on−m)c =
b and 0 otherwise.
An important detail when implementing Q-learning with function approximation in this
setting is to normalise the change across the features, i.e. the update is now,
wt+1 ← wt + α∑i φi(s, a)
∆t(φ)φ(s, a)
We need the above heuristic in order to alleviate the fact that we have a single learning rate
across all maps in the class. The normalisation helps with maps where where one feature may
have a very high value compared to the rest, providing a uniform update magnitude across
features. We also observed empirically that this appears to resolve potential divergence issues.
In the tabular case, ∑i φi(s, a) = 1 and so the re-weighting has no eect.
5.5 Experiments
In this section we describe the experimental setup and the domains used to evaluate the
new cost. On the smaller domains we test three algorithms : history Q-learning (hQL) using
sux trees, the function approximation of hQL using event selector features (FAhQL) and
the CTΦMDP using sux trees. ΦMDP has proven to be competitive (Nguyen et al., 2011,
2012) against MC-AIXI (Veness et al., 2011), and better than both Active LZ (Farias et al., 2007)
and U-tree (McCallum, 1996). We also test on the long-term memory domains from Chapter 4
comparing against LSTΦMDP on TMaze and Locked door.
Every experiment was run 30 times. The agent was given an initial history produced by taking
random actions. Each run of an experiment was conducted over 100 epochs. Each epoch
contains 100 iterations of the agent performing actions according to its current policy, based
on the current map. Additionally the agent uses ε-exploration until a certain number of epochs
is completed. After the completion of an epoch, the agent is given a chance to change current
map via the simulated annealing procedure. The annealing procedure uses an exponential
cooling function. Plots show every 5th point with 2 standard error on either side. The exact
constants used for all the experiments can be found in Table 5.1. When using Q-learning (both
within the cost and without) we use several runs through the data such that it converges. We
found that for the small domains we test on ε-exploration was enough to ensure convergence
to optimality.
We mildly tune the parameters by running the algorithm for a small number of iterations on
each environment. The FAhQL and hQL constants are very similar. The choice of regularisation
constant appears to have some dependence on the stochasticity of the environment.
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Figure 5.1: Short-term memory domains
5.5.1 Small domains with short-term memory
Tiger
A description of the Tiger domain can be found in Section 3.3.10.1. The optimal policy for
tiger with a listen probability of 0.85 is to wait until the last two listens agree and choose
accordingly. We show this in Figure 5.1a. The graph showing the optimal policy is not constant
due to the fact that each epoch does not necessarily end at the end of an episode, hence some
rewards can be carried to the next epoch.
From Figure 5.1a we see a very similar performance from the three algorithms. It should be
noted that the sux tree based algorithms hQL and ΦMDP found features of size 21 (7 states,
3 actions) to be optimal, the function approximator generally uses between 15 and 18 features
(although sometimes goes up to 24). The features used by the linear function approximator
for optimal performance in the Tiger problem are shown in Figure 5.2b, with the sux tree
(having 21 features) is shown in Figure 5.2a.
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(a) Best chosen sux tree for tiger.
Position Observation
1 L
1 R
1 O
2 L
2 R
(b) Best chosen event selector for
Tiger.
Figure 5.2: The observations L, R and O refer to Left, Right and Open (Door) respectively. The
sux tree on the left shows that the agent remembers two observations in the past of listening
in order to make its decision about which door to open. With a linear function approximator
however, this can be represented more compactly as seen in the table on the right.
Cheese Maze
The cheese maze domain is described in Section 3.3.10.2.On this domain there are clearer
dierences between the algorithms. hQL converges the fastest, while ΦMDP converges only
in the last few epochs. We observe that hQL at best uses 64 features (16 states, 4 actions) while
FAhQL generally converges to using 36 features. In the above experiments we also see some
sudden drops in the reward (for e.g. hQL at epoch 20 in Figure 5.1a). These dips are generally
formed by the algorithm changing its map. A new map implies new states and the algorithm
does not necessarily know how to act optimally in these new states given the data it currently
has.
5.5.2 Long term memory domains
In order to compare these results to the previous chapter, we follow the same setup described
in Section 4.5. The following experiments all use looping sux trees as the map class.
5.5.2.1 Deterministic TMaze
We provide results for hQL in Figure 5.3a using a 50 length TMaze as in the original experiment
in Chapter 4. hQL provides results more data eciently than LSTΦMDP, we found that we
could stop searching for a map at 100 epochs and get perfect results. LSTΦMDP on the other
hand takes 250 epochs to achieve map convergence.
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(a) Deterministic TMaze using hQL with LSTs
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(b) Locked door using hQL with LSTs
Figure 5.3: Long-term memory domains
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(a) Base tree.
∅
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C1 L R
D C2
C2
(b) One split at the decision node.
∅
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(c) Looping over one unnecessary corridor observation.
∅
s0 s1 s2 s6
s3 s4 s5
C1 L R D
C1 L R
D C2
C2
(d) Looping over both unnecessary corridor observa-
tions.
Figure 5.4: The compared trees used to explain why simulated annealing cannot nd the
optimal tree easily in TMaze with a stochastic corridor. L is the left observation, R is the right,
C1 and C2 are the noise in the corridor and D is the observation received at the decision node.
5.5.2.2 Stochastic TMaze
The cost of the optimal map for the version of stochastic TMaze with a noisy corridor was
always lower than the other considered maps, but there were problems with simulated an-
nealing which are not present when using OCost. This meant that the agent did not nd the
optimal map in every run, it was successful in 22 out of 50 runs. On the successful runs it
always achieved the optimal reward by the end. We provide graphs of only the successful runs
and all the runs in Figure 5.5b. The successful runs converge in a similar way to LSTΦMDP.
Figure 5.5a shows us why the simulated annealing algorithm did not always succeed. The
base tree starts out as the cheapest, but around 200 epochs the optimal tree with both loops
starts to win out against it, with the dierence growing much larger over time. However,
the neighbours of the optimal tree have very high costs when compared to the base tree, in
particular the tree with one split only. Thus the agent must make all the right neighbourhood
operations to arrive at the optimal tree which is very unlikely.
5.5.2.3 Locked door
We also tested on the larger domain, locked door. Exploration was turned o at 4000 epochs
for hQL as opposed to 9000 epochs for LSTΦMDP. The results perform much better over
LSTΦMDP in several respects. Over 50 runs, the algorithm only failed to converge to a
reasonable result once. LSTΦMDP had only a success rate of 50%. The graphs shows that the
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Figure 5.5: Examination of TMaze with stochastic corridor
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agent converges much quicker to close to the optimal, and remains there consistently. An
important observation is that though the optimal policy is relatively simple, namely, go to the
key and return to the lock via the shortest path, the tree that the agent learns may be only
able to represent some slightly more convoluted policy (for example, go to the key, go down 3
steps, then go back to the goal). Such artefacts are a result of the agent’s exploration history
so far and can be avoided by dominating the agent’s history by examples of the optimal policy
to begin with, which would defeat the purpose of these experiments.
5.5.2.4 Event selectors
The event selector for a TMaze of length n should look like the one shown in Figure 5.6a. A
graph of the convergence of a single run of Q-learning for the below map for a TMaze of length
50 shows that the map is optimal or contains the optimal map. However, the convergence
is very sensitive to the learning rate and also the exploration constant. In the tabular case,
an ε = 0.1 exploration is not enough to complete reduce the average of the optimal policy
so drastically as here. This is because event selectors are not as exible as a looping sux
tree. An event selector looks for the decision point in the corridor exactly n steps ago. If
exploration results in the agent wandering the corridor for longer, the agent cannot nd
the initial observation, and thus cannot make the correct action. Thus if the agent does not
follow the optimal policy, it needs a dierent map. Thus the event selector on TMaze is not
robust to exploration. Unfortunately, this means that running the full ΦMDP search is also
sensitive to these conditions, and also sensitive to the dierent policies induced by the maps.
We can alleviate this by minimising the exploration period to the rst few (10) epochs, and
only using the mildly optimistic initialisation of the agent. This results in the agent mostly
having histories that look like {R|L}CnD{R|L} which is what is necessary for it to nd the
correct map. However, this reveals a aw in event selectors; they are not robust to histories
generated by changing policies.
5.5.3 A large domain : Pocman
The Partially Observable Pacman domain was introduced by Veness et al. (2011). We described
the domain in Section 3.3.5.2. In this chapter, we treat it as a non-episodic discounted task in
an eort to be as general as possible and to allow for a fair comparison to the implementation
of MC-AIXI which treats the domain similarly.
For this domain, we change the experimental setup. We now test FahQL with a bit selector
feature space, similar to the bitwise representation used by MC-AIXI-CTW. It is only feasible
to do one run so the graphs show a rolling average over the previous 1000 epochs (or 100,000
iterations). We no longer run through the Q-learning multiple times, and while initial estimates
might be inaccurate we use enough data that this is not a problem, and we change the map
every 200 iterations rather than 100. After 100,000 iterations we delete 10,000 timesteps of
data from the start of the history, so that our stored history is now always 100,000 timesteps
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Figure 5.6: Q-learning using event selectors on T-Maze
long (i.e. we consume a constant amount of memory). This helps both speed and memory
eciency, and the number of timesteps is enough to ensure convergence. We compared
against MC-AIXI-CTW which is the best performing algorithm on the domain. In order to
make this comparison fair we use the same setup as in Veness et al. (2011) with an exploration
rate starting at 0.9999 that geometrically decreases at a rate of 0.99999 per timestep. CTΦMDP
cannot deal with such large observation spaces due to the large explosion in number of trees
it must consider. The context-tree maximising algorithm upon which CTMRL is based, is a
variant of CTW, and consumes a large amount of memory. CTMRL also needs many ad-hoc
manipulations to run on Pocman. These included sacricing data eciency to avoid memory
problems by discarding the CTMs in each learning loop, making the algorithm space and
relatively time ecient but needing 100 million iterations.
Unfortunately we could not run MC-AIXI with the exact parameter settings as in Veness et al.
(2011) due to memory constraints (see Table 5.2). The furthest that the 96 bit, 4 look ahead
algorithm went was to a 100,000 iterations before running out of memory. We instead ran
MC-AIXI using 48-bit (which is 2 percepts in the past) and 2 look-ahead. FAhQL shows better
performance than the 48-bit MC-AIXI on this domain using a maximum of 4 lookahead with
nal rolling average of 1.143 as compared to 0.863. The baseline Q-learning algorithm using
only 16-bits or one percept in the past outperformed MC-AIXI and came close to performing
as well as FAhQL with a score of 1.117. This indicates that the performance gain from dealing
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(b) MC-AIXI vs hQL on Pocman
Figure 5.7: The Pocman experiment
with partial observability is not great, unless the agent models more sophisticated behaviour
such as eating powerpills to chase ghosts. This was also noted by Hamilton et al. (2014)
who further tested on a modied version of Pocman known as S-Pocman with food sparsely
distributed in xed positions on the map, which the agent could learn over time. They also
removed the observations that allowed the agent to see the food, so the agent had to rely on
the “smell” observations to perform well.
Episodic vs non-episodic Pocman While Pocman is inherently an episodic domain, in-
teresting behaviour arises if we treat it non-episodically as above. In this case, it is possible
that once the agent has exhausted the rewards in the immediate horizon ( 11−γ ) it may choose
to commit suicide by running toward a ghost or at least not running away from one. This is
because it takes into account the future rewards from starting the next episode where it is once
again surrounded by a large amount of food pellets. Thus the distinction between episodes is
important here, in the episodic setting the agent cannot use potential future rewards from the
next episode to impact its decisions in the current one.
5.6 Discussion
5.6.1 The utile distinction conjecture
Chrisman (1992a) conjectured that it was impossible to introduce distinctions (construct states)
only for those features of the history that were useful in predicting the utility, since the agent
must make those distinctions rst in order to learn about their predictive ability. McCallum
(1995) refuted this conjecture with the USM approach. Our o-policy CostQL also provides
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Table 5.1: Constants used for each experiment for hQL and FAhQL.
Experiment α β ε amaxs astartT acoolRate
hQL Tiger 0.01 1.5 0.1 10 4,000 5 · 10−2
hQL Cheese 0.01 0.02 0.1 10 5,000 5 · 10−2
hQL TMaze 0.01 0.03 0.1 30 100 5 · 10−4
FAhQL Tiger 0.01 1 0.1 20 7,000 5 · 10−2
FAhQL Cheese 0.01 0.02 0 10 5,000 5 · 10−2
FAhQL Pocman 0.001 2 decay 20 4,000 5 · 10−7
Common to all experiments was γ = 0.99, init-history the number of initial random actions
performed by the agent at 200 and stop-explore=50 is the epoch beyond which the agent
no longer uses ε-exploration (N/A for Pocman). α is the learning rate, astartT refers to the
starting temperature T in the cooling schedule, acoolRate to the decay of the exponential
cooling schedule and amaxs refers to the number of timesteps allowed in the annealing
procedure.
a way of learning utile distinctions by measuring how useful a feature would have been in
representing the value function on the history so far, thus refuting the conjecture. However,
in some sense Chrisman was correct, since this approach (and USM) only works when the
history is rich enough to tell that certain distinctions could have been useful in the past under
the assumption that the future will be similarly distributed to the past.
5.6.2 Why use CostQL instead of OCost?
While CostQL appears to perform better than OCost on the above toy domains in most
situations, we have not yet made a clear case for using it over OCost. Intuitively, it seems
that if we have a state space which can represent the value function of the optimal policy
accurately, then it should be possible to learn the optimal policy using this map. In Hutter
(2014) we learn that if the map is able to accurately represent the optimal value function
on the history, then the Markovian-ness of a map is not necessary to ensure a good policy.
However it is not clear that minimising CostQL gives us a map that represents the optimal
value function on the histories.
A predictive model of the observation/reward sequence might be unnecessarily large in
some environments. For instance,in the TMaze environment, OCostα=0.5, which weights
the predictions of the observations equally to that of the rewards, was not be able to nd
the reward-optimal looping sux tree. In fact, in the previous chapter we used α = 0.1 to
get OCostα to perform well on the TMaze domains. This was worse in the Locked Door
domain, where α = 0.01 was necessary to nd an optimal map. This place weights 0.9 and
0.99 respectively on the reward coding of OCostα. Nguyen (2013) shows that for any domain
there exists an α such that for any β < α minimising OCostβ correctly nds the optimal map
(note this also includes α = 0), this solution is an unsatisfying one. It also seems to suggest
that only coding the rewards might yield a solution to this problem, i.e. maybe OCost0 is
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the correct cost to use, however this may result in very large state spaces, and additionally
be suboptimal for high discount factors, where representing the state space is necessary to
predict long-term reward.
A second advantage of CostQL overOCost is the ability to deal with continuous reward signals
without any modication. In OCost the reward signal is coded symbolically, so the rewards
themselves must be discrete. Any continuous reward signal must thus be discretised, which
may lead to very large reward spaces for which calculating the code length requires more data.
In estimating CostQL we don’t code the individual rewards, we simply learn value functions
for each map, which negates the need for the rewards to be discrete.
OCost on small domains with small amounts of data runs a little faster than CostQL; in order
to calculate OCost(φ) the agent only needs to go through the history once, whereas in the
case of CostQL it may need to run Q-learning multiple times. Asymptotically however, these
have the same complexity of O(n) where n is the length of the history. The computational
advantage of CostQL comes from the fact that there is no dependence on the size of the state
space induced by φ in order to calculate CostQL unlike when calculating OCost from the
model, which takes O(|Sφ|2|A|) +O(|Sφ||A||R|).
Of course, CostQL also has the big advantage of being extensible to the function approximation
setting, which can greatly help when dealing with environments with very large observation
spaces. It is here that we start to run into the next bottleneck which is simulated annealing,
the failure of FahQL on the stochastic TMaze domain shows us that this can greatly impact
performance on certain domains. Of course, the other issue is the feature sets that we consider.
Event selectors, while useful on some domains that we tested on, are not great at long-term
dependency problems. Additionally, we would like neighbours in the space of φ to correspond
to neighbours in the space of CostQL, which is unfortunately not true with our current
neighbourhood function. An examination of better neighbourhood functions for both looping
sux trees and event selectors would be useful future work.
While our experiments don’t conclusively show that CostQL is better than OCostα in every
domain, we believe that there are great advantages in using a value-based cost, in terms of the
ability to nd smaller representations and to use function approximation.
5.6.3 Computational issues
On Pocman, FAhQL used 400MB of memory and nished 350,000 iterations in about 17 hours.
It was allowed to look up to 4 observations in the past. It shows comparable performance
to MC-AIXI (48-bits) with over 36 times the memory eciency and about 3 times the speed
despite being single-threaded. It also has a much more signicant speed-up over the 96-bit
MC-AIXI but this is harder to quantify given our data. We should note that we can regulate
the speed by controlling the epoch length.
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Table 5.2: Computational comparison on Pocman
Agent Cores Memory(GB) Time(hours) Iterations
MC-AIXI 96 bits 8 32 60 1 · 105
MC-AIXI 48 bits 8 14.5 49.5 3.5 · 105
FAhQL 1 0.4 17.5 3.5 · 105
5.6.4 Related Work
In comparison with the existing work in the feature reinforcement learning line (Hutter,
2009b; Nguyen et al., 2011, 2012; Nguyen, 2013; Daswani et al., 2012) our model-free criteria is
much more discriminative since it is only concerned with predicting expected return under
an optimal policy. Furthermore, we extend the agent to use function approximation. The
resulting agent is similar in form to the lasso-TD algorithms of (Ghavamzadeh et al., 2011;
Kolter and Ng, 2009; Johns et al., 2010) but we use the optimal policy TD error instead of a
policy evaluation setting and we use an `0 regulariser instead of `1.
CTΦMDP can also use Q-learning to update the Q-values during the agent’s interaction with
the environment. Q-learning is also used in CTMRL by Nguyen et al. (2012) as a substitute for
value iteration in large environments. However, both these methods are inherently model-
based. Our contribution therefore is not being the rst algorithm that can use Q-learning in
this setting, but rather being completely model-free, with a cost function that is evaluated
using Q-learning itself.
The Internal Policy State Gradient method by Aberdeen and Jonathan (2002) also uses a map
from observations to histories (in their case nite state controllers (FSC)). In ISPG, the FSC
is used to directly parameterise the policy space and then gradient ascent algorithms are
used to nd the best policy. In our case, we use the learned state space to nd the optimal
value function which then gives us a policy. Compared to ISPG, we have the advantage of not
needing to x the number of internal belief states but instead learn a suitable size.
5.7 Conclusion
We introduced a new value-based model-free cost into the feature reinforcement learning
framework. The cost is more discriminative and captures our intuitions about choosing
features that can approximate the optimal value function well.
The original CTΦMDP algorithm by Nguyen et al. (2011) is incapable of dealing with large
observation spaces eectively whilst the CTMRL agent needs many ad-hoc modications
to work on the large Pocman domain and due to that suered bad data eciency. This has
been a motivation for this work on nding an algorithm that works naturally with function
approximation and which is as discriminative as possible. Our empirical evaluation shows
some improvement in convergence speed on classical POMDP benchmark domains with
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function approximation resulting in more economical feature vector sizes. We demonstrated
our performance on a large domain Pocman where we performed competitively against MC-
AIXI while using 20 times less memory. Our algorithm hQL provides computational eciency
at least on par with CTMRL (given the same number of map re-estimation points) while
retaining the data eciency of MC-AIXI and superior memory eciency to both.
Chapter 6
Reinforcement Learning with Value
Advice
“ Make your own nature, not the advice of others, your guide in life.
The Oracle of Delphi to Cicero, 83 BC. ”
This chapter considers the problem of reinforcement learning with value advice. We consider
this setting for two reasons. Firstly, because there are some practical cases where extracting a
reactive policy from anytime algorithms such as UCT is useful. Secondly, because it is useful to
separate the feature learning problem from the exploration-exploitation problem, particularly
in large domains. This helps us understand whether performance errors are being made in
representation or in learning. This chapter is based on Daswani et al. (2014) with Theorem 30
being a new addition.
6.1 Introduction
In this chapter, the agent is given limited access to an oracle that can tell the expected return
(value) of any state-action pair with respect to the optimal policy. The agent must use this
value to learn an explicit policy that performs well in the environment. We provide an
algorithm called RLAdvice, based on the imitation learning algorithm DAgger. We illustrate
the eectiveness of this method in the Arcade Learning Environment on three dierent games,
using value estimates from UCT as advice.
Reinforcement learning (RL) agents (Sutton and Barto, 1998) learn how to act well via trial-
and-error interactions with an environment that provides a real-valued reward signal. An
RL agent has less information than in supervised learning, since the reward signal provides
only partial feedback. Additionally, the agent needs to make choices about which parts of the
environment to explore, leading to the famous exploration-exploitation problem. There has
been research into reducing the diculty of the reinforcement learning problem, particularly
for large environments, by providing additional information to the agent in various forms. The
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related elds of imitation learning, learning from demonstration, reinforcement learning with
policy advice, inverse reinforcement learning and transfer learning all fall into this category.
This chapter attempts to answer the following problem. An agent is given some class of
function approximators Q of the value function, and access to an oracle that provides the
expected return of any state-action pair under the optimal policy. We assume that the agent
cannot always use the oracle because of some constraints. For example, the oracle costs a
lot of computation time/memory or the agent loses access to the oracle at some point e.g.
separate training/testing stages. Thus, the agent should use the value information provided
by the oracle to nd a policy derived from Qˆ ∈ Q that performs well in the environment.
Motivation The primary motivation of this approach comes from the need to extract
explicit policies from anytime algorithms such as UCT (Kocsis and Szepesvári, 2006). Consider
a problem that has two stages, training and testing. In the training stage, the algorithm may
use UCT on the simulator for control. However in the testing stage there may not be the
computing resources or time to run UCT. In such cases it is useful to extract a reactive policy
from UCT that will perform well without need for further simulation. While UCT does not
use features of the environment, an explicit policy will rely on such features. This leads to
a second use of an explicit reactive policy; to judge the usefulness of a particular class of
function approximators in representing a good (or optimal) policy for a problem. If the learned
policy extracted from UCT by our approach performs well, it indicates that the approximators
being used are capable of representing such a policy. Thus, this method also provides a tool
for evaluating classes of function approximators, although there is no guarantee that it nds
the best performing policy in the class.
A related problem is to imitate the oracle policy as closely as possible. Focusing on this leads
to a solution to our value advice problem. For example, we may simply treat it as a regression
problem with training samples being the features and the oracle return following the oracle’s
policy. Unfortunately, the regression model from this dataset can result in a policy that does
not necessarily perform well. The intuition behind this failure is that the class of function
approximators cannot represent the value function of the oracle’s policy, and the agent is
learning according to the oracle’s state distribution rather than its own. In imitation learning,
an algorithm known as Dataset Aggregation (DAgger) by Ross and Bagnell (2010) deals with
this problem, while still retaining the goal of imitating the oracle. Our proposed solution to
the original problem is a modication of DAgger to suit our setting.
Main contribution The main contribution of this chapter is an algorithm for learning how
to act well in a reinforcement learning problem given access to an oracle that can provide the
value of any state-action pair in a training stage. Our algorithmic contribution is in the form
of a modication of an existing imitation learning algorithm (DAgger) for this task, along with
a comparison of various methods. Our testing suite comprises of three games from the Arcade
Learning Environment, which shows the scalability of our method. Using just 100 episodes of
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Figure 6.1: Screenshots from the Atari2600 Learning Environment
data, we obtain much better results than SARSA after 5000 episodes, although the settings are
not directly comparable.
The chapter is organised as follows. Section 6.2 explains the background necessary for the
rest of the chapter. In Section 6.3 we formally introduce our objective and our algorithm
RLAdvice. We also bound the performance of the algorithm, nding similar guarantees to
DAgger. Section 6.4 describes the experimental setup, methodology, and displays our results.
In Section 6.5 we discuss the results. Section 6.6 provides information on related work. We
conclude in Section 6.7 and talk about some possible future work.
6.2 Background
The setting of this chapter diers from the others, and the problem considered here requires
supervised learning techniques. To this end, we provide an introduction to supervised learning,
convex optimisation and online learning here.
6.2.1 Supervised learning
In the traditional supervised learning setting, the agent is provided with a training set D
consisting of input-output tuples (x, y) ∈ X ×Y . The agent’s aim is to learn a function
f : X → Y based on the training data that achieves good predictive performance of the
outputs given the inputs on some unseen test data set. If the outputs are the labels of (a small,
nite set of) categories then this is called a classication problem. If they are the values of a
continuous function this is a regression problem. The function f normally transforms the raw
inputs to multi-dimensional features of the problem being solved, for example in the case of
the ATARI games used in this work, the features used are the Basic Abstraction of Screenshots
(BASS), originally dened by Bellemare et al. (2013).
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6.2.1.1 Classication
In a classication problem the agent must learn a function of the inputs to the class labels that
will perform well on some hidden test set. The performance of the classier is measured by
the number of errors it makes i.e. L( f ) = ∑(x,y)∈D Iy( f (x)).
The most studied form of classication is binary, i.e. the case where there are only two
categories: positive and negative. Multiclass classication is often implemented as multiple
binary classication problems. For example, given K classes a naive approach is implemented
as K(K− 1)/2 binary classiers, with each classier receiving samples for two of the labels.
When the agent must make a decision on some data, it consults each of the binary classiers,
and assigns the class label to the class with the most positive guesses.
6.2.1.2 Regression
A regression model is traditionally parameterised by some vector θ ∈ Rk i.e. the predictive
model is f : X ×Rk → Y . In a regression problem, the magnitude of errors made by the
predictor is given, as opposed to just the occurrence. The L2-regularised least squares error of
a predictor f on a training set D of n instances is given by
L( f ) = ∑
(x,y)∈D
( f (x, θ)− y)2 + λ
2
‖θ‖22
where λ > 0 is the regularisation constant. The use of an `2 regulariser with the squared
loss is often called ridge regression. In the case that we have a linear regression model
f (x; θ) = θ>φ(x) where φ : X → Rm is the feature mapping that transforms the in-
puts to m-dimensional vectors, we can minimise the above loss function by choosing θ∗ =
(Φ>Φ − λI)−1Φ>y where φj(xn) is the element in the j-th row and n-th column of Φ
(alternatively, φ(xn) is the n-th row of Φ).
The functions φ in the above presentation are called basis functions and may be non-linear.
For example, a polynomial basis has φj(x) = xj. In continuous reinforcement learning, one
often uses radial basis functions which satisfy the condition φ(x) = φ(‖x‖). An example of a
radial basis function is a Gaussian basis which has the form
φj(x) = exp
{
− (x− µj)
2
2σ2
}
where µj are the centers of the basis function. The usual Gaussian normalisation term is
unnecessary since the regression model has adaptive parameters θj which can account for
it. For a full (and probabilistic) treatment of regression in machine learning please refer to
Bishop (2006).
In the following sections, we use regression to learn a model for the optimal value function,
with the training outputs given to us by an oracle. We use the form of regression described
above, `2-regularised least squares linear regression, although we don’t use the analytic closed
form solution, since it is too inecient to compute and store in practice.
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6.2.1.3 Cost-sensitive multi-class classication
In this chapter, we will make use of a particular supervised learning problem known as the
cost-sensitive multi-class classication (CSMC) problem. In this setting, there are K classes,
a sample space X and a cost-function which provides a cost vector cx whose entries are the
cost for each class. The cost can be dependent on the sample x ∼ X; i.e. each sample can
have an associated cost-vector. Let D be a joint distribution over the sample space and the
costs which can be factored as D = DX × Dc|x where DX is a distribution over the sample
space and Dc|x is a distribution over cost-vectors for a particular sample. The aim of a CSMC
classier h : X → K is to minimise regret, dened as
rcsmc(h) = Ex∼DX
[
Ec∼Dc|x [c(h(x))]−mink∈K Ec∼Dc|x [cx(k)]
]
We will relate this formally to the value-advice problem later on; loosely, the samples x
correspond to states s and the cost vector cx corresponds to the (negative) action-value vector
−Q∗(s, ·), which are given to us by the oracle.
We will also need an error reduction of the CSMC problem to regression. The aim is to reduce
the problem of nding a CSMC h to that of nding a regressor g that closely models the
cost function. The regressor then provides a solution to the original problem via an argmin
strategy, hg(x) = argmink∈K g(x, k).
We can dene the least-squares error of the regressor as follows
e(g) = E(x,c)∼D
[
1
2|K| ∑k∈K
(g(x, k)− cx(k))2
]
Now we can state the following theorem.
Theorem 28. Mineiro (2010) The regret of a CSMC hg based on a regressor g can be written in
terms of the regression error e(g) as follows
rcsmc(hg) ≤
√
|K|e(g)
The proof of this theorem is in Appendix A and is attributed to Mineiro (2010), although a
similar result can be found in Tu and Lin (2010) for a one-sided regression error.
6.2.2 Convex optimisation
We will solve our regression problem as a convex optimisation problem using a method
known as Stochastic Dual Coordinate Ascent (SDCA) by Shalev-Shwartz and Zhang (2013).
SDCA has great performance for our particular objective, and we largely treat it as a black
box convex optimisation routine with some modications. We provide a brief description of
convex optimisation and the SDCA algorithm in Appendix B.
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6.2.3 Online learning
Online learning is a general framework used for dealing with sequential data. An agent in
an online learning setting operates in rounds. In each round, the agent is given an instance
(for example, a sample to be classied) which it must then oer a prediction (a class label).
The solution that the agent oers is based on some hypothesis. After the agent has oered its
solution, the true solution (actual class label) is revealed and the agent incurs a loss based on
its hypothesis, the prediction and the true solution.
In particular, we are interested in online convex optimisation. Here the hypothesis space is
parameterised by vectors from a convex set S. In round t, the agent picks a vector wt from
this set. The environment picks some sample (xt, yt) on which the hypothesis incurs a loss
lt(wt, xt, yt), where lt is convex and chosen by the environment. We measure the performance
of this online learning algorithm with respect to a competing set of vectors U by
RT(U) =
T
∑
t=1
lt(wt, xt, yt)−min
u∈U
T
∑
t=1
lt(u, xt, yt)
The set U can be equivalent to S but this is not necessary.
We also use the weaker notion of average regret in this chapter. The average regret is dened
as
RT(U) =
1
T
T
∑
t=1
lt(wt, xt, yt)−min
u∈U
1
T
T
∑
t=1
lt(u, xt, yt)
An algorithm is said to have no-regret if it has zero average regret asymptotically, i.e. RT(U)→
0 as T → ∞.
We have followed the presentation of Shalev-Shwartz (2011), and recommend it to the reader
for further background on online learning.
6.2.3.1 Follow-the-leader (FTL)
In order to solve the online convex optimisation problem described above, the simplest
algorithm is to simply consider the weights that minimise the loss on the data collected so far.
For all t pick1
wt = argmin
u
t−1
∑
i=1
li(u)
This simple algorithm is no-regret at the rate of O( log TT ) for strongly convex loss functions.
In the case where the loss function is convex but not strongly convex, a modied version
known as Follow-the-regularised-leader oers no-regret at the rate of O(1/
√
T) (Hazan et al.,
2006) by adding a strongly convex regularisation penalty (on u) with a regularisation constant
λt ∈ Θ( 1√t ), to the criterion for FTL.
1Note that for the rest of this chapter we will use the convention that argminx∈X f (x) returns a single element
rather than a set, with tie-breaks performed randomly.
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6.2.4 Imitation learning
Imitation learning (see Bakker and Kuniyoshi (1996) for one of the earliest survey papers)
concerns the problem of imitating an expert policy, often as a proxy for performing well in
an environment, since the expert policy is hopefully a good one. In the standard imitation
learning setting, the expert provides the learner with a correct action for any state the learner
requires. Alternate settings include having a labelled set of expert trajectories which is called
learning from demonstrations (LfD, see Schaal (1997) for early work, and Argall et al. (2009)
for a more recent survey). The learner has no access to the return, and simply sees the action
the oracle prescribes. In practice, the distinction between imitation learning and LfD is often
blurred.
In imitation learning problems, the agent may not have access to the true cost (as in rein-
forcement learning), and thus the task is now normally framed as minimising a surrogate loss
based on the oracle’s policy, where the surrogate loss is dened as a distance between the
each action and the optimal one, with the simplest example being a 0-1 loss. As long as the
surrogate loss is an upper bound on the true cost, theoretical guarantees can be shown.
Throughout this chapter, we will refer to the Dataset Aggregation (DAgger) algorithm by Ross
and Bagnell (2010). This algorithm solves the imitation learning problem by reducing it to an
online learning problem. The algorithm is given in Algorithm 8. DAgger operates in iterations.
It keeps a data set D which is initially empty. In each iteration i, it collects a data set Di of
tuples (s,pi∗(s)) as it acts out the policy pii, where pi∗(s) is the expert provided action for
state s. After it has collected Di it adds it to D. Then it learns a new policy pii+1 using the
aggregated data set D.
Algorithm 8: DAgger by Ross and Bagnell (2010)
Initialise D ← ∅.
Initialise pˆi1 to any policy in Π.
for i = 1 to N do
Let pii = βipˆi∗ + (1− βi)pˆii
Sample T-step trajectories using pii.
Collect a data set Di = {(s,pi∗(s)} of visited states
by pii and actions given by the expert.
Aggregate the data sets D = D ∪ Di
Train classier pˆii+1 on D.
end
Return best pˆii on validation.
DAgger diers from previous approaches to imitation learning, in that it trains successive
policies on data collected according to the learner’s policy rather than the expert’s policy. At
each iteration it learns how to correct mistakes (or deviations from the expert) that it made in
the previous iterations, and over many iterations it builds up a “set of inputs that the learned
policy is likely to encounter during its execution” (Ross and Bagnell, 2010). This is particularly
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useful if the expert’s policy is not present within the class of policies Π that the learner can
choose from.
DAgger can be viewed as an online learning algorithm, where at each iteration i it is collecting
a data set Di that gives it an estimate of a (strongly convex) loss li provided by an adversary.
Then, the no-regret property of follow-the-leader provides bounds on the performance of
DAgger itself. We refer the reader to Ross and Bagnell (2010) for more information on DAgger.
The thesis by Ross (2013) contains many modications and applications of DAgger.
6.3 The RLAdvice algorithm
The ultimate goal of an agent in a reinforcement learning setting is to maximise expected
reward. In the value-advice problem considered in this chapter, the oracle is an agent that
performs well in the environment, and the agent must make use of the advice provided by
the oracle to learn faster and more data-eciently than it otherwise would. In the case that
the oracle is perfect, and the agent can learn its behaviour then there is no more to be done;
however, if this is not true the agent can use the learned behaviour as a starting point for
further learning. The problem is complicated by the fact that the capabilities of the oracle and
the agent may be very dierent, in particular in terms of the agent’s ability to represent the
world around it.
The value-advice problem is described more formally as follows. The agent acts in a standard
reinforcement learning environment with states s ∈ S , actions a ∈ A and rewards r ∈ R.
The agent has access to an oracle in a training phase. The oracle can provide the agent with the
action-value vector Q∗(s, ·) for any state, with each entry being Q∗(s, a). The agent must use
this information to learn a good policy that it can use in a later testing phase, where it does not
have access to the oracle, and it should react quickly. Thus, the learned policy must produce
an action for all possible states (complete) and must produce this action quickly (reactive). We
focus on the setting where the agent is given a class of function approximators that it can
use to approximate Q∗, and we use a regression-based approach to solve the value-advice
problem.
The algorithm (RLAdvice) we dene is a modication of the Dataset Aggregation algorithm
(DAgger) (described briey in Section 6.2.4) which is used in imitation learning in various
forms. The variant of DAgger closest to RLAdvice is called DAgger with Cost-to-go, and is
discussed by Ross (2013). RLAdvice varies from DAgger with Cost-to-go in the following
way; rather than being given the expert’s policy and needing to sample from it for dierent t,
the algorithm is allowed to ask the expert for value-advice directly about every action at any
timestep. Additionally, RLAdvice operates in the innite horizon discounted reward setting,
where stationary policies exist, which simplies the algorithm. Later in this section, we show
that we can derive a similar performance guarantee to DAgger with Cost-to-go. Theorem 30
below can be seen as an analogue of Theorem 4.2.1 in Ross, 2013.
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6.3.1 Algorithm and performance bound
We can now solve the value-advice problem as an online convex optimisation problem, just as
in DAgger. We start by dening a distribution from which states are sampled, when an agent
follows a policy pi.
Denition 29. The γ-discounted future state distribution dpi,s0,γ on S while following a policy
pi starting in state s0 is dened as
dpi,s0,γ(s) := (1− γ)
∞
∑
t=0
γtPr(st = s | pi, s0)
We leave out the γ dependence and write dpi,s0 for brevity.
Now consider the following online convex optimisation formulation for solving the value-
advice problem, that we call RLAdvice.
1. The agent is initialised with some initial regressor Q0 which induces an argmax policy
pi0, and a data set D that is initialised to be empty.
2. In iteration i, it follows policy pii starting from state s0 collecting samples Di =
{(s,Q∗(s, ·)}. These samples are distributed according to dpii ,s0 .
3. Aggregate the data sets, D = D ∪ Di.
4. An adversary provides a convex loss li(Q) = Es∼dpii ,s0
[
1
2|A| ∑a∈A(Q(s, a)−Q∗(s, a))2
]
.
5. The agent picks a regressor Qi+1 trained on the aggregated dataset D, which denes a
policy pii+1 with pii+1(s) = argmaxa∈A Qi+1(s, a).
6. After N iterations, the algorithm returns the best policy pii seen so far.
Let Rclass = minQ′ 1N ∑
N
i=1 li(Q
′) be the loss of the best average in-class regressor and
Rregret = 1N ∑
N
i=1 li(Qi)− Rclass be the corresponding average online learning regret. Let
pi be the mixture policy which in iteration i selects, uniformly at random, a policy pij for
j ∈ {1, ..,N} that was previously executed by RLAdvice (one can think of pi as the “average”
policy selected by RLAdvice). We can now state the following theorem bounding the regret of
the above algorithm.
Theorem 30. After N iterations of RLAdvice
V∗(s0)−max
i
Vpii(s0) ≤ V∗(s0)−Vpi(s0) ≤
√|A|
(1− γ)
√
Rregret + Rclass
Furthermore, if a no-regret algorithm is used to pick the regressors Q1:N then as N → ∞
lim
N→∞
V∗(s0)−Vpi(s0) ≤
√|A|Rclass
1− γ
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Before we can prove the theorem, we need the following lemma from Kakade and Langford,
2002.
Lemma 31 (Performance dierence). For all stationary policies pi and pi′ and for all s0 and γ,
Vpi
′
(s0)−Vpi(s0) = 11− γEs∼dpi′ ,s0 [Q
pi(s,pi′(s))−Vpi(s)]
The above lemma measures how much better or worse pi′ is over pi when sampling from
the distribution of states induced by pi′. This is exactly the quantity we wish to measure in
DAgger-like approaches. We care about the performance dierence between the RLAdvice
policy and the optimal policy on the distribution sampled by RLAdvice.
We also need to relate the CSMC problem described in Section 6.2.1.3 to the value-advice
problem. We do this by observing that a policy pi can be viewed as a classier predicting the
best action for a particular state s. We formalise this below.
Assume that we have some distribution d from which we sample states s ∈ S . For some
state s, let dQ|s be any distribution over the set of all possible vectors Q(s, ·) with mean
EQs∼dQ|s [Qs] = Q
∗(s, ·) (we can do this since the variance is unconstrained). For any policy
pi, consider the expectation (over states) of the dierence between the optimal value, and
the value of taking an action according to pi for the sampled state, and following the optimal
policy afterward.
Es∼d[V∗(s)−Q∗(s,pi(s))] = Es∼d[−Q∗(s,pi(s)]−min
a∈A
(−Q∗(s, a))]
= Es∼d
[
EQs∼dQ|s [−Qs[pi(s)]]−mina∈A EQs∼dQ|s [−Qs[a]]
]
Consider a CSMC problem with |A| classes, a sample space S and a cost function Q which
provides the cost vector −Qs dened above. Then we can view the policy pi as a CSMC
classier with regret given by
rcsmc(pi) = Es∼d
[
EQs∼dQ|s [−Qs[pi(s)]]−mina∈A EQs∼dQ|s [−Qs[a]]
]
By the reduction to regression in Theorem 28, we know that if we have a regressor Qˆ which
models the cost function Q, then we can state the regret of the argmin classier pˆi in terms
of the error of the regressor. More formally, the following lemma holds.
Lemma 32. If pˆi is dened as follows,
pˆi(s) = argmin
a∈A
(−Qˆ(s, a))
= argmax
a∈A
Qˆ(s, a)
§6.3 The RLAdvice algorithm 111
then rcsmc(pˆi) ≤
√
|A|e(Qˆ) where
e(Qˆ) = Es∼dEQs∼dQ|s
[
1
2|A| ∑a∈A
(Qˆ(s, a)− [Qs[a]])2
]
= Es∼d
[
1
2|A| ∑a∈A
(Qˆ(s, a)−Q∗(s, a))2
]
Proof of Theorem 30. Since Vpi(s0) ≤ maxi Vpii(s0) we have that V∗(s0)−maxi Vpii(s0) ≤
V∗(s0)−Vpi(s0). The second inequality is proved as follows,
V∗(s0)−Vpi(s0) = 1N
N
∑
i=1
(V∗(s0)−Vpii(s0))
=
1
N
N
∑
i=1
1
1− γEs∼dpii ,s0 [V
∗(s)−Q∗(s,pii(s))]
≤ 1
N(1− γ)
N
∑
i=1
√
|A|
√
li(Qi)
≤
√|A|
(1− γ)
√√√√ 1
N
N
∑
i=1
li(Qi)
=
√|A|
(1− γ)
√
Rregret + Rclass
The rst equality is by the denition of pi. The second equality is by the performance dierence
lemma (Lemma 31). The rst inequality is by the reduction of a CSMC classier pii with regret
rcsmc(pii) = Es∼dpii ,s0 [V
∗(s)−Q∗(s,pii(s))] to a regressor Qi with error li(Qi) by Lemma 32.
The last equality is by the denitions of Rregret and Rclass.
Assuming we have an innite number of samples at each iteration i, we are collecting data
in Di that gives us an accurate estimate of the loss li(Qˆ). The loss li(Qˆ) is convex but not
strongly convex. Thus, if follow-the-regularised-leader (with an appropriate strongly convex
regulariser) is used to pick the sequence of regressors Q1:N , we have that Rregret → 0 as
N → ∞ as required.
In Theorem 30 we bound the dierence between the optimal policy and the best policy given
by RLAdvice, in terms of the value of a starting state s0. We proved this result for a single
starting state s0, but the result can be extended to a distribution over all (starting) states. This
bound does not mean that we converge, the algorithm could conceivably oscillate between
approximations. If the class of regressors can approximate the optimal value function well,
then the oscillations will be between good approximators and therefore not a problem. A
problem occurs only if the class of approximators is weak.
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6.3.2 Practical algorithm
The RLAdvice algorithm we use in practice is given by Algorithm 9. We use a class of
linear functions as our regressors, i.e. Qˆ(s, a) = wTφ(s, a) where φ : S × A → Rd are
d-dimensional features over states and actions and wd is a d-dimensional weight vector. We
further approximate the setting and use φ(st, a) := φ(st), that is we learn a separate weight
vector for each action a. We add tuples of the form (φ(st),Q∗(st, a)) to the dataset Da for all
a and for each timestep t in the episode i, where Q∗(st, a) is provided by the oracle. In the
rst episode, the agent follows the policy provided by the oracle, i.e. argmaxa Q∗(s, a). For
every following episode, the agent acts based on its own prediction which it obtains from the
current (action) value function approximation wai
>φ(s), and adds the corresponding tuples
to Da. The intuition behind using the agent’s own policy over the oracle’s is that the oracle
policy might not be representable in the agent’s approximation space and the agent might
make mistakes that the oracle never makes. Due to this representation issue, the agent might
not learn to avoid end up in certain states, which the oracle would not visit but would know
how to act in. In order to learn about these situations, we use the agent’s policy. Once an
episode is over, the agent learns a new set of regression weights (wai+1) for each dataset Da,
using the following objective optimised by Stochastic Dual Coordinate Ascent (SDCA).
wai+1 = argminv
 ∑
(φ(s),Q∗(s,a))∈Da
(v>φ(s)−Q∗(s, a))2 + λ
2
v>v
 (6.1)
λ is the regularisation constant. For the next episode i + 1, the agent follows the policy
pii+1(s) = argmaxa∈A wai+1
>φ(s).
Algorithm 9: Reinforcement learning with value advice
Initialise D ← ∅.
Initialise pi1(= pi∗).
t = 0
for i = 1 to N do
while not end of episode do
foreach action a do
Obtain feature φ(st) and oracle expected return Q∗(st, a).
Add training sample {φ(st),Q∗(st, a)} to Da.
end
Act according to pii.
end
foreach action a do
Learn new model Qˆai+1 := wai+1
>φ from Da using regression.
end
pii+1(·) = argmaxa Qˆai+1(·) .
end
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Table 6.1: Experimental Parameters for all algorithms
Setting Environment Parameter Value
All All γ 0.999
ALE All Environment Distribution False
All Frame skip 5
UCT All Exploration constant 0
All Number of simulations 36
All Horizon 50
BASS features All Grid width 16
All Grid height 14
All Colours 8
RLAdvice Pong Regulariser 2000
Pong stopping gap 0.0001
Space Invaders Regulariser 1000
Space Invaders stopping gap 10
Atlantis Regulariser 1.0
Atlantis Stopping gap 5000
DAgger Pong Regulariser 0.0001
Space Invaders Regulariser 0.001
Atlantis Regulariser 0.001
SARSA All λ 0.9
All e 0.05
Pong α 0.5
Space Invaders α 0.5
Atlantis α 0.3
6.4 Experiments
Firstly, we show that using the oracle’s own trajectory does not work well. RLAdvice using
the oracle that provides the return works very well, providing the best known results on this
class of linear function approximators for Pong and Atlantis. This result demonstrates that the
class is capable of representing a good Pong playing policy. On the other hand, we see no
improvement over SARSA in the Space Invader results, which might indicate that the problem
here is the feature representation. We can thus see the diagnostic use of this approach.
The Oracle As pointed out previously, our primary motivation is in extracting ecient
reactive policies from slow MCTS algorithms such as UCT, which can be computationally
expensive to use outside of a training phase. The oracle that we use is therefore UCT with
a specied horizon and number of simulations. As an aside, note that UCT itself can be
viewed as a reinforcement learning algorithm in a deterministic environment in the following
sense. It is possible to mimic the ability to reset to a particular state, by saving in each node,
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the action sequence that led to that node. Then in order to evaluate a child of a particular
node, the agent simply has to reset to the start of the game either by completing the current
episode or by using an end game action, and then play out the saved actions, followed by
the action of the child it wishes to evaluate. We provide this replaced emulate function in
Algorithm 10. Given that the ALE is a deterministic environment, the impressive UCT results
of Bellemare et al. (2013) can be said to be reinforcement learning results (albeit with a much
higher number of trajectories used) rather than planning results and this brings into critical
light the weak SARSA results provided in that paper. It is important to remember that even in
this “reinforcement learning” mode, UCT still does not learn either an explicit or complete
policy, but just an action sequence. By testing our algorithm on the ALE with UCT as our
oracle in similar congurations to that used in Bellemare et al. (2013) we are also trying to
discover whether the fault lies with SARSA or with the function approximation class.
Algorithm 10: The modied emulate function for UCT as an RL agent
Input: MCTS Node containing action sequence a1:l−1, Environment Env, Action a
Output: Reward for the execution of action a, after sequence a1:l−1
// The following loop can be replaced by a call to
reset_game() if available.
while not end of game do
Execute random action in Env.
end
Start new episode.
Execute all actions in Node action sequence (a1:l−1).
Execute latest action a in Env and store reward in r.
if End of game then
Set node to leaf node.
end
return r
Features We use the feature class described by Bellemare et al. (2013) as Basic Abstraction of
Screen Shots (BASS). It consists of a tiling of the screen into blocks, with each block containing
indicator functions for each SECAM colour i.e. the feature is 1 if a particular colour was
present in the block. BASS consists of these features along with the pairwise AND of all those
features. In the default setting of a 16x14 grid this results in a feature space that contains
1,606,528 features.
Games The legal action set for a game in the ALE contains all 18 actions that could physically
be pressed on an ATARI2600 controller. The minimal action set contains only the actions that
are needed for a particular game. For computational reasons, we selected games that have a
minimal action set with size less than the number of legal actions (18). We also wanted games
that showed better than random performance on SARSA (on the BASS feature set), as some
indication of a linear function approximator being successful. Given those constraints, we
chose Pong and Atlantis. We also chose one game, Space Invaders, where picking a constant
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action with some ε-random actions performed better than SARSA. There is some indication
here that the function approximator cannot represent the value function, and we attempt to
conrm that with our experiments. In order to save on computation time and memory usage
we limited the episodes to 5000 frames.
Pong is a game with two paddles and a ball, a 2D version of table tennis. The aim is to hit the
ball back such that the opponent cannot reply. Our agent plays against the hard coded ATARI
2600 agent, which is hard to play against even for a human. If the agent scores it receives 1
point, and -1 point when the opponent scores. Thus the total score is the dierence between
the agent’s score and the opponent’s score. The minimal action set contains 6 actions.
Space Invaders involves shooting down columns of alien spaceships, while avoiding their
return re. The enemy spaceships are arranged in columns, with lower rows worth lesser
points. The columns move from left to right and then back, with each movement to the
end advancing the spaceships further down the screen. The agent also has the option of
occasionally shooting down a special purple ghter for an extra 200 points. The game ends
when the agent loses 3 lives, or when the moving columns of spaceships get to the bottom
row. The minimal action set contains 6 actions.
Atlantis is also a shooter, but here the enemy spacecraft y across the sky very quickly. The
agent is in charge of three xed guns, a primary central one and two secondary guns on the
sides and is tasked with protecting the city of Atlantis. The agent must shoot down as many
enemy spacecraft as it can. The enemy spacecraft also occasionally attempt to use lasers to
take out the agent’s 3 guns and 4 other structures of Atlantis. Lost structures, including the
guns, can be regained by destroying enough enemy spaceships. The agent loses when all
structures are destroyed. The minimal action set contains 4 actions.
Methodology A trial consists of running the chosen algorithm for N = 100 episodes. For
each environment we do 5 trials, and our graphs show these results with error bars suppressed
for clarity. We use SDCA to learn linear regression models after each iteration based on the
data accumulated so far. We chose regularisation constant λ based on trials on a small set of
episodes in each environment, selecting from {0.001, 0.01, 0.1, 1.0, 10.0, 100, 1000}. We also
decrease the impact of the regulariser linearly in N. We warm start SDCA with the agent’s
previous solution to speed-up the learning procedure.
Comparisons We compare the following algorithms on Pong, Space Invaders and Atlantis
within the ALE framework. Note that we use the minimal action set for each environment.
This gets rid of superuous actions for each environment. It also means that our experiments
are computationally less demanding both in memory and time, since we learn a model for
each action independently. The SARSA results are taken from Bellemare et al. (2013). Note
that RLAdvice-best, UCTRLA-best and DAgger-best show the best total reward in any episode
so far for RLAdvice and UCTRL.
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• SARSA (traditional reinforcement learning) [SARSA]2.
• RLAdvice using regression. We have the following variations,
– Training starting with a UCT policy and then iterating the model [RLAdvice].
– Training only with the UCT policies [UCTRLA].
• RLAdvice using classication [DAgger]. This is a version of DAgger, with parameters
β1 = 1 for the rst iteration and βi = 0 for all other iterations i. The classier used is
an L2-regularised linear SVM from the library LIBLINEAR by Fan et al. (2008).
We also provide the average of the best reward received in the iterations so far as RLA-best,
UCTRLA-best and DA-best.
6.5 Discussion
It seems intuitively clear that the class of function approximators we are using should be able
to represent the value functions of good Pong policies. We have pairwise features of grids of
SECAM colours. There are only three objects in the Pong domain, the two paddles and the
ball. The value function of states where the ball is approaching the agent can be represented
by the pairwise function of the agent’s paddle and the ball position.
On Space Invaders we expect the various agents to perform about equally. Our hypothesis is
that the feature space is not adequate, as SARSA performs on par with a random agent. On
Atlantis, we hope to see much improvement over SARSA. In general we expect that RLAdvice
performs better than UCTRLA and DAgger. UCTRLA does not provide adequate information
about mistakes, and DAgger has less information than RLAdvice, since it only makes use of
what the correct action was, not the action-values themselves.
6.5.1 General behaviour
We will focus on the behaviour of the agent in the Pong domain, since it is clearest to see when
the agent is performing very well. Additionally, the Pong playing agent exhibits interesting
characteristics. An examination of the Pong behaviour requires observation of the video of an
RLAdvice agent playing Pong. hp://mdaswani.me/rlavideos/ contains a playlist of videos
of the agent playing various games, including Pong at dierent stages during training. The
rst thing we notice is the jitteriness of the agent (green, on the right). This can be explained
by the behaviour of the oracle UCT. Before the ball is very close to the agent, all actions are
2In the original paper (Daswani et al., 2014), we also tested improving the policy of RLAdvice using SARSA on
the learned Q-values. Unfortunately, this provided no improvement (or made the policy worse) so we did not run
the experiment again for the extended iterations provided in this thesis.
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nearly equal in reward, since the agent can always reach the position it needs quite quickly.
So the oracle acts randomly. The agent inherits this jittery behaviour.
The agent makes mistakes when the data collected from previous episodes is insucient to
learn a good value function approximation. As it makes mistakes, it collects data about the
values for the actions in those situations which improves the approximation in those areas.
This analysis also illustrates why learning from the oracle policy alone is not satisfactory. If
one looks at the video for a UCT agent playing Pong, the agent wins nearly all the time, so
the opponent does not even get to serve, or gets to serve only a few times. Thus learning from
this policy does not provide the agent with any data on how to return a serve, and so UCTRLA
fails on this task.
On Space Invaders, we have some intuition for why the value function may not be representable
by a linear combination of the pairwise BASS features. Space Invaders is fairly chaotic, and has
the same colour for shots red by the enemy spaceships and for the agent’s own. This makes
it hard to distinguish between the two, even though the ALE provides a colour averaging
between every two frames. The much higher density of objects in the domain compared to
Pong, also makes it harder for the objects to be clearly dened, resulting in feature vectors
that look very similar for fairly dierent situations (such as being hit and being missed by a
laser beam).
6.5.2 RLAdvice vs SARSA
The hypothesis is that RLAdvice should do better with much fewer episodes than SARSA, since
it has the advice information for each episode. On Pong, SARSA using 5000 training episodes
achieves an average reward of -13. It is nearly the worst performing method; UCTRLA
is marginally worse. On Atlantis, it is the worst performing method closely followed by
UCTRLA. On Space Invaders, SARSA actually performs identically to all other algorithms;
lending credence to the hypothesis that the BASS feature set cannot represent this domain.
6.5.3 RLAdvice vs UCTRLA
As pointed out above UCTRLA performs very badly on all three domains. UCTRLA-best does
perform better than SARSA, indicating that the agent can have occasional good performance
due to the exploration provided by the optimal oracle. However, it is clear that following the
oracle policy is not a useful learning tool when using function approximation classes that can’t
exactly represent the true value function. On Space Invaders, all algorithms perform equally
badly, so while UCTRLA and SARSA are of similar performance, the result is essentially
meaningless.
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Figure 6.2: Comparisons on Pong using 100 episodes
6.5.4 RLAdvice vs DAgger
On Pong, RLAdvice outperforms DAgger with RLAdvice-best achieving an average maximum
of 2.2 versus the 0.0 achieved by DAgger-best. A similar performance dierence is also seen in
the average case, UCTRLA-best outperforms DAgger but not RLAdvice.
On Atlantis, DAgger performs the same as RLAdvice, while DAgger-best is marginally better
than RLAdvice-best although this is well within the margin of error. This is somewhat
surprising, it seems that the additional value information is not benecial on Atlantis. One
possible reason could be that the agent approaches peak performance relatively easily on this
domain, UCT itself scores approximately 45000, compared to the 35000 achieved by DAgger
and 33000 by RLAdvice. It is possible that this is an eect caused by the limiting of the domain
to 5000 frames. Hard events, which include a spacecraft ying across the sky worth several
thousand points occur much more often after 5000 frames into the game.
DAgger takes much longer computationally, most likely due to the dierent optimisation
technique used in LIBLINEAR. On Atlantis we see that it takes 95.9 hours instead of the 72
hours of RLAdvice. which is about an extra day of computation time.
6.5.5 Summary of comparisons
From the above discussion we see that the expected performance of each algorithm, as
outlined in Section 6.5, holds true except on Atlantis, where Dagger performs equally as well
as RLAdvice. We note that the deciding factor on whether any of these algorithms performs
well is the ability of the function approximation class to represent the action-values of the
optimal policy within the environment. The average reward of the RLAdvice-best policy on
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Figure 6.3: Comparisons on Atlantis using 100 episodes
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Figure 6.4: Comparisons on Space Invaders using 100 episodes
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Pong is the best reported to date on this class of function approximators (BASS) found in the
literature3, indicating that the failure of SARSA to learn on this domain, using these features,
was not one of representation but of learning.
6.5.6 Oracle accuracy
An issue that we need to take into account, is the accuracy of the estimates of the action-
values provided by the oracle (UCT). There are two sources of error. One stems from the
number of simulations that we use to sample. The other is the UCB formula itself, which does
not select actions which seem to not have a high value within a few iterations. While this
exploration-exploitation strategy is useful when acting well in an environment (and indeed
solves it in the bandit setting), in our setting we need estimates for all actions, not just the
good ones. Pruning the amount of simulations spent on bad actions for the oracle policy
means that we have good value estimates for the good actions. The UCB formula means that
we will underestimate the value of the bad actions, which is better than overestimation since
it gives us a better margin for error.
6.5.7 Stochastic Environments
Though the experiments were performed on a class of deterministic environments, RLAdvice
has no dependence on the determinism of the environment. In the case of randomised initial
state in ALE, we can also use the policy trained on the deterministic environment since it
generalises according to the linear function approximator. Thus, it is much more versatile
than simply learning a xed trajectory.
6.5.8 Computational issues
We can look at the computation time taken in various stages of the algorithm. The experiments
were primarily performed on a Intel Xeon X5650 (2.67 Ghz) with 12 cores and 141GB of RAM.
Consider Space Invaders, in which the worst time to perform regression for a given action is
30 minutes, and the average is not much better around 20 minutes. Thus in 30 runs, using 6
actions the regression part cumulatively contributes 5400 minutes to the running time. UCT
on the other hand takes 40 minutes cumulatively per episode (approximately 3 seconds for one
call to UCT), meaning over 30 episodes this is around 1200 minutes. Other games have similar
computational proles. The learning scales linearly with the number of possible actions, which
adds a severe constraint on the number of actions we can learn the value of using this method.
On the other hand, if we can speed up the regression process, we can signicantly improve
the running time of the procedure.
3This statement is true as of 18th August 2015.
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Table 6.2: Timing data on Atlantis, the most computationally expensive game, using LIBLIN-
EAR for RLAdvice and UCTRLA. The time for RLAdvice includes generating the advice using
UCT. The time for SARSA-RLA here is post-RLAdvice training and would be comparable to
time taken by standard SARSA.
Algorithm Training episodes Training time Testing time (per episode)
SARSA 5000 22.01 hours <1 second
RLAdvice 100 72 hours <1 second
DAgger 100 95.9 hours <1 second
UCTRLA 100 48.1 hours <1 second
UCT N/A N/A 3600 seconds
In terms of memory, the usage is substantial. A single run of 100 iterations for Atlantis could
come to a little over 30 GB of RAM on average. This memory is used in storing the feature
vectors for every screen visited, along with the current model for each action. The models
are approximately 200MB each, which is a small fraction of the total. The models essentially
contain a weight for each feature stored in a sparse format. Even though the sparsity of feature
vectors is high (around 1%), given 1.6 million features and trajectories in the order of a few
thousand frames is enough to add up to a large amount of RAM for each iteration. In particular
the features for Atlantis are less sparse than the other games, for example Pong uses under
10GB of RAM.
6.6 Related Work
We have already discussed the relation between RLAdvice and DAgger above. The (other)
closest related work is by Guo et al. (2014) which was published after we submitted (the nal
version of) the paper (Daswani et al., 2014) from which this chapter is derived. They tested both
regression and (multinomial) classication settings, with neural networks instead of linear
function approximators to approximate the Q-values (or learn a softmax for classication).
They focused primarily on learning from (static) trajectories already sampled by UCT, which
has obvious advantages in terms of speed, but could have other issues since the training
distribution may not match the distribution induced by the resulting evaluation policy. Their
algorithm UCTtoClassication-Interleaved comes closest to the method DAgger, although they
only perform the interleaving once every 200 runs and DAgger performs this interleaving for
every episode. Thus DAgger may be more data ecient but at a signicant computational cost.
Their results are striking; they outperform even the superhuman performance of Mnih et al.
(2015) on the ATARI games they selected even using the non-interleaved methods. It seems
that the use of neural networks as function approximators allows the optimal policy to be
completely represented, which alleviates any problems with matching the input and evaluation
distributions. Another dierence in results is that they observe that their non-interleaved
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classication methods outperformed their non-interleaved regression method. We observe the
reverse in our (interleaved) RLAdvice and DAgger. However, it should be noted that they did
not test an interleaved regression method which would be closest to our algorithm RLAdvice.
Approximate Policy Iteration We examined policy iteration in Chapter 2. Approximate
versions of policy iteration are often used when the MDP being considered is very large and/or
continuous. As the name implies, in API the learned policies at each stage of the algorithm are
approximations of the Bellman operator improved policies (and thus API loses the guarantees
of exact policy iteration).
This chapter could nearly be viewed as an approximate policy iteration method with the
evaluation of the value function being performed via UCT. The key dierence is that in
standard approximate policy iteration only data collected using the last policy is used to iterate
the new one. However, here we follow a Dataset Aggregation approach and use all the data
collected so far.
Lagoudakis and Parr (2003) have an approximate policy iteration algorithm which makes use
of classication to learn the new policy at each iteration. It even makes use of Monte-Carlo
rollouts to evaluate the action-value function, so in this sense it is very close to our work
where we use UCT as the oracle. However the rollouts it uses are of the value function for the
current policy, whereas our oracle provides the value of the optimal policy.
Previous work on reinforcement learning with advice There has been interest in var-
ious formulations of the reinforcement learning with advice problem. Maclin and Shavlik
(1996) dene a learner that can accept advice in the form of instructions in a simple imperative
programming language. Wiewiora et al. (2003) dene potential-based advice which uses
shaping functions dened over states and actions to give the agent hints about whether a
state-action pair is good or bad. Maclin et al. (2005) construct agents that can accept advice in
the form of bounds on the Q-value in certain parts of the state-action space. Azar et al. (2013)
look at regret bounds for the case where the agent is given advice in the form of some set of
(hopefully good) input policies. Taylor et al. (2014) dene a teacher-student framework where
both teacher and student are reinforcement learning agents, and the teacher must choose
when to give advice in the form of recommended actions to the student. The advice is assumed
to be budgeted. This work is of interest to us, since the experiments are also performed on
video games (Starcraft and Pacman). However, none of these various advice settings address
our particular problem.
Previous work on the ALE Also of interest to us is previous work on the ALE. The initial
paper by Bellemare et al. (2013) extensively described the performance of a vanilla SARSA
implementation using features based on the pixel matrix and linear function approximation.
These agents do not perform so well. However, later papers use other function approximators
that perform much better. For example, Hausknecht et al. (2013) use neuro-evolutionary
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techniques and Mnih et al. (2013) use convolution neural nets in a deep learning style, to learn
features of the matrix. There has also been work in the model-based setting by Bellemare et al.
(2013) but these agents have so far only been used for prediction rather than control, since
it is still quite computationally dicult to nd a good policy using a model in such a large
space. In our work, we focus on trying to improve the performance on a particular feature set
(BASS) using only linear function approximation.
6.7 Conclusion
We introduced a modication of the DAgger agent for the reinforcement learning with advice
problem. RLAdvice can be used to nd explicit policies for anytime algorithms such as UCT, and
for checking the usefulness of a function approximation class. It shows improved performance
on the Pong and Atlantis domains in the Arcade Learning Environment indicating that value
functions of good policies are representable in the class, and similar bad performance to
SARSA on Space Invaders which suggests a problem with the function approximation class in
representing this domain.
Future Work As pointed out in the paragraph on computational issues, the computation
time is dominated by the model learning. A suitable next step would be to consider a budgeted
advice setting where the agent must limit the number of calls it makes to the oracle. This
would save time via less UCT computations as well as a smaller number of samples which
results in quicker model learning.
Another natural next step would be to combine automated feature discovery techniques (such
as in Chapter 5 with the RLAdvice agent to nd classes of function approximators that can
best represent the policy of an oracle.
The current work treats the oracle as a black box. However, instead of the oracle-learner
framework that we have here, it might be better to examine a teacher-learner setup as in
Taylor et al. (2014), where the teacher is attempting to optimise the policy it shows to the
agent. RLAdvice corrects aws in its own policy, however this can still fail as seen in the
Pong example, where not enough data about a serve from one side of the screen results in
suboptimal behaviour. This could be prevented if the teacher was able to predict this failure
and show the learner the right data for the learner’s function approximation class.
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Chapter 7
Conclusion and outlook
“ Any AI smart enough to pass a Turing test is smart enough to know to fail it.
Ian McDonald, River of Gods, 2004. ”
New insights
This thesis presented a set of improvements to the current state of generic reinforcement
learning.
• In Chapter 4 we oered a solution to the problem of representing domains with long-term
dependencies. We used the class of looping sux trees, extending the work of Holmes
et al. (2006) from deterministic POMDPs to the FRL setting. We also showed that LSTs
could exactly represent a subset of stochastic POMDPs known as hPOMDPs.
• In Chapter 5 we presented an alternative cost function (CostQL) to the initial proposals
by Hutter (2009b) and Nguyen (2013) which is value-based, can be evaluated model-free
and can thus be extended to the function approximation setting. CostQL is also more
discriminative; it aims at nding exactly those features necessary in approximating
the value function of the optimal policy. Furthermore, we proved its consistency with
respect to a certain class of bounded nite state machines. We showed empirically that
the resulting algorithm (FA)hQL performed equally well to the original model-based
cost, and did not require any ad-hoc modications to run on large domains such as
POCMAN.
• In Chapter 6 we presented an algorithm RLAdvice derived from DAgger, an imitation
learning algorithm, that can be used to extract ecient reactive and complete policies
from anytime algorithms such as UCT, in the full-information setting. It can also be
used to test the ability of a function approximation class to represent the optimal value
function in a given environment.
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Discussion and Future work
Throughout this thesis we have highlighted various problems that generic reinforcement
learning agents face: perceptual aliasing, exacerbated exploration vs exploitation, the diculty
of learning a good representation for a policy that the agent does not yet have, identifying
and representing long-term dependencies, computational issues, and others. We do not claim
to have fully solved any of these issues, but do hope to have oered insights and partial
solutions to some of them. We believe that the long-term dependency domain TMaze is solved
completely by using looping sux trees; new algorithms should use other test domains in
addition to TMaze to demonstrate progress. We believe, particularly in the light of Hutter
(2014), that a value-based cost has great benets in terms of capturing the exact quantity we
wish to represent. We are unsure whether CostQL is the cost function we need to optimise. We
also are unsure about whether a nal solution to the generic reinforcement learning problem
will be model-free, given the data-eciency of model-based approaches, along with their
greater ability to generalise.
The biggest problem still facing feature reinforcement learning is the reliance on a stochastic
search method. In this thesis, we treated this as a black box, and did not place too much time
or eort in optimising the insides of this box. Nguyen (2013) examined a more sophisticated
version of simulated annealing called parallel tempering but the results in this thesis weakly
indicate that it did not provide much (or any) improvement over simple simulated annealing
with appropriately tuned parameters, though it helps make the algorithm more parameter
free. The context tree maximising algorithm provided in Nguyen et al. (2012) is an FRL method
with an analytic solution to the optimal context tree, but cannot be easily generalised to other
map classes and cost functions.
A big problem that current FRL techniques have, is the need to store an uncompressed version
of the history. This can be very problematic for complex environments. For example, in the
ALE environment, an FRL agent needs to store a history of all frames (pixel matrices) seen so
far, if implemented naively. Even if better representations are used, this can be very memory
intensive.
Feature reinforcement learning is solving a complex optimisation problem. In general, an
optimisation problem with no constraints on the function class is impossible to solve. For
example, nding a minimiser of such a function on the real numbers is intractable; it is a
needle in an uncountably large haystack. Lipschitz continuous functions are one well-behaved
class for which there always exists a computable way to nd an ε-close minimiser using an
ε-grid search. Ideally, any function that we want to minimise would have nicer properties like
convexity to which we could then apply existing machinery. The cost functions dened for
ΦMDP so far do not have such properties on the map classes we dene. In order to bring
notions such as convexity to the domain, we want our map classes to be more well-behaved
with respect to the cost. For example, it is clear that the neighbourhood function we dene
for looping sux trees is not ideal, since the cost can change very quickly between two
neighbours.
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We have focussed on partially observable MDPs in this thesis, and indeed the literature
for environments more general than POMDPs is scarce. There is a jump from POMDPs to
solving all computable environments, see Hutter (2005) for example. There is room in between
POMDPs and all computable environments. PSRs (Littman et al., 2001; Singh and James,
2004), U-tree (McCallum, 1996) and FRL live in this space. New research could look further
into pushdown automata which oer the ability to count, extending the range of applicable
domains very far; indeed planning in these domains will start to approach modern general
planning techniques.
Feature reinforcement learning in the age of deep learning
The newest evolution of neural networks has taken the machine learning community by
storm. Deep learning seems to accomplish many tasks that previously took a lot of expert
knowledge. Many areas of natural language processing and computer vision have seen
signicant improvements in the last 5 years due to deep learning.
Deep learning oers a way to automatically learn features that are useful for a particular task,
usually supervised, but also occasionally unsupervised. The recent Nature paper (Mnih et al.,
2015) from Google Deep Mind showed super human performance on several ATARI games
using deep reinforcement learning (with the algorithm DQN). In the light of these (and other)
results, do we need feature reinforcement learning as proposed by Hutter (2009b)?
It would be easy to say that deep reinforcement learning is a form of feature reinforcement
learning. This may be true in some general sense, in that they are both used for learning useful
features of the environment, but the two dier in implementation and in philosophy. FRL was
intended as a principled framework for extracting useful features from very general environ-
ments. DQN is in a high-level sense, a simple (and impressive) neural net approximation of
the Q-values combined with a simple learning algorithm (Q-learning), with better engineering
and eective use of new and old tricks (for example, experience replay). DQN does not have
necessarily have the ability to perform well in partially observable environments; the ATARI
environments become fully observable when the last four frames are provided to the agent.
However, this is being addressed by extensions such as Hausknecht and Stone (2015).
There are probabilistic interpretations of neural networks (Bengio, 2000), that could enable their
use as part of the FRL framework. With CostQL, we may not even care about the interpretation,
only the ability of the neural network to model the Q-values. The NEAT framework by Stanley
and Miikkulainen (2002) and follow-up work (most recently by Hausknecht et al. (2013)
on the ALE) use genetic algorithms to evolve neural network topologies along with the
weights. FRL could be viewed as an alternative to NEAT, using neural networks as the function
approximation class and nding better topologies using a global stochastic search method. In
the end though, it may be true that there is no need to evolve topologies when a suciently
large neural network might be able to perform equally well.
In summary, while the practical applications are still unclear, theoretical advances in FRL,
such as Hutter (2014), can greatly advance other areas of reinforcement learning.
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Personal philosophical concerns
We are seeing another boom in AI at the moment. Over the last decade, the adoption of machine
learning by major technology companies like Google, Facebook, Yahoo and Microsoft along
with ambitious AI startups like Deep Mind (now owned by Google), Vicarious, NNAISense
and others, indicates that funding, at least in the private sector, is approaching an all-time
high.
There has also been recent awareness of the possibility that general AI poses an existential
risk. A recent article1 signed by Stephen Hawking, Max Tegmark, Stuart Russell and Frank
Wilczek, arguably all giants in their respective elds, said the following about the possibility
of a machine with superhuman intelligence arising.
“ One can imagine such technology outsmarting nancial markets, out-inventinghuman researchers, out-manipulating human leaders, and developing weapons
we cannot even understand. Whereas the short-term impact of AI depends on
who controls it, the long-term impact depends on whether it can be controlled at
all. ”
Good (1965) proposed that there could be an “intelligence explosion” once AI has reached
a certain threshold of intelligence, since such an AI would be able to build another, more
intelligent AI in a shorter period of time than was needed for its own creation. Nick Bostrom’s
recent book Superintelligence (Bostrom, 2014) oers great insight into the scenarios that may
occur should this happen. The orthogonality thesis (Bostrom, 2012) argues that intelligence
and (the agent’s) utility are orthogonal systems; a very intelligent agent might optimise for a
completely pointless (to humans) utility function such as the infamous (and self-descriptive)
"paperclip maximiser". Even with the best intentions of human programmers, the agent might
still behave in unexpected and unwanted ways. Bostrom also argues that any suciently
intelligent AI will pursue certain “convergent instrumental goals" that are necessary to full
any utility function (for example, self-protection and acquiring resources); furthermore, these
instrumental goals are likely to be harmful to humans.
The article quoted above was also a call-to-action for mainstream AI researchers and organi-
sations to be more aware of the risks that general AI may pose. A survey of AI researchers by
Müller and Bostrom (2014) reports that the median AI researcher believes with 50% probability
that human-level machine intelligence will happen by the year 2040 (mean 2073, std. dev
144). Early in 2015, Elon Musk donated 10 million US dollars to the Future of Life institute
(FLI) as grant money to be distributed to AI-Safety related projects. The rst round of grant
recipients was announced2 recently, and both academic institutions as well as private research
organisations were represented. This seems like a good rst step toward AI-Safety research
gaining mainstream academic acceptance.
1hp://www.independent.co.uk/news/science/stephen-hawking-transcendence-looks-at-the-implications-
of-artificial-intelligence--but-are-we-taking-ai-seriously-enough-9313474.html
2View the grant recipients at hp://futureoflife.org/AI/2015awardees.
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It is true that not knowing what a generally intelligent agent is going to look like, makes the
AI-Safety problem very hard. However, there are certain issues in AI-Safety that will need to
be solved regardless of the shape of future AGI. FLI hosts an open letter3 signed by many top
AI researchers and technocrats from all around the world, who believe that research on how
to make AI systems “robust and benecial is both important and timely, and that there are
concrete research directions that can be pursued today.” Soares and Fallenstein (2014) argue
that the issue of superintelligent value alignment should be studied formally “well in advance
of making design decisions about smarter-than-human systems.”
A related important philosophical question is asking what such an AI would experience
internally. Of course, we have only our own human experience with which we can relate to
such questions, but it does raise certain ethical issues. If future AI algorithms become “sentient
enough”4 then it seems that we would have to take into account their suering. Tomasik (2014)
makes the argument that current reinforcement learning agents might be of non-negligible
sentience and we should be careful of the treatment of future, more intelligent, reinforcement
learners. Along with some other students, we recently co-founded “People for the Ethical
Treatment of Reinforcement Learners”5 to make people aware of the possibility that future
algorithms may be worthy of moral consideration.
AI has the potential to greatly impact our current way of life in positive ways, but like any
other powerful technology comes with risks. It is important that we do not fail to address
them, given how high the stakes are. The next few decades could well be the most exciting
and important time in the eld of articial intelligence.
3hp://futureoflife.org/AI/open_leer
4Sentience, consciousness and related terms are of course currently ill-dened both within this thesis and
outside of it.
5Visit us at hp://petrl.org.
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Appendix A
Omitted Proofs
Proof of Theorem 28. This proof is due to Mineiro (2010)1. The idea behind the proof is to
consider an adversary that wants to create the least possible regression error which induces
some xed amount of regret r in the CSMC. The best way to do this would be to swap the
minimum cost class k∗ and and an adjacent class k′ such that the regression error remains small,
but the classier predicts incorrectly causing the regret r. We use this intuition, and formalise
it by framing the adversary’s problem as a constrained optimisation problem, solvable via the
KKT conditions.
Consider a particular sample x. Assume that the chosen regressor g has an error vector δx
with respect to the true cost i.e. δx(k) = g(x, k)− cx(k) for each k. Following the intuition
described above, we consider an adversary that wants to nd δx that minimises e(g) on this
instance x while causing a certain amount (r) of regret (for this instance) to the CSMC. The
adversary thus faces the following optimisation problem
min
δx
Ec∼Dc|x
1
2|K|
[
∑
k∈K
(cx(k) + δx(k)− cx(k))2
]
s.t. Ec∼Dc|x [c(h(x))]−mink∈K E(x,c)∼Dc|x [cx(k)] = r
We assume that cx(k) is dierent for every k. This can be easily imposed by adding a small
random number to each cx(k). Then, the regret r can take on exactly |K| values, one for
each decision proposed by hg. Let k∗ = argmink cx(k) be the minimum cost class. Thus the
adversary’s problem is a family of optimisation problems indexed by k′ as follows.
min
δx
1
2|K| ∑k∈K
δx(k)2
s.t.∀k 6= k′cx(k′) + δx(k′) ≤ cx(k) + δx(k)
We look at the KKT stationarity conditions in order to solve this optimisation problem. Let
us write f (δx(k)) = 12 ∑k∈K δx(k)
2 for the function we wish to minimise (since x is xed).
Thus ∇ f (δx(k)) is a K-dimensional vector, and the |K| − 1 constraints are mk(δx(k)) =
cx(k′) + δx(k′)− cx(k)− δx(k) ≤ 0 for all k 6= k′.
1Unusually, this is a blog article rather than a paper. Every step has been thoroughly checked by us.
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Stationarity gives us that for each k
−∇ f (δx(k)) = ∑
k∈K\{k′}
µk∇mk(δx(k))
where µk are the multipliers. We therefore have for k 6= k′
δx(k) =
{
µk if k 6= k′
−∑k 6=k′ µk if k = k′
Since cx(k′) < cx(k∗) we know that δx(k′) < 0. Complementary slackness gives us that for
k 6= k′, µkmk(δx(k)) = 0. Thus, δx(k) = 0 for all k 6= k′, and δ(x, k∗) = −δ(x, k′), therefore
δx(k∗) > 0. Substituting this into the constraint and keeping in mind that ∑k∈K δx(k) =
2δx(k∗), we get
cx(k′)− cx(k∗) ≤ 2δx(k∗)
=
√
|K| 1
2|K| ∑k∈K
δx(k)2
=⇒ E(x,c)∼D[cx(k′)− cx(k∗)] ≤
√
|K|E(x,c)∼D
√
1
2|K| ∑k∈K
δx(k)2
≤
√
|K|e(g)
The last inequality follows from Jensen’s inequality. Therefore, rcsmc(hg) ≤
√|K|e(g) as
required.
Appendix B
Convex Optimisation
This brief appendix contains a short introduction to some convex optimisation theory necessary
to understand the Stochastic Gradient Dual Ascent algorithm used in Chapter 6.
A function f is convex if for any two points x1 and x2 the line segment between them lies
above the graph of the function. Common examples of convex functions are ex, log x, x2, etc.
Denition 33 (Convex function). A function f is convex i for any two points x1 and x2 and
for all c ∈ [0, 1], f (cx1 + (1− c)x2) ≤ c f (x1) + (1− c) f (x2).
Additionally, a function is strictly convex if the inequality above is tight. We can also talk about
strongly convex functions which generalise the idea of strict convexity. A strongly convex
function is one that has a quadratic lower bound in the following sense.
Denition 34 (Strongly convex function). A function f is α-strongly convex if for some
parameter α ∈ R and for any two points x1 and x2, f (x1)− f (x2) ≤ O f (x)>(x1 − x2) +
α
2‖x1 − x2‖2.
In particular, if f : X → R is twice continuously dierentiable then f is strongly convex if and
only if f ′′(x) ≥ α. This last fact can be made evident via a Taylor approximation expanded to
second-order terms.
We will dene a smooth function to be one that has a Lipschitz-continuous gradient function
as follows.
Denition 35 (Smooth function). A function f is said to be β-smooth if and only if for any
x1, x2, ‖O f (x1)−O f (x2)‖ ≤ β‖x1 − x2‖.
Our goal is to solve a ridge regression problem using convex optimisation. So we wish to nd
the weights w that minimise the loss
L(w) :=
1
n
n
∑
i=1
(w>xi − yi)2 + λ2 ‖w‖
2
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L(w) is a strongly convex and 1-smooth function. In order to use SDCA, we need to dene the
Lagrangian dual of this problem. In order to do that we rst need the denition of a convex
conjugate.
A convex function f is called proper if it takes values on (−∞,+∞] and has f (x) < ∞ for at
least one x.
Denition 36 (Convex conjugate). The convex conjugate of a proper convex function f is
given by
f ∗(u) = sup
x∈X
(u>x− f (x))
The dual problem of minimising the above loss L(w) is given by
max
α∈Rn
D(α) :=
1
n
n
∑
i=1
f ∗(−αi)− λ2 ‖
1
λn
n
∑
i=1
αixi‖2
where f ∗ is the convex conjugate of f (u) = (u − yi)2 , given by f ∗(−a) = −ayi + a24 .
The variables αi are known as the dual variables, and there is an αi associated with each
training sample. SDCA does not attempt to maximise the objective with respect every dual
variable at each timestep, rather it picks a random αi at each timestep and optimises the dual
objective with respect to only this αi i.e. it assumes the others are kept constant. This results
in Algorithm 11.
In order to recover the primal parameters, dene w(α) = 1λn ∑
n
i=1 αixi. Then Shalev-Shwartz
and Zhang (2013) show that w(α∗) = w∗. Let ε be the required duality gap. Since the squared
loss is 1-smooth, Shalev-Shwartz and Zhang (2013) state that to have E[L(w)− D(α)] ≤ ε
requires a total number of iterations O(n+ 1λ ) log
1
ε .
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Algorithm 11: Stochastic Dual Coordinate Ascent by Shalev-Shwartz and Zhang (2013).
Input: starting dual parameters α(0), required duality gap ε;
w(0) = w(α(0));
Let t = 0 ;
while duality gap greater than ε do
for j = 1, ...,m do
t← t+ 1;
Pick i randomly from 1, ..., n;
Find δαi to increase dual ;
α(t) ← α(t−1) + δαiei ;
w(t) ← w(t−1) + 1λnδαixi ;
end
end
Choose a random t;
return w = w(t) ;
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Appendix C
List of Notation
Acronyms and abbreviations
AI Articial Intelligence
RL Reinforcement Learning
MDP Markov Decision Process
POMDP Partially Observable Markov Decision Process
POMDP \ R POMDP without rewards
hPOMDP history-POMDP
DBN Dynamic Bayesian Network
FRL Feature Reinforcement Learning
MCTS Monte-Carlo Tree Search
UCT Upper-condence bound for trees
TD Temporal Dierence
FA Function Approximation
MC-AIXI-CTW Monte-Carlo AIXI with Context Tree Weighting
PSR Predictive State Representation
MSBE Mean-squared Bellman error
MSPBE Mean-squared Projected Bellman error
LSTM Long short-term memory is a type of neural network architecture.
PAC Probably Approximately Correct algorithm
OCost the original cost function by Hutter (2009b).
CostQL the model-free cost function dened in Chapter 5.
Sets
N set of natural numbers, including zero
R set of real numbers
S set of states
A set of actions
R set of rewards
O set of observations
|S| size of the set S
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Other notation
i if and only if
i.e. "that is" from the Latin "id est"
w.r.t with respect to
etc. "and so on" from the Latin "et cetera"
e.g. "for example" from the Latin "exempli gratia"
(a, b] an interval in R that is open at a closed at b
min \max minimum or maximal element of a set
argminx∈X f (x) (usually) the x ∈ X that minimises f (x) with ties broken arbitrarily
(sometimes) the set of all x ∈ X that minimise f (x)
i, k, n (usually) natural numbers
∞ innity
:= dene
=⇒ implies
⇐⇒ if and only if
f : A; B denes a stochastic mapping f between A and B
such that there exists a function p : A× B→ [0, 1]
where p(a, b) is the probability that f (a) = b.
∝ proportional to
∀, ∃ for all, there exists
q.e.d, "which had to be proven"√
x square root of x
limn→∞ limiting value of argument as n tends to innity
∑Ni=1 summation from i = 1 to n (inclusive)
∏Ni=1 product from i = 1 to n (inclusive)
Iy(x) the indicator function that is 1 when x=y and 0 otherwise
log logarithm to any basis
logb logarithm to basis b
ε a small positive number
e (usually) the empty history
‖x‖p p-norm of a vector x
γ discount rate for a geometrically discounted environment
T(s′ | s, a) transition probabilities for the transition s a→ s′.
Ω(o | s) emission probability of observation o in state s
pi,pi∗ policy, (an) optimal policy
Vpi(s) value of state s following policy pi
Qpi(s, a) value of state-action pair (s, a) following policy pi
V∗(s) value of state s following the optimal policy
Q∗(s, a) value of state-action pair (s, a) following the optimal policy
x1:n a sequence of length n, x1, x2, . . . xn.
CL(x1:n) the code-length of a sequence x1:n
t (usually) time step
st, at, ot, rt the state, action, observation or reward at time step t
139
ht a history sequence of the agent’s interaction with the environment
up to (and including) time step t
φ(ht) a map from a history ht to a state s.
uni f orm(0, 1) a uniform distribution over [0,1].
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