Abstract. We prove a uniform isoperimetric inequality for all time along the twisted Kähler-Ricci flow on Fano manifolds.
introduction
The classical isoperimetric inequality states that for Borel set Ω ∈ R n (n ≥ 2) with finite Lebesgue measure |Ω|, the ball with the same measure has a lower perimeter, that is,
where P (Ω) is the distributional perimeter of Ω which coincides with the classical n − 1-dimensional area of ∂Ω if Ω has smooth boundary and ω n is the volume of unit ball in R n . It is also well-known that equality holds in (1.1) if and only if Ω is a ball B in R n . De Giorgi [21] (see also [22] for English version) proved (1.1) for the first time in the general framework of sets with finite perimeter. Then there is a long and complex history of the various kinds of proofs and differential formulations of the isoperimetric inequality(see [2, 4, 6, 16, 31, 41] and references therein).
Indeed, we can understand "isoperimetric inequality" as any inequality relating to two or more geometric and/or physical quantities associated to the same set which is called optimal in the sense that the equality sign holds for some set or in the limit as the set degenerates(see [34] ). For example, there is a quantitative version of the isoperimetric inequality so-called Bonnesen type inequality named by Osserman [31] (see also [1, 3, 18, 25, 26, 32] ). For the Bonnesen type inequality, there is Hall's Conjecture solved by [17] which states that for any Borel set Ω ⊂ R n (n ≥ 2) with 0 < |Ω| < ∞, there exists a constant C(n) such that λ(Ω) ≤ C(n) D(Ω). There are a number of practical uses of isoperimetric inequalities as noted in the preface of Pólya-Szegö [35] . By making use of such inequalities, one can deduce estimates of physical quantities in terms of geometric ones, or not easily accessible quantities in terms of more easily computable ones which may be precise enough for practical purposes. Isoperimetric inequalities are also useful in various kinds of initial and/or boundary problems (see for example [33, 34] and references therein).
In the case of geometric flow, Hamilton [24] obtained an isoperimetric estimate for the Ricci flow on the two sphere. For complex 2-dimensional Kähler-Ricci flow, Chen-Wang [7] proved that the isoperimetric constant for (M, g(t)) is bounded from below by a uniform constant. Here g(t) is the solution of the Kähler-Ricci flow (see (1.2) with θ ij ≡ 0). Later, Tian-Zhang [42] proved that, for all complex n-dimensional Kähler-Ricci flow on Fano manifolds, the isoperimetric constant for (M, g(t)) is also bounded from below by a uniform constant.
In this paper, we obtain a uniform estimate of lower bound on isoperimetric constant along the twisted Kähler-Ricci flow on Fano manifolds. To be precise, we need some notations and definitions. Let M be a real n(= 2m) dimensional Fano manifold with Kähler form ω 0 associated to the Kähler metric g 0 . We consider the twisted Kähler-Ricci flow (See [11, 29, 48] and the references therein)
where θ is a closed semi-positive (1, 1) form and
Here ω(x, t) = √ −1g ij (x, t)dz i ∧ dz j associated to the Kähler metric g(x, t). For convenience, we denote
We know that Proposition 1.1. For the twisted Kähler-Ricci flow (1.2) on Fano manifolds, there exist uniform positive constants C, κ and C S such that
(B(x, r, t)) ≥ κr n , for any t > 0 and r ∈ (0, diam(M, g(t))), (e) Vol g(t) (B(x, r, t)) ≤ κ −1 r n , for any t > 0 and r > 0,
Items (a)-(d) in Proposition 1.1 can be founded in [11, 29] and items (e)-(f) in Proposition 1.1 can be founded in [14] . Since the volume of (M, g(t)) is a constant, from item (e) in Proposition 1.1, there exists a uniform constant β > 0 such that
In the case of Kähler-Ricci flow, that is, θ ij ≡ 0, Items (a)-(d) in Proposition 1.1 is due to Perelman (See [39] ). Item (e) in Proposition 1.1 belongs to [8, 47] and item (f) was established by [44, 45, 46] .
As a consequence of Proposition 1.1, we can deduce our main theorem as follows. 
where S 1 > 0 is a uniform constant depending only on g 0 and C is a positive numerical constant. The Sobolev inequality (1.4) implies isoperimetric inequality
where C I > 0 is a uniform constant depending only on g 0 . Remark 1.1. From Theorem 1.2, we can get a uniform lower bound for the isoperimetric constant in (M, g(t)) as follows. There holds
where V is a subdomain of M such that ∂V is an n − 1 dimensional submanifold of M, and δ is a positive constant depending only on initial metric g 0 . A proof can be found in Section 5.1 of [9] . Remark 1.2. In the case of Kähler-Ricci flow, the theorem and the isoperimetric inequality above were obtained in Tian-Zhang [42] . 3 
some basic gradient estimates
In this section, we give some gradient estimates of harmonic function and solution to heat equation on n ≥ 3 dimensional Riemannian manifold M with a fixed Riemannian metric g. We need the assumptions as follows.
where A is a positive constant. Assumption 2. There exists a positive constant Λ such that
Assumption 3. There exists a symmetric 2-tensor S such that the Ricci curvature R ij ≥ S ij and
∞ (M, R), P and Q are both (2, 2)-tensors and P is parallel. Moreover, assume P ∞ ≤ 1 and Q ∞ ≤ 1.
In particular, for the twisted Kähler-Ricci flow (1.2),
is such a kind of tensor.
Lemma 2.1 (Moser [30] ). Let (M, g) be an n-dimensional Riemannian manifold and u be a non-negative solution of parabolic equation
where C > 0 is a numerical constant and 0 < σ < µ < 1, 0 < τ < θ < 1.
Proof. For any ϕ ∈ C ∞ (M × [0, ∞)) with support in B(x 0 , µr), combining (2.2) and the Stokes' theorem, we have From the Cauchy-Schwarz inequality, we get
Using (2.5) and (2.6), we arrive at
Now choose ϕ(x, t) = ϕ 1 (dist(x 0 , x))ϕ 2 (t), where
and
Then we have
) be an n-dimensional Riemannian manifold satisfying Assumptions 1,2,3. Then (a) for smooth harmonic function u in B(x 0 , r) with r ≤ d, we have
where C is a positive constant depending only on A, n, P, Q and ∇L ∞ .
(b) for a non-negative smooth funtion u on M × [0, ∞) satisfying
we have
where 0 < η ≤ 1 is a parameter,t = min{t, d 2 } and C depends only on n, A and ∇L ∞ .
Proof. Proof of Item (a).
Since u is a harmonic function, it follows from the Bochner's formula that
Setting f = |∇u| 2 , for p ≥ 1, from the Stokes' theorem, we can get
Using the Cauchy-Schwarz inequality, we deduce
Combining (2.11), (2.12) and (2.13) together, we obtain
(2.14) Taking
,
(2.15) Due to the Stokes' theorem and the fact that P is parallel, we derive
(2.16) From the Young's inequality, we have 
(2.18)
Moreover, we also have
(2.19) By the Cauchy-Schwarz inequality, we can get
Using the Cauchy-Schwarz inequality again, we also obtain
Therefore, combining (2.16)-(2.22), we can deduce
Substituting (2.23) into (2.15) yields
where C is independent of p.
from the Sobolev inequality (2.1), we have
that is, for p ≥ 2, we get
(2.24)
For q ∈ (0, 2), applying the Young's inequality we deduce
Therefore, by Lemma 4.3 in [27] we have
in the cut-off function ψ, we have
Therefore, we can deduce (2.8).
Proof of Item (b). Since u is a non-negative solution of (2.9), using the Bochner's formula again, we have ∆|∇u|
ψ is also the cut-off function in the proof of Item (a). For p ≥ 1, also setting f = |∇u| 2 , from (2.25), we can get
On the other hand, we also have
(2.27)
Similar to the process to get (2.15), from (2.26) and (2.27), we derive
(2.28) Substituting (2.23) into (2.28), we arrive at
where we use the facts that d ≤ 1 and p ≥ 1.
Define
Multiplying both sides of (2.29) by η(t), it leads to
From the Sobolev inequality (2.1) and (2.30), we have
for p 0 ≥ 2 fixed, then (2.31) implies
(2.32)
from (2.32), we have
(2.33)
where C depends on p 0 , A, n, ∇L ∞ and the upper bound of diam(M). Taking p 0 = 2, from the inequality above, we get sup
Combining (2.34) and (2.35), we deduce
Then from Lemma 4.3 in [27] , we have
, we get
ηt B x 0 ,
where 0 < η ≤ 1 is a parameter. Applying Lemma 2.1, we have
which leads to (2.10) as required.
Lemma 2.3 (Grigor'yan [23] and Saloff-Coste [36] ). Let (M, g) be an n-dimensional Riemannian manifold satisfying Assumptions 1, 2. Assume that u is a smooth harmonic function in B(x 0 , r) where
There exists a positive constant
36)
where 0 < p < +∞ and 0 < σ < µ ≤ 1.
In addition, denotet = min{t, d 2 } and
If u is a solution of heat equation (2.9) in the space time cube M × [0, +∞], then given 0 < δ < 1, there holds
where C 2 depends on A and p with 0 < p < +∞ and 0 < η ≤ 1 is a parameter.
Proof. Using the Sobolev inequality (2.1), by the standard Moser's iteration, we can deduce (2.36) and (2.37). Here we omit the details of the proof. (See for example Grigor'yan [23] and Saloff-Coste [36] .)
Denote by H(x, y, t) the heat kernel of heat equation (2.9). We have the following estimates for the heat kernel. tions 1, 2 and 3. Then we have
(2.38)
, (2.39)
2 }, C 1 depends on A, Λ and n, and C 2 depends on A, Λ, n and
Proof. Fix λ ∈ R and a bounded function ψ satisfying |∇ψ| ≤ 1. For any nice complex function f , set f z (y) = e λψ(y) e z∆ (e −λψ f ) (y) for z = te
ε, where 0 < ε ≪ 1 is a small parameter. Saloff-Coste [37] proved
where f ∈ L 2 (M) is a real function. The function u satisfies the heat equation (2.9).
Thus, from (2.37), we have
Here for later use, we take 0 < η ≪ 1 determined later.
Multiplying both sides of (2.41) by e 2λψ(x) , from (2.40), we get
Take cut-off function ϕ(z) such that ϕ(z) = 1 on B(y, ηt) and ϕ(z) = 0 on M − B(y, (1 + ǫ) ηt), where 0 < ǫ ≪ 1 small enough. Choosing
we obtain
.
(2.43)
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Considering H(x, z, t) as a function of z, from (2.42) and (2.43), we deduce
By using (2.37), we have
H(x, y, t) ≤ C(1 + ηt)
Combining (2.10) and (2.44), we can derive
Finally, taking ψ such that ψ(x) − ψ(y) = dist(x, y) and
we can deduce (2.38) and (2.39).
Lemma 2.5. Let (M, g) be an n-dimensional Riemannian manifold satisfying Assumptions 1, 2 and 3. Then we have
Proof. Since for t ∈ (0, d 2 ], from (2.38), we have
By Assumption 2 and Theorem 7.2 in [13], we can deduce
Combining (2.39) and (2.48), for 0 < t ≤ d 2 , we get
In particular, for 0 < t ≤ d 2 , we have
and for a small enough
By the standard iteration (see Pages 394-395 of [43] ), we can get (2.47).
Remark 2.1. More details about diagonal lower bound of heat kernel can be found in [12] . Lemma 2.6. Let (M, g) be an n-dimensional Riemannian manifold satisfying Assumptions 1, 2 and 3. Then for any f ∈ C ∞ (M, R), we have Poincaré inequality
where C depends on A, n, Λ and ∇L L ∞ and
Proof. Applying (2.47) and Assumption 2, we have
is the solution of heat equation (2.9) on M. By the lower bound of H, we can get
(2.51)
Integrating on M for (2.51), we derive
of z is also the solution of heat equation (2.9). Thus, from (2.37) and (2.60), for t ≥ 10β 2 , we can derive
where C 2 and C depend on A, n, Λ, β and ∇L L ∞ (M ) .
Noticing
by (2.38) and (2.61), we can prove Item (a).
Item (b) follows from Item (a) and (2.8).
Proof of Theorem 1.2
In this section, for convenience, denote by |Ω| the volume of the set Ω with respect to the metric g. For any f ∈ C ∞ (M, R), the Hardy-Littlewood maximal function Mf is defined by
and we also define
Lemma 3.1. Let (M, g) be a real n-dimensional Riemannian manifold satisfying Assumption 2. Then for any f ∈ L 1 (M) and γ > 0, there holds
where C depends only on Λ and n.
Proof. The ideas comes from Chapter 3 in [20] (see also [10, 40] ). For any x ∈ {x|(Mf )(x) > γ} =: S γ , there exists r x such that 1
Obviously, {B(x, r x )|x ∈ S γ } is an open covering of S γ . For any 0 < c < |S γ |, from measure theory (see for example Theorem 2.40 in [20] ), there exists a compact set K such that |K| > c and finitely many balls, saying B(x 1 , r x 1 ), · · · , B(x p , r xp ), cover K. Let B(x i 1 , r x i 1 ) be the ball with the largest radius in B(x i , r x i ), let B(x i 2 , r x i 2 ) be the ball with the largest radius in B(x i , r x i )'s that are disjoint from B(x i 1 , r x i 1 ), B(x i 3 , r x i 3 ) the ball with the largest radius in B(x i , r x i )'s that are disjoint from B(x i 1 , r x i 1 ) and B(x i 2 , r x i 2 ), and so on until the list of B(x i , r x i ) is exhausted. According to the construction above, if B(x i , r x i ) is not the one of the B(x i j , r x i j )'s, there is a j such that B(x i , r x i ) ∩ B(x i j , r x i j ) = ∅, and if j is the smallest integer with this property, the radius of B(x i , r x i ) is at most that of B(x i j , r x i j ). Therefore B(x i , r x i ) ⊂ B(x i j , 3r x i j ) and then
Therefore, from Assumption 2, we have
Letting c −→ |S γ |, we can deduce the desired conclusion.
Lemma 3.2. Let (M, g) be a real n-dimensional Riemannian manifold satisfying Assumption 2. Then for any f ∈ L 1 (M) and µ > 0, there holds
where C depends only on Λ, n and α.
Proof. Denote
Then for 0 < ε < d, we have
Thus, Lemma 3.1 and (3.2) implies
By Assumption 2 we derive
where C depends only on Λ and n. We remark that (I α,2 f )(x) = 0 if ε > d.
Combining Lemma 3.1 and (3.4), we arrive at
, which implies (3.1) as desired.
Remark 3.1. Lemma 3.2 can be found in [5] in the case of Euclidean space. Another similar definition so-called Riesz Potential of order 1 can be found in [42] . where C is a constant depending on A, Λ, n and ∇L L ∞ (M ) . Thus, the lemma follows from Lemma 3.2 and (3.7).
Lemma 3.4. Let (M, g) be a real n-dimensional Riemannian manifold satisfying Assumption 1, 2 and 3. Then for any f ∈ C ∞ (M, R), there holds
8)
where C is a constant depending on A, Λ, n and ∇L L ∞ (M ) and C 1 is a numeral number.
Proof. The proof can be found in [42] (see also [5, 15] ). For completeness, we rewrite it here. If for any f ∈ C ∞ (M, R) with M f dµ = 0, (3.8) holds, then for any f ∈ C ∞ (M, R), by the Minkowski inequality, we have . For k ∈ Z, we have
where Using (3.10), we can deduce
(3.12)
