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ABSTRACT
Multiscale image fusion fuses information from two source im-
ages at different levels of detail. This paper discusses the limits of
multiscale image fusion from an algebraic perspective and discusses
the constraints that guide the identification of zero and infinity im-
ages and also their impact on fusion algorithms and metrics.
Index Terms— MSD Fusion, Zero Image, Infinity Image
1. INTRODUCTION
Image fusion process requires clear identification of inputs, outputs,
processing, and, most importantly, an evaluation mechanism. As il-
lustrated in Fig. 1, the multi-scale-decomposition (MSD) framework
subdivides the fusion process into five stages. It allows the selection
of the multi resolution transform, activity level, grouping, combin-
ing, and consistency verification methods [1]. The main reason for
using MSD or pyramids transforms is the need to perform fusion
at different levels of detail. In the early 80’s Burt et al. [2] intro-
duced the first pyramid representation of images and its applications
in image processing. Then researchers have developed several forms
of image pyramids like laplacian, ratio, contrast, and gradient pyra-
mids [2–6]. They all have the same concept of filtering, subtracting
to obtain high frequencies and down sampling the low frequencies.
Many applications made use of these pyramids like encoding, com-
pression, segmentation, target tracking, and image fusion. In fusion
context, source images are analyzed into the same number of lev-
els of detail. Then magnitudes of corresponding frequencies from
source images at the same level of detail are averaged to produce the
new frequencies in the fused image.
Algebraic imaging provides a unified framework, based on solid
mathematical background, within which families of algorithms, data
structures, and models can be developed [8]. It sets the constraints
that govern the design of algorithms, structures, and metrics. In this
paper multi-scale image fusion limits are identified and discussed
from an algebraic point of view. The objective of this paper is to
derive formulae that control the identification of zero and infinity
images and prove the duality between fusion operators and quality
metrics. Such formulae can form a system of equations that can
either identify the failure point of a fusion operator/metric combina-
tion; or automatically deduce fusion operator/metric combinations
within a selected domain of input images.
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Fig. 1. Generic MSD Image Fusion Framework [7]
Throughout this paper, a fusion algorithm will be referred to as
fusion operator ⊕ and a quality metric will be referred to with a
dissimilarity function Δ. The rest of this paper is organized as fol-
lows. Section 2 presents the formulation of the generic multiscale
decomposition (MSD) framework of image fusion. Section 3 derives
the constraints and features defining zero and infinity images. Sec-
tion 4 presents the experiments measuring how good these images
are performing as identity and absorbing images in fusion. Finally,
Section 5 concludes and introduces to possible future advancements.
2. MSD FORMULATION
Let Rm,n be the set of all raster images of size m × n in a certain
application domain. A set of pyramid representations of images in
Rm,n is defined with a direct product as;
P lm,n =
l∏
i=0
Rmi,ni (1)
where l is number of levels of details. An ordered tuple of raster im-
ages
(
x(l), x(l−1), ..., x(1), x(0)
)
∈ P lm,n is called a pyramid rep-
resentation of the image x ∈ Rm,n and is denoted with boldfaced x.
The functions Ψ↑l,σ : Rm,n → P lm,n and Ψ↓l,σ : P lm,n → Rm,n are
called pyramid analysis and synthesis functions [9], respectively.
Let Gσ is a zero-mean gaussian low pass filter with a standard
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deviation of σ. Pyramid analysis function Ψ↑l,σ : Rm,n → P lm,n is
defined recursively according to the desired level of details. It filters
the input image with a gaussian low pass filter Gσ , subtracts it from
the original signal, and analyzes Ψ↑l−1,σ(x
↑2) as follows;
Ψ↑l,σl(x) =
(
X −X ·Gσl ,Ψ↑l−1,σl−1
(
x↑2
))
(2)
Ψ↑0,σ0(x) = x (3)
where X = F [x] is the spectrum of image x and is derived using
fourier transform F . Conversely, the synthesis function Ψ↓m,n,σ :
P lm,n → Rm,n is defined as follows;
Ψ↓l,σl(x) = x
(l) + Ψ↓l−1,σl−1(x
(0..l−1))
↓2 · 2Gσl−1 (4)
Ψ↓0,σ0(x) = x
(0) (5)
The MSD fusion operator is defined as ⊕ : P lm,n × P lm,n →
P lm,n. It performs fusion on corresponding levels of details in source
images. A raster dissimilarity metric is defined as Δm,n : Rm,n ×
Rm,n → R. Many image quality measures can be used as raster
dissimilarity metric. Mean square error (MSE), entropy, signal-to-
noise ratio (SNR), information measures (IM) [10], and UQI/SSIM
[11, 12] are good examples of dissimilarity metrics. However, com-
paring information encapsulated at different levels of details of im-
ages provide a more realistic understanding of information trans-
ferred from source images to the fuse image [13, 14]. A real valued
function Δlm,n : P lm,n × P lm,n → R is called an metric [15] if and
only if it satisfies the following conditions for all x, y and z ∈ P lm,n;
Δlm,n(x,y) ≥ 0 (6)
Δlm,n(x,y) = Δ
l
m,n(y,x) (7)
Δlm,n(x,y) = 0↔ x = y (8)
z = x⊕ y → Δlm,n(x, z) < Δ
l
m,n(x,0) +
Δlm,n(y,0)
(9)
The net quality distance will then be calculated using Minkoweski
norm as follows;
Δlm,n(x,y) =
[
l∑
i=0
Δm,n
(
x(i), y(i)
)p]1/p
(10)
In [13], Wang et al. have presented a multi-scale solution of the
universal quality index. It estimates structural dissimilarity between
images at different levels of details. The overall dissimilarity is cal-
culated as geometric average of dissimilarities calculated at all lev-
els.
Δlm,n(x,y) =
l∏
i=0
Δm,n
(
x(i), y(i)
)αi
(11)
where
∑l
i=0 αi = 1.
3. ZERO AND INFINITY IMAGES
Figure 2 shows the desired effect of fusion with zero and infinity
images as described by Ritter in [8]. According to Ritter’s defini-
tions, a zero image is an image that has nothing to add to the other
Fig. 2. Image fusion cases. Left: Fusion with Zero (x ⊕ 0 = x).
Middle: Typical fusion case (x⊕y = z). Right: Fusion with Infinity
(x⊕∞ =∞).
source image. On the other hand, an infinity image is a fully in-
formative image that can absorb all information in the other source
image. Practically, there is no ultimate zero or infinity images, un-
less there exists a fusion system that suits, without customization, all
kinds of applications and domains.
3.1. Zero Image
As discussed in Fig. 2a the image resulting from fusing an arbi-
trary image x with a zero image should equal exactly to the image x.
Considering Eq. 8, two images can be equal if and only if their dis-
similarity metric equals to zero. Therefore, a zero image is defined
as follows;
Definition 1
An identity element
(
0(l), ..., 0(1), 0(0)
)
∈ P lm,n is called a
zero image pyramid and denoted as boldfaced 0 if and only if it
satisfies;
Δlm,n (x⊕ 0,x) = 0 (12)
Considering an MSD generic framework for image fusion that
selects the maximum of high frequencies using consistency verifi-
cation [1] and averages the low frequencies, a zero image can be as
simple as any zero contrast image. However, selecting a single col-
ored image to represent zero images does not seem correct because
it is not a unique element and causes a luminance offset in the re-
sulting fused image. Analyzing source images into more levels of
details guarantees high chances of the zero-magnitude high frequen-
cies and a slimmer chance for the DC component to participate in the
fusion process as shown in Fig. 3. The fact that there is no absolute
zero leads us to approximations. A zero image that does participate
in the fusion process and does not change the result exists only if the
following condition holds for all x ∈ P lm,n;
lim
l→∞
Δlm,n(x⊕ 0,x) = 0 (13)
3.2. Infinity Image
Fusing an arbitrary image x with an infinity must produce an image
that has no difference from the infinity itself as show in Fig. 2b.
Considering Eq. 8, an infinity image is defined as follows;
Definition 2
An absorbing image
(
∞(l), ...,∞(1),∞(0)
)
∈ P lm,n ∪ ∞ is
called an infinity image pyramid and denoted∞ if and only if it
satisfies;
Δlm,n (x⊕∞,∞) = 0 (14)
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Fig. 3. Zero Pyramid Analyzed at 6 Levels of Details
While the infinity image can be as simple as a white noise on all
levels of details. The unidentifiability of the ultimate infinity in real
life motivated the search for numerical approximations. Since the
fusion algorithms employ consistency verification on high frequency
selection, an infinity image should maintain the highest magnitudes
for high frequencies at all levels of details and a DC component (lu-
minance) that is close enough to base frequencies of all the images
participated in the fusion system customization. On the other hand,
selecting highest magnitudes for all frequencies will result in a near
zero image. Furthermore, the resulting infinity image is still very
sensitive to change in the low pass filter Gσi|0..l used in deriving the
pyramid structure as shown in Fig. 4. An infinity image provides
better information to be chosen by a fusion algorithm if and only if
the following condition holds for all x ∈ P lm,n;
lim
l→∞
Δlm,n(x⊕∞,∞) = 0 (15)
4. EXPERIMENTAL RESULTS
This section describes experiments carried out to determine how ac-
curate the approximated zero and infinity images are. This experi-
ment considers a single colored (zero) image and a semi-white noise
infinity image with amplified magnitudes of high frequencies. Both
images are fused with 25 images spanning a set of most fusion cases
including smooth, crisp sharpened, equalized, textured, inverted, and
previously fused [16]. The fusion has been performed at 6 levels
of detail (derived by laplacian analysis) and the average quality dis-
tances (MS-SSIM) [13] Δlm,n(x⊕0,x) and Δlm,n(x⊕∞,∞) have
been calculated and plotted.
Fig. 5 shows how Δlm,n(x ⊕ 0,x) tends to zero as the number
of levels l increases. The high frequency selection method does not
seem to be causing much difference, since the zero image is only a
DC component (A0 cos(0) in the spectrum). On the other hand, in
Fig. 6, the error decreases dramatically when more levels of details
are used. Consistency verification method records the lowest and fast
diminishing error curve of Δlm,n(x ⊕∞,∞). This is because fus-
ing with the infinity image depends mainly on selecting the correct
high frequencies. In conclusion, testing a fusion algorithm/metric
combination against the zero and infinity images provides an indi-
cation about how this combination has the ability to ignore unnec-
essary information and to favor important features in source images,
respectively.
Fig. 4. Infinity Pyramid Analysis at 6 Levels of Details
5. CONCLUSIONS AND FUTURE WORK
This paper introduces to the algebraic concepts of zero and infinity
images in multiscale image fusion. It also presents limits and con-
straints that define the actual zero and infinity images, shows how
they constrain the design of both fusion operator ⊕ and quality met-
ric Δlm,n, and identifies an open problem of customizing an MSD
fusion framework given an arbitrary training set of domain specific
images, an identified zero image, and an identified infinity image.
Customizing an algebraic fusion framework or identifying zero
and infinity images can then be done in several ways like selecting
the optimum set of low pass filters Gσi|0..l , tuning weighting factors
of MSD fusion algorithms and quality metrics. Equations Eq. 13
and Eq. 15 can then serve as objective functions to customize the fu-
sion system numerically. In fact, the two equations form a system of
equations in four variables, namely ⊕, Δlm,n, 0, and∞. Choosing
⊕ and Δlm,n allows identifying the the points at which the fusion
system fails to add more information from one or both source im-
ages. Alternatively, choosing arbitrary values for 0 and ∞ allows
deducing the best fusion algorithm/metric combination.
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