This paper explores the following question: what kind of statistical guarantees can be given when doing variable variable in high dimensional models? In particular, we look at the error rates and power of some multi-stage regression methods. In the first stage we fit a set of candidate models. In the second stage we select one model by cross-validation. In the third stage we use hypothesis testing to eliminate some variables. We refer to the first two stages as "screening" and the last stage as "cleaning."
Introduction
Several methods have been developed lately for high dimensional linear regression such as the lasso, lars and boosting. There are two ways to use these methods. The first is to find models with good prediction error. The second is to estimate the true "sparsity pattern," that is, the set of covariates with nonzero regression coefficients. These goals are quite different and this paper will deal only with the second goal. Other papers on this topic include Meinshausen and Bühlmann (2006) , Candes and Tao (2005) , Wainwright (2006) , Zhao and Yu (2006) , Zou (2006) , Fan and Lv (2006) , Meinshausen and Yu (2006) , Tropp (2004 ), and Donoho (2004 . In particular, the current paper builds on ideas in Meinshausen and Yu (2006) and Meinshausen (2005) .
Let (X 1 , Y 1 ), . . . , (X n , Y n ) be iid observations from the regression model
where ǫ ∼ N(0, σ 2 ), X i = (X i1 , . . . , X ip ) T ∈ R p and p = p n > n. Let X be the n × p design matrix with j th column X •j = (X 1j , . . . , X nj ) T and let Y = (Y 1 , . . . , Y n ) T . Let D = j : β j = 0 be the set of covariates with nonzero regression coefficients. Without loss of generality, assume that D = {1, . . . , s} for some s. A variable selection procedure D n maps the data into subsets of S = {1, . . . , p}.
The main goal of this paper is to derive a procedure D n such that
that is, the asymptotic type I error is no more than α. To the best of our knowledge, there are no existing procedures that give such guarantees when p n >> n with the exception of Meinshausen and Bühlmann (2006) who control a different error measure. Their method guarantees lim sup n→∞ P( D n ∩ V = ∅) ≤ α where V is the set of variables not connected to Y by any path in an undirected graph.
Our procedure involves three stages. In stage I we fit a suite of candidate models, each model depending on a tuning parameter λ,
In stage II we select one of those models S n using cross-validation to select λ. In stage III we eliminate some variables by hypothesis testing. Schematically:
It is essential that S n has two properties as n → ∞:
and
where k n = o(n) and |M| denotes the number of elements in a set M. Condition (3) ensures the validity of the test in stage II while condition (4) ensures that the power of the test is not too small.
Without condition (3), the hypothesis test in stage III would be biased. We will see that the power goes to 1, so taking α = α n → 0 implies consistency: P( D n = D) → 1. For fixed α, the method also produces a confidence sandwich for D, namely,
To fit the suite of candidate models, we consider three methods. In Method 1,
where β j (λ) is the lasso estimator, the value of β that minimizes
In Method 2, take S n (λ) to be the set of variables chosen by forward stepwise regression after λ steps. In Method 3, marginal regression, we take
where µ j is the marginal regression coefficient from regressing Y on X j . (This is equivalent to ordering by the absolute t-statistics since we will assume that the covariates are standardized.) In the signal processing literature, these three methods are called basis pursuit, orthogonal matching pursuit and thresholding; see, for example, Tropp (2004 Tropp ( , 2006 and Donoho (2004) .
Notation. Let ψ = min j∈D |β j |. Define the loss of an estimator β by
where Σ n is the empirical covariance matrix. For β ≡ β(λ) depends on λ we write L(λ) instead of L( β(λ)). If M ⊂ S, let X M be the design matrix with columns (X •j : j ∈ M) and let
Y denote the least squares estimator, assuming it is well-defined. Write X λ instead of X M when M = S n (λ). When convenient, we extend β M to length p by setting
We use the norms:
If C is any square matrix, let φ(C) and Φ(C) denote the smallest and largest eigenvalues of C.
Also, if k is an integer define
We will write z u for the upper quantile of a standard Normal, so that P(Z > z u ) = u where Z ∼ N(0, 1).
Summary of Assumptions.
We will use the following assumptions throughout.
(A2) The dimension p n of X satisfies p n ≤ c 1 e n c 2 for some c 1 > 0 and 0 ≤ c 2 < 1.
(A4) lim sup n→∞ Φ n (n) ≤ C < ∞ and lim inf n→∞ φ n (a n log n) ≥ κ > 0 where a n is a slowly increasing function, such as a n = log log n.
(A5) The columns are standardized to have mean 0 and n
Because of (A5) we include no intercepts into the regressions. The assumptions can be weakened at the expense of more complicated proofs. In particular, we can let s increase with n and ψ decrease with n. For example, choosing s n /k n ≤ ψ n /2 and k n log p n /n ≤ ψ n /2 would suffice where k n is the maximum number of variables included in the model. Similarly, the Normality and constant variance assumptions can be relaxed.
Error Control
Define the type I error rate q( D n ) = P( D n ∩D c = ∅) and the asymptotic error rate lim sup n→∞ q( D n ).
We define the power π( D n ) = P(D ⊂ D n ) and the average power
It is well known that controlling the error rate is difficult for at least three reasons: correlation of covariates, high dimensionality of the covariate and unfaithfulness (cancellations of correlations due to confounding). Let us briefly review these issues.
It is easy to construct examples where, q ≤ α implies that π ≈ α. Consider two models for random variables Z = (Y, X 1 , X 2 ):
Under models 1 and 2, the marginal distribution of Z is P 1 = N(0, Σ 1 ) and
where
Given any ǫ > 0 we can choose ρ sufficiently close to 1 and τ sufficiently close to 0 such that Σ 1 and Σ 2 are as close as we like and hence d(P n 1 , P n 2 ) < ǫ where d is total variation distance. It follows that
Thus, if q ≤ α then the power is less than α + ǫ.
Dimensionality is less of an issue thanks to recent methods. Most methods, including those in this paper, allow p n to grow exponentially. But all the methods require some restrictions on the number s of nonzero β j 's. In other words, some sparsity assumption is required. In this paper we take s fixed and allow p n to grow.
False negatives can occur during screening due to cancellations of correlations. For example, the correlation between Y and X 1 can be 0 even when β 1 is huge. This problem is called unfaithfulness in the causality literature; see Spirtes, Glymour and Scheines (2001) and Robins, Spirtes, Scheines and Wasserman (2003) . False negatives during screening can lead to false positives during the second stage.
Let µ j denote the regression coefficient from regressing Y on X j . Fix j ≤ s and note that
then µ j ≈ 0 no matter how large β j is. This problem can occur even when n is large and p is small.
For example, suppose that β = (10, −10, 0, 0) and that ρ(
Marginal regression is extremely susceptible to unfaithfulness. The lasso and forward stepwise, less so. However, unobserved covariates can induce unfaithfulness in all the methods.
Loss and Cross-validation
Let X λ = (X •j : j ∈ S n (λ)) denote the design matrix corresponding to the covariates in S n (λ) and let β(λ) be the least squares estimator for the regression restricted to S n (λ), assuming the estimator is well defined. Hence,
is the hat matrix. When convenient, we extend β(λ) to length p by setting β j (λ) = 0 for j / ∈ S n (λ).
Loss
Now we record some properties of the loss function. The first part of the following lemma is essentially Lemma 4 of Meinshausen and Yu (2006) .
Hence, if m n /n → 0 and lim inf n→∞ φ n (m n ) > 0 then
Cross-validation
The simplest version of cross-validation is obtained by randomly splitting the data into two parts
. . , n 1 and V i = −1 for i = n 1 + 1, . . . , n where n 1 = n/2 if n is even and where n 1 = (n + 1)/2 if n is odd. Let
and π is a random permutation of {1, . . . , n}. Then set
Construct β(λ) from D 1 and let
Let X denote the design matrix from the second half of the data and let ǫ denote the error terms.
We would like L(λ) to order the models the same way as the true loss L(λ). This requires that, 
Then there exists a sequence of random variables δ n = O P (1) that do not depend on λ or X, such that, with probability tending to 1,
Multi-Stage Methods
The multi-stage methods use the following steps. Randomly split the data into three parts
and D 3 which we take to be of equal size.
1. Stage I. Use D 1 to find S n (λ) for each λ.
2. Stage II. Use D 2 to find λ by cross-validation and let S n = S n ( λ) 3. Stage III. Use D 3 to find the least squares estimate β for the model S n . Let
where T j is the usual t-statistic, c n = z α/2m and m = | S n |.
The Lasso
The lasso estimator (Tibshirani 1996) 
and let S n (λ) = {j : β j (λ) = 0}. Recall that β(λ) is the least squares estimator using the covariates in S n (λ).
Let k n = A log n where A > 0 is a positive constant.
1. The true loss overfits:
Cross-validation also overfits:
P(D ⊂ S n ( λ)) → 1 where λ = argmin λ∈Λn L(λ).
Type I error is controlled: lim sup
If we let α = α n → 0 then D n is consistent for variable selection.
Theorem 4.2 Let α n → 0 and √ nα n → ∞. Then, the multi-stage lasso is consistent,
The next result follows directly. The proof is thus omitted.
Theorem 4.3 Let α be fixed. Then ( D n , S n ) forms a confidence sandwich:
Stepwise Regression
The version of stepwise regression we consider is as follows. Let k n = A √ log n for some A > 0.
(Any k n such that k n → ∞ and k n = o(log n) will do.)
1. Initialize: R = Y , λ = 0, Y = 0, and S n (λ) = ∅.
Let
4. If λ = k n stop. Otherwise, go to step 2.
Note that λ is discrete and Λ n = {0, 1, . . . , k n }. Bühlmann (2006) has shown the consistency of a similar method. 
Marginal Regression
This is probably the oldest, simplest and most common method. It is quite popular in gene expression analysis. It is used to be regarded with some derision but has enjoyed a revival. A recent version appears in a recent paper by Fan and Lv (2006) . Let S n (λ) = {j : | µ j | ≥ λ} where
Let µ j = E( µ j ) and let µ (j) denote the value of µ ordered by their absolute values: Large values of k n weaken assumption (10) thus making the method more robust to unfaithfulness, but at the expense of lower power.
Modifications
Let us now discuss a few modifications of the basic method. First, consider splitting the data only into two groups D 1 and D 2 . Then do these steps:
2. Stage II. Find λ by cross-validation and let S n = S n ( λ) using D 2 .
3. Stage III. Find the least squares estimate β b Sn using D 2 . Let D n = {j ∈ S n : |T j | > c n } where T j is the usual t-statistic.
Theorem 4.6 Choosing
controls asymptotic type I error.
The critical value in (11) is hopelessly large and it does not appear it can be substantially reduced.
We present this mainly to show the value of the extra data-splitting step. It is tempting to use the same critical value as in the tri-split case, namely, c n = z α/2m where m = | S n | but we suspect this will not work in general. However, it may work under extra conditions. We will explore this in the simulation studies.
Simulations
We conducted simulation experiments with four models. For each model Y i = X 
D) Unfaithful model:
, where the X ij 's are iid for j = {1, 5, 6, 7, 8, 9, 10}, but X i2 = ρ X i1 +τ ǫ * i2 , X i3 = ρ X i1 +τ ǫ * i10 , and X i4 = ρ X i2 +τ ǫ * i11 , for τ = 0.01 and ρ = 0.95.
The tests were performed using a third of the data for each of the three stages of the procedure (Table 1 , top half). For models A, B and C each approach has Type I error less than α. For large n, the stepwise screening procedure exhibited a slight power advantage over the lasso procedure, but for small n the situation reversed. Both methods dominated the marginal approach. The
Markov dependence structure in model C clearly challenged the marginal approach. For Model D none of the approaches controled the Type I error, even with n = 500. This was expected for marginal regression but not for the other methods. It appears that with this correlation structure, the asymptotics do not kick in until n is much larger.
To determine the sensitivity of the approach to using distinct data for each stage of the analysis simulations were conducted using the first third of the data for stage I and the remaining data for both the second and third stages (Table 1, Table 1 : Size and Power of Screen and Clean Procedures using Lasso, Stepwise and Marginal regression for the screening step. For all procedures α = 0.05. For n = 100, δ = 0.5 and for n = 500, δ = 0.1. The top 8 rows of simulations were conducted using three stages as described in section 4, with a third of the data used for each stage. The bottom 8 rows of simulations were conducted using the first third of the data for stage I and the second and third stages were both performed on the remaining two-thirds of the data.
increase in the power of all the procedures. More surprising is the fact that the Type I error was near α or below for models A, B and C.
Proofs
Recall that if A is a square matrix then φ(A) and Φ(A) denote the smallest and largest eigenvalues of A. Throughout the proofs we make use of the following fact. If v is a vector and A is a square matrix then
We use the following standard tail bound: if Z ∼ N(0, 1) then P(|Z| > t) ≤ t −1 e −t 2 /2 . We will also use the following results about the lasso from Meinshausen and Yu (2006) .
Theorem 6.1 (Meinshausen and Yu, 2006)
Let β(λ) be the lasso estimator.
The bias
and the squared error satisfies
where m = | S n (λ)|.
The size of S n (λ) satisfies
Proof of Lemma 3.1. denote the lengths of β 1 and β 2 . Thus,
Proof of Lemma 3.2. For j not in
Each element of |n −1 X T 1 X 2 | is less than or equal to 1. Let J denote the m 2 × m 2 matrix of ones. Then,
Also,
.
Proof of Theorem 3.3. Fix λ and let
Conditioning on (Y i : i ∈ I 1 ), note that G and L have the same mean which we denote by R.
By Bernstein's inequality, for some c > 0,
Similarly for the other two terms. So,
Proof of Theorem 3.4. Let Y denote the responses, and X the design matrix, for the second half of the data. Then Y = Xβ + ǫ. Now
where δ n = || ǫ|| 2 /n 2 , and Σ n and Σ n are the sample covariance matrices of the covariates from the first and second half of the data, respectively. Now,
By the finite sample version of Hoeffding's inequality (Hoeffding 1963 , section 6),
for some c > 0 and so
Note that
Hence, with probability tending to 1,
. Let a i = sup λ∈Λn µ i (λ) and b i = inf λ∈Λn µ i (λ). Then, conditional on the first half of the data, ξ n (λ) has mean 0 and
Conditional on E 1 , . . . , E n , the random variable W n does not depend on λ, is Normally distributed with mean 0 and variance γ 2 n is bounded above by 4 i h 2 i /n 2 2 where
Thus,
The result follows from the fact that when Z ∼ N(0, 1), P(|Z| > t) ≤ t −1 e −t 2 /2 .
Proof of Theorem 4.1.
By Lemma 3.1,
On the other hand, from Lemma 3.1,
Now, nφ n (k n )/ log p n → ∞ and so, (16) and (17) imply that
Thus, if λ * denotes the minimizer of L(λ) over Λ n , we conclude that P(λ * ∈ Γ n ) → 1 and hence,
(2) We show that the bound on Theorem 3.4 goes to 0. From Lemma 3.2,
It follows from Lemma 3.2 that 4Bk n M n /n → 0. Hence, for any ρ > 0,
We want to show that
Conditional on (D 1 , D 2 ), β A is Normally distributed with mean 0 and variance matrix σ
−1 e j and e j = (0, . . . , 0, 1, 0, . . . , 0) T where the 1 is in the j th coordinate. Now,
When D ⊂ S n , each T j , for j ∈ A, has a t-distribution with n − m degrees of freedom where m = | S n |. Also, c n /t α/2m → 1 where t u denotes the upper tail critical value for the t-distribution.
Hence,
Proof of Theorem 4.2. From Theorem 4.1,
Hence, P( D n ⊂ D) → 1. It remains to be shown that
The test statistic for testing β j = 0 when S n = M is
For simplicity in the proof, let us take σ = σ, the extension to unknown σ being straightforward.
For any M ∈ M, T j (M) = (β j /s j ) + Z where Z ∼ N(0, 1). Without loss of generality assume that β j > 0. Hence,
Fix a small ǫ > 0. Note that s 2 j ≤ σ 2 /(nκ). It follows that, for all large n, c n − β j /s j < −ǫ √ n.
So, |T j | ≤ √ nC| β A,j | σ ≤ √ n log log n| β A,j | σ for j ∈ A. Therefore,
Let γ = n −1 X T ǫ. Then,
It follows that max j∈A | β A,j | ≤ √ k n max 1≤j≤pn |γ j | κ ≤ k n log log n max 1≤j≤pn |γ j | since κ > 0. So, P max j∈A | β A,j | > σc n √ n log log n , D ⊂ S n ≤ P max 1≤j≤pn |γ j | > σc n log log n √ nk n .
Note that γ j ∼ N(0, σ 2 /n) and hence
There exists ǫ n → 0 such that P(B n ) → 1 where B n {(1 − ǫ n ) ≤ σ/σ ≤ (1 + ǫ)}. So, P max 1≤j≤pn |γ j | > σc n log log n √ nk n ≤ P max 1≤j≤pn |γ j | > σc n (1 − ǫ n ) log log n √ nk n , B n ≤ √ nk n σ(1 − ǫ n )c n √ log log n E(max j |γ j |) ≤ α + o(1).
Discussion
The multi-stage method presented in this paper successfully controls type I error while giving reasonable power. The lasso and stepwise have similar performance.
The literature on high dimensional variable selection is growing quickly. The most important deficiency in all this work, including this paper, is the assumption that the model Y = X T β + ǫ is correct. In reality, the model is at best an approximation. It is possible to study linear procedures when the linear model is not assumed to hold as in Greenshtein and Ritov (2004) . Nevertheless, it seems useful to study the problem under the assumption of linearity to gain insight into these methods. Future work should be directed at exploring the robustness of the results when the model is wrong.
Other possible extensions include: dropping the Normality of the errors, permitting non-constant variance, investigating the optimal sample sizes for each stage, and considering other screening methods besides cross-validation.
Finally let us note that the example involving unfaithfulness, that is, cancellations of parameters to make the marginal correlation much different than the regression coefficient, pose a chllange for all the methods and deserve more attention even in cases of small p.
