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O cancro é uma das principais causas de morte em todo o mundo e os tumores cerebrais 
apresentam uma das taxas de sobrevivência mais baixas, dentro de todos os tipos. A segmentação 
e a diferenciação das estruturas são essenciais para o planeamento do tratamento destes tumores 
e para a sua monitorização. Na prática clínica, ainda não foi instituído nenhum método automático 
que substitua a segmentação manual, sujeita a variabilidade inter- e intraespecialista. 
Esta dissertação teve como objetivo o desenvolvimento de um método automático para 
segmentar os tumores cerebrais nas suas diferentes estruturas: edema, região ativa, região 
necrótica e região não contrastante, recorrendo a imagens de ressonância magnética.  
Ao longo dos últimos 30 anos, foram apresentados diferentes propostas nesta área, onde 
se verifica uma evolução dos algoritmos utilizados e dos objetivos da segmentação. As mais 
recentes usam algoritmos supervisionados de segmentação e permitem distinguir as várias regiões 
do tumor, através da utilização de várias sequências de ressonância magnética. No trabalho 
desenvolvido nesta dissertação foi utilizada uma floresta de decisão: um algoritmo de segmentação 
por classificação, robusto e com elevada capacidade de generalização. Como este é um algoritmo 
supervisionado, onde o classificador utiliza características baseadas nas intensidades das 
imagens, foi necessário um pré-processamento das mesmas, que garanta a uniformização das 
suas propriedades. As características utilizadas nas árvores de decisão foram a intensidade em 
cada ponto, estatísticas da sua vizinhança, avaliação do contexto e da textura. 
Os vários parâmetros do algoritmo foram testados numa base de dados pública (NCI-
MICCAI – Grand Challenge BraTS 2013). O estudo das características, em termos de qualidade 
da segmentação, permitiu concluir que há uma ligeira melhoria quando todas são consideradas. 
Para a construção da floresta, as características de intensidade e vizinhança revelaram-se as mais 
importantes, sobretudo quando é utilizada a sequência FLAIR. Em conclusão, o método 
desenvolvido mostrou-se eficaz na resolução do problema, e permitiu obter resultados 
semelhantes aos encontrados na literatura.
vii 
Abstract 
Cancer is one of the main causes of death worldwide and brain tumors present one of the 
lowest survival rates among all cancer types. Segmentation and differentiation of structures are 
crucial for treatment planning of these tumors and their monitoring. Currently, in clinical practice, 
there is not an automatic method that has been widely implemented to substitute the 
manual/expert segmentation, which suffers from inter and intra-expert variability. 
The main goal of this dissertation is the development of an automatic method for the 
segmentation of brain tumors in all their inner structures: edema, necrotic, active and 
non-enhanced regions, using magnetic resonance images. 
During the past 30 years several proposals have been presented by different research 
groups, where it is noticeable an evolution in the algorithms used and in the proposals’ goals. 
Lately, supervised algorithms, using multi-sequence magnetic resonance images, have been 
applied to segment the different tumor regions. The method developed in this dissertation was 
based on random forests, a robust classification algorithm with great generalization. Since this 
supervised algorithm utilizes image intensity-based features, a pre-processing step was required, 
which ensures image properties uniformity. The forests input features were the voxel intensity, 
statistics from the neighborhood, context and texture evaluation. 
The several algorithm parameters were tested in a public database (NCI-MICCAI – Grand 
Challenge BraTS 2013). The features study, in terms of segmentation quality, determined that the 
results are slightly improved when all the features types are considered. Neighborhood and 
intensity features proved to be the most important ones during the forest training, especially when 
applied to the FLAIR sequence. In conclusion, the developed method proved to be effective in the 
segmentation of brain tumors, and the results are in agreement with the literature. 
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Capítulo 1 Introdução 
Neste capítulo é apresentada a motivação para o trabalho desenvolvido, assim como os 
objetivos definidos. São também enumeradas as contribuições resultantes do projeto e é descrita 
a organização da dissertação. 
1.1. Motivação 
Nos países mais desenvolvidos, os tumores cerebrais são a 12ª causa de morte 
relacionada com cancro. Entre 40 a 60% dos tumores primários do cérebro são gliomas, com 
origem nas células da glia. Esta categoria de tumores é maioritariamente maligna e, no caso dos 
tumores de maior grau, o prognóstico é bastante limitado: os pacientes sobrevivem, na maioria, 
entre a 9 a 12 meses e a taxa de sobrevivência a mais de 3 anos é inferior a 3 % [1]. 
Em termos epidemiológicos, os gliomas afetam mais homens que mulheres e são mais 
comuns em países desenvolvidos e em estratos socioeconómicos elevados. A última relação deve, 
no entanto, ser cuidadosamente observada: o acesso às técnicas imagiológicas é, de facto, 
dificultado em países e grupos sociais mais pobres, pelo que muitos casos podem nunca ser 
identificados. Na transição para a década de 80, melhores técnicas de diagnóstico foram 
introduzidas e passou a existir um maior e melhor registo dos casos de tumores cerebrais, pelo 
que o seu número aumentou. Os casos adicionais revelaram-se, em alguns casos, menos letais 
e/ou mais curáveis que os existentes antes da introdução das técnicas de diagnóstico [1].  
Introdução 
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O progresso tecnológico passa, neste momento, pela identificação e diferenciação de 
estruturas – segmentação – de forma automática, para a auxiliar o pessoal médico nas suas 
funções. O indicador mais fiável da progressão de um tumor é o seu volume, daí que, neste caso 
a sua segmentação seja uma tarefa bastante exigente (porque tem de ser feita de forma precisa) 
e importante. A segmentação pode ainda ser usada como ferramenta de planeamento de 
radioterapia e cirurgia [1]–[3] e para tal é importante a distinção entre tecido necrótico e ativo em 
tumeres de maior grau. No caso dos gliomas, a segmentação é uma tarefa com alguns desafios. 
Estes tumores apresentam grande variação de tamanho, de forma, de aparência e mesmo de 
localização, provocam a deformação de estruturas adjacentes e criam redes vasculares extensas. 
Todas estas características aumentam a complexidade da segmentação. 
1.2. Objetivos 
Um tumor cerebral é geralmente constituído por uma região contrastante, que representa 
a parte sólida e ativa do tumor, e por uma região central com menos contraste, correspondente à 
parte necrótica ou cística do tumor. Este pode ainda ser rodeado por edema peritumoral, composto 
por células tumorais infiltrativas, na região mais proximal, e por edema vasogénico na zona distal.  
Os objetivos principais deste trabalho foram a segmentação do tumor, distinguindo a parte 
sólida, os tecidos centrais (cistos e necrose) e o edema. De forma a atingir este objetivo, foram 
utilizadas diversas características retiradas das imagens de ressonância magnética, 
correspondentes a 4 sequências distintas: T1, T1 com contraste, T2 e FLAIR. As imagens utilizadas 
foram obtidas do Grand Challenge on Multimodal Brain Tumor Segmentation (BraTS 20131), 
organizado por K. Farahani, M. Reyes, B. Menze, E. Gerstner, J. Kirby e J. Kalpathy-Cramer, numa 
parceria entre a conferência MICCAI (Medical Imaging Computing and Computer Assisted 
Intervention) e o NCI (National Cancer Institute). As características referidas são a entrada de uma 
floresta de decisão. Como uma floresta de decisão é um aglomerado de classificadores, 
correspondentes a cada uma das árvores, garante-se maior robustez e generalização do resultado.  
Este trabalho engloba uma variada gama de áreas do conhecimento como o 
processamento de imagem, machine learning e fisiologia do cérebro. 





Ao longo desta dissertação foi desenvolvido um sistema de segmentação de tumores 
cerebrais que, no conhecimento do autor, pode corresponder a contribuições originais.  
Foi conseguida a distinção de edema e regiões necrótica, ativa e não contrastante, através 
de um método de segmentação por classificação, com florestas de decisão. Neste ponto, a 
principal contribuição é a redução do número de características usadas na floresta, das quais se 
destacam as estatísticas da vizinhança do vóxel, obtidas de forma explícita, para interpretar cada 
vóxel como pertencente a uma região e não isoladamente. Com isto conseguiram-se resultados 
positivos e com menor carga computacional, em comparação com o trabalho descrito em [3], 
onde a seleção das características é feita de forma aleatória, e por isso requer um maior número 
das mesmas (2000).  
O método desenvolvido permitiu também a participação no NCI-MICCAI – Grand Challenge 
BraTS 2013, obtendo-se, à data de entrega desta dissertação, as posições de 5/12, no conjunto 
Training, e 6/10, com os conjuntos Leaderboard e Challenge. O método utilizado está descrito 
nos proceedings do concurso2 e está ainda a ser preparado um artigo conjunto com as todas as 
participações, a submeter a uma revista de elevado fator de impacto (IEEE TMI ou NeuroImage). 
1.4. Organização da dissertação 
Esta dissertação está dividida em 7 capítulos. O primeiro inclui a motivação e os objetivos 
por detrás deste trabalho. O segundo mostra alguns dados demográficos sobre o cancro, enquanto 
doença, e aborda mais especificamente os tumores do sistema nervoso, de forma a contextualizar 
a investigação produzida nesta dissertação com os requisitos médicos do diagnóstico, tratamento 
e avaliação do tratamento em tumores cerebrais. No Capítulo 3 são descritos e comentados os 
trabalhos mais relevantes na área da segmentação de tumores cerebrais, correspondente ao 
estado da arte. O capítulo 4 apresenta os fundamentos teóricos de todas as etapas do algoritmo: 
pré-processamento, segmentação por um classificador supervisionado (florestas de decisão), e 
características utilizadas para distinguir as diferentes classes. O capítulo 5 refere-se à 
implementação do algoritmo, nos diferentes passos. O capítulo 6 começa por descrever a base de 
dados no qual o algoritmo foi aplicado e por referir algumas considerações sobre os testes 




realizados. Depois são estudados os vários parâmetros do algoritmo, como as características 
usadas pelo classificador, as amostras de treino e os híper-parâmetros da floresta de decisão. 
Finalmente, no capítulo 7, são apresentadas as principais conclusões da dissertação e sugestões 
de trabalho futuro.  
 
 5 
Capítulo 2 Contexto Clínico 
Neste capítulo são apresentados alguns dados sobre o cancro e o controlo desta doença. 
São depois discutidos os detalhes do diagnóstico, tratamento e avaliação do tratamento dos 
tumores cerebrais, que justificam o desenvolvimento de sistemas automáticos de quantificação 
dos mesmos e de distinção das suas estruturas. 
2.1. Cancro 
Juntamente com a doença cardíaca, o cancro é uma das doenças que afeta mais idosos 
e uma das maiores causas de morte em todo o mundo. É originado por uma neoplasia, ou seja, 
uma proliferação não controlada de células, num determinado tecido. Quando estas células 
formam aglomerados diferenciados do restante tecido, são chamadas de tumores. Nos casos em 
que o tumor tem a capacidade de se desenvolver para tecidos adjacentes, para o sistema linfático 
ou para o sangue, este passa a ser denominado de maligno [1]. 
Devido ao conhecimento de um número cada vez maior de pessoas afetadas pelo cancro, 
a doença tem vindo a ganhar maior consideração, sendo falsamente reconhecida como 
contemporânea. Este facto deve-se sobretudo a 2 fatores: à maior esperança média de vida atual 
e ao maior número de casos diagnosticados, que apesar de existirem anteriormente, não eram 
observados. Os progressos da medicina são responsáveis por ambos os fatores. Por um lado 
resultaram na cura ou controlo de várias doenças anteriormente consideradas fatais, como praga, 
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cólera, diabetes, doenças infeciosas e doenças da infância, o que permite ao ser humano viver 
por mais tempo, desenvolvendo assim outras doenças. Por outro lado, melhorias na imagiologia 
médica e outras técnicas de diagnóstico conseguem detetar tumores mais precocemente e de 
forma mais correta, o que não era possível no passado e fazia com que muitos casos nunca 
fossem diagnosticados. Contudo, existem certos tipos de cancro cujo número de casos tem vindo 
realmente a aumentar, devido a uma maior exposição a fatores de risco, como o tabaco, a 
radiação, o estilo de vida sedentário e a adoção de dietas não equilibradas [1], [4]. 
Ao longo dos anos, a Agência Internacional de Investigação em Cancro – IARC, inserida 
na Organização Mundial de Saúde – WHO, tem implementado em todo o mundo um sistema de 
registo que indica o número de casos de cada tipo de cancro e o número de fatalidades. Em 2000, 
menos de 20 % da população mundial estava envolvida neste registo, e de forma não igualmente 
distribuída. Isto significa que, por exemplo, enquanto a América Latina tinha em consideração 95 % 
da sua população, a África tinha apenas 13 % e a Ásia 9 %, sendo desconhecida a situação da 
restante população nestas regiões. O número de pessoas abrangidas no registo foi entretanto 
crescendo, sendo atualmente mais fácil fazer uma previsão correta sobre os números da doença, 
quer a nível mundial, quer por continente. A Tabela 1 resume a última análise, feita por esta 
agência para o ano de 2008 [1], [5]. 
Tabela 1. Estimativas relacionadas com cancro para o ano de 2008. 
Casos relacionados com cancro 12,4 milhões 
Mortes por cancro 7,6 milhões 
Pessoas que vivem com a doença, até 5 anos após o diagnóstico 28 milhões 
População mundial 6,7 mil milhões 
 
No ano de 2030 estima-se que a população mundial atinja os 8,3 mil milhões, com um 
crescimento mais acentuado em países de baixo a médio rendimento. Este facto, em conjugação 
com o crescimento da população idosa, que também se espera maior nestes países, representam 
fortes indicativos para o aumento de casos relacionados com cancro [1].  
Os tipos de cancro mais frequentes em países desenvolvidos diferem dos mais frequentes 
em países em desenvolvimento. Isto acontece devido à diferença nos hábitos e condições de vida 
das populações. Enquanto nos países desenvolvidos os cancros do pulmão, mama, próstata e 
colo-retal são mais frequentes, devido a agentes como o tabaco, nos países em desenvolvimento 
verificam-se tipos de cancro com maior probabilidade de serem causados por infeções, como o 
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do estômago, do fígado, da cavidade oral e do cérvix. Apesar do número de casos de cancro da 
mama e pulmão estar também a aumentar nestes países, as estratégias de controlo são 
diferentes. Nos países desenvolvidos faz-se um maior controlo do tabaco e recorre-se a novas 
tecnologias para deteção precoce de massas menores. Nos países em desenvolvimento as 
tecnologias são menos avançadas e aplicadas tardiamente. O tratamento é muitas vezes paliativo 
e não curativo, como nos países desenvolvidos [4]. 
A WHO está a implementar um programa de controlo de cancro a nível mundial, composto 
por 4 etapas[6]: 
Prevenção – inclui o estudo dos fatores de risco, como tabaco, dieta desequilibrada ou 
sedentarismo, e a identificação de doenças relacionadas. 
Deteção Precoce – aumenta a probabilidade de cura. É possível quando as pessoas estão 
atentas aos primeiros sinais e têm acesso aos melhores meios de diagnóstico possíveis. 
Tratamento – após um correto diagnóstico, envolve um plano de cura ou uma melhoria 
nas condições de vida. Deve ser avaliado pelos mesmos meios que o diagnóstico. 
Cuidados paliativos – especialmente indicado para pessoas com uma pequena 
probabilidade de cura, este passo tem como objetivo o alívio dos sintomas, tanto físicos como 
psicossociais, quando nenhum tratamento é eficaz. 
De forma a uniformizar as denominações usadas por patologistas e histologistas em todo 
o mundo, e para diferenciar os vários tipos de cancro, a WHO organizou um sistema de 
classificação e respetivos graus. A edição mais recente, publicada pela IARC [7], inclui também 
dados genéticos e moleculares, sintomas, prognósticos, fatores preditivos e imagens indicativas. 
Em termos de graus, os tumores podem ir de I a IV, com níveis de agressividade e diferenciação 
crescentes. O sistema de classificação mais usado é o TNM [1], que tem em conta 3 componentes: 
T – extensão do tumor primário; N – presença de metástases nos nodos linfáticos regionais; M – 
presença de metástases distantes. A classificação dos tumores nos diferentes estágios é usada 
para os enquadrar em comportamentos biológicos tipo, para auxiliar na seleção do tratamento e 
para definir o prognóstico [8].  
2.2. Tumores do Sistema Nervoso 
No caso do sistema nervoso, podem encontrar-se tumores do tecido neuroepitelial, 
tumores dos nervos cranianos e para-espinais, tumores das meninges, linfomas e neoplasmos 
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hematopoiéticos, tumores das células germinativas, tumores da sela turca e tumores metásticos. 
Na classificação da WHO, os graus são atribuídos com base na malignicidade conhecida de cada 
neoplasmo [8]. 
Grau I – lesões com baixo potencial proliferativo e com possibilidade de cura, apenas com 
remoção. 
Grau II – lesões de natureza infiltrativa e geralmente recorrentes, com tendência a 
progredir para um grau superior. 
Grau III – lesões com evidências histológicas de malignicidade (atipia nuclear e atividade 
mitótica acelerada). 
Grau IV – neoplasias citologicamente malignas e mitoticamente ativas, frequentemente 
com algum tecido necrótico, de rápida evolução e tipicamente com resultado fatal. São também 
caracterizados por extensa infiltração e propensão para disseminação crânio-espinal. 
Cerca de 90% dos tumores do sistema nervoso têm origem no cérebro, nos nervos 
cranianos ou nas meninges. A sua incidência e mortalidade estão representadas na Figura 1, para 
ambos os sexos, em valores por 100 000 habitantes. A incidência dos tumores cerebrais é mais 
alta em países desenvolvidos, devido a um aumento de casos diagnosticados. Este aumento 
aconteceu devido ao aparecimento de melhores meios de diagnóstico nestas regiões, sobretudo 
entre 1970 e 1980, sendo que o número estabilizou depois. Pessoas de grupos socioeconómicos 
mais altos tendem a registar este tipo de cancro mais vezes, provavelmente devido ao acesso 
facilitado aos meios de diagnóstico. Indivíduos do sexo masculino são também diagnosticados 
mais frequentemente com a doença. A origem destes tumores não está ainda totalmente definida. 
Além de propensão genética, a única causa associada é a radiação ionizante, proveniente de zonas 
que sofreram ataques com bombas atómicas e da exposição continuada a raios X, por exemplo, 
durante tratamentos [1]. 
a)   b)  
Figura 1. a) Taxa de incidência e b) Taxa de mortalidade dos tumores do sistema nervoso no mundo. Ambas as taxas por 




Entre 40 a 60 % dos tumores primários do cérebro são gliomas, ou seja, têm origem nas 
células da glia [1]. Estes caracterizam-se por uma grande variação de tamanho, forma, aparência 
e localização, pela deformação de estruturas adjacentes e pela criação de redes vasculares 
extensas. Existem duas propriedades que estes tumores podem ter, muitas vezes difíceis de 
distinguir: multicentralidade e multifocalidade [9]. Os tumores dizem-se multicêntricos quando se 
observam várias lesões, em diferentes locais do cérebro, com origens independentes umas das 
outras. Os tumores multifocais resultam da disseminação de uma lesão principal, observável pela 
existência de várias lesões não contínuas, ao longo de vias de disseminação comuns.  
Os gliomas são subdivididos de acordo com o grau. Gliomas de baixo grau incluem 
astrocitomas e oligodendrogliomas, ambos de grau II, mas com variantes anaplásticas mais 
agressivas, de grau III [8], [9]. Os glioblastomas, tumores astrocíticos do tecido neuroepitelial, são 
os gliomas de maior grau (IV) devido à sua elevada malignicidade e reservado prognóstico: na 
maioria dos casos, os pacientes sobrevivem entre a 9 a 12 meses após o diagnóstico e a taxa de 
sobrevivência superior a 3 anos é inferior a 3% [1].  
Existem diferentes tipos de glioblastomas, alguns ainda não totalmente distinguidos do 
glioblastoma comum, na classificação da WHO. O glioblastoma de células gigantes é um exemplo 
já caracterizado, com classificação e código próprios, também de grau IV. O glioblastoma de 
células pequenas, composto quase exclusivamente por pequenas células densamente unidas e 
com um prognóstico também limitado, é apontado pela WHO como possível (ainda não definido) 
tumor distinto do glioblastoma comum. Outra possível variante sob análise é o glioblastoma com 
componentes de oligodendroglioma, que apresenta uma área necrótica dentro da zona ativa do 
tumor. Alguns estudos sugerem que tumores com esta característica são ainda mais difíceis de 
combater, pelo que a sua taxa de sobrevivência é ainda menor. Visto existirem ainda algumas 
divergências em torno desta questão, este tumor ainda não recebeu um código próprio por parte 
da WHO, mas é sugerida uma denominação diferente, mantendo-se o grau IV [8].  
Nas secções seguintes pretende-se discutir as soluções existentes no diagnóstico, 
tratamento e avaliação da resposta dos gliomas, com especial ênfase no papel das técnicas de 
imagiologia, sobretudo por Ressonância Magnética. 
2.2.1. Diagnóstico de tumores cerebrais 
O diagnóstico e prognóstico de tumores cerebrais tem em consideração os diferentes tipos 
existentes na classificação da WHO. A diferenciação mais correta recorre à biopsia do tecido na 
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zona onde existe uma suspeita de tumor. Esta suspeita é levantada após análise das imagens 
resultantes das técnicas de Tomografia Computacional (TAC), Ressonância Magnética (RM) e 
Tomografia de Emissão de Positrão (PET). 
2.2.1.1. Tomografia Computacional (TAC) 
Raios X são radiação eletromagnética de energia superior e comprimento de onda menor 
ao da luz visível. A sua existência foi descoberta em 1895, quando Rontgen realizava experiências 
de tensão entre um cátodo e um ânodo, dentro de uma câmara escura. Os eletrões eram 
acelerados contra o ânodo, libertando raios X que faziam brilhar um vidro revestido de 
platinocianeto de bário, depois de aí incidirem. Rontgen foi a primeira pessoa a receber um Prémio 
Nobel em Física [10]. Rapidamente, os raios X passaram a ser usados para ver o interior da caixa 
torácica com a intenção de identificar tuberculose e tumores. De forma a remover a interferência 
dos ossos das costelas, a fonte dos raios X movia-se da direita para esquerda, enquanto o plano 
recetor se movia no sentido inverso, com o eixo de rotação dos dois movimentos a incidir no plano 
desejado do corpo do paciente. Este plano seria o focal, ficando o restante volume do paciente 
representado de forma desfocada na imagem obtida [10], [11].  
Em 1940, Gabriel Frank [12] propôs os fundamentos da tomografia atual usando o 
conceito de back projection, tal como demonstra a Figura 2. Na reconstrução da imagem, quantas 
mais direções forem usadas mais definido fica o resultado. 
a)    b)  
Figura 2. a) Aquisição da imagem em 3 direções diferentes. b) Reconstrução da imagem por back projection ao espalhar os 
sinais recebidos nas respetivas direções. Adaptado de [11]. 
Nos anos 60, devido aos avanços computacionais registados, começou a ser trabalhada 
a hipótese de uma máquina de tomografia que mostrasse as imagens num computador. 
Hounsfield é o nome maior nesta invenção, tendo trabalhado em secretismo nas suas 
experiências, mesmo durante os testes hospitalares [10]. Hounsfield criou um dispositivo que 
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permitia observar o cérebro dos pacientes em slices, isto é, obtendo imagens de vários planos 
axiais de corte. Tal como Hounsfield explica no seu artigo de 1973 [13], uma imagem 
computorizada é formada por uma matriz de pontos, como se o corpo fosse dividido numa série 
de cubos. O objetivo é encontrar um valor numérico para cada um destes cubos. Tendo em conta 
que os tecidos apresentam diferentes graus de absorção da radiação, é possível a sua distinção 
calculando a razão entre a intensidade de raios X que sai da fonte e a que atinge o detetor. No 
entanto, cada direção da aquisição resulta na soma de intensidades de todos os cubos 
atravessados pelo feixe, de tal forma que são necessárias várias direções para calcular, através de 
um sistema de equações, o valor de cada cubo. Um slice é uma imagem formada pelo valor 
numérico correspondente à absorção de cada cubo. Corresponde a uma região planar com a 
largura de um cubo, numa das direções, e com o tamanho do cérebro nas outras duas. 
As gerações seguintes de scanners de TAC permitiram reduzir o tempo da aquisição e de 
computação, assim como melhorar a resolução espacial (traduzida nas dimensões de cada cubo). 
O uso de contraste intravenoso permite ainda realçar estruturas a analisar [10]. 
2.2.1.2. Ressonância Magnética (RM) 
A ressonância magnética nuclear (RMN) iniciou-se com Pauli, quando este sugeriu, em 
1924, que os núcleos atómicos tinham spins, isto é, movimentos de rotação, de origem magnética 
[10]. De forma a testar as ideias de Pauli, em 1938, Rabi [14] conseguiu um método de deteção 
e medição destes mesmos spins dos núcleos atómicos de gases. Purcell [15] e Bloch [16], de 
forma independente, chegaram depois à conclusão que esta medição também seria possível em 
sólidos.  
Quando inserida num campo magnético externo B0, uma partícula nuclear inicia um 
movimento de precessão, ou seja, um movimento de alteração do eixo de rotação da partícula, tal 
como é exemplificado na Figura 3.a). A frequência angular da precessão é característica da 
amplitude do campo magnético e do elemento a que pertence. A ressonância ocorre quando é 
aplicada radiofrequência (RF) de valor igual ao da frequência de precessão já existente, o que 
promove transferências de energia e alteração do vetor de magnetização M0. Quando um pulso de 
RF é aplicado numa direção perpendicular à do campo magnético existente, é criado um segundo 
campo magnético B1. Com amplitude e duração determinadas, este pulso faz com que M0 sofra 
uma rotação de 90°. A Figura 3.b) mostra este evento num espaço tridimensional. 
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a)   b)  
Figura 3. a) Precessão de partícula atómica na presença de um campo magnético externo B0. b) Campo magnético B1 e rotação 
de 90° do vetor de magnetização M0, como resultado de um pulso RF. 
Quando o pulso é retirado, o sistema retoma o equilíbrio, tendendo o vetor de 
magnetização a alinhar-se com o eixo inicial, do campo magnético externo, B0. Colocando-se uma 
bobina perpendicular a B0, é possível verificar uma alteração do campo magnético da mesma, 
enquanto o vetor de magnetização faz a sua rotação. É gerada uma corrente elétrica na bobina, 
que oscila com a frequência de ressonância e apresenta um decaimento exponencial até zero 
(Figura 4). A isto chama-se o sinal de ressonância magnética, conhecido como decaimento de 
indução livre (FID – free induction decay) [17].  
 
Figura 4. Decaimento de indução livre – FID. 
O tempo de relaxação que corresponde à constante de tempo do vetor de magnetização 
atingir 63 % do seu valor máximo no eixo inicial denomina-se T1, também conhecido como 
relaxamento spin-lattice, uma vez que a vibração das partículas devolve energia ao meio envolvente 
(lattice), ou magnetização longitudinal, uma vez que M0 volta a ficar alinhado com B0 [10], [18]. 
Outro tipo de relaxamento, chamado de T2, spin-spin ou relaxamento transversal, ocorre 
tendo em conta que uma partícula tem o seu movimento de rotação e precessão no meio de tantas 
outras. Os seus campos magnéticos transversais começam a interferir uns nos outros, provocando 
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um desfasamento gradual entre os seus sinais, até que nenhum sinal é captado nesta direção. T2 
é assim uma constante, correspondente ao tempo decorrido até que a magnetização transversal 
perca 63% do seu valor inicial [10], [18].  
Cada tipo de tecido apresenta tempos de relaxamento diferentes, dependendo do grau de 
liberdade dos protões [10]. Existem 2 características importantes, relacionadas com a sequência 
de pulsos realizada, que influenciam a forma como os tecidos se distinguem, nos diferentes sinais. 
A primeira é o tempo de repetição (TR) dos pulsos RF de 90°, que causam o FID. A segunda é o 
tempo de eco (TE): uma sequência de pulsos que inclui um pulso de 180° depois do de 90° 
resulta num eco algum tempo (TE) depois. Um sinal T1 é obtido com TR e TE curtos, enquanto 
um sinal T2 é obtido com TR e TE longos. Existem outros sinais que podem ser obtidos, variando 
a sequência de pulsos. Um deles é o Rho (ρ), que indica a densidade de protões (DP) e é obtido 
com TR longo e TE curto. Uma outra sequência, com grande importância na identificação de 
edemas, é a FLAIR (Fluid Attenuated Inversion Recovery), que anula o líquido cefalorraquidiano 
(LCR), ao utilizar tempos de inversão (TI) longos. Uma sequência de inversão é iniciada com um 
pulso de 180°, que inverte a magnetização inicial, algum tempo antes (correspondente a TI) dos 
pulsos convencionais de excitação, fazendo com que a recuperação se inicie com o valor negativo 
(geralmente este valor negativo é substituído pelo seu módulo), passe por 0 e retorne de seguida 
ao equilíbrio, com valores positivos [18].  
2.2.1.2.1. Imagiologia por Ressonância Magnética 
No início da segunda metade do século, a RMN era usada para analisar substâncias e 
tecidos, através de um pequeno tubo. Em 1970, Damadian [19] testou diferentes tumores em 
comparação com os correspondentes tecidos normais e verificou um aumento de T2 nos tecidos 
afetados. Esta corresponde à primeira sugestão de que a RM poderia ser usada em contexto de 
diagnóstico de tumores. A descoberta fez com que, em 1974, Damadian construísse e obtivesse 
a patente [20] da primeira máquina de RMN suficientemente grande para conter uma pessoa viva. 
Contudo, a construção nunca foi usada, uma vez que o processo era bastante moroso: era 
analisada uma coluna vertical, a pessoa movia-se ligeiramente e outra coluna vertical era analisada 
e assim sucessivamente. No final, não era capaz de formar uma imagem. Apenas resultava numa 
indicação do local aproximado onde poderia estar um tumor.  
Em 2003, o prémio Nobel foi atribuído a Paul Lauterbur e Peter Mansfield, pela invenção 
da máquina de imagens de RM. Este prémio gerou controvérsia visto que o comité considerou que 
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o contributo de Damadian não foi importante na invenção dos dois cientistas [10]. De facto, em 
1971, Lauterbur imaginou uma máquina capaz de transformar em imagem medições de 
ressonância magnética em cada ponto do volume de um animal, tal como uma tomografia [21]. 
Esta ideia foi inicialmente refutada por se considerar que apenas teria interesse para uma 
comunidade científica muito especializada. Na sua máquina inicial, Lauterbur conseguia obter uma 
linha do volume do animal de cada vez. A contribuição de Mansfield permitiu obter slices completos 
numa única aquisição [10]. 
Numa imagem, o sinal de ressonância magnético é convertido em escala de cinzentos. 
Assim, tempos de recuperação elevados correspondem a zonas mais brilhantes e tempos de 
recuperação curtos correspondem a zonas escuras da imagem [18].  
A Tabela 2 demonstra a correspondência entre alguns constituintes cerebrais e a sua 
intensidade em escala de cinzentos. Assim se compreende que a utilização de várias sequências 
permita identificar estruturas distintas, aquando do diagnóstico de diferentes doenças. 
Tabela 2. Correspondência entre os tecidos e a intensidade em escala de cinzentos vista nas imagens das diferentes sequências 
de ressonância magnética [18]. 
Escala cinzento  ρ/DP T1 T2 
  - Matéria branca e 
cinzenta 
- Gordura 
- Medula óssea 
- LCR 
 - Gordura - Matéria branca e 
cinzenta 
- Matéria branca e 
cinzenta 
 - LCR - LCR - Gordura 
 - Osso cortical 
- Sangue fluido 
- Osso cortical 
- Sangue fluido 
- Osso cortical 
- Sangue fluido 
 
2.2.1.2.2. Ressonância Magnética de Difusão 
Desde 1950, antes de ser uma técnica imagiológica, havia indicações [17], [22] de que 
seria possível introduzir informação da difusão dos tecidos na forma de um sinal de RM. No 
entanto, apenas cerca de 15 anos mais tarde, em 1965, se conseguiu chegar a uma tecnologia 
para obter esta informação, através do trabalho de Stejskal e Tanner [23]. Em 1984, Moseley [24], 
[25] introduziu essa mesma tecnologia na imagiologia de RM, obtendo-se as imagens conhecidas 
como RM de ponderação de difusão (DWI – Difusion Weighted Imaging). Isto resultou num súbito 
interesse nestas imagens, sobretudo após a demonstração da sua eficiência superior, em relação 
a TAC ou RM simples, na deteção precoce de acidentes vasculares cerebrais (AVCs) isquémicos, 
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por Moseley, em 1990 [26]. O mesmo cientista descobriu ainda que, na matéria branca, a 
intensidade resultante da difusão depende do ângulo entre o gradiente de difusão e a direção das 
fibras nos tratos do sistema nervoso central (SNC) [10]. Apesar de isto representar um problema 
na deteção de AVC neste tecido, iniciou também uma nova área de investigação. Em 1992, Filler 
[27] concluiu que a intensidade de cada vóxel das imagens deveria ser substituída por um vetor 
tridimensional, cuja direção corresponderia à da direção dos tratos dominantes do cérebro, e cujo 
comprimento seria equivalente ao coeficiente de difusão. Este trabalho está na origem da 
tratografia, como forma de identificar os principais tratos cerebrais. Basser e LeBihan [28], [29] 
detêm também uma patente sobre um modelo de difusão elíptico, reconhecido como o trabalho 
original em imagens de RM de tensor de difusão (DTI – Difusion Tensor Imaging).  
2.2.1.3. Tomografia de Emissão de Positrão (PET) 
PET surge como suplemento às imagens anatómicas dadas por TAC e RM, uma vez que 
é uma técnica fisiológica. Isto significa que permite identificar e definir zonas metabolicamente 
ativas, com detrimento da sua posição anatómica. A energia utilizada surge como raios gama, 
emitidos a partir do decaimento de radioisótopos, também chamados de tracers. Estes são 
introduzidos no organismo de forma agregada a outras substâncias, usadas pelo mesmo nas suas 
funções, como a glucose. Neste tipo de medicina nuclear, existem 2 tipos de imagem, a de fotão 
único (SPECT) e a de positrão (PET) [30]. 
As primeiras imagens de medicina nuclear datam dos anos 50. Em 1950 foi inventada a 
câmara de Anger, ou câmara gama, um dispositivo capaz de transformar a radiação gama numa 
imagem visível. As imagens planares inicialmente obtidas foram depois substituídas por 
tomografias, com SPECT, quando a câmara passou a ser rotacional [31]. Com o uso de positrões 
(PET) foi possível aumentar a sensibilidade do sistema.  
Devido a uma reação nuclear num isótopo instável (com um neutrão a menos), um dos 
protões é transformado em neutrão. Como resultado, são emitidos um neutrino e um eletrão com 
carga positiva – um positrão (e+). Este positrão vai interagir com o meio envolvente até que se 
aniquila com um eletrão (e-). Esta reação dá origem a dois fotões que viajam com igual energia e 
na mesma direção, em sentidos opostos (Figura 5). Os dois fotões são detetados em coincidência 
permitindo saber o local de origem da reação, tanto pela linha das suas trajetórias, como pelo 




Figura 5. Esquema representativo da reação de aniquilação do positão que dá origem a dois fotões de igual energia, com 
sentidos opostos. 
O PET teve, no entanto, um crescimento lento quando comparado às outras técnicas, uma 
vez que é bastante mais dispendioso e necessita de um ciclotrão para criar artificialmente os 
radioisótopos que utiliza [31]. A sua importância no diagnóstico do cancro surgiu apenas nos anos 
90, quando se percebeu a sua capacidade de mapear o consumo de glucose no corpo, utilizando 
o composto análogo FDG (Fludesoxiglicose) marcado com tracer [32]. Este composto sofre 
desfosforilação no interior das células, ficando aí retido. Os tumores são então identificados, visto 
que as células malignas apresentam um consumo de glucose superior ao das células 
normais [33]. 
A Figura 6 apresenta exemplos das modalidades discutidas nas secções anteriores.  
 
Figura 6. Exemplos de imagens das técnicas referidas [34], [35]. 
2.2.1.4. Desafios no diagnóstico de tumores cerebrais 
Em 1980, Rao et al. [36] descreveu 3 casos de estudo e os passos que seguiu para 
concretizar os respetivos diagnósticos. Os pacientes apresentavam sintomas diversos como 
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cefaleias, fraqueza muscular, hemiparesia, distúrbios de personalidade e depressão. Depois de 
efetuado o exame físico, foi feito um raio X craniano com a intenção de detetar desvios do crânio. 
TACs pré e pós contraste foram também realizados, uma vez que permitem identificar regiões 
“brilhantes” (hiperdensas) correspondentes a massas. O angiograma foi ainda usado, a fim de 
averiguar a existência de neovascularização em torno das massas. Os vários recursos utilizados 
tinham a finalidade de descartar outras hipóteses, mas apenas a biopsia, e nos piores casos 
autópsia, podia concluir sobre o tipo de lesão existente. Apesar da remoção do tumor e terapia 
adjuvante com radiação, o resultado seria, nestes 3 casos, fatal. O autor referiu ainda que uma 
dificuldade neste diagnóstico prende-se com a distinção entre glioma multicêntrico e multifocal, e 
entre estes e o tumor metástico. 
Depois da explosão de técnicas de diagnóstico e aperfeiçoamentos da RM [10], surgiu a 
necessidade de comparar a sua contribuição diagnóstica com outras técnicas imagiológicas, 
existentes na época. Kyritsis et al.[9] comparou as características imagiológicas obtidas com TAC 
e RM, que permitiam distinguir glioblastomas, gliomas anaplásticos e gliomas de baixo grau. 
Concluiu que ambos os exames têm a capacidade de detetar zonas anormais, sendo que a RM é 
melhor na sua delineação, na definição do percurso de disseminação do tumor e na distinção 
entre tumor multicêntrico e multifocal. 
Atualmente, um dos maiores desafios ainda presentes no diagnóstico de tumores 
cerebrais é a distinção entre glioma e metástase. Este problema é ainda mais complexo no caso 
de uma metástase única, sobretudo quando não há conhecimento sobre o tumor primário. Na 
ressonância, ambos as lesões apresentam padrões de intensidade e contraste semelhantes, daí 
que seja necessária a biópsia para fazer uma correta diferenciação. Outra possibilidade é a análise 
do edema. Este é formado pela rotura local da barreira hematoencefálica. Plasma e proteínas são 
libertados para a zona extracelular, devido à consequente formação de um gradiente de pressão 
osmótica do interior dos vasos para a região exterior às células. Quando o edema é deste tipo, tem 
a denominação de vasogénico, e está tipicamente presente no caso das metástases. Nos gliomas, 
o edema é infiltrativo, uma vez que inclui também células tumorais, que dificultam a 
movimentação do líquido. Isto pode ser observado numa análise dos mapas de ADC (coeficiente 
de difusão aparente), calculados a partir das imagens de DWI. Verificou-se que, apesar de não 
existirem diferenças entre os dois casos no coeficiente de difusão dos tumores, o mesmo não se 
conclui dos edemas. Nas metástases, o edema tem uma difusão significativamente maior que no 
caso dos gliomas infiltrativos [37]. 
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Geralmente, aquando da biopsia, é realizado um estudo genético do tecido [38]. No 
entanto, alguns tipos de glioma apresentam características genéticas semelhantes mas o seu perfil 
molecular difere, daí que pareça ser importante investigar as duas componentes. A análise 
molecular passa pela identificação de marcadores moleculares. Estes podem ser usados no 
desenvolvimento de novas terapias, no próprio diagnóstico e na definição do prognóstico do 
paciente. No entanto, até 2010 nenhum marcador se tinha verificado decisivo nesta tarefa [39]. 
2.2.2. Tratamento de tumores cerebrais 
O tratamento dos tumores cerebrais é realizado de acordo com o grau atribuído pela WHO. 
Em gliomas de grau II, existem diferentes recursos relativos ao tratamento: quimioterapia, 
radioterapia e cirurgia de remoção [39]. A quimioterapia não é considerada nos casos de pacientes 
de risco elevado ou com sintomas crescentes. A radioterapia tem a vantagem de poder ser 
planeada mais eficazmente, com recurso aos dados provenientes da imagiologia. Ambas as 
técnicas apresentam, no entanto, um risco significativo de efeitos secundários. A cirurgia de 
remoção total é sugerida nos casos de tumores bem delineados e com possibilidade de acesso 
cirúrgico. Quando esta não é possível, o tratamento passa apenas pela vigilância dos sinais e 
sintomas.  
Geralmente, os tumores com pior prognóstico são tratados de forma mais agressiva; no 
entanto, não existem dados que demonstrem benefícios nesta opção [39]. Em gliomas de grau III, 
o tratamento passa, sempre que possível, pela cirurgia, seguida de radioterapia [39]. Esta terapia 
adjuvante (usada após a cirurgia) demonstrou já a sua importância ao conseguir aumentar o tempo 
médio de sobrevivência de 16,9 semanas (num grupo de controlo, apoiado apenas por medicina 
de assistência) para as 29 semanas [40].  
Em tumores de grau IV (glioblastomas) consideram-se os tratamentos adjuvantes de 
radioterapia, por vezes combinados com quimioterapia. Em 2010, ainda não teriam sido 
demonstradas diferenças na taxa de sobrevivência pela adição de quimioterapia; contudo, foi 
registada uma ligeira melhoria num outro parâmetro de avaliação: a sobrevivência sem 
progressão [39]. Em casos de recorrência da doença, após tratamento com radiação, é 
recomendada a quimioterapia, uma vez que foram já demonstrados graus de resposta elevados 
ao realizar este procedimento [41]. Quando a quimioterapia foi já aplicada, o novo plano é mais 
condicionado pelo tempo decorrido do tratamento anterior e pelo estado do paciente, mas passa 
geralmente pela reexposição aos agentes de quimioterapia. 
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Nos casos em que a cirurgia é a melhor opção, o objetivo passa pela remoção do tumor 
na sua totalidade. Imagens de RM pré-cirúrgicas servem para delimitar a zona a ser removida. No 
final da operação, o paciente é novamente analisado por RM, com a finalidade de verificar a 
extensão de tumor removida (Figura 7).  
Durante a operação, uma forma de identificar a região do tumor utiliza compostos com 
fluorescência, como o ácido 5-aminolevulínico. Outra opção é a utilização de imagiologia 
intraoperativa. Esta ajuda na tomada de decisão de continuar ou terminar a operação, ao analisar 
a extensão de tumor já retirada e ao verificar se esta corresponde à totalidade. Uma possível 
técnica de imagem recorre a ultrassons, visto serem já utilizados em algumas cirurgias cerebrais. 
Apesar desta tecnologia ser capaz de identificar algumas lesões expansivas, o mesmo não 
acontece com gliomas de baixo grau. Usar TAC seria outra opção, mas com a desvantagem de 
colocar o paciente e a equipa expostos a radiação ionizante [42]. Assim, a RM surge como técnica 
mais promissora (Figura 7 ao centro).  
   
Figura 7. Resultado do uso de MRI intraoperativo com segmentação. A imagem da esquerda foi adquirida antes da cirurgia; a do 
meio durante a cirurgia, depois de grande parte do tumor ser removido, mas ainda com algum tumor residual; a imagem da direita 
foi adquirida depois da cirurgia, onde nenhum volume foi segmentado. Adaptado de [42]. 
A segmentação do tumor é feita idealmente de forma automática, pelo que é crucial a 
avaliação do método utilizado, em comparação com a segmentação manual [42].  
Alguns estudos têm sido realizados de forma a verificar as suas vantagens. Os parâmetros 
avaliados são:  
 o volume de tumor removido ou o volume residual, ambos em relação ao volume 
total observado antes da cirurgia;  
 o tempo levado a preparar a sala e o paciente (os requisitos são diferentes devido à 
realização do exame durante a cirurgia e ao processamento das imagens);  
 as vantagens para o paciente em aumentar a taxa de remoção do tumor, em termos 
de sobrevivência global do paciente (OS – Overall Survival), sobrevivência sem 
progressão (PFS – Progression-Free Survival) e detioração neurológica [43].  
Contexto Clínico 
20 
Os resultados de um estudo de 2011 [43] mostram que a utilização de RM intraoperativa 
prolonga a mediana da PFS de 154 dias (num grupo de controlo, sem nenhum método para guiar 
a remoção) para 226, e que a remoção total do tumor aumenta esta métrica de 98 (pacientes 
com tumor residual) também para 226 dias. O mesmo estudo verificou que, com o uso de RM 
intraoperativa, o volume de tumor residual tem mediana nula, em comparação com 0,03 cm3 no 
grupo de controlo. Neste estudo, os pacientes apresentavam diferentes tipos de gliomas, de 
diferentes graus, mas verificou-se que o único fator responsável pela PFS era a extensão do tumor 
retirado. No entanto, o exame de RM realizado durante a cirurgia prolonga o tempo despendido 
em bloco operatório. Os autores concluíram que este aumento não é significativo, quando se 
considera apenas o tempo decorrido desde a incisão até à síntese dos tecidos, mas, quando se 
inclui a preparação do paciente e a anestesia, o aumento passa a ser significativo, visto que passa 
de 362 minutos para 429. 
Estão ainda em desenvolvimento alguns tratamentos que passam pela imunoterapia. 
Estes envolvem o estudo das vias de sinalização ativadas durante a progressão do tumor e no uso 
de biomarcadores que as inibam. Foram já conseguidos resultados positivos em alguns ensaios 
clínicos. No entanto, o ideal seria o estudo individual de cada paciente, para compreender quais 
as vias ativadas e quais os marcadores a ser usados para impedir a progressão e os mecanismos 
de resistência aos tratamentos, em cada caso [38].  
As nanopartículas surgem como uma possível forma de transportar agentes de tratamento 
de forma guiada, isto é, através de ligações específicas a antigénios das células tumorais [44]. 
Assim, é possível uma passagem facilitada na barreira hematoencefálica e a libertação dos 
diferentes agentes de tratamento apenas no local do tumor. Os compostos de quimioterapia 
podem ser transportados no centro da nanopartícula, assim como alguns inibidores de 
mecanismos de resistência, que ajudam a maximizar o tratamento. Outras terapias podem 
também tornar-se mais relevantes com esta tecnologia. Uma delas é a própria imunoterapia, com 
as nanopartículas a servirem de vetores de transporte para os biomarcadores selecionados. Esta 
abordagem tem a vantagem de evitar problemas com os restantes tecidos, e de permitir regular 
melhor a dose administrada. Outra possibilidade é o uso de agentes de termoterapia, controlados 
por ultrassons, que só podem ser usados no cérebro para serem libertados no tumor. Por fim, a 
terapia fotodinâmica (PDT) utiliza a luz para tratar determinado tecido. No caso do cérebro, os 
tumores não são facilmente expostos à luz. O uso de nanopartículas permite o transporte de 
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pequenas moléculas foto-sensitivas e libertação dos mesmos quando há correspondência com os 
ligandos à superfície das células tumorais [44]. 
2.2.3. Avaliação do tratamento 
A eficácia do tratamento pode ser avaliada segundo diferentes perspetivas: taxa de 
resposta radiográfica (RR – Radiographic Response), OS e PFS. Esta é sobretudo necessária para 
enquadrar o paciente segundo categorias, em ensaios clínicos. Contudo, também é útil na decisão 
de continuar ou suspender um tratamento, de acordo com os resultados obtidos em cada paciente. 
2.2.3.1. Tumores de alto grau 
No caso dos tumores de alto grau, o primeiro critério de avaliação de resposta ao 
tratamento foi introduzido em 1990 por Macdonald et al. [45]. Este era definido pela análise 
quantitativa das regiões de alto contraste em imagens de TAC, a observação da condição 
neurológica do paciente e o uso de corticoesteróides. A medida quantitativa era realizada através 
de uma aproximação à área máxima do tumor, calculada pelo produto de dois diâmetros 
perpendiculares máximos. Macdonald sugeriu 4 possíveis respostas: resposta completa, resposta 
parcial, doença estabilizada e progressão. 
Quando a RM modalidade substituiu o exame de TAC como standard para imagem do 
cérebro, o critério Macdonald foi devidamente adaptado a RM. Porém, algumas limitações foram 
sendo observadas na definição das categorias de respostas. Assim, em 2010 foi proposto um novo 
esquema de avaliação [46], elaborado por um grupo internacional de neuro-oncologistas, 
neurocirurgiões, neurorradiologistas, neuropsicólogos e outros peritos, conhecido como o Grupo 
de Trabalho RANO (Response Assessment in Neuro-Oncology). Este novo esquema mantém os 
mesmos 4 tipos de resposta, mas elabora-os de forma a responder a algumas questões. 
A primeira questão prende-se com uma aparente progressão do tumor quando o 
tratamento é iniciado, demonstrado pelo aumento da região com contraste, visível em imagens de 
RM. Esta pseudo-progressão resulta de um aumento da permeabilidade dos vasos que alimentam 
o tumor, devido à radiação e ainda potenciado pela quimioterapia. O desconhecimento deste 
fenómeno pode levar a uma errada descontinuação do tratamento. Assim, o novo esquema de 
avaliação sugere que, durante as 12 semanas subsequentes ao fim da radioterapia, apenas se 
considere progressão quando a região aumentada estiver fora da zona irradiada, ou se for feito 
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exame patológico de confirmação. Em caso contrário, os pacientes são classificados como 
clinicamente estáveis e devem continuar o tratamento estipulado. 
Outra situação que suscita dúvida é o aumento do contraste a partir de alguns dias depois 
da cirurgia de remoção, em redor da zona removida. Assim, o exame pós-cirúrgico, que serve 
como base ao tratamento adjuvante, deve ser obtido nas primeiras 24 a 48 horas após a operação. 
Algumas técnicas inovadoras podem ajudar a definir este aumento de contraste como normal ou 
como progressão da doença. Estas técnicas incluem os estudos de perfusão, a espectroscopia de 
ressonância e o PET. 
Alguma medicação provoca a normalização da permeabilidade dos vasos tumorais, o que 
leva a uma diminuição do contraste observado no tumor, interpretado como uma boa resposta ao 
tratamento. No entanto, este fenómeno não se verifica na taxa de sobrevivência, pelo que, em 
muitos casos, não passa de uma pseudo-resposta. Assim, a nova proposta sugere que a 
diminuição do contraste persista por, pelo menos, 4 semanas até que se considere que o 
tratamento teve, de facto, resultados positivos. 
Os tumores são frequentemente constituídos por uma zona ativa, por vezes uma zona 
necrótica e por um edema. Este edema não é revelado em todas as sequência de RM (apenas em 
T2 e FLAIR), pelo que se denomina de zona do tumor não contrastada. Ocasionalmente, apesar 
de não ser visível progressão na parte ativa do tumor, esta manifesta-se no edema, e em alguma 
detioração da condição neurológica do paciente. Assim, a avaliação do tratamento deve ter em 
consideração a observação de diferentes sequências de RM, mesmo naquelas onde não é possível 
uma avaliação quantitativa, por dificuldades tecnológicas. A condição neurológica do paciente, 
apesar de não poder ser avaliada de forma totalmente objetiva, deve ser acedida pela aplicação 
de alguns testes (Karnofsky performance score, Eastern Cooperative Oncology Group performance 
status, WHO performance score), para apoiar a decisão do oncologista em continuar ou terminar 
o tratamento. 
No caso de existir mais do que uma lesão, a medida quantitativa deve corresponder à 
soma do produto dos diâmetros perpendiculares de cada lesão, num máximo de 5 lesões. 
O critério passa assim a definir as respostas como [46]: 
Resposta completa – quando se verificam todos os requisitos seguintes: desaparecimento 
completo de todas as lesões com contraste, aquelas para as quais é possível medir a maior área, 
com margens bem definidas (lesões mensuráveis), e para as quais não é possível (lesões não 
mensuráveis), pelo menos durante 4 semanas; ausência de novas lesões; zonas de lesão sem 
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contraste estáveis ou menores; interrupção da medicação com corticoesteróides ou com doses de 
substituição; paciente clinicamente estável ou melhor. 
Resposta parcial – quando se verificam todos os requisitos seguintes: diminuição superior 
a 50 % da soma do produto dos diâmetros perpendiculares das lesões mensuráveis, pelo menos 
durante 4 semanas; ausência de novas lesões; zonas de lesão sem contraste estáveis ou menores; 
dose de corticoesteróides mantida ou diminuída; paciente clinicamente estável ou melhor. 
Doença estabilizada – quando o paciente não se enquadra nas restantes categorias e se 
encontra clinicamente estável. 
Progressão – quando se verifica um aumento superior a 25 % da soma dos produtos dos 
diâmetros perpendiculares das lesões mensuráveis, progressão das lesões não mensuráveis, 
aparecimento de novas lesões, aumento das zonas de lesão não contrastadas, ou detioração 
clinica do paciente. O aumento da dose de corticoesteróides não pode ser usado isoladamente 
para justificar um quadro de progressão. 
Quando existe alguma dúvida sobre o progresso da lesão, o tratamento deve ser 
continuado. Caso se demonstre progressão da doença, a data onde esta se iniciou deve ser 
atribuída ao momento onde a dúvida surgiu. 
2.2.3.2. Tumores de baixo grau 
No caso dos tumores de baixo grau, a progressão é ainda mais difícil de verificar por 
radiologia. Geralmente manifesta-se por um pequeno aumento da zona não contrastada, visível 
apenas em T2 e FLAIR. Quando se observam as imagens retroativamente, verifica-se um aumento 
contínuo que sugere progressão, mas não de 25 % [47], como ditado pelo critério para tumores 
de alto grau. Neste caso, o cálculo do volume seria ainda mais determinante, sobretudo separando 
tumor e edema. Também o estudo dinâmico do contraste e o estudo da difusão, ambos por RM, 
seriam auxiliares importantes nesta avaliação, mas ainda não podem ser usados, uma vez que 
não existem valores de referência estudados.  
Atualmente, a resposta ao tratamento em tumores de baixo grau utiliza medidas de uma 
(maior diâmetro) ou duas dimensões (multiplicação dos maiores diâmetros perpendiculares) nas 
imagens de T2 e FLAIR. Uma outra métrica é o diâmetro médio do tumor, que corresponde à raiz 
cúbica dos 3 maiores diâmetros.  
Nestes tumores é frequente uma resposta inferior à categoria de Resposta Parcial: 
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Resposta Menor – quando se verificam todos os requisitos seguintes: diminuição da zona 
sem contraste em T2 e FLAIR entre 25 e 50 %; ausência de lesões e de anormalidades além das 
levantadas pelo tratamento; ausência de regiões com contraste; dose de corticoesteróides mantida 
ou diminuída; paciente clinicamente estável ou melhor [47]. 
A Tabela 3 resume as características de cada categoria de resposta a tratamento em 
tumores de elevado grau. A Tabela 4 diz respeito aos tumores de baixo grau. 









Região realçada em 
T1C 
Ausência ≥ 50%  
< 50%  e < 25% 
 
≥ 25%  
Região em T2/FLAIR Estável ou  Estável ou  Estável ou   
Novas Lesões Ausência Ausência Ausência Presença 
Cortiesteróides Ausência Estável ou  Estável ou  ND 
Estado Clínico Estável ou  Estável ou  Estável ou   
Requisitos Todos Todos Todos Qualquer 
T1C – RM T1 com contraste; ND – não definitivo: um aumento de corticoesteróides não é suficiente para atribuir progressão. 
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Região emT2/FLAIR Ausência ≥ 50%  
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≥ 25%  
Anormalidades em 
T2/FLAIR 
Ausência Ausência Ausência Ausência ND 














Estável ou   
Requisitos Todos Todos Todos Todos Qualquer 
T1C – RM T1 com contraste; ND – não definitivo: um aumento de corticoesteróides ou a presença de anormalidades em 




No caso dos tumores metásticos, as regras aplicadas são geralmente as do Critério 
RECIST (Response Evaluation Criteria in Solid Tumors) para tumores sólidos e sistémicos [48], 
[49]. Este critério divide as respostas nas 4 categorias descritas nos gliomas de alto grau, mas 
baseia-se no maior diâmetro da lesão no plano axial, ou na soma dos mesmos, quando estão 
presentes várias lesões. Como este critério não tem regras formuladas especialmente para 
metástases cerebrais, em muitos estudos, o tratamento é avaliado de acordo com as regras 
RANO [50]. 
Uma área importante de investigação prende-se com encontrar uma forma mais viável de 
quantificar a lesão. A melhor opção parece ser o seu volume. No entanto, a delineação 
tridimensional do tumor de forma manual é bastante cansativa e morosa, e ainda não está 
disponível nenhuma técnica automática totalmente confiável. Quando a quantificação volumétrica 
for possível e utilizada comummente, esta deverá ser a considerada no critério, em substituição 
do produto dos dois diâmetros perpendiculares. Também o avanço das modalidades relacionadas 
com RM, como a perfusão ou a espectroscopia de ressonância, assim como o PET, devem ser 
incluídas na análise à resposta do paciente ao tratamento. O motivo pelo qual ainda não são 
consideradas com regularidade é o facto de serem ainda recentes e ainda não existir validação 
suficiente da sua fiabilidade na análise das lesões [46]. 
2.3. Sumário 
Neste capítulo foram apresentados dados demográficos e etiológicos sobre o cancro, 
considerado como doença contemporânea, e apresentada a proposta da WHO para o seu controlo 
mundial. 
Focando no Sistema Nervoso, foram enunciados os locais mais comuns para o 
aparecimento de lesões tumorais, assim como a sua incidência e mortalidade mundiais e a forma 
como se distribuem os tumores pelo seu grau crescente de malignicidade. A maioria dos tumores 
cerebrais são gliomas, divididos entre baixo e alto grau, o que justifica que sejam a base deste 
trabalho. O diagnóstico de tumores cerebrais é feito através de biópsia em locais previamente 
identificados com recurso a diferentes técnicas de imagiologia: TAC, RM e PET. Um especial ênfase 
é dado à RM, uma vez que permite a identificação de estruturas internas do tumor quando se 
consideram as suas múltiplas sequências. O tratamento destes tumores passa, sempre que 
possível, pela sua remoção, depois de definidos os seus limites com base na imagiologia. A 
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remoção pode ainda incluir RM intra-operatória, de forma a corrigir o procedimento. São também 
frequentes tratamentos adjuvantes, como a quimioterapia e a radioterapia, sendo a última 
planeada com base em imagiologia. A avaliação do tratamento é atualmente baseada em imagens 
de RM, no estado clínico e condição neurológica do paciente, e na sua dose de cortiesteróides. As 
medidas quantitativas são retiradas das imagens de RM. 
Em conclusão, a RM tem uma importância vital em todas as fases do envolvimento 
médico. Seria importante o desenvolvimento de métodos automáticos que permitam a melhoria 
das medidas quantitativas do tumor, durante o seu tratamento, assim como a distinção das várias 
estruturas que o caracterizam. 
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Capítulo 3 Estado da Arte 
Nas últimas décadas, a falta de um sistema de quantificação de tumores cerebrais, que 
seja aceite na prática clínica e globalmente aplicável, motivou vários grupos de investigação a 
desenvolverem propostas na área de segmentação dos mesmos.  
Neste capítulo são apresentados alguns dos trabalhos mais relevantes, que foram 
surgindo ao longo do tempo. Estes incluem os métodos mais importantes em segmentação de 
estruturas, como os knowledge-based (KB), os algoritmos orientados à deteção de bordas (como 
level-set), algoritmos que aplicam lógica difusa (fuzzy), e os métodos de machine learning, mais 
utilizados atualmente, sobretudo com Support Vector Machine (SVM) e florestas de decisão.  
3.1. Investigação em segmentação de tumores cerebrais 
As primeiras tentativas de segmentação dos tumores cerebrais iniciaram-se no final dos 
anos 90. O trabalho mais reconhecido desse momento é o de Clark, em 1998 [51], que sugere 
uma segmentação 2D em slices de RM, que foram previamente classificados de forma automática 
como tendo um tumor. O objetivo final seria agregar os slices segmentados e calcular o volume 
da região tumoral. O seu algoritmo é um bom exemplo da utilização do conhecimento a priori (KB) 
do aspeto e localização das estruturas cerebrais. Depois da remoção do crânio, o tecido tumoral 
é separado grosseiramente pela interseção de um threshold aplicado a T1 e DP. A informação 
regional e o histograma conjunto das duas sequências permite a identificação de clusters, 
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associados a estruturas normais, que são assim removidas. Por fim, são ainda removidos 
componentes cuja média e desvio-padrão não se enquadram numa distribuição de tecido tumoral. 
Este trabalho, ao invés de encontrar o tecido tumoral, vai descartando os pixéis que, por diversas 
razões, não representam tumores.  
Em 2001, Kaus [52] sugere o uso de um atlas segmentado em diferentes zonas do 
cérebro, para ser usado como modelo anatómico. De forma iterativa, o resultado de uma 
classificação estatística é registado com este atlas, de forma a separar componentes incluídos na 
mesma classe, tendo em conta a localização. Do exterior para o interior do cérebro, as regiões 
normais vão sendo excluídas da análise em cada iteração, à medida que são identificadas no atlas: 
background/fundo, pele, cérebro e ventrículos. A 5ª classe corresponde ao tumor, e por não existir 
o seu modelo anatómico pelo atlas, é conseguida em 2 iterações. Este algoritmo intuitivo parte do 
pressuposto de que o tumor nunca está na borda do cérebro, o que nem sempre acontece. 
A utilização de atlas permitiu a proliferação de métodos [53]–[56] que iniciam a 
segmentação de tumores em zonas com intensidade diferente da expectável, quando atlas 
saudáveis são comparados com pacientes oncológicos. Prastawa [55] utiliza imagens T1, T1C – 
T1 com agente de contraste, e T2, para segmentar os tumores em cada slice (2D). O algoritmo 
Expectation-Maximization (EM) é usado nas sequências T1 e T2 para separar tumor e edema, 
detetados como regiões anormais pelo uso do atlas. A fase de expectation procura a função de 
densidade de probabilidade que se adequa aos dados, enquanto a fase de maximization faz a 
classificação, procurando maximizar a verosimilhança entre os dados e cada uma das 
distribuições, definidas com os parâmetros calculados na fase anterior. As probabilidades a priori 
usadas no EM são obtidas através da subtração de imagens T1C e T1. Algumas restrições 
espaciais e geométricas são ainda aplicadas para minimizar a classificação errada de vasos 
sanguíneos como tumores. Um ano depois, o mesmo autor [56] sugere o uso exclusivo da 
sequência T2, referindo que nestas imagens é possível distinguir edema e tumor. A densidade de 
probabilidade e a probabilidade posterior da classe de tecido anormal são calculadas com base 
nas regiões detetadas como anormais, em comparação com o atlas de cérebros saudáveis. A 
existência de 1 ou 2 clusters nestas regiões determina a ausência ou presença de edema, 
respetivamente. Um método level set (LS) é usado para conseguir a delineação final do tumor. Os 
métodos de LS são iniciados, no nível zero, por um contorno fechado. Em cada nível, este contorno 
cresce na sua direção normal, em função de uma equação de custo. Esta pode ser modelada de 
diferentes formas, de acordo com a imagem a segmentar, sendo regulada por restrições de 
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suavidade e curvatura, que mantêm, em maior ou menor escala, o contorno inicial [57], [58]. O 
edema é depois obtido pela seleção dos componentes em contacto com o tumor já segmentado. 
A deteção de anormalidades por via de um atlas pode não ser facilmente conseguida visto que, 
por vezes, os tumores apresentam regiões com características semelhantes às do tecido normal 
em que estão inseridos, e regiões normais podem estar deslocadas devido ao espaço ocupado 
pelo tumor, e por isso parecerem anormais [56]. 
Lefohn [59] introduziu, em 2003, uma ferramenta interativa de segmentação de tumores 
utilizando LS. Este é um tipo de algoritmo computacionalmente pesado, pelo que o seu trabalho é 
processado diretamente na placa gráfica (GPU – Graphics Processing Unit) ao invés de usar o CPU 
(Central Processing Unit), o que diminui significativamente a duração da tarefa. Neste caso, um 
utilizador inicia o método desenhando um contorno, que, nos passos seguintes, é ajustado pelo 
algoritmo, tendo em conta as características da imagem e o nível de liberdade e curvatura 
parametrizados também pelo utilizador. Em 2005, foi proposto um método semi-automático e 
híbrido de LS (HLS) [60], para segmentação de diferentes tipos de tumores cerebrais 
(meningiomas, gliomas de baixo grau e astrocitomas). No HLS, a superfície é deformável tendo 
em conta a informação da região, que funciona como motor de propagação robusto, e a 
informação das fronteiras, que, de forma precisa, ajuda a determinar o ponto de paragem desta 
propagação. A adição do termo de paragem revelou-se positiva, uma vez que os autores 
determinaram que os resultados deste método são ligeiramente superiores, em todas as medidas 
analisadas. 
Algoritmos de lógica difusa têm também alguma representação nesta área de 
investigação. Estes permitem uma classificação inicial, geralmente com a atribuição de um valor 
entre 0 e 1 a cada píxel/vóxel, de correspondência a cada classe a obter. Os valores atribuídos 
não correspondem a probabilidades, ou seja, a sua soma não é a unidade, o que permite que um 
píxel se possa aproximar a mais do que uma classe. Fletcher-Heath no seu trabalho em tumores 
de baixo grau, em 2001 [61], utilizou Fuzzy c-Means. Este algoritmo faz a agregação difusa de 
pixéis, em slices de RM, classificando cada grupo (cluster) pelas suas características de forma. De 
forma iterativa, uma função objetivo é otimizada, de tal forma que são calculados os centros dos 
clusters de dados e atribuídos os pesos de ligação às diferentes classes. Esta primeira classificação 
é depois otimizada com o uso de conhecimento prévio (KB) das características dos tecidos, como 
a eliminação de tecido necrótico, região abaixo de um threshold em T1, ou da zona associada aos 
ventrículos, como estando no centro do cérebro, rodeados por matéria branca ou cinzenta, e com 
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simetria em relação à fissura longitudinal do cérebro. No final, o tumor é obtido como sendo um 
único componente: aquele que apresenta maior número de pixéis e maior variância, partindo do 
pressuposto que nesta fase apenas existe confusão entre tumor e LCR (mais espalhado pelo 
cérebro e com composição mais homogénea). Este trabalho complexo ilustra bem como é que 
algoritmos de KB são desenvolvidos, no sentido de distinguir estruturas semelhantes. 
Outra abordagem com algoritmos fuzzy foi apresentada por Liu, em 2005 [62]. O seu 
algoritmo começa por normalizar, de forma não linear, a intensidade das imagens para uma 
referência com o mesmo protocolo de aquisição. Um utilizador seleciona então uma região de 
interesse, especifica o primeiro e último slices que contêm tumor e alguns pixéis tumorais. É 
depois determinada a afinidade entre quaisquer 2 pixéis tendo em conta a sua intensidade. Numa 
lógica de união difusa (fuzzy connectedness), esta afinidade permite selecionar os pixéis que têm 
mais força quando colocados num mesmo conjunto, isto é, dois pixéis são constituídos membros 
do mesmo conjunto quando a sua força de união é superior a um threshold, determinado 
empiricamente. O método é aplicado às imagens de T1C, T1S (subtração entre T1C e T1) e FLAIR 
separadamente, permitindo a segmentação de tumor e edema. Similarmente, Dou [63] propõe a 
criação de espaços fuzzy de características para cada imagem T1, T2 e DP, alinhados previamente. 
Estes espaços funcionam como mapas da associação de cada píxel à classe tumoral ou a 
background, tendo em conta o conhecimento dado por especialistas sobre o nível relativo das 
intensidades dos tecidos, nas diferentes imagens. Os espaços das diferentes sequências são 
depois fundidos e sobre esta fusão é aplicada uma medida de decisão. Finalmente, de forma a 
suavizar as fronteiras da região segmentada, é aplicado um algoritmo de crescimento regional 
(region growing), que, partindo da maior região com o maior grau de associação a tumor, vai 
adicionando outras, de graus sucessivamente inferiores. Neste caso apenas é obtida a 
segmentação de tumor e não do edema. 
Hamamci [64] propôs o seu método Tumor-Cut em 2012. Este utiliza um algoritmo 
Cellular Automata (CA) em imagens T1C. O método, semi-automático, inicia-se com a definição 
de sementes tumorais e de background. Sementes são vóxeis para os quais se tem certeza sobre 
a sua classe e que servirão para obter a força ou grau de certeza de todos os outros, de forma a 
construir um mapa para cada classe (tumor e background), tendo em conta a sua proximidade às 
sementes, em termos de localização e intensidade. No final, os mapas de força das duas classes 
são fundidos num único mapa de probabilidade da classe tumor. Uma superfície fechada, 
coincidente com a probabilidade de 0,5 e cujo interior é composto por pixéis de probabilidade 
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superior, é usada como nível zero num algoritmo LS, propagado até convergir. A separação entre 
tecido necrótico e ativo é feita com o mesmo algoritmo CA e os vóxeis são classificados de acordo 
com a classe com maior força. Neste caso, as sementes de cada classe são obtidas por duplo 
threshold do histograma da região identificada como tumor. A aplicação do método em imagens 
FLAIR permite identificar o edema como sendo o excedente do tumor segmentado em T1C. [65]. 
Os resultados deste método são positivos, no entanto, a seleção das sementes pode revelar-se 
crítica, uma vez que deve representar bem as respetivas classes. 
Até aqui, os métodos apresentados pressupõem algum conhecimento humano sobre a 
forma, a localização ou a distribuição de intensidades dos tumores, que ajuda na distinção das 
outras classes de tecidos existentes no cérebro. Esta separação de características nem sempre 
acontece ou nem sempre é fácil de concretizar, pelo que os pressupostos assumidos podem não 
corresponder à realidade. Assim, surgiu um grupo de métodos, denominado de Machine Learning, 
que permite que a divisão de características, ainda que pensadas e selecionadas pelo investigador, 
seja feita computacionalmente. Isto significa que passa a ser o sistema a decidir como se 
distribuem as classes no espaço de características, geralmente por via de um classificador. Os 
classificadores podem ser generativos ou discriminativos. Quando o classificador aprende a 
probabilidade conjunta 𝑝(𝑥, 𝑦) dos diferentes dados (𝑥) e respetivas classes (𝑦), trata-se de um 
modelo generativo. Neste caso, é necessário utilizar a regra de Bayes para calcular a probabilidade 
posterior e condicional 𝑝(𝑦|𝑥), que permite selecionar a classe 𝑦 mais provável, dada a 
observação 𝑥. Um modelo discriminativo calcula diretamente a probabilidade posterior [66], 
envolvendo geralmente uma fase de treino para aprender a distinguir os dados.  
Corso [2] integra a utilização de um modelo generativo, por EM, no cálculo de afinidades 
entre grafos. O EM define a distribuição de intensidades nas sequências T1, T1C, T2 e FLAIR pelas 
várias classes: tumor, edema e restante cérebro. Neste trabalho, a abordagem de grafos é 
hierárquica, ou seja, no primeiro nível inicia-se com um nodo por voxel e, nos níveis seguintes, os 
nodos vizinhos vão se agregando, de acordo com a afinidade, até que toda a imagem seja apenas 
um nodo. Em cada nível, os diferentes nodos são classificados de acordo com o modelo de tecido 
que melhor os descreve e são calculadas as afinidades entre nodos vizinhos. No final, cada pixel 
é classificado com o modelo ao qual pertenceu mais frequentemente. 
No caso dos classificadores discriminativos, um dos mais conhecidos é o SVM. Este inclui 
uma fase de treino, onde são usadas amostras já classificados para definir um hiperplano no 
espaço de características, o mais distante possível de ambas as classes (margem máxima), 
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separando-as. Através de uma função kernel, o espaço de características é transformado numa 
dimensão superior, tornando assim possível a separação das diferentes classes de forma 
linear [67]. Zhang [68] e Zhou [69] propuseram algoritmos de SVM de uma classe, ou seja, o 
treino é feito apenas com dados da classe tumoral, de tal forma que o sistema aprende a separá-
los de todas as outras classes possivelmente presentes, mesmo que estas não existam de forma 
equilibrada em relação ao número de amostras. O facto de ser considerada apenas uma classe 
indica que nestes trabalhos não há separação dos vários constituintes do tumor. O treino é feito 
com uma amostra da zona tumoral da imagem, selecionada pelo utilizador em cada caso.  
O uso de SVMs pressupõe que os dados (neste caso, a intensidade dos pixéis) são 
independentes e identicamente distribuídos (iid). Isto não corresponde ao que acontece nas 
imagens de RM, uma vez que, se um pixel está inserido entre vários outros de uma determinada 
classe, a sua probabilidade de pertencer à mesma classe deve ser maior do que se estivesse num 
local com vizinhos de classe diferente, mesmo que as suas características sejam praticamente as 
mesmas. Lee [70] modela, de forma comparativa, esta influência regional com Markov Random 
Fields (MRFs), Conditional Random Fields (CRFs) e Discriminative Random Fields (DRFs), aferindo 
o efeito de cada um destes métodos sobre um mapa de probabilidades posteriores, obtido das 
características das imagens. Os MRFs são a opção generativa, o que obriga a algumas 
considerações limitativas; CRFs relaxam a necessidade de modelar a distribuição das observações, 
ao calcularem diretamente a probabilidade posterior (discriminativo); os DRFs expandem os CRFs 
à multidimensionalidade, conseguindo assim os resultados mais satisfatórios, quando usados em 
conjugação com SVMs. O autor utiliza imagens T1, T1C e T2 para obter a segmentação da parte 
contrastante do tumor, o tumor no seu todo e o edema. Como o uso de DRFs é 
computacionalmente exigente, o mesmo autor sugere, em [71], o uso de Pseudo-Conditional 
Random Fields, o que, sendo mais eficiente, é igualmente eficaz na tarefa de segmentação. 
Recentemente, Bauer [67] combinou também a classificação inicial por SVMs com um 
método de regularização hierárquico, que aplica CRFs. Esta regularização visa incluir informação 
da vizinhança 3D (numa primeira fase) e 2D (numa segunda fase, para os detalhes mais finos) na 
classificação de cada píxel. No entanto, esta é ainda uma tarefa computacionalmente exigente, e 
por isso os autores optaram por um algoritmo de otimização baseado em programação linear com 
graph-cuts e decomposição primal-dual. O mesmo autor sugere utilizar florestas de decisão 
(Random Forests), em vez de SVMs, num trabalho posterior [72]. As florestas de decisão são 
formadas por um conjunto de classificadores aleatoriamente diferentes, as árvores. A classificação 
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final tem em conta o resultado de todas as árvores, num sistema de votos. As árvores são 
compostas por vários ramos, cada um originado, durante a fase de treino, pela divisão dos dados 
num nodo, baseada nas características. Na fase de teste, um vetor de características para cada 
voxel é usado para percorrer cada árvore até chegar ao nodo final, a folha, que atribuirá um voto 
para uma das classes. As características utilizadas por Bauer baseiam-se nas intensidades e nas 
diferentes texturas de primeira ordem, observadas na vizinhança dos vóxeis e nas várias 
sequências de RM (T1, T1C, T2 e FLAIR). 
Zikic [3] propõe a segmentação do tumor em 3 classes: edema, zona ativa e zona 
necrótica. Este autor utiliza florestas de decisão para definir como os dados de treino se dividem, 
tendo em conta um grande número de características (2000 no total). Entre estas estão a 
intensidade nas diferentes sequências de RM (T1, T1C, T2 e FLAIR) e outras operações que 
envolvem a gama de intensidades na vizinhança 3D de cada voxel e a comparação de diferentes 
sequências. Os parâmetros de seleção das características, como o tamanho da vizinhança ou as 
sequências a comparar, são aleatórios, e o grande número de características permite redundância. 
Um outro grupo de características, dado como entrada na floresta de decisão, é composto pelas 
probabilidades posteriores de cada classe, resultantes da aplicação de um algoritmo 
multidimensional de Gaussian Mixture Model (GMM), que modela a distribuição de intensidade 
das diferentes classes, nas várias sequências, como misturas gaussianas. Os resultados deste 
trabalho são dos melhores encontrados na literatura, mas permitem ainda melhorias. 
Geremia [73], no seguimento do seu trabalho de deteção de lesões de Esclerose 
Múltipla [74], sugere também a utilização de florestas de decisão para a segmentação de edema 
e tumor, recorrendo a 4 sequências de RM: T1, T1C, T2 e FLAIR. As características usadas são 
locais, de vizinhança ou contexto, e de simetria: incluem a intensidade do voxel em cada sequência 
e a probabilidade, com base num atlas, de pertencer a cada um dos tecidos cerebrais (matéria 
branca, cinzenta e fluido cérebroespinal); a diferença de intensidade entre o voxel e a média de 
duas regiões 3D selecionadas aleatoriamente, numa sequência diferente; e finalmente, partindo 
do pressuposto de que, ao contrário das regiões normais do cérebro, os tumores são estruturas 
assimétricas, a diferença entre cada voxel e o simétrico em relação ao plano sagital médio.  
O crescente número de trabalhos recentes que oferecem propostas com florestas de 
decisão sugere que este será um classificador a observar. 
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3.2. Sumário 
Neste capítulo foram apresentados vários algoritmos de segmentação de tumores, com 
métodos bastante diversificados. O facto de existir grande investigação na área demonstra a sua 
relevância e também a elevada dificuldade em segmentar os tumores cerebrais de forma 
sistemática e com eficácia suficiente para a sua instituição na prática clínica. Conhecem-se vários 
trabalhos que passam pela utilização de atlas [52]–[56], construídos a partir da utilização de 
cérebros corregistados de diferentes sujeitos, para fazer uma previsão da localização dos 
diferentes tecidos. O uso do conhecimento humano acerca da estrutura e aspeto dos tumores 
fundamenta os algoritmos KB [51], [61], que implementam passos sucessivos para discernimento 
de estruturas agregadas. A lógica fuzzy está também presente em alguns trabalhos, como [61]–
[63], assim como a utilização de métodos de modelos de forma, como LS [56], [59], [64], [65], 
que tendem a encontrar os limites de uma estrutura, a partir de um contorno inicial. O algoritmo 
de EM é muitas vezes utilizado para obter um mapa de probabilidade inicial, como em [2], [3], 
[55], [56], sobretudo pela utilização de Modelos de Misturas Gaussianas (GMM) [2]. Métodos de 
Machine Learning como SVMs [68]–[71], ou florestas de decisão [3], [67], [73] foram introduzidos 
na segmentação de tumores, tendo sido obtidos resultados positivos. Estes métodos de 
classificação voxel a voxel são por vezes regulados com uso de Random Fields [70], [71], de forma 
a ser tida em consideração a informação regional. Outro tipo de algoritmos interpreta os pontos 
da imagem como nodos de um grafo, o que permite também regular as relações de afinidade 
entre vizinhos, como no caso dos trabalhos [2], [64]. 
Conforme descrito, a investigação nesta área tem evoluído ao longo do tempo, não só em 
termos dos algoritmos utilizados mas também do objetivo. Atualmente, o desafio passa não apenas 
na delineação do tumor, mas também na identificação das várias estruturas que o constituem, 
como a parte ativa, o tecido necrótico, a região não contrastante e o edema, através da utilização 
de diferentes sequências de RM. Assim, compreende-se a proliferação de propostas que utilizam 
árvores de decisão, uma vez que estas permitem a classificação de múltiplas classes, no mesmo 
algoritmo. O trabalho desenvolvido nesta dissertação segue este mesmo pressuposto. Será 
utilizada uma floresta de decisão, na qual serão usadas diversas características extraídas das 
imagens das várias sequências de RM, como a intensidade, a informação da região onde cada 
voxel se insere e a textura. No capítulo seguinte apresentam-se os pressupostos teóricos que 
fundamentam o algoritmo seguido.
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Capítulo 4 Fundamentos Teóricos 
Neste capítulo explicam-se os fundamentos e estrutura do algoritmo implementado, do 
ponto de vista teórico. Começa por se expor as etapas frequentemente realizadas neste tipo de 
problema, tendo em conta os trabalhos mais relevantes na área. De seguida, são descritos os 
fundamentos teóricos das várias fases do trabalho realizado no âmbito desta dissertação. 
4.1. Algoritmo típico de segmentação de tumores 
Os algoritmos de segmentação de tumores seguem geralmente uma ordem típica que 
inclui as etapas de pré-processamento, segmentação e pós-processamento. 
No caso de um método supervisionado, em que existe uma fase de treino antes da 
classificação, são utilizadas imagens já classificadas para inferir como se distinguem as estruturas 
em todas as imagens ainda não observadas, tendo em conta características significativas. 
Tornam-se então necessárias algumas etapas de pré-processamento, para garantir alguns padrões 
nas propriedades das imagens das diferentes sequências de ressonância magnética, entre todos 
os pacientes, de forma a diminuir o efeito de elementos degradantes [75]. Entre estas etapas 
destacam-se o registo espacial, a extração do crânio, a remoção de não-homogeneidades e a 
normalização das intensidades para valores de referência. 
Nos algoritmos de segmentação que utilizam várias sequências de RM [2], [3], [51], [62], 
[67], a classificação de cada ponto da imagem vai depender da sua observação nas várias 
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sequências e da relação entre estas. Para tal, é necessário que exista a mesma resolução e 
correspondência espacial em todos os pontos da imagem e em todas as sequências. Assim, um 
passo essencial é o de registo das imagens, onde é encontrada a transformação que modifica uma 
imagem (imagem móvel) para o espaço físico de outra (imagem fixa) [76].  
A remoção do crânio é importante, uma vez que este não se inclui na zona de interesse 
(tecido cerebral), apenas a circunda, e surge com picos de intensidade que podem prejudicar o 
processo de classificação. Alguns métodos de segmentação de tumores, que procuram distinguir 
as regiões do tumor, realizam também este procedimento [2], [3], [61], [67]. 
A correção das não homogeneidades é também frequente nos algoritmos de segmentação 
de tumores [3], [56], [67]. Tem como objetivo a remoção ou redução do campo não uniforme, 
conhecido como bias field, derivado do processo de aquisição e das imagens de RM.  
A RM é uma das mais importantes modalidades imagiológicas para avaliação médica e a 
mais recorrente para visualizar os tecidos do sistema nervoso, devido às suas excelentes 
propriedades de contraste. No entanto, a intensidade medida na RM não tem um significado 
específico, pois depende do protocolo, da região do corpo em análise e do próprio equipamento. 
De forma a dar coerência às intensidades entre os vários pacientes, é recorrente existir uma fase 
de pré-processamento que as normaliza para uma referência [2], [3], [62], [67], [73]. 
Os passos de pré-processamento são realizados para que as características tenham 
valores com o mesmo significado em todas as imagens (de treino e teste), para que o classificador 
funcione com a máxima eficácia possível. 
O pós-processamento é realizado depois de atribuídas classes aos vóxeis das imagens, de 
modo a remover pequenos agregados, com tamanho inferior aos que existem nas classificações 
manuais, realizadas por especialistas. 
4.2. Pré-processamento 
Nas imagens da base de dados utilizada (BraTS – 2013), as diferentes sequências estão 
já corregistadas em relação à sequência T1C de cada paciente, e a resolução está já definida 
isotropicamente para 1 mm. A região da imagem correspondente ao crânio foi também removida. 
Neste trabalho de dissertação, foi realizada a correção das não-homogeneidades e a normalização 




4.2.1. Correção das não-homogeneidades 
O campo de não-homogeneidades manifesta-se como uma variação suave das 
intensidades ao longo da imagem, o que altera a intensidade de um mesmo tecido de acordo com 
a sua localização na imagem (Figura 8). A sua remoção é crítica, uma vez que os métodos 
automáticos, como a classificação, são bastante sensíveis à variação das intensidades, mesmo 
que esta seja suave e impercetível ao olho humano [75]. 
 
Figura 8. Exemplo de imagem corrompida por campo de não-homogeidades e sua correção. Adaptado de [75]. 
Desde os anos 80 que se estudam as fontes desta não-homogeneidade, divididas entre 
as propriedades do próprio dispositivo de aquisição e o objeto em análise. Para se conseguir a 
remoção deste efeito é necessário encontrar um modelo do seu comportamento na imagem. 
Geralmente, o mesmo é assumido como aditivo ou, sobretudo, como multiplicativo. O ruído de 
elevada frequência tem de ser também incluído no modelo. Este pode ser biológico, e por isso 
sofre a influência do campo não uniforme, ou derivado do dispositivo, e por isso independente do 
campo. Uma complicação acrescida neste processo corresponde ao facto da intensidade de certos 
tecidos sofrer, por si só, alguma variação suave ao longo da imagem, dificilmente separável da 
variação associada às não-homogeneidades [75]. 
Os algoritmos de correção das não-homogeneidades podem ser prospetivos ou 
retrospetivos, isto é, implicam uma melhoria do processo de aquisição ou baseiam-se apenas na 
imagem adquirida, respetivamente. 
4.2.1.1. Métodos Prospetivos 
Esta categoria de métodos pressupõe que o campo de não-homogeneidades introduzido 
na imagem é um problema sistemático do processo de aquisição por RM.  
Uma das resoluções incluídas neste tipo de métodos passa por adquirir imagens 
adicionais de um objeto com características físicas conhecidas (fantoma), para obter o modelo do 
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campo. Este tipo de correção não funciona quando um objeto também apresenta um perfil de não-
homogeneidades. Outra desvantagem corresponde à necessidade de efetuar repetições frequentes 
da aquisição da imagem do fantoma, uma vez que a bobine do dispositivo de aquisição sofre 
variação temporal e espacial que influenciam o modelo do campo [77], [78]. 
Outro método consiste em combinar as imagens resultantes da aquisição com uma bobine 
de superfície, com boa relação sinal-ruído (SNR) mas um forte campo de não-homogeneidades, e 
uma bobine de volume, que apresenta resposta inversa. Este método, no entanto, obriga a um 
maior tempo de aquisição [79], [80].  
Por último, são também usadas sequências de ressonância específicas, em que a 
distribuição espacial do ângulo de inversão é usada para calcular o campo. Mais uma vez é 
necessária a aquisição de duas imagens, uma com o dobro do ângulo de inversão da outra [81]. 
4.2.1.2. Métodos Retrospetivos 
Este grupo de métodos não se limita à correção das não-homogeneidades causadas pelo 
dispositivo de aquisição, mas também pelo objeto analisado. O modelo do campo não-uniforme é 
obtido para cada imagem e não se baseia no processo de aquisição. É possível dividir os métodos 
numa classificação ainda mais específica [75], conforme descrito nos parágrafos seguintes. 
O campo de não-homogeneidades pode ser visto como um artefacto de baixa frequência, 
pelo que seria possível obter o seu modelo com um filtro passa-baixo. Nestes métodos, existe o 
risco de se considerarem algumas estruturas anatómicas, cujo perfil de intensidade também varia 
de forma suave (baixa frequência), como parte do campo a remover. Com este métodos, também 
se verifica alguma enfatização das bordas, aumentando o contraste nestas regiões [75].  
Uma outra classe de métodos compreende o ajuste de uma superfície paramétrica, com 
informação sobre não-homogeneidades, à imagem. A superfície pode ser baseada em intensidades 
ou no gradiente. Esta classe só funciona em casos onde as zonas homogéneas da imagem são 
largas e distinguíveis, como a matéria branca [75]. 
As tarefas de segmentação e correção das não-homogeneidades são também 
frequentemente combinadas. Ambas facilitam o objetivo da outra, conseguindo-se assim melhor 
correção e segmentação final [75]. No entanto, a implementação acaba por ser mais complexa. 
Por fim, uma classe de métodos bastante popular é baseada no histograma das imagens. 
Neste grupo insere-se a procura do campo pela minimização da informação da imagem (entropia), 
assumindo que esta aumenta com a presença do campo. Os métodos de correspondência de 
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histogramas [82] estão também incluídos nesta classe. Estes dividem a imagem em sub-volumes 
com não-homogeneidades constantes, que são encontradas pelo ajustamento do histograma 
modelo (obtido da imagem completa) ao histograma do sub-volume. Os métodos baseados no 
histograma das imagens são totalmente automáticos e robustos, mesmo na presença de 
patologias da imagem, e não necessitam de informação a priori da distribuição de intensidades 
das estruturas em análise [75]. 
O método N3 (Nonparametric Nonuniform intensity Normalization) [83] é um método 
largamente testado em diferentes aplicações [84]–[86], com resultados bastante interessantes. 
Neste método baseado em histograma, é procurado o campo multiplicativo que maximiza a 
distribuição das intensidades de alta frequência, assumindo o modelo de formação de imagem da 
expressão (4.1),  
 𝑣(𝑥) = 𝑢(𝑥)𝑓(𝑥) + 𝑛(𝑥) (4.1) 
onde 𝑣 é a imagem corrompida, 𝑢 a imagem não corrompida, 𝑓 o campo de não-homogeneidades 
e 𝑛 o ruido. Se for aplicado o logaritmo à expressão e o ruído excluído, a imagem resultante passa 
a ser equivalente à soma da imagem não corrompida com o campo de não-homogeneidades, 
permitindo que a imagem não corrompida seja obtida pela subtração da imagem afetada com o 
campo. Esta operação é realizada iterativamente, sendo que, em cada iteração é estimado o 
campo total, através da sua aproximação a um operador suave com B-spline uniforme, e este é 
retirado à imagem corrompida. O B-spline é composto por pontos de controlo igualmente 
espaçados, que formam uma malha sobre a imagem [87]. 
Uma crítica apresentada ao N3 é a sua impossibilidade de utilizar distâncias curtas entre 
os pontos de controlo da spline, o que conseguiria resultados estatisticamente melhores. Assim, 
o método N4 (Nick’s N3) utiliza um modelo de B-spline uniforme diferente, que torna possível a 
definição de menores distâncias entre os pontos de controlo. Além disto, em cada iteração passa 
a ser utilizada a imagem corrigida na iteração imediatamente anterior e calculado o campo residual 
presente na mesma, acabando a imagem por ser gradualmente corrigida. Estas alterações 
permitem uma melhor resolução do modelo do campo, que acaba por se manifestar numa melhor 
remoção do seu efeito [87]. O método N4 foi o aplicado neste trabalho. 
4.2.2. Normalização das intensidades 
O facto das intensidades medidas em RM não terem significado absoluto representa um 
problema para algoritmos de segmentação ou quantificação, baseados nas imagens de RM. A sua 
Fundamentos Teóricos 
40 
normalização nas diferentes sequências é então fundamental, para que seja possível relacionar, 
em certa medida, as gamas de intensidade com os tecidos observados, em zonas distintas do 
cérebro, e mesmo em pacientes diferentes. 
Uma primeira abordagem seria o escalonamento da gama de intensidades a valores fixos. 
No entanto, não seria garantida a atribuição de intensidades semelhantes aos mesmos tecidos. 
Outra opção corresponde ao ajuste dos níveis de contraste e luminosidade [88], o que garante 
apenas melhor distinção entre estruturas mas não a sua coerência intra- e interpaciente. Uma 
terceira opção transforma o histograma de cada imagem num histograma de referência, pela 
multiplicação das intensidades por um fator [3]. O fator é obtido pela divisão da média de 
intensidades da imagem de referência pela média da imagem a normalizar. Este método pode 
levar, no entanto, a que a gama da imagem seja totalmente diferente. 
O método apresentado por Nyúl e Udupa [89] transforma, de forma não linear, o 
histograma de uma imagem de RM tridimensional, num histograma de referência. Os parâmetros 
(ou marcas) do histograma de referência são obtidos a partir de uma ou mais imagens, durante 
uma fase intitulada de treino. Os parâmetros do histograma das imagens a normalizar são depois 
transformados nos deste histograma de referência. São assim mantidas as relações entre 
intensidades de diferentes tecidos numa imagem, ao mesmo tempo em que se passam a 
relacionar as intensidades dos tecidos entre imagens diferentes. 
Os parâmetros estimados do histograma correspondem à intensidade máxima e mínima 
da gama de interesse (𝑠1 e 𝑠2) e à moda da região correspondente ao objeto principal (𝜇𝑠). A 
gama de interesse de intensidades é definida considerando que intensidades nas caudas inferior 
e superior do histograma correspondem geralmente a outliers. Assim, são definidos os percentis 
superior e inferior que reduzem a gama de intensidades real de imagem [𝑚1, 𝑚2] aos valores 
significativos [𝑝1, 𝑝2]. Quando estes valores correspondem aos de referência (standard) 
denominam-se 𝑠1 e 𝑠2. Quanto à moda 𝜇 utilizada como parâmetro, esta corresponde à moda 
secundária de um histograma bimodal (com 2 bossas), sendo que a moda principal corresponde 
ao background (Figura 9.a). A moda secundária é obtida pelo threshold da imagem no seu valor 
médio, de forma a eliminar o background, e assim a moda principal. Nos histogramas unimodais, 
como não existe a moda secundária, o parâmetro da moda é substituído por outro, como o final 
da bossa de BG, quando o declive da curva é de -1 [89]. 
Durante a fase de treino, as intensidades de interesse das várias imagens utilizadas nesta 
fase, compreendidas entre 𝑝1𝑗 e 𝑝2𝑗 (onde 𝑝𝑖𝑗 é a intensidade obtida pelo percentil definido, na 
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imagem de treino 𝑗), são mapeadas para o intervalo [𝑠1, 𝑠2], definido para referência, de acordo 
com (4.2). 
 𝑥′ = 𝑠1 +
𝑥 − 𝑝1𝑗
𝑝2𝑗 − 𝑝1𝑗
(𝑠2 − 𝑠1) (4.2) 
A moda 𝜇𝑠 é depois calculada como o valor médio das modas 𝜇𝑗
′ , obtidas após o 
mapeamento por (4.2), de todas as imagens usadas no treino.  
Durante a fase de transformação, as imagens a normalizar são também mapeadas para 
a gama definida pelo histograma de referência, em duas operações. A primeira mapeia as 
intensidades do intervalo [𝑝1𝑖, 𝜇𝑖], da imagem 𝑖 a normalizar, no intervalo [𝑠1, 𝜇𝑠], de referência. 
A segunda mapeia o intervalo [𝜇𝑖, 𝑝2𝑖] no intervalo [𝜇𝑠, 𝑠2]. As intensidades outliers são também 
transformadas, através da extensão do mapeamento em cada um dos intervalos (Figura 9.b).  




𝜇𝑠 + (𝑥 − 𝜇𝑖)
𝑠1 − 𝜇𝑠
𝑝1𝑖 − 𝜇𝑖
 , 𝑚1𝑖 ≤ 𝑥 ≤ 𝜇𝑖
𝜇𝑠 + (𝑥 − 𝜇𝑖)
𝑠2 − 𝜇𝑠
𝑝2𝑖 − 𝜇𝑖
 , 𝜇𝑖 ≤ 𝑥 ≤ 𝑚2𝑖
 (4.3) 
As intensidades em [𝑠1, 𝑠2] correspondem ao intervalo de valores onde a normalização 
foi conseguida, e onde existe coerência entre as diferentes imagens quanto à correspondência 
entre intensidade e tecido representado. 
a)  b)  
Figura 9. a) Histograma bimodal com indicação da localização dos parâmetros utilizados na normalização: os limites reais da 
imagem (𝑚1 e 𝑚2), os limites da gama de interesse (𝑝1 e 𝑝2), obtidos pela aplicação de um percentil, e a moda secundária (𝜇). 





A segmentação é uma tarefa recorrente na análise de imagens. Compreende-se assim a 
proliferação de métodos de a realizar, que vão de baixo a alto nível [90].  
Os métodos de baixo nível baseiam-se em operadores locais das imagens, que agrupam 
heuristicamente os píxeis/vóxeis pelas características fotométricas locais. Exemplos deste tipo de 
segmentação incluem: o crescimento regional (region growing), onde alguns pontos, chamados de 
sementes, são usados para iniciar um algoritmo iterativo de crescimento de regiões, enquanto 
determinada característica da imagem se mantiver; e a deteção de bordas, onde são identificados 
pontos pertencentes a bordas da imagem, que separam regiões distintas. As bordas são 
enfatizadas pelos operadores locais utilizados. Estes métodos são utilizados pela sua simplicidade, 
sobretudo de implementação [90], apesar de não serem capazes de atingir elevada precisão na 
maioria das aplicações.  
Os métodos de alto nível são baseados em modelos das características previamente 
contruídos, como por exemplo a forma geométrica da estrutura a destacar. No caso dos tumores, 
porém, os modelos de forma são difíceis de construir devido à ausência de uma geometria definida 
do seu todo e sobretudo das várias estruturas que se pretendem segmentar. Um outro exemplo 
destes métodos é a classificação. Nesta estratégia, é atribuída uma label a cada píxel/vóxel da 
imagem, através da observação de um vetor de características. O vetor de um vóxel de teste é 
comparado com os vetores de treino, já classificados. A forma como o esta comparação ocorre é 
dependente do algoritmo utilizado [90]. Neste trabalho, como referido, é utilizada a floresta de 
decisão, explicada nas secções seguintes. 
4.3.1. Florestas de Decisão 
Os algoritmos de árvores ou florestas de decisão são usados desde há três décadas. As 
árvores foram inicialmente introduzidas por Breiman et al. em 1984 [91], para problemas de 
classificação e regressão. Estas permaneceram limitadas a problemas de dimensão reduzida até 
à introdução de métodos que utilizam agregados de classificadores, que permitem maior 
generalização e precisão. Schapire [92] foi o impulsionador deste tipo de métodos. Este 
investigador provou que é possível tornar os classificadores de aprendizagem fraca, cuja precisão 
é apenas um pouco superior à escolha aleatória, equivalentes a fortes, através do seu boosting, 
ou seja, pela filtragem e repetição dos testes. A junção das árvores de decisão com os métodos 
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de associação de classificadores deu origem às florestas de decisão, isto é, conjuntos de árvores 
de decisão, treinadas de forma aleatória e independente [93]. O seu uso foi popularizado por Amit 
e Geman [94], Ho [95] e Breiman [96]. O uso de várias árvores diferentes na tomada de decisão 
permite uma precisão maior do resultado, pela vantagem de conferir generalização ao 
classificador [93]. 
4.3.1.1. Árvores de decisão 
Como cada árvore de decisão representa um elemento da floresta de decisão, é 
importante compreender a sua estrutura e funcionamento, dentro do sistema. 
Uma árvore é uma representação dos dados sob a forma de um grafo hierárquico, 
composto por nodos e arestas. Os nodos podem ser internos ou terminais, denominados por folhas 
no último caso. No caso particular das árvores [93]: 
 não ocorrem loops; 
 a cada nodo, chega apenas uma aresta; 
 de cada nodo partem 2 arestas. 
A Figura 10 exemplifica os conceitos descritos. 
 
Figura 10. Árvore de decisão com ilustração dos conceitos. 
Numa árvore de decisão, cada nodo representa uma divisão dos dados, através de uma 
função aplicada aos mesmos. As funções operam como questões e dependem sempre das 
colocadas nas divisões anteriores [93]. Estas questionam os dados sobre as suas características, 
de tal forma que se obtém um resultado binário: verdadeiro ou falso. Este processo funciona de 
tal forma que, no final, é possível obter um caminho de perguntas sequenciais, como num 
raciocínio. À medida que se avança na árvore, isto é, que o número de questões já colocadas 
aumenta, maior é o grau de confiança na resposta final. Assim, torna-se essencial a atribuição de 
funções/questões significativas em cada divisão, o que é conseguido durante a fase de treino. 
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4.3.1.2. Funcionamento das árvores de decisão 
O objetivo de uma árvore de decisão é atribuir uma classificação a um objeto ainda não 
observado. Para tal, devem ser extraídas características desse objeto, de tal forma que seja 
possível aplicar as funções definidas nos nodos das árvores. Estas funções vão guiar o objeto até 
um dos nodos terminais, no qual foi definido um estimador da sua classificação (ou valor contínuo, 
no caso de ser uma árvore de regressão). A definição das funções de divisão nos nodos internos 
e dos estimadores nos nodos terminais é feita num momento anterior ao teste, a fase de treino, 
através da utilização de um conjunto de dados de treino [93].  
Cada objeto, de treino e teste, é assim representado por um vetor de características, ou 
seja, atributos conhecidos do objeto. As características incluídas no vetor são dependentes do tipo 
de objeto e da aplicação. Os objetos de treino são também representados por uma label, 
correspondente à classificação final. Durante o treino, o conjunto de treino vai sendo dividido, de 
tal forma que os dados que chegam a um nodo posterior são um subconjunto dos presentes no 
nodo anterior, sem nenhum objeto em comum com o nodo alcançado com a resposta 
alternativa [93]. A árvore resultante pode ser mais ou menos equilibrada, de acordo com os dados. 
O treino das árvores de decisão vai então definir, para cada nodo, que características 
devem ser testadas e quais os parâmetros do teste atribuídos, através da otimização de uma 
função objetivo, que melhor divida o conjunto de dados de treino que alcançaram o nodo em 
questão. A melhor divisão dos dados é conseguida quando os subconjuntos são o mais puros 
possível, isto é, quando contêm o máximo de objetos de uma só classe.  
4.3.1.3. Definição das funções de divisão dos nodos internos 
Uma função de divisão atribuída a um nodo é constituída por [93]: 
 um filtro, que seleciona, de todo o espaço de características, aquelas que serão 
analisadas no nodo; 
 uma primitiva geométrica, que define como os dados são separados; 
 thresholds, que limitam os valores resultantes da aplicação da função. 
A separação dos dados pode ser linear ou não-linear. Quando é linear é definida uma linha 
ou hiperplano de coordenadas homogéneas. Um caso particular deste modelo de separação 
acontece quando o hiperplano está alinhado com um dos eixos do espaço de características. Numa 
separação não-linear, o hiperplano é substituído por superfícies com maior número de graus de 
liberdade, como um cone. 
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A função objetivo, que define os parâmetros da função de divisão atribuída a cada nodo, 
utiliza, geralmente, o conceito de ganho de informação, formulado através da entropia. Como 
referido, pretende-se que a função do nodo divida os dados o melhor possível, tornando a 
distribuição dos subconjuntos originados mais pura que o conjunto de origem. Isto pode ser 
interpretado como uma redução do nível de incerteza sobre a distribuição, ou seja, uma redução 
da sua entropia (𝐻), calculada, para distribuições discretas, como na expressão (4.4). 
 𝐻(𝑆) = − ∑ 𝑝(𝑐) log 𝑝(𝑐)
𝑐∈𝐶
 (4.4) 
Nesta expressão, 𝑆 representa o conjunto dos dados de treino, 𝐶 o conjunto de todas as 
classes e 𝑝(𝑐) a quantidade relativa de dados pertencentes à classe 𝑐, no conjunto 𝑆. O ganho 
de informação (𝐺𝐼) é calculado como a diferença entre a entropia do conjunto original e a soma 
das entropias dos subconjuntos 1 e 2, originados pela divisão, tendo em conta a razão do número 
de objetos que ficam em cada um, tal como a expressão (4.5) indica. 
 






A função objetivo procura então a maximização do ganho de informação [93]. 
Outra forma de avaliar a melhor divisão possível é a razão de erros de classificação (𝐸) 
[97]. Esta calcula, conforme a expressão (4.6), a quantidade relativa de dados do nodo cuja 
classificação manual difere da classificação dada pela classe 𝑐∗, com maior representação no 
nodo. Pode ainda ser utilizada a razão do erro esperado, conhecido como impureza de Gini [91], 





∑ 1 𝑠𝑒 (𝑐𝑖 ≠ 𝑐
∗)
𝑖∈𝑆
= 1 − 𝑝(𝑐∗) (4.6) 
 𝐺𝑖𝑛𝑖(𝑆) = ∑ 𝑝(𝑐)(1 − 𝑝(𝑐))
𝑐∈𝐶
= 1 − ∑ 𝑝(𝑐)2
𝑐∈𝐶
 (4.7) 
Nos casos em que são calculados erros, a função objetivo procura a sua minimização. 
4.3.1.4. Definição dos estimadores dos nodos terminais (folhas) 
A distribuição de dados que alcança uma folha numa árvore de decisão é, em teoria, a 
mais pura de todos os nodos que os mesmos objetos percorreram. Assim, assume-se que os 




A distribuição do conjunto de dados de treino da folha vai então permitir definir 
probabilidades posteriores de cada classe, 𝑝(𝑐|𝑣). Durante o teste, utilizando o teorema de 
Maximum A-Posteriori (MAP), obtém-se a classe de um objeto de teste que alcance a folha, como 
aquela que tem probabilidade máxima [93], tal como a expressão (4.8) indica: 




Uma característica importante das árvores de decisão é a sua aleatoriedade, introduzida 
na fase de treino sob a forma de amostragem dos dados e/ou amostragem das características na 
otimização do nodo. A primeira forma, denominada de bootstraping ou bagging (bootstraping 
aggregation), permite maior eficiência do algoritmo. Consiste na utilização de um subconjunto dos 
dados, em cada árvore ou em cada divisão. A segunda forma é especialmente importante quando 
são usados agregados de árvores (florestas). Em cada nodo, a otimização é feita sobre um 
subconjunto das características conhecidas dos objetos. A razão de dados ou características 
usadas é constante para todos os nodos e define o grau de aleatoriedade da árvore ou floresta.  
Numa floresta de decisão, onde são usadas várias árvores treinadas de forma 
independente, obtém-se maior generalização e robustez quanto maior a descorrelação entre as 
árvores, para a qual contribui o grau de aleatoriedade presente [93]. 
 
4.3.1.6. Combinação da contribuição das árvores 
Durante o teste, cada objeto, representado pelo seu vetor de características 𝑣, percorre 
cada uma das árvores até alcançar uma folha. A classificação final atribuída ao objeto será dada 
pelo MAP aplicado à probabilidade posterior total, obtida pela combinação da contribuição de todas 
as árvores. Esta pode ser conseguida pela média das probabilidades de todas as árvores, como 
em (4.9), ou pela sua multiplicação (e conversão em probabilidade pelo fator 𝑍, uma vez que a 





















Nestas expressões, 𝑇 é o número de árvores da floresta e 𝑝𝑡(𝑐|𝑣) é a probabilidade 
posterior da classe 𝑐 na árvore 𝑡. 
Como é possível ver no exemplo da Figura 11, podem obter-se diferentes resultados 
escolhendo a média ou o produto das contribuições das árvores. No caso do produto normalizado, 
o facto de existir uma árvore com probabilidade nula para uma das classes tem um enorme efeito, 
resultando numa probabilidade final também nula dessa classe, mesmo que seja a classe com 
maior média. Assim, é possível concluir que a combinação das probabilidades posteriores pela 
média é mais robusta à presença de contribuições com ruído [93]. 
 
Figura 11. Exemplo do efeito da combinação das contribuições das árvores por média ou produto das probabilidades posteriores. 
4.3.1.7. Parâmetros da floresta de decisão 
Existem vários parâmetros que influenciam o comportamento da floresta de decisão e a 
sua precisão. Estes incluem o tamanho da floresta (em número de árvores), a profundidade 
máxima de cada árvore, o grau de aleatoriedade, o modelo das funções de divisão, as 
características dos objetos e o balanceamento das árvores. Nos parágrafos seguintes discute-se 
brevemente qual o papel de cada parâmetro [93]. 
Tamanho da floresta – cada árvore da floresta é diferente das outras e define apenas uma 
porção dos dados de treino, tendo em conta as características selecionadas no treino. A predição 
de cada árvore pode ser demasiado confiante, o que não é esperado para objetos diferentes dos 
de treino e indica falta de generalização. Esta questão é resolvida com o aumento do número de 
árvores usadas, resultando numa distribuição confiante em regiões próximas (objetos 
semelhantes) aos dados de treino e mais difusa nas regiões distantes. 
Profundidade das árvores – a confiança do estimador aumenta com a profundidade das 
árvores. No entanto, a partir de certo ponto, os nodos passam a dividir os dados de tal forma que 
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objetos de treino outliers ficam classificados de forma isolada, produzindo overfitting. A seleção da 
profundidade é assim dependente da dimensionalidade das características e do tipo de objetos 
em estudo. 
Grau de aleatoriedade – o aumento da aleatoriedade permite aumentar a descorrelação 
entre árvores e assim conduzir a uma maior capacidade de generalização. No entanto, quando a 
aleatoriedade é conferida pela seleção de uma amostra de características significativas em cada 
nodo, o processo pode tornar-se pouco eficiente, em termos de tempo. 
Modelo das funções de divisão – este parâmetro tem grande influência na confiança e 
qualidade do resultado, e na eficiência do processo. No modelo linear, a diminuição da confiança 
do estimador com a distância aos dados de treino não é tão evidente e a distribuição não se faz 
de forma tão suave como a desejada e conseguida no modelo não linear (Figura 12). 
 
Figura 12. Efeito do modelo das funções de divisão em florestas de decisão na confiança do estimador. Adaptado de [93]. 
Características dos objetos – as características dos objetos são totalmente dependentes 
da aplicação e do tipo de objetos em estudo. A dimensão (número de características) deve ser 
suficiente para ser possível a distinção das diferentes classes. 
Proporção de amostras por classe – é importante que as árvores sejam treinadas com 
distribuições de dados de treino equilibradas, isto é, que as classes tenham uma representação 
equilibrada, sem que nenhuma se sobreponha às restantes. Assim, é importante considerar uma 




A segmentação manual de tumores cerebrais, em imagens de RM, baseia-se sobretudo 
nas propriedades visíveis dos mesmos. As diferentes estruturas do tumor são evidenciadas por 
comparação destas propriedades com o tecido circundante. A segmentação automática pode 
utilizar características extraídas das imagens que correspondam a estas propriedades, utilizadas 
pelo segmentador manual. A Tabela 5 exemplifica um tumor de alto grau com a identificação das 
classes definidas por especialistas em cada uma das sequências de RM existentes. Nas secções 
seguintes são apresentadas as características usadas neste trabalho e de que forma estas 
permitem a identificação e distinção das várias estruturas que constituem os tumores. 
Tabela 5. Exemplo de tumor de alto grau, representado nas diferentes sequências de RM, com sobreposição das 4 classes, 
identificadas manualmente. 
 T1 T1C T2 FLAIR 
Original 
    
Região 
necrótica 
 – Classe 1 
    
Edema 
– Classe 2 
    
Região sem 
contraste 
– Classe 3 
    
Região 
contrastada 
– Classe 4 




A característica mais elementar de qualquer sistema de classificação corresponde à 
intensidade da imagem, isto é, ao valor que cada píxel/vóxel apresenta numa escala de cinzento, 
sendo esta mais baixa em zonas escuras, e mais alta em zonas claras da imagem (hiperintensas). 
As diferentes regiões do tumor são identificadas pela combinação das gamas de 
intensidade que apresentam nas várias sequências de RM (Tabela 5). A classe 1 diz respeito à 
zona central do tumor com tecido necrótico, localizada no interior da zona ativa (classe 4). Estas 
duas zonas são apenas distintas em T1C; a primeira tem intensidades muito baixas e a segunda 
apresenta hiperintensidades, uma vez que capta bastante agente de contraste. O edema (classe 
2) corresponde às zonas hiperintensas em T2 e FLAIR, que circundam o centro do tumor. Em T2, 
a intensidade desta zona é, no entanto, muito semelhante à dos ventrículos. Em T1 e T1C, o 
edema é dificilmente separável da substância branca. Finalmente, a classe 3 corresponde a zonas 
que não foram classificadas como edema em T2 e FLAIR, nem captaram agente de contraste em 
T1C, sendo por isso de baixa intensidade nesta sequência [98]. No exemplo da Tabela 5, esta 
classe é muito pouco representada, tendo apenas alguns pontos que se encontram no limite entre 
zona ativa e edema. Em tumores de baixo grau, esta classe corresponde ao centro do tumor, uma 
vez que não são detetadas zonas ativas nem região com tecido necrótico, na grande maioria dos 
casos [98]. 
4.4.2. Vizinhança 
A classificação, utilizando florestas de decisão, é feita ponto a ponto. No entanto, além da 
intensidade em cada ponto, é relevante caracterizar a região onde este se insere, permitindo ao 
algoritmo ter em conta informação da vizinhança de cada ponto. Esta informação é importante, 
uma vez que se assume que o comportamento de cada classe é relativamente constante, e 
raramente são encontrados pontos isolados, sem relação com o volume envolvente. Este tipo de 
características permite ainda reduzir o efeito do ruído das imagens.  
4.4.3. Contexto 
Enquanto as características de vizinhança caracterizam cada ponto como pertencente a 
uma região, as características de contexto têm o objetivo de relacionar o ponto com o meio onde 
este se insere. Por outras palavras, permitem avaliar quanto difere a intensidade do ponto das 
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regiões que o ladeiam. O classificador pode usar esta informação para averiguar se um ponto está 
mais próximo ou distante da borda, e assim interpretar melhor outras propriedades, como por 
exemplo, intensidades intermédias de duas classes. Através do treino, o classificador aprende a 
decidir como categorizar cada caso. 
 
Na literatura, os trabalhos [3], [73] de segmentação de tumores cerebrais, utilizam 
também características de contexto e vizinhança, com seleção aleatória dos parâmetros que 
definem a forma e tamanho das regiões utilizadas, a distância e a direção ao ponto. 
4.4.4. Textura 
Outra importante propriedade, que permite a segmentação manual das diferentes 
estruturas do tumor, é a sua textura. A textura é definida como uma função da variação espacial 
das intensidades [99]. Enquanto o edema é uma região homogénea, com suave variação de 
intensidade ao longo do seu volume, o mesmo não pode ser afirmado da zona central do tumor 
(classes 1 e 4), nem da zona sem contraste (classe 3) [98]. 
Existem várias formas de caracterizar a textura das imagens. Uma das mais frequentes é 
através da matriz de coocorrência dos níveis de intensidade entre dois pontos separados por uma 
certa distância. Através da mesma é possível obter uma série de características da imagem, 
propostas por Haralick [100], [101], como a energia, a entropia, o contraste, a homogeneidade e 
a correlação.  
A densidade de bordas (DB), por unidade de área, é também utilizada na textura. É 
definida pela utilização do gradiente ou outro operador de deteção de bordas. A densidade será 
tanto maior quanto mais fina for a textura presente na imagem. Utilizando o gradiente, a DB é 
definida pelo número de pontos da vizinhança que apresentam gradiente superior a determinado 
threshold, definido pelo operador e igual para cada sequência [102]. 
Outra característica de textura é a partição binária local (LBP – Local Binary Partition). 
Esta examina os píxeis pertencentes à vizinhança e compara-os com o ponto central em análise. 
A cada um dos píxeis da vizinhança é atribuído o valor de 1 ou 0, caso seja superior ou inferior ao 
central, respetivamente. No final, estes valores constroem um número binário, com tantos dígitos 
quanto o número de pontos da vizinhança [102]. 
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Laws [103] desenvolveu ainda um conjunto de vetores, de 3 ou 5 vóxeis, que permite, de 
forma bastante eficiente, identificar níveis (L – level), bordas (E – edge), pontos isolados (S – spot), 
ripples (R) e ondas (W – wave) na imagem, de acordo com a intensidade apresentada:  
L3 : [1  2 1] | L5 : [1 4 6 4 1] 
E3 : [-1  0 1] | E5 : [-1 -2 0 2 1] 
S3 : [-1  2 -1] | S5 : [-1 0 2 0 -1] 
     | R5 : [1 -4 6 -4 1] 
     | W5 : [-1 2 0 -2 1] 
O produto externo de cada par de vetores permite obter 9 filtros (ou 25, no caso dos 
vetores de 5 elementos), com as quais a imagem sofre convolução, dando origem ao mesmo 
número de características. Os filtros obtidos por pares simétricos podem ser combinadas, se não 
for importante a informação da direção. Por exemplo, o filtro L3E3 resulta do produto simétrico ao 
do filtro E3L3. Enquanto o primeiro realça bordas horizontais, o segundo realça as verticais: 
L3E3 –  -1 0 1   E3L3 –  -1 -2 -1  
  -2 0 2     0 0 0  
  -1 0 1     1 2 1  
 
Outras formas de definir a textura relacionam-se com modelos de wavelets, filtros de Gabor 
e fractais [99]. 
Bauer [67] tinha já utilizado textura como característica no seu algoritmo supervisionado 
de segmentação de tumores. 
4.5. Sumário 
Neste capítulo foi apresentado o algoritmo seguido nesta dissertação para a classificação 
de tumores cerebrais, que está de acordo com os trabalhos mais relevantes da área.  
A fase de pré-processamento é importante para alinhar as sequências de RM utilizadas, 
corrigir problemas de aquisição, como o campo de não-homogeneidades e a normalização das 
intensidades, para que estas tenham significado semelhante em todos os pacientes. Foram 
exploradas com maior detalhe as técnicas de correção das não-homogeneidades e selecionado o 
método N4 [87], por representar um melhoramento ao já corroborado N3. No caso da 
normalização das intensidades foi escolhido o método de Nyúl e Udupa [89], que faz a 
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transformação não-linear do histograma das imagens em histogramas de referência, para as 
imagens de cada sequência. 
O classificador utilizado neste trabalho é a floresta de decisão, pelo que foi feita a descrição 
do elemento que a constitui, a árvore de decisão, assim como os parâmetros que influenciam o 
comportamento da floresta. A fase de treino utiliza imagens já classificadas por um especialista, 
que permitem a construção das várias árvores, de forma independente. Isto é conseguido através 
da divisão dos dados em cada nodo, pela otimização da função de divisão, que seleciona a melhor 
característica e os thresholds a aplicar em cada nodo. Uma propriedade importante das florestas 
de decisão é a aleatoriedade, introduzida durante o treino pela utilização de dados diferentes para 
cada árvore ou pela amostragem de apenas um grupo de características na definição das funções 
de divisão. O resultado final da floresta surge como uma combinação das contribuições das 
árvores, pela média ou multiplicação das probabilidades posteriores dos nodos terminais. 
Finalmente, foram apresentadas as características das imagens usadas nesta dissertação, 
e as razões que levaram à sua seleção, tendo em conta o que representam e o conhecimento 
sobre as estruturas do tumor. As características usadas são então a intensidade de cada píxel, 
propriedades de vizinhança, contexto e textura. 
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Capítulo 5 Implementação 
Neste capítulo são discutidas as várias questões relativas à implementação do algoritmo 
de segmentação de tumores cerebrais, nos diferentes passos do mesmo. As etapas de pré-
processamento e a floresta de decisão utilizam soluções já implementadas, testadas e otimizadas. 
As características utilizadas na árvore de decisão foram extraídas com funções criadas no âmbito 
desta dissertação. 
5.1. Pré-processamento 
Conforme referido no Capítulo 4, o pré-processamento é uma das etapas mais importantes 
de todo o algoritmo, de forma a uniformizar as características de todas as sequências de RM, de 
todos os pacientes. O registo de todas as sequências de cada paciente e a remoção do crânio 
foram efetuados antes da disponibilização da base de dados, pelo que não existiu a necessidade 
de realizar estes dois procedimentos. Os restantes passos foram realizados com soluções já 
implementadas dos algoritmos referidos nas secções 4.2.1 e 4.2.2. No caso da correção das não-
homogeneidades foi utilizado o algoritmo N4 [87], inserido no pacote de software Advanced 
Normalization Tools (ANTs) [104], com os parâmetros ajustados aos valores sugeridos pelo autor. 
Na normalização das intensidades foi usado o método de Nyúl e Udupa [89], incluído do pacote 
de ferramentas do ITK (Insight Tookit) [105], com a denominação de 
itk::HistogramMatchingImageFilter. Foi parametrizado que seriam identificadas 2 marcas nos 
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histogramas da imagem, e que o número de bins do histograma seria de 1024. Foi utilizada uma 
imagem de treino para obter os parâmetros do histograma de referência por cada sequência de 
RM. 
5.2. Floresta de decisão 
Algumas implementações de florestas de decisão estão atualmente disponíveis; por 
exemplo, WiseRF [106], randomForest (em R) [107], scikit-learn – RandomForestClassifier [108] 
e H2O – Random Forest [109].  
Umas das características importantes a considerar na escolha de uma implementação 
são os parâmetros acessíveis e editáveis do algoritmo, uma vez que estes são muitas vezes 
dependentes do problema a abordar e influenciam a precisão do resultado obtido. A Tabela 6 
permite verificar que a implementação em R não possibilita realizar a função de divisão por um 
dos critérios mais importantes: a entropia; e que as implementações do scikit-learn e H2O não 
têm todas as possibilidades de introdução de aleatoriedade no sistema.  
Tabela 6. Parâmetros acessíveis da implementação 3. 
Parâmetros WiseRF R scikit-learn H2O 








Número de árvores x x x x 
Profundidade das 
árvores 
x x x x 
Amostragem de dados 
para cada árvore 
x x x  
Amostragem de dados 
nas divisões 




x x x x 
 
Contudo, importa sobretudo comparar a capacidade de produzir resultados com elevada 
precisão e ser o mais eficiente possível em termos de velocidade de computação e utilização de 
memória. Segundo um benchmarking recente, realizado e disponibilizado pela wise.io no seu blog3, 




a WiseRF é a mais eficiente em termos de tempo de processamento (durante o treino e o teste) e 
em termos de consumo de memória, sendo a única implementação capaz de lidar com grandes 
quantidades de dados (14 Gb), sem recorrer a espaço de swap. A Tabela 7 reúne os dados obtidos 
pelos autores do benchmarking, realizado num computador com 26 ECUs, 8 vCPUs e 68,4 GB de 
RAM. Para que a implementação H2O conseguisse processar os dados de elevada dimensão (big 
data) foi ainda necessária a instalação do espaço de swap adicional de 70 GB. 
Tabela 7. Benchmarking das várias implementações de florestas de decisão. 
Parâmetros WiseRF R scikit-learn H2O 
Small 
Data 
Precisão 0,978 0,97 0,978 0,977 
Tempo de treino 29 s 960 s 105 s 71 s 
Tempo de teste 0,9 s 2,5 s 7,1 s 13,4 s 
Big 
Data 
Precisão 0,999259 − − 0,999245 
Tempo de treino 467 s − − 1833 s 
Tempo de teste 2,6 s − − 41,3 s 
 
Esta comparação de valores e parâmetros, apesar de realizada pelos autores da WiseRF, 
é de tal forma expressiva que permitiu a seleção da floresta de decisão WiseRF, na sua biblioteca 
de Python, para esta dissertação. Os autores do benchmarking disponibilizam o código do mesmo, 
de forma a ser possível a sua reprodução. 
5.3. Características 
As características, usadas na árvore de decisão para distinguir as diferentes estruturas do 
tumor, são a intensidade, a vizinhança, o contexto e a textura. Para a extração das características 
são usadas as imagens resultantes dos passos de pré-processamento, em treino e em teste. 
5.3.1. Intensidade 
As características de intensidade são 10 e correspondem à intensidade de cada sequência 
e a todas as possíveis diferenças entre cada duas sequências. As diferenças entre sequências 
permitem distinguir estruturas que apresentam intensidade semelhante numa das sequências 





Para as características de vizinhança do ponto são observados volumes centrados no 
ponto, de onde são retiradas algumas medidas. As medidas dizem respeito ao conjunto como um 
todo. Os volumes considerados são cubos de tamanho variado e as medidas retiradas são a média, 
a soma, a gama dinâmica (diferença entre intensidade máxima e mínima) e a mediana da região.  
A Tabela 8 mostra os tamanhos de vizinhança usados em cada medida. No caso da 
mediana não foi possível a utilização de vizinhanças de 19 mm de lado devido ao seu peso 
computacional.  
Foi também calculada a diferença das medidas entre cada duas sequências, para cada 
vizinhança considerada. No total existem 130 características de vizinhança. 
 
Tabela 8. Tamanhos de vizinhança considerados para cada medida. 
Medida 
Tamanhos de vizinhança considerados 
(correspondentes ao lado do cubo) 
Média 3, 9 e 19 mm 
Soma 3, 9 e 19 mm 
Gama dinâmica 3, 9 e 19 mm 
Mediana 3, 5, 7 e 9 mm 
5.3.3. Contexto 
O contexto é definido pela diferença entre a intensidade do ponto e a média de pequenas 
regiões cúbicas.  
A Figura 13 demonstra, através de um corte centrado num qualquer vóxel em análise, 
como são extraídas as características de contexto: é calculada a média de intensidades de cada 
uma das regiões a cinza claro, subtraída depois à intensidade do vóxel, a cinza escuro na Figura. 
Cada uma das regiões é um cubo de 3x3x3 mm3, localizado a 3 mm do vóxel em análise, em 
ambos os sentidos de cada uma das 3 direções ortogonais.  
Existem assim 6 características de contexto para cada uma das 4 sequências de RM. As 
diferenças de contexto entre cada duas sequências foram também usadas como características, 





         
         
         
         
         
         
         
         
         
Figura 13. Corte bidimensional para demostrar como são extraídas as características de contexto. O vóxel em análise encontra-se 
a cinza escuro e as regiões a cinza claro correspondem às zonas a comparar com o mesmo. 
5.3.4. Textura 
Nesta dissertação não serão utilizadas as características de textura definidas por Haralick 
nem as relacionadas com wavelets, filtros de Gabor ou fractais, devido à sua elevada carga 
computacional. Foram então selecionadas as características de Laws, a DB e a LBP. 
No caso das características de Laws, utilizaram-se os filtros gerados pelos vetores de 3 
elementos (L3, E3 e S3). Como os filtros são bidimensionais, estes foram convolvidos com as 
imagens em cada uma das 3 direções ortogonais. Antes da aplicação dos filtros é retirada a média 
a uma vizinhança de 5x5 mm2 de cada ponto, na mesma direção do filtro a ser aplicado, de forma 
a eliminar variações que não as dos tecidos. A característica usada, para cada filtro, é a soma do 
resultado do filtro na vizinhança 5x5 mm2. Pela utilização das 4 sequências de RM, o total de 
características de textura de Laws é de 108. 
A DB observa a vizinhança 3x3x3 mm3 de cada ponto e verifica quantos vóxeis da mesma 
têm gradiente superior a determinado valor. Este valor de referência foi estimado pela observação 
das imagens de gradiente, para cada uma das diferentes sequências de RM (Tabela 9). No total 
existem 4 características de textura relacionadas com a DB, correspondentes às 4 sequências 
de RM. O gradiente utilizado tem apenas informação da magnitude e foi obtido pela função 
itk::GradientMagnitudeImageFilter do pacote ITK. 
A LBP compara cada um dos vóxeis de uma vizinhança 3x3x3 mm3 com o vóxel central 
da mesma, atribuído o valor de 0 e 1, no caso de serem inferiores ou superiores ao mesmo, 
respetivamente. A implementação realizada nesta dissertação, ao invés de resultar num número 
binário de 27 bits, formado por estes 0 e 1 da vizinhança, resulta apenas no número de 1 
atribuídos. Além da LBP em termos de sinal, foi também extraída informação em temos de 




superior a determinado threshold (estimado pela observação das sequências de RM – Tabela 9), 
é atribuído o valor de 1; em caso contrário, é atribuído o valor de 0. Da mesma forma que acontece 
com o sinal, a característica de magnitude corresponde ao número de 1 atribuídos à vizinhança. 
A LBP gera assim 2 características por sequência de RM, num total de 8. 
Tabela 9. Theresholds selecionados para as características de DB e LBP – magnitude. 
Sequência DB LBP – magnitude 
T1 40 40 
T1C 150 100 
T2 30 40 
FLAIR 40 35 
 
5.3.5. Considerações sobre a implementação computacional da 
extração de características 
As características usadas nesta dissertação foram extraídas com funções geradas usando 
a linguagem de programação Python, pela sua capacidade de prototipagem rápida. A 
implementação computacional das mesmas foi uma tarefa complexa.  
Numa primeira fase, as características foram extraídas percorrendo-se a imagem ponto a 
ponto e observando-se a região circundante, também ponto a ponto. No entanto, este método não 
seria viável para a aplicação pretendida, uma vez que o tempo de execução seria incomportável. 
Assim, pensou-se na convolução da imagem com filtros (média, soma, mediana, máximo e mínimo 
de regiões), o que permite o cálculo de várias características pretendidas, diretamente através do 
resultado da aplicação do filtro, ou de operações posteriores, como a diferença entre sequências. 
Sempre que possível foram utilizadas funções já implementadas em pacotes como NumPy, 
Sklearn, SciPy e Mahotas, que permitem realizar as operações com os filtros, de forma bastante 
otimizada. A procura de funções nestes pacotes foi realizada tendo em conta o tempo de 
processamento, que em certos casos, depende do tamanho de vizinhança considerado.  
No caso das características de DB e LBP, pela sua necessidade de observar cada vóxel 
individual da vizinhança do ponto em análise, não existem funções já implementadas para a sua 
extração, pelo que se recorreu ao Cython, um compilador para a linguagem C, que permite, entre 
outras coisas, declarar estaticamente os tipos das variáveis e percorrer os vários vóxeis, de forma 




Neste capítulo foram expostos os vários passos do algoritmo de segmentação de tumores 
cerebrais, tendo em conta a sua implementação.  
Para o pré-processamento foram apresentadas as soluções utilizadas para a correção das 
não-homogeneidades, implementada no pacote ANTs, e para a normalização das intensidades, 
implementada no pacote de ferramentas ITK. 
Foi demonstrada a superioridade da implementação das florestas de decisão pela WiseRF, 
sobretudo em termos de eficiência da utilização da memória e de velocidade de processamento.  
Em relação às características, foi explicado como cada tipo de característica é definido no 
âmbito desta dissertação, que vizinhanças e medidas são usadas, e como foi feita a sua extração 
das imagens das várias sequências de RM ou do seu gradiente.
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Capítulo 6 Resultados 
Neste capítulo são apresentados e discutidos os resultados obtidos quando se variam os 
parâmetros do algoritmo como as características, as amostras de pontos usados durante o treino, 
os híper-parâmetros das árvores e o pós-processamento. Inicialmente é descrita a base de dados 
utilizada, bem como o procedimento utilizado para a realização dos testes. 
6.1. Base de dados 
As imagens utilizadas nesta dissertação foram obtidas do NCI-MICCAI 2013 – Grand 
Challenge BraTS4, organizado por K. Farahani, M. Reyes, B. Menze, E. Gerstner, J. Kirby e J. 
Kalpathy-Cramer. A base de dados contém imagens totalmente anónimas de várias instituições 
(ETH Zurich, University of Bern, University of Debrecen, University of Utah) e imagens públicas do 
Cancer Imaging Archive. O facto de as imagens serem adquiridas em diferentes instituições, com 
diferentes equipamentos de RM, significa que terão diferente qualidade, reforçando a necessidade 
do pré-processamento. 
Em cada paciente, todas as sequências foram corregistadas em T1C e a sua resolução foi 
reamostrada para 1 mm isotrópico. Os parâmetros originais das imagens seriam, no entanto, bem 
diferentes, conforme a Tabela 10. 
 















* 1 a 5 mm 
T1C - axial 3D 1 mm 






 * sem informação 
A organização do concurso disponibilizou 3 conjuntos de imagens: Training, LeaderBoard 
e Challenge, correspondentes às diferentes fases do mesmo. O conjunto Training é o único que 
contém as segmentações manuais públicas, pelo que apenas este pode ser usado para definir as 
características e parâmetros do melhor algoritmo de segmentação de tumores cerebrais. Este é 
formado por imagens de 20 pacientes com tumores de alto grau (HG) e 10 paciente com tumores 
de baixo grau (LG). 
6.2. Procedimento para realização dos testes 
Todos os treinos foram realizados com 5-folds: a base de dados foi dividida em 5 grupos, 
tal como é indicado na Tabela 11, e cada imagem foi testada com uma floresta treinada com as 
imagens de todos os grupos exceto daquele onde está incluída, respeitando o grau. Os grupos 
foram arbitrariamente organizados pela ordem numérica do nome das imagens, mas qualquer 
outra organização podia ter sido escolhida. 
 
Tabela 11. Grupos para realização de testes. 
 Grupo I Grupo II Grupo III Grupo IV Grupo V 



































Foi definido que, de cada paciente, seriam usados no treino todos os vóxeis 
correspondentes às classes de tumor, e o mesmo número seria usado para selecionar 
aleatoriamente pontos de background, também de cada paciente. Assim garante-se algum 
equilíbrio entre o número de amostras de pontos tumorais e de background usados de cada 
paciente, contornando o possível problema da variabilidade do tamanho de tumores entre 
pacientes. As classes de tumor são as seguintes: 
 Região necrótica – classe 1; 
 Edema – classe 2; 
 Região sem contraste – classe 3; 
 Região contrastada/ativa – classe 4. 
O teste é realizado sobre todos os pontos das imagens de cada paciente. Além de cada 
classe ser avaliada separadamente, é também aferida a qualidade da segmentação do conjunto 
de classes correspondentes a todo o tumor (1,2,3,4) e à zona central do mesmo (1,3,4). A métrica 
de Dice (6.1) é utilizada em cada caso, para verificar a razão de overlap entre a segmentação 
automática e a manual, disponível na base de dados. A utilização desta métrica torna possível a 
comparação com outros trabalhos, uma vez que é a mais comummente usada em avaliação de 
algoritmos de segmentação.   
Dice =
2 × 𝑇𝑃
𝐹𝑃 + 2 × 𝑇𝑃 + 𝐹𝑁
 (6.1) 
TP – True positives; FP – False Positives; FN – False Negatives 
Em termos do classificador, como referido, foi usada a implementação WiseRF, com todos 
os parâmetros por defeito, exceto no caso do número de árvores e do limite de profundidade 
imposto. A Tabela 12 regista todos os parâmetros usados. 
Tabela 12. Parâmetros da floresta de decisão utilizados nos testes realizados. 
Parâmetro Valor 
Tamanho da floresta (número de árvores) 50 
Profundidade (número de nodos) 25 
Critério de divisão Gini 
Máximo de características avaliadas em cada divisão √𝑡𝑜𝑡𝑎𝑙 𝑑𝑒 𝑐𝑎𝑟𝑎𝑐𝑡𝑒𝑟í𝑠𝑡𝑖𝑐𝑎𝑠 
Número mínimo de amostras presentes num nodo interno 1 
Combinação da contribuição das árvores Média das probabilidades 
 
O computador utilizado em todos os testes é um i7-3930k a 3,2 GHz, com 48 GB de RAM. 
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6.3. Estudo das características usadas no treino 
Na avaliação do algoritmo implementado, o primeiro estudo realizado prende-se com as 
características usadas pelo classificador. A Tabela 13 inclui os resultados obtidos para os tumores 
de HG, enquanto a Tabela 14 diz respeito aos tumores de LG. 




1 2 3 4 1,2,3,4 1,3,4 
I (10, 5) 0,0967 0,3874 0,0000 0,4713 0,3830 0,0616 
I (20, 10) 0,1856 0,3913 0,0033 0,4598 0,4213 0,1469 
I (50, 25) 0,1638 0,3797 0,0101 0,4288 0,3963 0,1518 
IV (50, 25) 0,4003 0,6766 0,0363 0,7369 0,7084 0,3834 
IC (50, 25) 0,3456 0,5856 0,0222 0,6025 0,6208 0,2912 
IVC (50, 25) 0,3993 0,6790 0,0336 0,7396 0,7112 0,3826 
IL (50, 25) 0,3010 0,5023 0,0063 0,5445 0,5442 0,2436 
IT (50, 25) 0,2455 0,4662 0,0189 0,5694 0,4882 0,2085 
ILT (50, 25) 0,3276 0,5448 0,0066 0,5859 0,5803 0,2601 
IVCLT (50, 25) 0,4091 0,6820 0,0304 0,7395 0,7131 0,3817 
I – intensidade; V – vizinhança; C – contexto; L – textura de Laws; T – texturas de DB e LBP 




1 2 3 4 1,2,3,4 1,3,4 
I (10, 5) 0,0002 0,1986 0,2589 0,0022 0,1938 0,2684 
I (20, 10) 0,0003 0,2181 0,3013 0,0073 0,2139 0,3045 
I (50, 25) 0,0000 0,1979 0,2518 0,0066 0,1952 0,2535 
IV (50, 25) 0,0000 0,4027 0,4328 0,0074 0,4046 0,4486 
IC (50, 25) 0,0015 0,3164 0,3500 0,0360 0,3118 0,3630 
IVC (50, 25) 0,0000 0,4039 0,4325 0,0084 0,4048 0,4479 
IL (50, 25) 0,0025 0,2819 0,3442 0,0386 0,2789 0,3516 
IT (50, 25) 0,0001 0,2482 0,2900 0,0233 0,2464 0,2965 
ILT (50, 25) 0,0016 0,3002 0,3638 0,0409 0,2979 0,3753 
IVCLT (50, 25) 0,0014 0,4083 0,4337 0,0150 0,4093 0,4506 




Pela análise da Tabela 13, um primeiro facto que deve ser apontado é a incapacidade de 
qualquer das características, ou combinação destas, ter conseguido resolver a classe 3, relativa à 
região não contrastante do tumor. Na realidade, esta classe é pouco expressiva nas segmentações 
manuais dos tumores HG, entre 7 a 9 % do total de amostras de tumor (Tabela 15), pelo que se 
compreende alguma dificuldade do classificador em distinguir esta estrutura das restantes. No 
entanto, como se pode observar nos exemplos da Figura 14, a causa mais crítica para esta fraca 
segmentação foi a ausência de características comuns a todos os pontos selecionados 
manualmente para esta classe, que permitam distingui-los das restantes. Esta dificuldade 
mantém-se, mesmo quando o número de pontos da região é elevado (linha b). 
a)        
b)        
c)        
Figura 14. Exemplos de segmentações manuais da classe 3, nos pacientes a) HG0002, b) HG0006 e c) HG0014. As colunas 
representam as diferentes sequências de RM: T1, T1C, T2 e FLAIR, respetivamente. 
 No caso dos tumores de baixo grau, a Tabela 14, mostra resultados da métrica de Dice 
bastante baixos para as classes 1 e 4, correspondentes à região necrótica e ativa do tumor, 
respetivamente. De acordo com [98], os tumores de baixo grau não apresentam estas estruturas, 
na grande maioria dos casos. Na base de dados utilizada, composta por 10 pacientes de tumores 
de baixo grau, apenas 4 dos tumores incluem a classe 1 e apenas 3 incluem a classe 4, com 
reduzido número de pontos em alguns casos. Assim, em todos os casos onde a classe não está 
incluída, o Dice é nulo, uma vez que não há pontos correspondentes a TP. 
Para as outras classes, verifica-se uma razão aproximada do número de amostras de cada 
uma em relação ao total de amostras do tumor, em todos os grupos de treino, como pode ser 
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observado na Tabela 15. O edema (classe 2) é a classe com maior expressão, tanto em HG como 
em LG, o que justifica os resultados obtidos para esta classe. A região ativa em HG apresenta 
resultados bastante positivos, mesmo com apenas 20 – 24% das amostras tumorais. 
Tabela 15. Razão de amostras de cada classe, em cada grupo de treino, em relação ao total de amostras de tumor. 
 Classe 1 Classe 2 Classe 3 Classe 4 
 HG LG HG LG HG LG HG LG 
Grupo I 0,12 0,00 0,58 0,50 0,07 0,48 0,24 0,01 
Grupo II 0,10 0,03 0,59 0,45 0,08 0,46 0,23 0,06 
Grupo III 0,12 0,03 0,58 0,55 0,07 0,37 0,23 0,06 
Grupo IV 0,11 0,03 0,61 0,55 0,09 0,36 0,20 0,05 
Grupo V 0,12 0,03 0,58 0,52 0,07 0,40 0,23 0,05 
 
Em relação às características usadas no classificador, começou por se avaliar a 
intensidade isoladamente, o que se revelou insuficiente, para as diferentes classes. Uma vez que 
o número de características de intensidade é bastante reduzido (apenas 10), foram testadas 3 
florestas de tamanho e profundidade variados. A floresta com melhores resultados é constituída 
por 20 árvores de profundidade máxima limitada a 10 nodos. É possível que tenha ocorrido 
overfitting quando foi usada a floresta inicial com árvores de profundidade de 25 nodos, apesar de 
ter 50 árvores, daí que os resultados sejam piores. No caso da floresta de menor dimensão, esta 
parece ser insuficiente para dividir os dados devidamente. 
A adição de qualquer um dos outros tipos de características provoca uma melhoria 
significativa em quase todas as combinações de classes (exceção apenas para a DB e a LBP, no 
caso das classes 3 e combinação das classes 1, 3 e 4 em tumores de baixo grau, onde o valor de 
Dice é muito semelhante ao da intensidade apenas). As características de vizinhança são, ainda 
assim, as que melhoram mais positivamente a segmentação. A utilização do contexto e da textura 
também permitem o aumento do valor de Dice. Verifica-se que as texturas obtidas com os filtros 
de Laws resultam numa melhor segmentação do que a DB e LBP, mas a combinação de todos os 
tipos de textura é ainda assim a melhor opção, em todas as classes. Seria de esperar, no entanto, 
que este tipo de característica provocasse uma melhoria mais acentuada do que a obtida. Outras 
formas de calcular a textura (referidas em 4.4.4) podem levar a melhores resultados. 
Em conclusão, a melhor combinação de características é aquela que usa intensidade, 
vizinhança, contexto e todas as texturas, para a maioria de combinações de classes observadas, 
sendo esta a utilizada nos testes seguintes, que estudam outros parâmetros do algoritmo. É 
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importante referir que o tempo de processamento não foi um fator determinante na seleção final 
das características do algoritmo. Se assim fosse, a decisão tenderia para uma solução com um 
número inferior das mesmas. Ainda assim, verifica-se que, neste trabalho, este número é bastante 
inferior a outros trabalhos encontrados na literatura [3], onde os parâmetros das mesmas (como 
o tamanho da vizinhança) são selecionados aleatoriamente. 
A implementação WiseRF de florestas de decisão permite calcular a importância de cada 
característica durante o treino. Esta importância surge sob a forma de um valor de 0 a 1, e a soma 
de todas é igual a 1. Assim, foram construídos os gráficos da Figura 15, onde cada círculo diz 
respeito a uma das características e o seu tamanho corresponde à importância da respetiva 
característica. Estas importâncias foram as obtidas quando são usadas no treino todas as 
características referidas. De seguida são discutidos os vários gráficos desta Figura. 
a) Este gráfico permite relacionar o tipo de cada característica (I – intensidade; V – 
vizinhança; C – contexto; L – textura de Laws; T – texturas de DB e LBP) com a sequência de RM 
da qual foi extraída. Verifica-se que as características mais importantes para a realização do treino 
da floresta são as de vizinhança, seguidas pelas de intensidade. Em comparação, o contexto e a 
textura apresentam importâncias bastante menores e quase insignificantes. Estes dados 
corroboram os resultados obtidos em termos de segmentação final, observados nas tabelas 
anteriores, onde se verifica um aumento mais acentuado do valor de Dice com a introdução da 
vizinhança como característica. Em termos de sequências de RM, pode afirmar-se claramente que 
a FLAIR é a que mais contribui para a definição das árvores da floresta, em oposição a T1, que 
apresenta valores de importância bastante menores. 
b) Neste gráfico são descritas as características de intensidade, em termos de importância, 
por cada uma das sequências utilizadas. Quando, no gráfico, a sequência de RM 1 e 2 são 
diferentes, significa que se trata da diferença de intensidades entre a sequência 1 e a 2. Quando 
estas são iguais, a característica é apenas a intensidade nessa sequência. As diferenças entre 
sequências apenas foram calculadas uma vez, isto é, entre T1 e T1C, apenas se calculou T1 - T1C 
e não a operação inversa. No entanto, no gráfico, a importância destas características surge 
repetida para facilitar a interpretação visual. Verifica-se que a intensidade na sequência FLAIR é a 
mais decisiva, seguida pelas intensidades das outras sequências e pela diferença entre T1C e 
FLAIR. As diferenças entre T1 e T2, e entre T1 e FLAIR são supérfluas quando comparadas com 
as restantes características. 
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c) Neste gráfico avalia-se a importância das características de vizinhança, em termos de 
tamanho da mesma e da sequência de RM da qual a característica foi retirada. Os casos de 
diferença entre sequências estão representados nas duas sequências às quais dizem respeito, por 
exemplo, a característica de diferença da média da vizinhança entre T1 e T1C surge nas linhas de 
T1 e T1C. Observa-se que é mais importante a sequência de RM da qual foi extraída a característica 
(mais uma vez a FLAIR é a mais importante), do que o tamanho de vizinhança considerado. Ainda 
assim, de um modo geral, parece que são mais decisivas as vizinhanças menores (de 33 e 53 mm3) 
para T1 e T1C, e vizinhanças maiores para T2 e FLAIR. 
d) Este gráfico foi construído similarmente a b) mas é relativo à vizinhança. Verifica-se que 
as características que não traduzem diferenças entre sequências de RM são significativamente 
mais importantes no treino da floresta, para T1C, T2 e FLAIR. As diferenças de sequências mais 
importantes são T1C e FLAIR, tal como se observou nas características de intensidade. 
e) Este gráfico compara a importância das diferentes características de vizinhança, em 
função da sequência de RM de onde foram extraídas. Observa-se que em T1, todas as 
características apresentam uma importância menor do que para as restantes sequências. 
Enquanto a média, a soma e a mediana se distribuem de forma similar pelas sequências, com 
valores de importância elevados (sobretudo a soma e a média em FLAIR), a gama dinâmica parece 
ser menos importante da avaliação da vizinhança.  
f) Este gráfico diz respeito às características de contexto, tendo em conta a sequência de 
RM e a posição da região a comparar com o ponto em análise. Conforme referido na secção 5.3.3, 
6 posições são possíveis, correspondentes a um deslocamento de 3 mm do ponto, em ambos os 
sentidos nas 3 direções ortogonais. As posições 1 e 2 dizem respeito aos deslocamentos coronais, 
anterior e posterior, respetivamente, as posições 3 e 4 correspondem aos deslocamentos sagitais, 
e, finalmente, as posições 5 e 6 aos deslocamentos axiais. No caso do contexto, as sequências de 
RM mais importantes são a T1 e T1C, quando avaliadas as posições 1, 4 e 6. Este tipo de 
características é dos menos importantes usados nesta dissertação, conforme a Figura 15.a). 
g) Este gráfico foi construído similarmente a b), mas sobre as características de contexto. 
Verifica-se que a diferença entre o contexto de T1 e T1C corresponde às características mais 
importantes, assim como o contexto de T1C, seguido pelo contexto em FLAIR. 
h) Neste gráfico, verifica-se que as características de textura mais importantes são as 
obtidas com os filtros de Laws, enquanto a DB e o sinal de LBP surgem como insignificantes na 
construção da floresta. 
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i) j) Estes dois gráficos permitem concluir que a FLAIR é a sequência mais importante nas 
texturas de Laws, e que apenas o filtro L3L3 tem importância, sobretudo na direção axial (3). 
 
a)  b)  
c)  d)  
e)  f)  




i)  j)  
Figura 15. Importância das características durante o treino da floresta de decisão. a) Comparação entre tipos de características; 
b) Intensidade, por sequências de RM; c) Vizinhança, por tamanho de vizinhança e sequência de RM; d) Vizinhança, por sequências 
de RM; e) Vizinhança, por característica avaliada e sequência de RM f) Contexto, por direção e sentido da vizinhança com a qual o 
ponto é comparado e sequência de RM; g) Contexto, por sequências de RM; h) Textura, por tipo de textura e sequência de RM; i) 
Textura de Laws, por cada filtro aplicado e sequência de RM; j) Textura de Laws, por direção 3D dos filtros com que a imagem foi 
convoluída. 
6.4. Estudo das amostras usadas no treino 
Um dos problemas identificados nos resultados obtidos no estudo de características diz 
respeito à falta de amostras de determinadas classes, em relação às outras. Assim, foram feitas 
algumas operações relacionadas com as amostras usadas no treino do classificador. Nestes testes 
foram utilizadas todos os tipos de características. 
6.4.1. Grau dos tumores das imagens de treino 
Pensou-se que os problemas associados à classe 3 de HG e às classes 1 e 4 de LG 
pudessem ser resolvidos com a utilização de mais amostras. Uma opção para aumentar o número 
de amostras é utilizar todas as imagens da base de dados, ou seja, incluir os pacientes com os 
dois graus de tumor, no treino dos classificadores. Para tal foram mantidos os mesmos grupos 
especificados na Tabela 11. Na Tabela 16 pode ser observada a comparação do treino conjunto 
(HG + LG) com o treino isolado com imagens de HG, tendo em conta o teste em imagens de HG. 
A Tabela 17 apresenta a mesma comparação, em relação a LG. 





1 2 3 4 1,2,3,4 1,3,4 
HG 0,4091 0,6820 0,0304 0,7395 0,7131 0,3817 
HG+LG 0,4050 0,6922 0,0411 0,7365 0,7185 0,3717 
Resultados 
73 





1 2 3 4 1,2,3,4 1,3,4 
LG 0,0014 0,4083 0,4337 0,0150 0,4093 0,4506 
HG+LG 0,1184 0,4401 0,2656 0,2117 0,4458 0,3675 
 
Em tumores de alto grau, o treino conjunto beneficia a segmentação do edema (classe 2), 
a região não contrastante (classe 3) e do conjunto de todas as classes. Prejudica as regiões 
necrótica (classe 1) e ativa (classe 4) e zona central do tumor (combinação de 1,3 e 4), o que é 
compreensível, tendo em conta a ausência das classes 1 e 4 na maioria das imagens de LG. A 
melhoria registada na classe 3 não é no entanto significativa, e não motiva a utilização das imagens 
dos dois graus de tumores, num treino conjunto, apesar do grande aumento de amostras que 
passaram a ser incluídas. Isto sugere que a distribuição das amostras desta classe não é a mesma 
para ambos graus de tumor, no espaço de características utilizadas. Assim, optou-se por manter 
a utilização de uma floresta treinada apenas com tumores HG, na segmentação de tumores com 
este grau. 
No que diz respeito aos tumores LG, o treino conjunto permitiu a identificação das regiões 
necrótica e ativa, nos tumores onde as mesmas foram manualmente segmentadas, mas 
prejudicou bastante a região não contrastante. Como o centro do tumor em LG é formado quase 
na totalidade por esta região, e as classes 1 e 4 não são esperadas, optou-se por realizar os testes 
seguintes sem treinar com as imagens de HG. Ainda assim, o treino conjunto foi importante para 
verificar que a utilização de mais amostras de treino das classes 1 e 4 é necessária para a 
identificação dos respetivos tecidos, apesar de resultar obviamente em alguns falsos postivos na 
maioria das imagens, que não contém estas estruturas. 
6.4.2. Treino com diferentes combinações de amostras de 
tumor de baixo grau 
Foi realizado um treino sem as amostras das classes 1 e 4 de tumores LG, para averiguar 
se estas estariam a prejudicar a segmentação das restantes classes (edema e região não 
contrastante – classes 2 e 3). Pela observação da Tabela 18 (2ª linha). Verificou-se que o resultado 
piora no caso do edema e melhora na região não contrastante. A região central do tumor (classe 
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1,3,4, que em LG é composta quase exclusivamente pela 3) é ligeiramente melhor sem as 
amostras de 1 e 4, mas o conjunto de todas as classes fica pior segmentado. Conclui-se então 
que, globalmente, a remoção das amostras de treino das classes 1 e 4 não provoca resultados 
significativamente melhores, que motivem a alteração do algoritmo de treino utilizado, para os 
testes seguintes. 
Outro treino realizado procurou aumentar o número de amostras das classes mais 
problemáticas de LG, a 1 e a 4, pela repetição das amostras disponíveis, usando apenas tumores 
LG. Os resultados da Tabela 18 (3ª linha) mostram que não foram conseguidas melhorias com 
esta operação. 
Tabela 18. Média do valor de Dice em tumores de baixo grau, usando diferentes amostras de cada classe de tumor no treino. 
Treino 1 2 3 4 1,2,3,4 1,3,4 
Todos os pontos 
de todas as 
classes 
0,0014 0,4083 0,4337 0,0150 0,4093 0,4506 
Apenas pontos 
das classes 
2 e 3 
- 0,4062 0,4465 - 0,4049 0,4622 
Boosting das 
classes 1 e 4 
0,0000 0,4087 0,4398 0,0011 0,4072 0,4574 
6.4.3. Razão de pontos de tumor nas amostras de treino 
Conforme referido na secção 6.2, os testes realizados utilizam amostras das várias classes 
de tumor e de background, na razão de ½, isto é, 50% das amostras usadas no treino 
correspondem às classes tumorais e 50% correspondem a pontos do background. Este valor, 
contudo, não corresponde à razão real de pontos de tumor no cérebro de um paciente. Na verdade, 
o volume de cérebro não afetado é, exceto em casos extremos, bastante maior que o volume do 
tumor, ainda que a verdadeira razão seja variável para cada caso. 
Assim, foi realizado o treino das florestas de decisão com uma razão de pontos menor de 
tumor – 35% do total de amostras, conseguido pelo aumento do número de amostras de 
background. Os resultados desta alteração são apresentados na Tabela 19, no caso dos tumores 
HG, e na Tabela 20, nos tumores LG. 
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1 2 3 4 1,2,3,4 1,3,4 
50% 0,4091 0,6820 0,0304 0,7395 0,7131 0,3817 
35% 0,4002 0,7016 0,0295 0,7489 0,7312 0,3743 
 






1 2 3 4 1,2,3,4 1,3,4 
50% 0,0014 0,4083 0,4337 0,0150 0,4093 0,4506 
35% 0,0000 0,4084 0,4504 0,0022 0,4076 0,4695 
 
No caso dos tumores de alto grau, a diminuição da razão de amostras de tumor para o 
treino melhora a segmentação das classes 2 e 4 (de edema e região ativa) e conjunto de todas as 
classes, e prejudica a classe 1 (região necrótica) e o conjunto das classes da região central do 
tumor. A região não contrastante quase não sofre alteração. Verifica-se que as melhorias 
conseguidas são mais significativas do que os agravamentos, pelo que se pensa que será positivo 
realizar os testes seguintes com a razão de 35%, ao invés de 50%. 
A diminuição da razão de pontos de tumor de 50% para 35% parece aumentar globalmente 
a qualidade da segmentação em tumores LG. Assim, optou-se por também selecionar esta razão 
para os tumores de baixo grau nos testes seguintes. 
Em ambos os graus de tumor seria necessário um estudo mais aprofundado da razão de 
pontos de tumor em relação aos pontos de background, no entanto, nesta dissertação, apenas se 







6.5. Estudo dos híper-parâmetros da floresta de decisão 
Na implementação utilizada das florestas de decisão, apenas alguns dos parâmetros são 
configuráveis. A melhor atribuição dos valores dos parâmetros deve ser otimizada para cada 
aplicação. Nesta dissertação, foram avaliados os vários critérios da função de divisão dos dados 
nos nodos, o tamanho da floresta e a profundidade máxima das árvores. Outros parâmetros, como 
o grau de aleatoriedade, devem também ser estudados mas tal não foi possível no âmbito desta 
dissertação, devido a limitações temporais. 
6.5.1. Critério da função de divisão 
A Tabela 21 apresenta os valores de Dice médios obtidos para cada critério de divisão, 
em tumores de alto grau, e a Tabela 22 apresenta os resultados equivalentes para tumores de 
baixo grau. 
Tabela 21. Média do valor de Dice em tumores de alto grau, usando diferentes critérios de divisão durante o treino. 
Critério de 
divisão 
1 2 3 4 1,2,3,4 1,3,4 
Gini 0,4091 0,6820 0,0304 0,7395 0,7131 0,3817 
GI 0,4122 0,6851 0,0300 0,7394 0,7165 0,3813 
GI normalizado 0,2087 0,6043 0,0024 0,5829 0,6124 0,1746 
 
Tabela 22. Média do valor de Dice em tumores de baixo grau, usando diferentes funções de divisão durante o treino. 
Função de 
divisão 
1 2 3 4 1,2,3,4 1,3,4 
Gini 0,0000 0,4084 0,4504 0,0022 0,4076 0,4695 
GI 0,0000 0,4065 0,4436 0,0126 0,4040 0,4656 
GI normalizado 0,0000 0,3214 0,1334 0,0097 0,3171 0,1593 
 
Em ambos os graus de tumor, verifica-se que o critério de Gini e o GI apresentam valores 
com a mesma ordem de grandeza, melhorando ou piorando nas diferentes classes. As diferenças 
observadas parecem ser mais dependentes da aleatoriedade durante o treino do que que deste 
parâmetro especificamente. Um terceiro critério foi também estudado, correspondente a uma 
razão normalizada do ganho de informação. Além de triplicar o tempo de processamento do treino 
das florestas de decisão, verifica-se que os resultados obtidos são claramente piores. 
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6.5.2. Tamanho da floresta e profundidade 
Foram realizados testes com diferentes tamanhos de florestas, quantificados pelo número 
de árvores utilizadas (de 35 a 80, de 15 em 15), e com diferentes limites máximos de profundidade 
(de 15 a 35, de 10 em 10) ou sem qualquer limite. A Tabela 23 apresenta os valores médios de 
Dice obtidos com tumores HG, e a Tabela 24 apresenta os mesmos para tumores LG. 
 
Tabela 23. Média do valor de Dice em tumores de alto grau, usando diferentes tamanhos de floresta e profundidade das árvores 






Profundidade 1 2 3 4 1,2,3,4 1,3,4 
35 
15 0,3992 0,6856 0,0178 0,7425 0,7168 0,3607 
25 0,4058 0,7003 0,0317 0,7428 0,7291 0,3841 
35 0,4036 0,7020 0,0348 0,7449 0,7318 0,3801 
Sem limite 0,4005 0,7023 0,0381 0,7447 0,7319 0,3838 
50 
15 0,4022 0,6871 0,0182 0,7440 0,7189 0,3608 
25 0,4002 0,7016 0,0295 0,7489 0,7312 0,3743 
35 0,4054 0,7046 0,0325 0,7478 0,7339 0,3796 
Sem limite 0,4053 0,7051 0,0283 0,7469 0,7344 0,3779 
65 
15 0,4011 0,6862 0,0159 0,7449 0,7186 0,3581 
25 0,4061 0,7031 0,0275 0,7475 0,7324 0,3809 
35 0,4064 0,7060 0,0304 0,7489 0,7350 0,3790 
Sem limite 0,4091 0,7068 0,0289 0,7496 0,7363 0,3821 
80 
15 0,4034 0,6885 0,0141 0,7431 0,7205 0,3606 
25 0,4035 0,7033 0,0265 0,7477 0,7330 0,3723 
35 0,4049 0,7057 0,0310 0,7490 0,7350 0,3800 




Tabela 24. Média do valor de Dice em tumores de baixo grau, usando diferentes tamanhos de floresta e profundidade das 






Profundidade 1 2 3 4 1,2,3,4 1,3,4 
35 
15 0,0000 0,4029 0,4374 0,0102 0,4022 0,4537 
25 0,0000 0,4112 0,4451 0,0121 0,4086 0,4682 
35 0,0000 0,4028 0,4451 0,0050 0,4024 0,4614 
Sem limite 0,0000 0,4050 0,4467 0,0099 0,4049 0,46289 
50 
15 0,0000 0,4068 0,4449 0,0035 0,4055 0,4605 
25 0,0000 0,4084 0,4504 0,0022 0,4076 0,4695 
35 0,0000 0,4058 0,4485 0,0045 0,4032 0,4662 
Sem limite 0,0000 0,4050 0,4501 0,0073 0,4015 0,4703 
65 
15 0,0043 0,4129 0,4400 0,0039 0,4111 0,4578 
25 0,0000 0,4070 0,4483 0,0053 0,4056 0,4694 
35 0,0000 0,4077 0,4518 0,0103 0,4048 0,4730 
Sem limite 0,0000 0,4086 0,4516 0,0046 0,4054 0,4680 
80 
15 0,0000 0,4069 0,4425 0,0041 0,4055 0,4628 
25 0,0000 0,4149 0,4504 0,0033 0,4130 0,4687 
35 0,0000 0,4105 0,4552 0,0036 0,4093 0,4697 
Sem limite 0,0000 0,4079 0,4500 0,0075 0,4060 0,4693 
 
Devido à aleatoriedade presente no treino de cada floresta, proveniente da escolha 
aleatória das características analisadas em cada divisão dos dados nos nodos, apenas são 
observadas tendências dos resultados, sempre com algumas exceções que as contradizem. 
De um modo geral é possível afirmar que o valor de Dice aumenta à medida que aumenta 
o número de árvores da floresta, sobretudo quando a profundidade das árvores não é demasiado 
limitada, isto é, esta tendência é observada sobretudo no caso das profundidades de 25 e 35 de 
HG e de 35 de LG.  
 O aumento da profundidade máxima permite obter resultados mais semelhantes entre 
tamanhos de florestas diferentes. Denota-se ainda uma forte propensão para a melhoria da 
segmentação à medida que se aumenta este limite de profundidade. Isto é devido ao aumento da 
confiança do estimador, proporcionada pela segregação de amostras cada vez mais semelhantes 
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em cada nodo, em profundidades maiores das árvores. Em alguns casos, no entanto, verifica-se, 
numa ou outra classe, que há agravamento da segmentação quando o limite passa de 25 para 35 
nodos, devido à ocorrência de overfitting. Isto significa que a floresta fica demasiado adaptada aos 
dados de treino e perde a capacidade de generalizar para dados não observados, por vezes menos 
semelhantes aos de treino. O crescimento das árvores sem a imposição de limites de profundidade 
nem sempre resulta em melhores segmentações que com a presença de limites máximos.  
Escolher a melhor combinação de tamanho de floresta e profundidade máxima das árvores 
é uma tarefa complexa, uma vez que umas classes serão privilegiadas em relação a outras, 
qualquer que seja a combinação selecionada. Assim, em tumores HG pretende-se que todas as 
classes obtenham a melhor segmentação possível, uma vez que é esperada a presença de todas 
as estruturas em tumores deste grau. A floresta que consegue melhor resultado, em termos 
globais, é a de 65 árvores, sem limite de profundidade. Em LG, é mais importante conseguir uma 
boa segmentação do edema e da região central do tumor, constituída exclusivamente pela classe 
3, na grande maioria dos tumores da base de dados utilizada, em detrimento das classe 1 e 4. As 
florestas que conseguem melhores resultados neste sentido são a de 80 árvores e 25 ou 35 nodos 
de profundidade máxima. 
Quanto maior o número de árvores e a profundidade, maior o tempo de processamento. 
Uma floresta com 35 árvores e 15 nodos de profundidade, usando pouco mais de 1 500 000 
amostras de treino, com 320 características, demora aproximadamente 250 segundos a realizar 
o treino e 10 segundos a fazer o teste de uma imagem, também com 1 500 000 pontos. Com 80 
árvores e sem limite de profundidade, o treino passa a demorar 3400 segundos e o teste 35 
segundos, aproximadamente. Como o treino tem de ser realizado apenas uma vez, o seu tempo 
não é crítico. No teste, o tempo de processamento de 35 segundos corresponde ao máximo 
observado, e não parece ser demasiado longo para um algoritmo desta natureza. 
6.6. Estudo do efeito do pós-processamento 
O pós-processamento foi realizado para eliminar pequenas regiões tridimensionais 
isoladas de uma classe. Assim, foram testados os valores de 3, 5, 7 e 9 mm3, para volume mínimo 
dos componentes originados pela classificação da floresta. A Tabela 25 corresponde ao valor de 
Dice obtido após o pós-processamento das imagens classificadas com uma floresta de 65 árvores 
e sem limite de profundidade, em tumores HG. A Tabela 26 corresponde ao resultado, em tumores 
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LG, do pós-processamento nas imagens obtidas com uma floresta de 80 árvores e com o máximo 
de 35 nodos de profundidade. 




1 2 3 4 1,2,3,4 1,3,4 
Sem pós 
processamento 
0,4091 0,7068 0,0289 0,7496 0,7363 0,3821 
3 0,4024 0,7082 0,0220 0,7509 0,7372 0,3739 
5 0,4021 0,7085 0,0196 0,7509 0,7374 0,3727 
7 0,4021 0,7087 0,0194 0,7512 0,7375 0,3718 
9 0,4020 0,7088 0,0192 0,7515 0,7375 0,3711 
 




1 2 3 4 1,2,3,4 1,3,4 
Sem pós 
processamento 
0,0000 0,4105 0,4552 0,0036 0,4093 0,4697 
3 0,0000 0,4103 0,4565 0,0035 0,4087 0,4707 
5 0,0000 0,4105 0,4568 0,0033 0,4088 0,4710 
7 0,0000 0,4108 0,4568 0,0033 0,4090 0,4710 
9 0,0000 0,4109 0,4569 0,0033 0,4091 0,4711 
 
Estes resultados permitem concluir que o pós-processamento não é uma étapa 
fundamental do algoritmo, uma vez que as melhorias verificadas são mínimas, e por vezes 
compensadas por perdas noutras classes. Ainda assim, o melhor valor para limite mínimo do 
volume dos componentes de cada classe foi de 9, tanto para tumores HG, como para LG. 
6.7. Resultados da segmentação nas imagens de RM 
Na Figura 16 podem observar-se exemplos da segmentação automática (última coluna), 
obtida com o método desenvolvido no âmbito desta dissertação. São apresentados os melhores 
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Figura 16. Exemplos de segmentações obtidas. Nas colunas, da esquerda para a direita, encontram-se as sequências de RM: T1, 
T1C, T2 e FLAIR; a segmentação manual e a segmentação automática com o método desenvolvido nesta dissertação. As 2 
primeiras linhas correspondem aos melhores resultados obtidos (HG0001 e LG0002), as linhas 3 e 4 correspondem a resultados 
cuja avaliação é próxima à da média de todas as imagens (HG0027 e LG0012), as 2 linhas finais correspondem aos tumores pior 
segmentados (HG0012 e LG0013). 
Nos melhores casos, a segmentação manual é bastante próxima da segmentação manual, 
facultada pela base de dados. Nos outros casos verifica-se alguma degradação do resultado, que 
poderia ser corrigido com algum tipo de regularização posterior à classificação das árvores, que 
Resultados 
82 
tivesse em conta relações com vizinhos, como no caso do paciente HG0027 (linha 3 da Figura 
16). No paciente LG0012 (linha 4), observam-se algumas irregularidades nas várias sequências 
de RM, que não foram tidas em consideração na segmentação manual, o que pode ter confundido 
o classificador. As imagens pior classificadas apresentam volumes consideráveis das classes mais 
problemáticas: região não contrastante, em tumores HG, e regiões ativa e necrótica, em tumores 
LG, o que contribuiu para um pior resultado nestes pacientes. 
6.8. Desempenho do algoritmo 
O algoritmo apresentado nesta dissertação é dividido em 4 grandes etapas: Pré-
processamento, extração de características, segmentação por classificação e pós-processamento. 
A Tabela 27 apresenta os tempos de processamento por etapa. 
Tabela 27. Tempo de processamento das várias etapas de algoritmo, por paciente. 
Etapa 
Tempo de processamento  
(em segundos) 
Pré-processamento 150 
Extração de características  
Intensidade < 1 
Vizinhança 905 
Contexto 290 
Textura de Laws 115 
Textura por DB e LBP 650 
Classificação 35 (no máximo) 
Pós-processamento 215 
 
O pré-processamento é realizado com implementações conhecidas e otimizadas, pelo que 
o seu desempenho, utilizando as mesmas implementações, pouco pode ser melhorado. Esta etapa 
demora cerca de 150 segundos por paciente, incluindo a correção de não homogeneidades e a 
normalização do histograma, para as 4 sequências de RM utilizadas. 
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A extração de características corresponde à etapa mais crítica do trabalho, devido ao 
volume de informação que origina e ao tempo de processamento que requer. Esta tarefa pode 
ainda ser otimizada, através da utilização de vários threads, numa proposta de trabalho futuro. 
A classificação demora cerca de 35 segundos a ser concluída, o que representa apenas 
1 % de todo o tempo de processamento. São utilizados todos os cores do computador a 100 %, e 
a RAM atinge os 30 GB, durante esta fase. Durante o treino, a memória ultrapassa os 40 GB, e 
são também necessários todos os cores a 100 %. Com este volume de informação não seria de 
todo possível usar outra implementação de florestas de decisão. 
O pós-processamento é bastante dependente do tumor, variando entre 13 e 
495 segundos. 
No total, o algoritmo demora cerca de 40 minutos a realizar todas as tarefas, por imagem. 
6.9. Participação no NCI-MICCAI Grand Challenge 
BraTS 2013 
O trabalho desenvolvido no âmbito desta dissertação motivou a participação no concurso 
BraTS 2013, organizado durante a conferência MICCAI 2013, em paralelo com o Programa de 
Imagiologia em Cancro do NCI. O algoritmo implementado foi aplicado aos 3 conjuntos de imagens 
disponíveis: Traning, Leaderboard e Challenge. O primeiro conjunto foi o utilizado nos testes 
referidos nas secções anteriores. O segundo conjunto ficou disponível algumas semanas antes da 
conferência e serviu para testar os algoritmos implementados em imagens cuja segmentação 
manual não foi facultada. Este é composto por 20 pacientes com tumores HG e 5 com tumores 
LG. Na data do concurso foi disponibilizada o terceiro conjunto, com 10 imagens HG. A análise 
quantitativa das segmentações foi feita por uma plataforma online, através da conjugação das 
métricas de Dice, Positive Predictive Value, sensibilidade e Kappa. A métrica de Dice não deve ser 
calculada da mesma forma, uma vez que os valores diferem dos obtidos com a expressão (6.1). 
As imagens do conjunto Training foram segmentadas com uma floresta de 50 árvores, 
limitadas a 25 nodos de profundidade, em regime de leave-one-out, isto é, para cada paciente, as 
imagens foram classificadas usando uma floresta treinada com todos os outros, de ambos os 
graus. Nos conjuntos Leaderboard e Challenge, a floresta usada para classificar todas as imagens 
foi construída usando todas os pacientes do conjunto Training. A razão de amostras das classes 
tumorais usadas no treino é de 50 % e todas as características descritas foram usadas.  
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A Figura 17 diz respeito ao conjunto Training, no qual foi obtido um 5º lugar, tendo em 
conta a região ativa, o conjunto de classes do centro do tumor (regiões ativa, necrótica e não 
contrastante) e o conjunto de todas as classes, usando várias métricas. É importante referir que 
para a classe da região ativa de tumor, o algoritmo proposto nesta dissertação conseguiu o 3º 
lugar nas métricas de Dice e de sensibilidade. Na Figura 18 observa-se o 6º lugar obtido no 
conjunto Leaderboard. Todos os grupos de trabalho pioraram nas métricas calculadas e, durante 
a conferência, foi discutida a maior dificuldade deste conjunto de tumores. No entanto, foi ainda 
assim conseguido o 1º lugar para a região ativa, em todas as métricas. No conjunto Challenge foi 
obtido o 6º lugar, no geral (Figura 19), com um 4º lugar para a região ativa, 6º para o centro do 
tumor e 7º para a reunião de todas as classes. Finalmente, na Figura 20, observam-se os 
resultados obtidos para um conjunto de imagens com tumores simulados, onde apenas se 
distinguem 2 classes: edema e tumor. Neste caso, nem todos os grupos submeteram as imagens 
segmentadas, mas é possível verificar que, entre os submetidos, os resultados são próximos e 
bastante superiores aos tumores reais. 
A participação neste concurso foi determinantemente positiva, garantindo o contacto com 
importantes grupos de trabalho na área. Neste momento, está a ser preparado um artigo conjunto 
com todos os autores e coautores dos trabalhos propostos no concurso, para submeter para a 
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Neste capítulo, começou por se descrever a base de dados, composta por 20 pacientes 
com tumores cerebrais de alto grau e 10 de baixo grau. A base de dados foi obtida do NCI-MICCAI 
– BraTs 2013 e contém imagens de várias instituições, adquiridas com diferentes equipamentos 
de RM. 
De seguida foram explicados os procedimentos realizados para os testes, como a 
elaboração de 5 grupos de teste, a seleção da distribuição do número de amostras por classe, a 
métrica usada para comparar resultados (Dice) e os parâmetros iniciais da floresta de decisão. 
O primeiro estudo realizado diz respeito às características usadas pelo classificador. Foi 
avaliada a intensidade de forma isolada e depois foram sendo adicionados os restantes tipos de 
características (vizinhança, contexto e textura). Os resultados são analisados de forma 
independente para tumores HG e LG. Foi ainda discutida a importância de cada característica para 
a definição das funções de divisão da floresta. 
O estudo seguinte corresponde ao treino com diferentes distribuições de amostras, quer 
pela adição de amostras de tumores de grau diferente, quer pela diminuição da razão de pontos 
de tumor usada no treino, ou ainda pela supressão ou pelo boosting de algumas classes 
problemáticas. 
Depois foram estudados alguns híper-parâmetros da floresta, como o critério das funções 
de divisão, o tamanho da floresta em número de árvores e a sua profundidade em número de 
nodos. 
Foi ainda estudado o efeito do pós-processamento, alterando o valor mínimo do volume 
dos componentes obtidos pelo algoritmo, em cada classe. 
Alguns exemplos das segmentações obtidas com o algoritmo são depois discutidas, assim 
como o desempenho do algoritmo, tendo em conta o tempo de processamento e a utilização de 
memória. 
Finalmente, foi descrita a participação no NCI-MICCAI – Grand Challenge BraTS 2013. 
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Capítulo 7 Conclusão 
7.1.        Conclusão 
Esta dissertação teve como objetivo o desenvolvimento de um método automático de 
segmentação de tumores cerebrais e identificação das diferentes estruturas do mesmo: edema e 
regiões ativa, necrótica e não contrastante. 
A motivação para esta tarefa reside na necessidade da segmentação para o planeamento 
da cirurgia de remoção e da radioterapia, e de permitir o cálculo do volume do tumor, um 
importante indicador da resposta ao tratamento. Vários trabalhos foram apresentados nos últimos 
anos, com o intuito de substituir a segmentação manual na prática clínica, sujeita a variabilidade 
inter e intra-especialista. No entanto, ainda não foi possível a implementação de nenhum, uma vez 
que os resultados não são ainda suficientemente satisfatórios.  
Neste trabalho, optou-se pela utilização de um segmentador por classificação: floresta de 
decisão. Quando comparado com outros algoritmos supervisionados, as florestas apresentam 
vantagens como a robustez, a generalização e a capacidade de classificar em várias labels. Este 
tipo de classificador distingue as várias classes através da comparação ponto a ponto de 
características baseadas na intensidade das imagens, como estatísticas da vizinhança, 
comparação com o contexto e observação da textura. 
O estudo comparativo das características permitiu concluir que a intensidade no ponto 
não é suficiente para obter uma segmentação razoável. A adição de qualquer outro tipo de 
características permite um resultado quantitativamente melhor, sobretudo as de vizinhança. Estas 
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são também as mais importantes na definição das funções de divisão dos nodos, durante o treino. 
A melhor combinação de características, ainda assim, é aquela que inclui todos os tipos. Outra 
conclusão importante é que nenhuma característica conseguiu uma classificação aceitável da 
região não contrastante, em tumores HG, e das regiões ativa e necrótica, em tumores LG. 
O estudo das amostras de treino teve como principal objetivo a melhoria da segmentação 
nas classes mais problemáticas. Assim, foram usadas imagens dos pacientes, com qualquer dos 
graus de tumor. Este treino conjunto permitiu melhorar a classificação das regiões ativa e necrótica 
de tumores LG, o que corrobora a ideia de que os resultados fracos observados nestas classes é 
devido à falta de amostras. No entanto, o centro do tumor foi bastante prejudicado com a utilização 
de amostras de tumores HG da região não contrastante. Isto é devido à diferente distribuição de 
intensidades desta região nos 2 graus de tumor, o que acaba por justificar o facto do treino 
conjunto não ser capaz de melhorar significativamente esta classe, nos tumores de maior grau. A 
floresta para classificar tumores LG, foi também construída sem as amostras das classes 
problemáticas, de forma a averiguar se estas estariam a prejudicar a segmentação das outras 
estruturas do tumor. Conclui-se que não, uma vez que os resultados quantitativos são bastante 
semelhantes. Foram também duplicadas as amostras das mesmas regiões problemáticas 
(Boosting), o que não contribuiu para aumentar a qualidade da segmentação das mesmas. Por 
fim, diminuiu-se a razão de amostras de classes tumorais, em relação às de background, de 50 
para 35 %, a fim de diminuir possíveis falsos positivos na região saudável do cérebro dos pacientes. 
Esta operação foi de facto positiva, mantendo ou melhorando a classificação em todas as 
estruturas do tumor. 
Nos parâmetros da floresta de decisão, conclui-se que os critérios de Gini e de GI, para a 
atribuição das funções de divisão aos nodos, apresentam o mesmo nível de qualidade da 
segmentação. No estudo feito ao tamanho da floresta e profundidade das árvores, verifica-se que, 
de um modo geral, o aumento de ambos traduz-se em melhores resultados. Uma profundidade 
demasiado longa pode, no entanto, resultar em overfitting, pelo que, por vezes, é vantajoso 
limitá-la.  
Finalmente, em relação ao pós-processamento realizado, conclui-se que o seu efeito é 
pouco significativo, pelo que esta etapa não é fundamental. Outros tipos de pós-processamento 
podem ser estudados. 
Em conclusão, o método desenvolvido nesta dissertação permitiu a segmentação de 
tumores cerebrais, com uma qualidade comparável à de outros grupos de investigação 
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importantes, que trabalham esta temática, conforme foi possível verificar através da participação 
no NCI-MICCAI – Grand Challenge BraTS 2013. 
7.2. Perspetivas futuras 
A investigação na área da segmentação de tumores cerebrais está ainda em curso, com 
vários grupos a tentar resolver problemas que estão ainda associados ao tema. Um destes 
problemas tem a ver com a classificação automática dos tumores em alto e baixo grau, o que 
permitiria, porventura, facilitar o diagnóstico dos mesmos. 
O método desenvolvido no âmbito desta dissertação tem ainda algum espaço a melhorias. 
Uma das principais tem a ver com a otimização das diferentes etapas, sobretudo na extração das 
características, correspondente ao maior tempo de processamento. A definição de outras 
características significativas, nomeadamente de textura, pode ser importante na distinção das 
diferentes classes. Outra sugestão seria o estudo mais completo do efeito de cada parâmetro do 
algoritmo, o que poderia melhorar os resultados.  
O pré-processamento é uma etapa bastante importante de todo o processo, e seria positivo 
o estudo de outras técnicas de normalização de intensidade e do seu efeito na qualidade da 
segmentação. Outro passo de pré-processamento que poderia ser incluído é a remoção do ruido.  
Por fim, uma importante etapa que poderia ser implementada posteriormente à floresta 
de decisão é a regularização espacial. Esta poderia utilizar as probabilidades posteriores da 
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