ABSTRACT Density peaks clustering is a novel and efficient density-based clustering algorithm. However, the problem of the sensitive information leakage and the associated security risk with the applications of clustering methods is rarely considered. To address the problem, we proposed differential privacypreserving density peaks' clustering based on the shared near neighbors similarity method in this paper. First, the Euclidean distance and the shared near neighbors similarity were combined to define the local density of a sample, and the Laplace noise was added to the local density and the shortest distance to protect privacy. Second, the process of cluster center selection was optimized to select the initial cluster centers based on the neighborhood information. Finally, each sample was assigned to the cluster as its nearest neighbor with higher local density. The experimental results on both the UCI and synthetic datasets show that compared with other algorithms, our method more effectively protects the data privacy and improves the quality of the clustering results.
I. INTRODUCTION
The rapid development of information technology and network technology has brought people from the traditional Internet era into the big data era, the artificial intelligence era, and the IoT era. Facing huge amounts of data, traditional data analysis technology appears to be overstretched [1] . Extracting valuable information and models from vast amounts of data has become vital. As an important technology of data mining, clustering [2] is a kind of unsupervised data analysis method that classifies the original data into clusters based on the similarity between samples such that the similarity of samples in the same cluster is high and the similarity of samples that belong to different clusters is low.
Currently, several companies and organizations have large amounts of sensitive personal information, including patient
The associate editor coordinating the review of this manuscript and approving it for publication was Muhammad Asif. disease information, online payment transaction records, and personal financial records. Hiding the identifying information (name, ID number, etc.) can protect the user's information security. Clustering is a technology mainly for mining and reuse of data, and the sensitive information may be leaked. Therefore, privacy-preserving clustering becomes an important issue.
Density peaks clustering (DPC) [3] is a density-based clustering algorithm, which can simply and efficiently identify clusters of arbitrary type without iteration. However, it has the following shortcomings: 1) The subjectively selected cutoff distance, which is denoted as d c , can substantially influence the performance of the DPC algorithm. 2) The cluster centers that are selected by the DPC algorithm may be incorrect when it is applied to a large and complex dataset with large density variations. 3) In the density and distance calculations, private information may be leaked. Recently the proposed and existing privacy-protection models that are based on VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ equivalence classes include K -anonymity [4] , l-diversity [5] and t-closeness [6] . They do not provide sufficient security and must be continuously improved according to emerging attack models. Therefore, the differential privacy-preserving model was proposed by Dwork [7] - [10] , which overcomes the shortcomings of the traditional privacy-preserving models.
The main contributions of this paper can be summarized as follows:
1) The local density (denoted as ρ) and shortest distance (denoted as δ) with differential privacy are presented. To realize the objective of differential privacy preservation, random noise is added in the calculations of the local density and shortest distance to distort the data. At the same time, the shared near neighbors similarity and Euclidean distance are combined to calculate the local density of the samples, which effectively avoids selecting parameter d c in the DPC algorithm.
2) Differential privacy-preserving density peaks clustering based on shared near neighbors similarity (DP-DPCSNNS) is proposed. The DP-DPCSNNS algorithm provides ε-differential privacy preservation and improves the accuracy of the clustering results. Shared near neighbors similarity is applied to detect cluster centers with neighborhood information, which improves the accuracy of cluster center selection.
3) Several comparative experiments are performed and six algorithms are compared in terms of ACC, AMI, F-Measure, and ARI metrics on UCI datasets and synthetic datasets. The experimental results verify the effectiveness of the proposed algorithm.
The remainder of this paper is organized as follows: Section II reviews the related work. In Section III, we introduce the basic definitions and processes of differential privacy and propose the DP-DPCSNNS schema. In Section IV, experiments are conducted to evaluate the performance of our proposed schema. Finally, we present the conclusions of this work and discuss future work in Section V.
II. RELATED WORK
Clustering analysis is an important field in data mining research and clustering methods have been widely applied in pattern recognition [11] - [13] , social networks [14] - [16] , and image processing [17] - [19] . Existing clustering algorithms mainly include partitioning, density, hierarchy grids and models. K -means [20] and DBSCAN [21] are classical clustering algorithms that are based on partitioning and density, respectively.
K -means identifies the optimal cluster centers through multiple iterations and allocates the remaining samples according to their distances to each cluster center. However, it cannot detect nonspherical clusters because the sample is always assigned to the nearest cluster center. If the initial cluster centers are selected incorrectly, the algorithm easily falls into a local optimum. DBSCAN measures the closeness of the data distribution by the selection of parameters eps (the neighborhood radius) and minpts (the minimum number of samples within the neighborhood radius of the core sample). This algorithm is sensitive to the value of parameter eps. A smaller value of eps may lead to overclustering, whereas a larger value of eps may cause small clusters to be merged.
The DPC algorithm relies on density and distance to detect clusters, and clusters various types of datasets using neither an iterative process nor additional parameters. Moreover, it is not necessary to map the data to the vector space and the performance is not affected by the dimension of the data space. Wu and Wilamowski [22] applied a grid to the DPC algorithm to reduce the number of distance calculations between samples and improve its performance. The density of the grid nodes instead of the samples is calculated. The main advantages of the DPC algorithm are that it detects noise data and identifies clusters of arbitrary shapes. Du et al. [23] used the concept of k-nearest neighbors to calculate the local density and reduced the dimension of the data by principal component analysis (PCA). Xie et al. [24] proposed a k-nearest neighbors density peaks clustering (KNN-DPC) algorithm. The algorithm defines the local density of the samples to be independent of the cutoff distance d c and uses two new assignment strategies of samples that are based on k-nearest neighbors. Based on the KNN-DPC algorithm, Xie et al. [25] proposed a fuzzy weighted k-nearest neighbors density peaks clustering (FKNN-DPC) algorithm. The weights are defined to assign the remaining samples, which depend on the Euclidean distances between the samples. Mehmood et al. [26] proposed a fuzzy DPC algorithm. First, the expected cluster center set is filtered based on the Euclidean distance. Then, the lower density samples are excluded from this set. Next, the near clusters are merged according to the Euclidean distance between the local cluster centers. Xu et al. [27] applied a hierarchical clustering algorithm to design a new clustering algorithm. The linear fitting approach is used to determine the potential cluster centers based on the γ value. Some potential cluster centers will be ''degraded'' as noncenter samples in the hierarchical clustering process. Finally, the leading tree is used to allocate the remaining samples.
The DPC algorithm is often used in the Internet of things, social networks and other fields. Zhang et al. [28] combined the DPC algorithm with the k-medoids algorithm to design a dynamic clustering algorithm for sensor technology and wireless communication in the industrial Internet of things. Jia et al. [29] used the DPC algorithm to select a hyperspectral band during image processing. The ranking score of each band is computed from the local density and an exponentialbased learning rule is employed to adjust the cutoff distance d c . Wang et al. [30] applied the DPC algorithm to identify initial social circles with overlap in social networks. Then, cluster centers with smaller local density values were integrated. However, the DPC algorithm has the following drawbacks:
1) The subjectively selected cutoff distance d c can substantially influence the performance of the DPC algorithm. The clustering accuracy depends on the density estimate of the dataset. If there is a large difference between two clusters in terms of density, the local densities of the centers of the two clusters should also differ substantially. However if d c is very small, the local densities of the two cluster centers will be similar, thereby resulting in unsatisfactory clustering.
2) The DPC algorithm may select incorrect cluster centers if it is applied to a large and complex dataset with large density variations. This is because the density and distance metrics that are used by the DPC algorithm are relatively simple and the process does not take into account the impact of the neighborhood environment of the samples. If the density of a cluster is low and its distance from a cluster with a higher density is small, the cluster center of the low-density cluster is likely to be mistakenly selected because compared to the ρ values of the centers of low-density clusters, border samples of the high-density cluster have higher values of ρ, while their δ values are similar. The erroneous selection of cluster centers will directly lead to incorrect clustering results.
3) Privacy security problem. The purpose of data mining is to analyze the available data and obtain valuable knowledge. In the process of data analysis, it may lead to the outflow of sensitive personal data. And there is the risk of personal privacy disclosure. The selection of cluster centers is easy to divulge personal privacy information during clustering. And the publishing of the local density ρ and shortest distance δ may result in the disclosure of privacy in DPC algorithm.
Recently, differential privacy-preserving clustering has become a research hotspot. Blum et al. [31] proposed the differential privacy K -means algorithm on the SuLQ platform. However, the sensitivity of its query function is high and the algorithm does not specify how to set the privacy budget, which reduces the availability of the clustering results. Yu et al. [32] proposed an outlier-elimination K -means approach that is based on differential privacy. The outliers are eliminated in the data preprocessing step according to the density of the samples and Laplace noise is added in the selection of cluster centers. Yang et al. [33] proposed a differential privacy-preserving K -means clustering (IDP-Kmeans) algorithm. The dataset is divided into several subsets and the center of each subset is calculated after data distortion, which is used as the initial cluster center and improves the clustering performance. Gao and Zhang [34] combined cuckoo search and the particle swarm optimization algorithm to improve the selection process of K -means cluster centers. The algorithm realizes differential privacy protection and applies parallelism on the Apache Spark engine. Ni et al. [35] proposed a differential privacy-preserving multicore DBSCAN clustering (DP-MCDBSCAN) algorithm, which redefines the selection process of the initial cluster centers and adds Laplace noise in the calculation of the distance to realize differential privacy preservation.
The DP-DPCSNNS algorithm is proposed in this paper, which overcomes the shortcomings of the DPC algorithm under the framework of the differential privacy-preserving model. It realizes a satisfactory balance between clustering performance and data availability.
III. DP-DPCSNNS ALGORITHM A. DIFFERENTIAL PRIVACY-PRESERVING MODEL
The differential privacy-preserving model defines a rigorous attack model, which is derived from a hypothesis. On the one hand, the traditional privacy protection technology limits the background knowledge of an attacker. On the other hand, it assumes a special attack mode. A split attack hypothesis is the greatest background knowledge an attacker can grasp. An attacker can have all the data record information except the privacy record of the target being attacked. Differential privacy can still guarantee the privacy of target data under this maximum attack assumption. For other possible attacks, the attacker's background knowledge must be less than the maximum attack assumption.
Consider a dataset D that contains an arbitrary attack object A. Assume the attacker has the highest possible level of background knowledge, namely, the attacker already has information on all records except A. Then, the attacker performs arbitrary query operations f on D and the result is Definition 1 (Differential Privacy): Assume R is a random function, S represents all outputs of R, and ε represents the disclosure risk of an event E. For all datasets D and R that differ in at most one row, R provides ε-differential privacy if R satisfies the following inequality:
where ε is the privacy budget, which represents the level of privacy protection. The smaller the value of ε, the higher the degree of privacy protection. Usually, ε is less than 1; it is often set to 0.01 or 0.1 or, in some cases, is set to ln2 or ln3. [36] . Differential privacy is achieved by adding noise to the query results, the amount of noise depends on the sensitivity of the query function. The sensitivity is the maximum change in the value of a function that is caused by adding or deleting a single row and is defined as follows:
Definition 2 (Sensitivity): Assume query function f : D → R d , where D is the input dataset and the output is a d-dimensional real vector. For any datasets D and D that differ in at most one row, the sensitivity of the function f is defined as follows: Suppose the random algorithm
is random noise with scale parameter b = f /ε. The probability density function of the Laplace mechanism is:
In the era of big data, malicious attackers can use a variety of methods to obtain background knowledge of data privacy. When any record of the data set is changed, an attacker with the highest levels of background knowledge cannot infer relevant details about the stored information in DP-DPSNNS. The system architecture of DP-DPCSNNS is shown in Fig. 1 .
B. CORRECTNESS OF THE ALGORITHM
The notations and descriptions of the matrices and vectors that are used in the DP-DPSNNS algorithm are listed in Table 1 . The algorithm is based on the assumption that the ideal cluster centers are surrounded by neighbors of lower local density and are relatively far away from another sample with higher local density. The algorithm that is proposed in this paper consists of three main steps: First, Laplace noise is added when measuring the local density ρ and the shortest distance δ of the samples. The noise satisfies the Laplace mechanism according to the definition of differential privacy. Second, the samples that have relatively large ρ and large δ are selected as cluster centers. Third, each remaining sample is assigned to the cluster of its nearest neighbor with higher local density. Fig. 2 demonstrates the main processes of DP-DPCSNNS.
Shared near neighbors similarity is a nonparametric clustering method that is based on k-nearest neighbors, which is suitable for dealing with the practical problems of big data. Typically, a sample and its neighbors are more likely to be assigned to the same cluster. Therefore, the distribution of data can be more correctly reflected by the shared near neighbors similarity between samples. 
Definition 4 (Shared Near Neighbors Similarity):
Suppose x i and x j are random samples in dataset X , KNN (x i ) is the set of k-nearest neighbors of sample x j , and KNN x j is the set of k-nearest neighbors of sample x j . The shared near neighbors similarity of x i and x j is calculated as follows:
According to the DPC algorithm, the cluster centers and cluster sizes are determined by the local density ρ and the shortest distance δ. The leakage of the local density and the shortest distance information may cause the threat of privacy disclosure. Differential privacy not only protects the usability of clustering results, but also makes it impossible for an attacker to infer the certain privacy information by his background knowledge. This protects the privacy of each individual in the data set. Therefore, differential privacy is used to prevent the leakage of privacy when calculating ρ and δ. To prevent the leakage of privacy and to avoid reducing the availability of the data, the values of ρ and δ are disturbed. The definitions are as follows.
Definition 5 (Local Density With Differential Privacy):
The local density of sample x i is defined as follows:
If j∈KNN (x i ) SNNS x i , x j is constant and the distances between x i and the k-nearest neighbors of x i are small, that is, if j∈KNN (x i ) d x i , x j is small, the local density of the sample x i is large; if j∈RNN (x i ) d x i , x j is constant and the shared near neighbors similarity of x i and the k-nearest neighbors of x i are large, that is, if j∈KNN (x i ) SNNS x i , x j is large, the local density of sample x i is large.
To further illustrate the relationship between the shared near neighbors similarity and the Euclidean distance, we present the following example: Fig. 3 shows a distribution of two-dimensional data in which p, q, r, s, t, v are samples of the data and the number of nearest neighbors is k = 6. As shown in this figure, there are two clusters: p, q and t are in the upper cluster (dots); s and r are in the cluster below (triangle); and v is an outlier sample. The samples satisfy SNNS(p, q) = SNNS(q, v) = 2; however, because dist(q, v) > dist(p, q), the probability that p and q are assigned to the same cluster is large and the probability that q and v are assigned to the same cluster is small. Thus, sample v, which has smaller local density ρ v and larger shortest distance δ v , is an outlier sample. In addition, d(s, t) = d(s, r) ; hence, if only the Euclidean distance is used to measure the similarity of the samples, s and r, which do not belong to the same cluster, will likely be assigned to the same cluster. However, since SNNS(s, r) = 2 and SNNS(s, t) = 0, it is more likely that s and r will be assigned to the same cluster. Thus, the combination of the shared near neighbors similarity and the Euclidean distance can more accurately measure the similarity of samples so that the information about the cluster structure can be obtained from the local density.
Definition 6 (Shortest Distance With Differential Privacy):
The shortest distance of the sample x i is defined as follows:
δ i is the shortest distance between x i and other higher local density samples. If x i is already the highest density sample, δ i is equal to the maximum distance to the other samples.
The DPC algorithm often uses the decision graph to select cluster centers. This process requires artificial intervention. For a big dataset or a dataset with many cluster centers, selecting the cluster centers by using the decision graph is complicated. If the DPC algorithm uses (7) to select the cluster centers, the neighborhood distribution of the sample VOLUME 7, 2019 is not considered; thus, the error rate may be high.
The erroneous selection of cluster centers will directly lead to the erroneous allocation of the sample; therefore, a new cluster center selection strategy is presented in this paper. In the process of cluster center selection, the cluster centers set centers and queue Q must be initialized and the value of γ is calculated according to (7) . The samples that are not allocated and have the largest γ values are added to the queue Q in turn until all samples have been visited. The head h of Q is removed and added to centers. This is repeated until the condition length(centers) ≤ L is satisfied. If sample h satisfies SNNS(h, p) = 0(∀p ∈ centers), then h is added to centers. Additional details on cluster center selection are presented in Algorithm 2. Algorithm 1 implements the primary steps of DP-DPCSNNS. Line 4 of algorithm 1 calculates the local density and shortest distance with differential privacy according to (5) and (6) . Line 7 of algorithm 1 corresponds to the process of remaining sample allocation. Set centers and the corresponding cluster labels are obtained from algorithm 2. Then, the samples are sorted in descending order of local density ρ. The sorted samples are sequentially removed and if a sample is not in centers, it is not allocated to any cluster. In this case, the sample is allocated to the same cluster as its nearest neighbor of higher local density. 
Algorithm 1 DP-DPCSNNS

C. TIME COMPLEXITY ANALYSIS
The time complexity analysis of DP-DPSNNS is as follows, where N is the size of dataset. Our method consists of three steps:
Step 1, the calculation of the local density ρ and the shortest distance δ. To calculate ρ, O N 2 is required for calculating the distance, O kN 2 for calculating the shared near neighbors similarity O(N ) for calculating the noise, and O(kN ) for querying the k-nearest neighbor information to Algorithm 2 SCC Input: X (a dataset of N samples in M dimensions), ρ(local density with differential privacy), δ(shortest distance with differential privacy), γ (the elementwise product of ρ and δ), L(the number of clusters), SNNS (the shared near neighbors similarity between samples) Output:centers 1: sort X in descending order of γ as X = x 1 , x 2 , . . . , x N and initialize a queue Q to be X ; 2: initialize the set centers; 3: remove the head h of Q and add h to centers; 4: select the head h of Q; if h does not belong to any cluster and satisfies SNNS(h, p) = 0(∀p ∈ centers) then add h to centers; 5: remove the head h of Q; 6: if length(centers) ≤ L, then go to 4; else, go to 7; 7: return centers. calculate ρ. The cost of δ is the same as in traditional DPC: O N 2 . Therefore, the total time complexity of this step is
Step 2, the selection of the cluster centers. We require O(N log N ) to sort the samples, O(N ) to calculate γ , and O(N ) to loop to identify the cluster centers in the worst case. Therefore, the total time complexity of this step is
Step 3, the allocation of the remaining samples. The cost of this step is the same as in the traditional DPC algorithm: O(N ).
The overall time complexity of DP-DPCSNNS is O N 2 . It is the same as that of the traditional DPC algorithm. 
IV. EXPERIMENT
This paper uses real-world datasets and synthetic datasets to evaluate the performance of the DP-DPCSNNS algorithm. These datasets, which are listed in Table 2 , are classic datasets in clustering analysis. The four real-world datasets come from the UCI Machine Learning Repository (http://archive.ics.uci.edu/ml/). The four synthetic datasets are Aggregation [37] , Eyes [38] , Long1 [39] and Size5 [39] , which are shown in Fig. 4 . The experiment for DP-DPCSNNS is programmed in MATLAB 2013b. The hardware configuration is a computer with the Windows 7 operating system, 4 G physical memory and a 1.9 GHz CPU. The performance of DP-DPCSNNS is compared with those of five new clustering algorithms that are based on differential privacy including DP-MCDBSCAN [35] , IDP-Kmeans [33] , DP-DPC (differential preserving DPC), DP-KNNDPC (differential preserving KNNDPC) and DP-FKNNDPC (differential preserving FKNNDPC). Laplace noise is added during the calculation of the distance between samples in DP-MCDBSCAN. Laplace noise is added during the calculation of the cluster centers in IDP-Kmeans. DP-DPC is generated by adding noise to the calculation of the local density ρ and the shortest distance δ in the DPC algorithm. Differential privacy preservation is achieved by adding noise, which affects the clustering results. Therefore, DP-KNNDPC and DP-FKNNDPC are rewritten under the framework of differential privacy preservation by KNN-DPC and FKNN-DPC, respectively.
The six clustering algorithms that are being compared require various parameters to be set: For the MP-MCDBSCAN algorithm, the author of the algorithm provides minpts = 1/25 ×N and f = M . To find the optimal value of eps, the range of eps is obtained from the dist graph [21] . Then, the experiment is randomly run 50 times in the range of eps and the optimal eps value is selected. For the IDP-Kmeans algorithm, the author of the algorithm provides f = M +1 and the maximum number of iterations is set to 1000. For the DP-DPC algorithm, as a rule of thumb, the author of the DPC algorithm provides percent = 0.2 so that the average number of neighbors is between 1% and 2% of the total and f is calculated according to (2) . For the DP-KNNDPC, DP-FKNNDPC and DP-DPCSNNS algorithms, k = 6 and f is calculated according to (2) . For all the above experiments, to ensure the same level of privacy, we set ε = ln 2 [36] . Since the addition of noise in the differential privacy framework is random, the above experiments are repeated 20 times and the final results are average values. In this paper, we use (8) to preprocess the dataset so that the effect of eliminating missing values and differences in dimensional ranges is eliminated.
where x ij is the normalized result of x ij , which is the element of i-th row and j-th column in dataset X ; max(x j ) is the maximum value in the j-th column attribute in dataset X ; and min(x j ) is the minimum value in the j-th column attribute in dataset X.
A. EVALUATION METRICS
Accuracy(ACC) [40] , adjusted mutual information(AMI) [41] , F-Measure [42] , adjusted Rand index (ARI) [43] and T-test are used to evaluate the performance of the above clustering algorithms. These five metrics are classical metrics for evaluating the performance of a clustering algorithm. 
1) ACC METRIC
ACC calculates the proportion of correctly classified samples relative to the total sample. The formula is as follows: where u i is the standard label of sample x i and v i is the class label of sample x i that is obtained by the clustering algorithm.
2) AMI METRIC
AMI measures the relevance of two event sets in terms of mutual information (MI). I (U , V ) is the mutual information between event U and event V . E{I (U , V )} is the expected mutual information between U and V . The calculation formula is as follows:
3) F-MEASURE METRIC F-Measure combines the metrics, namely, precision and recall, and its advantage lies in its overall performance in distinguishing clustering results. The information between two clustering results, namely, U = {U 1 , U 2 , . . . , U R } and V = {V 1 , V 2 , . . . , V C }, can be summarized in the form of a contingency table; the contingency table is shown as Table 3 . In Table 3 , n ij represents the number of samples that are in both cluster U i and cluster V j , N 11 represents the number of samples that are in the same cluster in both U and V , N 00 represents the number of samples that are in different clusters in U and V , N 01 represents the number of samples that are in the same cluster in U but in different clusters in V , and N 01 represents the number of samples that are in different clusters in U but in the same cluster in V . Precision and recall are expressed in (11) and (12), respectively. Recall and precision are a pair of contradictory measures: When the precision is high, the recall tends to be low, and when the recall is high, the precision is often low. F-Measure is expressed in (13) .
In this experiment, F-Measure is used if β = 1: 
4) ARI METRIC
The Rand Index (RI) is expressed as follows:
ARI measure the degree of similarity between class label U and class label V of the algorithm. E{RI (U , V )} is the expected Rand index between U and V . ARI is expressed as follows:
5) STATISTICAL TEST
The T-test is a type of significance test that is used to detect whether the difference between two distributions of data is significant. First, we assume that there is no significant difference between the two distributions of data, which is called the null hypothesis. If the probabilityp<0.05, the null hypothesis is rejected, namely, the two distributions of data differ significantly. In contrast, if the probability p>0.05, the null hypothesis is accepted, namely, the two distributions of data do not differ significantly. In the experiment, the T-test is used to detect the difference between the labels that are obtained by DP-DPCSNNS and those that are obtained using the other comparison algorithms.
B. EXPERIMENTAL RESULTS AND ANALYSIS
In this paper, the DP-DPCSNNS, DP-DPC, DP-KNNDPC, DP-FKNNDPC, and IDP-Kmeans algorithms can automatically identify clusters under specified parameter values. The experiment used four UCI datasets and four synthetic datasets to evaluate the performances of the algorithms in identifying clusters. Table 4 lists the clustering results in terms of the ACC, AMI, F-Measure, and ARI metrics of the four above algorithms on UCI datasets and synthetic datasets. The values in bold are superior experimental results. Zoo is a commonly used dataset in clustering analysis. It contains 101 samples and 7 clusters, which are linear and inseparable. Zoo is an animal dataset consisting of 16 attributes, 15 of which are Boolean attribute values in (0, 1) and another one attribute is the number of animal legs in (0, 2, 4, 6, 8) . Since 15 attributes in Zoo are Boolean attributes, more samples in the dataset have the same attribute value. Therefore, the Euclidean distance between the samples is zero, which makes d c is zero in the DP-DPC algorithm, resulting in poor clustering performance. DP-MCDBSCAN and IDP-Kmeans treat Euclidean distance as the only measure of similarity, so clustering performance is not great. However, DP-DPCSNNS algorithm avoids the setting of the parameter d c , and combines the Euclidean distance with the shared near neighbors similarity to calculate the local density. Therefore, compared with the clustering results of other algorithms, DP-DPCSNNS has great advantages. For the dataset Zoo, the ACC metric of DP-DPCSNNS is about 76.3% higher than DP-DPC algorithm, and about 60.5% higher than DP-MCDBSCAN. The ARI metric of DP-DPCSNNS is 87.1% higher than that of DP-DPC. The AMI metric of DP-DPCSNNS is 67.9% higher than that of IDP-Kmeans. The clustering results of DP-DPCSNNS and three comparison algorithms have significant difference according to T-test.
The Vote dataset contains 435 samples and two clusters and each sample is represented by 16 attributes. The three comparison algorithms assign samples that belong to the second cluster to the first cluster. The ACC, AMI, F-Measure and ARI values of DP-DPCSNNS are optimal and the clustering results are closest to the standard classification results. For the dataset Vote, the AMI of DP-DPCSNNS is improved by 71.8% compared with the DP-DPC algorithm. The F-Measure of DP-DPCSNNS is 11.2% higher than that of DP-MCDBSCAN. The ARI of DP-DPCSNNS is 93.3% higher than that of DP-FKNNDPC. DP-DPCSNNS and the four comparison algorithms differ significantly.
Aggregation is a commonly used synthetic dataset for clustering, in which 788 samples are divided into seven clusters. Due to the addition of noise, the overall clustering performance of the algorithm is slightly reduced. One of seven clusters has 272 samples, the density of which is high. Therefore, IDP-Kmeans, DP-DPC, DP-KNNDPC and DP-FKNNDPC select multiple density peaks in the same cluster. For the Aggregation dataset, the F-Measure value of DP-DPCSNNS is 89% higher than that of the DP-KNNDPC algorithm. The AMI value of DP-DPCSNNS is 83% higher than that of DP-KNNDPC. The clustering results of DP-DPCSNNS and the four comparison algorithms differ significantly according to the T-test.
The Size5 dataset contains a total of 1000 samples in four clusters. The first cluster contains 769 samples; the density of this cluster is high and the distribution of samples is dense.
However, the other three clusters each have 77 samples, the densities of these clusters are low and the distributions of samples are sparse. DP-DPCSNNS can correctly identify four cluster centers and distribute the remaining samples. However, the DP-DPC algorithm allocates samples that belong to the sparse second and third clusters to the dense first cluster, which is due to the incorrect estimation of the similarity between samples. Since the distribution of the first cluster is dense, the IDP-Kmeans algorithm identifies two cluster centers in the first cluster and the samples of the first cluster are incorrectly allocated to two clusters. For the Size5 dataset, the ACC value of DP-DPCSNNS is 25.8% higher than that of the IDP-Kmeans algorithm. The ARI value of DP-DPCSNNS is 33.8% higher than that of DP-DPC. The clustering results of DP-DPCSNNS and the four comparison algorithms differ significantly according to the T-test.
From the p-values that are listed in Table 4 , the clustering results of DP-DPCSNNS and the comparison algorithms differ significantly on most datasets. For the Wpbc dataset, DP-DPCSNNS and the comparison algorithms do not differ significantly; this is because the total numbers of clusters and records of dataset Wpbc are small. For the Long1 dataset, the p-values of DP-DPCSNNS between DP-DPC and IDP-Kmeans are 1; this is because these three algorithms all obtain the optimal results.
From the above detailed analysis of the performance comparison of DP-DPCSNNS with other clustering algorithms on UCI and synthetic datasets, the experimental results show that DP-DPCSNNS performs well in clustering. Comparing DP-DPCSNNS with DP-DPC, the clustering results are optimized though the local density calculation method and the cluster center selection mechanism that are utilized in DP-DPCSNNS. On the UCI and synthetic datasets, DP-DPCSNNS has substantial advantages over the other algorithms under the framework of the ε-differential-privacypreserving model. Fig. 5 shows a comparison of the ACC values from the six algorithms running on Zoo, Vote, Wpbc, Vehicle, Aggregation, Eyes, Long1 and Size5. It can be seen from the figure, the general trend is an increase of ACC as the privacy budget ε increases. However, the noise is random. There may be fluctuations in the ACC of some algorithms. The DP-DPCSNNS algorithm has substantial advantages on Wpbc, Vehicle and the four synthetic datasets. On the Zoo and Vote datasets, the ACC of DP-DPCSNNS is low if ε is low; however, as ε increases, the advantage of the DP-DPCSNNS algorithm increases. Figs. 6-9 show the performances of the six clustering algorithms on the synthetic datasets.
V. CONCLUSION
Differential privacy-preserving density peaks clustering based on shared near neighbors similarity, which is denoted as DP-DPCSNNS, was proposed in this paper. The DP-DPCSNNS algorithm provides ε-differential privacy preservation and improves the clustering performance. The shared near neighbors similarity and the Euclidean distance are combined to calculate the local density of samples, which avoids the setting of the parameter d c . Laplace noise is added in the calculations of the local density and the shortest distance under the framework of ε-differential privacy, which overcomes the problem of privacy leakage that was encountered with the original DPC algorithm. From the detailed analysis of the performance of DP-DPCSNNS compared to other clustering algorithms on UCI and synthetic datasets, the experimental results show that DP-DPCSNNS can accurately select the cluster centers and ensure better clustering performance under the framework of the differential privacypreserving model. In future work, the next step will be to use privacy budget allocation strategies to improve the clustering performance. 
