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Introduction
The constant and rapid pace of technological innovation today has produced in- the reader is referred to [Ghanen and Spanos, 1991; Xiu and Karniadakis, 2002; 47 Debusschere et al., 2004] and references therein; also, it should be pointed out that 48 the word chaos is used in the sense originally defined by Wiener [Wiener , 1938] as 49 an approximation of a Gaussian random process by means of Hermite polynomials.
50
This technique has been successfully applied to several problems in different domains,
51
including the extension of the classical circuit analysis tools, like the modified nodal 52 analysis (MNA), to the prediction of the stochastic behavior of circuits [Strunz and 53 Su, 2008; Zout et al., 2007; Stievano and Canavero, 2010] . However, so far, the 54 application has been mainly focused on the gaussian variability of model parameters 55 and limited to dynamical circuits consisting only of lumped elements. The authors 56 of this contribution have recently proposed an extension of PC theory to distributed 57 structures described by transmission-line equations [Manfredi et al., 2010] 
Variability via Polynomial Chaos
This section outlines the PC method, focusing in particular on the application to readers are referred to [Manfredi et al., 2010] remark that any random parameter in the system, e.g., a dielectric permittivity ε r ,
93
can be related to ξ as follows
where a and b are the minimum and maximum values assumed by the parameter,
95
respectively. The orthogonality property of Legendre polynomials is expressed by 
With the above definitions, the expansion coefficients H k of (1) 
Application to Transmission-Line Equations
This section discusses the modification to the transmission-line equations, allowing In the structure of Fig. 1 , the height h and the separation d are assumed to be 115 defined by
where ξ is still uniform along the propagation direction.
120
The electrical behavior in frequency-domain of the line of Fig. 1 is described by 121 the well-known telegraph equations:
where s is the Laplace variable,
vectors collecting the voltage and current variables along the multiconductor line
124
(z coordinate) and C and L are the p.u.l. capacitance and inductance matrices 125 depending on the geometrical and material properties of the structure [Paul , 1994] .
126
In order to account for the uncertainties affecting the guiding structure, we must 127 consider the p.u.l. matrices C and L as random quantities, with entries depending
In turn, (6) becomes a stochastic differential 129 equation, leading to randomly-varying voltages and currents along the line.
130
For the current application, the random p.u.l. matrices in (6) are represented 131 through the Legendre expansion as follows: and order p of the expansion -that corresponds to the highest order of the polyno-135 mials in (7) and generally lies within the range 2 to 5 for practical applications -the 136 total number of terms is
that turns out to be equal to ten for the case n = 2 and p = 3.
138
The randomness of the p.u.l parameters reflects into stochastic values of the voltage
139
and current unknowns and makes us decide to use expansions similar to (7) for the 140 electrical variables. This yields a modified version of (6), whose second row is provided 141 below in extended form for P = 2, as an exemplification
where the expansion coefficients of electrical variables are readily identifiable.
143
Projection of (9) on the first three Legendre polynomials leads to the following set 144 of equations, where the explicit dependence on variables is dropped for notational 145 convenience:
The above equation, along with the companion relation arising from the first row 147 of (6), can be further simplified by using the orthogonality relations for the com- due to the integration process:
In the above equation, the new vectorsṼ
the coefficients of the PC expansion of the unknown variables. The new p.u.l. matrix 153C turns out to be
and a similar relation holds for matrixL.
155
It is worth noting that (11) is analogous to (6) and plays the role of the set of 
162
The extension of the proposed technique to different multiconductor structures pos-163 sibly including losses and to a larger number of random variables is straightforward.
164
For instance, the procedure to include losses amounts to including the resistance and 165 conductance matrices in (6) and the corresponding augmented matrices in (11). 
where
above equation, the port voltages and currents need to match the solutions of the
Similarly, when the problem becomes stochastic, the augmented transmission-line 177 equation (11) is used in place of (6) together with the projection of the characteris-178 tics of the source and the load elements (13) on the first P Legendre polynomials.
179
It is worth noticing that in this specific example, no variability is included in the 
Validation
As a proof of the capabilities of the proposed technique, the analysis of the test 191 structure depicted in Fig. 3 is presented. The structure represents a 0.050" High
192
Flex Life Cable in a standard 9-wire configuration. (R = 10 kΩ, C = 10 pF) connecting the wires #1,. . . ,#8 to the reference wire #0.
197
In this example, the goal is to estimate the response variability of the near-end 198 crosstalk between two adjacent wires in a bundle of many wires. As highlighted in Moreover, it should be noted that the reference MC distribution is computed by con- sidering 9 random variables, i.e., the permittivity and all the wire-to-wire separations.
234
The good agreement between the curves allows us to conclude that the limited set of is also clear that a PC expansion with P = 3 is already accurate enough to capture 237 the dominant statistical information of the system response. 
Variability via Response Surface Modeling
Although PC provides an accurate stochastic model, even at high frequencies, A second-order RSM has the following general form:
where y is the system response, β i and β ij are the model fit coefficients, x i are 254 the system inputs and n is the number of independent input variables. 
Application to Stochastic Frequency-Domain Response
This section discusses the application of RSM to interconnects, like the one depicted inputs.
282
For the sake of simplicity, we start considering the influence of two parameters, to (14):
where β 0 is set equal to the nominal transfer function |H 0 (jω)| dB without any effect 287 of parameter variability. The remaining five terms have to be estimated through a 288 least square fitting technique; it is relevant to remark that the system response and Once the fit coefficients are determined, the RSM represents an analytical function 299 of the random variables (similarly to the case discussed earlier for the PC expansion),
300
and it can be used to compute the PDF of |H (jω)| dB through standard techniques.
301
It is worth noting that the time required to evaluate the function output is much 
Validation
This section refers to the stochastic analysis of the test structure already presented 
Conclusions
This paper presents two alternative methods enabling to compute quantitative 324 information on the sensitivity to parameters uncertainties of complex distributed 325 interconnects described by multiconductor transmission-line equations. sense. Yet, the model is limited to the specific conditions for which it is computed,
338
and it needs to be re-built whenever the loads or the line length change. Typically,
339
it is less accurate since some interaction terms are neglected to limit the amount of 340 samples required.
341
Both methods have been applied to the stochastic analysis of a commercial mul-342 ticonductor flex cable with uncertain parameters described by independent uniform 343 random variables. (18) 
