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1. INTRODUCTION 
Orthogonal polynomials associated with a positive measure on the real 
line, say cx, satisfy a three-term recurrence quation 
WA& x) = an+ ,(da) Pn+ l(h xl + Ud@) P,(h x) 
+ a,(du) P,- I(& x), n = 0, 1, . ..) (1.1) 
where p- 1 (da, x) = 0, p,,(dcc, x) = y,, > 0, and, according to what is today 
called the Favard theorem (cf. [S, p. 21]), such a recurrence completely 
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characterizes the polynomials. Polynomials of the second kind are defined 
as 
*~q,,(-~) = a,,, ,(dN) q,, + If-Y) + h,,(Lfa) q,,(-K) + U,,(lfZ) q,, I(.\-)? 
I? = 1, 2, . . . . (1.2) 
where q,Jx)=O, q,(x) =const >O; that is, the second kind polynomials 
form a linearly independent solution of the basic three-term recurrence 
(1.1). The orthogonal polynomials and the second kind polynomials are 
respectively the denominator and the numerator polynomials for the con- 
tinued fraction expansion of the Stieltjes transform of the corresponding 
measure. The associated polynomials (or more precisely, the k-associated 
polynomials) are defined by 
xq~‘w = a,+ ,(da) qr: 1 (xl + h,(da) qyw + %(d@) 4!lki! * (XL 
n = k + 1, k + 2, . . . . (1.3) 
where qp’(x) = 0, qrl, (x) = const > 0. Thus p,,(dol, x) = qj, -‘j(x) and 
q,*(x) = q:‘(x). Again, by the Favard theorem, the associated polynomials 
are orthogonal polynomials themselves, and therefore the problem of 
investigating the associated polynomials from the point of view of 
orthogonality arises naturally in this context. In particular, the problem of 
finding the corresponding measure and its analytic properties is a challenge 
that so far has only been partially resolved. Of course, if (1.3) or some 
equivalent information is given then the theoretical determination of the 
corresponding measure, say c( , k) follows from Markov’s theorem about the 
convergence of the continued fraction expansion of the Stieltjes transform 
of the measure c((~). Markov’s theorem holds under rather mild conditions 
(cf. [22, p. 571). It is well known that the mere formula for the measure as 
an inverse Stieltjes transform of the tail of a continued fraction is not suf- 
ficient for investigating delicate properties of the measure itself. In addition, 
in the works of R. Askey, K. M. Case, J. Dombrowski, J. S. Geronimo, 
Ya. L. Geronimus, M. Ismail, A. Mate, P. Nevai, F. Pollaczek, V. Totik, 
W. Van Assche, and so forth, the theory of orthogonal polynomials from 
the point of view of the recurrence relation (1.1) has been thoroughly 
investigated, and therefore most of those results are equally applicable to 
associated polynomials as well. Because the coefficients in the recurrence 
for the associated polynomials are shifts of those in the original recurrence, 
if the latter are eventually monotonic, then the recurrence coefficients 
for the associated polynomials behave in a similar fashion, and thus 
Dombrowski-Mate-Nevai’s and Geronimo-Van Assche’s general results 
[8, 13, 14, 241 hold for all qf’(x). On the other hand, starting out from the 
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measure c1 and then finding properties of the measure c((~), and of the 
associated polynomials qLk'(x) = p,(dack’, x), is a far more difficult 
problem. As far as we know the first such attempt can be attributed to 
J. Sherman who investigated some properties of the weight function of the 
associated Jacobi polynomials. Subsequently, there has been a number of 
papers dealing with this subject (cf. [l, 3,4, 6, 7, 12, 17, 21, 251). 
The associated (or second kind) functions are closely related to the poly- 
nomials of second kind; they are defined as the weighted Stieltjes (Hilbert) 
transform of p,(dol) (for a more formal definition see (2.2)). They are 
closely related to the associated polynomials, and they also form a (non- 
polynomial) solution of (1.1). For Jacobi weights they have been exten- 
sively studied (cf. [22, Sect. 4.61, p. 73]), and the main tools have been the 
differential equation and Rodriques’ formula none of which are available 
for general weights and/or measures. Associated functions naturally arise 
when integrating fundamental polynomials of Lagrange interpolation and 
thus their investigation leads to results on mean convergence of Lagrange 
interpolation, quadrature processes, and integration rules for Cauchy 
principal value integrals (cf. [6, 7, 12, 18,201). 
Our main results concern generalized Jacobi weights and the 
corresponding associated functions (Theorem 2.1) and polynomials 
(Theorem 2.2). One of the byproducts of our inequalities is Theorem 2.3 
which enables one to obtain lower bounds for the associated generalized 
Jacobi weight functions. This is done via a general result proved in [15] 
concerning the oscillation range of orthogonal polynomials. The question 
of obtaining finer estimates for such weights remains open. 
Another interesting problem not discussed in this paper is the asymptotic 
behavior of the zeros of associated polynomials. In view of the interlacing 
property of zeros of qjlk' and q, (k+ ‘) it is fairly easy to obtain upper bounds. 
On the other hand, lower bounds are crucial for evaluating norms of 
various interpolatory and quadrature processes. All known (to us) tech- 
niques for estimating such bounds require the knowledge of more subtle 
properties of the weight than we can obtain at the present time. 
2. MAIN RESULTS 
Let w be a nonnegative integrable function defined in Z := [ - 1, 11. We 
say that w is a generalized smooth Jacobi weight function (w E GSJ) if w 
can be written in the form 
Sfl 
w(x)=(p(x) l--I ltj-xl”‘, 1x1 G 1, (2.1) 
,=O 
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where - 1 = to < t, < . t < t, < f , + , = 1, yi > - 1 (,j = 0, 1, . . . . s + 1 ), cp > 0 
is continuous, and the modulus of continuity w of cp satisfies 
s; 6-‘o((p; 6) dS < CD. Of course, if one of the exponents ;‘,=O. 
j = 1, 2, . ..) s, then we may as well remove the corresponding factor in (2.1). 
On the other hand, in what follows, the points k 1 play a special role, and 
we will keep to= -1 and t,,, = 1 even if the associated exponents equal 0. 
Let 
p,( w, X) = CI,X”’ + lower degree terms, ct,>O,mEN, 
be the orthonormal polynomials corresponding M?, i.e., sl- , P~(w, X) 
A(% x) w(x) dx = 6m.n. For w E GSJ such polynomials are called 
generalized Jacobi polynomials and they have been studied in detail by 
Badkov [Z] and Nevai [16]. 
If we denote by H(g) the Hilbert transform of g, that is, 
then the associated functions em(w) are defined by 
emcw, t) = ff(WP,(W)~ tL (II < 1. 
Let 
qJt)=J’I pm(Wy x;I;“(” r, w(x) dx, m 20. 
Obviously qm is a polynomial of degree m - 1 and qo(t) = 0. 
Now we consider a new class of polynomials (4:‘) defined as 
qyv) = PJW, l), m > 0, 
1 
qE’( t) = - 
PO(W) 
qnI(t)t m> 1, 
(2.2) 
(2.3) 
(2.4) 
(2.5) 
and 
q’*‘(r)=~~~p”(w~x~~~~(w’ ‘)pk(w,x)w(x)dx, m>k+l, (2.6) 
where k is a fixed positive integer. Such polynomials have been introduced 
and thoroughly studied in [ 1, 3-5, 17, 221. 
We recall that the polynomial 4:’ has degree m -k - 1 and the system 
(qz’}, k>O, is orthonormal with respect o the weight function 
w(k)(f) = wwlCQ:(w, t) + ~2P:b% f) w2(t)l, ltl <1 (2.7) 
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(see [17, p. 4141). Moreover, the polynomials p,(w) and q!,!f’, k> 0, satisfy 
the same recurrence formula; that is, if 
XPm(W, xl = % + 1 Pm+ I(W x) + h?zP,(W? xl + amIJm- I(% xh 
for m > 0, then 
for m 2 k + 1, where qc’(x) 3 0. 
In order to state the main results of this paper regarding the polynomials 
4!? and the associated functions Q,(w), we introduce the following 
notations: 
f 1 if y,<O,jE(O,l,..., S+l} 
if yj > 0, j E (0, 1, . . . . s + 1 } 
if yi=O, jE { 1, 2, . . . . S} ’ 
ItI < 1; (2.8) 
Il%l$- tl I if Y-i = 0, j E { 0, s + 1) 
W,(t) = (JF+ c,m-‘)22’0 fi It,- t(v 
j= 1 
x (fi+c,+lm-1)2y”+~, mEN, I4 Q 1, (2.9) 
where 
1 
ci = 
if y,>O 
0 if y,<O’ 
jE {O, s+ I}; 
U,(t) = 
i 
1 if yo#O 
log[mP’(l + t)-‘/2 + 1) if yO=O’ 
rnE N, ItJ < 1; (2.10) 
VP??(t) =
1 if Y~+~#O 
log[mP’(1-t))‘/2+ l] if yS+, =O’ 
mEN, Jtl <I; (2.11) 
w,(l)=(JiTl+m-1)2yo fi (Itj-tl+mpl)YJ 
j= 1 
x (fi+mp’)2y~+l, mEN, Itl<l; (2.12) 
%(f) = 
1 if yo#O 
log[fi+m-‘]pl if yO=O’ 
meN, (t[ < 1; (2.13) 
v,(t) = 
1 if Y.~+~ +O 
log[fi+ m-l] -I if yS+l =O’ 
rnc N, (t( < 1. (2.14) 
In what follows, we will use the term “const” to denote positive constants 
which may take entirely different values each time they are used. 
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THEOREM 2.1. !f w E GSJ i.r given b~l (2.1 ) und Y,. W’,,, , U,,, ? V,,, , and II’,,, 
are d+ed by (2.8), (2.9), (2.10) (2.11) and (2.12) respectively, then 
lQ,(w, t)l dconst w(f) n Y,(t), (2.15) 
, = 0 
for tel- (to, t,, . . . . r,,+,} and 
lQ,Jw, t)l <~onst(fi+m~ ‘)--“‘(fi+rn~ ‘)--“’ 
(2.16) 
for tel- {to, t ,,..., ts+, j and ,for sufficiently large m E IV, where the 
constants const are independent oft and of m. 
For some weight functions w, the functions QO(w) and Q,(w), m > 0, can 
be expressed explicitly (see, e.g., [9, 11, 22, 231). For instance, 
Q,Jw,t)=n[cotg(an)(l-t)x(l+t)pz-&], O<lal<l, (2.17) 
if w(x)=(l -x)l (1 +x) ’ (cf. [23, formula (24), p. 1811). 
This formula shows that the case of weight functions which behave like 
const(l-t)-” or const(1 +t))’ (O<cc<l) as t-+ k1 is carried by the 
Hilbert transform into a function with similar behavior; this is in accord- 
ance with our result (see formula (2.15)). Indeed, if s1= k l/2 then by (2.17) 
we deduce lQO(w, t)l 6 const; while by (2.15) we obtain 1 QO(w, t)l d con- 
st(1 - t)” if x = - l/2 and lQO(w; t)l d const( 1 + t)- ’ if a = l/2. The upper 
bounds obtained by (2.15) and (2.17) are the same in the other cases 
cl # f l/2. 
While studying convergence of interpolatory product rules for evaluating 
Cauchy principal value integrals, upper bounds have been found in [7] for 
the associated functions Q,,(w) with w EGSJ, but these bounds were 
proved only on closed subsets of I- {t,, t, , . . . . t, + 1 ). On the other hand, 
the well known bounds (cf. [22]) for the associated functions em(w) where 
w is a Jacobi weight hold only for I tl > 1. 
Finally, we point out some particular cases of Theorem 2.1. In view of 
(2.15) and (2.16) we can write 
IQdw, t)l ,<const if y, > 0, 
IQ,n(~, t)l <const(fi+m-‘))‘~2(fi+m-‘)-“2 
x J%(t) if yi> 0, 
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IQdw, t)l f cow w(t) if y,<O, 
lQ,(w, t)l <const(l -?P1’4m if yj < 0, 
wherejE (0, 1, . . . . s+ l}. 
THEOREM 2.2. If w E GSJ is given by (2.1) and w,, u,, and v,,, are 
defined by (2.12), (2.13), and (2.14), respectively, then for every k > 0 we 
have 
Iqj,k’(t)l d const(JiS + m-1)-1’2 (JiG +M-‘)-‘/~ 
(2.18) 
for t E: I- (to, t,, . . . . t,+, } andfor sufficiently large m E N where the constant 
const is independent of t, k, and m. 
In particular, we obtain from (2.18) the inequalities 
IqE’(t)l 6 const(fi + m-l)-“’ (Jl+t + m-1)-‘/2 
x10g(fi+m~‘)~‘10g(Jr+t+m~‘)~’ 
if s=O, yO=yl=O, 
and 
I&‘(t)1 dconst(fi+mP1)-’ (Jrl+t+m-‘)P1 
if s=O, yo=y, = + l/2. 
Finally, let 
u(t) = 
i 
1 if yo#O 
log( 1 + t)-“2 if yo=O’ Itl < 1; 
v(t) = 
1 
1 if y5+,#0 
log(1 - t)-“2 if ys+, =O’ 
ItI < 1. 
In view of [ 15, Corollary, p. 2621, Theorem 2.2 implies 
THEOREM 2.3. If WEGSJ is given by (2.1), then the weight function wck) 
defined by (2.7) satisfies the inequality 
w(t) W’k’o)a c [u(t) v(t) w(t)+ 112 IfI G 1, 
where the constant C > 0 is independent of t and k. 
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3. AUXILIARY RESULTS AND PROOF OF THE MAIN THEOREMS 
For the convenience of the reader, we provide a collection of properties 
of generalized Jacobi polynomials which will be applied when demon- 
strating the theorems stated in the previous section. In what follows, 1~ 
always denotes a generalized smooth Jacobi weight function though some 
of the results remain true under less restrictive conditions as well. 
The zeros of p,(w) will be denoted by x,,, = .x,,,~(w) and we order them 
in such a way that 
x m. I < xm,2 < ... <?c,,,. 
The Christoffel function A,(w) is delined by 
The numbers 
are the Christoffel numbers. 
In the following, if A and B are two expressions depending on some 
variables then we write “A N B” if and only if JAB- i 1 d const and 
(A -‘BJ < const, uniformly for the variables under consideration. 
Set x+(w) = cos 8,,; for0~i~m+1,wherex,,,=-1,x,,,+,=1,and 
0 G 8,, i < IL Then 
em,i-em.i+* -m ml 
uniformly for 0 d id m, m E N (see [ 16, Theorem 9.22, p. 1663). 
If w, is defined by (2.12) then 
(3.1) 
~,(w,X)“m~‘(~+m~‘)(~+m~‘) w,(x) (3.2) 
uniformly for 1x1 < 1 and rntz N (see [16, Theorem 6.3.28, p. 1201). In 
particular, 
II,,;(w)-mP’(l +x,,~)~~+“~ n (lti--x,,,j +mP’)Yj(l -x~,~)~S~~+‘/~, 
/=I 
(3.3) 
uniformly for 1 < i < m, m E N (this follows from (3.1) and (3.2)). 
The generalized Jacobi polynomials p,(w) satisfy 
IPAW, X)l <const(&G+mP1)-1/2 (fi+m 1))1/2 [~;,(~)]~l:~, 
(3.4) 
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uniformly for 1x1 d 1 and m E N (see [2, Theorem 1.1, p. 2261) and 
(JG+mp’)(J1-x,,+m-l) w,(Xfqi) Pm-l(Wy Xm,,)2N 1 -Xi,i, 
(3.5) 
uniformly for l<idm, rn~N (see [16, Theorem9.31, p. 1701). 
For t E (- 1, 1) and m E N we denote by x,,,. = x,,,.(,,,) the zero which is 
closest to t, that is, 
X 
X m,d 
if f-x,,ddx,,d+,-t 
m,c = 
Xm,d+ I if f-Xm3d>Xm,d+l-t, 
(3.6) 
where x md~t~Xmd+l 
all tEZ=‘[-1, 11, ’ 
for some dE (0, 1, . . . . m}. Then it is known that for 
Vm,r(w, t)l Iv 1, (3.7) 
where Z,,,(w) is the fu n d amental Lagrange polynomial corresponding to 
the weight w and c is the index of the zero closest to t (see [16, proof of 
Theorem 33, p, 1711). 
We recall that if w E GSJ and the function g is such that g(‘)(x) 30, 
i = 0, 1, . ..) 2m - 1, m > 1, for x E ( - 1, x~,~], d = 2, 3, . . . . m, then 
‘2’ il,,ig(x,,i) < jz” g(x) 4x1 dx 
i= 1 
G i Am,idxm,i). (3.8) 
i=l 
If (-1)’ g”‘(x) > 0, i = 0, 1, - . . . . 2m 1, m > 1, for x E [x,,~, l), 
d= 1, 2, . . . . m - 1, then 
f ~m,ig(Xm,i) 4’ g(X) “‘(XI dxd f ~m,ig(Xm,i) 
i=d+l -Gn, d i=d 
(3.9) 
(see, e.g., [lo] and [ 12, Lemmas 3.2, 3.31). 
If w E GSJ is given by (2.1) then we define 
cpi(x)= IX- tjlpyJ W(X), j=O, 1 , . ..) s + 1. (3.10) 
The following propositions are the key to proving the main results of this 
paper. 
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LEMMA 3.1. If M' E GSJ is gizzi~ hy (2.1) und ‘P, is clqfined h?, (2.8) then 
lQ,(w, t)l < const t!,(t) n Y,(t), (3.11) 
, T 0 
for tEI- {to, t,, . ..) t,\+,). 
Proqf: First we suppose that tE‘4 :=(-I, -1 +&)u 
[Uycl (tj - c, t, + E)] u (1 - c, I), t # t, (j = 1, . . . . s), with 0 < E < 
cc,+1 - tjy4 (j = 0, 1, . . . . .F). 
If tE(t;-E,tj)for somejE(l,...,S} then 
=:z,+z,+z,+z,+z,. (3.12) 
We have 
lZ,/ <h j”l” w(x) dx d const IV(~) Yi(t), (3.13) 
and similarly 
(I,1 d const up(t) Yj(t). (3.14) 
Furthermore, since t-x>, t, - t for every x E [It, - 2~, 2t - t,], we have 
ti - x 3 2( tj - t). Therefore, 
(ii-x);‘/- ’ dxdconst w(t) !Pj(t), (3.15) 
where q, is the function defined by (3.10). On the other hand, we have 
,< const w(t). (3.16) 
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Finally, 
Gconst w(t) ji’l”” yyiP’ dy<const w(t) yi(t). (3.17) 
Combining (3.13), (3.14), (3.15) (3.16), and (3.17) with (3.12) we see that 
(3.11) is true for te(tj-&, t,i),je (1, . . . . s}. Similarly, one can prove (3.11) 
for every t E ( tj, ti + E), j E ( 1, . . . . s}. 
If t E (1 - E, 1) we can obtain (3.11) using the previous inequalities with 
j = s + 1 (and Z4 = I, = 0) and taking into account the case ys+ I = 0. 
Analogous considerations hold for t E ( - 1, - 1 + E). 
At this point we can say that (3.11) holds for every t E A such that t # tj, 
jE { 1, . ..) s}.In order to complete the proof of the lemma, let us suppose 
that t belongs to a closed interval [a, b] c (tj, tj+ i) for someje {0, 1, . . . . s). 
Then, there exist two numbers a’, h’ such that tj < a’ < a < b < b’ < tj+ , and 
=:A,+A2+A,+A,+A,, 
with q= l/2 min(a - a’, b’ -b). Now, we can find upper bounds for IA, 1 
and \A21 by the same method as in (3.13). Similarly, (A,1 can be estimated 
as lZXl. Finally, we have 
f const cpio j”’ 
r f, 
(X - tj)” < const W(t), 
and 
IA,1 < const !@ ch’ 
? 1 
(x - tj)” dx$ const w(t) Yj(t). 
The proof of the lemma has been completed. 1 
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Next we define A,*,(\c) by 
,,I 
A,T(w, t) = Q”(W, t) - c L, 
, - , -y,n,, - t 
I+< 
where c denotes the index corresponding to the zero closest to t (cf. (3.6)). 
LEMMA 3.2. If w E GSJ is given by (2.1) then for m sufficiently large we 
have 
I43w 111 d const U,(t) W,(f) v,dt), tcl- {to, t,, ..., fs+lJ, (3.18) 
where U,, W,, and V, are the functions d@ed by (2.10), (2.9), and (2.1 l), 
respectively. 
Proof: First note that by (3.8), (3.9) we have 
if x,,,. = x,,~ for some de (2, . . . . m- l}, and 
(3.20) 
if x,,,. = x,,,. An inequality analogous to (3.20) holds if x,,, = x,, , 
We will prove the lemma first assuming that te A := (-1, - 1 +E)U 
[lJj=i(t,-s,t~+s)]u(l-s,l), t#t,(j=l,...,S)withO<s<(tj+i-tj)/4 
(j=O, 1, . ..) s+ 1). 
If t E (1 -E, 1) then for sufficiently large m we have either 
li) xm,c = x,%d, ddm-1, i.e., l-&~,~,,,_,<t<x,,,<l, or 
(ii) xmC=xmm, i.e., l--E<x,,P,<t<l. 
If the first case (3.19) holds. Moreover, since t -x,,,~-, > 
(xm,d-xm,d-1)/2 and x, d+l -t> (x,,d+, -x,,d)/2, and in View Of (3.1) 
and (3.3) we have 
i 
m*d- ’ 
t-x 
d const w(t), 
1 
mxd+l t < const w(t). (3.21) 
m,d- 1 xm,d+l 
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From these inequalities and from (3.19) we get 
iAz(w, ?)I < COnst w(t) + {Tdy,’ 2 dx 
m. 
< w(t) 
1 I 
const + log T:y ’ 
-t 
m,d- 1 II 
+ 
In addition, since X,,d+ 1 - t - t - x,+ , , we can write 
IAz(w, t)l 6 const w(t) + (3.22) 
In view of 
J I 
+d+ w(x)- w(t) dx 
Xrn.d- 1 x-t 
f (1 - t)Ys+l M’ps+l; x-tll dx 
Ix - 4 1 
Gconst w(t)Io2 {lY31 +w(‘p;;,~,-Y’}dy, 
where (pS+, is defined by (3.10), the inequality (3.18) follows from (3.22). 
Now we examine the second case, i.e., 1 -E < (x,,,,- 1 +x,+)/2 < t < 1. 
Then by (3.20) we have 
IAZ(w, t)l Gconst w(t) + fxl,me, 3 dxi 
< const w(t) + 6 _ I w(xi 1 y(‘) dx ( 
=: const w(t) + J, + Jz. (3.23) 
Using the same procedure as in case (i), it is easy to find a bound for J,. 
We obtain 
J, < const w(t). 
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In order to obtain a bound for J,, first we assume 2t - 1 < .Y,,,,,,, , Then, 
we get 
= const w(t) log 
i I 
t - x m,l?- I 
l-t 
Since t -x,,, 1 N 1 - t, we have 
J2 d const w(t). 
On the other hand, if 2t - 1 > x,,.,, _ 1, then 
= const w(t) j 
(l-x,.,-,)/(1-r) JAI 
- 4 
2 Y-1 
< const w(t) j;’ ---ym’m-‘)‘(’ -‘I y’.,+ I 1 dy 
i 
(ps+,(t)(\:il-t+m-‘)?“+’ if yg+ , > 0 
d const (ps+, (t) I%C(lh J1-t) + 11 if ys+ , = 0 
w(t) if ys+,<O. 
So far we proved the lemma for t E (1 - E, 1). One can prove (3.18) for 
tE(-1, -1 +E) in a similar way. 
Now assume that tj- E < t < t, for some Jo ( 1,2, . . . . s}. Then for m 
sufficiently large x,~, c = x,, d, 2<d<m- 1, and we have either 
(i’) t~-&<x,,,_,<t<x,,,+,~ti, or 
(ii’) ti-.z<x,,d ,<t<t,<~,,~+,<t,+c. 
The case (i’) is analogous to the case (i) that has been considered before. 
Let us consider now the case (ii’). In view of (3.19) and by (3.21) we have 
1 I 
Xm,d+ I 
lA;(w, t)l d w(t) const + log t-x -t 
m,d- 1 II 
+ 
I j 
-‘m.d+’ w(x) - w(r) dx 
“tn.& I x-t 
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Since x,,d+ r - t - t-x,+ , , we can write 
+ It-tj\“] 
-h.d+l O(cp,; 1.X - tl) dx 
Xm.d- L 
lx-t1 ’ 
where qj is defined by (3.10). Therefore (3.18) follows in this case as well. 
For tj < t < tj + E can be proved in a similar way. Hence (3.18) holds for 
every t E A such that t # t,, Jo { 1, . . . . s}. Finally, if t belongs to a closed 
interval [a, b] c (t,j, tj+ ,) for some Jo (0, 1, . . . . s>, then there exist two 
numbers a’, b’ such that tJ -C a’< a < b < b’ -C tj+ ,, and a’< x,,,~-, < 
t<x m,d+ I <b’ for enough large m. Therefore case (i) holds. We have 
completed the proof of the lemma. a 
Let 
ml II- S?(w, t)= c --LY- 
,=, m,i- X t1 
i#l 
where c denotes the index corresponding to the zero closest to t (cf. (3.6)). 
LEMMA 3.3. Zf w E GSJ is given by (2.1) then for m sufficiently large we 
have 
stl 
IWw t)l dconst w,(t) n Gm,j(t), (3.24) 
j=O 
where 
1 
(lt-tjl +m-‘)-YI if y,>O,jE{l,...,S} 
(Jt--fil+mp’)p2’1 
am,i(t)= 1 
if yj > 0, j E (0, s + 1 > 
if y,<O,jE(O,l,..., s+l} 
log(dm+ m--l)-’ if y,=O,jE{O,.s+l), 
and w, is given by (2.12). 
Proof: We consider the sets 
A,=(-1, -l+m*)u fi (t,-m-‘,t,+m-‘) u(l-m-*,1), 
J=l 1 
Az=Z/A,. 
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Since 
S,*,(w, 1) = Q”(W, t)- A,T,(w, 1), 
for fed,*,, (3.24) follows immediately from Lemmas 3.1 and 3.2. If 
fE(l -Wl ‘, 1) then it is sufficient o examine the case s ,,,, (=x,, ,,,,,, that is. 
when (.x~,~~ , + x,,,,,,)/2 < t < 1. Since 
by inequalities (3.8) and (3.9) and in view of (3.1) and (3.3), we get 
For m sufficiently large we can assume that x,,,, _ z E ( 1 - E, 1) with a fixed 
E > 0 such that E < (1 - ~,~)/4 . Then we have 
Clearly 
s 
’ - 28 w(x) 1 I 2c 
-dx<- w(x) dx 
-1 t - x i & ~., 
1 1 f const if Y.,+~>O (J1-t+m- 1)2Yr+l if yr+, <O, 
and, since t-x >, (l/2)( 1 - x), 
s 
-%.,-2 w(x) 
1 -2F t--X dx < const ,:,.~z~’ ( T_“z”’ dx 
*m.m-2 
< const s 
(1 -x)7\+l-1 dx 
I ~2E 
1 
1 
< const 
if ys+r >o 
(Jjy+m-1)21’,+I if Y,+,<O 
holds as well. Moreover, if Y,~ +, = 0 then 
IS$(w, t)l Gconst log(fi+m- ‘)--I. 
Thus, inequality (3.24) is also true for t E (1 - rnme2, 1). 
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In the same way we can prove the lemma for t E (- 1, - 1 + m-‘). In 
order to complete the proof, assume that t E (zj - m-‘, rJ + rn- ‘) and t # tj 
for some Jo { 1, . . . . s}. Then by (3.1) there exists a uniformly bounded 
number of zeros x,,~ belonging to the interval (t, - m-l, tj + m-l). Let 
X m,p=maxhJx ,,i6tj-mp’} and x,,y=min{x,,i/x,,i~ti+m~‘). In 
view of (3.1) and (3.3) we can write 
=: const w,(t) + I’ + I”. (3.25) 
For sufficiently large m we can assume that x,,,~- i > tj - E with a fixed 
a>0 and ~<(t,-tj+,)/4. Then 
P=J 
‘I- 2s w(x) 
- dx + I 
xmp-1 w(x) 
- dx 
-1 t-x I,-2& t-x 
1 
s 
1,-2E 
6- 
E -1 
w(x) dx + const 
i 
.-%l,p-l (t-x)‘1 
-----dx 
‘,- 2c t-x 
< const fsm (tj-x)‘P’dx<const CJ,,~(~). (3.26) 
Similarly, 
I” < const cr,,i(t). (3.27) 
Combining (3.25), (3.26), and (3.27) we obtain (3.24) for t E (tj - rn- ‘, 
t,+ m-l), t # ti, Jo { 1, . . . . s}. Therefore, inequality (3.24) holds also for 
tEd,,- {t,, . . . . I,}. I 
Now we are able to prove the theorems stated in the previous section. 
Proof of Theorem 2.1. Inequality (2.15) is proved in Lemma 3.1. In 
order to prove (2.16) note that 
Q,(w> t) = A,Z(w, t) ~rn(w> t) + L,,.(w t) zL(w, x,,.) An,, 
=AZ(w, t)pm(w, t)+m-I,,,(W, t) 
1 
“It-1 Pm- ,(w, GJ’ 
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where c is the index corresponding to the zero closest to t. In view of (3.6 ) 
and since r,,,/c(,,, , dconst (see [22, p. 3091) we obtain 
Hence, by (3.4), (3.5) and Lemma 3.2 inequality (2.16) follows. 1 
Proof of Theorem 2.2. First assume k > 0. By the definition of the poly- 
nomials 4:’ we can write 
q:‘(t) = PAW> t) Q,(M’, t) - pm(w, t) Qdu’, 1) 
= Pk(W, t) P,JM., t)C‘c(w> t) - GYM.> [)I 
where c(k) and c(m) are the indices corresponding to the zeros xk,(,/i) and 
x,,,,~(~) nearest to t, respectively (cf. (3.6)). Thus, we obtain the inequality 
[q:‘(t)1 <const 
i 
JPJw, t)l [IAk*(w, t)-Az(w, t)l + l]+ 
1 
IPm- l(W> t)l I 
(3.28) 
Now, let tE [(t,+ t,-,)/2, (ti+ tj+,)/2] for some in {l, 2, . . . . s}. If y,>O 
then applying Lemma 3.2 we obtain 
IAk*(w, t)l < const( It - t,J + m ‘)‘I, 
and thus by (3.28) we have 
lqE’(t)l dconst IPm(WT t)l C(lt-ril +m-‘I”‘+ II+ ,p -,ibv t,l] 
1 m ) 
dconst Ipm(iv, t)l + 
1 
1 
IPm- I(W? t)l 1 ’ 
so that inequality (2.18) follows. On the other hand, by (3.8) and (3.9) we 
have also 
IAk*(w, t) - AZ(w, t)l <const( ISZXw, f)l + w,,(t)). 
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Combining this inequality with (3.28) we can write 
Is!,k’(t)l d cow 
{ 
IPAW, [)I CIXXw t)l + w,(t) + II+ 
1 
IPm- I(W t)l I . 
Therefore, if yi <O then (2.18) follows by Lemma 3.3. Similarly one can 
prove (2.18) in the other cases. Finally, if k=O then inequality (2.18) 
follows from Lemma 3.3 by taking into account that 
qC’( t) = $q [Q,(w t) - ~m(w> f) Qo(w> f)l
1 1 =- 
PO(W) 
P,(W t) X(w t) +? 1 m-1Pm-1(w&7L~) ’ 
where c is the index of the zero closest to t (cf. (3.6)). 1 
Finally we point out that inequality (2.15) in Theorem 2.1 can also be 
proved by using the identity 
Q,n(w f) = q,n(t) + PAW t) Qdw t)> 
and by applying Theorem 2.2 and Lemma 3.1. 
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