ABSTRACT Due to advances in Internet of Things technologies, mobile devices have become an inseparable part of human life. The limited executing capabilities of mobile devices along with constrained energy remain as barriers in front of this expectation. To address these challenges, mobile edge computing (MEC) is considered as a promising computing model to offer computing ability to mobile users in fifth-generation networks. In this paper, we jointly create an optimization problem to minimize the combination of energy cost and packet congestion. By adopting a promoted-by-probability scheme, we efficiently control packet congestion of different priority packets transmitted to MEC. An improved krill herd metaheuristic optimization algorithm is presented to obtain optimal results for minimizing the total overhead of MEC in terms of energy consumption and queuing congestion. The evaluation study demonstrates that our proposal performs efficiently in terms of energy consumption and execution delay.
I. INTRODUCTION
The emergence of the Internet of Things (IoT) has induced a shift from the desktop computing age to mobile cloud computing. Various smart sensing and computing devices can observe the ambient environment and satisfy human expectations. IoT is a key enabler for cyber-physical networks by sensing devices and actuators, both major components along with communication and network devices [1] . The main purpose of wireless technology, from 1G to 4G, is the pursuit of gradually increased higher speeds to support the data transition from voice-centric to multi media-centric traffic. The objective of 5G is different and more complex to support the explosive evolution of information communications technology and Internet technology. The applications with highdata-rate and low latency such as video streaming, online gaming and augmented reality, which might be connected to a gateway or access point (AP) via 5G networking [2] . In addition, with the number of smart devices grow exponentially, 5G also support ubiquitous connectivity for massive Machine-to-Machine (M2M) to enhance massive machine type communications (mMTC) [3] . With the proliferation of cloud computing and cyber-physical networks, the combination of IoT and cloud computing in big data analyses has become a new tendency [4] , [5] . The new trend brings a new challenge to meet the require of performance of various IoT applications with multimedia data services. It is extensively agreed that relying the mobile edge computing to realize the Ultra Reliable Low Latency Communications (URLLC) for computing and communication in 5G. However, although a single Macro-cell Base Station (MBS) consumes power at a low level, the sum energy consumption of MBSs is a substantial expenditure for network proprietors and accordingly increases the emission of pollution to the air [6] .
Mobile Edge Computing (MEC) is envisioned as a promising approach to solve this issue. Executive tasks are selected for offloading to a powerful cloud server for computing via wireless cellular networks. The ability of mobile devices could be enhanced by MEC, and the energy consumption of mobile devices would decrease markedly [7] , [8] . Mobile devices could offload their tasks to the MEC server on the edge of the network with the help of MEC instead of using the servers placed in the center of network at a long distance from the mobile devices [9] .
In recent years, mobile cloud offloading has drawn a great deal of attention from researchers and industry operators. Recent works have focused on offloading a subset of an application, leading to an enhancement of energy costs and executive time. This process of offloading all or a subset of a device to cloud servers is referred to as offloading [9] . The authors in [10] and [11] focus on finding a solution for the single-site offloading problem, where as in [12] and [13] , the authors attempt to find a multi-site offloading solution. Multi-site offloading, as a real-world context, leads to better offloading performance and is therefore considered in this work. In addition, with the aid of MEC, multiple prioritytasks executed simultaneously should be developed for the purpose of enhancing the Quality of Experience (QoE) and dramatically utilizing the computation probabilities in two aspects. However, only considering minimization of energy consumption or the transmission time of one execution task ignores the queueing jamming delay caused by different priority packets.
To address these issues in the current literature, in this paper, we conclude that an integrated framework for computation offloading and interference management has the potential to significantly improve the performance of wireless cellular networks with MEC. Improvements of energy consumption and queueing congestion have not been attained in previous works.
The distinct features of this paper are as follows. 1) We propose a mobile device offload structure for MEC in fifth-generation cellular networks.
2) To tackle the packet queueing congestion incurred by multiple tasks and to assure the fair transmission of lowpriority packets, we propose a PBP scheme to diminish packet queueing congestion while decreasing the delay in the task queue. We formulate an optimization objective function to obtain the minimum value of energy cost and queueing delay.
3) The optimization problem is a NP-hard problem, and a great amount of communication overhead and energy consumption may be generated by utilizing a centralized solution. Therefore, we present an improved krill herd metaheuristic optimization algorithm that is able to minimize mobile devices'energy consumption and queuing delay.
The remainder of this paper is organized as follows. The related work is described in Section II. The system model under consideration is presented in Section III. Optimal task scheduling is formulated in Section IV. Device classification and the modified krill herd algorithm are presented in Section V. Numerical results and discussion are provided in Section VI. Finally, the conclusion of this study is presented in Section VII.
II. RELATED WORK
Many recent works have investigated the diversion of computation tasks from mobile devices to cloud servers for the purpose of saving power and enhancing the ability of mobile devices. An Integer Linear Programming (ILP) approach has been adopted to obtain the optimal solution for mobile device computing [14] .
Mobile devices provide services directly access the MEC server [14] , and data from mobile devices are transmitted via wireless communication to the server [15] . A less complex small-cell formation is implemented in a dense 5G cellular network to balance the load scheme for mobile edge cloud deployment [16] . Zhang et al. [9] proposed a MEC mechanism called energy-efficient computation offloading (EECO) in fifth-generation heterogeneous networks. Incorporating the multi-access characteristics of the 5G heterogeneous networks, joint optimization of offloading and cellular network resource allocation is implemented to obtain the minimal energy consumption. Nunna et al. [17] build an instance in a real-time scenario in which an ad-hoc co-operation system is constructed by MEC and the fifth-generation networks. The authors in [18] studied the performance of MEC with user mobility and developed an analytical model for MEC cloud.
Another case is the exploitation of MEC for IoT purposes [19] and [20] . IoT devices are connected through wireless radio technologies with diverse communication protocols. This connection can be enabled by the MEC playing the role of an IoT gateway whose purpose is to aggregate and provide seamless IoT services to highly distributed mobile base stations.
Zhang et al. [21] proposed a threshold offloading method to decide whether the devices should be served by the server or computation should be performed locally on the mobile device. The author mainly focused on energy cost. However, considering only the offload aspect, the authors neglected the interference among various mobile devices. In subsequent research in which Zhang investigated the collaborative task execution problem in the linear topology, a time deadline-constrained shortest-path problem was adopted to make the offloading decision. An effective Lagrangian relaxation algorithm was presented to achieve minimization of energy consumption [22] . Chen et al. [23] investigated the selection of multiple mobile applications for MEC with a game theory approach. The authors used a Nash equilibrium to evaluate the distributed offload algorithm.
Task scheduling is the significant role in the mobile edge computing system, it enables mobile devices to carry resource-limited applications [24] . To the best of our knowledge, only a few researches that tackle the task scheduling for mobile computing. Pu et al. [25] design a novel task scheduling strategy based on network collaboration D2D communication. The mobile devices can share dynamically the computation and communication resources between different devices via the aid of the network operator. The goal of minimizing execution delay was pursued by Liu et al. [26] by using the use 1-D explore algorithm to reach the decision for offloading according to the device queuing state. The offloading decision is obtained by means of a computation offloading policy module. Tianze et al. [27] proposed a cooperation enhancement model based on Stackelberg game theory for mobile computing. In his research, the author analyzed the profits of all participants (devices) in the game, the stackelberg game model also consider both the efforts and states of devices. Tianze et al. [28] takes the task scheduling problem as a distributed multi-device task scheduling game. By proving task scheduling game is a potential game and always owns a Nash equilibrium. The authors propose an overhead-optimizing multi-device task scheduling algorithm to minimize the overhead of device and complete the task scheduling.
III. SYSTEM MODEL
In this section, we present the network model, followed by the communication and computation models.
A. NETWORK MODEL
As shown in Fig. 1 , we consider a MEC system, in which a set of mobile devices decide to offload their computation work to the cloud via a 5G cellular network. The mobile devices are denoted as N = {1, 2, . . . , N}. MEC allows Mobile User Devices (MUDs) to perform computation to offload parallel computation tasks to the MEC server via cellular networks or execute locally [29] . In this scenario, a wireless base-station s is deployed through which each MUD is associated with a virtual machine to execute the computational tasks on behalf of the MUDs in the MEC server. The mobile devices contain delay-sensitive and computational-intensive tasks such as interactive gaming and image location etc [30] .
We assume that each MUD can either execute task locally or shift the data of computation tasks to the remote MEC server. In our network model, similar to previous works on mobile cloud computing [31] and [32] , we assume the set of MUD N leave invariability in the time of offloading (e.g., within a few seconds). Because the MEC system is mainly influenced by the computation and communication sides, in the following, communication and computation models are presented.
The notations of this paper are summarized in Table 1 . 
B. COMMUNICATION MODEL
In our communication model, the base station is deployed as a 5G MBS. MBS itself has MEC server, and Smallcell Base Station (SBS) can connect to a remote MEC that processes the data transition of MUDs. The spectrum is divided into K channels, and the set of channels is denoted as K = {1, 2, . . . , K}. Furthermore, the bandwidth of every channel is identical. Each task is encapsulated into one packet. We focus on multi-user OFDMA systems in a 5G cellular network in this paper, and each channel in our system is orthogonal to the others. We denote b n ∈ {0, 1} as the computation offloading decision of MUD n. Here, b n = 1 denotes that the MUD n chooses to execute the tasks to the MEC server through a wireless channel. b n = 0 means that the user chooses to execute the tasks on its own local MUD n. Thus, a set of B = {b 1 , b 2 , . . . , b N } is obtained as the offloading decision profile.
If a user decides to offload his computing tasks to the MEC server, the input data are delivered through the MBS or SBS. The uplink transmission rate of a MUD n that decides to compute the task using the MEC server through a channel K is calculated using the modified Shannon-Hartley theorem as follows [33] :
We employ the sum of the transmission power received by the MBS or SBS from all interfering MUDs as the measurement of the interference strength.
Here ω implies the bandwidth of the channel and p n denotes the transmission power based on communication base-station mechanisms [34] . g n,s is the channel gain between MUD n and the MBS s, and σ 2 denotes the background noise power.
Since in this paper we are mainly concerned with resource allocation and improving packet congestion issues, for ease of presentation and to simplify the calculation, the effect of frequency selective fading is not considered in our communication model.
The transmission power can be determined by the MBS through some power control mechanisms [34] , and interference occurs on the neighboring MUDs. We employ the sum of transmission power received by the MBS or SBS from all the interfering MUDs to measure the interference strength. We find that if too many offloading tasks execute locally through the same wireless channel synchronously in the time of offload operation, serious interference could be triggered, resulting in a low data transmission rate and increasing the energy consumption of the MEC system. Note that our proposed solution could enhance the performance of the whole system by improving data packet congestion and power consumption.
C. COMPUTATION MODEL
In this part, we assume every MUD n possesses an execution task I n = (D n , C n ). In our model, each task cannot be further divided, and the users decide either to execute the computing tasks remotely over the MEC server through offloading or implementation on local mobile devices. D n represents the size of input data. C n indicates the executing capacity of the CPU for completing the task I n . C n is independent of the computational capabilities of the network that executed task I n , which means that the size of D n remains the same in both the MEC server and MUD n. A MUD n can adopt the method in [22] to acquire the information of C n and D n . In the following, the computing overhead in regard to consumed energy and queue delay for both the MEC server and local computing aspects are presented.
1) LOCAL COMPUTING
During computation of a task locally, a MUD n executes the task I n on the local device. f L n denotes the local computing ability of MUD n, the time cost for local computing task I n is
The local energy consumption of this execution is given by
σ n represents the energy consumption coefficient in every computing cycle. On the basis of realistic measurements in [35] .
According to (2) and (3), the total overhead of a locally executed task on MUD n in regard to energy cost and executive time is
θ t n and θ e n ∈ {0, 1} represent the weighting parameters executive time and energy consumption for MUD n, respectively.
For the sake of modeling flexibility and meeting the QoS of users, different weighting parameters are allowed when the MUD n is running different applications or has different demands. For instance, when a user is a delay-sensitive task (e.g., video streaming) and the focus is on time delay, θ e n = 0 should be set in decision making for the user's valuations.
2) CLOUD SERVER COMPUTING
In the aspect of remote cloud computing, the computation task I n is chosen for execution to the MEC server via wireless access to the MBS. In the following, the server should compute the task instead of the MUD n. For offloading the computation task to the MEC server, a MUD n will incur some extra consumption of time and energy when the input data are transmitted to the server. The transmission delay and consumed power of a MUD n in terms of offloading data size D n are:
and
q n denotes the transmission power of a single MUD. Note that in this paper we assume a perfect wired backhaul with no latency through the MBS. For implication considerations, if imperfect backhauls are taken into consideration, the transmission time from the MBS should be added to t C n,off , which is:
R wired denotes the transmission data of the wired backhaul to MBS. Since there is no interference in wired communication, the data rate in general is relatively high, and thus the time of backhaul is simply omitted in the rest of this paper.
The cloud server will execute the computation task after offloading. Let f c n be executive probability of the cloud server. Since we focus on the effects of wireless communication on the MEC, f c n is regarded as a constant for each offloading task. Then the execution time of the MEC server for task I n is shown as
The total time duration in which a MUD n offloads its task to the MEC server can be calculated as
Then, the total overhead of the MEC server computing in regard to time spend and energy consumed is computed as
VOLUME 6, 2018 Similar to the work in [32] , we omit the computational energy consumption of the MEC server, because we consider the consumption (delay and energy) from the QoS of the user. Moreover, MEC servers are generally supplied by cable power, and thus have sufficient power to complete computation tasks. In addition, like the works in [32] , [23] , and [36] , both time spent and power consumed power by the MEC server to send the computation results back to the MUD n are omitted; the size of the computation data is much greater than the size of the backhaul data.
AS mentioned above, we formulate the objective function includes both local and MEC computing aspects as
IV. PRIORITY TASK SCHEDULING
Due to too many tasks in the buffer may lead to scheduling congestion, in this section, an improved congestion scheme to minimize the average delay of every processing packet in association with the average energy consumption of MUD n is presented.
A. PRIORITY OF TASKS WITH PROMOTE-BY-PROBABILITY
It is assumed that time is equally divided into time slots with two different priority queues of infinite capacity on one channel. The time slot is denoted as t s ∈ {1, . . . , T }. The numbers of arrivals of delay-sensitive data packets with high priority and delay tolerant data packets with low priority during slot t are indicated by a n,s (t) and a n,r (t), respectively. At the beginning of a time slot t s , when the high-priority queue is empty, the packets of the low-priority queue can be transmitted. Numerous experimental results illustrate that this scheme leads to severe packet congestion, consequently causing a serious delay for packets in the low-priority queue. Therefore, a Promote-By-Probability (PBP) scheme is introduced in which packets in the low-priority queue may be promoted to the high-priority queue with probability γ . This promotion is only possible at the beginning of a slot as the high priority queue is nonempty. The PBP scheme is discussed in detail in the following and is illustrated in Fig. 2 . We divided packets (tasks) in offloading buffer queue into High and Low priority queues. The number of arriving packets in the high priority queue and low-priority queue of the MUD n at the beginning of time slot t s are indicated as L H n (t) and L L n (t) , respectively. They can be depicted by the pairs (L H n (t), L L n (t)). We specifically discuss different instances of the two priority queues as follows:
1) L H n (t) = 0: When there are no packets in the high priority queue, a high-priority packet in the high priority queue is transmitted during slot t. If no packets from the low-priority queue are promoted to the high-priority queue, we find the following:
Where [.
The high-priority queue is not empty at the beginning of slot. During this time, a packet in the high-priority queue is transmitted. The entire lowpriority queue is promoted with probability to the highpriority queue, only if the low-priority queue is not empty at the beginning of slot t. The promoting exchange occurs at the end of slot t. The low-priority packet that arrived during slot t will be promoted accordingly. The corresponding mathematical equations are expressed as:
(1) With probability γ
3) L H n (t) > 0 and L L n (t) = 0: As mentioned previously, the high-priority queue is not empty at the beginning of slot t, while the low-priority queue is empty. The low-priority packets that arrive during the slot t will be promoted with probability. The equations are as follows:
(2) With probability 1 − γ
Next, we introduce Probability Generating Functions (PGFs)
. a n,s (t) and a n,r (t) are considered independent and identically distributed from slot to slot, t ∈ T . The arrival rates of high-and low-priority packets are λ 1 and λ 2 , respectively. Within one slot, both a n,s (t) and a n,r (t) can be correlated. To ensure the stability of the system, a max are the maximum values of the amount of arriving packets of the two types at the MUD n , respectively. D max n is the maximum number of input data packets. The joint PGF of a n,s (t) and a n,r (t) indicates B (z 1 , z 2 ) = E z a n,s (t) 1 z a n,r (t) 2 .
Hence, the marginal PGFs of two types of packets arriving at every slot are indicated by B 1 (z) = B (z, 1) and B 2 (z) = B (1, z) . In addition, we denote d n (t) as the total packet arrivals during slot t, then d n (t) =d n,s (t)+d n,r (t). Its PGF is given by B c (z) = B (z, z). The arriving rates are given by λ c = B c (1) = λ 1 + λ 2 . Furthermore, the joint PGF of L n,s (t) and L n,r (t) denotes U (z, z):
The mathematical formulas of the mean values of L n,s (t) and L n,r (t) are as follows [37] :
] is the entire number of packets (tasks), which is easily computed by U (2) (0, 1) = (dU (0, Z )/dZ )| Z =1 and U (z, z).
B. PROBLEM FORMULATION
The average execution delay in MEC server denotes the average number of offloading tasks waiting in the buffer of every MUD. According to Litter's Law [38] , it is the sum queue length of the tasks in buffers of MEC server. Therefore, the average sum queue length of the tasks in buffers for every MUD is regraded as a measurement of the execution delay in MEC server, it is defined based on (18) and (19) as
Thus, the average sum execution delay of tasks is written by
We formulated optimal problem P 1 based on objective function proposed in (11) as (22) The first constraint ensures the CPU cycle frequency of MUD. The second constraint restricts the transmit power for MUD. The third and forth constraints denotes the maximum tolerance delay and energy consumption of MUD. The fifth constraint ensures b n is a binary variable.The sixth and seventh constraints guarantees the limits of the tasks of queue length at MUD n.
Then, due to b n is a binary variable, we redefine the transmit power of MUD and we relax the integer variable b n to real number, so the constraint changes as.
The optimal problem P 1 can be simplified as.
Consider optimal problem P 1 as a Mixed Integer NonLinear Programming (MINLP) problem, which has been proven to be NP-hard [23] , [39] . To solve the NP-hard problem, a highly efficient improved metaheuristic global optimization algorithm is proposed to enumerate all possible solution and reveal near-optimal solution in terms of system overhead.
V. DEVICE CLASSIFICATION AND MODIFIED KRILL HERD ALGORITHM
In this section, we focus on solving the optimization problem. We design an improvement energy consumption and packet congestion scheme for mobile edge computing in 5G cellular networks.
During the computation offloading process, the mobile devices choose to whether or not to offload their tasks to the MEC server through the binary strategies b n = 1. The overhead of the system depends not only on b n , but also on a n,s (t) and a n,r (t). To obtain the optimal results of (22), we propose the MUD classification algorithm to classify the computing task locally or not. An improved krill herd algorithm is presented to solve the objective function (22) . In this section, we discuss these two algorithms in detail.
The MUD n offloading decision in Algorithm 1 has N iterations by classifying every device in set N . In addition, the offloading decision has N iterations for assigning for devices in set N . The total time complexity of Algorithm 1 is O(n 2 ).
A. MOBILE USER DEVICE CLASSIFICATION
According to the task's energy cost in different decisions of implementation modes, we classify the MUDs into two options:
Because mobile devices have inadequate computation capabilities, the MUDs choose to compute their tasks on the MEC cloud server. We denote the set of tasks of this type as N C . The set of tasks that choose to compute locally are denoted N L . Since mobile devices have limited battery, energy consumption is given first consideration in deciding the MUD classification. If the energy spent on local computing is less than the minimal value of the energy consumed for offloading, we conclude the condition as e L n < E M n , and the MUD n then chooses to complete its task locally.
The MUD classification algorithm is given in Algorithm 1.
B. KRILL HERD (KH) ALGORITHM
The Krill Herd algorithm (KH) is a new metaheuristic population based global optimization algorithm that was first presented by Gandomi and Alavi [40] .
The main significant advantage of the KH algorithm is that it does not consider derivative information because it takes a stochastic search instead of a gradient search. Another important advantage of the KH algorithm is simplicity of algorithm. KH algorithm requires few control variables, only one parameter C t to control comparing with other Metaheuristic algorithms. This approach makes KH algorithm light to implement, suitable for parallel computation and high robust. KH algorithms are inspired by the herding behavior of krill swarms when searching for food and communicating with each other. The implementation of the KH algorithm is based on the following three activities: 1) Movement influenced by other krill individuals for the purpose of maintaining the desired swarm density;
2) Foraging action; 3) Physical random diffusion. The KH approach follows the Lagrangian model for an effective search, which generalizes the n-dimensional search space described as follows: (25) where N i is the movement induced by other krill individuals, F i is the foraging action and D i is the random physical diffusion of the i-th krill individuals.
where (27) α i is the direction of induced action, which is influenced by swarm density by local, target and repulsive components. 
K best and K worst imply the best and the worst fitness of the KH by now, respectively (fitness values), K i denotes the value of the fitness of the i-th krill, K j presents the value of the objective function of the neighboring krill, NN is the number of neighboring krills, and NK is the number of krill. The locations of the current i-th krill and the neighbor j-th krill are indicated by X i and X j . To avoid singularity, we add a positive number ε as a denominator.
For aging motion is regarded as the second motion of KH. Two effective parameters called current food location and previous food location experience affect the foraging motion. The krill action is defined as:
where
V f is the foraging speed, which is always set as 0.02 based on the foraging speed of krill individuals [40] , ω f is in the range of [0,1] and refers to the inertia weight of the foraging motion, F old i is the previous krill foraging action, and β best i indicates the best found position of the ith krill individual so far.
Random physical diffusion is the third movement of Krill individuals. Physical diffusion D i is defined by both the maximum diffusion speed and random direction. The physical diffusion of the ith krill individual depends on D max , which represents the maximum diffusion speed, and δ, which indicates a random directional vector with random values in the range of [−1, 1]:
According to the three motions of the krill herd algorithm mentioned previously, during the time interval, we can calculate the location of the i-th krill as follows:
Generally, t is regarded as a significant parameter in the KH algorithm because it represents a scale factor of speed vector. Since t is completely dependent on the space explored, it is calculated by the following:
where U B j and LB j are the upper and lower bounds of the j-th variables ( j = 1, 2,. . . , NV ), respectively, NV is the total number of variables, and the constant C t ∈ (0, 2).
C. IMPROVED KH (IKH) ALGORITHM
To improve the ability of the KH algorithm to solve multiobject problems, two improvements have been implemented.
The first improvement is related to the genetic operator, which we modify on the physical diffusion. The author of the KH algorithm acquired the location of the fitness function by a crossover operator. In our work, we introduce a joint fitness function that begins at the end of krill herd movement. In our improvement, we place a new sequence of solutions instead of the value of physical diffusion. During the same iteration, the solution space is explored with high-efficiency while minimizing the space to enhance the best solution.
The number of iterations is presented by M I I , i = 1, . . . , M I I , R ∈ [−1, 1] , ground indicates an approach to negative infinity, and D max indicates the maximum value of speed for krill in diffusion movement. K i denotes a function of the previous values of fitness functions, K best and K worst are the best and worst values of the objective function. We conclude (36) in a mass of simulations.
The second improvement is made on (35) to obtain high efficiency and a global search. From (35), we know t completely relies on U B j , LB j and C t . It is obvious that the parameter C t plays as a significant role as t for a specific optimization problem. Thus, the parameter C t should be adjusted appropriately according to the specific optimization problem [41] . For the purpose of maintaining a balance of exploration and exploitation ability, in the beginning studies, C t is set to the search stage to highlight exploration. In our study, we set C t as linearly decreasing to stimulate exploitation as,
The minimum and maximum values of C t denote C t min and C t max , respectively. We present as the maximum number of iterations. Thus, decreases linearly from 1 to 0.1 with iterations. In addition, through several experiments, we define a=0.5 as a constant factor. The improvements of KH are presented in Algorithm 2, which is called the Improved KH algorithm.
VI. NUMERICAL RESULTS AND DISCUSSION
We evaluate the performance of the PBP scheme via massive simulations in this section. It is worth noting that most of the results of these studies are based on an average over a number of Monte Carlo simulations. We assume N mobile devices are located at an equal distance of 150 m from the MEC server. The transmission power of single MUD, q n is set to 0.5W [42] . The input data size of each task is 50 Kbits and total number of CPU cycles of computation task C n = 1000 Megacycles. We set path-loss constant as 1.6 × 10 −7 . Bandwidth is 10 MHz. N = 50, θ t n = θ e n = 0.5. Each packet encapsulates one task and background noise σ 2 = −174dBm. The computation capability of the MUD n and MEC cloud server are set to f L n ∈ [0, 1]GHz and f C n = 4 GHz [43] , respectively. The channel gain models presented in the 3GPP standardization [44] are adopted here.
In Fig. 3 , we show the simulation results for the IKH algorithm compared with the original KH algorithm and PSO (Particle Swarm Optimization) for minimizing the object function. As the results in Fig.3 show, the proposed IKH algorithm converges quickly and becomes trapped in a local minimum at approximately 6 iterations, by contrast, the original KH algorithm converges after a greater number of iterations, and PSO algorithm performs the worst. In conclusion, the results of the simulation indicate that our IKH algorithm is able to optimize the overhead of the MEC system effectively, proving that our IKH algorithm is a valuable candidate for multi-site optimization for a mobile user device to choose between local offloading local or computation in the MEC server. Fig. 4 Rank the krill and acquire the best X best 31: end while 32: end begin in the γ = 0.7 case is higher than that in the γ = 0.2 and lower than that in the random scheme cases, because a greater number of low-priority packets jump to the high-priority queue according to probability γ . In addition, at the beginning of the simulation, energy consumption remains low. To compute the incremental high priority packets, more energy is consumed.t is easy to find all local scheme consumes the most energy. All MEC offloading scheme consumes lower energy than all local scheme, when the number of MUD is higher than 15, all MEC offloading consumes more energy than random scheme, the reason is the energy consumption includes communication energy and compute energy, with the increase number of the MUDs, more tasks in all MEC offloading scheme may be congested in buffer of MEC to cost more energy. Fig.5 illustrates the impact of MUD number on average time delay. In Fig.5 shows the significance of joint optimization of communication and computational resource management for MEC system. We compare the proposed PBP scheme ( γ = 0.7 and γ = 0.2 ) with random scheme, all local computing and all MEC offloading scheme. When γ = 0.7, the more low-priority tasks jump to high-priority buffer queue, which increase the queue length of high-priority buffer queue, and increase average delay time for offloading. This is because while the average sum queue length of the task buffer is decreased under PBP scheme. The queue length is more remarkable reduced by adjusting γ . It is also to shown that all local computing scheme costs lower average delay.
We conduct 100 simulations with different numbers of MUDs, the results are displayed as the average number and average system computation overhead. As shown in Fig. 6, FIGURE 6 . Impact of different number of MUDs on average delay. the system computation overhead rises as the number of MUDs increases. By using the PBP scheme with a proper jump probability, the system computation overhead is maintained at a lower level. However, in terms of local computing, the system computation overhead increases sharply with an increasing number of MUDs. All local computing cost the highest system overhead. Fig.7 illustrates the average number of MUDs decide to offload executive tasks to the server over 100 simulation runs. The Fig.7 displays the number of MUDs increase from 5 to 50, as the number of devices grow up from 5 to 25.70. Furthermore, from 5 to 15 MUDs, the ratio of offloading devices is 100%, as the number of MUDs rises from 20 to 50, the ratio of devices for offloading declines. The reason is when more MUDs intend to compute the tasks to the cloud, the total number of MUDs increase to a great number.
VII. CONCLUSION
In this paper, by allowing low-priority packets to jump to the high-priority queue, a promoted-by-probability scheme is proposed. The aim of the scheme to minimize the energy consumption and packets delay for MUDs. Moreover, an MUD classification algorithm was proposed to facilitate the offloading decision. To efficiently solve the objective equation, we introduced an improved krill herd metaheuristic population-based global optimization algorithm that optimized the decisions of computation task mode associated with packet congestion to minimize the system overhead cost. Furthermore, the simulation results explicitly indicate the improvement of energy cost efficiency and packet jamming in our proposed PBP scheme. We also verified the proposed improved krill herd algorithm in our work. In the future, a new task offloading scheme will be introduced for further research. 
