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HIGHER ORDER SPECTRAL SHIFT FOR CONTRACTIONS
DENIS POTAPOV∗, ANNA SKRIPKA∗∗, AND FEDOR SUKOCHEV∗
Abstract. We derive strong estimates for Schatten norms of operator deriva-
tives along paths of contractions and apply them to prove existence of higher
order spectral shift functions for pairs of contractions.
1. Introduction.
Let A and B be bounded operators on a separable Hilbert space H and f be
a sufficiently smooth function for which the functional calculus f(A), f(B) makes
sense. The question concerning conditions on the operators A and B and the
function f under which the trace formula
Tr
(
f(A)− f(B)) = ∫ f ′(t)ξ(t) dt (1.1)
holds (here ξ depends only on A, B and the integration is taken over a suitable
domain) can be traced to M. G. Krein’s penetrating papers [10, 11, 12, 13].
In case when the difference f(A)−f(B) is not in the trace class, S. L. Koplienko
suggested in [9] to modify the formula (1.1) as follows:
Tr
(
f(A)−
n−1∑
k=0
1
k!
dk
dtk
[f(B + t(A−B))]
∣∣∣
t=0
)
=
∫
R
f (n)(t) ηn(t) dt, (1.2)
where ηn depends only on A,B, and n ∈ N. The question of validity of the formula
(1.2) was later investigated for various classes of operators A and B in [6, 14, 16,
20, 19].
In this paper, we answer the latter question by proving that (1.2) holds for A and
B arbitrary contractions (with the minimal restriction on A−B to guarantee that
the left hand side of (1.2) is well defined) and f being a polynomial.1 To realize
this goal, we establish powerful estimates for derivatives of operator functions along
paths of contractions which are of independent interest. Our proof involves subtle
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1The formula (1.2) can be extended to more general functions f ; however, we do not address
this extension for the sake of less involved exposition.
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synthesis of ideas from recent advances on multiple operator integration for self-
adjoint operators [19], double operator integration of functions of several variables
[8], and application of classical theory of analytic functions in perturbation theory
in the spirit of [20] as well as develops new interesting methods.
We proceed with a more detailed description of the history of the question and
our main results.
It is known that given a pair of self-adjoint operators H0 and V on a separable
Hilbert space, with V in the Schatten-von Neumann ideal Sn, n ∈ N, there exists a
function ηn, called nth order spectral shift function (SSF), depending on n,H0, V
such that (1.2) holds with B = H0 and A = H0 + V . The cases n = 1, n = 2,
and n ≥ 3 are due to M. G. Krein [10], L. S. Koplienko [9], and the authors [19],
respectively. The formula (1.2) has been extended from the original set of functions
f to the Besov class Bn∞1 in [15, 16, 2].
Existence of the first and second order spectral shift functions for a pair of
unitaries U0 and U0 + V was established in [11] in case V ∈ S1 and in [14] in
case V ∈ S2, respectively, but it has taken longer than in the self-adjoint case
to find plausible SSFs for pairs of contractions. References on partial results for
specific pairs of contractions can be found in [1, 20]. Existence of the second order
integrable SSF for any pair of contractions U0 and U0+V with V ∈ S2 has recently
been proved in [20]. The latter paper answers [6, Question 11.2] for V ∈ S2, and
in this paper we obtain the result for much more general perturbations V ∈ Sn,
n ≥ 3. More precisely, we prove existence of an integrable higher order spectral
shift function for any pair of contractions U0 and U0 + V with the perturbation
V ∈ Sn, n ≥ 3.
We fix our main notations below.
Notations 1.1. (i) Let U0, U1 be contractions on a separable Hilbert space
H. Denote V := U1 − U0 and define the path of contractions
Ut := (1− t)U0 + tU1 = U0 + tV, t ∈ [0, 1].
(ii) Let n ∈ N. For f a polynomial, denote
Rn(f, U0, V ) := f(U0 + V )−
n−1∑
j=0
1
j!
dj
dtj
f(U0 + tV )
∣∣∣∣
t=0
.
Our main results are the following two theorems.
Theorem 1.2. Assume Notations 1.1 (i). Then, there exists a constant cn > 0
such that for any polynomial f the following estimates hold.
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(i) If α > n and V ∈ Sα, then
sup
t0∈[0,1]
∥∥∥∥ dndtn f(U0 + tV )∣∣t=t0
∥∥∥∥
α
n
≤ cn‖f (n)‖L∞(T)‖V ‖nα. (1.3)
(ii) If V ∈ Sn, then
sup
t0∈[0,1]
∣∣∣∣Tr
(
dn
dtn
f(U0 + tV )
∣∣
t=t0
)∣∣∣∣ ≤ cn‖f (n)‖L∞(T)‖V ‖nn. (1.4)
Differentiation of analytic Besov functions of contractions was discussed in [17],
but estimates for operator derivatives that follow from the results in [17]
sup
t0∈[0,1]
∣∣∣∣Tr
(
dn
dtn
f(U0 + tV )
∣∣
t=t0
)∣∣∣∣ ≤ cn∥∥f [n]∥∥⊗‖V ‖nn.
contain a factor of the integral projective tensor product norm
∥∥f [n]∥∥
⊗
of the nth
order divided difference f [n] of f , which is greater than the norm ‖f (n)‖∞, while
the estimates with ‖f (n)‖∞ are needed in the proof of existence of higher order
spectral shift functions.
As a consequence of Theorem 1.2, we establish existence of the higher order
spectral shift functions for pairs of contractions.
Theorem 1.3. Assume Notations 1.1 and assume V ∈ Sn. Then, there exists a
function ηn = ηn,U0,V in L
1(T) such that
Tr
(
Rn(f, U0, V )
)
=
∫
T
f (n)(z)ηn(z) dz. (1.5)
Furthermore, for every given ǫ > 0, the function ηn satisfying (1.5) can be chosen
so that
‖ηn‖1 ≤ (1 + ǫ)cn‖V ‖nn, (1.6)
where cn is a constant from Theorem 1.2.
The proof of Theorem 1.2 is given in Section 2 and the proof of Theorem 1.3 in
Section 3. Theorem 1.2 in case of contractions naturally reduces to the case of uni-
taries, while the case of unitaries requires a very sophisticated treatment. Although
our main results are analogous to the respective results in the self-adjoint case [19],
the proofs cannot be carried over from the self-adjoint case via standard transfor-
mations relating unitary and self-adjoint operators and we provide an independent
treatment for the case of unitaries.
Throughout the paper, H denotes a separable Hilbert space and Sn(B(H)) (or
merely Sn) the nth Schatten-von Neumann ideal on H, that is,
Sn(B(H)) = {A ∈ B(H) : ‖A‖n := Tr (|A|n)1/n <∞},
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where Tr is the standard trace.
2. Proof of the principal estimates.
The following differentiation formulas for monomials of contractions can be es-
tablished directly by definition of the Gaˆteaux derivative (with convergence in the
operator norm) and the method of mathematical induction.
Lemma 2.1. Let U0 and V be elements in B(H) and let n, k ∈ N. Then,
dn
dtn
(
Ukt
)
=


n!
∑
k0,k1,...,kn≥0
k0+k1+···+kn=k−n
Uk0t V U
k1
t V . . . V U
kn
t , if n ≤ k,
0, if n > k.
(2.1)
Lemma 2.2. Assume Notations 1.1 (i) and assume V ∈ Sn. Then, for f a poly-
nomial and t ∈ [0, 1],
Tr
(
dn
dtn
f(Ut)
)
= Tr
(
dn−1
dtn−1
f ′(Ut)V
)
. (2.2)
Proof. It is sufficient to prove the lemma for monomial f(x) = xm, m ∈ N. From
Lemma 2.1,
dn
dtn
f(Ut) = n!
∑
k0,k1,...,kn≥0
k0+k1+···+kn=m−n
Uk0t V · . . . · V Uknt .
Applying trace and using its cyclicity, we further have
Tr
(
dn
dtn
f(Ut)
)
= n! Tr

 ∑
k0,k1,...,kn≥0
k0+k1+···+kn−1=m−n
(k0 + 1) U
k0
t V · . . . · V Ukn−1t V

 .
Using cyclicity again and reindexing, we also have that
Tr
(
dn
dtn
f(Ut)
)
= n! Tr

 ∑
k0,k1,...,kn≥0
k0+k1+···+kn−1=m−n
(kj + 1) U
k0
t V · . . . · V Ukn−1t V

 ,
where j = 0, 1, . . . , n− 1.
Taking the sum over j = 0, 1, . . . , n− 1, we arrive at
Tr
(
dn
dtn
f(Ut)
)
= m (n− 1)! Tr

 ∑
k0,k1,...,kn≥0
k0+k1+···+kn−1=m−n
Uk0t V · . . . · Ukn−1t V

 .
Hence, using Lemma 2.1 again, we obtain
Tr
(
dn
dtn
f(Ut)
)
= Tr
(
V
dn−1
dtn−1
f ′(Ut)
)
.
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
The proof of Theorem 1.2 is simplified by the two following lemmas and will rely
on Theorems 2.8 and 2.17.
Lemma 2.3. Let n ∈ N, α > n, and V ∈ Sα. If the estimate (1.3) with t0 = 0
holds for any unitary U0 and contraction U1 on every separable Hilbert space K such
that V = U1−U0 ∈ Sα(B(K)), then it holds with any t0 ∈ [0, 1] for all contractions
U0 and U1 on H such that V = U1 − U0 ∈ Sα(B(H)).
Proof. Fix t0 ∈ [0, 1]. Let Ut0 be the minimal unitary dilation (which is unique
up to an isomorphism) of Ut0 = U0 + t0V defined on the space K ⊃ H. Then,
f 7→ f(Ut0) = PHf(Ut0)
∣∣
H
for every polynomial f [23, Theorem 4.2]. From (2.1)
we derive
dn
dtn
(
f(U0 + tV)
)∣∣
t=t0
= PH
(
dn
dtn
f
(
Ut0 + tPHVPH
)∣∣
t=0
) ∣∣∣∣
H
. (2.3)
(Dilations for more general multiple operator integrals were performed in [17,
Lemma 3.3]. The proof above owes to the approach of [17].)
Let H⊥ denote the orthogonal complement of H in K. We have
V := PHVPH ∈ Sα(B(H)⊕ B(H⊥))
and ‖V ‖α = ‖V‖α. Since, by the assumption,
dn
dtn
f
(
Ut0 + tV
)∣∣
t=0
∈ S αn (B(H)⊕ B(H⊥))
and (1.3) holds for the unitary Ut0 and perturbation V , we deduce from (2.3) that
dn
dtn
(
f(U0 + tV)
)∣∣
t=t0
∈ S αn (B(H)) and (1.3) holds for U0 and V . 
Lemma 2.4. Assume Notations 1.1 (i) and assume that V ∈ Sα, with α > n. If
the estimate (1.3) holds for every unitary U0 whose spectrum is a finite set, then it
holds for an arbitrary unitary U0.
Proof. Let
U0,N :=
N−1∑
j=0
e2πij/NE
([
j/N, (j + 1)/N
))
,
where E is the spectral measure of U0. Then, ‖Uk0 − Uk0,N‖ ≤ 2πkN , with k ∈ N.
Since the left hand side of (1.3) depends continuously on U0 in the operator norm
(see (2.1)), passing to the limit as N →∞ completes the proof. 
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Therefore, we can and shall assume in the proofs below that U0 is a unitary
whose spectrum is a finite set. Also note that it is enough to establish (1.3) for a
subsequence of {U0,N}N∈N (rather than the whole sequence).
Definition 2.5. Let n,N ∈ N. Denote
zj := e
2πij/N
and given a spectral measure E on T, denote
Ej := E(zj), j = 0, . . . , N − 1.
Let 1 ≤ αi ≤ ∞, for i = 1, . . . , n, and 1 ≤ α ≤ ∞ be such that 1α1 + · · ·+ 1αn = 1α .
For φ a bounded Borel function on Tn+1 and B a Borel subset of T n+1, we define
the mapping
(x1, . . . , xn) 7→ TBφ (x1, . . . , xn)
on Sα1 × . . . × Sαn with values in2 Sα, called a multiple operator integral with
symbol φ, by
TBφ (x1, . . . , xn) :=
∑
(zj0 ,...,zjn )∈B
φ(zj0 , . . . , zjn)Ej0x1Ej1x2 . . . xnEjn . (2.4)
We also use the shortcut Tφ := T
T
n+1
φ .
Note that if B and C are disjoint Borel subsets of Tn+1, we have the additivity
of the multiple operator integral over the region
TB∪Cφ = T
B
φ + T
C
φ
and if φ, ψ are bounded Borel functions on Tn+1, we have the additivity over the
symbol
TBφ+ψ = T
B
φ + T
B
ψ .
We recall that the divided difference of the zeroth order f [0] is the function f
itself. Let λ0, λ1, . . . ∈ R and let f ∈ Cn. The divided difference f [n] of order n is
defined recursively by
f [n] (λ0, λ1, λ2, . . . , λn) =


f [n−1](λ0,λ2,...,λn)−f
[n−1](λ1,λ2,...,λn)
λ0−λ1
, if λ0 6= λ1,
d
dλ1
f [n−1](λ1, λ2, . . . , λn), if λ0 = λ1.
2We shall frequently omit writing the image space of Tφ.
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If f(λ) = λk, then
f [n] (λ0, λ1, . . . , λn) =
∑
k0,k1,...,kn≥0
k0+k1+···+kn=k−n
λk00 λ
k1
1 · · ·λknn
Lemma 2.6. Assume Notations 1.1 (i). Suppose U0 is unitary and the spectrum
of U0 is concentrated at the points {zj}N−1j=0 . Let E be the spectral measure of U0,
let f be a polynomial, and V ∈ B(H). Then,
dn
dtn
(
f(U0 + tV )
)∣∣
t=0
= n!Tf [n](V, . . . , V︸ ︷︷ ︸
n times
).
Proof. It is enough to prove the lemma for an arbitrary monomial f(t) = tk. By
the spectral theorem applied to Ut with t = 0 on the right hand side of (2.1), we
obtain the needed formula
dn
dtn
(
Ukt
∣∣
t=0
)
= n!
N−1∑
j0,j1,...,jn=0
∑
k0,k1,...,kn≥0
k0+k1+···+kn=k−n
zk0j0 z
k1
j1
. . . zknjn Ej0V Ej1V . . . V Ejn
= n!
N−1∑
j0,j1,...,jn=0
f [n](zj0 , zj1 , . . . , zjn)Ej0V Ej1V . . . V Ejn .

Throughout the paper, we shall frequently use the following algebraic properties
of the mapping φ 7→ TBφ built over a discrete measure of a unitary operator, whose
self-adjoint counterpart was established in [19, Lemma 3.2].
Lemma 2.7. Let 1 ≤ α, αi ≤ ∞, for 1 ≤ i ≤ n, be such that 0 ≤ 1α = 1α1 + . . .+
1
αn
≤ 1. Let xi ∈ Sαi , 1 ≤ i ≤ n. Let B be a Borel subset of Tn+1.
(i) Let φ : Tn+1 7→ C be a bounded Borel function and let the transforma-
tion TBφ : S
α1 × . . .× Sαn 7→ Sα be bounded. If
φ¯(λ0, λ1, . . . , λn) := φ(λn, λn−1, . . . , λ0),
B¯ := {(λ0, λ1, . . . , λn) : (λn, λn−1, . . . , λ0) ∈ B},
then T B¯
φ¯
: Sα1 × . . .× Sαn 7→ Sα is bounded and
∥∥TBφ ∥∥ = ∥∥∥T B¯φ¯ ∥∥∥ .
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(ii) Assume, in addition, that 1 ≤ α0 ≤ ∞ and 1α0 + . . . + 1αn = 1. Let φ :
Tn+1 7→ C be a bounded Borel function. Assume that TBφ is bounded on
Sα1 × . . .× Sαn . Define
φ∗(λn, λ0, . . . , λn−1) := φ (λ0, . . . , λn−1, λn) ,
B∗ := {(λ0, λ1, . . . , λn) : (λn, λ0, . . . , λn−1) ∈ B}.
Then, TB
∗
φ∗ is bounded on S
α0 × . . .× Sαn−1 and
Tr
(
x0T
B
φ (x1, . . . , xn)
)
= Tr
(
TB
∗
φ∗ (x0, . . . , xn−1)xn
)
.
(iii) Let φ1 : T
k+1 7→ C and φ2 : Tn−k+1 7→ C be bounded Borel functions
and let B1 and B2 be Borel subsets of T
k+1 and Tn−k+1, respectively.
Suppose that the operators TB1φ1 and T
B2
φ2
are bounded on Sα1 × . . .× Sαk
and Sαk+1 × . . .× Sαn , respectively. If
ψ(λ0, . . . , λn) := φ1 (λ0, . . . , λk) · φ2 (λk, . . . , λn) ,
B˜ := {(λ0, . . . , λk, . . . , λn) : (λ0, . . . , λk) ∈ B1, (λk, . . . , λn) ∈ B2},
then the operator T B˜ψ : S
α1 × . . .× Sαn 7→ Sα is bounded and
T B˜ψ (x1, . . . , xn) = T
B1
φ1
(x1, . . . , xk) · TB2φ2 (xk+1, . . . , xn) .
(iv) Let φ1 : T
k+1 7→ C and φ2 : Tn−k+2 7→ C be bounded Borel functions and
let B1 and B2 be bounded Borel subsets of T
k+1 and Tn−k+2, respectively.
Suppose that TB1φ1 and T
B2
φ2
are bounded on Sα1 × . . . × Sαk and Sα0 ×
Sαk+1 × . . .× Sαn, respectively, where 1α0 = 1α1 + . . .+ 1αk . If
ψ(λ0, . . . , λn) := φ1 (λ0, . . . , λk) · φ2 (λ0, λk, . . . , λn) ,
B˜ := {(λ0, . . . , λk, . . . , λn) : (λ0, . . . , λk) ∈ B1, (λ0, λk, . . . , λn) ∈ B2},
then the operator T B˜ψ : S
α1 × . . .× Sαn 7→ Sα is bounded and
T B˜ψ (x1, . . . , xn) = T
B2
φ2
(
TB1φ1 (x1, . . . , xk), xk+1, . . . , xn
)
.
Proof. Assertion (i) can be established by taking the adjoint in (2.4), (ii) follows
from the cyclicity of the trace, and (iii) and (iv) can be verified by comparison of
the multiple operator integrals that appear on both sides of the equalities. 
HIGHER ORDER SPECTRAL SHIFT FOR CONTRACTIONS 9
The main estimate (1.3) has an antecedent in the self-adjoint case [19]; however,
many subtle details in the proof need to be changed. The case of unitaries is
technically more involved than the case of self-adjoints, and to compensate for
the increasing complexity, we make a “shortcut” through use of classical complex
analysis and some results of [8] (which are based on multidimensional harmonic
analysis).
The estimate (1.3) is proved by induction on n; the base of induction is estab-
lished in the following theorem.
Theorem 2.8. Let h be a polynomial, m ∈ N ∪ {0}, and λ, µ ∈ D. The double
operator integral with the symbol
φh,m(λ, µ) :=
∫ 1
0
tmh(λ+ (µ− λ)t) dt (2.5)
is bounded on Sα, 1 < α <∞, and
‖Tφh,m‖α ≤ cα,m‖h‖∞, (2.6)
where ‖Tφh,m‖α is the norm of the operator Tφh,m : Sα 7→ Sα.
Remark 2.9. If m = 0 and h = f ′, then φh,m = f
[1].
To prove the estimate of Theorem 2.8, we utilize the following decomposition,
which has a complex analytic proof (as distinct from its counterpart [19, Lemma
5.7] in the self-adjoint case).
Lemma 2.10. Let m ∈ N ∪ {0}. For λ, ξ, µ ∈ T, with λ 6= µ, and h a polynomial,
φh,m(λ, µ) =
(
ξ − λ
µ− λ
)m+1
φh,m(λ, ξ) +
(
µ− ξ
µ− λ
)m+1
φh,m(ξ, µ)
+
m−1∑
k=0
Ckm
(
µ− ξ
µ− λ
)k+1 (
ξ − λ
µ− λ
)m−k
φh,k(ξ, µ),
where the third sum is not present if m = 0.
Proof. Let [ξ, µ] denote the segment beginning at point ξ ∈ C and ending at point
µ ∈ C.
In the first integral, we make change of variables ω(t) = λ + (µ − λ)t. The
function ω attains its values in D. We note that t = ω−λµ−λ and dt =
1
µ−λ dω and,
hence, ∫ 1
0
tmh(λ+ (µ− λ)t) dt =
∫
[λ,µ]
(
ω − λ
µ− λ
)m
h(ω)
dω
µ− λ.
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By the Cauchy integral theorem,∫
[λ,ξ]+[ξ,µ]+[µ,λ]
(
ω − λ
µ− λ
)m
h(ω) dω = 0,
which, by additivity of the integral over the region of integration, implies∫
[λ,µ]
(
ω − λ
µ− λ
)m
h(ω)
dω
µ− λ
=
∫
[λ,ξ]
(
ω − λ
µ− λ
)m
h(ω)
dω
µ− λ +
∫
[ξ,µ]
(
ω − λ
µ− λ
)m
h(ω)
dω
µ− λ.
Using the straightforward decompositions
ω − λ
µ− λ =
(
ω − λ
ξ − λ
)(
ξ − λ
µ− λ
)
,
(
ω − λ
µ− λ
)m
=
(
ω − ξ
µ− λ +
ξ − λ
µ− λ
)m
=
m−1∑
k=0
Ckm
(
ω − ξ
µ− ξ
)k (
µ− ξ
µ− λ
)k (
ξ − λ
µ− λ
)m−k
,
we derive∫ 1
0
tmh(λ+ (µ− λ)t) dt
=
(
ξ − λ
µ− λ
)m+1 ∫ 1
0
tmh(λ+ (ξ − λ)t) dt+
(
µ− ξ
µ− λ
)m+1 ∫ 1
0
tmh(ξ + (µ− ξ)t) dt
+
m−1∑
k=0
Ckm
(
µ− ξ
µ− λ
)k+1 (
ξ − λ
µ− λ
)m−k ∫ 1
0
tkh(ξ + (µ− ξ)t) dt.

In the proof of Theorem 2.8, we shall need to factorize the double operator
integral according to the decomposition of the symbol φh,m derived in Lemma 2.12
below.
Recall the following useful representation for positive fractions.
Lemma 2.11. ([21, Lemma 6]) Let δ ∈ R+. There exists gδ : R 7→ C such that∫
R
|s|k|gδ(s)| ds <∞, k ≥ 0, and such that for all λ, µ > 0 with 0 ≤ λµ ≤ δ,
λ
µ
=
∫
R
gδ(s)λ
isµ−is ds.
Lemma 2.12. Let w ∈ T, δ ∈ R+, i, j ∈ {0, . . . , N − 1}, and let gδ be the function
from Lemma 2.11. If |zi−w||zj−zi| ≤ δ and
|zj−w|
|zj−zi|
≤ δ, then for m ∈ N ∪ {0},
φh,m(zi, zj)
=
∫
R
gδ(s)
( |zj − zi|
zj − zi
)m+1(
zi − w
|zi − w|
)m+1( |zi − w|
|zj − zi|
)i(m+1)s
φh,m(zi, w) ds
+
∫
R
gδ(s)
( |zj − zi|
zj − zi
)m+1(
zj − w
|zj − w|
)m+1( |zj − w|
|zj − zi|
)i(m+1)s
φh,m(w, zj) ds
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+
m−1∑
k=0
Ckm
∫
R
gδ(s)
( |zj − zi|
zj − zi
)m+1( |zi − w|i(m−k)s|zj − w|i(k+1)s
|zj − zi|i(m+1)s
)
·
(
zj − w
|zj − w|
)k+1(
zi − w
|zi − w|
)m−k
φh,k(w, zj) ds.
Proof. The result follows from the straightforward decomposition for complex num-
bers3
µ− ξ
µ− λ =
( |µ− λ|
µ− λ
)(
µ− ξ
|µ− ξ|
)( |µ− ξ|
|µ− λ|
)
, µ 6= λ.
and Lemmas 2.10 and 2.11. 
Application of [8, Theorem 3.4] to the functions
g1(x1, x2) =
x1√
x21 + x
2
2
, g2(x1, x2) =
x2√
x21 + x
2
2
, g3(x1, x2) =
(√
x21 + x
2
2
)is
defined on R2\{0} and multiplicativity of the double operator integral from Lemma
2.7 (iv) implies the following result, which will be frequently applied in the paper.
Lemma 2.13. Let B, C be subsets4 of {0, . . . , N − 1} and let m ∈ N, s ∈ R. For
x ∈ Sα, 1 < α <∞, denote
Υm(x) :=
∑
i∈B,j∈C
(
zi − zj
|zi − zj |
)m
EixEj
Υ−m(x) :=
∑
i∈B,j∈C
( |zi − zj |
zi − zj
)m
EixEj
Γs(x) :=
∑
i∈B,j∈C
|zi − zj |isEixEj .
Then, there are constants cα and cα,m such that
‖Υm(x)‖α ≤ cα,m‖x‖α,
‖Υ−m(x)‖α ≤ cα,m‖x‖α,
‖Γs(x)‖α ≤ cα(1 + |s|+ |s|2)‖x‖α.
Proof of Theorem 2.8. Denote
Qk :=
{
z ∈ T : arg(z) ∈
[
2πk
3
,
2π(k + 1)
3
)}
, k = 0, 1, 2,
Dk0,k1 = {(zj0 , zj1) : zj0 , zj1 ∈ Qk0 ∪Qk1}, k0, k1 = 0, 1, 2,
Dd = {(zj0 , zj1) : zj0 , zj1 ∈ Qk, k = 0, 1, 2}.
3If z = 0, we define |z|
z
:= 0 and z
|z|
:= 0.
4The sets B and C vary, but the estimates do not depend on the choice of B and C, so they
are omitted in the notation of the respective double operator integrals.
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Since
Tφh,m = T
D0,1
φh,m
+ T
D1,2
φh,m
+ T
D0,2
φh,m
− TDdφh,m ,
it is enough to prove the theorem separately for each of the summands. We shall
demonstrate only the case of T
D0,1
φh,m
; the other cases can be handled completely
analogously.
The estimate (2.6) for α = 2 is well-known. The boundedness of T
D0,1
φh,m
for
α 6= 2 is proved similarly to how it was done in [19, Theorems 4.1 and 5.6] in the
self-adjoint case.
As a first step, we show that if α, β ∈ (2,∞) and
2−1 = α−1 + β−1
and if ‖h‖∞ ≤ 1 (and, hence, ‖φh,m‖∞ ≤ 1), then∥∥TD0,1φh,m∥∥α ≤ cα,m (1 + ∥∥TD0,1φh,m∥∥β) , (2.7)
by showing ∣∣∣Tr (yTD0,1φh,m(x))∣∣∣ ≤ cα,m (1 + ∥∥TD0,1φh,m∥∥β) ‖x‖α‖y‖α′, (2.8)
where α−1+α′−1 = 1. In the proof below we assume that ‖x‖α = 1 and ‖y‖α′ = 1.
Let N from Definition 2.5 be divisible by 3. To show (2.8), recall that the
triangular truncation is a bounded linear operator on Sα, 1 < α <∞ (see, e.g., [5]
or [7]). By standard techniques, one can see that TA0φh,m is bounded on the diagonal
set A0 = {(zj0 , zj1) ∈ D0,1 : zj0 = zj1}. (Details can be found on p. 383 of [21].
We will provide a more general argument in Lemma 2.18.) Thus, we can assume
that x is upper triangular and off-diagonal and y is lower triangular with respect
to the family of projections {Ej}N/3−1j=0 (as in Definition 2.5).
We can assume that y is finite rank because the class of lower triangular finite
rank operators is norm dense in the lower-triangular part of Sα
′
. Given ǫ > 0, there
is a factorization y = ab, where a ∈ S2 and b ∈ Sβ are lower triangular and
1 ≤ ‖a‖2‖b‖β ≤ 1 + ǫ
(see, e.g., [18, Theorem 8.3] and references cited therein). Therefore,
Tr
(
yT
D0,1
φh,m
(x)
)
=
∑
i≤l≤j, i6=j
i,j,l=0,...,N/3−1
φh,m(zi, zj)Tr
(
EjaElbEixEj
)
.
Note that for i, j, l as in the summation above and δ = 2/
√
3, we have |zi−zl||zj−zi| ≤ δ
and
|zj−zl|
|zj−zi|
≤ δ. The algebraic properties of the multiple operator integrals stated
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in Lemma 2.7 and the decomposition of the function φh,m from Lemma 2.12 with
ω = zl imply
Tr
(
yT
D0,1
φh,m
(x)
)
(2.9)
=
∫
R
gδ(s)Tr
(
a ·Υm+1
(
Γs(m+1)
(
Tφ¯h,m(b)
)) ·Υ−(m+1)(Γ−s(m+1)(x))) ds
+
∫
R
gδ(s)Tr
(
Υm+1
(
Γs(m+1)
(
Tφ¯h,m(a)
)) · b ·Υ−(m+1)(Γ−s(m+1)(x))) ds
+
m−1∑
k=0
Ckm
∫
R
gδ(s)Tr
(
Tφ¯h,k
(
Υk+1
(
Γs(k+1)(a)
)) ·Υ1(Γs(m−k)(b))
·Υ−(m+1)
(
Γ−s(m+1)(x)
))
ds,
where φ¯h,m(λ, µ) = φh,m(µ, λ). By properties of the double operator integral on S
2
and Lemma 2.13,∥∥∥Tφ¯h,k (Υk+1(Γs(k+1)(a)))∥∥∥2 ≤ ‖φh,k‖∞∥∥Υk+1(Γs(k+1)(a))∥∥2 ≤ ‖a‖2.
Next, we apply Lemma 2.13 and ‖Tφh,m‖ = ‖Tφ¯h,m‖ (see Lemma 2.7 (i)) to derive∣∣∣∣Tr
(
Tφ¯h,k
(
Υk+1
(
Γs(k+1)(a)
)) ·Υ1(Γs(m−k)(b)) ·Υ−(m+1)(Γ−s(m+1)(x)))∣∣∣∣
≤ cα‖a‖2
∥∥Υ1(Γs(m−k)(b))∥∥β ∥∥Υ−(m+1)(Γ−s(m+1)(x))∥∥α
≤ cα,m(1 + |s(m+ 1)|+ |s(m+ 1)|2)2(1 + ǫ)
as well as∣∣∣∣Tr (a ·Υm+1 (Γs(m+1)(Tφ¯h,m(b))) ·Υ−(m+1)(Γ−s(m+1)(x)))
∣∣∣∣
≤ ‖a‖2
∥∥∥Υm+1 (Γs(m+1)(Tφ¯h,m(b)))∥∥∥β ∥∥Υ−(m+1)(Γ−s(m+1)(x))∥∥α
≤ cα,m(1 + |s(m+ 1)|+ |s(m+ 1)|2)2‖Tφh,m‖β(1 + ǫ)
and ∣∣∣Tr (Υm+1 (Γs(m+1)(Tφ¯h,m(a))) · b ·Υ−(m+1)(Γ−s(m+1)(x)))∣∣∣
≤ cα,m(1 + |s(m+ 1)|+ |s(m+ 1)|2)2(1 + ǫ).
By letting ǫ→ 0, then applying the triangle inequality and just derived inequalities
to (2.9), we arrive at (2.8) and, hence, at (2.7).
For α > 2, we derive
∥∥TD0,1φh,m∥∥α ≤ cα,m from (2.7) by interpolation. Fix α > 4
and fix β ∈ (2, α). There is θ ∈ (0, 1) such that
1
β
=
1− θ
2
+
θ
α
.
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By the complex interpolation method [3],
∥∥TD0,1φh,m∥∥β ≤ ∥∥TD0,1φh,m∥∥1−θ2 ∥∥TD0,1φh,m∥∥θα ≤ ∥∥TD0,1φh,m∥∥θα.
Combining the latter inequality with (2.7) gives
∥∥TD0,1φh,m∥∥α ≤ cα,m
(
1 +
∥∥TD0,1φh,m∥∥θα
)
, 0 < θ < 1,
which implies the estimate (2.6) for α > 4. By duality and Lemma 2.7 (ii), we
obtain this estimate for 1 < α < 2. Applying the interpolation again completes the
proof of the theorem for all α ∈ (1,∞). 
To make an inductive reduction to the lower order case, we need decompositions
for functions more general than φh,m.
For h a polynomial, m, k ∈ N ∪ {0}, {λj}nj=0 ⊂ T, denote
φn,h,m,k(λ0, . . . , λn) (2.10)
:=
∫ 1
0
∫ tn
0
. . .
∫ t4
0
∫ t3
0
∫ t
0
tmskh
(
λn + (λn−1 − λn)tn + . . .
+ (λ2 − λ3)t3 + (λ1 − λ2)t+ (λ0 − λ1)s
)
ds dt dt3 . . . dtn−1 dtn.
By a standard property of the divided difference [4, Formula (7.12)],
φn,f(n),0,0(λ0, . . . , λn) = f
[n](λ0, . . . , λn).
In case of three variables, (2.10) should be understood as
φ2,h,m,k(λ0, λ1, λ2) =
∫ 1
0
∫ t
0
tmskh
(
λ2 + (λ1 − λ2)t+ (λ0 − λ1)s
)
ds dt
and in case of two variables as
φ1,h,m,k(λ0, λ1) =
∫ 1
0
tkh
(
λ1 + (λ0 − λ1)t
)
dt = φh,k(λ0, λ1).
Below, we reduce the functions φn,h,m,k to the same type of functions of the previous
order first for n = 2 (see Lemmas 2.14 and 2.15) and then for n > 2 (see Lemma
2.16).
Denote u(t, s) := κξ + (λ − ξ)t+ (µ− λ)s.
The following two lemmas have assertions similar to the one in [19, Lemma 5.9];
however, the proof of the latter does not extend to the complex plane. The main
ingredient of the new method is the usage of Green’s theorem.
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Lemma 2.14. Let κ ∈ (0, 1], λ, ξ, µ ∈ T, with λ 6= µ, and let h be a polynomial.
Then, ∫ κ
0
∫ t
0
tm−1h(κξ + (µ− ξ)t+ (λ− µ)s) ds dt (2.11)
=
1
m
(
ξ − λ
µ− λ
)∫ κ
0
(κm − tm)h(κξ + (λ− ξ)t) dt
+
1
m
(
µ− ξ
µ− λ
)∫ κ
0
(κm − tm)h(κξ + (µ− ξ)t) dt.
Proof. It is enough to prove the lemma for κ = 1 and all λ, ξ, µ ∈ D, with |λ| =
|ξ| = |µ| and λ 6= µ, then make the substitution λ = κλ˜, ξ = κξ˜, and µ = κµ˜,
t˜ = κt, s˜ = κs and derive the formula for λ˜, ξ˜, and µ˜.
Note that ∫ 1
0
∫ t
0
tm−1h(ξ + (µ− ξ)t+ (λ− µ)s) ds dt
=
∫ 1
0
∫ t
0
tm−1h(ξ + (λ− ξ)t+ (µ− λ)s) ds dt (2.12)
(the first integral can be obtained from the second one by substituting x = t − s,
dx = −ds), so it is enough to prove∫ 1
0
∫ t
0
tm−1h(ξ + (λ− ξ)t+ (µ− λ)s) ds dt (2.13)
=
1
m
(
ξ − λ
µ− λ
)∫ 1
0
(1− tm)h(ξ + (λ− ξ)t) dt
+
1
m
(
µ− ξ
µ− λ
)∫ 1
0
(1− tm)h(ξ + (µ− ξ)t) dt.
First we assume that all points λ, ξ, µ are distinct. It is simple to verify the
equality
tm−1h(ξ + (λ − ξ)t+ (µ− λ)s) = ∂Q
∂t
(s, t)− ∂P
∂s
(s, t),
where
Q(s, t) =
1
m
tmh(ξ + (λ− ξ)t+ (µ− λ)s),
P (s, t) =
1
m
λ− ξ
µ− λt
mh(ξ + (λ− ξ)t+ (µ− λ)s).
By Green’s theorem applied to the function
(s, t) 7→ tm−1h(ξ + (λ− ξ)t+ (µ− λ)s),
we have ∫∫
D
(
∂Q
∂t
− ∂P
∂s
)
ds dt =
∮
∂D
Qds+
∮
∂D
P dt,
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where D ⊂ C is the triangular region with vertices at the points λ, ξ, µ with the
positively oriented boundary ∂D given by the equations s = 0, t = 1, and s = t
(the boundary is also simple, closed, and piecewise smooth). Thus,∮
∂D
Qds+
∮
∂D
P dt
=
1
m
(
λ− ξ
µ− λ
)∫ 1
0
tmh(ξ + (λ− ξ)t) dt − 1
m
∫ 1
0
tmh(ξ + (µ− ξ)t) dt
− 1
m
(
λ− ξ
µ− λ
)∫ 1
0
tmh(ξ + (µ− ξ)t) dt+ 1
m
∫ 1
0
h(λ+ (µ− λ)s) ds. (2.14)
We apply Lemma 2.10 (with m = 0) to rewrite the latter integral in the form
1
m
∫ 1
0
h(λ+ (µ− λ)s) ds (2.15)
=
1
m
(
ξ − λ
µ− λ
)∫ 1
0
h(λ+ (ξ − λ)t) dt + 1
m
(
µ− ξ
µ− λ
)∫ 1
0
h(ξ + (µ− ξ)t) dt.
Substituting (2.15) into (2.14) and combining the second and third terms of (2.14)
gives (2.13).
When λ = ξ, upon changing the order of integration, the left hand side of (2.13)
equals ∫ 1
0
∫ 1
s
tm−1h(ξ + (µ− ξ)s) dt ds = 1
m
∫ 1
0
(1 − sm)h(ξ + (µ− ξ)s) ds,
which also equals the right hand side of (2.13).
When ξ = µ, the left hand side of (2.13) equals∫ 1
0
∫ t
0
tm−1h(ξ + (λ − ξ)(t− s)) ds dt.
We make substitution x = t − s and change the order of integration to obtain∫ 1
0
∫ 1
x
tm−1h(ξ+(λ− ξ)x) dt dx, which coincides with the right hand side of (2.13).

Lemma 2.15. Let κ ∈ (0, 1], λ, ξ, µ ∈ T, with λ 6= ξ, and let h be a polynomial.
Then, ∫ κ
0
∫ t
0
sk−1h(κξ + (λ− ξ)t+ (µ− λ)s) ds dt (2.16)
=
1
k
(
µ− λ
ξ − λ
)∫ κ
0
tkh(κλ+ (µ− λ)t) dt
− 1
k
(
µ− ξ
ξ − λ
)∫ κ
0
tkh(κξ + (µ− ξ)t) dt.
Proof. We prove (2.16) first for the case κ = 1 and then make the change of variables
as in Lemma 2.14.
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First, we assume that all points λ, ξ, µ are distinct. Note that
sk−1h(ξ + (λ− ξ)t+ (µ− λ)s) = ∂Q
∂t
(s, t)− ∂P
∂s
(s, t),
where
Q(s, t) = − 1
k
(
µ− λ
λ− ξ
)
skh(ξ + (λ− ξ)t+ (µ− λ)s),
P (s, t) = − 1
k
skh(ξ + (λ − ξ)t+ (µ− λ)s).
By Green’s theorem we obtain∫ 1
0
∫ t
0
sk−1h(ξ + (λ− ξ)t+ (µ− λ)s) ds dt
=
1
k
(
µ− λ
λ− ξ
)∫ 1
0
tkh(ξ + (µ− ξ)t) dt+ 1
k
∫ 1
0
tkh(ξ + (µ− ξ)t) dt
− 1
k
(
µ− λ
λ− ξ
)∫ 1
0
skh(λ+ (µ− λ)s) ds,
which equals (2.16).
The case µ = λ follows upon evaluating the inner integral on the left hand side of
(2.16). In the case µ = ξ, the formula can be obtained by substitution and change
of the order of integration similarly to how it was done in Lemma 2.14. 
Lemma 2.16. If n ≥ 2 and m, k ∈ N, then
(i) for λ0 6= λ1,
φn,h,m−1,0(λ0, λ1, λ2, . . . , λn)
=
1
m
(
1 +
λ2 − λ1
λ1 − λ0
)(
φn−1,h,m,0(λ0, λ2, . . . , λn)− φn−1,h,0,m(λ0, λ2, . . . , λn)
)
+
1
m
λ2 − λ1
λ1 − λ0
(
φn−1,h,0,m(λ1, λ2, . . . , λn)− φn−1,h,m,0(λ1, λ2, . . . , λn)
)
,
(ii) for λ1 6= λ2,
φn,h,0,k−1(λ0, λ1, λ2, . . . , λn)
=
1
k
(
1 +
λ1 − λ0
λ2 − λ1
)
φn−1,h,0,k(λ0, λ2, λ3, . . . , λn)
− 1
k
λ1 − λ0
λ2 − λ1 φn−1,h,0,k(λ0, λ1, λ3, . . . , λn).
(iii) for λ0 = λ1 = · · · = λn,
φn,h,m−1,k−1(λ0, . . . , λ0) = cn,m,kh(λ0).
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Proof. The formula in (iii) is obtained by evaluating the integrals in (2.10). For
n = 2, (i) and (ii) are the assertions of Lemmas 2.14 and 2.15, respectively. The
case n > 2 is proved by reduction to the case n = 2. We prove (i); (ii) can be
proved almost verbatim.
By making the substitution
s = s0, t = s0 + s1, t3 =
2∑
j=0
sj , . . . , tn =
n−1∑
j=0
sj , 1 =
n∑
j=0
sj
in the integral in (2.10), we obtain
φn,h,m−1,0(λ1, λ0, λ2, . . . , λn)
=
∫
S1n
(s0 + s1)
m−1h(s0λ0 + s1λ1 + s2λ2 + s3λ3 + · · ·+ snλn) dσn,
where the simplex
Sκn =
{
(s0, . . . , sn) ∈ Rn+1 :
n∑
j=0
sj = κ, sj ≥ 0, 0 ≤ j ≤ n
}
is equipped with the Lebesgue surface measure dσn defined by∫
Sκn
φ(s0, . . . , sn) dσn =
∫
Rκn
φ
(
s0, . . . , sn−1, κ−
n−1∑
j=0
sj
)
dvn
for every continuous function φ : Rn+1 7→ C, where dvn is the Lebesgue measure
on Rn and
Rκn =
{
(s0, . . . , sn) ∈ Rn+1 :
n∑
j=0
sj ≤ κ, sj ≥ 0, 0 ≤ j ≤ n
}
.
If we set κ = 1−∑nj=3 sj , then we can split the integral over S1n into the repeated
integral
∫
R1n−2
ds3 . . . dsn
∫
Sκ2
dσn. Therefore, if we set s = s1 and t = s0 + s1, we
obtain
φn,h,m−1,0(λ0, λ1, λ2, . . . , λn)
=
∫
R1n−2
ds3 . . . dsn
∫ κ
0
∫ t
0
tm−1h(κλ2 + (λ1 − λ2)t+ (λ0 − λ1)s) ds dt.
By Lemma 2.14, the latter equals
1
m
(
λ2 − λ0
λ1 − λ0
)∫
R1n−2
ds3 . . . dsn
∫ κ
0
(κm − tm)h(κλ2 + (λ0 − λ2)t) dt
+
1
m
(
λ1 − λ2
λ1 − λ0
)∫
R1n−2
ds3 . . . dsn
∫ κ
0
(κm − tm)h(κλ2 + (λ1 − λ2)t) dt.
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Making the substitution s0 = t, s2 = κ− t in the first and s1 = t, s2 = κ− t in the
second integral, respectively, we obtain
φn,h,m−1,0(λ0, λ1, λ2, . . . , λn)
=
1
m
(
λ2 − λ0
λ1 − λ0
)∫
R1n−2
ds3 . . . dsn
∫
Sκ1
((s0 + s2)
m − sm0 )h(s0λ0 + s2λ2 + · · ·+ snλn) dσ1
+
1
m
(
λ1 − λ2
λ1 − λ0
)∫
R1n−2
ds3 . . . dsn
∫
Sκ1
((s1 + s2)
m − sm1 )h(s1λ1 + s2λ2 + · · ·+ snλn) dσ1.
By substituting t = s0, t3 = s0 + s2, . . . , tn = s0 +
∑n−1
j=2 sj , 1 = s0 +
∑n
j=2 sj in
the first and t = s1, t3 = s1 + s2, . . . , tn =
∑n−1
j=1 sj , 1 =
∑n
j=1 sj in the second
integral, respectively, we obtain
φn,h,m−1,0(λ0, λ1, λ2, . . . , λn)
=
1
m
(
λ2 − λ0
λ1 − λ0
)∫ 1
0
∫ tn
0
. . .
∫ t3
0
(tm3 − tm)
· h(λn + (λn−1 − λn)tn + · · ·+ (λ2 − λ3)t3 + (λ0 − λ2)t) dt dt3 . . . dtn
+
1
m
(
λ1 − λ2
λ1 − λ0
)∫ 1
0
∫ tn
0
. . .
∫ t3
0
(tm3 − tm)
· h(λn + (λn−1 − λn)tn + · · ·+ (λ2 − λ3)t3 + (λ1 − λ2)t) dt dt3 . . . dtn,
which completes the proof of (i). 
Theorem 2.17. Let n,m ∈ N and let 1 < α,αj < ∞, for j = 1, . . . , n, be such
that 0 < 1α =
1
α1
+ · · · + 1αn < 1. For φn,h,p,q as in (2.10) and (p, q) ∈ {(m −
1, 0), (0,m − 1)}, the transformation Tφn,h,p,q : Sα1 × · · · × Sαn 7→ Sα is bounded
and ∥∥Tφn,h,p,q∥∥ ≤ cn,m,α1,...,αn‖h‖∞.
First we prove the boundedness of Tφn,h,p,q on the diagonal set.
Lemma 2.18. Assume the notation of Theorem 2.17 and let
A
(n)
0 :=
{
(λ0, . . . , λn) : λ0 = · · · = λn ∈ {zj}N−1j=0
}
.
The transformation T
A
(n)
0
φn,h,m−1,0
is bounded on Sα1 × · · ·×Sαn, with the bound as in
Theorem 2.17.
Proof. We prove a more general result. Let φ be a bounded Borel function on Tn+1.
Then, the polylinear operator
∆φ(x1, . . . , xn) :=
N−1∑
j=0
φ(zj , zj , . . . , zj)Ejx1Ejx2 · . . . · xnEj
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is bounded on Sα1 × · · · × Sαn .
Since
∆φ(x1, . . . , xn) =
N−1∑
j=0
φ(zj , zj, . . . , zj)Ej
N−1∑
k=0
Ekx1Ekx2 · . . . · xnEk,
it is enough to prove the boundedness of ∆φ with φ ≡ 1.
Consider the unitary
Ut =
N−1∑
j=0
e2πijtEj , 0 ≤ t ≤ 1.
We now observe that
∆1(x1, . . . , xn) =
∫ 1
0
. . .
∫ 1
0

 n∏
j=1
U∗tjxjUtj

 dt1 . . . dtn
due to orthogonality of the trigonometric functions. Thus, the estimate
‖∆1(x1, . . . xn)‖α ≤ ‖x1‖α1 · . . . · ‖xn‖αn
follows. 
Proof of Theorem 2.17. The case n = 1 is proved in Theorem 2.8. We prove the
bound for Tφn,h,m−1,0 , n > 1, by induction on n; the case of Tφn,h,0,m−1 is completely
analogous.
Assume that the transformation Tφn−1,h,k,l , where (k, l) ∈ {(m, 0), (0,m)}, is
bounded on Sα1 × · · · × Sαn with norm no greater than cn,m,α1,...,αn‖h‖∞. Note
that it is enough to show that
sup
xj∈S
αj , ‖xj‖αj≤1, 0≤j≤n
∣∣Tr (x0Tφn,h,m−1,0 (x1, . . . , xn))∣∣ ≤ cn,m,α1,...,αn‖h‖∞,
where 1 < α0 <∞ is such that 1 = 1α0 + 1α1 + · · ·+ 1αn .
We shall use the boundedness of Tφn−1,h,k,l and the decomposition of Lemma
2.16 to prove the boundedness of Tφn,h,m−1,0 . Denote
Q
(n)
k :=
{
z ∈ T : arg(z) ∈
[
2πk
n+ 2
,
2π(k + 1)
n+ 2
)}
, k = 0, . . . , n+ 1,
and let N from Definition 2.5 be divisible by n + 2. (Here arg(z) denotes the
principal value of the argument of the complex number z.) By additivity of the
multiple operator integral, we have
Tφn,h,m−1,0 =
∑
k0,k1,...,kn∈{0,1,...,n+1}
T
Q
(n)
k0
×Q
(n)
k1
×···×Q
(n)
kn
φn,h,m−1,0
, (2.17)
where the number of summands is, clearly, determined by n. We shall estimate
separately each of the terms in (2.17).
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The boundedness of T
A
(n)
0
φn,h,m−1,0
on Sα1 × · · · × Sαn follows from Lemma 2.18, so
we shall consider Tφn,h,m−1,0 only away of the diagonal set A
(n)
0 .
We shall estimate the norm of
T
Q
(n)
k0
×Q
(n)
k1
×···×Q
(n)
kn
φn,h,m−1,0
, (2.18)
by applying the following method.
Similarly to Lemma 2.12, we have
λ2 − λ1
λ1 − λ0 =
( |λ1 − λ0|
λ1 − λ0
)(
λ2 − λ1
|λ2 − λ1|
)∫
R
gδ(s)
( |λ2 − λ1|is
|λ1 − λ0|is
)
ds,
whenever |λ2−λ1||λ1−λ0| ≤ δ = δn. Let
A :=
{
(λ0, . . . , λn) : λ0, . . . , λn ∈ {zj}N−1j=0 , λ0 6= λ1
}
,
A+ :=
{
(λ0, . . . , λn) ∈ A : |λ2 − λ1||λ1 − λ0| ≤ δ
}
.
Let D be a Borel subset of A+. Denote by Dj0,...,jk the projection of D onto the
coordinates j0, . . . , jk. Denote
ψ0,s(λ0, λ1) :=
( |λ1 − λ0|
λ1 − λ0
)
|λ1 − λ0|−is, ψ2,s(λ1, λ2) :=
(
λ2 − λ1
|λ2 − λ1|
)
|λ2 − λ1|is.
By Lemma 2.16 and Lemma 2.7 (iii) and (iv),
mTDφn,h,m−1,0(x1, . . . , xn) (2.19)
= TDφn−1,h,m,0(x1, . . . , xn)− TDφn−1,h,0,m(x1, . . . , xn)
+
∫
R
TDφn−1,h,m,0
(
T
D0,1,2
ψ0,sψ2,s
(x1, x2), x3, . . . , xn
)
gδ(s) ds
−
∫
R
TDφn−1,h,0,m
(
T
D0,1,2
ψ0,sψ2,s
(x1, x2), x3, . . . , xn
)
gδ(s) ds
+
∫
R
T
D0,1
ψ0,s
(x1) · TDφn−1,h,m,0
(
T
D1,2
ψ2,s
(x2), x3, . . . , xn
)
gδ(s) ds
−
∫
R
T
D0,1
ψ0,s
(x1) · TDφn−1,h,0,m
(
T
D1,2
ψ2,s
(x2), x3, . . . , xn
)
gδ(s) ds.
Thus, in order to claim the boundedness of TDφn,h,m−1,0 , it is enough to prove the
boundedness of TDφn−1,h,k,l , with (k, l) ∈ {(m, 0), (0,m)}, and the boundedness of
T
D0,1
ψ0,s
and T
D1,2
ψ2,s
.
Now we apply the general method to estimate the norm of (2.18). There are
two principal cases. One is when there exists an index i ∈ {0, 1, . . . , n} such that5
|ki+1−ki| ≥ 2 (and, hence, |z−w| ≥ cn > 0 for z ∈ Q(n)ki+1 , w ∈ Q
(n)
ki
) and the other
5Here the increment and decrement of the index i is understood modulo n, that is, if i = n,
then i+ 1 = 0 and if i = 0, then i− 1 = n.
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is when |ki+1 − ki| ≤ 1 for all i. In the latter case,6 there is a ∈ (0, π] such that
arg(z) ⊆ [a, a + π] whenever z ∈ Q(n)ki , for each i. Thus, in this case we have the
inequality |zj1 − zj0 | > |zj2 − zj1 | whenever zj0 , zj1 , zj2 ∈ Q(n)k0 ∪ Q
(n)
k1
∪ · · · ∪ Q(n)kn
and j0 ≤ j2 < j1.
Case 1: there exists i such that |ki+1 − ki| ≥ 2.
As noted above, shifting the variables does not affect the norm of (2.18), so it is
enough to consider the subcase i = 0.
We apply the reasoning (2.19) with
D = Q
(n)
k0
×Q(n)k1 × · · · ×Q
(n)
kn
, D0,1 = Q
(n)
k0
×Q(n)k1 , and D1,2 = Q
(n)
k1
×Q(n)k2 .
Set Q(n)k0 := E
(
Q
(n)
k0
)
. Then, the operator
TDφn−1,h,k,l(x1, x2, . . . , xn) = Tφn−1,h,k,l
(Q(n)k0 x1Q(n)k1 ,Q(n)k1 x2Q(n)k2 , . . . ,Q(n)kn−1xnQ(n)kn )
is bounded by the induction notations and boundedness of the projections Q(n)ki ,
i = 0, . . . , n; the operators T
D0,1
ψ0,s
and T
D1,2
ψ2,s
are bounded by Lemma 2.13 and Lemma
2.7 (iv); the operator
T
D0,1,2
ψ0,sψ2,s
(x1, x2) = T
D0,1
ψ0,s
(x1)T
D1,2
ψ2,s
(x2)
is bounded by Lemma 2.7 (iii). This completes the proof of Case 1.
We split the case “|ki+1 − ki| ≤ 1 for all i” into two subcases below.
Case 2: k0 = k1 = · · · = kn.
We adjust the argument of Theorem [19, Theorem 5.3] and demonstrate only
the case k0 = 0. Let ǫ = (ǫ1, ǫ2, . . . , ǫn) ∈ {−1, 1}n and define
Kǫ :=
{
(zj0 , . . . , zjn) ∈ Q(n)0 × · · · ×Q(n)0 :
ji−1 ≤ ji if ǫi = 1; ji−1 > ji if ǫi = −1, 1 ≤ i ≤ n
}
.
The space Z :=
{
(zj0 , . . . , zjn) ∈ Q(n)0 × · · · × Q(n)0
} \ A0 splits into the disjoint
union of 2n sets Kǫ, where ǫ ∈ {−1, 1}n. There is an index iǫ such that jiǫ−1 ≤ jiǫ
and jiǫ > jiǫ+1. By fixing jǫ, we further split Kǫ into subsets Kǫ,d, d = 0, 1, where
Kǫ,0 :=
{
(zj0 , . . . , zjn) ∈ Kǫ : jiǫ−1 ≤ jiǫ+1
}
,
Kǫ,1 :=
{
(zj0 , . . . , zjn) ∈ Kǫ : jiǫ−1 > jiǫ+1
}
.
6If n is even, then a typical example is


ki = i, i ≤
n
2
ki = n− i+ 1, i >
n
2
.
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The space Z splits into the disjoint union of 2n+1 sets Kǫ,i and, hence,
TZφn,h,m−1,0 =
∑
ǫ
∑
d=0,1
T
Kǫ,d
φn,h,m−1,0
.
For fixed ǫ and iǫ,
(zj0 , . . . , zjn) ∈ Kǫ,d ⇒


jiǫ−1 ≤ jiǫ+1 < jiǫ , if d = 0,
jiǫ+1 < jiǫ−1 ≤ jiǫ , if d = 1.
By shifting and also reversing if i = 1 the enumeration of the variables (as in Lemma
2.7 (i) and (ii)), we may assume that j0 ≤ j2 < j1. We apply the reasoning (2.19)
with
D =
{
(zj0 , . . . , zjn) ∈ Q(n)0 × · · · ×Q(n)0 : j0 ≤ j2 < j1
}
,
which equals Kǫ,0 with iǫ = 1. Let x
UT
1 denote the strictly upper triangular trun-
cation of x1 and x
LT
2 the strictly lower triangular truncation of x2 with respect to
the family {Ej}N/(n+2)−1j=0 (defined in Definition 2.5). Then,
TDφn−1,h,k,l(x1, x2, . . . , xn) = Tφn−1,h,k,l
(Q(n)0 xUT1 Q(n)0 ,Q(n)0 xLT2 Q(n)0 , . . . ,Q(n)0 xnQ(n)0 ),
T
D0,1
ψ0,s
(x1) = Tψ0,s(Q(n)0 xUT1 Q(n)0 ), TD1,2ψ2,s (x2) = Tψ2,s(Q
(n)
0 x
LT
1 Q(n)0 ),
and
T
D0,1,2
ψ0,sψ2,s
(x1, x2) = T
D0,1
ψ0,s
(x1)T
D1,2
ψ2,s
(x2)
are bounded by Lemmas 2.13 and 2.7 and the boundedness of the triangular trun-
cation.
Case 3: |ki+1 − ki| ≤ 1 for all i and |kj+1 − kj | = 1 for some j.
In this case, there exists an index j such that the sets Q
(n)
kj−1
= Q
(n)
kj+1
and Q
(n)
kj
are disjoint. By Lemma 2.7 (ii), it is enough to consider the subcase j = 1. Let
(zj0 , zj1 , zj2) ∈ Q(n)k0 ×Q
(n)
k1
×Q(n)k2 . If k0 = k2 < k1, then we have j0 ≤ j2 < j1 and,
hence,
|zj2−zj1 |
|zj1−zj0 |
< 1 (or j2 ≤ j0 < j1 and, hence, |zj1−zj0 ||zj2−zj1 | < 1); if k0 = k2 > k1,
then we have j1 < j2 ≤ j0 (or j1 < j0 ≤ j2). Since the point (λ2, λ1, λ0, λn, . . . , λ3)
can be obtained from (λ0, λ1, λ2, λ3, . . . , λn) by shifting and reversing
(λ0, λ1, λ2, λ3 . . . , λn) 7→ (λ1, λ2, λ3, . . . , λn, λ0) 7→ (λ0, λn, . . . , λ3, λ2, λ1)
7→ (λ2, λ1, λ0, λn, . . . , λ3),
in view of Lemma 2.7 (i) and (ii), it is enough to consider only the subset of
Q
(n)
k0
×Q(n)k1 ×Q
(n)
k2
for which
|zj2−zj1 |
|zj1−zj0 |
< 1. For this subset, we apply the reasoning
(2.19) similarly to how it was done in Case 2, where x1, x2 are replaced with their
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upper or lower triangular truncations (depending on whether we have j0 ≤ j2 < j1
or j1 < j2 ≤ j0). 
Proof of Theorem 1.2. (i) On the strength of Lemmas 2.3 and 2.4, we assume that
U0 is unitary with spectrum contained in {zj}N−1j=0 and that t0 = 0. By Lemma 2.6,
dn
dtn
(
f(U0 + tV )
)∣∣
t=0
= n!Tf [n](V, . . . , V︸ ︷︷ ︸
n times
).
Hence, by Theorem 2.17 applied to Tφ
n,f(n),0,0
and αj = n, j = 1, . . . , n − 1, we
have (1.3).
(ii) Applying Lemma 2.2, Ho¨lder’s inequality, and (i) completes the proof. 
3. Proof of Theorem 1.3
We need the following formula computing the norm on the factor space L1(T)/H1(T),
where H1 is the Hardy space {f ∈ L1(T) : fˆ(n) = 0, for all n < 0}.
Lemma 3.1. ([20, Lemma 5]) For every f ∈ L1(T), the equality
‖f‖L1/H1 = sup
‖g‖H∞≤1, g∈P
∣∣∣∣
∫
T
g(z)f(z) dz
∣∣∣∣
holds, where P is the set of all complex polynomials.
The next theorem extends the result of [20, Theorem 6] for V ∈ S2 to perturba-
tions in Sn, n ≥ 3. The proof of this general result relies on the estimate (1.4) of
Theorem 1.2 and on Lemma 2.2.
Theorem 3.2. Assume Notations 1.1. Let W ∈ Sn. There is a function ηn ∈
L1(T) depending on n, U0, V,W such that
1
(n− 1)!
∫ 1
0
(1 − t)n−1Tr
(
dn−1
dtn−1
f ′(U0 + tV )W
)
dt =
∫
T
f (n)(z)ηn(z) dz, (3.1)
for every polynomial f . The class of all such functions ηn corresponds to a unique
element [ηn] ∈ L1/H1 satisfying
‖[ηn]‖L1/H1 ≤ cn‖V ‖n−1n ‖W‖n. (3.2)
Proof. The proof is split into two steps.
Step 1. We show that there is a measure νn,W with ‖νn,W‖ ≤ cn‖V ‖n−1n ‖W‖n
such that
1
(n− 1)!
∫ 1
0
(1− t)n−1Tr
(
dn−1
dtn−1
f ′(U0 + tV )W
)
dt =
∫
T
f (n)(z) dνn,W (z).
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Let A(T) denote the space A(D)∩C(D) equipped with the norm induced from the
space C(D). Consider the quotient space
Xn = A(T)/{f ∈ A(T) : f (n) = 0},
where the completion is taken with respect to the norm ‖f (n)‖∞ coming from the
seminorm f 7→ ‖f (n)‖∞ on A(T). The space (Xn, [f ] 7→ ‖f (n)‖∞) is a Banach space
and it is isometrically isomorphic to A(T) via the nth power of the differentiation
operator. Consider the linear functional
φW (f
(n)) :=
1
(n− 1)!
∫ 1
0
(1− t)n−1Tr
(
dn−1
dtn−1
f ′(U0 + tV )W
)
dt (3.3)
on Xn, which is well defined because the right hand side of (3.3) equals zero if
f (n) = 0. This follows from Lemma 2.1 since f (n) = 0 implies that the degree of
the polynomial f is less than n. From Theorem 1.2 (i) and Ho¨lder’s inequality, we
obtain
|φW (f (n))| ≤ cn‖f (n)‖∞‖V ‖n−1n ‖W‖n, (3.4)
that is, φW is continuous on Xn ≃ A(T), which can be considered as a closed
subspace of C(T). Thus, by the Riesz-Markov and Hahn-Banach theorems, there
is a finite complex-valued measure νn,W on T such that
φW (f
(n)) =
∫
T
f (n)(z) dνn,W (z),
‖φW ‖X ∗n = ‖νn,W ‖ ≤ cn‖V ‖n−1n ‖W‖n. (3.5)
Step 2. We show that any measure νn,W satisfying (3.5) has an absolutely
continuous anti-analytic part, that is, there is ηn ∈ L1(T) such that νˆn(k) = ηˆn(k),
for k ≤ −1.
Firstly, we assume that W ∈ S1. Integration by parts gives
1
(n− 1)!
∫ 1
0
(1 − t)n−1Tr
(
dn−1
dtn−1
f ′(U0 + tV )W
)
dt
=
1
(n− 2)!
∫ 1
0
(1− t)n−2 Tr
(
dn−2
dtn−2
f ′(U0 + tV )W
)
dt
− 1
(n− 1)! Tr
(
dn−2
dtn−2
f ′(U0 + tV )
∣∣
t=0
W
)
=: φW,1(f
(n−1))− φW,2(f (n−1)).
Consider the functionals φW,1 and φW,2 defined on Xn−1 ≃ A(T). By repeating the
reasoning of Step 1, we derive existence of finite complex-valued measures µn,1 and
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µn,2 such that
φW,1(f
(n−1)) =
∫
T
f (n−1)(z) dµn,1(z)
and
φW,2(f
(n−1)) =
∫
T
f (n−1)(z) dµn,2(z).
Observing that the function eiθ 7→Mn,1(eiθ) = µn,1(Sθ) is bounded and measurable
on Sθ = {z ∈ T : 0 ≤ arg z < θ} and using integration by parts, we obtain
φW,1(f
(n−1)) = f (n−1)(eiθ)Mn,1(e
iθ)
∣∣∣∣2π
0
−
∫ 2π
0
f (n)(eiθ)Mn,1(e
iθ) dθ
= f (n−1)(1)µn,1(T) + i
∫
T
f (n)(z)Mn,1(z)
dz
z
.
Similarly, integrating by parts gives
φW,2(f
(n−1)) = f (n−1)(1)µn,2(T) + i
∫
T
f (n)(z)Mn,2(z)
dz
z
, Mn,2(e
iθ) = µn,2(Sθ).
Note that φW = φW,1−φW,2 and apply this equality to f(z) = 1(n−1)!zn−1 to derive
µn,1(T) − µn,2(T) = φW (0) = 0.
Therefore,
φW (f
(n)) =
∫
T
f (n)(z)ηn(z) dz,
where
ηn(z) =
i
z
(Mn,1(z)−Mn,2(z)) ∈ L∞(T).
Employing the estimate (3.4) and Lemma 3.1 gives
‖[ηn]‖L1/H1 = sup
‖f(n)‖∞≤1, f∈P
∣∣∣∣
∫
T
f (n)(z)ηn(z) dz
∣∣∣∣ = sup
‖f(n)‖∞≤1, f∈P
|φW (f (n))|
≤ cn‖V ‖n−1n ‖W‖n.
This completes the proof of Theorem 3.2 in case W ∈ S1.
Now assume W ∈ Sn. Let {Wk}∞k=1 ⊆ S1 be such that ‖Wk‖n ≤ ‖W‖n and
limk→∞ ‖W −Wk‖n = 0. Let {ηn,k}∞k=1 be the sequence of functions constructed
above with respect to the triples (U0, V,Wk). We have
‖[ηn,k]− [ηn,m]‖L1/H1 = ‖φWk − φWm‖X ∗n = ‖φWk−Wm‖X ∗n
≤ cn‖V ‖n−1n ‖Wk −Wm‖n
and, hence, {ηn,k}∞k=1 is Cauchy in L1(T)/H1(T). Let [ηn] denote the limit of this
sequence in L1(T)/H1(T), where ηn ∈ L1(T). This [ηn] satisfies the assertions of
Theorem 3.2. 
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We conclude with the proof of the existence of the higher order spectral shift
function on the unit circle.
Proof of Theorem 1.3. We invoke the integral representation for the remainder
Rn(f, U0, V ) =
1
(n− 1)!
∫ 1
0
(1− t)n−1 d
n
dtn
f (Ut) dt, (3.6)
which follows from [22, Theorem 1.43 and 1.45]. Thus, by Lemma 2.2,
f (n) 7→ Tr (Rn(f, U0, V ))
coincides with the functional (3.1) in Theorem 3.2, whereW = V . Hence, Theorem
3.2 implies existence of [ηn] ∈ L1/H1 such that
‖[ηn]‖L1/H1 ≤ cn‖V ‖nn
and such that every representative in the class [ηn] satisfies (1.5). By the definition
of L1/H1 norm, for every ǫ > 0, there is a function ηn ∈ L1(T) such that (1.6)
holds. 
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