Abstract. As is well known, the main problem in integral geometry is to reconstruct a function in a given domain D, where its integrals over a family of subdomains in D are known. Such a problem is interesting not only as an object of pure analysis, but also in connection with various applications in practical disciplines. The most remarkable example of such a connection is the Radon problem and tomography. In this paper we solve one of these problems when D is a bounded domain in R 2 with a piecewise smooth boundary. Some intermediate results related to dynamical systems with two generators and to some functional-integral equations are new and interesting per se. As an application of the results obtained we briefly study a boundary problem for a general third order hyperbolic partial differential equation in a bounded domain D ⊂ R 2 with data on the whole boundary ∂D.
Introduction
This paper is mainly devoted to one of the typical problems in integral geometry: to reconstruct a function in a domain D, where its integrals over a family of subdomains in D are known. A peculiarity of the present work is that we consider bounded domains D with boundary ∂D. The statement of the problem under consideration and the results we obtain turn out to be intimately connected with both local and global properties of ∂D. Roughly speaking, given a connected bounded domain D ⊂ R 2 , let D q be a system of subdomains in D, parameterized by points q ∈ ∂D. To any function f in D we associate the integrals ( 
1)

Dq f dσ = h(q), q ∈ ∂D.
In connection with this relation, the above-mentioned problem in integral geometry can be formulated in the following way (see [1] ): for what spaces of functions f and h is the map f → h one-to-one, and what functions h(q) can be represented by the integral (1)?
In this paper we investigate the situation in which D is a curvilinear plane triangle. Even in this simplest case there are many candidates for the roles of the above spaces. We restrict ourselves here to a class of spaces which appears in studying boundary problems for some hyperbolic differential equations in suitable bounded domains (see Section 7). In a framework of this class of function spaces we give an exhaustive answer to the above questions. With each of these function spaces we associate a noncommutative semigroup of maps in ∂D. This semigroup naturally generates a noncommutative dynamical system with a set O of specific orbits in ∂D. As we will show, the solvability of equation (1) and the uniqueness of a solution depend only on whether the set O contains periodic orbits of a special type. Every such orbit, if any, plays the role of an obstruction in constructing a solution of equation (1) . It is worth mentioning that the corresponding conditions of solvability are absolutely transparent from the geometric point of view.
In obtaining the main results we transform relation (1) into some functionalintegral equation on a part Γ of the boundary ∂D. In a simplest situation this equation has the form
where a 1 , a 2 and H are given real-valued continuous functions on Γ, δ 1 and δ 2 are continuous maps of Γ into itself, and F is an unknown function on Γ. Such functional equations have never been investigated before; they are interesting by themselves and may be applied in other fields of analysis (see [4] ). We derive an essential piece of information related to the solvability of equation (2) and to qualitative properties of its solutions by means of dynamical methods. An application of these methods becomes possible if we associate this equation with a semigroup Φ δ of maps of Γ into itself generated by δ 1 and δ 2 . In terms of some specific orbits of this semigroup a necessary and sufficient condition for the existence of a unique solution to equation (2) is formulated. In proving corresponding assertions we obtain, in particular, a maximum principle for the functional equations in question.
As one of the applications of the obtained results we consider a new type of boundary problem for a class of higher (> 2) order hyperbolic differential equations in a bounded domain (see Section 7). The main result related to the wellposedeness of this problem is formulated, and we prove the corresponding statement by reducing the boundary problem in question to equation (1) .
Some preliminary results are contained in the author's papers [2] , [4] 2. Statement of the problem and definitions 2.1. Let l 1 and l 2 be smooth nonsingular transversal vector fields in a disk B in the space R 2 of the variable y = (y 1 , y 2 ). Introduce a curvilinear triangle D = OA 1 A 2 whose sides OA 1 and OA 2 are trajectories of the vector fields l 1 and l 2 , respectively. As to the side Γ = A 1 A 2 , it is assumed to be an arbitrary smooth curve without singularities transversal at the points A 1 and A 2 to l 1 and l 2 .
1 In addition, the closure D of a domain D is supposed to satisfy the following hypotheses: 1 • For any point p ∈ D the trajectory of l j passing through p meets OA k , j, k = 1, 2, j = k, at a point π k p.
2
• The set D is l j -convex, j = 1, 2. This means that, given points p and q on any trajectory γ j of the field l j , all the points r ∈ γ j between p and q belong to D.
Given an arbitrary point q ∈ Γ, let D q be a curvilinear parallelogram1 Oq 2 , where q j = π j q, j = 1, 2. The above conditions 1
• and 2
• guarantee an inclusion
In this work we study the solvability of an integral equation of the following form:
Here σ is a measure in B, h(q) ∈ C(Γ) is a given function and f ∈ C(D) is an unknown function. The analogy of problem (3) with the famous Radon problem is obvious.
Remark. Note that the problem in question is insensitive to multiplying the vector fields l 1 and l 2 by any nonvanishing functions p 1 and p 2 , respectively.
It can be verified directly that the range of the operator
is (a part of) a linear space
of all twice continuously differentiable in Γ functions vanishing at the boundary points of Γ. Therefore, the best possible solution of the problem, as formulated in the Introduction, consists in describing spaces F (D) ⊂ C(D) for which the map
is one-to-one. Among various candidates for the role of F (D) we have chosen a wide class of subspaces in C(D) which naturally appear in the theory of boundary problems for PDE.
Definition. Given a smooth nonsingular vector field l in B we denote by C l (D) the subset of all functions in C(D) which remain constant along each trajectory of the field l.
It is not difficult to describe the space C l (D) directly. Let
be a coordinate form of the vector field l. Denote by ω(y) a smooth function without critical points which solves the first order differential equation
Then the space C l (D) consists of all functions f (y) = F ω(y) , with F being an arbitrary real-valued continuous function on the range of ω.
2.2. Let l be a smooth nonsingular vector field in B such that (i) l is transversal to Γ and to both fields l 1 and l 2 ; (ii) for any point p ∈ D a trajectory of l passing through p meets the curve Γ at a point π l p. By virtue of hypothesis (ii), we can introduce two maps in Γ:
which play a crucial role in formulating main results of the work. These maps generate a noncommutative semigroup Φ ζ . The elements of Φ ζ are all the maps of Γ into itself of the form
where J = (j 1 , . . . , j n ) is a multi-index with j k equal to 1 or 2, and • denotes the composition of maps. The semigroup Φ ζ naturally determines a dynamical system of a cascade type. In what follows, we use the geometric terminology relating to Φ ζ and not coinciding completely with the traditional one. 1) Given a map ζ J ∈ Φ ζ , an ordered set O = (q 1 , . . . , q n+1 ) of points in Γ is called an orbit if
The set of all orbits will be denoted by O ζ . Introduce the guiding sets
and denote by T 1 , T 2 and T the collections of all limit points of these sets, respectively.
2) An orbit O = (q 1 , . . . , q n+1 ) is said to be T -proper if
From the point of view of the dynamical system generated by the semigroup Φ ζ , in moving along any T -proper orbit we leave each point q j ∈ T along a trajectory transversal to Γ. Figure 1 . The families of trajectories of the vector fields l 1 , l 2 and l are represented. The point q ∈ Γ is in T 2 . Therefore, the orbit (q, q 2 ) is T -proper whereas the orbit (q, q 1 ) is not.
Definition.
We denote by N T ζ the set of all T -proper T -guided periodic orbits in Γ.
The main results
3.1. Before formulating the main results we note that, by virtue of hypotheses 1
• in Subsection 2.1, there is a neighborhood V of the curvilinear triangle D in the space R 2 of the variable y = (y 1 , y 2 ) and a diffeomorphism y : W x → y(x) ∈ V of a domain W in the space R 2 of the variable x = (x 1 , x 2 ) satisfying the following conditions:
(I) D is the image of a curvilinear triangle D whose sides are the intervals {x 1 | 0 ≤ x 1 ≤ 1} and {x 2 | 0 ≤ x 2 ≤ 1} of the x 1 -and x 2 -axis, respectively, and a smooth curve Γ.
(II) All trajectories of the fields l 1 and l 2 are y-images of trajectories of the unit vector fields e 1 and e 2 parallel to the x 1 -and x 2 -axis, respectively.
In particular, it follows that for certain smooth positive functions p 1 (y) and p 2 (y) the relations
hold for all x ∈ D. On the other hand, it is clear that the triangle D satisfies the same hypotheses 1
• (see Subsection 2.1) in which the fields e j are substituted for l j , j = 1, 2.
In Theorem 1 and Theorem 2 below the measure dσ in equation (3) is defined as 
The inverse operator
To illustrate this result let us consider Figures 2 and 3 . In both figures p is the only point in Γ belonging to T 1 and q is the only point in Γ belonging to T 2 . Therefore, the only orbit consisting of the points p and q may belong to N T ζ . In Figure 2 a unique T -proper orbit beginning at the point p (q, respectively) contains as a second one the point p 1 ∈ T (q 2 ∈ T , respectively). Thus, N 
where ∂ s is the differentiation with respect to the natural parameter on Γ.
Our next result relates to the solvability properties of equation (3) in the case of the same field l, but with variable coefficients λ 1 and λ 2 . 
Theorem 2.
Assume that a vector field l = λ 1 p 1 l 1 + λ 2 p 2 l 2 satisfies the following conditions:
If at least one of the sets T 1 and T 2 is finite, then the conclusions of Theorem 1 are valid, provided that
Passing to the concluding Theorem 3 we note that from the technical point of view this is the central part of the work. We continue to discuss the solvability properties of equation (3) but in the simplest (one can say, in a model) situation: both of the vector fields l 1 and l 2 are constant, while dσ = dy 1 dy 2 . However, the vector field l in question is supposed to be of a rather general form. This makes it possible to use Theorem 3 in searching various classes of fields l guaranteeing the existence of the above operator B −1 and its continuity. In particular, an essential part of the above Theorem 1 and Theorem 2 is proved below by referring to Theorem 3. 
there is a solution ω of equation (4) satisfying the condition
( All these assertions will be proved in the subsequent sections.
Proof of Theorem 3
The proof of Theorem 3 is long and consists of three parts. At first we reduce problem (1) in equivalent manner to two different functional-integral equations on the curve Γ. For the first one we obtain a maximum principle from which the uniqueness of a solution to problem (3) (i.e. the relation dim ker B = 0) follows immediately. As to the second equation on Γ, we prove that the spectral radius of the corresponding linear operator in C(Γ) is less than one. This makes it possible to apply the Riesz-Schauder theory, and to establish that the index of this operator equals zero. Therefore, ind B = 0. Combining this result with the uniqueness already proved completes the proof of Theorem 3.
Reduction of problem (3) to functional-integral equations.
Without loss of generality we can consider the domain D as a curvilinear triangle whose sides are intervals 0 ≤ x 1 ≤ 1 and 0 ≤ x 2 ≤ 1 of the x 1 -and x 2 -axis, respectively, and a curve
Here
We note that (10)
It is convenient to treat α as a map
which is invertible, due to (9). We observe also that, by virtue of our assumptions about the domain D (see 1
• in Subsection 2.1), the inequalities
hold. (This fact is precisely what makes it possible to translate an invariant geometric description of the above domain D into an analytic language.) We will prove these inequalities (which are not quite trivial) in the Appendix. Let ω = ω(x) be an (arbitrary) fixed solution of equation (4) such that grad ω = 0 in D. As λ 1 > 0 and λ 2 > 0, it follows from (4) that (ω x1 ω x2 )(x) < 0 in D. Therefore one can assume (multiplying ω by −1 if it is necessary) that
Introduce notation
Denote by ω Γ the restriction of the function ω to Γ. We will prove now that the map ω Γ : Γ → I T is surjective and invertible. To this end consider a map
Differentiating the function Ω(z) = ω(α(z)) and using inequalities (9), (11) and (12) we arrive at the inequality
This results in invertibility of Ω. But ω • α = ω Γ • α and, by virtue of invertibility of α, the same is true with respect to the map ω Γ . To prove the surjectiveness of
Then a trajectory of the vector field l passing through p − meets Γ at a point q − (see hypothesis (ii) in Section 2).
In just the same way we determine a point q + ∈ Γ such that ω Γ (q + ) = γ + . Thus
and this completes the proof of the assertion. We return to the definitions in Section 2 and note that
By the definition of ω and ζ j we have
Introduce the smooth maps in
which play an important role in the following. Recalling that Ω = ω • α and using (14) we conclude that
, and
All needed properties of the maps δ j are collected in the following lemma.
Lemma 4. (i)
Both maps δ 1 and δ 2 in I T are nondecreasing functions. In addition
Combining (11) and (12) results in the inequality (d/dz)(ω j • α)(z) ≥ 0. This inequality along with (13) and (16) leads to the monotonicity of δ j . Furthermore, in order to describe the images of the maps δ j it suffices to note that, by virtue of (13),
and to verify directly that
and it remains to use inequalities (12), (13) and (9). Analogously to Section 2 one can construct a semigroup Φ δ of maps in I T of the
. . , j n ) and all j k equal to 1 or 2. Each map δ J generates an orbit consisting of points (t 1 , t 2 , . . . , t n+1 ) in I T , n ≥ 1, where
We denote the union of such orbits over all multi-indices J by O δ . By virtue of (15), we conclude that for an arbitrary multi-index J
Γ . Analogously to Subsection 2.2, we introduce the guiding sets
As in Section 2, we introduce a set N T δ δ of all T δ -guided T δ -proper periodic orbits in I T . The following assertion makes it possible to reformulate hypothesis (6) in Theorem 3 in a coordinate form.
Lemma 5. The ω-image of any
In particular, the sets N Proof. Let ζ j (q) =q for some j. In other words, the sequence (q,q) is an orbit in
holds, and hence, the ω-image of an arbitrary point x 0 ∈ T j belongs to T δj and vice versa. Consequently,
This completes the proof of the lemma.
Turn now to equation (3) . Remembering (see the end of Subsection 2.1) that each function f ∈ C l (D) can be represented as F ω(x) , where ω solves equation (4), we rewrite this equation in the form
whereh(z) = h α(z) . In view of (10), BF ∈ H(I Z ) for all functions F ∈ C(I T ). It follows that for any functionh ∈ H(I Z ) equation (23) is equivalent to each of the two equations
and
In detailed notation the first equation has the form
Introduce a function
and substitute G for F in (26). Integrating by parts reduces the equation obtained to a functional-integral equation
with the additional condition G(0) = 0. Here K is a nonpositive operator from
The latter follows from the explicit form of K,
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use if we take into account inequalities (11), (12) and (8). Substituting Ω −1 (t) for z in (27) and denotingh(Ω −1 (t)) by H(t) we arrive immediately at the equation
where
Remark. If l is a constant vector field, then ω can be chosen as a linear function. But then K 1 = 0 and (29) becomes a purely functional equation. Much more general functional equations of this type are studied in [4] .
From the definition, it follows that
The uniqueness of a solution of equation (3).
The required uniqueness is a direct consequence of the following assertion which is interesting all by itself. Proof. We assume for definiteness that the set T δ1 is finite. Take an arbitrary solution G of homogeneous equation (29) and introduce a function
As any constant solves the homogeneous equation (29) (which can be verified directly), the same is true with respect to the function G M . If t 1 = γ + , then there is nothing to prove. Let t 1 ∈ M and t 1 = γ + . Applying equality (29) with H = 0 to the function G M and substituting t 1 for t we arrive at the equality
In view of (9), (11), (30) and (31), the inequalities
hold. As G M ≤ 0 in I T , the right-hand side in (33) is nonpositive, whereas the left-hand side is nonnegative. Consequently,
If t 1 ∈ T δ , then, in view of (32),
and, hence, δ 1 (t 1 ) ∈ M and δ 2 (t 1 ) ∈ M. But if t 1 ∈ T δ1 (t 1 ∈ T δ2 , respectively), then, by virtue of (18),
Comparing these observations with the definition of a T δ -proper orbit (see the paragraph preceding Lemma 5) we conclude that, along with every point t 1 ∈ M, the next point t 2 of any T δ -proper orbit (t 1 , t 2 ) also belongs to M. Since δ 1 and δ 2 are maps in I, this argument can be applied to the point t 2 .
As δ 1 and δ 2 are maps in I T , we can apply this argument to the points t 2 = δ 1 (t 1 ) or t 2 = δ 2 (t 1 ) and obtain one or two points Remark. If T δ1 = ∅, i.e. the curve Γ has no points with a tangent line parallel to the x 2 -axis, then one can complete the proof in several words. Indeed, in this situation for any point t 1 ∈ I T the orbit ( (t 1 , t 2 , . . . , t n , . . .) containing points t k from both sets T δ1 and T δ2 does not increase, by virtue of the same inequality (17).
We begin with several assertions.
Proof. Assume that t 1 = t 2 and
By virtue of Lemma 4(i), j 1 = j 2 . Denote a common value of these indices by j. As δ j ≥ 0, it follows from the equality δ j (t 1 ) = δ j (t 2 ) that δ j (t) = 0 for all values
Remark. From a geometrical point of view the latter proposition asserts that two different T δ -proper orbits cannot enter at the same point (although such orbits can leave the same point t if t ∈ T δ ).
Proposition 8. If a cyclic orbit S is a part of a T δ -proper orbit
Proof. If t 1 ∈ S we let t q , q ≥ 2, be the first point in O, belonging to S, so that
But then t q−1 = t q+n−1 , and applying Proposition 7 leads to a contradiction. Let λ = sup{t | t ∈ T δ1 }.
Proposition 9. There is an integer ν such that the inequality
Proof. The existence of an integer ν such that δ ν 1 (−1) > λ is a consequence of inequality (17). The required relation follows immediately from Lemma 4(i).
The end of the proof of Lemma 6. We say that a T δ -proper orbit (t 1 , t 2 
It is obvious that any point t 1 ∈ I T uniquely defines a δ 1 -oriented orbit. We first note that, by virtue of the hypotheses, the number λ does not equal γ + , and hence, inequality (34) holds for all t with a constant ν. 
.).
This completes the proof of the maximum principle.
To prove the uniqueness of a solution of equation (23) 
As equation (29) is linear, we conclude, replacing G by −G, that
Thus, G ≡ const, and hence, F ≡ 0. This completes the proof of the uniqueness in Theorem 3(I).
The existence of a solution of equation (3).
As we know, the equation in question is equivalent to both equations (24) and (25). Having proved the uniqueness of a solution of equation (24) (25) in an expanded form we differentiate equation (26). Denotingh (z) byH(z) we arrive after some identical transformations at the functional-integral equation
Substituting Ω −1 (t) for z yields
where N is the integral operator
H(t) stands for the functionH(Ω −1 (t)) and
with λ(x) = (λ 2 /λ 1 )(x) (see (4)).
Remark. If the vector field l is proportional to a constant one, then N = 0 and (35) becomes the purely functional equation
with respect to an unknown function F ∈ C(I T ).
The integral operator N , as follows from the classical Arzela criterion, is a compact operator in C(I T ). As to the coefficients ρ 1 (t) and ρ 2 (t), what is important are the following properties:
(ii) 0 < ρ 1 (t) + ρ 2 (t) ≤ 1 for all t ∈ I T and
The first inequality in (ii) follows from (9), (11) and (7), and the second is based on (7). The implication (iii) is a consequence of (22).
Introduce a linear operator L in C(I T ):
In view of (ii), the norm of this operator L does not exceed 1. The following proposition relating to the case L ≥ 1 is also well known. 
Proposition 11. If L is a linear operator in B and
L m < 1 for some integer m, then the operator E − L is invertible.
Proof. We note that for an arbitrary integer
where J = (j 1 , j 2 , . . . , j N ). Indeed, for N = 1 this is true. To apply the induction, assume this equality to be valid for some N and prove that it is valid for N + 1. But this is evident, since, by the definition of L and in view of (37), we have
with J = (j 0 , j 1 , . . . , j N ). 3 We consider a standard norm · in C(I T ) :
Applying the triangle inequality we conclude, with the help of (37), that for an arbitrary function f ∈ C(I T ) and at any point t ∈ I T the inequality
holds. Let us prove that for an arbitrary point t ∈ I T one can find an integer N and a number γ < 1 such that for all functions f with f = 1 the inequality
holds. If t ∈ T δ , then ρ j1 (t) + ρ j2 (t) < 1, in view of property (ii), and hence, inequality (38) follows with N = 1. Let t ∈ T δ . In proving the maximum principle we established that under the hypotheses of the lemma there is a multi-index
is T δ -proper and δ J (t) ∈ T δ . Let N be the minimal integer satisfying this condition. Then, by the definition of T δ -proper orbit, we have
with j k = j k for all k, and hence, in view of (37),
By virtue of property (ii), the first N − 1 factors on the right-hand side are not greater than 1, whereas the latter one is strictly less than 1. This completes the proof of inequality (38). By continuity, this inequality remains valid at all points of some neighborhood U of the point t for the same number N , probably, with a larger constant γ < 1. Let {U j } k j=1 be a finite subsystem of these neighborhoods, and let N j and γ j be the corresponding constants. Setting m = max N j and γ = max γ j we arrive at the desired inequality L m < 1. This completes the proof of Lemma 12, and hence, the proof of part (I) in Theorem 3.
Proof of part (II).
In proving part (II) we follow completely the proof of part (I), including the notation being used. To begin with we establish the uniqueness of solution F to equation (23) . Note that the function ω(x 1 , x 2 ) in equation (23) can be chosen now as linear, since l is a constant vector field. But then both functions ω x1 and ω x2 are constants, and combining these observations with (30) and (31) leads to the relations
and K 1 = 0. The homogeneous equation (29), thus, becomes
and the required uniqueness follows, if we establish that G(t) ≡ const. It can be verified directly that if both sets T 1 and T 2 are infinite, and the geometric hypotheses in Theorem 1, related to the sets T 1 and T 2 , are fulfilled, then the inequality Let us substitute consecutively γ − and γ + for t in (40). As γ − and γ + are fixed points of the maps δ 1 and δ 2 , respectively (Lemma 4), we arrive, in view of (39), at relations
Note that µ 1 (γ − )µ 2 (γ + ) = 0, by virtue of the transversality Γ to the vector fields l 1 and l 2 at the boundary points of Γ (see Subsection 2.1). Therefore, G(γ − ) = G(γ + ), and hence, by the above, max G = min G. Thus, G ≡ const.
In proving the existence of a solution to equation (3) we repeat word for word the arguments at the beginning of Subsection 4.3, and using the Remark in Subsection 4.3, arrive at equation (36). It remains to prove the following analog of Lemma 12.
Lemma 13. Assume that the semigroup Φ δ is generated by the maps δ 1 and δ 2 in I T , described in Lemma 4, that the sets T δ1 and T δ2 satisfy hypothesis (41), if none of them is finite, and that
The proof of this lemma coincides with the proof of Lemma 12 with the only exception: the reference to the maximum principle should be replaced by the reference to Theorem 1 in [5] . The corresponding assertion in [5] To prove the necessity of hypothesis (6) assume that
Let O q = (q 1 , q 2 , . . . , q n+1 ) be a T -guided T -proper periodic orbit in Γ with J = (j 1 , j 2 , . . . , j n ). According to Lemma 5, there is a T δ -guided T δ -proper periodic orbit O = (t 1 , t 2 , . . . , t n+1 ) in I T responding to the same multi-index J. The latter means, according to definitions (see Subsection 4.1), that
where j k = j k . Return to equation (29). As was mentioned above, now it takes the form
Let us substitute t 1 for t in (43). Using consecutively relations (42) and (39) we conclude that one of the numbers δ j (t 1 ), j = 1, 2, equals zero, which means, in view of (19), that µ j (t 1 ) = 0, whereas µ j (t 1 ) = 1 and δ j (t 1 ) = t 2 for j = j. This results in the relation
Using this procedure consecutively for t = t 2 , . . . , t = t n and applying the periodicity of the orbit in question on the last step, we arrive at the system of relations
Adding all of them together we get
By the definition of H , this is equivalent to the relation
Here ∂ s is the differentiation with respect to the natural parameter on Γ. Thus, each T -guided T -proper cycle O q = (q 1 , . . . , q n+1 ) generates a relation (44) involving any given function h in (3) . A violation of this relation leads to the unsolvability of equation (3) Remark. Note that the problem of the completeness of a system of the above obstruction as well as the problem of whether or not these conditions are sufficient for the solvability of problem (3) 
where Ω(x) = λ 2 x 1 − λ 1 x 2 is a solution of the differential equation with constant coefficients
As was mentioned in Subsection 3.1, the triangle D and the vector fields e 1 and e 2 satisfy the hypotheses 1 
First boundary problem for hyperbolic differential equations
As an application of the obtained results a new boundary problem for a wide class of hyperbolic differential operators in the plane will be studied in this section. The main distinctive features of this problem are that it is considered in a bounded domain, and the value of an unknown function is given on the whole boundary of the domain. In this connection it is worth mentioning that, in the framework of the classical theory of PDE, boundary problems for hyperbolic equations are usually considered in domains which are intimately connected with the corresponding equation (half-space, half-cylinder, an angle between characteristics in R 2 , etc). If the domain is bounded, a part of the boundary is usually free of a priori information about unknown solutions. The evolutionary character of hyperbolic equations seems to impose a taboo on a priori information about a solution on the whole boundary of a bounded domain. However, as we show below (see Theorem 14), for a wide class of hyperbolic equations this taboo can be lifted. In domains closely connected with the corresponding hyperbolic differential operators solutions of equations in question are uniquely defined if their values on the boundaries of these domains are given (the first boundary problem).
7.1. Statement of the problem. For the sake of brevity we restrict ourselves to a homogeneous differential operator with constant coefficients.
In the (x, y)-plane R 2 we consider an arbitrary homogeneous x-strictly hyperbolic operator P (∂ x , ∂ y ) of 3rd order. The x-strictly hyperbolicity means that the characteristic polynomial P (τ, λ) has, for any λ = 0, three distinct real roots in τ . It follows that the operator P = P (∂ x , ∂ y ) can be uniquely represented in the form
with some constants a, a 1 , a 2 , a 3 , where a j = a k for j = k. The characteristics of the operator P are straight lines
Let l 1 , l 2 and l 3 be the unique vector fields in R 2 parallel to these lines, respectively. Denote by R 1 , R 2 , . . ., R 6 characteristic rays beginning at some point 0.
Choose any triple of neighboring rays R j , say, R 1 , R 2 and R 3 . Let R 3 be the ray lying between R 1 and R 2 . Consider a curvilinear triangle D = OA 1 A 2 with sides OA 1 ⊂ R 1 , OA 2 ⊂ R 2 . As to the side Γ = A 1 A 2 , it is assumed to be an arbitrary smooth curve without singularities which is transversal to OA 1 and OA 2 (cf. Subsection 2.1). We suppose the closure D satisfies hypotheses 1
• in Subsection 2.1. It follows, in particular, that Γ is transversal to the vector field l 3 .
We now formulate the first boundary problem for the above operator P (∂ x , ∂ y ) and the domain D:
given functions F ∈ C(D ) and h ∈ C(∂D) find a solution u of the problem
We call a function u in D a generalized solution of problem (50) 
is a classical solution of the problem in question.
Proof. We restrict ourselves to the case F = 0. Let us write down the operator P in the form (49). It is clear that a linear change of variables reduces problem (50) to the problem
Here D is a domain in R 2 whose boundary ∂D consists of the three parts Here H(t) = −h 1 α 1 (t) − h 2 α 2 (t) + h 3 α 1 (t), α 2 (t) + h 1 (0) is a given function. What is important is that the function H(t), generated by an arbitrary continuous and twice piecewise differentiable function h in (51), belongs to the space H(I) = C 2 ∩ C 0 (I) (see Subsection 2.1). This follows from the compatibility conditions (52). The converse is also true, namely, the function u(x, y) defined by (53) with G a solution of equation (54) But then the restrictions α − (t) and α + (t) of the function α 1 (t) to the intervals (θ − θ 1 , θ) and (θ, θ + θ 2 ), respectively, map their domains on (A, B) . In view of (II) there exist points t * and t * such that (A.3) x * = α − (t * ) = α + (t * ) and α − (t * )α + (t * ) = 0.
We now consider three points in ∂D:
For definiteness let α 2 (t * ) > α 2 (t * ). Due to (A.3) each point M * and M * has a neighborhood in which Γ is described by an equation 
