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Chapitre 1
Introdution
Cette thèse a été menée dans le adre d'une onvention CIFRE établis-
sant une ollaboration entre la soiété KnoweSia SAS (Carquefou, Loire-
Atlantique), spéialisée dans le domaine de la gestion et de la valorisation
des onnaissanes, et l'équipe COD (COnnaissanes & Déision) du LINA
(Laboratoire d'Informatique de Nantes Atlantique).
La Gestion des Connaissanes
Parmi les problèmes stratégiques atuels auxquels sont onfrontées les en-
treprises, on peut notamment iter la gestion de données distribuées dont les
volumes ont explosé ou enore la baisse du niveau d'expertise dans ertains
domaines ausée par l'érosion du nombre d'experts (pyramide des âges qui
vieillit, mobilité importante). Dans un ontexte fortement onurrentiel où
la durée de vie de la plupart des produits diminue onstamment et les teh-
nologies et méthodes utilisées pour la fabriation et la distribution évoluent
sans esse, il est important de pouvoir onserver en vue d'une réutilisation les
informations pertinentes et les onnaissanes aquises. Cette mémorisation
struturée des onnaissanes est d'autant plus diile à eetuer que d'une
part, les strutures des produits sont de plus en plus omplexes (multipliité
des tehnologies et des ateurs, grand nombre de omposants), et que d'autre
part les aratéristiques des soures de onnaissanes relatives à es systèmes
sont de multiples sortes (individuelles, olletives, taites, proédurales, . . . ).
En eet, en plus des onnaissanes expliites (ourriers életroniques, pro-
édures, notes de servie, . . . ), il faut aussi prendre en ompte tout le savoir
impliite ou taite (bonnes pratiques, savoir-faire, . . . ) ; 'est à dire l'ensemble
des onnaissanes qui ne sont pas failement formalisables ave des formes
syntaxiques usuelles [2, 36℄. Le apital d'une entreprise n'est pas seulement
1
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omposé de ses biens matériels et outils de prodution. Sans l'ensemble des
savoir-faire, la performane de es outils se restreint fortement. Il faut don
apitaliser ette onnaissane taite, 'est à dire la onserver et l'analyser
pour la rendre aessible aux utilisateurs onernés, la faire évoluer et par e
biais faire ainsi évoluer l'entreprise.
La Gestion des Connaissanes (GC) peut être préisément dénie omme
une approhe globale et transversale qui regroupe l'ensemble des méthodes et
tehniques permettant de formaliser, partager, diuser et enrihir le apital
intelletuel de l'entreprise. L'objetif sous-jaent est de pouvoir fournir à
haque lasse d'utilisateurs les onnaissanes pertinentes au bon moment. La
gestion des onnaissanes est don un proessus anthropoentré qui regroupe
un ensemble de tâhes diiles. Elle peut prendre plusieurs aspets au sein
d'une organisation et être traitée en utilisant de multiples approhes [36℄. Le
travail de ette thèse s'insrit dans le adre du développement d'un Système
de Gestion des Connaissanes (SGC) ou serveur de onnaissanes que l'on
peut qualier de mémoire d'entreprise. Le proessus de réation d'une telle
mémoire est onsidéré omme le passage d'une mémoire de travail à une
mémoire organisationnelle. Elle se dénit omme un apital de onnaissanes
aessible indépendamment des ateurs qui l'ont réée [109℄.
Il faut noter que l'utilisation de l'informatique n'est a priori pas obliga-
toire en GC. Mais, omme le font remarquer de plus en plus d'auteurs [2,
28, 106℄, ette dernière est amenée à jouer un rle de plus en plus important.
Au-delà des fontionnalités qu'elle apporte (e.g. diusion de l'information,
utilisation d'éditeurs graphiques adaptés), l'utilisation de l'informatique per-
met de renforer l'interativité ave l'utilisateur qui peut ainsi être plaé au
÷ur du proessus de GC.
Cyle de vie d'une mémoire d'entreprise
Une démarhe de gestion des onnaissanes est assoiée au yle de vie
d'une mémoire d'entreprise. Il peut être shématisé par un proessus om-
plexe qui intègre, entre la détetion des besoins et l'utilisation, diérentes
phases [28℄ (gure 1.1). La détetion des besoins permet de qualier le projet
en terme d'ambition, de limites, d'impat organisationnel, et de quantier
les moyens néessaires à sa bonne réalisation. Ensuite, une fois reensées
les soures de onnaissanes disponibles et valides qui peuvent être utilisées
(doumentations papiers, experts humains, bases de données, . . . ), plusieurs
types de mémoires sont envisageables : e.g. une Gestion Eletronique de Do-
uments (GED), une mémoire à base de as, une doumentation tehnique
intelligente [108℄ ou enore, omme ii, une mémoire à base de onnaissanes.
3et Evolution
Maintenance
Evaluation Utilisation
Diffusion
Détection des besoins Construction
Fig. 1.1  Cyle de vie d'une mémoire d'entreprise [28℄.
La onstrution d'une mémoire à base de onnaissanes néessite la mise
en plae d'un formalisme préis pour représenter les onnaissanes (ontolo-
gies, modélisation objets, réseaux sémantiques, règles de produtions, . . . ).
Sur le plan opérationnel, es représentations sont onçues à partir de mé-
thodes d'ingénierie des onnaissanes. Citons par exemple la méthode Com-
monKADS [124℄ qui propose des modèles génériques permettant d'interpré-
ter les données reueillies des experts ou enore la méthode MKSM
1
[40℄ qui
onsiste à onstruire un doument, appelé livre de onnaissanes, qui ontient
les desriptions textuelles et graphiques des modèles de onnaissanes obte-
nus après extration des expertises. Il existe de nombreuses méthodologies
qui sont bien souvent spéialisées selon le seteur d'ativité de l'entreprise.
Chaque méthode utilise ses propres tehniques de reueil de données parfois
de façon omplémentaire, omme l'entretien, l'observation direte de l'expert
en situation de travail, ou enore l'utilisation d'éditeurs graphiques onçus
spéiquement. Ces éditeurs, utilisés diretement par l'expert, failitent la
transmission direte des onnaissanes sur la base du formalisme de la mé-
moire.
A tout moment du yle de vie, dès qu'il faut réaliser une interfae entre
le ontenu de la mémoire et ses usagers, des représentations visuelles adap-
tées s'avèrent des médiateurs eaes qui permettent de failiter le dia-
logue [5, 23℄. Ces représentations doivent être simples à appréhender et à
omprendre pour les diérentes lasses d'utilisateurs. Elles doivent permettre
d'apporter aux intervenants humains un substrat artiiel qui transrive un
grand nombre d'informations et qui soit un support à leurs onnaissanes
et à leurs intuitions pour que non seulement ils puissent exprimer plus fai-
lement leurs savoirs taites et impliites mais aussi déouvrir des nouvelles
onnaissanes (e.g. relations).
1
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La visualisation en Gestion des Connaissanes
Diérents travaux en psyhologie ognitive, en partiulier issus de l'éole
de la Gestalt [77℄, ont mis en évidene la apaité du erveau à analyser
rapidement des omposantes graphiques, et à pouvoir raisonner sur des re-
présentations visuelles. C'est don naturellement que onjointement à l'uti-
lisation grandissante des Tehnologies de l'Information et de la Communia-
tion (TIC) s'est développée la visualisation d'information. La dénition de
Card et al. [18℄ est souvent prise omme référene : . . . the use of omputer-
supported, interative, visual representations of abstrat data to amplify og-
nition. Mais omme le font remarquer Eppler et Burkhard [15, 39℄, ette
dénition atteint ses limites lorsque l'on veut traiter le as spéique de la
visualisation de onnaissanes. En eet, les méthodes utilisées en visualisa-
tion d'information visent souvent la génériité et n'intègrent pas toujours la
sémantique des données et leur domaine d'utilisation. De plus, es méthodes
peuvent être parfois diiles à appréhender pour un utilisateur non initié.
En GC, an de failiter les transferts de onnaissanes, il est néessaire de
développer des méthodes de visualisation qui permettent de respeter la sé-
mantique des données et de masquer les diérents aspets ombinatoires et
algorithmiques quand ela est néessaire : Knowledge visualization examines
the use of visual representations to improve the transfer of knowledge between
at least two persons or group of persons (Burkhard [15℄).
La visualisation d'information et la visualisation de onnaissanes ex-
ploitent don toutes deux nos talents innés pour la manipulation de repré-
sentations graphiques de façon omplémentaire : la première vise générale-
ment à analyser de grandes quantités de données pour en failiter la leture
et la ompréhension, et la seonde vise à failiter l'éhange et la réation de
onnaissanes en mettant à disposition des outils pour permettre aux per-
sonnes de failement exprimer et formaliser e qu'elles savent [39℄. La paire
indissoiable {modèle, représentation visuelle} dépend à la fois des onnais-
sanes dont on dispose, du mode de raisonnement sur es onnaissanes et
des diérents points de vue utilisateurs onsidérés dans le SGC. D'une fa-
çon générale, la visualisation de onnaissanes est un domaine en plein essor,
stimulé en partiulier par les travaux sur les représentations visuelles du Web
sémantique, et l'analyse de et aspet fondamental dans un proessus de GC
n'en est qu'à ses débuts.
La très grande majorité des représentations visuelles atuelles proposées
sont basées, au moins impliitement, d'un point de vue formel sur des modèles
d'arbres ou plus généralement de graphes. De façon générale, les modèles
de visualisation utilisés s'inspirent du modèle générique des réseaux séman-
5Fig. 1.2  Une arte ognitive réalisée ave le logiiel Freemind.
tiques [85℄. Dans e modèle, les onepts sont représentés par les sommets
d'un graphe et les relations sémantiques par les arêtes. La majeure partie des
tehniques présentées i-dessous pourraient être onsidérées, dans le adre
d'une représentation desriptive, omme des spéialisations des réseaux sé-
mantiques.
Représentation par arbres
Les représentations sous forme d'arbres, qui sont parmi les plus abouties,
regroupent des tehniques très diérentes :
 Les artes ognitives ont été développées pour failiter la transrip-
tion d'idées sur un support visuel [16℄. Autour d'un sommet entral des
idées sont représentées en réant diérentes arboresenes. A l'origine,
les représentations étaient eetuées manuellement mais diérentes so-
lutions logiielles permettent d'enrihir la représentation. On peut no-
tamment iter MindManager
2
, VisualMind
3
et les diérentes solutions
proposées par The Brain
4
, et dans le domaine du logiiel libre, Free-
Mind
5
qui est une solution très aboutie (gure 1.2).
 Les arbres de défaillane [88℄ sont prinipalement utilisés dans le do-
maine de la sûreté de fontionnement. Ils permettent de représenter
graphiquement l'ensemble des pannes d'un système qui peuvent se pro-
duire pour un évènement donné (gure 1.3). Un même système peut
don avoir plusieurs arbres de défaillane possibles. Ce mode de repré-
sentation est très employé dans le monde industriel quand la séurité
est primordiale (aéronautique, automobile, himie, nuléaire, . . . ).
 Les arbres de déision, et plus généralement les graphes d'indutions,
ont été initialement utilisés en apprentissage automatique [143℄ ; ils res-
2
http://www.mmdfrane.fr/
3
http://www.visual-mind.om/
4
http://www.thebrain.om
5
http://freemind.soureforge.net/wiki/index.php/Main_Page
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Défaut 1 DéfaillanceA
Défaillance
B
Défaut 2
Perte système S1
OU
ET
Fig. 1.3  Un arbre de défaillane.
Est−ce qu’il y a
des films intéressants
au cinéma ?
chez moi
Je reste 
chez moi
Je reste 
me promener
Je vais
me promener
Je vais
fait−il ?
Quel temps
PluieCouvert
Température
FraîcheCorrecte
Je vais au 
cinéma
Non Oui
Beau
Fig. 1.4  Un arbre de déision.
tent des modèles privilégiés d'exploration des données à la fois pour la
desription et le lassement. Dans ette représentation, haque n÷ud
est assoié à un test sur un attribut, les feuilles orrespondant au ré-
sultat nal et haque ar est assoié à une réponse possible d'un test
(gure 1.4).
Représentation par graphes
La plupart des représentations par graphes en GC se retrouvent asso-
iées à trois grandes lasses de modèles dont les intersetions peuvent être
importantes : les graphes oneptuels, les ontologies et les réseaux bayésiens.
 Les graphes oneptuels ont été à l'origine proposés omme une re-
présentation graphique de la logique de premier ordre. Ils permettent
de simplier la mise en relation entre la logique et les langues natu-
relles [126℄ pour obtenir une représentation des données qui soit li-
sible et utilisable au sein de traitements automatiques. En GC, ils sont
bien appropriés pour l'exploitation de relations entre les données [1℄,
7Fig. 1.5  Un graphe oneptuel représentant une ontologie de la géométrie
prospetive réalisé ave TooCom [44℄.
et ils onstituent un formalisme adapté pour la représentation d'onto-
logie [44℄ (gure 1.5).
 L'ingénierie ontologique vise à la onstrution et l'exploitation d'on-
tologies en onservant souvent une ertaine indépendane par rapport
aux usages opérationnels qui peuvent en être fait. Dans une mémoire à
base de onnaissanes, les ontologies permettent d'expliiter la termino-
logie ou les onepts liés à un métier ou à un groupe donné d'individus
au sein d'une organisation. Du fait de l'importane roissante en GC,
diérents logiiels proposent des représentations graphiques tels que
Protégé
6
, Os-Skill [117℄ ou enore ITM de Mondea
7
.
 Les réseaux bayésiens, utilisés initialement en apprentissage automa-
tique, peuvent s'interpréter omme des graphes d'états auxquels sont
ajoutés des probabilités de transition sur les ars. Des logiiels sont
maintenant utilisés en GC : BayesiaLab et Best
8
.
 Des représentations graphiques spéiques ont été développées pour des
méthodes lassiques de GC tel que CommonKADS [24℄.
6
http://protege.stanford.edu/index.html
7
http://www.mondea.om/
8
http://www.bayesia.om/index_fr.php
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Contexte de la thèse
L'origine de ette thèse relève d'une problématique de visualisation asso-
iée à un SGC. Le serveur de onnaissanes Atanor développé par la soiété
KnoweSia est une mémoire métier proédurale. Il a été onçu an de gérer
une démarhe omplète de gestion des onnaissanes en fusionnant l'expertise
tehnique et les diérentes ressoures humaines disponibles. Cette démarhe
est orientée vers le déploiement et l'opérationnalisation des onnaissanes
portant sur des systèmes omplexes à partir de soures multiples [54, 55℄. Ata-
nor permet de rendre aessible la onnaissane diretement sur les postes
de travail des utilisateurs naux. Ils se retrouvent don au entre de leur
proessus d'aquisition en naviguant diretement au sein des onnaissanes
qu'ils désirent utiliser. Ces onnaissanes maintenues par l'outil sont ati-
vables et présentées sous une forme multimédia [107℄. L'arhiteture d'Ata-
nor est fondée sur trois modules prinipaux qui proposent diérentes vues
sur les modèles de onnaissanes utilisés :
 le module Expert est destiné aux experts pour onstruire et faire évoluer
les modèles de onnaissanes ;
 les utilisateurs ont à leur disposition le module Pratiien pour, dans
un ontexte opérationnel, ativer la onnaissane ;
 le moduleManager permet d'aéder à des indies struturels et opéra-
tionnels sur l'utilisation du serveur et des onnaissanes qu'il ontient.
Chaque modèle néessite une représentation visuelle spéique adaptée aux
besoins propres des utilisateurs onernés. Dans ette thèse nous nous foa-
lisons sur le module Expert.
Un premier modèle visuel basé sur une extension des arbres de défaillane
et des arbres de déision avait été proposé à l'origine du développement
d'Atanor [55℄. Cependant, son instaniation dans diérents ontextes appli-
atifs a mis en évidene diérentes limites, la prinipale étant la présene de
nombreuses redondanes qui peuvent entraver l'interprétation synthétique
du fontionnement d'un proessus et masquer des points ritiques. L'objetif
appliatif de ette thèse a été de proposer un nouveau modèle de représen-
tation pour le module Expert d'Atanor ainsi que les algorithmes néessaires
à sa représentation visuelle.
Contribution et organisation de la thèse
La struture atuelle des onnaissanes du serveur Atanor nous a onduit
à privilégier une représentation par graphes, plus préisément sous la forme
de graphes en niveaux où les sommets représentant les tâhes sont or-
9donnés dans des niveaux représentant les diérentes étapes du proessus
au sens de l'expert. L'implémentation de ette représentation néessite la
mise en ÷uvre d'une méthodologie proposant à l'utilisateur un traé lisible
et intelligible.
Le hapitre 2 présente une étude bibliographique orientée vers les usages
des diérents problèmes de représentation visuelle des graphes : le problème
lassique du traé statique sur un support de taille standard, le problème
dynamique où le graphe à traer évolue sur une éhelle de temps restreinte,
le traé des graphes de grandes tailles, les problèmes émergents des traés
en trois dimensions ainsi que les représentations basées sur d'autres odages
des graphes. Nous présentons aussi les langages de desription de graphes
les plus utilisés dans les logiiels. Nous rappelons dans e hapitre que la
génération d'un bon traé est souvent diile en terme de omplexité, et les
ritères utilisés pour estimer la qualité des traés sont souvent subjetifs voire
ontraditoires puisqu'ils sont liés à la pereption du traé par l'utilisateur.
Ces ritères se traduisent par des ontraintes de lisibilité à satisfaire mo-
délisées omme des ontraintes d'optimisations [27℄. Parmi les nombreuses
ontraintes, diérents travaux ont montré l'importane en terme de lisibilité
et de mémorisation de la minimisation du nombre de roisements d'ars [110℄.
Nous nous sommes don foalisés sur elle-i. Pour les traés d'un graphe en
niveaux, la rédution du nombre de roisements d'ars onsiste à trouver un
ordre optimal des sommets dans haun des niveaux. Le hapitre 3 présente
e problème d'optimisation. L'étude bibliographique des diérentes méthodes
de résolutions onnues montre que l'analyse des paysages de reherhe a sou-
vent été négligée. Cette étude est fondamentale an de onevoir une méthode
de résolution eae. Nous montrons par une étude desriptive et statistique
des paysages de reherhe assoiés à diérentes tailles de graphes qu'ils sont
fortement multimodaux et que la qualité des optima loaux est très variable.
Nous en onluons qu'un algorithme évolutionnaire et partiulièrement un
algorithme génétique (AG) semble être une voie prometteuse.
Le hapitre 4 présente une desription omplète, ainsi que la validation
des diérents opérateurs de l'algorithme génétique que nous avons développé.
Il possède deux partiularités : deux opérateurs de roisement spéiques
aux traés en niveaux et une hybridation par une reherhe loale. Les ex-
périmentations montrent que et algorithme surlasse les méthodes exates
lassiques et donne dans la plupart des as de meilleurs résultats en terme
de qualité et plus rapidement que les autres métaheuristiques développées à
notre onnaissane pour e problème.
Le hapitre 5 présente deux extensions de l'AG. La première est onsa-
rée au problème de traé dynamique qui doit tenir ompte simultanément
de deux ontraintes : maintenir la lisibilité du traé à haque étape, ainsi
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qu'une ertaine persistane de la représentation dans le temps an de limiter
les eorts de réinterprétation de l'utilisateur. Nous proposons une heuris-
tique pour e problème. La deuxième extension dépasse le adre appliatif
et porte sur la omparaison de l'AG ave des méthodes de desentes mul-
tiples pour des graphes de grandes tailles qui ne peuvent plus être traés sur
des supports de taille standard. L'objetif initial de ette omparaison était
de mieux omprendre les omportements respetifs de l'AG et des desentes
multiples pour des orpus d'instanes variés. Nous montrons sur des jeux
de données signiatifs que la performane de l'AG diminue au-delà d'une
ertaine taille des graphes à ause probablement de hangements importants
dans la struture des espaes de reherhe.
Le hapitre 6 est onsaré à l'appliation sur Atanor. Ses aratéris-
tiques prinipales et le modèle atuellement utilisé pour la représentation
des onnaissanes sont présentés. En utilisant un exemple réel d'appliation,
renontré dans un projet sur la maintenane de mahines de tri automatique
de ourrier de la Poste, nous omparons les modèles de représentations. Nous
montrons l'intérêt de la visualisation des onnaissanes par notre modèle de
graphes pour l'amélioration de la lisibilité des traés ainsi que leur exploita-
tion par les diérentes lasses d'utilisateurs.
Chapitre 2
Représentation visuelle des
graphes
Il faut imaginer dans sa tête des trus qu'on appelle sommets, et pour
toute paire de sommets soit une arête qui les joint, soit une non-arête qui les
laisse sans joint : ei est un graphe selon Berge.
P. Rosenstiehl [118℄
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Une onséquene de la dénition d'un graphe donnée en exergue par l'un
des plus élèbres maîtres du domaine est qu'ils sont les outils privilégiés pour
simultanément modéliser et représenter visuellement un système de relations
entre des entités. Quand on étudie la théorie des graphes, on pourrait très
bien parler de graphe en terme de fontion en 0 et 1 (. . . ), mais non, on les
traite en forme de gure pare qu'on veut visualiser l'objet, mettre des points
11
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pour représenter des sommets ; les arêtes e sont des lignes ontinues qu'on
dessine sur le plan et e sont des propriétés d'un type graphique et visuel
qu'on étudie (. . . )
1
. Un des intérêts majeurs des graphes est eetivement
de pouvoir aratériser les propriétés d'un système de relations via un arsenal
ombinatoire sophistiqué [9℄ tout en failitant l'aès à es strutures om-
plexes via notamment des représentations visuelles adaptées. Berge proposait
de voir le dessin dans sa tête ! Mais heureusement, depuis les premiers travaux
de Knuth [75℄ dans les années 60, la représentation visuelle des graphes sur
des supports plus partageables est devenue un domaine de reherhe à part
entière, animé par la ommunauté Graph Drawing
2
. L'intérêt roissant es
dernières années pour e domaine est stimulé par les appliations où, dans de
nombreux domaines (e.g. Gestion des Connaissanes, Toile, Réseaux soiaux,
Réseaux sémantiques, . . . ) les réseaux renontrés ne essent de se omplexier
ne pouvant plus être traités aisément à la main.
Il est souvent plus faile de justier du reours à un modèle de graphe
dans un adre appliatif que de développer, et même plus simplement de hoi-
sir une méthode de traé adaptée à sa problématique parmi les nombreuses
méthodes et tehniques existantes. Comme le notent Mutzel et Jünger [103℄
dans un ouvrage olletif réent onsaré aux logiiels de traés, la om-
plexité de mise au point d'outils eaes de visualisation est généralement
sous-estimée par les novies ; les utilisateurs essayent souvent de développer
des solutions par eux-mêmes qui, in ne, ne répondent guère à leurs véritables
besoins. Une part de la omplexité réside dans la néessité de maîtriser des
résultats provenant à la fois des mathématiques (essentiellement théorie des
graphes, optimisation ombinatoire, géométrie algorithmique) et de l'infor-
matique (essentiellement algorithmique et strutures de données, mais aussi
génie logiiel et interfaes homme-mahine).
Ce hapitre, restreint aux usages, présente un panorama synthétique des
prinipales problématiques dont relève une démarhe de représentation vi-
suelle de graphes. Pour de plus amples détails sur les algorithmes mis en
÷uvre et leurs implémentations, nous renvoyons à trois ouvrages réents de
référene : Graph DrawingAlgorithms for the Visualization of Graphs de
Di-Battista et al. [27℄, Drawing GraphsMethods and Models sous la dire-
tion de Kaufmann et Wagner [71℄ et Graph Drawing Software sous la diretion
de Mutzel et Jünger [103℄. Les représentations en niveaux qui sont utilisées
dans la suite de la thèse, sont détaillées spéiquement dans le hapitre 3.
1
itation extraite de http://perso.wanadoo.fr/jaques.nimier/entretien_
berge.htm
2
Un symposium international sur le traé de graphes (Int. Symp. on Graph Drawing) est
organisé annuellement ave des ates publiés sous la forme de Leture Notes in Computer
Siene hez Springer.
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Les diérentes parties de e hapitre sont organisées selon l'ordre des
graphes à manipuler et les objetifs visés par la représentation visuelle. Le
paragraphe 2.1 rappelle les problèmes de base soulevés par la représentation
visuelle des graphes en les illustrant sur le problème du traé statique. Les
paragraphes suivants sont dédiés à des extensions du traé statique en plein
essor :
 le paragraphe 2.2 traite du traé dynamique où le graphe évolue dans
le temps ;
 le paragraphe 2.3 présente le traé des grands graphes, dont l'ordre peut
atteindre plusieurs milliers de sommets. Cette problématique onnaît
un intérêt roissant dû à l'explosion des quantités de données à mani-
puler dans de nombreux domaines ;
 le paragraphe 2.4 est onsaré aux représentations tridimensionnelles
qui ont émergé es dernières années.
Au delà de es représentations que l'on peut qualier de lassiques puis-
qu'elles représentent de façon expliite les arêtes des graphes par des ourbes,
il existe aussi d'autres méthodes qui utilisent des odages partiuliers ou des
métaphores graphiques pour représenter les graphes. Certaines sont présen-
tées dans le paragraphe 2.5.
Diérents langages de desription ont été proposés pour oder les graphes
et failiter leur manipulation. Les prinipaux langages employés sont dérits
dans le paragraphe 2.6.
2.1 Le traé statique
Dans la suite nous onsidérons un graphe G = (V,E) ave un ensemble
V de sommets et un ensemble E d'arêtes assoiées à une relation binaire sur
V × V . Selon les as, la relation peut être symétrique ou non (on parle alors
d'ars). Le problème générique de traé le plus lassique onsiste à dessiner
G sous une forme intelligible sur un support standard bidimensionnel [27℄.
L'utilisateur n'étant pas forément un expert en ombinatoire, la qualité
du dessin est déisive pour l'appropriation de la représentation [111℄. Pour
préiser ette notion, qui reste in ne subjetive, on retient généralement
quatre onepts de base (Di-Battista et al. [27℄) : la onvention de traé, les
ontraintes physiques, les ritères esthétiques et les ontraintes sémantiques.
1. La onvention de traé
Elle spéie les règles géométriques de leture du traé qui sont souvent
inhérentes aux pratiques en vigueur dans le domaine d'appliation. La
gure 2.1-a montre un extrait d'un système de hiers sans utiliser la
onvention de traé usuelle du domaine. Les hemins d'aès aux hiers
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sont diiles à lire. En revanhe, la gure 2.1-b utilise la représentation
habituelle ave une arboresene et les hemins d'aès aux hiers sont
plus simples à lire. La gure 2.2 montre diérents exemples de traés
d'un graphe G assoiés à diérentes onventions : (a) représentation
polygonale où haque ar est représenté par une ligne polygonale, (b)
représentation retiligne où haque ar est représenté par un segment
de droite, () représentation orthogonale où les sommets sont plaés
aux intersetions d'une grille et les ars sont positionnés sur la grille
et (d) représentation en niveaux ou hiérarhique où les sommets sont
rangés dans des niveaux vertiaux ou horizontaux et les sommets d'un
même niveau ne sont pas reliés entre eux par des ars.
2. Les ontraintes physiques
Les ontraintes du support de l'÷il humain imposent notamment des
éarts minimums à respeter entre les entités géométriques (points,
boîtes, . . . ) représentant les sommets et les ourbes représentant les
ars.
3. Les ritères esthétiques
Ils tentent de formaliser les propriétés à satisfaire pour failiter la li-
sibilité d'un traé. Ces ritères sont dénis par des ontraintes ombi-
natoires : minimisation du nombre de roisements d'ars, minimisation
de la somme des longueurs des ars ou de l'ar de longueur maximale,
minimisation des oudes dans les traés orthogonaux, . . . Il n'existe pas
d'ordonnanement générique de es ritères ; l'interprétation de haque
traé dépendant de sa propre sémantique et de la sensibilité de l'utilisa-
teur. Cependant, des travaux en psyhologie ognitive ont montré que la
rédution des roisements est un des ritères prépondérants pour la lisi-
bilité et la mémorisation [110℄ (gure 2.3). Purhase [111℄ a aussi mon-
tré que les prinipales préférenes portaient sur : la minimisation des
roisements, la minimisation des oudes, le positionnement horizontal
des étiquettes représentant les sommets et la jontion des ars d'hé-
ritage (ars de même origine). Plus réemment Ware et al. [137℄ ont
montré, en s'appuyant sur les travaux de la théorie de la Gestalt [77℄,
qu'une bonne ontinuité des ars est néessaire en plus de la rédu-
tion du nombre de roisements. En eet, lorsque la reherhe de hemins
est importante dans un graphe, la leture est failitée lorsque les angles
formés par les ars ne sont pas trop aigus (gure 2.4).
4. Les ontraintes sémantiques
Elles sont assoiées à l'interprétation des omposantes du graphe ; par
exemple, des proximités sémantiques doivent être respetées dans le
positionnement des sommets.
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/
bin
dev
etc
home
lib
tmp
usr
ls
mv
rm
group
passwd
remi
bruno
libc.so
bin
lib
X11R6
these these.lyx
gzip
libkdecore.so
X11
lib
X11
rgb.txt
(a) Auune onvention partiulière
/
bin dev etc home lib tmp usr
ls mv rm group passwd remi bruno libc.so bin lib X11R6
these
these.lyx
gzip libkdecore.so X11 lib
X11
rgb.txt
(b) La représentation arboresente onventionnelle du domaine.
Fig. 2.1  Deux représentations d'un même extrait d'un système de hiers.
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c
e
f
d
a
b
g
(a) Représentation polygo-
nale
a
d
e
c
b
f
g
(b) Représentation retiligne
b a
g
c
f
e
d
() Représentation hortogonale
a
f
b
d
g
c
e
(d) Représentation en niveaux
Soit un graphe G ave V = {a, b, c, d, e, f, g} et E =
{(a, b), (a, g), (a, e), (b, d), (c, d), (c, e), (d, f), (e, f)}.
Fig. 2.2  Diérentes représentations d'un même graphe en utilisant plusieurs
onventions de traé.
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(a) Pas d'optimisation du nombre de roi-
sements d'ars (37 roisements).
(b) Nombre de roisements réduit au maxi-
mum (5 roisements).
Fig. 2.3  Illustration du respet des ritères esthétiques.
c
e
f
d
a
b
g
(a) Représentation polygonale
lassique.
c
e
f
d
a
b
g
(b) Utilisation de lignes dont
les angles sont aplanis pour per-
mettre une meilleure leture du
traé.
Fig. 2.4  Illustration du prinipe de bonne ontinuité des ars [137℄.
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Lorsque la onvention de traé est xée ainsi que les diérentes ontraintes,
deux problèmes se posent généralement : le problème d'optimisation assoié
est bien souvent NP -diile [48℄ et, lorsque l'on herhe à optimiser simul-
tanément plusieurs ritères esthétiques, les ontraintes assoiées sont inom-
patibles. On doit alors avoir reours à des algorithmes approhés ou des
heuristiques qui, basés sur des approhes très diérentes, ne onduisent pas
néessairement à des traés identiques. Le hoix de la méthode est alors un
problème déliat pour l'utilisateur (de plus amples détails sur les méthodes,
leurs hoix et les ontraintes assoiés sont donnés dans le hapitre 3 dans le
adre du traé en niveaux).
De plus, les expérimentations (voir les hallenges du Symposium Graph
Drawing
3
) ont montré que les résultats des algorithmes automatiques ne
devaient pas être systématiquement onsidérés omme les meilleures solutions
pour un problème donné : ils peuvent être souvent améliorés a posteriori à la
main. A la manière du traé statique, les diérents onepts énonés servent
de support aux autres types de traés. Des ontraintes supplémentaires sont
ajoutées pour tenir ompte des spéiités du traé à produire.
2.2 Le traé dynamique
Dans un ontexte dynamique où les données à représenter évoluent sur
une éhelle de temps restreinte, des modiations du graphe telles que des
ajouts ou retraits de sommets et/ou d'arêtes entraînent des hangements
visuels sur le traé. La solution naïve qui onsiste à reonsidérer à haque
instant t le problème omme un nouveau problème indépendant se heurte à
deux éueils : (i) elle peut être inutilement oûteuse en temps de alul en
refaisant des aluls déjà faits en t−1, et (ii) elle peut perturber la arte men-
tale de l'utilisateur. En eet, ontrairement au traé statique où l'ensemble
des ontraintes liées au traé sont onnues à l'avane et ne hangent pas dans
le temps, le traé dynamique doit prendre en ompte le fait que l'utilisateur
s'est déjà approprié le traé présenté à l'instant préédent. Don, en plus des
ontraintes énonées préédemment pour le traé statique qui doivent tou-
jours être respetées, la leture des dessins dans un ontexte évolutif onduit
à l'introdution de ontraintes additionnelles. A haque instant t, le nouveau
traé d'un graphe Gt doit également permettre une transition aisée pour
l'utilisateur ave le traé du graphe Gt−1 présenté à l'instant préédent ; l'ob-
jetif étant de limiter l'eort ognitif néessaire à l'interprétation des traés
suessifs.
3
Voir la partie GD Contest sur les diérents sites de la onférene : http://www.
gd2005.org, http://www.gd2004.org pour les deux dernières éditions.
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Deux approhes majeures sont proposées. La première onsiste à mettre
en évidene les hangements via des animations graphiques. Elles doivent être
susamment lentes pour permettre à l'utilisateur d'enregistrer les diérentes
modiations opérées sur le graphe [14, 25℄. La seonde, et la plus populaire,
onsiste à préserver au mieux la stabilité des traés en limitant les pertur-
bations apportées sur le nouveau traé par rapport aux préédents [22, 33℄.
La stabilité est une notion omplexe qui dépend des aratéristiques géo-
métriques et ombinatoires du traé, mais aussi des faultés de pereption
et de mémorisation de l'utilisateur. Cependant, deux fateurs prédominants
semblent se dégager :
 les positions des sommets doivent hanger le moins possible. Leur sta-
bilité semble plus importante que elle des arêtes : les sommets servent
de repères spatiaux alors que les arêtes sont essentiellement utilisées
pour déouvrir des relations entre des sommets déjà loalisés ;
 l'ordre relatif des omposantes du graphe dans le repère géométrique
adopté doit être onservé tant que ela est possible ar l'utilisateur
repère les omposants les uns par rapport aux autres.
Pour rendre opérationnelles es ontraintes de stabilité et ainsi, mesurer le
degré de onservation de la arte mentale de l'utilisateur entre les traés
de deux graphes suessifs, diérentes métriques basées sur des indies de
similarité ont été proposées [12℄. La gure 2.5 illustre le prinipe de la prise
en ompte d'un ritère de similarité dans le traé d'un graphe en niveaux.
Le ritère est simplement basé sur la position des sommets dans haun des
niveaux. Le traé de la gure 2.5-a est le traé initial ave 2 roisements
après optimisation. A t + 1, l'utilisateur ajoute deux sommets et quelques
ars. Sur les gures 2.5-b et 2.5-, les nouveaux sommets et les nouveaux
ars sont représentés ave des traits en pointillés. La gure 2.5-b représente
le graphe à t + 1 ave omme unique ontrainte la rédution du nombre
de roisements d'ars ; il en reste ii 7. Malgré la taille réduite du graphe,
des hangements importants sont introduits et deux paires de sommets sont
inversées (sommets à fond foné) par rapport à la gure originale. De plus
les diérents ars (dessinés ave des traits épais) assoiés à es sommets ont
aussi été déplaés. Pour palier à e problème, le traé de la gure 2.5- tient
ompte du ritère de similarité ave le premier traé. On retrouve exatement
le graphe d'origine mais le traé omporte 9 roisements.
Comme pour tout problème multiobjetifs qui onsiste à trouver un bon
ompromis entre les diérents paramètres [20℄, la diulté du traé dyna-
mique est qu'il faut à haque étape trouver un traé réalisant un bon om-
promis entre la onservation de la arte mentale de l'utilisateur, la lisibilité
du traé et le temps de alul (les préonisations habituelles stipulent qu'il
faut éviter d'avoir plus de 200ms entre deux traés suessifs si l'on veut
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(a) Le graphe initial à l'instant t ave 2 roisements d'ars.
(b) Le graphe à t + 1 ave uniquement une optimisation du nombre de
roisements. Les ars en gras et les sommets fonés ont hangé de plae.
Il reste 7 roisements d'ars.
() Le graphe à t+1 en tenant ompte d'un ritère de similarité et d'une
optimisation du nombre de roisements. Il reste 9 roisements.
Les sommets v08 et v19 ont été ajoutés au graphe après l'étape (a). Ces sommets
et leurs ars sont représentés en pointillés dans les gures (b) et ().
Fig. 2.5  Exemple de transitions entre un graphe Gt et Gt+1 dans un
ontexte dynamique.
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qu'un utilisateur ait une impression de uidité entre les traés [135℄). Ce-
pendant, si des heuristiques ont été proposées pour les grandes familles de
traés (orthogonaux, en niveaux, . . . ), le problème reste enore largement ou-
vert et à notre onnaissane peu de logiiels intègrent atuellement la gestion
dynamique de façon eae.
2.3 Le traé des grands graphes
Dès que le graphe à représenter a des aratéristiques qui ne permettent
plus une représentation exhaustive de haque omposante sur un support
de taille standard omme un éran d'ordinateur, les algorithmes lassiques
de traés de graphes ne sont plus appliables seuls. La plupart doivent être
ombinés ave des outils d'interation qui dièrent selon le type de graphes
à représenter et il devient alors diile d'avoir une méthodologie générique.
Deux exemples permettent de onrétiser les nouveaux ordres de grandeur
mis en jeu. Les graphes de ontats ou de o-itations dans les réseaux soiaux
peuvent porter maintenant sur des entaines de milliers de sommets [131℄.
Pour estimer des paramètres dérivant la struture des relations sur la Toile,
Reka et al. [112℄ travaillent sur des graphes éhantillons de 300 000 douments
et 1 500 000 liens (estimé à environ 0.3% de la Toile lors de la parution de
l'artile en 1999). En plus du problème d'ahage sur un éran statique de
taille limitée, il faut également prendre en ompte les problèmes aigus de
gestion de la mémoire et du temps de alul.
Les diérentes méthodes mises en ÷uvre peuvent être lassées en plusieurs
atégories aratérisées par un ordre des graphes à traer roissant : (1) ap-
pliation d'une distorsion sur les traés omme le fameux sheye, (2) utili-
sation d'une ombinaison des stratégies de traés de graphes et de reherhe
d'informations, (3) utilisation des propriétés spéiques de la struture à
traer pour optimiser la plae disponible, (4) ahage partiel du graphe.
2.3.1 Distorsion du traé
Les premières tehniques apparues sont basées sur un prinipe de distor-
sion des gures ; le but étant de fournir à l'utilisateur une vue unique de
l'ensemble de la struture à traer en appliquant diverses transformations.
La tehnique des sheyes [123℄ permet de visualiser des grandes strutures
de données que e soit des arbres ou des graphes. Elle onsiste à dessiner
une partie de la struture le plus lisiblement possible, en se foalisant sur un
sommet préis, appelé entre, et son voisinage immédiat puis à appliquer une
distorsion sur l'ahage du reste de la struture pour orir une vue maro-
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Fig. 2.6  Un graphe qui représente les frontières ommunes entre les dif-
férents pays du ontinent européen. Dessin réalisé ave le logiiel Aisee
http://www.aisee.om.
sopique. L'utilisateur a don des informations sur la position du entre et de
son voisinage par rapport à l'ensemble du graphe et peut exploiter au mieux
les informations intéressantes pour lui sur la partie lairement dessinée (-
gure 2.6). L'inonvénient majeur de ette tehnique de représentation est que
l'éhelle des distanes entre les sommets évolue. Plus on s'éloigne du entre,
plus l'éhelle est réduite de façon non linéaire et les distanes ompressées.
Réemment, Gansner et al. [46℄ ont proposé une méthode pour éviter e
problème de ompression des distanes. Au lieu de vouloir représenter l'en-
semble de la struture, leur méthode simplie la représentation en alulant
une approximation des parties du graphe sur lesquelles l'utilisateur n'est pas
foalisé. La gure 2.7-a représente une artographie d'Internet qui est illisible
si on veut diretement traer l'ensemble du graphe (87931 sommets et 87930
arêtes). Sur la gure 2.7-b, l'utilisateur se foalise sur la partie en haut à
gauhe de la gure dessinée en rouge. L'ensemble des sommets et arêtes de
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(a) Graphe représenté en entier (87931
sommets et 87930 arêtes).
(b) Fous en haut à gauhe de la gure. () Fous sur le bas de la gure.
Fig. 2.7  Diérentes représentations d'une artographie d'Internet en utili-
sant des Topologial sheyes. Extrait de [46℄.
ette partie est omplètement dessiné. Ensuite, en fontion de l'éloignement,
les parties périphériques de la représentation sont de plus en plus simpliées.
Un dégradé des ouleurs du rouge vers le vert permet d'indiquer le niveau
de simpliation. Cette tehnique permet aussi à l'utilisateur de naviguer
dans le graphe en déplaçant la partie sur laquelle il se foalise. La simpli-
ation progressive de la struture permet d'aider à la onservation de la
arte mentale de l'utilisateur. L'inonvénient prinipal est que pour aluler
les diérentes approximations, il est néessaire de onserver en mémoire le
graphe original.
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2.3.2 Stratégie de reherhe d'information
De plus en plus les méthodes lassiques développées par la ommunauté
Graph Drawing sont ombinées ave des approhes développées dans le
ontexte plus général de la visualisation d'information (voir la thèse de T.
Munzner [102℄ qui propose une bibliographie pour la visualisation de grandes
strutures de données). Les approhes proposées, développées réemment en
ommun par les deux ommunautés [59℄, intègrent plusieurs stratégies très
diérentes : distorsion de la représentation, partitionnement, navigation. La
représentation exhaustive des omposantes du graphe n'étant plus possible, le
problème est souvent abordé omme un problème de reherhe d'information :
il s'agit de prourer à l'utilisateur une panoplie d'outils qui peuvent être
ombinés dans une stratégie de reherhe [90℄. La séletion des modes de
représentation est souvent laissée à l'utilisateur ; la reherhe atuelle est
plutt axée sur le développement de nouvelles méthodes apables de traiter
des tailles roissantes. Bien que la question de la omparaison, en terme
d'usage, soit de plus en plus disutée au sein notamment de la ommunauté
InfoViz , les analyses de retour d'expériene restent enore très limitées [10℄.
Une autre grande famille de méthodes se réfère expliitement à la stra-
tégie proposée en reherhe d'informations par Shneiderman [125℄ : Over-
view rst, zoom and lter, then details-on-demand . La démarhe est alors
la suivante : (i) proposer à l'utilisateur une vue marosopique de la stru-
ture, (ii) lui permettre de se foaliser sur un sous-graphe par lustering [8℄
ou fragmentation [4℄, et (iii) rendre aessible les aratéristiques préises
d'une donnée séletionnée. Ce proessus itératif s'arrête lorsque l'utilisateur
a aquis susamment d'informations pour répondre à des besoins non nées-
sairement spéiés préalablement. Une des diultés est ii d'appliquer des
transformations qui restent ompréhensibles par l'utilisateur pour éviter de
trop perturber sa arte mentale.
2.3.3 Projetions dans d'autres espaes
Pour des graphes dont l'ordre peut atteindre plusieurs milliers de som-
mets, les méthodes de traés génériques qui plongent le graphe dans un es-
pae eulidien deviennent diilement exploitables. Ces méthodes doivent
être spéialisées pour utiliser au maximum les propriétés de la struture à
dessiner et optimiser la plae disponible pour le traé. Par exemple, pour les
arbres, Xerox Researh a mis au point une tehnique qui utilise un espae
hyberbolique pour représenter des arbres ; e sont les arbres hyperboliques
(gure 2.8)
4
. Ave ette tehnique, prohe du sheye, l'arbre est dessiné
4
Tehnique ommerialisée par la soiété Inxight, http://www.inxight.om
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(a) L'arbre d'origine.
(b) L'arbre après un déplaement du entre.
Fig. 2.8  Deux vues du site web de Xerox Researh Centre Europe repré-
sentées ave des arbres hyperboliques. Extrait de http://www.xre.xerox.
om/sys/htree/.
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dans un espae hyperbolique et l'utilisateur se foalise sur un sommet et son
voisinage. Plus on s'éloigne de e sommet, moins il y a de détails sur la gure
(gure 2.8-a, le entre de la gure est symbolisé par le n÷ud appelé xre). La
navigation s'eetue en déplaçant les sommets. La partie lairement dessinée
se situe au entre de la gure. Un point important de ette représentation est
que l'utilisateur sait toujours où se situe le entre de l'arbre qu'il visualise
(gure 2.8-b). En revanhe, les parties de la gure trop éloignées du sommet
sur lequel est foalisé l'utilisateur peuvent ne pas apparaître.
2.3.4 Ahage partiel
Sur des graphes dont l'ordre est enore plus important -au delà de 100
000 sommets-, la omplexité des méthodes préédentes ne permet plus leur
appliation sur l'intégralité de la struture. De part l'importane de sa taille,
ette struture peut ne pas être entièrement stokée en mémoire lors de l'ini-
tialisation des algorithmes de traé. L'approhe Online Graph Drawing [63℄
permet dans e as à l'utilisateur de se onentrer dans un premier temps sur
un sous-graphe, ou fenêtre de visualisation, qui peut être entièrement montré
sur son éran en utilisant seulement les tehniques du traé statique (logi-
al frame, le retangle noté F1 sur la gure 2.9-a). Ensuite l'utilisateur peut
faire glisser ette fenêtre pour visualiser la suite du graphe (les diérentes fe-
nêtres Fi sur la gure 2.9-a). Au fur et à mesure de l'exploration, les parties
manquantes sont alulées et stokées en mémoire. Ces diérentes fenêtres
de visualisation respetent les ontraintes du traé statique (gure 2.9-b).
Les transitions entre les fenêtres sont onçues pour préserver au mieux la
arte mentale de l'utilisateur en ne hangeant que quelques sommets lors
du passage d'une fenêtre à la suivante ou en eetuant un déplaement des
sommets pour préparer la transition vers une autre fenêtre. On retrouve une
problématique prohe du traé dynamique.
D'autres approhes utilisent des ahages inrémentaux. Soit en mon-
trant initialement les omposantes les plus importantes puis en omplétant
peu à peu la représentation selon les désirs de l'utilisateur [140℄, soit omme
dans Tulip [3℄, en dénissant préalablement une métrique sur le graphe qui
permet d'aher de façon inrémentale un traé visuellement prohe du traé
omplet ave un nombre très réduit d'éléments. La gure 2.10 illustre ette
dernière tehnique en montrant l'ahage en 4 étapes d'un graphe d'ordre
restreint qui représentent la struture d'un site web. Il faut noter que la pre-
mière étape de la représentation qui ontient moins de 6.5% des sommets de
l'image nale est en fait le ÷ur du site, 'est à dire les pages prinipales.
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Le grand graphe non entièrement stockable en mémoire
(a) Prinipe général de la méthode
a
g
f
e
c
d
b
a c
f
i
e b
d
h
a
e
c
d
b
f
i
h
Nouveaux sommets
sommet g supprimé
F1
F2
F3La fenêtre de visualisation initiale
Le tracé suivant après déplacement de la fenêtre de visualisation de réajuster la position des sommets
Un autre déplacement qui permet
(b) Extrait des représentations partielles suessives.
Fig. 2.9  Illustrations de la méthode Online graph drawing. Adaptées
depuis [63℄.
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(a) 200 éléments (b) 600 éléments
() 1000 éléments (d) 3200 éléments
Fig. 2.10  Ahage inrémental de la struture d'un site web ave Tulip.
Extrait de [4℄.
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Fig. 2.11  Un one trees pour représenter un système de hiers Unix.
2.4 Traé tridimensionnel
Depuis les premiers prototypes des années 90 [58, 127℄ et l'exemple bien
onnus des one-trees [116℄ (gure 2.11), l'aessibilité roissante à la fois
des langages de développement pour des environnements tri-dimensionnels
(e.g. VRML, Virtual Reality Modeling Language)
5
et des moyens de aluls
disponibles, onduit à un intérêt grandissant pour les représentations vi-
suelles des graphes en 3D [84℄, en partiulier pour les strutures de grande
taille. L'ouvrage Atlas of Cyberspae
6
, limité aux représentations assoiées
à la toile [31℄, et le site Visual Complexity
7
 donnent un large aperçu des
possibilités des artographies tri-dimensionnelles.
Les travaux sur l'appropriation humaine de ette nouvelle approhe n'en
sont qu'à leur début [115, 136℄. Quand elle est utilisée à bon esient, les inté-
rêts avanés sont souvent que la dimension supplémentaire permet un ajout
d'informations et une plus grande exibilité pour plaer les sommets et les
ars [56, 72℄. Cependant, les restitutions atuelles sur les supports lassiques
restent bidimensionnelles, et par onséquent les traés résultant peuvent être
omplexes et diiles à appréhender. Pour éviter l'utilisation d'algorithmes
spéiques souvent omplexes, les données à représenter doivent se prêter
5
http://www.graphomp.om/info/spes/vrml10.html
6
Voir aussi le site http://www.ybergeography.org/atlas/atlas.html assoié à et
ouvrage qui ontient des représentations plus réentes.
7
http://www.visualomplexity.om/v/index.fm
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naturellement à une représentation en 3D. L'ajout de la nouvelle dimen-
sion doit réellement apporter des informations supplémentaires à l'utilisateur
et non pas une omplexité arue du traé.
Un problème réurrent, bien onnu des graphistes, dû à l'ajout de la
troisième dimension, est elui de l'olusion [135℄. Ce phénomène se pro-
duit de façon générale lorsque un objet se retrouve masqué par un autre
(voir l'exemple du haut de la gure 2.11). L'olusion peut prendre diverses
formes pour le traé de graphes et peut, selon l'angle de vision de l'utilisa-
teur, modier la représentation [84℄ : deux sommets peuvent être vus omme
un seul, des roisements supplémentaires inexistants dans la représentation
apparaissent, des sommets et des ars peuvent se superposer et réer de nou-
veaux sommets, . . . Sur le plan théorique, les projetions utilisées doivent
limiter la perte d'information. Pour faire fae à es limitations, les logiiels
intègrent des outils de navigation de type rotation, déplaement, zoom qui
augmentent l'eaité de l'utilisation de l'espae de représentation.
Pour les strutures de grande taille, une extension du modèle des graphes
hyperboliques présenté préédemment a été développée pour une famille de
graphes peu denses [101℄. L'espae hyperbolique 3D permet à l'utilisateur de
se foaliser sur un sommet partiulier tout en onservant une vue globale de
l'ensemble de la struture (gure 2.12).
2.5 Au delà des représentations sommets-liens
Au-delà des représentations visuelles lassiques des graphes, où les som-
mets et les ars sont expliitement traés, se sont développées es dernières
années, essentiellement pour les arbres, des nouvelles approhes basées sur
des métaphores graphiques ; itons par exemple elle du iruit életronique
(gure 2.13) ou de la métaphore botanique [74℄ (gure 2.14).
Pour tenter de braver la omplexité inhérente aux grands traés, d'autres
modes de représentation ont été proposés. Ils peuvent être basés par exemple
sur une représentation matriielle omme dans les travaux de Ghoniem et
al. [49℄, ou enore, pour les arbres, par un pavage du plan ave la méthode des
Treemap [64℄ (gure 2.15). L'avantage prinipal de ette méthode populaire
est que des arbres de plusieurs entaines de sommets peuvent être représentés
sur un support de petite taille tout en restant lisibles et ompréhensibles pour
un utilisateur ayant intégré le mode de leture.
Ces méthodes, par rapport aux représentations lassiques des graphes, ont
l'inonvénient de néessiter pour l'utilisateur une période d'appropriation du
odage utilisé.
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Fig. 2.12  Graphe représentant un extrait des liens d'un site web dans un
espae 3D hyperbolique. Extrait de [100℄.
Fig. 2.13  Utilisation de la métaphore du iruit életronique pour repré-
senter un arbre.
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Fig. 2.14  Visualisation d'un système de hiers par une métaphore bota-
nique [74℄.
2.6 Les langages de desription
Chaque ommunauté d'utilisateurs utilise souvent ses propres logiiels
de représentation plus ou moins adaptés spéiquement aux besoins d'un
domaine. Malheureusement, la grande majorité de es logiiels utilise leur
propre format de desription de données bien souvent sous la forme d'un
hier texte. Par onséquent, la mise en plae d'un jeu d'essai ommun à
plusieurs logiiels pour, par exemple omparer leurs fontionnalités respe-
tives, n'est pas évidente ; les possibilités d'importation ou d'exportation ave
diérents langages de desription de données étant bien souvent limitées. Ce-
pendant, stimulées par l'émergene réente des solutions utilisant XML
8
, des
tentatives d'uniformisation sont en développement. D'une façon générale, les
langages de desription permettent pour la plupart de simplement dénir un
graphe en dérivant l'ensemble de ses sommets et de ses arêtes ave leurs
attributs de style (e.g. ouleurs, formes, tailles, noms). On peut notamment
iter parmi les plus usités :
 le langage dot qui a été mis au point pour la suite logiielle graphviz
8
Extensible Markup Language, http://www.w3.org/XML/
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(a) Prinipe de réation d'un treemap.
(b) Exemple ave un système de hiers d'environ une douzaine
de répertoires et 240 hiers réalisé ave TreeMap Java Library
(http ://treemap.soureforge.net). Chaque retangle omme elui
ave un fond foné représente un hier. Les regroupements de es
retangles (exemple du retangle ave des bords épais au bas de la
gure) représentent les diérents répertoires.
Fig. 2.15  Les Treemaps : prinipe de onstrution et exemple sur un arbre
de grande taille.
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de AT&T
9
[45℄ permet notamment de traer des graphes en niveaux.
Ce langage permet en plus de regrouper des objets ayant des attributs
ommuns pour former des sous-graphes.
 le langage GML (Graph Modeling Language), qui a été développé
pour la plate-forme Graphlet
10
, dans un but d'uniformisation des dif-
férents langages de desription existant à l'époque de sa réation. Par
rapport au langage dot, GML permet de dérire des informations spéi-
ques néessaires pour la visualisation d'information. Des informations
arbitraires (assoiation de données externes à un sommet par exemple)
peuvent être ajoutées dans les desriptions des omposantes du graphe.
Ainsi un hier GML peut permettre d'émuler de nombreux langages
de desription.
 Les langages basés sur XML ommeGraphXML [60℄ qui est onçu
omme un format d'éhange entre appliations de traés et visualisation
de graphes ou même ave d'autres types d'appliations. Il a aussi pour
avantage d'être plus générique et plus simple à utiliser que GML en e
qui onerne les données externes. On peut aussi iter XGMML
11
qui
est une transformation du langage GML en XML. Plus réemment, le
langage GXL [141℄ (Graph eXhange Language) vise à réer un for-
mat d'éhange entre appliations qui soit le plus standard possible. Ce
langage permet notamment d'émuler tous eux ités préédemment.
 Les librairies en C++ omme LEDA (Library of Eient Data
types and Algorithms) qui est onstituée d'un ensemble de lasses ave
ses propres strutures de données, son propre système de gestion de
mémoire et beauoup de méthodes et d'algorithmes spéiques pour la
desription et la manipulation de graphes d'un point de vue plus théo-
rique que les langages préédents [96℄. On peut aussi iter la librairie
GTL (Graph Template Library)
12
, qui peut être vue omme une ex-
tension des librairies STL
13
pour la manipulation et la desription des
graphes.
9
http://www.graphviz.org/
10
http://www.infosun.fmi.uni-passau.de/Graphlet/
11
Une version de travail des spéiations est disponible à : http://www.s.rpi.edu/
~puninj/XGMML/draft-xgmml-20010628.html
12
http://infosun.fmi.uni-passau.de/GTL/
13
Standard Template Librairies, http://www.sgi.om/teh/stl/
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2.7 Conlusion
La représentation visuelle des graphes repose sur une proédure omplexe
qui intègre bien souvent des ritères subjetifs liés à la pereption du traé par
les utilisateurs. A ela, il faut ajouter les diérentes ontraintes engendrées
par les données qui sont plus ou moins diiles à satisfaire. Les diérentes
setions de e hapitre montrent que :
1. pour le traé statique, il est important de présenter à l'utilisateur un
traé lisible et ompréhensible ar e dernier, s'il est souvent spéialiste
des données, ne l'est pas des méthodes employées pour les représenter.
Ces aratéristiques sont alulées diéremment selon le type de graphe
à traer ;
2. l'extension de es méthodes pour le traé dynamique doit toujours sa-
tisfaire es ontraintes. Mais il faut en plus préserver au mieux la arte
mentale de l'utilisateur entre deux étapes suessives du traé ;
3. pour le traé des grands graphes, la satisfation des ontraintes passe
par une adaptation des méthodes utilisées préédemment. Une onsé-
quene immédiate due à la taille des strutures utilisées est que l'uti-
lisateur ne peut plus la visualiser intégralement et exhaustivement sur
une représentation unique ;
4. pour le traé en trois dimensions, dont la valeur ajoutée reste enore un
sujet d'étude, les nouveaux problèmes posés (e.g. l'olusion) rendent
plus diile la satisfation des ontraintes de lisibilité du traé ;
5. d'autres approhes s'aranhissent de la représentation onventionnelle
sommets-liens. Les plus abouties sont basées sur des odages ortho-
graphiques. Les métaphores graphiques, et leurs prolongements ave
des représentations dans des espaes immersifs sont en plein dévelop-
pement.
La puissane atuelle des ordinateurs permet l'aès à des graphes de toutes
tailles pouvant omporter jusqu'à plusieurs dizaines de milliers de sommets,
la Toile fournissant des exemples extrêmes. Cependant, outre les diul-
tés tehniques liées à la variabilité des environnements informatiques, l'ab-
sene d'un langage standard de desription de graphes ommunément adopté
onduit bien souvent l'utilisateur à se restreindre dans ses usages. Dans la
lignée de l'essor des méta-langages en gestion des onnaissanes, les dévelop-
pements atuels (ex. GXL) permettront peut être de failiter dans un futur
prohe l'interopérabilité entre les représentations et leurs omparaisons.
Les diérentes méthodes présentées, ainsi que les langages de desription
de graphes assoiés peuvent, sûrement aider un utilisateur novie dans le
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hoix d'une méthode de représentation adaptée à sa problématique. Mais
elles sont pour la plupart implémentées dans de nombreux logiiels dont
le hoix peut s'avérer diile. Pour aider l'utilisateur dans e hoix, nous
avons développé un site web, appelé GVSR (Graph Visualization Software
Referenes), présenté omme un annuaire, qui reense pour le moment une
inquantaine de logiiels présentés dans un format homogène sous la forme
de hes desriptives. Ce site est présenté dans l'annexe A page 143.
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D'une façon générale, un traé en niveaux, enore appelé traé hiérar-
hique, d'un graphe onsiste à aeter les sommets sur des niveaux vertiaux
ou horizontaux prédénis ; les ars reliant des sommets de niveaux diérents.
Outre notre problématique en gestion des onnaissanes, ette onvention
de traé est bien adaptée dans de nombreuses appliations (représentation
de strutures de données, artographie de réseaux, représentation d'organi-
grammes, . . . )
1
pour mettre en évidene une struturation sur l'ensemble des
sommets.
1
De nombreux exemples sont disponibles en ligne. Voir notamment http://www.
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Comme nous l'avons vu dans le hapitre préédent, un des ritères ma-
jeurs retenus pour quantier la lisibilité de es traés est elui de la minimisa-
tion des roisements d'arêtes. Ce problème peut sembler à priori plus simple
dans le as des graphes en niveaux que dans le problème général de minimi-
sation du nombre de roisements d'arêtes dans un graphe quelonque dans le
plan. Le nombre de roisements dépend ii de l'ordre des sommets dans les
niveaux et non de leurs positions géométriques. Cependant le problème reste
NP -diile même s'il n'y a que deux niveaux [48℄.
Du fait de son importane appliative, depuis les travaux préurseurs de
Carpano et Wareld [19, 138℄, de nombreuses approhes ont été proposées [7℄.
Certaines sont basées sur une extension du problème à deux niveaux [32, 69℄
(se reporter à un artile réent de Martí et Laguna [93℄ pour une omparaison
de 14 méthodes
2
). D'autres travaux sur le problème multi-niveaux ont montré
expérimentalement l'intérêt des métaheuristiques. Le hoix d'une approhe
pouvant être déliat puisqu'il est subordonné à plusieurs ritères : qualité des
solutions, temps de aluls, . . . Nous avons herhé, avant de rentrer dans
la résolution, à mieux omprendre les spéiités de l'espae de reherhe.
Rosete-Suárez et al. [120, 121℄ ont souligné que la diulté de e problème
est diile à évaluer. Le ritère lassique qui utilise la taille du problème
omme mesure de la omplexité ii l'ordre du graphe n'est pas susant,
la densité du graphe jouant aussi un rle important. Ils mettent en avant la
multimodalité de l'espae de reherhe pour justier la diulté du problème.
Cependant, à notre onnaissane, ette supposition n'a pas été aompagnée
de validations expérimentales signiatives.
An de mieux omprendre les spéiités de l'espae de reherhe, nous
avons mené, en nous basant sur le modèle de Jones et Forrest [65℄ une ana-
lyse statistique dans deux diretions. En nous restreignant tout d'abord à
une famille de diérents petits graphes et à des opérateurs loaux de trans-
formation lassiquement utilisés sur e type de traés (inversion de sommets,
plaement des sommets selon leur position médiane ou baryentrique), nous
avons alulé exhaustivement les espaes de reherhe assoiés. Cette pre-
mière étude nous a permis de onrmer la présene de nombreux optima
loaux et globaux et de préiser quelques propriétés de leurs bassins d'at-
tration. Puis, nous avons étendu notre analyse à des graphes de tailles plus
élevées en reourant à une exploration via des desentes lanées en parallèles.
Si les 5000 desentes que nous avons utilisées ne permettent évidemment pas
de rendre ompte de la omplexité de l'espae de reherhe, les résultats per-
graphviz.org/Gallery.php et http://www.aisee.om/gallery/
2
La onlusion de l'artile est que les métaheuristiques donnent de meilleurs résultats
que les méthodes exates plus lassiques mais ave parfois un temps de alul moins bon.
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mettent de donner quelques arguments en faveur des méthodes stohastiques
apables de hanger de bassin d'attration tardivement dans le proessus de
reherhe.
Ce hapitre ommene par rappeler dans le paragraphe 3.1 une desription
formelle du problème de traé en niveaux qui est utilisée dans le reste de la
thèse. Le paragraphe 3.2 présente un état de l'art des diérentes méthodes
publiées pour le problème de traé statique et les approhes existantes pour le
traé dynamique qui onnaît un regain d'intérêt. Le paragraphe 3.3 rappelle
une desription formelle des espaes de reherhe dans le as général et le
paragraphe 3.4 présente notre modélisation des espaes de reherhe pour
le graphe en niveaux. Nous avons utilisé une modélisation originale sous la
forme d'un graphe en niveaux. Les paragraphes 3.5 et 3.6 présentent les
études statistiques de es espaes de reherhe.
3.1 Formalisation du problème de traé
On onsidère dans la suite un graphe en niveaux aylique G = (V,E)
ave V un ensemble de n sommets et E un ensemble de m ars et une
partition L de V en h niveaux L1, L2, . . . , Lh. Les niveaux sont tels que si
un ar (u, v) ∈ E, ave u ∈ Li et v ∈ Lj , alors i < j. La longueur de
et ar est j − i. Le nombre de sommets pour haque niveau Li est noté
ni. De plus, nous pouvons sans onséquene nous restreindre à des graphes
propres qui ont la propriété d'avoir des ars dont la longueur est xé à 1.
Cette propriété est obtenue en remplaçant un ar de longueur λ par un
hemin omposé de λ− 1 sommets virtuels sur haque niveau intermédiaire
(gure 3.1). Par onvention, nous onsidérons que les diérents niveaux sont
représentés vertialement.
L'ordre des sommets sur haque niveau Lk est déni par πk : Lk →
{1, 2, . . . , nk}, où πk(u) = i signie que le sommet u ∈ Lk est à la position
i sur Lk. Inversement, σk(i) = π
−1
k (u) indique le sommet qui se trouve à la
position i dans le niveau Lk. Un traé de G est don l'ensemble des ordres
Π = {π1, π2, . . . , πh} dénis sur haque niveau Lk.
Si l'on onsidère omme ritère la minimisation des roisements d'ars, le
problème du traé du graphe G se pose omme le problème d'optimisation
suivant : trouver un ordre optimal des sommets Π̂ appartenant à l'ensemble
des traés possibles Ω du graphe G qui réduise au maximum le nombre de
roisements d'ars, noté c (Π). Comme nous l'avons indiqué dans l'introdu-
tion de e hapitre, e problème est NP -diile [48℄.
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(a) Un traé ave des ars de longueurs va-
riables.
sommet virtuel
L1 L2 L3 L4 L5
σ4(3) = g
π3 (d) = 3
(b) Le même traé ave des sommets
virtuels.
Fig. 3.1  Transformation d'un graphe en un graphe propre ave des sommets
virtuels.
3.2 Etat de l'art pour le problème statique
La majorité des méthodes de traés pour le problème multi-niveaux se
basent, au moins partiellement, sur l'heuristique de Sugiyama et al. [128℄
qui permet de dessiner des graphes en niveaux sans yle en minimisant le
nombre de roisements d'ars. Cette heuristique est implémentée dans de
nombreux logiiels de manipulation de graphes tel que le fameux dot de
la suite Graphviz de AT&T [37℄. La version de base se déompose en quatre
étapes (voir la gure 3.2) :
1. Suppression des yles. Obtenue, pour haque yle, en inversant un
ar bien hoisi
3
. A la n de l'algorithme, l'ar retrouve son sens initial.
2. Mise en plae des sommets dans les niveaux. Les sommets sont
rangés dans les niveaux de telle sorte que tous les ars aillent dans le
même sens. Le graphe est ensuite rendu propre. Les sommets virtuels
sont néessaires pour la plupart des méthodes de rédution du nombre
de roisements d'ars. Ils sont supprimés lors de la dernière étape.
3
La omplexité de l'algorithme de détetion des iruits dans un graphe est simplement
fontion du nombre de sommets [97℄ alors que le problème de leur suppression est NP -
diile.
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f
e
c
d
b
a
g
Etape 1
Suppression des cycles en inversant 2 arcs
(représentés en pointillés)
c e f
a
b
d
g
Etape 3
f
e
c
d
b
a
g
Un graphe à dessiner avec une représentation 
hiérarchique
b
ec
a
g
d
f
Etape 4
secondaires et remise des arcs dans le bon sens.
Dessin final en améliorant des critères esthétiques
fc
a
d
g
b
e
Etape 2
Les sommets sont ordonnés dans les niveaux et le
graphe est rendu propre.
Réduction du nombre de croisements
Début
Soit un graphe G ave V = {a, b, c, d, e, f, g} et E =
{(a, b), (a, g), (a, e), (b, d), (c, d), (e, c), (d, f), (e, f)}.
Fig. 3.2  Les diérentes étapes de l'heuristique de Sugiyama pour le traé
de graphes niveaux [27, 34℄.
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3. Rédution du nombre de roisements. Elle est obtenue par l'ap-
pliation de diverses méthodes d'optimisation, présentées i-dessous.
4. Aetation des oordonnées géométriques aux sommets. A
haque niveau est assoié une oordonnée sur l'axe des absisses pour
les sommets dans le as d'une représentation vertiale. L'ordonnée est
alulée en optimisant des ritères esthétiques seondaires tels que la
minimisation de la longueur des ars ou le respet du rapprohement
de ertains sommets à ause de leur sémantique assoiée.
Les méthodes de rédution des roisements peuvent se lasser en deux grandes
lasses : les méthodes loales souvent déterministes, et plus réemment les
métaheuristiques (reherhe Tabou, GRASP et algorithmes génétiques).
3.2.1 Transformations loales
Ces méthodes ont été les premières à être publiées (voir Laguna et al. [83℄
pour une hronologie détaillée). Elles suivent pour la majorité d'entre elles le
même prinipe : les sommets d'un niveau sont réordonnés pendant que l'ordre
des sommets dans les autres niveaux reste xe. Les diérents niveaux du
graphe sont parourus séquentiellement les uns après les autres. Il existe deux
grandes familles d'heuristiques : (1) elles qui se basent sur la permutation des
sommets dans les niveaux en utilisant diretement le nombre de roisements
omme dans les tris lassiques [138℄ ; (2) des heuristiques basées sur le alul
d'une moyenne
4
dont l'idée sous-jaente est que le nombre de roisements
diminue si un sommet est plaé à peu près au milieu de ses voisins sur les
niveaux adjaents. Cei revient à herher les traés où les ars sont les
plus horizontaux possibles. Le alul des moyennes est basé sur elui d'un
baryentre [128℄, d'une médiane [35℄, ou des variantes pouvant utiliser les
deux opérateurs [47, 122℄.
3.2.2 Métaheuristiques
Reherhe Tabou
Si les origines de ette métaheuristique remontent à la n des années 70
son essor date des années 80 [50℄. La spéiité de ette méthode est de
diriger un proessus de reherhe en lui imposant des restritions pour bien
appréhender les passages diiles et ainsi éviter des opérations inutiles
(d'où le terme tabou qui est ii simplement synonyme d'interdit) [81℄.
4
Averaging heuristis
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Une appliation pour le traé de graphes en niveaux a été publiée par
Laguna et al. en 1997 [83℄ et adaptée ensuite pour le problème à deux ni-
veaux [91℄. Pour le problème multi-niveaux, l'algorithme ombine deux étapes
qui peuvent être répétées plusieurs fois : (1) la reherhe d'un optimum lo-
al et (2) une reherhe dans le voisinage de et optimum pour essayer de
l'améliorer.
La première étape onsiste à séletionner les niveaux selon leur impor-
tane à engendrer des roisements (l'importane d'un niveau est la somme
du degré de ses sommets). Ensuite haque sommet est permuté ave les autres
sommets de son niveau. L'inversion qui est onservée est elle qui supprime le
plus grand nombre de roisements. En as d'égalité entre plusieurs solutions,
elle qui plae les sommets au plus près de leur baryentre est onservée. Dès
qu'un niveau est entièrement réorganisé, il est marqué tabou et ne peut plus
être séletionné. Il esse d'être tabou dès qu'un de ses niveaux adjaents est
réorganisé. Cette première étape s'arrête quand tous les niveaux sont tabous.
Ensuite la phase de reherhe loale onsiste à hoisir aléatoirement un
sommet u et à le plaer à π(u)+1 ou π(u) ou enore π(u)−1 selon la position
qui minimise le nombre de roisements. Cette étape de reherhe loale est
répétée 25× n fois, le nombre d'itérations étant xé par les auteurs.
Les expérimentations ont été eetuées sur un ensemble de 180 graphes
dont l'ordre de la majorité est ompatible ave un traé sur un éran d'ordi-
nateur (les autres graphes ont un ordre très important). Deux versions de la
reherhe Tabou sont présentées : une qui fournit des résultats rapidement
et l'autre qui fournit des résultats de la meilleure qualité possible. Chaque
version donne des résultats meilleurs que les heuristiques basées sur les trans-
formations loales ave une domination de la version entrée sur la qualité des
solutions engendrées. Le temps de alul de la version rapide est équivalent
à elui des méthodes basées sur les transformations loales.
GRASP
GRASP pour Greedy Randomized Adaptive Searh Proedures [42, 114℄
a été développé à la n des années 80. C'est une heuristique à départs mul-
tiples faile à implémenter et qui ne néessite que peu de paramètres. Elle
se déompose en deux étapes. La première onsiste à onstruire de façon
judiieuse, élément par élément, une solution initiale du problème à traiter.
La deuxième étape est une reherhe loale dirigée pour améliorer signi-
ativement la solution onstruite préédemment. Un avantage important de
GRASP est que si l'amélioration qui peut être obtenue risque d'être faible
(alul d'une probabilité), alors l'algorithme n'eetue pas les aluls.
Une version pour le problème du traé à deux niveaux a d'abord été
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publiée [82℄ puis elle a été étendue pour le problème multi-niveaux [92℄. La
onstrution de la solution initiale s'eetue sommet par sommet. Un premier
sommet est hoisi aléatoirement parmi eux ayant un degré maximal pour le
graphe à onstruire. Puis e sommet est plaé sur son niveau à une position
aléatoire. Les sommets suivants sont positionnés selon le alul d'un bary-
entre en utilisant les sommets déjà plaés. Le hoix des sommets à plaer
s'eetue par ordre déroissant de leur degré. En eet on peut intuitivement
penser qu'un sommet ave un degré élevé induit plus de roisements d'ars
qu'un sommet ave un degré plus faible. La phase de reherhe loale est
ensuite appliquée sur haun des sommets pris par ordre déroissant de leur
degré. Dans la mesure du possible, inq positions diérentes sont testées de
πk(u)− 2 jusqu'à πk(u) + 2. Le sommet est plaé à la position qui minimise
le nombre de roisements. La phase d'amélioration est répétée tant qu'au
moins un sommet hange de plae et si l'algorithme estime que le nombre de
roisements sera réduit de façon signiative lors de l'étape suivante.
Les expérimentations eetuées sur un ensemble de 180 graphes, équi-
valent à elui utilisé pour la reherhe Tabou, montrent que les traés obtenus
sont de meilleures qualités que eux obtenus ave les transformations loales
pour des temps de aluls équivalents. Les résultats sont toutefois moins bons
que eux obtenus ave la méthode Tabou.
Reuit simulé
Davidson et Harel [25℄ ont présenté une méthode basée sur du reuit
simulé pour des graphes non orientés. La fontion de oût essaye de modéliser
la qualité visuelle du traé : les utilisateurs peuvent diretement paramétrer
des poids sur les divers ritères esthétiques utilisés (nombre de roisements,
distribution des sommets dans l'espae, longueur des ars). La méthode du
reuit-simulé est onnue pour avoir des temps de alul importants et ne peut
don être utilisée que pour des graphes dont l'ordre est faible.
3.2.3 Algorithmes génétiques
Les résultats enourageants des algorithmes génétiques dans de nombreux
problèmes d'optimisation ombinatoire, où le alul d'une solution exate est
prohibitif ou tout simplement impossible, ont stimulé diérents développe-
ments pour des problèmes de traés. Suite au travaux préurseurs de Groves
et al. [53℄ et Kosak et al. [78℄ de nombreuses méthodes souvent dérivées de
es deux premières sont apparues. L'atout majeur avané des algorithmes
génétiques par rapport aux autres méthodes pour le traé de graphes est leur
failité à prendre en ompte simultanément de nombreux ritères esthétiques
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Fig. 3.3  Exemple de graphe non orienté dont les sommets sont plaés sur
une grille.
qui peuvent être dénis par l'utilisateur dès qu'un odage informatique est
possible [119℄. Ils sont aussi adaptables aux diérents types de graphes tels
que les graphes non orientés [13, 38, 61, 76, 79, 119, 121, 130℄ ou orien-
tés [89, 94, 105, 132℄.
Les algorithmes sont bien souvent multiobjetifs et prennent en ompte
de nombreux ritères esthétiques. On retrouve le plus souvent : rédution du
nombre de roisements d'arêtes, rédution de la longueur des arêtes ou de la
distane entre les sommets, rédution des angles entre des sommets adjaents,
. . . [13, 61, 79℄. Un ritère réurrent, suggéré par Hobbs et Rodgers [61℄,
est d'utiliser au maximum l'espae alloué au traé. Cet espae est déoupé
omme une grille et le problème se résume à optimiser les oordonnées des
sommets sur la grille (gure 3.3) [38, 130℄. Ces ritères peuvent aussi être
pondérés selon leurs importanes pour l'utilisateur [121℄.
Les diérentes expérimentations montrent que le hoix de bons opérateurs
de roisements, le plus souvent dédiés au problème, est fondamental. Ces opé-
rateurs entraînent l'apparition de nombreuses ontraintes supplémentaires
qui augmentent sensiblement le temps de alul. Ils sont souvent diiles à
onevoir [38℄. Branke et al. [13℄ montrent même que parfois la ombinai-
son de deux individus bien adaptés peut ne pas produire un individu enore
mieux adapté mais au ontraire un individu très mauvais (le prinipe des
shémas ou briques de bases [51℄ ne s'applique pas). Ils suggèrent même de
supprimer les opérateurs de roisements et de n'utiliser que des stratégies
évolutionnaires basées exlusivement sur des opérateurs de mutations.
La majorité des auteurs onluent que les algorithmes génétique trouvent
un bon traé rapidement mais que le temps néessaire pour aner e traé et
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déteter qu'il est de bonne qualité est très important. Deux approhes sont
envisagées pour résoudre e problème. La première onsiste à hybrider l'algo-
rithme par une phase de reherhe loale, basée sur une stratégie de desentes
utilisant des transformations loales [61℄ ou des algorithmes spéiques [13℄
(algorithmes à modèle de fore). En utilisant des méthodes onnues pour
trouver de bon résultats rapidement, ette hybridation ontribue à amélio-
rer le temps de onvergene des algorithmes [132℄. La deuxième approhe
est l'utilisation de stratégies élitistes lors de la séletion des individus. Elle
onsiste à préserver le meilleur individu [13, 38, 130℄.
Pour le traé orienté, une méthode originale publiée par Uteh et al. [132℄
pour les graphes orientés sans iruit se base sur l'heuristique de Sugiyama.
Elle permet de simultanément ranger les sommets dans les niveaux et optimi-
ser le nombre de roisements. Même ave ette dernière méthode optimisée
spéiquement pour e type de traé, les temps de alul restent élevés par
rapport à eux obtenus ave des transformations loales pour des qualités de
résultats équivalentes.
3.2.4 Grimpeurs stohastiques
Le prinipe général d'un grimpeur stohastique est simple : une solu-
tion aléatoire du problème à traiter est réée puis elle est améliorée par des
appliations suessives d'un opérateur de transformation tant que ela est
possible. Bien souvent plusieurs grimpeurs sont lanés en parallèle.
Grâe à leur simpliité de mise en ÷uvre, les grimpeurs stohastiques
peuvent être utilisés pour la omparaison des performanes ave d'autres mé-
thodes d'optimisation. En eet, Rosete et al. [120℄ regrettent qu'ils ne soient
pas plus souvent utilisés dans e adre ar leur simpliité permet bien souvent
de trouver de bons résultats rapidement. En s'appuyant sur des expérimen-
tations menées sur un problème de traé de graphes simples, ils remarquent
aussi que même si la meilleure solution n'est pas toujours trouvée par les
grimpeurs stohastiques, ils terminent bien souvent sur une solution aep-
table bien plus rapidement que d'autres méthodes basées sur des stratégies
évolutionnaires.
3.2.5 Extension au traé dynamique
Certains auteurs remarquent que leur méthode est inutilisable pour du
traé dynamique, bien souvent à ause du temps de alul trop important.
C'est le as pour la version produisant les meilleurs résultats possibles pour la
méthode basée sur la reherhe Tabou [83℄, ou elle ave le reuit simulé [25℄.
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Pour ette dernière méthode, les auteurs ont tout de même ajouté la possi-
bilité d'animer les diérentes étapes de l'optimisation du traé. En revanhe,
d'autres auteurs ont intégré la ontrainte du traé dynamique pendant la
oneption de leurs algorithmes. D'une façon générale, toutes les méthodes
onçues pour le traé statique qui ont des temps de alul ourts, sont de
bonnes andidates pour le traé dynamique omme les transformations lo-
ales et GRASP. Certains algorithmes ont diretement été onçus pour le
traé dynamique :
 GALAPAGOS de T. Masui [94℄ est un algorithme génétique qui permet
de spéier dynamiquement des ontraintes sur le traé du graphe.
En revanhe, il ne prend pas en ompte l'ajout ou la suppression de
sommets et/ou d'ars ;
 ertaines méthodes permettent diretement à l'utilisateur d'agir sur le
proessus de traé omme dans [80℄ ;
 es ations de l'utilisateur peuvent se traduire par l'ajout de ontraintes
sur le traé omme dans les travaux de Böhringer et Paulish [17℄, He
et Marriott [57℄, ou le système GDHints de Nasimento et Eades [29℄.
Ce dernier est basé sur un algorithme génétique dynamique, qui est
lui même une extension de leur travail sur l'heuristique de Sugiyama à
laquelle est ajoutée une gestion de ontraintes [30℄. Dans es diérents
travaux, le té dynamique ne signie pas que l'utilisateur regarde sim-
plement le graphe évoluer. Il partiipe aussi ativement au proessus
en guidant l'algorithme vers des parties du traé non optimisées ou en
ajoutant des ontraintes sur le plaement des sommets an de réduire
l'espae de reherhe ;
 Dynadag de North et al. [104, 37℄ est une version spéique de l'algo-
rithme dot qui est lui même basé sur l'heuristique de Sugiyama.
3.3 Les paysages de reherhe
Avant de onevoir un algorithme pour la résolution d'un problème d'op-
timisation, il est utile de onnaître au préalable les propriétés struturelles
de l'espae de reherhe
5
.
Introduite par le biologiste S. Wright en 1932 pour illustrer sa théorie sur
l'évolution des espèes [142℄, l'étude des paysages de reherhe a été reprise
en optimisation. Elle permet d'aider à la ompréhension de la distribution
des diérentes solutions, et plus partiulièrement leur qualité et le nombre
d'optima loaux et globaux du problème. Selon Jones [65, 67℄, repris ensuite
5
tness landsape
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par Vassilev [133℄, un paysage de reherhe peut être déni par 3 ompo-
santes : le odage des solutions (génotype), une appliation f : S → R, où
S est l'ensemble des solutions du problème traité, qui assoie à haque so-
lution s ∈ S une valeur numérique f(s) (fontion objetif ou d'adaptation)
et un opérateur de transformation φ qui dénit une relation de voisinage sur
l'ensemble des solutions. On suppose ii que S est ni.
3.3.1 Struture d'un paysage de reherhe
Notion de voisinage
Cette notion est dénie de façon univoque pour haque opérateur de
transformation. Soit φ un opérateur permettant de passer d'un point v du
paysage à un autre point w et Sφ l'ensemble des points du paysage assoié à
φ. Le voisinage d'un point v pour l'opérateur φ est déni par :
Nφ(v) = {w ∈ Sφ |φ(v) = w} (3.1)
On dit alors que w est voisin de v pour l'opérateur φ.
Représentation des optima
On suppose ii que la fontion objetif f est une fontion d'adaptation à
maximiser. Un optimum est alors un point du paysage dont tous les voisins
ont une valeur d'adaptation inférieure. Un optimum est déni de façon uni-
voque pour haque opérateur φ. Soit v, w ∈ Sφ, on dit que v est un maximum
pour son voisinage si :
∀w ∈ Nφ(v)⇒ f(v) ≥ f(w) (3.2)
v est aussi appelé un optimum loal.
Un optimum global o est tel qu'il n'existe pas d'autre point du paysage
qui ait une valeur de la fontion d'adaptation supérieure :
∀w ∈ Sφ ⇒ f(o) ≥ f(w) (3.3)
Plateaux
Un plateau est un ensemble de sommets M voisins au sens de φ qui ont
tous la même valeur d'adaptation. Un plateau P peut se dénir formellement
omme :
M ⊆ Sφ, |M | > 1 : ∀ (vi, vj) ∈ M
2, f (vi) = f (vj)
ave ∀vk ∈M, ∃vl ∈ M |vk ∈ Nφ (vl)
(3.4)
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Fig. 3.4  Surfae quadratique
Bassin d'attration
Un bassin d'attration Bφ est un ensemble de points voisins au sens de φ
qui permettent d'atteindre un optimum vn par des transformations sues-
sives ave un aroissement strit de la fontion d'adaptation :
Bφ (vn) = {v0 ∈ Sφ |∃v1, . . . , vn ∈ Sφ ave vi+1 ∈ Nφ (vi)
pour 0 ≤ i ≤ n}
(3.5)
La taille d'un bassin d'attration est le nombre de points du paysage qu'il
ontient.
3.3.2 Diérents types de paysages
Lorsque l'on est onfronté à un problème d'optimisation ombinatoire, on
ne onnaît bien souvent pas a priori la struture du paysage de reherhe.
Cependant, leurs propriétés sont fondamentales pour le hoix d'une méthode
appropriée. Nous illustrons ette relation entre la struture de l'espae de
reherhe et le hoix d'une méthode dans le as ontinu en reprenant une
petite typologie proposée par Renders [113℄ :
1. Les surfaes linéaires ou quadratiques (gure 3.4).
Il existe des méthodes apables de résoudre de tels problèmes en un
nombre ni d'itérations.
2. Les surfaes unimodales (gure 3.5).
Plusieurs méthodes simples sont possibles tels que des grimpeurs sto-
hastiques.
3. Les surfaes multimodales simples (gure 3.6).
Des grimpeurs stohastiques travaillant en parallèle permettent d'ob-
tenir des bons résultats.
4. Les surfaes unimodale à gros grains (gure 3.7).
Ces surfaes peuvent être onsidérées omme des surfaes unimodales
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Fig. 3.5  Surfae unimodale
Fig. 3.6  Surfae multimodale simple
bruitées. Une méthode tolérant une dégradation modérée et temporaire
des solutions pendant la reherhe telle que le reuit-simulé [73℄ fournit
de bons résultats.
5. Les surfaes multimodales à struture ombinative (gure 3.8).
Ii la position des optima loaux renseigne sur elle des optima globaux.
Il faut utiliser une méthode apable d'exploiter la struture de la gure
omme un algorithme génétique hybridé par un grimpeur stohastique.
L'hybridation par une méthode de type grimpeur permet d'aélérer la
reherhe des optima loaux.
6. Les surfaes multimodales sans struture partiulière (gure 3.9).
Ces surfaes n'ayant auune struture partiulière, auune méthode
n'est vraiment adaptée. Une bonne solution est de reourir à des tirages
Fig. 3.7  Surfae unimodale à gros grains
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Fig. 3.8  Surfae multimodale à struture ombinative
Fig. 3.9  Surfae multimodale sans struture partiulière
aléatoires pendant un temps donné.
7. L'aiguille dans la botte de foin (gure 3.10).
Sans ommentaire.
8. Les surfaes ave des plateaux (gure 3.11).
Ces surfaes sont diilement exploitables par des grimpeurs stohas-
tiques. En revanhe les algorithmes génétiques sont eaes grâe à
leur apaité d'exploration de l'espae de reherhe.
Fig. 3.10  L'aiguille dans la botte de foin
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Fig. 3.11  Surfae ave des plateaux
3.4 Paysages de reherhe pour le traé de graphes
en niveaux
Nous avons herhé à appliquer les onepts présentés préédemment
au problème de traé de graphes en niveaux. Dans e as, un paysage de
reherhe peut se modéliser par un graphe, appelé dans la suite graphe-
paysage (GP). Les sommets D du GP sont les diérents traés possibles Ω
du graphe G à traer. Deux sommets D1 et D2 sont dans le même niveau
s'ils ont la même valeur de la fontion d'adaptation, qui est simplement le
nombre de roisements : c (D1) = c (D2). Il existe un ar entre deux sommets
D0 et D1 si le résultat de l'appliation d'un opérateur de transformation,
noté O, sur le traé représenté par D0 permet d'obtenir le traé représenté
par D1 : D1 = O (D0). L'opérateur de transformation retenu onsiste simple-
ment à permuter deux sommets adjaents dans un niveau. Une appliation
de l'opérateur n'est onservée que si le nombre de roisements est amélioré :
c (D1) < c (D0). La gure 3.12 est un extrait d'un GP assoié à un petit
graphe de 8 sommets.
Un optimum loal est un sommet D˜ ∈ Ω tel que
c
(
D˜
)
≤ c (DN) , ∀DN ∈ NO
(
D˜
)
(3.6)
où NO
(
D˜
)
est l'ensemble des voisins de D au sens de l'opérateur O. Les
sommets D4 et D5 sur la gure 3.12 sont des optima loaux.
Un optimum global est un sommet D̂ ∈ Ω tel que
c
(
D̂
)
≤ c (D) , ∀D ∈ Ω (3.7)
Le sommet D3 sur la gure exemple est un optimum global.
Le bassin d'attration BO
(
D̂n
)
d'un optimum D̂n est l'ensemble des som-
mets :
BO (Dn) = {D0 ∈ Ω; ∃D1, . . . , Dn−1 ∈ Ω
ave Dj+1 ∈ NO (Dj) et c (Dj+1) < c (Dj) , ∀j = 0, . . . , n− 1}
(3.8)
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 Les sommets inversés par une appliation de O sont dessinés en gras.
 BO (D3) = {D0,D1}
 D3 est un optimum global. D4 et D5 sont des optima loaux.
Fig. 3.12  Extrait d'un graphe-paysage assoié à un petit graphe.
Le bassin d'attration de l'optimum global D3 est omposé de B =
{D0, D1}. Le tableau 3.1 réapitule les diérentes notions assoiées à un
paysage de reherhe ave leur équivalent dans un GP.
La gure 3.13 représente le GP omplet assoié à la gure 3.12. Les som-
mets les plus à gauhe (resp. à droite) sont eux ayant le plus (resp. le moins)
de roisements. Une onséquene de la dénition hoisie de l'opérateur de
transformation, qui ne retient que les appliations améliorant le nombre de
roisements, est qu'un graphe-paysage n'est pas forément onnexe. Une ap-
pliation de l'opérateur peut permettre de transformer un sommet d'un ni-
veau en un autre sommet du même niveau. Nous avons hoisi de ne pas
représenter de tels ars à ause de la omplexité des aluls mis en ÷uvre par
la suite et aussi dans un but de simpliation des diérentes représentations.
Notons que la dénition 3.8 d'un bassin d'attration pour les GP qui
dérive du as ontinu, permet des intersetions non vides entre les bassins
d'attration des optima loaux et eux des optima globaux. Sur la gure 3.14
qui est un zoom sur une partie du GP de la gure 3.13, le sommet représenté
par un retangle en pointillé (situé dans le niveau le plus à gauhe) appartient
à la fois au bassin d'attration d'un optimum loal et à elui d'un optimum
global. Cette aratéristique souvent ignorée dans la littérature a des onsé-
quenes importantes sur les proessus de reherhe. De plus et exemple
onrme que le fait de ne onserver que le meilleur traé après appliation
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La portion de e GP représentée ave des sommets et des ars en gras est la -
gure 3.12.
Fig. 3.13  Représentation d'un graphe-paysage pour l'opérateur d'inversion
de sommets adjaents.
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Notion Paysage de reherhe Graphe-paysage
Points du paysage x, v, o Dn
Fontion d'adaptation f(x) c (Dn)
Opérateur de transformation φ (x) O(Dn)
Voisinage Nφ (x) NO (Dn)
Optimum loal v D˜
Optimum global o D̂
Bassin d'attration Bφ (x) BO (Dn)
Tab. 3.1  La modélisation des paysages de reherhe par un graphe-
paysage.
Le zoom est eetué autour du sommet représenté en pointillés sur la gure 3.13
(situé ii dans le niveau le plus à gauhe). Il se situe dans le troisième niveau en
partant de la gauhe et 'est le huitième sommet en partant du haut.
Fig. 3.14  Zoom sur le graphe-paysage de la gure 3.13.
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de O, desente simple souvent utilisée en optimisation ombinatoire, ne
permet pas forément de onduire à un optimum global.
L'ordre d'un GP pour l'opérateur O d'inversion de sommets adjaents
est :
h∏
k=1
nk! (3.9)
A titre d'illustration, malgré le faible nombre de sommets du graphe ser-
vant de support dans l'exemple, seulement huit sommets, le GP possède déjà
une ertaine omplexité : il y a 72 sommets répartis en 2 optima globaux, 6
optima loaux, 14 sommets appartenant uniquement au bassin d'attration
d'un optimum global, 13 sommets appartenant uniquement au bassin d'at-
tration d'un optimum loal et les 37 derniers sommets sont dans les deux
types de bassins d'attration.
3.5 Analyse statistique pour des petits graphes
Pour mieux se rendre ompte de la diulté du problème et essayer de
onstruire une méthode d'optimisation adaptée, nous avons eetué une ana-
lyse statistique des GP assoiés à l'opérateur d'inversion de sommets adja-
ents pour un ensemble de petits graphes. Nous avons, pour ela, engendrés
exhaustivement les GP assoiés à un ensemble ∆ de 1875 petits graphes
en niveaux qui ne soient pas des arbres, qui soient onnexes et tels que
h∏
k=1
nk! ≤ 2000. L'ordre moyen des GP obtenus est de 925 sommets.
Desription des GP
La première partie de l'analyse porte sur la distribution des optima et
le omportement de la fontion d'adaptation. Ces informations renseignent
diretement sur la omplexité du paysage.
Diérentes approhes statistiques ont été proposées pour analyser la dis-
tribution des optima. La tness distane orrelation (FDC) proposée par
Jones et Forrest [66℄ est une mesure relativement populaire pour des pro-
blèmes dont les optima globaux sont onnus. Elle permet de mesurer la or-
rélation entre diérentes valeurs de la fontion d'adaptation ave la distane
par rapport à un optimum global. Dans notre as, plus on s'approhe d'un op-
timum, plus la valeur de la fontion d'adaptation (le nombre de roisements
d'ars) est petite et don plus la valeur de la FDC devrait tendre vers 1. Son
alul dépend du hoix d'une métrique permettant de dénir une distane
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Fig. 3.15  Distribution des valeurs pour la tness-distane orrelation.
entre les sommets du paysage. Nous avons hoisi une métrique simple basée
sur le nombre de permutations entre les sommets. Soit Di et Dj deux traés
appartenant à Ω ave σki et σkj leur position respetive sur haque niveau lk
appartenant à l'ensemble des niveaux LGP du GP. La distane entre Di et
Dj est dénie par :
d (Di, Dj) =
h∑
k=1
|C (σki, σkj)| où C (σki, σkj) = {u; σki(u) 6= σkj(u)} (3.10)
On onsidère l'ensemble C = {c1, c2, . . . , cs} des valeurs prises par la
fontion d'adaptation pour un ensemble de s sommets et l'ensemble assoié
D = {d1, d2, . . . , ds} des s distanes de es individus par rapport à l'optimum
global le plus prohe. La FDC est le ÷ient de orrélation r tel que :
r =
covCD
σC × σD
(3.11)
ave
covCD =
1
n
h∑
i=1
(ci − c)
(
di − d
)
(3.12)
qui est la ovariane de C et D, et σC , σD, c et d sont respetivement les
éart-types et les moyennes des ensembles C et D.
La valeur moyenne de FDC sur l'ensemble des GP de ∆ est 0.47. Cette
valeur élevée est partiellement expliquée par la taille réduite des instanes.
Néanmoins, malgré ette petite taille, des variations importantes peuvent
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apparaître (gure 3.15). L'éhelle donnée par Jones et Forrest, indique que
ertaines instanes peuvent être onsidérées omme failes ou très failes
(FDC élevée) alors que d'autres sont diiles (FDC faible) et néessitent
un nombre important d'étapes intermédiaires avant la onvergene vers un
optimum global.
Le alul exhaustif de es GP permet d'aner e premier résultat ma-
rosopique par une analyse de la distribution des optima loaux et globaux.
Il existe au moins un optimum loal dans 76% des as et la majorité des
paysages sont multimodaux : le nombre moyen d'optima loaux est de 34.9
et elui des optima globaux de 36.1. La distribution de es optima est très
variable selon les graphes : l'éart-type de la moyenne du nombre d'optima
loaux (resp. optima globaux) est de 37.6 (resp. 79.8).
Lorsque les optima loaux sont nombreux, il est important de onnaître
leur qualité, 'est à dire leur hauteur relative par rapport aux optima globaux.
La hauteur relative h (Di) d'un optimum loal Di par rapport à un optimum
global D̂ peut être mesurée en alulant le ratio suivant :
h (Di) = 1−
c (Di)− c
(
D̂
)
c (Dw)− c
(
D̂
)
(3.13)
où c (Dw) est le nombre de roisements du plus mauvais dessin possible
6
.
Si h (Di) est prohe de 1, alors l'optimum loalDi peut être onsidéré omme
une solution aeptable. La distribution de la hauteur des optima loaux pour
∆ est donnée sur la gure 3.16. Il faut noter que 63% des optima ont une
hauteur inférieure à 0.8 et ne peuvent don pas être onsidérés omme des
solutions aeptables.
Convergene sur un optimum loal
Nous avons vérié expérimentalement que les optima loaux sont nom-
breux et que leur qualité peut parfois être mauvaise par rapport à elle d'un
optimum global. De plus, l'intersetion des bassins d'attration des optima
loaux et globaux étant non vide, il est intéressant de onnaître la propension
d'une méthode simple à onverger vers des optima loaux plutt que vers des
optima globaux. Nous avons estimé ette probabilité sur notre éhantillon ∆
pour une méthode de desente donnée dans l'algorithme 3.1.
Soit nno le nombre de parours eetués par la desente (par dénition,
'est le nombre de sommets qui ne sont pas des optima) et nl le nombre
6c (Dw) est introduit ii ar bien souvent les optima globaux des graphes de petites
tailles sont sans roisement et aussi ar nous avons généré les graphes-paysages exhausti-
vement.
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Fig. 3.16  Hauteur relative des optima loaux.
Algorithme 3.1Méthode de desente pour estimer la probabilité de trouver
un optimum loal vs global
Entrée : un GP à parourir
Sortie : un optimum de e GP
Variables : le nombre total de parours nno, nl le nombre de parours onver-
geant sur un optimum loal et u, o des sommets du GP
Début
nno ← 0
nl ← 0
Pour haque sommet u du GP faire
Si u n'est pas un optimum alors
nno ← nno + 1
Répéter
Choisir le meilleur voisin de u
Jusqu'à trouver un optimum o
Si o est un optimum loal alors
nl ← nl + 1
Fin Si
Fin Si
Fin Pour
Renvoyer nno et nl
Fin
Si pour le hoix du meilleur voisin, plusieurs sommets ont le même nombre de
roisements, un des sommets est hoisi au hasard.
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(b) Version 2 de l'heuristiques de desente.
Fig. 3.17  Probabilité d'atteindre un optimum loal.
de parours onvergeant sur un optimum loal. La probabilité pl de rester
bloqué sur un optimum loal est donnée par nl/nno. L'estimation moyenne
sur ∆ est de 0.31. Bien que les aluls soient eetués sur des petits graphes
et que tous les voisins de haque sommet des GP soient onnus, ette valeur
est loin d'être négligeable.
Une fois enore, la distribution des valeurs n'est pas homogène (gure 3.17-
a) : 19.71% des as où pl < 0.1 peuvent être onsidérés omme failes, et
20.87% des as où pl > 0.5 peuvent être onsidérés nettement plus diiles.
Dans es derniers, il est néessaire de mettre en ÷uvre des stratégies de
reherhe plus adaptées aux spéiités du problème.
De par la forme partiulière des bassins d'attration, deux situations dié-
rentes sont possibles selon le sommet de départ de la desente : (i) le sommet
appartient seulement au bassin d'attration d'un optimum loal ou global et
(ii) e sommet se situe à l'intersetion des deux types de bassin d'attra-
tion. Pour le deuxième as, le hoix du sommet suivant dans la desente est
important. En eet omme nous l'avons déjà illustré préédemment, le fait
de hoisir le meilleur voisin peut ne pas faire onverger la desente sur un
optimum global. Pour mesurer l'importane de e dernier point, nous avons
légèrement modié l'algorithme de la desente an que le sommet de départ
soit uniquement à l'intersetion des deux types de bassins d'attration. La
nouvelle estimation moyenne de trouver un optimum loal est de 0.14. Elle
dépasse 0.2 pour 32% des graphes (voir gure 3.17-b pour la distribution des
valeurs).
Cette valeur non nulle montre bien la omplexité de l'espae de reherhe
pour le problème du traé de graphes en niveaux. Les proédures appli-
quées lassiquement en optimisation ombinatoire utilisées ii (ex. hoisir
le meilleur voisin) ne sont pas susantes. Lors de l'optimisation d'un traé,
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des ritères supplémentaires pour le hoix d'un voisin ou des opérateurs de
transformations plus omplexes sont néessaires.
3.6 Analyse statistique pour des grands graphes
Nous avons herhé à vérier si les aratéristiques assoiées à la om-
plexité de la reherhe d'un optimum global se retrouvent sur des graphes
plus grands dont les aratéristiques sont plus prohes de elles des graphes
que l'on peut renontrer en Gestion des Connaissanes. Cette étude appro-
fondit un travail préédent mené par R. Lehn et P. Kuntz [87℄ sur une analyse
partielle des graphes-paysages assoiés à des grands graphes ave un ensemble
de 1000 desentes à départs multiples.
Soit ∆′ un ensemble de 300 graphes en niveaux qui ne soient pas des
arbres, qui soient onnexes ave un nombre de niveaux ompris entre 4 et
40 et un nombre de sommets par niveaux ompris entre 3 et 15. La taille
des GP assoiée est telle que 106 ≤
h∏
k=1
nk! ≤ 10
14
. Pour haque graphe, un
ensemble de 5000 traés aléatoires est engendré et haque traé est amélioré
par plusieurs appliations de trois opérateurs O1, O2 et O3 : ils sont sues-
sivement appliqués sur haque niveau en suivant un prinipe de balayage de
gauhe à droite. Le proessus ommene par l'appliation de O1, si le nombre
de roisements diminue alors O2 est appliqué et ainsi de suite jusqu'à e que
le nombre de roisements se stabilise ou soit nul (voir l'algorithme 3.2).
L'objetif ii n'est pas de développer une nouvelle heuristique mais de
mieux onnaître le paysage de reherhe assoié à des opérateurs qui soient
prohes de eux de la littérature. Les transformations loales présentées au
paragraphe 3.2.1 sont onnues pour aluler des solutions dans des temps
aeptables. Bien que des approhes plus omplexes ayant leur origine dans
la oneption des iruits intégrés aient été utilisées [41, 95℄, nous nous re-
streignons aux opérateurs les plus utilisés.
3.6.1 Opérateurs de transformations loales
Nous avons utilisé ii l'opérateur d'inversion de sommets adjaents déjà
présenté (O1), un opérateur basé sur le prinipe de alul d'une médiane (O2)
inspiré de la dénition de Sugiyama et al. [128℄ et enn un opérateur basé
sur un alul de baryentre (O3). Les dénitions des opérateurs de médiane
et baryentre données i-dessous onsidèrent que la nouvelle position d'un
sommet u ∈ Lk après appliation des opérateurs dépend de ses voisins sur
Lk−1 et Lk+1. Cette dénition est onnue pour être moins performante dans
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Algorithme 3.2 Proédure de desente pour l'analyse des GP des grands
graphes.
Entrée : Un graphe G à traer.
Sortie : Un traé de G amélioré.
Début
recommence← 1
Engendrer un traé aléatoire Π de G
Tant Que recommence == 1 faire
recommence← 0
Pour haque niveau Lk de Π faire
ΠO1 ← Π
Appliquer O1 sur Lk pour réer L
′
k
Remplaer Lk par L
′
k dans ΠO1
Si c (ΠO1) < c (Π) alors
recommence← 1
Aher ΠO1 et c (ΠO1)
Π← ΠO1
Fin Si
ΠO2 ← Π
Appliquer O2 sur Lk pour réer L
′
k
Remplaer Lk par L
′
k dans ΠO2
Si c (ΠO2) < c (Π) alors
recommence← 1
Aher ΠO2 et c (ΠO2)
Π← ΠO2
Fin Si
ΠO3 ← Π
Appliquer O3 sur Lk pour réer L
′
k
Remplaer Lk par L
′
k dans ΠO3
Si c (ΠO3) < c (Π) alors
recommence← 1
Aher ΠO3 et c (ΠO3)
Π← ΠO3
Fin Si
Fin Pour
Fin Tant que
Fin
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l'heuristique de Sugiyama quand les sommets dont la position n'a pas enore
été optimisée sont pris en ompte dans les aluls. Mais omme ii l'opérateur
est utilisé seul, la situation dière. L'amélioration du nombre de roisements
obtenue est probablement la ombinaison de deux eets. Il a été montré
que pour ertains graphes l'opérateur de baryentre est mieux adapté que la
médiane et vie-versa [27℄. De plus, il peut y avoir un eet de bord dû à la
dénition hoisie de la médiane qui ne prend pas en ompte expliitement la
parité.
O2 : Médiane
La position médiane m(u) d'un sommet u ∈ Lk est fontion des som-
mets auxquels u est onneté sur les niveaux adjaents Lk−1 et Lk+1. Soit
{v1, v2, . . . , vp} ∈ N(u) sur Lk−1 et {w1, w2, . . . , wq} ∈ N(u) sur Lk+1. L'en-
semble des positions normalisées de es voisins est déni par :
N(u) =
(
πk−1 (v1)
nk−1
, . . . ,
πk−1 (vp)
nk−1
,
πk+1 (w1)
nk+1
, . . . ,
πk+1 (wq)
nk+1
)
(3.14)
L'ensemble N(u) est ensuite trié par ordre roissant et la position médiane
est le nombre m(u) ∈ N(u) qui partage N(u) en deux sous-groupes de même
eetif si N(u) possède un nombre d'éléments impair ou le premier nombre
du deuxième sous-groupe de N(u) si le nombre d'éléments est pair. Le nouvel
ordre des sommets πmk sur Lk est donné en triant l'ensemble des valeurs des
positions médianes : pour haque sommet u, v ∈ Lk, π
m
k (u) ≥ π
m
k (v) si et
seulement si m(u) ≥ m(v).
La gure 3.18 illustre un exemple d'appliation de et opérateur. Le som-
met u1 a 5 voisins sur Lk−1 qui possède 8 sommets et 3 voisins sur Lk+1 qui
possède 6 sommets. L'ensemble trié N (u1) des diérentes positions est don
(partie gauhe de la gure) :
N (u1) =
(
1
8
,
3
8
,
3
6
,
5
8
,
6
8
,
5
6
,
6
6
,
8
8
)
⇒ m (u1) =
6
8
Pour les autres sommets on obtient :
N (u2) =
(
2
8
,
2
6
,
3
8
,
4
8
,
2
6
)
⇒ m (u2) =
3
8
N (u3) =
(
1
6
,
2
6
,
3
6
,
4
8
)
⇒ m (u3) =
3
6
N (u4) =
(
5
6
,
7
8
,
6
6
)
⇒ m (u4) =
7
8
Le nouvel ordre des sommets sur Lk est don : πk = {u2, u3, u1, u4}.
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(b) Traé ave permutation
des sommets du niveau Lk
selon leur position médiane.
Il reste 9 roisements.
Fig. 3.18  Exemple d'appliation de l'opérateur de la médiane.
O3 : Baryentre
Le baryentre b(u) du sommet u ∈ Lk est déni par la moyenne arithmé-
tique des positions normalisées des voisins de u sur Lk−1 et Lk+1 :
b(u) =
∑
vi
πk−1 (vi)
nk−1
+
∑
wi
πk+1 (wi)
nk+1
nk−1 + nk+1
(3.15)
Comme pour la médiane, le nouvel ordre des sommets πbk est déduit de
l'ensemble des baryentres : ∀u, v ∈ Lk, π
b
k(u) ≥ π
b
k(v) si et seulement si
b(u) ≥ b(v).
3.6.2 Résultats
Pour haque graphe G de ∆′, la solution dont le nombre de roisements
d'ars est minimal parmi les 5000 desentes est noté D̂G. Du fait de l'ordre
important des GP, nous ne pouvons bien sûr pas armer que ette valeur est
l'optimum global. La distribution du nombre de desentes onvergeant sur
une solution D̂G est donnée par la gure 3.19. Le taux moyen de desentes
onvergeant sur une telle solution est relativement faible (28.6% ave un
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Fig. 3.19  Distribution du nombre de desentes onvergeant sur une solution
D̂G.
éart-type de 0.21) mais des diérenes importantes existent : pour 45% des
graphes, plus de 80% des desentes onduisent à une solution non-optimale
alors que pour 19% des graphes plus de la moitié des desentes onvergent
sur une solution D̂G.
Pour le traé des graphes, un oeient de densité, fontion du nombre
d'ars du graphe, est souvent utilisé pour disriminer des lasses. La densité
d'un graphe est le ratio entre son nombre d'ars m et le nombre total d'ars
mmax du graphe omplet du même ordre. Le nombre maximal d'ars d'un
graphe en niveaux est atteint si un sommet est onneté à l'ensemble de ses
voisins sur le niveau suivant :
mmax =
h∑
k=2
nk−1 × nk (3.16)
ave les niveaux numérotés de 1 à h. La densité d'un graphe en niveaux
est don : d (G) = m/mmax.
Pour des graphes dont les densités sont prohes des extrêmes (qui or-
respondent respetivement à des arbres et au graphe entièrement onneté),
le problème de traé est simple puisque peu de permutations sont possibles.
Mais la situation est plus ompliquée pour des valeurs intermédiaires. La
relation entre le pourentage de desentes onvergeant sur une solution D̂G
(absisses) et la densité des graphes (ordonnées) est dérite par la gure 3.20.
La orrélation linéaire entre es deux variables est non nulle (ρ = 0.35). Ce
résultat onrme que la densité est un fateur important pour la disrimina-
tion. Cependant, omme ii la dispersion est grande, il faudrait ertainement
ompléter l'expliation par d'autres fateurs.
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Fig. 3.20  Comparaison entre la densité des graphes et le pourentage de
solutions D̂G pour les desentes multiples.
3.7 Conlusion
Nous avons présenté dans e hapitre une étude des paysages de reherhe
assoiés au traé de graphes en niveaux. Pour failiter ette étude, nous avons
modélisé es paysages par un graphe en niveaux appelé graphe-paysage. Cette
modélisation implique que, ontrairement à un problème ontinu, les inter-
setions des bassins d'attration des optima loaux et globaux peuvent être
non vides. Cette aratéristique partiulière entraîne une ertaine omplexité
à trouver les optima globaux dans les paysages de reherhe que nous avons
onrmé et illustré par une étude statistique sur un ensemble de graphes de
petites tailles. En omplément ave une étude des paysages pour des graphes
de grandes tailles nous avons montré que :
 les paysages sont fortement multimodaux,
 il existe des diérenes, parfois importantes, entre la qualité des optima
globaux et loaux,
 ertains optima loaux peuvent être de mauvaise qualité.
Nous avons aussi montré que la omplexité du problème varie beauoup en
fontion de la densité du graphe mais utilisée seule, ette grandeur n'est
pas susante pour onstituer des lasses de graphes ayant des propriétés
ommunes.
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La omplexité des paysages de reherhe mise en évidene dans le hapitre
préédent, ainsi que les omparaisons expérimentales prometteuses évoquées
dans l'état de l'art nous ont inité à privilégier omme adre de développe-
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ment d'une méthode de résolution elui des métaheuristiques et plus préi-
sément elui des algorithmes génétiques [11℄.
Lorsque le paysage de reherhe ne présente pas de propriétés prototy-
piques telles que elles illustrées au paragraphe 3.3.2 page 49, on sait que la
diulté du problème à résoudre est diile à estimer ; on peut se référer par
exemple aux travaux de Mithell et al. [98℄ qui montrent qu'un AG peut être
eae sur un paysage de reherhe jugé a priori diile ou au ontraire qu'il
peut avoir des performanes médiores sur un autre paysage jugé a priori fa-
ile. Le hoix d'une métaheuristique s'avère don souvent bien déliat [67℄.
Cependant, pour notre problématique, les algorithmes génétiques possèdent
quelques aratéristiques qui les rendent a priori intéressants notamment le
fait qu'ils permettent de réaliser un bon ompromis entre l'exploration glo-
bale du paysage de reherhe et l'exploitation du voisinage d'une solution
partiulière et qu'ils génèrent généralement des solutions valides pour le pro-
blème à traiter à haque étape. Le proessus de reherhe peut don être
arrêté à tout moment.
Diérents travaux ont tenté de lassier les problèmes selon la méthode
de résolution la plus eae [65, 99, 121, 120℄. Il en ressort notamment que
les algorithmes génétiques donnent de bons résultats quand les grimpeurs
stohastiques éhouent en raison de la présene de nombreux optima lo-
aux [113, 120℄. De plus les AG sont plus eaes sur un paysage de reherhe
de grande taille grâe à leur apaité à séletionner les parties du paysage
qui ontiennent des solutions de bonne qualité [51, 119℄.
De plus, les résultats obtenus préalablement par une approhe évolution-
naire dans un autre ontexte appliatif, elui de la fouille de règles d'asso-
iation [86℄, nous ont onduit à approfondir ette voie. L'apport spéique
de notre travail est double. D'une part, nous montrons omment, assoiée à
des opérateurs génétiques adaptées au problème, une hybridation ave une
desente loale permet d'améliorer signiativement les résultats. Une om-
paraison ave des desentes multiples et la méthode basée sur une reherhe
Tabou dont la supériorité sur les méthodes déterministes a déjà été publiée
par Laguna et al. en 1997 [83℄ présentée dans le hapitre préédent, onrme
l'intérêt de notre approhe.
Ce hapitre est organisé omme suit. Après un bref rappel des prinipes
de bases des AG et du voabulaire assoié, nous dérivons en 4.2 les dié-
rents opérateurs développés pour l'Algorithme Génétique Hybridé (AGH).
Le paragraphe 4.3 présente une validation expérimentale sur 180 graphes en
niveaux de taille standard engendrés de manière aléatoire selon deux ritères
(nombre de niveaux et densité des ars). La validation de AGH porte sur 3
points prinipaux :
 la omparaison des diérentes stratégies de reherhe loale (para-
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Fig. 4.1  Prinipe général d'un algorithme génétique.
graphe 4.4),
 l'inuene de haun des opérateurs (paragraphe 4.5)
 et la omparaison ave les desentes en parallèle et la reherhe Tabou
(paragraphe 4.6).
4.1 Prinipe de base des AG
Introduits par J. Holland dans les années 70 [62℄ et rendus populaires en
optimisation, par D. Goldberg [51℄, les algorithmes génétiques sont basés sur
une métaphore des méanismes simpliés de la séletion naturelle et de la
génétique de l'évolution néo-darwinienne.
Brièvement, le shéma général d'un AG (gure 4.1) onsiste à faire évoluer
un ensemble de solutions potentielles au problème, appelé population. Chaque
solution ou individu est omposée de diérent gènes. Les individus sont
évalués par une fontion d'adaptation qui mesure leur adéquation ave la
solution idéale du problème traité. Les individus pour lesquels la fontion
d'adaptation donne les meilleurs résultats sont séletionnés pour la phase
de reprodution. La reprodution permet de ombiner plusieurs individus par
roisements en vue de l'obtention espérée d'un meilleur individu. La phase de
mutation permet de modier loalement un individu en hangeant la valeur
d'un gène. L'ensemble de es étapes, appelé génération, est répété tant que la
population ne satisfait pas ertains ritères de onvergene (algorithme 4.1).
De nombreuses modiations de e shéma de base ont été proposées et
les AG onstituent maintenant une lasse de métaheuristiques dont l'intérêt
a été expérimentalement montré pour de nombreux problèmes d'optimisation
ombinatoire (voir par exemple la série d'ouvrages Foundations of Geneti
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Algorithme 4.1 Shéma de base d'un algorithme génétique
Entrée : Une fontion f à optimiser
Sortie : Un optimum de f
Début
Initialiser I individus de la population de départ P ave des solutions de f
Tant que ritère de n non atteint faire
Évaluer haque individu de P selon f
Pour j = 0, . . . , (I/2− 1) faire
Séletionner deux individus dans P
Croiser es deux individus pour en obtenir deux nouveaux
Muter les deux nouveaux individus
Conserver es individus dans population_ourante
j ← j + 1
Fin Pour
Remplaer les individus de P par eux de population_ourante
Fin Tant que
Séletionner l'individu de P qui optimise le mieux f
Fin
Algorithms publiée par Elsevier qui regroupe les meilleurs artiles du olloque
du même nom qui a lieu tous les deux ans [68℄).
4.2 L'algorithme AGH pour le traé de graphes
en niveaux
On onsidère dans la suite un graphe en niveaux G. On rappelle que notre
problème de traé onsiste à trouver, parmi l'ensemble des ordonnanements
Π, elui qui minimise le nombre de roisements d'ars c (Π). Suivant le shéma
de Sugiyama présenté au paragraphe 3.2 page 40, la suppression des yles
et le plaement des sommets dans les niveaux sont réalisés au préalable ave
des algorithmes présentés par Minoux et Bartnik [97℄ et déjà utilisés dans la
thèse de R Lehn [86℄. L'algorithme génétique a ii pour objetif la rédution
du nombre de roisements d'ars. Il suit le prinipe général des AG ave deux
hangements importants (algorithme 4.2) :
1. le roisement est omposé de deux opérateurs adaptés au traé de
graphes en niveaux : un roisement inter-niveaux qui s'applique sur
des niveaux entiers et un roisement intra-niveaux qui ombine des
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Algorithme 4.2 Algorithme génétique hybridé
Entrée : un graphe en niveaux G
Sortie : le traé Π̂ de G qui minimise le nombre de roisements d'ars c (Π)
Début
Initialiser ave des traés aléatoires les I individus de la population de départ P
Tant que ritère_de_n non atteint faire
Évaluer haque individu de P
Pour i=0,. . . ,(I/2− 1) faire
Séletionner deux individus g (Π) et g (Π′) dans P
Appliquer le roisement intra-niveaux sur g (Π) et g (Π′)
pour réer g (Πi) et g (Π
′
i)
Appliquer le roisement inter-niveaux sur g (Πi) et g (Π
′
i)
pour réer g (Πc) et g (Π
′
c)
Appliquer la mutation sur g (Πc) puis sur g (Π
′
c)
Appliquer la reherhe loale sur g (Πc) puis sur g (Π
′
c)
Ajouter g (Πc) et g (Π
′
c) à population_ourante
i← i+ 1
Fin pour
Remplaer les individus de P par eux de population_ourante
Fin Tant que
Choisir le traé Π̂ qui minimise c (Π) dans P
Fin
niveaux entre eux,
2. la phase de mutation est suivie d'une phase d'hybridation réalisée par
une reherhe loale selon un prinipe de desente.
4.2.1 Codage des solutions et fontion d'adaptation
Le problème pouvant se ramener à un problème de permutation, il était
assez naturel de baser le odage des individus sur une représentation ordinale.
Le odage des individus (ii les traés Π de G) dérit la position des sommets
sur haque niveau les uns par rapport aux autres de L1 à Lh ; pour haque
niveau Lk, on ode le sommet présent à haque position de 1 à nk. Le génotype
g assoié à Π est déni par :
g (Π) = (σ1(1), . . . , σ1 (n1) , σ2(1), . . . , σ2 (n2) , . . . , σh(1), . . . , σh (nh))
où σk (i) indique le sommet qui se trouve à la position i sur le niveau k.
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La fontion d'adaptation utilise un prinipe similaire à elui de la nor-
malisation linéaire
1
introduit par Davis [26℄ et déjà utilisée pour du traé de
graphes non orientés [38℄. Le prinipe est que le meilleur individu reçoit la
valeur maximale d'adaptation (par ex. 100) et les autres individus reçoivent
des valeurs inférieures proportionnelles (par ex. 98, 94, . . . ). L'éart entre
les individus est déterminé par la fontion d'adaptation. Nous n'utilisons pas
une fontion linéaire pour déterminer et éart mais une adaptation de la
fontion f (g (Π)) = 2−c(Π) an qu'elle soit failement alulable.
4.2.2 Opérateurs de roisements
Les opérateurs de roisements reprennent d'un point de vue opérationnel
le prinipe des briques de base
2
 : la ombinaison de deux parties du traé
bien adaptées peut produire un nouveau traé enore mieux adapté [52℄.
Cette ombinaison illustrée sur la gure 4.2 est obtenue à partir d'un roise-
ment entre les niveaux d'un graphe (roisement inter-niveaux) ou diretement
dans les niveaux (roisement intra-niveaux). Le roisement intra-niveaux est
d'abord appliqué ave une probabilité pintra, puis le roisement inter-niveaux
est appliqué ave une probabilité pinter (algorithme 4.3).
Croisement inter-niveaux
Cet opérateur est une adaptation du roisement à point-unique entre les
niveaux. Il agit omme une oupe vertiale dans le traé. Soit i un nombre
aléatoire ompris dans l'intervalle {1, 2, . . . , h}. Le résultat du roisement
inter-niveaux entre deux parents g (Π) = (σ1(1), . . . , σh (nh)) et g (Π
′) =
(σ′1(1), . . . , σ
′
h (nh)), donne deux nouveaux enfants :
(σ1(1), . . . , σi−1 (ni−1) , σ
′
i(1), . . . , σ
′
h (nh))
et (
σ′1(1), . . . , σ
′
i−1 (ni−1) , σi(1), . . . , σh (nh)
)
Croisement intra-niveaux
Combiner des briques de base au sein des niveaux ajoute une diulté
bien onnue pour des odages ordinaux qui est de dénir un opérateur de roi-
sement qui garantisse que le résultat soit toujours une solution orrete [70,
139℄. Le roisement intra-niveaux est une généralisation de l'order rosso-
ver 1 [139℄ dénit pour des permutations multiples.
1
linear normalization
2
Building bloks
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Algorithme 4.3 Appliation des opérateurs de roisements.
Entrée : deux individus g (Π) et g (Π′)
Sortie : les individus g (Πc) et g (Π
′
c) obtenus après appliations éventuelles
des opérateurs
Début
Si le test sur pintra est validé alors
Appliquer le roisement intra-niveaux sur g (Π) et g (Π′) pour réer g (Πi)
et g (Π′i)
Sinon
g (Πi)← g (Π)
g (Π′i)← g (Π
′)
Fin si
Si le test sur pinter est validé alors
Appliquer le roisement inter-niveaux sur g (Πi) et g (Π
′
i) pour réer g (Πc)
et g (Π′c)
Sinon
g (Πc)← g (Πi)
g (Π′c)← g (Π
′
i)
Fin si
Retourner g (Πc) et g (Π
′
c)
Fin
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 Combinaison de la partie gauhe du traé (1) ave la partie droite du traé (2)
pour réer (3) : roisement inter-niveaux.
 Combinaison de (3) et (4) pour réer (5) qui est un traé idéal : roisement
intra-niveaux.
 Ces diérentes ombinaisons permettent l'émergene de briques de bases qui per-
mettront de réer des traés bien adaptés.
Fig. 4.2  Appliation des opérateurs de roisements sur diérents sous-
graphes.
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1. Dénition d'un point de oupure p au sein de haque niveau (pivot) dont la
position est normalisée en fontion du nombre de sommets par niveau.
2. La partie de parent 1 au dessus du pivot est reopiée diretement dans le
premier enfant (enfant 1).
3. Les sommets manquants pour enfant 1 (par exemple e, f et g pour le niveau
2) sont ajoutés en onservant l'ordre qu'ils avaient dans parent 2.
4. Ce proessus est inversé pour réer le deuxième enfant (non représenté ii).
Fig. 4.3  Exemple d'appliation du roisement intra-niveaux pour la géné-
ration du premier enfant.
Un pivot p est aléatoirement hoisi et sa position est normalisée en fon-
tion de la ardinalité de haun des niveaux. Au dessus de e pivot, la position
des sommets du premier parent est onservée. En dessous, les sommets man-
quants sont ajoutés en onservant leurs ordres dans le deuxième parent. Ce
proessus est inversé pour réer le deuxième enfant (voir la gure 4.3).
La position du pivot p pour un niveau Lk est hoisie de façon uniforme
dans {1, 2, . . . , nk}. Le résultat pour haun des enfants pour un niveau Lk
entre g (Π) et g (Π′) est :
(σk(1), . . . , σk(p), ρ
′
k(1), . . . , ρ
′
k (nk − p))
et
(σ′k(1), . . . , σ
′
k(p), ρk(1), . . . , ρk (nk − p))
ave ρ′k(i) (resp. ρk(i)) le ième sommet de (σ
′
k(1), σ
′
k(2), . . . , σ
′
k (nk)) (resp.
(σk(1), σk(2), . . . , σk (nk))) qui n'est pas présent dans (σk(1), σk(2), . . . , σk (nk))
(resp. (σ′k(1), σ
′
k(2), . . . , σ
′
k (nk))).
4.2.3 Hybridation par une reherhe loale
Une stratégie de reherhe loale qui globalement permet d'améliorer les
résultats, sans trop détériorer le temps de alul, néessite un grand nombre
d'essais et d'erreurs sur une base de tests importante. Dans le as d'une
optimisation loale, une approhe, souvent privilégiée, est la desente en pro-
fondeur quand le voisinage d'une solution peut être failement déni.
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Algorithme 4.4 Prinipe de la stratégie de reherhe loale
Entrée : un individu g (Π)
Sortie : l'individu g (Π) obtenus après les appliations éventuelles des opé-
rateurs
Début
Pour haque niveau Lk de g (Π) faire
Si le test sur pinv est validé alors
Appliquer O1 sur Lk pour réer Lki
Remplaer Lk par Lki dans g (Π)
Fin si
Fin Pour
Pour haque niveau Lk de g (Π) faire
Si le test sur pbar est validé alors
Appliquer O3 sur Lk pour réer Lkb
Remplaer Lk par Lkb dans g (Π)
Fin si
Fin Pour
Pour haque niveau Lk de g (Π) faire
Si le test sur pmed est validé alors
Appliquer O2 sur Lk pour réer Lkm
Remplaer Lk par Lkm dans g (Π)
Fin si
Fin Pour
Retourner g (Π)
Fin
Pour des traés de graphes, diérentes métriques peuvent être envisagées
pour dénir une topologie [14℄. Mais, bien souvent le alul de es métriques
est oûteux en temps de aluls ; le hoix de la plus adaptée est enore un
problème ouvert. Une autre solution, omme pour l'analyse des graphes-
paysages, est de reourir à des heuristiques onçues spéiquement pour le
problème à traiter. C'est le hoix que nous avons fait ii.
La stratégie de reherhe loale utilisée ombine une appliation sur haque
niveau du graphe des trois opérateurs introduit pour l'analyse des graphes-
paysages (paragraphe 3.6.1 page 61). L'inversion de sommets adjaents est
appliquée ave une probabilité pinv, l'opérateur de médiane ave une proba-
bilité pmed et le baryentre ave une probabilité pbar (algorithme 4.4).
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Algorithme 4.5 Opérateur de mutation
Entrée : un individu g (Π)
Sortie : l'individu g (Π) obtenu après une appliation éventuelle de l'opéra-
teur
Début
Pour haque niveau Lk de g (Π) faire
Si le test sur pmut est validé alors
Inverser deux sommets hoisis aléatoirement dans Lk pour réer Lkmut
Remplaer Lk par Lkmut dans g (Π)
Fin si
Retourner g (Π)
Fin
4.2.4 Mutation et ritère de n
L'opérateur de mutation onsiste simplement à inverser deux sommets
d'un même niveau hoisis aléatoirement. Il est appliqué suessivement sur
haque niveau ave une probabilité pmut (algorithme 4.5).
L'algorithme s'arrête après un ertain nombre de générations sans amé-
lioration du meilleur traé trouvé. Ce nombre a été xé expérimentalement
(voir paragraphe suivant).
4.3 Validation expérimentale des paramètres et
des opérateurs
Les expérimentations numériques ont été eetuées sur un ensemble de
180 graphes en niveaux onnexes engendrés aléatoirement qui ne soient pas
des arbres. An d'être ompatible ave les expérimentations menées pour
d'autres métaheuristiques, le générateur fontionne omme elui préédem-
ment présenté par Laguna et al. [83℄. Trois paramètres peuvent être modi-
és : le nombre de niveaux, le nombre de sommets par niveau et la densité
du graphe. Le générateur a été utilisé pour réer 20 instanes de haque
ombinaison possible entre 4, 8 ou 12 niveaux ave une densité de 0.3, 0.5
ou 0.7. Le nombre de sommets par niveaux est aléatoirement hoisi entre
5 et 15. Ces aratéristiques sont représentatives d'appliations réelles dans
lesquelles les sommets sont représentés par des boîtes et leur nombre peut
rarement dépasser 70 ou 80 sur une feuille ou un éran de taille standard.
Pour omparer les diérentes approhes, nous alulons le pourentage
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de meilleures solutions trouvées : pour haque exéution de k algorithmes
A1, . . . , Ak sur un même graphe, on ompte le nombre d'exéutions pour les-
quelles haque Ai a été le seul à trouver la meilleure solution. Nous onsidé-
rons aussi spéiquement les as d'égalités où plusieurs algorithmes trouvent
la meilleure solution. Cette information souvent passée sous silene dans la
littérature s'est ii révélée importante.
Pour mesurer la stabilité des résultats, AGH a été exéuté 100 fois pour
haque graphe (18000 exéutions au total). Les aluls ont été eetués sur
un ordinateur PC de type AMD Athlon MP 2400+ sous Linux. AGH est
odé en C.
4.3.1 Estimation des probabilités d'appliations des opé-
rateurs
Deux stratégies de reherhe loale ont été envisagées pour AGH : RL1
qui suit une stratégie d'exploration loale du paysage de reherhe et RL2 qui
suit une stratégie d'optimisation loale. Pour RL1, il n'y a pas d'évaluation
intermédiaire des solutions alulées par les opérateurs, elle est eetuée lors
de la phase d'évaluation de AGH (algorithme 4.4). Pour RL2, le traé produit
après haque appliation des opérateurs n'est onservé que si le nombre de
roisements diminue (algorithme 4.6). Dans la suite, AGH (resp. AGH2) est
l'AG hybridé assoié à RL1 (resp. RL2).
Les résultats des aluls donnés dans les tableaux 4.1 et 4.2 montrent que
la ombinaison des meilleurs paramètres est prohe pour AGH et AGH2. Des
petites variations autour de es valeurs ne modient pas de façon signiative
la qualité des résultats ou le temps de alul. Les paramètres retenus pour
AGH (resp. AGH2) sont : pmut = 0.02, pintra = pinter = 0.2, pinv = 0.05 et
pbar = pmed = 0.2 (resp. pmut = 0.02, pintra = pinter = 0.25, pinv = 0.1 et
pbar = pmed = 0.3).
4.3.2 Taille de la population et ritère d'arrêt
La taille de la population a été xée à 100 individus. L'algorithme s'arrête
quand auune amélioration de la meilleure solution trouvée ne se produit
pendant 100 générations onséutives. Le tableau 4.3 montre évidemment
qu'une population plus grande et un plus grand nombre de générations avant
arrêt donnent de meilleurs résultats. Mais le hoix d'une taille de population
est un ompromis entre la qualité des solutions et le temps de alul qui est
un paramètre ritique en partiulier pour les extensions au traé dynamique.
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Algorithme 4.6 Stratégie d'optimisation loale RL2
Entrée : un individu g (Π)
Sortie : l'individu g (Π) après les appliations éventuelle des opérateurs
Variable : un individu g (Πc)
Début
g (Πc)← g (Π)
Pour haque niveau Lk de g (Πc) faire
Si le test sur pinv est validé alors
Appliquer O1 sur Lk pour réer L
′
k
Remplaer Lk par L
′
k dans g (Πc)
Fin si
Fin Pour
Si c (Πc) > c (Π) alors
g (Πc)← g (Π)
Sinon
g (Π)← g (Πc)
Fin si
Pour haque niveau Lk de g (Πc) faire
Si le test sur pbar est validé alors
Appliquer O3 sur Lk pour réer L
′
k
Remplaer Lk par L
′
k dans g (Πc)
Fin si
Fin Pour
Si c (Πc) > c (Π) alors
g (Πc)← g (Π)
Sinon
g (Π)← g (Πc)
Fin si
Pour haque niveau Lk de g (Πc) faire
Si le test sur pmed est validé alors
Appliquer O2 sur Lk pour réer L
′
k
Remplaer Lk par L
′
k dans g (Πc)
Fin si
Fin Pour
Si c (Πc) < c (Π) alors
g (Π)← g (Πc)
Fin si
Retourner g (Π)
Fin
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pinv 0.05 0.05 0.1 0.1 0.1
pbar 0.1 0.2 0.1 0.2 0.3
pmed 0.1 0.2 0.1 0.2 0.3
% meilleures solutions 33.5 41.17 28.4 35.7 40.42
Temps de alul moyen (en se.) 2.46 2.58 2.54 2.63 2.78
(éart-type) (2.56) (2.62) (2.7) (2.7) (2.8)
a. Résultats ave diérentes probabilités des opérateurs de reherhe loale.
pintra 0.2 0.25 0.3
pinter 0.2 0.25 0.3
% meilleures solutions 48.15 48.4 47.9
Temps de alul moyen (en se.) 2.58 2.57 2.58
(éart-type) (1.78) (1.76) (1.73)
b. Résultats ave diérentes probabilités des opérateurs de roisements.
Les résultats inluent les as d'égalité. Cei explique que la somme des lignes soit
supérieure à 100%.
Tab. 4.1  Distribution du % de meilleures solutions trouvées et temps moyen
de alul pour diérentes distributions des paramètres pour AGH.
pinv 0.05 0.05 0.1 0.1 0.1
pbar 0.1 0.2 0.1 0.2 0.3
pmed 0.1 0.2 0.1 0.2 0.3
% meilleures solutions 23.05 33.66 21.83 30.81 38.71
Temps de alul moyen (en se.) 3.66 3.70 3.64 3.70 3.80
(éart-type) (3.17) (3.13) (3.14) (3.12) (3.16)
a. Résultats ave diérentes probabilités des opérateurs de reherhe loale.
pintra 0.2 0.25 0.3
pinter 0.2 0.25 0.3
% meilleures solutions 41.76 72.87 41.47
Temps de alul moyen (en se.) 3.70 3.69 3.69
(éart-type) (3.13) (3.12) (3.12)
b. Résultats ave diérentes probabilités des opérateurs de roisements.
Les résultats inluent les as d'égalité. Cei explique que la somme des lignes soit
supérieure à 100%.
Tab. 4.2  Distribution du % de meilleures solutions trouvées et temps moyen
de alul pour diérentes distributions des paramètres pour AGH2.
4.4. COMPARAISON DES STRATÉGIES DE RECHERCHE LOCALE81
Nombre de générations 50 100 150 200 300
% meilleures solutions 28.61 35.1 39.11 42.18 47.16
Temps de alul moyen (en se.) 1.45 2.57 3.64 4.66 6.72
a. Nombre de générations onséutives sans amélioration avant arrêt
Nombre d'individus 50 100 150 200 250 300
% meilleures solutions 24.77 31.06 35.51 39.15 41.3 43.97
Temps de alul moyen (en se.) 1.33 2.57 3.79 5.03 6.19 7.29
b. Taille de la population
Les résultats inluent les as d'égalité. Cei explique que la somme des lignes soit
supérieure à 100%.
Tab. 4.3  Distribution du % de meilleures solutions trouvées pour (a) dif-
férents nombres de générations et (b) diérentes tailles de population.
AGH AGH2 AGH=AGH2
d (G) = 0.3 64.02 23.55 12.43
d (G) = 0.5 60.43 25.75 13.82
d (G) = 0.7 54.8 26.4 18.8
AGH=AGH2 signie que les deux méthodes ont trouvé une solution ave le même
nombre de roisements.
Tab. 4.4  Comparaison du % de meilleures solutions trouvées pour AGH et
AGH2.
4.4 Comparaison des stratégies de reherhe lo-
ale
Le tableau 4.4 montre que AGH est nettement meilleur que AGH2 quelle
que soit la densité des graphes. Pour omparer la qualité des solutions ob-
tenues par les métaheuristiques, nous utilisons un test statistique [129℄. Le
test de Mann-Whitney ou test de Wiloxon pour des éhantillons appariés
est ii bien approprié : il s'agit d'un test non paramétrique qui permet de
omparer deux ensembles triés de valeurs en omparant la somme des rangs
de es valeurs. Si la valeur p− value donnée par le résultat du test est petite
alors l'hypothèse H0 de diérene signiative des éhantillons est vériée.
La p−value donnée par le test sur le nombre de roisements est 7.885×10−10
pour un risque standard α = 0.05. Don le test onrme que AGH est meilleur
que AGH2.
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Le temps néessaire pour eetuer le test d'arrêt est plus grand pour
AGH2 (3.8 seondes) que pour AGH (2.6 seondes). Cette diérene est due
au oût engendré par l'évaluation des diérentes solutions alulées par ha-
un des trois opérateurs de RL2. Quand on se limite à la première génération
qui trouve la meilleure solution (sans les 100 générations supplémentaires de
la ondition d'arrêt), AGH eetue en moyenne 90.86 générations (éart-type
de 58.63) en 2.36s et AGH2 eetue en moyenne 16.54 générations (éart-type
de 8.74) en 0.59s. Ce dernier résultat s'explique par l'appliation de l'optimi-
sation loale dans AGH2 qui réduit l'eet positif de la phase d'exploration
de l'AG ; il onverge sur une solution qui peut être de mauvaise qualité trop
rapidement. En onséquene pour la suite, seulement AGH est utilisé.
4.5 Inuene des diérents opérateurs
An de mieux omprendre le fontionnement de AGH, nous étudions l'in-
uene de ses diérents opérateurs sur la qualité des résultats. Tout d'abord
nous vérions l'inuene de la reherhe loale en omparant AGH ave une
version sans la reherhe loale. En eet, l'ajout d'une phase de reherhe
loale à un algorithme génétique lassique a une inuene sur trois araté-
ristiques : amélioration de la onvergene pour trouver la meilleure solution,
rédution du temps de alul et de la variabilité des résultats inhérente à
l'approhe stohastique.
Puis, pour évaluer l'importane de la part génétique, nous omparons
AGH ave une méthode basée sur des desentes stohastiques à partir d'un
traé initial aléatoire. Ces desentes sont basées sur la partie de reherhe
loale de l'algorithme. Nous étudions aussi le nombre de points du paysage de
reherhe évalués par haune des méthodes et la qualité des optima obtenus
par une des méthodes quand l'autre trouve une meilleure solution.
4.5.1 Opérateurs de reherhe loale
Pour la omparaison entre AGH et AG (AGH sans la partie de reherhe
loale) la meilleure solution est obtenue par AGH dans environ 88.6% des
as (voir tableau 4.5 pour les détails). Cette diérene de performane est
onrmée par le test de Wiloxon (p− value < 2.2× 10−16 pour α = 0.05).
L'amélioration globale du temps de alul donnée par (tAG − tAGH) /tAG est
égale à 28.5% et augmente ave la densité : 21.1% pour d (G) = 0.3, 29.4%
pour d (G) = 0.5 et 35.2% pour d (G) = 0.7. L'amélioration de la stabilité des
solutions est donnée par un rapport entre les moyennes des éart-types du
nombre de roisements obtenus pour les 100 exéutions de AGH pour haque
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AGH AG AGH=AG
d (G) = 0.3 88.58 8.35 3.13
d (G) = 0.5 81.9 14.22 3.88
d (G) = 0.7 72.28 18.02 9.7
AGH=AG signie que les deux méthodes ont trouvé une solution ave le même
nombre de roisements.
Tab. 4.5  % moyen de meilleures solutions trouvées entre AGH et AG.
graphe : (σAG − σAGH) /σAG = 53.2%.
4.5.2 Opérateurs génétiques
AGH a été omparé ave des desentes multiples (DM) dans laquelle la
partie de reherhe loale de AGH est exéutée seule plusieurs fois. Plus
préisément à partir d'un arrangement initial aléatoire, RL1 est appliquée en
suivant une stratégie de desente ave pinv = pmed = pbar = 1. La solution est
onservée tant que le nombre de roisements diminue. La desente s'arrête
quand auune amélioration n'est plus possible.
Deux stratégies de desentes sont envisagées : (DMa) une génération
aléatoire de 100 desentes, valeur de référene souvent utilisée, et (DMb)
qui possède un ritère d'arrêt égal au temps de onvergene de AGH sur la
meilleure solution.
Le tableau 4.6 montre que 100 desentes ne sont pas susantes pour
obtenir de meilleurs résultats que AGH. Ave DMb, le nombre moyen d'ar-
rangements de départ est d'environ 677.58. Pour ette dernière omparaison,
la meilleure solution est plus souvent alulée par AGH quand d (G) = 0.3
et 0.5 pour des graphes omportant h = 4 ou h = 8 niveaux ou bien quand
d (G) = 0.7 et h = 4. Mais pour les autres as, quand les graphes sont les plus
grands, la diérene entre les méthodes n'est plus signiative. Néanmoins,
on peut quand même remarquer que pour d (G) = 0.7, 13.5% des meilleures
solutions sont simultanément obtenues ave les deux approhes.
4.5.3 Exploration du paysage de reherhe
Une heuristique d'optimisation peut être onsidérée omme eae si elle
évalue le plus grand nombre de solutions intermédiaires possibles pendant un
temps de alul raisonnable et si la solution nale est de bonne qualité.
Sur l'ensemble de la base de 180 graphes, DMb eetue en moyenne 5.27
appliations suessives des trois opérateurs sur l'ensemble des niveaux avant
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h 4 8 12 Moy.
AGH 52.9 48.4 44.5 48.6
DMa 3.85 6.2 6.45 5.5
DMb 10.7 37.3 43.25 30.41
AGH=DMa 3.55 0.45 0.5 1.5
AGH=DMb 4.45 2.15 3.2 3.27
DMa=DMb 9.5 4.8 1.9 5.4
AGH=DMa=DMb 15.05 0.7 0.2 5.32
a. Résultats pour d (G) = 0.3
h 4 8 12 Moy.
AGH 56.55 51.8 35.05 47.8
DMa 3.35 5.25 7.7 5.43
DMb 9.3 33.1 51.4 31.27
AGH=DMa 1.2 0.35 0.4 0.65
AGH=DMb 1.7 2.2 2.5 2.13
DMa=DMb 9.2 7 2.8 6.33
AGH=DMa=DMb 18.7 0.3 0.15 6.39
b. Résultats pour d (G) = 0.5
h 4 8 12 Moy.
AGH 41.3 38.95 32.75 37.67
DMa 3.05 6.45 8 5.83
DMb 6.4 46.9 54.75 36.02
AGH=DMa 2.85 0.1 0.15 1.03
AGH=DMb 2.8 1.25 1.55 1.87
DMa=DMb 9.2 6.1 7.75 6.02
AGH=DMa=DMb 34.4 0.25 0.05 11.56
. Résultats pour d (G) = 0.7
La olonne AGH=DMa signie que les deux approhes ont trouvé une solution ave
le même nombre de roisements.
Tab. 4.6  Comparaisons du % moyen de meilleures solutions trouvées entre
AGH, et les desentes multiples (DMa et DMb).
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d'arriver à une solution nale. Don le nombre total moyen d'évaluations pour
DMb est 5.27×677.58 = 3570.85. Pour AGH le nombre moyen d'évaluations
est simplement la taille de la population multipliée par le nombre moyen de
générations : 100 × 90.86 = 9086. Don pendant le même temps de alul,
AGH explore deux fois plus de solutions que DMb.
Quand la déouverte d'un optimum global n'est pas garantie, la qualité
des optima loaux alulés est un fateur important. Nous utilisons ii une
adaptation de la formule de la hauteur relative vue préédemment (para-
graphe 3.5 page 56). Quand la meilleure solution ΠM est trouvée par une
métaheuristique M diérente de AGH, on ompare la qualité de ette der-
nière ave la qualité de la solution trouvé par AGH. La hauteur relative
hDMb (ΠAGH) de la solution ΠAGH trouvée par AGH quand DMb trouve la
meilleure solution est dénie par :
hDMb (ΠAGH) = 1−
c (ΠAGH)− c (ΠDMb)
c (ΠDMb)
(4.1)
Si hDMb (ΠAGH1) est prohe de 1, alors la qualité du traé peut-être onsi-
dérée omme orrete
3
. Cei est vrai en partiulier pour des graphes de den-
sité importante quand l'ajout de quelques roisements n'est pas forément
visuellement pereptible sur le traé. Pour des graphes de densité 0.7, la
distribution de hDMb (ΠAGH) est onentrée sur l'intervalle [0.96,1℄.
Ces résultats montrent que même pour des densités importantes, AGH
reste eae même s'il ne trouve pas les meilleurs résultats. En revanhe, pour
les graphes d'ordres et de densités importants, il semblerait qu'une reherhe
basée sur une méthode stohastique, rapide en temps de alul, qui permet
une exploration à grande éhelle du paysage de reherhe donne de meilleurs
résultats que AGH. Néanmoins, le nombre d'instanes pour lesquelles es faits
ont été onstatés est relativement limité (environ 20) et avant de pouvoir faire
une onlusion orrete, des expérimentations supplémentaires doivent être
menées. Ces expérimentations font l'objet d'une partie du prohain hapitre
(hapitre 5, paragraphe 5.2 page 96) qui est onsaré à deux extensions de
AGH.
4.6 Comparaisons ave la reherhe Tabou
Nous avons omparé AGH ave la méthode basée sur une reherhe Ta-
bou (TS) présentée au paragraphe 3.2.2 page 42 qui est onnue pour être la
3
Cette indie plus simple que elui introduit préédemment (hapitre 3, paragraphe 3.5
page 56) n'est valable que pour et ensemble de graphes ar c (ΠDMb) n'est jamais nul.
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h 4 8 12 Moy.
AGH 100 100 87.5 95.83
TS 0 0 8.33 2.78
AGH=TS 0 0 4.17 1.39
a. Résultats pour d (G) = 0.3
h 4 8 12 Moy.
AGH 91.3 88.89 94.44 91.54
TS 4.35 11.11 5.56 7.01
AGH=TS 4.34 0 0 1.45
b. Résultats pour d (G) = 0.5
h 4 8 12 Moy.
AGH 79.17 77.78 83.33 80.09
TS 8.33 22.22 16.67 15.74
AGH=TS 12.5 0 0 4.17
. Résultats pour d (G) = 0.7
AGH=TS signie que les deux méthodes ont trouvé une solution ave le même
nombre de roisements.
Tab. 4.7  Comparaison entre AGH et TS. % moyen du nombre de meilleures
solutions trouvées.
meilleure métaheuristique pour notre problème. Nous avons utilisé la version
qui privilégie la qualité des solutions obtenues sans ontrainte majeure de
temps de alul. Elle onsiste à s'arrêter après 50 itérations sans améliora-
tion du meilleur résultat (algorithme 4.7).
Le tableau 4.7 montre lairement que AGH est nettement plus eae que
TS et ette diérene est onrmée par le test de Wiloxon. Pour les rares
as où TS supplante AGH, le tableau 4.8 montre que les solutions trouvées
par AGH sont très prohes des meilleures solutions de TS. Au ontraire,
quand AGH trouve la meilleure solution, les solutions de TS peuvent être
assez éloignées partiulièrement pour des graphes de faibles densités.
4.7 Conlusion
Nous avons présenté dans e hapitre un nouvel algorithme génétique
hybridé pour le traé de graphes en niveaux. Cet algorithme suit le prinipe
général des AG ave deux spéiités :
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Algorithme 4.7 Méthode de traé ave une reherhe Tabou [83℄.
Entrée : Un graphe G à traer
Sortie : Un traé de G ontenu dans meilleure_solution
Début
Engendrer un traé initial de G aléatoire dans solution_courante
meilleure_solution← solution_courante
i← 0
Tant que i < 50 faire
m← 0
Tant qu'il existe un niveau non tabou dans solution_courante faire
Choisir un niveau Lk non tabou dans solution_courante
en fontion de son importane à engendrer des roisements
Trouver le meilleur optimum loal ol en permutant les sommets de Lk
Si c (ol) < c (solution_courante) alors
solution_courante← ol
meilleure_solution← solution_courante
Marquer Lk tabou dans solution_courante
Rendre Lk−1 et Lk+1 non tabou dans solution_courante
m← 1
Sinon
Marquer Lk tabou dans solution_courante
Fin si
Fin Tant que
Si m == 1 alors
i← 0
Sinon
i← i+ 1
Fin si
Appliquer la phase de reherhe loale autour de solution_courante
Si une meilleure solution sl est trouvée alors
solution_courante← sl
meilleure_solution← solution_courante
Fin si
Fin Tant que
Aher le traé de G ontenu dans meilleure_solution
Fin
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d (G) 0.3 0.5 0.7
hTS(AGH) 0.991 0.986 0.994
hAGH(TS) 0.848 0.955 0.977
Tab. 4.8  Hauteur relative moyenne hTS(AGH) des solutions trouvées par
AGH quand TS trouve la meilleure solution, et hauteur relative moyenne
hAGH(TS) des solutions trouvées par TS quand AGH trouve la meilleure
solution.
1. utilisation de deux opérateurs de roisements adaptés spéiquement
pour le traé de graphes,
2. hybridation par une phase de reherhe loale pour réduire le temps
de onvergene et plus globalement le temps de alul ainsi que la
variabilité des solutions.
Nous avons montré que haque opérateur de AGH est néessaire an d'ob-
tenir des solutions de bonnes qualités. Les expérimentations ont montré que
AGH surpasse les méthodes exates lassiques et donne des résultats de
meilleurs qualités ave un temps de alul plus faible que les autres méta-
heuristiques. Néanmoins, lorsque l'ordre et la densité des graphes deviennent
importants, AGH semble donner des résultats omparables ou moins bons
que la méthode de desentes. Pour essayer de mieux omprendre e phéno-
mène, es deux méthodes sont omparées sur des graphes de grands tailles
dans le hapitre suivant.
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Ce hapitre présente deux extensions de l'Algorithme Génétique Hybridé
(AGH) développé au hapitre préédent. La première onerne le traé dyna-
mique où le graphe évolue sur une période de temps restreinte et la seonde
porte sur la omparaison de AGH et des desentes multiples sur des graphes
de grandes tailles.
Les expérimentations ont montré que AGH est un algorithme eae
pour réduire le nombre de roisements d'ars pour des graphes dont l'ordre
est ompatible ave un ahage sur un support de taille standard. Dans
le adre de l'appliation en gestion des onnaissanes, et plus généralement
pour tout proessus de onstrution de graphes, il faut enore traiter l'as-
pet dynamique du proessus de onstrution des modèles de onnaissanes :
sur une période de temps restreinte (quelques seondes), entre deux étapes
onséutives t− 1 et t, l'utilisateur ajoute ou enlève des sommets et/ou des
ars au graphe. En plus de respeter les diérentes ontraintes de lisibilité,
le traé à l'instant t doit aussi onserver une ertaine ressemblane ave le
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traé à t− 1 ; ei an de minimiser l'eort ognitif néessaire à l'utilisateur
pour interpréter le nouveau traé. Pour prendre en ompte ette ontrainte
supplémentaire, les algorithmes évolutionnaires sont des méthodes bien adap-
tées pour résoudre des problèmes multiobjetifs [21℄. En eet, il est souvent
impossible de trouver simultanément les valeurs optimales des diérents pa-
ramètres. Il faut don se ontenter d'une ou plusieurs solutions approhées
qui réalisent un bon ompromis entre les diérentes valeurs des paramètres.
Essentiellement pour des raisons de omplexité et également de temps,
le problème multiobjetif assoié n'a pas été abordé de front ii. La ontrainte
de proximité entre traés onséutifs est initialement relaxée et est réintro-
duite sur la sous-population de AGH onduisant aux meilleurs résultats :
au lieu de séletionner le meilleur traé alulé, on séletionne parmi les
meilleurs elui qui est le plus prohe du traé préédemment alulé. Les
premières omparaisons qui sont présentées sur un simulateur de générations
de graphes dynamiques montrent que ette voie est prometteuse eu égard à
la qualité des solutions optimales obtenues par d'autres approhes.
Les expérimentations menées sur AGH ont aussi montré que pour les
graphes les plus grands, il semble que AGH perde de son eaité au prot
des desentes multiples. Pour mieux omprendre e onstat, nous avons ee-
tué de nouvelles omparaisons sur un ensemble de graphes de grandes tailles
(environ 550 sommets en moyenne ave un éart-type de 100 et environ 7500
ars en moyenne ave un éart-type de 1700) entre es deux méthodes. La
représentation en graphes en niveaux n'est évidemment plus adaptée dans e
adre où les graphes dépassent de loin les apaités des supports visuels. Mais
d'un point de vue plus théorique, hors du adre appliatif de la thèse, nous
avons voulu en savoir plus sur le omportement des deux métaheuristiques
utilisées et le hangement de struture de l'espae de reherhe.
L'extension de AGH pour le traé dynamique est présentée dans le para-
graphe 5.1 et le paragraphe 5.2 présente les résultats des omparaisons sur
les graphes de grandes tailles.
5.1 Traé dynamique
Comme le note Branke [12℄, le problème d'ajout de sommets et d'ars
est similaire à elui de leurs suppressions. En eet, la suppression d'un ou
plusieurs sommets peut entraîner des trous dans la représentation visuelle.
Ces espaes sans sommets doivent être omblés en optimisant le traé et tout
en onservant une ressemblane entre les diérents traés. On retrouve alors
le problème de traé dynamique tel que nous l'avons énoné. Don, seul le
problème d'ajout est traité ii.
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Entre deux traés Gt−1 et Gt aux instants t− 1 et t, la arte mentale de
l'utilisateur doit être préservée au mieux. Cette préservation est mesurée en
ajoutant une ontrainte de stabilité à AGH entre les traés à t− 1 et t.
La ontrainte de stabilité est mesurée en alulant le ritère de similarité
δ (Πt,Πt−1), suggéré par Bridgeman et Tamassia [14℄, entre les traés Πt de
Gt à l'instant t et Πt−1 de Gt−1 à l'instant t− 1. Il est basé sur le nombre de
paires de sommets inversées entre les deux traés :
δ (Πt,Πt−1) = 1−
1
h
×
h∑
k=1
Ck (t− 1, t)
Pk (t− 1, t)
(5.1)
où h est le nombre de niveaux du graphe, Pk (t− 1, t) le nombre de paires
de sommets ommunes aux deux traés et Ck (t− 1, t) le nombre de paires
de sommets inversées entre le traé à t − 1 et elui à t. Si δ (Πt,Πt−1) est
prohe de 1 alors le nombre de sommets inversés est petit et le traé que l'on
avait à t− 1 est par onséquent onservé à l'instant t.
5.1.1 Intégration à AGH
L'algorithme 5.1 dérit la proédure AGHD qui est l'intégration de la
ontrainte de stabilité à AGH. Dès que le graphe atteint un ordre susant, la
ontrainte de stabilité est prise en ompte uniquement sur les meilleurs traés
de la population nale de AGH. L'algorithme réalise ainsi un bon ompromis
entre la rédution du nombre de roisements d'ars et la onservation de la
arte mentale du traé à t− 1.
La première boule Tant que est utilisée quand le graphe à dessiner
est petit (nt < 20). La ontrainte dynamique n'est pas onsidérée et l'on ne
retient simplement que la meilleure solution renvoyée par AGH. En eet, les
hangements apportés au traé par l'ajout de sommets et d'ars sont trop
importants et l'on ne peut pas onsidérer qu'une struture stable à préserver
existe déjà.
Dès que l'ordre du graphe est susant, la ontrainte de stabilité n'est prise
en ompte que pour la population nale de AGH. Plus préisément, AGH est
appliqué sur Πt puis on ne onserve que les meilleurs individus représentant
le quart de la population nale. Le ritère de stabilité est ensuite alulé sur
es derniers. Le traé hoisi est elui qui en priorité maximise δ
(
Πt, Π̂t−1
)
.
Si plusieurs individus sont assoiés à la même valeur de δ, on ne onserve que
eux qui minimisent le nombre de roisements ; ou on hoisit aléatoirement
en as d'égalité sur le nombre de roisements. Le fait de ne onserver que
les meilleurs individus de AGH garantit que l'algorithme ne produit pas un
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Algorithme 5.1 Proédure AGHD pour le traé dynamique
Entrée : Un graphe Gt et un traé Πt assoié
Sortie : Traé Π̂t de Gt intelligible visuellement prohe de elui obtenu à
t− 1 pour Πt−1
Variables :
meilleures_solutions : variable de type tableau qui ontient des individus
de AGH
t : variable qui représente les diérents moments du traé.
Début
t← 0
Tant Que nt < 20 faire
Appliquer AGH sur Πt
Aher le meilleur traé Π̂t
t← t+ 1
Fin Tant que
Tant Que ritère de n non atteint faire
Appliquer AGH sur Πt
Mettre dans meilleures_solutions les meilleurs individus
de la population nale de AGH
Pour haque traé Πit de meilleures_solutions faire
aluler δ
(
Πit, Π̂t−1
)
Fin pour
Séletionner le traé Π̂t qui minimise c (Π
i
t) et maximise δ
(
Πit, Π̂t−1
)
dans meilleures_solutions
Aher Π̂t
t← t+ 1
Fin Tant que
Fin
Chaque modiation de la variable t entraîne des ajouts de sommets et d'ars au
graphe Gt (algorithme 5.2)
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traé qui possède une similarité forte ave le traé préédent et un nombre
de roisements important.
5.1.2 Générateur de traés dynamiques
A la diérene du traé statique, il n'y a pas à notre onnaissane de
bases de tests disponibles pour des expérimentations à grande éhelle pour
du traé dynamique. Bien souvent, les expérimentations sont menées ave des
sujets humains auxquels on demande de hoisir une solution parmi un en-
semble de réponses possibles. Cette approhe est bien évidemment néessaire
pour valider la méthode, mais plusieurs problèmes se posent : disponibilité
des sujets, qualité subjetive des onlusions dues aux diérenes de sensibi-
lités, et limitation forte du nombre de traés qui peuvent être évalués. Pour
obtenir des mesures quantitatives et valider l'approhe sur un grand nombre
de graphes, nous avons développé un générateur automatique qui simule un
traé dynamique aléatoire. Ce générateur est appelé par AGHD pour simu-
ler les diérentes étapes du proessus de onstrution du graphe. Ces étapes
sont symbolisées ii par les modiations de la variable t. Le prinipe de
fontionnement du générateur est présenté dans l'algorithme 5.2.
La phase d'initialisation qui engendre un petit graphe aléatoire onnexe
permet de simuler le début de toute phase de onstrution où l'ordre du
graphe à onstruire est faible. Ensuite, à haque instant t, dès qu'une solution
a été alulée par AGHD pour Gt, un nouveau graphe Gt+1 est engendré en
ajoutant aléatoirement des sommets à Gt. Ils peuvent être plaés dans les
niveaux existants ou dans un nouveau niveau. A haque fois, on s'assure de ne
onserver qu'une seule omposante onnexe au graphe en ajoutant au moins
un ar entre le nouveau sommet et le reste du graphe. Une densité onvenable
est onservée en ajoutant des ars supplémentaires, plaés aléatoirement.
Le proessus de génération s'arrête dès que les paramètres naux du
graphe sont atteints. Pour onserver des graphes pouvant être manipulés
par des utilisateurs sur un support standard, la proédure de traé vérie
quelques autres aratéristiques : le nombre maximal de sommets est ainsi xé
à 80 (nb_max_sommets dans l'algorithme 5.2), le nombre maximal d'ars
est xé à 400 (nb_arcs_max), le nombre maximal de roisements ne doit
pas dépasser 500 (nb_croisements_max) après l'optimisation du traé. Si
une de es aratéristiques dépasse le seuil xé, la proédure de traé s'arrête.
De plus le nombre maximal de niveaux est xé à 15 (nb_niveaux_max) et
la densité des graphes engendrés doit être omprise entre 0.3 (densite_min)
et 0.7 (densite_max). Les nouveaux sommets peuvent être plaés dans les
niveaux existants ou dans un nouveau niveau si le nombre maximum n'est
pas enore atteint. Le nombre maximal de sommets pouvant être ajoutés à
94 CHAPITRE 5. EXTENSIONS DE AGH
Algorithme 5.2 Générateur de graphes aléatoires pour simuler un traé
dynamique.
Sortie : Un graphe Gt
Début
nb_max_sommets← 80
nb_croisements_max← 500
nb_arcs_max← 400
nb_niveaux_max← 15
nb_max_sommets_a_ajouter ← 2
densite_min← 0.3
densite_max← 0.7
Si t == 0 alors
Dénir les paramètres du graphe G nal
Engendrer un petit graphe Gt onnexe ave moins de 20 sommets
Sinon
Ajouter des sommets à Gt−1 pour réer un graphe Gt onnexe
Ajouter des ars pour onserver 0.3 ≤ d (Gt) ≤ 0.7
Fin Si
Renvoyer Gt
Fin
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Fig. 5.1  Analyse de la qualité des traés.
haque phase est xé à 2. Des expérimentations ave un nombre plus impor-
tants montrent un arrêt rapide de la proédure de dessin puisque les ara-
téristiques maximales du graphe sont atteintes plus rapidement. Il n'y a en
revanhe auune diérene de omportement entre les diérentes versions.
5.1.3 Résultats expérimentaux
Ce générateur a été utilisé pour simuler le proessus de onstrution de
90 graphes, orrespondant à un total de 1400 traés. La densité moyenne des
traés est d (Gt) = 0.65 (éart-type de 0.05).
La gure 5.1-a montre l'évolution du nombre moyen de roisements pour
l'ensemble des 90 graphes. L'heuristique basée sur la reherhe Tabou (TS)
présentée au hapitre 3 paragraphe 3.2.2 page 42 a aussi été utilisée à titre de
omparaison. On voit bien ii que AGHD est toujours meilleur que TS sauf
dans un as. La gure 5.1-b montre, pour TS et la solution retournée par
AGHD, la diérene moyenne du nombre de roisements ave la meilleure
solution retournée par AGH (traé statique). Grâe à la onstrution de
l'algorithme, la solution retenue par AGHD est prohe de la meilleure solution
en terme de roisements. En moyenne, la solution retenue par AGHD a 3.14%
(éart-type de 2.42%) de roisements en plus que la meilleure solution de
AGH. Cette diérene est nettement plus importante ave TS : 9.64% (éart-
type de 4.28%).
Pour mieux omprendre l'intégration de la ontrainte de stabilité, nous
avons aussi étudié l'évolution du ritère de similarité δ (Πt,Πt−1). Ce ri-
tère est spéique à haque étape, on ne peut don pas aluler de ourbes
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Fig. 5.2  Evolution du ritère de similarité pour deux graphes représentatifs.
moyennes omme préédemment ar ela n'aurait auune signiation. La
gure 5.2 montre l'évolution du ritère de similarité sur l'ensemble du pro-
essus de onstrution pour deux graphes représentatifs du omportement
global. La gure montre à la fois l'évolution de la valeur du ritère de simi-
larité pour la solution retenue par AGH et la solution retenue par AGHD.
On peut remarquer que la similarité est nettement meilleure pour AGHD.
Les diérenes importantes qui peuvent apparaître entre deux étapes de la
onstrution sont dues au proessus dynamique : la position des nouveaux
sommets et des nouveaux ars peut parfois onduire à avoir des graphes Gt
et Gt−1 très diérents l'un de l'autre. Dans e as, les meilleurs individus al-
ulés par AGH ontiennent des traés de Gt très diérents de eux de Gt−1.
L'algorithme produit alors un nouveau dessin pour respeter la ontrainte de
lisibilité. Globalement, la stratégie appliquée ii tend à préserver les ressem-
blanes entre les traés.
5.2 Traé de grands graphes
D'après les résultats du test de Wiloxon eetué au hapitre 4 para-
graphe 4.5.2 page 83, la diérene de performane entre AGH et la méthode
de desentes DMb pour les graphes les plus denses ave un nombre important
de niveaux n'est plus signiative. Nous avons voulu vérier si e hangement
de omportement des deux métaheuristiques, obtenu sur un nombre restreint
d'instanes, se onrme sur un ensemble plus onséquent. Nous avons don
omparé à nouveau AGH et DMb sur un ensemble plus important de graphes
de grandes tailles.
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5.2.1 Paramètres expérimentaux
Le générateur de graphes du hapitre 4 a été utilisé pour engendrer une
nouvelle famille de 180 graphes omportant l'ensemble des ombinaisons pos-
sibles de 20, 25 ou 30 niveaux pour d (G) = 0.6, d (G) = 0.65 ou d (G) = 0.7.
Le nombre de sommets par niveau est ompris entre 10 et 35. Pour donner
un ordre de grandeur, le nombre moyen de roisements est ii de l'ordre de
485 000 sommets (éart-type de l'ordre de 170 000).
Nous utilisons le même proessus expérimental que pour les omparaisons
du hapitre préédent : AGH est exéuté en premier et DMb a ensuite un
temps de alul égal au temps mis par AGH pour trouver la meilleure solu-
tion. Puisque le temps de alul n'est plus une ontrainte, pour obtenir les
meilleures solutions possibles la ondition d'arrêt de AGH est d'eetuer 500
générations sans amélioration du meilleur résultat au lieu des 100 générations
eetuées préédemment. Chaque méthode est exéutée 100 fois sur haun
des graphes (total de 18000 exéutions des algorithmes). Pour information,
es nouvelles omparaisons ont néessité environ 8 mois de aluls au serveur
dédié à ette tâhe
1
.
5.2.2 Résultats expérimentaux
De façon analogue aux omparaisons eetuées dans le hapitre préédent,
nous avons alulé le pourentage moyen de meilleures solutions trouvées (ta-
bleau 5.1). Le test de Wiloxon eetué sur haque ombinaison des para-
mètres (9 ombinaisons de 2000 exéutions de haque algorithme) onrme
dans tous les as que les desentes multiples sont meilleures que AGH.
Pour es graphes de grandes tailles où le nombre d'optima loaux est
important et leur qualité parfois très prohe, il semble que le paysage de re-
herhe ne possède pas de struture permettant à AGH d'utiliser ses apaités
intrinsèques d'apprentissage. Une exploration à large spetre du paysage de
reherhe eetuée par une méthode simple et rapide telle que les desentes
multiples permet dans e as de trouver une meilleure solution.
5.3 Conlusion
Puisque les temps de aluls de AGH sont ompatibles ave du traé
dynamique, aspet important de tout proessus de onstrution de graphes,
nous avons déidé, suite à des premières expérimentations réduites [86℄, de
1
Bi-proesseur AMD Athlon MP 2400+. Les proesseurs fontionnent à 2GHz. Ces
aluls représentaient la tâhe prinipale du serveur.
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h 20 25 30 Moy.
AGH 0 0 0 0
DMb 100 100 100 100
AGH=DMb 0 0 0 0
a. Résultats pour d (G) = 0.6
h 20 25 30 Moy.
AGH 0.05 0 0 0.02
DMb 99.95 100 100 99.98
AGH=DMb 0 0 0 0
b. Résultats pour d (G) = 0.65
h 20 25 30 Moy.
AGH 0.05 0 0 0.02
DMb 99.95 100 100 99.98
AGH=DMb 0 0 0 0
. Résultats pour d (G) = 0.7
La olonne AGH=DMb signie que les deux approhes ont trouvé une solution ave
le même nombre de roisements.
Tab. 5.1  Comparaisons du % moyen de meilleures solutions trouvées entre
AGH et les desentes multiples (DMb).
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l'étendre à e problème. L'ajout d'une ontrainte de similarité pour respeter
au mieux la arte mentale de l'utilisateur permet bien souvent de préserver
les ressemblanes entre deux traés aux instants t − 1 et t du proessus
de onstrution tout en ne détériorant pas trop le nombre de roisements
d'ars. Quand ette préservation n'est pas possible, lorsque les graphes à
t − 1 et t sont trop diérents, l'algorithme privilégie plutt un traé lisible
et ompréhensible au détriment d'un eort ognitif plus important à fournir
par l'utilisateur.
En dehors du adre appliatif de la thèse, pour approfondir d'un point
de vue plus théorique l'analyse du omportement de AGH et DMb, nous
avons omparé à nouveau es deux méthodes sur un ensemble de graphes
de grandes tailles ; e qui a néessité des aluls importants (plus de 8 mois
sur un bi-proesseur AMD Athlon MP 2400+). Les résultats montrent que
les desentes surlassent nettement l'algorithme génétique. Ces résultats sug-
gèrent un hangement important de la struture de l'espae de reherhe lors
du passage à l'éhelle.
100 CHAPITRE 5. EXTENSIONS DE AGH
Chapitre 6
Appli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Le système de gestion des onnaissanes Atanor qui sert ii d'environ-
nement appliatif de référene est une mémoire d'entreprise proédurale qui
permet aux experts de apitaliser leurs onnaissanes et de les relier aux dif-
férents éléments du système d'information de l'entreprise (GED, workow,
organigramme, . . . ). Ces onnaissanes sont ensuite restituées aux utilisa-
teurs pour être aquises dans une phase d'aide à la déision. Pour les besoins
de ette thèse, nous nous restreignons au domaine d'appliation de l'aide
à la maintenane dans un ontexte industriel. Dans e adre, Atanor per-
met de réduire les temps d'arrêt d'une mahine lors d'un défaut ou d'une
panne en aidant l'utilisateur à loaliser les omposants défetueux ou le pro-
blème en fontion des symptmes présents. En partiulier, nous utilisons les
modèles de onnaissanes dénis pour l'aide à la maintenane d'un type de
mahines de tri automatique de ourrier de la Poste. Il existe bien d'autres
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exemples onrets d'utilisation d'Atanor : dans le domaine industriel on peut
notamment iter l'aide à l'uniformisation de proédures dans le adre de la
onservation et de la ollete du lait ; l'aide à l'aélération de la reon-
guration de haînes de prodution dans la uisine industrielle ; l'aide à la
gestion de rise et à la traçabilité des produits dans une entrale d'ahat ;
dans le domaine militaire on peut iter l'aide au maintien en fontionnement
de sous-marins ou de navires de surfae. Des appliations dans le seteur des
servies sont aussi possibles omme dans les entres d'appels pour venir en
aide aux téléonseillers.
Lors de la phase de apitalisation des onnaissanes des experts qui nous
intéresse ii, pour des impressions a priori de simpliité, les modèles d'arbres
ont souvent été privilégiés en GC. Le modèle visuel utilisé initialement dans
Atanor pour réaliser l'interfaçage entre le serveur de onnaissanes et l'ex-
pert peut être vu omme une généralisation enrihie du modèle des arbres
de défaillane et des arbres de déision ; il est appelé logigramme d'expertise.
Les diérents retours d'expérienes, dans diérents ontextes appliatifs ont
montré que ette struturation en logigramme n'est nalement pas la plus
intuitive pour les experts ar de nombreuses redondanes de sommets ou de
sous-arbres sont présentes. Ces redondanes ne sont pas dues à un défaut de
oneption du serveur mais à la nature des proessus à traiter. Des proédures
partiulières de onstrution ainsi que de longues formations qui néessitent
un eort ognitif et un investissement personnel important de la part des ex-
perts sont néessaires. Les premières utilisations sont souvent déstabilisantes
ar l'expert doit se onformer au mode de fontionnement de l'outil et non
le ontraire.
En revanhe, e problème de redondanes est déjà résolu pour le stokage
interne des onnaissanes. En eet, les bases de onnaissanes sont strutu-
rées sous la forme de graphes dans lesquels haque sommet n'est dérit qu'une
seule fois. Cette struturation en graphe est de loin la plus eae. C'est la
transformation de es graphes en arbres qui introduit les redondanes.
Pour obtenir un outil qui soit plus ompatible ave le mode de raisonne-
ment utilisé par les experts et ainsi éviter ette fastidieuse transformation,
nous avons proposé le modèle Graph'Atanor. Ce modèle utilise des graphes
en niveaux pour représenter les proessus. Ce type de graphe est simple à uti-
liser : les sommets représentent les diérentes tâhes qui sont ii les diérentes
étapes de résolution d'une panne et les niveaux symbolisent l'enhaînement
de es étapes. Ce modèle reprend les diérentes aratéristiques du modèle
d'arbres tout en apportant une lisibilité arue et de meilleures possibilités
d'exploitation des modèles de onnaissanes. L'algorithme AGH est utilisé
pour réaliser les représentations visuelles de Graph'Atanor.
Le premier paragraphe de e hapitre présente un desriptif général d'Ata-
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nor, de ses modèles de onnaissanes et des diérents modules : Expert pour
onstruire et faire évoluer les modèles, Pratiien pour exploiter les onnais-
sanes et Manager pour les évaluer. Le paragraphe 6.2 présente le modèle
des logigrammes qui sert de support à la représentation visuelle des onnais-
sanes à destination des experts. Le paragraphe 6.3 introduit le nouveau
modèle Graph'Atanor. Plusieurs omparaisons sont eetuées dans le para-
graphe 6.4 pour montrer les diérents apports de Graph'Atanor par rapport
aux logigrammes.
6.1 Desriptif général d'Atanor
Atanor oupe une position entrale dans le système d'information de
l'entreprise (gure 6.1). Il permet de gérer l'ensemble des étapes d'un pro-
essus de gestion des onnaissanes (voir la gure 1.1 page 3) :
1. au début du proessus de GC, les èhes notées A représentent la dé-
tetion des besoins ;
2. la èhe notée D symbolise la phase de onstrution des modèles de
onnaissanes ;
3. la diusion des onnaissanes et l'utilisation du système sont représen-
tées par la èhe notée E et dans une moindre mesure par les diérentes
èhes notées B ;
4. les èhes notées A et F ainsi que les diérentes èhes notées B repré-
sentent l'évaluation du système. Pour es dernières l'utilisateur peut,
par exemple, envoyer un message à l'expert pour lui signaler une erreur,
l'expert peut proposer des modiations au manager avant de les faire,
. . .
5. La maintenane et l'évolution sont représentées par la èhe notée D.
Chaque interfae de visualisation des onnaissanes représente un module
du serveur de onnaissanes. Ces trois modules ommuniquent de façon sépa-
rée ave le noyau du serveur de onnaissanes érit en Prolog. Le hoix de e
langage failite la gestion interne des onnaissanes reueillies, mais surtout
permet de les ativer. Il ore également de grandes perspetives d'extension
du modèle de onnaissanes atuel orienté diagnosti, an de traiter d'autres
type de tâhes et d'autres formes de onnaissanes ationnables (inférenes).
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 Flèhes A : l'utilisateur, l'expert et le manager prennent des informations dans
leur environnement de travail pour eetuer leurs tâhes. Ils sont ainsi en inter-
ation permanente ave et environnement grâe à Atanor.
 Flèhes B : les utilisateurs, les experts et les managers peuvent éhanger des
messages qui portent sur les onnaissanes maintenus par Atanor.
 Flèhes C : Atanor peut interagir ave les autres servies du système d'informa-
tion de l'entreprise (GED, bases de données, serveur de mails, . . . ).
 Flèhe D : l'expert apitalise ses onnaissanes dans Atanor. Cette étape s'ee-
tue au moyen d'une interfae de visualisation spéique.
 Flèhe E : l'utilisateur aquiert des nouvelles onnaissanes en utilisant Atanor
par l'intermédiaire d'une interfae de visualisation adaptée.
 Flèhe F : une interfae de visualisation spéique permet d'informer le manager
sur la façon dont le serveur est utilisé par les experts et les utilisateurs.
Le travail de ette thèse se situe au niveau de l'interfae de visualisation à destina-
tion des experts (le retangle hahuré).
Fig. 6.1  Positionnement d'Atanor dans l'entreprise
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6.1.1 L'éditeur graphique des onnaissanes : le module
Expert
Cet éditeur graphique est utilisé pour permettre aux experts de réer,
modier et faire évoluer les diérents modèles omposant la base de onnais-
sanes. Les interfaes spéiques interatives de haque modèle sont aes-
sibles au moyen d'onglets présents en haut de la fenêtre (voir gure 6.2-a).
En partiulier, l'interfae du modèle expertise est déomposée en deux.
La partie haute est utilisée pour représenter la hiérarhie des diérents pro-
essus métiers relatifs au système sous la forme d'un arbre (gure 6.2-a).
Les sommets intermédiaires représentent des lasses de proessus et haque
feuille représente dans le adre de notre exemple une panne possible de la
mahine de tri. La partie basse de l'interfae permet de visualiser la des-
ription détaillée d'un proessus séletionné dans la hiérarhie, sous la forme
d'un logigramme (gure 6.2-b).
Les onnaissanes dérites par e formalisme graphique sont ensuite sto-
kées sous forme relationnelle en prédiats Prolog dans une base de onnais-
sanes ativables. Ces onnaissanes peuvent ensuite être délenhées par les
utilisateurs du système par l'intermédiaire du module Pratiien.
6.1.2 L'aide à la déision : le module Pratiien
Ce module est onçu pour les utilisateurs du système. Il permet de dérou-
ler de façon interative un questionnaire d'aide à la déision onçu à partir
du modèle d'expertise. Le prinipe de fontionnement se déompose en deux
étapes omme dans le module Expert. La hiérarhie des proessus métiers
est tout d'abord présentée sous la forme d'une arboresene pour permettre
le hoix d'un proessus partiulier (gure 6.3). Ensuite, le logigramme qui
orrespond au proessus séletionné est présenté à l'utilisateur sous la forme
d'un questionnaire interatif (gure 6.4). Les réponses données permettent
de parourir le logigramme. A haque étape du questionnaire, l'utilisateur
retrouve les diérents éléments saisis par l'expert tels qu'une desription du
mode opératoire à suivre permettant par exemple de vérier l'état d'un om-
posant, des assoiations ave des éléments multimédias (sons, vidéos, images,
douments divers), des liaisons vers les autres modèles de onnaissanes, une
liaison vers une doumentation omplémentaire (GED) ou bien enore des
modèles en réalité virtuelle qui peuvent dérire des pièes de la mahine [43℄.
Le serveur onserve une trae des diérentes ations de l'utilisateur dans une
base historique pour une exploitation ultérieure par le module Manager.
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Classe de processus Processus métier Processus sélectionné
(a) Extrait de la hiérarhie des diérentes pannes possibles de la mahine de tri.
(b) Extrait du proessus séletionné
Fig. 6.2  Le module Expert d'Atanor.
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Fig. 6.3  Module Pratiien : hoix d'une panne.
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(a) Le haut de la page
(b) Le bas de la page
Fig. 6.4  Module Pratiien : exemple de test proposé à l'utilisateur.
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Fig. 6.5  Diérents indies du module Manager
6.1.3 Le suivi des onnaissanes : le module Manager
Le module Manager est un tableau de bord sur la base de onnaissanes
(gure 6.5). Pour un système omplexe, il est important de pouvoir ontrler
rapidement l'adéquation du modèle implémenté dans le serveur de onnais-
sanes ave le système réel dans son ontexte opérationnel. Ce module est
une soure importante d'informations pour les responsables du système. Des
indies struturels, appréhendant la omplexité au sens de la modélisation
du système, ainsi que des indies mesurant l'utilisation de la base de onnais-
sanes sont présentés. Ils permettent d'orienter l'évolution des diérents mo-
dèles an notamment de les adapter au mieux au ontexte d'exploitation.
6.1.4 Les modèles de onnaissanes
Les diérents modules sont des vues sur les modèles de onnaissanes.
L'approhe globale d'Atanor est basée sur quatre modèles :
1. un modèle expertise ou modèle des proess métiers qui permet de
représenter les proessus métiers en maintenant des onnaissanes pro-
édurales, exprimées sous formes de règles de raisonnement ;
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La structuration du système étudié
Le modèle ORGANIQUE
La formalisation du raisonnement de l’expert
Le modèle EXPERTISE
Les compétences associées au système
Le modèle des COMPETENCES
Les différents métiers de l’entreprise
Le modèle ORGANIGRAMME
Expertise technique Ressources humaines
Fig. 6.6  Les diérents modèles d'Atanor et leurs interations.
2. un modèle organique qui déompose le système en un ensemble de
sous-systèmes et omposants qui peuvent être enrihis par des infor-
mations de type multimédia ;
3. un modèle des ompétenes qui permet de dérire le référentiel des
ompétenes des ateurs sur le système (de l'équipe à l'entreprise) en
les hiérarhisant du plus global au plus spéique en terme de savoir,
savoir-faire et savoir-être ;
4. un modèle organigramme qui ontient les personnes qui peuvent in-
tervenir sur le système ou répondre à des questions préises. Cet orga-
nigramme peut être assoié à un modèle de ompétenes [134℄.
Ces modèles interagissent entre eux (gure 6.6) : les onnaissanes portent
sur des omposants d'un système dont la manipulation néessite des ompé-
tenes elles-même portées par des individus de l'organisation en harge de e
système.
Ces modèles sont diretement aessibles par l'intermédiaire de repré-
sentations graphiques dans le module Expert (gure 6.2). Hormis le modèle
expertise qui utilise la représentation en logigramme présentée dans le para-
graphe suivant, les autres modèles utilisent des représentations hiérarhiques
lassiques.
6.2 Le modèle des logigrammes
Ce modèle permet de représenter des onnaissanes proédurales ation-
nables liées à un savoir-faire se déomposant en une suite d'étapes. Ainsi,
dans le as de l'aide au diagnosti de pannes, la stratégie mise en ÷uvre
par les experts onsiste à tester suessivement des hypothèses sur l'état des
omposants ou des fontionnalités du système, et ei en proédant générale-
ment des hypothèses les plus simples aux plus omplexes. Ces onnaissanes
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} ordonnésSommets fils
Sommet testSommet module Sommet échec Sommet diagnostic
Fig. 6.7  Formalisation des onnaissanes par logigramme.
ationnables se traduisent sous la forme d'un arbre appelé logigramme d'ex-
pertise (Figure 6.7). Le raisonnement de l'expert s'y traduit par un parours
de l'arbre en profondeur d'abord depuis sa raine, haque étape du raison-
nement orrespondant à un sommet. Cette représentation graphique peut
être vue omme une généralisation des arbres de déision et des arbres de dé-
faillane ; ils sont enrihis de sommets struturants an de prendre en ompte
le modèle de raisonnement des experts.
Deux types de sommets struturants sont mis en évidene :
1. Les sommets modules, absents des arbres de déision et de défaillane,
dont les ls sont ordonnés de gauhe à droite et généralement du plus
simple au plus omplexe, au sens de l'expert. Chaun de es sommets
permet de dénir un module de onnaissanes qui permet d'intégrer
des prinipes ognitifs aratéristiques des stratégies de déision ex-
pertes [6℄, dont un prinipe de parimonie/déidabilité :
 le premier sommet ls d'un module permet d'arriver à une déision
à moindre oût par des opérations simples (parimonie),
 les sommets ls suivants orent la possibilité de réaliser des opéra-
tions de plus en plus omplexes an d'arriver à une prise de déision
même si elle s'avère oûteuse (déidabilité).
2. Les sommets tests assoiés à une variable, typiques des arbres de déi-
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sion, dont les ls ne sont pas ordonnés, mais dont haque ar est assoié
à une valeur de la variable. Dans notre exemple de l'aide au diagnosti,
es valeurs qui servent de transition ave les sommets suivants sont gé-
néralement assoiées à l'état de fontionnement dans lequel se trouve
un élément du système sous-jaent.
Il existe aussi deux types de sommets terminaux : les sommets assoiés à un
diagnosti indiquant une solution au problème traité et les ations à eetuer
ainsi que les sommets assoiés à un éhe indiquant une non résolution du
problème. Ces derniers provoquent la mise en ÷uvre d'un méanisme de
retour au dernier sommet module traité et la transition au sommet suivant
au sens de l'ordre induit par e sommet module.
Une propriété importante de ette formalisation graphique réside dans la
possibilité de transformer un logigramme en un ensemble de règles de pro-
dution, en traduisant l'ensemble des hemins menant de la raine à haune
des feuilles. Ainsi le logigramme de la gure 6.7 se transforme en 4 règles :
Règle 1 : si point dur volet = trop dur alors hanger l'életro du volet ;
Règle 2 : si point dur volet = trop libre alors hanger la biellette ;
Règle 3 : si point dur volet = normal et positionnement du volet = mauvais
alors régler le positionnement du volet ;
Règle 4 : si point dur volet = normal et positionnement du volet = orret
et battement du volet dans les deux sens = pas de battement alors
hanger la arte ontrle 10 volet ;
La représentation graphique des onnaissanes par logigramme a l'avantage
d'être beauoup plus intelligible et synthétique qu'un ensemble équivalent
de règles de prodution. Un défaut important est que des sous-arbres orres-
pondant à des sous-ensembles de règles de prodution utilisés dans diérentes
phases peuvent être dupliqués à l'issue de la phase d'expertise. Lorsque ette
dupliation est fréquente, elle peut nuire à l'intelligibilité de la représentation
visuelle.
6.3 Le modèle Graph'Atanor
Pour palier aux limites du logigramme d'expertise, nous avons développé
un modèle, baptisé Graph'Atanor, basé sur des graphes en niveaux. Il a
pour avantage de pouvoir exploiter diretement le modèle Prolog du serveur
de onnaissanes qui assoie un sommet tel qu'il soit ave l'ensemble de
ses ls sans redondane. Les sommets du graphe (gure 6.8) représentent
omme dans les logigrammes les tests, les modules, les diagnostis et les
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Sommet module Sommet échec Sommet diagnosticSommet test
Fig. 6.8  Représentation d'un proessus métier de la mahine de tri selon
le modèle Graph'Atanor.
éhes. La diérene majeure est ii l'uniité ; un sommet ne peut pas être
dupliqué. Ils sont ordonnés dans des niveaux vertiaux en notant 1 le premier
niveau ; le niveau i ontient les sommets à distane i selon le plus ourt
hemin sur le traé du niveau 1. Les ars des sommets tests représentent
les diérentes valeurs possibles de la variable assoiée à e sommet. Pour les
modules, omme dans les logigrammes, les ars sont assoiés à un numéro
d'ordre qui dénit la priorité de la transition. Pour obtenir un dessin le plus
lisible possible, la ontrainte qui impose un ordre des ls dans les logigrammes
est relaxée. Le hire insrit au dessus des ars indique l'ordre dans lequel
ils doivent être traités. Pour les sommets tests, les réponses permettant de
hoisir le hemin à suivre ne sont pas ahées sur les ars.
Les représentations visuelles respetent au mieux le prinipe de bonne
ontinuité de la Gestalt [77℄, illustré au hapitre 2, qui a été validé sur des
graphes par Ware et al. [137℄ pour un problème de reherhe du plus ourt
hemin. Pour ela, les ars dont la longueur est supérieure à 1 sont dessi-
nés ave des ourbes de béziers quadratiques. Ces ourbes partiulières per-
mettent d'aplanir les angles et de rendre les traés plus agréables à regarder.
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6.4 Comparaisons expérimentales des modèles
Nous avons omparé les logigrammes et Graph'Atanor dans le adre ap-
pliatif de l'aide au diagnosti pour la maintenane d'un type de mahines
de tri automatique de ourrier de La Poste. Après une période d'adaptation
et de formation, les experts des mahines de tris ont ommené à assurer
la onstrution, la mise à jour et l'évolution des onnaissanes maintenues
par l'outil. La phase de reueil des onnaissanes s'est étalée sur deux ans et
s'est appuyée sur quatre experts géographiquement dispersés. Elle a permis
de mettre en évidene une trentaine de proessus métiers, haun orrespon-
dant à une panne possible de la mahine, néessitant la onstrution d'un
logigramme par panne. Les experts ont ainsi fait apparaître plus de 400 som-
mets tests et environ 200 diagnostis diérents ont été répertoriés. Nous avons
appliqué le modèle Graph'Atanor sur la hiérarhie des diérents proessus
métiers et sur les logigrammes qui orrespondent aux pannes.
6.4.1 Ave la hiérarhie des proessus métiers
La gure 6.9 représente les diérents proessus métiers (dont un extrait
est présenté sur gure 6.2-a page 106) en utilisant le modèle Graph'Atanor.
On voit lairement que ette hiérarhie est struturée sous forme d'un graphe,
les experts travaillant impliitement ave de telles représentations. Selon les
experts, ertaines pannes peuvent faire partie de plusieurs lasses (Panne
tête de leture Bertin dans le dernier niveau par exemple), e qui signie
qu'une panne donnée peut avoir de multiples onséquenes dans la mahine
omme par exemple plusieurs voyants d'erreurs allumés.
6.4.2 Ave les proessus métiers
Les gures 6.10 et 6.12-a sont deux extraits de deux logigrammes réalisés
ave Atanor. Sans les èhes qui ont été rajoutées sur la première gure, il est
diile au premier abord de onstater que plusieurs eets peuvent permettre
d'arriver à un même diagnosti qui est dupliqué dans la représentation vi-
suelle. Les sommets modules des logigrammes étant parourus de la gauhe
vers la droite, le diagnosti pointé par la èhe la plus à gauhe est relati-
vement faile et rapide à réaliser. Le même diagnosti pointé par la èhe
la plus à droite est nettement plus diile et plus long à eetuer ar l'uti-
lisateur devra au préalable passer par toutes les branhes intermédiaires du
sommet module.
La gure 6.12-a illustre e même problème de dupliation mais ette fois
pour des sous-arbres du logigramme. Un même diagnosti peut dans e as
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Classe de processus métiers Lien vers un processus métier
Fig. 6.9  La hiérarhie des diérents proessus métiers de la mahine de tri
de ourrier représentée ave le modèle Graph'Atanor.
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Les èhes indiquent un même sommet dupliqué.
Fig. 6.10  Illustration de la dupliation de sommets. Extrait du logigramme
Voyant défaut allumé droit eetué ave Atanor.
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La èhe indique le sommet qui était dupliqué dans la gure 6.10.
Fig. 6.11  La représentation ave un graphe en niveaux du logigramme de
la gure 6.10 pour le proessus Voyant défaut allumé droit.
être eetué soit rapidement et simplement, trois étapes intermédiaires sont
néessaires avant d'arriver sur le premier sommet du retangle en pointillé le
plus à gauhe, soit de façon plus longue et ompliquée : six étapes intermé-
diaires sont néessaires pour le retangle en pointillé du milieu et inq pour
elui le plus à droite. Les gures 6.11 et 6.12-b sont les représentations de
es proessus métiers en utilisant le modèle Graph'Atanor.
Ces représentations permettent une meilleure exploitation de la représen-
tation visuelle des modèles de onnaissanes par l'expert ou le manager grâe
notamment à la non dupliation des sommets. De plus, les sommets ave un
degré important ont statistiquement plus de hanes d'être utilisés dans les
diagnostis. Utilisés onjointement ave l'historique des diérentes ations
des utilisateurs ou enore le omptage des passages dans haque sommet
diérent (rendu possible grâe à Graph'Atanor), es diérents indies per-
mettent de maintenir une attention partiulière sur le système et ontribuent
ainsi à la maintenane préventive. Une onséquene immédiate est de pou-
voir améliorer la répartition des experts ou des tehniiens pour être ertain
d'avoir toujours une personne ompétente présente en as de panne risquant
se produire souvent. Ces statistiques permettent à l'expert ou au manager de
reenser les omposants peu utilisés du graphe (pannes peu fréquentes) en
les distinguant de eux qui le sont fréquemment (pannes fréquentes pouvant
indiquer une faiblesse dans le système).
Pour les sommets tests, une notion de ritiité peut aussi être introduite.
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(a) Extrait du logigramme Bourrage sequene vidage eetué ave Atanor.
(b) La représentation en graphe en niveaux.
Les retangles sur haun des dessins représentent des parties identiques dupliquées.
Dans le logigramme, ils permettent de situer es parties.
Fig. 6.12  Illustration de la dupliation de sous-arbres du logigramme sur
deux extraits de la représentation d'un même proessus métier.
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Un sommet test est qualié de ritique si une mauvaise réponse entraîne
un diagnosti très long à eetuer alors que le même diagnosti aurait pu
être eetué immédiatement. De tels sommets sont failement visibles sur
le graphe : le test Changement du relais RCD situé au bas du troisième
niveau de la gure 6.11 est ritique. Dans le meilleur des as, e sommet
est failement atteint en deux étapes intermédiaires : Relais RDD puis
Alimentation de la bobine du relais RCD. Si l'utilisateur se trompe de
réponse, au lieu d'arriver au diagnosti nal Mauvais fontionnement du
relais RCC instantanément, il sera dirigé vers le sommet éhe an de passer
sur la branhe numérotée 3 du sommet module. Le même diagnosti sera alors
eetué en 6, 7 ou 8 tests selon les réponses données. Il est même possible que
l'utilisateur en arrive à un diagnosti nal faux ave toutes les onséquenes
que l'on peut imaginer.
6.5 Conlusion
Dans e hapitre, nous avons présenté le système de gestion des onnais-
sanes Atanor et plus partiulièrement le module Expert ainsi que la mo-
délisation des onnaissanes utilisées sous la forme de logigrammes. Nous
avons montré à l'aide de plusieurs exemples les limites de e modèle dont
la prinipale est une redondane parfois importante des sommets ou même
de sous-arbres. Ces redondanes entraînent une omplexité arue des logi-
grammes et des diultés lors de la oneption des modèles par les experts.
Le odage des modèles dans le serveur de onnaissane étant déjà basé
sur des graphes, qui sont onnus omme des outils performants de représen-
tation, nous avons proposé un nouveau modèle de représentation visuelle des
onnaissanes qui utilise des graphes en niveaux. Ce modèle, baptisé Gra-
ph'Atanor, supprime toutes les redondanes de sommets et failite, selon les
premiers retours d'expériene, la leture des modèles. Pour s'intégrer dans les
spéiations du serveur de onnaissanes, l'implémentation de Graph'Ata-
nor, présentée dans l'annexe B page 149 utilise des tehnologies atuelles
omme les langages XML et SVG.
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Chapitre 7
Conlusion
La problématique de ette thèse, réalisée grâe à un ontrat CIFRE ave
l'entreprise KnoweSia SAS, porte sur l'amélioration de la représentation vi-
suelle des onnaissanes au sein du serveur de onnaissanes Atanor en se
foalisant sur la phase de apitalisation des onnaissanes des experts. La
visualisation des onnaissanes est un domaine en plein essor dont l'intérêt
est fondamental dans un proessus de GC. Elle doit être onsidérée ave at-
tention an de permettre aux experts d'utiliser onvenablement le serveur de
onnaissanes et ainsi éviter les erreurs dues à des représentations visuelles
inadaptées.
Dans la première version d'Atanor, les représentations visuelles sont ba-
sées sur un modèle de logigramme. Ce modèle s'est avéré diile à utiliser
à ause de nombreuses redondanes de sommets. Nous avons don proposé
un nouveau modèle de représentation visuelle des onnaissanes basé sur des
graphes en niveaux : le modèle Graph'Atanor. Et, nous avons proposé un
nouvel algorithme, basé sur un AG pour aborder le problème de traé. Le
hoix de la méthode nous a onduit à analyser les aratéristiques de l'espae
de reherhe de notre problème de traé.
Les apports de la thèse
Les apports de ette thèse peuvent se résumer en quatre grandes parties :
1. le problème de représentation visuelle des onnaissanes dans Atanor
nous a tout d'abord onduit à étudier les diérentes familles de repré-
sentations visuelles des graphes ;
2. nous avons étudié les aratéristiques des espaes de reherhe assoiés
au problème spéique du traé des graphes en niveaux ave minimi-
sation du nombre de roisements d'ars ;
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3. es analyses nous ont onduit à développer un algorithme génétique hy-
bridé eae pour traer les graphes. Nous avons proposé une extension
pour le problème dynamique et au-delà des appliations pratiques, nous
avons étudié le omportement de l'AG pour des problèmes de grandes
tailles ;
4. nous avons onfronté Graph'Atanor ave le modèle des logigrammes
atuellement utilisé dans le serveur de onnaissanes. Nous avons mon-
tré les diérents apports de notre modèle de graphes par rapport au
modèle des logigrammes qui est basé sur des représentations d'arbres.
Etude et lassiation des représentations visuelles des
graphes
Selon le type de la struture à traer, diérentes méthodes sont envisa-
geables. Nous avons présenté quatre grandes familles de traés basées sur des
représentations lassiques sommets-ars :
1. le traé statique qui est le problème le plus lassique ;
2. le traé dynamique qui est un problème important dans le adre d'un
proessus de traé de graphes interatifs ;
3. le traé des grands graphes pour représenter des strutures ne pouvant
pas être traées sur un support de taille standard ;
4. les représentations en 3D qui deviennent de plus en plus populaires
mais dont la valeur ajoutée est enore un sujet d'étude.
Nous avons aussi présenté quelques tehniques qui n'utilisent pas les repré-
sentations sommets-ars et les langages de desription de graphes les plus
utilisés dans les logiiels.
Etude approfondie du problème de traé des graphes en
niveaux
En utilisant les diérentes ontraintes à respeter pour obtenir des traés
exploitables par un utilisateur, nous obtenons un problème d'optimisation
ombinatoire qui onsiste à trouver un ordre optimal des sommets dans ha-
un des niveaux du graphe. L'étude bibliographique des diérentes méthodes
de traé existantes montre que la struture du paysage de reherhe a rare-
ment été étudiée. Cette étude est fondamentale ar les méthodes d'optimisa-
tions sont eaes si la méthode utilisée est bien adaptée aux aratéristiques
du paysage.
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Nous avons utilisé une modélisation originale des paysages de reherhe
par un graphe en niveaux. Nous avons montré que es paysages sont fortement
multimodaux et que la modélisation en graphe permet de mettre en avant une
ertaine struture des paysages. En onlusion, il apparaît qu'une méthode
de résolution bénéiant d'une forme d'apprentissage impliite telle que les
algorithmes génétiques est tout indiquée.
Un algorithme génétique hybridé pour le traé des graphes
en niveaux
Nous avons développé un algorithme génétique hybridé (AGH) pour ré-
soudre le problème de traé. Nous avons justié l'ensemble des valeurs des
diérents paramètres et le rle de haun des opérateurs. Les omparaisons ef-
fetuées ave d'autres méthodes déjà publiées montrent que AGH dépasse en
terme de qualité des résultats les heuristiques lassiques ainsi que la meilleure
métaheuristique onnue à e jour basée sur une reherhe Tabou. AGH est
également meilleur que les desentes à départs multiples pour des graphes
d'ordres et de densités ompatibles ave un ahage sur un support de taille
standard.
Nous avons aussi réalisé deux extensions de et algorithme. La première
porte sur le traé dynamique d'un graphe sur un intervalle de temps restreint.
Les résultats obtenus ave un simulateur automatique de traé dynamique
sont enourageants et montrent que notre approhe permet d'obtenir des tra-
és suessifs visuellement prohes et qui restent lisibles et ompréhensibles
par les utilisateurs. La deuxième extension pour des graphes de grandes tailles
qui dépassent de loin les tailles renontrées dans la pratique, montre que les
desentes obtiennent alors de meilleurs résultats. Cei semble dû à un han-
gement de struture du paysage et à la présene de très nombreux optima
loaux de qualité omparable.
Le modèle Graph'Atanor
Nous avons proposé Graph'Atanor qui est un nouveau modèle de re-
présentation visuelle des onnaissanes pour le serveur Atanor. Un de ses
avantages est qu'il orrespond au modèle formel utilisé pour le stokage des
onnaissanes. Les omparaisons eetuées ave le modèle des logigrammes
montrent que l'utilisation de Graph'Atanor est plus intuitive pour les ex-
perts en supprimant les redondanes de sommets. De plus, il permet une
meilleure exploitation des modèles de onnaissanes en faisant notamment
apparaître les aratéristiques importantes des modèles. Graph'Atanor ouvre
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des perspetives intéressantes sur l'analyse des traes des utilisateurs et de
leur omportement.
Perspetives
En plus de la néessaire validation par les experts du modèle Graph'Ata-
nor et de ses appliations dans d'autres ontextes appliatifs, nous pouvons
mettre en avant trois axes majeurs d'extensions :
1. l'exploitation du modèle Graph'Atanor a des onséquenes notables sur
la gestion des ressoures humaines assoiées aux modèles de onnais-
sanes ;
2. l'extension de AGH pour le traé dynamique est à développer an de
produire une plate-forme omplète de onstrution, de modiation et
d'analyse de modèles de onnaissanes basés sur des graphes en ni-
veaux ;
3. la deuxième extension de AGH pour les graphes de grandes tailles, nous
inite aussi à développer e type de représentation puisque la taille des
modèles utilisés en visualisation de onnaissanes, et plus généralement
en visualisation d'information, ne esse de roître.
Appliations possibles en gestion des ressoures humaines
La suppression des redondanes de sommets dans Graph'Atanor permet
une meilleure exploitation des représentations visuelles par les utilisateurs.
Cette meilleure exploitation a des onséquenes dans le domaine des res-
soures humaines pour les diérentes lasses d'utilisateurs d'Atanor. Dans le
as de l'aide à la maintenane, en faisant apparaître les sommets ritiques
sur les traés, en eetuant un omptage des passages dans haque sommet
ou enore pour un même diagnosti, en analysant les diérentes traes des
utilisateurs, il est possible de :
1. faire ressortir les faiblesses du système (sommets ou parties du graphe
très utilisés) qui néessitent une surveillane partiulière ;
2. mieux former les utilisateurs du système en relevant les défauts qui
reviennent le plus souvent ou en les sensibilisant sur les sommets ri-
tiques ;
3. aider les utilisateurs à omprendre le fontionnement de la mahine et
le mode de pensée des experts en visualisant diretement les graphes.
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L'ahage de es informations sur les graphes peut se faire en modulant la
largeur et la ouleur des ars en fontion du nombre de passages, en super-
posant diérents traés ou enore en eaçant des parties du traé. En plus
d'être à disposition des managers, es informations pourraient aussi être uti-
lisées dans un nouveau module Pédagogique. Ce module servirait d'outil pour
la formation des utilisateurs et permettrait aussi aux experts de tester des
mises à jour sur les utilisateurs du système avant de les implémenter.
Prise en ompte du té dynamique
Les résultats obtenus ave l'extension pour le traé dynamique de AGH,
nous inite à développer ette approhe. De façon générale, tout proessus
de onstrution de graphe dans un SGC est dynamique. Dans le adre de
l'appliation à Atanor, nous devons enore développer une interfae om-
plète pour le module Expert qui permette de onstruire les graphes de façon
dynamique. Pour ne pas perturber le proessus de onstrution, il ne faut
pas présenter à l'utilisateur un traé optimisé à haque étape. Il faut par
exemple que l'algorithme d'optimisation tourne en tâhe de fond à haque
modiation pour onserver en mémoire un traé optimisé. Quand l'utilisa-
teur ajoute un sommet sur sa représentation, e sommet est aussi ajouté sur
le traé maintenu par l'algorithme d'optimisation qui peut ainsi être rapide-
ment remis à niveau. Quand l'utilisateur le déide, la solution optimisée lui
est présentée très rapidement. Pour limiter l'eort ognitif de l'utilisateur, la
transition entre les traés peut aussi être animée.
Changement d'éhelle
Lorsque l'on onsidère en partiulier l'intégralité des bases de onnais-
sanes, les représentations du modèle Graph'Atanor peuvent ne pas tenir
orretement sur un support de taille standard tout en onservant leur lisi-
blité. Par exemple, le graphe qui permet de représenter l'ensemble des pannes
de la mahine de tri de ourrier omporte 553 sommets, 625 ars et 14 ni-
veaux. Il permet d'apporter des informations supplémentaires intéressantes
(par exemple, un même diagnosti peut se retrouver dans plusieurs logi-
grammes diérents). Mais même après optimisation du traé ave AGH, il
reste enore plus de 900 roisements d'ars ; don la gure est diilement
exploitable. Conformément aux résultats obtenus ave l'extension de AGH
pour les grands graphes, il faudrait maintenant développer, en omplément
à e que nous venons de faire, une méthode de visualisation adaptée à une
struture de taille plus importante.
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Annexe A
L'annuaire GVSR
Le hapitre 2 de la thèse présente des méthodes de traés de graphes et
quelques logiiels qui les implémentent. Sur la Toile, il existe de nombreux
autres logiiels. Ils peuvent être soit spéialisés dans un domaine d'applia-
tion préis ou pour une méthode de traé préise, soit généralistes en gérant
diérentes méthodes de traé sans appliation préalablement dénie sur un
domaine partiulier. Pour un utilisateur novie dans le domaine du traé de
graphes, il n'est pas néessairement aisé de retrouver un logiiel bien adapté à
sa propre problématique. L'ouvrage de Mutzel et Jünger [103℄ ainsi que l'an-
nexe A de l'ouvrage de Kaufmann et Wagner [71℄ peuvent ertainement aider
à guider l'utilisateur puisqu'ils répertorient des logiiels atuels de visualisa-
tion parmi les plus performants. Cependant, es logiiels puissants n'orent
évidemment pas tous une prise en main immédiate, et les fontionnalités
proposées peuvent dépasser les besoins spéiques de l'utilisateur ou ne pas
répondre aux ontraintes d'appliations pointues. Diérents sites de la Toile
présentent également des logiiels généraux ou spéialisés
1
. Mais, il s'agit
souvent de listes de pointeurs peu organisées qui néessitent une investiga-
tion importante pour l'analyse de leur ontenu. Le site Visual Complexity
propose des aperçus de représentations visuelles existantes
2
en les dérivant
sous formes de hes mais les logiiels utilisés ne sont pas présentés.
Ces limitations nous ont onduit à développer un site Web appelé GVSR
3
,
disponible à http://hulk.knowesia.fr, qui répertorie sous une forme stan-
dard les logiiels aessibles sur la Toile. Ce site, qui naturellement se veut
évolutif, présente atuellement une inquantaine de logiiels très divers ré-
1
http://rw4.s.uni-sb.de/users/sander/html/gstools.html ; http://www.dia.
uniroma3.it/researh/ACG.html ; http://diretory.google.om/Top/Siene/
Math/Combinatoris/Software/Graph_Drawing/
2
http://www.visualomplexity.om/v/index.fm
3
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Fig. A.1  La page d'aueil du site.
partis dans diérentes atégories. L'objetif est double : (i) permettre, lors
d'une étape de déouverte, à un utilisateur novie de onsulter aisément des
exemples de rendus visuels pour aner ensuite l'expression de ses propres be-
soins, (ii) fournir ave une présentation uniforme des informations préises
sur haun des outils pour le guider dans son hoix.
A.1 Desription du ontenu
La page d'aueil du site regroupe les logiiels dans inq atégories (-
gure A.1) : les logiiels spéialisés dans la représentation des onnaissanes
(Knowledge Representation), les éditeurs de graphes spéialisés dans un
domaine partiulier qui permettent de onstruire soi-même interativement
des graphes (Spei Tools), les librairies permettant de se développer fa-
ilement et rapidement son propre logiiel en utilisant les implémentations
d'algorithmes de traé présentent dans la librairie (Librairies), les solutions
dédiées aux représentations en 3D (3D only tools), et les logiiels de traés
généralistes (Visualization Tools). Un menu est toujours disponible sous le
nom du site. Il permet par exemple en liquant sur Add form d'aéder à un
formulaire permettant de proposer un nouveau logiiel. Avant d'être rendue
publique la proposition devra être validée par l'administrateur.
Pour l'utilisateur, la spéiité de l'annuaire GVSR repose sur une leture
homogène de la desription de haque logiiel (voir l'exemple d'une he sur
la gure A.2). Ainsi, haque he-logiiel se déompose en huit parties (neuf
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Fig. A.2  Capture d'éran d'une he-logiiel.
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pour les librairies) auxquelles s'ajoute une apture d'éran permettant de
visualiser sur un exemple les aratéristiques majeures du traé proposé. Les
diérentes parties sont :
 General software information : une desription des informations gé-
nérales sur le logiiel, à savoir sa atégorie, les diérents auteurs (en-
treprises ou personnes), un lien vers le site web assoié et une brève
présentation générale.
 Graph type : le (ou les) type(s) de graphe(s) manipulé(s) : ordre maxi-
mal, type(s), 2D et/ou 3D.
 Field : quelques hamps d'appliations possibles.
 Possible uses : quelques exemples onnus d'appliations.
 Software harateristis : les aratéristiques détaillées du logiiel ave
son prinipe suint d'utilisation et ses fontions interatives de ma-
nipulation des traés.
 Tehnial aspets : les aspets tehniques tels que la taille du logiiel
une fois installé, les langages de développement utilisés, l'arhiteture
matérielle et logiielle néessaire.
 Main referenes : une liste de pointeurs vers les prinipales référenes
onnues (artiles et sites web).
 Main appliations : réservé uniquement pour les librairies. Ensemble
de liens vers des appliations basées sur ette librairie.
 Cost and liense : le oût éventuel et la liene d'utilisation.
A.2 Desription tehnique
Les hes-logiiels sont représentées en utilisant le langage XML qui grâe
à son format semi-struturé, nous permet de pouvoir failement faire évoluer
la struture d'une he. Pour le stokage, nous utilisons le système de gestion
de bases de données (SGBD) XML eXist
4
. Ce SGBD, développé entière-
ment en JAVA, permet de stoker et d'indexer diretement des hiers XML
qui peuvent ontenir du texte et éventuellement des données binaires ('est
la as pour le stokage de l'image assoiée à haque he). Ils sont regroupés
dans des olletions qui dénissent une arboresene à l'image des répertoires
d'un disque dur. Comme dans tous les SGBD, il existe un langage d'inter-
rogation XQUERY du W3C
5
, et un langage de mise à jour des données
XUPDATE
6
, qui agissent sur l'ensemble des douments d'une olletion.
L'utilisation ommune de es deux langages permet d'avoir des fontionna-
4
http://exist.soureforge.net
5
http://www.w3.org/TR/xquery
6
http://xmldb-org.soureforge.net/xupdate
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lités de requêtes et de mise à jour des hes très prohes des possibilités du
langage SQL des bases de données relationnelles.
L'interfae ave le navigateur de l'utilisateur est réalisée par le logiiel
Tomat développé par la Apahe Software Foundation
7
. Tomat est l'im-
plémentation de référene des tehnologies Java Servlet
8
 et JavaServer
Pages (JSP)
9
développées par Sun Mirosystems. Ces tehnologies per-
mettent de réer failement des appliations basées sur des sites web om-
portant un ontenu dynamique. Grâe à l'utilisation du langage Java, les
appliations développées sont indépendantes des arhitetures utilisées sur
le serveur et les postes lients. GVSR est basé sur la tehnologie des JSP
qui permet d'enapsuler des appels à des lasses Java diretement dans une
page HTML. Ainsi un site utilisant la tehnologie des JSP omporte : des
hiers JSP qui seront transformés en HTML an d'être envoyés sur le na-
vigateur de l'utilisateur et un ensemble de lasses JAVA qui gère toute la
partie dynamique (notamment les diérents appels au SGBD).
7
http://jakarta.apahe.org/tomat
8
http://java.sun.om/produts/servlets
9
http://java.sun.om/produts/jsp
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Annexe B
Implémentation de AGH
Le ahier des harges du serveur de onnaissanes Atanor indique qu'il
peut être utilisé au travers du réseau Internet et ne doit pas impliquer de
trop gros hangements au sein du système d'information servant de support.
Il faut, de plus, éviter la lourdeur des applets Java atuellement utilisées
tout en onservant des possibilités avanées d'interations ave l'utilisateur
pour que les experts puissent ontinuer à onstruire les modèles de onnais-
sanes diretement depuis leur navigateur. Le langage SVG (Salable Vetor
Graphis)
1
, qui est le résultat d'un groupe de travail du W3C
2
, respete par-
faitement es points et a don été utilisé pour les représentations visuelles de
Graph'Atanor. Ce langage permet de faire du dessin vetoriel sur Internet,
e qui a pour avantage :
 l'indépendane par rapport à la résolution utilisée sur le poste lient,
 la onservation des données (ontrairement au format d'image jpeg),
 d'avoir un prinipe de fontionnement équivalent au langage postsript
pour n'en iter qu'un.
Un doument SVG est interprétable sur de multiples plate-formes et transite
sans diulté sur un réseau ar il est basé sur XML.
Langage de desription des graphes
Les graphes utilisés par AGH sont simplement dérits par des hiers
XML. Pour un graphe à traer, e langage doit permettre simplement de
dérire la liste des sommets et des ars. Des propriétés graphiques, toutes
optionnelles, doivent aussi pouvoir être préisées. Toute la gestion des -
1
Le site http://www.svgopen.org regroupe les ates des onférenes sur SVG ayant
eu lieu depuis 2002. Une présentation de e langage est disponible à l'adresse http://www.
w3.org/2002/Talks/SVG-HongKong-IH/.
2
http://www.w3.org/TR/SVG/
149
150 ANNEXE B. IMPLÉMENTATION DE AGH
hiers XML (leture des hiers soures, génération des hiers SVG) a été
eetuée en utilisant la librairie libxml2
3
. C'est une librairie pour le langage
C très omplète permettant de lire, érire et manipuler des douments et des
données en XML.
Le format des hiers de données, dérit sous la forme d'une grammaire,
est présenté i-dessous :
< ? xml version=1.0 enoding=enoding ?>
<graph name=ID> < !--Nom du graphe-->
<vertex name=ID ' < !--Identifiant du sommet-->
olor=svg_olor  < !--Couleur de remplissage-->
label=ID < !--Nom du sommet à afficher-–>
type=test | diagnosti | module | ehe < !--type de sommet-->
fontsize=[0-9℄* < !--Taille de la police-->
font=fontname < !--Police SVG à utiliser-->
stroke=svg_olor  < !--Couleur du contour-->
rank=[0-9℄*/> <--Niveau du sommet-->
<ar name=ID < !--Identifiant de l’arc-->
from=vertex_name < !--Id. du sommet d’origine-->
to=vertex_name < !--Id. du sommet terminal-->
label=ID < !--pour les sommets module : numéro à afficher-->
olor=svg_olor /> < !--couleur de l’arc-->
</graph>
Les diérentes lauses ID peuvent être remplaées par n'importe quelle
haîne de aratères. Tous les hamps sont optionnels sauf eux notés en
gras. Les ouleurs peuvent être soit désignées diretement en anglais ou alors
spéiées par leur ode RVB que l'on érira : rgb(R,V,B) où R, V et B sont
les odes respetifs pour les omposantes rouge, verte et bleue. La lause
name sert à préiser un identiant utilisé en interne par le programme. Pour
les sommets, si la lause label n'est pas préisée, l'identiant est utilisé à
sa plae. Pour les ars, label n'est utilisé que pour les sommets modules
pour aher le numéro d'ordre. La lause type est un raouri pour donner
une esthétique diérente selon le type de sommet du modèle expertise à
dessiner. L'algorithme de plaement des sommets dans les niveaux (ainsi que
la suppression des yles) peut être désativé en préisant impérativement
pour tous les sommets du graphe leur niveau respetif par la lause rank.
3
http://xmlsoft.org
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Pour avoir une gestion orrete des aratères spéiaux (par exemple les
aratères aentués en français), il faut utiliser un enodage des aratères
(la lause enoding) ompatible entre diérentes langues et failement por-
table. Pour le français, il est par exemple possible d'utiliser ISO88591 ou
ISO885915. Si rien n'est préisé, 'est l'enodage par défaut de la libxml2
qui est utilisé, à savoir UTF8.
152 ANNEXE B. IMPLÉMENTATION DE AGH
Résumé :
Le bon déroulement d'un proessus de gestion des onnaissanes passe par l'utilisation
de méthodes eaes de visualisation qui permettent une ompréhension aisée des dif-
férents modèles de onnaissanes utilisés. Les retours d'expérienes ave le système de
gestion des onnaissanes Atanor, qui est orienté vers le déploiement des onnaissanes
dans un ontexte opérationnel portant sur des systèmes omplexes, ont montré que le mo-
dèle d'arbres atuellement utilisé pour la visualisation des modèles de onnaissanes n'est
pas intuitif. Des redondanes de sommets trop nombreuses peuvent entraîner des diultés
de leture et aher des aratéristiques importantes. Pour résoudre es problèmes nous
proposons le modèle Graph'Atanor qui est basé sur des graphes en niveaux.
Le passage au modèle de graphes pose le problème de sa représentation visuelle. Les traés
doivent rester lisibles et ompréhensibles par les utilisateurs. Cei se traduit notamment
par le respet de ritères esthétiques qui permettent de modéliser un problème d'optimisa-
tion ombinatoire onsistant à trouver un ordre optimal des sommets dans haque niveau.
Pour résoudre e problème, nous avons développé un algorithme génétique qui possède
deux partiularités : deux opérateurs de roisements spéiques et une hybridation par
une reherhe loale.
Les expérimentations montrent que pour des graphes de taille standard, l'algorithme gé-
nétique donne de meilleurs résultats que les autres méthodes que nous onnaissons. La
omparaison des modèles de représentation des onnaissanes sur un exemple industriel
montre qu'en plus de failiter la leture, Graph'Atanor permet de failement suivre la
trae des utilisateurs et de mettre en avant les sommets ritiques.
Mots-lés :
Visualisation de onnaissanes, système de gestion des onnaissanes, optimisation om-
binatoire, métaheuristiques, algorithme génétique hybridé, traés de graphes en niveaux
Abstrat :
The smooth development of a knowledge management proess is based on the use of
eient visualization methods that enable the user to easily understand the knowledge
models whih are used. Experiene feedbak of the knowledge management system Atanor,
whih is knowledge-deployment-oriented in an operational ontext for omplex systems,
showed that the tree model urrently used for the visualization of the knowledge models
is not intuitive. Too many verties redundanies an lead to reading diulties and hide
some important harateristis. To solve these problems, we propose the Graph'Atanor
model whih is based on hierarhial graphs.
Moving to a graph-based model raises the issue of its visual representation. The drawings
have to remain readable and understandable by all users. They have to satisfy various ri-
teria suh as aestheti ones whih model a ombinatorial optimization problem onsisting,
for eah layer, in nding an optimal order of the verties. To solve this problem, we develop
a new hybridized geneti algorithm whih follows the basi sheme of a geneti algorithm
with two major dierenes: the use of two problem-based rossovers and a hybridization
resulting from a loal-searh strategy.
Computational experiments for standard size graphs show that the geneti algorithm gives
better results than the other methods we know. The omparison of the two knowledge
models on an industrial example shows that Graph'Atanor based models are not only
easier to read but also allow to follow the trae of the users and show ritial verties.
Keywords :
Knowledge visualization, knowledge management system, ombinatorial optimization, meta-
heuristis, hierarhial graph drawing, hybridized geneti algorithm
