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1 Prerrequisitos
Deﬁnicio´n 1.1 Un sistema lineal es una ecuacio´n
x˙ = Ax + Bu,
donde X , U son espacios vectoriales sobre un cuerpo R o C de dimensiones n y m respectiva-
mente, x ∈ X , u ∈ U , y
A : X → X , B : U → X
son aplicaciones lineales. Tambie´n indicaremos simplemente el par (A,B) de aplicaciones li-
neales (o matrices)
Observacio´n 1.2 Todas las aplicaciones sera´n lineales y en lo sucesivo no lo indicaremos.
Tambie´n, todos los subconjuntos que consideramos, si no se indica lo contrario son subespacios
vectoriales.
Dado A : X → X y S ⊂ X indicaremos 〈A | S〉 = S + AS + A2S + · · ·+ An−1S
Deﬁnicio´n 1.3 S ⊂ X es (A,B)− invariante si existe F : X → U tal que (A + BF )S ⊂ S
Siendo B = ImB
Proposicio´n 1.4 S ⊂ X es (A,B)− invariante si y so´lo si
A(S) ⊂ S + B
Demostracio´n.
1
2Si S es (A,B)− invariante
∀x ∈ S existe F : X → U tal que Ax + BFx ∈ S
Como BFx ∈ B, resulta Ax ∈ S + B.




λjvj + Bui , ui ∈ U , 1 ≤ i ≤ k






(A + BF )vi ∈ S , 1 ≤ i ≤ k
y por tanto (A + BF )S ⊂ S.
Vamos a ver otra descripcio´n de un sistema lineal que nos permitira´ simpliﬁcar algunas de-
mostraciones y deﬁniciones.
Consideramos las cuaternas (Y,X , f, π) con Y y X espacios vectoriales de dimensio´n n + m
y n respectivamente, f : Y → X , π : Y → X , π exhaustiva.
Si en Y tomamos una base formada por una base de un complementario X ′ de Kerπ y una
base de Kerπ, {v1, v2, ... , vn} y {w1, w2, ... , wm} respectivamente, y en X tomamos la base
{π(v1), ... , π(vn)}, deﬁniendo U := Kerπ, tendremos que
Y = X ′ ⊕ U 	 X × U
donde la identiﬁcacio´n de X ′ con X la hacemos a trave´s de las bases {v1, ... , vn} y {π(v1), ... , π(vn)}.




con A ∈ Mn(C) , B ∈ Mn,m(C)
y la de f , (A,B).
Podremos escribir
f(x, u) = Ax + Bu
π(x, u) = x
abusando del lenguaje, entendiendo por x, u como x ∈ X , u ∈ U o sus componentes en las bases
indicadas segu´n convenga.
3Deﬁnicio´n 1.5 Dos pares de matrices (A,B) y (A′, B′) sera´n equivalentes si dan lugar a la
misma cuaterna (Y,X , f, π), esto es, si existe un cambio entre bases de las descritas que las
relacione, es decir:















o, lo que es lo mismo,
A′ = P−1AP + P−1BR
B′ = P−1BQ
esto es, que sean feedback equivalentes.
Acabamos de ver que
Proposicio´n 1.6 Existe una correspondencia biyectiva entre las cuaternas (Y,X , f, π) del tipo
anterior, que tambie´n indicaremos por (f, π) cuando no haya confusio´n posible, y las clases de
equivalencia por feedback de los pares de matrices (A,B).
Veamos la traduccio´n en este lenguaje de subespacio (A,B)− invariante.
Proposicio´n 1.7 S ⊂ X es (A,B)− invariante si y so´lo si S ⊂ π(f−1(S))
Demostracio´n.
Tenemos que f−1(S) = {y ∈ Y : f(y) ∈ S} = {(x, u) : Ax + Bu ∈ S} ,
por tanto π(f−1(S)) = {x ∈ X : ∃u ∈ U Ax + Bu ∈ S} .
Evidentemente, si S es (A,B)− invariante ,
como A(S) ⊂ S + B ,
resulta que S ⊂ π(f−1(S)) .
Rec´ıprocamente, si S ⊂ π(f−1(S))
tendremos que
∀x ∈ S existira´ u ∈ U tal que Ax + Bu ∈ S
con lo que
Ax ∈ S + B ∀x ∈ S
Veamos el signiﬁcado geome´trico de la condicio´n de (A,B)− invariante:
4Corolario 1.8 Dada una cuaterna (Y,X , f, π) con π exhaustiva. Un subespacio S ⊂ X es
(A,B) − invariante si y so´lo si la cuaterna (π−1(S) ∩ f−1(S),S, f , π) , donde f y π son las
restricciones de f y π respectivamente, es del mismo tipo (π exhaustiva).
Demostracio´n.
π es exhaustiva si y so´lo si
S ⊂ π(π−1(S) ∩ f−1(S))
que es equivalente a
S ⊂ π(f−1(S))
Proposicio´n 1.9 La suma de dos subespacios (A,B)− invariantes es (A,B)− invariante.
Demostracio´n.
Sean S1, S2 (A,B)− invariantes ; esto quiere decir que Si ⊂ π(f−1(Si)) i = 1, 2 .
como f−1(S1) + f−1(S2) ⊂ f−1(S1 + S2)
resulta que π(f−1(S1)) + π(f−1(S2)) ⊂ π(f−1(S1 + S2))
de donde S1 + S2 ⊂ π(f−1(S1 + S2))
El conjunto de los subespacios (A,B)− invariantes lo indicaremos I(A,B).
2 Subespacios de Controlabilidad
Deﬁnicio´n 2.1 Dado el sistema x˙ = Ax + Bu, A : X → X , B : U → X . Diremos que un
subespacio  ⊂ X es de controlabilidad (s.c.) si existen F : X → U y G : U → U tal que
 = 〈A + BF | Im(BG)〉
En particular, diremos que el sistema es controlable si X es de controlabilidad.
Obse´rvese que B̂ = Im (BG) es un subespacio de B.
Podemos eliminar G usando la siguiente proposicio´n:
Proposicio´n 2.2 Si B̂ ⊂ B y  = 〈A | B̂ 〉 , entonces
 = 〈A | B ∩ 〉 .
Rec´ıprocamente, si
 = 〈A | B ∩ 〉 , existe G : U → U tal que
 = 〈A | Im(BG)〉
5Demostracio´n.
Por la deﬁnicio´n de , es evidente que B̂ ⊂  .
Por tanto B̂ ⊂ B ∩  , con lo que  = 〈A | B̂ 〉 ⊂ 〈A | B ∩ 〉 .
Por otra parte, como  es A− invariante, tenemos
〈A | B ∩ 〉 = B ∩ + A(B ∩ ) + A2(B ∩ ) + · · ·+ An−1(B ∩ ) ⊂  .
Para ver el rec´ıproco consideramos {b1, ... , br} una base de B∩. Entonces, bi = Bui (ui ∈ U)
donde los ui, 1 ≤ i ≤ r, son linealmente independientes. Sea {u1, ... , um} una base de U , y
deﬁnimos
Gui = ui , 1 ≤ i ≤ r
Gui = 0 , r + 1 ≤ i ≤ m
Entonces
Im(BG) = B ∩ 
Si denotamos por C(A,B;X ) o C(A,B) o C(X ) (siempre que no cause confusio´n), el conjunto
de los s.c. del sistema (A,B), tenemos que
Proposicio´n 2.3  ∈ C(X ) si y so´lo si ∃ F : X → U , tal que  = 〈A + BF | B ∩ 〉 .
En particular, el sistema es controlable si y so´lo si X = 〈A | B〉 .
Demostracio´n.
Basta aplicar la proposicio´n 2.2 tomando A + BF en lugar de A.
Corolario 2.4 Todo subespacio de controlabilidad es (A,B)− invariante.
Demostracio´n.
La aplicacio´n F de la proposicio´n 2.3 cumple que (A + BF ) ⊂  .
Dado un subespacio ξ , denotamos F(ξ) := {F : X → U / (A + BF )ξ ⊂ ξ} .
Con esta notacio´n, es obvio que
Proposicio´n 2.5 Dado un sistema (A,B), ξ es (A,B)− invariante si y so´lo si F(ξ) = ∅
Proposicio´n 2.6 Dado un sistema (A,B). Si  ∈ C(X ), entonces  = 〈A + BF | B ∩ 〉
∀F ∈ F()
6Demostracio´n.
Si  ∈ C(X ), existe F0 ∈ F() tal que
 = 〈A + BF0 | B ∩ 〉 .
Si F1 ∈ F(), consideramos 1 = 〈A + BF1 | B ∩ 〉 .
Es evidente que 1 ⊂ .
Veamos la inclusio´n contraria demostrando, por induccio´n sobre k, que
(A + BF0)k−1(B ∩ ) ⊂ 1
Para k = 1 es consecuencia de la deﬁnicio´n. Supongamos que es cierto para k ; entonces
(A + BF0)k(B ∩ ) ⊂ (A + BF0)1 ⊂
⊂ (A + BF1)1 + B(F0 − F1)1,
pero B(F0 − F1)1 ⊂ B y adema´s
B(F0 − F1)1 ⊂ (A + BF0)1 − (A + BF1)1 ⊂  con lo que
(A + BF0)k(B ∩ ) ⊂ 1 +  ∩ B ⊂ 1
Proposicio´n 2.7 (f, π) controlable si y so´lo si (f ◦ π−1)n (0) = X
Demostracio´n.
Basta tener en cuenta que
(f ◦ π−1)(0) = f(Kerπ) = f(U) = B
(f ◦ π−1)(B) = f(B + U) = AB + B
· · · · · ·
Proposicio´n 2.8 S ⊂ X es de controlabilidad si y so´lo si S es (A,B) − invariante y (f, π) es
controlable.
Demostracio´n.
Veremos que (f ◦ π−1)n(0) = 〈A + BF | B ∩ S〉 para cualquier F ∈ F(S). Lo demostraremos
por induccio´n.
(f ◦ π−1)(0) = f [Kerπ ∩ π−1(S) ∩ f−1(S)] = f [U ∩ f−1(S)]
pero f
[U ∩ f−1(S)] = f(U) ∩ S = B ∩ S
porque f(M) ∩N = f(M ∩ f−1(N)) ∀M ⊂ Y, ∀N ⊂ X . (∗)
7con lo que
(f ◦ π−1)(0) = B ∩ S
Supongamos que








(U + (f ◦ π−1)k(0)) ∩ f−1(S)
]
porque U + (f ◦ π−1)k(0) ⊂ π−1(S) por hipo´tesis de induccio´n.
Adema´s, por (∗), f
[








(f ◦ π−1)k+1(0) =
[





(A + BF )(f ◦ π−1)k(0) + B
]
∩ S
y como, por hipo´tesis de induccio´n,
(A + BF )(f ◦ π−1)k(0) = (A + BF )(B ∩ S) + · · ·+ (A + BF )k(B ∩ S)
y esta´ contenido en S por ser F ∈ F(S), resulta que[
(A + BF )(f ◦ π−1)k(0) + B
]
∩ S = (A + BF )(f ◦ π−1)k(0) + B ∩ S
y la proposicio´n esta´ demostrada.
Proposicio´n 2.9 La suma de dos subespacios de controlabilidad es un subespacio de
controlabilidad.
Demostracio´n.
Sean S1, S2 ∈ C(A,B); esto quiere decir que existen k1, k2 ∈ N tal que
Si = (f ◦ πi−1)ki (0) donde πi−1(M) = π−1(M ∩ Si) ∩ f−1(Si) ∀M ⊂ X .
Por la proposicio´n 1.9, S1 + S2 es (A,B)− invariante. Bastara´ demostrar que
S1 + S2 = (f ◦ π−1)ma´x(k1, k2) (0) ,
donde π−1(M) = π−1(M ∩ (S1 + S2)) ∩ f−1(S1 + S2) ∀M ⊂ X .
Sabemos que
(f ◦ π−1) (0) = B ∩ (S1 + S2) ⊃ B ∩ S1 + B ∩ S2 =
= (f ◦ π1−1) (0) + (f ◦ π2−1) (0)
Supongamos que
(f ◦ π−1)j (0) ⊃ (f ◦ π1−1)j (0) + (f ◦ π2−1)j (0)
para j ≤ k .
8Entonces
(f ◦ π−1)k+1 (0) ⊃ (f ◦ π−1)
[
(f ◦ π1−1)k (0) + (f ◦ π2−1)k (0)
]
⊃
⊃ (f ◦ π1−1)k+1 (0) + (f ◦ π2−1)k+1 (0)
porque π−1(M) = π−1(M) ∩ f−1(S1 + S2) ⊃ π−1(M) ∩ f−1(Si) = πi−1(M) ∀M ⊂ S1 + S2
con lo que queda demostrada la proposicio´n
Corolario 2.10 Cualquier conjunto no vac´ıo de subespacios de controlabilidad cerrado por la
adicio´n tiene un supremo que es un subespacio de controlabilidad.
Demostracio´n.
Puesto que X tiene dimensio´n ﬁnita, consideramos un subespacio del conjunto de entre los de
dimensio´n ma´xima. E´ste los contiene a todos porque su suma esta´ contenida en e´l.
3 Problema del Desacoplamiento Restringido (R.D.P.)
Consideramos un sistema lineal{
x˙ = Ax + Bu A ∈ Rn×n B ∈ Rn×m
z = Dx D ∈ Rp×n
con el espacio de salidas Z = Rp = Z1 ⊕Z2 ⊕ · · · ⊕ Zk.
Si Di := πi ◦D, siendo πi : Z → Zi la proyeccio´n natural, tenemos D = D1 ⊕ · · · ⊕Dk.
El problema que pretendemos resolver es saber si existen una realimentacio´n y un cambio de
variables de entrada











de forma que la variacio´n de cada vi afecte so´lo a la salida zi = πi(z) y se puedan obtener todos
los valores de zi variando vi.
Vamos a concretar que´ signiﬁca esto:
El subespacio de controlabilidad relativo a la entrada vi es
i = 〈A + BF | Im(BGi)〉
queremos que ∀ i, j = 1, 2, ... , k





Dii = ImDi ∀ i = 1, 2, ... , k .
Como ya sabemos (proposicio´n 2.6) que i = 〈A + BF | B ∩ i〉 , 1 ≤ i ≤ k , si Ki := NucDi ,
1 ≤ i ≤ k , es inmediato que Dii = ImDi , 1 ≤ i ≤ k , equivale a que i +Ki = X , 1 ≤ i ≤ k .
En resumen el problema RDP (restricted decoupling problem) podemos formularlo:
Dados A,B,Di , 1 ≤ i ≤ k, encontrar, si es posible, F : X → U y subespacios de controla-
bilidad i , 1 ≤ i ≤ k , tales que:
RDP 1) i = 〈A + BF | B ∩ i〉 , 1 ≤ i ≤ k [condicio´n de compatibilidad]
RDP 2) i ⊂
⋂
j =i
Kj , 1 ≤ i ≤ k
RDP 3) i +Ki = X , 1 ≤ i ≤ k





Por ser (A,B)− invariantes existen F1, F2, ... , Fk : X → U tales que (A + BFi)Vi ⊂ Vi .
Si Fi = Fi|Vi , consideramos la aplicacio´n F :
k⊕
i=1



















Ki = 0 ,
RDP tiene solucio´n si y so´lo si ∗i +Ki = X , 1 ≤ i ≤ k, siendo
∗i = sup {S : S ∈ C(A,B), S ⊂ K̂i}, 1 ≤ i ≤ k .
Demostracio´n.
Si se cumple la condicio´n, tomamos i = ∗i , 1 ≤ i ≤ k . Por deﬁnicio´n cumplen las condiciones
RDP 2 y RDP 3.
Por ser s.c. existira´n Fi : X → U tales que
∗i = 〈A + BFi | ∗i ∩ B〉 .


















 ∩ Ki = k⋂
r=1
Kr = 0 ,
y como ∗i ⊂ K̂i, los subespacios ∗i , 1 ≤ i ≤ k, tambie´n lo son.





y, por la proposicio´n 2.6 resulta que
∗i = 〈A + BF | ∗i ∩ B〉
y RDP tiene solucio´n.
Rec´ıprocamente si RDP tiene solucio´n, como la solucio´n i, 1 ≤ i ≤ k, cumple
i + K̂i = X ,
con mayor razo´n lo cumplira´ ∗i que es el supremo entre los subespacios de controlabilidad
contenidos en K̂i.
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Teorema 3.3 (Asignacio´n de valores propios). Dado un sistema controlable A : X → X ,







Ki = 0 y conjuntos sime´tricos Λi = {λi1 , ... , λiρi} ⊂ C , 0 ≤ i ≤ k ,












(A + BF )|∗i
]
= Λi , 1 ≤ i ≤ k
y










= Λi , 1 ≤ i ≤ k .
Dado que los ∗i son independientes (teorema 3.2), podemos construir segu´n (lema 3.1)










tenemos que (A + BF0) ⊂  y segu´n [1] (prop. 4.1 pa´g. 88), existe F : X → U tal que
F| = F0| con σ(A + BF ) = Λ0 ∪ σ
[




4 PROBLEMA DEL DESACOPLAMIENTO EXTENDIDO (E.D.P.)
Se trata de resolver el problema anterior eliminando la restriccio´n




Abordaremos el problema ampliando el sistema. An˜adimos las ecuaciones siguientes:
x˙ai = uai i = 1, 2, ... , na
y el sistema extendido queda {





























En lenguaje de aplicaciones lineales escribiremos





con Xa 	 Ua 	 Rna . Notaremos X × Xa = Xe , U × Ua = Ue
fe(x, xa, u, ua) = (f(x, u), ua)
πe(x, xa, u, ua) = (x, xa)
y deﬁnimos
P : X × Xa × U × Ua → X × U
P (x, xa, u, ua) = (x, u)
Veamos las siguientes propiedades:
Proposicio´n 4.1 S ⊂ Xe (Ae, Be)− invariante ⇒ P (S) ⊂ X (A,B)− invariante
Demostracio´n.
Que S sea (Ae, Be)− invariante quiere decir que
S ⊂ πe(fe−1(S)) ,
por tanto
P (S) ⊂ P ◦ πe ◦ fe−1(S) .
Como
P ◦ πe (x, xa, u, ua) = P (x, xa) = x = π(x, u) = π ◦ P (x, xa, u, ua)
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resulta que
P (S) ⊂ π ◦ P ◦ fe−1(S) .
(x, u) ∈ P ◦ fe−1(S) quiere decir que existe
(xa, ua) ∈ Xa × Ua tal que fe(x, xa, u, ua) ∈ S y, por tanto, f(x, u) ∈ P (S)
con lo que P ◦ fe−1(S) ⊂ f−1 ◦ P (S)
y P (S) ⊂ π [f−1(P (S))]
Lema 4.2 Si M⊂ S y S es (Ae, Be)− invariante , se veriﬁca que
P ◦ πe−1(M) ⊂ π−1 ◦ P (M)
Demostracio´n.
(x, u) ∈ P ◦ πe−1(M) quiere decir que existe (xa, ua) ∈ Xa × Ua
tal que (x, xa, u, ua) ∈ πe−1(M) ∩ fe−1(S).
Equivale a (x, xa) ∈M y (f(x, u), ua) ∈ S .
En consecuencia x ∈ P (M) y f(x, u) ∈ P (S).
(x, u) ∈ π−1 ◦ P (M) = π−1 [P (M)] ∩ f−1(P (S)) ,
es decir, x ∈ P (M) y f(x, u) ∈ P (S) .
Proposicio´n 4.3 S ∈ C(Ae, Be) ⇒ P (S) ∈ C(A,B)
Demostracio´n.
Segu´n la proposicio´n 4.1, P (S) es (A,B)− invariante
Sabemos que
S = (fe ◦ πe−1)n+na (0)
Aplicando P , reiterando el lema 4.2 y usando que P ◦ πe = π ◦ P
resulta
P (S) ⊂ (f ◦ π−1)n+na (P (0)) =
= (f ◦ π−1)n (0)
Proposicio´n 4.4 Sea  ∈ I(A,B), E ∈ End (Xe,Xe), ImE ⊂ Xa. Entonces,




−1 [(P + E)()] = {(x, xa, u, ua) : f(x, u) ∈  , ua ∈ E()} .
(πe ◦ fe−1) [(P + E)()] = {(x, xa) : ∃u ∈ U t.q. f(x, u) ∈ } =
= π ◦ f−1()⊕Xa ⊃ (P + E)()
Proposicio´n 4.5 Sea  ∈ C(A,B), E ∈ End (Xe,Xe), ImE ⊂ Xa. Entonces,
(P + E)() ∈ C(Ae, Be)
Demostracio´n.
Sera´ controlable si existe k ∈ N tal que
(P + E)() ⊂ (fe ◦ πe−1)k (0) .
Sabemos que por ser  de controlabilidad
 ⊂ (f ◦ π−1)k (0) ⊂ (fe ◦ πe−1)k (0)
para algu´n k ∈ N.
Hace falta ver que E() tambie´n esta´ contenido ah´ı. Tenemos que
πe
−1(0) = {(0, 0, u, ua) : f(0, u) ∈  , ua ∈ E()}
por lo tanto
(fe ◦ πe−1) (0) = B ∩  + E()
y, por lo tanto,
E() ⊂ (fe ◦ πe−1)k (0) para k ≥ 1 .
Deﬁnicio´n 4.6 Diremos que S ⊂ Xe es un subespacio extendido de controlabilidad (s.e.c.) si
S ∈ C(Ae, Be)
Si ξ es un subespacio vectorial de Xe , denotamos
Fe(ξ) := {F : Xe → Ue / (Ae + BeF )ξ ⊂ ξ} .
Podemos enunciar el problema extendido de la siguiente forma:
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Problema EDP (extended decoupling problem): Dados
A : X → X , B : U → X , Di : X → Zi , 1 ≤ i ≤ k .





EDP 2) Si ⊂
⋂
j =i
(Kj ⊕Xa) , 1 ≤ i ≤ k
EDP 3) Si + (Ki ⊕Xa) = Xe , 1 ≤ i ≤ k





EDP tiene solucio´n si y so´lo si ∗i +Ki = X ∀ i = 1, 2, ... , k
Demostracio´n.
Si EDP tiene solucio´n, EDP 2) implica que







Por la proposicio´n 4.3, P (Si) ∈ C(A,B), con lo que por la deﬁnicio´n de ∗i resulta P (Si) ⊂ ∗i .
Adema´s, EDP 3) implica que P (Si) +Ki = X con lo que
∗i +Ki = X ∀ i = 1, 2, ... , k
Rec´ıprocamente, si esta u´ltima condicio´n es cierta, deﬁnimos isomorﬁsmos Ei : ∗i → Xai








Extendemos Ei a una aplicacio´n lineal Xe → Xe que sea nula sobre un complementario de ∗i .
Los subespacios
Si = (P + Ei)(∗i )
por la proposicio´n 4.5 cumplen Si ∈ C(Ae, Be) ∀ i = 1, 2, ... , k .
Adema´s, son independientes porque si
k∑
i=1

























tenemos que Eixi = 0 ∀ i = 1, 2, ... , k . Finalmente, como Ei|∗i es un isomorﬁsmo, resulta
xi = 0 ∀ i = 1, 2, ... , k .
Segu´n el lema 3.1 se cumple EDP 1).
EDP 2) se veriﬁca porque





Si + (Ki ⊕Xa) = (P + Ei)(∗i ) + (Ki ⊕Xa) =
= (∗i +Ki)⊕Xa = X ⊕ Xa = Xe que es EDP 3)
Veamos que se puede reducir la dimensio´n de la extensio´n.











Si dimXa = na y deﬁnimos Xe = X ⊕ Xa, existen homomorﬁsmos Ei : Xe → Xe, 1 ≤ i ≤ k,
tales que ImEi ⊂ Xa, 1 ≤ i ≤ k, y {Si := (P + Ei)i}, 1 ≤ i ≤ k, son independientes.
Demostracio´n.






















































Consideramos isomorﬁsmos Ei : Ti → Xai y los extendemos a Ei : Xe → Xe con la aplicacio´n












x = (P + Ei)ri =
i−1∑
j=1
(P + Ej)rj con rj ∈ j 1 ≤ j ≤ i















Ejrj = 0 1 ≤ j ≤ i
por tanto ri ∈ Ti ∩NucEi = {0} con lo que x = 0 .












La demostracio´n del teorema 4.7 se basa en que los espacios Si = (P+Ei)(∗i ) son independientes
y segu´n el lema 4.8 tambie´n es as´ı con las Ei deﬁnidas all´ı. El resto de la demostracio´n vale de
la misma forma.
Ejemplo 4.10 X = R5, U = R2, Z = R2
A =

0 1 0 0 0
0 0 0 0 0
0 0 1 1 0
1 0 0 0 1















0 0 0 0 1
)
Si denotamos por {ei}1≤i≤5 la base natural de X = R5 y {u1, u2} la base natural de U = R2.
Tendremos que
K1 = NucD1 = [e2, e3, e4, e5] = K̂2
K2 = NucD2 = [e1, e2, e3, e4] = K̂1
K1 = (f ◦ π−1)4 (0) ya que
(f ◦ π−1) (0) = B ∩ K1 = [e2]
(f ◦ π−1) [e2] = f
(
[e2, u1, u2] ∩ f−1(K1)
)
= f ([e2, u1, u2] ∩ [e1, e3, e4, e5, u1, e2 − u2]) =
= [e2, e5]
(f ◦ π−1) [e2, e5] = f
(
[e2, e5, u1, u2] ∩ f−1(K1)
)
= [e2, e5, e4]
(f ◦ π−1) [e2, e5, e4] = f
(
[e2, e5, e4, u1, u2] ∩ f−1(K1)
)
= K1 .
Por ello, K1 es de controlabilidad y ∗2 = K1 .
K2 = (f ◦ π−1)4 (0) ya que
(f ◦ π−1) (0) = B ∩ K2 = [e2]
(f ◦ π−1) [e2] = f
(
[e2, u1, u2] ∩ f−1(K2)
)
= f ([e2, u1, u2] ∩ (X ⊕ [u1])) = [e1, e2]
(f ◦ π−1) [e1, e2] = f ([e1, e2, u1, u2] ∩ (X ⊕ [u1])) = [e4, e1, e2]
(f ◦ π−1) [e4, e1, e2] = f ([e4, e1, e2, u1, u2] ∩ (X ⊕ [u1])) = [e3, e4, e1, e2] = K2 .
Por ello, K2 es de controlabilidad y ∗1 = K2 .
Tenemos que K1 ∩ K2 = {0} pero K1 + K2 = X con lo que EDP tiene solucio´n ampliando el
sistema con
na = dim (K2) + dim (K1)− dim (K1 +K2) = 4 + 4− 5 = 3
ecuaciones.
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