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The Chow’s test was proposed to test the equality of coeffcients of two linear
regression models under the assumption of homogeneity. We generalize the Chow’s
test and modified Chow’s test to k-sample case. We propose the Wald-type test
for testing the equivalence of coefficients of k linear models under homogeneity
assumption. For heteroscedastic case, we adopt the same Wald test statistic using
the approximate degree of freedom method to approximate its distribution. The
simulation studies and real life examples are presented to examine the performances
of the proposed test statistics.
Keywords: linear models; Chow’s test; heteroscedasticity; approximate degrees
of freedom test; Wald statistic
1Chapter 1
Introduction
In econometrics, the linear regression model has often been widely applied to the
measurement of econometric relationships. The data used for analysis have been
collected over a period of time, therefore the question often arises as to whether the
same relationship remains stable in two periods of time, for example, pre-World
War II and post-World World II. Statistically, this question can be simplified to
test whether subsets of coefficients in two regressions are equal.
1.1 Motivation
A pioneering work in this research field was done by Chow (1960), in which
he proposed a F-test to conduct the hypothesis testing. Chow’s test is proposed
under the homogeneous variance assumption and it is proved that the test works
well as long as at least one of the sample sizes is large. However, when the error
2terms of the two models differ, the Chow’s test may provide inaccurate results.
Toyoda (1974) and Schmidt and Sickles (1977) have demonstrated that the pres-
ence of heteroscedasticity can lead to serious distortions in the size of the test.
Two alternative tests for equality of coefficients under heteroscedasticity have been
proposed by Jayatissa (1977) and Watt (1979). Jayatissa proposed an exact small
sample test and Watt developed an asymptotic Wald test. Both of these tests
have their drawbacks and hence Ohtani and Toyoda (1985) investigated the ef-
fects of increasing the number of regressors on the small sample properties of these
two tests and found that the Jayatissa test cannot always be applied. Gurland
and MeCullough (1962) proposed the two-stage test which consists of pre-test for
equality of variances and the main-test for equality of means. Ohtani and Toyoda
(1986) extended the analysis to the case of a general linear regression. Other al-
ternative testing procedures include Ali and Silver’s (1985) two approximate test
based on Pearson system using the moments of the statistics under the null hy-
pothesis, Moreno, Torres and Casella’s (2005) Bayesian approaches, and Conerly
and Mansfield’s (1988, 1989) approximation test which can be implemented easily.
To this end, we may notice that in reality most of the time we are dealing
with the problem under heteroscedasticity and it is also very likely to encounter
problems that involve more than two samples. In this paper, we will propose
methods which are intended to comprise the disadvantages, at least a few, of the
3methods mentioned above under the condition of heteroscedasticity. The desirable
method would be easily implemented and generalized to k sample cases.
1.2 Organization of this Thesis
The remaining part of this thesis is organized as follows: firstly we will review
the existing methods to test the equivalence of coefficients of two linear models
in Chapter 2. In the first two sections of Chapter 3, we generalize the existing
methods to problems of k-sample case and it is followed by our proposal of an
approximate degrees of freedom (ADF) test of the Wald statistics in the following
section of Chapter 3. In Chapter 4 we present simulation results and real life
examples. Finally, we summerize and conclude the thesis in Chapter 5.
4Chapter 2
Literature Review
Testing for equality of regression coefficients in different populations is widely
used in econometric and other research. It dates back to 1960’s when Chow pro-
posed a testing statistic to compare the coefficients of two linear models under the
assumption of homogeneity. In practice, however, the homogeneous assumption
can rarely hold, therefore various modified statistics based on Chow’s test have
been formulated. A brief literature review is given in the following sections.
2.1 Chow’s Test For Homogeneous Variances
2.1.1 Chow’s Test For Two Sample Cases
Assume that we have two independent linear regression models based on n1 and
n2 observations, namely,
Yi = Xiβi + ²i, i = 1, 2, (2.1)
5where Yi is an ni × 1 vector of observations, Xi is an ni × p matrix of observed
values on the p explanatory variables, and ²i is an ni×1 vector of error terms. The
errors are assumed to be independent normal random variables with zero mean
and variances σ21 and σ
2
2, respectively. Then to test the equivalence of two sets of
coefficient vectors, the hypothesis can be stated formally as
H0 : β1 = β2 versus HA : β1 6= β2. (2.2)










 = Xβ + ², (2.3)





Denote the error sum of squares for this model by
eTe = YT [I−X(XTX)−1XT ]Y (2.5)
It can be further written as
eTe = ²T [I−X(XTX)−1XT ]² = ²T [I−PX ]² (2.6)
where PX = X(X
TX)−1XT denotes the “hat” matrix of X in (2.3).











6The sum of squared errors for each model is
eTi ei = Y
T
i [I−Xi(XTi Xi)−1XTi ]Yi = YTi [I−PXi ]Yi, i = 1, 2, (2.8)
where PXi = Xi(X
T
i Xi)
−1XTi denotes the “hat” matrix for data set i = 1, 2. The
sum of the squared errors for the unrestricted case becomes
eT1 e1 + e
T
2 e2 = Y
T






since (I−PX∗)X∗ = 0, eT1 e1 + eT2 e2 = ²T [I−PX∗ ]².
The test statistic for the Chow test is
F =
[eTe− eT1 e1 − eT2 e2]/p
[eT1 e1 + e
T
2 e2]/(n1 + n2 − 2p)
. (2.11)
Using the notation introduced above this can be written as
F =
²T (PX∗ −PX)²/p
²T [I−PX∗ ]²/(n1 + n2 − 2p) , (2.12)
which is a ratio of quadratic forms. The independence of the numerator and de-
nominator in F follows since
(PX∗ −PX)Σ(I−PX∗) = 0. (2.13)
If σ21 = σ
2
2, then the statistic in (2.12) has an F distribution with p and n1+n2−2p
degrees of freedom under the null hypothesis that β1 = β2. However, in practice
7the condition of homogeneous variance does not always hold and it is more common
to deal with heteroscedastic variance data. Hence the problem becomes how to test
two sets of coefficients under heteroscedasticity.
2.2 Toyoda’s Modified Chow Test
When the homogeneity assumption is invalid, the usual F -test may result in
misleading conclusions. Since F is the ratio of independent quadratic forms, we
may apply Satterthwaite’s approximation to the numerator and denominator as
suggest by Toyoda (1974). For the term (eT1 e1 + e
T
2 e2) of the denominator in
(2.10), Toyoda approximated it as a scalar multiple of a chi-square distribution.
The scalar multiple and the number of degrees of freedom are chosen so as to make
the first two moments of the exact distribution and the approximate distribution
equal. As for the numerator, Toyoda noted that
eTe− eT1 e1 − eT2 e2 = ²T (PX∗ −PX)² = ²TA² (2.14)
where A is an idempotent matrix with rank p. If cov(²) = σ2I, then ²TA² would





Toyoda presumed that the distribution of (eTe−eT1 e1−eT2 e2) can be approximated
by σ2χ2p, where “σ
2 is any well-chosen weighted average of σ21 and σ
2
2” and p is fixed
8to be the same as the degree of freedom of Chow’s test.






(n1 − p)σ41 + (n2 − p)σ42




[(n1 − p)σ21 + (n2 − p)σ22]2
(n1 − p)σ41 + (n2 − p)σ42
(2.17)
For convenience, Toyoda chose the weighted average of σ21 and σ
2
2 to be (n1 −
p)σ21/[(n1−p)σ21+(n2−p)σ22] and (n2−p)σ22/[(n1−p)σ21+(n2−p)σ22] respectively,
and in consequence σ2 = a2. Then for the test statistic
F ∗ =
[eTe− (eT1 e1 + eT2 e2)]/p










spectively. Hence F ∗ is approximately distributed as F (p, f2) and the approximate
distribution of F is ((n1 + n2 − 2p)/f2)F (p, f2) rather than F (p, n1 + n2 − 2p).
Schmidt and Sickles (1977) examined Toyoda’s approximation and found that
the true significant level of the test was actually quite different from the Toy-
oda’s approximation in many cases. They concluded that the approximation of
the denominator is reasonable and is not apt to be the major source of inaccuracy.
However, Toyoda’s approximation for numerator depends only on n1, n2, p, and
θ = σ22/σ
2
1, whereas the exact distribution depends on the form of X1 and X2 as




1. According to the simulation result, they questioned
9Toyoda’s assertion that “ if at least one of the two samples is of large size, the Chow
test is robust for any finite variations of variance” and concluded that increasing
one sample size does not necessarily increase the reliability of Toyoda’s test. Based
on their numerical result and theoretical proof, they also concluded that Toyoda’s
approximation was better when the error variances are approximately equal, but
that it may not be very good if the variances differ greatly.
2.3 Jayatissa’s exact small sample test andWatt’s
Wald Test
In 1970’s, two alternative tests for equality of coefficients under heteroscedas-
ticity have subsequently been proposed by Jayatissa (1977) and Watt (1979). Jay-
atissa suggested a small sample exact test and this test is defined as follows:
Let Mi = Ini −Hi = ZiZTi , where ZTi Xi = 0 and ZTi Zi = Ini−p. Then
d = βˆ1 − βˆ2 ∼ N(υ,Σ), (2.19)
where υ = β1 − β2 and Σ = σ21(XT1X1)−1 + σ22(XT2X2)−1.
Now consider e∗i = Z
T
i ei and note that
e∗i ∼ N(0, σ2i Ini−p), (2.20)
i = 1, 2. Let r be the largest integer no larger than min((n1 − p)/p, (n2 − p)/p)




i(2), · · · , e∗i(r), each subvector having
10









2(j), j = 1, 2, · · · , r, (2.21)
are mutually independent vectors, each distributed as N(0,Σ) and independently
of d. To this end, we have
dTS−1d
r
r − p+ 1
p
, (2.22)
which is distributed as non-central F with p and r − p+ 1 degrees of freedom and







This test is proven to be inefficient because confidence intervals based on the test
statistic are large(Weerahandi, 1987). It also have few degrees of freedom and it
have been to shown to lack some desirable invariance properties (Tsurumi, 1984).
Jayatissa pointed out in his paper that “the degress of freedom may be very small
and further research is needed to decide whether this exact small sample test is
operationally superior to an approximate test based on asymptotic theory”. One
possible solution would be the Wald test which was suggested by Watt (1977). The
Wald test statistic can be written as:
C = (βˆ1 − βˆ2)T (σˆ21(XT1X1)−1 + σˆ22(XT2X2)−1)−1(βˆ1 − βˆ2), (2.23)
and its asymptotic distribution is χ2p. Simulation studies in Watt and in Honda
(1982) revealed that the Wald test is preferable to the Jayatissa test when two
sample size are moderate or large. But no firm conclusions can be drawn when
sample sizes are small. The problem of the Wald test is that the size of the test
11
is not exactly guaranteed in smalle samples, whereas the difficulty of the Jayatissa
test lies in its low power of the test.
2.4 Conerly and Mansfield’s Approximate Test
Ali and Silver (1985) proposed two approximate tests for comparing heteroscedas-
tic regression models. One test is based on the usual F test and the other is based
on a likelihood ratio test for the unequal variance case. Their results confirmed
Schmidt and Sickles’ assessment of Toyoda’s approximation and they concluded
that the standard F statistic is more robust and the difference in power for the two
tests is inconsequential for many design configurations. Based on Ali and Silver’s
result, Conerly and Mansfield (1987) proposed an approximate test based on the
same statistic as Toyoda’s by using Satterthwaite’s (1946) approximation not just
for the numerator but also for the denominator of the usual F statistic.




. The numerator can be treated similarly by equating its first two moments
with those of a1χ
2
(f1)
. The resulting constants are
a1 =
∑
[(1− λi)σ21 + λiσ22]2/
∑








[(1− λi)σ21 + λiσ22]2, (2.25)
12








this with the previous results, the approximate distribution of the F statistic is




· Ff1,f2 . (2.26)
The key difference between this and Toyoda’s approximation is that Toyoda
used p degrees of freedom for the numerator and chose the multiplier, a1, to be
equal to a2. It should be noticed that a1 and f1 depend on the matrices X1 and X2
through the eigenvalues λi. One of the shortcomings of Toyoda’s approximation as
pointed out by Schmidt and Sickles was that it did not incorporate the form of the
Xi matrices. They also demonstrated that as n1 or n2 →∞ with the other sample
size fixed, the Toyoda’s approximation differs from the actual distribution of the
statistic F . The procedure proposed by Conerly and Mansfield is relatively easy to






estimates of the unknown parameters σ21 and σ
2
2 must be determined.
Taking this as the starting point, Conerly and Mansfield (1988) further devel-
oped a test which introduced an alternative denominator to afford a better approx-
imation. For the modified Chow statistic, C∗ is constructed by using θ1σˆ21 + θ2σˆ
2
2
as the denominator, where θ1 and θ2 are constants chosen to improve the approxi-




















1/(n1 − p) + θ22σ42/(n2 − p)] (2.28)





















2/(n1 − p) + (θ2σ22)2/(n2 − p)
. (2.30)




resulting constants a1 and f1 remain the same as (2.24)and (2.25). The test statistic
C∗ can be expressed as
C∗ =





. Combining this with the previous results, the approximated distribution of C∗ is
C∗ ∼ (a1f1/a2f2p)F(f1,f2), (2.32)
We may notice the degrees of freedom f1 and f2 of C
∗ change slowly with respect
to changes in variance ratio σ21/σ
2
2, therefore, f1 and f2 will not have substantial
effect on the test significance level as the variance ratio changes. We have to
minimize the rate of the change of the multiplier a1f1/a2f2p in order to stabilize
the approximation. To this end, Conerly and Mansfield suggested that θ1 = (1− λ¯)
and θ2 = λ¯, since
a1f1/a2f2p =
∑
[(1− λi)σ21 + λiσ22]/(θ1σ21 + θ2σ22)
= [(1− λ¯)σ21 + λ¯22]/(θ1σ21 + θ2σ22), (2.33)
14
and this will be unity when taking the suggested value of θ1 and θ2.
The resulting test statistic,
C∗ =
(eTe− eT1 e1 − eT2 e2)/p
(1− λ¯)σˆ21 + λ¯σˆ22
, (2.34)
and it follows an approximate F -distribution with degrees of freedom
f ∗1 = {p[(1− λ¯)σˆ21 + λ¯σˆ22]}2/
∑
{(1− λi)σˆ21 + λiσˆ22}2 (2.35)
and
f ∗2 = {(1− λ¯)σˆ21 + λ¯σˆ22)}2/{[(1− λ¯)σˆ21]2/(n1 − p) + [λ¯σˆ22]2/(n2 − p)}. (2.36)
This method is easy to implement and later we will discuss the impact of this




In this chapter, firstly we would like to generalize the methods mentioned pre-
viously to k-sample cases, where k > 2. Then we will propose a Wald-type statistic
for testing 2-sample and k-sample cases.
3.1 Generalization of Chow’s Test
3.1.1 Generalized Chow’s Test For
Although it has not been mentioned in Chow’s paper to generalize his method
to more than two sample cases, this can be simply done through the following
procedures.
16






















= Xβ + ², (3.1)
where ² ∼ N(0,Σ) with Σ = σ2IN , N = n1 + · · ·+ nk. The sum of squared errors
for this reduced model is
SSER = Y
T [I−PX ]Y, (3.2)
where PX is the projection matrix of X, i.e., PX = X(X
TX)−1XT . Under the
alternative hypothesis, the full model can be expressed as
Y =

X1 0 0 · · · 0






















The sum of squared errors of this model is SSEF = Y
T [I−PX∗ ]Y, where PX∗ is
the projection matrix of X∗. It follows that the Chow-type test for more than two
sample cases is
T =
(SSER − SSEF )/[(k − 1)p]
SSEF/(N − kp) , (3.4)
where (k−1)p is the difference of the degree of freedom between these two models.
The test statistic can be simplied to
T =
YT (PX∗ −PX)Y/(k − 1)p
YT (I−PX∗)Y/(N − kp) (3.5)
17
and under the homogeneous variance condition, this test statistic follows F ditri-
bution with (k − 1)p and N − kp degrees of freedom.
3.1.2 Generalized Modified Chow’s Test
We may notice that the fundamental idea of the modified Chow test, for ex-
ample Toyoda’s test and Conerly and Mansfield’s test, is to use χ2 approximation
matching the first two moments of the F -type test statistics. Since these two meth-
ods have not been generalized to the k-sample case, in this section we will construct
a modified Chow test statistic for k-sample cases based on the same methodology.
The numerator of generalized Chow’s test in (3.5) is YT (PX∗ − PX)Y,as the
degree of freedom part is omitted for simplicity. Let Q denote PX∗ − PX, then
we have YTQY, where Q is an idempotent matrix. Then YTQY can be further
expressed as
YTQY = YTQ2Y = ZTD1/2QQTD1/2Z = ZTAZ (3.6)
where Z follows the standard normal distributionN(0, IN) ; D is a diagonal matrix
with diagonal entries to be (σ21In1 , · · · , σ2kInk); and A = D1/2QQTD1/2. Now if we
18
decompose Q into k blocks of size ni×N each so that Q = [Q1,Q2, · · · ,Qk], then









1 ) + · · ·+ σ2k(QkQTk ) (3.7)




by matching the first two moments, where the scalar multiplier
a1 equals to
tr(A2)
tr(A) and the degrees of freedom f1 equals to
tr2(A)
tr(A2) .
Using similar ideas as Conerly and Mansfield’s, if we equate the first moments
of the numerator and the denominator, the multiple scalars of F distribution can





i Qi) and it should be noticed that






Since the equivalence of their expectations holds, taking S as the denominator





2 + · · · + θkσˆ2k, therefore it can be approximated by a χ2 distribution.
We can generalize the formula (2.29) to k-sample case to calculate its degrees of
freedom.
19




































2(QTi Qi)/(ni − p)
(3.11)
We will examine and compare the performance of test statistics mentioned
previously via simulation studies in Chapter 4.
3.2 Wald-type Test
Assume that we have two independent linear regression models based on n1
and n2 observations, namely, Yi = Xiβi+ ²i, i = 1, 2, where Yi is an ni× 1 vector
of observations, Xi is an ni × k matrix of observed values on the k explanatory
variables, and ²i is an ni × 1 vector of error terms. The errors are assumed to
have ²i ∼ Nni(0, σ2i Ini), i = 1, 2. We want to test the equivalence of two sets of
coefficient vectors: H0 : β1 = β2 versus HA : β1 6= β2. The problem can also be
expressed as







and β = [βT1 ,β
T
2 ]
T . Note that this is a special case of
general linear hypothesis testing (GLHT) problem : H0 : Cβ = c, vs HA : Cβ 6= c
with c = 0. The GLHT problem is very general as it includes all the contrasts
that we are interested to test. For example, when the test β1 = β2 is rejected, it
is of interest to test further, e.g., if β1 = 2β2. The testing problem can be written
in the form of (3.12) with C = [Ip,−2Ip]p×2p. Therefore the Wald-type test can be
implemented in more general testing problems.
For i = 1, 2, the ordinary least squares estimator of βi and the unbiased esti-




−1XTi Yi and σˆ
2
i = (ni − p)−1YTi (Ini −Xi(XTi Xi)−1XTi )Yi. (3.13)
Moreover, we have
βˆi ∼ Np(βi, σ2i (XTi Xi)−1), σˆ2i ∼ σ2i χ2ni−p/(ni − p). (3.14)
Let βˆ = [βˆT1 , βˆ
T
2 ]
T , then it is an unbiased estimator of β and we have βˆ ∼








−1]. It follows that
Cβˆ ∼ Np(Cβ,CΣβCT ). (3.15)
This suggests that for testing the problem (3.12), we can use the following Wald-
type test statistic












It should be noticed that due to the generalized form of Wald’s statistics, it can
be easily extended to k-sample cases. Let
C =

Ip 0p · · · 0p −Ip










where q = (k − 1)p, then the hypothesis testing for equivalence of the coefficients
of k linear regression models can be expressed as
H0 : Cβ = 0, vs HA : Cβ 6= 0. (3.18)






−1, · · · , σˆ2k(XTkXk)−1].
3.2.1 F-test of Homogeneous Regression Models
When the homogeneity assumption of σ21 and σ
2






is natural to estimate σ2 by their pooled estimator σˆ2pool =
2∑
i=1
(ni − p)σˆ2i /(n1 +
n2−2p). Let D=diag[(XT1X1)−1, (XT2X2)−1], then under the variance homogeneity
assumption so that Σβ can be estimated by σˆ
2







Therefore, when the variance homogeneity assumption is valid, a usual F -test can
be used to test the GLHT problem(3.14). This test statistic can be simply gener-






where N = n1 + n2 + · · ·+ nk. In practice, however, the homogeneity assumption
is often violated so that the above F -test is no longer valid. A new test should be
proposed.
3.2.2 ADF-test for Heteroscedastic Regression Models
Here we shall propose an ADF test which is obtained via properly modifying












so that equivalently we can write
T = zTW−1z. (3.22)
We can see that under the null hypothesis, we have z ∼ Nq(0, Iq). The exact dis-
tribution of W is complicated and is not tractable except for some special cases
when k is small.
Taking 2-sample cases as an example, note that C can be decomposed into
two blocks of size p × p so that C = [C1,C2] with C1 consisting of the first p
23
columns of C, C2 the second p columns of C, where C1 = Ip and C2 = −Ip. Set
Hl = (CΣβC




































−1HTl , l = 1, 2.
Since it is known that z follows the standard normal distribution, our interest is
to approximate the distribution ofW. We will derive the approximated distribution
of W for general k-sample cases through following theorems.










nl − pGl, (3.25)





Gl = Iq, Etr(W − EW)2 = 2
k∑
l=1
(nl − p)−1tr(G2l ). (3.26)
24
Proof of Theorem 3.1 The assertions in (3.25) follow directly from the definitions
of Wl, σˆ
2
l and Gl, together with the distributions of σˆ
2
l , l = 1, 2, · · · , k given in











































l=1(nl − p)−1tr(G2l ),
where Wab denotes the (a, b)-th entry of W. The theorem is proved.
By the random expression of W given in Theorem 3.1, we may approximate





G where the unknown parameters d and G are
determined via matching the first moments and the total variations of W and
R. Let the total variation of a random matrix X = (xij) : m × m be defined as
Etr(X−EX)2 =∑mi=1∑mj=1 var(xij), i.e., the sum of the variances of all the entries
of X. Then, we solve the following two equations for d and G:
E(W) = E(R), Etr(W − EW)2 = Etr(R− ER)2. (3.27)
The solution of (3.27) is given in Theorem 3.2 below.
Theorem 3.2. We have
G = Iq, d =
q∑k
l=1(nl − p)−1tr(G2l )
. (3.28)
25
Moreover, we have the following lower bound for d:
d ≥ (nmin − p) (3.29)
where nmin = min1≤l≤k nl is the minimum sample size of the k regression models.





G, we have E(R) = G and Etr(R −
ER)2 = 2
d
tr(G2). Since E(W) = Iq, we have G = Iq and Etr(R− ER)2 = 2qd . By
Theorem 3.1, we have Etr[(W − EW)2] = 2∑kl=1(nl − p)−1tr(G2l ). This implies
that d = qPk
l=1(nl−p)−1tr(G2l )
.
Let Al = (X
T
l Xl)
−1/2HTl : p × q. It follows that Gl = ATl Al : q × q and
AlA
T
l : p×p have the same nonzero eigenvalues. It is seen that (1)Gl is nonnegative
semi-definite; (2) all the eigenvalues of Gl are nonnegative; and (3) Gl has at
most p nonzero eigenvalues. Let λlj, j = 1, 2, · · · , p be the p largest eigenvalues
of Gl. Then, together with Theorem 3.1, we have Iq − Gl =
∑k
i=1,i6=lGl is also
nonnegative. This implies that all the eigenvalues of Gl are less than 1. Therefore,
0 ≤ λlj ≤ 1, j = 1, 2, · · · , p. We are now ready to find the lower and upper bounds
of d.

















which says that the lower bound of d is (nmin − p). The theorem is proved.
26
Theorem 3.2 suggests that the null distribution of T may be approximated by
qFq,d. The approximation will be good when d is large. By (3.28), we also see
that when nmin becomes large, d generally increases; and when nmin →∞, we have
d→∞ so that T ∼ χ2q asymptotically.
In real data application, the approximate degree of freedom d has to be es-
timated based on the data. A natural estimator of d is obtained via replacing






−1HˆTl , l = 1, 2, · · · , k,
where Hˆl = (CΣˆβC






Iq so that the range of d given in (3.29) is also the range of dˆ.
In summary, the ADF test can be conducted using the usual F -distribution
since
T ∼ qFq,dˆ approximately. (3.30)
In other words, the critical value of the ADF test can be specified as qFq,dˆ(α) for
the nominal significance level α. We reject the null hypothesis in (3.22) when this
critical value is exceeded by the observed test statistic T . The ADF test can also be
conducted via computing the P-value based on the approximate null distribution
specified in (3.30). Notice that when U ∼ Fq,v, it has up to r finite moments where
r is the largest integer such that r < v/2. To assure that the approximate null
distribution of the ADF test, as specified in (3.30), has up to r finite moments, the
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minimum sample size must satisfy
nmin > p+ 2r, (3.31)
which is obtained via using the lower bound of d (and dˆ as well) given in (3.29).
The required minimum sample size is then p + 2r + 1. In particular, to make the
approximate null distribution of the ADF test have a finite first moment, each of
the heteroscedastic regression models should have at least p+3 observations. This
is reasonable since for the l-th regression model, there are p + 1 parameters in βl
and σ2l . Thus, to make σˆ
2
l have at least 3 degrees of freedom, the l-th sample should
have at least p+ 3 observations.
Notice that the d as defined in (3.28) is jointly determined by the sample sizes
nl and the underlying error variances σ
2
l , l = 1, 2, · · · , k. By the definition of d in
(3.28), it is seen that there are two special cases in which the ADF test may not
perform well. The first case is when the sample sizes nl, l = 1, 2, · · · , k are very
different from each other with nmin close to the required minimum sample size as
suggested by (3.31). In this case, the value of d will be dominated by nmin and
hence it may not give a good representation to other samples. The second case is
when all the sample sizes are close to or smaller than the required minimum sample
size. In this latter case, the value of d will also be small, leading to a less accurate
approximation to the null distribution of the ADF test.
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Chapter 4
Simulation and Real Life Example
4.1 Simulation
In this section, we will investigate the performance of the proposed ADF test
via comparisons of several test statistics. As mentioned previously, the traditional
Chow’s test does not perform well for heteroscedastic case, thereafter we have a few
modified Chow’s tests, for example, Toyoda’s or Conerly and Mansfield’s modified
Chow’s test. These tests are all aimed to improve the effectiveness Chow’s test in
heteroscedastic case. In particular, we will compare the Chow’s test, the Conerly
and Mansfield’s modified Chow’s test and the ADF test in the following simulation
studies.
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4.1.1 Simulation: two sample cases
As a first example of the effectiveness of the new ADF approach, we con-
duct simulation studies to compare three test statistics, i.e., Chow’s test, modified
Chow’s test(M-Chow) and the ADF test, for 2-sample cases. Our simulation model
can be referred to Moreno, Torres and Casella (2005) and it is designed as follows:
M : Yi = Xiβi + ²i, ²i ∼ N(0, σ2i ), i = 1, 2, (4.1)
There are four cases as listed in table (4.1).For each situation we generate values of
Xi, each entry of a n1 × p matrix, from a standard normal distribution except for
the first column all being 1. The values of vector β1 are generated from standard
normal distribution and β2 is set to be β1 + δ, where δ is the tuning parameter
of the difference between β1 and β2. When δ = 0, when β1 = β2, i.e., the null
hypothesis is true. In this case, the null hypothesis of equal variance holds and
therefore if we record the P -values of test statistics in simulation study it gives
the empirical size of the tests. Similarly when δ > 0, we will have the power of
the tests. The σ21 and σ
2
2 are calculated by 2/(1 + ρ) and 2ρ/(1 + ρ). We should
notice that the parameter ρ is designed to adjust the heteroscedasticity. When
ρ = 1, we have σ1 = σ2 with respect to homogeneity case. When ρ 6= 1, we have
the data for heteroscedasticity case. After we generate values for Xi, βi and σi, we
can have values for Yi according to formula (4.1). We then apply the three tests to
the generated data and record their P -values. This process is repeated N=10000
times.
30
Table 4.1: Parameter configurations for simulations
Homogeneity Heteroscedasticity
H0 true ρ = 1 , δ = 0 ρ = 0.1, 10 , δ = 0
HA true ρ = 1 , δ = 0.1, · · · , 0.4, ρ = 0.1, 10, δ = 0.1, · · · , 0.4.
The empirical size (when δ = 0) and powers (when δ > 0) of the three tests are the
proportions of rejecting the null hypothesis, i.e., when their P -values are less than
the nominal significance level α. In all the simulations conducted, we used α = 5%
for simplicity.
The empirical sizes and powers of the three tests for testing the equivalence of
coefficients, together with the associated tuning parameters, are presented in Table
(4.2) - (4.4), with the number of covariates to be p = 5, 10, 20 respectively. The
columns labeled with “δ = 0” present the empirical sizes of these tests, whereas
the columns labeled with “δ > 0” show the power of the tests. To measure the
overall performance of a test in terms of maintaining the nominal size α, we define




|αˆj − α|/α× 100 (4.2)
where αˆj denotes the j-th empirical size for j = 1, 2, · · · ,M, α = 0.05 andM is the
number of empirical sizes under consideration. The smaller ARE value indicates
that the better overall performance of the associated test. Conventionally, when
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ARE ≤ 10, the test performs very well; when 10 < ARE ≤ 20, the test performs
reasonably well; and when ARE>20, the test does not perform well since its empiri-
cal sizes are either too liberal or too conservative and therefore my be unacceptable.
The ARE values of the three tests are also listed in the bottom of these three tables.
As a starting point, we compare the Chow’s test, modified Chow’s test and
the ADF test by examining their empirical sizes which are listed in the columns
labeled with δ = 0. When the homogeneity assumption is valid, i.e., σ1 = σ2, the
empirical sizes of three tests are comparable. Under heteroscedasticity, it can be
observed that the range of the first column is 0.004 - 0.24, with a few values having
large deviation from 0.05. The values of second and third columns are close and
comparable, with smaller range 0.049 - 0.056 and 0.049 - 0.055 respectively, which
have much smaller deviation from 0.05. Hence we may conclude that the modified
Chow’s test and ADF test perform better in maintaining the empirical size. Since
the values of these two columns are close, it is not easy to decide the superior one.
The ARE values of these two columns are 4.18 and 4, which suggest that the ADF
test perform slightly better with smaller ARE value in terms of maintaining the
empirical sizes. It also should be noticed that the empirical sizes of Chow’s test
with large deviation from 0.05 appears in the second and third block of variance
specification, where the homogeneity condition no longer holds. It is in comply
with the previous literature review, which concludes that the Chow’s test does not
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perform well in heteroscedastic cases and it is not stable in maintaining the em-
pirical sizes. For δ > 0 cases, we have the power of the tests listed in the table.
The power of tests increases as δ increases. For homogeneous variances, these three
tests perform comparably well with similar values of power. It does not make much
sense to compare the power of Chow’s test with those of modified Chow’s test and
the ADF test under heteroscedasticity since their empirical sizes are very different.
Nevertheless we can compare the performance of modified Chow’test and ADF test
under heteroscedasticity. The ADF test performs slightly better with larger power
for heteroscedastic cases.
Table 4.2: Empirical sizes and powers for 2-sample test(p = 5).
δ = 0 δ = 0.1 δ = 0.2 δ = 0.3 δ = 0.4
(σ1, σ2) n Chow M-Chow ADF Chow M-Chow ADF Chow M-Chow ADF Chow M-Chow ADF Chow M-Chow ADF
(1, 1) (40, 40) .052 .051 .051 .094 .093 .092 .251 .250 .249 .547 .546 .545 .820 .819 .818
(50, 30) .057 .056 .055 .091 .092 .091 .246 .240 .239 .516 .508 .507 .781 .770 .769
(50, 90) .050 .052 .052 .127 .123 .123 .428 .418 .417 .805 .797 .796 .973 .971 .971
(1.35,0.43) (40, 40) .057 .049 .049 .104 .090 .093 .265 .239 .253 .549 .517 .543 .816 .793 .815
(50, 30) .010 .056 .055 .019 .092 .099 .093 .278 .298 .311 .603 .634 .622 .864 .885
(50, 90) .240 .051 .051 .376 .106 .109 .675 .331 .341 .909 .677 .689 .987 .914 .918
(0.43, 1.35) (40, 40) .062 .051 .053 .096 .081 .086 .260 .233 .248 .550 .518 .548 .812 .789 .811
(50, 30) .223 .050 .050 .276 .076 .078 .473 .181 .191 .725 .389 .415 .886 .649 .670
(50, 90) .004 .051 .050 .025 .146 .151 .202 .529 .554 .640 .898 .908 .944 .995 .996
ARE 106.13 4.18 4
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Table 4.3: Empirical sizes and powers for 2-sample test(p = 10).
δ = 0 δ = 0.1 δ = 0.2 δ = 0.3 δ = 0.4
(σ1, σ2) n Chow M-Chow ADF Chow M-Chow ADF Chow M-Chow ADF Chow M-Chow ADF Chow M-Chow ADF
(1, 1) (40, 40) .051 .050 .049 .101 .099 .098 .330 .327 .321 .702 .699 .693 .931 .929 .928
(50, 30) .051 .054 .052 .101 .100 .097 .311 .294 .290 .662 .630 .625 .915 .891 .891
(50, 90) .050 .052 .051 .158 .151 .151 .595 .578 .575 .945 .935 .935 .998 .997 .997
(1.35,0.43) (40, 40) .068 .052 .051 .118 .093 .101 .344 .290 .337 .682 .625 .687 .922 .898 .925
(50, 30) .006 .052 .050 .013 .106 .114 .092 .346 .388 .366 .738 .793 .747 .952 .969
(50, 90) .347 .049 .048 .540 .120 .130 .864 .432 .463 .985 .830 .851 1.00 .980 .982
(0.43, 1.35) (40, 40) .067 .052 .049 .124 .098 .102 .328 .280 .319 .686 .627 .690 .923 .894 .924
(50, 30) .337 .053 .052 .420 .083 .089 .651 .202 .230 .876 .456 .509 .974 .734 .780
(50, 90) .002 .049 .049 .020 .185 .199 .251 .705 .741 .807 .982 .987 .991 .999 1.00
ARE 158.29 4.02 2.49
In Table (4.3), the range of empirical sizes of Chow’s test, modified Chow’s test
and the ADF test are 0.006 - 0.347, 0.049 - 0.054 and 0.048 - 0.052 respectively.
The corresponding ARE are 158.29, 4.02 and 2.49. Similar conclusion can be drawn
from this table. The empirical sizes and powers for 2-sample case when p = 20 are
listed in table (4.4) which also presents similar patterns which we have observed.
It should be noticed that as p increases, the Chow’s test perform even worse with
larger deviation from 0.05 in maintaining empirical size under heteroscedasticity.
Overall for 2-sample case, the Chow’s test, modified Chow’s test and ADF test per-
form comparably well under homogeneity. The ADF test is the best in maintaining
empirical sizes with smallest ARE and it has larger powers than modified Chow’s
test when homogeneity assumption is no longer valid. Therefore we generally prefer
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Table 4.4: Empirical sizes and powers for 2-sample test(p = 20).
δ = 0 δ = 0.1 δ = 0.2 δ = 0.3 δ = 0.4
(σ1, σ2) n Chow M-Chow ADF Chow M-Chow ADF Chow M-Chow ADF Chow M-Chow ADF Chow M-Chow ADF
(1, 1) (40, 40) .052 .048 .045 .102 .098 .091 .337 .330 .310 .736 .727 .706 .958 .955 .949
(50, 30) .053 .060 .057 .097 .096 .083 .316 .268 .239 .697 .585 .558 .932 .852 .847
(50, 90) .046 .050 .048 .182 .172 .167 .736 .695 .690 .989 .982 .983 1.00 1.00 1.00
(1.35,0.43) (40, 40) .088 .059 .052 .143 .098 .105 .368 .281 .350 .714 .606 .729 .938 .889 .951
(50, 30) .002 .052 .045 .007 .109 .106 .051 .364 .407 .272 .772 .837 .647 .967 .982
(50, 90) .568 .049 .050 .761 .128 .141 .972 .481 .553 1.00 .895 .931 1.00 .993 .997
(0.43, 1.35) (40, 40) .081 .053 .052 .132 .086 .096 .359 .269 .340 .724 .617 .737 .939 .888 .949
(50, 30) .590 .058 .057 .678 .077 .086 .852 .169 .205 .964 .342 .436 .996 .593 .715
(50, 90) .001 .050 .051 .012 .226 .249 .272 .835 .886 .885 .998 .999 .999 1.00 1.00
ARE 273.87 7.36 7
the ADF test for comparing the coefficients of two linear regression models.
4.1.2 Simulation: multi-sample cases
In this section, we will compare the performance of four test statistics for k-
sample case. These are Chow’s test in (3.5), Wald-type test in (3.20), modified
Chow’s test in (3.9) and the ADF test in (3.30). First we will consider 3-sample
case. The data generating procedures are similar to 2-sample case and the simu-
lation results are listed in the table below. By observing the table, the first thing
should be noticed is that the entries of Wald’s test and Chow’s test are equal. It
can be justified because under the homogeneity assumption, we can prove the test
35
Table 4.5: Empirical sizes and powers for 3-sample test(p = 10).
δ = 0 δ = 0.1 δ = 0.2 δ = 0.3
(σ1, σ2, σ3) n Wald Chow ADF M-Chow Wald Chow ADF M-Chow Wald Chow ADF M-Chow Wald Chow ADF M-Chow
(1, 1, 1) (60, 60, 60) .066 .066 .052 .064 .313 .313 .275 .309 .962 .962 .947 .961 1.00 1.00 1.00 1.00
(60, 45, 65) .045 .045 .039 .043 .258 .258 .215 .252 .913 .913 .874 .908 1.00 1.00 0.998 1.00
(75, 350, 100) .042 .042 .036 .045 .801 .801 .762 .781 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
(1.29, 0.58, 1) (60, 60, 60) .065 .065 .035 .049 .338 .338 .342 .295 .950 .950 .978 .939 1.00 1.00 1.00 1.00
(60, 45, 65) .033 .033 .045 .054 .194 .194 .304 .235 .865 .865 .955 .901 1.00 1.00 1.00 1.00
(75, 350, 100) .651 .651 .035 .048 .988 .988 .670 .627 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
(0.58, 1.29, 1) (60, 60, 60) .070 .070 .052 .058 .323 .323 .340 .273 .955 .955 .975 .937 1.00 1.00 1.00 1.00
(60, 45, 65) .120 .120 .041 .056 .364 .364 .272 .226 .947 .947 .942 .861 1.00 1.00 1.00 1.00
(75, 350, 100) .001 .001 .041 .041 .257 .257 .948 .835 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
ARE 178 178 18.22 12.44
statistic in (3.5) is equivalent to that of (3.20). Therefore in the later simulation
studies for more sample case, we will only record one result of these two test statis-
tics. The ARE of these two statistics suggest that they performs badly in terms
of maintaining the empirical size. Their empirical size are either too conservative
or too liberal, ranging from 0.1% to 65.1%. On the other hand, the ARE of mod-
ified Chow’s test is smaller than that of the ADF test, which indicates that the
modified Chow’s test performs better than the ADF test in terms of maintaining
the empirical size. Since the empirical size of these four tests are very different,
it does not make much sense to compare their power. We can still make compar-
isons of the power of ADF and modified Chow’s tests. When δ = 0.1 and 0.2,
the power of ADF test is larger than that of modified Chow-type test. When δ
becomes larger, the powers of these two tests become comparable. Therefore in
terms of the power, the ADF test performs better than the modified Chow-type
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test and overall speaking, these two test performs much better than Chow’s test
and the modified Chow’s test outperforms the ADF test in terms of maintaining
empirical size. We then conduct the simulation studies for 5-sample case. There
are two cases under consideration, i.e., p = 2 and p = 5 and the simulation results
are listed in the tables below. These tables presents similar results as table (4.5).
The smaller ARE of the modified Chow’s test indicates its better performance in
terms of maintaining the empirical size. Although the ARE of the ADF is larger,
it is still acceptable because its values are around 20. The AREs of the Chow test
are very large, with empirical size ranging from 1.3% to 31.9% in table (4.6) and
from 1.2% to 22.7% in table (4.7). As for the power of the modified Chow’s test
and ADF test, they are comparable most of the time. Overall we will prefer the
modified Chow’s test due to its better performance in maintaining the empirical
size.
From these tables above, we may conclude that for 2-sample cases, the new
proposed ADF test is the most preferable test, since it performs the best in main-
taining empirical sizes and has the largest power. For the generalized k-sample
cases, we may choose the modified Chow’s test because of its best performance in
maintaining empirical sizes. The ADF test is comparable with slightly larger ARE
values. The Chow’s test is not acceptable for both cases because it is very unstable
in maintaining empirical sizes.
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Table 4.6: Empirical sizes and powers for 5-sample test(p = 2).
δ = 0 δ = 0.1 δ = 0.2 δ = 0.3
(σ1, · · · , σ5) n Chow M-Chow ADF Chow M-Chow ADF Chow M-Chow ADF Chow M-Chow ADF
(15) (155) .047 .042 .042 .302 .285 .284 .894 .874 .874 .999 .998 .998
(15, 304) .050 .047 .047 .325 .321 .327 .927 .921 .924 1.00 .999 .999
(30, 154) .051 .046 .047 .562 .529 .539 .995 .993 .993 1.00 1.00 1.00
(14, 2) (155) .072 .044 .044 .201 .147 .148 .735 .610 .609 .975 .940 .941
(15, 304) .053 .046 .046 .181 .156 .156 .763 .712 .711 .988 .982 .982
(30, 154) .107 .061 .068 .418 .269 .282 .965 .884 .891 1.00 .995 .997
(14, 4) (155) .113 .042 .042 .160 .082 .082 .296 .138 .138 .645 .352 .353
(15, 304) .079 .042 .042 .119 .076 .075 .301 .193 .190 .709 .504 .500
(30, 154) .181 .063 .063 .276 .091 .096 .648 .256 .267 .964 .626 .643
(2, 14) (155) .074 .055 .055 .228 .173 .173 .660 .567 .567 .925 .888 .888
(15, 304) .181 .048 .060 .368 .182 .198 .779 .560 .580 .961 .874 .889
(30, 154) .017 .039 .037 .207 .318 .302 .749 .868 .857 .990 .999 .999
(4, 14) (155) .148 .070 .069 .198 .106 .106 .312 .182 .183 .555 .395 .395
(15, 304) .319 .064 .075 .410 .094 .111 .595 .203 .228 .793 .345 .389
(30, 154) .013 .043 .040 .054 .125 .115 .213 .369 .356 .518 .673 .663
ARE 120.13 16.53 20.40
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Table 4.7: Empirical sizes and powers for 5-sample test(p = 5).
δ = 0 δ = 0.1 δ = 0.2 δ = 0.3
(σ1, · · · , σ5) n Chow M-Chow ADF Chow M-Chow ADF Chow M-Chow ADF Chow M-Chow ADF
(15) (205) .051 .045 .045 .621 .597 .597 .995 .995 .995 1.00 1.00 1.00
(20, 354) .055 .043 .048 .713 .704 .706 .998 .998 .998 1.00 1.00 1.00
(35, 204) .044 .044 .046 .855 .839 .843 1.00 1.00 1.00 1.00 1.00 1.00
(14, 2) (205) .080 .054 .053 .408 .300 .300 .963 .917 .916 1.00 .999 .999
(20, 354) .064 .055 .054 .411 .365 .361 .985 .978 .978 1.00 1.00 1.00
(35, 204) .118 .064 .069 .663 .448 .469 1.00 .997 .998 1.00 1.00 1.00
(14, 4) (205) .150 .056 .056 .237 .107 .107 .601 .321 .321 .926 .696 .698
(20, 354) .095 .051 .050 .174 .093 .092 .595 .415 .408 .954 .878 .877
(35, 204) .227 .060 .065 .418 .124 .132 .906 .484 .502 .999 .914 .923
(2, 14) (205) .087 .058 .058 .404 .318 .320 .921 .875 .874 .998 .994 .994
(20, 354) .192 .055 .074 .668 .361 .401 .984 .898 .915 1.00 .996 .997
(35, 204) .016 .058 .054 .336 .529 .503 .979 .998 .997 1.00 1.00 1.00
(4, 14) (205) .161 .065 .065 .270 .132 .132 .549 .342 .341 .857 .659 .659
(20, 354) .431 .067 .080 .561 .101 .125 .843 .333 .370 .959 .641 .678
(35, 204) .012 .042 .037 .065 .160 .149 .409 .630 .612 .866 .941 .939
ARE 158.53 15.87 20.27
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4.2 Real Life Examples
4.2.1 Example for 2-sample Case: abundance of selected ani-
mal species
MacPherson (1990, p. 513) described a study comparing two species of seaweed
with different morphological characteristics. For each species of seaweed, the re-
lationship between its biomass (dry weight) and the abundance of animal species
that used the plant as a host, was measured. The data can be referred to Moreno
et al. (2005, p.130). For each seaweed species, log(abundance) is regressed on dry
weight, and the question of interest is whether the relationship is the same in the
two species. The following is the scatterplot of the data and the fitted least-squares
lines. We apply the Chow’s test, the modified Chow’s test and the ADF test to the
data set. The test statistics and p-values are listed in the table below. Moreno et al.
Table 4.8: Test Results
Test Statistic p-value
Modified Chow’s Test 0.806 0.4535
ADF Test 0.812 0.4544
(2005) mentioned that the homogeneity assumption of these two linear models is
questioned since the residual standard errors from individual regressions are 0.459
and 0.293 respectively. There is also evidence of heteroscedasticity in scatterplot
(Fig 4.1). Therefore, the modified Chow’s test and ADF test under heteroscedas-
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Figure 4.1: Scatter plot of data for Dry Weight vs. log(Abundance)
ticity are preferred. According to Moreno et al., a standard analysis, fitting a
common regression with separate slopes and intercept yields a p-value of 0.0477
for the common intercept hypothesis and 0.0153 for the common slope hypothesis,
which would lead to the conclusion that the animal species response is different.
However, the p-value of modified Chow’s test and ADF test are 0.4535 and 0.4544,
which indicate that the null hypothesis can hardly be rejected. If the equivalence
of coefficients can not be rejected, it suggests that similar relationships in the two
species. Therefore, we may further conclude that there is evidence for similar an-
imal species response when heteroscedasticity is accounted for. This conclusion is
consistent with Moreno’s results where they obtained a modified Chow statistic
p-value of 0.634 and a posterior probability of H0 of 0.997 using the intrinsic Bayes
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factor.
4.2.2 Example for 10-sample Case : investment of 10 large
American corporations
A classical model of investment demand is defined by
Iit = αi + βFit + γCit + ²it (4.3)
where i is the index of the firms, t is the time point, I is the gross investment, F is
the market value of the firm and C is the value of the stock of plant and equipment.
In this section we investigate the Grunfeld (1958) data by fitting model (4.3) and
test the equivalence of coefficients. We are interested to analyze the relationship
between the dependent variable I and explanatory variable F and C of 10 Ameri-
can corporation during the period of 1935 to 1954.
The test results are listed in table(4.9). The range of estimated standard errors
Table 4.9: Test Results
Test Statistic df1 df2 p-value
Chow’s Test 39.83 18 180 0
Modified Chow’s Test 48.91 18 19.7 0
ADF Test 49.58 3.6 35.7 0
of ten linear models are 1.06 to 108.89, which strongly suggests heteroscedasticity.
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When the homogeneity assumption no longer holds, we generally prefer the modi-
fied Chow’s test and ADF test since they are more robust under heteroscedasticity.
The p values of these two tests indicate that there is strong evidence to reject
the null hypothesis of equivalent coefficients of the linear models. Therefore we




Conclusion and Future Research
This thesis introduces some new tools to test the coefficient of linear models for
2-sample and k-sample cases under the heteroscedasticity assumption. We general-
ize the traditional Chow’s test to k-sample case under the homogeneity assumption.
We also generalize the modified Chow’s test to k-sample case by matching the mo-
ments of test statistics to a chi-square distribution. The Wald test can be easily
generalized to k-sample case. Under the homogeneity assumption, the test statistic
follows an F distribution. When homogeneity assumption no longer holds, we still
use F random variable to approximate the test statistic, and follows some tech-
niques to calculate the approximated degrees of freedom.
The simulation studies suggest that the generalized Chow’s test performs badly
in maintaining the empirical size and the modified Chow’s test and Wald-type test
perform much better. For 2-sample cases, the ADF test is preferred. Since the
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modified Chow’s test has smallest ARE and comparable power for k-sample cases,
generally we prefer the Chow-type test when we test the equivalence of coefficient
of linear models. The ADF test performs very well for 2-sample case, however,
it seems not robust in k-sample case. The future research on the ADF test for




6.1 Matlab code in common for simulations
%--------------------------------------------------------------------------







p=p-1; %% dimension of X1, X2





































%% Computing the statistic
stat=(y’*Q*y)/(a11+a22);



























%% Basic statistics computation
B=0;Sigma0=0;Sigma1=0;





















if method==0, %% assume homogeneity
df1=q;df2=sum(gsize-p);
%% Computing the pooled variance
hsigma2=sum((gsize-p).*vhsigma2)/df2;
Sigma=Sigma0*hsigma2;
%% Computing the test statistic
iSigma=inv(Sigma);














%% Computing the test statistic
iSigma=inv(Sigma0);







6.2 Simulation Studies for 2-sample and k-sample
cases
%---------------------------------------------------------------------





















disp(’Chow, Modified Chow, New test’)
disp(’Empirical Powers’)
time0=clock;































[pstat0,param0]=coefBF(xy,gsize,0); %% Chow test
[pstat1,param1]=coefBF(xy,gsize,1); %% Modified Chow test
[pstat2,param2]=coefBF(xy,gsize,2); %% New test
vpval(i,:)=[pstat0(2),pstat1(2),pstat2(2)];
vparam(i,:)=[param0(2),param1(2),param2(2)];
end %% end for i
pw(ii,:)=mean(vpval<alpha); %% Rate of rejections
mdf=mean(vparam);
disp([ii,pw(ii,:),mdf])
end %% for ii
vpw=[vpw,pw];






end %% for iv
%----------------------------------------------------------------------























































%% Wald-type stat, F-test, homogeneity
[pstat11,param11]=coefBFk(xy,gsize,1);
%% Wald-type stat, ADF test, heteroscedasticity
[pstat20,param20]=coefkBF(xy,gsize,0);
%% Chow-type test, F-test, homogeneity
[pstat21,param21]=coefkBF(xy,gsize,1);
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%% Modified Chow-type test, ADF test, heteroscedasticity
vpval(i,:)=[pstat10(2),pstat20(2),pstat11(2),pstat21(2)];
vparam(i,:)=[param10(2),param20(2),param11(2),param21(2)];
end %% end for i
pw(ii,:)=mean(vpval<alpha); %% Rate of rejections
mdf=mean(vparam);
disp([ii,pw(ii,:),mdf])
end %% for ii
vpw=[vpw,pw];






end %% for iv
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