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Resum
En aquest article presentem un nou algoritme per al resum 
automàtic de textos especialitzats, que combina recursos ter-
minològics (l’ús de l’extractor de termes YATE) i semàntics 
(consulta de l’ontologia lèxica EuroWordNet). Apliquem l’al-
goritme a un corpus de textos mèdics en català i n’avaluem 
els resums automàtics produïts, amb el sistema FRESA, tot 
comparant-los amb sengles resums baseline i amb els resums 
d’un altre resumidor automàtic, el sistema OTS. L’algoritme 
proposat obté prou bons resultats, però el potencial de millora 
és, segons el nostre parer, molt alt.
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Abstract
In this article we present a new algorithm for the automatic 
summarisation of specialized texts, which combines termi-
nological resources (YATE as a terminology extractor) and 
semantic resources (EuroWordNet as a lexical ontology). We 
apply this algorithm to a corpus of medical texts in Catalan 
and we evaluate the automatic summaries produced with the 
system FRESA, comparing them with baseline summaries and 
with results of another automatic summary system, the OTS. 
The new algorithm yields adequate results, but the potential 
for improvement is, in our view, very high.
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1 Introducció
Un resum és una representació abreujada d’un text ori-
ginal. L’objectiu principal del resum és que el lector 
pugui conèixer els punts essencials del text original 
sense la necessitat de llegir el text sencer i que, per 
tant, pugui decidir més ràpidament si el text original 
conté o no la informació que està buscant. Per aquest 
motiu, avui dia el resum automàtic és un tema de recer-
ca molt rellevant. Durant els anys seixanta, la recerca 
en aquest camp se centrava, bàsicament, en el discurs 
general, encara que hi havia algunes excepcions, com 
els primers experiments amb textos tècnics de Luhn 
(1959) i, més endavant, el resumidor automàtic de tex-
tos químics de Pollock i Zamora (1975). Durant els anys 
noranta, uns quants investigadors van començar a tre-
ballar en el resum del discurs especialitzat (per exem-
ple Paice, 1990; Riloff, 1993; Lehmam, 1995; McKeown 
i Radev, 1995; Abracos i Lopes, 1997) i l’any 2000, Sag-
gion i Lapalme; però per norma utilitzaven les matei-
xes estratègies que les que s’empraven per al discurs 
general: estructura textual o del discurs, frases clau, 
posició de frase, entitats denominades, tècniques esta-
dístiques, aprenentatge automàtic, etc. Afantenos et al. 
(2005) assenyalen que, en concret, el resum automà-
tic de textos mèdics ha esdevingut un tema de recerca 
crucial perquè els professionals de l’àmbit biomèdic 
necessiten processar una gran quantitat de documents. 
Hi ha alguns treballs pertinents relacionats amb aquest 
camp, com per exemple Damianos et al. (2002), John-
son et al. (2002), Gaizauskas et al. (2001), Lenci et al. 
(2002) i Kan et al. (2001); de nou, però, les tècniques 
utilitzades no són específiques del domini. 
Un treball que sí que té en compte recursos específics 
del domini temàtic és el de Reeve et al. (2007). Aquest 
sistema utilitza cadenes lèxiques, és a dir, seqüències de 
paraules entre les quals hi ha una relació lexicosemànti-
ca (principalment d’identitat o de sinonímia). Però cal 
dir que en aquest cas es limita als sintagmes nominals 
que tenen associat un tipus semàntic a l’UMLS.1
Pel que fa a l’àmbit específic de la llengua catalana 
l’únic treball de què tenim coneixement és el que fa 
referència al resum automàtic de notícies de premsa de 
Fuentes et al. (2004), que se centra en el discurs gene-
ral periodístic i no en textos especialitzats. 
Inspirats en el treball de Luhn (1959), que establia 
que els termes que apareixen en el títol d’un text cien-
tífic són marques pertinents que n’indiquen el tema 
principal, i també pels treballs de Barzilay i Elhadad 
(1997) i de Silber i McCoy (2000), que utilitzaven cade-
nes lèxiques amb relacions lexicosemàntiques, hem 
dissenyat una estratègia nova de resum per a textos 
especialitzats. La hipòtesi és que els termes que es rela-
cionen semànticament amb els termes inclosos en el 
títol d’un text especialitzat són especialment perti-
nents per al resum. Així, considerem que un algorit-
me de resum automàtic que seleccioni les frases del 
text que inclouen no només els termes del títol, sinó 
també les frases que tenen termes que es relacionen 
semànticament amb els anteriors, aconseguirà resul-
tats positius. Pel que sabem, no existeixen sistemes 
de resum basats en aquesta combinació de recursos 
terminològics i semàntics. Per tant, el nostre treball 
contribueix a la creació d’una línia nova de recerca en 
resum automàtic.
Per a donar suport a aquesta idea, hem dissenyat 
un nou algoritme de resum basat en aquest principi, 
l’hem aplicat sobre un corpus de textos mèdics en 
català i hem avaluat els resultats utilitzant el FRESA 
(Framework of Evaluation of Summaries Automatical-
ly) (Torres-Moreno, 2010; Torres-Moreno et al., en 
premsa). En l’apartat 2, descrivim la metodologia de 
la nostra tasca; a continuació, en l’apartat 3, descri-
vim l’algoritme de resum; en l’apartat 4 presentem 
els experiments fets i els resultats corresponents; i 
finalment en l’apartat 5 mostrem les conclusions del 
nostre treball.
2 Recursos utilitzats
Com a primer pas del nostre treball, hem dissenyat 
l’algoritme de resum. Després, hem compilat una col-
lecció de vint textos que provenen del subcorpus de 
medicina del Corpus Tècnic de l’Institut Universitari 
de Lingüística Aplicada (IULA) (Vivaldi, 2009). A con-
tinuació, hem aplicat el nostre algoritme de resum, 
i finalment els resultats s’han avaluat utilitzant el 
FRESA.
Com es mostrarà en l’apartat 3, l’algoritme de resum 
es basa en la utilització de l’extractor de candidats a 
terme YATE (Yet Another Term Extractor) (Vivaldi, 2001; 
Vivaldi i Rodríguez, 2001a, 2001b). YATE és un extrac-
tor de termes que presenta les següents característi-
ques principals:
a) Utilització  intensiva d’informació  semàntica 
(obtinguda a través de l’EuroWordNet (EWN).2 
b) Utilització d’una metodologia híbrida que combi-
na diferents estratègies d’extracció de candidats a 
terme (lingüístiques i estadístiques).
Inicialment, el YATE es va desenvolupar per a l’àm-
bit mèdic, encara que s’ha adaptat a altres dominis, 
com ara la genètica i l’economia, i ara s’està adaptant 
a d’altres. 
La metodologia habitual per a avaluar resums és la 
utilització del ROUGE (Recall-Oriented Understanding for 
Gisting Evaluation) (Lin, 2004). Aquest sistema compa-
ra la coaparició de n-grames en el resum produït per la 
màquina amb un o més resums model o de referència. 
Aquests models de resum normalment els fa l’autor 
o altres especialistes del domini, però també poden 
ser resultat d’aplicar altres metodologies de resum. 
En qualsevol cas, la utilització del ROUGE requereix 
disposar, com a mínim, d’un resum manual. En el 
cas dels textos del Corpus Tècnic de l’IULA no dispo-
sem dels resums respectius redactats pels autors, com 
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seria habitual en els articles mèdics de revistes espe-
cialitzades d’aquest àmbit, per exemple. Aconseguir 
resums d’aquests textos elaborats per persones seria 
molt costós en temps i diners, de manera que poder 
comptar amb un sistema d’avaluació de resums que 
no necessiti resums de referència és un gran avantat-
ge. Per aquest motiu hem utilitzat el FRESA per a ava-
luar els resums que fa el nostre algoritme, en comptes 
del ROUGE.
El FRESA és un sistema per avaluar resums automà-
tics sense necessitat de comptar amb resums model o 
de referència redactats per humans. Utilitza una diver-
gència de probabilitats per a comparar la distribució de 
probabilitats dels n-grames del text original i del resum 
produït. La idea d’emprar les divergències de probabi-
litats per a avaluar resums prové dels treballs de Lin et 
al. (2006) i de Louis i Nenkova (2008, 2009). Tanmateix, 
Lin et al. (2006) utilitzen la divergència de Küllback-Lei-
bler, que presenta alguns problemes —com l’asime-
tria— que en limiten la utilitat pràctica. Els treballs de 
Louis i Nenkova (2008, 2009) es limiten a l’estudi 
de la divergència de Jensen-Shanon (JS) de la distri-
bució dels unigrames, mentre que el FRESA calcula 
la divergència JS de la distribució de probabilitat dels 
unigrames, dels bigrames, dels bigrames amb buits 
(tal com fa el ROUGE SU-4)3 i la mitjana de les tres 
distribucions. A més, detecta la llengua del text esta-
dísticament (castellà, català, francès i anglès) i realitza 
un processament lingüístic superficial, eliminant les 
paraules funcionals de cada llengua, abans de calcular 
les distribucions de probabilitats.
3 Disseny de l’algoritme
La idea general d’aquest algoritme de resum és obte-
nir un resultat de pertinència per a cada frase, tenint en 
compte tant la terminologicitat4 dels termes trobats 
en les frases com la similitud entre aquests termes i els 
trobats en el títol del document. Inicialment, l’extrac-
tor YATE s’utilitza per a trobar els termes en els textos 
mèdics que cal resumir. Cada terme tindrà una termi-
nologicitat associada. Internament, l’extractor identi-
fica els termes presents en el títol i els presents en el 
cos del document. Llavors, un mòdul de YATE mesura 
la distància semàntica entre cadascun dels termes pre-
sents en el cos de l’article i tots els termes trobats en 
el títol. Com a resultat, el terme rep un coeficient que 
es calcula utilitzant [1]:
Score(t) = T(t)P + MaxSim(t:t
t
)(1 – P)  [1]
en què t és una unitat terminològica, T(t) és la seva 
terminologicitat, t
t
 és qualsevol terme que pertany al 
títol del document i P és un coeficient de ponderació 
(0,5 per defecte). La idea és que el resultat associat 
amb cada terme tindrà en compte tant la terminolo-
gicitat com la seva relació amb el títol del document. 
El valor per defecte assigna la mateixa rellevància tant 
a la terminologicitat com a la relació amb els termes 
del títol.
Per calcular la similitud entre els termes trobats en 
el títol i els presents en el cos del document, utilitzem 
informació obtinguda mitjançant els camins d’hipe-
ronímia per a cada synset d’EuroWordNet (EWN). Per 
aquest propòsit utilitzem la fórmula [2]:
  
  [2]
En la pràctica, la similitud entre dos termes mèdics com 
vas i glàndula es calcula com es mostra en la figura 1: 
fiGura 1. Exemple de càlcul de la similitud
En el cas dels termes complexos, s’analitzen tots els 
components (noms i adjectius), però només s’escull 
el component que ofereix la màxima similitud, amb 
l’objectiu d’explotar també la similitud entre els com-
ponents del terme. En el cas dels adjectius, només s’uti-
litzen els que siguin relacionals, i la relació semàntica 
es compta utilitzant el nom corresponent (bronqui, bron-
quial). Per obtenir el resultat final FSi de cada frase (per 
i = 1, …, k; en què k = nombre de frases del document), 
tenim en compte el resultat de tots els termes que cada 
frase inclou, utilitzant la fórmula següent [3]:
  [3]
En què s és una frase del cos del document, L
CAT
(s) 
són els termes detectats en s i t és un terme. Per exem-
ple, imaginem un article mèdic amb el títol següent: 
«Visites inapropiades al servei d’urgències d’un hospi-
tal general». Una de les frases d’aquest text podria ser: 
«Aquest és un estudi descriptiu d’una mostra aleatòria 
de 84.329 pacients visitats el 1999». Aquesta frase no 
inclou cap terme del títol, però conté el terme pacient, 
que a l’EWN està semànticament relacionat amb hospi-
tal general (un terme del títol). Específicament, la simi-
litud entre aquests dos termes és 0,15. A més a més, el 
YATE assigna al terme pacient una terminologicitat d’1. 
En aquest cas i considerant P = 0,5, el resultat d’aquesta 
frase seria FS(s) = 0,15 x 0,5 + 1 x 0,5 = 0,575. Aques-
ta similitud té sentit perquè els pacients són usuaris 
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dels hospitals i per aquest motiu és lícit pensar que 
existeix una relació entre els dos passatges.
Per elaborar el resum final obtenim el resultat de 
totes les frases del text i les classifiquem d’acord amb 
el resultat. Després de decidir el nombre de frases que 
ha d’incloure el resum, escollim les frases que tenen 
el resultat més alt i les tornem a posar en l’ordre ori-
ginal.
4 Experiments i resultats
Per avaluar l’algoritme, l’apliquem sobre un corpus 
de vint textos del subcorpus de medicina del Cor-
pus Tècnic de l’IULA. Els temes dels textos són vari-
ats: malaltia d’Alzheimer, glucosa, genoma humà, 
síndrome de Down, clonació humana, càncer, etc. 
El nombre total de paraules d’aquests textos és al 
voltant de 60.000 (el més extens consta de 6.046 
paraules  i el més curt n’inclou 1.183). Tenint en 
compte que els textos no tenen la mateixa extensió 
(encara que es manté dins d’uns límits), decidim 
extreure per als respectius resums un 20 % de les 
frases de cada text.
Com ja s’ha mencionat 
en l’apartat 2, avaluem els 
resums produïts pel nostre 
algoritme utilitzant el sis-
tema FRESA. Perquè l’ava-
luació fos més completa, 
s’haurien de comparar els 
resultats  obtinguts  amb 
els resultats d’altres siste-
mes de resum. Tanmateix, 
no hi ha gaires sistemes 
de resum automàtics dis-
ponibles per al català. Així 
doncs, hem fet dos tipus 
de resums baseline. D’una 
banda,  hem  fet  resums 
dels  vint  textos del nos-
tre  corpus que  inclouen 
un 20 % de frases de cada 
text  seleccionades  alea-
tòriament (baseline_ale) i, 
de l’altra, hem fet resums 
que inclouen les frases que 
suposen el 20 % inicial del 
text (baseline_prim). També 
hem utilitzat per a la com-
paració resums del siste-
ma Open Text Summarizer 
(OTS).5 Aquest sistema és 
multilingüe  i gratuït  i, a 
més a més, permet resu-
mir textos en català, tot i 
que cal especificar que els 
recursos de què disposa 
per al català són molt escassos, la qual cosa fa empit-
jorar-ne els resultats. 
La taula 1 inclou els resultats del FRESA-M, és a 
dir, la mitjana de les tres distribucions de probabili-
tat (unigrames, bigrames i bigrames amb buits). La 
primera columna mostra l’identificador de cada text i 
les següents columnes mostren els resultats obtinguts 
pel nostre algoritme, la baseline_prim, la baseline_ale i el 
sistema OTS. S’ha destacat en negreta el millor resultat 
per a cada text. La figura 2 reflecteix de forma gràfica 
els resultats obtinguts.
Com es pot apreciar en la taula 1, els resums del 
nostre algoritme són els que, en general, obtenen els 
millors resultats (només superats per la baseline_ale en 
el cas dels textos m00163 i m00515, i per la baseline_prim 
en el cas del text m00165). La figura 3 mostra els resultats 
del nostre algoritme amb el FRESA-1, FRESA-2, FRESA-
SU4 i FRESA-M. Observem que els millors resultats 
són els obtinguts amb l’avaluació del FRESA-1, cosa 
lògica ja que aquesta mesura només té en compte els 
unigrames. 
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Taula 1. Resultats del FRESA-M (mitjana del FRESA-1, FRESA-2 i FRESA-SU4)
Text Algoritme Baseline_prim Baseline_ale OTS
m00071 0,85580 0,77830 0,84678 0,84533 
m00087 0,85311 0,76840 0,83193 0,83202 
m00163 0,82005 0,83636 0,86824 0,86045 
m00165 0,88127 0,88300 0,84741 0,82052 
m00286 0,87936 0,82551 0,83937 0,86215 
m00309 0,86326 0,81959 0,83586 0,85331 
m00339 0,89673 0,83670 0,81551 0,84860 
m00345 0,84942 0,79083 0,83669 0,84286 
m00474 0,85094 0,80416 0,84039 0,83210 
m00475 0,86333 0,83811 0,83781 0,85623 
m00514 0,87852 0,81473 0,84999 0,84483 
m00516 0,86362 0,84178 0,84328 0,84006 
m00519 0,84782 0,81966 0,85041 0,81681 
m00550 0,85558 0,79773 0,82557 0,84011 
m00562 0,85741 0,78899 0,84597 0,82417 
m00566 0,85283 0,79551 0,84690 0,82746 
m00611 0,85799 0,81830 0,84253 0,84561 
m00613 0,87663 0,84059 0,86351 0,84522 
m00630 0,88803 0,79889 0,87117 0,84204 
m00635 0,84987 0,80732 0,84277 0,84045 
Mitjana 0,86208 0,81522   0,84410 0,84102 
ArticlesTerminàlia núm. 1 30
FiGura 2. Resultats del FRESA-M expressats gràficament
FiGura 3. Resultats de l’algoritme amb el FRESA-1, 
FRESA-2, FRESA-SU4 i FRESA-M
Una anàlisi detallada dels resultats mostra que YATE 
és massa conservador, és a dir, proporciona com a ter-
mes només les seqüències que tenen una alta fiabilitat, 
sobretot en el cas dels termes multiparaula. Avancem 
que potser, atès l’alt nivell d’especialització dels docu-
ments del corpus, YATE hauria de relaxar les seves con-
sideracions sobre què és un bon candidat de terme. 
Futurs experiments aniran per aquesta línia.
La llista de candidats a termes també mostra que els 
termes d’aquest tipus de textos són seqüències normal-
ment complexes (com ara un nom seguit de dos o més 
adjectius) que apareixen més freqüentment del que es 
considera habitual (sistema nerviós central, lesions tumorals 
papil·lars superficials, malformacions cardíaques congènites, 
oftalmoplegia externa progressiva, etc.). 
Un altre problema, específic del català, és que un o 
més components d’un candidat a terme no formin part 
de les entrades de l’EWN. En aquest sentit, hem trobat 
que formes relativament comunes de noms i adjectius, 
com ara trombosi, alteració, cèl·lula, farmacèutic, sanguini, 
gènic, entre d’altres, no estan incloses a l’EWN, cosa 
que dificulta la tasca de YATE. Un altre problema és 
l’aparició de paraules constituïdes per formants cul-
tes que no es poden descompondre a causa de la seva 
complexitat imprevista. 
També cal notar que la llargada mitjana dels textos 
és de 2.900 paraules. Aquesta llargada és prou bona 
per a fer un resum automàtic, però és massa curta per a 
permetre a YATE de beneficiar-se dels mètodes estadís-
tics que incorpora. Millores en la cobertura de l’EWN, 
així com en el tractament de combinacions de formants 
cultes amb paraules regulars, haurien d’ajudar a millo-
rar el rendiment del conjunt.
5 Conclusions
La conclusió principal del nostre treball és que l’algo-
ritme de resum automàtic que hem dissenyat és vàlid 
per a textos en català. Avui dia no hi ha resumidors 
específics per a aquesta llengua, i encara menys resu-
midors de textos especialitzats. Creiem que l’algorit-
me de resum automàtic presentat és molt innovador, 
ja que combina recursos terminològics i semàntics. 
Els resultats obtinguts són bons, comparats amb els 
de les baselines i els de l’altre sistema de resum auto-
màtic, l’OTS. De tota manera, creiem que és necessari 
continuar treballant en aquesta línia de recerca per tal 
de millorar-ne els resultats. També caldria introduir 
algunes millores a l’extractor YATE. Preveiem fer més 
experiments, canviant, per exemple, el factor de pes 
estadístic, donant més importància a la terminologi-
citat o a la similitud semàntica; i també volem avaluar 
resums d’altres mides. 
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Notes
1. L’UMLS (Unified Medical Language System) és un tesaurus molt usat de l’àmbit biomèdic que proporciona una representa-
ció del coneixement en aquest domini. Aquesta representació consisteix en la classificació dels conceptes per tipus semàntics i 
de les relacions (jeràrquiques i no jeràrquiques) existents entre els tipus: vegeu http://www.nlm.nih.gov.
2. EuroWordNet (Vossen, 2004) és una base de dades lèxiques multilingüe de propòsit general, basada en WordNet, que inclou 
tant el català com altres llengües europees. S’estructura en unitats lexicosemàntiques (o synsets) enllaçades mitjançant relacions 
semàntiques bàsiques.
3. Un bigrama, en aquest context, és qualsevol seqüència de dues paraules. De vegades, aquestes paraules poden ser no conse-
cutives. Aquest és el cas del ROUGE SU-4 en què hi pot haver un màxim de quatre paraules entre les dues que formen el bigra-
ma.
4. La terminologicitat (de l’anglès termhood) ha estat definida per Kageura et al. (1996) com el grau de pertinència a un cert domini 
d’un candidat a terme.
5. Vegeu http://libots.sourceforge.net.
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