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Abstract
In this paper, some of formulations of Hamilton-Jacobi equations for Hamiltonian system and
regular reduced Hamiltonian systems are given. At first, an important lemma is proved, and it is a
modification for the corresponding result of Abraham and Marsden in [1], such that we can prove
two types of geometric Hamilton-Jacobi theorem for a Hamiltonian system on the cotangent bundle
of a configuration manifold, by using the symplectic form and dynamical vector field. Then these
results are generalized to the regular reducible Hamiltonian system with symmetry and momentum
map, by using the reduced symplectic form and the reduced dynamical vector field. The Hamilton-
Jacobi theorems are proved and two types of Hamilton-Jacobi equations, for the regular point
reduced Hamiltonian system and the regular orbit reduced Hamiltonian system, are obtained. As
an application of the theoretical results, the regular point reducible Hamiltonian system on a Lie
group is considered, and two types of Lie-Poisson Hamilton-Jacobi equation for the regular point
reduced system are given. In particular, the Type I and Type II of Lie-Poisson Hamilton-Jacobi
equations for the regular point reduced rigid body and heavy top systems are shown, respectively.
Keywords: Hamilton-Jacobi theorem, symplectic form, momentum map, regular point reduction,
regular orbit reduction.
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1. Introduction
Symmetry is a general phenomenon in the natural world, but it is widely used in the study of
mathematics and mechanics. The reduction theory for mechanical system with symmetry has its
origin in the classical work of Euler, Lagrange, Hamilton, Jacobi, Routh, Liouville and Poincare´ and
its modern geometric formulation in the general context of symplectic manifolds and equivariant
momentum maps is developed by Meyer, Marsden and Weinstein; see Abraham and Marsden [1]
or Marsden and Weinstein [18] and Meyer [20]. The main goal of reduction theory in mechanics is
to use conservation laws and the associated symmetries to reduce the number of dimensions of a
mechanical system required to be described. So, such reduction theory is regarded as a useful tool
for simplifying and studying concrete mechanical systems. Hamiltonian reduction theory is one of
the most active subjects in the study of modern analytical mechanics and applied mathematics, in
which a lot of deep and beautiful results have been obtained, see the studies given by Abraham
and Marsden [1], Arnold [2], Marsden et al. [13, 14, 16, 18], Ortega and Ratiu [21], Libermann
and Marle [11], Leo´n and Rodrigues [9] etc. on regular point reduction and regular orbit reduction,
singular point reduction and singular orbit reduction, optimal reduction and reduction by stages
for Hamiltonian systems and so on; and there is still much to be done in this subject.
At the same time, we note also that the well-known Hamilton-Jacobi theory is an important
part of classical mechanics. On the one hand, Hamilton-Jacobi equation provides a characteriza-
tion of the generating functions of certain time-dependent canonical transformations, such that a
given Hamiltonian system in such a form that its solutions are extremely easy to find by reduction
to the equilibrium, see Abraham and Marsden [1], Arnold [2] and Marsden and Ratiu [16]. On
the other hand, it is possible in many cases that Hamilton-Jacobi equation provides an immediate
way to integrate the equation of motion of system, even when the problem of Hamiltonian system
itself has not been or cannot be solved completely. In addition, the Hamilton-Jacobi equation is
also fundamental in the study of the quantum-classical relationship in quantization, and it also
plays an important role in the development of numerical integrators that preserve the symplectic
structure and in the study of stochastic dynamical systems, see Woodhouse [24], Ge and Marsden
[5], Marsden and West [19] and La´zaro-Camı´ and Ortega [8]. For these reasons Hamilton-Jacobi
theory is described as a useful tool in the study of Hamiltonian system theory, and has been ex-
tensively developed in past many years. We note that some beautiful results have been obtained,
see Carin˜ena et al. [3] and [4], Iglesias et al. [6], for more details.
Now, it is a natural problem how to study the Hamilton-Jacobi theory for a variety of reduced
Hamiltonian systems by combining with reduction theory and Hamilton-Jacobi theory of Hamilto-
nian systems. This is a goal of our research. In this paper, some of formulations of Hamilton-Jacobi
equations for Hamiltonian system and regular reduced Hamiltonian systems are given, and the main
contributions are as follows: (1) We prove a key lemma, which is an important tool for proofs of
the following theorems; (2) We prove two types of geometric Hamilton-Jacobi theorem for a Hamil-
tonian system on the cotangent bundle of a configuration manifold, by using the symplectic form
and dynamical vector field; (3) We generalize the above results to the regular reducible Hamilto-
nian system with symmetry, and obtain two types of Hamilton-Jacobi equations for the regular
point reduced Hamiltonian system and the regular orbit reduced Hamiltonian system, see Theorem
3.3, Theorem 3.4, Theorem 4.2 and Theorem 4.3, by using the reduced symplectic forms and the
reduced dynamical vector fields; It is worthy of note that the regular reduced symplectic spaces of
the regular orbit reduced Hamiltonian system and the regular point reduced Hamiltonian system
are different, and the symplectic forms on the reduced spaces are also different. Thus, the assump-
tion conditions in Theorem 4.2 and Theorem 4.3 are different from the assumption conditions in
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Theorem 3.3 and Theorem 3.4, which depend on the precise analysis of the geometric structures of
the regular orbit reduced space. (4) As an application, we give two types of Lie-Poisson Hamilton-
Jacobi equation for the regular point reduced Hamiltonian system on a Lie group, and show the
Type I and Type II of Lie-Poisson Hamilton-Jacobi equations for the regular point reduced rigid
body and heavy top systems, respectively. In general, we know that it is not easy to find the
solutions of Hamilton’s equation. But, if we can get a solution of Hamilton-Jacobi equation for a
Hamiltonian system, by using the relationship between Hamilton’s equation and Hamilton-Jacobi
equation, it is easy to give a special solution of Hamilton’s equation. Thus, it is very important to
give explicitly the various formulations of Hamilton-Jacobi equations for Hamiltonian system and
the reduced Hamiltonian systems.
A brief of outline of this paper is as follows. In the second section, we first prove a key lemma,
which is obtained by a careful modification for the corresponding results of Abraham and Marsden
in [1]. Then we prove two types of geometric version of Hamilton-Jacobi theorem of a Hamiltonian
system on the cotangent bundle of a configuration manifold, by using the symplectic form and the
dynamical vector field. In the third section and the fourth section, we discuss the regular reducible
Hamiltonian systems with symmetry and momentum map, by combining with the Hamilton-Jacobi
theory and the regular symplectic reduction theory. The two types of Hamilton-Jacobi equations for
the regular point and the regular orbit reduced Hamiltonian systems are obtained, respectively, by
using the reduced symplectic forms and the reduced dynamical vector fields. As the applications of
the theoretical results, in the fifth section, the regular point reducible Hamiltonian system on a Lie
group is considered, and two types of Lie-Poisson Hamilton-Jacobi equation for the regular point
reduced system are given. In particular, the Type I and Type II of Lie-Poisson Hamilton-Jacobi
equations for the regular point reduced rigid body and heavy top systems are shown, respectively.
These research works develop the reduction and Hamilton-Jacobi theory of a Hamiltonian system
with symmetry and make us have much deeper understanding and recognition for the structures
of Hamiltonian systems.
2. Geometric Hamilton-Jacobi Theorem of Hamiltonian System
In this section, we first review briefly some basic facts about Hamilton-Jacobi theory, and state
our idea to study the problem in this paper. Then we prove a key lemma, which is an important
tool for the proofs of geometric Hamilton-Jacobi theorems of Hamiltonian system and the regular
reducible Hamiltonian system with symmetry. Finally, we prove two types of geometric version
of Hamilton-Jacobi theorem of a Hamiltonian system on the cotangent bundle of a configuration
manifold, by using the symplectic form and dynamical vector field. It is worthy of note that we
describe the Hamilton-Jacobi equation by Hamiltonian vector field of the system, it is easy to be
generalized to the cases of the regular reduced Hamiltonian systems. We shall follow the notations
and conventions introduced in Abraham and Marsden [1], Marsden and Ratiu [16], Ortega and
Ratiu [21], and Marsden et al. [17]. In this paper, we assume that all manifolds are real, smooth
and finite dimensional and all actions are smooth left actions.
It is well-known that Hamilton-Jacobi theory from the variational point of view is originally
developed by Jacobi in 1866, which state that the integral of Lagrangian of a system along the
solution of its Euler-Lagrange equation satisfies the Hamilton-Jacobi equation. The classical de-
scription of this problem from the geometrical point of view is given by Abraham and Marsden
in [1] as follows: Let Q be a smooth manifold and TQ the tangent bundle, T ∗Q the cotangent
bundle with the canonical symplectic form ω and the projection piQ : T
∗Q → Q induces the map
TpiQ : TT
∗Q→ TQ.
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Theorem 2.1. Assume that the triple (T ∗Q,ω,H) is a Hamiltonian system with Hamiltonian
vector field XH , and W : Q → R is a given function. Then the following two assertions are
equivalent:
(i) For every curve σ : R → Q satisfying σ˙(t) = TpiQ(XH(dW (σ(t)))), ∀t ∈ R, then dW · σ is an
integral curve of the Hamiltonian vector field XH .
(ii) W satisfies the Hamilton-Jacobi equation H(qi, ∂W
∂qi
) = E, where E is a constant.
It is worthy of note that if we take that γ = dW in the above theorem, then γ is a closed
one-form on Q, and the equation d(H · dW ) = 0 is equivalent to the Hamilton-Jacobi equation
H(qi, ∂W
∂qi
) = E, where E is a constant. This result is used the formulation of a geometric version
of Hamilton-Jacobi theorem for Hamiltonian system, see Carin˜ena et al. [3] and Iglesias et al. [6].
On the other hand, this result is developed in the context of time-dependent Hamiltonian system
by Marsden and Ratiu in [16]. The Hamilton-Jacobi equation may be regarded as a nonlinear
partial differential equation for someone generating function S, and the problem is become how
to choose a time-dependent canonical transformation Ψ : T ∗Q× R → T ∗Q× R, which transforms
the dynamical vector field of a time-dependent Hamiltonian system to equilibrium, such that the
generating function S of Ψ satisfies the time-dependent Hamilton-Jacobi equation, that is, the
dynamical vector field is degenerate along the solution of Hamilton-Jacobi equation. In particular,
for the time-independent Hamiltonian system, we may look for a symplectic map as the canonical
transformation. This work offers an important idea that one can use the dynamical vector field of
a Hamiltonian system to describe Hamilton-Jacobi equation. Moreover, we also hope to use the
dynamical vector fields of the regular reduced Hamiltonian systems to describe the Hamilton-Jacobi
equations for the regular reduced Hamiltonian systems. These are the main works in this paper.
In order to do these, we need first to give two types of formulation of Hamilton-Jacobi theorem for
a Hamiltonian system on the cotangent bundle of a configuration manifold. Thus, in the following
we first give an important notion and prove a key lemma, and this lemma is an important tool for
the proofs of two types of geometric Hamilton-Jacobi theorem of the Hamiltonian system.
Denote by Ωi(Q) the set of all i-forms on Q, i = 1, 2. For any γ ∈ Ω1(Q), q ∈ Q, then
γ(q) ∈ T ∗qQ, and we can define a map γ : Q → T
∗Q, q → (q, γ(q)). Hence we say often that the
map γ : Q→ T ∗Q is an one-form on Q. If the one-form γ is closed, then dγ(x, y) = 0, ∀ x, y ∈ TQ.
In the following we give a weaker notion.
Definition 2.2. The one-form γ is called to be closed with respect to TpiQ : TT
∗Q → TQ, if for
any v,w ∈ TT ∗Q, we have dγ(TpiQ(v), TpiQ(w)) = 0.
From the above definition we know that, if γ is a closed one-form, then it must be closed with
respect to TpiQ : TT
∗Q→ TQ. Conversely, if γ is closed with respect to TpiQ : TT
∗Q→ TQ, then
it may not be closed. We can prove a general result as follows.
Proposition 2.3. Assume that γ : Q → T ∗Q is an one-form on Q and it is not closed. we
define the set N , which is a subset of TQ, such that the one-form γ on N satisfies the condition
that for any x, y ∈ N, dγ(x, y) 6= 0. Denote by Ker(TpiQ) = {u ∈ TT
∗Q| TpiQ(u) = 0}, and
Tγ : TQ→ TT ∗Q. If Tγ(N) ⊂ Ker(TpiQ), then γ is closed with respect to TpiQ : TT
∗Q→ TQ.
Proof: In fact, for any v,w ∈ TT ∗Q, if TpiQ(v) /∈ N, or TpiQ(w)) /∈ N, then by the definition of
N , we know that dγ(TpiQ(v), TpiQ(w)) = 0; If TpiQ(v) ∈ N, and TpiQ(w)) ∈ N, from the condition
Tγ(N) ⊂ Ker(TpiQ), we know that TpiQ · Tγ · TpiQ(v) = TpiQ(v) = 0, and TpiQ · Tγ · TpiQ(w) =
TpiQ(w) = 0, where we have used the relation piQ ·γ ·piQ = piQ, and hence dγ(TpiQ(v), TpiQ(w)) = 0.
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Thus, for any v,w ∈ TT ∗Q, we have always that dγ(TpiQ(v), TpiQ(w)) = 0, that is, γ is closed with
respect to TpiQ : TT
∗Q→ TQ. 
Now, we prove the following Lemma 2.4. It is worthy of note that this lemma is obtained by a
careful modification for the corresponding result of Abraham and Marsden in [1].
Lemma 2.4. Assume that γ : Q→ T ∗Q is an one-form on Q, and λ = γ ·piQ : T
∗Q→ T ∗Q. Then
we have that the following two assertions hold.
(i) For any x, y ∈ TQ, γ∗ω(x, y) = −dγ(x, y), and for any v,w ∈ TT ∗Q, λ∗ω(v,w) =
− dγ(TpiQ(v), TpiQ(w)), since ω is the canonical symplectic form on T
∗Q;
(ii) For any v,w ∈ TT ∗Q, ω(Tλ · v,w) = ω(v,w − Tλ · w)− dγ(TpiQ(v), TpiQ(w)).
Proof: We first prove the assertion (i). Since ω is the canonical symplectic form on T ∗Q, we know
that there is an unique canonical one-form θ, such that ω = −dθ. From the Proposition 3.2.11 in
Abraham and Marsden [1], we have that for the one-form γ : Q → T ∗Q, γ∗θ = γ. Then we can
obtain that
γ∗ω(x, y) = γ∗(−dθ)(x, y) = −d(γ∗θ)(x, y) = −dγ(x, y).
Note that λ = γ · piQ : T
∗Q→ T ∗Q, and λ∗ = pi∗Q · γ
∗ : T ∗T ∗Q→ T ∗T ∗Q, then we have that
λ∗ω(v,w) = λ∗(−dθ)(v,w) = −d(λ∗θ)(v,w) = −d(pi∗Q · γ
∗θ)(v,w)
= −d(pi∗Q · γ)(v,w) = −dγ(TpiQ(v), TpiQ(w)).
It follows that the assertion (i) holds.
Next, we prove the assertion (ii). For any v,w ∈ TT ∗Q, note that v − T (γ · piQ) · v is vertical,
because
TpiQ(v − T (γ · piQ) · v) = TpiQ(v)− T (piQ · γ · piQ) · v = TpiQ(v) − TpiQ(v) = 0,
where we have used the relation piQ · γ · piQ = piQ. Thus, ω(v − T (γ · piQ) · v,w − T (γ · piQ) ·w) = 0,
and hence,
ω(T (γ · piQ) · v, w) = ω(v, w − T (γ · piQ) · w) + ω(T (γ · piQ) · v, T (γ · piQ) · w).
However, the second term on the right-hand side is given by
ω(T (γ · piQ) · v, T (γ · piQ) · w) = γ
∗ω(TpiQ(v), TpiQ(w)) = −dγ(TpiQ(v), TpiQ(w)),
where we have used the assertion (i). It follows that
ω(Tλ · v,w) = ω(T (γ · piQ) · v, w)
= ω(v, w − T (γ · piQ) · w)− dγ(TpiQ(v), TpiQ(w))
= ω(v,w − Tλ · w)− dγ(TpiQ(v), TpiQ(w)).
Thus, the assertion (ii) holds. 
Now, for a given Hamiltonian system (T ∗Q,ω,H), by using the above Lemma 2.4, we can prove
the following two types of geometric Hamilton-Jacobi theorem for the Hamiltonian system. At first,
by using the fact that the one-form γ : Q → T ∗Q is closed with respect to TpiQ : TT
∗Q → TQ,
we can prove the Type I of geometric Hamilton-Jacobi theorem for the Hamiltonian system. For
convenience, the maps involved in the following theorem and its proof are shown in Diagram-1.
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T ∗Q
piQ
// Q
Xγ
H

γ
// T ∗Q
XH

T (T ∗Q) TQ
Tγ
oo T (T ∗Q)
TpiQ
oo
Diagram-1
Theorem 2.5. (Type I of Hamilton-Jacobi Theorem for a Hamiltonian System) For the Hamilto-
nian system (T ∗Q,ω,H), assume that γ : Q→ T ∗Q is an one-form on Q, and XγH = TpiQ ·XH · γ,
where XH is the dynamical vector field of (T
∗Q,ω,H). If the one-form γ : Q→ T ∗Q is closed with
respect to TpiQ : TT
∗Q → TQ, then γ is a solution of the equation Tγ · XγH = XH · γ, which is
called the Type I of Hamilton-Jacobi equation for the Hamiltonian system (T ∗Q,ω,H).
Proof: If we take that v = XH · γ ∈ TT
∗Q, and for any w ∈ TT ∗Q, TpiQ(w) 6= 0, from Lemma
2.4(ii) we have that
ω(Tγ ·XγH , w) = ω(T (γ · piQ) ·XH · γ, w)
= ω(XH · γ, w − T (γ · piQ) · w)− dγ(TpiQ(XH · γ), TpiQ(w))
= ω(XH · γ, w)− ω(XH · γ, Tλ · w)− dγ(TpiQ(XH · γ), TpiQ(w)).
Because the one-form γ : Q → T ∗Q is closed with respect to TpiQ : TT
∗Q → TQ, then we have
that
dγ(TpiQ(XH · γ), TpiQ(w)) = 0,
and hence
ω(Tγ ·XγH , w)− ω(XH · γ, w) = −ω(XH · γ, Tλ · w). (2.1)
If γ satisfies the equation Tγ ·XγH = XH · γ, from Lemma 2.4(i) we can obtain that
−ω(XH · γ, Tλ · w) = −ω(Tγ ·X
γ
H , Tλ · w)
= −ω(Tγ · TpiQ ·XH · γ, Tλ · w) = −ω(Tλ ·XH · γ, Tλ · w)
= −λ∗ω(XH · γ, w) = dγ(TpiQ(XH · γ), TpiQ(w)) = 0.
But, because the symplectic form ω is non-degenerate, the left side of (2.1) equals zero, only when
γ satisfies the equation Tγ ·XγH = XH ·γ. Thus, if the one-form γ : Q→ T
∗Q is closed with respect
to TpiQ : TT
∗Q → TQ, then γ must be a solution of the Type I of Hamilton-Jacobi equation
Tγ ·XγH = XH · γ. 
Next, for any symplectic map ε : T ∗Q→ T ∗Q, we can prove the following Type II of geometric
Hamilton-Jacobi theorem for the Hamiltonian system. For convenience, the maps involved in the
following theorem and its proof are shown in Diagram-2.
T ∗Q
ε // T ∗Q
XH·ε

XεH
$$❍
❍
❍
❍
❍
❍
❍
❍
❍
piQ
// Q
γ
// T ∗Q
XH

T (T ∗Q) TQ
Tγ
oo T (T ∗Q)
TpiQ
oo
Diagram-2
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Theorem 2.6. (Type II of Hamilton-Jacobi Theorem for a Hamiltonian System) For the Hamilto-
nian system (T ∗Q,ω,H), assume that γ : Q→ T ∗Q is an one-form on Q, and λ = γ · piQ : T
∗Q→
T ∗Q, and for any symplectic map ε : T ∗Q→ T ∗Q, denote by XεH = TpiQ ·XH · ε, where XH is the
dynamical vector field of (T ∗Q,ω,H). Then ε is a solution of the equation Tε ·XH·ε = Tλ ·XH ·ε, if
and only if it is a solution of the equation Tγ ·XεH = XH ·ε, where XH·ε ∈ TT
∗Q is the Hamiltonian
vector field of the function H · ε : T ∗Q→ R. The equation Tγ ·XεH = XH · ε, is called the Type II
of Hamilton-Jacobi equation for the Hamiltonian system (T ∗Q,ω,H).
Proof: If we take that v = XH · ε ∈ TT
∗Q, and for any w ∈ TT ∗Q, Tλ(w) 6= 0, from Lemma 2.4
we have that
ω(Tγ ·XεH , w) = ω(T (γ · piQ) ·XH · ε, w)
= ω(XH · ε, w − T (γ · piQ) · w)− dγ(TpiQ(XH · ε), TpiQ(w))
= ω(XH · ε, w)− ω(XH · ε, Tλ · w) + λ
∗ω(XH · ε, w)
= ω(XH · ε, w)− ω(XH · ε, Tλ · w) + ω(Tλ ·XH · ε, Tλ · w).
Note that ε : T ∗Q → T ∗Q is symplectic, and hence XH · ε = Tε ·XH·ε, along ε. From the above
arguments, we can obtain that
ω(Tγ ·XεH , w)− ω(XH · ε, w)
= −ω(Tε ·XH·ε, Tλ · w) + ω(Tλ ·XH · ε, Tλ · w)
= ω(Tλ ·XH · ε− Tε ·XH·ε, Tλ · w).
Because the symplectic form ω is non-degenerate, it follows that Tγ ·XεH = XH · ε, is equivalent to
Tε ·XH·ε = Tλ ·XH · ε. Thus, ε is a solution of the equation Tε ·XH·ε = Tλ ·XH · ε, if and only if
it is a solution of the Type II of Hamilton-Jacobi equation Tγ ·XεH = XH · ε. 
In the following we shall state the relationship between the Type I and Type II of Hamilton-
Jacobi equation and the classical Hamilton-Jacobi equation, from the view point of generating
function of a symplectic map. At first, the following Proposition 2.7 is the Proposition 5.2.1 given
by Abraham and Marsden in [1].
Proposition 2.7. Let (Pi, ωi), i = 1, 2, be two symplectic manifolds, and pii : P1 × P2 → Pi the
projection onto Pi, i = 1, 2, and Ω = pi
∗
1ω1 − pi
∗
2ω2. Then we have that
(i) the Ω is a symplectic form on P1 × P2;
(ii) a map f : P1 → P2 is symplectic if and only if i
∗
fΩ = 0, where if : Γf → P1 × P2 is inclusion
and Γf is the graph of f , that is, Γf = {(x, f(x)) ∈ P1×P2| ∀x ∈ P1}. (In fact, Γf is a Lagrangian
submanifold of P1 × P2.)
Assume that θi is the canonical one-form of Pi, i = 1, 2, and the canonical symplectic forms
ωi = −dθi, i = 1, 2. Then Θ = pi
∗
1θ1 − pi
∗
2θ2, and locally, Ω = −dΘ. Thus,
i∗fΩ = −i
∗
fdΘ = −di
∗
fΘ = 0,
that is, i∗fΘ being close is equivalent to f being symplectic. Locally, by the Poincare´ lemma,
i∗fΘ = −dS for a function S : Γf → R. Such a function S is called a generating function for the
symplectic map f . It depends on the choice of Θ and is locally defined.
In the following we consider that P1 = P2 = T
∗Q with the canonical symplectic form ω. Since the
generating function S is specified on the graph Γf , and so can be expressed in any local coordinate
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system on Γf . The standard choices, for the coordinates (q, p, q˜, p˜) on T
∗Q× T ∗Q, are any two of
the four quantities q, p, q˜, p˜, because Γf has the same dimension as T
∗Q. In particular, we choose
(q, q˜) as the local coordinates on Γf , and consider the generating function S : Q × Q → R, then
its differential is given by dS = ∂S∂q dq +
∂S
∂q˜ dq˜. On the other hand, for the canonical symplectic
transformation f : T ∗Q → T ∗Q, (q˜, p˜) → (q, p), we have that i∗fΘ = p˜dq˜ − pdq, and hence the
condition i∗fΘ = −dS reduced to the following equations
p =
∂S
∂q
(q, q˜), p˜ = −
∂S
∂q˜
(q, q˜). (2.2)
Moveover, we consider the Hamiltonian system (T ∗Q,ω,H), the flow f of Hamiltonian vector field
XH is a symplectic map f : T
∗Q → T ∗Q. From the generating function theory we know that
it must have a generating function S(q, q˜). Let (qi, pi) = (q
1, · · · , qn, p1, · · · , pn) denote canonical
coordinates with respect to ω on T ∗Q, then the Hamilton’s equations in canonical coordinates are
dqi
dt
=
∂H
∂pi
,
dpi
dt
= −
∂H
∂qi
, i = 1, · · · , n. (2.3)
From the conservation of energy we have that
dH(q, p)
dt
=
n∑
i=1
(
∂H
∂qi
·
dqi
dt
+
∂H
∂pi
·
dpi
dt
) =
n∑
i=1
(−
dpi
dt
·
dqi
dt
+
dqi
dt
·
dpi
dt
) = 0.
Thus, H(q, p) = E is a constant in t. Moreover, consider that p = ∂S∂q (q, q˜), for the generating func-
tion S(q, q˜), then we have the classical Hamilton-Jacobi equation H(q, ∂W∂q ) = E, which is given by
Theorem 2.1, whereW = S(q, q˜) is function of q with the parameters q˜, see Abraham and Marsden
[1], Arnold [2] and Marsden and Ratiu [16].
For the generating function S of a symplectic map f : T ∗Q → T ∗Q, assume that γ =
(piQ)∗(dS) =
∂S
∂q dq is an one-form on Q, where piQ : T
∗Q → Q and (piQ)∗ : T
∗T ∗Q → T ∗Q.
Because dγ = d(piQ)∗(dS) = (piQ)∗(d
2S) = 0, then the one-form γ : Q → T ∗Q is closed with
respect to TpiQ : TT
∗Q→ TQ, and from Lemma 2.4(i), hence we have that for any v, w ∈ TT ∗Q,
λ∗ω(v,w) = −dγ(TpiQ(v), TpiQ(w)) = 0.
Moreover, from Lemma 2.4(ii), we can obtain that
ω(Tλ · v, w)− ω(v, w) = −ω(v, Tλ · w). (2.4)
If v satisfies the equation Tλ · v = v, then for any w ∈ TT ∗Q, Tλ(w) 6= 0, we have that
−ω(v, Tλ · w) = −ω(Tλ · v, Tλ · w) = −λ∗ω(v,w) = 0. But, because the symplectic form ω
is non-degenerate, the left side of (2.4) equals zero, only when v satisfies the equation Tλ · v = v.
Thus, for any v, w ∈ TT ∗Q, Tλ(w) 6= 0, we must have that Tλ · v = v.
For Hamiltonian system (T ∗Q,ω,H), if we take that v = XH · γ ∈ TT
∗Q, and for any w ∈
TT ∗Q, Tλ(w) 6= 0, from the equation Tλ · v = v, we have that
Tγ ·XγH = Tγ · TpiQ ·XH · γ = Tλ ·XH · γ = XH · γ,
that is, Tγ ·XγH = XH ·γ, this is the Type I of Hamilton-Jacobi equation for the Hamiltonian system
(T ∗Q,ω,H). Moreover, for any symplectic map ε : T ∗Q→ T ∗Q, we take that v = XH · ε ∈ TT
∗Q,
and for any w ∈ TT ∗Q, Tλ(w) 6= 0, from the equation Tλ · v = v, we have that Tλ · XH · ε =
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XH · ε. Since ε : T
∗Q → T ∗Q is symplectic, we have that XH · ε = Tε ·XH·ε, along ε, and hence
Tε ·XH·ε = Tλ ·XH · ε. On the other hand, note that λ := γ · piQ, we can obtain that
XH · ε = Tλ ·XH · ε = Tγ · TpiQ ·XH · ε = Tγ ·X
ε
H .
Thus, ε is a solution of the equation Tε · XH·ε = Tλ ·XH · ε, if and only if it is a solution of the
Type II of Hamilton-Jacobi equation Tγ ·XεH = XH · ε, for the Hamiltonian system (T
∗Q,ω,H).
To sum up the above discussion, if the one-form γ = (piQ)∗(dS) =
∂S
∂q dq is given by a gener-
ating function S of a symplectic map, then the classical Hamilton-Jacobi equation H(q, γ(q)) =
E,(constant in t), or equivalently, d(H · γ) = 0, as well as the Type I of Hamilton-Jacobi equation
Tγ ·XγH = XH · γ, and the Type II of Hamilton-Jacobi theorem, all of them hold.
Remark 2.8. It is worthy of note that, we can obtain the Type I and Type II of Hamilton-Jacobi
equation from Theorem 2.5 and Theorem 2.6, even if the one-form γ : Q→ T ∗Q may not be given
by a generating function of a symplectic map. Thus, the formulations of Type I and Type II of
Hamilton-Jacobi equation have more extensive sense. On the other hand, if γ is a solution of the
classical Hamilton-Jacobi equation, that is, d(H · γ) = 0, or equivalently, XH · γ = 0, which shows
that the dynamical vector field of the Hamiltonian system (T ∗Q,ω,H) is degenerate along γ, in this
case, XγH = TpiQ ·XH ·γ = 0, and hence the Type I of Hamilton-Jacobi equation, XH ·γ = Tγ ·X
γ
H ,
holds trivially. In addition, for a symplectic map ε : T ∗Q→ T ∗Q, if XH ·ε = 0, then from the Type
II of Hamilton-Jacobi equation, we have that XH · ε = Tγ ·X
ε
H = 0. Moreover, from the equation
Tε ·XH·ε = XH · ε, we know that XH · ε = 0 is equivalent to XH·ε = 0.
In the following we shall generalize the above Type I and Type II of Hamilton-Jacobi theorem
to the regular point and the regular orbit reducible Hamiltonian systems with symmetries, and give
a variety of Hamilton-Jacobi theorems for the regular reduced Hamiltonian systems.
3. Hamilton-Jacobi Theorem of Regular Point Reduced Hamiltonian System
In this section, we first give the regular point reducible Hamiltonian system with symmetry.
Then we prove the Type I and Type II of Hamilton-Jacobi theorems for the regular point reduced
Hamiltonian system, by using Lemma 2.4, the regular point reduced symplectic form and the re-
duced dynamical vector field.
At first, we consider the regular point reducible Hamiltonian system. Let Q be a smooth
manifold and T ∗Q its cotangent bundle with the symplectic form ω. Let Φ : G × Q → Q be a
smooth left action of a Lie group G on Q, which is free and proper. Then the cotangent lifted left
action ΦT
∗
: G × T ∗Q → T ∗Q is symplectic, free and proper. Assume that the action admits an
Ad∗-equivariant momentum map J : T ∗Q→ g∗, where g is the Lie algebra of G and g∗ is the dual
of g. Let µ ∈ g∗ be a regular value of J and denote by Gµ the isotropy subgroup of the coadjoint
G-action at the point µ ∈ g∗, which is defined by Gµ = {g ∈ G|Ad
∗
g µ = µ}. Since Gµ(⊂ G)
acts freely and properly on Q and on T ∗Q, then Qµ = Q/Gµ is a smooth manifold and that the
canonical projection ρµ : Q → Qµ is a surjective submersion. It follows that Gµ acts also freely
and properly on J−1(µ), so that the space (T ∗Q)µ = J
−1(µ)/Gµ is a symplectic manifold with the
symplectic form ωµ uniquely characterized by the relation
pi∗µωµ = i
∗
µω. (3.1)
The map iµ : J
−1(µ) → T ∗Q is the inclusion and piµ : J
−1(µ) → (T ∗Q)µ is the projection. The
pair ((T ∗Q)µ, ωµ) is called Marsden-Weinstein reduced space of (T
∗Q,ω) at µ.
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Remark 3.1. If (T ∗Q,ω) is a connected symplectic manifold, and J : T ∗Q → g∗ is a non-
equivariant momentum map with a non-equivariance group one-cocycle σ : G → g∗, which is
defined by σ(g) := J(g ·z)−Ad∗g−1 J(z), where g ∈ G and z ∈ T
∗Q. Then we know that σ produces
a new affine action Θ : G×g∗ → g∗ defined by Θ(g, µ) := Ad∗g−1 µ+σ(g), where µ ∈ g
∗, with respect
to which the given momentum map J is equivariant. Assume that G acts freely and properly on
T ∗Q, and G˜µ denotes the isotropy subgroup of µ ∈ g
∗ relative to this affine action Θ and µ is a
regular value of J. Then the quotient space (T ∗Q)µ = J
−1(µ)/G˜µ is also a symplectic manifold
with the symplectic form ωµ uniquely characterized by (3.1), see Ortega and Ratiu [21].
Let H : T ∗Q → R be a G-invariant Hamiltonian, the flow Ft of the Hamiltonian vector field
XH leaves the connected components of J
−1(µ) invariant and commutes with the G-action, so it
induces a flow fµt on (T
∗Q)µ, defined by f
µ
t ·piµ = piµ ·Ft · iµ, and the vector field Xhµ generated by
the flow fµt on ((T
∗Q)µ, ωµ) is Hamiltonian with the associated regular point reduced Hamiltonian
function hµ : (T
∗Q)µ → R defined by hµ · piµ = H · iµ, and the Hamiltonian vector fields XH and
Xhµ are piµ-related. Thus, we can define a regular point reducible Hamiltonian system as follows.
Definition 3.2. (Regular Point Reducible Hamiltonian System) A 4-tuple (T ∗Q,G,ω,H), where
the Hamiltonian H : T ∗Q → R is G-invariant, is called a regular point reducible Hamiltonian
system, if there exists a point µ ∈ g∗, which is a regular value of the momentum map J, such that
the regular point reduced system, that is, the 3-tuple ((T ∗Q)µ, ωµ, hµ), where (T
∗Q)µ = J
−1(µ)/Gµ,
pi∗µωµ = i
∗
µω, hµ · piµ = H · iµ, is a Hamiltonian system, which is also called Marsden-Weinstein
reduced Hamiltonian system. Here ((T ∗Q)µ, ωµ) is Marsden-Weinstein reduced space, the function
hµ : (T
∗Q)µ → R is called the reduced Hamiltonian.
For the regular point reducible Hamiltonian system (T ∗Q,G,ω,H), by using Lemma 2.4, the
regular point reduced symplectic form and the reduced dynamical vector field, we can prove the
following two types of Hamilton-Jacobi theorem for the regular point reduced Hamiltonian system
((T ∗Q)µ, ωµ, hµ). At first, by using the fact that the one-form γ : Q→ T
∗Q is closed with respect to
TpiQ : TT
∗Q→ TQ, and Im(γ) ⊂ J−1(µ), and it is Gµ-invariant, we can prove the following Type
I of Hamilton-Jacobi theorem for the regular point reduced Hamiltonian system ((T ∗Q)µ, ωµ, hµ).
For convenience, the maps involved in the following theorem and its proof are shown in Diagram-3.
J−1(µ)
iµ
// T ∗Q
piQ
// Q
Xγ
H

γ
// T ∗Q
XH

piµ
// (T ∗Q)µ
Xhµ

T (T ∗Q) TQ
Tγ
oo T (T ∗Q)
TpiQ
oo
Tpiµ
// T (T ∗Q)µ
Diagram-3
Theorem 3.3. (Type I of Hamilton-Jacobi Theorem for a Regular Point Reduced Hamiltonian
System) For the regular point reducible Hamiltonian system (T ∗Q,G,ω,H), assume that γ : Q →
T ∗Q is an one-form on Q, and XγH = TpiQ · XH · γ, where XH is the dynamical vector field
of (T ∗Q,G,ω,H). Moreover, assume that µ ∈ g∗ is a regular value of the momentum map J,
and Im(γ) ⊂ J−1(µ), and it is Gµ-invariant, and γ¯ = piµ(γ) : Q → (T
∗Q)µ. If the one-form
γ : Q → T ∗Q is closed with respect to TpiQ : TT
∗Q → TQ, then γ¯ is a solution of the equation
T γ¯ ·XγH = Xhµ ·γ¯, which is called the Type I of Hamilton-Jacobi equation for the Marsden-Weinstein
reduced Hamiltonian system ((T ∗Q)µ, ωµ, hµ).
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Proof: At first, from Theorem 2.5, we know that γ is a solution of the Type I of Hamilton-Jacobi
equation Tγ · XγH = XH · γ. Next, we note that Im(γ) ⊂ J
−1(µ), and it is Gµ-invariant, in this
case pi∗µωµ = i
∗
µω = ω, along Im(γ). By using the reduced symplectic form ωµ, if we take that
v = XH · γ ∈ TT
∗Q, and for any w ∈ TT ∗Q, TpiQ(w) 6= 0, and Tpiµ(w) 6= 0, from Lemma 2.4(ii)
we have that
ωµ(T γ¯ ·X
γ
H , Tpiµ · w) = ωµ(T (piµ · γ) ·X
γ
H , Tpiµ · w)
= pi∗µωµ(Tγ ·X
γ
H , w) = ω(T (γ · piQ) ·XH · γ, w)
= ω(XH · γ, w − T (γ · piQ) · w)− dγ(TpiQ(XH · γ), TpiQ(w))
= ω(XH · γ, w)− ω(XH · γ, T (γ · piQ) · w)− dγ(TpiQ(XH · γ), TpiQ(w))
= pi∗µωµ(XH · γ, w)− pi
∗
µωµ(XH · γ, T (γ · piQ) · w)− dγ(TpiQ(XH · γ), TpiQ(w))
= ωµ(Tpiµ(XH · γ), Tpiµ · w)− ωµ(Tpiµ · (XH · γ), T (piµ · γ · piQ) · w)
− dγ(TpiQ(XH · γ), TpiQ(w))
= ωµ(Tpiµ(XH) · piµ(γ), Tpiµ · w)− ωµ(Tpiµ(XH) · piµ(γ), T γ¯ · TpiQ(w))
− dγ(TpiQ(XH · γ), TpiQ(w))
= ωµ(Xhµ · γ¯, Tpiµ · w)− ωµ(Xhµ · γ¯, T γ¯ · TpiQ(w))− dγ(TpiQ(XH · γ), TpiQ(w)),
where we have used that Tpiµ(XH) = Xhµ . Since the one-form γ : Q→ T
∗Q is closed with respect
to TpiQ : TT
∗Q→ TQ, then we have that dγ(TpiQ(XH · γ), TpiQ(w)) = 0, and hence
ωµ(T γ¯ ·X
γ
H , Tpiµ · w)− ωµ(Xhµ · γ¯, Tpiµ · w) = −ωµ(Xhµ · γ¯, T γ¯ · TpiQ(w)). (3.2)
If γ¯ satisfies the equation T γ¯ ·XγH = Xhµ · γ¯, from Lemma 2.4(i) we can obtain that
−ωµ(Xhµ · γ¯, T γ¯ · TpiQ(w)) = −ωµ(T γ¯ ·X
γ
H , T γ¯ · TpiQ(w))
= −γ¯∗ωµ(TpiQ ·XH · γ, TpiQ(w))
= −γ∗ · pi∗µωµ(TpiQ ·XH · γ, TpiQ(w))
= −γ∗ω(TpiQ(XH · γ), TpiQ(w))
= dγ(TpiQ(XH · γ), TpiQ(w)) = 0.
Because the reduced symplectic form ωµ is non-degenerate, the left side of (3.2) equals zero, only
when γ¯ satisfies the equation T γ¯ · XγH = Xhµ · γ¯. Thus, if the one-form γ : Q → T
∗Q is closed
with respect to TpiQ : TT
∗Q → TQ, then γ¯ must be a solution of the Type I of Hamilton-Jacobi
equation T γ¯ ·XγH = Xhµ · γ¯. 
Next, for any Gµ-invariant symplectic map ε : T
∗Q → T ∗Q, we can prove the following Type
II of Hamilton-Jacobi theorem for the regular point reduced Hamiltonian system ((T ∗Q)µ, ωµ, hµ).
For convenience, the maps involved in the following theorem and its proof are shown in Diagram-4.
J−1(µ)
iµ
// T ∗Q
XH·ε

Xε
H
##❍
❍
❍
❍
❍
❍
❍
❍
❍
piQ
// Q
γ
// T ∗Q
XH

Xhµ ·ε¯
&&▲
▲
▲
▲
▲
▲
▲
▲
▲
▲
▲
piµ
// (T ∗Q)µ
Xhµ

T (T ∗Q) TQ
Tγ
oo T (T ∗Q)
TpiQ
oo
Tpiµ
// T (T ∗Q)µ
Diagram-4
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Theorem 3.4. (Type II of Hamilton-Jacobi Theorem for a Regular Point Reduced Hamiltonian
System) For the regular point reducible Hamiltonian system (T ∗Q,G,ω,H), assume that γ : Q →
T ∗Q is an one-form on Q, and λ = γ · piQ : T
∗Q → T ∗Q, and for any symplectic map ε : T ∗Q →
T ∗Q, denote by XεH = TpiQ · XH · ε, where XH is the dynamical vector field of (T
∗Q,G,ω,H).
Moreover, assume that µ ∈ g∗ is a regular value of the momentum map J, and Im(γ) ⊂ J−1(µ),
and it is Gµ-invariant, and ε is Gµ-invariant and ε(J
−1(µ)) ⊂ J−1(µ). Denote by γ¯ = piµ(γ) :
Q→ (T ∗Q)µ, λ¯ = piµ(λ) : J
−1(µ)(⊂ T ∗Q)→ (T ∗Q)µ, and ε¯ = piµ(ε) : J
−1(µ)(⊂ T ∗Q) → (T ∗Q)µ.
Then ε and ε¯ satisfy the equation T ε¯ · (Xhµ·ε¯) = T λ¯ ·XH · ε, if and only if they satisfy the equation
T γ¯ · XεH = Xhµ · ε¯, where Xhµ·ε¯ ∈ TT
∗Q is the Hamiltonian vector field of the function hµ · ε¯ :
T ∗Q → R. The equation T γ¯ · XεH = Xhµ · ε¯ is called the Type II of Hamilton-Jacobi equation for
the Marsden-Weinstein reduced Hamiltonian system ((T ∗Q)µ, ωµ, hµ).
Proof: At first, we note that Im(γ) ⊂ J−1(µ), and it is Gµ-invariant, in this case, pi
∗
µωµ = i
∗
µω = ω,
along Im(γ). By using the reduced symplectic form ωµ, if we take that v = XH · ε ∈ TT
∗Q, and
for any w ∈ TT ∗Q, T λ¯(w) 6= 0, and Tpiµ(w) 6= 0, from Lemma 2.4 we have that
ωµ(T γ¯ ·X
ε
H , Tpiµ · w) = ωµ(T (piµ · γ) ·X
ε
H , Tpiµ · w)
= pi∗µωµ(Tγ ·X
ε
H , w) = ω(T (γ · piQ) ·XH · ε, w)
= ω(XH · ε, w − T (γ · piQ) · w)− dγ(TpiQ(XH · ε), TpiQ(w))
= ω(XH · ε, w)− ω(XH · ε, Tλ · w) + λ
∗ω(XH · ε, w)
= pi∗µωµ(XH · ε, w)− pi
∗
µωµ(XH · ε, Tλ · w) + λ
∗ · pi∗µωµ(XH · ε, w)
= ωµ(Tpiµ(XH · ε), Tpiµ · w)− ωµ(Tpiµ · (XH · ε), T (piµ · λ) · w) + (piµ · λ)
∗ · ωµ(XH · ε, w)
= ωµ(Tpiµ(XH) · piµ(ε), Tpiµ · w)− ωµ(Tpiµ(XH) · piµ(ε), T λ¯ · w) + ωµ(T λ¯ ·XH · ε, T λ¯ · w)
= ωµ(Xhµ · ε¯, Tpiµ · w)− ωµ(Xhµ · ε¯, T λ¯ · w) + ωµ(T λ¯ ·XH · ε, T λ¯ · w),
where we have used that Tpiµ(XH) = Xhµ . Note that ε : T
∗Q → T ∗Q is symplectic, and pi∗µωµ =
i∗µω = ω, along Im(γ), and hence ε¯ = piµ(ε) : J
−1(µ)(⊂ T ∗Q) → (T ∗Q)µ is also symplectic along
Im(γ), and Xhµ · ε¯ = T ε¯ ·Xhµ·ε¯, along Im(γ) ∩ Im(ε). From the above arguments, we can obtain
that
ωµ(T γ¯ ·X
ε
H , Tpiµ · w)− ωµ(Xhµ · ε¯, Tpiµ · w)
= ωµ(T λ¯ ·XH · ε, T λ¯ · w)− ωµ(T ε¯ ·Xhµ·ε¯, T λ¯ · w)
= ωµ(T λ¯ ·XH · ε− T ε¯ ·Xhµ·ε¯, T λ¯ · w).
Because the reduced symplectic form ωµ is non-degenerate, it follows that T γ¯ · X
ε
H = Xhµ · ε¯,
is equivalent to T λ¯ · XH · ε = T ε¯ · Xhµ·ε¯. Thus, we know that the ε and ε¯ satisfy the equation
T ε¯ · (Xhµ·ε¯) = T λ¯ · XH · ε, if and only if they satisfy the Type II of Hamilton-Jacobi equation
T γ¯ ·XεH = Xhµ · ε¯. 
Moreover, for the regular point reducible Hamiltonian system (T ∗Q,G,ω,H), we know that the
dynamical vector fields XH and Xhµ are piµ-related, that is, Xhµ · piµ = Tpiµ ·XH · iµ. Then we can
prove the following Theorem 3.5, which states the relationship between the solution of Type II of
Hamilton-Jacobi equation and the Marsden-Weinstein reduction.
Theorem 3.5. For the regular point reducible Hamiltonian system (T ∗Q,G,ω,H), assume that
γ : Q → T ∗Q is an one-form on Q, and λ = γ · piQ : T
∗Q → T ∗Q, and ε : T ∗Q → T ∗Q is a
symplectic map. Moreover, assume that µ ∈ g∗ is a regular value of the momentum map J, and
Im(γ) ⊂ J−1(µ), and it is Gµ-invariant, and ε is Gµ-invariant and ε(J
−1(µ)) ⊂ J−1(µ). Denote
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by γ¯ = piµ(γ) : Q → (T
∗Q)µ, λ¯ = piµ(λ) : J
−1(µ)(⊂ T ∗Q) → (T ∗Q)µ, and ε¯ = piµ(ε) : J
−1(µ)(⊂
T ∗Q)→ (T ∗Q)µ. Then ε is a solution of the Type II of Hamilton-Jacobi equation Tγ ·X
ε
H = XH ·ε,
for the regular point reducible Hamiltonian system (T ∗Q,G,ω,H), if and only if ε and ε¯ satisfy
the Type II of Hamilton-Jacobi equation T γ¯ · XεH = Xhµ · ε¯, for the Marsden-Weinstein reduced
Hamiltonian system ((T ∗Q)µ, ωµ, hµ).
Proof: Note that Im(γ) ⊂ J−1(µ), and it is Gµ-invariant, in this case, pi
∗
µωµ = i
∗
µω = ω, along
Im(γ). Since the dynamical vector fieldsXH andXhµ are piµ-related, that is, Xhµ ·piµ = Tpiµ ·XH ·iµ,
and by using the reduced symplectic form ωµ, we have that
ωµ(T γ¯ ·X
ε
H −Xhµ · ε¯, Tpiµ · w)
= ωµ(T γ¯ ·X
ε
H , Tpiµ · w)− ωµ(Xhµ · ε¯, Tpiµ · w)
= ωµ(Tpiµ · Tγ ·X
ε
H , Tpiµ · w) − ωµ(Xhµ · piµ · ε, Tpiµ · w)
= pi∗µωµ(Tγ ·X
ε
H , w)− ωµ(Tpiµ ·XH · ε, Tpiµ · w)
= pi∗µωµ(Tγ ·X
ε
H , w)− pi
∗
µωµ(XH · ε, w)
= ω(Tγ ·XεH −XH · ε, w).
Because the symplectic form ω and the reduced symplectic form ωµ are non-degenerate, it follows
that the equation T γ¯ · XεH = Xhµ · ε¯, is equivalent to the equation Tγ · X
ε
H = XH · ε. Thus,
ε is a solution of the Type II of Hamilton-Jacobi equation Tγ · XεH = XH · ε, for the regular
point reducible Hamiltonian system (T ∗Q,G,ω,H), if and only if ε and ε¯ satisfy the Type II of
Hamilton-Jacobi equation T γ¯ ·XεH = Xhµ · ε¯, for the Marsden-Weinstein reduced Hamiltonian sys-
tem ((T ∗Q)µ, ωµ, hµ). 
Remark 3.6. If (T ∗Q,ω) is a connected symplectic manifold, and J : T ∗Q → g∗ is a non-
equivariant momentum map with a non-equivariance group one-cocycle σ : G → g∗, in this case,
for the given regular point reducible Hamiltonian system (T ∗Q,G,ω,H), we can also prove the
Type I and Type II of Hamilton-Jacobi theorem for the regular point reduced Hamiltonian sys-
tem ((T ∗Q)µ, ωµ, hµ) by using the above similar ways, where the reduced space ((T
∗Q)µ, ωµ) is
determined by the affine action given in Remark 3.1.
Remark 3.7. It is worthy of note that, the one-form γ : Q → T ∗Q may not be given by a
generating function of a symplectic map, and hence the formulations of Type I and Type II of
Hamilton-Jacobi equation for a regular point reducible Hamiltonian system, given by Theorem 3.3
and Theorem 3.4, have more extensive sense. On the other hand, if γ is a solution of the classical
Hamilton-Jacobi equation, that is, XH ·γ = 0, thenX
γ
H = TpiQ·XH ·γ = 0, and hence from the Type
I of Hamilton-Jacobi equation, we have that Xhµ · γ¯ = T γ¯ ·X
γ
H = 0. Since the classical Hamilton-
Jacobi equation XH · γ = 0, shows that the dynamical vector field of the regular point reducible
Hamiltonian system (T ∗Q,G,ω,H) is degenerate along γ, then the equation Xhµ ·γ¯ = 0, shows that
the dynamical vector field of the Marsden-Weinstein reduced Hamiltonian system ((T ∗Q)µ, ωµ, hµ)
is degenerate along γ¯. The equation Xhµ · γ¯ = 0 is called the classical Hamilton-Jacobi equation for
the Marsden-Weinstein reduced Hamiltonian system ((T ∗Q)µ, ωµ, hµ). In addition, for a symplectic
map ε : T ∗Q → T ∗Q, if XH · ε = 0, then from the Type II of Hamilton-Jacobi equation, we have
that Xhµ · ε¯ = T γ¯ ·X
ε
H = 0. Moreover, from the equation T ε¯ · (Xhµ·ε¯) = T λ¯ ·XH · ε, we know that
Xhµ · ε¯ = 0 is equivalent to Xhµ·ε¯ = 0.
4. Hamilton-Jacobi Theorem of Regular Orbit Reduced Hamiltonian System
The orbit reduction is an alternative approach to symplectic reduction given by Marle [12] and
Kazhdan, Kostant and Sternberg [7], which is different from the Marsden-Weinstein reduction. In
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this section, we first give the regular orbit reducible Hamiltonian system with symmetry. Then we
prove the Type I and Type II of Hamilton-Jacobi theorems for the regular orbit reduced Hamilto-
nian system, by using Lemma 2.4, the orbit reduced symplectic form and the reduced dynamical
vector field.
At first, we consider the regular orbit reducible Hamiltonian system. For the cotangent lifted
left action ΦT
∗
: G × T ∗Q → T ∗Q, which is symplectic, free and proper, assume that the action
admits an Ad∗-equivariant momentum map J : T ∗Q → g∗. Let µ ∈ g∗ be a regular value of
the momentum map J and Oµ = G · µ ⊂ g
∗ be the G-orbit of the coadjoint G-action through
the point µ. Since G acts freely, properly and symplectically on T ∗Q, then the quotient space
(T ∗Q)Oµ = J
−1(Oµ)/G is a regular quotient symplectic manifold with the symplectic form ωOµ
uniquely characterized by the relation
i∗Oµω = pi
∗
Oµ
ωOµ + J
∗
Oµ
ω+
Oµ
, (4.1)
where JOµ is the restriction of the momentum map J to J
−1(Oµ), that is, JOµ = J · iOµ and ω
+
Oµ
is the +-symplectic structure on the orbit Oµ given by
ω+
Oµ
(ν)(ξg∗(ν), ηg∗(ν)) =< ν, [ξ, η] >, ∀ ν ∈ Oµ, ξ, η ∈ g. (4.2)
The maps iOµ : J
−1(Oµ) → T
∗Q and piOµ : J
−1(Oµ) → (T
∗Q)Oµ are natural injection and the
projection, respectively. The pair ((T ∗Q)Oµ , ωOµ) is called the regular orbit reduced symplectic
space of (T ∗Q,ω) at µ.
Let H : T ∗Q → R be a G-invariant Hamiltonian, the flow Ft of the Hamiltonian vector field
XH leaves the connected components of J
−1(Oµ) invariant and commutes with the G-action, so
it induces a flow f
Oµ
t on (T
∗Q)Oµ , defined by f
Oµ
t · piOµ = piOµ · Ft · iOµ , and the vector field
XhOµ generated by the flow f
Oµ
t on ((T
∗Q)Oµ , ωOµ) is Hamiltonian with the associated regular
orbit reduced Hamiltonian function hOµ : (T
∗Q)Oµ → R defined by hOµ · piOµ = H · iOµ , and
the Hamiltonian vector fields XH and XhOµ are piOµ-related. Thus, we can define a regular orbit
reducible Hamiltonian system as follows.
Definition 4.1. (Regular Orbit Reducible Hamiltonian System) A 4-tuple (T ∗Q,G,ω,H), where
the Hamiltonian H : T ∗Q → R is G-invariant, is called a regular orbit reducible Hamiltonian
system, if there exists an orbit Oµ, µ ∈ g
∗, where µ is a regular value of the momentum map J, such
that the regular orbit reduced system, that is, the 3-tuple ((T ∗Q)Oµ , ωOµ , hOµ), where (T
∗Q)Oµ =
J−1(Oµ)/G, pi
∗
Oµ
ωOµ = i
∗
Oµ
ω − J∗
Oµ
ω+
Oµ
, hOµ · piOµ = H · iOµ , is a Hamiltonian system. Here
((T ∗Q)Oµ , ωOµ) is the regular orbit reduced symplectic space, and the function hOµ : (T
∗Q)Oµ → R
is called the regular orbit reduced Hamiltonian.
It is worthy of note that the regular reduced symplectic spaces ((T ∗Q)Oµ , ωOµ) and ((T
∗Q)µ, ωµ),
of the regular orbit reduced Hamiltonian system and the regular point reduced Hamiltonian system,
are different, and the symplectic forms on the reduced spaces, given by (4.1) for the regular orbit
reduced Hamiltonian system and given by (3.1) for the regular point reduced Hamiltonian system,
are also different. Since the regular orbit reduced symplectic space (T ∗Q)Oµ = J
−1(Oµ)/G ∼=
J−1(µ)/G×Oµ, if we give a stronger assumption condition, that is, for the one-form γ : Q→ T
∗Q
on Q, assume that Im(γ) ⊂ J−1(µ), and it is G-invariant, then in this case for any V ∈ TQ, and
w ∈ TT ∗Q, we have that J∗
Oµ
ω+
Oµ
(Tγ ·V, w) = 0, and hence from (4.1), i∗
Oµ
ω = pi∗
Oµ
ωOµ+J
∗
Oµ
ω+
Oµ
,
we have that pi∗
Oµ
ωOµ = i
∗
Oµ
ω = ω, along Im(γ). Thus, we can use the Lemma 2.4 for the regular
orbit reduced symplectic form ωOµ . In particular, note that it is easy to give the wrong results
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without the precise analysis for the regular orbit reduction case. For example, by analogizing for
the regular point reduction case, we assume that Im(γ) ⊂ J−1(Oµ), and it is G-invariant, then we
can not guarantee that J∗
Oµ
ω+
Oµ
= 0, along Im(γ), such that the Lemma 2.4 can be used in the
following Theorem 4.2 and Theorem 4.3.
In the following for the regular orbit reducible Hamiltonian system (T ∗Q,G,ω,H), by using
Lemma 2.4, the regular orbit reduced symplectic form and the reduced dynamical vector field,
we can prove the following two types of Hamilton-Jacobi theorem for the regular orbit reduced
Hamiltonian system. At first, by using Lemma 2.4 and the orbit reduced symplectic form ωOµ ,
and the fact that the one-form γ : Q → T ∗Q is closed with respect to TpiQ : TT
∗Q → TQ, and
Im(γ) ⊂ J−1(µ), and it is G-invariant, we can also prove the following Type I of Hamilton-Jacobi
theorem for the regular orbit reduced Hamiltonian system ((T ∗Q)Oµ , ωOµ , hOµ).
Theorem 4.2. (Type I of Hamilton-Jacobi Theorem for a Regular Orbit Reduced Hamiltonian
System) For the regular orbit reducible Hamiltonian system (T ∗Q,G,ω,H), assume that γ : Q →
T ∗Q is an one-form on Q, and XγH = TpiQ · XH · γ, where XH is the dynamical vector field of
(T ∗Q,G,ω,H). Moreover, assume that µ ∈ g∗ is a regular value of the momentum map J, and
Oµ, (µ ∈ g
∗), is the regular reducible orbit of the Hamiltonian system, and Im(γ) ⊂ J−1(µ), and
it is G-invariant, γ¯ = piOµ(γ) : Q → (T
∗Q)Oµ . If the one-form γ : Q → T
∗Q is closed with
respect to TpiQ : TT
∗Q → TQ, then γ¯ is a solution of the equation T γ¯ · XγH = XhOµ · γ¯, which
is called the Type I of Hamilton-Jacobi equation for the regular orbit reduced Hamiltonian system
((T ∗Q)Oµ , ωOµ , hOµ). Here the maps involved in the theorem are shown in the following Diagram-5.
J−1(Oµ)
iOµ
// T ∗Q
piQ
// Q
Xγ
H

γ
// T ∗Q
XH

piOµ
// (T ∗Q)Oµ
XhOµ

T (T ∗Q) TQ
Tγ
oo T (T ∗Q)
TpiQ
oo
TpiOµ
// T (T ∗Q)Oµ
Diagram-5
Proof: At first, from Theorem 2.5, we know that γ is a solution of the Type I of Hamilton-
Jacobi equation Tγ ·XγH = XH · γ. Next, we note that the regular orbit reduced symplectic space
(T ∗Q)Oµ = J
−1(Oµ)/G ∼= J
−1(µ)/G×Oµ, with the symplectic form ωOµ uniquely characterized by
the relation i∗
Oµ
ω = pi∗
Oµ
ωOµ+J
∗
Oµ
ω+
Oµ
. Since Im(γ) ⊂ J−1(µ), and it is G-invariant, in this case for
any V ∈ TQ, and w ∈ TT ∗Q, we have that J∗
Oµ
ω+
Oµ
(Tγ ·V, w) = 0, and hence pi∗
Oµ
ωOµ = i
∗
Oµ
ω = ω,
along Im(γ). By using the reduced symplectic form ωOµ , and if we take that v = XH · γ ∈ TT
∗Q,
and for any w ∈ TT ∗Q, TpiQ(w) 6= 0, and TpiOµ(w) 6= 0, from Lemma 2.4(ii) we have that
ωOµ(T γ¯ ·X
γ
H , TpiOµ · w) = ωOµ(T (piOµ · γ) ·X
γ
H , TpiOµ · w)
= pi∗OµωOµ(Tγ ·X
γ
H , w) = ω(T (γ · piQ) ·XH · γ, w)
= ω(XH · γ, w − T (γ · piQ) · w)− dγ(TpiQ(XH · γ), TpiQ(w))
= ωOµ(XhOµ · γ¯, TpiOµ · w)− ωOµ(XhOµ · γ¯, T γ¯ · TpiQ(w))− dγ(TpiQ(XH · γ), TpiQ(w)),
in which we have used that TpiOµ · XH = XhOµ . Since the one-form γ : Q → T
∗Q is closed with
respect to TpiQ : TT
∗Q→ TQ, then we have that dγ(TpiQ(XH · γ), TpiQ(w)) = 0, and hence
ωOµ(T γ¯ ·X
γ
H , TpiOµ · w)− ωOµ(XhOµ · γ¯, TpiOµ · w) = −ωOµ(XhOµ · γ¯, T γ¯ · TpiQ(w)). (4.3)
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If γ¯ satisfies the equation T γ¯ ·XγH = XhOµ · γ¯, from Lemma 2.4(i) we can obtain that
−ωOµ(XhOµ · γ¯, T γ¯ · TpiQ(w)) = −ωOµ(T γ¯ ·X
γ
H , T γ¯ · TpiQ(w))
= −γ¯∗ωOµ(TpiQ ·XH · γ, TpiQ(w))
= −γ∗ · pi∗OµωOµ(TpiQ ·XH · γ, TpiQ(w))
= −γ∗ω(TpiQ(XH · γ), TpiQ(w))
= dγ(TpiQ(XH · γ), TpiQ(w)) = 0.
Because the reduced symplectic form ωOµ is non-degenerate, the left side of (4.3) equals zero, only
when γ¯ satisfies the equation T γ¯ · XγH = XhOµ · γ¯. Thus, if the one-form γ : Q → T
∗Q is closed
with respect to TpiQ : TT
∗Q → TQ, then γ¯ must be a solution of the Type I of Hamilton-Jacobi
equation T γ¯ ·XγH = XhOµ · γ¯. 
Next, for any G-invariant symplectic map ε : T ∗Q→ T ∗Q, we can also prove the following Type
II of Hamilton-Jacobi theorem for the regular orbit reduced Hamiltonian system ((T ∗Q)Oµ , ωOµ , hOµ).
Theorem 4.3. (Type II of Hamilton-Jacobi Theorem for a Regular Orbit Reduced Hamiltonian
System) For the regular orbit reducible Hamiltonian system (T ∗Q,G,ω,H), assume that γ : Q →
T ∗Q is an one-form on Q, and λ = γ · piQ : T
∗Q → T ∗Q, and for any G-invariant symplectic
map ε : T ∗Q → T ∗Q, denote by XεH = TpiQ · XH · ε, where XH is the dynamical vector field
of (T ∗Q,G,ω,H). Moreover, assume that µ ∈ g∗ is a regular value of the momentum map J,
and Oµ, (µ ∈ g
∗), is the regular reducible orbit of the Hamiltonian system, and Im(γ) ⊂ J−1(µ),
and it is G-invariant, and ε(J−1(Oµ)) ⊂ J
−1(Oµ). Denote by γ¯ = piOµ(γ) : Q → (T
∗Q)Oµ ,
λ¯ = piOµ(λ) : J
−1(Oµ)(⊂ T
∗Q) → (T ∗Q)Oµ , and ε¯ = piOµ(ε) : J
−1(Oµ)(⊂ T
∗Q) → (T ∗Q)Oµ .
Then ε and ε¯ satisfy the equation T ε¯ ·XhOµ ·ε¯ = T λ¯ ·XH · ε, if and only if they satisfy the equation
T γ¯ ·XεH = XhOµ · ε¯, where XhOµ ·ε¯ ∈ TT
∗Q is the Hamiltonian vector field of the function hOµ · ε¯ :
T ∗Q→ R. The equation T γ¯ ·XεH = XhOµ · ε¯ is called the Type II of Hamilton-Jacobi equation for
the regular orbit reduced Hamiltonian system ((T ∗Q)Oµ , ωOµ , hOµ). Here the maps involved in the
theorem are shown in the following Diagram-6.
J−1(Oµ)
iOµ
// T ∗Q
XH·ε

XεH
##●
●
●
●
●
●
●
●
●
●
piQ
// Q
γ
// T ∗Q
XH

XhOµ
·ε¯
&&▼
▼
▼
▼
▼
▼
▼
▼
▼
▼
▼
piOµ
// (T ∗Q)Oµ
XhOµ

T (T ∗Q) TQ
Tγ
oo T (T ∗Q)
TpiQ
oo
TpiOµ
// T (T ∗Q)Oµ
Diagram-6
Proof: Note that the regular orbit reduced symplectic space (T ∗Q)Oµ = J
−1(Oµ)/G ∼= (J
−1(µ)/G)×
Oµ, with the reduced symplectic form ωOµ uniquely characterized by the relation i
∗
Oµ
ω = pi∗
Oµ
ωOµ+
J∗
Oµ
ω+
Oµ
. Since Im(γ) ⊂ J−1(µ), and it is G-invariant, in this case for any V ∈ TQ, and w ∈ TT ∗Q,
we have that J∗
Oµ
ω+
Oµ
(Tγ · V, w) = 0, and hence pi∗
Oµ
ωOµ = i
∗
Oµ
ω = ω, along Im(γ). By us-
ing the reduced symplectic form ωOµ , and if we take that v = XH · ε ∈ TT
∗Q, and for any
w ∈ TT ∗Q, T λ¯(w) 6= 0, and TpiOµ(w) 6= 0, from Lemma 2.4 we have that
ωOµ(T γ¯ ·X
ε
H , TpiOµ · w) = ωOµ(T (piOµ · γ) ·X
ε
H , TpiOµ · w)
= pi∗OµωOµ(Tγ ·X
ε
H , w) = ω(T (γ · piQ) ·XH · ε, w)
= ω(XH · ε, w − T (γ · piQ) · w)− dγ(TpiQ(XH · ε), TpiQ(w))
= ω(XH · ε, w)− ω(XH · ε, Tλ · w) + λ
∗ω(XH · ε, w)
= ωOµ(XhOµ · ε¯, TpiOµ · w)− ωOµ(XhOµ · ε¯, T λ¯ · w) + ωOµ(T λ¯ ·XH · ε, T λ¯ · w),
16
in which we have used that TpiOµ · XH = XhOµ . Note that ε : T
∗Q → T ∗Q is symplectic, and
pi∗
Oµ
ωOµ = i
∗
Oµ
ω = ω, along Im(γ), and hence ε¯ = piOµ · ε : J
−1(Oµ)(⊂ T
∗Q) → (T ∗Q)Oµ is also
symplectic along Im(γ), and XhOµ · ε¯ = T ε¯ ·XhOµ ·ε¯, along Im(γ)∩Im(ε). From the above arguments,
we can obtain that
ωOµ(T γ¯ ·X
ε
H , TpiOµ · w)− ωOµ(XhOµ · ε¯, TpiOµ · w)
= ωOµ(T λ¯ ·XH · ε, T λ¯ · w)− ωOµ(T ε¯ ·XhOµ ·ε¯, T λ¯ · w)
= ωOµ(T λ¯ ·XH · ε− T ε¯ ·XhOµ ·ε¯, T λ¯ · w).
Because the reduced symplectic form ωOµ is non-degenerate, it follows that T γ¯ · X
ε
H = XhOµ · ε¯
is equivalent to T ε¯ · XhOµ ·ε¯ = T λ¯ · XH · ε. Thus, we know that the ε and ε¯ satisfy the equation
T ε¯ · XhOµ ·ε¯ = T λ¯ · XH · ε, if and only if they satisfy the Type II of Hamilton-Jacobi equation
T γ¯ ·XεH = XhOµ · ε¯. 
Moreover, for the regular orbit reducible Hamiltonian system (T ∗Q,G,ω,H), we know that the
dynamical vector fields XH and XhOµ are piOµ-related, that is, XhOµ ·piOµ = TpiOµ ·XH · iOµ . Then
we can also prove the following Theorem 4.4, which states the relationship between the solution of
Type II of Hamilton-Jacobi equation and the regular orbit reduction.
Theorem 4.4. For the regular orbit reducible Hamiltonian system (T ∗Q,G,ω,H), assume that
γ : Q → T ∗Q is an one-form on Q, and λ = γ · piQ : T
∗Q → T ∗Q, and ε : T ∗Q → T ∗Q is a G-
invariant symplectic map. Moreover, assume that µ ∈ g∗ is a regular value of the momentum map
J, and Oµ, (µ ∈ g
∗), is the regular reducible orbit of the Hamiltonian system, and Im(γ) ⊂ J−1(µ),
and it is G-invariant, and ε(J−1(Oµ)) ⊂ J
−1(Oµ). Denote by γ¯ = piOµ(γ) : Q → (T
∗Q)Oµ ,
λ¯ = piOµ(λ) : J
−1(Oµ)(⊂ T
∗Q) → (T ∗Q)Oµ , and ε¯ = piOµ(ε) : J
−1(Oµ)(⊂ T
∗Q) → (T ∗Q)Oµ .
Then ε is a solution of the Type II of Hamilton-Jacobi equation Tγ ·XεH = XH · ε, for the regular
orbit reducible Hamiltonian system (T ∗Q,G,ω,H), if and only if ε and ε¯ satisfy the Type II of
Hamilton-Jacobi equation T γ¯ · XεH = XhOµ ·ε¯, for the regular orbit reduced Hamiltonian system
((T ∗Q)Oµ , ωOµ , hOµ).
Proof: Note that Im(γ) ⊂ J−1(µ), and it is G-invariant, in this case, pi∗
Oµ
ωOµ = i
∗
Oµ
ω = ω, along
Im(γ). Since the dynamical vector fields XH and XhOµ are piOµ-related, that is, XhOµ · piOµ =
TpiOµ ·XH · iOµ , and by using the reduced symplectic form ωOµ , we have that
ωOµ(T γ¯ ·X
ε
H −XhOµ · ε¯, TpiOµ · w)
= ωOµ(T γ¯ ·X
ε
H , TpiOµ · w) − ωOµ(XhOµ · ε¯, TpiOµ · w)
= ωOµ(TpiOµ · Tγ ·X
ε
H , TpiOµ · w)− ωOµ(XhOµ · TpiOµ · ε, TpiOµ · w)
= pi∗OµωOµ(Tγ ·X
ε
H , w)− ωOµ(TpiOµ ·XH · ε, TpiOµ · w)
= pi∗OµωOµ(Tγ ·X
ε
H , w)− pi
∗
Oµ
ωOµ(XH · ε, w)
= ω(Tγ ·XεH , w)− ω(XH · ε, w)
= ω(Tγ ·XεH −XH · ε, w).
Because the symplectic form ω and the reduced symplectic form ωOµ are non-degenerate, it follows
that the equation T γ¯ ·XεH = XhOµ · ε¯, is equivalent to the equation Tγ ·X
ε
H = XH · ε. Thus, ε is a
solution of the Type II of Hamilton-Jacobi equation Tγ ·XεH = XH ·ε, for the regular orbit reducible
Hamiltonian system (T ∗Q,G,ω,H), if and only if ε and ε¯ satisfy the Type II of Hamilton-Jacobi
equation T γ¯ ·XεH = XhOµ ·ε¯, for the regular orbit reduced Hamiltonian system ((T
∗Q)Oµ , ωOµ , hOµ).

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Remark 4.5. If (T ∗Q,ω) is a connected symplectic manifold, and J : T ∗Q → g∗ is a non-
equivariant momentum map with a non-equivariance group one-cocycle σ : G → g∗, which is
defined by σ(g) := J(g ·z)−Ad∗g−1 J(z), where g ∈ G and z ∈ T
∗Q. Then we know that σ produces
a new affine action Θ : G × g∗ → g∗ defined by Θ(g, µ) := Ad∗g−1 µ + σ(g), where µ ∈ g
∗, with
respect to which the given momentum map J is equivariant. Assume that G acts freely and prop-
erly on T ∗Q, and G˜µ denotes the isotropy subgroup of µ ∈ g
∗ relative to this affine action Θ, and
Oµ = G ·µ ⊂ g
∗ denotes the G-orbit of the point µ with respect to the action Θ, and µ is a regular
value of J. Then the quotient space (T ∗Q)Oµ = J
−1(Oµ)/G is a symplectic manifold with the
symplectic form ωOµ uniquely characterized by (4.1), see Ortega and Ratiu [21]. Moreover, in this
case, for the given regular orbit reducible Hamiltonian system (T ∗Q,G,ω,H), we can also prove
the Type I and Type II of Hamilton-Jacobi theorem for the regular orbit reduced Hamiltonian
system ((T ∗Q)Oµ , ωOµ , hOµ), by using the above similar ways.
Remark 4.6. It is worthy of note that, the one-form γ : Q → T ∗Q may not be given by a
generating function of a symplectic map, and hence the formulations of Type I and Type II of
Hamilton-Jacobi equations for the regular orbit reducible Hamiltonian systems, given by Theorem
4.2 and Theorem 4.3, have more extensive sense. On the other hand, if γ is a solution of the
classical Hamilton-Jacobi equation, that is, XH · γ = 0, then X
γ
H = TpiQ · XH · γ = 0, and
hence from the Type I of Hamilton-Jacobi equation, we have that XhOµ · γ¯ = T γ¯ · X
γ
H = 0. The
equation XhOµ · γ¯ = 0 is called the classical Hamilton-Jacobi equation for the regular orbit reduced
Hamiltonian system ((T ∗Q)Oµ , ωOµ , hOµ), which shows that the dynamical vector field of the system
((T ∗Q)Oµ , ωOµ , hOµ) is degenerate along γ¯. In addition, for a symplectic map ε : T
∗Q → T ∗Q, if
XH · ε = 0, then from the Type II of Hamilton-Jacobi equation, we also know that XhOµ · ε¯ = 0 is
equivalent to XhOµ ·ε¯ = 0.
5. Applications
In this section, as the applications of the above theoretical results, we consider a regular point
reducible Hamiltonian system on a Lie group, and give the Hamilton-Jacobi theorems and two types
of Lie-Poisson Hamilton-Jacobi equation for the regular point reduced system. In particular, we
show the Type I and Type II of Lie-Poisson Hamilton-Jacobi equations for the regular point reduced
rigid body and heavy top systems, respectively. We shall follow the notations and conventions
introduced in Marsden et al. [15], Marsden and Ratiu [16], Ortega and Ratiu [21], and Marsden et
al. [17].
5.1. Lie-Poisson Hamilton-Jacobi Equation
Let G be a Lie group with Lie algebra g and T ∗G its cotangent bundle with the canonical
symplectic form ω. A Hamiltonian system on G is a 3-tuple (T ∗G,ω,H), where the function
H : T ∗G → R is a Hamiltonian, and has the associated Hamiltonian vector field XH . At first, for
the Lie group G, the left and right translation on G, defined by the map Lg : G→ G, h 7→ gh and
Rg : G → G, h 7→ hg, for someone g ∈ G, induce the left and the right action of G on itself. Let
Ig : G → G; Ig(h) = ghg
−1 = Lg · Rg−1(h), for g, h ∈ G, be the inner automorphism on G. The
adjoint representation of the Lie group G is defined by Adg = TeIg = Tg−1Lg ·TeRg−1 : g→ g. The
coadjoint representation is given by Ad∗g−1 : g
∗ → g∗, where Ad∗g−1 is the dual of the linear map
Adg−1 , defined by 〈Ad
∗
g−1(µ), ξ〉 = 〈µ,Adg−1(ξ)〉, where µ ∈ g
∗, ξ ∈ g and 〈, 〉 denotes the pairing
between g∗ and g. Since the coadjoint representation Ad∗g−1 : g
∗ → g∗ can induce a left coadjoint
action of G on g∗, the coadjoint orbit Oµ of this action through µ ∈ g
∗ is a subset of g∗ defined by
Oµ := {Ad
∗
g−1(µ) ∈ g
∗|g ∈ G}, and Oµ is an immersed submanifold of g
∗. We know that g∗ is a
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Poisson manifold with respect to the (±)-Lie-Poisson bracket {·, ·}± defined by
{f, g}±(µ) := ± < µ, [
δf
δµ
,
δg
δµ
] >, ∀f, g ∈ C∞(g∗), µ ∈ g∗, (5.1)
where the element δfδµ ∈ g is defined by the equality < v,
δf
δµ >:= Df(µ) · v, for any v ∈ g
∗, see
Marsden and Ratiu [16]. Thus, for the coadjoint orbit Oµ, µ ∈ g
∗, the orbit symplectic form can
be defined by
ω±
Oµ
(ν)(ad∗ξ(ν), ad
∗
η(ν)) = ±〈ν, [ξ, η]〉, ∀ ξ, η ∈ g, ν ∈ Oµ ⊂ g
∗, (5.2)
which are coincide with the restriction of the Lie-Poisson brackets on g∗ to the coadjoint orbit Oµ.
From the symplectic stratification theorem we know that a finite dimensional Poisson manifold is the
disjoint union of its symplectic leaves, and its each symplectic leaf is an injective immersed Poisson
submanifold whose induced Poisson structure is symplectic. In consequence, when g∗ is endowed
one of the Lie Poisson structures {·, ·}±, the symplectic leaves of the Poisson manifolds (g
∗, {·, ·}±)
coincide with the connected components of the orbits of the elements in g∗ under the coadjoint
action. From Abraham and Marsden [1], we know that the coadjoint orbit (Oµ, ω
−
Oµ
), µ ∈ g∗, is
symplectically diffeomorphic to a regular point reduced space ((T ∗G)µ, ωµ) of T
∗G.
We now identify T ∗G and G × g∗ locally, by using the left translation. In fact, the map
λ˜ : T ∗G → G × g∗, λ˜(αg) := (g, (TeLg)
∗αg), for any αg ∈ T
∗
gG, which defines a vector bundle
isomorphism usually referred to as the local left trivialization of T ∗G. In the same way, we can
also identify tangent bundle TG and G × g locally, by using the left translation. In consequence,
we can consider the Lagrangian L(g, ξ) : TG ∼= G × g → R, which is usual the kinetic minus the
potential energy of the system, where (g, ξ) ∈ G× g, and ξ ∈ g, regarded as the velocity of system.
If we introduce the conjugate momentum pi =
∂L
∂ξi
, i = 1, · · · , n, n = dimG, and by the Legendre
transformation FL : TG ∼= G × g → T ∗G ∼= G × g∗, (gi, ξi) → (gi, pi), we have the Hamiltonian
H(g, p) : T ∗G ∼= G× g∗ → R given by
H(gi, pi) =
n∑
i=1
piξ
i − L(gi, ξi). (5.3)
If the Hamiltonian H(g, p) : T ∗G ∼= G×g → R is left cotangent lifted G-action invariant, for µ ∈ g∗
we have the associated reduced Hamiltonian hµ : (T
∗G)µ ∼= Oµ → R, defined by hµ · piµ = H · iµ.
By the (±)-Lie-Poisson brackets on g∗ and the symplectic structure on the coadjoint orbit Oµ, we
have the reduced Hamiltonian vector field Xhµ given by
Xhµ(ν) = ∓ ad
∗
δhµ/δν
ν, ∀ν ∈ Oµ. (5.4)
See Marsden and Ratiu [16]. Thus, if the 4-tuple (T ∗G,G,ω,H) is a regular point reducible
Hamiltonian system on the Lie group G, where the Hamiltonian H : T ∗G → R is invariant of the
left cotangent lifted G-action, for a point µ ∈ g∗, the regular value of the momentum map JG :
T ∗G → g∗, then the Marsden-Weinstein reduced Hamiltonian system is (Oµ, ω
−
Oµ
, hµ). Moreover,
assume that γ : G→ T ∗G is an one-form on G, and λ = γ · piG : T
∗G→ T ∗G, and ε : T ∗G→ T ∗G
is a Gµ-invariant symplectic map, such that ε(J
−1
G (µ)) ⊂ J
−1
G (µ), and Im(γ) ⊂ J
−1
G (µ), and it is
Gµ-invariant, where Gµ = {g ∈ G|Ad
∗
g µ = µ} is the isotropy subgroup of the coadjoint G-action
at the point µ ∈ g∗. Denote by γ¯ = piµ(γ) : G → Oµ, and λ¯ = piµ(λ) : J
−1
G (µ) → Oµ, and
ε¯ = piµ(ε) : J
−1
G (µ) → Oµ, where piµ : J
−1
G (µ) → (T
∗G)µ is the projection. By using the similar
ways in the proofs of two types of Hamilton-Jacobi theorem for the Marsden-Weinstein reduced
Hamiltonian system, see Theorem 3.3 and Theorem 3.4, we can prove the following theorem.
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Theorem 5.1. For the regular point reducible Hamiltonian system (T ∗G,G,ω,H) on the Lie group
G, assume that γ : G → T ∗G is an one-form on G, and λ = γ · piG : T
∗G → T ∗G, and
ε : T ∗G → T ∗G is a symplectic map. Denote by XγH = TpiG · XH · γ, and X
ε
H = TpiG · XH · ε,
where XH is the dynamical vector field of (T
∗G,G,ω,H). Moreover, assume that µ ∈ g∗ is a
regular value of the momentum map JG, and Im(γ) ⊂ J
−1
G (µ), and it is Gµ-invariant, and ε is Gµ-
invariant and ε(J−1G (µ)) ⊂ J
−1
G (µ). Denote by γ¯ = piµ(γ) : G→ Oµ, and λ¯ = piµ(λ) : J
−1
G (µ)→ Oµ,
and ε¯ = piµ(ε) : J
−1
G (µ)→ Oµ. Then the following two assertions hold:
(i) If the one-form γ : G→ T ∗G is closed with respect to TpiG : TT
∗G→ TG, then γ¯ is a solution
of the Type I of Hamilton-Jacobi equation T γ¯ ·XγH = Xhµ · γ¯;
(ii) The ε and ε¯ satisfy the Type II of Hamilton-Jacobi equation T γ¯ ·XεH = Xhµ · ε¯, if and only if
they satisfy the equation T ε¯ · (Xhµ·ε¯) = T λ¯ ·XH · ε.
Here Xhµ is the dynamical vector field of the Marsden-Weinstein reduced Hamiltonian system
(Oµ, ω
−
Oµ
, hµ), and Xhµ·ε¯ is the Hamiltonian vector field of the function hµ · ε¯ : T
∗Q→ R. 
Note that the symplectic form on the coadjoint orbit Oµ is induced by the (-)-Lie-Poisson
brackets on g∗, then the Type I and Type II of Hamilton-Jacobi equation, T γ¯ ·XγH = Xhµ · γ¯, and
T γ¯ ·XεH = Xhµ · ε¯, for the Marsden-Weinstein reduced Hamiltonian system (Oµ, ω
−
Oµ
, hµ), are also
called the Type I and Type II of Lie-Poisson Hamilton-Jacobi equation, respectively. See Marsden
and Ratiu [16], and Ge and Marsden [5].
5.2. Hamilton-Jacobi Equations of Rigid Body
In the following we regard the rigid body as a regular point reducible Hamiltonian system on
the rotation group SO(3), and give its two types of Lie-Poisson Hamilton-Jacobi equation. Note
that our description of the motion and the equations of rigid body in this subsection follows some
of the notations and conventions in Marsden and Ratiu [16], Marsden [13].
It is well known that, usually, the configuration space for a 3-dimensional rigid body moving
freely in space is SE(3), the six dimensional group of Euclidean (rigid) transformations of three
dimensional space R3, that is, all possible rotations and translations. If translations are ignored and
only rotations are considered, then the configuration space Q is SO(3), consists of all orthogonal
linear transformations of Euclidean 3-space to itself, which have determinant one. Its Lie algebra,
denoted so(3), consists of all 3× 3 skew matrices. By using the isomorphismˆ: R3 → so(3) defined
by
(Ω1,Ω2,Ω3) = Ω→ Ωˆ =


0 −Ω3 Ω2
Ω3 0 −Ω1
−Ω2 Ω1 0

 ,
we can identify the Lie algebra (so(3), [, ]) with (R3,×) and the Lie algebra bracket [, ] on so(3)
with the cross product × of vectors in R3. Denote by so∗(3) the dual of the Lie algebra so(3),
and we also identity so∗(3) with R3 by pairing the Euclidean inner product. Since the functional
derivative of a function defined on R3 is equal to the usual gradient of the function, from (5.1) we
know that the Lie-Poisson bracket on so∗(3) takes the form
{f, g}±(Π) = ±Π · (∇Πf ×∇Πg), ∀f, g ∈ C
∞(so∗(3)), Π ∈ so∗(3). (5.5)
The phase space of a rigid body is the cotangent bundle T ∗G = T ∗SO(3) ∼= SO(3) × so∗(3)
(locally), with the canonical symplectic form, by the local left trivialization. We consider Lie group
G = SO(3), which acts freely and properly by the left translation on SO(3) itself, then the action
of SO(3) on the phase space T ∗SO(3) is given by the cotangent lift of the left translation at the
identity, that is, Φ : SO(3) × T ∗SO(3) ∼= SO(3) × SO(3) × so∗(3) → SO(3) × so∗(3), given by
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Φ(B, (A,Π)) = (BA,Π), for any A,B ∈ SO(3), Π ∈ so∗(3), which is also free, proper and sym-
plectic. Assume that the left SO(3) action admits an associated Ad∗-equivariant momentum map
J : T ∗SO(3)→ so∗(3), and if Π ∈ so∗(3) is a regular value of J, then the regular point reduced space
(T ∗SO(3))Π = J
−1(Π)/SO(3)Π is symplectically diffeomorphic to the coadjoint orbit OΠ ⊂ so
∗(3).
Let I be the moment of inertia tensor computed with respect to a body fixed frame, which
is a principal body frame, we may represent it by the diagonal matrix diag (I1, I2, I3). Let Ω =
(Ω1,Ω2,Ω3) be the vector of angular velocities computed with respect to the axes fixed in the body
and (Ω1,Ω2,Ω3) ∈ so(3). Consider the Lagrangian L(A,Ω) : TSO(3) ∼= SO(3) × so(3) → R, which
is the total kinetic energy of the rigid body, given by
L(A,Ω) =
1
2
〈Ω,Ω〉 =
1
2
(I1Ω
2
1 + I2Ω
2
2 + I3Ω
2
3),
where A ∈ SO(3), (Ω1,Ω2,Ω3) ∈ so(3). If we introduce the conjugate angular momentum Πi =
∂L
∂Ωi
= IiΩi, i = 1, 2, 3, which is also computed with respect to a body fixed frame, and by the
Legendre transformation FL : TSO(3) ∼= SO(3) × so(3) → T ∗SO(3) ∼= SO(3) × so∗(3), (A,Ω) →
(A,Π), where Π = (Π1,Π2,Π3) ∈ so
∗(3), we have the Hamiltonian H(A,Π) : T ∗SO(3) ∼= SO(3) ×
so
∗(3)→ R given by
H(A,Π) = Ω ·Π− L(A,Ω)
= I1Ω
2
1 + I2Ω
2
2 + I3Ω
2
3 −
1
2
(I1Ω
2
1 + I2Ω
2
2 + I3Ω
2
3) =
1
2
(
Π21
I1
+
Π22
I2
+
Π23
I3
).
From the Lie-Poisson bracket of rigid body on so∗(3), that is, for F,K : so∗(3)→ R, we have that
{F,K}−(Π) = −Π · (∇ΠF ×∇ΠK), and hence the Hamiltonian vector field of rigid body system is
given by
XH(Π) = {Π, H}− = −Π · (∇ΠΠ×∇ΠH) = −∇ΠΠ · (∇ΠH ×Π)
= (Π1,Π2,Π3)× (
Π1
I1
,
Π2
I2
,
Π3
I3
)
= (
(I2 − I3)Π2Π3
I2I3
,
(I3 − I1)Π3Π1
I3I1
,
(I1 − I2)Π1Π2
I1I2
),
since ∇ΠΠ = 1, and ∇ΠjH = Πj/Ij , j = 1, 2, 3.
From the above expression of the Hamiltonian, we know that H(A,Π) is invariant under
the cotangent lift of the left SO(3)-action, Φ : SO(3) × T ∗SO(3) → T ∗SO(3). For the case
Π0 = µ ∈ so
∗(3) is a regular value of J, we have the reduced Hamiltonian hOµ(Π) : Oµ ⊂ so
∗(3)→ R
given by hOµ(Π) · piOµ = H(A,Π)|Oµ . Moreover, note that for FOµ ,KOµ : Oµ → R, we have that
ω−
Oµ
(XFOµ ,XKOµ ) = {FOµ ,KOµ}−|Oµ . Thus, for the reduced Hamiltonian hOµ(Π) : Oµ → R, we
have the Hamiltonian vector field XhOµ (KOµ) = {KOµ , hOµ}−|Oµ .
In the following we shall derive the Type I and Type II of Lie-Poisson Hamilton-Jacobi equation
for the regular point reduced rigid body system (Oµ, ω
−
Oµ
, hOµ). Assume that γ : SO(3)→ T
∗SO(3)
is an one-form on SO(3), γ(A) = (γ1, γ2, γ3, γ4, γ5, γ6), and λ = γ · piSO(3) : T
∗SO(3) → T ∗SO(3),
λ(A,Π) = (λ1, λ2, λ3, λ4, λ5, λ6), and λi(A,Π) = γi(A) · piSO(3), i = 1, · · · , 6. For the regular value
of J, µ ∈ so∗(3), Im(γ) ⊂ J−1(µ), and it is SO(3)µ-invariant, and γ¯ = piµ(γ) : SO(3) → Oµ,
γ¯(A) = (γ¯1, γ¯2, γ¯3) ∈ Oµ(⊂ so
∗(3)), where piµ : J
−1(µ) → Oµ. We choose that Π = (Π1,Π2,Π3) =
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(γ¯1, γ¯2, γ¯3), then hOµ · γ¯ : SO(3)→ R is given by
hOµ · γ¯(A) = H(A,Π)|Oµ · γ¯(A) =
1
2
(
γ¯21
I1
+
γ¯22
I2
+
γ¯23
I3
),
and the vector field
XhOµ (Π) · γ¯(A) = {Π, hOµ}−|Oµ · γ¯(A)
= −Π · (∇ΠΠ×∇Π(hOµ)) · γ¯ = −∇ΠΠ · (∇Π(hOµ)×Π) · γ¯
= (Π1,Π2,Π3)× (
Π1
I1
,
Π2
I2
,
Π3
I3
) · γ¯
= (
(I2 − I3)γ¯2γ¯3
I2I3
,
(I3 − I1)γ¯3γ¯1
I3I1
,
(I1 − I2)γ¯1γ¯2
I1I2
),
On the other hand, from the expression of Hamiltonian vector field XH , we have that
XγH = TpiSO(3) ·XH · γ = XH · γ
= (
(I2 − I3)γ5γ6
I2I3
,
(I3 − I1)γ6γ4
I3I1
,
(I1 − I2)γ4γ5
I1I2
).
If γ is closed with respect to TpiSO(3) : TT
∗SO(3)→ TSO(3), then pi∗SO(3)(dγ) = 0. We choose that
(γ4, γ5, γ6) = Π = (Π1,Π2,Π3) = (γ¯1, γ¯2, γ¯3), and hence
T γ¯ ·XγH = (
(I2 − I3)γ¯2γ¯3
I2I3
,
(I3 − I1)γ¯3γ¯1
I3I1
,
(I1 − I2)γ¯1γ¯2
I1I2
) = XhOµ · γ¯.
Thus, the Type I of Lie-Poisson Hamilton-Jacobi equation for the regular point reduced rigid body
system (Oµ, ω
−
Oµ
, hOµ) holds.
Next, for any SO(3)µ-invariant symplectic map ε : T
∗SO(3)→ T ∗SO(3), assume that ε(A,Π) =
(ε1, ε2, ε3, ε4, ε5, ε6), and ε(J
−1(µ)) ⊂ J−1(µ). Denote by ε¯ = piµ(ε) : J
−1(µ) → Oµ, ε¯(A,Π) =
(ε¯1, ε¯2, ε¯3) ∈ Oµ, and λ¯ = piµ(λ) : J
−1(µ) → Oµ, and λ¯(A,Π) = (λ¯1, λ¯2, λ¯3) ∈ Oµ. We choose that
Π = (Π1,Π2,Π3) = (ε¯1, ε¯2, ε¯3), then hOµ · ε¯ : T
∗SO(3)→ R is given by
hOµ · ε¯(A,Π) = H(A,Π)|Oµ · ε¯(A,Π) =
1
2
(
ε¯21
I1
+
ε¯22
I2
+
ε¯23
I3
),
and the vector field
XhOµ (Π) · ε¯ = {Π, hOµ}−|Oµ · ε¯(A,Π) = −Π · (∇ΠΠ×∇Π(hOµ)) · ε¯
= (
(I2 − I3)ε¯2ε¯3
I2I3
,
(I3 − I1)ε¯3ε¯1
I3I1
,
(I1 − I2)ε¯1ε¯2
I1I2
),
On the other hand, note that
XεH = TpiSO(3) ·XH · ε = XH · ε
= (
(I2 − I3)ε5ε6
I2I3
,
(I3 − I1)ε6ε4
I3I1
,
(I1 − I2)ε4ε5
I1I2
),
and
T γ¯ ·XεH = (
(I2 − I3)γ¯2γ¯3
I2I3
,
(I3 − I1)γ¯3γ¯1
I3I1
,
(I1 − I2)γ¯1γ¯2
I1I2
),
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and
T λ¯ ·XH · ε = (
(I2 − I3)λ¯2λ¯3
I2I3
,
(I3 − I1)λ¯3λ¯1
I3I1
,
(I1 − I2)λ¯1λ¯2
I1I2
).
Thus, when we choose that Π = (Π1,Π2,Π3) ∈ Oµ, and Π = (γ¯1, γ¯2, γ¯3) = (ε¯1, ε¯2, ε¯3) = (λ¯1, λ¯2, λ¯3),
we must have that
T γ¯ ·XεH = XhOµ · ε¯ = T λ¯ ·XH · ε.
Since the map ε : T ∗SO(3) → T ∗SO(3) is symplectic, then T ε¯ · XhOµ ·ε¯ = XhOµ · ε¯. Thus, in this
case, we must have that ε and ε¯ are the solution of the Type II of Lie-Poisson Hamilton-Jacobi
equation T γ¯ · XεH = XhOµ · ε¯, for the regular point reduced rigid body system (Oµ, ω
−
Oµ
, hOµ), if
and only if they satisfy the equation T ε¯ · (XhOµ ·ε¯) = T λ¯ ·XH · ε.
Remark 5.2. It is worthy of note that, if the one-form γ : SO(3) → T ∗SO(3) is determined by a
generating function of a symplectic map, then it is a solution of classical Hamilton-Jacobi equation
XH · γ = 0. From Remark 3.7 we know that the classical Lie-Poisson Hamilton-Jacobi equation for
the regular point reduced rigid body system (Oµ, ω
−
Oµ
, hOµ) is given by XhOµ · γ¯ = 0, that is,


(I2 − I3)γ¯2γ¯3
I2I3
= 0,
(I3 − I1)γ¯3γ¯1
I3I1
= 0,
(I1 − I2)γ¯1γ¯2
I1I2
= 0,
where γ¯ = piµ(γ) : SO(3)→ Oµ.
To sum up the above discussion, we have the following proposition.
Proposition 5.3. If the 4-tuple (T ∗SO(3),SO(3), ω,H) is a regular point reducible Hamiltonian
system, then for a point µ ∈ so∗(3), the regular value of the momentum map J : T ∗SO(3)→ so∗(3),
the Marsden-Weinstein reduced system is the 3-tuple (Oµ, ω
−
Oµ
, hOµ), where Oµ ⊂ so
∗(3) is the
coadjoint orbit, ω−
Oµ
is the orbit symplectic form on Oµ, which is induced by the rigid body Poisson
bracket on so∗(3), hOµ(Π) · piOµ = H(A,Π) = H(A,Π)|Oµ . Assume that γ : SO(3) → T
∗SO(3) is
an one-form on SO(3), and λ = γ · piSO(3) : T
∗SO(3)→ T ∗SO(3), and ε : T ∗SO(3)→ T ∗SO(3) is a
SO(3)µ-invariant symplectic map. Denote by X
γ
H = TpiSO(3) ·XH · γ, and X
ε
H = TpiSO(3) ·XH · ε.
Moreover, assume that Im(γ) ⊂ J−1(µ), and it is SO(3)µ-invariant, and ε(J
−1(µ)) ⊂ J−1(µ).
Denote by γ¯ = piµ(γ) : SO(3)→ Oµ, and λ¯ = piµ(λ) : J
−1(µ)→ Oµ, and ε¯ = piµ(ε) : J
−1(µ)→ Oµ.
Then the following two assertions hold:
(i) If the one-form γ : SO(3) → T ∗SO(3) is closed with respect to TpiSO(3) : TT
∗SO(3) → TSO(3),
then γ¯ is a solution of the Type I of Lie-Poisson Hamilton-Jacobi equation T γ¯ ·XγH = XhOµ · γ¯;
(ii) The ε and ε¯ satisfy the Type II of Lie-Poisson Hamilton-Jacobi equation T γ¯ ·XεH = XhOµ · ε¯,
if and only if they satisfy the equation T ε¯ · (XhOµ ·ε¯) = T λ¯ ·XH · ε. 
5.3. Hamilton-Jacobi Equations of Heavy Top
In the following we regard the heavy top as a regular point reducible Hamiltonian system on
the Euclidean group SE(3), and give its two types of Lie-Poisson Hamilton-Jacobi equation. Note
that our description of the motion and the equations of heavy top follows some of the notations
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and conventions in Marsden and Ratiu [16], Marsden [13].
We know that a heavy top is by definition a rigid body with a fixed point in R3 and moving in
gravitational field. Usually, exception of the singular point, its physical phase space is T ∗SO(3) and
the symmetry group is S1, regarded as rotations about the z-axis, the axis of gravity, this is because
gravity breaks the symmetry and the system is no longer SO(3) invariant. By the semidirect product
reduction theorem, see Marsden et al. [14] and [17], we show that the reduction of T ∗SO(3) by S1
gives a space which is symplectically diffeomorphic to the reduced space obtained by the reduction
of T ∗SE(3) by the left action of SE(3), that is, the coadjoint orbit O(µ,a) ⊂ se
∗(3) ∼= T ∗SE(3)/SE(3).
In fact, in this case, we can identify the phase space T ∗SO(3) with the reduction of the cotangent
bundle of the special Euclidean group SE(3) = SO(3)sR3 by the Euclidean translation subgroup
R
3 and identifies the symmetry group S1 with isotropy group Ga = {A ∈ SO(3) | Aa = a} = S
1,
which is Abelian and (Ga)µa = Ga = S
1, ∀µa ∈ g
∗
a, where a is a vector aligned with the direction
of gravity and where SO(3) acts on R3 in the standard way.
Now we consider the cotangent bundle T ∗G = T ∗SE(3) ∼= SE(3) × se∗(3) (locally), with the
canonical symplectic form, by the local left trivialization. We consider Lie group G = SE(3) =
SO(3)sR3 with Lie algebra se(3) = so(3)sR3, which is a semidirect product Lie group and
acts freely and properly by the left translation on SE(3) itself, then the action of SE(3) on the
phase space T ∗SE(3) is given by cotangent lift of the left translation at the identity, that is,
Φ : SE(3)×T ∗SE(3) ∼= SE(3)×SE(3)×se∗(3)→ SE(3)×se∗(3), is given by Φ((B,u), (A, v,Π, w)) =
(BA, v,Π, w), for any A,B ∈ SO(3), Π ∈ so∗(3), u, v, w ∈ R3, which is also free, proper and sym-
plectic. Assume that the left SE(3) action admits an associated Ad∗-equivariant momentum map
J : T ∗SE(3)→ se∗(3), and if (Π, w) ∈ se∗(3) is a regular value of J, then the regular point reduced
space (T ∗SE(3))(Π,w) = J
−1(Π, w)/SE(3)(Π,w) is symplectically diffeomorphic to the coadjoint orbit
O(Π,w) ⊂ se
∗(3).
Let I = diag(I1, I2, I3) be the moment of inertia of the heavy top in the body-fixed frame, that
is, it is in principal body frame. Let Ω = (Ω1,Ω2,Ω3) be the vector of heavy top angular velocities
computed with respect to the axes fixed in the body and (Ω1,Ω2,Ω3) ∈ so(3). Let Γ be the unit
vector viewed by an observer moving with the body, m be that total mass of the system, g be the
magnitude of the gravitational acceleration, χ be the unit vector on the line connecting the origin
O to the center of mass of the system, and h be the length of this segment.
Note that Lie algebra se(3) = so(3)sR3 and its dual se∗(3) = so∗(3)sR3, we consider the
Lagrangian L(A, v,Ω,Γ) : TSE(3) ∼= SE(3)× se(3)→ R , which is the total kinetic minus potential
energy of the heavy top, given by
L(A, v,Ω,Γ) =
1
2
〈Ω,Ω〉 −mghΓ · χ =
1
2
(I1Ω
2
1 + I2Ω
2
2 + I3Ω
2
3)−mghΓ · χ,
where (A, v) ∈ SE(3), Ω = (Ω1,Ω2,Ω3) ∈ so(3), Γ ∈ R
3, and the variable Γ is regarded as a
parameter with respect to potential energy of the heavy top. If we introduce the conjugate angular
momentum Πi =
∂L
∂Ωi
= IiΩi, i = 1, 2, 3, and by the Legendre transformation with the parameter Γ,
FL : TSE(3) ∼= SE(3) × so(3)sR3 → T ∗SE(3) ∼= SE(3) × so∗(3)sR3, (A, v,Ω,Γ) → (A, v,Π,Γ),
where Π = (Π1,Π2,Π3) ∈ so
∗(3), we have the Hamiltonian H(A, v,Π,Γ) : T ∗SE(3) ∼= SE(3) ×
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so
∗(3)sR3 → R given by
H(A, v,Π,Γ) = Ω · Π− L(A, v,Ω, ,Γ)
= I1Ω
2
1 + I2Ω
2
2 + I3Ω
2
3 −
1
2
(I1Ω
2
1 + I2Ω
2
2 + I3Ω
2
3) +mghΓ · χ
=
1
2
(
Π21
I1
+
Π22
I2
+
Π23
I3
) +mghΓ · χ.
From the semidirect product Poisson bracket, see Marsden et al. [14], we can get the heavy top
Poisson bracket on se∗(3), that is, for F,K : se∗(3)→ R, we have that
{F,K}−(Π,Γ) = −Π · (∇ΠF ×∇ΠK)− Γ · (∇ΠF ×∇ΓK −∇ΠK ×∇ΓF ). (5.6)
Thus, the Hamiltonian vector fields of heavy top system are given by
XH(Π) = {Π, H}− = −Π · (∇ΠΠ×∇ΠH)− Γ · (∇ΠΠ×∇ΓH −∇ΠH ×∇ΓΠ)
= (Π1,Π2,Π3)× (
Π1
I1
,
Π2
I2
,
Π3
I3
) +mgh(Γ1,Γ2,Γ3)× (χ1, χ2, χ3)
= (
(I2 − I3)Π2Π3
I2I3
+mgh(Γ2χ3 − Γ3χ2),
(I3 − I1)Π3Π1
I3I1
+mgh(Γ3χ1 − Γ1χ3),
(I1 − I2)Π1Π2
I1I2
+mgh(Γ1χ2 − Γ2χ1)),
since ∇ΠΠ = 1, ∇ΓΠ = 0, χ = (χ1, χ2, χ3), and ∇ΠjH = Πj/Ij , ∇ΓjH = mghχj , j = 1, 2, 3.
XH(Γ) = {Γ, H}− = −Π · (∇ΠΓ×∇ΠH)− Γ · (∇ΠΓ×∇ΓH −∇ΠH ×∇ΓΓ)
= ∇ΓΓ · (Γ×∇ΠH) = (Γ1,Γ2,Γ3)× (
Π1
I1
,
Π2
I2
,
Π3
I3
)
= (
I2Γ2Π3 − I3Γ3Π2
I2I3
,
I3Γ3Π1 − I1Γ1Π3
I3I1
,
I1Γ1Π2 − I2Γ2Π1
I1I2
),
since ∇ΓΓ = 1, ∇ΠΓ = 0, and ∇ΠjH = Πj/Ij , j = 1, 2, 3.
From the above expression of the Hamiltonian, we know that H(A, v,Π,Γ) is invariant un-
der the cotangent lift of the left SE(3)-action, Φ : SE(3) × T ∗SE(3) → T ∗SE(3). For the case
(Π0,Γ0) = (µ, a) ∈ se
∗(3) is a regular value of J, we have the reduced Hamiltonian hO(µ,a)(Π, ,Γ) :
O(µ,a)(⊂ se
∗(3))→ R given by hO(µ,a)(Π,Γ) · piO(µ,a) = H(A, v,Π,Γ)|O(µ,a) . Moreover, note that for
FO(µ,a) ,KO(µ,a) : O(µ,a) → R, we have that
ω−
O(µ,a)
(XFO(µ,a) ,XKO(µ,a) ) = {FO(µ,a) ,KO(µ,a)}−|O(µ,a) .
Thus, for the reduced Hamiltonian hO(µ,a)(Π,Γ) : O(µ,a) → R, we have the Hamiltonian vector field
XhO(µ,a)
(KO(µ,a)) = {KO(µ,a) , hO(µ,a)}−|O(µ,a) .
In the following we shall derive the Type I and Type II of Lie-Poisson Hamilton-Jacobi equation
for the regular point reduced heavy top system (O(µ,a), ω
−
O(µ,a)
, hO(µ,a)). Assume that γ : SE(3) →
T ∗SE(3) is an one-form on SE(3), γ(A, v) = (γ1, · · · , γ12), and λ = γ ·piSE(3) : T
∗SE(3)→ T ∗SE(3),
λ(A, v,Π,Γ) = (λ1, · · · , λ12), and λi(A, v,Π,Γ) = γi(A, v) · piSE(3), i = 1, · · · , 12. For the regular
value of J, (µ, a) ∈ se∗(3), Im(γ) ⊂ J−1((µ, a)), and it is SE(3)(µ,a)-invariant, and γ¯ = pi(µ,a)(γ) :
SE(3) → O(µ,a), γ¯(A, v) = (γ¯1, γ¯2, γ¯3, γ¯4, γ¯5, γ¯6) ∈ O(µ,a)(⊂ se
∗(3)), where pi(µ,a) : J
−1((µ, a)) →
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O(µ,a). We choose that Π = (Π1,Π2,Π3) = (γ¯1, γ¯2, γ¯3), Γ = (Γ1,Γ2,Γ3) = (γ¯4, γ¯5, γ¯6), then hO(µ,a) ·
γ¯ : SE(3)→ R is given by
hO(µ,a) · γ¯(A, v,Π,Γ) = H(A, v,Π,Γ)|O(µ,a) · γ¯(A, v,Π,Γ)
=
1
2
(
γ¯21
I1
+
γ¯22
I2
+
γ¯23
I3
) +mgh(γ¯4 · χ1 + γ¯5 · χ2 + γ¯6 · χ3),
and the vector field
XhO(µ,a)
(Π) · γ¯ = {Π, hO(µ,a)}−|O(µ,a) · γ¯(A, v,Π,Γ)
= −Π · (∇ΠΠ×∇Π(hO(µ,a))) · γ¯ − Γ · (∇ΠΠ×∇Γ(hO(µ,a))−∇Π(hO(µ,a))×∇ΓΠ) · γ¯
= (Π1,Π2,Π3)× (
Π1
I1
,
Π2
I2
,
Π3
I3
) · γ¯ +mgh(Γ1,Γ2,Γ3)× (χ1, χ2, χ3) · γ¯
= (
(I2 − I3)γ¯2γ¯3
I2I3
+mgh(γ¯5χ3 − γ¯6χ2),
(I3 − I1)γ¯3γ¯1
I3I1
+mgh(γ¯6χ1 − γ¯4χ3),
(I1 − I2)γ¯1γ¯2
I1I2
+mgh(γ¯4χ2 − γ¯5χ1)),
and
XhO(µ,a)
(Γ) · γ¯ = {Γ, hO(µ,a)}−|O(µ,a) · γ¯(A, v,Π,Γ)
= −Π · (∇ΠΓ×∇Π(hO(µ,a))) · γ¯ − Γ · (∇ΠΓ×∇Γ(hO(µ,a))−∇Π(hO(µ,a))×∇ΓΓ) · γ¯
= ∇ΓΓ · (Γ×∇Π(hO(µ,a))) · γ¯ = (Γ1,Γ2,Γ3)× (
Π1
I1
,
Π2
I2
,
Π3
I3
) · γ¯
= (
I2γ¯5γ¯3 − I3γ¯6γ¯2
I2I3
,
I3γ¯6γ¯1 − I1γ¯4γ¯3
I3I1
,
I1γ¯4γ¯2 − I2γ¯5γ¯1
I1I2
).
On the other hand, from the expressions of Hamiltonian vector fields XH(Π) and XH(Γ), we have
that
XH(Π)
γ = TpiSE(3) ·XH(Π) · γ = XH(Π) · γ
= (
(I2 − I3)γ8γ9
I2I3
+mgh(γ11χ3 − γ12χ2),
(I3 − I1)γ9γ7
I3I1
+mgh(γ12χ1 − γ10χ3),
(I1 − I2)γ7γ8
I1I2
+mgh(γ10χ2 − γ11χ1)),
and
XH(Γ)
γ = TpiSE(3) ·XH(Γ) · γ = XH(Γ) · γ
= (
I2γ11γ9 − I3γ12γ8
I2I3
,
I3γ12γ7 − I1γ10γ9
I3I1
,
I1γ10γ8 − I2γ11γ7
I1I2
).
If γ is closed with respect to TpiSE(3) : TT
∗SE(3)→ TSE(3), then pi∗SE(3)(dγ) = 0. We choose that
(γ7, γ8, γ9) = Π = (Π1,Π2,Π3) = (γ¯1, γ¯2, γ¯3), (γ10, γ11, γ12) = Γ = (Γ1,Γ2,Γ3) = (γ¯4, γ¯5, γ¯6), and
hence
T γ¯ ·XH(Π)
γ
= (
(I2 − I3)γ¯2γ¯3
I2I3
+mgh(γ¯5χ3 − γ¯6χ2),
(I3 − I1)γ¯3γ¯1
I3I1
+mgh(γ¯6χ1 − γ¯4χ3),
(I1 − I2)γ¯1γ¯2
I1I2
+mgh(γ¯4χ2 − γ¯5χ1))
= XhO(µ,a)
(Π) · γ¯,
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and
T γ¯ ·XH(Γ)
γ
= (
I2γ¯5γ¯3 − I3γ¯6γ¯2
I2I3
,
I3γ¯6γ¯1 − I1γ¯4γ¯3
I3I1
,
I1γ¯4γ¯2 − I2γ¯5γ¯1
I1I2
)
= XhO(µ,a)
(Γ) · γ¯.
Thus, T γ¯ ·XγH = XhO(µ,a)
· γ¯, that is, the Type I of Lie-Poisson Hamilton-Jacobi equation for the
regular point reduced heavy top system (O(µ,a), ω
−
O(µ,a)
, hO(µ,a)) holds.
Next, for any SE(3)(µ,a)-invariant symplectic map ε : T
∗SE(3)→ T ∗SE(3), assume that ε(A, v,Π,Γ) =
(ε1, · · · , ε12), and ε(J
−1((µ, a))) ⊂ J−1((µ, a)). Denote by ε¯ = pi(µ,a)(ε) : J
−1((µ, a)) → O(µ,a),
ε¯(A, v,Π,Γ) = (ε¯1, · · · , ε¯6) ∈ O(µ,a)(⊂ se
∗(3)), and λ¯ = pi(µ,a)(λ) : T
∗SE(3) → O(µ,a), and
λ¯(A, v,Π,Γ) = (λ¯1, · · · , λ¯6) ∈ O(µ,a)(⊂ se
∗(3)). We choose that Π = (Π1,Π2,Π3) = (ε¯1, ε¯2, ε¯3), Γ =
(Γ1,Γ2,Γ3) = (ε¯4, ε¯5, ε¯6), then hO(µ,a) · ε¯ : T
∗SE(3)→ R is given by
hO(µ,a) · ε¯(A, v,Π,Γ) = H(A, v,Π,Γ)|O(µ,a) · ε¯(A, v,Π,Γ)
=
1
2
(
ε¯21
I1
+
ε¯22
I2
+
ε¯23
I3
) +mgh(ε¯4 · χ1 + ε¯5 · χ2 + ε¯6 · χ3),
and the vector field
XhO(µ,a)
(Π) · ε¯ = {Π, hO(µ,a)}−|O(µ,a) · ε¯(A, v,Π,Γ)
= (
(I2 − I3)ε¯2ε¯3
I2I3
+mgh(ε¯5χ3 − ε¯6χ2),
(I3 − I1)ε¯3ε¯1
I3I1
+mgh(ε¯6χ1 − ε¯4χ3),
(I1 − I2)ε¯1ε¯2
I1I2
+mgh(ε¯4χ2 − ε¯5χ1)),
and
XhO(µ,a)
(Γ) · ε¯ = {Γ, hO(µ,a)}−|O(µ,a) · ε¯(A, v,Π,Γ)
= (
I2ε¯5ε¯3 − I3ε¯6ε¯2
I2I3
,
I3ε¯6ε¯1 − I1ε¯4ε¯3
I3I1
,
I1ε¯4ε¯2 − I2ε¯5ε¯1
I1I2
).
On the other hand, note that
XH(Π)
ε = TpiSO(3) ·XH(Π) · ε = XH(Π) · ε
= (
(I2 − I3)ε8ε9
I2I3
+mgh(ε11χ3 − ε12χ2),
(I3 − I1)ε9ε7
I3I1
+mgh(ε12χ1 − ε10χ3),
(I1 − I2)ε7ε8
I1I2
+mgh(ε10χ2 − ε11χ1)),
and
XH(Γ)
ε = TpiSO(3) ·XH(Γ) · ε = XH(Γ) · ε
= (
I2ε11ε9 − I3ε12ε8
I2I3
,
I3ε12ε7 − I1ε10ε9
I3I1
,
I1ε10ε8 − I2ε11ε7
I1I2
),
then we have that
T γ¯ ·XH(Π)
ε = (
(I2 − I3)γ¯2γ¯3
I2I3
+mgh(γ¯5χ3 − γ¯6χ2),
(I3 − I1)γ¯3γ¯1
I3I1
+mgh(γ¯6χ1 − γ¯4χ3),
(I1 − I2)γ¯1γ¯2
I1I2
+mgh(γ¯4χ2 − γ¯5χ1)),
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and
T γ¯ ·XH(Γ)
ε = (
I2γ¯5γ¯3 − I3γ¯6γ¯2
I2I3
,
I3γ¯6γ¯1 − I1γ¯4γ¯3
I3I1
,
I1γ¯4γ¯2 − I2γ¯5γ¯1
I1I2
),
as well as
T λ¯ ·XH(Π) · ε = (
(I2 − I3)λ¯2λ¯3
I2I3
+mgh(λ¯5χ3 − λ¯6χ2),
(I3 − I1)λ¯3λ¯1
I3I1
+mgh(λ¯6χ1 − λ¯4χ3),
(I1 − I2)λ¯1λ¯2
I1I2
+mgh(λ¯4χ2 − λ¯5χ1)),
and
T λ¯ ·XH(Γ) · ε = (
I2λ¯5λ¯3 − I3λ¯6λ¯2
I2I3
,
I3λ¯6λ¯1 − I1λ¯4λ¯3
I3I1
,
I1λ¯4λ¯2 − I2λ¯5λ¯1
I1I2
).
Thus, when we choose that (Π,Γ) = (Π1,Π2,Π3,Γ1,Γ2,Γ3) ∈ O(µ,a), and Π = (γ¯1, γ¯2, γ¯3) =
(ε¯1, ε¯2, ε¯3) = (λ¯1, λ¯2, λ¯3), and Γ = (γ¯4, γ¯5, γ¯6) = (ε¯4, ε¯5, ε¯6) = (λ¯4, λ¯5, λ¯6), we must have that
T γ¯ ·XH(Π)
ε = XhO(µ,a)
(Π) · ε¯ = T λ¯ ·XH(Π) · ε,
T γ¯ ·XH(Γ)
ε = XhO(µ,a)
(Γ) · ε¯ = T λ¯ ·XH(Γ) · ε.
Since the map ε : T ∗SE(3)→ T ∗SE(3) is symplectic, then T ε¯ ·XhO(µ,a) ·ε¯
= XhO(µ,a)
· ε¯. Thus, in this
case, we must have that ε and ε¯ are the solution of the Type II of Lie-Poisson Hamilton-Jacobi equa-
tion T γ¯ ·XεH = XhO(µ,a)
· ε¯, for the regular point reduced heavy top system (O(µ,a), ω
−
O(µ,a)
, hO(µ,a)),
if and only if they satisfy the equation T ε¯ · (XhO(µ,a) ·ε¯
) = T λ¯ ·XH · ε.
Remark 5.4. It is worthy of note that, if the one-form γ : SE(3) → T ∗SE(3) is determined by a
generating function of a symplectic map, then it is a solution of classical Hamilton-Jacobi equation
XH · γ = 0. From Remark 3.7 we know that the classical Lie-Poisson Hamilton-Jacobi equation for
the regular point reduced heavy top system (O(µ,a), ω
−
O(µ,a)
, hO(µ,a)) is given by XhO(µ,a)
· γ¯ = 0, that
is, 

(I2 − I3)γ¯2γ¯3
I2I3
+mgh(γ¯5χ3 − γ¯6χ2) = 0,
(I3 − I1)γ¯3γ¯1
I3I1
+mgh(γ¯6χ1 − γ¯4χ3) = 0,
(I1 − I2)γ¯1γ¯2
I1I2
+mgh(γ¯4χ2 − γ¯5χ1) = 0,
I2γ¯5γ¯3 − I3γ¯6γ¯2
I2I3
= 0,
I3γ¯6γ¯1 − I1γ¯4γ¯3
I3I1
= 0,
I1γ¯4γ¯2 − I2γ¯5γ¯1
I1I2
= 0,
where γ¯ = pi(µ,a)(γ) : SE(3)→ O(µ,a).
To sum up the above discussion, we have the following proposition.
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Proposition 5.5. If the 4-tuple (T ∗SE(3),SE(3), ω,H) is a regular point reducible Hamiltonian
system, then for a point (µ, a) ∈ se∗(3), the regular value of the momentum map J : T ∗SE(3) →
se
∗(3), the Marsden-Weinstein reduced system is 3-tuple (O(µ,a), ω
−
O(µ,a)
, hO(µ,a)), where O(µ,a) ⊂
se
∗(3) is the coadjoint orbit, ωO(µ,a) is the orbit symplectic form on O(µ,a), which is induced by the
heavy top Poisson bracket on se∗(3), hO(µ,a)(Π,Γ) · piO(µ,a) = H(A, v,Π,Γ) = H(A, v,Π,Γ)|O(µ,a) .
Assume that γ : SE(3) → T ∗SE(3) is an one-form on SE(3), and λ = γ · piSE(3) : T
∗SE(3) →
T ∗SE(3), and ε : T ∗SE(3) → T ∗SE(3), is a SE(3)µ-invariant symplectic map. Denote by X
γ
H =
TpiSE(3) · XH · γ, and X
ε
H = TpiSE(3) · XH · ε. Moreover, assume that Im(γ) ⊂ J
−1(µ, a), and it
is SE(3)(µ,a)-invariant, where SE(3)(µ,a) is the isotropy subgroup of coadjoint SE(3)-action at the
point (µ, a) ∈ se∗(3), and ε(J−1(µ, a)) ⊂ J−1(µ, a). Denote by γ¯ = pi(µ,a)(γ) : SE(3) → O(µ,a), and
λ¯ = pi(µ,a)(λ) : J
−1(µ, a) → O(µ,a), and ε¯ = pi(µ,a)(ε) : J
−1(µ, a) → O(µ,a). Then the following two
assertions hold:
(i) If the one-form γ : SE(3) → T ∗SE(3) is closed with respect to TpiSE(3) : TT
∗SE(3) → TSE(3),
then γ¯ is a solution of the Type I of Lie-Poisson Hamilton-Jacobi equation T γ¯ ·XγH = XhO(µ,a)
· γ¯;
(ii) The ε and ε¯ satisfy the Type II of Lie-Poisson Hamilton-Jacobi equation T γ¯ ·XεH = XhO(µ,a)
· ε¯,
if and only if they satisfy the equation T ε¯ · (XhO(µ,a) ·ε¯
) = T λ¯ ·XH · ε. 
In the following we shall introduce briefly some topics in future research. At first, we note that
the theory of controlled mechanical systems has formed an important subject in recent years. In
particular, in Marsden et al.[17], the authors set up the regular reduction theory of RCH systems on
a symplectic fiber bundle, by using momentum map and the associated reduced symplectic forms
and from the viewpoint of completeness of regular symplectic reduction, and some generalizations
for Poisson structure are given in Wang and Zhang [23] and Ratiu and Wang [22]. Since the
Hamilton-Jacobi theory is developed based on the Hamiltonian picture of dynamics, it is natural
idea to extend the Hamilton-Jacobi theory to the (regular) controlled Hamiltonian system and its
a variety of the reduced systems, and it is also possible to describe the relationship between the
RCH-equivalence for the controlled Hamiltonian systems and the solutions of the corresponding
Hamilton-Jacobi equations. Next, if the Hamiltonian system we considered has nonholonomic con-
straints, in general, the dynamical vector field of nonholonomic Hamiltonian system is not Hamil-
tonian, however, it can be described by the dynamical vector field of a distributional Hamiltonian
system. Thus, it is possible to set up the Hamilton-Jacobi theory for the nonholonomic Hamiltonian
system and the nonholonomic reducible Hamiltonian system on a cotangent bundle by using the
distributional Hamiltonian system and the reduced distributional Hamiltonian system, see de Leo´n
and Wang [10]. Finally, we also note that there have been a lot of beautiful results of reduction
theory of Hamiltonian systems in celestial mechanics, hydrodynamics and plasma physics. So, it is
an important topic to study the application of reduction and Hamilton-Jacobi theory in celestial
mechanics, hydrodynamics and plasma physics. These are our goals in future research.
Acknowledgments: Especially grateful to Professor Tudor S. Ratiu, Professor Manuel de Leo´n,
Professor Arjan Van der Schaft and Professor Juan-Pablo Ortega for their help and guiding in
the study of geometric mechanics. H. Wang’s research was partially supported by Nankai Univer-
sity, 985 Project and the Key Laboratory of Pure Mathematics and Combinatorics, Ministry of
Education, China.
References
[1] R. Abraham, J.E. Marsden, Foundations of Mechanics, second edition, Addison-Wesley, Read-
ing, MA, 1978.
29
[2] V.I. Arnold, Mathematical Methods of Classical Mechanics, second edition, In: Graduate
Texts in Mathematics, Vol. 60, Springer-Verlag, 1989.
[3] J.F. Carin˜ena, X. Gra`cia, G. Marmo, E. Mart´ınez, M. Mun˜oz-Lecanda and N. Roma´n-Roy,
Geometric Hamilton-Jacobi theory, Int. J. Geom. Methods Mod. Phys. 3(2006), 1417-1458.
[4] J.F. Carin˜ena, X. Gra`cia, G. Marmo, E. Mart´ınez, M. Mun˜oz-Lecanda and N. Roma´n-Roy, Ge-
ometric Hamilton-Jacobi theory for nonholonomic dynamical systems, Int. J. Geom. Methods
Mod. Phys. 7(2010), 431-454.
[5] Z. Ge and J.E. Marsden, Lie-Poisson integrators and Lie-Poisson Hamilton-Jacobi theory,
Phys. Lett. A, 133(1988), 134-139.
[6] D. Iglesias-Ponte, M. de Leo´n and D. Mart´ın de Diego, Towards a Hamilton-Jacobi theory for
nonholonomic mechanical systems, J. Phys. A: Math. Theor. 41(2008), 1-14.
[7] D. Kazhdan, B. Kostant and S. Sternberg, Hamiltonian group actions dynamical systems of
Calogero type, Comm. Pure Appl. Math. 31(1978), 481-508.
[8] J-A La´zaro-Camı´ and J-P Ortega, The stochastic Hamilton-Jacobi equation, J. Geom. Mech.
1(2009), 295-315.
[9] M. de Leo´n and P.R. Rodrigues, Methods of Differential Geometry in Analytical Mechanics,
North-Holland, Amsterdam, 1989.
[10] M. de Leo´n and H. Wang, Hamilton-Jacobi theorems for nonholonomic reducible Hamiltonian
systems on a cotangent bundle, (arXiv: 1508.07548).
[11] P. Libermann, C.M. Marle, Symplectic Geometry and Analytical Mechanics, Kluwer Academic
Publishers, 1987.
[12] C. M. Marle, Symplectic manifolds, dynamical groups and Hamiltonian mechanics, In: Dif-
ferential Geometry and Relativity, (M. Cahen and M. Flato, eds.), D. Reidel, Boston, 1976,
249-269.
[13] J.E. Marsden, Lectures on Mechanics, In: London Mathematical Society Lecture Notes Series,
Vol. 174, Cambridge University Press, 1992.
[14] J.E. Marsden, G. Misiolek, J.P. Ortega, M. Perlmutter, T.S. Ratiu, Hamiltonian Reduction
by Stages, In: Lecture Notes in Mathematics, Vol. 1913, Springer, 2007.
[15] J.E. Marsden, R. Montgomery, T.S. Ratiu, Reduction, Symmetry and Phases in Mechanics,
In: Memoirs of the American Mathematical Society, Vol. 88, American Mathematical Society,
Providence, Rhode Island, 1990.
[16] J.E. Marsden, T.S. Ratiu, Introduction to Mechanics and Symmetry, second edition, In: Texts
in Applied Mathematics, Vol. 17, Springer-Verlag, New York, 1999.
[17] J.E. Marsden, H. Wang, Z.X. Zhang, Regular reduction of controlled Hamiltonian system with
symplectic structure and symmetry, Diff. Geom. Appl., 33(3)(2014), 13-45, (arXiv: 1202.3564).
[18] J.E. Marsden and A. Weinstein, Reduction of symplectic manifolds with symmetry, Rep. Math.
Phys. 5 (1974) 121-130.
[19] J.E. Marsden and M. West, Discrete mechanics and variational integrators, Acta Numerica,
(2001) 357-514.
30
[20] K.R. Meyer, Symmetries and integrals in mechanics, In “Dynamical Systems” (M. Peixoto,
eds.), Academic Press, (1973), 259–273.
[21] J.P. Ortega and T.S. Ratiu, Momentum Maps and Hamiltonian Reduction, In: Progress in
Mathematics, Vol. 222, Birkha¨user, 2004.
[22] T.S. Ratiu and H. Wang, Poisson reduction of controlled Hamiltonian system by controllability
distribution, (arXiv: 1312.7047).
[23] H. Wang and Z.X. Zhang, Optimal reduction of controlled Hamiltonian system with Poisson
structure and symmetry, Jour. Geom. Phys., 62 (5)(2012), 953-975.
[24] N.M.J. Woodhouse, Geometric Quantization, second ed., Clarendon Press, Oxford, 1992.
31
