Abstract: Civil infrastructures are subjected to various loads over their lifetime, which leads to structural degradation. To understand and predict these dynamic behaviors of physical infrastructures, many mathematical structural models have been developed, such as subspace system identification. These models often require structural responses from all degrees of freedom (DOFs) to estimate structural parameters. However, in practice, it is often difficult, if not impossible, to make such measurements owing to sensing constraints, a lack of data, or an excessive number of DOFs as in large-scale civil structures. This lack of measurements in space results in ill-posed problems with nonunique solutions. To address this challenge, this paper presents a structural parameter estimation algorithm that incorporates spatially incomplete measurements and inaccurate prior information on structural parameters within a subspace system identification framework. Additional constraints are imposed using prior information, and the prior information is updated with a new estimation. To sequentially update the parameters, the process is repeated as more measurements are collected. The proposed method is evaluated using a numerical model of a 5-story shear building for two damage scenarios with measurement noise. The structural parameters are estimated with 85-99% accuracy with spatially incomplete measurements (40-80%), and the iterative updating further improves these accuracies.
Introduction
Civil infrastructures are constantly subject to degradation during their lifetime as a result of normal operational loads (e.g., traffic, wind, temperature variation) and extreme events (e.g., earthquake, lightning, hurricane). The degradation eventually leads to the failure of the civil structures, which often causes devastating property damage and loss of life. To understand and predict the behavior of physical infrastructures, many mathematical structural models have been developed. However, such models are only an approximation of the actual structures (Beck and Katafygiotis 1998) because the models are based on the initial pristine/design state of the structures and often use simplified modeling assumptions with large uncertainties in parameter values. One solution to this problem is to estimate and update structural parameters (e.g., stiffness, damping, flexural rigidity) using measured responses, such as displacement, velocity, and acceleration. The estimated structural parameters can be used for the calibration of structural models, evaluation of structural integrity and serviceability, and prediction of the structural residual life.
To detect structural changes, structural health monitoring (SHM) has been developed, which takes either data-driven or physical model-based approaches. Data-driven approaches extract damage features, which should be sensitive to structural change, using various signal processing analyses, such as autoregressive (AR) models, Fourier transforms, and wavelet transforms (Nair et al. 2006; Nair and Kiremidjian 2007; Nagarajaiah and Basu 2009; Noh et al. 2009 Noh et al. , 2011 Noh et al. , 2012 Noh et al. , 2013 Pawar et al. 2007) . Then the structural damage is diagnosed using statistical pattern recognition methods (Nair et al. 2006; Nair and Kiremidjian 2007; Noh et al. 2009; Sohn et al. 2001 ) from the extracted damage features. On the other hand, physical model-based approaches directly estimate the structural parameters, which provide more detailed structural information, such as the location and extent of damage. However, they often require structural responses from multiple locations simultaneously and are computationally expensive.
Physical model-based approaches, which are often called system identification (SI), are grouped into two kinds of SI schemes, frequency-domain SI (Hjelmstad and Shin 1996; Raghavendrachar and Aktan 1992; Zhu et al. 2014 ) and time-domain SI (Banan and Hjelmstad 1993; Chatzi et al. 2010; Hjelmstad et al. 1995; Hoshiya and Saito 1984; Kang et al. 2005; Mariani and Corigliano 2005; Park et al. 2008; Wu and Smyth 2007) . In these approaches, structures are often modeled using finite-element (FE) methods, where structural parameters are treated as unknown. Then structural parameters are identified by minimizing the discrepancies between structural responses from experiments and FE models, such as natural frequencies, mode shapes, displacement, and acceleration histories. Frequency-domain SI utilizes the modal data as structural responses, while time-domain SI uses time series data. Basically, both approaches use the same source of the measured time history of structural responses. However, modal data measured through experiments are often limited in the lower modes, which may be insensitive to local damage (Raghavendrachar and Aktan 1992) . Therefore, it is difficult to assess local damage in frequencydomain SI.
Time-domain SI schemes are classified according to the form of the governing equation used in SI. The first group employs a second-order equation of motion, which can be divided into equation error estimator (EEE)-based methods (Banan and Hjelmstad 1993; Hjelmstad et al. 1995) and output error estimator (OEE)-based methods (Banan and Hjelmstad 1993; Kang et al. 2005; Park et al. 2008) . The second group uses state-space equations, which include extended Kalman filters (Hoshiya and Saito 1984; Mariani and Corigliano 2005) , unscented Kalman filters (Chatzi et al. 2010; Wu and Smyth 2007) , and subspace system identification (subspace SI) (Juang and Parra 1985; Katayama 2005 ; van Overschee and de Moor 1996; Viberg 1995) . Both Kalman filters can be applied for the case of nonlinear systems. In the former type, the structural parameters are estimated by tuning the parameters to minimize the discrepancy between the structural model and the actual system. EEE has the benefit of not requiring initial conditions, which is desirable for time-independent structural identification. In addition, if all state vectors (displacement, velocity, and acceleration) from all degrees of freedom (DOFs) are measured, the minimization problem becomes a linear algebraic equation with respect to structural parameters. However, EEE is known to be a biased estimator, which means the bias and standard deviation of the estimated parameters do not converge to zero by providing more measurements in time (Banan and Hjelmstad 1993) . Meanwhile, the benefits of OEE are that it does not require measurements from all DOFs and is an unbiased estimator. Yet it requires initial conditions and the sensitivity analysis of dynamic responses with respect to structural parameters (Kang et al. 2005; Park et al. 2008 ) to solve the minimization problem. To overcome these drawbacks, the authors use subspace SI, which provides an unbiased estimation result and does not require initial conditions and sensitivity information with respect to structural parameters. These benefits make subspace SI more applicable in practice.
Subspace SI has been developed for the identification of linear time-invariant state-space models (Katayama 2005 ; van Overschee and de Moor 1996; Verhaegen and Dewilde 1992; Viberg 1995) . Subspace SI initially estimates system matrices that describe a statespace model and then extracts modal parameters, such as natural frequencies, modal damping ratios, and mode shapes, sampled at measurement locations (Juang and Parra 1985; Kim and Lynch 2012a, c; Kim et al. 2013 Kim et al. , 2014b Sim et al. 2012) . Although the estimated system matrices and modal parameters are useful for control algorithm development, they cannot be directly applied to structural SI for detailed damage localization and quantification. This is because there exists an infinite number of system matrices and state vectors that share the same modal parameters (Alvin and Park 1994; Kim and Lynch 2012b; Kim et al. 2013; Phan and Longman 2004) . In this paper, three spaces are defined, physical space, modal space, and arbitrary space. If the state vectors consist of displacement, velocity, and acceleration, this means that the state-space equation is located in physical space. If the state vectors consist of modal displacement, velocity, and acceleration, it is considered that the state vectors are located in modal space. In this paper, if the state vector possesses space that does not have a physical meaning by an arbitrary nonsingular coordinate transformation, the space is called an arbitrary space. Since the estimated statespace model is located initially in arbitrary space, the state-space model should be transformed into physical space using a proper transformation to extract structural parameters, such as stiffness and flexural rigidities.
Various methods to calculate similarity transformations have been developed (Alvin and Park 1994; Lus 2012; Phan and Longman 2004 ) and applied to structural SI (Kim and Lynch 2012b; Kim et al. 2013 Kim et al. , 2014a Koh et al. 2008) . In general, a similarity transformation matrix is obtained by finding one that transforms estimated system matrices into physical canonical forms (Alvin and Park 1994; Phan and Longman 2004) . The aforementioned approaches require measurements from all DOFs in the structure. However, in practice, it is difficult, if not impossible, to measure structural responses from all DOFs owing to the costs of data acquisition, sensing constraints, missing data, or an excessive number of DOFs such as in large-scale civil infrastructures. This constraint significantly limits the applicability of conventional subspace SI methods in structural parameter estimation.
Given this challenge, the main objective of this paper is to develop an algorithm for obtaining structural parameters by incorporating spatially incomplete measurements, in addition to inaccurate prior information of the structural parameters, within a subspace SI framework. Here, prior information represents known baseline properties of structural parameters (e.g., mass, damping ratios, and stiffness) in the intact state from initial design parameters, mathematical models, or engineering judgment. Spatially incomplete measurements cause transformation matrices to have an infinite number of solutions because of the lack of constraints from missing measurements (Lus 2012; Phan and Longman 2004; Park and Noh 2014) . To address this problem, additional constraints are imposed using prior information about the structural parameters. The similarity transformation matrix is obtained by minimizing the discrepancy between stiffness and damping matrices constructed by the prior structural parameters and extracted from the estimated state-space model. Therefore, the accuracy of the prior information about the structural parameters plays an important role in this transformation problem. However, the prior information may differ from the true value of the structural parameter because of modeling errors and variations in the structural parameters over the lifetime of the structure. In addition, the measurement location affects the estimation accuracy. If the measurement location is insensitive to structural parameters, more accurate prior information is required to improve the estimation results.
To deal with this problem, iterative parameter updating is adopted. Once the parameters are estimated, which will be closer to the true value than the prior information, they are regarded as new prior information for the next update. Then the parameter estimation is repeated using a different measurement data set and the new prior information. The authors empirically show that this updating process causes the estimated structural parameters asymptotically to converge to the true value of the structural parameters. The estimation results of the iterative parameter updating are compared with those of one-step parameter updating.
In summary, the authors' contributions are as follows: 1. Developing a new method to estimate element-wise structural parameters by combining spatially incomplete measurements and inaccurate prior information, within a subspace SI framework; 2. Reformulating the conventional expression of subspace SI for structural identification to explicitly represent a rank-deficiency problem and incorporate spatially incomplete measurements; and 3. Developing and validating the iterative parameter updating method to overcome inaccurate prior information and insensitive measurements with respect to structural parameters. The remainder of this paper is organized as follows. The next section briefly introduces the conventional structural parameter estimation method using subspace SI to show its limitations because of which no solution can be found when measurements are spatially incomplete. The third section derives the method to obtain structural parameters using spatially incomplete measurements (i.e., only a few DOFs have measurements) by incorporating the prior information of the structural parameters. Then the iterative parameter updating concept is described to overcome inaccurate prior information and insensitive measurement locations. The proposed method is applied to a numerical simulation study of a 5-story shear building with varying numbers and locations of measured DOFs for different accuracies of prior information. Finally, the last section provides a summary and conclusions.
Subspace SI for Structural Identification with Spatially Complete Measurements
This section describes how to extract structural parameters from a state-space model identified by subspace SI with spatially complete measurements as shown in Figs. 1(a and b) . This process is implemented by finding a similarity transformation matrix in the physical space from the arbitrary space. These methods are developed in related works in different ways (Alvin and Park 1994; Kim and Lynch 2012b; Koh et al. 2008; Phan and Longman 2004) . Alvin and Park transform the estimated system matrices into modal space first. Then the system matrices in modal space are transformed into physical space. Phan developed this method to directly transform estimated system matrices into physical space using a partitioned transformation matrix. In both works, the unknowns (i.e., components of the similarity transformation matrix) are not vectorized. These methods are useful for finding a similarity transformation matrix for the spatially complete measurement case. However, it is hard to apply to the spatially incomplete measurement case and investigate the rank deficiency of the problem. Therefore, in this section, equations are reformulated such that the unknowns have a vector form. In the first subsection, the relationship between the second-order equation of motion and a state-space model is explained. Then conventional subspace SI and its nonuniqueness of estimated system matrices in arbitrary spaces are discussed. The third subsection derives the calculation of the transformation matrix to obtain the estimated system matrices and state vector in physical space. From the derived equations, the rank deficiency of the problem will be discussed with respect to the number of measurements. The second and third subsections show the detailed procedure of Figs. 1(a and b) , respectively.
State-Space Equation Representation of Second-Order Equation of Motion
The structural parameters are extracted from the estimated statespace equation using the relationship between the second-order equation of motion and the state-space equation. The system matrices in the state-space equation are expressed in terms of mass, damping, and stiffness matrices in the second-order equation of motion.
An equation of motion at time t for a linear time-invariant structural system is expressed as
where M, C, K, and u ¼ n × n mass, damping, stiffness matrices of a structure, and an m-dimensional external force vector, respectively; andq,q, and q ¼ n-dimensional acceleration, velocity, and displacement vector, respectively. The n × m matrix B u is the input influence matrix, whose components are unity at forced DOFs and zero at unforced DOFs. A continuous-time state-space equation is as follows:
where A c , B c , C c , and D c = system matrices, while x and y denote a 2n-dimensional state vector and a p-dimensional output vector (measurements), respectively. The dimensions of the system matrices A c , B c , C c , and D c are 2n × 2n, 2n × m, p × 2n, and p × m, respectively. From Eqs. (1) and (2), A c , B c , and x can be represented using M, C, K, q, andq as
where 0 n×m and I n are an n × m zero matrix and an n × n dimensional identity matrix (Chen 1999 
where C d = p × n location matrix for displacement sensors whose components are unity at measured DOFs and zero at unmeasured DOFs. For velocity measurements
where C v = p × n location matrix for velocity sensors. For acceleration measurements
where C a = p × n location matrix for accelerometers.
Conventional Subspace SI in Arbitrary Spaces
Conventional subspace SI methods identify system matricesÂ c , B c ,Ĉ c ,D c , and state vectorx in arbitrary spaces from input vectors u and measured responses y (Katayama 2005; van Overschee and de Moor 1996; Viberg 1995) . At first, input and output Hankel matrix are constructed using u and y:
U ¼ 2 6 6 6 6 6 4
where subscripts k and N = time step and the number of block row and used data, respectively. Then the system matrices and state vector are calculated using two matrix decomposition methods (i.e., LQ decomposition and singular value decomposition), as shown in Fig. 1 (a) (Katayama 2005; van Overschee and de Moor 1996; Verhaegen and Dewilde 1992; Viberg 1995) . However, the estimated system matrices and state vector are defined in an arbitrary space, and they are not unique. This is because the system matrices and state vector set (TÂ c T −1 , TB c ,Ĉ c T −1 ,D c , Tx) with any invertible transformation matrix T can be a solution of Eq. (2) for given u and y. T is called a similarity transformation matrix, which transforms the space of the system matrix and state vector without changing natural frequencies, and a transfer function, or matrix of the system. To extract physical structural parameters from the identified system matrices, the unique transformation matrix T needs to be found, which can convert the system matrices in the arbitrary space into those in the physical space.
Structural Identification in Physical Space with Spatially Complete Measurements
This subsection explains how to obtain the similarity transformation matrix in the case of spatially complete measurements (i.e., measurements at all DOFs) for displacement, velocity, and acceleration to obtain structural parameters in a physical space. Several methods have been developed to obtain the similarity transformation matrix for the spatially complete measurement case (Alvin and Park 1994; Phan and Longman 2004) . However, the equations are reformulated for calculation of the similarity transformation matrix through vectorization. The new formulation makes it easier to understand the rank deficiency of the equations and has proper forms to apply the proposed method introduced in the next section to calculate the transformation matrix with a spatially incomplete data set.
To this end, A c should have the following forms, as shown in the gray boxes in Fig. 1(b) , for displacement, velocity, and acceleration measurements:
ðfor velocity measurementsÞ ð 8bÞ
ðfor acceleration measurementsÞ ð 8cÞ
where E 1 and E 2 ¼ n × n matrices, which are estimated parts for −M −1 K and −M −1 C. If A c and C c satisfy the preceding forms for each measurement case, stiffness and damping matrices can be simply calculated as
assuming that the mass matrix is known. According to Eq. (8), the similarity transformation matrix T needs to satisfy the following conditions:
whereÂ c andĈ c = system matrices estimated by subspace SI. T, A c , andĈ c are further represented as
For displacement measurements, substituting Eqs. (8a) and (11) into Eq. (10) results in
The submatrix ½ 0 I in A c represents the relationship between the time derivative of state vectorẋ and state vector x in the statespace model, and the matrix C c denotes the relationship between the state vector x and output vector y. Since both matrices (also shown in gray boxes in Fig. 2 ) are independent of structural parameters, they need to be strictly satisfied in any case. Given this, equality constraints can be derived using the equations in box (a) at the bottom of Fig. 2 :
Using the Kronecker product ⊗ and a property of the Kronecker product vecðADBÞ ¼ ðB T ⊗ AÞvecD, the unknown matrix T is converted to a vector form (Brewer 1978) . The definition of the Kronecker product ⊗ is given as
where a ij = element of the matrix A in the ith row and jth column. Note that if A and B are m × n and p × q matrices, respectively, the dimension of A ⊗ B is mp × nq. vecD is a vectorized matrix D given as
where d ij = element of matrix D at ith row and jth column. Eq. (13) is expressed with respect to vecT as
The four relationships in Eq. (16) are necessary conditions for T to satisfy. The total number of unknowns is identical to the number of elements in T, which is 4n 2 , while the number of equations is 2n 2 þ 2pn [n 2 , n 2 , pn, and pn from Eqs. (16a)-(16d), respectively]. Therefore, if the measurements are spatially complete (i.e., p is equal to n), then T can be determined uniquely by solving following Eq. (17): 2 6 6 6 6 4
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl ffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl ffl} 
where
It will be shown in the next section that this uniqueness is not true for spatially incomplete data sets.
If the velocity is considered as measurements, T can be calculated using Eq. (8b) 
Other procedures are exactly the same in the case of displacement measurements. In many real-life applications, including structural health monitoring, acceleration measurements are often used as the output of a state-space model because of mature sensor technology and the wide availability of accelerometers (Nair et al. 2006; Nair and Kiremidjian 2007; Nagarajaiah and Basu 2009; Noh et al. 2009 Noh et al. , 2011 Noh et al. , 2012 Noh et al. , 2013 Sohn et al. 2001) . In this case, the transformation matrix needs to satisfy Eq. (8c). Substituting Eqs. (8c) and (11) into Eq. (10) results in
Eq. (19a) is the same as Eq. (12a), so they result in the same equations as the displacement measurements case, which are Eqs. (16a) and (16b). The differences with the displacement measurement case come from Eq. (19b). Since E 1 and E 2 are unknown, Eq. (19b) cannot be directly used to obtain T. From the bottom row of Eq. (19a) 
Substituting Eq. (20) into Eq. (19b) yields
Using the Kronecker product, Eq. (21) is converted to
Then by combining Eqs. (16a), (16b), and (22) 
Structural Parameter Extraction Using Spatially Incomplete Measurements
This section describes how to extract structural parameters from system matrices estimated by subspace SI using spatially incomplete measurements. The similarity transformation matrix is obtained by minimizing the discrepancy between the stiffness and damping matrices constructed by the prior structural parameters and extracted from the estimated state-space model using measurements while satisfying the equality constraint derived in the previous section. The method to extract the physical parameters from the estimated state-space equation using incomplete measurements is derived for displacement, velocity, and acceleration measurement cases in the first subsection. If the measurements are very sensitive to changes in the structural parameters, the estimation results are very accurate with one-step updating. If, however, the sensitivities of the measurement location are low, more accurate prior information is required to improve the estimation results. The iterative model updating concept is employed to overcome insensitive measurements and inaccurate prior information for sequential estimation of the structural parameters in the second subsection. The two subsections show the detailed procedure of Figs. 1(c and d), respectively.
Subspace SI for Structural Identification with Spatially Incomplete Measurements
As mentioned in the previous section, if the measurements are spatially complete (i.e., p is equal to n), T can be determined uniquely by solving equality constraints in Fig. 2(a) . However, if the measurements are spatially incomplete (i.e., p is smaller than n), T cannot be uniquely determined using only the given constraints shown in gray boxes in Figs. 1 and 2 because of a lack of constraints. To address this ill-posed problem, additional constraints are introduced to obtain the unique solution of T by incorporating prior information about the structural parameters. Prior information represents the known baseline properties of structural parameters (e.g., mass, damping ratios and stiffness) in the intact state from initial design parameters, mathematical models, or engineering judgment. The similarity transformation matrix is calculated by finding T that minimizes the discrepancy between the stiffness (K p ) and damping matrices (C p ) constructed by the prior information and the estimated stiffness (K) and damping matrices (C) extracted from the estimated system matrix A c ð¼ TÂ c T −1 Þ in physical space subject to the equality constraints in Fig. 2(a) . As shown in Fig. 2(b) , the bottom row of Eq. (12a) is used, as is its top row. Substituting
If there is no modeling error in the prior model and no measurement error, E 1 and E 2 will be identical to −M −1 K and −M −1 C, respectively, and Eq. (24) is exactly satisfied. However, in practice, because of modeling and measurement errors, it is very difficult to exactly satisfy Eq. (24), which leads to residual errors of
where e 1 and e 2 = residual matrices. Using the Kronecker product, Eq. (25) is converted to vector form as
Eq. (26) is converted to matrix form as 
To obtain the similarity transformation matrix, the T that minimizes the L 2 norm of the residual matrices in Eq. (27) is searched while imposing the strict equality constraints in Eqs. (17), (18), or Eq. (23):
e G e τ subject to 8 > < > :
In other words, the estimated T results in stiffness and damping matrices that are closest to the prior information while satisfying the equality constraints. Therefore, this method yields the system matrices that combine the prior information and measurements. This characteristic is similar to that of the regularization technique in OEE-based methods (Kang et al. 2005; Park et al. 2008) . The solution of Eq. (28) for displacement measurements is obtained by the following linear algebraic equation (Luenberger 1989) :
where λ = Lagrange multiplier. For velocity or acceleration measurements, T is calculated by changing G cd and d d into G cv and d v or G ca and d a , respectively. Since τ is a vector form of T, T is reconstructed from the calculated τ. Through the transformation in Eq. (10a), A c in physical space is computed and the stiffness and damping matrices are estimated using Eq. (9).
Iterative Model Updating for Sequential Parameter Estimation
As shown in the previous subsection, prior information about the structural parameters is used to estimate structural parameters with spatially incomplete measurements. Since the solution of Eq. (28) combines the system matrices from the prior information and the measurements, the accuracy of the estimated structural parameters is influenced by not only the accuracy of the prior information but also the sensitivities of the measurements with respect to the structural parameters. If the measurement locations are sensitive to changes in the structural parameters, the estimation results will be accurate with only one-step parameter estimation. If, however, the sensitivities of the measurement locations are low, the estimation yields inaccurate results. In practice, it is difficult to change the measurement location after sensor installations, and thus more accurate prior information is required for estimation accuracy equivalent to the sensitive locations. To further improve the accuracy of the estimated structural parameters despite inaccurate prior information and insensitive measurements, the prior information is updated iteratively, as are the structural parameters, using data that are sequentially collected and become available. Fig. 3 shows the procedure for updating prior information and structural parameters. Once the parameters are estimated, which will be closer to the true value than the prior information, they are regarded as new prior information for the next update. Then the parameter estimation is repeated using a different measurement data set and the new prior information. At first, the system matrix A 1 c in arbitrary space is identified by conventional subspace SI using U 1 and Y 1 , as shown in Fig. 3(a) . Then the system matrix A 1 c in physical space is estimated usingÂ 1 c and the system matrix A 1 p from prior information. The structural parameters can be extracted from A 1 c . Once the A 1 c are estimated, the estimated system matrix A 1 c will be closer to the true A c than A 1 p . Therefore, A 1 c can be used for prior information for the second estimation (A 2 p ←A 1 c ), as shown in Fig. 3(b) . When this process is repeated, the system matrix A i c and the structural parameters are updated continuously, and the estimated A i c gradually converges to the true A c .
Numerical Validation
The performance of the proposed method is evaluated through numerical simulation studies of a 5-story shear building. Structural parameters are estimated from various numbers and locations of sensors (i.e., accelerometer) and for various degrees of modeling errors in prior information, such as stiffness, mass, and damping properties. The 5-story shear building used in this numerical simulation study is shown in Fig. 4(a) . The building is simplified to a 5-DOF system, as shown in Fig. 4(b) . Flexural rigidity, the mass property of each story, and modal damping ratios are also given in Fig. 4 . The natural frequencies associated with the first five modes are 0.67, 1.82, 2.85, 3.56, and 4.13 Hz. A modal damping model is also used to model the structural dynamics. Generally, the damping ratios increase with the mode number, and it is assumed that the damping ratios are 1, 2, 3, 4, and 5% for Modes 1-5, respectively. Horizontal random excitation at each story of the building is used as an input, which is modeled as a uniform distribution between 10 and −10N, and each story is excited independently. The corresponding acceleration responses are used as outputs. The 5% random proportional noise is added to the measurement responses to simulate measurement noise, whose mean is zero and maximum magnitude is 5% of the magnitude of the response. The sampling rate is 100 Hz, and the measurements are made for 5.0 s. The number of block rows k for the Hankel matrix in Eq. (7) is 50, 55, 62, and 71 for 100, 80, 60, and 40% of measurements, respectively. Theoretically, the number of block rows k should be larger than the order of the state-space model (Kim and Lynch 2012c; van Overschee and de Moor 1996) , which is 10, and the number of rows in the Hankel matrix, [k × ðp þ mÞ], should be smaller than or equal to the number of columns (N) (van Overschee and de Moor 1996; . Since a larger number of the rows in the Hankel matrix yields more accurate estimation result , k are chosen as the maximum numbers among the candidate sizes, as shown earlier. To simulate changes in structural parameters (i.e., inaccuracy in the prior pristine state model), two structural damage scenarios are introduced by reducing 30% of the flexural rigidity at the first and third stories.
To evaluate the accuracy of the estimation, the flexural rigidity of each story is calculated from the estimated stiffness matrix ) and compared with the true values. To quantify the estimation accuracy, the normalized estimation error is defined as
where k est and k exact = estimated flexural rigidity and exact flexural rigidity, respectively. Thus, ε represents how accurate the estimation is compared to the true value. The first subsection evaluates the estimation accuracy with various numbers and locations of sensors by one-step updating. The variation of the estimation accuracy is analyzed through sensitivity analysis. The performance of iterative parameters is shown in the second subsection. To investigate how sensitive the accuracy of the prior information is to the estimation results, the structural parameters are identified with different accuracies of the prior mass and damping ratios in the last subsection.
Estimation Results with Various Numbers and Locations of Sensors: One-Step Parameter Updating
This subsection considers the case where all, 80, 60, and 40% of measurements are available (i.e., five, four, three, and two out of five sensor data). All refers to spatially complete measurements, and its result is used as a reference to compare with spatially incomplete measurement cases. Two damage scenarios (DS 1 and DS 2 ) are simulated by a 30% stiffness reduction at the first and third stories, respectively, and corresponding flexural rigidities are given in Table 1 . To investigate the statistical characteristics of the structural parameters, a Monte Carlo simulation (MCS) is performed 100 times with different load histories and measured responses. The structural parameter values at the initial intact state are used as the prior information for all cases.
Complete Measurement Case (Five DOFs)
The structural parameters are estimated with spatially complete measurements by one-step updating, and the variations of the estimation accuracy are evaluated to compare with incomplete measurement cases. Fig. 5 shows box plots of the flexural rigidity identification results for DS 1 and DS 2 . In the box plot, the bottom, top, and middle lines of each box correspond respectively to the 25th, 75th, and 50th percentiles. Thus, the size of the box indicates the degree of dispersion. The horizontal and vertical axes in Fig. 5 represent the story number and the normalized flexural rigidity with respect to that of the intact state, respectively. For DS 1 , the identified flexural rigidity of the first-story member is close to the true value (i.e., 0.7) and those of the other stories are close to 1.0, as shown in Fig. 5(a) . In addition, for DS 2 in Fig. 5(b) , the identified flexural rigidity of the third-story member is close to the true value (i.e., 0.7) and those of the other stories are close to 1.0. To evaluate the accuracy and stability of the estimation, the mean [ε ¼ μðεÞ] and standard deviation [σðεÞ] of the estimation errors (ε) in Eq. (30) obtained by 100 MCSs are calculated for DS 1 and DS 2 . When the damage is located on the first story (DS 1 ), the mean of the estimation error (ε) and the standard deviation [σðεÞ] of ε are 0.0050 and 0.0028, respectively. For DS 2 ,ε and σðεÞ are 0.0043 and 0.0020, respectively. For both damage scenarios, the estimation errors and the standard deviation are very small, which means that the estimations are accurate and stable. 
Eighty Percent Partial Measurement Case (Four DOFs)
The structural parameters are estimated with 80% incomplete measurements by one-step updating, and the variations of the estimation accuracy are evaluated. If four sensor data are available, there are five different combinations (Cases I-V) of sensor locations, as shown in Table 2 . Fig. 6 shows box plots of the flexural rigidity identification results for DS 1 with five sensor locations. Mean [ε ¼ μðεÞ] and standard deviation [σðεÞ] of the estimation errors (ε) obtained by 100 MCSs are calculated for each case, as shown in Table 2 . When the damage is located on the first story (DS 1 ), Cases I, II, and III yield 0.51, 0.49, and 0.50% for the mean of the estimation error (ε), respectively. The standard deviation [σðεÞ] of ε for such cases is 0.0028, 0.0026, and 0.0032, respectively. In these cases, the identified flexural rigidities are close to those of the complete measurement case. In Cases IV and V,ε increases to 4.93 and 6.52%, respectively, and σðεÞ is 0.0091 and 0.0145, respectively. The sensitivities of each DOF result in different accuracies of the estimation results for various measurement cases. The details will be discussed later in this subsection. When the third story is damaged (DS 2 ), Case I yields very accurate results, whereε is 0.43%. In this case, the identified flexural rigidities are close to those of the complete measurement case. For Cases II, III, IV, and V,ε increases to 3.01, 4.87, 6.74, and 8.45%. The standard deviation [σðεÞ] of the five cases is 0.0021, 0.0034, 0.0082, 0.0081, and 0.0120. Fig. 7 shows box plots of the flexural rigidity identification results for DS 2 with five sensor locations. Even though measurements from one location are missing and the prior information is different from the true structural state with damage, the averageε values are very low for both damage scenarios, 2.59 and 4.70%, respectively. The maximum σðεÞ for both damage scenarios is 0.0145, which means the estimation results are reliable.
To further investigate the influence of sensor location on parameter estimation accuracy, a sensitivity analysis is performed. Table 3 shows the sensitivities of the ith mode shape (ϕ i ) with respect to the jth flexural rigidity (k j ), for i ¼ 1; 2; : : : ; 5 and j ¼ 1 and 3. The sensitivities are calculated using a finite-difference method, given as
where Δk j ¼ k j =10 10 . If ∂ϕ l =∂k j is large, then the lth DOF is sensitive to structural changes in the jth flexural rigidity. To consider the contribution of each mode, the modal coordinates (q j ) and their time average are calculated as Table 3 andq n :
The calculated ∂φ=∂k 1 and ∂φ=∂k 3 are ½7.29 8.17 7.07 4.82 2.25 × 10 −11 and ½ 8.61 8.67 8.01 7.79 6.28 × 10 −11 , respectively.
For DS 1 , the sensitivities of the first three DOFs (½ 7.29 8.17 7.07 × 10 −11 ) are higher than those of the other DOFs (½ 4.82 2.25 × 10 −11 ). Thus, the sensor location cases that include measurements at the first three DOFs are more likely to have greater accuracy than others. This is well aligned with the numerical simulation results. The estimation errorε of the sensor location Cases I, II, and III are 0.0051, 0.0049, 0.0050, respectively, and those of the sensor location Cases IV and V are 0.0493 and 0.0845, respectively. Therefore, the sensor location Cases I, II, and III yield more accurate results than the other cases. For DS 2 , since the first four DOFs have larger sensitivities than the other, Case I yields more accurate results than the other cases, even though the damage occurs on the third-story member, which also matches the results. These results imply that the DOFs with higher sensitivities provide more useful information for the detection of structural changes.
Sixty Percent Partial Measurement Case (Three DOFs)
The structural parameters are estimated with 60% incomplete measurements by one-step updating, and the variations of the estimation accuracy are evaluated as similar to the previous subsection. When 60% of measurements are available (three out of five DOFs), there are 10 combinations (Cases I-X) of sensor locations (Table 4) . The same damage scenarios as were used previously (DS 1 and DS 2 ) are used.
For DS 1 , sensor location Cases I, II, and III yieldε values of 0.56, 0.66, and 0.65%, respectively. All these cases involve acceleration measurements from the first and second stories (first and second DOFs), which have high sensitivities to the damage in the first-story member. In the other cases, the estimation errors range from 5 to 9%. Fig. 8 makes clear that the structural parameters are well estimated even when the measurement error is around 5 and only 60% of DOFs are measured. Fig. 9 shows the parameter estimation results for DS 2 . For sensor location Cases I-VII, the normalized flexural rigidities of the damaged member (third story) are estimated to be approximately 0.8, whereas those of the undamaged members (first, second, fourth, and fifth story) range from 0.9 to 1.1.ε values for the aforementioned measurement cases (Cases I-VII) range from 5.5 to 8.0% (Table 4) . In Case X, the flexural rigidities of the damaged member are estimated to be approximately 0.9, while those of the first-and second-story members are estimated to be approximately 0.85 and 0.9, respectively. Thus, it is hard to distinguish the member that has changed (damaged) from the others. This is because Case X includes the fourth and fifth DOFs, which have the lowest sensitivities with respect to the flexural rigidity of the thirdstory member. The averageε values are 5.05 and 8.46% for damage Scenarios I and II, respectively, which is slightly larger than that of the 80% partial measurement case (2.59 and 4.70%) owing to more severely lacking data.
Forty Percent Partial Measurement Case (Two DOFs)
The structural parameters are estimated with 40% incomplete measurements by one-step updating, and the variations of the estimation accuracy are evaluated. When only 40% of DOFs are available for analysis (2 out of 5 DOFs), 10 combinations (Case I-X) of sensor locations are available (Table 5 ). The flexural rigidities and the estimation errors are obtained using the same procedure as in the previous two measurement cases.
In DS 1 , since Case I includes first and second DOFs that have high sensitivities with respect to the flexural rigidity of the first story, it results in the smallest estimation error (0.61%). On the other hand, Case X includes the least sensitive DOFs and results in the largest estimation error (10.62%). Fig. 10 shows that the structural parameters are well estimated in general. The average ofε is 8.10%. The averageε is slightly larger than that of 80 and 60% partial measurement cases. Based on these averageε values for different levels of partial measurements (2.59, 5.05, and 8.10%, respectively), it can be concluded that as the number of available DOFs for measurements decreases, the structural parameter estimation becomes less accurate.
For DS 2 , the overall identification results are shown in Fig. 11 . The averageε value increases to 11.4% compared with that of 80 and 60% partial measurements (4.70 and 8.46%, respectively). It is hard to determine which members are damaged in all the sensor location cases except Cases I, III, IV, and VII. In this damage scenario, more than 60% measurements are required for 90% estimation accuracy by one-step parameter updating.
Iterative Parameter Updating
This subsection shows the iterative parameter updating results for sequentially available data. As shown in the previous subsection, in certain measurement cases, the estimated structural parameters are not accurate enough to distinguish the damage location. This is because of the lower sensitivity of the measurement DOFs with respect to the damage location or lack of data. To deal with this problem, the prior information is updated repeatedly, so that more accurate parameter information can be obtained. Owing to space limitations, two measurement cases for DS 1 are chosen, Case I (one of the best estimation cases) and Case IV (one of the worst estimation cases). For DS 2 , Cases IV and VIII are chosen for comparison of the estimation results of one-step updating and iterative parameter updating. Figs. 12(a and b) ], both onestep and iterative updating estimations yield similar results. This is because the measured DOFs in Case I have high sensitivities to the flexural rigidity of the first story and the estimation results are already very accurate. However, in Case IV [Figs. 12(c and d) ], the average value of the estimated flexural rigidity of the damaged member (first story) without prior model updating is approximately 0.8, while the true value is 0.7. From Fig. 12(d) it can be seen that the estimated parameters become more accurate as the iteration progresses. Fig. 13 shows the variation of the estimated flexural rigidities with respect to the iteration steps by iterative parameter updating. The horizontal axis represents the iteration step. The convergence criterion is selected as 2% of the estimation error in Eq. (30). In Case I, the flexural rigidity of the first story (damaged member) converges to around 0.7 in the first step, while those of the other stories are estimated to be around 1.0 from the beginning. In Case IV, the flexural rigidity of the first story converges at the second step. Figs. 14(a and b) also show that the estimated flexural rigidities approach the true value as the iteration progresses. As shown in Fig. 14(c) and Table 5 , Case VIII for DS 2 and 40% measurement yields 14.22% of the estimation error (ε), so that it is hard to figure out the location and the extent of the damage. However, the estimation results are improved by using prior model updating. It is clear that the location and the extent of the damage are third story and 30%, respectively, from Fig. 14(d) . Fig. 15 shows the variation of the estimated flexural rigidities with respect to the iteration steps by iterative parameter updating. Because of the sensitivities and the lack of measurements, it takes more iteration steps to converge to the true values compared with Fig. 13 , which are 8 steps for Case IV and 12 steps for Case VIII. The flexural rigidities of the undamaged members decrease together at the first step and converge to 1.0. Nevertheless, the identification results are significantly improved compared with those of one-step updating.
To compare the one-step and iterative updating with the same amount of data, additional experiments are conducted. Fig. 16 compares the estimated flexural rigidities by two approaches, onestep updating and iterative updating, for DS 2 with 40% measurements (Cases IV and VIII). The data lengths of the two cases are 500.0 s (i.e., 100 sets). To avoid probabilistic uncertainties, the measurement noise is set to zero. The estimation errors with iterative updating are 0.0% for both cases, whereas with one-step updating they are 6.1 and 11.5% for Cases IV and VIII, respectively, as shown in Fig. 16 . Note that the estimation errors are not zero, even though the measurements are noise-free and their length is 500.0 s, when the one-step updating is used. This implies that the longer measurement data help to reduce the measurement noise (Katayama 2005; van Overschee and de Moor 1996; Viberg 1995; ), but it is not a dominant factor for the estimation accuracies in this method. Fig. 17 shows the variation of the estimated flexural rigidities with respect to the iteration steps by iterative updating for the same damage scenario and measurement cases. In the earlier steps of Fig. 17(b) , the damage information on the third story is smeared to the first, second, and fourth stories. However, the estimated flexural rigidities perfectly converge to the actual value after the 20th step.
This iterative updating process can be considered a solutionfinding process in nonlinear optimization problems. Since structural parameter estimation is known as a nonlinear optimization problem (Hjelmstad et al. 1995; Hjelmstad and Shin 1996; Kang et al. 2005; Park et al. 2008) , it is difficult to find the optimal solution in only one step. If the measurements are very sensitive to changes in the structural parameters (e.g., Case I for DS 1 with . If the sensitivities of the measurement location are low (e.g., Cases V-X for DS 2 with 40% partial measurements), more accurate prior information is required to improve the estimation results. Iterative updating should be used to obtain more accurate prior information.
The other important reason to use iterative parameter updating is computational cost for subspace SI. To apply this method to structural health monitoring, computing time is a very important issue. Subspace SI includes two decomposition methods to estimate system matrices, LQ and singular value decomposition. The data size N in Eq. (7) is relevant to LQ decomposition (Katayama 2005; . In LQ decomposition, the computing time Step 1
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Step 100 the damping ratios is important for a specific application, the weighting ratio between stiffness and damping terms in Eq. (28) can be adjusted to incorporate the importance of different terms in optimization. Since ε K and ε have a positive correlation, the prior information on flexural rigidities affects the estimations of flexural rigidities. However, the modeling error of the prior flexural rigidities can be handled using iterative updating, as shown in the previous subsection. As the iteration progresses, the estimated flexural rigidities converge to the true value even with 40% incomplete measurements. Fig. 18(a) shows that ε M is strongly correlated to ε, because the stiffness matrix is calculated by multiplying the prior mass matrix and E 1 in Eq. (9). In this paper, the mass matrix is not estimated and updated throughout the process (i.e., the same prior mass matrix is used throughout an iteration step). Therefore, if there is an error in the mass matrix, the estimated flexural rigidities will not improve with more iteration steps. However, for damage detection purposes, relative changes in the estimated flexural rigidities are more important than their absolute values. Thus, the flexural rigidities for an intact state can be calculated using an inaccurate mass matrix as the baseline value.
To simulate the modeling error in the mass matrix, the mass properties are perturbed about AE10% from their original values, as shown in Table 6 , and the perturbed mass properties are used as prior information. Fig. 19 shows the parameter identification results for the intact state using 80% measurements; thus, the true parameters should be around 1.0. However, the estimated parameters in Fig. 19 vary between 0.9 and 1.25 because of the modeling errors in the mass properties. These estimated flexural rigidities are considered baseline values for the intact state and are used for normalization in the subsequent analysis. Fig. 20 presents the parameter identification results for DS 1 using 80% measurements with perturbed mass properties. The vertical axis in Fig. 20 represents the flexural rigidities normalized with the updated baseline values from Fig. 19 . From Fig. 20 , the location and the extent of the damaged members can be distinguished from undamaged members. Although the prior model may provide inaccurate information of mass properties, structural changes are detected with more than 90% accuracy.
Conclusion
A new method is introduced to estimate element-wise structural parameters using spatially incomplete measurements based on a subspace SI framework. Initially, subspace SI is used to identify system matrices and state vectors of a state-space model, which represents structural dynamics. To estimate structural parameters, such as stiffness and damping matrices, it is necessary to transform these system matrices in an arbitrary space to physical space. This problem involves finding a similarity transformation matrix, which requires measurements from all DOFs. In practice, owing to limitations of instrumentation, costs, or computation, it is difficult to obtain measurements from a complete set of DOFs. When spatially partial data are available, finding the similarity transformation becomes a rank-deficient problem. To overcome the rank deficiency, additional constraints are imposed using prior information, such as an existing FE model or known design parameters that provide stiffness and damping matrices, and then the model is updated using measured data. In essence, a similarity transformation matrix is searched, which minimizes the difference between the system equations derived from prior information and those from measurements. This new method to compute the similarity transformation matrix with incomplete measurements is developed for displacement, velocity, and acceleration measurements. Through the similarity transformation, the structural parameters are estimated. These structural parameters can be used to calibrate the structural model and structural health monitoring. To validate the method, numerical case studies are investigated using a 5-story shear building model with varying sensor locations, amount of available data, and accuracy of prior information. It is assumed that the stiffness and damping matrices in the initial intact state are available from a prior model, and then the structural parameters are updated using a new set of data, after damage has been introduced. Once the structural parameters are estimated, they can be used as prior information for the next round of updating. Despite measurement and modeling errors (i.e., inaccuracy of prior information), the proposed method reliably identified stiffness matrix and flexural rigidities. As the number of measured DOFs decreased, the estimation accuracy decreased. If DOFs that have large sensitivities with respect to the damaged member are chosen, improved identification results can be obtained using the same number of sensors. When DOFs insensitive to a damaged member are selected, the identification results can be improved by iterative model updating. Although the number of iteration steps depends on the sensitivity of the used DOFs, the estimated parameters finally converge to the true values. The effect of the modeling errors in prior information is also investigated. The effect of the prior damping ratio error is insignificant, and those of the prior flexural rigidity and mass error can be overcome by iterative parameter updating and baseline flexural rigidity updating, respectively.
In future research, experimental verification will be performed and a rigorous parameter updating method based on probabilistic approaches will be studied. This study will further enhance the practicality of subspace SI for detailed element-level structural health monitoring, such as damage localization and quantification. 
