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Resumen
Teniendo en cuenta la importancia que se le ha otorgado a los actos del habla en el estudio de la
comunicación entre humanos, este artículo considera algunos enfoques propuestos para el uso de
estos actos en la comunicación entre agentes computacionales. El aporte principal de este trabajo
es una propuesta basada en programación lógica rebatible que posibilita un uso consistente de
dichos actos durante el desempeño del agente. También se hacen algunas consideraciones sobre la
manera en que se pueden estructurar conversaciones tales que permitan una adecuada interacción
de los agentes.
1. Introducción
El estudio del lenguaje natural usualmente asume una división del campo en tres áreas: sintaxis,
semántica y pragmática. La sintaxis es el estudio de las expresiones visibles del lenguaje, las palabras,
y las reglas que establecen cómo estas palabras se emplean para crear expresiones bien formadas. Por
su parte la semántica y la pragmática se combinan para determinar cual es el significado otorgado a
las expresiones del lenguaje. La semántica frecuentemente es considerada como el verdadero núcleo
de condiciones de la sentencia: condiciones bajo las cuales la sentencia, o la proposición que expresa,
es verdadera. La semántica de una expresión, por lo tanto, define su significado literal - el aspecto
del signficado de la expresión que es común a través de todo contexto de uso. La pragmática por
otro lado, está relacionada con aquel aspecto del significado que surge desde contextos específicos de
uso, y cómo este contexto contribuye tanto al significado total como a los efectos de una frase. Aquí,
“contexto” se refiere a las circunstancias relevantes en las cuales un acto comunicativo específico
ocurre, tales como el discurso previo, el entorno físico, el entorno social, propiedades del orador y del
oyente, suposiciones compartidas, objetivos retóricos y comunicativos de los participantes, etc. Así,
la pragmática considera factores más allá de las condiciones estáticas de verdad especificadas por una
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semántica particular - los factores que determinan aquellos aspectos de la interpretación del lenguaje
natural que dependen de un entorno comunicativo particular.
Un subcampo destacado dentro de la pragmática es la teoría de los actos del habla (en inglés speech
acts). Una parte importante de la interpretación pragmática de un enunciado en lenguaje natural es la
determinación de cual es el acto del habla (o acto ilocucionario, como se explica más adelante) usado
en una expresión determinada. Por ejemplo la frase: “Hace frío en esta habitación”, tiene un análisis
sintáctico y un significado literal, o semántico, que se mantienen a través de todos los usos posibles.
Digamos que la temperatura de la habitación es baja de acuerdo al criterio del orador. Sin embargo
el acto del habla que el orador intenta realizar al usar esta frase depende del contexto en el que fue
enunciada. La sentencia pudo ser usada para establecer un hecho, para requerirle al oyente que cierre
la ventana, para que el oyente no entre en la habitación, o para otra clase de propósito. En efecto las
frases en lenguaje natural son usadas frecuentemente y de manera conciente, para varios propósitos al
mismo tiempo. Cada tipo de meta que el orador persigue con un enunciado particular se corresponde,
de alguna manera, con el tipo de acto del habla elegido para ese enunciado. Por este motivo, hay actos
del habla para informar, para hacer un requerimiento, etc.
La comunicación también es una pieza clave ha ser considerada durante el diseño de agentes
artificiales que se desempeñan en un entorno que incluye a otros agentes. Para su implementación,
es necesario contar con ciertas capacidades como las que se pueden conseguir con una arquitectura
BDI(por sus siglas en inglés Belief-Desire-Intention) [4], [12], [11] y [13]. En párrafos anteriores
quedó expresada la importancia de capacidades como las intenciones, ya que por ejemplo determinan
el tipo correcto de acto del habla a usar de acuerdo a lo que el agente persigue. Las acciones generadas
a partir de la relación entre los objetivos y las creencias incluyen actos comunicativos mediante los
que se irá modelando el comportamiento esperado de los agentes. En este artículo, las diferentes
propuestas consideradas asumirán en general un modelo de agente BDI.
Los actos del habla son denominados actos comunicativos por Sadek [14] y la misma denomi-
nación fue adoptada por FIPA3. Nosotros usaremos ambas denominaciones indistintamente. En todos
estos contextos un acto comunicativo es toda acción realizada por un agente con la intención de que
sea percibida por (al menos) otro agente.
Se espera que los actos comunicativos sean planeados y realizados por un lado y reconocidos y
consumidos por el otro. Los elementos que componen este modelo de acto comunicativo se determi-
nan en base a estas funcionalidades, las cuales corresponden al emisor y al receptor del acto. Como
es de esperar en toda acción racional, debe haber un motivo por el cual se selecciona un acto comu-
nicativo particular y también determinadas condiciones requeridas para poder planificar el acto. El
primero es denominado efecto perlocucionario (en inglés Perlocutionary Efect o PE) y las segundas
precondiciones de factibilidad (en inglés Feasibility Preconditions o FPs). En la sección 3 se verá un
ejemplo donde se especifican estos términos.
En 1996 se promovió la creación de FIPA (Foundation for Intelligent Physical Agents), una aso-
ciación internacional sin fines de lucro que agrupa companías y organizaciones que aúnan esfuerzos
para producir especificaciones estándar para la tecnología de agentes. Cuenta con un consejo principal
encargado de aprobar las reglamentaciones y comités técnicos que realizan propuestas y verifican la
compatibilidad de las distintas reglamentaciones. El primer conjunto de especificaciones fue publi-
cado en 1997 y a fines de 2002 FIPA presentó su propuesta definitiva. El principal objetivo es lograr
una adecuada interoperatibilidad, por esa razón se concentra en el comportamiento externo de los
componentes de los sistemas, dejando abierto los detalles de implementación y la arquitectura interna
de los mismos. El estándar de FIPA adopta el paradigma de agente y define el modelo de referencia
de las plataformas de agentes y los servicios que éstas deben proveer. La colección de estos servicios
3En FIPA Communicative Act Library Specification. www.fipa.org/specs/fipa00037
y sus interfaces estándar, representan las reglas normativas que permiten a toda sociedad de agentes
existente, operar y poder ser administrada.
Considerando que los agentes son sociales y que necesitan comunicarse, el Lenguaje de Comunica-
ción de Agentes (en inglés Agents Communication Language o ACL) es uno de los principales logros
del estándar FIPA. El ACL de FIPA está basado en la teoría de los actos del habla como así también en
los principales requerimientos y suposiciones del paradigma de agentes. FIPA estableció una extensa
biblioteca de 22 actos comunicativos que permiten materializar diferentes intenciones relacionadas
con la comunicación. Más adelante se analiza la aproximación que FIPA toma para algunos de estos
actos. FIPA también define la estructura de los mensajes, asignando entradas para la especificación
del destinatario y para el emisor, para el contenido propiamente dicho y propiedades específicas nece-
sarias como el lenguaje empleado para el contenido. Otra información muy importante es la destinada
a mantener conversaciones y protocolos. Por estas razones el estándar de FIPA ha sido ampliamente
adoptado por la comunidad que emplea agentes y en este trabajo (ver sección 3) analizaremos la
perspectiva que FIPA adopta para algunos actos particulares.
Si bien FIPA establece normativas sobre la semántica de los actos comunicativos nada se establece
sobre su uso en aplicaciones concretas. Nuestra propuesta en este sentido es usar programación lógica
rebatible ( en inglés Defeasible Logic Programming o DeLP), una extensión de la programación
lógica, donde se admiten clausulas expresadas como implicación rebatible. DeLP posee características
asociadas con el razonamiento de sentido común, permitiendo la representación y uso de información
incompleta e inconsistente. En la sección 4 se brindan más detalles sobre DeLP.
Previamente hemos planteado que la generación de actos del habla depende de las circunstancias
particulares en las que se usan, es decir, la pragmática del lenguaje. Por este motivo consideramos los
ejemplos de este trabajo en torno a un problema específico: un sistema multiagente donde los agentes
deben colaborar para informar accesos no autorizados sobre una LAN [9]. Este sistema se construye
sobre la base de una arquitectura propuesta especialmente para ubicar a los agentes en determina-
dos nodos que componen una red. Los agentes están dispuestos en una arquitectura jerárquica de
cuatro niveles [6] denominada JIDS (Java Intrusion Detection System) para la detección de intrusos
que intentan hacer uso indebido de los recursos de un nodo individual y/o una red de computadoras
completa.
Los agentes de los niveles más bajos (nivel 1) reportan las novedades que hayan detectado al
correspondiente “jefe” designado en el nivel superior. Cada uno de los agentes del nivel 1 se especia-
liza en detectar un tipo de ataque, pero también comparte información con otros agentes de su mismo
nivel y analiza los datos que le llegan. Resulta interesante considerar las diferentes situaciones de
comunicación que aquí pueden darse.
La organización del resto del artículo es la siguiente: la sección 2 repasa los orígenes y princi-
pales características de los actos del habla y también un enfoque desde la perspectiva de inteligencia
artificial. Luego, en la sección 3 se brinda una síntesis del tratamiento que FIPA da a los actos del
habla. Una propuesta para determinar el acto del habla más adecuado según las circunstancias parti-
culares se plantea en la sección 4. Allí también se presentan algunas consideraciones generales para
el tratamiento de los actos del habla en conversaciones. Finalmente en la última sección se resumen
las principales ideas del trabajo.
2. Los actos del habla
Los actos comunicativos tienen su origen en la teoría de los actos del habla [3] a comienzo de
los años 60. A partir de allí se produce un cambio en la manera de analizar los enunciados emplea-
dos en la comunicación. Hasta entonces, solamente se rescató la valoración lógica (como correctas o
incorrectas) que pudiera hacerse sobre las frases, reflejando con estas posiciones el pensamiento posi-
tivista propio de la época. Austin en cambio, resalta la importancia de ampliar el análisis del lenguaje
hacia un universo mucho más amplio: el lenguaje cotidiano, es decir, rescatar el valor pragmático de
las frases que la gente común usa a diario. Una pregunta, una promesa o una orden tienen sentido más
allá de clasificarlas como verdaderas o falsas; son exitosas en la medida que consiguen las intenciones
del orador.
El oyente podrá interpretar adecuadamente una frase en la medida que entienda que el orador
pretende lograr algo con esa frase, la cual forma parte de un plan que tiene quien la dijo. Es decir con-
viene concentrarse en entender “porqué” se usó una frase, más que analizar la secuencia de palabras
que la conforman ya que las palabras sueltas no pueden asociarse con un plan [5].
Surge así una nueva percepción del lenguaje como acción. Cuando un juez dicta sentencia en la
corte y dice: “Culpable", se produce un cambio en el mundo real tan concreto como el producido por
cualquier acción física.
Se pueden reconocer en la propuesta austiniana dos ejes fundamentales: a) la consideración del
lenguaje operando sobre lo real, lo concreto (no lo simbólico) y b) una nueva percepción del éxito de
un enunciado en función de llegar a satisfacer las intenciones que le dieron origen. En la teoría de los
actos del habla se identifican tres actos o dimensiones para cada enunciado:
el acto de emitir los sonidos correspondientes al vocabulario usado, el acto locutorio.
el acto ilocutorio que se lleva a cabo cuando se dice algo: prometer, afirmar, amenazar, y
el acto perlocutorio que se produce como consecuencia de decir algo: intimidar, asombrar,
convencer, ofender.
La realización exitosa de un enunciado ejecutivo (en inglés performative) requiere satisfacer cier-
tas condiciones relativas a las circunstancias y personas involucradas, las que deben participar del
procedimiento completo y de una manera sincera (sin actuar). Estas condiciones fueron refinadas por
John Rogers Searle a fin de establecer el contexto más propicio para lograr los resultados esperados.
Existen distintos enfoques desde la Inteligencia Artificial que buscan sistematizar el empleo de
los actos del habla para coordinar el funcionamiento de los agentes. En general, estos enfoques dan
mucha relevancia al contexto y las condiciones generales que deben cumplir los participantes, parti-
cularmente las creencias y metas que tienen.
La propuesta de Cohen y Perrault [7] es genérica y considera la elaboración de planes donde se
integran tanto acciones físicas como acciones lingüísticas. Siguiendo una notación tipo STRIPS, los
autores caracterizan las acciones involucradas de acuerdo a las precondiciones y poscondiciones pro-
pias de cada tipo de operador. En la vida diaria las personas suelen construir, ejecutar, simular y
depurar planes como así también determinar los planes de otras personas en base a su comportamien-
to. Es decir que por un lado es necesario que el orador escoja un plan adecuado a las circunstancias y
por el otro, que el oyente sea capaz de identificarlo.
Por ejemplo, el operador INFORM requiere que el orador informe solamente aquellas proposicio-
nes que sean parte de sus creencias. Como resultado, el oyente modifica su estado mental tomando
conocimiento 4 que el orador cree el contenido del mensaje. Para que el oyente incorpore efectivamen-
te la creencia sobre la información comunicada se requiere un plan en donde además del INFORM
también se tenga un acto CONVINCE cuyos requisitos coinciden con los efectos del primer acto (ver
figura 1). En esta figura, las flechas hacia abajo representan los requisitos y las flechas hacia arriba los
efectos de las acciones. El orador es S y el oyente H. La proposición es Prop.
De este modo el deseo inicial del orador se alcanza cuando finaliza el plan y el oyente llega a creer la
proposición.
4Técnicamente incorporando la creencia.
INFORM(S, H, Prop)
efecto






CONVINCE (S, H, Prop)
Figura 1: Plan para modificar las creencias del oyente
3. El modelo de los actos comunicativos según FIPA
Para comenzar a describir el tratamiento de los actos comunicativos en FIPA, consideremos un
agente agi genérico con algún deseo G y alguna intención I. Si como parte de la realización de I, el
agente determina que debe enviar uno o varios mensajes a otro agente agj , lo primero que debe hacer
es determinar cuales serán los mensajes correctos para la situación actual.
Ejemplo 1 Supongamos que agi quiere informar que ha dectado un requerimiento de acceso a la
red proveniente de un sistema X, desconocido para el sistema multiagente. ( G = “Informar acceso
sospechoso”). Para eso, como primer paso, debe notificar al correspondiente agente de nivel superior.
( G’ = “Informar al jefe un acceso sospechoso” ) y para eso debe enviar un mensaje a agj informando
la situación. ( I = “Informar a agj sobre un acceso sospechoso desde X” ). Realmente sería un
comportamiento equivocado si le pregunta “¿Cuál es el actual nivel de sospecha?”, ya que desde la
perspectiva de agi, la respuesta de agj , no le ayudará a cumplir su objetivo G’. Continuando con el
ejemplo, si agi actúa más racionalmente, puede generar un mensaje del tipo INFORM destinado a
agj , cuyo contenido sea: “Acceso sospechoso desde X”. De esta forma espera satisfacer su intención
I y así cumplir su deseo G’.
Para llegar al mensaje correcto, agi debe pensar que agj está en condiciones de interpretar el
mensaje y proceder racionalmente. agi puede razonar que el efecto de informar a agj es que éste
llegue a creer el contenido del mensaje. Sin embargo, una vez enviado el mensaje, realmente ¿puede
agi asumir que en algún momento sabrá si agj incorporó el contenido como un hecho?. En realidad
agi puede asumir que agj sabe que él lo sabe y que agj sabe que agi lo hizo para que incorpore la
propuesta como una creencia. Por el sólo hecho de haber informado una proposición, agi no puede
asumir que agj creerá la proposición, ya que agj es independiente y puede estar, por ejemplo, ocupado
con otras cosas.
Se presenta a continuación una descripción más detallada de dos ejemplos de actos comunicativos
descriptos con el enfoque de FIPA.
3.1. El acto comunicativo INFORM
Mediante este acto comunicativo el emisor informa al receptor que una proposición particular es
verdadera. Usar un INFORM indica que el agente emisor:
Sostiene que una proposición es verdadera.
Intenta que el agente receptor también llegue a creer que la proposición es verdadera.
Cree que el receptor no tiene conocimiento sobre la veracidad de la proposición.
Las dos primeras propiedades son directas: el agente emisor es sincero y ha generado la intención de
que el receptor conozca la proposición.
La última propiedad se relaciona con la sanidad (en inglés soundness) semántica del acto comuni-
cativo. Si un agente ya sabe que se observa un determinado estado del mundo (por ejemplo que el
receptor ya conoce la proposición p), no puede racionalmente adoptar la intención de alcanzar aquel
estado del mundo, es decir, que el receptor llegue a conocer p como resultado del acto inform. En
realidad esta propiedad no es tan estricta como parece. El emisor no tiene la obligación de verificar
si el receptor conoce p. Sólo requiere que, en el caso que el emisor previamente conozca el estado de
creencias del receptor, no debiera adoptar la intención de decirle al receptor algo que éste ya conoce.
Desde el punto de vista del receptor, recibir un mensaje inform lo habilita a creer que:
El emisor cree la proposición que es el contenido del mensaje.
El emisor desea que el receptor también crea la proposición.
Si el receptor adopta o no la proposición como una creencia, dependerá de la confianza que el receptor
tenga en la sinceridad y confiabilidad del emisor.
FIPA ha resuelto usar el lenguaje formal SL (Semantic Language) 5 para especificar el conteni-
do de los mensajes. Esta sintáxis y su semántica asociada son usadas para especificar el contenido
de los mensajes como así también la definición de la semántica del lenguaje FIPA ACL. El modelo
mental de un agente está basado en la representación de tres actitudes primitivas: Bieliefs (creencias),
Uncertainty (incertidumbre) y Choice (en algún sentido Goal (meta)). Estas actitudes son formaliza-
das mediante los operadores modales B, U , C. Las fórmulas que usan estos operadores se leen como:
Bip quiere decir que i (implícitamente) cree p.
Uip quiere decir que i tiene incertidumbre acerca de p, pero piensa que p es más probable que
¬p.
Cip quiere decir que i desea que p efectivamente se cumpla.
Para simplificar la notación usaremos Bifip como equivalente a Bip ∨Bi¬p
Formalmente el acto comunicativo inform puede describirse del siguiente modo: 〈i, inform(j, φ)〉 6
Feasibility preconditions FP: Biφ ∧ ¬Bi(Bifjφ ∨ Uifjφ)
Perlocutionary efect PE: Bjφ
Las fórmulas como PGip y Iip se entiende que significan “i tiene a p como una meta persistente” e
“i tiene la intención de conseguir p” respectivamente.
5En www.fipa.org/specs/fipa0008 se especifíca la gramática completa del lenguaje
6Donde φ denota un esquema para cualquier proposición
Ejemplo 2 La situación descripta en Ejemplo 1, se muestra ahora usando los operadores mo-
dales recientemente introducidos. El hecho que la dirección IP del sistema X sea desconocida se
incorpora como creencia del agente. Si denominamos D a esa dirección, entonces la proposición
p=“desconocido(D)” es el objeto al cual se aplica el operador de creencias
Bip
El agente tiene ahora como meta persistente reportar a su jefe sobre el intento de acceso. La propo-
sición t=“reportar_acceso_sospechoso” es el objetivo persistente
PGit
Adquiere una intención que le permita alcanzar su meta, o sea que la proposición
u=“informar_acceso_sospechoso(D)” será una tarea inmediata
Iiu
Como consecuencia del principio de racionalidad 7, el agente debiera seleccionar un acto comuni-
cativo INFORM para notificar a su jefe sobre la novedad.
En el contexto planteado en [14], una intención I “implica” que se genere un proceso de planning.
La acción que en definitiva se termina realizando es seleccionada de acuerdo a la circunstancia par-
ticular en que se encuentra el agente. Más adelante se detalla una propuesta para determinar cual es
el acto de habla más adecuado según el contexto particular. Además de INFORM otros actos comu-
nicativos primitivos, son: REQUEST, CONFIRM y DISCONFIRM. Estos tienen en común el hecho
que un agente puede realizarlos directamente o bien incorporarlos a sus planes ya que son operadores
atómicos. Por ejemplo un REQUEST, mediante el cual el emisor solicita al receptor que realize una
acción particular, no presenta alternativas a considerar, ya que desde el punto de vista de comunica-
ción se lo considera realizado una vez que se emite el mensaje. Es interesante destacar que la acción
solicitada en un REQUEST puede ser un nuevo un acto comunicativo.
Existen también los denominados actos comunicativos compuestos que en su definición invo-
lucran una conjunción de alternativas a ser resuelta por otro agente. Este tipo de actos requiere el
intercambio de más de un mensaje. Son los que se utilizan por ejemplo cuando un agente consulta a
otro sobre la veracidad de una proposición: “¿Está lloviendo?”. En la próxima subsección veremos
un ejemplo de este tipo de acto: el INFORM-IF.
3.2. Informar si se cumple una proposición: INFORM-IF
Por ser un acto comunicativo compuesto no puede ser realizado directamente por un agente; sin
embargo puede ser incorporado dentro de un plan o ser la acción objeto de un requerimiento hacia
otro agente. Es decir, requerir que el receptor informe si se cumple una proposición o la negación de
la misma. Formalmente se describe:〈i, inform− if(j, φ)〉 ≡ 〈i, inform(j, φ)〉 | 〈i, inform(j,¬φ)〉
FP: Bifiφ ∧ ¬Bi(Bifjφ ∨ Uifjφ)
RE: Bifjφ
Los actos comunicativos compuestos se traducen en definitiva en varios actos primitivos. Para el
caso particular del INFORM-IF, el receptor debe informar si el contenido del mensaje, que debe ser
una proposición, es verdadero o si lo es su negación.
7Si un agente tiene conocimiento que una de sus acciones le conduce a lograr una de sus metas, entonces el agente
seleccionará dicha acción
4. Los actos del habla desde la programación lógica rebatible
Desde las primeras consideraciones de los actos del habla en el procesamiento del lenguaje natural
[5], se observa la conveniencia de considerar a estos actos como acciones que forman parte de planes.
¿Por qué una persona elige comunicar una idea en lugar de otra?. Para encontrar las razones por las
que se genera una frase, es mucho más simple tomarla como una acción antes que intentar encontrar
esas razones a partir de analizar la secuencia de palabras que componen una frase. La comunicación
es una actividad netamente social que los agentes usan como parte de un plan para conseguir sus
metas. Cada acto comunicativo tiene su razón de ser, por eso se puede llegar a comprender mejor un
enunciado al considerarlo como un operador que modifica el estado actual del mundo.
Cuando la comunicación no está estructurada como un modelo o protocolo ya establecido, escoger
el acto del habla adecuado para cada situación es una tarea compleja. Puede requerir analizar distin-
tas variable y contextos, aunque normalmente las personas emplean el sentido común y resuelven
situaciones contradictorias sin problemas. Para que los agentes puedan proceder de manera similar,
proponemos en este trabajo el uso de un formalismo de argumentación rebatible, DeLP [1].
La base de conocimiento del agente la consideramos como un programa DeLP P = (Ψ,∆) donde
Ψ es un conjunto consistente de hechos y reglas estrictas; por su parte ∆ es un conjunto de reglas
rebatibles.
Las reglas estrictas, “P← Q1, . . . , Qn”, y los hechos8 representan el conocimiento incuestiona-
ble, aquel que no puede ser revocado. Una regla rebatible “cabeza —<cuerpo”, en cambio, se debe
interpretar de la siguiente manera: “las razones para creer en el cuerpo o antecedente de una regla
proveen razones para creer en su cabeza o consecuente”.
En DeLP un literal L está garantizado (en inglés warranted) desde la base de conocimiento P , si
existe un argumento A que no es derrotado y soporta a L. El par 〈A,L〉 es el conjunto mínimo y
consistente de reglas rebatibles que permite inferir L. Para que esto suceda se requiere que ningún
contra-argumento haya sobrevivido sin ser derrotado. Por limitaciones de espacio no es posible rea-
lizar una descripción detallada de DeLP y los mecanismos para garantizar los literales, pero el lector
interesado puede consultar [1].
Es posible adaptar la situación presentada en el Ejemplo 2 a nuestro enfoque usando DeLP, reali-
zando algunas consideraciones adicionales. El pedido de acceso puede provenir de la misma subred
en que se encuentra el agente; en ese caso no habría razones para desconfiar del pedido. Además,
asumimos que todos los accesos son bien intencionados, por lo que inicialmente no se los considerará
peligrosos a menos que no respondan al pedido de identificación. Teniendo en cuenta estas conside-
raciones, una posible base de conocimiento del agente sería:
Ψ = { desconocido(192. 160. 100. 100)
misma_subred(192. 160. 100. 100)
ignora_pedido_registrarse(192. 160. 100. 100)}
∆ = { ∼ confiable(D) —<ignora_pedido_registrarse(D)
confiable(D) —<misma_subred(D)
∼ confiable(D) —<ignora_pedido_registrarse(D),misma_subred(D)
∼ intruso(D) —<desconocido(D), confiable(D)
intruso(D) —<desconocido(D)}
El ejemplo anterior muestra de que manera se puede usar DeLP para representar conocimiento
de sentido común referido a potenciales intrusos. En el programa hay cinco reglas rebatibles: las tres
primeras establecen las condiciones en las cuales un acceso será considerado confiable o no. Las dos











Figura 2: árbol diálectico para el literal intruso(192,160,100,100)
reglas restantes especifican las condiciones para detectar la presencia o no de un intruso.
La respuesta a cada situación particular planteada, genera un árbol diálectico: la raíz es la consulta
original y luego cada nodo hijo es un derrotador del padre, salvo los nodos hoja que no son derrotados.
Para el caso particular de determinar si un acceso proveniente de una dirección IP es o no el ataque
de un intruso, se hace la consulta intruso(192. 160. 100. 100) con el programa P . Ver figura 2. La raíz
es derrotada por otro nodo que sostiene lo contrario (∼ intruso(192. 160. 100. 100)). Pero este segun-
do nodo es a su vez derrotado por un ataque a la condición de confiable. Esta última derrota proviene
de considerar la regla rebatible que califica como “no confiable” a quien niega registrarse cuando se
lo solicita. En este caso puntual existe una única rama para el árbol dialéctico correspondiente.
La información garantizada desde una base de conocimiento en DeLP, nos permitirá en este traba-
jo especificar bajo que condiciones un acto del habla (una acción) es aplicable. Para ello, adaptaremos
el enfoque propuesto en [10, 15] y consideramos que un acto comunicativo es una acción que puede
ser caracterizada en base a tres aspectos: consecuencias, precondiciones y restricciones. Estos tres
aspectos serán descriptos en DeLP como literales o bien como negación de literales.
Definición 1 (Acto comunicativo) Un acto comunicativo AC es una triupla 〈X,P,C〉, donde X =
{X1, . . . , Xn} denota el conjunto de literales que representan las consecuencias, P = {P1, . . . , Pm}
es el conjunto de literales tomados como precondiciones y C = {notC1, . . . , not Ck} es el conjunto
de restricciones.
Para una mejor visualización de un acto comunicativo usaremos la siguiente representación:
{X1, . . . , Xn} AC← {P1, . . . , Pm}, not {C1, . . . , Ck}
Donde la notación not{C1, . . . , Ck} representa {notC1, . . . , not Ck}.
Intuitivamente consideramos que un acto comunicativo es aplicable si toda precondición Pi en P
es soportada desde (Ψ,∆) y cada restricción de Ci no es garantizada.
Definición 2 (Acto del habla aplicable) Sea P = (Ψ,∆) la base de conocimiento de un agente.
Sea Γ el conjunto de actos del habla disponibles. Un acto del habla A ∈ Γ es aplicable si cada
precondición Pi en P tiene una garantía construida desde (Ψ,∆) y cada restricción Ci en C falla en
ser garantizada.
Definición 3 (Efecto del acto del habla) Sea P = (Ψ,∆) la base de conocimiento de un agente.
Sea Γ el conjunto de actos del habla disponibles. Sea A un acto del habla aplicable en Γ definido por
{X1, . . . , Xn} A← {P1, . . . , Pm}, not {C1, . . . , Ck}
Desde una perspectiva de revisión de creencias el efecto de realizar un acto comunicativo es
la revisión de Ψ según X , es decir Ψ∗X = Ψ∗{X1,...,Xn}. La revisión consiste en remover cualquier
literal de Ψ que es complementario de cualquier literal de X y luego agregar cualquier literal de X .
Formalmente
Ψ∗X = Ψ∗{X1,...,Xn} = (Ψ−X)⋃X
Donde X representa el conjunto de complementos de miembros de X .
Con este enfoque, el vínculo entre actos del habla y la argumentación rebatible se dá en dos aspec-
tos: por un lado, la idea de warrant (garantía) es usada para verificar las precondiciones y restriciones
que permiten decidir con fundamento que tipo de mensaje es posible emitir en determinado momen-
to. Esto habilitaría además, a que en trabajos futuros se implementen mecanismos que expliquen los
motivos por los cuales un acto del habla particular fué emitido. Por otra parte, en este caso queda
explícitamente determinado como serían las actualizaciones de las creencias del agente, que afectarán
los subsecuentes procesos de garantía de literales y en consecuencia los actos del habla aplicables en
el futuro.
Dentro de la arquitectura del agente, las creencias constituyen sólo una componente importante
en la toma de decisiones del agente. Otros componentes escenciales son los deseos y las intenciones
que si bien se asume forman parte del agente, su tratamiento está más allá del alcance de este trabajo.
Sin embargo es importante notar que tanto los deseos como las intenciones jugarán un papel central
en la elaboración de los planes del agente.
Otro aspecto a considerar es que los actos del habla no se generan en forma aislada, sino que los
agentes los combinan por turnos de manera que conforman una conversación [8]. Existen distintos
tipos de conversaciones, que van desde las que mantienen los agentes con cierta libertad mediante una
interacción racional, hasta los protocolos de conversación rígidos que nunca cambian. En medio de
estos extremos pensamos que existe una clase de conversación que puede considerarse socialmente
aceptable en que los agentes deben cumplir ciertos compromisos y penalidades asociados con la
semántica de los actos del habla. Estas últimas son conversaciones en las que los agentes adquieren y
cumplen compromisos 9 durante la interacción y nunca dejan a sus interlocutores desconcertados, por
ejemplo, esperando una respuesta. La información mantenida en la base de creencias será decisiva en
estos casos para verificar el cumplimiento de los compromisos asumidos [2].
La propuesta presentada en este trabajo tiene una aplicación directa en el contexto de las conver-
saciones, ya que cada agente podría mantener su base de creencias, que será actualizadade acuerdo al
efecto10 que produce cada acto del habla y también para acotar el conjunto de alternativas entre las
cuales decidir como continuar una conversación. Además el hecho de poder elaborar una explicación
sobre las decisiones tomadas en base a los argumentos empleados fortalece dichas decisiones.
5. Conclusiones
Se han presentado algunas alternativas para el empleo de los actos del habla en agentes artificiales
que son valiosos desde el punto de vista teórico. Sin embargo, poco avance se ha logrado hasta el
momento en implementar estas ideas en sistemas multiagente reales donde se logre una flexibilidad
en las comunicaciones similar a la observada a nivel humano, donde la información incompleta, con-
tradictoria y cambiante es la norma y es necesario adaptarse a los distintos contextos.
9Conservados en un historial de compromisos (en inglés commitment store) [2].
10Como se establece en la definición 3
En este sentido, consideramos que para alcanzar esta flexibilidad, es necesario recurir a nuevos enfo-
ques que permitan abordar estas complejidades en las comunicaciones entre agentes y llevar a cabo
distintas formas de razonamiento de sentido común. Para ello, en este trabajo presentamos una prime-
ra aproximación para el tratamiento de los actos del habla mediante el uso de DeLP y reglas de acción.
Los literales de la base de conocimiento del agente se combinan en precondiciones y restricciones que
determinan los actos del habla que puedan ser usados según las circunstancias. Las precondiciones
están formadas por los literales que deben ser garantizados desde el programa DeLP y las restriccio-
nes, por literales que no puedan ser garantizados por las reglas del programa. Dependiendo del tipo
de acto del habla empleado será como se actualizará el conocimiento del agente.
Además en este trabajo, se describen algunas consideraciones ha tomarse en cuenta cuando estos
actos se integran en conversaciones.
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