Resumen. Lexical functions formalize semantic and syntactic relations between lexical units, given that meaning of an individual word largely depends on various relations connecting it to other words in context. Collocational relation is a type of institutionalized lexical relations that holds between the base and its partner in a collocation in contrast to free word combination where both words are used in their typical meaning. Collocation are important for natural language processing because collocation comprises the restrictions on how words can be used together. The formalism of lexical functions is a means of representing such information. If collocations are annotated with lexical functions in a computer readable dictionary, it allows effective use of collocations in natural language applications including parsers, high quality machine translation, periphrasis systems and computer-aided learning of lexica. In order to create such applications, we need to extract lexical functions from corpora automatically. For this, we represent the lexical meaning of a given word with a set of all its hypernyms extracted from the Spanish WordNet.
Introducción
Lexical function is a concept that formalizes semantic and syntactic relations between lexical units. Relations between words are a vital part of any natural language system. Meaning of an individual word largely depends on various relations connecting it to other words in context. In particular, collocational relation is a type of institutionalized lexical relations that holds between the base and its partner in a collocation.
A collocation typically consists on the main word, or base, and the word that collocates with it, or collocate. Examples of collocations are give a lecture, make a decision, lend support, where the bases are lecture, decision, support and the partners, termed collocates, are give, make, lend. Collocations are opposed to free word combination where both words are used in their typical meaning, such as, for example, give a book, make a dress, lend money.
Knowledge of collocation is important for natural language processing and its applications because collocation comprises the restrictions on how words can be used together. There are many methods to extract collocations automatically but their result is a plain list of collocations. Such lists are more valuable if collocations are tagged with semantic and grammatical information.
The formalism of lexical functions is a means of representing such information. If collocations are annotated with lexical functions in a computer readable dictionary, it will allow effective use of collocations in natural language applications including parsers [Gelbukh and Sidorov 2006, Bolshakov and Gelbukh 2004] , high quality machine translation [Bolshakov and Gelbukh 2001] , periphrasis system and computeraided learning of lexica [Bolshakov and Gelbukh 2002] .
In order to create such applications, we need to extract lexical functions from corpora automatically. It is our intent to extract Spanish verb-noun collocations belonging to a given lexical function from corpora. To achieve this, we represent the lexical meaning of a given word with a set of all its hypernyms. This allows us to use machine-learning techniques for predicting lexical functions as values of the class variable for unseen collocations. We extract such hypernyms from the Spanish WordNet. Our experiments show that machine learning is feasible to achieve the task of automatic detection of lexical functions.
Relatively little research has been done so far on automatic detection of lexical functions. In fact, there are only two papers that report results on performance of a few machine-learning algorithms on classifying collocations according to the typology of lexical functions [Wanner 2004 , Wanner et al. 2006 .
In this paper, we first review various definitions of collocations given in existing literature, to clarify thoroughly the goal of our research. Then we summarize existing work on collocation extraction, in particular on extraction of lexical functions: we consider the work done in [Wanner 2004 ], [Wanner et al. 2006] and comment on another research on automatic extraction of lexical functions [Alonso Ramos et al. 2008] based on an approach different from the work in [Wanner 2004 ] and [Wanner et al. 2006] . We discuss the three statements, or hypotheses, made in [Wanner et al. 2006] . Next, we describe the data used in our experiments. Finally, we present our methodology for meaning representation for collocation extraction.
Definitions of Collocation
Our goal is to extract lexical functions, which are a particular type of a collocation. There is no consensus on what a collocation is. Here we review numerous different approaches to the definition of a collocation. With each definition, additional information is given as to the source of definition, the criterion used to distinguish collocations from free word combinations, and some our comments on the particular definition. [Firth 1957 ]: Collocations of a given word are statements of the habitual or customary places of that word. Lexical criterion: a word is used in a fixed position with respect to a given word; statistical criterion: frequency of word co-occurrence. [Firth 1957 ] first introduced the term 'collocation' from Latin collocatio which means 'bringing together, grouping'. Firth believes that speakers make 'typical' common lexical choices in collocational combinations. Collocation is a concept in Firth's theory of meaning: "Meaning by collocation is an abstraction at the syntagmatic level and is not directly concerned with the conceptual or idea approach to the meaning of words. One of the meanings of night is its collocability with dark, and of dark, of course, collocation with night." [Halliday 1961 ]: Collocation is the syntagmatic association of lexical items, quantifiable, textually, as the probability that there will occur, at n removes (a distance of n lexical items) from an item x, the items a, b, c ... Lexical criterion: a word is used a fixed position with respect to a given word. Statistical criterion: high co-occurrence frequency.
If a lexical item is used in the text, then its collocate has the highest probability of occurrence at some distance from the lexical item. Collocations cut across grammar boundaries: e.g., he argued strongly and the strength of his argument are grammatical transformations of the initial collocation strong argument.
[ Syntactic criterion: commutability -the extent to which the elements in the expression can be replaced or moved (make/reach/take decision vs. shrug one's shoulders). Semantic criterion: motivation -the extent to which the semantic origin of the expression is identifiable (move the goalposts = to change conditions for success vs. shoot the breeze = to chatter, which is an opaque idiom).
Classification includes four types of expressions with no reference to frequency of occurrence:
free collocation: blow a trumpet = to play a trumpet, restrictive collocation: blow a fuse = to destroy a fuse/to get angry, figurative idiom: blow your own trumpet = to sell oneself excessively, pure idiom: blow the gaff = to reveal a concealed truth.
The problem with this classification is that is difficult to determine what is meant by 'syntactically fixed', 'unmotivated' or 'opaque'. This is seen in the ambiguous example of to blow a fuse.
[ 'normal' meaning. Semantic criterion: the meaning of a collocation is not inferred from the meaning of the base combined with meaning of the collocate.
According to Mel'čuk, semantics of a collocation is not the meaning of the base + the meaning of the collocate, but rather the meaning of the base + some additional meaning that are included in the meaning of the base. In particular: '...the concept of collocation is independent of grammatical categories: the relationship, which holds between the verb argue and the adverb strongly is the same as that holding between the noun argument and the adjective strong' [Fontenelle 1994].
Related Work
Bolshakov and Gelbukh [1998] studied lexical functions in Spanish on a number of examples. They described various types of such collocations and discussed how some functions can be combined to give rise to new meanings. They also studied classification of collocations according to the meaning of the words being combined [Bolshakov and Gelbukh, 2000] .
In 2004, L. Wanner proposed to view the task of LF detection as automatic classification of collocations according to LF typology. To fulfill this task, the nearest neighbor machine learning technique was used. Datasets included Spanish verb-noun pairs annotated with nine LFs: CausFunc0, Caus2Func1, IncepFunc1, FinFunc0, Oper1, ContOper1, Oper2, Real1, Real2. Verb-noun pairs were divided in two groups. In the first group, nouns belonged to the semantic field of emotions; in the second groups nouns were field-independent. As a source of information for building the training and test sets, hypernymy hierarchy of the Spanish part of EuroWordNet was used.
The words in the training set were represented by their hypernyms, Basic Concepts and Top Concepts. The average F-measure of about 70% was achieved in these experiments. The best result for field-independent nouns was F-measure of 76.58 for CausFunc0 with the meaning 'cause the existence of the situation, state, etc.' The Causer is the subject of utterances with CausFunc0.
In [Wanner et al. 2006] , four machine learning methods were applied to classify Spanish verb-noun collocations according to LFs, namely Nearest Neighbor technique, Naïve Bayesian network, Tree-Augmented Network Classification technique and a decision tree classification technique based on the ID3-algorithm. As in [Wanner 2004 ], experiments were carried out for two groups of verb-noun collocations: nouns of the first group belonged to the semantic field of emotions; nouns of the second group were field-independent. Lexical functions were also identical with [Wanner 2004 ] as well as data representation. The best results for field-independent nouns were shown by ID3 algorithm (F-measure of 0.76) for Caus2Func1 with the meaning 'cause something to be experienced / carried out / performed', and by the Nearest Neighbor technique (Fmeasure of 0.74) for Oper1 with the meaning 'perform / experience / carry out something'. The Causer is the subject of utterances with Caus2Func1, and the Agent is the direct object of the verb which is the value of Cuas2Func1. In utterances with Oper1, the Agent is the subject.
As we are interested in experiments with verb-noun collocations where the nouns have various semantics, i.e., the nouns are field-independent, Tables 1-4 summarizes the results for field-independent nouns only in [Wanner 2004 ] and [Wanner et al. 2006] . Table 1 gives the meaning of lexical functions used in experiments only with fieldindependent nouns [Wanner 2004 ]. We give examples in Spanish with literal translation in English. After the name of a lexical function, we give three figures with the following meaning:
 the number of examples of a given LF in the training set;  the number of examples of a given LF in the test set;  the total number of examples of a given LF in the training set and in the test set. CausFunc0  53  Oper1  87  Oper2  48  Real1  52  Real2  53 Table 3 presents the results reported in the referenced paper, in terms of accuracy by each lexical function. Finally, Table 4 shows the results in [Wanner et al. 2006] ; the values of precision, recall and F-measure are given in the following format: <precision> | <recall> | <F-measure>. Not all four machine-learning methods in Table 4 were applied to all LFs; if experiments were not made for a particular method and LF, N/A is put instead of precision, recall, and F-measure. It should be mentioned, that having proposed three hypotheses, the authors have not yet demonstrated their validity by comparing the performance of many machinelearning techniques known today, but applied only four learning algorithms to illustrate that three human strategies mentioned above are practical.
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Automatic Detection of Semantic Relations
There has been some research done on semantic relations in word combinations, for example, one that deals with automatic assignment of semantic relations to , the researchers examined the following relations: causal, temporal, spatial, conjunctive, participant, and quality. They used two different data representations: the first is based on WordNet relations, the second, on contextual information extracted from corpora. They applied memory-based learning, decision tree induction and Support Vector Machine. The highest F-measure of 0.847 was achieved by C5.0 decision tree to detect temporal relation based on WordNet representation.
Data Sets Used in Our Experiments
We have created a unique lexical resource of Spanish lexical functions in order to compile training sets for machine learning experiments.
Data for the Training Sets
For training and for testing, we used in our experiments the data sets presented in the sequel.
Lexical Resources
Lexical resources are widely used in natural language processing and their role is difficult to overestimate. Lexical resources vary significantly in language coverage and linguistic information they include, and have many forms: word lists, dictionaries, thesauri, ontologies, glossaries, concordances, etc. For Spanish, this diversity of forms can be illustrated with the following lexicographic works: Machine-readable resources are of special interest, since they comprise an integral part of computer systems aimed at automatic language treatment and language generation.
Though computerized lexicography has achieved a significant progress over last years, compilation of high quality dictionaries still requires a lot of manual work. In such a multi-faceted area as computational linguistics, it is difficult sometimes to find an adequate lexical resource (and for the language you need) for a specific research task or application.
One way to solve this problem is to develop computational procedures that can adjust existing resources to the demands of a researcher. However, this is not always effective. Certainly, the best solution of this problem is to compile a new lexical resource, but this is not always feasible in view of its cost.
We present a list of most frequent Spanish verb-noun pairs which contains semantically annotated collocations and free word combinations. It is a machine readable lexical resource where each verb-noun pair is associated with the following linguistic data:
1. whether a pair is a free word combination or a collocation; 2. if a verb-noun pair is a collocation, it is marked with lexical functions; 3. word senses of the Spanish WordNet [Vossen 1998, SpWN] are assigned to both elements of the verb-noun pair.
Existing Lexical Resources
A number of lexical resources contain lexical functions. Almost all of them are not specialized dictionaries of lexical functions, but include lexical functions together with other linguistic information.
The concept of lexical function was originally proposed by researchers of the Russian semantic school. Lexical functions have been applied there for description of lexica and machine translation. A dictionary in Russian compiled by Apresjan 
Description of the Lexical Resource
In this section, we describe the lexical resources that we used for our experiments on automatic extraction of lexical functions from raw text corpora. Secondly, one thousand pairs were taken from the upper part of the list, i.e. most frequent verb-noun pairs.
Thirdly, in the list of one thousand pairs, erroneous combinations were marked with the label ERROR. Erroneous pairs included, for instance, past participle or infinitive instead of noun, or contained symbols like --, « , © instead of words. How did errors emerge? The automatic extraction procedure was set to search for combinations with the pattern verb + direct object in the corpus. This procedure needs part of speech (POS) and lemma information, and such data is supplied by TreeTagger, software used to annotate the Spanish Web Corpus with POS and lemmas. The TreeTagger is a leading tool applied for POS tagging and lemmatization, it achieves high accuracy but still is error-prone. Due to errors made by the TreeTagger, the set of extracted verb-noun pairs contained fallacious combinations. For the sake of preserving the original design of automatically extracted set, these incorrect combinations were not removed from the list but identified as wrong. The total number of erroneous pairs was 61, so after their removal the list contained 939 pairs.
Fourthly, collocational verb-noun pairs were annotated with lexical functions. The rest of the pairs were annotated as free word combinations using the label FWC.
Lastly, all verbs and nouns in the list were disambiguated with word senses from the Spanish WordNet, an electronic lexicon structured the same way as WordNet for English. For some verb-noun pairs, relevant senses were not found in the above-mentioned dictionary, and the number of such pairs was 39. For example, in the combinaiton dar cuenta, give account, the noun cuenta means razón, satisfacción de algo (reason, satisfaction of something). This sense of cuenta is taken from Diccionario de la Lengua Española (Dictionary of the Spanish Language) [RAE 2001 ]. Unfortunately, this sense is absent in the Spanish WordNet so the expression dar cuenta was left without sense annotation. All such words were annotation N/A, i.e. not available. The annotated list was formatted as a table and saved in an MS Excel file. Fig. 2 shows the process of the compilation of the lexical resource schematically. Table  5 ; Table 6 lists all lexical functions found in the list of 1000 most frequent verb-noun pairs, their frequencies in the Spanish Web Corpus, and the number of examples for each of them. Fig. 2 . The process of lexical resource compilation.
Contents of the lexical resource A partial representation of the list is given in
Data for the Test Sets
To build the test set, we extracted all verb-noun pairs from a corpus other than the corpus used to construct the training sets. So the data for test sets was mined from the Spanish Treebank Cast3LB [Civit and Martí 2004] . The number of all verb-noun pairs extracted from Cast3LB was 5181. We constructed four test sets, including, respectively, 100%, 75%, 50%, and 25% of all verb-noun pairs taken from Treebank Cast3LB. We did not disambiguate verb-noun pairs for the test sets manually. Instead, for each verb-noun, we built all possible verb-noun combinations of all senses in the Spanish WordNet. As an example, let us consider the pair representar papel, lit. represent role. The verb representar has 12 senses in the Spanish WordNet, and the noun papel, 5. This gives totally 60 combinations of representar and papel (12 multiplied by 5). The initial list for the test set included 5,181 verb-noun pairs, which resulted in totally 96,079 instances in the test set. A partial representation of the list is given in Fig. 3 . Table 6 . Lexical functions with their respective frequency in corpus and the number of instances in the list of verb-noun pairs FinOper1   165319  70211  45688  40717  26316  19191  17393  11805  8967  8242  5354  3339  2345  2203  1848  1736  1548  1547  1476   280  202  90  112  61  61  25  25  30  16  16  13  9  7  4  4  5  3  6   PerfFunc0  Caus1Oper1  Caus1Func1  IncepFunc0  PermOper1  CausManifFunc0  CausMinusFunc0  Oper3  LiquFunc0  IncepReal1  Real3  PlusOper1  CausPerfFunc0  AntiReal3  MinusReal1  AntiPermOper1  ManifFunc0  CausMinusFunc1  FinFunc0   1293  1280  1085  1052  910  788  746  520  514  437  381  370  290  284  265  258  240  229  178   1  2 
A New Method of Meaning Representation
In this section, we present our novel method for representing the meaning of words suitable for mining for lexical functions.
Data Representation
Each verb-noun pair in the training set and in the test set is represented as a set of all hypernyms of the noun and all hypernyms of the verb. The noun and the verb of the verb-noun pair were considered as zero-level hypernyms and thus were included in the set of hypernyms.
Hypernyms and Hyponyms
In linguistics, a hyponym is a word or phrase whose meaning is included within the meaning of another word, its hypernym. To put it simpler, a hyponym shares a type-of relationship with its hypernym. For example, restaurant, rest house, planetarium, observatory, packinghouse, outbuilding, Pentagon are all hyponyms of building (their hypernym), which is, in turn, a hyponym of construction.
In computer science, the relationship of hypernymy is often termed an "is-a" relationship. For example, the phrase Restaurant is a building can be used to describe the hyponymic relationship between restaurant and building.
Thus, hypernymy is the semantic relation in which one word is the hypernym of another one.
Spanish WordNet as a Source of Hypernyms
The Spanish WordNet follows the EuroWordNet [Vossen 1998 ] framework and is structured in the same way as the American WordNet for English [Miller 1998 ], namely, in terms of synsets (sets of synonymous words) with basic semantic relations between them.
Spanish nouns and verbs are organized into synonym sets, each representing one underlying lexical concept. Different relations, for example, hypernym relations, link the synonym sets.
Since all verbs and nouns have been disambiguated, hypernyms can be found for each word that has been annotated with its sense of the Spanish WordNet [SpWN] . Hypernyms were extracted automatically from the database of the dictionary referenced above. Fig. 4 and Fig. 5 display the interface of the Spanish WordNet as it is seen on the web. In the interface, we see hypernyms of gato "cat".
Hypernyms as a Meaning Representation
A difference between data representation in our experiments and data sets used in [Wanner et al. 2006] should be noted here. In the paper just referenced, every word in the training set was accompanied by its synonyms and hypernyms, its own Base Concepts (BC) and the BCs of its hypernyms, its own Top Concepts (TC) and the TCs of its hypernyms taken from the Spanish part of the EuroWordNet [Vossen 1998 ]. Unlike those experiments, in our work for the sake of simplicity we included only hypernyms in our training sets.
Though in this case the data is annotated with less information, i.e. only with hypernyms, or in other words, only hypernyms are used to represent the meaning of verbnoun pairs, we hope that hypernyms would be sufficient to distinguish between lexical functions. Up to now, there has not been any research done that compares different data representations for the task of predicting lexical functions of verb-noun pairs. Here we can remember the original intent of WordNet compilers [Miller 1998 ] who claimed that the meaning of any word could be described sufficiently well for at least human understanding by semantic relations only, like "is-a-kind-of" semantic relation of hypernym hierarchy.
Later, the authors of WordNet admitted that their previous assumption had been wrong and glosses were added to distinguish synonym sets. Though practical significance of glosses is generally accepted, we intent to study how well the meaning of lexical functions can be distinguished if only hypernym information is taken into account. Further research is needed to investigate how information other that hypernym taxonomy, for example, that of semantic ontologies, changes the performance of machine learning algorithms. In the lexical resource, we have annotated free word combinations with the tag FWC. The number of FWC is 261. We considered free word combinations as a lexical function FWC in its own right and experimented how machine-learning algorithms can predict this class of word combinations. Therefore, the total number of LFs we experimented with is nine.
Linguistic Description of Training Sets and Test Sets Lexical Functions Chosen for Experiments
Remember, that in the training set and test set, each verb-noun combination is represented as a set of all hypernyms of the noun and all hypernyms of the verb. To construct this representation, the number of sense for every verb and noun must be identified. However, sometimes, an appropriate sense was absent in the Spanish WordNet. Such words were tagged with abbreviation N/A (not available) instead of the number of word sense. In the training set, we included only verb-noun combinations that are disambiguated with word senses of the Spanish WordNet. In Table 8 , the numbers of examples include only the verb-noun pairs in which all the words are disambiguated with the Spanish WordNet. The total number of examples for all 9 lexical functions is 900.
Training Sets
For each of 9 LF chosen for experiments, we built a training set, so we had 9 training sets. All training sets included the same list of 900 verb-noun combinations. The only difference between training sets was the annotation of examples as positive and negative. As an example, let us consider the training set for Oper1. In the list of 900 verbnoun pairs, there are 266 examples of Oper1, so these examples are marked as positive in the training set, and all the rest of verb-noun combinations whose number is 634 (900 -266 = 634) were marked as negative examples. This procedure was applied to each training set.
Test Sets
The test sets were built independently of the training set. For this, 5181 verb-noun combinations for the test set were extracted from the Spanish Treebank Cast3LB [Civit and Martí 2004] . Four test sets were constructed, including, respectively, 100%, 75%, 50%, and 25% of all verb-noun pairs taken from Treebank Cast3LB. Words in the test set were not annotated with lexical functions. Table 9 gives the number of verb-noun pairs in all four test sets.
Conclusions
Lexical functions represent important linguistic information. Their understanding is important for correct interpretation of texts by a person or a computer. However, manual compilation of the corresponding dictionaries is a tedious and costly work. What is more, as any linguistic phenomenon, they depend on language, thematic domain, and genre, and they can change with time. Automatic acquisition of lexical functions from unstructured raw texts greatly alleviates the problem of compilation of combinatorial dictionaries and in particular dictionaries of lexical functions. In this paper, we have presented a detailed discussion of the very notion of collocation and a review of existing approaches to automatic acquisition of lexical functions. Then we presented our methodology for representing the meaning of words via sets of direct and indirect hypernyms. Such a representation is particularly useful for automatic extraction of lexical functions from unprepared raw text corpora.
In our future work, we will apply this semantic representation to actual compilation of large dictionaries of lexical functions via supervised learning of semantic similarity measure between words.
