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STABLE DISTRIBUTIONS SUPPORTED ON THE NILPOTENT CONE FOR THE
GROUP G2
STEPHEN DEBACKER AND DAVID KAZHDAN
ABSTRACT. Assuming that p is sufﬁciently large, we describe the stable distributions supported
on the set of nilpotent elements for p-adic G2.
1. INTRODUCTION
We describe the stable distributions supported on the nilpotent cone for p-adic G2.
1.1. The problem. Traditionally, the study of harmonic analysis on g, the Lie algebra of a
reductivep-adicgroupG, wasconcernedwithunderstandinginvariantdistributions(for example,
orbital integrals and their Fourier transforms) for a single group. Many of the modern problems
in harmonic analysis (for example, the fundamental lemma) are concerned with establishing
identities between distributions for two different groups. For these problems, it is often more
natural to consider stable distributions.
Unfortunately, our understanding of stable distributions is quite limited. In the early 1970s it
was realized that a better understanding of invariant distributions could be gained by studying
the distributions supported on the nilpotent cone. It is natural to expect that a similar approach
will be useful in the study of stable distributions. However, this will require a description of the
stable distributions supported on the nilpotent cone. Thanks to Waldspurger [26], for unramiﬁed
classical groups we have such a description. In this paper we provide a description for p-adic
G2.
1.1.1. Stable distributions. To motivate the deﬁnition of stability, we begin by recalling a result
of Harish-Chandra. Let k denote a characteristic zero nonarchimedean local ﬁeld and suppose
that G = G2(k).
A distribution is an element of C1
c (g), the linear dual of the space of locally constant,
compactly supported functions on g. A distribution T is said to be invariant provided that
T(fg) = T(f) for all f 2 C1
c (g) and all g 2 G. Here fg(X) = f(Ad(g)X) for X 2 g
and g 2 G.
Suppose Dann is the subspace of C1
c (g) consisting of functions for which all regular semisim-
ple orbital integralsare equal tozero (see x2.7). In [12], Harish-Chandra showsthat a distribution
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T 2 C1
c (g) is invariant if and only if resDann T = 0. (Here resDann T denotes the restriction of T
to the subspace Dann.) In other words, regular semisimple orbital integrals are dense in the space
of invariant distributions.
We now deﬁne Jst(g), the space of stable distributions on g, in a similar way. Suppose X 2 g
is regular semisimple. There is a ﬁnite set fX1;X2;:::;Xng of regular semisimple elements of
g so that G2(K)X \ g can be written as a disjoint union
G2(K)X \ g =
GX1 t
GX2 t  t
GXn:
(Here K is a ﬁxed maximal unramiﬁed extension of k and G2(K)X denotes the G2(K)-orbit of
X in the Lie algebra of G2(K).) After normalizing measures (see x2.7), we set
SX =
n X
`=1
X`
where X` is the orbital integral associated to X`. We call SX a stable orbital integral. The
role of Dann is now played by Dstann, the space of functions on which every stable orbital integral
vanishes. We deﬁne
J
st(g) := fT 2 C
1
c (g)
 j resDstann T = 0g:
Note that each stable distribution is an invariant distribution.
1.1.2. The main result. Let J(N) denote the subspace of C1
c (g) consisting of the invariant
distributions supported on N, the set of nilpotent elements in g. From Harish-Chandra [12], we
know that the set of nilpotent orbital integrals forms a basis for J(N).
In Theorem 7.0.2 we describe a basis for Jst(N) := J(N) \ Jst(g), the set of stable distribu-
tions supported on N. More precisely, we show that a distribution belongs to Jst(N) if and only
if it is a linear combination of special nilpotent orbital integrals. (We call a nilpotent G2(k)-orbit
in g special provided that it is either trivial or k-distinguished (see x5.2.1).)
1.2. A guide to this paper. One goal of this paper is to describe some of the machinery oc-
curring in [26] in a uniform way via Bruhat-Tits theory; to this end, Sections 2 and 3 introduce
the notations and normalizations necessary to carry this out. In particular, we discuss how to
attach various data to a facet in the Bruhat-Tits building. For example, to a facet F we can attach
lattices g
+
F  gF of g so that the quotient LF(f) := gF=g
+
F is isomorphic to the Lie algebra of a
ﬁnite group of Lie type.
In Section 4 we examine the interaction between invariant distributions and functions of depth
zero. A function of depth zero is an element of C1
c (g) which arises as follows: inﬂate a function
on LF(f), for some facet F, to a function on gF and then extend by zero. In particular, we
ﬁnd a basis for J(N) consisting of functions of depth zero associated to generalized Green
functions. That we can ﬁnd such a basis is a byproduct of the proof of a homogeneity result of
Waldspurger [26] and DeBacker [8].
This homogeneity result lies at the core of our considerations. For any alcove C in the Bruhat-
Tits building of G, we have a lattice gC in g. We set
D0 :=
X
C
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where the sum is over the set of alcoves in the building. The subspace D0 of C1
c (g) may be
thought of as a kind of Lie algebra version of the Iwahori-Hecke algebra. We deﬁne
g0 :=
[
F
gF
where the indexing set is the set of facets in the building. The set g0 is a (very large) subset of g
which is closed, open, invariant, and contains N. The homogeneity result states that
(*) resD0 J(g0) = resD0 J(N)
where J(g0) denotes the set of invariant distributions supported on g0.
We use Equation(*) in the followingway. Suppose T 2 J(g0) and D isthe uniquedistribution
in J(N) for which
resD0 T = resD0 D:
Waldspurger [26] has shown that if T is stable, then D is stable. Thus, we have two problems:
(1) Find a basis for resD0 J(g0) \ resD0 Jst(g), and (2) use this basis to ﬁnd a basis for Jst(N).
The second problem is addressed in Section 7.
In Section 5 we produce a basis for resD0 J(g0). This basis is dual to the basis for resD0 J(g0)
coming from the depth zero functions attached to generalized Green functions. Thanks to Kazh-
dan [16], to a generalized Green function which comes from a Deligne-Lusztig generalized char-
acter, we can associate an “orbital integral” in LF(f). The corresponding distribution in J(g0)
should be thought of as a lift of this orbital integral. For G2, the remaining generalized Green
functions are all associated to cuspidal local systems. The idea is to associate to a cuspidal local
system an invariant distribution which is supported on the set of regular semisimple elements.
As Waldspurger has noticed, this association is related to the Kazhdan-Lusztig map [17].
In Section 6 we obtain a new basis for resD0 J(g0) by taking combinations of the basis el-
ements produced in Section 5. This new basis has the property that each element is either
stable or a combination of “-orbital integrals”. We conclude this section by repeating an
argument of Waldspurger to show that the stable elements of this new basis are a basis for
resD0 J(g0) \ resD0 Jst(g).
We thank George Lusztig for pointing out to us that, in [20] and [21], he had proved exactly
what we required to complete our proof of Lemma 5.2.8.
2. NOTATION AND NORMALIZATIONS
2.1. Basic notation. Let k be a characteristic zero nonarchimedean local ﬁeld. Let  be a val-
uation on k so that (k) = Z. We denote the (ﬁnite) residue ﬁeld of k by f . We denote by R
the ring of integers in k, by } its prime ideal, and by $ a ﬁxed uniformizer. (So, f = R=} and
} = $R.) We let  denote an additive character of k which is nontrivial on R and trivial on }.
We shall call the corresponding additive character on f by  as well.
Let K be a ﬁxed maximal unramiﬁed extension of k. We denote by RK the ring of integers of
K. Let F denote the residue ﬁeld of K. Note that F is an algebraic closure of f.
Let   = Gal(K=k) . Let  denote a topological generator for  .4 STEPHEN DEBACKER AND DAVID KAZHDAN


FIGURE 1. The root system G2
Let G be the connected reductive algebraic k-split group with root system  of type G2. Fix
a maximal k-split torus T in G. We ﬁx a basis  for the root system and let  denote the long
root and  the short root in this basis (see Figure 1). We denote by g the Lie algebra of G, and,
with respect to T, we ﬁx a Chevalley basis
fH;X j 2  and  2 g
for G. We let G = G(k), the group of k-rational points of G, and, similarly, we set T = T(k)
and g = g(k).
2.2. Buildings and associated notation. Let B(G) denote the Bruhat-Tits building of G. We
identify B(G) with the  -ﬁxed points of B(G;K), the Bruhat-Tits building of G(K).
For every maximal k-split torus S in G we can associate an apartment A(S;k) = A(S(k)) in
B(G). Each apartment of B(G) can be carried to A(T) via the action of G on B(G). Since we
have ﬁxed a Chevalley basis, we may identify A(T) with the vector space X(T) 
 R. Via the
natural pairing between co-roots and roots, A(T) also carries a natural simplicialdecomposition:
Each element of
	 := f + nj 2  and n 2 Zg;
the set of afﬁne roots with respect to T, G, and , can be thought of as a function on X(T)
R
by setting
( + n)(r  ) := rh;i + n
for  2 X(T) and r 2 R. For each   2 	 we let H  denote the corresponding hyperplane,
and, in the natural way, these hyperplanes gives us a simplicial decomposition of A(T). In
our case, this simplicial decomposition may be thought of as a tiling of the plane by ( 
6, 
3,

2)-right triangles. The normalizer in G of T acts transitively on the set of maximal simplices,
called alcoves, in A(T). For this paper, we will focus on that alcove in A(T) bounded by the
hyperplanes H+0, H+0, and H (2+3)+1 (see Figure 2). If   =  + n is an afﬁne root, then
_   :=  is called the gradient of  .STABLE DISTRIBUTIONS SUPPORTED ON THE NILPOTENT CONE FOR THE GROUP G2 5
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FIGURE 2. Our ﬁxed alcove in B(G)
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FIGURE 3. A labeling of the facets
Suppose x 2 B(G;K). We denote the parahoric subgroup of G(K) corresponding to x by
G(K)x . Since G is simply connected, G(K)x is the ﬁxator in G(K) of x. We denote the
pro-unipotent radical of G(K)x by G(K)+
x. The subgroups G(K)x and G(K)+
x depend only on
the facet of B(G;K) to which x belongs. If F is a facet in B(G;K) and x 2 F, then we deﬁne
G(K)F := G(K)x and G(K)
+
F := G(K)+
x.
Example 2.2.1. In Figure 3 we have placed a label on each of the facets occuring in the closure
of our preferred chamber. (Recall that ~ A1 signiﬁes a subdiagram consisting of a short root.)
These labels will be used extensively later in the paper. It is a bit notationally messy to explicitly
describe the groups G(K)F and G(K)
+
F, but here is how to construct them: For each root
 2 , we let U denote the corresponding root group in G(K). Our choice of a Chevalley
basis determines an isomorphism from U to K. Thus, U carries a natural ﬁltration indexed
by the integers and hence by the afﬁne roots of the form  + n with n 2 Z. We set U+0 :=
U \ G(RK) and deﬁne U+1 to be the ﬁrst ﬁltration subgroup of U+0. For each n 2 Z this
uniquely determines a subgroup U+n of U. Thus, for each   2 	 we have a subgroup U  of
G(K). For a facet F in A(T;K) the parahoric G(K)F is the group generated by T(RK) and
the groups U  such that   2 	 and   is nonnegative on F. The prounipotent radical G(K)
+
F is6 STEPHEN DEBACKER AND DAVID KAZHDAN
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FIGURE 4. The groups GF
 (2 + 3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 + 0 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FIGURE 5. The extended Dynkin diagram of type G2.
the subgroup of G(K)F generated by the ﬁrst ﬁltration subgroup of T(RK) and the groups U 
such that   2 	 is positive on F. Note that G(K)FG2 = G2(RK).
For a facet F in B(G;K), the quotient G(K)F=G(K)
+
F is the group of F-rational points of a
connected, reductive F-group GF.
Example 2.2.2. In Figure 4 each facet in our preferred chamber has been labeled with the cor-
responding connected reductive f-group. Note that each vertex occuring in the closure of F;
corresponds to a node in the extended Dynkin diagram of type G2 (see Figure 5). So, for exam-
ple, FA2 corresponds to the node labeled  +0 (by deleting this node we obtain a subdiagram of
type A2).
Similarly, we deﬁne (see [2, x2.2]) lattices g(K)x, g(K)+
x, g(K)F, and g(K)
+
F in g(K). If we
denote the Lie algebra of GF by LF, then LF(F)  = g(K)F=g(K)
+
F. If   2 	 and x 2 A(T;K)
such that  (x) = 0, then we deﬁne g(K)  := g _   \ g(K)x and g(K)
+
  := g _   \ g(K)+
x. This
deﬁnition is independent of the choice of x.
Suppose now that x is  -ﬁxed (that is, x 2 B(G)). In this case the parahoric subgroup of G
attached to x is Gx := G(K) 
x, and the prounipotent radical of Gx is G+
x := (G(K)+
x) . As
above, Gx and G+
x depend only on the facet of B(G) to which x belongs. If F is a facet in B(G)
and x 2 F, then we deﬁne the parahoric subgroup GF := Gx, the associated pro-unipotent
radical G
+
F := G+
x, and the associated connected reductive f-group GF = Gx. For a facet F in
B(G) we have GF(f) = GF=G
+
F. Similarly, by taking  -ﬁxed points, we can deﬁne lattices gx,
g+
x , gF, and g
+
F in g, and we have LF(f)  = gF=g
+
F.
2.3. Levis and facets. If M is the group of k-rational points of a Levi k-subgroup of a parabolic
k-subgroup, then we let (M) denote the conjugacy class of M. The set of such conjugacy classesSTABLE DISTRIBUTIONS SUPPORTED ON THE NILPOTENT CONE FOR THE GROUP G2 7
is partially ordered: (L)  (M) if and only if there exist L1 2 (L) and M1 2 (M) such that
L1  M1. We write (L) < (M) provided that (L)  (M) and (L) 6= (M).
To each facet F in B(G) we can associate a conjugacy class (MF). Without loss of generality,
we suppose F is in A(T). Let MF be the subgroup of G generated by T and the root groups U
where  runs over the set of roots for which the afﬁne roots  + n 2 	 are constant on F. The
group MF is the group of k-rational points of a Levi k-subgroup of a parabolic k-subgroup.
Example 2.3.1. If F is a vertex, then (MF) is fGg. If F is an alcove, then (MF) = (T). We have
that (MF ~ A1) and (MFA1) correspond to the distinct conjugacy classes of GL2(k)-Levi subgroups
of G.
2.4. Compact and topologically unipotent elements. We deﬁne
G0 :=
[
x2B(G)
Gx
and
G0+ :=
[
x2B(G)
G
+
x:
The set G0 is often referred to as the set of compact elements in G, and the set G0+ is called the
set of topologically unipotent elements in G. Since G is simply connected, the set of compact
elements is the union of all compact subgroups of G. The set of topologicallyunipotent elements
has the property that if g 2 G0+, then
lim
n!1g
pn
= 1
where p denotes the characteristic of f.
One can also describe the set of topologically unipotent elements as follows. If g 2 G, then
g 2 G0+ provided that there exists a facet F in B(G) such that g 2 GF and the image of g in
GF(f) is unipotent.
We deﬁne, in a completely analogous manner, the set g0 of compact elements in g and the set
g0+ of topologically nilpotent elements in g.
2.5. An assumption on the characteristic of f. We will require that p, the characteristic of f,
be sufﬁciently large. Taking p > 16 is sufﬁcient, but probably not necessary. We brieﬂy state the
facts we use which require some restrictions on p.
We require that every k-torus in G splits over a tamely ramiﬁed extension of k.
We let B denote the Killing form on g – that is, B(X;Y ) = tr(ad(X)  ad(Y )). It is a G-
invariant, nondegenerate, symmetric bilinear form on g. We assume that for each x in B(G), the
form B induces a Gx(f)-invariant, nondegenerate, symmetric bilinear form on Lx(f).
For each facet F in B(G) we assume that there is a GF(F)-equivariant bijection from NF , the
set of nilpotent elements in LF(F), to UF, the set of unipotent elements in GF(F).
We assume that Theorem 4.4.1 is valid (see x4.2 of [9]).
We assume that the Lie algebra of a torus over the ﬁnite ﬁled contains regular semisimple
elements. An element of a Lie algebra is called regular semisimple provided that its centralizer
is a torus.8 STEPHEN DEBACKER AND DAVID KAZHDAN
If e 2 NF(f), then we assume that we can complete e to an sl2(F)-triple (f;h;e) with f and h
both  -ﬁxed. Moreover, we assume that there exists an sl2(K)-triple (Y;H;X) lifting (f;h;e)
with Y , H, and X each  -ﬁxed.
2.6. The Fourier transform and attendant normalizations. SupposeV isa ﬁnitedimensional
k-vector space, B0 is a symmetric, nondegenerate bilinear two-form on V , and dv is a Haar
measure on V . Let C1
c (V ) denote the space of compactly supported locally constant functions
on V . We deﬁne the Fourier transform, denoted ^ f or F(f), of f 2 C1
c (V ) by
^ f(v
0) =
Z
V
(B
0(v
0;v))  f(v)dv
for v0 2 V . Unless explicitly stated to the contrary, we shall always assume that dv is normalized
so that ^ ^ f(v0) = f( v0) for f 2 C1
c (V ) and v0 2 V . In particular, when our vector space is g,
we shall take B0 to be the Killing form and, therefore, uniquely pin down a Haar measure.
Suppose F is a facet in B(G). For a complex-valued function f on LF(f), we deﬁne its Fourier
transform by
^ f(  Z) = jfj
 dim(LF)=2 X
 X2LF(f)
(B(X;Z))  f(  X)
for Z 2 gF with image  Z 2 LF(f). (Recall that we are identifying LF(f) with gF=g
+
F.)
Deﬁnition 2.6.1. If F is a facet in B(G) and f is a function on LF(f), then we let fF denote the
natural inﬂation of f to a function in C(gF=g
+
F)  C1
c (g).
Suppose dX is the Haar measure on g and F is a facet in B(G). We have
measdX(g
+
F) = jLF(f)j
 1=2 = jfj
 dim(LF)=2 :
We also have
( ^ f)F(Z) = c fF(Z)
for all Z 2 g and for each complex-valued function f on LF(f); for this reason we will not
distinguish between ( ^ f)F and c fF.
We will always assume that the Haar measure dg on G is chosen so that
measdg(G
+
F) = jLF(f)j
 1=2 :
This normalization is independent of F.
2.7. Semisimple orbital integrals. Suppose Y 2 g is semisimple. Let OY denote the G-orbit
of Y in g; this orbit carries an invariant measure, unique up to scaling, which we denote by
dY . Since OY is closed, if f 2 C1
c (g), then the restriction of f to OY belongs to C1
c (OY ).
Consequently, we may deﬁne an invariant distribution, Y, on g by
Y (f) :=
Z
OY
f(Z)dY(Z)
for f 2 C1
c (g).
For our calculations, it is important to specify how the measure dY is normalized. The
centralizer in G of Y , denoted CG(Y ), is the group of k-rational points of a connected reductiveSTABLE DISTRIBUTIONS SUPPORTED ON THE NILPOTENT CONE FOR THE GROUP G2 9
k-group; in x2.6 we speciﬁed a choice of a Haar measure for such a group (all the material there
applies to the group of k-rational points of any reductive k-group). We identify the G-orbit of Y
with G=CG(Y ) and deﬁne Y by taking the quotient measure.
Suppose that X;Y 2 g are regular semisimple and stably-conjugate; that is, there is a g 2
G(K) such that Ad(g)X = gX = Y . In this case, we have g(CG(X)) = CG(Y ). Consequently,
Ad(g)(X) = Y.
3. INDUCTION, RESTRICTION, AND CUSPIDALITY
3.1. Induction, restriction, and the pairing over f. We begin by considering any connected
reductive f-group G. We let LG denote the Lie algebra of G.
We let C(LG(f)) denote the space of G(f)-invariant, complex-valued functions on LG(f). For
functions h;h0 2 C(LG(f)) we deﬁne
(h;h
0)LG =
1
jG(f)j
X
 X2LG(f)
h(  X)  h
0(  X):
Here h(  X) denotes the complex conjugate of h(  X).
Suppose P is a parabolic f-subgroup of G with unipotent radical U and a Levi f-subgroup M so
that P has a Levi decomposition P = MU. If f 2 C(LM(f)) we deﬁne Ind
G
P f 2 C((LG)(f)) by
Ind
G
P f(  X) :=
1
jP(f)j
X
( x;  Z; Y )
f( Y )  [  X](
 x( Y +  Z))
for  X 2 LG(f). Here [  X] denotes the characteristic function associated to the set f  Xg, and the
sum is over triples
( x;  Z;  Y ) 2 G(f)  LU(f)  LM(f):
In the opposite direction, if h 2 C(LG(f)), then we deﬁne rG
P h 2 C(LM(f)) by
(r
G
P h)( Y ) :=
1
jG(f)j  jU(f)j
X
( x;  Z)
h(
 x( Y +  Z))
for  Y 2 LM(f). Here the sum is over pairs
( x;  Z) 2 G(f)  LU(f):
For f 2 C(LM(f)) and h 2 C(LG(f)) we have a version of Frobenius Reciprocity:
(r
G
P h;f)LM = (h;Ind
G
P f)LG:
Finally, we call a function h 2 C(LG(f)) cuspidal provided that rG
P h = 0 for each proper para-
bolic f-subgroup P = MU of G.10 STEPHEN DEBACKER AND DAVID KAZHDAN
3.2. Extension to our situation. Suppose that H is a facet in B(G). For functions h;h0 2
C(LH(f)) we deﬁne
(h;h
0)H := (h;h
0)LH:
Suppose F is another facet in B(G) for which H   F; that is, H is contained in the closure
of F. We have
G
+
H  G
+
F  GF  GH
with GF=G
+
H the group of f-rational points of a parabolic f-subgroup P of GH. Moreover, if U
denotes the unipotent radical of P, then the group of f-rational points of U is G
+
F=G
+
H. Finally,
the Levi f-subgroup factor of P is isomorphic to GF. Similarly, we have
g
+
H  g
+
F  gF  gH
with gF=g
+
H the vector space of f-rational points of the parabolic subalgebra LP of LH, etc.
Example 3.2.1. For example, in the notation introduced in Figure 3, GF;=GFG2 is a Borel sub-
group of G2(f) = GFG2=G
+
FG2. The reader is encouraged to spend some time working out the
details.
For f 2 C(LF(f)), we deﬁne
Ind
H
F f := Ind
GH
P f 2 C(LH(f))
and for h 2 C(LH(f)) we deﬁne rH
F h 2 C(LF(f)) by
r
H
F h := r
GH
P h:
Of course, for f 2 C(LF(f)) and h 2 C(LH(f)) we have
(r
H
F h;f)F = (h;Ind
H
F f)H;
and h 2 C(LH(f)) is cuspidal if and only if rH
F h = 0 whenever F 6= H is a facet in B(G) which
contains H in its closure.
3.3. Cuspidality over f and k. Suppose P is the group of k-rational points of a parabolic k-
subgroup P of G. Suppose M is the group of k-rational points of a Levi k-subgroup of P and
N is the group of k-rational points of the unipotent radical of P. Let p = m + n denote the
associated Lie algebras in g. For f 2 C1
c (g) we deﬁne
fP(Y ) :=
Z
K
dk
Z
n
f(
k(Y + Z))dZ
where dZ is a Haar measure on n and dk is the normalized Haar measure on the compact open
subgroup K = GFG2.
Lemma 3.3.1. We use the notation introduced above and suppose H is a facet in B(G) and
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Proof. Fix k 2 GFG2. It will be enough to show that
0 =
Z
n
(hH)(
k 1
(Y + Z))dZ
for Y 2 m. From [2, Corollary 2.4.3], there is an n 2 N such that nkH is a facet in B(M).
Since
n 1
Y = Y modulo n
and dZ is a Haar measure, we have
Z
n
(hH)(
k 1
(Y + Z))dZ =
Z
n
((
nkh)nkH)(Y + Z)dZ:
Here nkh 2 C(LnkH(f)) is deﬁned by
nkh(  X) = h(k 1n 1X)
where X 2 gnkH is any lift of  X. If (Y + n) \ gnkH = ;, then the integral
Z
n
((
nkh)nkH)(Y + Z)dZ
is zero. Suppose now that (Y + n) \ gnkH 6= ;. Since nkH  B(M), we have
gnkH \ (m + n) = (gnkH \ m) + (gnkH \ n):
Thus, since (Y +n) \ gnkH 6= ;, we conclude that Y 2 gnkH \ m  gnkH. Since (M) < (MH),
the image of N \ GnkH in GnkH(f) is the group of f-rational points of the unipotent radical of
a proper parabolic subgroup of GnkH. Thus, since nkh is a cuspidal function in LnkH(f), the
integral is zero. 
4. SOME COMMENTS ON INVARIANT DISTRIBUTIONS ON THE LIE ALGEBRA
Recall that a distribution on g is an element of the linear dual of C1
c (g). We let J(g) denote
the space of Ad(G)-invariant distributions on g.
4.1. An equivalence relation on functions of depth zero. We begin by introducing the index-
ing set If.
Deﬁnition 4.1.1.
I
f := f(F;f): F is a facet in B(G) and f 2 C(LF(f))g:
The set If carries a natural equivalence relation, However, before introducing this equivalence
relation, we must recall some notation and facts. If A is an apartment in B(G) and F is a facet
in A, then we denote by A(A;F) the smallest afﬁne subspace of A that contains F. If F and F 0
are two facets in A, then the condition
; 6= A(A;gF) = A(A;F
0)
implies that the natural maps
g(K)gF \ g(K)F 0 ! LgF(F) and g(K)gF \ g(K)F 0 ! LF 0(F)12 STEPHEN DEBACKER AND DAVID KAZHDAN
are surjective,  -equivariant maps with kernel equal to
g(K)
+
gF \ g(K)
+
F 0:
In this way, we get a natural f-isomorphism between LgF and LF 0 which we write as LgF
i = LF 0.
Whenever we want to identify objects (see Deﬁnition 4.1.2 and Remarks 4.1.3 and 4.1.4) via this
isomorphism, we will use the “
i =” notation.
Deﬁnition 4.1.2. For (F;f) and (F 0;f0) in If we write (F;f)  (F 0;f0) if and only if there
exist a g 2 G and an apartment A in B(G) such that
(1) ; 6= A(A;gF) = A(A;F 0) and
(2) gf
i = f0 in C(LgF(f))
i = C(LF 0(f)).
Here gf is the function deﬁned by gf(  X) := fF(g 1
X) where X 2 ggF is any lift of  X.
Remark 4.1.3. Instead of considering pairs (F;f) with f a function on C(LF(f)), we could (and
will) consider an equivalence relation on pairs of the form (F;e) where e is an element of LF(f)
and the second condition in Deﬁnition 4.1.2 is replaced by
ge
i = e
0 in LgF(f)
i = LF 0(f):
Remark 4.1.4. There is a group analogue of the above with GF replacing LF, etc. We shall use it
in the following context: Instead of considering pairs (F;f) as above, we consider pairs (F;S)
with S a maximal f-minisotropic torus in GF. A torus is f-minisotropic in GF provided that its
maximal f-split subtorus lies in the center of GF. We then say that (F;S) is equivalent to (F 0;S0)
provided that the ﬁrst condition of Deﬁnition 4.1.2 is true and the second is replaced by
gS
i = S
0 in GgF
i = GF 0:
Example 4.1.5. Since our preferred alcove is a fundamental domain for the action of G on B(G),
in ordertodeterminerepresentativesforthe aboveequivalencerelation,itis enoughtolookat our
alcove. The set of pairs (F;f) 2 If where F runs over the non-primed facets in Figure 3 form a
set of representatives for If= . (The two facets FA1 and F 0
A1 correspond to two “GL2(f)-Levi
subgroups” of SL3(f), all such Levi subgroups are SL3(f)-conjugate.)
4.2. Functions of depth zero and invariant distributions.
Lemma 4.2.1. Let H and F be facets in B(G). Suppose H   F. Let P denote the parabolic
f-subgroup of GH corresponding to F. If f 2 C(LF(f)) and D 2 J(g), then
D(fF) =
jP(f)j
jGH(f)j
 D((Ind
H
F f)H):
Proof. Suppose f 2 C(LF(f)). Let U denote the unipotent radical of P.
Since
g
+
H  g
+
F  gF  gH
we have fF 2 C(gH=g
+
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Since D 2 J(g), there exists a GH(f)-invariant d 2 C(LH(f)) such that
D(h
0
H) = (d;h
0)H
for all h0 2 C(LH(f)). We have
D((Ind
H
F f)H) = (d;Ind
H
F f)H = (r
H
F d;f)F
=
1
jGF(f)j
X
 Y 2LF(f)
rH
F (d)( Y )  f( Y )
=
1
jGH(f)j  jGF(f)j  jU(f)j
X
 Y 2gF=g+
F
fF(Y )
X
 x2GH=G+
H
 Z2g+
F
=g+
H
dH(
x(Y + Z))
=
1
jP(f)j
X
 Y 2gF=g
+
H
dH(Y )  fF(Y )
=
jGH(f)j
jP(f)j

1
jGH(f)j
X
 Y 2gH=g
+
H
hH(Y )  dH(Y )
=
jGH(f)j
jP(f)j
 (d;h)H =
jGH(f)j
jP(f)j
 D(hH)
=
jGH(f)j
jP(f)j
 D(fF):

Corollary 4.2.2. Suppose D 2 J(g). If (Fi;fi) 2 If and supp((fi)Fi)  g0+, then
(F1;f1)  (F2;f2) ) D(f1F1) = D(f2F2):
Proof. The condition supp((fi)Fi)  g0+ implies that the support of fi is contained in NFi(f).
Since D is G-invariant, without loss of generality we may assume there is an apartment A
such that
A(A;F1) = A(A;F2) 6= ;
and
f1
i = f2 in C(LF1(f))
i = C(LF2(f)):
Moreover, we may assume that fi is a GFi(f)-invariant function.
There is a sequence of pairs (F(i);f(i)) with 1  i  m so that
(1) each F(i) is maximal in A(A;F1) for each i,
(2) f(j)
i = f(`) in C(LF(j)(f))
i = C(LF(`)(f)) for 1  j;`  m,
(3) (F(1);f(1)) = (F1;f1) and (F(m);f(m)) = (F2;f2),
(4)  F(i) \  F(i + 1) 6= ; for 1  i < m.
Thus, without loss of generality, we assume there is a facet H in A such that H   F1\  F2. From
Lemma 4.2.1 we have
D(fiFi) =
 
GFi=G
+
H
 

jGH(f)j
 D(Ind
H
Fi(fi)H):14 STEPHEN DEBACKER AND DAVID KAZHDAN
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FIGURE 6. A tally of the cuspidal generalized Green functions
Since the unipotent radicals of any two parabolics sharing a common Levi factor have the
same dimension, we have that


GF1=G
+
H


 =


GF2=G
+
H


. Therefore, we need only check that
Ind
H
F1 f1 = Ind
H
F2 f2
in C(LH(f)). Note that both functions are supported on NH(f) and both are induced from a
nilpotently supported function on the Levi subalgebra. After identifying NH(f) with UH(f), the
statement we want follows from the fact that for ﬁnite groups of Lie type, parabolic induction is
independent of the parabolic containing the Levi (see, for example, [14]). 
4.3. Some indexing sets. We deﬁne IG to be the subset of If consisting of pairs (F;G) where
G is a generalized Green function in C(LF(f)). We shall describe these functions in x5. Note
that by extending by zero, we are thinking of the generalized Green function as a function on
all of LF(f), not just the set of nilpotent elements in LF(f). We let Ic denote the subset of IG
consisting of pairs (F;G) where G is a cuspidal generalized Green function on LF(f); that is, G
is a generalized Green function on LF(f) which is cuspidal in the sense that rF
H G = 0 for each
facet H with F (  H.
Finally, we deﬁne In to be the set of pairs (F;e) where F is a facet in B(G) and e 2 NF(f).
To each such pair, we associate the function [(F;e)], the characteristic function of the coset e.
Example 4.3.1. In Figure 6 we tally the number of cuspidal generalized Green functions sup-
ported on LF(f); we will give a more precise description in x5. Note that the cuspidal generalized
Green functions associated to FA1 and F 0
A1 are equivalent.
4.4. A homogeneity result. We will need a very precise versionof Howe’s ﬁniteness conjecture
for the Lie algebra [13]. Such results were ﬁrst proved by Waldspurger for unramiﬁed classical
groups [27]. Waldspurger’s work has been generalized in [8].
We let J(g0) denote the subspace of J(g) consisting of distributions having support in g0. For
example, if Y 2 g0, then the associated orbital integral, Y, is an element of J(g0).STABLE DISTRIBUTIONS SUPPORTED ON THE NILPOTENT CONE FOR THE GROUP G2 15
We let D0 denote the (invariant version of the) Lie algebra analogue of the Iwahori-Hecke
algebra. More precisely, we have
D0 =
X
C0
Cc(g=gC0)
where the sum runs over the set of alcoves in B(G). Finally, we deﬁne
D
0
0 :=
X
F  F;
C(gF=gF;)
where F; is our ﬁxed alcove.
Theorem 4.4.1 (Waldspurger, DeBacker). We have
(1)
resD0 J(g0) = resD0 J(N):
(2) Suppose D 2 J(g0). We have
resD0 D = 0 if and only if resD0
0 D = 0:
Note that the second statement in the theorem says that a dual basis for resD0 J(g0) may
be found in D0
0. The following Corollary is a generalization of a result of Waldspurger [26,
Corollaire III.10 (i)].
Corollary 4.4.2. Suppose D 2 J(g0). We have
resD0 D = 0 if and only if D(^ GF) = 0 for all (F;G) 2 I
c= :
Remark 4.4.3. Thanks to Corollary 4.2.2, the right-hand side makes sense.
Proof. “)” If (F;G) 2 Ic, then GF 2 C(gF=g
+
F)\C1
c (g0+). Therefore, from [2, Lemma 4.2.3]
we have ^ GF 2 C(gF=g
+
F) \ D0. Thus, for all (F;G) 2 Ic we have ^ GF 2 D0 and so D(^ GF) = 0.
“(”Recall thatforf 2 C1
c (g)wehave ^ D(f) := D( ^ f). Ittherefore follows,fromLemma4.2.1,
Corollary 4.2.2, and the fact that generalized Green functions behave well with respect to para-
bolic induction
1, that we may assume that ^ D(GF) = 0 for all (F;G) 2 IG. Since D is G-invariant
and since the characteristic function of each nilpotent orbit in LF can be written as a combination
of generalized Green functions, we conclude that ^ D([(F;e)]) = 0 for all (F;e) 2 In.
Fix an alcove C0 in B(G). Since for all facets F   C0 we have that g
+
C0=g
+
F is the nilradical of
the Borel subgroup GC0=G
+
F in GF(f)  = GF=G
+
F, it follows from the above paragraph that for
all facets F   C0 we have
resC(g
+
C0=g
+
F) ^ D = 0:
Consequently, since the Fourier transform maps C(g
+
C0=g
+
F) bijectively to C(gF=gC0), for all
facets F   C0, we have
resC(gF=gC0) D = 0:
But this means that resD0
0 D = 0. The result now follows from Theorem 4.4.1. 
1Sometimes called Harish-Chandra induction.16 STEPHEN DEBACKER AND DAVID KAZHDAN
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FIGURE 7. A list of the cuspidal toric Green functions
5. A BASIS FOR resD0 J(g0)
From Corollary 4.4.2 we have a particularly nice basis for (resD0 J(g0)); namely, the set of
functions
f^ GFg
where (F;G) 2 Ic runs over a set of representatives for Ic= . The goal of this section is to
produce a dual basis in resD0 J(g0) with good properties. In particular, for each pair (F;G) 2 Ic
we will construct an invariant distribution which is supported on the set of regular semisimple
elements. The restriction to D0 of these distributions will constitute our dual basis.
Since G is of type G2, for a facet F in B(G) the cuspidal generalized Green functions on
LF(f) come in two ﬂavors: they are either toric Green functions, i.e., the restriction to the unipo-
tent set (identiﬁed with the nilpotent set) of Deligne-Lusztig generalized characters, or they are
attached to cuspidal local systems (these occur only if F is a vertex). In general, the situation is
more complicated. Note that, in all cases, cuspidal generalized Green functions are real-valued
functions.
5.1. Distributions associated to the toric Green functions. Fix a facet F in B(G) and let S
denote a f-minisotropic torus in GF (From, for example, [7, x3.3] the set of conjugacy classes
of f-minisotropic tori in GF corresponds to the set of conjugacy classes in the (absolute) Weyl
group WF of GF which do not intersect a proper parabolic subgroup of WF.) Let QF
S denote the
associated toric Green function (see, for example, [7, x7.6]).
Example 5.1.1. In Figure 7 we enumerate the cuspidal toric Green functions by listing (in the
notation of Carter — see Table 1) the elliptic conjugacy classes in WF. (In Table 1, the elements
w and w are the simple reﬂections corresponding to our simple roots  and .)
From [16], we have
(1)

F (
X
g2GF(f)
[  XS]
g)

(  X) =
( 1)rk(S)  jS(f)j
jLS(f)j
1=2  Q
F
S (  X)STABLE DISTRIBUTIONS SUPPORTED ON THE NILPOTENT CONE FOR THE GROUP G2 17
Weyl group element conjugacy class image of  image of 
1 feg  
w ~ A1    + 3
w A1  +   
ww G2  + 2     3
ww G2      2 + 3
www ~ A1  + 2  2   3
www A1     2 2 + 3
wwww A2  +   2   3
wwww A2     2  + 3
wwwww ~ A1      
wwwww A1      3
wwwwww A1  ~ A1    
TABLE 1. A tabulation of data for the Weyl group of G2
for  X 2 NF(f). Here  XS is any element of LF(f) whose centralizer in GF is S and rk(S) denotes
the dimension of the maximal f-split torus in S. One should think of the left-hand side as the
function (up to a constant) that represents the Fourier transform of the (ﬁnite) orbital integral
corresponding to  XS. We also note that for all  X 2 NF(f) we have
Q
F
S (  X) = ( 1)
rk(S)  jLF(f)j
1=2  ^ Q
F
S (  X):
(From [18], the two sides are proportional. The constant of proportionality may be computed
explicitly by evaluating both sides at zero.)
Finally, we let S denote a lift of (F;S) to a maximal torus of G (that is, S has the property that
F  A(S;K) and the image of S(K) \ G(K)F in GF(F) is S(F) – see [10]). From [10], the
torus S is unique up to conjugation by G
+
F. We let S denote the group of k-rational points of S.
Lemma 5.1.2. Fix (F;QF
S) 2 Ic. Suppose XS 2 gF is such that the centralizer of its image in
LF(f) is S. If (F 0;G) 2 Ic, then we have
XS(^ GF 0) =
8
> > <
> > :
( 1)rk(S)  jGF(f)j  jNG(S)=Sj
jLF(f)j
1=2  jS(f)j
if (F 0;G)  (F;QF
S)
0 otherwise.
Proof. Since the centralizer of XS in G is a torus lifting (F;S), we may assume that this torus is
S. Working through the deﬁnitions, we have
XS(^ GF 0) =
Z
G=S
^ GF 0(
gXS)dg

where dg is the quotient measure
dg
ds. Fix a g 2 G. Since ^ GF 0 2 C(gF 0=g
+
F 0), we have that
^ GF 0(gXS) 6= 0 implies that gXS 2 gF 0. This, in turn, implies that XS 2 gg 1F 0, which, from,
for example, a slight modiﬁcation of [9, x4.4], implies that g 1F 0  B(S) := A(S;K)  ,!
B(G;K)  = B(G).18 STEPHEN DEBACKER AND DAVID KAZHDAN
Let F denote the set of G-facets in the intersection of B(S) with the G-orbit of F 0. From [10]
we can ﬁnd an apartment A in B(G) such that B(S)  A and, in fact, B(S) = A(A;F); thus,
without loss of generality, we suppose F is in A(T). Since S = CG(XS) and H  B(S), for
each facet H in F the centralizer in GH of the image of XS in LH(f) = gH=g
+
H is naturally
isomorphic to S; we denote the corresponding toric Green function by QH
S . We remark that
QH
S = Ind
H
F QF
S .
We let Frep denote a set of representatives for F modulo the action of S. For each H 2 F rep
we ﬁx gH 2 G for which g
 1
H F 0 = H. Since gHGH = GF 0 and ^ GF 0 is GF 0-invariant, we have
XS(^ GF 0) =
X
H2Frep
Z
GHS=S
^ GF 0(
gHgXS)dg

=
X
H2Frep
measdg(GHS=S)  ^ GF 0(
gHXS):
(2)
Fix H 2 Frep. We are interested in the term
^ GF 0(
gHXS)
occurring in the sum above. For notational convenience we set GH := g 1
H GF 0. We ﬁrst observe
that
(3) ^ GH(XS) =
Z
gH
(B(XS;Y ))  GH(Y )dY:
On the other hand, we have
(Q
F
S ;r
H
F (
g
 1
H G))LF = (Q
H
S ;
g
 1
H G)LH
=
1
jGH(f)j

X
 X2LH(f)
Q
H
S (  X)  GH(X):
Now, since G is supported on NF 0(f), we can apply Equation (1) to arrive at
( 1)rk(S)  jS(f)j
jLS(f)j
1=2  (Q
F
S ;r
H
F (
g 1
H G))LF =
1
jGH(f)j

X
 X2LH(f)

F (
X
g2GH(f)
[  XS]
g)

(  X)  GH(X):
Expanding the right-hand-side yields
1
jGH(f)j  jLH(f)j
1=2 
X
 X2LH(f)
X
 Y 2LH(f)
X
g2GH(f)
[  XS](
g  Y )  (B(X;Y ))  GH(X):
By moving the sum over GH(f) in front of the other two sums and making the changes of vari-
ables (X 7! g 1
X) and (Y 7! g 1
Y ), we can take advantage of the invariance properties of B
and GH to arrive at
(4)
( 1)rk(S)  jS(f)j
jLS(f)j
1=2  (Q
F
S ;r
H
F (
g
 1
H G)LF = measdX(g
+
H) 
X
 X2LH(f)
(B(X;XS))  GH(X):
Combining Equations (2), (3), and (4) we arrive at
XS( ^ GF 0) = ( 1)
rk(S) 
X
H2Frep
measdg(GHS=S)  jS(f)j
jLS(f)j
1=2  (Q
F
S ;r
H
F (
g 1
H G))LF:STABLE DISTRIBUTIONS SUPPORTED ON THE NILPOTENT CONE FOR THE GROUP G2 19
Since for the pair (F 0;G) the generalized Green function G was assumed to be cuspidal, in order
for the sum above to be nonzero, it must be the case that there is an apartment A and a g 2 G
such that
A(A;F) = A(A;gF
0):
We therefore assume that this is true. Consequently, since generalized Green functions are or-
thogonal, in order for the sum above to be nonzero we must have (F;QF
S )  (F 0;G).
To complete the proof, we consider the situation when (F;QF
S)  (F 0;G). Without loss of
generality, from Corollary 4.2.2 we may assume that F 0 = F and G = QF
S . The orthogonality
relations for toric Green functions [7, Proposition 7.6.2] give us
XS(^ GF 0) =
X
H2Frep
( 1)rk(S)  measdg(GFS=S)  jNGF(S)(f)=S(f)j
jLS(f)j
1=2 :
We ﬁrst note that
measdg(GFS=S) =
measdg(GF)
measds(S \ GF)
=
jGF(f)j  jLS(f)j
1=2
jLF(f)j
1=2  jS(f)j
:
(5)
So we have
XS( ^ GF 0) =
( 1)rk(S)  jFrepj  jGF(f)j  jNGF(S)(f)=S(f)j
jLF(f)j
1=2  jS(f)j
:
To complete the proof, we now show that
jF
repj =
jNG(S)=Sj
jNGF(S)(f)=S(f)j
:
Suppose H 2 Frep and g 2 G such that gF = H  B(S). Let gS denote the f-torus in GH
whose group of F-rational points agrees with the image of gS(K) \ G(K)H in GH. Via the
identiﬁcation GH
i = GF we see that there is a k 2 GH \ GF such that kgS
i = S in GH
i = GF.
Since S is a lift of kgS, from [10] there is an element k0 2 G
+
H such that k0kgS = S. Thus, every
element of Frep uniquely determines, up to right multiplication by NGF(S)=S, an element of
NG(S)=S. The desired equality follows. 
Deﬁnition 5.1.3. Suppose (F;QF
S) 2 Ic. Choose XS 2 gF such that the image of XS in LF(f)
has centralizer S in GF. We deﬁne
D(F;QF
S ) := XS:
Remark 5.1.4. As a distribution on g, the distribution D(F;QF
S ) is not independent of our choice
of XS. However, thanks to Lemma 5.1.2 and Corollary 4.4.2, we have that resD0 D(F;QF
S ), the
restriction of D(F;QF
S ) to D0, is independent of the choice of XS.20 STEPHEN DEBACKER AND DAVID KAZHDAN
5.2. Distributions associated to cuspidal local systems. There are four (or two, depending on
whether or not f has cubic roots of unity) classes in Ic=  which are not covered by the material
in x5.1. Each of these pairs is of the form (F;G) where F is a vertex in B(G), and G is a cuspidal
generalized Green function associated to a cuspidal local system. The goal of this section is
to associate to each such pair a particularly good element of resD0 J(g0). As Waldspurger has
noticed, this association is related to the Kazhdan-Lusztig [17] map from nilpotent orbits in
LieG(C) to conjugacy classes of maximal tori in G(C((t))).
5.2.1. Distinguished elements. Suppose k is a ﬁeld and h is the Lie algebra of H, the group of
k-rational points of a reductive k-group. A nilpotent H-orbit in h is said to be k-distinguished
provided that it does not intersect a Levi k-subalgebra of a proper parabolic k-subgroup. An
element of a k-distinguished orbit is said to be k-distinguished.
5.2.2. Cuspidal local systems. Suppose F is a vertex. A cuspidal local system for LF(f) is
speciﬁed by a F-distinguished nilpotent orbit  O in LF(F) and a “cuspidal” character  of an irre-
ducible representation of the (twisted by ) component group associated to the orbit  O. Choose
a  -ﬁxed element e 2  O. From Lang-Steinberg [7, x1.17], for each c in the component group
C(F;e) := (GF)e=(GF)
e there is a gc 2 GF(F) such that the image of (gc) 1gc in C(F;e) is c.
We have
 O
  =
a
c2C(F;e)
GF(f)gce:
The generalized Green function associated to this cuspidal local system is
G :=
X
c2C(F;e)=
(c)  [
GF(f)gce]
where [GF(f)gce] denotes the characteristic function of the orbit GF(f)gce and the equivalence re-
lation is -conjugacy. We now describe the (j3(f)j + 1) elements of Ic=  which arise from
cuspidal local systems.
Independent of the status of the cubic roots of unity, we shall always have the classes in Ic= 
represented by
(FG2;Gsgn) and (FA1 ~ A1;Gsgn):
For the facet FG2, the generalized Green function Gsgn comes from the cuspidal local system
supported on the F-distinguished non-regular orbit in LFG2(F); we take the sign character, sgn,
on the associated component group, which is S3. For the facet FA1 ~ A1 the generalized Green
function Gsgn arises from the cuspidal local system supported on the regular orbit in LFA1 ~ A1(F);
we consider the sign character, sgn, on Z=2Z, the associated component group. If f 6= (f)3,
then we have the additional classes in Ic=  represented by
(FA2;G0) and (FA2;G00)
where, in each case, the generalized Green function is coming from the cuspidal local system
supported on the regular nilpotent orbit in LFA2(F). The characters 0 and 00 are the two non-
trivial characters on the associated component group, Z=3Z. We summarize this notation in
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Gsgn G0; G"
Gsgn
FIGURE 8. Cuspidal generalized Green functions associated to cuspidal local systems
In order to continue to use our preferred chamber F; as a way to visualize information, we
must be somewhat careful about how e gets chosen in each case. Since we will also eventually
need to choose a lift X of e, we also do this now. In Table 2 we list our choices. The superscript
(F;G) X e
(FG2;Gsgn) X1 := X   X+3 2 gFG2 e1, the image of X1 in LFG2
(FA1 ~ A1;Gsgn) X
+
1 := X + $X (2+3) 2 gFA1  ~ A1 e
+
1 , the image of X
+
1 in LFA1 ~ A1
(FA2;G0) X1
1 := X + $X (2+3) 2 gFA2 e1
1, the image of X1
1 in LFA2
(FA2;G00) X1
1 e1
1
TABLE 2. Choices for e and X for cuspidal local systems
1 on e1
1 and X1
1 denotes the identity element of 3(f).
5.2.3. Component groups over F and K. Before we can continue, we need a better understand-
ing of the connection between the component groups associated to distinguished nilpotent orbits
over F and K.
Suppose F is a vertex and  O is a F-distinguished orbit in LF(F). Choose a  -ﬁxed e 2  O.
Recall that T is our ﬁxed maximal k-split torus in G, and our alcove F; belongs to A(T). Let
T be the maximal f-torus in GF corresponding to T.
We complete e to an sl2(F)-triple (f;h;e) with f and h both  -ﬁxed. We suppose that the
associated one-parameter subgroup   belongs to Xf
(T) and that there exists an sl2(K)-triple
(Y;H;X) lifting (f;h;e) with Y , H, and X each  -ﬁxed and such that the lift  2 Xk
(T) of  
is the associated one-parameter subgroup.
Let LF(i) denote the i-eigenspace for the action of the one parameter subgroup   and set
LF( j) =
M
ij
LF(i):
Let P denote the parabolic f-subgroup with Lie algebra LF( 0) and let M denote the f-Levi
subgroup of P with Lie algebra LF(0). The unipotent radical of P will be denoted N. (The22 STEPHEN DEBACKER AND DAVID KAZHDAN
parabolic P is the distinguished parabolic associated to e.) Let (GF)e (resp. Me, Ne) denote the
centralizer of e in GF (resp. M, N). We have [7, x5.7]
(GF)e = MeNe
and, since e is F-distinguished,
Me  = (GF)e=(GF)

e
where (GF)
e denotes the connected component of (GF)e. (Note that Me = CGF(e) \ CGF(f) \
CGF(h).) From Lang-Steinberg, for all g 2 Me(F) there exists m 2 M(F) such that (m) 1m =
g.
Similarly, from  we construct a k-parabolic subgroup P of G, a k-Levi M of P, and the
unipotent radical N of P such that P has a Levi decomposition P = MN. (The k-parabolic P
is the distinguished parabolic associated to X.) Let GX (resp. MX, NX) denote the centralizer
of X in G (resp. M, N). As before, we have
GX = MXNX:
It follows that GX(K) = MX(K)NX(K).
Example 5.2.1. We describe some of these objects for the e we chose in Table 2 of x5.2.2. We
let   and   denote the coroots of  and , respectively. For the vertex FG2 we have  = 2 +4 
and P is the image of the parahoric G(K)F ~ A1 in G2(F) = GFG2(F). The Levi subgroup M is
isomorphic to GL2 = GF ~ A1 and Me1 is S3 embedded in GL2 as the group generated by
 (3) and  n:
Here  n is the image of an involution n 2 NG(T) which represents the Weyl group element
corresponding to . We note that M(K) acts on the root space g(K) (2+3) by det
 1.
For the vertex FA1 ~ A1 we have  =  2  and P is the Borel subgroup realized as the image of
the Iwahori subgroup G(K)F; in SO4(F) = GFA1 ~ A1(F). The Levi subgroup M is isomorphic to
(GL1)2 = GF ~ A1, and Me
+
1 is 2 embedded in (GL1)2 as  (2).
Finally, for the vertex FA2 we have  =  2( +  ), and P isthe image of the Iwahori subgroup
G(K)F; in SL3(F) = GFA2(F). The Levi subgroup M is isomorphic to (GL1)2 = GF ~ A1 and Me1
1
is 3 embedded in (GL1)2 as  (3).
Now, since F is a vertex, X is K-distinguished in g(K); moreover, F is the unique facet in
B(G) for which X, Y , and H belong to g(K)F (see, for example, [3, Corollary 4.4]). Since X
is K-distinguished, MX(K) is ﬁnite. Since
MX = CG(Y ) \ CG(H) \ CG(X);
and F is the unique facet in B(G) for which X, H, and Y belong to g(K)F, it follows that
MX(K)  G(K)F:
Indeed, if m 2 MX(K), then X, H, and Y belong to g(K)mF. But F is the unique facet for
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Lemma 5.2.2. The natural surjective map
G(K)F ! G(K)F=G(K)
+
F  = GF(F)
induces an isomorphism MX(K)  = Me(F):
Proof. We ﬁrst show that the map is surjective. Suppose  m 2 Me(F). Let p 2 G(K)F be any
lift of  m. From [9, Corollary 5.2.3], since
pX 2 (X + g(K)
+
F) \
G(K)X;
there exists k 2 G(K)
+
F such that kpX = X. So, without loss of generality, p 2 GX(K) \
G(K)F. Since GX(K)  MX(K)NX(K) and P(K)\G(K)F = (M(K)\G(K)F)(N(K)\
G(K)F) (with uniqueness of decomposition), we can write p = mn with
m 2 MX(K) \ G(K)F
and
n 2 NX(K) \ G(K)F:
Since M(F) = M(K)F=M(K)
+
F, we conclude that m 2 MX(K) \ G(K)F and n 2 NX(K) \
G(K)
+
F. Thus, the image of m in M(F) is  m.
We now show that the map is injective. Suppose m 2 MX(K)  G(K)F such that the
image of m in Me(F) is trivial. We have m 2 G(K)
+
F and m is of ﬁnite order. Therefore, m is
trivial. 
Corollary 5.2.3. If g 2 MX(K), then there exists m 2 M(K)F such that (m) 1m = g.
Proof. Let  g denote the image of g in Me. From Lang-Steinberg, we can choose  m 2 M(F)
such that ( m) 1  m =  g. We have that  me is an element of LF(f). By completing  me to an
sl2(f)-triple, we see from [9, Lemma 5.3.3] that we may choose a  -ﬁxed lift X0 of  me so that
the nilpotent orbit G(K)X0 is the unique nilpotent orbit of minimal dimension intersecting  me
nontrivially. Let m0 2 M(K)F be any lift of  m. It follows from [9, Corollary 5.2.3], that there
exists a j 2 G(K)
+
F such that jm0
X = X0. By construction, we have (jm0) 1jm0 2 GX(K) =
MX(K)NX(K), and the image of (jm0) 1jm0 in GF(F) is  g 2 Me. Thanks to the Iwahori
decomposition, we can write j =  n00n00m00 with m00 2 G(K)
+
F \ M(K), n00 2 G(K)
+
F \ N(K),
and  n00 2  N(K) \ G(K)
+
F where  N denotes the unipotent radical of the parabolic subgroup
opposite P = MN. We have
(jm
0)
 1jm
0 = (m
0)
 1(m
00)
 1(n
00)
 1( n
00)
 1 n
00n
00m
00m
0 2 GX(K)  P(K):
Thus, ( n00) =  n00. Consequently,  n00 2  N(k) \ G(K)
+
F. Without loss of generality, we may
replace X0 with  n00X0. We now have j = n00m00. Let m = m00m0. Then n00mX = X0. Since
(m)
 1(n
00)
 1n
00m = [(m)
 1m][
m 1
((n
00)n
00)] 2 MX(K)NX(K);
we have (m) 1m 2 MX(K), and the image of (m) 1m in GF(F) is  g. The Corollary now
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5.2.4. Identifying regular semisimple elements. We now associate to each of the (j3(f)j + 1)
pairs (F;G) a subset of the regular semisimple elements in g. More speciﬁcally, recall that we
have associated to (F;G) a nilpotent element e. For each m 2 Me we will choose a subset of the
regular semisimple elements in g. Essentially, these are certain elements of a torus associated
to e by the Kazhdan-Lusztig map. Although there are explicit lists [23] describing this map,
because we need to associate to the pair (m;e) a set of topologicallynilpotentregular semisimple
elements of g and not just g(K), we must do this part of the proof “by hand.” To this end, we
offer a caveat: although our approach seems very general, it only works for G2.
Fix one of the pairs (F;G) 2 Ic with G corresponding to a cuspidal local system. Recall that
in Table 2 and Example 5.2.1 we have associated to the pair (F;G) a nilpotent e 2 LF(f), a
nilpotent X 2 gF, subgroups Me and MX(K), etc.
Recall (see Example 2.2.2) that each vertex occuring in the closure of F; corresponds to a
node in the extended Dynkin diagram of type G2. Let  F denote the afﬁne root labeling the node
corresponding to F.
We let H denote the ﬁxator in MX(K) of g(K) _  F; that is
H = fm 2 MX(K)j
mZ = Z for all Z 2 g(K) _  Fg:
The group H is ﬁnite, and its centralizer, G(X), is a connected reductive subgroup of G which
contains T. The centralizer (in G) of each element of the set
B(F;G;X) := X + g(K) F r g(K)
+
 F  Lie(G(X))(K)
is a K-elliptic torus in G(X) which splits over a totally ramiﬁed extension of degree h. Here
h denotes the Coxeter
2 number of G(X). In Table 3 we describe all these objects for our four
speciﬁc pairs; in the column labeled “class” we identify the Weyl group conjugacy class cor-
responding to the K-elliptic torus (see [23, TABLE I]). In fact, if S is such a torus, then our
(F;G) H G(X) h class
(FG2;Gsgn)  (3) SL3 3 A2
(FA1 ~ A1;Gsgn) 1 G2 6 G2
(FA2;G0) 1 G2 6 G2
(FA2;G00) 1 G2 6 G2
TABLE 3. Some data associated to cuspidal local systems
assumptions on p imply that that the building of S(K) embeds in the building of G(X)(K)
which, in turn, embeds in to that of G(K) as the point
y = F +
^ 
2h
:
2The symbol h is also used for the semisimple element of an sl2-triple over f. However, this should not cause
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More speciﬁcally, the building of a torus corresponding to the Weyl conjugacy class A2 occurs
in the interior of the facet F ~ A1, and the building of a torus corresponding to the Weyl conjugacy
class G2 occurs in the interior of the facet F;. In all cases, the quotient G(K)y=G(K)+
y is
isomorphic to M(F).
5.2.5. Two distributions associated to (F;G). Let (F;G) be one of our (j3(f)j + 1) pairs. We
will associate two distributions, denoted T(F;G) and D(F;G) to this pair. While the ﬁrst distribution
is most naturally associated to the pair (F;G), it is the second which will play a fundamental
role in the remainder of the paper. In x5.2.8 we show that the restrictions to D0 of these two
distributions agree (up to an explicit constant).
We begin by deﬁning D(F;G). Let e and X be the nilpotent elements associated to (F;G) and
let  denote the associated character of Me. For m 2 Me, we ﬁx gm 2 MX(K) \ G(K)F such
that (gm) 1gm = m and set
A(F;G;X;gm) = f
gmY jY 2 B(F;G;X) and
mY = (Y )g:
In all cases, A(F;G;X;gm) is a subset of g which is naturally topologically isomorphic to R
and consists entirely of regular semisimple elements for which the centralizer is a K-elliptic k-
torus; that is, a maximal k-torus which splits over a totally ramiﬁed extension of k. Moreover,
since g _  F(K) is M(K)-invariant, we have
A(F;G;X;gm) _  F = g F r g
+
 F
where A(F;G;X;gm) _  F denotes the image of A(F;G;X;gm) under the projection map g !
g _  F.
We let dY denote the measure on A(F;G;X;gm) which arises from the normalized Haar
measure on R. We shall study the distribution
D(F;G) :=
X
Me=
(m)  jSm=S
mj

 CGF(f)(gme)

 
Z
A(F;G;X;gm)
Y dY:
Here Sm is the centralizer in G of any element of A(F;G;X;gm) and S0
m is the parahoric sub-
group of Sm.
We now take up the deﬁnition of the distribution T(F;G).
Lemma 5.2.4. Suppose f 2 C1
c (g). The function from G to C deﬁned by
g 7!
Z
g
f(
gZ)  GF(Z)dZ
is locally constant and compactly supported.
Proof. This is a standard result which dates back to Harish-Chandra’s notes [11]. We sketch
the main idea: Fix f 2 C1
c (g). Choose n 2 Z>0 so that f is locally constant with respect to
gF;n := $ngF. For g outside of a compact subset of G we have that the image of ggF;n \ gF in
LF(f) is the nilradical of a proper parabolic subgroup of GF(f). Since G is a cuspidal function,
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Thanks to Lemma 5.2.4, it makes sense to deﬁne the invariant distribution T(F;G) by
T(F;G)(f) :=
Z
G
Z
g
f(
gZ)  GF(Z)dZ dg
for f 2 C1
c (g). (Here dg (resp. dZ) is the Haar measure on G (resp. g).)
5.2.6. An orthogonality result for T(F;G). We continue to use the notation introduced in the pre-
vious section.
Lemma 5.2.5. If (F 0;G0) 2 Ic, then we have
T(F;G)(^ G
0
F 0) =
8
> > <
> > :
jGF(f)j
2
jLF(f)j
(^ G;G)LF if (F 0;G0)  (F;G)
0 otherwise.
Proof. We ﬁx g 2 G and consider the integral
Z
g
^ G
0
F 0(
gZ)  GF(Z)dZ:
If gZ 2 gF 0, then, since the support of GF(Z) lies in g0+, we have that the image of gZ in LF 0(f)
is nilpotent. Consequently, since, on the set of nilpotent elements, a generalized Green function
agrees with its Fourier transform up to a constant, we may replace ^ G0
F 0 in the above integral with
const(G0;F 0)  G0
F 0. Thus, we are interested in the integral
const(G
0;F
0) 
Z
g
G
0
F 0(
gZ)  GF(Z)dZ:
We ﬁrst show that this integral is zero if g 1F 0 6= F. Recall that F is a vertex. If g 1F 0 6= F,
then the above integral is, up to a constant, equal to the integral
Z
g
G
0
F 0(
gZ)
Z
gF\g
+
g 1F0
GF(Z + Z
0)dZ
0dZ:
However, since G is a cuspidal function on LF(f) and the image of gF \gg 1F (resp. gF \g
+
g 1F 0)
in LF(f) is the vector space of f-rational points of the Lie algebra (resp. nilradical) of a proper
parabolic f-subgroup of GF, we conclude that the above double integral is zero.
We now suppose that g 1
F 0 = F. If G 6= g 1
G0, then the integral is zero since nonequivalent
generalized Green functions are orthogonal.
We have shown that T(F;G)(^ G0
F 0) is zero unless (F;G)  (F 0;G0). We now take up the case
when (F;G)  (F 0;G0). Without loss of generality, we may assume that (F;G) = (F 0;G0). We
have
T(F;G)(^ GF) = const(G;F) 
Z
GF
Z
gF
GF(
gZ)  GF(Z)dZ dg:
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5.2.7. Some auxiliary functions and vanishing results. Unfortunately, we have not been able to
produce a notationally simple proof of the relationship between T(F;G) and D(F;G); consequently,
the reader is encouraged to skip the proofs in this subsection.
Let gF(i) denote the intersection of gF with the i-eigenspace in g for ; similar notation
applies to LF, etc. For G2, we have gF(2i + 1) = 0 for all i; that is, all nilpotent orbits are even.
We will not take advantage of this fact.
We denote by gy; (1=h) (using the notation of Moy and Prasad [22]) the unique lattice in g for
which
gy  gy; (1=h)  gF + g F
and
gy; (1=h)=gy  = LF( 2)  g  F=g
+
  F:
Thus,
(6) LF( 2)  = gy; (1=h)( 2)=gy( 2):
while
(7) g  F 6 gF and g
+
  F  gy  gF:
Deﬁnition 5.2.6. Let dj denote the Haar measure on G. For Z 2 g0 we set
I(Z) :=
Z
Gy
X
 m2Me=
(m)

 CGF(f)(gme)

 
Z
A(F;G;X;gm)
(B(Z;
jY ))dY dj:
Since G
+
F  Gy, we have I(Z) = I(`Z) for all ` 2 G
+
F. Consequently, it makes sense to
deﬁne
Deﬁnition 5.2.7.
J(Z) :=
X
 i2GF(f)
I(
iZ):
We now prove a vanishing result for the function Z 7! I(Z). As usual for such results, the
statement is simple yet the proof is technically demanding.
Lemma 5.2.8. If Z 2 g0 r gF, then I(Z) = 0.
Proof. Fix Z 2 g0 r gF.
First suppose that Z 62 gy; (1=h). For all m 2 MX(K) every element of A(F;G;X;gm) is
“good” of depth 1=h in the sense of [4]. Thus, for all Y 2 A(F;G;X;gm),
Z
Gy
(B(Z;
jY ))dj = 0
from [4, Lemma 6.3.3]. Consequently, when Z 62 gy; (1=h), we have I(Z) = 0.
Now suppose Z 2 gy; (1=h) r gF. Since Z 2 gy; (1=h), we can write I(Z) as
measdj(G+
y )
jfj

X
 `2M(f)
X
 m2MX(K)=
(m)


CGF(f)(gme)



 (B(Z;
`gmX)) 
X
 W
(B(Z;
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where the sum is over  W in
(g F r g
+
 F)=g
+
 F:
Note that the last sum is independent of  ` 2 M(f), so it will be enough to show that
(8)
X
 `2M(f)
X
 m2MX(K)=
(m)


CGF(f)(gme)



 (B(Z;
`gmX))
is zero.
Since Z 62 gF, from Equation (7) we have that the element Z is congruent to Z  _  F modulo
gF. Here
(9) Z  _  F 2 g  F r g
+
  F  gy; (1=h) r gy
denotes the image of Z under the projection g ! g  _  F.
Since `gmX 2 gF(2), for purposes of evaluating Equation (8) we may restrict our attention
to Z 2 2 gF, the image of Z under the projection g ! g 2. Since the Fourier transform of a
function on LF(2)(f) is a function on LF( 2)(f), in order to evaluate Equation (8) we need to
compute the Fourier transform of
X
 m2Me=
(m) 


CM(f)(gme)




 CGF(f)(gme)

 
 [
M(f)gme]:
Since the ratio


CM(f)(gme)


=


CGF(f)(gme)


 is independent of m 2 Me, from [20, Proposition10.6]
and [21], the Fourier transform of the above function is supported on the f-rational points of the
unique Zariski dense M-orbit in LF( 2). Thus, it will be enough to show that the image of Z 2
in LF( 2) cannot lie in this orbit.
Suppose the image of Z 2 lies in this orbit. We would then have that Z 2 + Z  _  F is not
nilpotent — in fact, it is good in the sense of [4] and its centralizer is a maximal k-torus which
splits over a totally ramiﬁed extension. However, since Z  _  F 62 gy (see Equation (9)) and Z 2 62
gy (see Equation(6)), we conclude thatthecoset Z+gy = Z 2+Z  _  F +gy isnondegenerate, that
is, itcontainsnonilpotentelements. However,Z 2 g0 and g0  N+gy from[2, Corollary3.3.2].

With the above vanishing result, we can prove:
Lemma 5.2.9. For Z 2 g0, we have
J(Z) =
meas(Gy)
meas(G
+
F)
 ^ GF(Z):STABLE DISTRIBUTIONS SUPPORTED ON THE NILPOTENT CONE FOR THE GROUP G2 29
Proof. From Lemma 5.2.8 we may assume that Z 2 gF. We then have
J(Z) = meas(Gy) 
X
 i2GF=G
+
F
X
m2Me=
(m)

 CGF(f)(gme)

 
Z
A(F;G;X;gm)
(B(Z;
iY ))dY
= meas(Gy) 
X
 m2Me=
(m)
X
 W2LF(f)
(B(Z;W))  [
GF(f)gme](  W)
(We now switch the order of summation to arrive at:)
=
meas(Gy)
meas(G
+
F)
 ^ GF(Z):

5.2.8. The relation between D(F;G) and T(F;G).
Lemma 5.2.10. If (F 0;G0) 2 Ic, then we have
D(F;G)(^ G
0
F 0) =
8
> > <
> > :
jGF(f)j
jLF(f)j
1=2  (^ G;G)LF if (F 0;G0)  (F;G)
0 otherwise.
Proof. From Lemma 5.2.5 it will be enough to show that for Z 2 g0 we have
^ D(F;G)(Z) =
jLF(f)j
1=2
jGF(f)j
 ^ T(F;G)(Z):
Since the Fourier transform bijectively maps C1
c (g0) to
D0+ :=
X
x2B(G)
C
1
c (g=g
+
x);
it will be enough to show
D(F;G)(f) =
jLF(f)j
1=2
jGF(f)j
 T(F;G)(f)30 STEPHEN DEBACKER AND DAVID KAZHDAN
for all f 2 D0+. Fix f 2 D0+. We have
D(F;G)(f) =
X
 m2Me=
(m)  jSm=S
mj

 CGF(f)(gme)

 
Z
A(F;G;X;gm)
Y(f)dY
(Since the volume of CG(Y ) is jSm=S

mj, this becomes:)
=
X
 m2Me=
(m)


CGF(f)(gme)



Z
A(F;G;X;gm)
Z
G
f(
jY )dj dY
=
X
 m2Me=
(m)


CGF(f)(gme)



Z
A(F;G;X;gm)
X
 j2G=GF
Z
GF
f(
jiY )didY
(Here di is the restriction of the Haar measure dj to GF.)
=
meas(G
+
F)
meas(Gy)

X
 j2G=GF
Z
g
^ f( 
jZ)  J(Z)dZ
(Since ^ f is supported in g0, from Lemma 5.2.9 we derive:)
=
X
 j2G=GF
Z
g
f(
jZ)  GF(Z)dZ
= (meas(GF))
 1 
Z
G
Z
g
f(
jZ)  GF(Z)dZ dj
=
jLF(f)j
1=2
jGF(f)j
 T(F;G)(f):

Remark 5.2.11. For a pair (F;G) 2 Ic with G coming from a cuspidal local system, we have
shown
resD0+ T(F;G) =
jGF(f)j
jLF(f)j
1=2  resD0+ D(F;G):
6. A BASIS FOR resD0 Jst(g) \ resD0 J(g0)
In this section, we produce a basis for resD0 Jst(g) \ resD0 J(g0).
6.1. A new basis for resD0 J(g0). Using the notation of Figures 3, 7, and 8 we produce a new
basis for resD0 J(g0) which is more amenable to our purposes. If f 6= (f)3, then we let B
denote the twelve distributions listed in Table 4. If f = (f)3, then we let B denote the ﬁrst ten
distributions listed in Table 4. We let Bst denote the subset of B consisting of those elements of
B whose label has a superscript st. Similarly, we let Bunst denote the two element subset of B
consisting of those elements of B whose label has a superscript unst.
It follows from Lemma 5.2.10 and Corollary 4.4.2 that the set
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distribution name description
Dst
G2 D
(FG2;Q
FG2
SG2
)
Dst
A2
 
D
(FG2;Q
FG2
SA2
) + 2  D
(FA2;Q
FA2
SA2
)
!
Dunst
A2
 
D
(FG2;Q
FG2
SA2
)   D
(FA2;Q
FA2
SA2
)
!
Dst
A1 ~ A1
0
@D
(FG2;Q
FG2
SA1 ~ A1
) + 3  D
(FA1 ~ A1;Q
FA1 ~ A1
SA1 ~ A1
)
1
A
Dunst
A1 ~ A1
0
@D
(FG2;Q
FG2
SA1 ~ A1
)   D
(FA1 ~ A1;Q
FA1 ~ A1
S
A1 ~ A1
)
1
A
Dst
~ A1 D
(F ~ A1;Q
F ~ A1
S ~ A1
)
Dst
A1 D
(FA1;Q
FA1
SA1
)
Dst
feg D
(Ffeg;Q
Ffeg
Sfeg
)
Dst
(FG2;Gsgn) D(FG2;Gsgn)
Dst
(FA1 ~ A1;Gsgn) D(FA1 ~ A1;Gsgn)
Dst
(FA2;G0) D(FA2;G0)
Dst
(FA2;G00) D(FA2;G00)
TABLE 4. A listing of distributions
is a basis for resD0 J(g0). Moreover, for each D 2 B, there exists a unique combination, which
we shall call GD, of the functions GF (with (F;G) 2 Ic our chosen representatives for the equiv-
alence classes in Ic) for which
D(^ GD0) =
8
<
:
1 if D = D0
0 if D 6= D0
for all D;D0 2 B.
Recall that from Remark 5.1.4 the distributions associated to toric Green functions are not
independent of the choice of XS (as distributions on g). In Sections 6.2 and 6.3 we show that for
a suitable choice of the XS, the distributions in Bst are stable and the distributions in Bunst are
the images under endoscopic induction of elliptic (but not G2) endoscopic groups in the sense
of Waldspurger [25]. In Section 6.4 we present a result of Waldspurger which shows that the32 STEPHEN DEBACKER AND DAVID KAZHDAN
elements of the set
fresD0 DjD 2 B
stg
form a basis for resD0 J(g0) \ resD0 Jst(g).
6.2. The distributions associated to unramiﬁed tori. Let C denote a conjugacy class in the
Weyl group of G2. We now turn our attention to the distributions
D

C
of Table 4.
Suppose (F;QF
C) 2 Ic. Let SC be a torus in GF corresponding to C. Let S be a maximal
K-split k-torus in G which lifts the pair (F;SC). Choose a regular semisimple element XSC 2
Lie(S)(k)  gF for which the centralizer in GF of the image of XSC in LF(f) is SC. Since G2 is
simply connected, the short exact sequence
1 ! S(K) ! G(K) !
G(K)XSC ! 1
yields the exact sequence (of pointed sets)
1 ! S(k) ! G(k) ! (
G(K)XSC)
Gal(K=k) ! H
1(Gal(K=k);S(K)) ! 1:
Thus, the number of rational conjugacy classes in
G(K)XSC \ g
is in bijective correspondence with the elements of the group H
1(Gal(K=k);S(K)). Thanks
to Tate-Nakayama duality we have H
1(Gal(K=k);S(K)) is isomorphic to tor[X(T)=(1  
w)X(T)], the group of torsion points of X(T)=(1   w)X(T). (Here w is any element of
C.) The groups tor[X(T)=(1   w)X(T)] are listed in Table 5.
Class of w tor[X(T)=(1   w)X(T)]
feg trivial group
A1 trivial group
~ A1 trivial group
A2 Z=3Z
A1  ~ A1 Z=2Z  Z=2Z
G2 trivial group
TABLE 5. A tabulation of tor[X(T)=(1   w)X(T)]
For each character  of tor[X(T)=(1   w)X(T)] we have a distribution
TC() :=
X

()  X

SC
where the sum if over  in tor[X(T)=(1 w)X(T)] and X

SC belongs to the G-conjugacy class
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Suppose ﬁrst that C 62 fA2;A1 ~ A1g. From Lemma 5.1.2 and Corollary 4.4.2 the restrictions
to D0 of the distributions Dst
C are independent of the choice of XSC. Hence we may and do
assume that
D
st
C = TC(1):
That is, Dst
C 2 Jst(g).
Now suppose that C 2 fA2;A1 ~ A1g. We analyze these cases in two steps: ﬁrst, we examine
the G-conjugacy classes of maximal K-split k-tori corresponding to C. We then examine how
the set (G(K)XSC \ g) interacts with these conjugacy classes of tori.
According to [10], the G-conjugacy classes of maximal K-split k-tori are parameterized by
It=. Here It is the set of pairs (F;S) where F is a facet in B(G) and S is a maximal f-
minisotropictorusinGF andistheequivalencerelationintroducedinRemark 4.1.4. Moreover,
a maximalK-splitk-toruslifting(F1;S1) isG(K)-conjugatetoa maximalK-splitk-torus lifting
(F2;S2) if and only if the Weyl group conjugacy classes corresponding to S1 and S2 are the same.
Thus, the distribution D
C is associated to a single “G(K)-conjugacy class” of maximal K-split
k-tori. If C = A2, then the two corresponding G-conjugacy classes of maximal K-split k-tori
correspond to the pairs (FG2;SA2) and (FA2;SA2). On the other hand, if C = A1  ~ A1, then
the two corresponding G-conjugacy classes of maximal K-split k-tori correspond to the pairs
(FG2;SA1 ~ A1) and (FA1 ~ A1;SA1 ~ A1).
The rational classes in G(K)X that intersect Lie(S)(k) are parameterized by the quotient
N(F;SC) := [(NG(K)(S(K)))=(S(K))]
 =[NG(S)=S]:
In Table 6 we describe the cardinality of these quotients for the classes of interest.
Class of w vertex jN(F;S)j
A2 FG2 1
A2 FA2 2
A1  ~ A1 FG2 1
A1  ~ A1 FA1 ~ A1 3
TABLE 6. The quotient N(F;S)
Combining the previous two paragraphs with Lemma 5.1.2 and Corollary 4.4.2 , we have that,
up to scaling,
resD0 TA1 ~ A1(1) = resD0 D
st
A1 ~ A1;
resD0 TA2(1) = resD0 D
st
A2;
resD0 TA1  ~ A1() = resD0 D
unst
A1 ~ A1;
and
resD0 TA2() = resD0 D
unst
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where  is any nontrivial character of tor[X(T)=(1   w)X(T)] with w 2 C. Thus, we may
assume that Dst
C = TC(1) 2 Jst(g) and Dunst
C = TC() with  nontrivial.
6.3. The distributions associated to cuspidal local systems. The remaining distributions are
all associated to tori which split over totally ramiﬁed extensions.
Fix a maximal k-torus S which splits over a totally ramiﬁed extension. Let E be the exten-
sion of K over which S splits. Since we are assuming that every maximal k-torus splits over
a tame extension, Gal(E=K) is cyclic. Hence, if S = gT with g 2 G(E), then (g) 1g 2
NG(E)(T(E)) where  generates Gal(E=K). Let C denote the conjugacy class in W corre-
sponding to (g) 1g. Let w denote the image of (g) 1g in W.
Fix a regular semisimple element X 2 g which lies in the the Lie algebra of S(k). As above,
the set of rational conjugacy classes in
G(K)X \ g
is controlled by the group H
1(Gal(K=k);S(K)). Thanks to a result of Bruhat and Tits [6],
we have H
1(Gal(K=k);S(K)) is isomorphic to (S(K)=S(K)0)=(1   )(S(K)=S(K)0), where
S(K)0 denotestheparahoricsubgroupofS(K). SinceH
1(Gal(E=K);S(E)0+)istrivial,S(K)0 =
S(K)0+, and, from [4], S(K)0+ = S(E)
Gal(E=K)
0+ , we have
S(K)=S(K)0  = (S(E)=S(E)0+)
Gal(E=K):
Since S is K-elliptic, we have
(S(E)=S(E)0+)
Gal(E=K) = (S(E)0=S(E)0+)
Gal(E=K)
which is isomorphic to (T(E)0=T(E)0+)w, the subgroup of T(E)0=T(E)0+ ﬁxed by w  .
Since  acts trivially on the quotient T(E)0=T(E)0+, we need only compute the group of w-
ﬁxed points in T(E)0=T(E)0+. For w 2 G2, this group is trivial. It follows that the distributions
D(FA1 ~ A1;Gsgn), D(FA2;G0), and D(FA2;G00) are stable.
We are left to consider why the distribution D(FG2;Gsgn) is stable. The torus S associated to this
distribution corresponds to the Weyl group conjugacy class A2; a computation shows that the
group S(K)=S(K)0 is isomorphic to Z=3Z. We have
D(FG2;Gsgn) :=
X
Me=
sgn(m)  jSm=S0
mj
 
CGF(f)(gme)
 

Z
A(FG2;Gsgn;X1;gm)
Y dY
and Me = S3 = h (3);  ni. We consider two cases.
6.3.1. Case I: The cubic roots of unity belong to f. In this case,  acts trivially on Me. If the
conjugacy class of m is represented by an element of  (3), then, by construction, the centralizer
Sm of an element of A(FG2;Gsgn;X1;gm) belongs to a copy of SL3 in G2 which is deﬁned over
k. In this case Sm=S0
m has cardinality three and H
1(Gal(K=k);Sm(K)) = Z=3Z. On the other
hand, if m belongs to the conjugacy class containing  n, then the centralizer Sm of an element
of A(FG2;Gsgn;X1;gm) belongs to a copy of SU3 in G2 which is deﬁned over k. In this case,
Sm=S0
m is trivial and H
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We have that D(FG2;Gsgn) is equal to
3
6
Z
A(FG2;Gsgn;X1;g (1))
Y dY +
3
3
Z
A(FG2;Gsgn;X1;g ())
Y dY +
 1
2
Z
A(FG2;Gsgn;X1;g n)
Y dY
where  is a nontrivial element of 3. As noted above, H
1(Gal(K=k);S n(K)) is trivial, so the
last term in the sum is stable. The ﬁrst two terms combine to give a stable distribution. More
precisely, if
Y = X   X+3 + $X 2 3 2 A(FG2;Gsgn;X1;ge)
( 2 R), thenY , g ()Y , and
g (2)Y are representativesfor the G-conjugacyclassesin (G(K)Y \
g). We have  (2) = n( ()) and g (2) = ng (). Since  () acts trivially on g _  F, it follows
that
g ()Y 2 A(FG2;Gsgn;X1;g ())
and
g (2)Y =
ng ()n
 1
 (X   X+3 + $X 2 3) =
ng ()(X   X+3   $X 2 3)
2
nA(FG2;Gsgn;X1;g ()) = A(FG2;Gsgn;X1;g ()):
Thus, for each Y 2 A(FG2;Gsgn;X1;g (1)), representatives for both of the remaining rational
conjugacy classes in (G(K)Y \ g) occur in A(FG2;Gsgn;X1;g ()).
6.3.2. Case II: The cubic roots of unity do not belong to f. In this case, since  acts non-
trivially on Me, we consider -conjugacy classes in Me. If m represents the -conjugacy class
 (3), then, by construction, the centralizer Sm of an element of A(FG2;Gsgn;X1;gm) belongs
to a copy of SL3 in G2 which is deﬁned over k. In this case Sm=S0
m has cardinality one and
H
1(Gal(K=k);Sm(K)) is trivial. On the other hand, if m belongs to either the -conjugacy
class
f ng
or the -conjugacy class
f n (t)jt 2 3 n f1gg;
then the centralizer Sm of an element of A(FG2;Gsgn;X1;gm) belongs to a copy of SU3 in G2
which is deﬁned over k. In this case, Sm=S0
m has three elements and H
1(Gal(K=k);Sm(K)) =
Z=3Z.
We have D(FG2;Gsgn) is equal to
 3
6
Z
A(FG2;Gsgn;X1;g n)
Y dY +
 3
3
Z
A(FG2;Gsgn;X1;g n  ())
Y dY +
1
2
Z
A(FG2;Gsgn;X1;g (1))
Y dY
where  is a nontrivial element of 3. Since H
1(Gal(K=k);S (1)(K)) is trivial, the last term in
the sum is stable. The ﬁrst two terms combine to give a stable distribution. More precisely, if
Z = (X   X+3 + $X 2 3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( 2 R

K and () =  ), then g nZ, g n  ()Z, and
g n  (2)Z represent the three G-conjugacy
classes in (G(K)Z \ g). We have n (2) = n(n ()) and g n (2) = ng n (). Since  (3)
acts trivially on g(K) _  F, we have
g nZ 2 A(FG2;Gsgn;X1;g n);
g n  ()Z 2 A(FG2;Gsgn;X1;g n ());
and
g n  (2)Z =
ng n  ()(X   X+3   $X 2 3)
2
nA(FG2;Gsgn;X1;g n ()) = A(FG2;Gsgn;X1;g n ()):
Thus, for each Y 2 A(FG2;Gsgn;X1;g n), representatives for both of the remaining rational
conjugacy classes in (G(K)Z \ g) occur in A(FG2;Gsgn;X1;g n ()).
6.4. A result of Waldspurger. The proof of the following lemma is a straightforward adapta-
tion of a result of Waldspurger [26, Th´ eor` eme IV.13].
Lemma 6.4.1. The elements of the set
fresD0 DjD 2 B
stg
form a basis for resD0 J(g0) \ resD0 Jst(g).
Proof (Waldspurger). Suppose T 2 Jst(g) such that resD0 T is an element of resD0 J(g0). It is
enough to show that if
resD0 T
is in the span of the elements of the set
fresD0 D jD 2 B
unstg;
then resD0 T = 0.
Since resD0 T 2 resD0 J(g0) = resD0 J(N), we have that the Fourier transform ^ T of T is
represented on C1
c (g0+) by a locally integrable function on g0+. We shall denote by ^ T the
extension (by zero) of this function to g.
Suppose
resD0 T =
X
D2Bunst
c(D)  resD0 D
with c(D) 2 C and at least one of the c(D) nonzero. Since for each D 2 B we have ^ GD 2 D0
and GD 2 C1
c (g0+), we conclude that
c(D) = T(^ GD) = ^ T(GD)
=
Z
g
^ T(X)  GD(X)dX
=
X
ch 
Z
h
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The last displayed line is Weyl’s integration formula; the sum is over conjugacy classes of Cartan
subalgebras of g, the ch are positive constants, and dH is a Haar measure on h. Thus there is a
regular semisimple H in g0+ for which H(GD) 6= 0. Fix such an H.
An inspection of the elements of Bunst reveals that (GD)P = 0 for all proper parabolic sub-
groups P of G. Hence, from Lemma 3.3.1 and [12, Lemma 1.5] we conclude that H is elliptic.
Consequently, there is an elliptic regular semisimple H in g0+ for which
(10) 0 6= ^ T(H) =
X
D2Bunst
c(D)  ^ D(H):
However, from [25, I, Proposition] the function ^ T is stable – that is, it is constant on the rational
points in the orbit
G(K)H:
On the other hand, from [25, I, Proposition A], the right-hand side of Equation 10 cannot be
stable unless it is zero, a contradiction. 
7. STABLE DISTRIBUTIONS SUPPORTED ON THE NILPOTENT CONE
In this section, we explicitly describe the stable distributions supported on the nilpotent cone.
Thanks to Harish-Chandra, we know that the set of nilpotent orbital integrals is a basis for the set
of invariant distributions supported on the nilpotent cone. We therefore need to describe a basis
for Jst(N), the set of stable distributions supported on N, in terms of nilpotent orbital integrals.
For G2(k), we call a nilpotent orbit special provided that it is either k-distinguished or trivial.
We shall prove:
Theorem 7.0.2. Suppose O is a nilpotent orbit. The orbital integral O is stable if and only if
O is special. Moreover, the set
fO jO is specialg
is a basis for Jst(N).
Remark 7.0.3. We shall assume that the measure on a nilpotent orbit is normalized as in [26].
7.1. A parameterization of nilpotent orbits. We let Id denote the subset of In consisting of
pairs (F;e) where F is a facet in B(G) and e is a f-distinguished nilpotent element of L(f); that
is, e is nilpotent and does not belong to a Levi f-subalgebra of a proper parabolic f-subgroup.
The set Id carries the equivalence relation discussed in Remark 4.1.3. of Section 4.1.
Thanks to [5], if (F;e) 2 Id, then there is a unique nilpotent G-orbit O(F;e) in g of mini-
mal dimension which intersects the coset e nontrivially. The map (F;e) 7! O(F;e) induces a
bijective correspondence between Id=  and O(0), the set of nilpotent orbits in g [9]. Thus, we
can use the set Id to keep track of the nilpotent orbits. To do this, we introduce some additional
notation. For each facet F, the number of pairs (F;e) 2 Id listed below agrees (as it should)
with the numbers given in Figure 6. Some of this notation has been deﬁned previously.
Let e0 2 LFG2(f) be an element of the regular nilpotent GFG2(f)-orbit. We denote by O0 the
regular nilpotent G-orbit O(FG2;e0).38 STEPHEN DEBACKER AND DAVID KAZHDAN
Lete1;e0
1;e00
1 2 LFG2(f)beelementsofthethesubregularnilpotentGFG2(f)-orbitswithjMe1(f)j =
6,

 Me0
1(f)

  = 3, and

 Me00
1(f)

  = 2. We let O1, O0
1 and O00
1 denote the nilpotent orbits O(FG2;e1),
O(FG2;e0
1), and O(FG2;e00
1), respectively.
Let e

1 2 LFA1 ~ A1(f) be elements of the the regular nilpotent GFA1 ~ A1(f)-orbits; we assume e
+
1
and e
 
1 lie in distinct GFA1 ~ A1(f)-orbits. We let O

1 denote the nilpotent orbit O(FA1 ~ A1;e

1 ).
Let e
1 2 LFA2(f) , with  2 3(f), be representatives for the regular nilpotent GFA2(f)-orbits.
We assume that e
1 and e0
1 lie in the same GFA2(f)-orbit if and only if  = 0. We let O
1 denote
the nilpotent orbit O(FA2;e
1).
We have now labeled each of the (6 + jf=(f)3j) k-distinguished G-orbits in g. They are all
special. There are three more nilpotent orbits in g, these are parameterized by the pairs (FA1;e2),
(F~ A1;e3), and (F;;e4). Here e2 (resp. e3) is a regular nilpotentelementin LFA1(f) (resp. LF ~ A1(f)).
Finally, e4 is the zero element in LF;(f), and O(F;;e4) = f0g.
7.2. Generalized Gelfand-Graev characters. Suppose (F;e) 2 In. Let (f;h;e) 2 LF(f)
denote an sl2(f)-completion of e. Recall that
LF( 1) =
X
j1
LF(j)
where LF(j) is the j-eigenspace for the action of h on LF(f).
We let  (F;e) denote the generalized Gelfand-Graev character for (f;h;e); it is deﬁned by
 (F;e)(  Z) =
jLF( 1)j
1=2
jLF(  1)j
X
 g2GF(f);  g  Z2LF( 2)
(B(X;
gZ))
where X is any lift of e and  Z 2 LF(f).
Let h(F;e) 2 C(gF=g
+
F) denote the characteristic function of the lift of the subset
e + LF( 1)
of LF(f). Note that h(F;e) 2 D0. From, for example, the proof of [19, Lemma 2.2] we have
that the map ( g;  X) 7!  g  X from GF( 1)  (e + CLF(f)(f)) to e + LF( 1) is bijective. Here
GF( 1) is the unipotent radical of the parabolic subgroup in GF(f) with Lie algebra LF( 0).
The functions  (F;e) and h(F;e) are related by the fact (see [19, x2] and [26, p.283 (2)]) that
(11)
X
 g2GF(f)
^ h(F;e)(
g  Z) = jLF(1)j  jLF(f)j
1=2   (F;e)(  Z)
for all  Z 2 LF(f).
7.3. The distributions of interest evaluated at the functions h(F;e). We now evaluate vari-
ous distributions at the functions h(F;e). We perform these calculations in increasing order of
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7.3.1. Nilpotent orbital integrals. For nilpotent orbital integrals, the result we need is a straight-
forward generalization of a result of Waldspurger [26, xIX.4].
Lemma 7.3.1. Suppose (F;e);(F 0;e0) 2 In. We have
O(F;e)(h(F
0;e
0))
is zero unless the (p-adic) closure of O(F 0;e0) is contained in the (p-adic) closure of O(F;e).
Moreover
O(F;e)(h(F;e)) = jLF(1)j
1=2 :
7.3.2. Distributions not associated to toric Green functions. For a pair (F;G) 2 Ic where G is
not a toric Green function, the result we need is not difﬁcult to obtain.
Lemma 7.3.2. Fix (F;G) 2 Ic. Suppose that G is not a toric Green function. If x is a vertex in
B(G) and (x;e) 2 Id, then Dst
(F;G)(h(x;e)) is zero unless F lies in the G-orbit of x. In this case,
we may assume x = F. We then have
D
st
(x;G)(h(x;e)) = jLx(0)j
 1=2  G(e):
Proof. In all cases, F is a vertex. We have
D
st
(F;G)(h(x;e)) =
jLF(f)j
1=2
jGF(f)j

Z
G
Z
g
h(x;e)(
gZ)  GF(Z)dZ dg
=
jLF(f)j
1=2
jGF(f)j

Z
G
Z
gF
h(x;e)(
gZ)  GF(Z)dZ dg
=
jLF(f)j
1=2
jGF(f)j

Z
G
X
 Z2gF=(gF\g
+
g 1x)
h(x;e)(
gZ)
Z
gF\g+
g 1x
GF(Z + Z
0)dZ
0 dg:
If g 1x 6= F, then the image of gF \ gg 1x (resp. gF \ g
+
g 1x) in LF(f) is the vector space of
f-rational points of the Lie algebra (resp. nilradical) of a proper parabolic f-subgroup of GF.
Hence, as G is a cuspidal function, the inner integral is zero. Thus, if x and F do not lie in the
same G-orbit of vertices, then Dst
(F;G)(h(x;e)) = 0. On the other hand, if they do lie in the same
orbit, then we may assume F = x. We then have
D
st
(x;G)(h(x;e)) =
jLx(f)j
1=2
jGx(f)j

Z
Gx
Z
gx
h(x;e)(
gZ)  Gx(Z)dZ dg
=
jLx(f)j
1=2
jGx(f)j
 measdg(Gx)  measdZ(g
+
x)  jLx( 1)j  G(e)
= jLx(0)j
 1=2  G(e):
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7.3.3. Distributions associated to toric Green functions. Finally, we consider the distributions
associated to toric Green functions. These calculations are rather lengthy.
Lemma 7.3.3. Fix (F;QF
S) 2 Ic. Suppose XS 2 gF such that the image of XS in LF(f) has
centralizer S in GF. Let S be a lift of (F;S). If x is a vertex in B(G) and (x;e) 2 Id, then
XS(h(x;e)) = 0
unless there exists a g 2 G for which gx 2 B(S); in this case, we may assume that x 2 B(S)
and we have
XS(h(x;e)) =
( 1)rk(S)  jLx(1)j
1=2  jNG(S)=Sj
jNGx(S)(f)=S(f)j
 (Ind
x
F Q
F
S ; (x;e))Lx:
Proof. Since the centralizer of XS in G is a torus lifting (F;S), we may assume that this torus is
S. We have
XS(h(x;e)) =
Z
G=S
h(x;e)(
gXS)dg
 =
Z
G=S
hx(
gXS)dg

where dg is the quotient measure
dg
ds and
hx(Y ) =
1
jGx(f)j

X
 g2Gx(f)
h(x;e)(
gY )
for Y 2 g.
Fixa g 2 G. Since h(x;e) 2 C(gx=g+
x), we havethath(x;e)(gXS) 6= 0impliesthat gXS 2 gx.
This, in turn, implies that XS 2 gg 1x, which, from, for example, a slight modiﬁcation of [9,
x4.4], implies that g 1x 2 B(S) := A(S;K)  ,! B(G;K)  = B(G).
Let F denote the set of vertices in the intersection of B(S) with the G-orbit of x. Note that
for each vertex y in F the centralizer in Gy of the image of XS in Ly(f) = gy=g+
y is naturally
isomorphic to S; we denote the corresponding toric Green function by Q
y
S. We remark that
Q
y
S = Ind
y
F QF
S .
We let Frep denote a set of representatives for F modulo the action of S. Without loss of
generality, x 2 F. For each y 2 Frep we ﬁx gy 2 G for which g 1
y x = y. Since gyGy = Gx and
hx is Gx-invariant, we have
XS(hx) =
X
y2Frep
Z
GyS=S
hx(
gygXS)dg

=
X
y2Frep
measdg(GyS=S)  hx(
gyXS)
(from Equation (5))
=
jGx(f)j  jLS(f)j
1=2
jLx(f)j
1=2  jS(f)j

X
y2Frep
hx(
gyXS):
(12)
Fix y 2 Frep. We are interested in the term
hx(
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occurring in the sum above. For notational convenience we set hy := hgy
x and let h denote the
corresponding element of C(Ly(f)). We ﬁrst observe that
(13) hy(XS) =
Z
gy
(B(XS;Y ))  ^ hy( Y )dY:
On the other hand, we have
(Q
F
S ;r
y
F ^ h)LF = (Q
y
S;^ h)Ly
=
1
jGy(f)j

X
 X2Ly(f)
Q
y
S(  X)  ^ hy(X):
Now, since ^ h is supported on the nilpotent cone, we can apply Equation (1) to arrive at
( 1)rk(S)  jS(f)j
jLS(f)j
1=2  (Q
F
S ;r
y
F ^ h)LF =
1
jGy(f)j

X
 X2Ly(f)

F (
X
g2Gy(f)
[  XS]
g)

(  X)  ^ hy(X):
Expanding the right-hand-side yields
1
jGy(f)j  jLy(f)j
1=2 
X
 X2Ly(f)
X
 Y 2Ly(f)
X
g2Gy(f)
[  XS](
g  Y )  (B(X;Y ))  ^ hy(X):
By movingthe sumover Gy(f) infront of the other two sumsand makingthe changes of variables
(X 7! g 1X) and (Y 7! g 1Y ), we can take advantage of the invariance properties of B and hy
to arrive at
( 1)rk(S)  jS(f)j
jLS(f)j
1=2  (Q
F
S ;r
y
F ^ h)LF = measdX(g
+
y ) 
X
 X2Ly(f)
(B(X;XS))  ^ hy(X)
(since the left-hand side is independent of)
(the choice of XS)
= measdX(g
+
y ) 
X
 X2Ly(f)
(B(X;XS))  ^ hy( X):
(14)
Combining Equations (12), (13), and (14) we arrive at
XS(hx) = ( 1)
rk(S) 
X
y2Frep
jGx(f)j
jLx(f)j
1=2  (Q
F
S;r
y
F ^ h)LF
= ( 1)
rk(S) 
jFrepj  jGx(f)j
jLx(f)j
1=2  (Q
x
S;^ h)Lx
from Equation (11)
= ( 1)
rk(S)  jF
repj  jLx(1)j
1=2  (Ind
x
F Q
F
S ; (x;e))Lx:
To complete the proof, we now show that
jF
repj =
jNG(S)=Sj
jNGx(S)(f)=S(f)j
:
From [10, Lemma 2.2.1] we can ﬁnd a maximal k-split torus T0 of G such that B(S)  A(T0;k)
and, in fact, B(S) = A(A(T0;k);F) (see Section 4.1 for notation). Suppose y 2 Frep and g 2 G
such that gx = y 2 B(S). Let gS denote the f-torus in Gy whose group of F-rational points42 STEPHEN DEBACKER AND DAVID KAZHDAN
agrees with the image of gS(K) \ G(K)y in Gy. Via the natural identiﬁcation of GF in Gy we
see that there is a k 2 Gy such that kgS
i = S in GF in Gy. Since S is a lift of kgS, from [10,
Lemma 2.2.2] there is an element k0 2 G+
y such that k0kgS = S. Thus, every element of Frep
uniquely determines, up to right multiplication by NGx(S)=S, an element of NG(S)=S, and
vice-versa. The desired equality follows. 
Suppose x is a vertex in B(G). For each pair (x;e) 2 Id and each (F;QF
S ) 2 Ic we set X
(x;e)
(F;S)
equal to zero if the G-orbit of x does not intersect the building B(S) where S is any lift of (F;S).
Otherwise, we assume x lies in B(S) and set X
(x;e)
(F;S) equal to the Green polynomial associated to
(Ind
x
F QF
S )(e) evaluated at q 1. These polynomials can be explicitly described: If e is regular in
Lx(f) and the G-orbit of x intersects B(S), then X
(x;e)
(F;S) = 1. Otherwise, either X
(x;e)
(F;S) = 0 or e is
subregular in LFG2(f) and we have (see [24, x7])
X
(FG2;e1)
(F;S) = 1 + q
 1((w) + 2(w));
X
(FG2;e0
1)
(F;S) = 1 + q
 1((w)   (w));
and
X
(FG2;e00
1)
(F;S) = 1 + q
 1((w))
where  and  are characters of W (see Table 7) and w 2 W is a representative of the conjugacy
1 "  "  
feg 1 1 1 1 2 2
~ A1 1  1 1  1 0 0
A1 1  1  1 1 0 0
G2 1 1  1  1 1  1
A2 1 1 1 1  1  1
A1  ~ A1 1 1  1  1  2 2
TABLE 7. Characters for the Weyl group of G2
class associated to S.
Corollary 7.3.4. Fix (F;QF
S ) 2 Ic. Suppose XS 2 gF such that the image of XS in LF(f) has
centralizer S in GF. Let S be a lift of (F;S). If x is a vertex in B(G) and (x;e) 2 Id, then
XS(h(x;e)) = 0
unless there exists a g 2 G for which gx 2 B(S); in this case, we may assume that x 2 B(S)
and we have
D(F;QF
S )(h(x;e)) =
jLx(0)j
1=2  jLx(1)j  jNG(S)=Sj  X
(x;e)
(F;S)
jWxj  q
where Wx denotes the absolute Weyl group of Gx and the constants X
(x;e)
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Proof. From Lemma 7.3.3 we have
XS(h(x;e)) =
( 1)rk(S)  jLx(1)j
1=2  jNG(S)=Sj
jNGx(S)(f)=S(f)j
 (Ind
x
F Q
F
S ; (x;e))Lx
(from [15, 2.3.2])
=
jLx(1)j  jLx(0)j
1=2  jNG(S)=Sj  jS(f)j  X
(x;e)
(F;S)
jNGx(S)(f)=S(f)j  jWxj  q
 (Ind
x
F Q
F
S ;Ind
x
F Q
F
S )Lx
(from [7, Proposition 7.6.2])
=
jLx(0)j
1=2  jLx(1)j  jNG(S)=Sj  X
(x;e)
(F;S)
jWxj  q
:

Recall that if C is a conjugacy class in W, then, after scaling, we may assume
D
st
C =
X
(F;QF
S )2Ic=
D(F;QF
S )
jNG(S)=Sj
where the sum is over the set of equivalence classes of pairs (F;QF
S) for which S corresponds to
C. For notational ease, if w 2 C, then Dst
w := Dst
C. For each character  of W we deﬁne
D
st
 =
X
w2W
(w)  D
st
w:
The distribution Dst
 is stable. Thanks to Corollary 7.3.4, if x is vertex and (x;e) 2 Id, then we
can compute Dst
 (h(x;e)). Indeed, we have
(15) D
st
 (h(x;e)) =
jLx(0)j
1=2  jLx(1)j  Y(x;e)
q  jWxj
where the value of Y(x;e) is given in Table 8.
(FG2;e0) (FG2;e1) (FG2;e0
1) (FG2;e00
1) (FA1 ~ A1;e

1 ) (FA2;e
1)
1 12 12 12 12 8 6
" 0 0 0 0  4 0
 0 24q 1  12q 1 0 0 0
" 0 0 0 0 0 6
 0 12q 1 12q 1 12q 1 0 0
 0 0 0 0 4 0
TABLE 8. The values of Y(x;e)44 STEPHEN DEBACKER AND DAVID KAZHDAN
7.4. A basis for Jst(N). We now prove Theorem 7.0.2.
A proof of Theorem 7.0.2. If T 2 J(g0), then from Theorem 4.4.1, the restriction of T to D0 has
a local expansion. That is, there exist constants cO(T), indexed by O 2 O(0), so that for all
f 2 D0 we have
T(f) =
X
O2O(0)
cO(T)  O(f):
Thanks to Waldspurger [26, Lemme IV.15], we know that if T is stable, then
P
cO(T)  O is
also stable. Moreover, for each i, the distribution
X
dim(O)=i
cO(T)  O
is stable.
Since f0g is stable, from Lemma 6.4.1 we need to produce (6+jf=(f)3j) additional combi-
nations of nilpotent orbital integrals which are stable. That each of the remaining combinations
can be taken to be of the form O with O k-distinguished follows directly from Lemma 7.3.1,
Lemma 7.3.2, and Equation (15). We now explain how this happens.
We ﬁrst examine the regular nilpotentorbital integralO0. From Theorem 4.4.1, the restriction
of Dst
1 to D0 has a local expansion:
(16) D
st
1 (f) =
X
cO(D
st
1 )  O(f)
for all f 2 D0. By evaluating both sides of Equation (16) at h(FG2;e0), we conclude from
Lemma 7.3.1, Equation (15), and Table 8 that cO0(Dst
1 ) 6= 0. Hence, thanks to [26, Lemme
IV.15], the distribution
O0
is stable.
We next look at the three k-distinguished nilpotent orbital integrals O1, O0
1, and O00
1. The
restrictions to D0 of the stable distributions Dst
 , Dst
, and Dst
FG2 := Dst
(FG2;Gsgn) have local expan-
sions:
D
st
 (f) =
X
cO(D
st
 )  O(f); D
st
(f) =
X
cO(D
st
)  O(f);
and
D
st
FG2(f) =
X
cO(D
st
FG2)  O(f)
for all f 2 D0. From Equation (15) and Table 8 we conclude that
(17) D
st
(h(FG2;e0)) = D
st
(h(FA1 ~ A1;e

1 )) = D
st
(h(FA2;e

1)) = 0
and
(18) D
st
 (h(FG2;e0)) = D
st
 (h(FA1 ~ A1;e

1 )) = D
st
 (h(FA2;e

1)) = 0:
Similarly, from Lemma 7.3.2 we have
(19) D
st
FG2(h(FG2;e0)) = D
st
FG2(h(FA1 ~ A1;e

1 )) = D
st
FG2(h(FA2;e

1)) = 0:
Therefore, we conclude from Lemma 7.3.1 that cO(Dst
 ) = cO(Dst
) = cO(Dst
FG2) = 0 for all
k-distinguished nilpotent orbits O other than O1, O0
1, and O00
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By evaluating the distribution Dst
 at the functions h(FG2;e1), h(FG2;e0
1), and h(FG2;e00
1) we
conclude from Equation (17), Lemma 7.3.1, and Equation (15) that
cO1(D
st
) = cO0
1(D
st
) = cO00
1(D
st
) 6= 0:
Hence, thanks to [26, Lemme IV.15], the distribution
(20) O1 + O0
1 + O00
1
is stable.
By evaluating the distribution Dst
 at the functions h(FG2;e1), h(FG2;e0
1), and h(FG2;e00
1) we
conclude from Lemma 7.3.1, Equation (15), and Equation (18) that
cO1(D
st
) =  2cO0
1(D
st
) 6= 0 and cO00
1(D
st
) = 0:
Hence, thanks to [26, Lemme IV.15], the distribution
(21) 2O1   O0
1
is stable.
By evaluating the distribution Dst
FG2 at the functions h(FG2;e1), h(FG2;e0
1), and h(FG2;e00
1) we
conclude from Lemma 7.3.1, Lemma 7.3.2, and Equation (19) that
cO1(D
st
FG2) = cO0
1(D
st
FG2) =  cO00
1(D
st
FG2) 6= 0:
Hence, thanks to [26, Lemme IV.15], the distribution
(22) O1 + O0
1   O00
1
is stable.
Consequently, from Equations (20), (21), and (22), we conclude that the distributions O1,
O0
1, and O00
1 are stable.
We now examine the two k-distinguishednilpotent orbital integrals O
+
1 and O
 
1 . The restric-
tions to D0 of the stable distributions Dst
 and Dst
FA1 ~ A1
:= Dst
(FA1 ~ A1;Gsgn) have local expansions:
D
st
(f) =
X
cO(D
st
)  O(f) and D
st
FA1 ~ A1
(f) =
X
cO(D
st
FA1 ~ A1
)  O(f)
for all f 2 D0. From Equation (15) and Table 8 we have
D
st
(h(FG2;e0)) = D
st
(h(FG2;e1)) = D
st
(h(FG2;e
0
1))
= D
st
(h(FG2;e
00
1)) = D
st
(h(FA2;e

1)) = 0:
(23)
Similarly, from Lemma 7.3.2,
D
st
FA1 ~ A1
(h(FG2;e0)) = D
st
FA1 ~ A1
(h(FG2;e1)) = D
st
FA1 ~ A1
(h(FG2;e
0
1))
= D
st
FA1 ~ A1
(h(FG2;e
00
1)) = D
st
FA1 ~ A1
(h(FA2;e

1)) = 0:
(24)
Therefore, weconcludefromLemma7.3.1thatcO(Dst
) = cO(Dst
FA1 ~ A1
) = 0forallk-distinguished
nilpotent orbits O other than O
+
1 and O
 
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By evaluating the distribution Dst
 at the functions h(FA1 ~ A1;e

1 ), we conclude from Equa-
tion (23), Lemma 7.3.1, and Equation (15) that
cO
+
1 (D
st
) = cO
 
1 (D
st
) 6= 0:
Hence, thanks to [26, Lemme IV.15], the distribution
(25) O
+
1 + O
 
1
is stable.
By evaluating the distribution Dst
FA1 ~ A1
at the functions h(FA1 ~ A1;e

1 ), we conclude from
Lemma 7.3.1, Equation (15), and Equation (24) that
cO
+
1 (D
st
) =  cO
 
1 (D
st
) 6= 0:
thanks to [26, Lemme IV.15], the distribution
(26) O
+
1   O
 
1
is stable.
From Equations (25) and (26) we conclude that the distributions O+
1 and O 
1 are stable.
Finally, we examine the k-distinguished nilpotent orbital integrals O
1 for  2 3(f). The
restriction to D0 of the stable distribution Dst
" has local expansion
D
st
"(f) =
X
cO(D
st
")  O(f)
for f 2 D0. If j3(f)j 6= 1, then the restrictionsto D0 of the stable distributionsDst
0 := Dst
(FA2;G0)
and Dst
00 := Dst
(FA2;G00) have local expansions
D
st
0(f) =
X
cO(D
st
0)  O(f) and D
st
00(f) =
X
cO(D
st
00)  O(f)
for all f 2 D0. From Equation (15) and Table 8 we have
D
st
"(h(FG2;e0)) = D
st
"(h(FG2;e1)) = D
st
"(h(FG2;e
0
1)) = D
st
"(h(FG2;e
00
1))
= D
st
"(h(FA1 ~ A1;e

1 )) = 0:
(27)
When j3(f)j 6= 1, similar statements can be made for Dst
0 and Dst
00 (using Lemma 7.3.2).
Therefore, we conclude from Lemma 7.3.1 that cO(Dst
") = 0 for all k-distinguished nilpotent
orbits O other than O
1. Similarly, if j3(f)j 6= 1, then cO(Dst
0) = cO(Dst
00) = 0 for all k-
distinguished nilpotent orbits O other than O
1.
By evaluating the distribution Dst
" at the function(s) h(FA2;e
1) we conclude from Equa-
tion (27), Lemma 7.3.1, Equation (15), and [26, Lemme IV.15] that the distribution
X
23(f)
O
1
is stable. If j3(f)j 6= 1, then by evaluating the distributions Dst
0, and Dst
00 at the functions
h(FG2;e
1) we conclude from Lemma 7.3.1, Lemma 7.3.2, the Dst
FG2-analogue of Equation (27),
and [26, Lemme IV.15] that the distributions
X
23(f)

0()  O
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and
X
23(f)

00()  O
1
are stable. Consequently, independent of the order of j3(f)j, each element of the set
fO
1 j 2 3(f)g
is a stable distribution. 
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