Data assimilation is successfully used for meteorology since many years and is now more and more used for atmospheric composition issues (air quality analysis and forecast). The data assimilation of pollutants remains difficult and its deployment is currently in progress. It is thus difficult to have a quantitative knowledge of what we can expect as maximum of benefit. In this study, we propose a simple framework to make this quantification. In this first part, the gain of data assimilation is quantified using academic but realistic test cases over an urbanized polluted area and during a summertime period favourable to ozone formation. Different data assimilation configurations are tested, corresponding to different amount of data available for assimilation. For ozone (O 3 ) and nitrogen dioxide (NO 2 ), it is shown that the benefit due to data assimilation lasts from a few hours to a maximum possible of 60 and 21 hours, respectively. Maps of the number of hours are presented, spatializing the benefit of data assimilation.
Introduction
For analysis or forecast cases, one of the best way to improve results of chemistry transport model is to better represent the physics and chemistry processes. Another way is to modify the trajectory by "assimilating" observations. Data assimilation consists in using hybridation methods of measurement data and modelling results to constraint the model prediction the closest as possible to the observed data. The concept follows a simple principle whatever the studied physical problem: more the modelling values are close to the real values where are the measurements, more we can expect better results for the places where there is no measurements. In addition, even if the model is non-linear, better is the assimilation when observations are available, better should be the forecast. But this is clear that data assimilation cannot increase our scientific knowledge: this is just a way to have better results, without any explanation on why these results were less correct without data assimilation.
Data assimilation is widely used for meteorology, (Talagrand 1997 ) and the applications cover three possible ways: analysis, inverse modelling and forecast. More recently, data assimilation was also developed for atmospheric chemical composition. Several review articles were published such as (Sandu and Chai 2011) and (Bocquet et al. 2015) . They extensively describe the numerous data assimilation technics, the strengths and weaknesses of the systems, the dependence on the studied chemical species (their abundance, kinetics, data availability etc.). Nowadays, data assimilation of species is mainly used for analysis and inverse modelling.
The analysis is used to build a better data field after an event, (Denby et al. 2008; Constantinescu et al. 2007; Curier et al. 2012) . As an example, for a climatological study, a simulation may be performed over several years. If the goal is not to validate the model, but to estimate the more realistic trend for a parameter, the use of data assimilation gives better results than the first guess simulation, (Pierce et al. 2007) . For air quality purposes, the first studies in Europe were the 4D-VAR by (Elbern and Schmidt 1999) and the Optimal Interpolation approaches by (Blond and Vautard 2004; Zheng et al. 2018 ) dedicated to build more realistic databases of surface ozone peaks or to improve PM 2.5 forecast.
For inverse modelling, a large number of studies were performed these last years. They have been especially applied at the global scale for the inversion of emissions of long-lived chemical species such as methane (Wang and Bentley 2002) , carbon dioxide (Kaminski and Heimann 2001) , CFCs (Mahowald et al. 1997 ) and carbon monoxide (Bergamaschi et al. 2000; Müller and Stavrakou 2005) and, at a continental scale, to nitrogen oxides (NO x ) (Wang et al. 2004; Konovalov et al. 2005 ). This methodology is completely different from the analysis since it is designed to estimate an input data by assimilating measurements related to model output data. At the regional scale, the problem becomes rather difficult to solve because the model considers explicitely shorter-living species and the errors on meteorology, turbulence and deposition dominate the system, (Chang et al. 1997; Mendoza-Dominguez and Russell 2001; Enting 2002; Elbern et al. 2007; Pison et al. 2006 Pison et al. , 2007 , among many others.
The forecast is the most recent application of chemical data assimilation technics. The scarcity of studies is not due to a lack of interest, but to the numerous difficulties to conduct them. Even if surface and satellite measurements become to be available in near-real-time, all models are not able to use them. The species of interest for air quality are not all available and the satellite sensors have not a large accuracy close to the surface, (Zhang et al. 2012) . For example, some measurements are available for ozone only (the photochemical reactions are thus difficult to constrain) or Particulate Matter in mass (the aerosols speciation is often missing), or Aerosol Optical Depth (a budget of a radiative impact but without information of the chemical composition or the altitude layers). Today, numerous systems exist and, as recent examples, there is the PRE-VAIR system (the first European operational air quality forecast, (Honoré et al. 2008) ) and the European Copernicus program, (Marécal et al. 2015) .
Data assimilation of chemical species was found to always improve the results, including for forecast. But the question of quantification of this benefit remains open. In this study, we propose a simple approach to estimate this benefit. The starting point is that there is no need of a data assimilation system to estimate its potential gain. The key question is: if we have a perfect initialization, during how many hours the air quality forecast system will be better than without this perfect initial state? To answer this question, it is not necessary to try to develop very complex systems: an academic test case can be defined to control all variables. Then, we just have to evaluate the differences between several simulations: one representing the observations and one representing the forecast with the model as it is. Thus, we consider that (i) the model is in the state of the art, (ii) the data assimilation algorithms are perfect, i.e. the forecast starts with a perfect initialisation of the model. With this methodology, we can provide answers giving the maxima of benefits we can expect for regional forecast applications.
Section 2 presents the methodology. Section 3 presents the academic test case (meteorology, emissions, boundary conditions). Section 4 presents the observations dataset. Section 5 presents the principle of the pseudo data assimilation system and the results. Conclusions are presented in Section 6.
Methodology
The methodology consists in using the same model with three different configurations, as described in Figure 1 . By comparing the simulations results, it is possible to quantify the benefit obtained with data assimilation. First, the main principle of the methodology is presented. Note that this methodology could be used with academic or realistic simulation. More realistic simulations, focussued on a Particulate Matter (PM) pollution episode, are presented in the companion paper (Bessagnet and Menut 2018 The three simulations are designed as: The benefit of data assimilation is quantified by comparing these three simulations (FCST, OBS and DA) . In the example presented in Figure 1 , the 'first-guess' simulation, FCST, underestimates the observations, OBS. Using data assimilation, the forecast restarts with values closer to the 'reality' at time t 1 , constituting the DA simulation. After some hours or days, and even if DA restarts with the initial state of OBS, DA will get closer to FCST, having the same forcings (meteorology, emissions, boundary conditions). For all model configurations, there is no doubt that the DA simulation will always become as uncertain as FCST. So the question is not whether this will happen but after how long it will happen.
Definition of the academic test case
In this study, we use acadamic test cases: the meteorology is realistic but completely constrained. It is the best way to really understand and interpret the results. The meteorology and emissions are chosen to be representative of a summertime pollution event. Another advantage of this configuration is that we can design several types of available measurements: only surface measurements, measurements close to satellite retrievals etc. In addition, we can subset the different information per species or temporally or spatially, to study very different configurations.
A specific pre-processing program was created and dedicated to the chemistry-transport model used in this study: CHIMERE. This model is dedicated to the analysis and forecast of atmospheric composition in the troposphere, (Menut et al. 2013) , (Mailler et al. 2017) . This model requires meteorological fields, chemical boundary conditions and surface emissions fluxes as forcings. All physical and chemical processes related to the spatial and temporal evolution of chemical species, gas and aerosol, are considered: transport, turbulence, chemistry, emissions, wet and dry deposition.
The preparation of all input data is done for (i) the simulation domain including the 3D mesh and the landuse, (ii) the meteorological fields, (iii) the chemical boundary conditions, (iv) the surface anthropogenic and biogenic emissions. For simplicity, we consider there is no mineral dust, biomass burning and sea salt emissions.
The simulation is performed for two periods of five days. The period is chosen as a summertime period and we will focus our analysis on ozone concentrations. The first period [0:t 1 ] ranges from the 1st June 2017 at 00:00 UTC to the 5 June 2017 at 24:00 UTC. The second period [t 1 :t 2 ] ranges from the 6 June 2017 at 00:00 UTC to the 11 June 2017 at 24:00 UTC.
a. The model domain
The domain is constituted of 41 × 41 × 20 grid cells in the (x,y,z) dimensions, with an horizontal resolution of 0.2 × 0.2 degrees. Vertically, the domain extends from the surface to 500 hPa to cover the boundary layer and a large part of the free troposphere. The first vertical level has a thickness of 20m, then the thicknesses of upper cells increase with altitude. The land cover is grassland for the whole domain, except at the center where the landuse is urban. The city is defined as a square of 0.5 × 0.5 degrees at the center of the domain. There is no orography and no sea or lake in the domain. This domain is similar to the Paris area and can thus be considered as realistic. For the data assimilation management and the analysis of the results, we define several pseudo-stations, displayed in Figure 2 and with coordinates displayed in Table 1. These "measurements stations" correspond to locations where the data are considered as available and are then assimilated before the restart of the DA simulation.
b. The meteorological fields
The meteorological fields are calculated using very simplified parameterizations but in a realistic manner. The meteorology reproduces a summertime period with weak winds conditions, no clouds, no precipitation and is representative of a stagnation period, favourable to a pollution event (in particular high ozone concentrations).
The pressure is constant in time and horizontally over the domain but varies vertically. The two first levels are imposed: the surface pressure is 1000 hPa and the top of the first model level is 997 hPa in order to constrain the first layer thickness to be around 20m. The top of the model domain is 500 hPa. Using these values, the pressure profile is estimated using an exponential interpolation between the first and top levels. The altitude and thickness of each vertical cell are deduced from the pressure profile. The wind speed is temporally and horizontally constant but vertically increases using a logarithmic factor until the boundary layer height. The wind direction changes in the domain to reproduce a large scale circulation. The other meteorological variables are spatially and time varying. We consider the influence of the city located in the center of the domain: the 2m temperature, the 10m wind speed and the 2m relative humidity are modified following the values presented in Table 2 . Diurnal cycles are considered for temperature, humidity, boundary layer height, surface heat fluxes and short-wave radiation between minimum and maximum values, also presented in Table 2 . Between the minimum and maximum value for each meteorological variable, M, a simple sinusoidal expression is used to reproduce diurnal cycles, as:
where h is the local hour (between 0 and 24). An example of meteorological fields is presented in Figure 2 with the 2m temperature (colors) and the 10m wind speed (vectors), for a typical summer day at 12:00 UTC.
c. The chemical boundary conditions
The chemical boundary conditions are present only to preserve realistic orders of magnitude for the main studied chemical species, as explained in Table 3 . The model species correspond to the Melchior mechanism used in CHIMERE and fully described in (Menut et al. 2013 In this study, only boundary conditions for gases are considered. Surface emissions of primary particles are considered, but there is no arrival of biomass burning and mineral dust aerosol concentrations in this regional domain.
d. Anthropogenic emissions
Anthropogenic emissions are estimated for chemical species of the Melchior mechanism. The methodology follows the surface emissions fluxes calculation as described in (Menut et al. 2012 ) and (Mailler et al. 2017 ). For this model domain, composed of one city at the center and grassland and agricultural land in the surroundings, the emissions are uniform over each of these landuses. The values were extracted from the HTAP emissions inventory (Janssens-Maenhout et al. 2015) for the Paris area in June.
The preparation of pseudo-observation dataset
The pseudo-observations (called OBS) are built using the simulation FCST but with additional perturbations for some parameters. These perturbations are chosen to be in a realistic range of known uncertainty for each parameters, Table 4 . The perturbations values come from usual known uncertainties as already used in CHIMERE in (Menut 2003) , among others. OBS is performed for the same period than FCST, [0:t 2 ]. The perturbation is calculated with a constant bias (systematic error) and a scatter (random error). The systematic error is different for each variable. It also changes every day. To avoid stiff day to day differences, the perturbation is smoothed using a binomial filter. Considering that a forecast error may be spatially persistent over a regional domain, the perturbation is the same for all domain cells. For the meteorology, three variables are perturbed: the wind speed (zonal and meridional components), the temperature and the boundary layer height. Figure 3 presents time series of 2m temperature for the "urban" cell at the center of the domain. The FSCT simulation has the same diurnal cycle every day. The OBS simulation corresponds to FCST but after multiplying the variables by the perturbation. Note that the wind components, u and v, are perturbed with the same factor. In the CHIMERE model, the vertical transport, w, is always diagnosed from the u and v values known at each model cell interface. It is thus possible to randomly change the zonal and meridional wind components and to finally ensure mass conservation for the transport calculation.
For the anthropogenic emissions, NO x and VOCs fluxes are perturbed. In addition to the meteorological variables, we consider for emissions a bias and an uncertainty (random error). The bias is constant and represent an example of poor knowledge of what are really emitted in a city. The variability is applied after the bias: for example and for the NO x fluxes, a random perturbation of ±40% is applied after the bias effect of -40%. This bias is realistic knowing the current available regional inventories.
Representative of large-scale chemical concentrations fields, the boundary conditions are also perturbed. All chemical species are changed with a constant negative bias of 30%. This bias represents the fact that, if anthropogenic emissions are underestimated at the regional scale, there is a chance to have the same effect at larger scale, then on the chemical concentrations transported in the regional domain, then on these boundary conditions. Surface concentrations maps of ozone for the two simulations, FCST and OBS, are presented in Figure 4 . The surface ozone concentrations values are presented for the 6 June 2017 at 12:00 UTC, corresponding to the first day of the second simulation period. For the FCST simulation, the maximum values are modelled downwind the city and follow the mean wind flow. Two local maximum are identified: close to the city for ozone just formed in the preecedent hours and in the north-east part of the domain for the ozone produced the day before. For the OBS simulation, the ozone plume follows the same trajectory. The wind speed and direction are perturbed but with a maximum of 10% only. The surface ozone concentrations are lower and represent a lower photochemical production due to lower surface emissions of NO x and VOCs and lower boundary conditions of ozone.
The pseudo data assimilation a. The data assimilation cases
The studied cases, DA1, DA2 and DA3, are presented in Figure 5 . FIG. 5 . Synthetic presentation of the "Data Assimilation" cases. All cases corresponds to idealized set-up and are not designed to be realistics but only to represent minimum and maximum possible benefits of data assimilation. The "real" current systems are between DA1 and DA2.
DA1: From all defined studied cases, it is the closest to current systems. The available surface data correspond to current regional air quality networks, thus at the surface and for some locations only. These locations may be in and around urbanized areas, defining the 'urban' and 'suburban' sites. For this configuration, the first model level of FCST is replaced by OBS for the initialization step. In the boundary layer, above these stations, the FCST concentration is corrected following a 'pseudo vertical covariance' relationship. This pseudo vertical covariance is applied to the 'assimilated concentrations'. For this academic study, the simulation correspond to a low wind speed case with grid cell of 0.2 o width: considering numerical diffusion, there is no need to add horizontal error covariance. It is different in the vertical dimension when the vertical mixing acts quickly and efficiently in the convective boundary layer. A correction is thus applied in the boundary layer, as:
where the model vertical levels extend from 1 to zABL (the altitude of the boundary layer). This simple relation is defined to report the error correction diagnosed at the surface to upper levels. It is not a real 'vertical error covariance' correction but is able to reproduce the benefit we can calculate when assimilating surface data. Note that negative values of concentrations are not allowed.
DA2: In this case, we consider we have enough information close to the surface to have the complete first model level identical to the observations. This configuration is not existing yet. It is the same principle as DA1 but applied to all model cells. This case is more complete than the current existing systems.
DA3: We consider we have enough information (boundary layer and free troposphere) to have the whole model domain identical to the observations. This is the ultimate 'data assimilation' system, since, in this case, we consider that the available data are numerous and the data assimilation system is 'perfect'. This could correspond to future combined in-situ and satellite observations systems, where all chemical species of interest are measured with high spatial and temporal resolution. The complete domain used the concentrations calculated with OBS as a restart for the FCST simulation.
Note that there is no case really similar to existing data assimilation systems, even if DA1 is relatively close to the current state-of-the-art. These systems are very complex and the goal of this paper is not to reproduce one of these configurations. The cases are thus defined to be clearly less or more efficient than the existing systems.
To quantify the time when the simulation DA, starting with OBS chemical values, reaches the values of the FCST simulation, a simple criterion s defined as:
This calculation represents the difference between the DA simulation and the two cases: FCST and OBS. More the DA simulation is close to FCST, more B is small. We define a threshold value of B t =0.1 (i.e 10%), corresponding to the fact that the benefit of the restart with OBS was lost with a percentage of 90%. It is arbitrary but the results show that another value would not have changed the conclusions. To avoid the division of small values by other small values, another threshold is fixed: the number of hours is calculated only if the concentrations c FCST or the difference |c DA − c FCST | are larger than 0.1 µg m −3 . For lower values, we consider that the ratio is not significant and there is no gain since the FCST, OBS and DA are already very close.
b. Results with time series
Results are presented as time-series in Figure 6 . The abscissa axis represents the number of hours after t 1 . Surface concentrations of O 3 and NO 2 are compared for the simulations FCST, OBS and the scenarios, DA1 to DA3. Two stations are selected: the station located in the city center (measURB) and the station located downwind the city (measNE). The results were also studied for some other stations but provided no valuable additional information.
Due to the emissions perturbations, the FCST surface ozone and NO 2 concentrations are larger than the OBS concentrations. The benefit is studied here by using the B criterium. For the two sites and the two species, it is noteworthy that only the DA3 configuration is able to propose a benefit more important than a few hours. For the configurations DA1 and DA2, the benefit vanishes after 3 to 7 hours.
During these 3 to 7 hours, there is no convection and photochemistry. For DA1, the concentrations are assimilated at stations locations only. The benefit is low because the horizontal transport dominates the potential vertical motions: even if the concentrations are updated for the first hour at the stations, the benefit is annihilated after a few hours due to advection. For DA2, the complete surface level is assimilated. Even with this configuration, the benefit remains low and does not exceed a few hours.
The only configuration with a remarkable benefit is DA3, when the whole atmosphere receives data assimilation. In this case, the benefit exceeds 24 and 36 hours for ozone and for measURB and measNE, respectively. For NO 2 , the benefit is lower and is mainly significant for the urbanized site, with 16 hours. The way how the concentrations changed from OBS to FSCT is different for the two species. For ozone, the shift is sudden and with a few hours duration only: for example, in measURB, the DA3 case shows ozone concentrations close to OBS during the first 26 hours, then reaching the FCST values in one hour only. The same tendency is observed for measNE, when the ozone concentrations of DA3 turns from OBS to FCST calculated concentrations in 4 hours only. For NO 2 , since the beginning of the simulation, the DA3 concentration is close to FCST. These differences are due to the lifetime of these species. Ozone is a secondary pollutant, with a lifetime of several days. Thus, the boundary conditions and the vertical mixing play a more important role than the local production. On the other hand, NO 2 is directly emitted by local emissions and is rapidly converted during summertime period in the presence of oxidants like ozone. In this case, the local emissions are the key factor to explain the modelled time evolution. This is why, even if DA3 initializes the whole domain, the emissions injected in the following hours will quickly suppress the local benefit of data assimilation.
c. Results with benefit maps
To evaluate the benefit on maps, values of B are calculated for each hour and all model surface cells. When B < B t , the corresponding hour is stored. Results are then presented as maps of hours showing the end of the benefit period. The calculation is performed for O 3 and NO 2 surface concentrations.
Results are presented in Figure 7 for ozone. For DA1, the benefit is 6 hours at the stations. The benefit is larger for DA2 and may reach 10 hours in the ozone plume. Finally, with DA3, the benefit increases again and may reach 60 hours downwind the city. On the western part of the domain, the benefit is close to zero, showing that the advection of boundary conditions instantaneously suppresses a potential benefit. The wind being from west to east, injecting assimilated data in the domain has an impact increasing with time and following the mean flow. It is also interesting to note that the benefit tends to zero on the southeastern part of the domain, where there is also a wind entering the domain through the boundary conditions. The high benefit values on the northwestern part of the domain is mainly due to the fact there is no city (no ozone fast titration by NO x ), but mainly biogenic VOCs, favourable to ozone production. The whole column of ozone being updated during the initialization, these high concentrations values are the reason for this longer benefit at the surface.
For NO 2 , results are presented in Figure 8 . The benefit is more local and mainly downwind the city. In the city, the benefit is due to the replacement of ozone, NO and NO 2 where the main anthropogenic emissions occurs. The effect is thus to counterbalance the bias in emissions by more realistic concentrations. Here, the assimilation has a positive (but short) effect by compensating discrepancies on emissions.
For DA2, the benefit reaches 10 hours. During these hours, from midnight to 10:00 UTC, there is no chemistry and the impact is mainly due to the unperturbed anthropogenic emissions, slowly transported to the northeast. The increase of the number of hours is thus just the reflect of this transport of NO 2 . When the photochemistry starts, as well as the vertical mixing, the benefit fades in time. The addition of the vertical covariance slightly increases the number of hours. For DA3, the benefit has a maximum of 15 hours even close to the city. The shape of the maxima over the city is different because in this case, the complete vertical column is assimilated for all species: the gain, mixed with the advection, enhanced the number of hours of benefit, especially upwind the city where the surface concentrations of NO 2 are low. Results presented on the maps are summarized in Table 5: for each pollutant and each test case (DA1, DA2 and DA3) the lower and higher number of hours is extracted.
Conclusions
If the current data assimilation systems are able to improve the analysis and the forecast of regional air quality, it is also important to quantify the number of hours of this benefit. In this study, we propose a simple framework based on academic test cases. The goal is to reproduce the equivalent of a forecast having initial conditions improved using data assimilation. By comparing two simulations (one with and one without some assimilated data), we are able to estimate the number of hours of benefit of the data assimilation.
An academic test case of meteorology and pollution was defined, corresponding to a summertime period, over a region similar to the Paris area and for an anticyclonic situa- tion, favourable to a pollution event. We simulated the assimilation of a few surface stations (DA1), the whole surface (DA2) and the whole troposphere (DA3). The current existing systems are between DA1 and DA2. For the case DA1, it was shown that the benefit is less than 10 hours for ozone and NO 2 . For DA2, the maxima are 15 hours and 11 hours for ozone and NO 2 , respectively. In this case, ozone, a secondary species, is able to be longer transported, then the benefit is higher than the primary species NO 2 . This effect increases with the case DA3. This case showed that at the maximum, and considering that we have a lot of data to assimilate, the maximum of benefit would be 60 hours for ozone and 21 hours for NO 2 .
The configuration presented in this study is a specific case and is not representative of all possible cases. But this selected case corresponds to a summertime pollution with low wind speed and temperature up to 25 o C during the afternoon. A faster wind will dampen the effects of data assimilation. This episode of stagnation thus represents a maximum of possible gain. To strengthen these results, made using academic test cases, the second part of this work, presented in (Bessagnet and Menut 2018) , is dedicated to the same kind of quantification but for a more real test case over Europe including an analysis for gaseous and aerosol chemical species.
