Abstract. In this paper, we establish a fixed point results for a finite sum of mappings defined on a convex set of an arbitrary Banach spaces and we study the convergence (resp. weak convergence) of generalized Kirk's processes associated to them in uniformly convex Banach spaces. Finally, our results are used to investigate the strong and weak convergence of Kuhfittig's iterative process to the solutions of nonlinear system of functional equations.
Introduction
In applied sciences, many problems are modeled by equations of the form
on a convenable Banach space X. If T is bounded linear such that I −T is invertible or satisfies Fredholm alternative, then the equation (1) has a solution. If T is assumed to be only linear, other results characterizing and ensuring the existence of this solution are given by several authors (see for example [3] ). If T is nonlinear, the study is different, if f = 0 and in the case where T satisfies the classical Banach contraction principle, then T has a unique fixed point z, moreover the Picard sequence given by x n+1 = T n (x 0 ) converges to z for any x 0 ∈ X which is not the case if T is nonexpansive, as an example we take T : [0, 1] −→ [0, 1] given by T (x) = 1 − x, T is trivially nonexpansive and 1 2 is the unique fixed point of T .
Unfortunately, if we take x 0 = 0 then the Picard sequence x n = T n (x 0 ) is given by x 2k = 1 and x 2k+1 = 0 for all integer k ∈ {0} N which is not convergent to the point 1 2 . On the other hand, it is easy to observe that u is a solution to the equation (1) if and only if that u is a fixed point for the mapping T f given by
Then to study the existence of the solution of equation (1) comes down to deal with the properties of the nonexpansive mapping T f related to the geometry of the Banach space X. Here we are interested to the mapping T involves a finite number of mappings and in this case the associated Picard sequence is given as a generalized Kirk's process. The importance of our analysis comes from the fact that several phenomena are given by a data of a finite number of motions or situations. Thus our goal here is to investigate the existence of fixed points and their properties for the associated mappings to these phenomena and to establish the convergence or the weak convergence for generalized Kirk's processes associated to them. Our results extend in particular those of [8] and they are applied to give a necessary and sufficient conditions to solve a nonlinear system of functional equations and to study the convergence of Kuhfttig's ( [10] ) iterative process to their solutions.
Notations and Preliminaries
Definition 2.1. Let X be a normed space and C a subset of X. Let T : C −→ C be a selfmapping, T is said to be nonexpansive if
It is known by F. E. Browder, D. Göhde and W. Kirk [2, 6, 8] that if C is an arbitrary bounded closed convex subset of a uniformly convex Banach space X then T has at least a fixed point (see also [11] ). In particular, if X is a Hilbert space, this result holds.
) and a nonexpansive mapping T : C 0 −→ C 0 such that T is free fixed point. Definition 2.2. Let C be a convex subset of a Banach space X and let T : C −→ C be a selfmapping. Define a sequence (x n ) n ⊂ C by
Definition 2.3. Let C be a convex subset of a Banach space X and let T 1 , T 2 , ..., T k be selfmappings on C. Define (x n ) n ⊂ C by
where λ i ≥ 0 for i = 0, ...., k with λ 1 > 0 and
Kirk's process associated to the mappings T 1 , ..., T k .
Remark 2.4. If λ 2 = ... = λ k = 0 in the case of generalized Kirk's process, then it reduced to Krasnoselskii process associated to the mapping T 1 .
Remark 2.5. For a given selfmapping T on C, if in the case of generalized Kirk's process T i = T i for all integer i ≥ 1, then this process is reduced to the classical Kirk's process associated to the mapping T .
In the following, we denote by F (T ) the set of fixed points of the mapping T .
Common fixed points formulas
We start this section by the following fundamental Lemma Lemma 3.1. Let C be a convex subset of a Banach space X and let
achives the proof. Corollary 3.2. Let C be a subset of a Banach space X and let T : C −→ C be a selfmapping then for all k ≥ 1, we have
Proof. In the proof of Lemma 3.1, it suffices to take that λ i = 0, T i = T i for all integer i = k and λ k = 1 together with T k = T k .
Remark 3.3. It is easy to observe that the assumption of the convexity of the subset C can be dropped in Corollary 3.2 Theorem 3.4. Let C be a convex subset of a Banach space X and let T 1 , T 2 , ..., T k be a selfmappings satisfying that for all x ∈ C, and for all integers i, j = 1, ..., k, (i < j) there exists an integer 1 ≤ n(x) < j such that
Proof. It is easy to prove that
this gives that
Assume that δ > 0, the assumption (3) proves that there exists a smallest integer p(x 0 ) ∈ {1, ..., k} such that
(ı): If p(x 0 ) = 1, this is a contradiction, since, we obtain that (3), we obtain the existence of an integer
which gives that x 0 − T m(x0) (x 0 ) = δ and contradicts the fact that p(x 0 ) is the smallest integer such that δ = x − T p(x0) (x 0 ) . Necessarily, we get δ = 0 and x 0 − T i (x 0 ) = 0 for all integer i = 1, ..., k, consequently
F (T i ) which achieves the proof.
Example 3.5. Let C be convex subset of a Banach space X and let T be a selfmapping on C. If T satisfies one of the following hypotheses, then the assumption (3) holds for T .
1. T nonexpansive;
for all x, y ∈ C, x = y.
for all x, y ∈ C and α 1 , α 2 , α 3 ∈ [0, 1] with 3α 1 + 2α 2 + 4α 3 ≤ 1.
Indeed, for the case of nonexpansive mappings, it suffices to take n(x) = j −i (i < j) for all x ∈ C since we have T i x − T j x ≤ x − T j−i x while if T satisfies 2 or 3, then n(x) can be taken 1 for all x ∈ C because in this situation, we have T i x − T j x ≤ x − T x (for more details, see [12, 13] ).
Corollary 3.6. Let C be convex subset of a Banach space X and let T be a nonexpansive selfmapping on C. Denote by
where
The result follows from Theorem 3.4 by taking T i = T i for all integer i. In this case, wa have
Asymptotically regular mappings
Definition 4.1. Let C be a convex subset of a Banach space X and let T be a selfmapping on C. T is said to be asymptotically regular if, for all x ∈ C, we have
It is easy to observe that if T is a Banach contraction then T is asymptotically regular. Unfortunately if T is a nonexpansive mapping, then the sequence δ n = T n+1 (x) − T n (x) is decreasing but does not converge necessarily to 0. Indeed, it suffices to take X = R equipped with it's usual norm and take T : R −→ R defined by T (x) = 1 − x. Here we give some assumptions to ensure the asymptotical regularity of the mapping S defined previously. Theorem 4.2. Let C be a convex subset of a uniformly convex Banach space X and let T 1 , T 2 , ..., T k be nonexpansive self mappings on C satisfying assumption (3). Denote by
Proof. First of all , since T i is nonexpansive for all integer i ∈ {1, 2, ..., k}, then S is nonexpansive. Moreover, Theorem 3.4 implies that
that y ∈ C is a fixed point of S and let x ∈ C. Define a sequence (x n ) ⊂ C by x n = S n x, n ∈ N with the notation S 0 = Id C . It is easy to show that the sequence { x n − y } n is decreasing, then lim n−→∞ x n − y = α ≥ 0. 
The fact that 
which achives the proof.
Convergence Results of Generalized Kirk's Processes
This section is devoted to the study the convergence results of generalized Kirk's and non-stationary generalized Kirk's processes to common fixed points of a given mappings.
Definition 5.1. Let X be a Banach space and let T be a selfmapping on X. T is said to be compact if T maps bounded subsets of X into precompacts subsets of X.
As a Corollary of Theorem 4.2, we have Theorem 5.2. Let X be a uniformly convex Banach space and let T 1 , T 2 , ..., T k be nonexpansive compact selfmappings on X satisfying the assumption (3). Denote by S the mapping
F (T i ) = ∅, then for each x 0 ∈ X the Picard sequence {S n (x 0 )} converges to a common fixed point of the mappings T 1 , T 2 , ..., T k .
Proof. It follows from Theorem 4.2 that S is asymptotically regular with F (S) =
First of all, we prove that the mapping I − S maps bounded closed subsets of X into closed subsets of X. Indeed, let C an arbitrary bounded closed subset of X and assume that lim n−→+∞ (y n − Sy n ) = y, y n ∈ C. We will show that y ∈ (I − S)(C). The fact that each T i , 1 ≤ i ≤ k is compact implies the existence of a subsequence (y n i (l) ) l such that T i (y n i (l) ) l converges to z i ∈ X, 1 ≤ i ≤ k which proves the existence of a subsequence y f (l) l of (y l ) l (with f (1) is the smallest integer multiple of n 1 (1), n 2 (1), ..., n k (1)) such that T i (y f (l) ) converges to z i ∈ X. Thus
Since y f (l) − S(y f (l) ) converges to y (l −→ +∞), we get
y f (l) = y ∈ C, which gives that y − S y = y, it proves that y ∈ (I − S)(C) which is the desired result. Now the result follows from Theorem 6 in [3] . Definition 5.3. A selfmapping T on X is said to be demiclosed if for each sequence {x n } ⊂ X with x n −→ x weakly in X, T x n −→ y strictly in X, then T x = y.
Theorem 5.4. Let X be a uniformly convex Banach space, C a closed bounded convex subset of X, and let T 1 , T 2 , ..., T k be a nonexpansive mappings satisfying the assumption (3). Define
for each x 0 ∈ C, the Picard sequence {S n (x 0 )} converges weakly to z 0 in C.
Proof. Since S is nonexpansive, then the mapping I − S is demiclosed. (see [1] ). Now let x 0 ∈ C and let (x n ) n the Picard sequence x n = S n x 0 (n ∈ N), since X is uniformly convex, then X is reflexive (see [4, 7] ), this implies the existence of a subsequence {x n k } k of {x n } n such that x n k converges weakly to y 0 . Theorem 4.2 gives that S is asymptotically regular, thus
By definition of demiclosedness, it follows that (I − S)(y 0 ) = 0, which proves that y 0 is a fixed point of S. But
hence y 0 = z 0 and y 0 is the unique fixed point of S. Consequently, every weakly convergent subsequence of {x n } converges weakly to z 0 . By a standard argument using the reflexivity of X and the fact that the sequence {x n } n is bounded, we infer that {x n } n converges weakly to z 0 which is the desired result. Finally, we study the convergence of a non-stationary generalized Kirk's process involving T 1 , T 2 , ..., T k into a common fixed point for these mappings.
First, we recall the following preparatory result.
Lemma 5.6. (see Lemma 1 in [5] ) If {x n } n and {y n } n are sequences in a uniformly convex space with y n ≤ x n and
min(α n , 1 − α n ) = ∞, then 0 ∈ {x n − y n , n ∈ N} ( where C denotes the closure in norm of the set C).
with k j=0 α ij = 1 for each i and
Define the mappings S i by
A non-stationary generalized Kirk's process is given by the formula
It is easy to observe that if T 1 , T 2 , ..., T k are nonexpansive mappings and if
Proposition 5.7. Let C be a convex subset of uniformly convex Banach space and let T 1 , T 2 , ..., T k be nonexpansive selfmappings on C with
F (T i ) = φ and let (x n ) defined by equation (4), then 0 ∈ {x n+1 − x n , n ∈ N}.
F (T i ). Define y n = x n − x 0 and
It follows that
We have z n ≤ x n − x 0 = y n , because the mappings T 1 , T 2 , ..., T k are nonexpansive. It follows by Lemma 5.6, that 0 ∈ {y n − z n , n ∈ N}. On the other hand,
this proves the existence of a subsequence {x n k } such that lim
, which is the desired result.
Theorem 5.8. Assume in addition to the hypotheses of Proposition 5.7, that the mapping T 1 , T 2 , ..., T k satisfy the assumption (3) and each
Then for each x 1 ∈ C, the sequence {x n } n defined by the equation (4) converges to a common fixed point for the mappings T 1 , T 2 , ..., T k .
Proof. By the previous Proposition, there exists a subsequence {x x k } with x n k+1 − x n k −→ 0. The assumption given on the set (α ij ) ∞ i=0 (j = 0, 1, ..., k) shows that, we can extract a subsequences α m k j of the sequence {α n k j } such that lim
We get
F (T i ), since the sequence { x n − x 0 } n is decreasing and the mappings T 1 , T 2 , ..., T k are nonexpansive, it follows that
We obtain that
We infer that
shows that I − S maps closed bounded subsets into closed subsets. On the other hand, from the decreasness of the sequence { x n − x 0 } n , we deduce that {x n , n ∈ N} is closed ans bounded. Afterwards, Proposition 5.7 implies that 0 ∈ (I −S)({x n , n ∈ N}). This proves the existence of y 0 ∈ {x n , n ∈ N} with S(y 0 ) = y 0 and here y 0 is a fixed point of S. Now, by Theorem 3.4, we get
Apply for a second time the decreasness of the sequence { x n − y 0 } n , it follows that x n −→ y 0 (n −→ +∞), which complete the proof.
Application to the solution of a nonlinear system
This section is motivated by the fact that many equilibrium or mixed equilibrium problems in applied sciences are given by a nonlinear system of functional equations and the study of the resolution of them is reduced to the study of the common fixed point of a convenable mappings.
Let be the nonlinear system
in a convex subset C of a Banach space X where f i ∈ C for all i = 1, ...., k and T 1 , ..., T k are selfmappings on C.
Denote by B i , i = 1, ...., k the mapping given by B i x = T i x + f i with the notation
, then we have Lemma 6.1. Let z 0 ∈ X. Then z 0 is a solution of the system ( ) if and only if z 0 is at the same time the solution of the nonlinear equation
and the system
It is easy to prove that x is a solution of the system ( ) if and only if x is a common fixed point for the mappings (B i )
The result is an immediate consequence of Lemma 3.1. Proof. The same reasoning in the proof of Lemma 6.1 can be applied together with Theorem 3.4.
Let X be a Banach space and C a convex subset of X. For a finite family of nonexpansive selfmappings [9, 10] has defined the following iterative process (5) has at least a solution and the mappings {B i } k i=1 satisfy the assumption (3), then for any z 0 ∈ C, the sequence {U n k z 0 } converges weakly to a solution of the system ( ).
Conclusion
Our results extend and improve those of [8] . There are established for non necessarily commuting family of finite mappings. A necessary and sufficient conditions are studied to solve a nonlinear system of functional equations, we prove in particular that if a given data functions f 1 , ....., f k in the system are chosen to ensure the belonging of the perturbed mappings in the class satisfying the assumption (3), then we can obtain a convergence results of the iterative process of Kuhfittig to the solution.
