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Cuba es un país que sufre como ningún otro los impactos de la actual coyuntura 
internacional, por lo que es imprescindible utilizar de manera eficiente los recursos 
humanos, materiales y financieros. 
 
Hacer un mejor uso de los recursos, elevar la productividad del trabajo, alcanzar 
mejores resultados con menos costos tendrán un efecto positivo en el alcance financiero, 
facilitando la participación en el comercio internacional y el acceso a los mercados de 
capital e inversiones. 
 
Lo antes planteado ha servido de acicate para que en los últimos años, un sin número de 
técnicos, ingenieros, economistas, contables y directivos de empresas en Cuba, aúnen 
esfuerzos en aras de lograr un mayor control de los recursos, así como una rigurosa 
contabilidad de los costos para obtener producciones con menos gastos. 
 
En la provincia de Holguín un nutrido grupo de investigadores se ha volcado en la tarea 
de lograr que la industria azucarera sea una industria con muy buenos índices de 
eficiencia, estas acciones son conocidas con el nombre de “macroproyecto reloj “, cuyo 
embrión surge en el CAI “Fernando de Dios“, extendiendo sus experiencias a otras 
centrales azucareras del país. 
 
Desde el surgimiento del “proyecto reloj” se comenzaron a llevar a cabo investigaciones 
y se promovieron acciones con el objetivo de mejorar la eficiencia de la producción 
azucarera. 
 
Actualmente en Cuba cuenta con un parque de vehículos de transporte muy 
diversificado, para el traslado de la caña de azúcar desde el campo hasta las centrales 
azucareras. El sistema integral de transporte cañero perteneciente al CAI “Fernando de 
Dios" es mixto, ya que intervienen el transporte automotor y el transporte ferroviario. 
 
El presente trabajo tiene como finalidad el estudio y posterior desarrollo de una 
herramienta de software capaz de automatizar y resolver un modelo matemático 
[LMP05] cuyo objetivo es minimizar los gastos del transporte desde el campo a una 
central azucarera, y a su vez garantizar el abastecimiento horario y diario de este. 
 
Este tipo de implementación recibe el nombre de "herramientas de ayuda en la toma de 
decisiones", ya que de cierta manera, la herramienta a desarrollar dirá cuales son, a 
priori, las mejores decisiones que el usuario tiene que tomar para minimizar los costos y 
situar adecuadamente los recursos disponibles. 
 
Estas herramientas de ayuda en la toma de decisiones [SF04] se las conocen con el 
nombre de investigación operativa. La investigación operativa tiene como base el 
método científico para investigar  y ayudar a tomar decisiones sobre los problemas 
complejos de las organizaciones de hoy en día. Básicamente la investigación operativa 
sigue los pasos siguientes: (1) la observación de un problema, (2) la construcción de un 
modelo matemático que contenga los elementos esenciales del problema, (3), la 
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obtención, en general con la utilización de un ordenador, de las mejores soluciones 
posibles con la ayuda de algoritmos exactos o heurísticos, (4) la calibración y 
interpretación de la solución y su comparación con otros métodos de toma de 
decisiones, y finalmente (5), su implementación en el mundo real. 
 
La programación lineal es la herramienta básica más utilizada dentro de la investigación 
operativa, debido tanto a su inmenso abanico de aplicaciones como a su simplicidad de 
implementación. Actualmente, es una herramienta utilizada en muchos campos de la 





En este proyecto se presenta un modelo de programación lineal para solucionar el 
problema de la minimización del coste de la cosecha de la caña de azúcar y de su 
transporte de los campos al molino de azúcar. La complejidad del problema viene 
determinada básicamente en la generación de una gran cantidad de variables que 
obligan esencialmente a las siguientes operaciones: 
 
 Necesidad de tener una conexión continua al molino de azúcar. 
 
 Medios de corte usados en el campo que se cosecha. 
 
 Vehículos de transporte. 
 
 Proporcionar las rutas, que son importantes por la existencia de las 
instalaciones del almacenaje en la propia estación de ferrocarriles. 
 
Los resultados demuestran que el modelo no sólo es útil para reducir al mínimo el coste 
del transporte, sino también para programar el transporte diario de la caña y la cosecha 
con los medios de corte respectivos en cada campo. 
 
Hasta ahora el modelo actual creado por Arantza Jonquera y seguido por Ruben Sarlé 
nos permitía obtener una solución válida del sistema obviando las situaciones inviables 
en el sistema real. Ahora en esta nueva versión, a parte de corregir todo tipo de errores, 
lo que trata fundamentalmente es poder comprobar que la solución dada por la 
aplicación es la misma que la solución que nos da este mismo problema pasado 




Por lo tanto, este trabajo toma como modelo el anterior trabajo realizado por Rubén 
Sarlé, y en líneas generales lo que intenta es mejorar la usabilidad, terminar ciertos 
puntos no implementados y lo más importante, la creación de un fichero de texto que 
nos permite poder comprobar en ese mismo instante que la creación del modelo 
matemático es correcto y de esta manera obtiene un resultado lo más ajustado posible a 
la realidad. 
 
Para esto, los objetivos concretos del trabajo son: 
                                               
1 LINDO: software dedicado a la programación lineal de la empresa Lindo Systems. 








1. Redefinición de la matriz global debido a problemas de incoherencias ya que en 
algunos casos no se asignaban correctamente los coeficientes en las respectivas 
variables. 
 
2. Creación de un fichero de texto en el que se detalle todas las restricciones que son 
pasadas mediante sus rutinas al programa LINDO para verificar la solución. 
 
3. Corrección de todo tipo de errores generados en anteriores versiones para poder 
refinar más la solución ajustándola lo máximo posible a la realidad. 
 
Vamos a ver estos tres puntos: 
 
1. Redefinición de la matriz global debido a problemas de incoherencias ya que en 
algunos casos no se asignaban correctamente los coeficientes en las respectivas 
variables. 
 
El programa matemático que nos permitirá resolver la matriz generada por la aplicación 
es LINDO. Este programa nos resuelve problemas de programación lineal. Los 
problemas de programación lineal son aquellos que constan de una función objetivo y 
un conjunto de restricciones. En la mayoría de los casos, las restricciones provienen del 
entorno en el que trabaja para lograr el objetivo. Cuando se quiere lograr el objetivo 
deseado, nos damos cuenta de que el entorno fija ciertas restricciones (es decir, 
dificultades, limitaciones) para poder cumplir con ese objetivo. 
 
El problema de programación lineal [FM06] es el caso más simple de una clase de 
problemas que se conoce con el nombre de programación matemática, tales como 
programación no lineal, programación entera o la programación estocástica. La 
programación matemática es la rama de las matemáticas que trata de las técnicas para 
optimizar (maximizar o minimizar) una función objetivo sujeta a restricciones lineales, 
no lineales y de integridad en las variables. 
 
Un problema de programación lineal se define como un problema que consiste en 
determinar el óptimo (máximo o mínimo), si existe, de una función lineal de varias 
variables que están restringidas a verificar ciertas condiciones expresables en forma de 
igualdades o desigualdades (no estrictas) lineales entre las que destacan las condiciones 
de no negatividad para todas las variables. A la función que optimiza se le llama función 
objetivo (o función económica) y a cualquiera de las obligaciones expresadas en cada 
fila, se les denomina restricciones del problema. 
 
Podemos escribir el problema de programación lineal en la forma (con ciertas 
salvedades formales):  
    
   máx(mín)Z = c
t
x 
      Ax ≥ b 
         x ≥ 0 
 
Una vez explicado qué es la programación lineal, debemos de observar como dentro de 
la aplicación hay una función que es llamar_a_lindo(), que es la que se encarga de 
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resolver el problema creado. En ella LINDO crea una matriz con las restricciones del 
problema para posteriormente determinar la solución dependiendo de si queremos 
averiguar la minimización o maximización de los costos del problema. El principal 
problema de la aplicación ha sido la definición global de la matriz del problema. En 
versiones anteriores la matriz presentaba muchas incoherencias porque en algunos casos 
las variables no tenían asignados sus coeficientes correctos. Para corregir este problema, 
modificamos la creación de esta matriz global. Para la creación de las variables que 
participan en el problema se pueden encontrar diferentes tipos: variables automotor, 
variables de tipo ferrocarril, variables binarias tipo B y variables binarias tipo Y. La 
creación de las variables se detalla con más precisión en el apartado 3.2 y la 
implementación de sus respectivos algoritmos de creación también esta descrita más 
adelante, concretamente en el punto 8.3.4. 
 
Una vez generadas las variables que tienen que participar en el problema, la aplicación 
define la función objetivo. En ella se tiene que definir que operación tendrá que hacer la 
aplicación si una maximización o una minimización. En nuestro caso, ya que queremos 
reducir los costos derivados del transporte, realizaremos una minimización. Continuado 
con la aplicación, seguido de la función objetivo, se definen todas las restricciones que 
tienen cabida en el problema. Todas las restricciones son explicadas en el apartado 3.3 
igual que la definición de la función objetivo. Todo ello es construido mediante unas 
rutinas generadas para el programa Lindo. Las sentencias que se utilizan son detalladas 
en el apartado 8, que es implementación.  
 
Al final de implementar todas las restricciones, la aplicación tiene que solucionar el 
problema generado. Este paso se realiza en la función llamar_a_lindo(), igual que la 
implementación de las restricciones y la función objetivo. El proceso consta de llamadas 
a diversas rutinas que permiten calcular la función objetivo y el valor de las variables 
participantes en el problema. 
 
 
2. Creación de un fichero de texto en el que se detalle todas las restricciones que son 
pasadas mediante sus rutinas al programa LINDO para verificar la solución. 
 
Esta es la principal novedad respecto a las anteriores versiones. Con la creación de 
nuestro fichero de texto (con extensión *.txt) en el que podemos comprobar con todo 
detalle cada una de las restricciones que son pasadas de nuestra aplicación al programa 
LINDO mediante las dll
2
, y así poder comprobar con exactitud el proceso de solución.  
 
Este fichero llamado modelo.txt va acumulando todas las restricciones que se le van 
pasando durante la función llamar_a_lindo(). Cada vez que en la función creamos una 
restricción, ésta se escribe en el fichero con su número y su título. Aquí podemos ver un 
ejemplo de la primera restricción en el fichero modelo.txt: 
 
RESTRICCIÓN 1.1) Restricciones de abastecimiento máximo a la central:  
  
X40,1,1,1,1 + X40,1,1,2,1 + X40,1,2,1,1 + X40,1,2,2,1 + Xa1,1,7,10,1 <= 55000 
 
                                               
2
 DLL: (dynamic link library) bibliotecas de enlaces dinámicos, es decir, un ejecutable de funciones o de 
recursos, que pueden ser llamadas por cualquier aplicación Windows.  
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Además de poder ver todas las restricciones en este fichero, también podemos visualizar 
la función objetivo del problema que nos indicará si queremos una maximización o 
minimización. En ella encontraremos todas las variables automotor y las variables de 
tipo ferrocarril, con sus respectivos coeficientes, que son las que intervienen en la 
función objetivo, y también vemos las variables binarias de tipo B y de tipo Y, pero sus 
coeficientes son cero porque no intervienen en la función objetivo. Podemos ver el 
ejemplo: 
 
MIN  0,3417X40,1,1,1,1 + 0,3417X40,1,1,2,1 + 0,261273X40,1,2,1,1 + 0,261273X40,1,2,2,1 + 
0,7236X40,2,1,1,1 + 0,7236X40,2,1,2,1 + 0,553284X40,2,2,1,1 + 0,553284X40,2,2,2,1 + 
0,00438Xa1,1,7,10,1 + 0B40,1,1 + 0B40,2,1 + 0Y40,1 + 0Y40,2 
 
Para la creación del fichero utilizamos una función llamada “volcado”, la cual nos 
permite volcar en el fichero de texto toda la información que vamos acumulando en una 
variable llamada restricción. Para el volcado de la información en el fichero, la función 
nos pide que entremos como parámetros la variable que utilizamos para guardar la 
información que vamos acumulando, es decir, las restricciones que están compuestas 
por las variables con sus coeficientes, que se guardan en la variable restricción. 
También nos pide que entremos el nombre del archivo en el que queremos que se 
guarden las restricciones, es decir modelo.txt. También nos pide la entrada de una 
variable libre que sirve para escribir en un documento.   
 
Para que cada vez que ejecutemos la aplicación no tengamos que eliminar el fichero de 
texto, tenemos introducida una función que sirve para borrar el último fichero creado y 
escribir de nuevo en él cuando éste esta vacío para cada una de las veces que ejecutamos 
la aplicación, porque si no hiciéramos este paso la información que volcamos al fichero 
de texto se escribiría siempre en el mismo fichero y al final resultaría que el fichero 
tendría las restricciones desde la primera vez que ejecutamos la aplicación hasta la 
última, y sería un fichero de gran extensión, gran tamaño y muy confuso. La función 
que permite hacer esto es borrarTxt. Esta función esta al principio de la función “llamar 
a Lindo” y antes de que se pase algún valor a la variable restricción para que más tarde 
ésta se escriba en el fichero mediante la función “volcado”. Así conseguimos que cada 
vez que ejecutemos la aplicación tengamos el fichero modelo sin ninguna restricción 
anteriormente escrita. 
 
Con todo esto, podemos ver el ejemplo de cómo sería nuestro fichero modelo.txt: 
 
MIN  0,3417X40,1,1,1,1 + 0,3417X40,1,1,2,1 + 0,261273X40,1,2,1,1 + 0,261273X40,1,2,2,1 + 
0,7236X40,2,1,1,1 + 0,7236X40,2,1,2,1 + 0,553284X40,2,2,1,1 + 0,553284X40,2,2,2,1 + 
0,00438Xa1,1,7,10,1 + 0B40,1,1 + 0B40,2,1 + 0Y40,1 + 0Y40,2 
  
RESTRICCIÓN 1.1) Restricciones de abastecimiento máximo a la central :  
  
X40,1,1,1,1 + X40,1,1,2,1 + X40,1,2,1,1 + X40,1,2,2,1 + Xa1,1,7,10,1 <= 55000 
  
RESTRICCIÓN 1.2) Restricciones de abastecimiento mínimo a la central :  
  
X40,1,1,1,1 + X40,1,1,2,1 + X40,1,2,1,1 + X40,1,2,2,1 + Xa1,1,7,10,1 >= 25000 
  
RESTRICCIÓN 2) Restricciones de capacidad de producción de  los campos cañeros: 
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X40,1,1,1,1 + X40,1,1,2,1 + X40,1,2,1,1 + X40,1,2,2,1 + X40,2,1,1,1 + X40,2,1,2,1 + X40,2,2,1,1 + 
X40,2,2,2,1 <= 35000 
  
RESTRICCIÓN 3) Restricciones de los medios de corte:  
  
X40,1,1,1,1 + X40,1,2,1,1 + X40,2,1,1,1 + X40,2,2,1,1 -30000 B40,1,1 <= 0 
  
 X40,1,1,2,1 + X40,1,2,2,1 + X40,2,1,2,1 + X40,2,2,2,1 -30000 B40,2,1 <= 0 
  
RESTRICCIÓN 4.1) Restricciones de abastecimiento máximo a la central por carretera:  
  
X40,1,1,1,1 + X40,1,1,2,1 + X40,1,2,1,1 + X40,1,2,2,1 <= 13752 
  
RESTRICCIÓN 4.2) Restricciones de abastecimiento mínimo a la central por carretera:  
  
X40,1,1,1,1 + X40,1,1,2,1 + X40,1,2,1,1 + X40,1,2,2,1 >= 6252 
  
RESTRICCIÓN 5) Restricciones de la capacidad de  abastecimiento de cada  centro de acopio:  
  
 X40,2,1,1,1 + X40,2,1,2,1 + X40,2,2,1,1 +  X40,2,2,2,1 <= 18000 
  
RESTRICCIÓN 6) Restricciones de correspondencia entre la cantidad de caña que llega y  sale de los 
centros de acopio:  
  
  Xa1,1,7,10,1  -1X40,2,1,1,1 -1X40,2,1,2,1 -1X40,2,2,1,1 -1X40,2,2,2,1 = 0 
  
RESTRICCIÓN 7) Restricciones de capacidad de los medios de transporte:  
  
4,261111E-03X40,1,1,1,1 + 4,261111E-03X40,1,1,2,1 + 0,005X40,2,1,1,1 + 0,005X40,2,1,2,1 <= 138 
  
3,347917E-03X40,1,2,1,1 + 3,347917E-03X40,1,2,2,1 + 0,003625X40,2,2,1,1 + 0,003625X40,2,2,2,1 <= 
90 
  
RESTRICCIÓN 8) Restricciones de los medios de corte que trabajan en un solo campo a la misma hora:  
  
B40,1,1 <= 1 
  
B40,2,1 <= 1 
  
RESTRICCIÓN 9.1) Restricciones del número de grupos de trabajadores por hora en un mismo campo:  
  
  B40,1,1 +  B40,2,1 <= 2 
  
RESTRICCIÓN 9.2) Restricciones del número de grupos de trabajadores por dia en un mismo campo:  
  
 Y40,1 + Y40,2 <= 2 
 
RESTRICCIÓN 10) Restricciones del movimiento de trabajadores entre campos en una misma jornada:  
  
Y40,1 <= 2 
 
 Y40,2 <= 2 
 
RESTRICCIÓN 11) Restricciones del tiempo de trabajo de los pelotones en un mismo campo:  
  
 B40,1,1 -1Y40,1 <= 0 
  
 B40,2,1 -1Y40,2 <= 0 
 








Además del fichero que nosotros hemos creado, cuando llamamos a Lindo y creamos 
las dll para que el problema se pueda resolver mediante este programa, se nos crea otro 
fichero llamado salida.txt que en él nos detalla el proceso de ejecución para pasar 
nuestra aplicación a un lenguaje que Lindo pueda entender y, por lo tanto, que pueda 
resolver. 
 
En este fichero y gracias a la ayuda de la rutina LOOK(), podemos ver todo el problema 
completo que pasa al programa Lindo para que éste lo resuelva. La rutina LOOK(), es 
una función del programa Lindo que nos permite visualizar las filas que hemos 
insertado des de la primera hasta la última, o las que nosotros quisiéramos ver. Nosotros 
colocaremos esta rutina al final de la inserción de todas las restricciones para así 
comprobar que hemos colocado las restricciones con sus variables y coeficientes que se 
debían añadir. Podemos ver el ejemplo de cómo pasa la función objetivo en este fichero: 
 
  MIN     0.2144 X441111  + 0.2144 X441121  + 0.163936 X441211 
       + 0.163936 X441221  + 0.134 X442111  + 0.134 X442121 
       + 0.10246 X442211  + 0.10246 X442221  + 0.00438 Xa117101 
 
Para terminar, tenemos que indicar que las variables de tipo B y de tipo Y tiene que ser 
de tipo binarias, es decir que solo pueden tener como valor o 0 o 1. Para poder indicar 
esto, tenemos las rutinas SETSUB() y MAKINT(). La primera sirve para marcar que el 
límite que puede tomar esa variable sea el que nosotros indiquemos, en este caso 1. La 
segunda rutina sirve para indicar que la variable que le indicamos queremos que sea de 
tipo binaria. Vamos a ver como queda reflejado esto en el fichero: 
 
  SUB B4411           1.00000 
  INTE B4411 
  SUB B4421           1.00000 
  INTE B4421 
  SUB Y441  1         1.00000 
  INTE Y441  1 
  SUB Y442  2         1.00000 
  INTE Y442  2 
 
Resumiendo esto, podemos decir que una parte del fichero salida.txt nos muestra como 
pasara nuestro problema a Lindo, para que éste lo resuelva. Vamos a ver como quedaría: 
 
  MIN     0.2144 X441111  + 0.2144 X441121  + 0.163936 X441211 
       + 0.163936 X441221  + 0.134 X442111  + 0.134 X442121 
       + 0.10246 X442211  + 0.10246 X442221  + 0.00438 Xa117101 
  SUBJECT TO 
         2)   X441111  + X441121  + X441211  + X441221  + Xa117101 
       <=   55000 
         3)   X441111  + X441121  + X441211  + X441221  + Xa117101 
       >=   25000 
         4)   X441111  + X441121  + X441211  + X441221  + X442111 
       + X442121  + X442211  + X442221  <=   34000 
         5) - 30000 B4411    + X441111  + X441211  + X442111 
       + X442211  <=   0 
         6) - 30000 B4421    + X441121  + X441221  + X442121 
       + X442221  <=   0 
         7)   X441111  + X441121  + X441211  + X441221  <=   13752 
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         8)   X441111  + X441121  + X441211  + X441221  >=   6252 
         9)   X442111  + X442121  + X442211  + X442221  <=   18000 
        10) - X442111  - X442121  - X442211  - X442221  + Xa117101 
       =    0 
        11)   0.004844444 X441111  + 0.004844444 X441121 
       + 0.004377777 X442111  + 0.004377777 X442121  <=   138 
        12)   0.003566666 X441211  + 0.003566666 X441221 
       + 0.003391666 X442211  + 0.003391666 X442221  <=   90 
        13)   B4411    <=   1 
        14)   B4421    <=   1 
        15)   B4411    + B4421    <=   2 
        16)   Y441  1  + Y442  2  <=   2 
        17)   Y441  1  <=   2 
        18)   Y442  2  <=   2 
        19)   B4411    - Y441  1  <=   0 
        20)   B4421    - Y442  2  <=   0 
  END 
  SUB B4411           1.00000 
  INTE B4411 
  SUB B4421           1.00000 
  INTE B4421 
  SUB Y441  1         1.00000 
  INTE Y441  1 
  SUB Y442  2         1.00000 
  INTE Y442  2 
 
Así es el problema que nosotros hemos creado con la función objetivo y las 
restricciones que están implementadas en la función llamar_a_Lindo() y que el 
programa Lindo resuelve. Al comprobar la solución que nos da Lindo pasando todo esto 
al programa con la solución de nuestra aplicación, veremos que los resultados 
coinciden. 
 
También en el fichero salida.txt, encontramos comandos de inserción de columnas y 
filas para que el programa Lindo pueda resolver el problema. Éstos se añaden 
automáticamente. Y al final del fichero salida.txt, encontramos la solución al problema 
de programación lineal que nos resuelve nuestro proyecto y en el que nos detalla cual es 
el valor para la función objetivo, el valor que toma cada variable del problema y el valor 




        OBJECTIVE FUNCTION VALUE 
 
        1)      202769.0 
 
  VARIABLE        VALUE          REDUCED COST 
  B22911           1.000000          0.000000 
  B22921           0.000000          0.000000 
  Y2291            1.000000          0.000000 
  Y2292            0.000000          0.000000 
  X2291111      8020.204102          0.000000 
  X2291121         0.000000          0.000000 
  X2291211      5731.795898          0.000000 
  X2291221         0.000000          0.000000 
  X2292111         0.000000          0.261916 
  X2292121         0.000000          0.261916 
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  X2292211     11248.000000          0.000000 
  X2292221         0.000000          0.000000 
  Xa117101     11248.000000          0.000000 
 
 
       ROW   SLACK OR SURPLUS     DUAL PRICES 
        2)     30000.000000          0.000000 
        3)         0.000000        -10.462464 
        4)     11000.000000          0.000000 
        5)      5000.000000          0.000000 
        6)         0.000000          0.000000 
        7)         0.000000          1.551464 
        8)      7500.000000          0.000000 
        9)      6752.000000          0.000000 
       10)         0.000000         10.458084 
       11)        67.644989          0.000000 
       12)         0.000000        416.187225 
       13)         0.000000          0.000000 
       14)         1.000000          0.000000 
       15)         1.000000          0.000000 
       16)         1.000000          0.000000 
       17)         1.000000          0.000000 
       18)         2.000000          0.000000 
       19)         0.000000          0.000000 
       20)         0.000000          0.000000 
 
 NO. ITERATIONS=      35 
 BRANCHES=    2 DETERM.= -0.543E   -2 
 
 
3. Corrección de todo tipo de errores generados en anteriores versiones para poder 
refinar más la solución ajustándola lo máximo posible a la realidad. 
 
En un principio, suponíamos debido a la anterior versión que en la función objetivo se 
debía de tener en cuenta las variables automotor, las de ferrocarril, y las binarias de tipo 
Y y de tipo B para completar la función objetivo, pero esto no era así y se tuvo que 
rectificar ya que en la función solo se tiene que tener en cuenta las variables automotor 
(X) y las variables ferrocarril (Xa1, Xa2, Xa3, etc…) sumadas con sus respectivos 
coeficientes. El objetivo de esta función es principalmente minimizar los costos del 
transporte diario de la caña de azúcar. El coeficiente que va ligado a cada variable se 
establece mediante los costos del transporte, la distancia y el tipo de vehículo elegido  
en cada caso. En la función objetivo también se tiene en cuenta un nuevo elemento, es el 
coeficiente de oportunidad que representa la necesidad de cortar un determinado campo 
con más antelación que otro debido a que alguno de ellos esta más maduro que el otro y 
su cosecha no se puede retrasar. 
 
Uno de los principales problemas encontrados en las anteriores versiones, era las horas 
que los trabajadores dedicaban a la cosecha del campo. Una jornada completa de trabajo 
consistía en 14 horas de trabajo (de las seis de la mañana a las ocho de la tarde). 
Dependiendo de las horas que en esa jornada los trabajadores se pasaban en el campo de 
trabajo, el coeficiente de la parte derecha de la restricción (rhs) será un valor u otro 
distinto. Esta es una de las condiciones específicas de algunas restricciones. Este 
problema es descrito mediante la función CalcularHorasValidas, cuya misión es 
calcular las horas en las que se trabajan en unas determinadas condiciones en la misma 
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jornada. Para ello utilizamos un elemento que calcula las horas que el usuario escoge en 
la aplicación, que representan las horas de trabajo, y este es el valor que utilizamos para 
completar el rhs de las restricciones que nos lo pide. 
 
Otro de los problemas detectados era que a la hora de insertar variables, estas no 
coincidían con su respectivo coeficiente. Este fue el mayor problema. Esto se daba 
porque no se insertaba el elemento adecuado y en lugar de ése, el que se insertaba el 
elemento anterior. El procedimiento de inserción de variables a las restricciones lo 
explicaremos mediante un ejemplo:  
 
 Restricción del tiempo de trabajo de los pelotones en un mismo campo 
2.2.11: 
 
xx = 0 
 
Estas 4 sentencias es lo que al ejecutar el programa hace aparecer la barra de progreso 
con el nombre de la restricción debajo en la aplicación. 
 
frmVinculos!ospEspera.Value = 0 
frmVinculos!ospEspera.Max = nMC * nhorasV 
frmVinculos!lblDetallada.Caption = "Restricción del tiempo de trabajo..." 
frmVinculos!lblDetallada2.Caption = "" 
 
Estas 4 sentencias son las que escriben en el archivo de texto llamado “modelo.txt” el 
nombre de la restricción y el conjunto vacío o línea en blanco que además nos sirve para 
que no se nos acumule en esta variable el nombre de la restricción. 
 
restriccion="RESTRICCIÓN 11)Restricciones del tiempo de trabajo de los pelotones en 
un mismo campo: " 
volcado restriccion, "modelo.txt", fn 
restriccion = " " 
volcado restriccion, "modelo.txt", fn 
 
En esta sentencia redimensionamos auxi con el total de variables posibles. El vector 
auxi es un vector de boleanos que en la operación coinciden, se llena (da valores a sus 
posiciones), de manera que en la posición j del vector auxi le da por valor True si en la 
posición j del vector nombres en la operación coinciden a retornado también True. 
 
ReDim auxi (0 To nvariables3 + nvariables2 + nvariables + nvariablesF) 
 
En esta restricción en concreto se creara una restricción para cada una de las 
combinaciones de los orígenes y de los medios de corte. De esta manera rhs tomara 
valor para cada origen combinado con todos los medios de corte posibles. 
 
For c = 0 To ncampos - 1 
    For l = 0 To nMC - 1 
      rhs(1) = 0 
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La variable nvar2 contendrá el número de variables B que participan en la restricción y 
nvar3 el número de variables Y que participan en la restricción que en este caso siempre 
será uno. 
 
        nvar2 = 0 
        nvar3 = 0 
 
Para cada una de las variables posibles contenidas en el vector nombres se llena el 
vector auxi con la operación coinciden y con los parámetros l y c correspondientes. Y se 
va incrementado nvar2 ya que mediante la operación coinciden sabemos que todas las 
variables de nombres coinciden con los valores l y c concretos. Las operaciones 
coinciden se ocupan de buscar las variables del vector nombres (), que coinciden con las 
variables pasadas por parámetro. También es importante recordar que los índices de 
auxi coinciden con los de nombres. 
Ejemplo: tenemos el vector nombres{X1,1,1,1,1, X1,2,1,1,1, X2,1,1,1,1, X2,2,1,1,1} con 
4 posiciones. La operación coinciden (X1,2,1,1,1, i=1, j=2) devuelve cierto para 
(auxi(1)=True, auxi(2)=False...). I para la operación coinciden (X1,2,1,1,1, i=1, l=1) 
devuelve cierto para (auxi(1)= True, auxi(3)= True, auxi(4)= True). 
 
      For j = (nvariables + nvariablesF) To (nvariables2 + nvariables + nvariablesF - 1) 
            If coinciden2(nombres(j), CStr(mc2(l).indice), CInt(campos(c)), 1, 0) Then 
                    auxi(j) = True 
                    nvar2 = nvar2 + 1 
            Else: auxi(j) = False 
            End If 
       Next j 
 
Hacemos lo mismo para las variables binarias Y. Recordando de la importancia del 
vector nombres que contiene todas las posibles variables tanto de tipo automotor, 
ferrocarril y binarias B y Y, con sus respectivos índices (nvariables, nvariablesF, 
nvariables2, nvariables3) que nos sirven de limites en todas las restricciones. 
 
        For j = (nvariables2 + nvariables + nvariablesF) To (nvariables3 + nvariables2 + 
nvariables + nvariablesF - 1) 
            If coinciden33(nombres(j), CInt(campos(c)), CStr(mc2(l).indice)) Then 
                   auxi(j) = True 
                   nvar3 = nvar3 + 1 
            Else: auxi(j) = False 
            End If 
        Next j 
 
Este If nos controla el número de variables de la restricción. 
 
        If nvar2 + nvar3 > 0 Then 
 
Tanto lstcol como lstcol2 y valor y valor2  son vectores redimensionados en cada 
restricción con el número de variables que pueden participar en la restricción nvar2. 
 
            ReDim lstcol(1 To nvar2) 
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            ReDim valor(1 To nvar2) 
 
Damos este valor a j por que a partir de esta suma empiezan los índices del vector 
nombres que contendrán asignados variables binarias del tipo B. 
 
            j = nvariables + nvariablesF 
            i = 1 
 
En este bucle se recorren todas las posiciones del vector nombres que contienen 
variables del tipo B, y con  el If controlamos los índices que nos interesan (contenedores 
de variables que coinciden) y vamos llenando los vectores lstcol y valor, donde lstcol 
contendrá en sus posiciones los índices del vector nombres que coinciden, y el vector 
valor contendrá el coeficiente de la variable B correspondiente. Y vamos llenando la 
variable restricción para más adelante escribir la restricción en el fichero de texto. Tanto 
las operaciones Trim como TrimPersonal y TrimSpaces sirven para eliminar la variable 
y los espacios en las cadenas de caracteres.  
 
          While j < nvariables2 + nvariables + nvariablesF 
                If auxi(j) = True Then 
                    lstcol(i) = j + 1 
                    valor(i) = 1 
                        If j < nvariables + nvariables2 + nvariablesF Then 
                            variable = TrimSpaces(nombres(j)) 
                            restriccion = restriccion & variable 
                        End If 
                    i = i + 1 
                End If 
                j = j + 1 
           Wend 
 
En las siguientes líneas, hacemos lo mismo que en las anteriores pero para la variable Y. 
O sea, llenar los vectores lstcol2 (índices del vector nombres) y valor2 (con sus 
coeficientes). 
 
            ReDim lstcol2(1 To nvar3) 
            ReDim valor2(1 To nvar3) 
            i = 1 
            j = nvariables2 + nvariables + nvariablesF 
            While j < (nvariables3 + nvariables2 + nvariables + nvariablesF) 
                If auxi(j) = True Then 
                    lstcol2(i) = j + 1 
                    valor2(i) = -costos(j) 
                    variable = TrimSpaces(nombres(j)) 
                    restriccion = restriccion & " " & valor2(i) & variable 
                    i = i + 1 
                End If 
                j = j + 1 
            Wend 
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Estas sentencias sirven para volcar en el fichero de texto todo lo acumulado en 
restricción para que se escriba en modelo.txt. 
 
'********************Volcado en el fichero de texto************************* 
            If restriccion <> " " Then 
            restriccion = restriccion & " <= " & CStr(rhs(1)) 
            volcado restriccion, "modelo.txt", fn 
            restriccion = " " 
            volcado restriccion, "modelo.txt", fn 
            End If 
'********************************************************************** 
 
Instancias de lindo que definen las filas con el valor de la parte derecha y después la 
inserción de la fila correspondiente pasándole los vectores de índices y coeficientes 
respectivamente. 
 
            Call DEFROW(1, rhs(1), identificador, trouble) 
            Call INSROW(identificador, nvar2, lstcol(1), valor(1)) 
            Call INSROW(identificador, nvar3, lstcol2(1), valor2(1)) 
 
La variable nfilas nos controla el número total de restricciones de la aplicación. 
 
            nfilas = nfilas + 1 
 
La variable f() nos controla información de cada restricción de la aplicación. 
 
            f(nfilas).restriccion = "Tiempo de trabajo de los pelotones" 
            f(nfilas).primer = mc2(i).nnormal 
            f(nfilas).segun = hoho(m).nnormal 
            f(nfilas).numero = nfilas 
         End If 
        xx = xx + 1 
    frmVinculos!ospEspera.Value = xx 
    Next l 
DoEvents 
Next c 


















Descripción del sistema real 
 
Actualmente en Cuba se cuenta con un parque de vehículos de transporte muy 
diversificado, para el traslado de la caña de azúcar desde el campo hasta las centrales 
azucareras. Cada tipo de transporte presenta características técnico económicas muy 
particulares que bajo determinadas condiciones operativas y de explotación [LMP03], 
hacen que su uso resulte imprescindible; generalmente la caña se transporta de dos 
maneras hacia la central: 
 
 "Tiro directo" al basculador, con el empleo de equipos de transporte 
automotor. 
 
 "Tiro combinado", que emplea los mismos equipos de transporte automotor 
para llevar la caña hasta los centros de acopio, donde se limpia la caña de la 
paja, se carga en las casillas del ferrocarril, para luego mediante el 
transporte ferroviario, llevar la caña hasta el patio de la central. 
 
Un importante indicador técnico es el llamado frescura de la caña, que se define como el 
tiempo promedio que tarda la caña desde que se corta en el campo, hasta que se procesa 
en el basculador de la central. El empleo del transporte automotor generalmente 
propicia que la caña llegue más fresca a la central que si se transportara por el ferrocarril 
[LMP03], pero sus costos unitarios de transporte son superiores a los que presenta el 
transporte ferroviario. 
 
Cada central azucarera tiene características propias relacionadas con sus campos 
cañeros, su infraestructura de dirección económica, etc., que determinan a su vez 
comportamientos propios de los indicadores técnicos y económicos de los medios de 
transporte con los que se cuenta. Normalmente se prefiere el "Tiro directo" al 
basculador, porque esto permite que la caña de azúcar llegue más fresca a la central y 
con ello se aumenta el rendimiento de la producción azucarera. Estudios recientes han 
demostrado que es posible procesar caña suficientemente fresca con el empleo del 
transporte ferroviario, a través de la utilización de medidas organizativas eficientes en la 
planificación de los cortes de caña y el movimiento de los trenes. 
 
De esta manera, lo más importante entonces sería determinar el peso de que ambos 
medios de transporte tendrían a diario en el transporte de la caña, de forma tal que los 


















El modelo matemático 
 
3.1 Metodología de nuestro modelo: 
 
Se puede plasmar una situación real en una expresión matemática que contenga una o 
más variables, cuyos valores deben determinarse. La pregunta que se formula, en 
términos generales, es qué valores deberían tener estas variables para que la expresión 
matemática tenga el mayor valor numérico posible (maximización) o el menor valor 
numérico posible (minimización). A este proceso general de maximización o 
minimización se denomina optimización. 
 
La optimización, también conocida como programación matemática, sirve para 
encontrar la respuesta que proporciona el mejor resultado, la que logra mayores 
ganancias, mayor producción o felicidad o la que logra el menor costo, desperdicio o 
malestar. Con frecuencia, estos problemas implican utilizar de la manera más eficiente 
los recursos, tales como dinero, tiempo, maquinaria, personal, existencias, etc. Los 
problemas de optimización generalmente se clasifican en lineales y no lineales, según 
las relaciones del problema sean lineales con respecto a las variables. Existe una serie 
de paquetes de software para resolver problemas de optimización. Por ejemplo, LINDO 
o WinQSB resuelven modelos de programas lineales y LINGO y What'sBest! resuelven 
problemas lineales y no lineales. 
 
Los problemas logísticos están caracterizados por tener un gran número de variables de 
decisión en la búsqueda de las soluciones óptimas globales, asimismo debemos 
satisfacer una gran diversidad de condiciones restrictivas asociadas a las variables y a 
sus interrelaciones entre ellas, de muy diversa índole, por ejemplo limitaciones en 
capacidades de almacenamiento de productos, limitaciones presupuestarias, limitaciones 
de disponibilidad de materias primas, acuerdos de compra a suministradores, tiempos de 
entrega de mercancías, restricciones de mano de obra,... etc. 
 
Por tanto, para la búsqueda de soluciones a problemas logísticos se demandan eficientes 
programas informáticos (software) que incorporen técnicas o algoritmos de 
optimización global bien adaptados a la actividad que realiza la Empresa. 
 
La Programación Lineal (PL) es un procedimiento matemático para determinar la 
asignación óptima de recursos escasos. La PL es un procedimiento que encuentra su 
aplicación práctica en casi todas las facetas de los negocios, desde la publicidad hasta la 
planificación de la producción. Problemas de transporte, distribución, y planificación 
global de la producción son los objetos más comunes del análisis de PL. 
 
La programación lineal aborda una clase de problemas de programación donde tanto la 
función objetivo a optimizar como todas las relaciones entre las variables 
correspondientes a los recursos son lineales. Este problema fue formulado y resuelto por 
primera vez a fines de la década del 40. Hoy en día, esta teoría se aplica con éxito a 
problemas de presupuestos de capital, diseño de dietas, conservación de recursos, 
juegos de estrategias, predicción de crecimiento económico y sistemas de transporte. 
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Cualquier problema de PL consta de una función objetivo y un conjunto de 
restricciones. En la mayoría de los casos, las restricciones provienen del entorno en el 
que trabaja para lograr el objetivo. Cuando se quiere lograr el objetivo deseado, nos 
damos cuenta de que el entorno fija ciertas restricciones (es decir, dificultades, 
limitaciones) para poder cumplir con ese objetivo. 
 
 
3.2 Variables que intervienen en el modelo: 
Para el modelo se definen variables de decisión de acuerdo a la denominación: 
, , , , , , ,, ,i j k l m i l m i lX B Y  
Donde: 
i: Orígenes 
i = 1, Campo # 1 i = a1, CA # 1 Sta. Clara 
i = 2, Campo # 2 i = a2, CA # 2 Júcaro 
             • i = a3, CA # 3 Herrera 
             • i = a4, CA # 4 Pedrera 
i = n, Campo # 300 i = a5, CA # 5 Naranjo 3 
CA = Centro de acopio 
 
j: Destinos 
j = 1, Basculador CAI 
j = 2, CA # 1 Sta. Clara 
j = 3, CA # 2 Júcaro 
j = 4, CA # 3 Herrera 
j = 5, CA # 4 Pedrera 
j = 6, CA # 5 Naranjo 3 
 
 




  21 
 
 
k: Medios de transporte 
k = 1, ZIL 130 (CR) 
k = 2, ZIL 130 (SR) 
k = 3, ZIL 131 
k = 4, KAMAZ 53212 
k = 5, MTZ 80 (2R) 
k = 6, MTZ 80 (2R) 
k = 7, Ferrocarril 
l: Medios de Corte 
l = 10 para k = 7, pues en el transporte ferroviario es indiferente de que forma se corta la 
caña; 
l = 0, P.C. Mecanizado Nº 1 
l = 1, P.C. Mecanizado Nº 2 
l = 2, P.C. Mecanizado Nº 3 
l = 3, P.C. Mecanizado Nº 4 
l = 4, P.C. Mecanizado Nº 5 
l = 5, P.C. Manual Nº 1 
l = 6, P.C. Manual Nº 2 
l = 7, P.C. Manual Nº 5 
l = 8, P.C. Manual Nº 4 
l = 9, P.C. Manual Nº 5 
l = 10, Indiferente 
P.C. = Pelotón de corte 
m: representa las horas del día. 
m = 1 a m = H, m 24 
Por tanto X i,j,k,l,m  va a representar la cantidad de caña transportada desde el origen i 
hasta el destino j mediante el transporte k habiendo sido cortada por el medio 
cosechador l en la hora m.  
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La variable binaria Bi,l,m va a representar las posibles combinaciones origen i – medio de 
corte l  por cada hora m.  
La variable binaria Yi,l  va a representar el medio de corte l posible a trabajar en el 
campo i durante la jornada de trabajo. 
Las variables de decisión tienen una naturaleza combinatoria, para definir las que 
definitivamente estarán presentes en el modelo, se establecen las siguientes reglas: 
Eliminar aquellas que determinan que un origen sea su propio destino. 
En el caso que el origen sea un centro de acopio (i = a1, …,a5), el único destino 
admitido es la central (j = 1). Los centros de acopio no realizarán traspaso de caña entre 
ellos. 
Los orígenes en los campos cañeros admitirán cualquier destino (j = 1 a j = 6). 
Las variables que contemplan del empleo del transporte ferroviario (k = 7), sólo se 
definen para la combinación con la central azucarera (j = 1) y el subíndice l = 10. 
Otras reglas que afectan a las variables de decisión pueden ser consideradas de acuerdo 
a las características del lugar donde se aplique el modelo. 
 
3.3 Restricciones que intervienen en el modelo: 
 
Las restricciones del modelo se clasifican en función de los aspectos considerados en el 
problema: 
 
1. Restricciones de abastecimiento máximo/mínimo a la central. 
 
2. Restricciones de la capacidad de producción de los campos cañeros. 
 
3. Restricciones de los medios de corte. 
 
4. Restricciones de abastecimiento máximo/mínimo a la central por carretera. 
 
5. Restricciones de la capacidad de abastecimiento de cada centro de acopio. 
 
6. Restricciones de correspondencia entre la cantidad de caña que llega y sale de 
los centros de acopio. 
 
7. Restricciones de la capacidad de los medios de transporte. 
 
8. Restricciones de los medios de corte que trabajan en un solo campo en una 
misma hora. 
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9. Restricciones del número de grupos de trabajadores por hora/por día en un 
mismo campo. 
 
10. Restricciones del movimiento de trabajadores entre campos en una misma 
jornada. 
 
11. Restricciones del tiempo de trabajo de los pelotones en un mismo campo. 
 
 
Así se obtienen los siguientes grupos de restricciones: 
1. Restricciones de abastecimiento máximo/mínimo a la central: 
Como máximo, la central es capaz de procesar Mmax @ en un día de trabajo, pero se 
fija una cantidad mínima (Mmin @) a procesar. Se tiene en cuenta en este caso toda la 
caña que llega a la central, sea por tiro directo o por el ferrocarril.  Total centros de 
Acopio nCA (nCA = J -1). 
Máxima demanda de la central para un día de trabajo (j = 1). 
1 1
,1, , , ,1, , ,
1 1 1 1 1 1
max
i
CA M I K L M
a K L m i k l m
i m i k l m
X X M
  
Mínima demanda de la central para un día de trabajo (j = 1). 
1 1
,1, , , ,1, , ,
1 1 1 1 1 1
min
i
CA M I K L M
a K L m i k l m
i m i k l m
X X M
 
El coeficiente de oportunidad representa la preferencia para realizar el corte en un 
determinado campo cañero; depende únicamente del origen o más exacto, de donde se 
corta la caña. Por tanto si el origen es un centro de acopio (i = 1 a A), este coeficiente 
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2. Restricciones de la capacidad de producción de los campos cañeros (en @): 
La capacidad de los campos en @ se representa por Capi . 
Campo # 1, Hora = 1    Campo # 1, Hora = 14 
1 1 1 1
1, , , ,1 1 1, , , , 1
1 1 0 1 1 0
 Cap         Cap
J K L J K L
j k l j k l m




  ●      ● 
  ●      ● 
  ●      ● 
Campo # n, Hora = 1    Campo # n, Hora = m 
1 1 1 1
, , , ,1 , , , ,
1 1 0 1 1 0
 Cap         Cap
J K L J K L
n j k l n n j k l m n
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3. Restricciones de los medios de corte (en @/h): 
La cosecha se lleva a cabo con pelotones de corte mecanizado y de forma manual con 
pelotones de corte manual (en número: L). La producción por hora de trabajo de cada 
pelotón se denota por Prodl. 
Medio de corte # 0, Hora = 1   Medio de corte # 0, Hora = m 
1 1
, , ,0,1 0 101 , , ,0, 0 10
1 1 1 1 1 1
 Prod         Prod
I J K I J K
i j k i j k m m
i J K i j k
X B X B 
   
  ●      ● 
  ●      ● 
  ●      ● 
Medio de corte # n, Hora = 1   Medio de corte # n, Hora = m 
1 1
, , , ,1 , , , ,
1 1 1 1 1 1
 Prod         Prod
I J K I J K
i j k n n ilm i j k n m n ilm
i J K i j k
X B X B 
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4. Restricciones de abastecimiento máximo/mínimo a la central por carretera: 
Uno de los más importantes grupos de restricciones es el que se refiere al suministro de 
la central, quien como máximo puede procesar una cantidad de caña fija por hora 
(nombrada Smaxm). En estas restricciones la caña que llega desde los centros de acopio 
no se considera, por qué el ferrocarril actúa como un almacén de caña cortada. De lo 
que se trata es de evitar que a la central llegue una cantidad de caña sobre Smaxm @, 
por transporte directo. 
Capacidad máxima de procesamiento de la central por transporte directo: 
Hora # 1 
1 1







   
  ● 
  ● 
  ● 
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Para garantizar en el azúcar producido alcanza mejores índices de calidad, se puede dar 
prioridad al “tiro directo” fijando una cuota  de caña que como mínimo se suministre de 
forma directa a la central en cada hora de trabajo, en este caso Sminm @ (por supuesto, 
Sminm   Smaxm) 
Hora # 1 
1 1







   
  ● 
  ● 
  ● 
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5. Restricciones de la capacidad de abastecimiento de cada centro de acopio: 
Cada centro de acopio tiene una capacidad límite para procesar la caña expresada en 
@/h, representada por CAj. 
C. de Acopio # 1, Hora = 1   C. de Acopio # 1, Hora = m 
1 1 1 1
,2, , ,1 1 ,2, , , 1
1 1 0 1 1 0
 CA         CA
I K L I K L
i k l i k l m
i k l i k l
X X
   
  ●      ● 
  ●      ● 
  ●      ● 
C. de Acopio # n, Hora = 1   C. de Acopio # n, Hora = m 
1 1 1 1
, 1, , ,1 , 1, , ,
1 1 0 1 1 0
 CA         CA
I K L I K L
i n k l n i n k l m n
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6. Restricciones de correspondencia entre la cantidad de caña que llega y sale de 
los centros de acopio:    
El flujo de caña que pasa por cada centro de acopio se debe conservar durante el día, y 
aún por cada hora para satisfacer la demanda de la central. De esta manera, las 
restricciones plantean que toda la caña que llega debe salir hora por hora de cada uno de 
los centros de acopio. 
Correspondencia C. Acopio # 1, Hora = 1  Correspondencia C. Acopio # 1, Hora = m 
1 1 1 1
1,1, , ,1 ,2, , ,1 1,1, , , ,2, , ,
1 1 0 1 1 0
 -  0        - 0
I K L I K L
a K L i k l a K L m i k l m
i k l i k l
X X X X
  ●      ● 
  ●      ● 
  ●      ● 
Correspondencia C. Acopio # n, Hora = 1  Correspondencia C. Acopio # n, Hora = m 
1 1 1 1
,1, , ,1 , , , ,1 ,1, , , , , , ,
1 1 0 1 1 0
 -  0        - 0
I K L I K L
an K L i n k l an K L m i n k l m
i k l i k l
X X X X
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7. Restricciones de capacidad de los medios de transporte: 
El transporte ferroviario es capaz de absorber toda la cantidad de caña que se destine 
para el consumo de la central en un día, de modo que las restricciones de capacidad del 
transporte, estarán asociadas únicamente a los medios de transporte automotor. En este 
caso TMk representará el número de unidades disponibles de cada tipo de transporte 
automotor. 
Transporte Automotor # 1, Hora = 1  Transporte Automotor # 1, Hora = m 
1 1
, ,1, , ,1, ,1 1 , ,1, , ,1, , 1
1 1 0 1 1 0
 .  TM         .  TM
I J L I J L
i j l i j l i j l i j l m
i j l i j l
CR X CR X
  ●      ● 
  ●      ● 
  ●      ● 
Transporte Automotor # n, Hora = 1  Transporte Automotor # n, Hora = m 
1 1
, , , , , , ,1 , , , , , , ,
1 1 0 1 1 0
 .  TM         .  TM
I J L I J L
i j n l i j n l n i j n l i j n l m n
i j l i j l
CR X CR X
 
 
Los coeficientes de las variables en las restricciones, son indiferentes de la hora en que 














      Ecuación 1 
Donde: 
CRi,j,k,l: Coeficiente de la variable Xi,j,k,l,m en la restricción de la capacidad de los medios 
de transporte. Este coeficiente es indiferente al valor de m (hora). 
Di,j: Distancia desde el origen i, hasta el destino j. 
Vcck: Velocidad de desplazamiento del medio de transporte k, con carga. 




  31 
 
 
Vsck: Velocidad de desplazamiento del medio de transporte k, sin carga. 
Tck,l: Tiempo de espera del medio de transporte k, con el tipo de corte l. 
Cck: Capacidad de carga del medio de transporte k. 
 
8. Restricciones de los medios de corte que trabajan en un solo campo en una 
misma hora: 
Cada pelotón de corte manual está compuesto por tres combinadas cañeras como 
máximo, las que trabajan en equipo en un campo en la misma hora puesto que salvo 





ilmB       l = 2, 3, ..., L+C+1 y  m=1,2,…,H   
 
9. Restricciones del número de grupos de trabajadores por hora/por día en un 
mismo campo: 
Por cada hora de trabajo y en cada uno de los orígenes se tiene que controlar el número 
de pelotones de corte. 







ilmB      i = A + 1, A + 2, ..., A+B  and  m=1,2,…,H  
Por cada uno de los orígenes se controla que el número de pelotones de corte sea 
inferior o igual a dos. 







ilY      i = A + 1, A + 2, ..., A+B 
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10. Restricciones del movimiento de trabajadores entre campos en una misma 
jornada: 
La tarea de los pelotones de corte es el cortar la caña a plena productividad y por tanto, 
las pérdidas de tiempo por movimiento entre campos han de ser reducidas. Por otro 
lado, no es aconsejable más de una migración de los pelotones de corte entre los 





ilY      l = 2, 3, ..., L+C+1 
 
11. Restricciones del tiempo de trabajo de los pelotones en un mismo campo:  
Para cada origen y medio de corte se comprobará que el tiempo de trabajo no exceda de 






B H Y      i = A + 1, A + 2, ..., A+B y l = 2, 3, ..., 
L+C+1 
 
3.4. Función Objetivo del modelo: 
Los coeficientes económicos de la función objetivo (Ci,j,k,l,m) establecen el costo del 
transporte de la caña, en dependencia de las distancias y los medios de transporte 
utilizados en cada caso. 
El coeficiente económico de cada variable se determina como sigue: 
Ci,j,k,l,m = ck·Di,j       Ecuación 2 
Donde:  
Ci,j,k,l,m: coeficientes económicos. 
ck: costo unitario relativo al transporte k. 
Di,j: distancia entre el origen (i) y el destino (j). 
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Como se puede apreciar en la ecuación 2, el coeficiente económico, es indiferente de la 
forma en que se corta la caña y la hora en que se realizan los cortes (o se realiza el 
transporte), este coeficiente representa los costos del transporte y depende sólo del 
medio utilizado y la distancia a recorrer.  
En resumen, la función objetivo consiste en minimizar los costos del transporte:   
F.O.: Minimizar  
, , , , , , , ,
1 1 1 0 1
.  . 
I CA J K L M
i j k l m i i j k l m




Ci,j,k,l,m: coeficiente económico. 
Coi: coeficiente de oportunidad. 
Xi,j,k,l,m: variable de decisión. 
 
3.5. Consideraciones: 
Producto a la naturaleza del problema existen múltiples soluciones óptimas [Sch97], 
que le permiten al usuario seleccionar la solución más aconsejable desde su punto de 
vista considerando otros aspectos no incluidos en la función objetivo, teniendo en 
cuenta por ejemplo, los requerimientos de transporte y los medios de corte.  
La formulación del modelo matemático para el sistema integral de transporte cañero, 
enfatiza en la reducción de los costos y controla la frescura de la caña, mediante las 
restricciones de suministro mínimo a la central por tiro directo. 
Con el coeficiente de oportunidad (Coi),  se controla la preferencia para cosechar 
determinado campo cañero con un índice brig mayor; un valor del coeficiente de 
oportunidad inferior a 1 provoca un decrecimiento del valor real del coeficiente 
económico (Ci,j,k,l,m) asociado a la variable en la función objetivo, permitiendo que la 
correspondiente variable (Xi,j,k,l,m) entre en el conjunto de soluciones del modelo más 
fácilmente. 
Esto es una práctica válida porque un pequeño incremento en el costo de la 
transportación, se compensa con un incremento de la producción azucarera y el aumento 














Análisis de requisitos 
 
La definición de requisitos es la primera etapa del ciclo de vida de desarrollo del 
software. El resultado de esta definición de requisitos constituye el punto de partida de 
análisis de aplicaciones. El principal objetivo de la captura de requisitos es identificar y 
documentar lo que en realidad se necesita, en una forma que se pueda comunicar de 
forma clara tanto al cliente como al equipo de desarrollo. El reto consiste en definirlos 
de manera inequívoca de modo que se detecten los riesgos y no se presenten sorpresas a 
la hora de entregar el producto. 
Este capitulo esta divido en tres apartados. En el apartado 4.1 se analizan los requisitos 
de hardware necesarios para desarrollar la aplicación. Para la utilización de esta no es 
necesario mentar ningún recurso extra del que dispone cualquier ordenador, aunque se 
ha de decir que a mayor velocidad del procesador y mayor capacidad de la memoria 
RAM hacen que la aplicación aumente considerablemente su rendimiento, teniendo en 
cuenta la cantidad de variables a tratar. En el apartado 4.2 los programas y bibliotecas 
necesarias para que la aplicación pueda funcionar. Y finalmente en la sección 4.3 se 
describen las funcionalidades que tiene que tener el sistema. 
4.1 Requisitos de hardware 
Para desarrollar esta aplicación se han utilizado de forma alterna dos maquinas, las dos 
proveídas del software adecuado. 
Las características y los recursos mínimos del ordenador principal, que es el que más 
veces se ha utilizado en el desarrollo y que permiten la utilización de la aplicación sin 
problemas son: 
Características ordenador principal 
Procesador Intel Pentium – 1.73 GHz. 
Monitor color de 15’. 
Ratón y teclado estándar. 
Disco Duro principal de 20 GB. 
1GB de memoria RAM. 
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Las características del ordenador secundario que se ha utilizado son: 
Características ordenador secundario 
Procesador Intel Pentium VI – 2,4 GHz. 
Monitor color Súper VGA de 15’. 
Ratón y teclado estándar. 
Disco Duro de 30 GB. 
1024 MB de memoria RAM. 
 
Una vez se han descrito los ordenadores utilizados pera el desarrollo de la aplicación, es 
necesario indicar cual sería el equipo mínimo para que la aplicación pueda funcionar. 
Esto significa que bajo un equipo de las siguientes características, el programa se podría 
utilizar, pero funcionaría con gran lentitud, lo que reduciría su eficiencia. 
Características del equipo mínimo 
Procesador 400 MHz. 
Monitor color Súper VGA de 14’. 
Ratón y teclado estándar. 
Espacio libre en disco 40 MB. 
32 MB de memoria RAM. 
 
4.2 Requisitos de software 
La aplicación desarrollada trabaja sobre el entorno Microsoft Windows en cualquiera de 
sus versiones, habiéndose alternado también en su creación Windows XP y Vista. 
La herramienta con la que se ha basado el desarrollo ha sido Microsoft Visual Basic 6.0. 
La elección es debida a que ya que había parte de la interfaz de usuario ya desarrollada 
previamente en este lenguaje de programación. 
Para los accesos a la Base de Datos es necesario el motor de base de datos Microsoft Jet 
y DAO 3.5, ya que la mayoría de los datos de entrada se obtienen de una Base de Datos 
en formato mdb. Se utiliza Microsoft Access, debido que en las anteriores versiones ya 
se utilizaba este software. 
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Otra parte importante del software utilizado es el API de Lindo, el cual proporciona una 
serie de rutinas a las cuales se puede acceder desde otros lenguajes de programación, 
para la resolución de modelos lineales y cuadráticos. 
Programas y bibliotecas utilizados en el desarrollo 




A parte de los programas y DLL’s utilizadas para al desarrollo de la aplicación, los 
utilizados para  realizar la documentación, así como para la exposición del trabajo final 
de carrera son: 
Programas utilizados para la memoria 
Microsoft Word 2002. 
Acrobat 8.0 
MathType 5 for Windows, Design Science, Inc. 
Microsoft Project 2000 
SmartDraw 6.2  Plus Professional. 
Microsoft Power Point 2002 
4.3 Requisitos funcionales 
En este apartado se presentan los requisitos funcionales que deberán ser satisfechos por 
el sistema. Todos los requisitos aquí expuestos son esenciales, es decir, no sería 
aceptable un sistema que no satisfaga alguno de los requisitos aquí presentados. Estos 
requisitos se han especificado teniendo en cuenta, entre otros, el criterio de 
demostrabilidad: dado un requisito, debería ser fácilmente demostrable si es satisfecho o 
no por el sistema. 
Las funcionalidades principales que nuestro sistema deberá ofrecer pueden englobarse 
en cuatro grandes bloques, que serían: 
 Recogida de datos. 
 Formulación del modelo para pasar esta información a la interfaz de Lindo. 
 Obtener la solución que nos suministra Lindo. 
 Mostrar resultados al usuario. 
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Pero es necesario y conveniente a su vez desglosar estos grandes bloques en requisitos 
funcionales más específicos para así tener una visión objetiva más detallada de las 
funciones que debe realizar nuestro sistema: 
1. Recogida de datos. 
1.1. Inicializar el sistema tomando como datos iniciales los 
almacenados en la base de datos. Es posible la formulación del 
modelo sin necesidad que el usuario introduzca un solo dato 
excepto los campos a cosechar. 
1.2. Dar la posibilidad al usuario de modificar los datos de entrada 
para la formulación y  resolución del problema. 
1.3. Visualizar y modificar los datos de entrada almacenados en la 
Base de datos para el modelo actual y posteriores usos. 
1.4. Permitir al usuario la elección de campos en cosecha. 
1.5. Captar y  aplicar los coeficientes de oportunidad a los campos 
seleccionados. 
1.6. Mostrar y permitir modificar los vínculos entre los diferentes 
factores que intervienen en el proceso, como son los orígenes, 
medios de transporte,... 
1.7. Permitir al usuario escoger entre una solución para un día de 
trabajo o por horas. 
1.8. Validar las posibles entradas de datos erróneos, y en este caso 
advertir al usuario. 
 
2. Formulación del modelo para pasar esta información a la interfaz de Lindo. 
2.1. Generar las variables. 
2.2. Generar las restricciones. 
2.3. Generar la F.O. 
2.4. Formular el modelo matemático y suministrar estos datos a la 
interfaz de Lindo. 
 
3. Obtener resultados de Lindo. 
3.1. Recoger la solución suministrada por Lindo. 
 
4. Mostrar resultados al usuario 
4.1. Mostrar la solución por días o por horas. 
4.2. Realizar consultas específicas sobre la solución en el caso de que 
el planteamiento sea  por horas visualizar informe en el caso que 
Lindo no encuentre una solución óptima. 
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4.4 Requisitos no funcionales 
Portabilidad: El entorno de desarrollo de todo el software será  Visual Basic, por lo 
que la aplicación será portable a todos los sistemas Windows de 32 bits. 
Distribución: Utilización distribuida en CD y a través de Internet. 
Persistencia: Los datos persistentes del sistema, por ser de tamaño medio, se 
almacenarán en una Base de Datos Access. 
Plataforma: Las plataformas de la aplicación serán máquinas con cualquier sistema 
operativo Windows. 
Interfaz: La interfaz gráfica debe ser autoexplicativa. 
Elasticidad en los cambios: La programación se ha realizado utilizando el diseño 
descendente, modular, y con exhaustivos comentarios durante la codificación. De esta 
forma resulta fácil la lectura y la realización de futuras modificaciones y mejoras. 
Fiabilidad: La aplicación garantiza que los datos obtenidos son correctos y por tanto 
los cálculos que se realizan también lo son. El planteamiento del modelo matemático 
con las respectivas restricciones, es volcado a un archivo de texto plano llamado 
salida.txt y modelo.txt para comprobar posibles errores en la formulación. 
Integridad: El gestor de Bases de Datos (SGBD) que utiliza la aplicación es Microsoft 
Access. Este dispone de las herramientas necesarias para realizar copias de seguridad y 
restauraciones de la base de datos. Estas operaciones son suficientes para garantizar la 
recuperación de los datos en caso de pérdida. 
Solidez: Los posibles errores que se puedan producir durante la ejecución son 
controlados por el sistema, el cual avisa al usuario y permite que este continúe con la 






















Planificación del proyecto 
 
El objetivo de la planificación del proyecto de software es proporcionar un marco de 
trabajo que permita al gestor hacer estimaciones razonables de recursos, costos y 
planificación temporal. 
Estas estimaciones deberían hacerse dentro de un marco de tiempo limitado al inicio de 
un proyecto de software y actualizarse regularmente a medida que este progresa. 
El objetivo de la planificación se consigue mediante un proceso de descubrimiento de la 
información que lleve a estimaciones razonables. 
5.1 Análisis i gestión del riesgo. 
En todo proyecto de desarrollo de software, existen riesgos que pueden hacer fracasar 
dicho proyecto. En los siguientes apartados se tratará de definir cuales son estos riesgos, 
como nos afectan y las medidas a tomar para prevenirlos. 
5.1.1 Proyección del riesgo. 
Tratamos de medir la posibilidad de que un riesgo sea real y las consecuencias de los 
problemas asociados al riesgo, mediante una tabla de riesgos, donde se identifican los 
riesgos posibles, la categoría de cada riesgo, la probabilidad de que pase y su impacto 
dentro del proyecto. 
 
Riesgo Categoría Probabilidad Importancia 
1.- Seguridad en la estimación del tamaño. TP 50% 4 
2.- Tamaño de la base de datos. TP 40% 3 
3.- Es razonable el tiempo de trabajo/ 
Incumplimiento de la fecha de entrega. 
IN 80% 2 
4.- Bajo rendimiento del encargado. IN 70% 1 
5.- Cambios en la especificación por nuevas 
necesidades. 
DP 80% 3 
6.- Mal funcionamiento de la aplicación. ED 50% 2 
7.- Utilización de nuevas herramientas de 
programación. 
ED 60% 3 
8.- ¿Son estables los requerimientos del 
proyecto? 
DP 30% 3 
9.- Cambios o ampliación de requisitos. DP 70% 3 
10.- Problemas de codificación. ED 50% 3 





12.- Perdida del trabajo realizado. TP 10% 1 









 TP  Tamaño del Producto 
 DP  Definición del Proceso 
 TEP  Tamaño, Experiencia Plantilla 
 IN  Impacto en el Negocio 
 ED  Entorno de Desarrollo 
 CC  Características  del Cliente 
Importancia 
 
 1  Despreciable 
 2  Marginal 
 3  Crítico 
 4  Catastrófico 
 
 
En la siguiente tabla, se puede observar la probabilidad de que un riesgo se pueda 
producir, así como su importancia. 
Puede darse el caso de que algún riesgo no se haya tenido en cuenta. 
5.1.2 Tratamiento del riesgo. 
En el caso que se produjera alguno de los riesgos identificados anteriormente, la 
metodología a seguir seria: 
1.- Seguridad en la estimación del tamaño: debido al importante riesgo que corremos en 
el momento de predecir el tamaño de la base de datos, debemos predecirlo con la 
máxima exactitud posible. 
2.- Tamaño de la base de datos: intentar que el tamaño de la base de datos sea lo 
suficientemente grande para recopilar todos los datos. Tener la posibilidad de ampliar la 
base de datos. 
3.- Incumplimiento de la fecha de entrega: en el caso que nos ocupa, la aplicación 
desarrollada será utilizada por el C.A.I. Fernando de Dios Buñuel, por lo que se 
intentaría dialogar con los responsables con el fin de alargar la fecha de entrega. 
4.- Bajo rendimiento del encargado del proyecto: el bajo rendimiento del único 
desarrollador por causas como puede ser la realización de trabajos paralelos o la falta de 
tiempo a la hora de trabajar en el proyecto, produciría un retraso en el desarrollo de la 
aplicación y por tanto un retraso en la fecha de exposición. Esta razón es suficiente 
motivación para el alumno para controlar el tiempo a dedicar. 
5.- Cambios en la especificación por nuevas necesidades: una vez detectada la nueva 
necesidad durante la codificación, se estudiará la situación y se buscará la solución más 
apropiada. Si fuera necesario se realizaría un anexo en la documentación de las 
especificaciones y a partir de este anexo se podrá seguir el curso normal de 
codificación. 
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6.- Mal funcionamiento de la aplicación: si la aplicación no funciona correctamente en 
el hardware/software del cliente, se dedicará un tiempo extra en detectar y solucionar el 
problema. 
7.- Nueva herramienta de programación: en el caso de tener dificultades en la 
adaptación a la nueva herramienta de desarrollo, se optará por dedicar un tiempo 
adicional y no planificado para el aprendizaje. Este aprendizaje puede consistir en 
consultar bibliografía, manuales, utilización de la ayuda de la herramienta y solicitar 
ayuda a un programador más experimentado y avanzado. 
8.- ¿Son estables los requerimientos del proyecto? Reunirnos con el cliente las veces 
que sean necesarias, para intentar concretar al máximo los requerimientos del sistema y 
estudiar su viabilidad. En el caso de la existencia de dudas en el curso del desarrollo del 
proyecto, es necesario poder contactar con el cliente por teléfono o mail para resolver 
cualquier tipo de problema existente.    
9.- Cambio o ampliación de requisitos: si se da este caso, es necesario comunicarse 
inmediatamente con el cliente para analizarlo. Si los cambios son drásticos y se esta en 
la etapa de codificación es necesario posponer los cambios para futuras versiones, 
ampliaciones y mejoras del software. 
10.- Problemas de codificación: obtener una visión más general de la tarea y a partir de 
este punto, hacer un replanteamiento de la estructura de los puntos críticos de  la 
aplicación para poder localizar y puntualizar más rápidamente la causa del problema. 
11.- ¿Los usuarios tienen conocimientos de informática? Intentar en todo momento 
crear interfícies usables, y en todo momento, mantener al cliente informado del 
desarrollo de la aplicación para añadir todas las facilidades de usabilidad necesarias. 
12.- Perdida del trabajo realizado: seguir un criterio ordenado de copias de seguridad de 
datos. En el caso de pérdida de datos se continuara el trabajo desde la última copia de 
seguridad realizada. 
5.2 Planificación del trabajo a realizar. 
Además de analizar con todo detalle los posibles riesgos del proyecto, es necesario 
analizar el trabajo total a realizar para poder desarrollar correctamente la aplicación 
actual. 
Para analizar el trabajo, calculamos el tiempo estimado para su realización, dividiendo 
el trabajo en diferentes fases, e indicando la duración de cada una de estas. 
Esta estimación es aproximada, a pesar que durante la confección del trabajo se van 
variando los resultados hasta conseguir medidas más exactas. A continuación se 




  42 
 
 
19-2-07 17-5-07 12-8-07 7-11-07 2-2-08 29-4-08 25-7-08 20-10-08
Primer contacto y presentación
Planificación del proyecto
Recogida de requisitos
Aprendizaje herramientas de desarrollo
Análisis de la parte de interfaz ya desarrollada
Análisis del Lindo
Ampliación del diseño de datos ya desarrollado
Vínculos
Ampliación de la implementación y codificación
Modificación de la interfaz
Control de errores
Refinamiento de la interfaz
Pruebas de validación
Duración ( en días)
muestra el Diagrama de Gantt e información acerca de las tareas del proyecto en forma 



















Figura 1: Diagrama de Gannt.








ID Descripción Comienzo Duración 
(en días) 
Fin 
1 Primer contacto y presentación 19/02/2007 7 26/02/2007 
2 Planificación del proyecto 26/02/2007 35 02/04/2007 
3 Recogida de requisitos 02/04/2007 35 07/05/2007 
4 Aprendizaje herramientas de 
desarrollo 
07/05/2007 35 11/06/2007 
5 Análisis de la parte de interfaz 
ya desarrollada 
11/06/2007 35 16/07/2007 
6 Análisis del Lindo 16/07/2007 42 27/08/2007 
7 Ampliación del diseño de 
datos ya desarrollado 
27/08/2007 105 10/12/2007 
8 Vínculos 05/11/2007 70 14/01/2008 
9 Ampliación de la 
implementación y codificación 
ya desarrollada 
14/01/2008 245 15/09/2008 
10 Modificación de la interfaz 22/09/2008 21 13/10/2008 
11 Control de errores 13/10/2008 7 20/10/2008 
12 Refinamiento de la interfaz 20/10/2008 7 27/10/2008 
13 Pruebas de validación 27/10/2008 7 03/11/2008 



























Uno de los elementos de análisis que se estudia en el diseño de aplicaciones es el 
análisis conceptual de datos. Este se abstrae de los procesos y se centra en la descripción 
y la estructura de los datos. El objetivo del análisis de datos es por tanto comprender 
con detenimiento los datos que intervienen en el problema y sus interrelaciones. 
En el presente trabajo el modelo de los datos no es algo que sea excesivamente 
relevante, ya que no es una aplicación cuya finalidad sea el tratamiento de estos. El 
volumen de datos que maneja la aplicación  es relativamente poco importante aunque no 
por ello se ha de dejar de estudiar con detenimiento. 
Para esto es necesario: 
1. Identificar las entidades que intervienen en el problema y las relaciones 
entre estas. Esto generará el modelo E/R en la sección 6.1 
2. Convertir el modelo E/R al modelo relacional que ya contiene todas las 
tablas de las que constará la BD. El modelo relacional se tratará en la 
sección 6.2. 
6.1 El modelo Entidad-Relación 
El modelo relacional de datos fue propuesto por su creador Ted Codd. Está basado en el 
concepto de relación. Es similar al concepto matemático de relación, ya que todas las 
teorías y reglas matemáticas sobre relaciones son aplicables, lo que provoca que sea 
fácil de formalizar.  
El modelo se representa mediante un número muy reducido de conceptos semánticos 
básicos: el mundo está compuesto de entidades; una entidad es cualquier objeto con 
existencia física (persona, empleado, casa) o conceptual (puesto de trabajo, curso, etc.). 
Estas entidades poseen un número indeterminado de atributos, que son “trozos” de 
información que describen a las entidades de uno u otro modo (nombre del cliente, su 
dirección, teléfono, etc. así como el nombre del dominio, su dirección IP, etc.). Cada 
una de las entidades tiene un valor identificable de forma única llamado clave [EN97]. 
El concepto de relación se refiere a que grupos de entidades mantienen relaciones con 
otros grupos de entidades.  
El diseño de la BD [DAT90], se ha realizado teniendo en cuenta que la información que 
esta tiene que almacenar es: 
 Información relativa al Basculador. 
 Información de los recursos disponibles: 








- Centros de Acopio. 
- Medios de corte. 
- Medios de transporte. 
 Información a cerca de los vínculos establecidos entre los recursos. 
 Resultados tras la resolución del problema, que consiste en información a 
cerca de cada variable:  
- Si interviene o no en la solución. 
- Su coeficiente(@). 
- El costo reducido. 
Para poder contemplar toda la información que necesita y genera la aplicación, se 
necesita un modelo de datos integrando toda esta información dado que es necesario 
conocer: 
 La norma potencial horaria y diaria del basculador. 
 Los horarios de corte de la caña. 
 Cantidad de caña disponible en cada campo. 
 El coeficiente de oportunidad asignado a cada campo, que por defecto es 1. 
 A cerca de los medios de corte es necesario conocer la productividad horaria, 
y si ese medio de corte esta o no activo. 
 Esa misma información se tiene que conocer de cada centro de Acopio, si esta 
o no funcionando y la capacidad de procesamiento horaria. 
 A cerca de los medios de transporte la información es más amplia: 
- El costo por kilómetro. 
- El numero de unidades de la que se dispone. 
- La capacidad de carga. 
- El tiempo de espera en el campo, bien si la caña se corta de forma 
manual o bien de forma mecanizada. 
- La velocidad con o sin carga. 
- El horario de trabajo, aunque este siempre estará dentro del intervalo del 
horario del corte de la caña. 
 La distancia entre los puntos que se efectuará el transporte de la caña: 
- Campo a Basculador. 
- Campo a Centro de Acopio. 
- Centro de Acopio a Basculador. 
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 Los vínculos preestablecidos entre todos los recursos disponibles, como por 
ejemplo determinar que un medio de corte esta ubicado en un campo determinado, 
o si la caña de un campo determinado solo puede ir destinada a uno o más centros 
de acopio. 
Toda esta información estará almacenada a priori en la BD porque sino la cantidad de 
datos a introducir por el usuario sería desmesurada. El planificador sólo tendrá que 
revisar los datos en las pantallas de introducción de datos y hacer las modificaciones 
que crea conveniente. Además debe ser posible hacer estas modificaciones de forma 
persistente para futuros empleos de la aplicación. 
El modelo entidad-relación ofrece la posibilidad de interrelacionar dos o más relaciones 
(tablas) existentes en una base de datos. De hecho, esta es la característica que dota de 
mayor potencia al modelo. Hay varios aspectos que es conveniente resaltar sobre el 
establecimiento de interrelaciones.  
Todas las interrelaciones se realizan mediante la comparación de valores, ya sean éstos 
identificadores de objetos (claves) o atributos de estos objetos (campos). Para que esto 
sea posible, es indispensable que los valores a comparar contengan el mismo tipo de 
datos (numéricos, texto, booleanos, etc.). 
Las interrelaciones pueden verse en el modelo E/R  que aparece en la figura 3: 































Figura 3: diagrama Entidad Relación. 
6.1.1 Tipos de Interrelaciones. 
Las entidades más relevantes para manipular los datos descritos son las siguientes: 
C_Acopio, Basculador, Campo, M_Corte y M_Transporte 
Existen tres tipos de interrelaciones, presentadas a continuación:  




  48 
 
 
 Uno a muchos (1:N): en la tabla A solamente tiene una tupla coincidente en la 
tabla B etiquetándose con ”1”, mientras que en la tabla B puede haber más de una 
tupla de la tabla A por lo que se etiqueta con “N”. Esta es la interrelación más 
frecuente.  
Este tipo de relación la encontramos entre Basculador y C_Acopio,  y es la 
denominada DistanciaAB, ya que hay mas de un centro de Acopio para un sólo 
basculador. También se da entre Campo y Basculador y es la denominada 
DistanciasCB. 
 Muchos a muchos (M:M): en este tipo de interrelación, la tabla A puede tener 
más de una tupla coincidente en la tabla B, y una tupla en la tabla B puede tener 
más de una tupla en la tabla A. Este tipo de relación requiere cambiar el diseño en 
la base de datos. La forma de hacerlo, es adicionar una tercera relación que 
contendrá información procedente de las otras dos tablas interrelacionando los 
registros pertinentes.  
Este tipo de relación la podemos encontrar entre C_Acopio, y M_Corte, C_Acopio y 
M_Transporte, Campo y C_Acopio, etc.; y en todas las relaciones relativas a los 
vínculos entre las distintas entidades denominadas Or_Ds (Origen - Destino), Or_Tr 
(Origen -Transporte),..., y así hasta seis relaciones de vínculos sucesivamente 
(combinaciones de 4 elementos tomados de dos en dos). 
 Uno a uno (1:1): en una interrelación de este tipo, en la tabla A no puede 
tener más de un sólo registro coincidente en la tabla B y viceversa. Este tipo de 
interrelación es poco frecuente, es aconsejable que la información de las dos 
tablas se combine en una sola tabla, y es lo que hemos hecho en el caso de 
Campo-Coeficiente de Oportunidad. 
Las interrelaciones de uno a muchos se implementan mediante el uso de claves externas, 
también llamadas ajenas o foráneas. La clave externa se adiciona dentro de la tabla 
donde está etiquetado con “N”, siendo ésta la clave primaria o atributo de la tabla 
etiquetada como “1”. Considerando, que ambas claves tengan el mismo tipo de 
información.  
Estas interrelaciones, en realidad, no existen en el ámbito de la base de datos, se usan 
sólo a nivel de representación gráfica.  
6.2 Modelo Relacional 
El modelo relacional realiza una descripción detallada de las relaciones de la base de 
Datos ya que especifica los atributos de las entidades reflejadas por el modelo Entidad - 
Relación. En él, todos los datos están estructurados en el ámbito lógico como tablas 
formadas por filas y columnas, aunque a nivel físico pueden tener una estructura 
completamente distinta. 
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A continuación se detalla el modelo relacional de esta aplicación. El proceso que se ha 
seguido ha sido primero realizar una traducción literal del modelo Entidad - Relación, y 
posteriormente se han realizado una serie de modificaciones para obtener una 
optimización en cuanto espacio y tiempo de acceso. De esta forma se ha conseguido 
tener tan sólo una tabla de distancias. 
Los atributos subrayados con línea continua son las claves primarias, y los que lo están 
con línea discontinua son las claves foráneas. 
 
BASCULADOR (Id, NormaDmin, NormaDmax, hInicio, hFin) 
CAMPO (idCampo, Capacidad, Coeficiente) 
C_ACOPIO (IdAcopio, hInicio, hFin, CapacidadH, Activo) 
M_TRANSPORTE (IdTr, hInicio, hFin, Capacidad, Cantidad, EsperaMan. EsperaMec, 
VconCarga, VsinCarga, Activo) 
M_CORTE (IdCorte, Productividad, Activo) 
DISTANCIA(IdOrigen, IdDestino, Distancia) 
OR_DS(IdOrigen, IdDestino, Valor) 
OR_TR(IdOrigen, IdTr, Valor) 
OR_CR(IdOrigen, IdCorte, Valor) 
DS_TR(IdDestino, IdTr, Valor) 
DS_CR(IdDestino, IdCorte, Valor) 
TR_CR(IdTr, IdCorte, Valor) 
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6.3 Diccionario de datos 
La información que presenta el diccionario de datos es cada una de las relaciones o 
tablas junto con una descripción detallada de los atributos. 
Tabla BASCULADOR 
ATRIBUTO NULLS TIPO 
Id Not Null Texto(4) 
NormaDmin Not Null Entero Largo 
NormaDmax Not Null Entero Largo 
hInicio Not Null Fecha / Hora 
hFin Not Null Fecha / Hora 
 
Tabla CAMPO 
ATRIBUTO NULLS TIPO 
idCampo Not Null Entero 
Capacidad Null Entero Largo 
Coeficiente Null Simple 
 
Tabla C_ACOPIO 
ATRIBUTO NULLS TIPO 
IdAcopio Not Null Texto(10) 
CapacidadH Not Null Entero Largo 
Activo Not Null Boolean 
hInicio Null Fecha / Hora 













ATRIBUTO NULLS TIPO 
IdTr Not Null Texto(15) 
Costo  Doble 
Capacidad Not Null Entero Largo 
Activo Null Boolean 
Cantidad Null Entero 
EsperaMan  Simple 
EsperaMec  Simple 
Vconcarga  Entero 
VsinCarga  Entero 
hInicio Null Fecha / Hora 
hFin Null Fecha / Hora 
 
Tabla M_CORTE 
ATRIBUTO NULLS TIPO 
IdCorte Not Null Texto(15) 
Capacidad Not Null Entero Largo 
Activo Null Boolean 
 
Tabla DISTANCIA 
ATRIBUTO NULLS TIPO 
IdOrigen Not Null Texto(15) 
IdDestino Not Null Texto(15) 














ATRIBUTO NULLS TIPO 
IdOrigen Not Null Texto(15) 
IdDestino Not Null Texto(15) 
Valor Null Byte 
 
Tabla OR_TR 
ATRIBUTO NULLS TIPO 
IdOrigen Not Null Texto(15) 
IdTr Not Null Texto(15) 
Valor Null Byte 
 
Tabla OR_CR 
ATRIBUTO NULLS TIPO 
IdOrigen Not Null Texto(15) 
IdCorte Not Null Texto(15) 
Valor Null Byte 
 
Tabla DS_TR 
ATRIBUTO NULLS TIPO 
IdDestino Not Null Texto(15) 
IdTr Not Null Texto(15) 













ATRIBUTO NULLS TIPO 
IdDestino Not Null Texto(15) 
IdCorte Not Null Texto(15) 
Valor Null Byte 
 
TR_CR 
ATRIBUTO NULLS TIPO 
IdTr Not Null Texto(15) 
IdCorte Not Null Texto(15) 








































7.1 Diseño Lógico 
En este capítulo estudiaremos la aplicación en función de las entradas y las salidas. 
Identificando cuales son los datos de entrada y que datos deseamos obtener. Esto se 
consigue analizando los datos que recoge cada tratamiento de la aplicación para poder 
llegar a su propósito. 
En los siguientes apartados se hará un análisis de los principales tratamientos de la 
aplicación y los estudiaremos hasta llegar a su nivel más elemental. Se dará una idea 
sobre el diseño y el funcionamiento de la aplicación y como se manipulan los datos, 
realizando un estudio para obtener los procesos que  intervienen en la aplicación. 
El diagrama de flujo de datos es un modelo que describe los flujos de datos o tuberías, 
los procesos que cambian o transforman los datos en un sistema, las entidades externas 
que son fuente o destino de los datos (y en consecuencia los límites del sistema) y los 
almacenamientos o depósitos de datos a los cuales tiene acceso el sistema, permitiendo 
así describir el movimiento de los datos a través del sistema. 
En síntesis, el Diagrama de Flujo de Datos (DFD) describe: 
 Los lugares de origen y destino de los datos (los límites del sistema). 
 Las transformaciones a las que son sometidos los datos (los procesos 
internos). 
 Los lugares en los que se almacenan los datos dentro del sistema. 
 Los canales por donde circulan los datos.  
Como principales características podemos destacar que posibilita comunicar diferentes 
modelos para así facilitar el entendimiento entre el usuario y el analista de sistemas, no 
identifica soporte físico y se construye en forma descendente, de lo general a lo 
particular. 
El DFD posee niveles de desagregación o explosión o apertura de burbujas. El Nivel 0 o 
Diagrama de Contexto es aquel que muestra una sola burbuja y las entidades externas 
con las que interactúa el sistema. 
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7.1.1 Identificación de entidades externas  
Son generalmente clases lógicas de cosas o de personas, las cuales representan una 
fuente o destino de transacciones con las que el sistema se comunica. También pueden 
ser una fuente o destino específico, como en nuestro caso el API de Lindo. Se 
representan mediante la siguiente figura: 
 
 
 Nombre de la entidad 
 
 
Figura 4: Entidad Externa 
 
Como el sistema que esta bajo análisis acepta datos de otro sistema o bien se los provee, 
este otro sistema es una Entidad Externa. Las entidades externas con las que interactúa 
el sistema FDB son:  
 El planificador, que coincide con el usuario del sistema será el encargado de 
introducir y modificar todos los datos que el sistema necesita para obtener una 
solución si es que la hubiera, al modelo planteado. 
 El API de Lindo, el cual nos proporciona una interfaz a partir de unas rutinas 
por las cuales los procesos de nuestro sistema pueden interactuar, en los dos 
sentidos. Estas rutinas serán descritas en el Capitulo Implementación. 
Mediante la designación de alguna cosa o de algún sistema como Entidad Externa 
estamos estableciendo implícitamente que se encuentra fuera de los límites del sistema 
que estamos considerando por lo cual no nos interesa la transformación o proceso que 
se realiza dentro de ellos, es decir que están fuera del control del sistema que se está 
modelando. Son sólo proveedores o requeridores de datos del sistema bajo 
consideración. 
7.1.2 Identificación de tareas principales.  
Los procesos indican aquellos lugares dentro del sistema en donde la información o 
flujo de datos entrante se procesa o transforma. Es decir, son las funciones o procesos 
que transforman entradas de datos en salidas de información. Su representación gráfica 
es un círculo con un texto identificativo en su interior que consistirá idealmente de un 
verbo activo seguido por una cláusula objeto, cuanto más simple mejor: 
 










 Tarea x 
 
 
Figura 5: Proceso 
 
En el sistema se identifican las siguientes tareas principales a realizar:  
 Recogida de información: para la formulación del modelo el sistema necesita 
de una gran cantidad de datos técnicos, cuantitativos y horarios a cerca de los 
medios de corte, centros de Acopio, medios de transporte y el basculador. Dado 
que el volumen de información es elevado se ha considerado que el sistema 
acceda a una base de datos al inicio de la ejecución del programa, para así evitar 
al planificador tener que introducir todos los datos. Los datos por defecto que 
ofrece el sistema pueden ser revisados y modificados posteriormente por el 
usuario. 
 Recogida de información de los campos a ser cosechados: es necesario que el 
sistema recoja esta información para luego poder generar las variables. Es 
necesario que el sistema ofrezca una interfaz al usuario para tal fin. 
 Aplicación del coeficiente de oportunidad a los campos que el usuario o 
planificador de la tarea decida. 
 Generación de las variables que intervienen en el proceso según los vínculos 
establecidos por el usuario. 
 Resolver el modelo matemático por horas o para un día de trabajo, según 
haya decidido el planificador. 
 Mostrar resultados y permitir consultar información concreta. 
7.1.3 Diagrama de contexto  
Para el diseño de la aplicación se ha realizado el siguiente diagrama de contexto que 
indica las interacciones del sistema con las diferentes entidades. 
Aquí se representan las figuras identificadas con anterioridad enlazadas mediante flujos 
de datos. Un flujo muestra las interfaces entre los elementos del DFD. 
 
Figura 6: Flujo de Datos 
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Puede imaginarse como una tubería por donde se envían paquetes de datos. La flecha 
indica la dirección del flujo.  
En el diagrama de contexto o DFD nivel 0: 
 No existen almacenes o archivos. 
 Se representan las entidades externas que son fuente y destino de los datos. 
 El sistema se representa como un proceso simple. 
 Se muestran sólo los flujos de datos de comunicación exterior-sistema. 
Como se puede observar, existen dos entidades externas, que serán el API de LINDO y 



















Figura 7: Diagrama de Contexto 
7.1.4 Identificación de las entidades de almacenamiento. 
Las entidades de almacenamiento representan  archivos lógicos donde se agregan o de 
donde se extraen datos. Son estructuras de datos estáticas. 
Implica escritura, actualización o borrado de datos. 
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Implica lectura o recuperación de información almacenada.  
 
Figura 8: Entidad de Almacenamiento 
La aplicación necesita un lugar donde guardar información persistente, tanto en su 
inicio, para evitar al usuario introducir gran cantidad de información, como en su final, 
para así almacenar temporal o indefinidamente para realizar posteriores consultas. Los 
almacenes de datos podríamos subdividirlos en tres categorías: 
 Información técnica, horaria y de capacidad acerca de los centros de acopio, 
medios de transporte, medios de corte y el Basculador. 
 Información de los vínculos preestablecidos por el planificador de la tarea 
entre las distintas entidades que intervienen en el problema, que están 
representadas por los subíndices de las variables: 
- Orígenes. 
- Destinos. 
- Medios de transporte. 
- Medios de corte. 
- Horas. 
Esto tiene un significado crucial ya que así se puede determinar que por ejemplo un 
medio de corte este ubicado en un campo determinado solo con establecer un vínculo 
entre ambos. 
 Información a cerca de los resultados que nos devolverá LINDO. 
7.1.5 Diagrama de flujo de datos nivel 1.  
El diagrama de flujo de datos de nivel uno identifica los distintos procesos y las 
interacciones con los almacenes de datos (en este caso la base de datos “Vinculos97”) y 
las entidades externas que interaccionan con el sistema. Se corresponde con el diagrama 
de contexto pero con un nuevo nivel de descomposición mayor. Esta explotación de 
procesos puede obtenerse de diferentes formas, pero lo más habitual es basarse en las 
funcionalidades que ofrece el sistema y en la lista de sucesos. Como estrategia 
alternativa podemos basarnos en la descomposición descendente. Podemos distinguir 
los siguientes procesos en la aplicación: 
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 Leer datos técnicos, horarios y de capacidad. 
 Recogida de Campos en cosecha. 
 Aplicación de coeficientes. 
 Establecimiento de vínculos. 
 Resolver para un día de trabajo. 
 Resolver por horas. 
 Realizar consultas. 
 












































Figura 9: Diagrama de flujo de datos Nivel 1 
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7.2 Diseño externo de la interfaz con el usuario. 
El objetivo de este apartado es el de describir como será diseñada la aplicación en el 
ámbito externo, como verá la aplicación el usuario final, sin tener en cuenta como esta 
implementada internamente ya sea a nivel de datos o de procesos. 
 
El diseño externo tiene en cuenta los dispositivos físicos que se utilizan para 
intercambiar información entre la aplicación y el usuario final. Es el usuario el 
responsable de comunicar a la aplicación los datos que necesita. 
7.2.1 Diagrama de dialogo. 
En los siguientes diagramas de diálogo se describe el desarrollo del flujo de las 
aplicaciones para facilitar las tareas del usuario, definiendo cómo el usuario interactúa 
con la funcionalidad del programa. Cabe destacar que el diseño tiene carácter 
secuencial, ya que dadas las características concretas de este sistema es necesario 
realizar ciertos pasos antes de pasar a la siguiente funcionalidad. Aún así es posible ir a 














Figura 10: Diagrama de Diálogo 





































Figura 12: Diagrama de Diálogo: Modificar los Datos Iniciales que Proporciona la BD 
 






































Figura 13: Diagrama de Diálogo: Visualizar Mapas y Seleccionar Campos 
 
 



















1.- Visualizar Bloque 1
2.- Visualizar Bloque 2
3.- Visualizar Bloque 3
4.- Visualizar Bloque 4




























Figura 15: Diagrama de Diálogo: Resolver 
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Figura 16: Diagrama de Diálogo: Solución para un Día Completo de Trabajo 
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8.1 Jerarquía de módulos  
El sistema esta compuesto por una serie de módulos y formularios. Los formularios 
tienen que ver con la interfaz gráfica, pero hay otra serie de módulos que hacen de 
soporte:  
 Módulos de introducción de cambios: estos módulos se encargan de ofrecer 
una interfaz para que el usuario pueda introducir cambios sobre los que le 
proporciona la Base de datos.  
 Módulos de presentación de resultados: estos módulos se encargan de ofrecer 
una presentación ordenada y clara de los resultados obtenidos tras la formulación.  
 Módulo de rutinas básicas: Este módulo ofrece servicios básicos de 
implementación, como puede ser el tratamiento de cadenas, algoritmos de 
ordenación, etc. Este modulo puede ser incluido en otros trabajos.  
 Módulo de rutinas propias del programa, donde se definen tipos, y funciones 
propias de esta aplicación, como escritura en ficheros de texto plano, cálculo de 
fórmulas relacionadas con el modelo, generación de variables, etc.  
 Módulos de interacción con la DLL de LINDO, que se encargan de modificar 
los datos de entrada para que la interfaz de LINDO los pueda entender, y así 
mismo hacen un tratamiento de los parámetros de salida. 
 Módulos de la Interfaz Gráfica: son los módulos que se encargan del manejo 
de la GUI. Estos son proporcionados por el entorno de programación y consisten 
en una serie de archivos ocx y dll que es necesario tener instalados para la 
ejecución de la aplicación. 










Introducción Cambios Interacción LINDO
Rutinas Básicas Rutinas Propias
LINDO API
 
Figura 18: Jerarquía de Módulos 
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8.2 Descripción de bibliotecas. 
Para el desarrollo del sistema se han usado el API
3
 de LINDO de la forma que será 
descrita a continuación. En estas secciones se hará una pequeña introducción a las 
rutinas accesibles de la biblioteca LINDO, ya mencionada en el primer capítulo, y se 
mostrarán las operaciones de su interfaz que se han utilizado más frecuentemente en el 
proyecto. 
Lindo emplea el método simplex [Win94]. Dicho método fue desarrollado por Dantzig 
en 1947, alcanzando un éxito inusitado en las décadas posteriores con el desarrollo de 
los computadores. El conocimiento básico de dicho método ayuda a la comprensión de 
las diferentes formas de resolución de programas lineales. El método simplex realiza 
una serie de iteraciones (también llamadas pívot) hasta que se encuentra una solución 
óptima. En cada iteración, una variable "favorable" se introduce en la solución, mientras 
que otra variable se convierte en cero y se deshecha de la solución actual. Junto con la 
solución del problema, el programa también proporciona un análisis común de 
sensibilidad de los Coeficientes de la Función Objetivo (denominados Coeficientes de 
Costos) y el RHS de las restricciones. 
Hay muchas rutinas ofrecidas por la biblioteca de LINDO, pero la mayoría se refieren a 
una de estas tres áreas: 
1. Construcción del modelo.  
2. Solución del mismo.  
3. Recuperar la solución. 
8.2.1. Rutinas de introducción de datos. 
El modo en el que Lindo resuelve el problema influye en la forma en que se tienen que 
introducir los datos, es decir en forma de tablas o matricial. Para ello es necesario haber 
generado antes todas las variables que intervienen en el problema, explicado en el 
apartado 3.2. 
La tabla a construir en principio tiene el siguiente aspecto: 
 X1,1,1,1,1 … Xn,n,n,n,n B1,1,1 … Bn,n,n Y1,1 … Yn,n  
F.O coeficiente … coeficiente 0 … 0 0 … 0  
R1 coeficiente … coeficiente coef. … coef. coef. … coef. RHS1 
… … … … … … … … … … … 
Rn coeficiente … coeficiente coef. … coef. coef. … coef. RHSn 
                                               
3 API: Aplication Programming Interface. 
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Para la construcción de las tablas se han utilizado las siguientes rutinas: DEFROW, 
APPCOL e INSROW 
DEFROW (IDIR as Long, RHS as Single, IDROW as Long, TROUBLE as Long) 
Añade una nueva fila al final de la formulación actual. Todas las filas son definidas a 
través de esta rutina. Una fila debe ser definida antes de utilizar las funciones APPCOL 
o INSROW para añadir a la fila coeficientes que no sean cero. 
Los parámetros de la función son: 
IDIR: indica la igualdad o desigualdad de la fila, también puede indicar, si 
hablamos de la función objetivo, si queremos maximizar o minimizar la función. 
Los valores posibles son: 
1 si la fila que definimos es la función objetivo y queremos minimizarla. 
Si se trata de una restricción indica un <= en la fila. 
-1 si la fila que definimos es la función objetivo y queremos maximizarla. 
Si se trata de una restricción indica un >= en la fila.  
0 Si se trata de una restricción indica un = en la fila. 
RHS: (Right Hand Side) indica el valor del lado derecho de la igualdad o 
desigualdad de la fila. Si se trata de la función objetivo, que no tiene ningún 
valor a la derecha se pone 0. 
IDROW: es un parámetro de salida y contiene el identificador de la fila 
definida. 
TROUBLE: es un parámetro de salida y contiene el valor 1 si ha habido algún 
problema. 
Una vez que se definan las filas, APPCOL se puede utilizar para definir las columnas. 
APPCOL se llama tantas veces como columnas haya en nuestro modelo: 
En las tablas del Simplex aparecen gran número de ceros; para una persona no supone 
ningún problema reconocer los ceros y darse cuenta que al multiplicar un número por 
cero resulta cero, o que sumar cero a un número no altera el resultado. Sin embargo un 
ordenador no reconoce esas situaciones y pierde tiempo realizando operaciones que 
realmente no son necesarias. Es por ello que LINDO no incorpora los ceros a las tablas 
y lo define mediante el parámetro NONZ de la función APPCOL. 
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APPCOL (KNAME[8] as String, NONZ as Long, VAL[NONZ] as Single, IRO as 
Long, TROUBLE as Long): 
Los parámetros de la función son: 
KNAME: es el nombre que damos a la columna o a la variable, este parámetro 
nos ha ocasionado una serie de problemas dado el caso que  su longitud no 
puede exceder los 8 caracteres, es por ello que los medios de corte comienzan 
con el índice 0, ya que son 10 (de 0 a 9) y así nos ahorramos un carácter. 
NONZ: es el número total de columnas que no son cero. 
IRO: es un vector que contiene el número de las columnas que no son cero. 
VAL[NONZ]: es un vector que contiene los coeficientes de las columnas que no 
son cero. 
TROUBLE: es un parámetro de salida y contiene el valor 1 si ha habido algún 
problema. 
Para dar mayor claridad a la implementación, dada la magnitud del problema, se ha 
optado por utilizar también la rutina INSROW, que aunque no es tan rápida como 
APPCOL, cada llamada define una restricción en concreto. Esto se puede traducir en 
términos de implementación, en una mayor claridad y modularidad del código. Esto es 
una decisión que a menudo ha de tomar el implementador. 
INSROW (J as Long, NONZ as Long, LSTCOL[NONZ] as Long, VALIST[NONZ]   
as Single) 
Inserta uno o más elementos en la fila J de la formulación. Fila que se debe de haber 
definido previamente (por ejemplo, con una llamada a DEFROW). 
Los parámetros de la función son: 
El escalar NONZ contiene el número de valores no cero para ser  insertados.   
LSTCOL: es un vector que contiene la lista de índices de la columna a ser 
insertados.  
Los valores que no son cero correspondientes se dan en el vector VALIST.  
Esta rutina es más eficaz en llamadas repetitivas que la rutina  INSERT  si se tiene que 
añadir más de un elemento. Sin embargo, APPCOL es la rutina más eficaz para agregar 
“no ceros” a la matriz del modelo. Se deben de haber definido previamente las 
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columnas nombradas en LSTCOL y la fila J debe estar vacía para las columnas que 
estamos insertando. 
 
8.2.2 Rutina de indicación de variables binarias. 
MAKINT (J as Integer) 
Indica a Lindo que la variable contenida en el índice J es una variable binaria, o sea, 
que solo puede tomar como valores 0 o 1. 
SETSUB (JCOL as Integer, SUB as Float) 
Indica a Lindo que se fija el valor más bajo de la variable JCOL al valor que le damos a 
la variable SUB. 
8.2.3 Rutinas de salida. 
GO (LIMGO as Long, ISTAT as Long) 
Soluciona el modelo actual.  
Los parámetros de la función son: 
LIMGO: es un parámetro de  entrada y contiene el límite de iteraciones. Si este 
es 0, permite a LINDO fijar su propio límite Si no es 0 y LINDO alcanza este 
límite interrumpe el proceso y devuelve el control al proceso que ha llamado a 
esta función. Si  no desea que LINDO interrumpa el proceso de resolución, se 
puede dar a LIMGO a un valor lo suficientemente grande para que esto no 
ocurra.  
ISTAT devuelve un número que describe el estado de la solución. 
4 solución óptima. 
5 solución ilimitada (unbounded).  
2 solución no encontrada (infeasible). 
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8.2.4 Rutinas de obtención de la solución. 
REPROW (IROW as Long, PRIMAL as Single, DUAL as Single) 
Determina, después de la optimización el valor “slack or surplus” (holgura o excedente) 
y el precio dual en la fila IROW. Como parámetros de salida las variables PRIMAL y  
DUAL contienen respectivamente el excedente y el precio dual para la fila IROW. 
Tiene una funcionalidad similar la función REPVAR, pero esta lo hace por columnas. 
REPVAR (JCOL as Long, PRIMAL as Single, DUAL as Single) 
Determina, después de la optimización el valor y el costo reducido de la variable situada 
en la columna JCOL. Devuelve las variables de tipo simple PRIMAL y DUAL que 
contienen respectivamente el valor y el costo reducido de esa columna. Se puede 
recuperar esa misma información con doble precisión mediante la rutina DRPVAR. 
8.3 Implementación de los principales algoritmos.  
Con toda probabilidad los algoritmos más importantes de la aplicación son los de la 
generación automática de las variables que intervienen en el proceso. Estas variables se 
pueden dividir en dos grupos a causa de su naturaleza.  
● Las que representan el transporte automotor y las del ferrocarril: 
Su generación ha sido de  forma diferente ya que las primeras dependen de cada uno de 
los índices (i ,j, k, l, m), mientras que las del ferrocarril solo pueden tener como destino 
el basculador, el medio de corte es indiferente y su origen puede ser tan solo los centros 
de acopio. De esto se puede deducir que la generación de las variables que intervienen y 
cuyo medio de transporte es el ferrocarril es un proceso relativamente sencillo.  
● Las variables binarias: 
Tanto las que representan las posibles combinaciones origen-medio de corte para cada 
hora (B) y las variables binarias que representan el medio de corte posible a trabajar en 
un campo concreto durante la jornada de trabajo (Y). Su generación ha sido de forma 
diferente ya que las variables binarias B dependen de los índices (i, l, m) y las variables 
binarias Y dependen de los índices (i, l).  
Para la generación de todas las variables se han creado diez matrices de booleanos que 
contienen información a cerca de los vínculos establecidos por el usuario: OR_DS, para 
el establecimiento de una relación entre un origen y un destino determinado. El 
significado del valor booleano es el siguiente: verdadero quiere decir que es posible que 
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de el origen x se transporte caña al destino y, y falso que esa posibilidad no puede ser 
contemplada. Así se ha hecho sucesivamente para las nueve matrices restantes, que 




OR_TR, OR_CR, OR_HR, DS_TR, DS_CR, DS_CR, DS_HR, TR_CR, TR_HR y 
CR_HR, donde OR significa Origen, DS destino, TR transporte, CR Corte y HR hora 
del día. 
 El algoritmo en Pseudo código de generación de variables automotor: 
i = 0, j=0, k=0,l=0,m=0 
Mientras i < nOrigenes hacer 
  Mientras j < nDestinos hacer 
    Si OR_DS [i,j]= Verdadero entonces 
      Mientras k < nTransportes hacer 
        Si OR_TR [i,k]= Verdadero Y DS_TR[j,k]= Verdadero entonces 
          Mientras l < nCorte hacer 
            Si OR_CR [i,l]= Verdadero Y DS_CR[j,l]= Verdadero Y TR_CR[k,l]= Verdadero entonces 
              Mientras m < nHoras hacer 
                Si OR_HR [i,m]= Verdadero Y DS_HR[j,m]= Verdadero Y TR_HR[k,m]= Verdadero  
Y CR_HR[l,m]= Verdadero entonces 
                    Generar_Variable(i, j, k, l, m) 
                fSi 
              fMientras 
            fSi 
          fMientras 
         fSi 
        fMientras 
      fSi 
    fMientras 
  fMientras 
 El algoritmo en Pseudo código de generación de variables binarias B: 
i = 0,l=0,m=0 
Mientras i < nOrigenes hacer 
          Mientras l < nCorte hacer 
            Si OR_CR [i,l]= Verdadero entonces 
              Mientras m < nHoras hacer 
                Si OR_HR [i,m]= Verdadero Y CR_HR[l,m]= Verdadero entonces 
                    Generar_Variable(i, l, m) 
                fSi 
              fMientras 
            fSi 
          fMientras 
  fMientras 
 El algoritmo en Pseudo código de generación de variables binarias Y: 
i = 0,l=0 




  75 
 
 
Mientras i < nOrigenes hacer 
          Mientras l < nCorte hacer 
            Si OR_CR [i,l]= Verdadero entonces 
                    Generar_Variable(i, l) 
             fSi 
          fMientras 
fMientras 
El algoritmo seguido para la implementación de las restricciones viene determinado por 
las variables que participan en la restricción así cada restricción utiliza un sistema 
parecido pero diferente en sus índices. Por este motivo daremos la implementación de 
una restricción mediante un ejemplo: 




ilm YHB  
1
   i = A + 1, A + 2, ..., A+B y l = 2, 3, ..., L+C+1 
o sea, para cada origen y medio de corte se debe generar una restricción del tipo:  
B43,1,1 1 B43,1,2 1 B43,1,3 1 B43,1,4 1 B43,1,5 1 B43,1,6 -6Y43,1 <= 0 
La implementación del algoritmo es: 
For c = 0 To ncampos - 1 
    For l = 0 To nMC - 1 
      rhs(1) = 0 
        nvar2 = 0 
        nvar3 = 0 
        For j = (nvariables + nvariablesF) To (nvariables2 + nvariables + nvariablesF - 1) 
            If coinciden2(nombres(j), CStr(mc2(l).indice), CInt(campos(c)), 1, 0) Then 
                    auxi(j) = True 
                    nvar2 = nvar2 + 1 
            Else: auxi(j) = False 
            End If 
        Next j 
For j = (nvariables2 + nvariables + nvariablesF) To (nvariables3 + nvariables2 + nvariables + 
nvariablesF - 1) 
            If coinciden33(nombres(j), CInt(campos(c)), CStr(mc2(l).indice)) Then 
                   auxi(j) = True 
                   nvar3 = nvar3 + 1 
            Else: auxi(j) = False 
            End If 
        Next j 
 
        If nvar2 + nvar3 > 0 Then 
            ReDim lstcol(1 To nvar2) 
            ReDim valor(1 To nvar2) 
 
            j = nvariables + nvariablesF 
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            i = 1 
 
            While j < nvariables2 + nvariables + nvariablesF 
                If auxi(j) = True Then 
                    lstcol(i) = j + 1 
                    valor(i) = 1 
                    i = i + 1 
                End If 
                j = j + 1 
            Wend 
ReDim lstcol2(1 To nvar3) 
            ReDim valor2(1 To nvar3) 
            i = 1 
            j = nvariables2 + nvariables + nvariablesF 
            While j < (nvariables3 + nvariables2 + nvariables + nvariablesF) 
                If auxi(j) = True Then 
                    lstcol2(i) = j + 1 
                    valor2(i) = -costos(j) 
                     i = i + 1 
                End If 
                j = j + 1 
            Wend 
 
Call DEFROW(1, rhs(1), identificador, trouble) 
            Call INSROW(identificador, nvar2, lstcol(1), valor(1)) 
            Call INSROW(identificador, nvar3, lstcol2(1), valor2(1)) 
         End If 
    Next l 
Next c 
En el proceso de creación de las variables se genera un vector que contiene todas las 
posibles variables que puedan participar en el modelo. Los índices que delimitan las 
posiciones de este vector son: nvariables de tipo automotor, nvariablesF de tipo 
ferrocarril, nvariables2 de tipo binaria B, nvariables3 de tipo binaria Y. 
En este caso concreto la restricción deberá generar todas las posibles combinaciones de 
orígenes con medios de corte, para que, mediante la función coinciden podamos 
comprobar si la variable generada por la restricción existe, o sea, esta contenida dentro 
del vector generado anteriormente, de esta manera logramos que esta función nos 
genere un vector, llamado auxi, contenedor de todas las posibles combinaciones para 
cada origen y medio de corte. También mediante este vector logramos extraer los 
índices de las posiciones de la matriz, para pasarlo como parámetro de la llamada 
INSROW de Lindo. De esta manera Lindo genera una nueva fila del modelo matricial, o 
sea, una nueva restricción.  
8.4 Pruebas de validación del sistema  
Una de las partes más importantes en el desarrollo de un producto de software es la 
validación del sistema. Esta validación se realiza mediante pruebas. 
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La prueba es un elemento crítico para la garantía de calidad del software y representa 
una revisión final de las fases de especificación, análisis y diseño. La prueba nos sirve 
para evaluar lo que ya tenemos hecho, y su importancia radica en el alto coste de 
corrección de errores. Lo que se intenta en las pruebas es hacer fracasar lo que hemos 
construido y demostrar de este modo que no existen errores. 
De esta forma podemos concluir que los objetivos de la prueba son: 
 Detección de los errores. 
 Diseño de los casos de prueba para encontrar errores con el mínimo tiempo y 
esfuerzo. 
 Validar las especificaciones y el rendimiento de la aplicación. 
Nos podemos encontrar diferentes tipos de errores después de la fase de evaluación: 
 Errores graves: son debidos al diseño. La fiabilidad y la calidad serán 
cuestionadas, esto implica la realización de nuevas pruebas. 
 Errores fácilmente corregibles: nos encontramos con que la calidad y la 
fiabilidad son aceptables. 
 Ausencia de errores: lo que implica que no ha habido un buen diseño de los 
casos de prueba. 
Para realizar una validación es importante seguir una estrategia. Este punto es 
importante para conseguir un buen sistema de prueba y encontrar el máximo número de 
errores posibles. 
Una estrategia de prueba del software debe incluir pruebas de bajo nivel que verifiquen 
que todos los pequeños segmentos de código fuente se han implementado 
correctamente, así como pruebas de alto nivel que validen las principales funciones del 
sistema frente a los requisitos del cliente. 
La estrategia de prueba que utilizaremos esta formada por las pruebas de unidad, 
integración, validación y la prueba de sistema. Las dos primeras son las denominadas 
pruebas de bajo nivel, mientras que las dos últimas forman parte de las de alto nivel. 
8.4.1. Prueba de unidad 
La prueba de unidad centra el proceso de verificación en la menor unidad del diseño del 
software: el módulo. Usando la descripción del diseño como guía, se prueba los 
cambios de control importantes, con el fin de descubrir errores dentro del límite del 
módulo. 
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La complejidad relativa de las pruebas y de los errores descubiertos está limitada por el 
alcance estricto establecido por la prueba de unidad. La prueba de unidad siempre está 
orientada a caja blanca y este paso se puede llevar a cabo en paralelo para múltiples 
módulos. 
Antes de iniciar cualquier otra prueba se ha probado el flujo de datos de cada módulo. 
Si los datos no entran correctamente, todas las demás pruebas no tienen sentido.  
Las estructuras de datos locales de cada módulo son una fuente potencial de errores, por 
lo tanto se han diseñado casos de prueba para descubrir errores de las siguientes 
categorías: 
 Tipificación impropia o inconsistente. 
 Inicialización o valores implícitos erróneos.  
 Nombres de variables incorrectos. 
 Tipos de datos inconsistentes. 
 Excepciones de desbordamientos por arriba o por abajo o de 
direccionamiento. 
Estos casos de prueba nos garantizan que al menos se ha ejecutado una vez cada camino 
del módulo, las condiciones lógicas en sus vertientes verdaderas y falsas, así como los 
bucles en condiciones límite. 
También se ha probado la interfaz para que los datos y las llamadas fluyan de una 
manera correcta y por otro lado la interacción de los datos con la base de datos. 
8.4.2 Prueba de Integración 
La prueba de integración es una técnica sistemática para construir la estructura del 
programa mientras que al mismo tiempo, se lleva a cabo pruebas para detectar errores 
asociados con la interacción. Se han escogido los módulos probados en unidad y 
construido una estructura del programa que esta de acuerdo con lo que dicta el diseño. 
Se ha utilizado la integración incremental, ya que es la forma más adecuada de enfocar 
esta prueba. El programa se construye y se prueba en pequeños segmentos en los que 
los errores son más fáciles de aislar y de corregir, es más probable que se puedan probar 
completamente las interfaces y se puede aplicar un enfoque de prueba sistemática. 
Hemos comenzado por el módulo principal y se han ido incorporando el resto 
paulatinamente para probar el buen funcionamiento y la interacción con el resto de 
módulos. Se han llevado a cabo pruebas cada vez que se ha integrado un nuevo módulo. 
Se ha hecho la prueba de regresión para asegurarnos que no se han introducido errores 
nuevos. 
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En el contexto de una estrategia de prueba de integración, la prueba de regresión es 
volver a ejecutar a un subconjunto de pruebas que se han llevado a cabo anteriormente 
para asegurarse que los cambios no han propagado efectos colaterales no deseados.  
La prueba de regresión nos ha ayudado a asegurar que los cambios debidos a las 
pruebas que estamos realizando o por otros motivos no han introducido un 
comportamiento no deseado o errores adicionales. 
8.4.3 Prueba de validación  
Tras la culminación de la prueba de integración, el software está completamente 
ensamblado como un paquete; se han encontrado y corregido los errores de interfaz, por 
lo tanto se pueden comenzar una serie final de pruebas del software. 
La validación del software se consigue mediante una serie de pruebas de caja negra que 
demuestran la conformidad con los requisitos. Un plan de prueba traza las clases de 
pruebas que se han de llevar a cabo y un procedimiento de prueba define los casos de 
prueba específicos en un intento por descubrir errores de acuerdo con los requisitos. 
Tanto el plan como el procedimiento han sido diseñados para asegurar que se satisfacen 
todos los requisitos funcionales, los cuales están definidos en el capitulo 4. 
El proceso denominado prueba alfa y beta no se ha podido llevar a cabo en su totalidad 
por motivos obvios, ya que la distancia espacial entre el desarrollador y el cliente no es 
fácil de salvar. 
La prueba alfa se lleva a cabo en el lugar de desarrollo pero por el cliente. Se usa el 
software de forma natural con el desarrollador como observador del usuario y registrado 
los errores y los problemas de uso.  
La prueba beta se lleva acabo por los usuarios finales del software en los lugares de 
trabajo de los clientes. A diferencia de la prueba alfa, el desarrollador no esta presente 
normalmente. Así que la prueba es la aplicación del software en un entorno que no 
puede ser controlado por el desarrollador. 
La prueba beta se ha podido realizar, ya que se dejo una copia del software en un 
servidor Web de forma que el cliente pudiera descargarlo y después poder notificar los 
errores al desarrollador.  
8.4.4 Prueba del sistema 
El software es incorporado a otros elementos del sistema como por ejemplo el hardware, 
entonces es necesario realizar una serie de pruebas de integración del sistema. La prueba 
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del sistema, realmente está constituida por una serie de pruebas diferentes cuyo 
propósito primordial es ejercitar el sistema con detenimiento. Aunque cada prueba tiene 
un propósito diferente, todas trabajan para verificar que se han integrado adecuadamente 
todos los elementos del sistema y que realizan las funciones apropiadas.  
Dada la imposibilidad de realizar esta prueba en el entorno final donde se utilizará el 
software, se optó por realizarlas en maquinas de similares características. Se realizaron 
las siguientes pruebas: 
 Recuperación, es una prueba del sistema que fuerza el fallo del software de 
muchas formas y verifica que la recuperación se lleva acabo apropiadamente. 
 Resistencia, que se utiliza para enfrentar a los programas con situaciones 
anormales. Durante esta prueba se forzó al programa a generar un número 
desmesurado de variables, más de las que permite la licencia de la DLL de Lindo 
(32.000). 
 Rendimiento, que sirve para probar el rendimiento del software en tiempo de 
ejecución dentro del contexto de un sistema integrado. Aquí se cronometraron 
tiempos en diferentes máquinas y con diferente cantidad de variables generadas. 
La prueba de seguridad no se ha realizado ya que en la actual versión del software no 
esta implementado el acceso mediante ningún tipo de password, aunque esta 
contemplado para futuras versiones. 
8.5. Instalación del sistema  
Para la correcta instalación del sistema y habiendo previsto que el usuario final no 
tendrá disponibles las bibliotecas de Lindo, así como los diferentes controles ActiveX y 
DLLs que proporciona Visual Basic, se ha construido un programa instalador con al 
ayuda del software SetupFactory. 
Al ejecutar el programa Instalador quedan ubicados y registrados en el sistema si fueran 
necesarios los siguientes archivos: 
 









Figura 19: Archivos Necesarios para la Instalación 
Donde AppDir significa el directorio que el usuario haya escogido para instalar la 
aplicación y SysDir el directorio de sistema del S.O., que en las plataformas Windows 
suele ser C:\Windows o bien en los sistemas NT C:\Winnt. 
Después de haber realizado la instalación el usuario puede ejecutar la aplicación sin 
ningún problema ya que su sistema dispone de todos los archivos necesarios, incluida la 
BD. 










Debido a la naturaleza del sistema automatizado para la programación diaria del 
transporte de la caña de azúcar en el CAI Fernando de Dios Buñuel, éste debería 
acercarse lo máximo que pueda a la realidad. Es por esto que todas las mejoras que se 
puedan introducir en el proyecto pueden ser útiles en el momento que éste deba de 
reflejarse en los campos de caña de azúcar.  
De aquí viene la necesidad de cumplir con los objetivos del proyecto marcados en el 
apartado 1.1. Uno de estos objetivos era crear un fichero de texto que permita 
comprobar que la implantación de las rutinas de Lindo en la aplicación son correctas y 
que éstas nos ayudan a obtener una solución viable y que se ajuste a la realidad del 
problema. Éste objetivo se ha cumplido y ahora podemos leer y ver un archivo con 
nombre “modelo.txt”, en el que se detalla el problema de programación lineal que 
representa el proyecto con su función objetivo y cada una de sus restricciones. Además 
se incluye otro fichero de texto llamado “salida.txt” que crea el programa Lindo 
automáticamente una vez son lanzadas las DLL para solucionar la aplicación. En éste 
podemos ver también la función objetivo y las restricciones del problema de 
programación lineal que representa el proyecto. 
Otro de los objetivos importantes del proyecto y que nos ayudan a obtener la solución 
ajustada a la realidad, es la redefinición de la matriz global para solucionar los 
problemas de incoherencias. En esta versión hemos intentado que se asignaran los 
coeficientes correctos para cada variable, pero es en este punto donde se concentran los 
grandes problemas de la aplicación. Otro de los puntos de mayor conflicto son las 
variables binarias, las cuales hemos conseguido que Lindo interpretara cuales eran las 
variables que debían convertirse en binarias. 
Por otra parte, la información que la aplicación debía ofrecer al usuario era cómo, dónde 
y cuándo realizar las tareas diarias de forma que el costo fuera mínimo. Además de 
mostrar esta información de una forma sencilla y ordenada se ha aumentado el número 
de campos activos en la aplicación  y se han corregido restricciones con la finalidad de 
ajustar y optimizar al máximo la aplicación.  
La aplicación permite gestionar la información de manera satisfactoria, eficiente, a la 
vez intuitiva y genera un modelo muy ajustado con la realidad por lo que se considera 
que los objetivos han sido conseguidos. 
El modelo en cascada o ciclo de vida clásico escogido para el desarrollo de la aplicación 
ha resultado ser un buen modelo. Esto junto a las herramientas de software utilizadas 
han hecho que este proyecto sea viable. 
Aun así no podemos olvidar que siempre es posible en todo proyecto de software incluir 
mejoras y nuevas funcionalidades, de hecho de ahí surge el que todos los programas 
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tengan un número de versión. Esta aplicación no es ninguna excepción y como tal a 
continuación se describen una serie de mejoras que seria posible incorporar en futuras 
versiones: 
 Incluir un módulo gestor de la Base de Datos que abarcara todos los recursos, 
y no solo la posibilidad de modificación de algunos de los datos. Este módulo 
serviría para ofrecer al usuario la posibilidad de hacer inserciones, modificaciones y 
actualizaciones de los datos desde la propia aplicación. 
 En este mismo módulo gestor de la Base de Datos, incluir un acceso mediante 
password, que pudiera ser guardado en una tabla de la BD u en otro tipo de 
almacenamiento persistente.  
 Incluir acceso a gran parte de las funcionalidades del programa en una barra 
de herramientas, que siempre resulta intuitiva y de gran utilidad. 
 Mejorar la interficie mediante un estudio de usabilidad, facilitando la elección 
de las variables y haciendo que la interficie sea más fácil de usar. 
 
Dado que la aplicación esta implementada de forma modular y descendente, no 
supone gran problema incluir estas y otras nuevas mejoras que vayan surgiendo. 
 








Manual de usuario y ejemplo de la aplicación 
El objeto de este manual es ofrecer una pequeña ayuda al usuario en cuanto a la 
utilización del programa se refiere. Los detalles relativos a la instalación están 
detallados  en el apartado 8.5 por lo que se hará una breve reseña y pasaremos 
directamente a la utilización. 
Instalación 
Ejecutar el archivo FDB.exe contenido en el CD. El proceso de instalación guiará al 
usuario durante todo el proceso. Si el PC tiene la propiedad autoarranque activada, el 
CD comenzará automáticamente. El usuario solo debe elegir el directorio donde se 
instalará la aplicación, Por defecto C:\Windows\Archivos de Programa. Una vez 
concluida la instalación aparecerá un acceso directo en el grupo de programas del menú 
inicio. 
Utilización de aplicación 
Botones generales  
 
Permite avanzar en el planteamiento del problema. Este botón junto al de 
retroceso dan una idea intuitiva del carácter secuencial de la aplicación. 
 
Resuelve el modelo preguntando antes al usuario que tipo de solución desea, 
bien por horas o para un día completo de trabajo 
 
Termina la aplicación. Es igual al comando del Menú "Salir" 
 
Guarda todos los datos relativos a la pantalla actual, los que visualiza el usuario. 
Es diferente del comando guardar del menú archivo que este último lo guarda 
todo. 
 Retrocede a la pantalla anterior para hacer nuevas modificaciones. 
A continuación se describen los menús y botones con los que puede interactuar el 
usuario ordenado por procesos y pantallas. El formulario padre tiene un menú principal, 
así también alguno de los formularios hijo tiene el suyo propio porque hay 
funcionalidades que sólo tienen sentido en un contexto determinado. 
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Pantalla de inicio  
Al arrancar la aplicación, nos muestra la pantalla de inicio. En ella podemos observar 
una imagen del Complejo Agroindustrial “Fernando de Dios Buñuel”, y que viene 
acompañado de una barra de comandos del menú. 
Pantalla 1: Inicio de la aplicación 
 
En la barra de menú podemos encontrar los siguientes comandos: 
- Archivo: 
Nuevo: Es el inicio de un nuevo planteamiento y posterior solución del 
problema. Es accesible desde el Menú Archivo desde el principio hasta el final 
de la aplicación. Se descartan todos los datos que se hayan podido modificar en 
las pantallas de modificación y comienza una nueva aplicación sin ningún 
campo cañero seleccionado. Aparecen todos los datos que hay introducidos en al 
BD. 
Guardar: Toda la información introducida hasta ese momento queda 
almacenada de forma persistente en la BD. Solo se activa cuando se ha 
comenzado una nueva solución. 
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Salir: cierra por completo la aplicación, pero antes de hacerlo lanza de un 
mensaje de aviso al usuario para que este no cierre la aplicación por error. 
Tenemos un atajo pulsando F12. 
- Base de Datos: 
Modificar: 
Campos Cañeros: A través de este comando se accede a un formulario 
que permite al usuario visualizar y modificar la cantidad de caña 
disponible en cada campo. 
- Ver: 
Report: Este comando solo se activa en el Menú cuando después de haber 
resuelto el problema Lindo no encuentra ninguna solución. El comando Report 
nos muestra una pantalla donde hay un listado de las restricciones que no se ha 
conseguido satisfacer, y de otras que han podido contribuir a la ausencia de 
resolución del problema. 
- Ayuda: 
Acerca de F.D.B: en este comando accederemos a una pantalla que nos 
mostrara el número de versión de esta aplicación y en el que podemos acceder a 
la información del sistema de la computadora en la que estamos trabajando. 
Introducción y modificación de datos 
La aplicación viene con toda la información completa acerca de los recursos 
disponibles. El usuario a través de estas pantallas puede modificar estos valores  y 
guardarlos de forma permanente si ha habido algún cambio. Esta dividida en cuatro 
pestañas para ordenar y agrupar la información: 
 General: 
Esta primera pestaña sirve para añadir el número de @ (unidad en la que se 
mesura nuestro producto) que se pueden recoger tanto por día (norma potencial) 
como por horas (norma horaria). Es decir, será el número máximo y mínimo que 
la central es capaz de procesar en un día de trabajo o por horas de trabajo. En este 
ejemplo que utilizaremos, el máximo de @ que se recogerán por día es 55000 y el 
mínimo es 25000, y por horas el máximo será 2292 y el mínimo 1042. Las horas 
en que se trabajará serán de las 6:00h hasta las 12:00h. 
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 Pantalla 2: Introducción de Datos: General 
 
 Centros de Acopio: 
Esta es la pantalla que nos permite seleccionar los Centros de Acopio que van a 
trabajar en la cosecha de ese día. Además podemos introducir y modificar el 
número máximo de @ que es capaz de procesar cada CA, así como las horas de 
trabajo de cada uno de ellas. Tenemos hasta cinco CA distintos. En nuestro 
ejemplo, seleccionamos dos CA. Uno es Santa Clara que pude recoger hasta 3000 
@ por hora, y la otra es Pedrera que recoge 6000 @ por hora. 
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 Pantalla 3: Introducción de Datos: Centros de Acopio 
 
 Medios de Transporte: 
Seleccionaremos los medios de transporte que se vayan a utilizar en ese día de 
cosecha. Además podemos modificar todas las variables que intervienen en cada 
medio. Su capacidad de carga (en @), el número de unidades de un determinado 
tipo de transporte, su coste, su velocidad (con carga y sin carga, el tiempo que 
esperará en el campo (tanto por corte manual como mecanizado) y las horas de 
funcionamiento de los vehículos. Tenemos 6 distintos tipos de transporte, a lo que 
quedaría añadir el transporte ferroviario, que se produce sólo cuando la caña esta 
en el CA y se dirige a la Central. En nuestro ejemplo, seleccionamos los dos 
primeros medios de transporte ( Zil 130 CR y Zil 130 SR), con sus respectivas 
características. 
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 Pantalla 4: Introducción de Datos: Medios de Transporte 
 
 Medios de Corte: 
Seleccionaremos los medios de corte que van a ser cosechados y podremos 
modificar la productividad de cada medio, es decir, el número de @ que es capaz 
de recoger en cada hora cada medio de corte. Tenemos 10 medios de corte, cinco 
mecanizados y cinco manuales. En el ejemplo que estamos tratando, escogemos el 
pelotón de corte mecanizado nº 1, que tiene una productividad de 99999 @ por 
hora y el pelotón de corte mecanizado nº 3, que tiene una productividad de 5000 
@ por hora. 
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 Pantalla 5: Introducción de Datos: Medios de Corte 
Elección de los campos en cosecha 
En esta pantalla se puede acceder a los distintos mapas de bloques. Tenemos hasta cinco 
bloques, al que se accede a cada uno por separado. Una vez seleccionado un bloque se 
pueden ir añadiendo los campos que se deseen hasta un total de 20. Los campos se 
posicionaran ordenadamente en la lista situada en la parte derecha de la pantalla. 
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 Pantalla 6: Mapa de bloques 
 
En este ejemplo estamos añadiendo campos del bloque número 3 y en concreto el 
campo número 229, que se añade a la lista de la parte superior derecha. 
 
 Pantalla 7: Seleccionando campos cañeros 
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Seleccionamos los campos 105 y 209 para el ejemplo que estamos tratando. Los 
comandos del menú son iguales que los anteriores. Sobre la lista aparece un nuevo 
menú contextual con una sola opción que permite eliminar un campo en concreto sin 
necesidad de acceder al bloque que lo contiene: 
 
Pantalla 8: Campos a procesar (Eliminar) 
Una vez elegidos los campos en cosecha el botón de continuar nos indica que podemos 
continuar con el planteamiento del problema. Es entonces cuando tenemos la opción de 
aplicar coeficientes de oportunidad a dichos campos. 
Aplicar Coeficientes de Oportunidad 
Después de seleccionar los campos que se tienen que cosechar, la aplicación nos 
pregunta si queremos aplicar los coeficientes de oportunidad: 
 
Pantalla 9: Aplicar Coeficientes de oportunidad 
Si el usuario decide aplicar estos coeficientes de oportunidad, le saldrá la siguiente 
pantalla. En ella los coeficientes se toman de la B.D. y se aplican desde la misma, por lo 
que es necesario guardar después de actualizar. Si el usuario decide en un principio no 
aplicarlos para hacer una estimación real de la situación, siempre puede retroceder y 
hacerlo más tarde. 








Pantalla 10: Modificar los Coeficientes de Oportunidad en cada campo 
 
Establecer Vínculos 
Esta pantalla es previa a la resolución y permite tomar algunas decisiones finales, como 
por ejemplo que del campo "x" vaya toda la caña al C. A. "y". Hay 10 pestañas, tantas 
como vínculos diferentes se pueden establecer. Si algún recurso no ha sido seleccionado 
en las pantallas de introducción de datos, ahora aparece deshabilitado. Por ejemplo, si 
hemos decidido al principio que un cierto tipo de transporte trabaja de 06:00 a 12:00, el 
resto de las horas estarán deshabilitadas, para así ayudar al usuario a planificar la tarea. 








Pantalla 11: Establecer Vínculos. 
En esta pantalla nos aparece un nuevo comando en la barra de menú: 
- Ver: 
Bloque x: Muestra el mapa del bloque seleccionado sin la posibilidad de hacer 
modificaciones en los campos seleccionados. Sirve para dar una visión 
orientativa de donde se encuentra ubicado cada campo. Accesible desde el 
formulario de establecimiento de vínculos. 
Lista de Vínculos: Muestra un listado de todos los grupos de vínculos que es 
necesario establecer antes de proceder a una solución. Solo se puede acceder 
desde la pantalla de modificación de vínculos. 
Soluciones 
Una vez hemos decidido que vínculos queremos que intervengan en el planteamiento 
podemos resolver. Es entonces cuando se nos mostrará la opción de hacerlo por un día 
completo de trabajo o por horas: 
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Pantalla 12: Tipo de solución: Para un día de trabajo o Por horas 
Es aconsejable cuando se hace por primera vez el hacerlo por un día entero ya que el 
número de variables generadas es mucho menor, así como el tiempo que se tarda en 
resolver. 
Soluciones por un día de trabajo 
Si la opción adoptada es resolver por un día, y el sistema encuentra una solución, 
pasados unos instantes, dependiendo del número de variables, tendremos acceso a la 
siguiente pantalla: 
 
Pantalla 13: Solución por un día de trabajo. 
Esta pantalla nos da diversa información. Podemos encontrar el valor que tiene cada 
variable, el valor que toman las variables para cada campo, para cada Centro de Acopio, 
el valor que toman para cada medio de transporte y para cada medio de corte. Vemos el 
número de @ totales que se van a cosechar. Nos da también el valor de la función 
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objetivo, en este caso 108447’6. Este valor nos servirá para poder comprobar si esta 
solución es la misma que nos proporciona el programa Lindo (información que se 
comprueba más adelante). También podemos ver el número de variables que intervienen 
en el programa, separándolas por los distintos tipos que intervienen en el problema.  
En esta pantalla nos aparecen nuevos comandos en la barra de menú: 
- Ver: 
Lista de Campos: Retrocede al formulario de Mapas para cambiar los campos 
seleccionados. 
Centros de Acopio: Vuelve a la pantalla de introducción de datos en la pestaña 
centros de acopio para cambiar datos. 
Transporte: Vuelve a la pantalla de introducción de datos en la pestaña 
transporte. 
Medios de corte: Vuelve a la pantalla de introducción de datos en la pestaña 
medios de corte. 
- Opciones: 
Eliminar Campos = 0: Elimina de la formulación todos los campos cañeros que 
no aparecen en la solución, para que al hacer la resolución por horas, el número 
de variables disminuya. Retrocede al formulario de los mapas por si se quieren 
añadir nuevos campos o bien aplicar coeficientes de oportunidad. 
Soluciones por horas de trabajo: 
Si la opción adoptada es resolver por horas, y Lindo encuentra una solución, tendremos 
acceso a la siguiente pantalla: 








Pantalla 14: Solución Por Horas 
En esta pantalla se muestra la solución que ha encontrado el sistema. Podemos ordenar 
la solución por cada una de las columnas y también optar por ver las variables que no 
intervienen en la solución  Esto nos permitirá estudiar el costo reducido de cada una de 
ellas para ver lo que nos costaría transportar una @ desde ese origen hasta ese destino, 
con ese medio de transporte, ese medio de corte a esa hora. 
Esta pantalla también aporta información a cerca del coste total de la Función Objetivo, 
el número total de arrobas que se transportarán y el total de variables generadas por 
carretera, por ferrocarril y las variables binarias del tipo B y Y. 
En esta pantalla nos aparecerán nuevos comandos en la barra de menú: 
 
- Ver: 
Muestra cada una de las columnas para ocultarlas o visualizarlas dependiendo si 
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Campos - Camiones: A través de este comando se accede a un 
formulario que permite al usuario visualizar la cantidad de camiones 
necesarios en cada campo. 
Caña - Destino: A través de este comando se visualiza una pantalla con 
información sobre la cantidad de caña que llega a cada destino accede a 
un formulario que permite al usuario visualizar y modificar la cantidad de 
caña disponible en cada campo. 
Resultado de las variables en nuestro ejemplo y comprobación en Lindo: 
Esta no es una nueva pantalla de la aplicación, simplemente es para recopilar la 
información que tenemos en este punto. En este momento la aplicación generará la 
solución tomando las variables introducidas y siguiendo las restricciones que hemos 
explicado en el apartado 3.3. Por lo tanto, siguiendo el ejemplo que estamos explicando, 
las variables que intervienen el problema, tomarían estos valores: 
, , , , , , ,, ,i j k l m i l m i lX B Y  donde: 
i: Orígenes 
CA: Centros de Acopio 
i = 105, Campo # 105 i = a1, CA # 1 Sta. Clara 
i = 229, Campo # 229 i = a4, CA # 4 Pedrera 
j: Destinos 
j = 1, Basculador CAI 
j = 2, CA # 1 Sta. Clara 
j = 5, CA # 2 Pedrera 
k: Medios de transporte 
k = 1, ZIL 130 (CR) 
k = 2, ZIL 130 (SR) 
k = 7, Ferrocarril 
l: Medios de Corte 
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l = 10 para k = 7, pues en el transporte ferroviario es indiferente de que forma se corta la 
caña; 
l = 0, P.C. Mecanizado Nº 1 
l = 2, P.C. Mecanizado Nº 3 
l = 10, indiferente 
P.C.: Pelotón de Corte 
m: representa las horas del día. 
m = 1, solución por un día de trabajo 
En nuestro ejemplo la solución la escogeremos para un día de trabajo, por lo tanto m = 
1. Si queremos ver la solución por horas de trabajo, tendríamos m = 1 hasta m = 6.  
Una vez observada la pantalla de las soluciones y el resultado en las variables de 
nuestro ejemplo, podemos comprobar como en el directorio donde tenemos instalada la 
aplicación, se nos habrá creado dos ficheros de texto. Uno de ellos es el fichero llamado 
“modelo.txt”. En este fichero encontramos todas las restricciones que ha creado nuestra 
aplicación, con el nombre de cada restricción. Cuando más variables intervengan en el 
problema, más dificultad tendremos a la hora de resolverlo, ya que mayor será el 
tamaño del fichero creado y con ello más dificultad en interpretarlo. La forma de 
creación de estas restricciones se ha explicado en el apartado 3.3. Siguiendo el ejemplo 
que hemos mostrado en las imágenes tomadas hasta ahora, quedaría el fichero de esta 
forma: 
MIN  4,824X105,1,1,0,1 + 4,824X105,1,1,2,1 + 3,68856X105,1,2,0,1 + 3,68856X105,1,2,2,1 + 
6,164X105,2,1,0,1 + 6,164X105,2,1,2,1 + 4,71316X105,2,2,0,1 + 4,71316X105,2,2,2,1 + 
12,864X105,5,1,0,1 + 12,864X105,5,1,2,1 + 9,836161X105,5,2,0,1 + 9,836161X105,5,2,2,1 + 
8,911X229,1,1,0,1 + 8,911X229,1,1,2,1 + 6,81359X229,1,2,0,1 + 6,81359X229,1,2,2,1 + 
10,72X229,2,1,0,1 + 10,72X229,2,1,2,1 + 8,1968X229,2,2,0,1 + 8,1968X229,2,2,2,1 + 
15,41X229,5,1,0,1 + 15,41X229,5,1,2,1 + 11,7829X229,5,2,0,1 + 11,7829X229,5,2,2,1 + 
0,00438Xa1,1,7,10,1 + 0,004453Xa4,1,7,10,1 + 0B105,0,1 + 0B105,2,1 + 0B229,0,1 + 0B229,2,1 
+ 0Y105,0 + 0Y105,2 + 0Y229,0 + 0Y229,2 
 RESTRICCIÓN 1.1) Restricciones de abastecimiento máximo a la central :  
X105,1,1,0,1 + X105,1,1,2,1 + X105,1,2,0,1 + X105,1,2,2,1 + X229,1,1,0,1 + X229,1,1,2,1 + 
X229,1,2,0,1 + X229,1,2,2,1 + Xa1,1,7,10,1 + Xa4,1,7,10,1 <= 55000 
RESTRICCIÓN 1.2) Restricciones de abastecimiento mínimo a la central :  
X105,1,1,0,1 + X105,1,1,2,1 + X105,1,2,0,1 + X105,1,2,2,1 + X229,1,1,0,1 + X229,1,1,2,1 + 
X229,1,2,0,1 + X229,1,2,2,1 + Xa1,1,7,10,1 + Xa4,1,7,10,1 >= 25000 
RESTRICCIÓN 2) Restricciones de la capacidad de producción de los campos cañeros: 
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X105,1,1,0,1 + X105,1,1,2,1 + X105,1,2,0,1 + X105,1,2,2,1 + X105,2,1,0,1 + X105,2,1,2,1 + 
X105,2,2,0,1 + X105,2,2,2,1 + X105,5,1,0,1 + X105,5,1,2,1 + X105,5,2,0,1 + X105,5,2,2,1 <= 
55000 
  + X229,1,1,0,1 + X229,1,1,2,1 + X229,1,2,0,1 + X229,1,2,2,1 + X229,2,1,0,1 + X229,2,1,2,1 + 
X229,2,2,0,1 + X229,2,2,2,1 + X229,5,1,0,1 + X229,5,1,2,1 + X229,5,2,0,1 + X229,5,2,2,1 <= 
36000 
RESTRICCIÓN 3) Restricciones de los medios de corte:  
X105,1,1,0,1 + X105,1,2,0,1 + X105,2,1,0,1 + X105,2,2,0,1 + X105,5,1,0,1 + X105,5,2,0,1 -
599994 B105,0,1 <= 0 
  + X105,1,1,2,1 + X105,1,2,2,1 + X105,2,1,2,1 + X105,2,2,2,1 + X105,5,1,2,1 + X105,5,2,2,1 -
30000 B105,2,1 <= 0 
  + X229,1,1,0,1 + X229,1,2,0,1 + X229,2,1,0,1 + X229,2,2,0,1 + X229,5,1,0,1 + X229,5,2,0,1 -
599994 B229,0,1 <= 0 
  + X229,1,1,2,1 + X229,1,2,2,1 + X229,2,1,2,1 + X229,2,2,2,1 + X229,5,1,2,1 + X229,5,2,2,1 -
30000 B229,2,1 <= 0 
RESTRICCIÓN 4.1) Restricciones de abastecimiento máximo a la central por carretera:  
X105,1,1,0,1 + X105,1,1,2,1 + X105,1,2,0,1 + X105,1,2,2,1 + X229,1,1,0,1 + X229,1,1,2,1 + 
X229,1,2,0,1 + X229,1,2,2,1 <= 13752 
RESTRICCIÓN 4.2) Restricciones de abastecimiento mínimo a la central por carretera:  
X105,1,1,0,1 + X105,1,1,2,1 + X105,1,2,0,1 + X105,1,2,2,1 + X229,1,1,0,1 + X229,1,1,2,1 + 
X229,1,2,0,1 + X229,1,2,2,1 >= 6252 
RESTRICCIÓN 5) Restricciones de la capacidad de abastecimiento de cada centro de acopio:  
 X105,2,1,0,1 + X105,2,1,2,1 + X105,2,2,0,1 + X105,2,2,2,1 + X229,2,1,0,1 + X229,2,1,2,1 + 
X229,2,2,0,1 + X229,2,2,2,1 +  <= 18000 
 X105,5,1,0,1 + X105,5,1,2,1 + X105,5,2,0,1 + X105,5,2,2,1 + X229,5,1,0,1 + X229,5,1,2,1 + 
X229,5,2,0,1 +  X229,5,2,2,1 <= 36000 
RESTRICCIÓN 6) Restricciones de correspondencia entre la cantidad de caña que llega y sale de 
los centros de acopio:  
  Xa1,1,7,10,1  -1X105,2,1,0,1 -1X105,2,1,2,1 -1X105,2,2,0,1 -1X105,2,2,2,1 -1X229,2,1,0,1 -
1X229,2,1,2,1 -1X229,2,2,0,1 -1X229,2,2,2,1 = 0 
  Xa4,1,7,10,1  -1X105,5,1,0,1 -1X105,5,1,2,1 -1X105,5,2,0,1 -1X105,5,2,2,1 -1X229,5,1,0,1 -
1X229,5,1,2,1 -1X229,5,2,0,1 -1X229,5,2,2,1 = 0 
RESTRICCIÓN 7) Restricciones de capacidad de los medios de transporte:  
0,0064X105,1,1,0,1 + 0,0064X105,1,1,2,1 + 7,177778E-03X105,2,1,0,1 + 7,177778E-
03X105,2,1,2,1 + 1,106667E-02X105,5,1,0,1 + 1,106667E-02X105,5,1,2,1 + 8,772222E-
03X229,1,1,0,1 + 8,772222E-03X229,1,1,2,1 + 9,822222E-03X229,2,1,0,1 + 9,822222E-
03X229,2,1,2,1 + 1,254444E-02X229,5,1,0,1 + 1,254444E-02X229,5,1,2,1 <= 138 
  + 0,00415X105,1,2,0,1 + 0,00415X105,1,2,2,1 + 4,441667E-03X105,2,2,0,1 + 4,441667E-
03X105,2,2,2,1 + 0,0059X105,5,2,0,1 + 0,0059X105,5,2,2,1 + 5,039583E-03X229,1,2,0,1 + 
5,039583E-03X229,1,2,2,1 + 5,433334E-03X229,2,2,0,1 + 5,433334E-03X229,2,2,2,1 + 
6,454166E-03X229,5,2,0,1 + 6,454166E-03X229,5,2,2,1 <= 90 
RESTRICCIÓN 8) Restricciones de los medios de corte que trabajan en un solo campo en una 
misma hora:  
B105,0,1 + B229,0,1 <= 1 
  + B105,2,1 + B229,2,1 <= 1 
RESTRICCIÓN 9.1) Restricciones del número de grupos de trabajadores por hora en un mismo 
campo:  




  101 
 
 
  B105,0,1 +  B105,2,1 +  <= 2 
  B229,0,1 +  B229,2,1 <= 2 
RESTRICCIÓN 9.2) Restricciones del número de grupos de trabajadores por dia en um mismo 
campo:  
 Y105,0 + Y105,2 +  <= 2 
 Y229,0 + Y229,2 <= 2 
RESTRICCIÓN 10) Restricciones del movimiento de trabajadores entre campos en una misma 
jornada:  
Y105,0 + Y229,0 <= 2 
  + Y105,2 + Y229,2 <= 2 
RESTRICCIÓN 11) Restricciones del tiempo de trabajo de los pelotones en un mismo campo:  
 B105,0,1 -1Y105,0 <= 0 
 B105,2,1 -1Y105,2 <= 0 
 B229,0,1 -1Y229,0 <= 0 
 B229,2,1 -1Y229,2 <= 0 
 
También en directorio que tenemos instalada la aplicación, podemos encontrar 
otro fichero de texto. Éste se llama “salida.txt”. Es creado automáticamente 
cuando la aplicación llama al programa Lindo para que resuelva el problema. En 
ella podemos ver comandos de inserción de filas y columnas, y también la 
solución al problema. Pero la parte que nos interesa nos sirve para ver como pasa 
la función objetivo y las restricciones para que Lindo las entienda y pueda 
resolver el problema. Así, si queremos comprobar que la solución que nos da la 
aplicación es correcta, podemos copiar esta parte del fichero y pasarla al programa 
Lindo para ver que las soluciones coinciden. Siguiendo el mismo ejemplo 
realizado hasta ahora, podemos ver como queda: 
 
  MIN     4.824 X1051101 + 4.824 X1051121 + 3.68856 X1051201 
       + 3.68856 X1051221 + 6.164 X1052101 + 6.164 X1052121 
       + 4.71316 X1052201 + 4.71316 X1052221 + 12.864 X1055101 
       + 12.864 X1055121 + 9.836161 X1055201 + 9.836161 X1055221 
       + 8.911 X2291101 + 8.911 X2291121 + 6.81359 X2291201 
       + 6.81359 X2291221 + 10.72 X2292101 + 10.72 X2292121 
       + 8.1968 X2292201 + 8.1968 X2292221 + 15.41 X2295101 
       + 15.41 X2295121 + 11.7829 X2295201 + 11.7829 X2295221 
       + 0.00438 Xa117101 + 0.004453 Xa417101 
  SUBJECT TO 
         2)   X1051101 + X1051121 + X1051201 + X1051221 + X2291101 
       + X2291121 + X2291201 + X2291221 + Xa117101 + Xa417101 
       <=   55000 
         3)   X1051101 + X1051121 + X1051201 + X1051221 + X2291101 
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       + X2291121 + X2291201 + X2291221 + Xa117101 + Xa417101 
       >=   25000 
         4)   X1051101 + X1051121 + X1051201 + X1051221 + X1052101 
       + X1052121 + X1052201 + X1052221 + X1055101 + X1055121 
       + X1055201 + X1055221 <=   55000 
         5)   X2291101 + X2291121 + X2291201 + X2291221 + X2292101 
       + X2292121 + X2292201 + X2292221 + X2295101 + X2295121 
       + X2295201 + X2295221 <=   36000 
         6) - 599994 B10501   + X1051101 + X1051201 + X1052101 
       + X1052201 + X1055101 + X1055201 <=   0 
         7) - 30000 B10521   + X1051121 + X1051221 + X1052121 
       + X1052221 + X1055121 + X1055221 <=   0 
         8) - 599994 B22901   + X2291101 + X2291201 + X2292101 
       + X2292201 + X2295101 + X2295201 <=   0 
         9) - 30000 B22921   + X2291121 + X2291221 + X2292121 
       + X2292221 + X2295121 + X2295221 <=   0 
        10)   X1051101 + X1051121 + X1051201 + X1051221 + X2291101 
       + X2291121 + X2291201 + X2291221 <=   13752 
        11)   X1051101 + X1051121 + X1051201 + X1051221 + X2291101 
       + X2291121 + X2291201 + X2291221 >=   6252 
        12)   X1052101 + X1052121 + X1052201 + X1052221 + X2292101 
       + X2292121 + X2292201 + X2292221 <=   18000 
        13)   X1055101 + X1055121 + X1055201 + X1055221 + X2295101 
       + X2295121 + X2295201 + X2295221 <=   36000 
        14) - X1052101 - X1052121 - X1052201 - X1052221 - X2292101 
       - X2292121 - X2292201 - X2292221 + Xa117101 =    0 
        15) - X1055101 - X1055121 - X1055201 - X1055221 - X2295101 
       - X2295121 - X2295201 - X2295221 + Xa417101 =    0 
        16)   0.006399999 X1051101 + 0.006399999 X1051121 
       + 0.007177778 X1052101 + 0.007177778 X1052121 
       + 0.01106666 X1055101 + 0.01106666 X1055121 
       + 0.008772222 X2291101 + 0.008772222 X2291121 
       + 0.009822222 X2292101 + 0.009822222 X2292121 
       + 0.01254444 X2295101 + 0.01254444 X2295121 <=   138 
        17)   0.00415 X1051201 + 0.00415 X1051221 
       + 0.004441666 X1052201 + 0.004441666 X1052221 
       + 0.0059 X1055201 + 0.0059 X1055221 + 0.005039583 X2291201 
       + 0.005039583 X2291221 + 0.005433333 X2292201 
       + 0.005433333 X2292221 + 0.006454166 X2295201 
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       + 0.006454166 X2295221 <=   90 
        18)   B10501   + B22901   <=   1 
        19)   B10521   + B22921   <=   1 
        20)   B10501   + B10521   <=   2 
        21)   B22901   + B22921   <=   2 
        22)   Y1050    + Y1052    <=   2 
        23)   Y2290    + Y2292    <=   2 
        24)   Y1050    + Y2290    <=   2 
        25)   Y1052    + Y2292    <=   2 
        26)   B10501   - Y1050    <=   0 
        27)   B10521   - Y1052    <=   0 
        28)   B22901   - Y2290    <=   0 
        29)   B22921   - Y2292    <=   0 
  END 
  SUB B10501          1.00000 
  INTE B10501 
  SUB B10521          1.00000 
  INTE B10521 
  SUB B22901          1.00000 
  INTE B22901 
  SUB B22921          1.00000 
  INTE B22921 
  SUB Y1050           1.00000 
  INTE Y1050 
  SUB Y1052           1.00000 
  INTE Y1052 
  SUB Y2290           1.00000 
  INTE Y2290 
  SUB Y2292           1.00000 
  INTE Y2292 
 
Con toda esta información, vamos a comprobar si coinciden las soluciones. 
Añadiendo esta información al programa Lindo, tenemos estas pantallas: 
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 Pantalla 15: Pasar el problema a Lindo 
 
 Pantalla 16: Solución a nuestro problema con el programa Lindo 
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En esta pantalla podemos comprobar como el valor de la función objetivo es 
108447’6 que coincide con el valor que nos da la aplicación de nuestro programa 
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Definiciones y acrónimos 
API Aplication Programming interface
Atributo Es el nombre de una columna de una relación
AxtiveX
Las aplicaciones ActiveX están conceptualmente divididas en 
servidores, objetos que hacen que sus métodos y propiedades estén 
disponibles para los demás. Son aplicaciones que usan objetos de 
servidor expuestos, métodos y propiedades. Algunos tipos de 
servidores, por ejemplo controles ActiveX, pueden disparar eventos 
que pueden ser después respondidos por el código de un cliente.Los 
controles ActiveX son programas o módulos de programas que se 
pueden insertar en otro tipo de código o incluso en HTML.
Basculador En un ingenio, área donde se descarga la caña para ser molida.
BD Base de datos
C.A.I Complejo Agroindustrial
CA Centro de Acopio
CASE Computer Aided Software Engineering
DFD Data Flow Diagram
DLL DYNAMIC LINK LIBRARY. Biblioteca de enlace dinamico. Es un 
ejecutable de funciones o de recursos como bitmaps, definiciones 
de fuentes, etc. que pueden ser llamadas por cualquier aplicación 
windows
GUI Graphic User Interface
ocx OLE CUSTOM CONTROL. Son una extension de visual basic. 
Estos controles se pueden añadir para aumentar la cantidad de 
herramientas. 
OLE Object Linking and Embedding. Un objeto OLE significa el estándar 
de vinculación e incrustación de objetos. OLE es un entorno 
unificado de servicios basados en objetos con la capacidad de 
personalizar esos servicios y de ampliar arbitrariamente la 
arquitectura a través de servicios personalizados, con la finalidad 
global de permitir una integración rica entre los componentes.OLE 
proporciona un estándar consistente que permite a los objetos, 
aplicaciones y componentes ActiveX, comunicarse entre sí con la 
finalidad de usar el código de los demás. Los objetos no necesitan 
conocer por anticipado en qué objetos se van a comunicar, ni su 
código necesita estar escrito en el mismo lenguaje.
P.C Pelotón de corte
Password Clave o contraseña
Simplex Es el método mas conocido para obtener la solución teórica de un 
PPL en n variables. En general el método consta de dos fases. La 
primera fase permite encontrar una primera solución factible para el 
PPL o concluir que el problema no tiene solución. A partir de la 
solución factible encontrada en la primera fase, la segunda fase 
permite encontrar una solución óptima única, varias soluciones 
óptimas alternativas o concluir que el PPL es “no acotado”.
SQL Structured Query Language
Tupla Es una fila de una relación. Los elementos de una relación son las 
tuplas o filas de la tabla. Cada tupla tiene un valor para cada 
atributo. Las tuplas de una relación no siguen ningún orden. 
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