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k is a field, X 1 ..... X, are indeterminates over k and .I"1 ..... fm~k[X~ ..... X,]. This note 
presents a simple algorithm, based on GrSbner bases, to test if a given polynomial 9 of 
k[X~ . . . . .  Xn] lies in k[ f  1 . . . . .  f,~]. If so, the algorithm produces apolynomial P ofm variables 
where g=P(fl  ..... f,,). Say o~:B--+k[X I ..... X,] is a homomorphism where r for 
algebra generators {bt}=B. If oJ is onto, our algorithm gives a homomorphism 
).: k[X t . . . . .  X,] --, B, where the composite to2 is the identity map. In particular, the algorithm 
computes the inverse of algebra utomorphisms of the polynomial ring. A variation of our test 
if k[f~ . . . . .  f,,] = k[X1 . . . . .  X,], tells if k(fl . . . . .  f,~) =k(Xl . . . . .  X,). Existing computer 
algebra systems, such as IBM's SCRATCHPAD II, have Gr6bner basis packages which allow 
the user to specify a term ordering sufficient to carry out the algorithm. 
Cont inu ing  with the notat ion  of the abstract,  the algor i thm uses "tag" variables in a 
fashion related to Spear 's  methodw for f inding the relations among the f~'s. We introduce 
tag variables, indeterminates  7"1 . . . . .  T,,,, one for each ft. Let k[X1 . . . . .  X , ,  T1 , . . . ,  Tin] 
have a term order ing where: 
Xt > k[T1 . . . .  , Tm] for i = 1 . . . . .  n. (1) 
By (1) we mean:  each X~ is larger than any monomia l  which lies in kiT1 . . . . .  Tm]. For  
example, the pure lexicographic order with X1 > . . .  > X, > 7"1 > . . .  > T, satisfies (1). 
The ideal in k[X1 , . . . ,  X , ,  T t . . . . .  Tm] generated by {f l  - 7"1 . . . . .  f ro -  Tin} is denoted J. 
Let G be a Gr6bner  basis for J. 
2. MEMBERSHIP TEST ALGORITHM. Let O lie in k[X  1 . . . . .  AT,] and reduce 9 over G unti l  
reduct ion terminates with, say, 
h e k [X~, . . . ,  X , ,  TI . . . .  , T,,l. 
g e k [ f l  . . . . .  f,,] if and on ly  if h e k [T  l . . . . .  T,,,]. In  this case: g = h(f l  . . . . .  f,,,). 
w The technique of using tag variables which are smaller than the "main" variables is described in Gianni 
(1986, sect. 3, p. 4). The technique isattributed to Spear, 
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PROOF. J is the kernel of the homomorphism 
?: k[X  1 . . . . .  X , ,  r i ,  . . ., Tin] ~ k[X1 . . . . .  X,]  
e (X l  . . . . .  X , ,  T1 . . . . .  W,,) ~ e(X i  . . . . .  X , , f l , . . . , f , , ) .  
Since g reduces to h, g - -he& If h~k[T  i . . . . .  T,J: 
g = y(g) = ?(h) = h( f i  . . . . .  fro) ~ k[_ft . . . . .  f,,']. 
Conversely, say, gek[_f~ . . . .  ,f,,] and P is a polynomial of m variables where 
g = P(f l  . . . . .  fro). Then, g-P(T1  . . . . .  Tin) lies in J. Hence, h-P(T  1 . . . .  , Tm)~J and so 
h -P (T~ . . . . .  T,,) reduces to zero over G. If h does not lie in kiT1 . . . . .  Tin], then some 
monomial  of h--with non-zero coefficient--involves Xt's. In view of (1), the lead 
monomial  of h involves Xi's (or powers of Xl's). Let LM denote the lead monomial of h. 
No  monomial of P(T1 . . . . .  T~) involves X~'s. Thus, LM is the lead monomial of 
h- -P (T  1 . . . . .  T~). Since h cannot be reduced any further, LM is not divisible by the lead 
monomial of any element of G. Thus, h-P(T t  . . . . .  Tin) cannot be reduced any further 
over G, which contradicts the fact that h-P(T~, . . . ,  T~) reduces to zero. 9 
Note that if in the process of reducing one reaches a reductum h--which need not be 
a final reductum--where h lies in k[Ti . . . . .  T~], then: 
g = h( f l , . . . , f ro )  ~ k[f~ . . . . .  ft,]. 
In other words, reduction eed not always be carried to the end. 
3. EXAMPLE. Consider k[X]. Let f l  = X 3 _ X and f2 = X2  Then 
d = <X3-X-U ,  X2-V) .  
With the pure lexicographie order where X > U > V, J has a Grbbner basis consisting of: 
X2-  V, XU-  V2 + V, XV-  X -  U, U2-  V3 + 2V2-  V. 
One reduction of X 5 leads to X+ UV+ U, which cannot be reduced any further. Since 
X+UV+U does not lie in k[U, V], X s does not lie in k[ f i , f2] .  This example is a 
variation on (2.7) in Sweedler (1986). 
Assume that G is a Gr6bner basis for d and define subsets: 
GT = G c~ k [T  1 . . . . .  T,J 
GM = {g ~ G [ the lead monomial of g is not divisible (4) 
by the lead monomial of any element of Gr}. 
The subscript T is for Tag and M is for Main. Gr gives the relations among there's. This 
is Spear's algorithm for determining the relations. A special case of Spear is: 
f l  . . . .  ,fro are algebraically independent if and only if GT is empty. (5) 
By contrast, our theorems (6) and (10) are primarily concerned with GM. If G is a 
reduced Gr6bner basis for J, the question of whether 
k[ f l  . . . . .  f,,] = k[X1 . . . . .  X,,] 
takes particularly nice form. (Reduced, meaning that the lead monomial of each g e G has 
coefficient one and that the lead and internal monomials of g are not divisible by the lead 
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monomial of other elements of G.) When G is reduced, G M is the set theoretic omplement 
to G r in G. 
6. THEOREM. Let k[X i  . . . . .  X , ,  Ti . . . . .  T,,] have a term ordering satisfying (1) and let G be 
a reduced Gr6bner basis for J. 
k [ f l ,  . . .,f,,] = k [X ,  . . . .  , X,l 
i f  and only if GM= {gl . . . . .  g,} where g~ = X~-@t with qolek[T i . . . . .  T,,]. I f  
k [ f  ~ . . . . .  f,,] = k[X,  . . . . .  , X,,] 
and m = n, then G T is empty. 
PROOF. If G M has the indicated form, then each X~ reduces to qhek[T1 . . . . .  T,,'] and by 
algorithm (2) each Xi lies in k[f i  . . . . .  fm]. 
Conversely, assume that 
k[f~ . . . . .  f~] = k [X~, . .  ., X,]. 
Further, assume that the term ordering is such that X i > . . .  > X,. By (2), each X~ must 
reduce over  G M to a polynomial in k[T1, . . . ,  Tm']. Considering X,,  there must be g,, e G M 
with leading monomial X,. In view of the ordering, g,, = X~-  rp, with ~0, e k[Ti . . . . .  Tml. 
Next consider X,,-t. There must be g,_~eG M of the form X,,_~-qo,,_~ with 
rp , - lek [X , ,T~ . . . . .  Tin]. Since G is a reduced Gr6bner basis and g,_ leG,  any 
monomials of (p,_t which involve X,, could be reduced by g,,. Hence, 
~o,_ lek[T;  . . . .  , T,,]. In similar fashion, the remaining X~'s give rise to X,-cp;, where 
(p, e k[Tt . . . . .  T,,] and a scalar multiple of X~- q~t lies in G M. Again, since G is reduced, 
G M can contain no other elements. 
The last part of the theorem follows from the Spear technique. If m-  n and 
k[A ,  . . . ,A] = k [X l  . . . .  , X,], 
the f~'s are algebraically independent and so G r is empty, (5). 9 
Let 
a : k[T1, 9 Tm] -* k[Xi  . . . . .  X,,] 
be the homomorphism determined by 
r162 . . . . .  Tr,)) = (P(fl . . . . .  f , ) .  
k [ f l , .  9 .,fro] is the image of a and a = 71k[T1 . . . . .  Tin], where 7 is defined at the beginning 
of the proof of (2). 
7. COROLLARY. (a) a is one-to-one if and only i f  G r is empty. 
(b) a is onto i f  and only i f  GM = {gi . . . . .  g,,} where gi= Xt-q~t with @i~k[T1 . . . . .  Tm]. 
(C) Suppose that a is onto, G M is as described in (b) and let 
~:  k [X l ,  . . ., X , ]  - ,  k[T~ . . . . .  Tin] 
be the homomorphism determined by Xi ~ r The composite 
~1~ : k [X l  . . . . .  X . ]  --* k [X I  . . . . .  X . ]  
is the identity homomorphism. 
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PROOF. (a) Follows from Spear (1977), (5). 
(b, c) If a is onto, then 
k[f l  . . . . .  f,,] = k[X 1 . . . . .  X,] 
and GM has the specified form by (6). Conversely, suppose that G~t has the specified form. 
By (2), X~ -- cpi(f~ . . . . .  f,). Since ~0i(fl . . . . .  f,) = tr(~0i), and cpi = #(X~) : Xt = a#(X,). Thus, 
a# is the identity homomorphism. 9 
8. COMMENTS. (a) When (c) holds, /~ must be one-to-one and the ~o~'s must be 
algebraically independent in k[T~ . . . . .  T,.]. 
(b) Suppose that B is a k algebra generated by b~ . . . .  , bin, and the b~'s are not assumed 
to be algebraically independent over k. Furthermore, assume that co : B ~ k[Xt . . . . .  X,] is 
an algebra homomorphism which is onto and o~(bl)=fi. Since kiT1 . . . . .  Tm] is a 
polynomial ring, there is a unique algebra homomorphism p:k [T1 , . . . ,  T , , ]~B 
determined by p(T~)= b~. Then cop = a since they agree on the T~'s. Using # from (c), 
define 2:k[X1 . . . . .  X,] ~B as the composite p#. Then co2= cop#= ~# which is the 
identity homomorphism by (c). Explicitly, I is given by: 
).(g(X, . . . . .  X,)) --- g(@t(bl . . . . .  b,,) . . . . .  q~,,(ba . . . . .  b,,)). 
9. EXAMPLES. (a) Let f, gek[X] ,  let k[X, U, V] have the pure lexicographic term 
ordering with X > U > V and let J = ( f - -  U, g -  V>. k[f, g] = k[X] if and only if J has a 
reduced Gr6bner basis of the form {X-qh ,  ~P2} with q~, q~2 ~k[U, V]. 
(b) Let f ,  g E k[X,  Y], let k[X, Y, U, V] have the pure lexicographic term ordering with 
X>Y>U>V and let J=( f -U ,g -V>.  k [ f ,g ]=k[X ,Y ]  if and only if J has a 
reduced Gr6bner basis of the form {X-~0~, Y-q~2} with q~l, ~o2~k[U, V]. 
Theorem (6) is the model for a test of birational equivalence, i.e. a test for when 
k(A . . . . .  f,,) = k(X 1 . . . . .  X,). 
That test is below in theorem (10), which does not assume that G is a reduced Gr6bner basis. 
We shall have more to say about using Gr6bner bases to study the field of rational fractions 
in Shannon & Sweedler (1987). In that paper we generalise theorem (10) to obtain 
information about the field extension k(Xl,  . . . ,  X,) over k(fl  . . . . .  fro). The generalisation 
gives a constructive procedure for determining whether K(X1 . . . . .  X,) is algebraic or 
transcendental over k(fl . . . . .  f,.). When k(X I , . . . ,X , )  is transcendental over 
k(f i  . . . . .  f,,), the procedure gives the transcendence degree. When k(Xi  . . . .  ,X.) is 
algebraic over k(f l ,  . . . , f , ) ,  the procedure gives the index. 
10. THEOREM. Let k[Xx . . . . .  X,,, T i . . . .  , T , . ]  have a term ordering satisfying (1) and 
X~ > k iT  i . . . . .  T,,]X~+ i for i=  1 . . . . .  n--1. (11) 
By (11) we mean: each X~ is larger than any monomial which is the product of X,+ 1 by 
a monomial which lies in k iT1, . . . ,  T,,]. The pure lexicographic order with 
Xa>' . . .>X,> T I>. . .T r ,  
satisfies (1) and (11). 
k(A . . . . .  /~.) = k(X l  . . . . .  X.)  
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if and only if Gu contains a subset {g~ . . . .  , g .},  where  g~ = 6~X~-  c,o~ with 
q~(e k[X~+ i . . . . .  X,, T 1 . . . . .  T,,] 
and 6( e k[T1, 9 .., T,,]. If k(fl . . . . .  f,,) = k(X1 . . . . .  X,) and m --- n, then Gr is empty. 
PROOF. The statement about Gr being empty follows from Spear, exactly as in 
theorem (6). 
If G M contains the indicated subset, then 
g. = 6 ,X . -q ) ,e  J. 
Apply ?--defined at the beginning of the proof of (2)--to 6 . ) ( , -  (o n. Since J is the kernel 
of 7: 
6. ( f l  . . . .  , f . ,)X,, = ?(6.X.) = (0,(fi . . . . .  f,,). 
If 6 , , ( f i , , . . , f , . )= 0, then 6,(T 1 . . . . .  T, . )e J  and 6.(T1,. . . ,  T~) reduces to zero over Gr. 
In this case, g. could be non-trivially reduced over Gr, which contradicts the fact that 
lead monomials of elements of Gu are not divisible by lead monomials of elements of GT. 
Hence, 6.( f  1 . . . . .  fro) ~ 0 and X. lies in k( f l  . . . . .  f~). Next, apply ~ to 
g.-i = 6n-iX.-i-@.-i eJ.  
As above, this gives 
6,_ i ( f i  . . . .  , f , , )X , _  i = %_ , (X , , f ,  . . . . .  f=). (12) 
6 , _ , ( f l , . . . , f , , )#0 by the same argument that 6,(f, . . . . .  f , , ) r  Since X, lies in 
k( f l  . . . . .  f,,), (I2) implies that X,,_ ~ lies in k(f~ . . . . .  f,.), Continuing in this fashion shows 
that all the X~'s lie in k( f ,  . . . . .  fro). 
Conversely, assume that 
k( f  i . . . . .  f, ,) = k (X ,  . . . . .  Xn). 
Since X~ek( f l , . . . , f~) ,  there must be polynomials ai and fit in k[T1 . . . .  , T,,] with 
oq(fl . . . .  , f , , )Xl  = f lt(f l ,  . . .,f,,) ~ O. (13) 
Among all such pairs of polynomials a~ and fl,, pick a pair where the lead monomial of 
a~ is as small as possible in the term ordering. Such a minimal pair exists because the set 
of monomials is well ordered. Define P~ as: a~Xi - f l l .  Pi reduces to zero over G because P~ 
lies in the kernel of y which is J. The lead monomial of P~ is ~/~X,, where ~/~ is the lead 
monomial of a~. Since P~ reduces to zero over G, thX t must be divisible by the lead 
monomial of an element in G. If it is divisible by the lead monomial, LM,  of an element of 
GT, then LM is a monomial only involving 7"1, . . . ,  T,, and LM divides ~h. In this ease, a~ 
reduces over Or. Let a}ek[T~ . . . . .  Tin] be the result of reducing a~ over GT. Since 
cq-c(~e J,
a~( . f i , . . . , fm)  = ?(a}) = 7(at) = ai(ft . . . . .  f,,) r 0. 
Thus, (13) holds with at replaced by a'~. Since a~ is obtained from a~ by reduction, the 
lead monomial of a't is strictly less than the lead monomial of ~. The minimality of the 
lead monomial of ~ is contradicted! This shows that tbX ~, the lead monomial of P~, is not 
divisible by the lead monomial of any element of GT. Hence, qiXt  must be divisible by the 
lead monomial of an element of G\G r, where " \ "  denotes et theoretic omplement. This 
element, g;, must have lead monomial of the form z~X~ with q a monomial in Ti, 9 9 Tm 
(and q divides ~h). 
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Suppose IM  is an internal monomial of 9i, meaning a monomial of 9~ with non-zero 
coefficient and not the lead monomial. We wish to show that IM  is of the form: 
zcXi with ~ e k[T1 . . . . .  T,,] 
or (14) 
1M e k[X~+ 1 . . . .  , X , ,  T 1 . . . . .  "I'm]. 
I f  X~ divides 1M, thent 
IM/X~ < rh X i /X i  = r h ~ kiT1 . . . . .  Tm]. 
By (1), this implies that IM /X i  ~ k [T1 , . . . ,  T,,] and 1M is of the first form at (14). I f  X3 
divides IM  with j<  i, then 1M is greater than or equal to Xj.  By (11), Xj>~X~_I and 
X~_ 1 > z~X,. This contradicts the fact that IM  is an internal monomial of 9~- Hence, if IM  
is not of the first form at (14) it must be of the second. We have shown that by 
appropriately grouping the terms of g;, it is of the form: 
~SiX~--~0 f with ~o~ek[X i+ i , . . . ,X , ,  T1 . . . .  , T,,] 
and 
6,ek[T i  . . . . .  Tm'l. 
9, must lie in G~r because if the lead monomial of g~ is divisible by the lead monomial,  
LM,  of an element of G r ,  then LM divides z~ and so LM divides r h. This would imply that 
a~ can be reduced over G r which, as above, contradicts the minimality of the lead 
monomia l  of ai. Thus, G M contains the desired {9i . . . . .  9n}. 9 
It is natural to wonder whether G M must equal {g l , . . . ,  9,}, as in theorem (6). The 
answer is NO as shown by: 
1.5. CONTINUATION OF EXAMPLE 3. The Gr6bner basis in example (3) is a reduced 
Gr6bner  basis and splits up: 
GM = {X 2 -  V, XU-  V 2 + V, XV-X-  U} 
Gr = {U 2 -Va+2V 2 -  V}. 
In view of the element XU-V2+ V, it follows that k( f l , f2  ) = k (X) .  Notice that GM 
consists of more than just the element XU-  vz+ V. 
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