This paper investigates data mining in a medical dataset by using the stochastic population-based nature-inspired Cuckoo search algorithm. Particularly, association rules are mined by applying an objective function composed of support and confidence weighted by two parameters for controlling the importance of each measure. The rules are mined in a Nationwide Inpatient Sample dataset, which is a collection of discharge records of several hospitals in the USA. Only those records, where a patient was diagnosed with Type II diabetes mellitus were extracted for association rule mining. The results show that the found rules are simple, easy to understand and also interesting, as they were verified with actual clinical studies. The results obtained can be beneficial to either doctors or insurance companies.
INTRODUCTION
With the increasing rate of data collected everyday, there is a need for automatic mining of useful information hidden within. But this may be a difficult task, since this data is either big in volume, has variety (different data sources or multiple data types), or is collected at a very fast pace (velocity). An example of such data are definitely the discharge records of hospital patients. There is a lot of hidden information within this data, such as interesting connections between apparently unrelated diseasepresenteds, or discovering interesting risk factors, that contribute to a particular disease (although not being directly related to the disease).
Such knowledge would be beneficial to hospitals, and also to insurance compaines, which can make evidence based decisions, and can optimize, validate and refine the rules that govern their business [6] . This important hidden knowledge can be found with the help of data mining, with methods such as clustering, feature selection, association rule mining, and many more. This paper is structured as follows. After the introduction, data mining methods are briefly discussed in Section 2, then the Cuckoo search algorithm and the Nationwide Inpatient Sample (NIS) dataset are presented in Sections 3 and 4. The preliminary results are presented in form of association rules in Section 5, then the paper is concluded with future directions in Section 6.
DATA MINING METHODS
Data mining is a computing process of discovering patterns in large datasets. The goal of data mining is to extract useful information from a dataset and transform it into an understandable structure, which may be used directly or processed further by another algorithm. There are several methods for which are used for data mining, such as cluster analysis [4] , dimensionality reduction [8] , association rule mining [9] , etc. Association rule mining has gained a lot of attention for mining interesting patterns from large databases within the research community.
Association rule mining
Association rule mining (ARM) is a rule-based machine learning method for discovering interesting relations between attributes in large databases. ARM is used for identifying strong rules using measures of interestingness, where the most established method is the Apriori algorithm introduced by Agrawal et al. [1] . ARM can be mathematically expressed as follows. Let I = {ii, i2, . . . , in} be a set of attributes called items and T = {t1, t2, . . . , tm} the a set of transactions (i.e. database). Each rule is defined as an implication X → Y , where X, Y ⊆ I. X and Y are composed of two different set of items, which are also known as item-sets; X is also defined as the antecedent, while Y is called the consequent. To be able to select interesting rules from the set of all possible rules, various measures of interestingness are utilised and also constrained. The most used constraints are the minimum support and confidence, which are defined as follows:
Support is defined as a proportion of transactions containing X and Y , and the total number of transactions, while confidence is a proportion of transactions which contain X, and also contain Y .
Although being able to find interesting rules on smaller datasets, it faces computational problems when confronted with bigger datasets. To overcome this problem the research has gone in the direction of stochastic population-based natureinspired algorithms, that treat the ARM as an optimization problem.
CUCKOO SEARCH
Cuckoo search (CS) is a stochastic population-based natureinspired optimization algorithm proposed by Yang and Deb in 2009 [11] . It is classified as a Swarm Intelligence (SI) algorithm, since its mechanisms are inspired by the natural behaviour of some cuckoo species in nature. To be able to capture the behaviour of cuckoos and adapt it to be suitable for using as a computer optimization algorithm, the authors idealised three rules:
• A cuckoo lays only one egg, then dumps it into a randomly chosen nest,
• Nests that contain high-quality eggs, are carried over to the next generation,
• Any cuckoo egg may be discovered by the host bird with probability pa ∈ [0, 1]. If an egg is discovered, the host bird may abandon the nest, and build a new one at a new location.
Each solution in population of the CS algorithm corresponds to a cuckoo nest, which represents the position of the egg within the search space, and can be mathematically expressed as follows:
where NP is the population size, and D the dimension of the optimization problem. In the CS algorithm, new solutions are created by exploitation of the current solutions as:
where
The term L(s, λ) determines the characteristic scale and α > 0 is the scaling factor of the step size s. 
Association rule mining using CS algorithm
Since the CS is used for ARM in this paper, the solution representation has to be adapted accordingly. There are two well established encodings available for representing rules for evolutionary algorithms (EA) and SI-based algorithms. The first is the Michigan encoding [5] , where each solution represents a separate association rule. In the second, the Pittsburgh encoding [5] , each solution represents a set of association rules. for the purpose of this study the Michigan encoding was used. Additionally a fitness evaluation function needs to be defined in order to find the most promising rules:
The fitness function f (x) is defined as a weighted sum of support and confidence. The weights β and γ control the importance of both said measures. The user can set the values of these weights according to the importance of each measure in the domain of association rule mining. For the purpose of this study, the values of β = γ = 1.
NATIONWIDE INPATIENT SAMPLE DATASET
The Nationwide Inpatient Sample (NIS) dataset holds the records of hospital inpatient discharges, that date back to 1988, and is used for identifying, tracking and analysing trends in health care access, quality, and outcomes. It is a publicly available dataset, without any patient identifiers. It is worth noticing that it consists merely of US hospital discharges. It holds about 64 million records, with 126 clinical and non-clinical data elements. Only the elements listed in Table 1 were used in this study.
The DX1 and DX{2 − 15} are the principal diagnosis and other diagnoses, respectively. The diagnoses are represented as codes by following the International Classification of Diseases, Ninth Revision, Clinical Modification (ICD-9-CM).
Since the NIS dataset holds a lot of records, it is hard to find association rules by considering the whole dataset. The goal of this research is to uncover other risk factors for patients, who suffer from one particular disease. For this reason, we chose a disease with code '250.30', which is Type II diabetes mellitus (TIIDM), which is a heterogeneous group of disorders characterized by a variable degree of insulin resistance, impaired insulin secretion, and increased glucose production. There are many causes of which doctors and patients should be aware of and maybe even more of those that we might not know [3] . The latter is also the reason for this study, and with this in mind, all records containing the disease with ICD-9-CM code '250.30' (Type II diabetes mellitus) were extracted from the whole NIS dataset to form a new smaller dataset.
RESULTS
In this section the results of association rule mining on the NIS dataset using the CS algorithm is presented. The results are reported in Table 2 in form of association rules. Additionally the fitness value of each rule is reported. Only the best 20 rules are reported in Table 2 , but only the top five are additionally commented on. The average number of antecedent obtained in this study is 1.8, while the average number of consequent is 1.05. This is favourable for the user, since shorter association rules are easier to understand. It also worth emphasizing that all rules produces are somehow related to the TIIDM. The first two rules indicate that the TIIDM is involved with the pathogenesis of non-Hodgkin's sarcoma. This fact is supported by several studies in literature [2] . The third and fourth rules state that there is a connection of Maligant neoplasm of major salivary gland and other maligant lymphomas with TIIDM, which is supported by a study in [10] where an increased prevalence of diabetes was found in patients with salivary gland tumour. A chronic viral hepatitis B was found to be in connection with TIIDM in the fifth rule [7] .
CONCLUSION
The CS algorithm was investigated as a association rule miner on a hospital discharge dataset. The CS produces rules, which are simple, easy to understand, and also interesting. The rules are found with the help of a objective function, which weighs the support and confidence of the rules. The weights control how each interestingness measure is important, and thus guides the search in the desired direction.
The obtained rules were compared with research in the field of Type II diabetes mellitus, where all results were confirmed to be reasonable and supported by a study.
In future we would like to use the CS algorithm for mining association rules for other diseases which occur commonly in the modern world.
