Abstract-Due to the demand of clients, the service provider network needs to provide functionalities such as dynamic OVPN connection provisioning, de-provisioning and rerouting in order to provide guaranteed Quality of service (QoS). In corporate with that, we present a centralized OVPN control mechanism over DWDM/GMPLS network based on the existing OVPN traffic. It is important to understand the process that provide the QoS information to the centralized Traffic control manager and use this information efficiently to compute feasible OVPN connection for the prospective of client OVPN connection requirements.
terms of bandwidth and delay. We specify our network model based on all those QoS parameters by providing an end-to-end delay bound [6] , [7] model based on the source-destination OVPN traffic characteristics. In this paper, we have mentioned bandwidth and end-to-end delay model, with a simple method for the provisioning of OVPN connection for a set of applications. The main objectives of this paper is to when and how to provision and de-provision an OVPN connection for the incoming traffics at the access router. We solve these problems by formulating a mathematical admission control model and a traffic aggregation model at the provider edge router (PER), which can solve the problem of traffic optimization at the access router.
In addition that, we have Traffic Engineering model based on the idea of differentiated services (DiffServ) [8] to maintain the quality of services of every incoming traffic. This DiffServ architecture achieves scalability by aggregating traffic classification state, which is conveyed by means of IP-layer. This architecture achieves scalability by implementing complex classification and conditioning functions at network optical routers (ORs), and by applying per-hop behaviours to aggregates of traffic. Per-hop behaviours are defined to permit a reasonably granular means of allocating buffer and bandwidth resources at every OR among competing traffic streams. Per-application flow or per-client forwarding state need not be maintained within the core of the network.
In this research work we will consider a GMPLS capable hybrid network with general purpose optical routers (OR), which is the combination of IP and WDM network. The ORs supports QoS guarantees and may be used as access or gateway routers for optical switching equipment leading to the core transport network. Based on the global monitoring and control information of the Traffic Control Manager (TCM), it is proposed an OVPNC control mechanism for the provisioning and de-provisioning of OVPNCs. The work will focus on GMPLS techniques, which is defined as the IP based control of optical resources, where ORs are expected to deliver advanced services at higher throughput while handling large amounts of label switching path (LSP) creation/deletion, traffic engineering link information exchange, and link state advertisements. The novelty of this work lies in the fact that it combines provisioning and de-provisioning of OVPNC for the hybrid network under a common framework, using the hybrid information obtained by monitoring the ORs in the network. This technique will be useful to service provider networks, where both IP and WDM network domains are owned or leased by the same operator. Using these techniques the service provider can optimally utilize his network of ORs and optical gear for better utilization of resources. In the next section, the network model is introduced. There are lots of similar works has been published from which some of them we mentioned. RSVP [9] defines a purely flow based protocol to ensure about the individual flow requirements. The differentiated services architecture [8] works with aggregated flows based upon the notion of per hop behaviors. It takes static decision for the re-routing of specific flows. Another work Bandwidth broker [10] , which is very close to our work. In all the above works the implication of end-to-end QoS support in Electro-Optical domain are not considered.
In next section a network model is introduced. In section 3, the problem formulation based on bandwidth model and delays model are described. In section 4, The OVPNC protection, provisioning and de-provisioning methods are presented. In section 5, analytical results and discussion are mentioned. Finally in section 6, some conclusions are drawn. The model shown in Fig.1 shows the network topology consisting of two layers, the provider layer shown as the outermost layer and the Optical core layer which is the innermost Optical network layer. The provider layer is connected to the OVPN clients. This is an abstraction of the combined IP-optical network which allows us to focus on that portion of the network where our innovation applies, i.e. the combined IP-optical network. The optical layer provides point-to-point connectivity between routers in the form of fixed bandwidth circuits, which is termed as OVPNCs. The collection of OVPNCs therefore defines the topology of the virtual network interconnecting electronics/IP Routers. In IP layer the IP routers are responsible for all the non-local management functions such as management of optical resources, configuration and capacity management, addressing, routing, topology discovery, traffic engineering, and restoration etc. The IP router communicates with the TCM (Traffic Control Manager) of service provider network and provides the information about the status of the optical layer.
II. OVPN SYSTEM MODEL
Ideally the service provider layer will include elements of the access network such as the PON (Passive Optical Network) related elements and other devices / equipment located at the premises / home. However for this invention such details are not necessary. We assume that the provider has access to optical core routers (OCRs) and also optical components in the core optical network. Such an assumption is reasonable, given the fact that the prices of optical switching equipment have fallen by orders of magnitude till the point that they are being used in the premises of large corporations in order to interconnect buildings etc. Thus it is reasonable to assume, as we have done, that the service provider has information about the ORs and the optical equipment within its domain of control. We assume all the routers are same type and known as optical routers (ORs).
The provider layer controls all the traffic corresponding to both electronic and optical layers. All the routers shown in the figure are controlled by the service provider (SP). The SP maintains a traffic matrix in a Traffic Control Manager (TCM) for all the connected ORs within its domain of control.
The Traffic Control Manager (TCM) maintains the network state information (bandwidth and delay matrices) for all the ORs in the network, belonging to all domains, electronics, optical and electro-optical domains. In the following sections we outline our algorithms that carry out the computations necessary for the decisions that lead to provisioning/de-provisioning of OVPNCs.
III. PROBLEM FORMULATION
We consider a virtual topology model shown in Fig. 2 . In this model, a number of flows for different applications are multiplexed at the source OR s to destination OR d, for an OVPN client requirement. This formulation is for the provisioning and de-provisioning of OVPNC based on the OVPN client requirements and existing traffic. The problem formulations are based on different QoS parameters such as, bandwidth and delay bound, which are explained in following sections. 
A free available/computed bandwidth matrix, B (m, n, s, d) has been considered for every PER. If DS (i, j) is the dispersion of the fiber and L (i, j) is the length of fiber link pair (i, j), then the bandwidth matrix for this link can be represented [11] 
where, δ represents the pulse broadening factor should typically be less than 10% of a bit's time slot for which the polarization mode dispersion (PMD) can be tolerated [12] and DS (i, j) = L (i, j) = ∞, when there is no link from i to j. The bandwidth matrix for an OVPN connection will be:
where, p is the computed OVPN connection for a source and destination pair (s, d), which is a group of links.
B. Delay Bound Model
Here we derive how to express the delay requirement of the clients in terms of maximum acceptable delay as well as computed delay of the OVPNC in terms of maximum end-t-end delay bound. In Figure 2 , suppose the delay requirement of flow for (m, n) client pair from source s and destination d is D (m, n, s, d ). The maximum acceptable delay between i and j is as follows: where, according to [13] 
where, a, b and c are fiber material dependant constants, λ i,k is the wavelength at i th node/router and its k th connections. 
C. Link Failure Model

IV. OVPN PROTECTION AND PROVISIONING MECHANISM
The PER aggregates the bandwidth requirements of the OVPN connection requests for source-destination edge pairs. This aggregated bandwidth will be compared with the computed/available bandwidth of the OVPN connection, which shows the available bandwidth of each existing OVPN connection of their corresponding. The comparison takes decision, whether to provision or de-provision an OVPN connection for the requested services.
A. Provisioning of OVPNC before Link Failure
Provisioning of OVPN connections should occur whenever the following conditions are satisfied.
The bandwidth constraint B (m, n, s, d) changes based on above equations as follows:
B. Protection and Provisioning of OVPN connection during Link Failure
A threshold value has been considered at every PER for the better use of OVPN connection. Whenever the aggregated bandwidth becomes less than the threshold value, the corresponding OVPN connection should be dropped from the configuration.
The de-provisioning of an OVPN connection should occur whenever the following condition is satisfied:
Equation 12 says that the available bandwidth will be zero, when there is link failure. Whenever the aggregated bandwidth at the PER is very low as compared with the threshold value and if there is no more OVPN request for the existing OVPN connection, the existing OVPNC will be treated as under-utilized and should be dropped or de-provisioned.
V. ANALYTICAL RESULTS AND DISCUSSION
We have taken this different scenario for the OVPN connection protection mechanism as follows.
A. Scenario 1: Client Requirement doesn't Map with the Available Resources
We assume two OVPN clients for the source and one OVPN client at the destination node.
In Fig. 3 , the calculated aggregate bandwidth (B Aggr ) at edge router 1 (ER1) is 25GHz (i.e., 10+15), available or computed bandwidth B(λ1) based on existing OVPN traffic on λ1 is 10GHz (i.e., B(λ1) = 30-20), B(λ2) on λ2 is 30GHz (i.e., 50-20), accepted delay bound D accpt is minimum of (4 μs, 5 μs) i.e. 4 In Fig. 4, the 
C. Scenario 3: Very low Traffic at a Particular Client
This happens either during link failure or when required traffic flow is very low. In Fig. 5 , Assume for Client 1 and Client 2, the required of bandwidths are 1 GHz and 1 GHz respectively, then B Aggr is 2GHz (i.e., 1+1). In this scenario B aggr << B (λ2) and B Aggr < B (λ1) and hence the connection with λ1 will be dropped or de-provisioned and switched to connection with λ2.
VI. CONCLUSION
We have proposed a mechanism that determines the time, when to add or drop an OVPNC for the connected clients to the provider DWDM/GMPLS network. What makes the mechanism unique is the fact that it performs traffic engineering on hybrid network, feeding rate allocation information to a traffic control manager, which performs a global optimization based upon the criteria, namely aggregated OVPN QoS requirements. The outcome of the global optimization is a new allocation rate and decision criteria to provision or de-provision of OVPNCs. Techniques adopted by IETF protocols do not perform global optimization. For example, RSVP is a purely flow based protocol and does not attempt to optimize resource consumption. Its major objective is to ensure that individual flow specifications are met. The differentiated services architecture does perform aggregation of flows based upon the notion of per hop behaviors; however this is a hard-wired approach. PHBs are defined ahead of time and flows are aggregated on this basis. Dynamic decisions regarding re-routing of specific flows cannot be taken. Furthermore, the scheme does not permit global optimization based on a flow matrix. Bandwidth broker is a third proposal, and perhaps comes closest to our scheme. However bandwidth brokers are purely based on the IP level and do not make use of information provided within the optical core of the network.
