We develop a semantics framework for verifying recent relaxations of differential privacy: Rényi differential privacy and zero-concentrated differential privacy. Both notions require a bound on a particular statistical divergence between two probability distributions. In order to reason about such properties compositionally, we introduce approximate span-liftings, generalizing approximate relational liftings previously developed for standard differential privacy to a more general class of divergences, and to continuous distributions. To enable verification of possibly non-terminating programs, our framework supports generalized divergences between subprobability measures. As a concrete application, we use approximate span-liftings to develop a program logic that can prove relaxations of differential privacy and other probabilistic properties based on statistical divergences.
Introduction
Differential privacy [15] is a strong, statistical notion of data privacy that has attracted the attention of academics and practitioners alike. A key feature that has contributed to this success is that differential privacy can often be proved compositionally, enabling easy construction of new private algorithms. Compositionality is also important for formal verification; researchers have developed programming languages and other program analysis tools to prove differential privacy [25, 30, 10, 17, 8, 35, 34, 2] , see [9] for a recent survey.
Recently, attention has turned to two new relaxations of differential privacy: Rényi differential privacy (RDP) [26] and zero-concentrated differential privacy (zCDP) [12] . Both notions give better bounds under composition and allow more accurate private algorithms and data analysis. Roughly speaking, these definitions guarantee a quantitative bound on the privacy loss, a random variable expressing the likelihood, given an output of the program, of being able to distinguish two datasets differing for the data of one individual. While standard differential privacy requires a uniform bound on the privacy loss, the relaxations consider averaged notions of privacy loss, bounding the moments of the privacy loss random variable.
In this work, we aim at developing formal verification tools for these new properties. For this, it is useful to first generalize a bit. Like standard differential privacy, both RDP and zCDP are relational properties of probabilistic programs. Given any two hypothetical private inputs differing in the data of a single individual, the resulting output distributions should be close in some quantitative sense. For RDP and zCDP, this notion of closeness is measured by the Rényi divergence between distributions, an example of a statistical divergence. 5 Barthe and Olmedo [11] developed abstractions for reasoning about a different family of divergences called f -divergences as part of their work on the program logic called f pRHL. The semantic foundation of f pRHL are (2-witness) relational liftings for f -divergences. Intuitively, these are semantics tools useful to relate two probability distributions whose f -divergences are below a given parameters.
However, their framework does not support RDP and zCDP because the Rényi divergence is not an f -divergence; to adapt this framework to RDP and zCDP, we need to extend it to support a larger class of divergences. Furthermore, 2-witness relational liftings have only been proposed for discrete distributions, but the motivating examples of RDP and zCDP algorithms use real-valued continuous samples from the Gaussian distribution. More specifically, in order to give a semantics model for a logic for RDP and zCDP, supporting both the discrete and continuous cases, we face the following technical difficulties:
-First, while Rényi divergences are superficially similar to f -divergences, they are substantially more complicated to work with. Furthermore, although RDP can be seen as a simple bound on Rényi divergence, zCDP is more complicated: it is characterized by a least upper bound of modified Rényi divergences. Finally, to reason about the broadest class of programs, we also need to generalize Rényi divergences to handle sub-probability measures. -Second, handling the continuous case presents measure-theoretic challenges. The first author gave a continuous semantics model for differential privacy by using witness-free relational lifting [31] based on a categorical construction called codensity lifting [22] , but this framework seems difficult to extend to handle divergences as the codensity lifting only provides abstract definitions that are difficult to work with.
To solve these two difficulties, we extend the semantics models of f pRHL as follows. First, we replace the notion of f -divergence with a more general class of divergences between subprobability measures, identifying the key properties needed to give a suitable semantic model [11, 24] . Then, we adapt the discrete 2-witness liftings [11, 27, 7, 5] to the continuous case. The main challenge is establishing a sequential composition principle. Roughly speaking, in 2-witness lifting, probability distributions are related by the existence of two witness distributions with bounded divergence. To check the property of 2-witness lifting for sequential executions of randomized algorithms, we need to find a function that selects two witnesses relating the output distributions, for every pair of inputs. In discrete case, this selection function exists by applying the axiom of choice. However in the continuous case, the selection function must also be measurable, which is not guaranteed by the axiom of choice. We observe that this problem is hard to solve but is easy to avoid: it suffices to package the measurable selection function with the relational lifting. Accordingly, we enrich the structure of 2-witness liftings to a new notion called approximate span-liftings. Finally, we specialize our general model to Rényi divergence and divergences for zCDP, showing that they satisfy the necessary properties to build our span-liftings. As an extended application, we develop a relational program logic that can verify differential privacy, RDP, and zCDP for programs using discrete or continuous sampling. The semantics of our logic is based on approximate span-liftings, and soundness follows directly from abstract properties of the span-liftings. Summarizing, our main contributions are:
1. We relax the formulation of f -divergences and their basic properties introduced in [11, 24] to support general statistical divergences of subprobability measures, and we show that divergences for RDP and zCDP satisfy the required properties. 2. We extend the semantic model underlying f pRHL to support the continuous case by introducing a novel notion of approximate span-lifting, generalizing the 2-witness relational liftings used in f pRHL. 3. We give a new program logic for RDP and zCDP supporting programs with continuous sampling, and we establish soundness of the logic.
Background
In this section we introduce the background material needed in following sections. Specifically, we will introduce the definition of differential privacy, and the relaxations zero-concentrated differential privacy and Rényi differential privacy. Additionally, we will introduce the class of f -divergences and a relational lifting construction to reason about divergences of this class in a relational program logic.
Differential privacy and its relaxations
We begin by introducing differential privacy [15] .
Definition 1 (Differential privacy [15] ). We say that a program A : X → Prob(Y) is (ε, δ)-differentially private (DP) w.r.t an adjacency relation Φ ⊆ X × X, if for any pairs of inputs (x, x ′ ) ∈ Φ, and any possible subset of output S ⊆ Y, we have
What (ε, δ)-differential privacy guarantees is that with high-probability the privacy loss (random variable) of A, defined for x, x ′ ∈ X, and y ∈ Y as
is bounded by ε. 6 More precisely, for any pair of inputs (x, x ′ ) ∈ Φ, and every y ∈ Y with probability at most 1 − δ we have L x→x ′ (y) ≤ ε.
The two relaxations of differential privacy we will focus on, Zero-concentrated differential privacy (zCDP) [12] and Rényi differential privacy (RDP) [26] , come from the idea of bounding instead the α-th order moment of the privacy loss random variable. Both of them can be formulated in terms of Rényi divergence.
Definition 2 (Rényi Divergence). For any α > 1, Rényi Divergence of order α is defined for any two probability distributions µ 1 and µ 2 on a space X as:
Rényi differential privacy (RDP) [26] is then defined in terms of Rényi divergence of order α.
Definition 3 (Rényi Differential Privacy [26]). A program
Zero-concentrated differential privacy [12] is instead defined in terms of a uniform bound over all the orders of the Rényi divergence.
We mentioned before that RDP and zCDP are relaxations of differential privacy. We now want to make this statement more formal for (ε, 0)-differential privacy, we remind an interested reader to the original papers [12, 26] for the relations with (ε, δ)-differential privacy. To see how RDP relaxes the definition of (ε, 0)-differential privacy, we can look at the bound on the privacy loss:
Notice that the right-hand side of the equation is what we bound in the definition of (ε, 0)-differential privacy. We can use this observation also to show that zCDP is a relaxation of (ε, 0)-differential privacy. Indeed, by definition of zCDP, (ξ, 0)-zCDP immediately implies (ξ, 0)-DP:
Interestingly, both RDP and zCDP are closed under post-processing of both deterministic and randomized algorithms, and composition. See [12, 26] for more details.
f -divergences
As we have seen, Rényi divergence is a useful tool to describe relaxations of differential privacy. Like Rényi divergence there are other information-theoretic measures that are useful to reason about distributions. A family of divergences that is particularly useful and that have inspired our work is the one of f -divergences. This can be formulated in terms of weight functions.
Definition 5.
A weight function is a convex function f : R ≥0 → R that is continuous at 0, and satisfies that the limit lim t→0+ t f (a/t) converges to a real number (we write it 0 f (a/0)) for any a ∈ R ≥0 and 0 f (0/0) = 0.
We can give now the definition of f -divergences.
Definition 6 ( f -divergences). The class of f -divergences is the family of statistical divergences that are defined through convex weight functions: for any two probability distributions µ 1 and µ 2 on a space X,
The interest of this family comes from the fact that many statistical divergences used in practice are an instance of f -divergences:
Notice that Rényi Divergence of order α is not technically an f -divergence because of the presence of the log function. However, there is an f -divergence given by f (t) = t α which is close to it since it gives us exp ((α − 1)D α (µ 1 ||µ 2 )).
Relational Reasoning for Differential Privacy and f -divergences
Previously, Barthe and Olmedo [11, 27] proposed a probabilistic relational program logic f pRHL to formally reason about f -divergences. In order to reason about possibly non-terminating programs, they work with a slight extension of f -divergence for subprobability distributions. Crucially, they consider the discrete case-all subprobability distributions are over countable sets and programs cannot sample from continuous distributions, like the Gaussian distribution. We write DX for the set of discrete subprobability distribution on a set X.
The key semantic notion behind f pRHL is approximate relational lifting for fdivergences. Roughly speaking, this construction lifts a relation R ⊆ X × Y over sets to a relation R ♯( f,δ) ⊆ DX × DY over discrete subprobability distributions:
where π i (µ) is the i-th marginal of µ. The two distributions µ L and µ R in Equation 2 are called witnesses-we call this approach 2-witness-based to distinguish it from similar constructions that use one witness [10] or no witnesses at all [31] . In this formulation, the pair (µ L , µ R ) is used to witness (or prove) the membership of the pair (µ 1 , µ 2 ) to the set R ♯( f,δ) . Like other approximate liftings, 2-witness liftings are well-suited for formal verification for two reasons. First, the existence of a 2-witness lifting between two distributions implies a relational property. One important special case is the one where R is an equality relation: the 2-witness lifting of the equality relation Eq X on X "recovers" the f -divergence in the following sense:
This can be used to characterize the notion of differential privacy: a program A :
Moreover, 2-witness liftings satisfy various composition properties, making it possible to show existence of a particular lifting by composing together simpler liftings. These features enable compositional verification of probabilistic programs.
Technical Motivation and Challenges
Taking Barthe and Olmedo's 2-witness lifting as the starting point, several significant extensions are needed in order to handle RDP and zCDP. First of all, our target privacy properties are based on Rényi divergence, which is beyond the class of f -divergences. Second, almost all fundamental algorithms satisfying RDP and zCDP use samples from continuous distributions, like the Gaussian distribution. Extending 2-witness lifting to the continuous setting requires carefully handling measurability issues. Previously proposed approximate liftings in this setting seem difficult to extend to our richer divergences. Instead, we design a new form of 2-witness lifting called an approximate spanlifting, which includes additional information in order to achieve clean composition.
Reformulating zCDP and Relaxed Notion of Divergences
Several works have shown how approximate differential privacy can be formulated in terms of the f -divergence ∆ DP(ε) from Section 2.2. If A is a randomized algorithm, and Φ is an adjacency relation:
Similarly, Rényi differential privacy can be formulated in terms of the Rényi divergence D α from Section 2.2:
When we attempt to do the same for zCDP, following [12] , we need a divergence of the form:
for 0 ≤ ξ. While this divergence may seem superficially similar to the definitions we gave in Section 2.2, it has some key differences. First, this divergence is defined in terms of a supremum of an indexed family of Rényi divergences, which may assume negative values while the statistical divergences from Section 2.2 only assume non-negative values; second, this notion of divergence only requires ∆ zCDP(ξ) X (µ, µ) ≤ 0 rather than the more restrictive reflexivity ∆ zCDP(ξ) X (µ, µ) = 0. These properties bring us beyond the definitions of f -divergences and Rényi divergence, and require a more general class of divergences with has good compositionality properties. We will detail this generalization in Section 4, but intuitively we will reformulate zCDP as follows:
Continuous Liftings: the Witness-free Approach
To build approximate liftings between continuous distributions, a tempting idea is to start from continuous liftings for verifying standard differential privacy. A witness-free relational lifting for differential privacy was introduced in [31]. This can be seen as an application of the general construction of graded relational lifting [21, Section 5] to the Giry monad, using the technique of codensity lifting [22, Section 3.3] instead of ⊤⊤lifting. The witness-free relational lifting from [31] sends a binary relation R between measurable spaces X, Y to the following one between GX, GY:
where k ♯ and l ♯ denote the Kleisli extensions of k and l respectively,→ denotes a relation-preserving map, and ⊤⊤ is used to denote the codensity lifting and to distinguish it from the one we discussed in Section 2.3. Here, the intersection is taken over all measurable functions k : X → G1, l : Y → G1 mapping pairs related by R to those related by S (ε ′ ,δ ′ ) . We note that the binary relation S (ε ′ ,δ ′ ) is a parameter of this witness-free lifting, and by changing it, we can derive other graded relational liftings of G.
Checking the membership for R ⊤⊤(ε,δ) is complex: we have to test the pair (x, y) against every pair (k, l) of measurable functions such that (k, l) : R→S (ε,δ) . Fortunately, since the divergence ∆ DP(ε) is defined by a linear inequality of measures, the witnessfree lifting R ⊤⊤(ǫ,δ) can be simplified to the following
While we would like to generalize this lifting construction to handle more general divergences for RDP and zCDP, there are at least two obstacles. First, it is not clear how to find a parameter S to derive the suitable graded relational lifting for a given general divergence. Second, even if we can find a suitable parameter S , it is awkward to work with the lifting unless we can simplify the large intersection into a more convenient form.
In contrast, 2-witness liftings seem more concrete and easier to work with: It suffices to give witness distributions to check the membership of lifted relations. Furthermore, Barthe and Olmedo already showed how to generalize 2-witness liftings to handle fdivergences. Therefore, our strategy is to extend 2-witness liftings.
Difficulty to Extend 2-witness Liftings to the Continuous Case However, it is not so straightforward to extend 2-witness liftings to the continuous setting. The main challenge is ensuring good compositional behavior. In the discrete case, the sequential composition property of the 2-witness approximate liftings for differential privacy (−) ♯(DP(ε),δ) can be stated as:
Here again, f ♯ and g ♯ are the Kleisli extensions of f and g respectively. To prove the soundness of the sequential composition, since 2-witness lifting is defined through the existence of witness distributions, for any (d 1 , d 2 ) ∈ R ♯(DP(ε 2 ),δ 2 ) , we then need witness distributions which prove ( f ♯ (d 1 ), g ♯ (d 2 )) ∈ S ♯(DP(ε 1 +ε 2 ),δ 1 +δ 2 ) . In discrete case, we can construct such distributions in two stages:
) is a pair of witness distributions which proves ( f ♯ (d 1 ), g ♯ (d 2 )) ∈ S ♯(DP(ε 1 +ε 2 ),δ 1 +δ 2 ) by the composability of the divergences ∆ DP(ε) .
The first step is problematic to extend to the continuous case, because l 1 and l 2 obtained from the axiom of choice may be not measurable. If l 1 (or l 2 ) is not measurable, the second step fails because we cannot take the Kleisli extension l ♯ 1 (resp. l ♯ 2 ). To avoid this problem, we introduce a novel notion of approximate span-liftings. In a nutshell, morphisms between span-liftings carry a built-in measurable witness selection function, making it unnecessary to use the axiom of choice when proving sequential composition.
Divergences and Approximate Span-liftings for Divergences
In this section, we introduce our relaxed notion of statistical divergence supporting subprobability measures, and we discuss several basic properties of divergences and graded families of divergences. We then introduce a categorical framework modeling these divergences, which we call approximate span-liftings, and we establish general properties. Finally, we construct approximate span-liftings for DP, RDP, and zCDP using the corresponding divergences.
Preliminaries
Throughout this paper, we work with the category Meas of measurable space and measurable functions. Meas is complete (it has all small limits) and cocomplete (it has all small colimits), and distributive (finite products distribute over finite coproducts). We denote by Fin the class of all finite discrete spaces; we do not require this to be a category.
Measure Theory We briefly review some standard definitions we will use from measure theory; readers should consult a textbook for more detail. Given a set X, a σalgebra on X is a collection Σ of subsets of X including the empty set, closed under complements, countable unions, and countable intersections; a measurable space X is a set |X| with a σ-algebra Σ X , called the measurable sets. A countable set X yields the discrete measurable space where all sets are measurable:
A measure on a measurable space is a map µ : Σ X → R + such that µ(∅) = 0 and µ(∪ i X i ) = i µ(X i ) for any countable family of disjoint measurable sets X i . A measure is finite if µ(X) < ∞, and σ-finite if it is the countable sum of finite measures. Measures with µ(X) = 1 are called probability measures; measures with µ(X) ≤ 1 are called sub-probability measures. Given a measurable function f : X → R, for any a measure µ on X, the Lebesgue integral A f dµ maps a measurable subset A ∈ Σ X to a value in R ∪ {−∞, ∞}; integrals are defined if X | f | dµ < ∞. We will define measures on R by giving a density, a measurable function f : R → R. A density induces a measure defined by integration: µ f (A) A f dν for every measurable set of real numbers A, where ν is the usual Lebesgue measure over R.
For any pair of two σ-finite measures µ 1 on X and µ 2 on Y, the product measure µ 1 ⊗ µ 2 of µ 1 and µ 2 is the unique measure on X ×Y satisfying (µ 1 ⊗µ 2 )(A× B) = µ 1 (A)µ 2 (B). For any measurable X and element x ∈ X, we write d x for the Dirac distribution on X centered at x, defined as d x (A) = 1 if x ∈ A, and d x (A) = 0 otherwise.
Distribution for Basic Mechanisms
We introduce some standard distributions that will be used in later sections to define basic mechanisms for differential privacy and its relaxations.
The sub-Giry Monad As usual, subprobability distributions can be given the structure of a monad. Specifically, the sub-Giry monad G is the subprobabilistic variant of the Giry monad G =1 on Meas [19] .
Definition 7. The sub-Giry monad (G, η, (−) ♯ ) over Meas is defined as follows:
-For any X ∈ Meas, the measurable space GX is the set of subprobability measures on X equipped with the coarsest σ-algebra induced by the evaluation functions
The sub-Giry monad satisfies useful properties for interpreting probabilistic programs. It is commutative and strong with respect to the Cartesian products of Meas, where the double strength dst X,Y :
The double strength is used to define semantics for composition and to interpret program memories. Additionally, the sub-Giry monad provides a structure to interpret loops. Namely, we can introduce an ωCPO ⊥ structure over measurable functions of type X → G(Y) according to the following order: 7
Graded Monads
The semantics of different relational liftings, like the ones discussed in Section 2 and Section 3, can be conveniently described through the abstract notion of a graded monad. Informally, a graded monad [21] is a monad refined by indices from a monoid.
Definition 8 (Graded Monads). Let C be a category, and M = (M, ·, 1, ) be a preordered monoid. An M-graded monad on C consists of the following data:
a collection {T e } e∈M of endofunctors on C; a morphism η X : X → T 1 X for every X ∈ C; a morphism (−) e 1 ♯e 2 : C(X, T e 2 Y) → C(T e 1 X, T e 1 e 2 Y) for X, Y ∈ C and e 1 , e 2 ∈ M; a collection {⊑ e 1 ,e 2 } e 1 e 2 of natural transformations ⊑ e 1 ,e 2 : T e 1 ⇒ T e 2 , satisfying some compatibility conditions (for detail, see also [21, Definition 2.3] ).
We will use a particular kind of graded monads called M-graded liftings, which commute with plain monads through a functor.
Definition 9 (Graded lifting). An M-graded monad {T e } e∈M on C is called an Mgraded lifting of a monad (T, η T , (−) ♯ ) on D along a functor U : C → D if the following equations hold:
Intuitively, the functor U erases the grading information of the graded lifting, yielding the original monad. In the definition above, the first and second equations say that the grading information of T e is erased along U, the third equation guarantees that the unit of the graded monad T e corresponds to the unit of the monad T , and the last equation guarantees that the order of the grading is also erased.
The Category of Spans on Measurable Spaces As we discussed in Section 3, we want to extend the 2-witness relational lifting approach to the continuous settings. To do this we need to consider objects and maps with more structure than just relations and relation-preserving maps. This structure is provided by the category of spans, whose object generalize relations by taking arbitrary functions in place of projections.
Definition 10 (The category Span(Meas)). The category Span(Meas) of spans in Meas is defined as follows:
Notice that since we are working over Meas, all the functions needed to define a map in Span(Meas) must be measurable. For simplicity, we often denote a Span(Meas)-object
The category Span(Meas) has sufficient structures to interpret a logic for reasoning about probabilistic programs (Section 5). In particular, it has finite products× and coproducts+ of spans, computed componentwisely (the following is the binary case):
We will view 2-witness liftings as graded liftings of monads to Span(Meas).
Definition 11 (Span-lifting). Let T be a monad on
Meas. An M-graded span-lifting of T is an M-graded lifting of the monad T × T on Meas 2 along the forgetful functor p : Span(Meas) → Meas 2 .
We later give a construction of span-liftings of G from families of divergences (Definition 16) . Notice that any binary relation Φ ⊆ |X| × |Y| between measurable spaces X and Y determines a span X
Divergences
As we discussed in Section 3, we will need to relax the notion of statistical divergences in order to support RDP and zCDP. Rather than working from an existing class of divergences (e.g., something more general than f -divergences), we aim to find a general class of divergences with just the properties needed for composition. We begin with the most relaxed notion of statistical divergence-just a real-valued function on two measures over the same space. Then, we introduce some basic properties of general divergences inspired from basic properties of f -divergences [11, 24] .
To describe composition of divergences, it is useful to work with indexed families of divergences; often, two divergences can be combined to give a new divergence with different indices. For instance, the notion of zCDP can be characterized by the family {∆ zCDP(ξ) } 0≤ξ of divergences ∆ zCDP(ξ) introduced in Section 4.4. For this reason, we introduce the notion of graded families of divergences.
Notice that the preorder on the grading is contravariant. In the following we will regard a divergence ∆ as a singleton-graded family {∆}.
Basic Properties of Divergences We will introduce some basic properties of divergences and families of divergences.
All functions are assumed to be measurable.
These properties are inspired by properties from the literature on f -divergences and differential privacy. For instance, substitutivity is the generalization of the usual notion of data-processing inequality for f -divergences [29, Chapter 2] , while functoriality is the special case where the data-processing function is deterministic. These two properties are also known in the differential privacy literature as resilience to postprocessing [16, Proposition 2.1], in the randomized and deterministic case. Similarly, composability corresponds to composition in differential privacy, and in some families of divergences, which states that we can (adaptively) compose two different differentially private mechanisms with a controlled decrease in the privacy parameters. Additivity corresponds to a simple instance of composition where the second mechanism does not depend on the result of the first.
Although these properties have been studied before in the discrete case, there are subtleties when passing to our continuous ones. For example, in the case of discrete distributions, additivity is an instance of composability [11, Proposition 4] . In the case of continuous distributions, this may no longer hold. However, one can recover additivity from composability by using a continuity property.
Theorem 1. An A-graded family ∆ is additive if it is continuous and composable.
Composability and reflexivity implies substitutivity.
We will also consider two other properties of families of divergences: approximability and finite-composability. These properties describe the behavior of divergences that are well behaved with respect to discretization, in order to smoothly extend properties in the discrete case to the continuous case.
approximable: if for any I ∈ Fin, f, g : X → GI, and µ 1 , µ 2 ∈ GX, there are J n ∈ Fin and functions m n : J n → X and m * n : X → J n such that
If a continuous family enjoys these two properties, then it is composable.
If an A-graded family ∆ is continuous, approximable, and finite-composable then it is actually composable.
This result gives a clean way to lift composition results in the discrete case-which are often known or easy to check-to the continuous case. A specific example that we will discuss in Section 4.4 is the one of f -divergences. Indeed, f -divergences are always continuous and approximable, and so composability follows from finite-composability.
Approximate Span-liftings
We are now ready to incorporate graded divergences with spans, leading to our new relational liftings. Given an A-graded family ∆ = {∆ α } α∈A of divergences, we introduce the approximate span-lifting (−) ♯(∆,α,δ) for the family ∆ as follows:
Definition 16 (Span-construction). For any (X, Y, Φ, ρ 1 , ρ 2 ) in Span(Meas), the spanconstructor (−) ♯(∆,α,δ) defines the following Span(Meas)-object:
Intuitively, Φ ♯(∆,α,δ) is a relations of subprobability measures whose ∆ α -distance is below δ. The set W(Φ, ∆, α, δ) contains all possible witness distributions. The approximate span-lifting (−) ♯(∆,α,δ) recovers the divergence ∆ α in the following sense:
. Here, (X, X, X, id X , id X ) is isomorphic to the equality relation (X, X, Eq X , π 1 | Eq X , π 1 | Eq X ).
Categorical Structures
We can lift basic properties of an A-graded family ∆ to the categorical structure on approximate span-liftings for the family ∆.
Functor If the family ∆ is functorial then the approximate span-lifting (−) ♯(∆,α,δ) forms an endofunctor on Span(Meas) for any pair of
Graded Monad If the family ∆ is reflexive and composable then the approximate span-
Inclusions: for any α β, δ ≤ γ, and span (X, Y, Φ, ρ 1 , ρ 2 ), we define
The well-definedness of the unit, graded Kleisli extensions, and inclusions are derived from the reflexivity, composability, and the A-grading of the family of ∆ respectively. Hence, the structures form indeed a graded span-lifting of the sub-Giry monad G. The axioms of graded monad follow from the structure of sub-Giry monad.
Double Strengths
If the family ∆ is reflexive, composable, and additive then the approximate span-liftings (−) ♯(∆,α,δ) have a double strengths (modulo grading), given as follows: for any pair (X,
The well-definedness is given by the additivity of ∆. The axioms of double strengths are derived from the commutativity of the sub-Giry monad G.
Summary of Categorical Structure on Approximate Span-liftings
To sum up, we have the following relationship between categorical structures on (−) ♯(∆,α,δ) and basic properties of the A-graded family ∆ of divergences as follows:
We then summarize these result as the following theorem which we will use later: 
Case Studies
We now give three concrete examples of approximate span-liftings, modeling approximate differential privacy, Rényi differential privacy, and finally zero-concentrated differential privacy. In each case, we first introduce a class of divergences and prove necessary properties. Then, we apply the machinery we have developed to construct the desired span-liftings.
Properties of Relaxed f -divergences and Privacy Divergence To model standard differential privacy, we first consider the more general case of f -divergences, then specialize to handle differential privacy. Taking inspiration from [11] , we relax the notion of f -divergences to support subprobability measures (we call them just f -divergences).
For any weight function f and subprobability measures µ 1 , µ 2 , µ ∈ GX, in the similar way as in Section 2, we define using densities µ 1 (x) and µ 2 (x) of µ 1 and µ 2
The relaxed f -divergences are not necessarily positive for subprobability measures, though they are positive for proper probability measures. Now, we can extend the continuity of f -divergences [24, Theorem 16 ] to the subprobabilistic case.
Lemma 2 ([24, Theorem 16], Extended). For any weight function f , the f -divergence ∆ f is continuous: for any subprobability measures µ 1 , µ 2 ∈ GX on X, we have
Note that giving measurable finite partition {A i } n i=0 on X is equivalent to giving a measurable function k : X → I where I = {0, 1, . . . , n}. Since f -divergences are continuous by Lemma 2, any composable family of fdivergences are also additive by applying Theorem 1.
Divergences for standard differential privacy Standard differential privacy is captured by the (R ≥0 , +, 0, ≤)-graded family {∆ DP(ε) } 0≤ε of the relaxed f -divergences ∆ DP(ε) , where with weight functions f (t) = max(0, t − e ε ). By Theorem 4, the composability of this divergence in the finite case [11] automatically extend to the continuous case. Moreover, the general properties of f -divergences carry over to this graded family. In summary, we can establish the following properties. 
We regard D α as the singleton family {D α } * ∈{ * } . We can establish properties for the Rényi divergence analogous to properties for the differential privacy divergence (Theorem 5). Theorem 6. For any α > 1, the α-Rényi divergence D α is reflexive, continuous, approximable, composable, and additive (as a singleton-graded family).
Proof. By lemmas 2 and 3, the f -divergence ∆ R(α) of f (t) = t α is continuous and approximable. Since the function g(t) = 1 α−1 log(t) is monotone and continuous, the Rényi divergence D α = 1 α−1 log ∆ R(α) of order α is also continuous and approximable. Thus, it suffices to show the reflexivity and finite-composability of D α . The reflexivity is obvious: D α X (µ||µ) X = 1 α−1 log µ(X) ≤ 0. We show the finite-composability. Let I, J ∈ Fin, d 1 , d 2 ∈ GJ, and h, k : J → GI. We calculate by Jensen's inequality:
.
We extend the following standard properties for Rényi divergences to support subprobability measures.
. Lemma 5 ([23, Lemma 4.1]). For any α > 1, µ 1 , µ 2 , µ 3 ∈ GX, and p, q > 1 satisfying
Properties of zCDP-divergences for zCDP For zCDP, we introduce the (R ≥0 , +, 0, ≤)graded family {∆ zCDP(ξ) } 0≤ξ of divergences ∆ zCDP(ξ) through relaxed Rényi divergences by
We can establish properties for this family analogous to properties for the differential privacy divergence and Rényi divergence (Theorems 5 and 6).
Theorem 7. The graded family {∆ zCDP(ξ) } 0≤ξ is reflexive, continuous, composable, and additive.
By theorem 6, for each α > 1, the family ∆ zCDP+(α) is continuous, composable, reflexive, and additive. Since ∆ zCDP(ξ) = sup α>1 ∆ zCDP+(ξ,α) . the graded family {∆ zCDP(ξ) } 0≤ξ is continuous, composable, reflexive, and additive again. 8 Approximate Span-liftings for DP, RDP, and zCDP Finally, we can build approximate span-liftings corresponding to previous divergences by combining Theorems 5, 6, and 7, with Theorem 3. 
The span-apRHL Program Logic
The previously section showed that the RDP and zCDP relaxations of differential privacy give rise to relational liftings with the same categorical properties enjoyed by relational liftings for standard differential privacy. As a result, we can use these liftings to give the semantic foundation for formal verification of RDP and zCDP. To demonstrate a concrete application of span-liftings, we design a program logic span-apRHL that can prove DP, RDP, and zCDP for randomized algorithms, supporting both discrete and continuous random samplings.
The Language pWHILE
We take a standard, first-order language pWHILE augmenting the usual imperative commands with a random sampling statement.
Here, b, n, and r are constants; τ is a value type; x is a variable; e is an expression; ν is a probabilistic expression; Dirac, Bern, Lap, and Gauss represent the Dirac, Bernoulli, Laplace, and the Gaussian distributions, respectively; c is a command/program. We will use the following shorthands:
x ← e = def x $ ← − Dirac(e) and if b then c = def if b then c else skip. We consider programs that are well typed. The type system is largely standard, with three kinds of judgments: Γ ⊢ t e : τ, Γ ⊢ p ν : τ, and Γ ⊢ c for expressions, distributions and programs, respectively.
Relation Expressions
We introduce expressions of relations to describe assertions in span-apRHL, we postpone the semantics to later sections. Φ, Ψ ::= e 1 1 ⊲⊳ e 2 2 | (e 1 1 ⊕ 1 e 2 2 ) ⊲⊳ (e 3 
As usual in relational logics, we use the tags 1 and 2 to distinguish expressions that will be evaluated in the first and second memory, respectively. For simplicity, we consider only simple relations, the language can be easily extended if other constructions are needed. In the following we will use some syntactic sugar for constant k: (e 1 ⊲⊳ k) = def (e ⊲⊳ k) 1 = true 2 , and (e 2 ⊲⊳ k) = def true 1 = (e ⊲⊳ k) 2 . We consider only relation expression Φ that are well-formed in a context Γ, and we denote this by the judgment Γ ⊢ R Φ. Rules for deriving this kind of judgments are standard, and postponed to the appendix. In the following, we will also use the relation inclusions Φ =⇒ Ψ , which is defined when the logical implication (Φ =⇒ Ψ ) is a tautology (similarly we will use Φ ⇐⇒ Ψ ).
Relational Program Logic Judgments, Axioms and Rules
In span-apRHL we can prove three kinds of judgments corresponding to standard differential privacy, RDP, and zCDP.
We divide the proof rules of span-apRHL in four classes: basic rules (Figure 1) , rules for basic mechanisms (Figure 2) , rules for reasoning about transitivity (Figure 3) , and rules for conversions ( Figure 4) .
The basic rules can be used to reason about either differential privacy, RDP or zCDP. We describe the basic rules in a parametric way by considering {∼ ∆ α,δ } α∈A,0≤δ to stand for one of the families {∼ DP ε,δ } 0≤ε,0≤δ , {∼ α−RDP ρ } * ∈{ * },0≤ρ , and {∼ zCDP ξ,ρ } 0≤ξ,0≤ρ . We give a selection of the proof rules in Figure 1 ; the rest of the rules are standard and we defer them to the appendix. Here, we comment briefly on the rules. The [assn] rule for assignment is mostly standard, the only non-standard aspect is that depending on which notion of privacy we want to use, we need to select the corresponding unit 1 A . The rule [seq] is the sequential composition of commands and takes the same form no matter which family of divergence we consider. The rule [weak] is our version of the usual consequence rule, where additionally we can weaken also the privacy parameters for each of the privacy definitions.
In Figure 2 , we show some rules for the basic mechanisms that we support: Bernoulli, Laplace, and Gauss. We give several of them to show the difference, in terms of the parameters, for the same mechanism, that we have in the different logics. All of them are supported in the continuous case. In Figure 3 , we show rules for transitivity in span-apRHL. Transitivity is important because it allows one to reason about group privacy [16] . The different flavors of the logic have different numeric parameters for these rules, reflecting the slight differences in group privacy [16, 12, 26] . Finally, in Figure 4 , we show rules that allow to pass from judgments to reason about one notion of privacy to another one. In some of them we have a loss in the parameters, in others there is no loss. These rules correspond to the different conversion theorems we have for the different logics [12, 26] . Notice that most of these rules require lossless programs because they have been formulated in terms of distributions, rather than subdistributions. Fig. 1 . Selection of span-apRHL basic rules.
Denotational Semantics of pWHILE
To prove the soundness of span-apRHL we interpret pWHILE in Meas using the sub-Giry monad G. Most of the definitions are standard and we omit them here, we give them in the appendix. We address here few points. The value types are interpreted 
: as expected. To give a semantics to expressions, distribution expressions, and commands, we interpret their associated typing/well-formedness judgments in some context Γ, which is interpreted as usual as a product. We interpret an expression judgment Γ ⊢ t e : τ as a measurable function Γ ⊢ t e : τ : Γ → τ ; for instance, the variable case Γ ⊢ t x : τ is interpreted as the projection π x : Γ → τ . Note that all operators ⊕ and comparisons ⊲⊳ are interpreted to measurable functions ⊕ : τ × τ → τ and ⊲⊳ : τ × τ → bool respectively. Likewise, we interpret a distribution expression judgment Γ ⊢ p ν : τ as a measurable function Γ ⊢ p ν : τ : Γ → G τ ; for instance, the Gaussian expression Γ ⊢ p Gauss(e 1 , e 2 ) : real is interpreted as a Gaussian distribution. N( Γ ⊢ t e 1 : real , Γ ⊢ t e 2 : real ). Finally, we interpret a command judgment Γ ⊢ c as a measurable function Γ ⊢ c : Γ → G Γ defined inductively as
is an overwriting operation of memory ((a 1 , . . . , a k , . . . , a n ), b k ) → (a 1 , . . . , b k , . . . , a n ), which is given from the Cartesian products in Meas. The function br Γ : 2 × Γ → Γ + Γ comes from the canonical isomorphism 2 × Γ Γ + Γ given from the distributivity of Meas. To interpret loops, we introduce the dummy "abort" command Γ ⊢ null that is interpreted by the null/zero measure Γ ⊢ null = 0, and the following commands corresponding to the finite unrollings of the loop:
We then interpret loops as: 9 
Semantics of Relations
Since we use span-liftings instead of relational liftings, we need to interpret relation expressions to spans, that is, Span(Meas)-objects. We proceed in two steps: first interpreting expressions as binary relations, and then converting relations to spans. In the first step, we interpret a relation expression Γ ⊢ R Φ as a binary relation over Γ :
Γ ⊢ R (e 1 1 ⊗ 1 e 2 2 ) ⊲⊳ (e 3 1 ⊗ 2 e 4 2 )
We interpret the connectives in the expected way:
We interpret the inclusion of relation Φ =⇒ Ψ as the following span-morphism:
Validity of Judgments
We say a judgment c 1 ∼ ∆ α,δ c 2 : Φ =⇒ Ψ is valid if there exists a measurable function l : Γ ⊢ R Φ → W( Γ ⊢ R Ψ , ∆, α, δ) (we call it a witness function) such that
is a morphism in Span(Meas). Then, we define the validity in span-apRHL as follows:
Notice that in the discrete case, witness functions are automatically given by the axiom of choice. In the continuous case, selecting the witnesses via the axiom of choice may not give a measurable witness function. Hence, we need to explicitly give witness functions when proving the soundness of the axioms of span-apRHL.
Theorem 11 (Soundness). If a judgment can be derived using the span-apRHL rules, then it is valid.
Proof sketch. The soundness of the basic rules is derived from the unit, graded Kleisli extensions, and inclusions of a graded span-lifting {(−) ♯(∆,α,δ) } α,δ given in 4.3. We focus here on the soundness of the [seq] rule. Since the judgments c 1 ∼ ∆ α,δ c ′ 1 : Φ =⇒ Φ ′ and c 2 ∼ ∆ αβ,δ+γ c ′ 2 : Φ ′ =⇒ Ψ are valid, for some witness functions l 1 and l 2 we have
By taking the graded Kleisli extension of the second morphism ( Γ ⊢ c 2 , Γ ⊢ c ′ 2 , l 2 ), for some witness function l 3 , we have the Span(Meas)-morphism:
Composing them, we conclude the validity of c 1 ;
⊓ ⊔ The soundness of mechanism and transitive rules are proved by using some results from previous researches, and by giving witness functions. This task is made easier from the fact that the postcondition is the equality relation. The soundness of [RDP-Gauss] is shown as follows. First, it can be checked that the function f = N(−, σ 2 ) : R → GR is measurable. From [26, Proposition 3] , the function f satisfies D α ( f (x)|| f (y)) ≤ αr 2 /2σ 2 whenever |x − y| ≤ r. This implies that we have the morphism of spans ( f, f, 
Examples
We show how we can use the span-pRHL program logic to verify concrete programs.
One-way Marginals
We begin with the following classic example of a simple one-way marginal algorithm with additive noise.
Algorithm 1 A mechanism estimates the attribute means 1: procedure AttMean(x : bool n (dataset), n : int (size of dataset)) 2:
i ← 0;y ← 0; 3:
while i < n do 4:
y ← x[i]; i ← i + 1; 5:
z ← y/n;
We want to show:
The proof of this statement is simple because we can split AttMean into two commands c 1 ; c 2 where c 2 = w $ ← − Gauss(z, 1/2n 2 ρ), and c 1 is the rest of the program. Since c 1 is deterministic, by standard reasoning, we obtain: ⊢ c 1 ∼ α−RDP 0 c 1 : adj(x 1 , x 2 ) =⇒ (|z 1 − z 2 | ≤ 1/n). By applying [RDP-Gauss], we have:
So, by applying [seq] we complete the proof. A similar proof could have been carried out with both the rules for differential privacy and the rules for zCDP. Due to the simplicity of the example, the resulting guarantee would have been the same.
Histograms We introduce the data type [T ] interpreted by the discrete space [T ] = {0, 1, . . . , T } for T ∈ N, and we use it to define the following algorithm for histograms with additive noise.
Algorithm 2 A mechanism estimates the histogram 1: procedure Histogram(x : [T ] n (dataset), n : int, T : int (data size), y : real T , z : real T ) 2:
i ← 0;y ← (0, . . . , 0); 3:
We sketch the formal proof of zCDP of this algorithm:
⊢ Histogram ∼ zCDP 0,ρ Histogram: adj(x 1 , x 2 ) =⇒ z 1 = z 2 .
Similar to the example above we can split Histogram into two commands c 1 ; c 2 where c 2 is the second loop, and c 1 is the rest of the program. We can now define two additional assertions for K L ∈ [T ] and 0 ≤ I < n:
It is easy to see that adj(x 1 , x 2 ) ⇐⇒ ∃I, K, L. Φ I,K,L . Using this and some standard reasoning, we have ⊢ c 1 ∼ zCDP 0,0 L) . For proving the right judgment for c 2 we also use this additional axiom for zCDP (the soundness of this axiom is rather straightforward):
Now, using this axiom, and some basic reasoning for the loop we have ⊢ c 2 ∼ zCDP ρ c 2 : Ψ (K, L) =⇒ z 1 = z 2 . By [seq], conditional reasoning we complete the proof.
Related Works
Relational liftings for f -divergences. Our work is most closely related to on verifying probabilistic relational properties involving f -divergences [11] . Barthe and Olmedo devise approximate versions of probabilistic lifting for several f -divergences, show composability in certain cases, and design relational program logics based on these semantic concepts. Their liftings also involve two witness distributions with a specific support modeling the two related distributions, combined with a distance condition between the two witnesses. However, their work only considers discrete distributions; programs cannot sample from continuous distributions, like the Gaussian or Laplace distributions. We extend their work to continuous distributions by introducing span-based liftings, and also to divergences beyond f -divergences. Both extensions are critical for verifying zero-Concentrated Differential Privacy and Rényi differential privacy. Barthe and Olmedo also design logics for f -divergences that satisfy a more limited version of composability, called weak composability. Roughly, these composition results only apply when all pairs of distributions have equal weight; the KL-divergence, Hellinger distance, and χ 2 divergences only satisfy this weaker version of composability. While we do not detail this extension, our framework naturally extend weakly composable divergences in the continuous case.
A similar approach has also been used by Barthe et al. [6] in the context of an higher order functional language for reasoning about Bayesian inference. Their type system uses a graded monad to reason about f -divergences. The graded monad supports only discrete distributions and is interpreted via a set-theoretic semantics and the lifting by Barthe and Olmedo [11] .
Relational liftings for differential privacy. Approximate relational liftings were originally proposed for program logics targeting the differential privacy property [15] . The first such system used a one-witness definition of lifting [10] , which was subsequently refined to several two-witness versions [11, 7] . Sato [31] developed approximate liftings and a program logic for continuous distribution using witness-free lifting based on a categorical monad lifting [20, 22] ; such liftings were later to be shown to be equivalent in the discrete case to the witness-/span-based liftings that we consider [5] .
Other techniques for verifying privacy. Rényi and zero-concentrated differential privacy were recently proposed in the differential privacy literature; to the best of our knowledge, we are the first to verify these properties. In contrast, there are now numerous systems targeting differential privacy using a wide range of techniques beyond program logics, including dynamic analyses [25] , linear [30, 17, 3] and dependent [8] type systems, product programs [4] , partial evaluation [34], and constraint-solving [35, 2] ; see the recent survey [9] for more details.
Probabilistic bisimulation on Markov chains
Spans have been used before in works on categorical models for probabilistic computations. For instance, Vink and Rutten [14] , characterized probabilistic bisimulations of Markov chains by the existence of witness functions through embedding binary relations to spans. Some of these uses are also summarized in the survey by Sokolova [32].
Conclusion and Future Works
We have developed a framework for reasoning about two relaxations of differential privacy: zero concentrated differential privacy, and Rényi differential privacy. We extended the notion of divergences to a more general class, and to support subprobability measures. Additionally, we have introduced a novel notion of approximate span-lifting supporting this class of divergences and continuous distributions.
One direction for future work is to study the moment-accountant composition method from [1] . This composition method tracks the moments of the privacy loss random variable, although it does not directly correspond to composition for zCDP or RDP. Another interesting direction would be to analyze the RDP mechanisms for posterior sampling, recently proposed by [18] . 30 . Jason Reed and Benjamin C. Pierce. Distance makes the types grow stronger: A calculus for differential privacy. This appendix will be deleted from the final version of this paper.
A Omitted Definitions and Proofs
We introduce the absolute-continuity and the singularity of measures. A measure µ 1 on X is said to be absolutely continuous with respect to a measure µ 2 over X (written µ 1 ≪ µ 2 ) if µ 2 (A) = 0 implies ν 1 (A) = 0 for all A ∈ Σ X . To define many of our divergences, we will need the Radon-Nikodym Theorem.
Lemma 6 (Radon-Nikodym Theorem). Let µ 1 and µ 2 be σ-finite measures on X. If µ 1 ≪ µ 2 then there is a measurable function dµ 1 dµ 2 : X → R ≥0 (called the Radon-Nikodym derivative) such that µ 1 (A) = A dµ 1 dµ 2 dµ 2 for all A ∈ Σ X . The Radon-Nikodym derivative is unique up to a set of measure zero.
Next, two measures µ 1 and µ 2 on X are said to be mutually singular (written 
X where µ is the generalized element 1 → GY assigning µ, and ρ X is a canonical isomorphism X X × 1. We then obtain for any µ ∈ GX,
We also obtain K µ (x) = Gk(d x ⊗ µ) for any x ∈ X. This implies K µ (x) = Gk(x, −)(µ) where k(x, −)Y → I is measurable because (d x ⊗µ)(k −1 (A)) = µ((k −1 (A))| x ) = µ(k(x, −) −1 (A)) for any A ⊆ I. From the composability and continuity of ∆, we have
). Since k : X × Y → I is arbitrary, we conclude the additivity of ∆.
⊓ ⊔
Proof of Lemma 1
Proof (Lemma 1). Let µ 1 , µ 2 ∈ GX and f : X → GY. Since α = α · 1 A , and ∆ is reflexive and composable, we have
⊓ ⊔

Proof of Theorem 2
Proof (Theorem 2). Let µ 1 , µ 2 ∈ GX and f, g : X → GY. Since ∆ is continuous, approximable, and finite composable, we obtain,
Regarding the first term of the last inequality, since m * n : X → J n where J n ∈ Fin, and ∆ α is continuous, we have ∆ α J n (Gm * n (µ 1 ), Gm * n (µ 2 )) ≤ ∆ α X (µ 1 , µ 2 ).
Concerning the second term, since m n ( j) ∈ X for any n and j ∈ J n , and k : I → X and ∆ β is continuous, we obtain
This completes the proof. ⊓ ⊔
Categorical Structures of Approximate Span-liftings
Proof (Theorem 3) . First we prove that if ∆ is functorial then the approximate spanlifting (−) ♯(∆,α,δ) forms an endofunctor on Span(Meas). We prove that for every Span(Meas)-
is an indeed a Span(Meas)-morphism. Let (ν 1 , ν 2 ) ∈ W(Φ, ∆, α, δ). The pair satisfies ∆ α Φ (ν 1 , ν 2 ) ≤ δ. Since the divergence ∆ α is functorial, we have ∆ α Ψ (G(l)(ν 1 ), G(l)(ν 2 )) ≤ δ. Thus, (Gl×Gl)| W(Φ,∆,α,δ) is indeed a measurable function from W(Φ, ∆, α, δ) to W(Ψ, ∆, α, δ). Then, the equalities
are obvious since G is a functor on Meas. Thus, the construction (3) is a mapping on Span(Meas)-morphisms. The functoriality is obvious by definition.
Second, we prove that if ∆ is reflexive and composable then, the approximate spanlifting (−) ♯(∆,α,δ) forms an A × R ∪ {−∞, ∞}-graded monad. We first prove that the components are well-defined.
We show the inclusion (α β and δ ≤ γ) is indeed a Span(Meas)-morphism for any span (X, Y, Φ, ρ 1 , ρ 2 ),
Since ∆ is an A-graded family of divergences, we have ∆ β ≤ ∆ α . This implies that there is the inclusion mapping W(Φ, ∆, α, δ) ֒→ W(Φ, ∆, β, γ) (obviously measurable). The equalities are obvious:
Therefore (4) is well defined.
We show that the unit is indeed a Span(Meas)-morphism for any span (X, Y, Φ, ρ 1 , ρ 2 ),
For
Thus, η Φ , η Φ is indeed a measurable function from Φ to W(Φ, ∆, 1 A , 0). The equalities
are obvious since η is a unit of the sub-Giry monad G. Thus (3) is well-defined. We show the graded Kleisli lifting defiend below is well-defined
for any morphism of spans (h, k, l) ∆,β,γ) is indeed a measurable function from W(Φ, ∆, β, γ) to W(Ψ, ∆, αβ, δ + γ). The equalities ∆,β,γ) are obvious because (−) ♯ is the Kleisli lifting of the sub-Giry monad.
Therefore, the components of graded monad structures are well-defined. It is easy to check the axioms of graded monad in [21, Definition 2.3] by using monad structure of the sub-Giry monad G since the graded monad structure of the approximate span-lifting is given by using the monad structure of G and restrictions.
Third, we prove that if ∆ is reflexive, composable, and additive then, the approximate span-lifting (−) ♯(∆,α,δ) is monoidal modulo grading. We show that for any pair (X, Y, Φ, ρ 1 , ρ 2 ) and (X ′ , Y ′ , Ψ, ρ ′ 1 , ρ ′ 2 ) of spans, the following morphism of spans is welldefined:
are obvious from the binaturality of dst. It is easy to check the axioms of double strengths by using double strength of the sub-Giry monad G. ⊓ ⊔
Adaptive Compositions
The notion of (k-fold) adaptive composition can be formulated as follows: let f :
cartesian product of Meas. We show that the composability of ∆ is stronger the adaptive composability. Suppose that ∆ reflexive, continuous and composable. Since (−) ♯(∆,α,δ) is a graded span-lifting with double strengths, the adaptive composition of the following two morphisms ( f 1 , f 2 , f 3 ) : Φ → Ψ ♯(∆,α,δ) and (g 1 , g 2 , g 3 ) : Ψ× Φ → Ω ♯(∆,β,γ) of spans is given by ( f 1 ⊲ g 1 , f 2 ⊲ g 2 , l) : Φ → (Ψ× Ω) ♯(∆,αβ,δ+γ) (we omit details of l). In the same way, we can prove the adaptive composability of differential privacy.
If f is (ε 1 , δ 1 )-DP, that is, there is a witness function l such that ( f, f, l) : Φ → Eq ♯(∆ DP ,ε 1 ,δ 1 ) Y , and g(y, −) is (ε 2 , δ 2 )-DP for any y ∈ Y, that is, there is a witness function
Proof of Lemma 3
Proof (Lemma 3). Consider h, k : X → GI. Let |I| = N. We may regard GI ⊆ [0, 1] N . We define a partition {C n j 1 ... j 2N } j 1 ,..., j 2N ∈{0,1,...,2 n −1} of X by
∅ . We next define m * n : X → J n and m n : J n → X as follows: m * n (x) is the unique element ( j 1 , . . . , j 2N ) ∈ J n satisfying x ∈ C n j 1 ,..., j 2N , and m n ( j 1 , . . . , j 2N ) is an element of C n j 1 ,..., j 2N . From the construction of {C n j 1 ... j 2N } j 1 ,..., j 2N ∈{0,1,...,2 n −1} , for any n ∈ N, x ∈ X, and i ∈ I,
In particular, for any i ∈ I, the sequences of functions {(h • m n • m * n )(−)(i)} n∈N and {(k • m n • m * n )(−)(i)} n∈N converge uniformly to h(−)(i) and k(−)(i) respectively. Hence, for any µ 1 , µ 2 ∈ GX, we have
Therefore,
Remark that the third equality in the above calculation is obtained from the continuity of the weight function f . We then conclude that ∆ f is approximable. ⊓ ⊔
Proof of Lemma 4
Proof (Lemma 4). The proof is almost the same as [33, Theorem 3] . Since D α and D β are continuous, it suffices to prove in finite discrete case. We denote by |p| the sum i∈I p i . We may assume |p| > 0 since if |p| = 0 then D α
Proof of Lemma 5
Proof ( Lemma 5) . Recall that if µ 1 µ 2 then D α X (µ 1 ||µ 2 ) = ∞. Hence, we may assume µ 1 ≪ µ 2 ≪ µ 3 without loss of generality (if not so, the right-hand side should be infinity). By chain rule of Radon-Nikodym derivative and Hölder's inequality,
Proof of Theorem 7
Proof (Theorem 7). We temporary fix α > 1. We consider a (R ≥0 , +, 0, ≤)-graded family ∆ zCDP+(α) = {∆ zCDP+(ξ,α) } ξ∈R ≥0 of the following divergences:
increasing or monotone decreasing, on each partition A i . Hence, inf x∈A i f ( dµ 1 dµ 2 )(x) is either f (inf x∈A i dµ 1 dµ 2 (x)) or f (sup x∈A i dµ 1 dµ 2 (x)). From the mean-value theorem for measures, we obtain
).
Since
Proof (Lemma 9). We fix a positive integer 1 ≤ K ∈ N such that 0 ≤ dµ 1 dµ 2 ≤ M. For given N ∈ N, we define the partition
Consider an arbitrary ε > 0. Since f is uniformly continuous on the closed interval [0, K], there are large enough N 2 ∈ N and the corresponding partition {A i } 2 N K i=0 such that Before we give the semantics of programs, we first give a type system for expressions, distributions, and programs. A typing context is a finite set Γ = {x 1 : τ 1 , x 2 : τ 2 , . . . , x n : τ n } of pairs of a variable and a value type such that each variable occurs only once in the context. The type system is largely standard, with two kinds of judgments: Γ ⊢ t e : τ states that expression e has type τ in context Γ, while Γ ⊢ p ν : τ states that ν is a distribution over τ in context Γ. The third judgment Γ ⊢ c states that program c is welltyped in context Γ, e.g., all guards are booleans, assignments are well-typed, etc. The expression typing rules are as follows:
x : τ ∈ Γ Γ ⊢ t x : τ Γ ⊢ t e 1 : τ Γ ⊢ t e 2 : τ Γ ⊢ t e 1 ⊕ e 2 : τ Γ ⊢ t e 1 : τ Γ ⊢ t e 2 : τ Γ ⊢ t e 1 ⊲⊳ e 2 : bool Γ ⊢ t e : real Γ ⊢ p Bern(e) : bool Γ ⊢ t e 1 : real Γ ⊢ t e 2 : real Γ ⊢ p Lap(e 1 , e 2 ) : real Γ ⊢ t e 1 : real Γ ⊢ t e 2 : real Γ ⊢ p Gauss(e 1 , e 2 ) : real
Forming Relation Expressions The judgment Γ ⊢ R Φ states that the relation expression Φ is well-formed in context Γ.
Γ ⊢ t e 1 ⊲⊳ e 2 : bool Γ ⊢ R e 1 1 ⊲⊳ e 2 2 Γ ⊢ t (e 1 ⊕ 1 e 2 ) ⊲⊳ (e 3 ⊕ 2 e 4 ) : bool Γ ⊢ R (e 1 1 ⊕ 1 e 2 2 ) ⊲⊳ (e 3 1 ⊕ 2 e 4 2 )
Inclusions of Relations.
We define the relation inclusions Φ =⇒ Ψ if Φ when the logical implication (Φ =⇒ Ψ ) is a tautology (similarly we define Φ ⇐⇒ Ψ ). For example, we have the following inclusion (assume Γ ⊢ t x : real):
((x 1 ≤ x 2 ) ∧ (x 1 ≥ x 2 )) =⇒ (x 1 = x 2 ).
Basic proof rules The basic proof rules are given in Figure 5 .
B.2 Denotational Semantics of pWHILE
To prove the soundness of span-apRHL we interpret pWHILE in Meas using the sub-Giry monad G. First, we interpret the value types bool, int, and real as the finite discrete space B = 1 + 1 = {true, false}, the countable discrete space Z = {0, 1, . . .}, and the Lebesgue measurable space R respectively. We interpret τ d as the product τ d , ⊢ x 1 ← e 1 ∼ ∆ 1 A ,0 x 2 ← e 2 : Φ{e 1 1 , e 2 2 /x 1 1 , and likewise we interpret a typing context Γ = {x 1 : τ 1 , x 2 : τ 2 , . . . , x n : τ n } as a product τ 1 × τ 2 × · · · × τ n .
To give a semantics to expressions, distribution expressions, and commands, we interpret their associated typing/well-formedness judgments in some context Γ. We interpret an expression judgment Γ ⊢ t e : τ as a measurable function Γ ⊢ t e : τ : Γ → τ ; for instance, the variable case Γ ⊢ t x : τ is interpreted as the projection π x : Γ → τ . Note that all operators ⊕ and comparisons ⊲⊳ are interpreted to measurable functions ⊕ : τ × τ → τ and ⊲⊳ : τ × τ → bool respectively. We omit more detail of interpretations of expressions. Likewise, we interpret a distribution expression judgment Γ ⊢ p ν : τ as a measurable function Γ ⊢ p ν : τ : Γ → G τ as follows:
Γ ⊢ p Dirac(e) : τ = η τ • Γ ⊢ t e : τ , Γ ⊢ p Bern(e) : bool = Bern( Γ ⊢ t e : real ), Γ ⊢ p Lap(e 1 , e 2 ) : real = Lap( Γ ⊢ t e 1 : real , Γ ⊢ t e 2 : real ), Γ ⊢ p Gauss(e 1 , e 2 ) : real = N( Γ ⊢ t e 1 : real , Γ ⊢ t e 2 : real ).
Finally, we interpret a command judgment Γ ⊢ c as a measurable function Γ ⊢ c : Γ → G Γ inductively by
Here, rw Γ | x : τ : Γ × x : τ → Γ (x : τ ∈ Γ) is an overwriting operation of memory ((a 1 , . . . , a k , . . . , a n ), b k ) → (a 1 , . . . , b k , . . . , a n ), which is given from the Cartesian products in Meas. The function br Γ : 2 × Γ → Γ + Γ comes from the canonical isomorphism 2 × Γ Γ + Γ given from the distributivity of Meas. To interpret loops, we introduce the dummy "abort" command Γ ⊢ null that is interpreted by the null/zero measure Γ ⊢ null = 0, and the following commands corresponding to the finite unrollings of the loop:
We define H by the composite of the bijection ( Γ + Γ )×( Γ + Γ ) 4×( Γ × Γ ) given from the distributivity of Meas, a canonical function 4×( Γ × Γ ) → 2×( Γ × Γ ) defined by ((b 1 , b 2 ), φ 1 , φ 2 ) → (b 1 , φ 1 , φ 2 ), and the bijection 2 × Γ Γ + Γ . Then the measurable function H • (g 1 × g 2 )| Γ⊢ R Φ forms a function from the relation part of Γ ⊢ R Φ to the one of Γ ⊢ R Φ ∧ b 1 + Γ ⊢ R Φ ∧ ¬b 1 satisfying (6) .
, id Γ , we conclude the soundness.
In the similar way as the first half of the above proof, we have the soundness of [case]. We may assume the preconditions are disjoint. We next prove that (h 1 , h 2 , (h 1 × h 2 )| Θ ) is a morphism of spans Θ → Eq ♯(D α , * ,αr 2 /2σ 2 ) R where Θ = Γ ⊢ R |e 1 1 − e 2 2 | ≤ r and h i = Γ ⊢ p Gauss(e i , σ 2 ) : real (i = 1, 2). We write g i = Γ ⊢ t e i : real (i = 1, 2). It is obvious that (g 1 , g 2 , (g 1 × g 2 )| Θ ) is a morphism of spans Θ → Φ. Since h i = f i • g i (i = 1, 2), the triple (h 1 , h 2 , (h 1 × h 2 )| Θ ) is indeed a morphism of spans Θ → Eq ♯(D α , * ,αr 2 /2σ 2 )
Since Γ ⊢ x i $ ← − Gauss(e i , σ 2 ) = Gk i • st Γ ,R • id Γ × h i (i = 1, 2), we conclude the soundness of [RDP-Gauss]:
( Γ ⊢ x 1 $ ← − Gauss(e 1 , σ 2 ) , Γ ⊢ x 2 $ ← − Gauss(e 2 , σ 2 ) , l) = (k 1 , k 2 , (k 1 × k 2 )| ( Γ × Γ )×Eq R ) ♯(D α , * ,αr 2 /2σ 2 ) • (st Γ ,R , st Γ ,R , (st Γ ,R • (π 1 × π 1 )) × (st Γ ,R • (π 1 × π 1 )) | ( Γ × Γ )×W(Eq R ,D α , * ,αr 2 /2σ 2 ) )
♯(D α , * ,αr 2 /2σ 2 ) .
⊓ ⊔
As we mentioned, similarly, soundness of other mechanism rules follows from results of previous researches such as [ 
