In multichannel spatial audio coding (SAC), the accurate representations of virtual sounds and the efficient compressions of spatial parameters are the key to perfect reproduction of spatial sound effects in 3D space. Just noticeable difference (JND) characteristics of human auditory system can be used to efficiently remove spatial perceptual redundancy in the quantization of spatial parameters. However, the quantization step sizes of spatial parameters in current SAC methods are not well correlated with the JND characteristics. It results in either spatial perceptual distortion or inefficient compression. A JND-based spatial parameter quantization (JSPQ) method is proposed in this paper. The quantization step sizes of spatial parameters are assigned according to JND values of azimuths in a full circle. The quantization codebook size of JSPQ was 56.7 % lower than one of the quantization codebooks of MPEG surround. Average bit rate reduction on spatial parameters for standard 5.1-channel signals reached up to approximately 13 % compared with MPEG surround, while preserving comparable subjective spatial quality.
data rate 128 kbps used to compress all the channel data, the data amounts will still reach up to 10 G bits for an hour's 22.2-channel signals, which are often not affordable for the storage device and transmission bandwidth in real application. So high-efficient compression schemes for multichannel audio signals play an important role on popularization of current 3D multichannel audio systems.
Spatial audio coding (SAC) [5] has been an ongoing research topic in recent years for the high-efficient compression performance. SAC represents two or more channel signals as one or two downmix signals, accompanied with spatial parameters extracted from channels to model spatial attributes of the auditory scene generated by original channel signals. With the increasing channel number, the total amount of coded information does not notably increase in SAC compared with conventional stereo or multichannel audio coding schemes.
In multichannel audio systems, the virtual sounds are widely distributed in space and a large amount of complex spatial information is contained. It is not that easy to find a few finite spatial parameters to comprehensively represent all spatial attributes of the auditory scene in multichannel system. Many aspects might be very important, such as the basic audio quality, auditory spatial image, auditory object location/width, ambience, listener envelopment, etc. [6] . Many processes in multichannel system might add artifacts to these aspects and need to be optimized, such as multichannel downmixing, quantization of the downmix, and 3D reproduction. For example, the downmix signals in SAC are closely related to both basic and spatial audio quality and often encoded by an outstanding perceptual encoder such as AAC [7] to ensure basic quality.
Although there may be many complex spatial parameters associated with spatial quality, and the exact spatial location of perceived sound may be not the most important aspect in a multichannel system, the accurate representation and efficient compression of spatial information of virtual sound is still very important to the perfect and vivid reconstruction of spatial sound effects in SAC. In the general SAC methods, spatial parameters mainly include spatial parameters between two channel signals such as inter-channel level difference (ICLD) and inter-channel time difference (ICTD) [5] , as well as spatial parameters among more than two channel signals such as azimuths of virtual sound images, which are closely related to the spatial location of virtual sound.
In recent years, lots of research achievements in spatial psychological acoustics model have contributed a lot to the development of SAC. The spatial perceptual features of human auditory system, for example, the perceptual sensitivity limits of human auditory system, have played important roles in the perceptual redundancy removal of spatial parameter quantization in SAC. The change of sound property (for instance, the direction or location of sound) has to reach a certain amount to be detectable for the human auditory system, and such required minimum detectable change is often referred to as just noticeable difference (JND) [8] [9] [10] [11] . Although not all the spatial perceptual aspects of the human auditory system have the JND characteristics, and for most spatial perceptual aspects the JND characteristics are still not very clear at present, many researches have been done on the directional perceptual JND characteristics of the human auditory system. And the relevant research results have been used in the perceptual redundancy removal of spatial parameter quantization in general SAC methods. Thus, with the perceptual characteristics of JND, if the spatial distortion caused by quantization errors of spatial parameters can be limited below the JND thresholds, then the quantization is almost perceptual lossless.
Related work
The spatial perceptual features of human auditory system have played important roles in the perceptual redundancy removal of spatial parameters in SAC. Early in 1877, Strutt has stated that binaural cues take the leading role in the human auditory system in the judgment of sound direction in horizontal plane [12] . Binaural cues are mainly due to the comprehensive filter action of reflection, absorption, and attenuation in the transmission process of sound; thus, the sounds that arrive at humans' two ears are different from each other and also different with the original sound. The major binaural cues include interaural level difference (ILD), and iInteraural time difference (ITD). In the case of playback with headphones, the signals played out of the headphones are almost the same with the signals that arrive at the human ears. Thus, the inter-channel cues (also called spatial parameters, such as ICLD) are almost the same with inter-aural cues (also called binaural cues).
As for the auditory scene reproduced by stereo loudspeaker system, without considering the transmitting procedures of sound from loudspeakers to ears, inter-channel cues can be regarded as approximations of binaural cues. For example, one of the most important spatial parameters ICLD can be regarded as an approximation of interaural level difference (ILD) [11] . Then the spatial perceptual features of binaural cues (such as JND of ILD) can be used as a reference in the quantization of spatial parameters (such as ICLD) to remove perceptual redundancy. These spatial hearing characteristics of human auditory system were used in the first SAC framework Binaural Cue Coding (BCC) to reconstruct spatial effect in stereo signal with a bit rate of only 2 kbps for spatial parameters [13, 14] .
However, the spatial parameters are uniformly quantized in BCC, which means that the quantization step sizes between different quantization codewords are the same. But in fact, the perceptual sensitivities for different cues in human auditory system are not the same. For example, the JNDs of ILDs with different values are not the same [15] . When ILD is 0 dB, this ILD has the smallest JND that is about 0.5 dB. As absolute ILD increases, JND increases too. For ILD of 15 dB, the JND amounts to about 2 dB. So as not to introduce audible spatial distortion, the quantization errors of spatial parameters should be controlled below JNDs. Different spatial parameters with different JNDs should be assigned with different quantization step sizes.
Ignoring the transmitting procedures from sound source to ears with earphone or stereo audio system, ICLD can be regarded as an approximation of ILD. In this case, the JND characteristic of ILD can be referred in the quantization codebook design of ICLD. Thus, in parametric stereo (PS), the uniform quantization of spatial parameters are replaced by nonuniform quantization according to the perceptual sensitivity attributes of interaural cues. Different quantization step sizes are set between quantization codewords. For example, small quantization steps are assigned to ICLDs with small JNDs. For ICLD value of 0 dB, the quantization step size is the smallest. As for bigger ICLD values, the quantization step sizes are bigger.
With the nonuniform quantization of spatial parameters, PS was known as one of the most efficient stereo coding schemes and was standardized as MPEG-4 AAC Plus v2 or 3GPP Enhanced AAC+ (E-AAC+) [16, 17] .
SAC was extended from stereo to multichannel signals and standardized as ISO/MPEG multichannel coding standard MPEG surround [15] . With two kinds of elementary coding blocks one-to-two (OTT) or two-tothree (TTT), multichannel signals are combined pairwise or per three channel signals to form coding tree structures. OTT/TTT referring to two/three channel signals are represented as one/two downmix accompanied with extracted spatial parameters. Each OTT block has the same coding procedure as in PS, as well as the same quantization methods of spatial parameters as in PS. All OTT blocks for different channel pair signals share the same quantization codebooks of spatial parameters.
Although ICLD can be regarded as an approximation of ILD ignoring the transmission filter procedures in earphone or stereo audio system, the transmission procedures are not ignorable in multichannel audio systems. Owing to the filter function of transmission process from multiple loudspeakers to ears, significant differences exist between inter-channel cues and interaural cues in the case of playback with loudspeakers. For example, with two loudspeakers with azimuths −110°and 30°, the difference of ICLD and corresponding ILD could be up to 55 dB [18] .
The correlations of inter-channel parameters and interaural cues (such as ICLD and ILD) closely depend on the location of loudspeaker pairs. In the case of loudspeaker pairs with arbitrary locations in multichannel systems, there are significant differences between ICLD and ILD, which cannot be treated as the approximation correlation. It is obviously inappropriate to design quantization codebook for ICLDs of arbitrary channel pairs uniformly according to JND of ILD. The same quantization codebooks for spatial parameters of channel pairs in different directions will definitely degrade the spatial quality.
Besides JND of binaural cues often used to analyze the spatial perceptual sensitivity of human auditory system, the JND of sound angle change (also referred to as minimum audible angle, MAA) has also been investigated by lots of previous researchers. Early in 1958, Mills presented a classic method to measure the JND of human auditory system when sound angle changed [10] . The experimental measurements showed that for the sounds with frequencies from 500-3700 Hz located in front of subjects, when the sound azimuths changed about 1-3.1°, the subjects can just notice the change.
Supposing the JND values for all azimuths in a circle of 360°are a fixed value 3°, Choi designed a quantization codebook of spatial parameters. Owing to the different configurations of different loudspeaker pairs (such as the different interval angel between each two loudspeakers), Choi designed a specific quantization codebook for each specific loudspeaker pair in 5.1 loudspeaker system. However, the quantization codebooks had no essential differences with MPEG surround [19] .
It is known that the ICLD value between two channel signals may be any value from 0 to infinite. When ICLD reaches some threshold, even if ICLD continues to increase, the spatial sound image will limitlessly approach one of the two loudspeakers but never go outside of the region between two loudspeakers. No matter how ICLD changes, the spatial sound image will always locate between two loudspeakers. Although ICLD may be infinite values without threshold, but the azimuth of virtual sound image has threshold and can only be value between −180°and 180°in a circle.
Thus, instead of spatial parameter ICLD between channel pair to represent spatial direction of virtual sound, Cheng proposed to extract the azimuth of virtual sound as spatial parameter. Cheng designed three different quantization codebooks for azimuths in three regions: front, side, and rear regions [20] . The quantization resolutions of azimuths in three regions were different. But in each region, the azimuth quantization resolution was uniform. The front region (from −30°to 30°) had the smallest quantization step sizes with two kinds of quantization resolution 2°or 3°. The quantization resolution for side regions (from 30°to 110°, or from −30°to −110°) were 6.6°/20°. As for the rear region from −110°to 110°, the azimuth resolutions were fixed 17.5°/35°. Since the azimuth quantization errors of Cheng's method were much bigger than the azimuthal JNDs, obvious perceptual distortion of spatial quality was introduced.
To improve the spatial quality of multichannel spatial audio coding, Elfitri presented a closed-loop encoding system applied on MPEG surround [21] . The closedloop procedure inversely quantized downmix and spatial parameters at the encoder to get decoded signals and then obtained new residual signals between original and decoded signals. The improved spatial quality mainly benefited from the accurate extraction of residual signals, however, had nothing to do with the quantization method of spatial parameters. Meanwhile, the closed-loop procedure will significantly increase the computational complexity at the encoder.
The abovementioned spatial audio coding methods are mainly based on the elementary mechanism of parametric stereo and focus on the quantization of spatial parameters between two channel signals. The inter-channel spatial parameters such as ICLD can be extracted from only two channel signals. Cheng proposed a method to extract the azimuth of virtual sound from an arbitrary number of loudspeaker signals [22] . In Cheng's method, downmix signal of multichannel signals were obtained as the signal of virtual sound source. Then, the signal and the azimuth of virtual sound source were coded. It seemed similar with what spatial audio object coding (SAOC) schemes do [23, 24] . But they are different in fact. The spatial parameters in SAC represent spatial information of virtual sound. However, the parameters in SAOC are correlation parameters between audio object signals, which have nothing to do with the spatial location information of sound. The quantization of parameters in SAOC is beyond the scope of this paper. Cheng designed uniform quantization codebooks with fixed step sizes of 2°or 3°for azimuths in horizontal plane. Since high quantization resolution of azimuths in Cheng's method, the quantization codebook sizes for azimuths in a full circle were almost twice or triple of that in MPEG surround and resulted in high bit rates of spatial parameters [22] .
Since Mills' experiments conducted to get azimuthal JND in 1958, lots of experiments have been conducted by researchers to study the directional perceptual sensitivity of human auditory system. The results showed that when sound was located in front of subjects in a horizontal plane (where sound azimuth was 0°), azimuthal JND was the smallest; when sound azimuth increased, JND increased too; when sound azimuth was 90°or −90°(sound was located at the sides of subjects), JND was the biggest; azimuthal JND of the rear sound was almost twice that of the front sound [25] [26] [27] .
With the different JNDs for different azimuths, different azimuths in a full circle should be assigned with different quantization step sizes according to azimuthal JND data. The azimuthal JND characteristics were used in the quantization method of spatial parameters as a first attempt in [28] . An adaptive quantization scheme of spatial parameter ICLD according to arbitrary loudspeaker configurations was proposed. However, the spatial parameter ICLD was still extracted from channel pair signals. The quantization method for spatial parameters extracted from multichannel signals was not discussed in detail. The objective and subjective experiments about quantization performance was limitedly discussed and mainly compared with MPEG surround.
In this paper, the quantization of spatial parameters between two or more channel signals are both discussed. The main contributions and works include the following: to accurately represent the virtual sound, a method to estimate spatial parameter azimuth and the signal of virtual sound from an arbitrary number of loudspeakers was proposed; an azimuthal JND based spatial parameters quantization method (JSPQ) was proposed; and the generation procedure of azimuth quantization codebook was elaborated in details. The quantization of spatial parameter is more consistent with the JND values of azimuths in a full circle, and thus, perceptual redundancy of spatial parameter can be efficiently removed with coding bit rate as low as possible. Objective experiments and subjective evaluation were conducted to confirm that the proposed JSPQ outperformed reference quantization methods of spatial parameters in the respects of codebook sizes, quantization errors, coding bit rates, and spatial qualities.
Spatial audio coding

Codec structures of SAC
According to the extraction method of spatial parameter, there are mainly two kinds of coding structures for highefficient multichannel SAC. One typical representative is the tree-structured layer-by-layer coding schemes such as in MPEG surround [15] and MPEG 3D audio standard [24] . Take MPEG surround for example; after T/F transformation, multichannel signals are combined pairwise or per three channel signals using elementary coding blocks (OTT or TTT). As illustrated in Fig. 1 , spatial parameters (ICLD, ICC, etc.) and downmix signals are acquired in each OTT blocks before quantization in the encoder. In the decoder, decoded downmix signals and spatial parameters are processed in inverse OTT blocks to get recovered multichannel T/F signals. In each OTT or TTT block in the cascaded tree structure, a set of spatial parameters are extracted from different channel signals or downmix signals. However, for each kind of spatial parameter (such as ICLD), the same quantizer is used as applied in parametric stereo coders.
The other type of spatial audio coding structure is based on virtual sound source information representation as in Fig. 2 [22] . Given that only one virtual sound source generated by loudspeakers exists for each time-frequency bin, multichannel signals can be represented with a virtual sound source with its spatial location information. The signal and location information of the virtual sound source can be extracted from an arbitrary number of loudspeaker signals in encoder. With inverse-quantized information of virtual sound in decoder, virtual sound can be reproduced by general panning techniques such as vectorbased amplitude panning (VBAP) [29] , or Ambisonics techniques such as higher order Ambisonics (HOA) [30] to get recovered multichannel T/F signals.
The proposed JND-based spatial parameter quantization methods (JSPQ) in this paper are independent of the SAC structure. Thus, the modified quantization methods for spatial parameters ICLD and azimuth can be used as substitutions respectively in these two types of SAC structures.
Quantization of spatial parameters
ICLD is one of the most important spatial parameters to represent the direction information of virtual sound image and is commonly used in SAC such as E-AAC+ [17] and MPEG surround [15] . In MPEG surround for coding multichannel signals, ICLD values are extracted from pairwise channel signals pair by pair among all channels. Given the frequency amplitude of two loudspeakers, X 1 (k) and X 2 (k), respectively, k is the index of frequency bin and ICLD can be calculated in each frequency Bark band b (b ∈ {0, 1, 2, .., 23}) as:
Except ICLD, the azimuth of virtual sound is also commonly used as one of the spatial parameters as in [22] , especially used for more than two loudspeakers. The azimuth of virtual sound extracted from two loudspeaker signals by:
in which g L and g R are the gain parameters of two loudspeakers signals, and θ is half the intersection angle between two loudspeakers. Given there is only one sound source that can be perceived by human auditory system in each frequency bin, ICLD and azimuth can be converted to each other under the condition of two loudspeakers. The quantization codewords distribution of spatial parameters ICLDs and azimuths in different methods Researches about the directional perceptual sensitivity of human auditory system showed that: humans have different azimuthal JNDs for sound in different directions. The smallest azimuthal JND corresponds to front directions, bigger JND for rear directions and biggest azimuthal JND for side directions [8] [9] [10] [11] . According to the azimuthal JND features of human auditory system, the azimuths with small JNDs allow small quantization errors, the azimuths with big JNDs allow big quantization errors. The quantization step sizes of front azimuths should be the smallest. The quantization step sizes of side azimuths should be the biggest.
But it can be observed from Fig. 3 that the previous quantization methods of spatial parameters are not correlated well with the azimuthal JND. It is evident that there are four regions that are obviously filled with dense solid lines both in Fig. 3a , c, which correspond to the four loudspeakers's locations (L, R, Ls, Rs) in 5.1 audio system. The quantization codewords around the four loudspeakers are the densest in Fig. 3a , c. In Fig. 3a, b, d and e, the most sparse distribution of codewords all lie in rear regions. In Fig. 3f , all the azimuth codewords are equally spaced for the uniform quantization with fixed step sizes. Thus, the quantization step sizes of spatial parameters in current SAC methods are not in coincidence with the JND Fig. 3 Quantization codewords distributions in different methods. a High resolution quantization of spatial parameters in MPEG Surround [15] , denoted as MPEG_H; b Low resolution quantization of spatial parameters in MPEG Surround [15] , denoted as MPEG_L; c Choi's method [19] ; d High resolution quantization in Cheng's method [20] , denoted as Cheng_H; e Low resolution quantization in Cheng's method [20] , denoted as Cheng_L; f Low resolution quantization in SLQP [22] , denoted as SLQP_L characteristics of different azimuths in a full circle. These quantization methods of spatial parameters will result in either spatial perceptual distortions of virtual sound images, or inefficient compressions of spatial parameters.
The intention of this paper is to effectively use the characteristic of azimuthal JND to design the quantization of spatial parameters. Thus, in the proposed quantization codebook, front azimuths with small JND will have small quantization steps, side azimuths with big JND will have big quantization steps, and rear azimuths will have medium quantization steps.
Proposed quantization methods of spatial parameters
In SAC, spatial parameters are extracted from channel signals to represent the spatial information of virtual sound source generated by loudspeakers. The most important spatial parameters extracted in SAC schemes often include azimuth of virtual sound generated by multiple loudspeakers and ICLD between channel pairs. The perceptual lossless coding of spatial parameters is the important guarantee of spatial quality for the spatial sound reproduction in decoder.
Derivation and quantization of azimuth
Estimation of virtual sound source
With multiple correlated sound signals simultaneously rendered by two or multiple loudspeakers, humans can only perceive a summing virtual sound. Regarding the human head as a rigid sphere and without considering the effect of the head on the sound transmission, the sound field around listener generated by loudspeakers can be approximatively equivalent to the sound field generated by a real sound at the location of virtual sound. Given a fixed frequency, if the sound field in the head region can be approximatively reproduced with multiple loudspeakers, then the sounds at a human's two ears in reproduced sound field will be approximatively equivalent to those in the original sound field. In sound reproduction, two essential properties, sound pressure and particle velocity [1] , are often used to describe the properties of sound field. The total sound pressure and particle velocity at the listening point (center of listener's head) generated by multiple loudspeakers are approximatively equivalent to those by the single sound (or loudspeaker) at the location of virtual sound. With the peer properties of reproduced sound field by multiple loudspeakers and the sound field by original single sound source, the virtual sound generated by multiple loudspeakers can be taken as the original single sound and estimated from multichannel signals.
Since particle velocity is highly correlated with the direction of arrival of sound, the azimuth of virtual sound source can be estimated from loudspeaker signals based on the equations of particle velocity in two sound fields [1] .
After 1024-point short time Fourier transform (STFT) with 50 % overlapped window is applied in each frame of each channel signal, the virtual sound source is estimated in each frequency bin. Given loudspeakers with azimuths and distances to the coordinate system's origin in Fig. 4 , the total sound particle velocity vector at the coordinate system's origin as the listening point generated by M loudspeakers of frequency bin k can be written as:
where A is the proportionality coefficient relevant to sound transmission, X m is the amplitude of loudspeaker S m of frequency k, m is loudspeaker index,m ∈ {1, 2, .., M}, M ≥ 2, θ m is the azimuth of loudspeaker S m , r m is the distance from loudspeaker S m to the receiving point, i is imaginary unit, k wn is the wave number, k wn = 2πk c , k is frequency, and c is sound speed. Given a sound source S 0 with azimuth θ 0 and distance r 0 to the coordinate system's origin in Fig. 4 , the particle velocity vector generated at the coordinate system's origin as the receiving point is written as:
If the virtual sound source generated by loudspeakers is located with azimuth θ 0 and distance r 0 to the coordinate system's origin, then
Fig. 4 Virtual sound image generated by loudspeaker pair in the coordinate system holds. Given the loudspeakers arranged on a sphere surface with the same distance to the coordinate system's origin as the receiving point, the azimuth of the virtual sound can be obtained as [31] :
The estimation of virtual sound includes azimuth, as well as the signal estimation of virtual sound. To keep the same energy of virtual sound signal with total energy of original loudspeaker signals, the signal of virtual sound can be estimated as: Figure 5 illustrated the sound fields (expressed with sound pressure) around listener's head region generated respectively by two loudspeakers and single loudspeaker at the location of estimated virtual sound. It can be deduced from Fig. 5 that the sounds at the listener's two ears in the two sound fields are approximate.
Thus, the multichannel signals are expressed with the virtual sound signal as well as spatial information. The virtual sound signal can be coded with conventional mono perceptual codec, such as AAC, and then transmitted to the decoder. The spatial parameter azimuth will be coded as side information and transmitted to the decoder.
The coding method of azimuth is mainly concerned and analyzed in the following subsections.
Quantization of azimuth
For any azimuth in a circle of 360°, if the azimuth is quantized with quantization error below the corresponding azimuthal JND (or MAA), then the azimuth is perceptually losslessly quantized. This is the original intention of the proposed quantization method.
Given the quantization value of some azimuth is C, and the JND of C, then the quantized interval region of C can be computed. All azimuths in the quantized interval region should be quantized as C and the biggest quantization error of all azimuths would not be bigger than their JNDs. If the whole circle of 360°is divided to these quantization interval regions adjacent to each other, then all azimuths can be perceptually losslessly quantized.
The azimuthal JND data can only be obtained by subjective listening tests. The JND data obtained by different listeners are different. The listening environments also influence the test results for the same listener. Thus, the final JND data is often an average among multiple listeners. Meanwhile, owing to the operation limitation, it is impractical to get JND data of all azimuths by practical listening tests. A few of typical azimuths with limited resolution are often used for listening tests. Thus, the JND data obtained from the listening tests often contain a finite number of sparsely distributed values and need to be interpolated to get higher resolution JND data. JND data in our previous research [32] are used in the following experiments. Since the JND data obtained from the tests are angles with one decimal place, JND data are interpolated at a resolution of 0.1°for azimuths from 0°F ig. 5 Sound fields (expressed with sound pressure) in the zone of 0.1 m*0.1 m around mimic human heads (two big red circles) in the horizontal plane, different color levels represent different sound pressure levels, and small red circles correspond to the center of head and two ears. a Sound field generated with two loudspeakers (azimuth 60°, −60°; elevation 0°, 0°; radius 2.5 m, 2.5 m; 1000 Hz signal with gains 0.518 and 1.316, respectively, allocated to two loudspeakers). b Sound field generated with one loudspeaker at the estimated location of virtual sound generated by two loudspeakers in (a) (front) to 180°(rear) in the horizontal plane before the quantization codebook design.
JND data of azimuths were often incrementally obtained in subjective audiometries from 0°to 180°. Given an azimuth A n between 0°and 180°, with the increase of A n , if the directional difference between the sound with azimuth A n and A n+1 = A n + a was just noticeable by the listener in the subjective audiometry, JND of azimuth A n is JND_A n = a. This can be expressed as A n+1 = A n + JND_A n or A n = A n+1 − JND_A n . With these, we can get the quantization codebook of azimuths with the procedures as follows.
At first, the first quantization value is selected as a start point value. One of the azimuths whose JND is the biggest is selected as one quantization value C 0 = angle(max(JND_A n )) and set as the start point. JND_A n is the JND value of azimuth A n , n ∈ { 0°,0.1°,0.2°,..,180°}. In general, C 0 = 90°. There are two different procedures from C 0 to get all other quantization values. One procedure begins from C 0 to get the quantization values between C 0 and 180°, named backward procedure. Another procedure begins from C 0 to get the quantization values between 0°and C 0 , named forward procedure. In the two procedures, all quantization values between C 0 and 180°and the interval region of each quantization value are obtained.
In the backward procedure, quantization values of azimuths are obtained from C 0 to 180°. For quantization value C i (C i =C 0 at the beginning), one of the endpoints I i (i ≥ 0) of quantization interval region is calculated as
If C i + JND_C i > 180°, then set I i = 180°and end up the procedure. Afterwards, the quantization value C i+1 next to C i is obtained by
If I i + JND_I i > 180°, then set C i+1 = 180°and end up the procedure. In the same way, the other endpoint of quantization interval region for C i+1 is calculated as
Then, the interval region of C i+1 is [ I i , I i+1 ). All the azimuths in this interval region will be quantized as quantization value C i+1 . The backward procedure ends up when I i or C i reach 180°.
In the forward procedure, quantization values of azimuths are obtained from C 0 to 0°. For quantization value C i (C i = C 0 at the beginning), the other endpoint I i (i ≥ 0) of quantization interval region can be obtained to meet
If C i − JND_I i < 0°, then set I i = 0°and end up the procedure. Afterwards, the quantization value C i+1 next to C i can be obtained to meet
If I i − JND_C i+1 < 0°, then set C i+1 = 0°and end up the procedure. The forward procedure ends up when I i or C i reach 0°.
Together with all C i and C i in the above two procedures, we can get the whole quantization codebook for azimuths from 0°to 180°. For the approximate bilateral symmetry, the obtained codebook from one side region (from 0°to 180°) can be duplicated for the other side region (from 0°t o −180°) and finally get the azimuthal codebook of the full circle of 360°.
Such procedure can be illustrated in Fig. 6 , for example. Generally, C 0 = 90°corresponding to the side of human head. The right endpoint of quantized interval for C 0 is calculated as I 0 = C 0 + JND_C 0 . The next quantization value C 1 is calculated as C 1 = I 0 + JND_I 0 . Similarly, I 1 is calculated and the quantized interval of C 1 is [ I 0 , I 1 ).
Azimuth distribution in quantization codebook
In the proposed JND-based spatial parameters quantization method (JSPQ), the quantization codebooks of spatial parameters are relevant to the direction information of virtual sound source. The quantization codewords densities are dependent on azimuthal JNDs. Small quantization step sizes are assigned for azimuths with small JNDs. Big quantization step sizes are assigned for azimuths with big JNDs. This is the main difference between proposed JSPQ and previous quantization methods of spatial parameters. Since spatial parameters are to represent the direction information of virtual sound source, the direction information are expressed as azimuths on a circle as illustrated in Fig. 7 . With the same symbols as in Fig. 3 , each red point on the circle represents one quantization codeword of azimuth, and every two adjacent solid lines form the quantization interval region for the inside quantization codeword. The azimuths on the circle in the quantization interval region will be quantized as the inside quantization codeword.
With essential differences with previous methods in Fig. 3 , the illustration of JSPQ in Fig. 7 shows that relative denser quantization codewords are assigned to the front region, fewer quantization codewords are for rear region, and the distribution of quantization codewords for side region are the most rare.
Coding of quantization index
After azimuths are quantized as quantization codewords according to the quantization codebook, the quantization indices of quantization values will be further coded. Owing to the short-time stationary of most sound signals, the sound location information in the same frequency bin in two adjacent time frames will not change rapidly. The difference between the virtual sound azimuths in each two adjacent time frames will fluctuate in a tiny range. Thus, differential Huffman coding will benefit the quantization indices compression. Both natural binary coding and differential Huffman coding are used in JSPQ to code the quantization indices of azimuths. The quantization index of azimuth of each time-frequency bin for the first time frame, index_q, is coded by natural binary coding with 6 bits. From the second to the last time frame, the difference of quantization index in each two adjacent time frames is calculated: (15) in which tf is the index of time frame, tf > 1, k is the index of frequency bins, k = 0, . . . 23, and index_q(tf , k) is the quantization index for azimuth of frequency bin k in time frame tf. Then, diff _index(tf , k) is coded with Huffman coding.
Quantization of spatial parameter ICLD
In the case of two loudspeakers, both azimuth and ICLD can be extracted from two channel signals as spatial parameters to represent direction information of virtual sound images. Since ICLD can be converted to azimuth, the quantization of ICLD can be easily achieved based on the quantization codebook of azimuth as the process procedure illustrated in Fig. 8 .
In the encoder, ICLD can be calculated with two loudspeaker signals by Eq. (1). In each frequency subband, azimuth from Eq. (8) can also be expressed with the signals and azimuths of two loudspeakers as: 
Azimuth θ 0 is quantized according to the quantization codebook of azimuths to get the quantization index. Then, natural binary coding or differential Huffman coding is used to code the quantization index. In the decoder, the azimuth is inversely quantized and converted to retrieve ICLD. Further details are not discussed in this paper (for details, see [28] ).
Experiments
Objective and subjective experiments were conducted to verify the effectiveness and performance of proposed JND-based spatial parameters quantization method (JSPQ). Reference methods include quantization methods of spatial parameters in MPEG surround [15] , Choi's [19] , SLQP [22] , and Cheng's methods [20] . There are three objective experiments conducted to compare the quantization codebook sizes, spatial distortions, and coding bit rates of spatial parameters in different methods. Subjective experiments aimed to evaluate the spatial quality of different quantization methods for spatial parameters, in which listeners need to rank the perceived spatial quality of audio excerpts encoded and decoded with different quantization methods against the original unprocessed audio excerpts. The specific experimental methods and audio materials are described in detail in the following subsections.
Comparison of quantization codebook sizes
The codebook sizes of spatial parameters directly determine the bit rates required for transmission of spatial parameters. In the current experiment, the codebook sizes required for quantization of spatial direction information in a circle of 360°at horizontal plane were compared between proposed JSPQ and reference quantization methods.
In MPEG surround and Choi's quantization methods, the main spatial parameters used to represent the spatial direction information are ICLDs. In Cheng's method and SLQP, the spatial parameters used to represent the spatial direction information are azimuths. Thus, reference quantization codebooks include quantization codebooks of ICLDs in MPEG surround and Choi's method, as well as quantization codebooks of azimuths in Cheng's method and SLQP.
Since ICLD is computed from channel pair signals, four channel signals (L, R, Ls, Rs) in standard 5.1 loudspeaker system are pairwise used to extract ICLD in this experiment, as illustrated in Fig. 9 . ICLD values are extracted, respectively, with four channel pair signals (L&R, L&Ls, Ls&Rs, R&Rs) to represent spatial direction information in the whole circle of 360°at horizontal plane. The quantization codebooks of ICLD for these four channel pair signals are compared among different methods.
The extraction of azimuth from channel signals does not depend on channel pair signals. The number of channel signals used to extract azimuth of virtual sound can be two or more. In this experiment, the same channel pair signals are used for the extraction of azimuth as for ICLD. The quantization codebooks of azimuths for channel pair signals are compared among different methods.
To represent spatial direction information in a circle of 360°at horizontal plane, the total number of quantization codewords (codebook sizes) for spatial parameters ICLD and azimuth in different methods are illustrated in Fig. 3 . Meanwhile, the respective codebook sizes in different regions (front, side, and rear) are also illustrated. As for MPEG surround, SLQP, and Cheng's method, each of them offers two kinds of quantization codebooks: one is coarse quantization with low precision and another is fine quantization with high precision. The quantization codebooks with low and high precision are distinguished with L and H, respectively, in Fig. 10 .
The quantization method of spatial parameters in MPEG surround comes from that in E-AAC+ for stereo signals. Thus, the quantization codebooks for spatial parameter ICLD of arbitrary channel pairs are the same, no matter where the loudspeaker pairs are, and no matter how big the intersection angle between two loudspeakers is. Each channel pair signal needs 15 and 30 ICLD values to quantize spatial direction information between two loudspeakers for coarse quantization and fine quantization, respectively. Given four loudspeakers located in a circle, the total numbers of ICLD values to quantize spatial direction information in circle are 60 and 120 for coarse quantization and fine quantization, respectively.
In SLQP, uniform quantization codebooks are used for spatial parameters azimuths. There are two quantization step sizes 3°and 2°for coarse quantization and fine quantization, respectively. Thus, the quantization errors of azimuths will not exceed 1.5°and 1°, which are much smaller than JND values of most azimuths. Significant perceptual redundancies in the quantization for azimuths surely exist, which leads to inefficient compressions of spatial parameters.
In Cheng's two quantization codebooks, the total numbers of azimuths are 32 and 64 for coarse and fine quantization, respectively. The quantization step sizes are nonuniform for azimuths in different directions. It is well known that the JND values of azimuths at the rear are smaller than that at side regions. But in Cheng's two quantization codebooks, contrary to what one might suppose, the total number of quantization azimuths at the rear region is much less than that at side regions. There are only three or seven quantization values for azimuths in the range of 140 degrees from −110°to 110°. These coarse quantization for spatial direction information will definitely result in obvious spatial perceptual distortions.
In the quantization codebook of proposed JSPQ for azimuths, small step sizes are set for front and rear regions, and big step sizes are set for side region. Fewer quantization values are set for azimuths at side regions compared with most of the other methods. The codebook size of JSPQ is smaller than most of other methods, which decreases by 13.3 and 56.7 % compared with two codebooks of MPEG surround and decreases by 56.7 and 71.1 % compared with SLQP's two codebooks.
Comparison of quantized azimuthal errors
The quantization error of directional information will directly influence the perceptual spatial quality. In this experiment, the absolute quantized errors of azimuths in a half circle of 360°were calculated with different quantization methods. The azimuths from 0°to 180°in horizontal plane (0°corresponds to the front) were chosen with intervals of 0.1°in the calculations. There are 1801 azimuths in total. The absolute quantized error of azimuth is calculated by
in which C q is the quantized value of azimuth A, A ∈ {0°, 0.1°,0.2°,. . .,180°} , q ∈ {0, 1, 2, . . . , 180}. The local maximums of quantized azimuth error with different methods are computed and compared with azimuthal JND data in Fig. 11 . The data of JND curve come from [32] and are used as references to evaluate the perceptual distortion of azimuthal quantization. Quantized error that is bigger than JND will induce perceptual distortion, and smaller quantized error than JND means perceptual redundancy exists.
Owing to the compact quantization step sizes in SLQP, the quantization errors are the smallest. The quantization errors are much smaller than JND, and it means that obvious perceptual redundancies exist and will lead to inefficient compressions of spatial parameters.
The biggest quantization errors were caused by Cheng's quantization method with lower precision. Most of the quantization errors of azimuths are much bigger than JND. Especially in the rear region, the biggest azimuthal error even exceeds 17°. It will lead to significant spatial distortions with Cheng's methods.
As for other reference methods, most quantization errors in front region are smaller than JND. However, in side regions, most errors are significantly smaller than JND, and errors in rear region are significantly larger than JND.
The proposed JSPQ has small quantization errors in front and rear regions and bigger quantization errors in side regions. The error curve of JSPQ is almost in accordance with the JND curve. Compared with reference methods, the improvement of spatial quality with JSPQ is mainly manifest in the rear region.
Comparison of bit rates
This experiment aims to compare the coding bit rates of spatial parameters with different quantization methods. The theoretical bit rates calculated according to the codebook sizes of different methods in Fig. 10 and the actual bit rates required to code spatial parameters from standard 5.1-channel signals are both presented.
According to the codebook sizes of different methods in Fig. 10 , the theoretical bit rates required to code spatial parameters are calculated and shown in Table 1 , which are calculated with simple binary coding without entropy coding methods such as differential Huffman coding. Based on four specific loudspeaker pairs in the front, side (left and right), and rear regions, the theoretical coding bit rates for spatial parameters between several specific channel pairs with different methods are illustrated in Table 1 , as well as the bit rates for spatial parameters in a full circle in a horizontal plane with 24 frequency bands and 20 ms time frame.
As for MPEG, the uniform codebook is designed for all channel pairs; thus, the bit rates of MPEG in Table 1 for different channel pairs are the same. With the biggest codebook size, SLQP has the higgest bit rate with nearly 9 kbps for spatial parameters in a full circle in a horizontal plane. Although Cheng_L has the lowest bit rate for the full circle, the bit rates for side and rear channel pairs are so low that obvious spatial distortion will be caused by quantization, as the quantization error presented previously in Fig. 11 . Except Cheng_L, the proposed JSPQ has the lowest theoretical bit rate.
Except theoretical bit rates, actual bit rates of spatial parameters for standard 5.1-channel signals are also calculated and presented. Four standard 5.1-channel signals (shown in Table 2 ) from MPEG and AVS (the advanced audio and video coding standard working group of China) were employed for comparison. The comparison quantization methods include the following: MPEG surround, Choi's method [19] , Cheng's method [20] , and proposed JSPQ. Since SLQP is mainly applied to multichannel signals with 3D loudspeakers configurations, the alternative method of Cheng's was employed in this experiment. And since Cheng's low resolution quantization method introduces obvious spatial distortion for side and rear regions and has non-comparability with other methods, it is not presented in the experiment.
To encode and decode the 5.1-channel signals, the 5.1-to-mono MPEG surround codec with OTT mode was used in the comparison. Spatial parameter ICLDs are hierarchically extracted and quantized from the six channels signals in MPEG surround codec. In order to focus on the spatial quality and not to be affected by the coding quality of downmix signals, all the downmix signals in comparison were specially coded with 96 kbps AAC codec for high fidelity of basic audio quality. The primary concern of following experiments is the compression performance and spatial quality of spatial parameters. In this comparison experiment, the core quantization of spatial parameters ICLDs were replaced with different quantization methods. For fair comparison, the quantization indices of spatial parameters have been coded with the same inter-frame difference Huffman coding in all methods to further improve compression performance. The total coding bit rates of spatial parameters ICLDs for six channel signals were averaged through time frames for each method and presented in Table 3 .
Since the virtual sound distributions in different test audio signals differ greatly, the coding performances of different methods for different test audio signals are quite different as we can see in Table 3 . The highest bit rate is provided by MPEG_H which reached 12.21 kbps. The lowest bit rate for all four test signals among different methods is provided by the proposed JSPQ, which is the only one that gets an average bit rate less than 8 kbps. And JSPQ is also the only one of which the highest bit rate for all four test items did not exceed 10 kbps. Compared with MPEG_H, MPEG_L, Choi's, and Cheng's_H, the average bit rate of JSPQ has decreased by 12.77, 9.44, 9.99, and 5.17 %, respectively.
Subjective evaluation
Subjective experiments were performed to evaluate the spatial quality of proposed quantization method for spatial parameters. Listeners need to rank the perceived spatial quality of audio excerpts encoded and decoded with different quantization methods against the original unprocessed audio excerpts. Spatial parameters ICLD and azimuth are to represent the spatial direction information of virtual sound image between loudspeakers. Thus, the spatial direction and location of virtual sound image are mainly considered in the subjective experiment to evaluate the spatial perceptual distortion caused by quantization of spatial parameters with different methods.
In some experiments on sound source localization, laser pointer-based methods [33] [34] [35] are often used to locate the exact location of sound source perceived and pointed by listeners. Since we mainly focus on the difference of perceived virtual sound location between processed and unprocessed multichannel audio excerpts, the listener just needs to tell how about the differences, obvious or not. Considering it is easier for listener to point out if there are differences between perceived locations than exactly pointing to the perceived locations by hands, the standard subjective evaluation scheme MUSHRA of ITU-R BS.1534-1 [36, 37] was employed in this experiment, instead of laser pointer-based methods.
There were seven audio signals used in each MUSHRA test: original audio signal from Table 2 as a reference; original audio signal as a hidden reference; spatial quality degraded original audio signal as a hidden anchor; and test signals processed from original audio signals with When original audio signals are rendered with six loudspeakers in 5.1 audio system, it may reproduce virtual sound in arbitrary directions in a full circle. Since the intention of our evaluation is about spatial quality, the hidden anchor is a processed signal with degraded spatial quality, instead of 3.5 kHz low pass filtered signal in traditional evaluations for basic audio quality. Downmix of original 5.1-channel signals is a mono signal without spatial information. The channel signals of anchor are the same signal derived from the downmix signal, which can ensure that the virtual sound reproduced with anchor signal will always stay in the middle of active loudspeakers. Since the virtual sound of original signal may be located in arbitrary location among loudspeakers, the spatial quality of anchor signal is severely degraded compared with the original signal. Energy compensation is used for the anchor signal to ensure that the energies of anchor signal and original signal are equal. Thus, the basic audio qualities of anchor signal and original signal are the same, but the spatial information of them are totally different.
To eliminate the effect of basic audio quality on subjective evaluation of spatial quality, the quantization of downmix signals were nearly perceptual lossless for test signals in four reference methods and proposed JSPQ. The basic audio qualities of test signals are almost comparable with the original signal. Owing to the quantization of spatial parameters, the spatial qualities of test signals are different with that of the original signals. The spatial quality about spatial location of the virtual sound is the key concern in our subjective evaluation.
There were a total of 15 male and female graduate students chosen as test listeners in the tests, whose research areas are audio signal processing. They were aged between 22 and 35 and were trained before attending the listening tests. They were trained to mainly focus on evaluating the virtual sound images among different test audio signals. With the original audio signal as a reference, listeners should give scores to evaluate the spatial quality about accuracy of virtual sound location reproduced with different test audio signals coded and processed by different methods. The scoring criteria for subjective evaluation is shown in Table 4 . Listeners need to compare the reproduced virtual sound images by processed multichannel audio signals by different methods with that of the original reference signals. The more similar the reproduced virtual sound image is with the original virtual sound image, the higher score should be given to the corresponding method. The scores were filtered to exclude some extreme scores before averaged to get the final results with standard deviations.
Average scores are calculated as:
in which u i is the score of listener i for audio sequence k with method j, and N is the total number of contributing listeners. The confidence interval with confidence coefficient 95 % is:
in which δ jk = t 0.05
N−1 . The mean scores with 95 % confidence interval of MUSHRA for spatial audio quality of different quantization methods are illustrated in Fig. 12 .
The feedback from testers revealed that when virtual sounds were reproduced in the front region, there were little differences among the spatial qualities of virtual sounds by different quantization methods. This is probably due to that for the front region from −30°to 30°, the quantization codebooks of spatial parameters in most methods are fine enough to avoid obvious spatial perceptual distortion. In addition, it was found that when virtual sounds were reproduced in the side regions, most reference methods did not introduce obvious spatial perceptual distortion for their enough fine quantization codebooks. Although the quantization precision of JSPQ in the side region was lower than in the front region, since the quantization errors were controlled to below perceptual JND, obvious spatial perceptual distortions were not perceived in the subjective listening tests.
As for the virtual sounds reproduced in the rear region in subjective listing tests, listeners reflected that the perceptual distortions of Cheng's methods were the most serious. This is probably attributed to the big quantization error of 35°for azimuths behind the listeners in Cheng's methods.
JSPQ assigned quantization values for spatial parameters in all directions according to the azimuthal perceptual JND. Thus, although with the lowest coding bit rate for spatial parameters, insignificant spatial distortion existed for JSPQ in all regions. As illustrated in Fig. 12 , JSPQ has a comparative score with most of reference methods.
Summary of experiments
There are four respects of coding performance are analyzed by above objective and subjective experiments: quantization codebook sizes, quantization errors and coding bit rates of spatial parameters, as well as subjective MUSHRA evaluations of coding performance.
In the respect of quantization codebook sizes, it requires only 52 quantization codewords in JSPQ for the the quantization of azimuths in a full circle in horizontal plane. The quantization codebook size of JSPQ is obviously smaller than most of reference methods, for example, it has decreased by 13.3 and 56.7 % than two quantization codebooks of MPEG surround.
Meanwhile, the quantization errors of spatial parameters in JSPQ are more consistent with the JNDs of azimuths in a full circle than all of the reference methods. It means that the advantage of JSPQ is to balance between quantization error and quantization redundancy.
In respect of coding bit rates for standard test signals, the average bit rate of JSPQ to quantize spatial parameters in a full circle is lower than most of the reference methods.
In addition, subjective MUSHRA results testified that the quantization of JSPQ did not introduce obvious spatial perceptual distortion. The average MUSHRA score of JSPQ is almost comparable to the reference methods such as MPEG surround.
To sum up, a good trade-off between bit rates of spatial parameters and spatial quality is obtained with JSPQ.
Limitation and future work
According to the above objective and subjective experiments, the overall performance of JSPQ was better than the reference methods. Nevertheless, there were still some limitations in the proposed JSPQ and conducted experiments.
Although the proposed JSPQ also applies the spatial parameters quantization in different horizontal planes with different elevation angles, the implementation process and related experiments were not discussed in this paper. In 3D audio, the virtual sounds distribute widely in 3D sound field. In 3D audio, it will contain a large amount of spatial information, which is much more than in 2D horizontal plane. Thus, the application of JSPQ will achieve more significant gain in 3D audio multichannel signals coding and will be implemented in future.
In this paper, we only focused on the most important and generally used spatial parameters ICLDs and azimuths. Besides, other stereo parameters such as ICTD are also mainly related to the direction perception of virtual sound. ICTDs can be mapped to azimuth of virtual sound too. Thus, the JND characteristics of directional perception of human auditory system can be also used in the perceptual quantization of ICTDs, the perceptual redundancy removals of these spatial parameters can be the emphases of next research work.
Conclusions
In spatial audio coding, the spatial information of virtual sounds generated by loudspeakers are extracted as spatial parameters, as well as downmix signals are obtained from loudspeaker signals. In the case of multichannel loudspeaker systems, the virtual sounds may be widely distributed in 3D space. It contains a large amount of spatial information to achieve vivid spatial sound effects. Thus, the accurate representation of virtual sound and the efficient compression of spatial parameters are the key to the perfect reconstruction of spatial sound effects.
Human auditory system has the perceptual limitations of just noticeable difference (JND) characteristics for spatial sound location estimation. If the spatial distortion caused by quantization errors of spatial parameters can be limited below, the correlated JND threshold, then the quantization can be regarded as nearly perceptual lossless.
However, the quantization step sizes of spatial parameters in current SAC methods are not consistent well with the JND characteristics of different azimuths in a full circle. It will result in either spatial perceptual distortions of virtual sound images, or inefficient compressions of spatial parameters.
Therefore, in this paper, the characteristic of azimuthal JND was effectively used to design the quantization of spatial parameters in multichannel signals. In the proposed quantization codebook of JSPQ, the quantization step sizes of azimuths are assigned according to the JND values of azimuths in a full circle. Different azimuths from front region to rear region have different quantization step sizes.
Objective experiments and subjective evaluations confirmed the coding performance of proposed JSPQ compared with reference quantization methods of spatial parameters in respect of codebook sizes, quantization errors, coding bit rates, and spatial qualities.
The quantization codebook size of JSPQ was 13.3 and 56.7 % lower than two quantization codebooks of MPEG surround. Average bit rate reduction on spatial parameters for standard 5.1-channel signals reached up to approximately 9 and 13 % compared with MPEG Surround, while preserving comparable subjective spatial quality.
For future work, we plan to implement the framework on top of state-of-the-art 3D audio processing platforms. In particular, we are interested in advanced technologies for perceptual sensitivity analysis of complex multivariate spatial parameters [38, 39] as well as promising computing schemes for optimal 3D audio reproduction in sophisticated applications in practice [40] [41] [42] .
