The set of steady state solutions to a reaction-diffusion equation modeling an autocatalytic chemical reaction is completely determined, when the reactor has spherical geometry, and the spatial dimension is n = 1 or 2 for any reaction order, or n 3 for subcritical reaction order. Bifurcation approach and analysis of linearized problems are used to establish exact multiplicity and precise global bifurcation diagram of positive steady states.
Introduction
The prototype representation for an autocatalytic chemical reaction is 1) and the reaction rate is kab p , where a and b are the concentrations of the reactant A and the autocatalyst B, and p 1 is the order of the reaction with respect to the autocatalytic species [13] . where D A and D B are the diffusion coefficients of A and B, respectively, and Ω is a bounded reactor in R n . Here the spatial dimension 1 n 3, and the typical geometry of the reactor Ω is spherical (n = 3 and Ω = B 3 ), cylindrical (n = 2 and Ω = B 2 ), and linear (n = 1 and Ω = (−1, 1)), where B n = {x ∈ R n : |x| < 1} is the unit ball. The chemicals A and B can diffuse from a reservoir of constant composition across the boundary ∂Ω into Ω, thus the boundary conditions of A and B can be taken as a(x, t) = a 0 > 0 and b(x, t) = b 0 0, x ∈ ∂Ω.
(1.
3)
The steady state solutions of (1.2) and (1. Here λ > 0, k ∈ [0, 1) and p 1. We are interested in the higher order reactions, so we assume p > 1. Our goal of this paper is to study the existence, multiplicity and exact multiplicity of positive solutions to (1.7). Our main result is for the spherical domain Ω = B n , which is typical for chemical reactions, and we will assume n to be any positive integer most of time since our results hold for all these cases. From the well-known result of [10] , when the domain Ω is the unit ball in R n , then a positive solution of (1.7) must be radially symmetric and it is decreasing along the radial direction. Suppose that p > 1 and n 1. This result is included in [25, Theorem 3] , but a detailed proof is omitted in [25] . We will sketch a proof (see Section 4) to this result for the sake of completeness. Our main result is for k > 0 but close to 0: Theorem 1.2. Suppose that n and p satisfy one of the following: n = 1 or n = 2 and 1 < p < ∞, or Fig. 2 .)
The model (1.2) and several variants were first formulated by Gray and Scott [11] [12] [13] , and the specific configuration as in (1.2) and (1.3) was developed in Kay and Scott [17] . The reaction (1.2) in both well-stirred open systems and closes systems have been studied. A feedback mechanism must exist to sustain the reaction in either cases. Here we assume an open system with constant concentration outside of the reactor so that reactants are fed into the reactor through the boundary flux. In a closed system (with zero flux), feedback is usually modeled by using additional terms in the reaction equation (see Aris [1] ). The closed system of Gray-Scott model has been used in the pioneer work of pattern formation by physicists and chemists, see [24, 28] , and more recently it has also received more attention by mathematicians, see, for example, [5, 36] . However a complete mathematical understanding of the dynamical behavior is still beyond the reach. Notice the order p of the reaction can be one, but mainly the quadratic and cubic reactions were considered in [11] [12] [13] , and even higher p was recently considered in [15, 33] .
In this paper we study the open system with Dirichlet boundary condition proposed in [17] , and we hope the analysis will shred new light to the understanding of the pattern formation and bifurcation of this basic model of chemical reaction. Numerical results of S-shaped curve for (1.4) and (1.7) were obtained in [17] , and here we give theoretical justification of their numerical simulations.
The exact multiplicity of solutions to (1.7) implies the precise bifurcation structure of positive solutions to the system (1.4). The S-shaped bifurcation diagram reveals possible bistability of the reaction: the right turning point λ * is an ignition point, above which the system jumps suddenly to the larger stable state (with highest reactant consumption), and the left turning point λ * is an extinction point, below which the system drops to the smaller stable state (with low reactant consumption). The middle steady state represents a threshold state, below which will trigger an extinction, and above which results in conversion of reactant. The S-shaped curve is obtained for small k, which indicates the lower concentration b 0 of the autocatalyst B in the reservoir, and higher concentration b 0 (hence larger k) will result in a unique steady state for all λ (see Section 5 for more detailed discussion).
Bistability is also observed for the same system (1.2) but with the unbounded reactor R n (see [15] for numerical and formal results, and [33] for rigorous justification). But the bistability there is only possible when p is supercritical (n 3 and p > (n + 2)/(n − 2)), while our results here are for subcritical case. We should notice that (1.2) on R n can be thought as the limit system of (1.2) on a finite ball with λ → ∞. For λ large, (1.4) always has a unique solution with high concentration of autocatalyst and low concentration of reactant, which is consistent with the result in R n [15, 33] that a reaction wave always can be initiated with subcritical reaction order p. For system (1.4) with supercritical p, the bifurcation diagram is more complicated, and it could have many turning points (see Section 5 for more detailed discussion).
In this paper it is shown that the phenomenon of bistability could be caused by a higher order chemical reaction, but we should be cautious that our results are obtained for a simplified model ignoring the tubular flow and non-isothermal effects. In practical chemical engineering, the chemical kinetics are usually more complex due to the interaction between the reacting substances and the catalysts which usually take place in multiple phase medium, and convection term could also affect the dynamics. Here we ignore these additional effects but concentrate on the bistability caused by this relatively simple kinetics, and we hope our methods can motivate the study of more realistic models in chemical engineering.
In [23, 37] Winkin et al. studied the dynamics of non-isothermal tubular reactors with Arrhenius type kinetics. The existence of solutions to evolution equation is established, and in certain cases, the multiplicity of the equilibrium profiles is reported (see [23] ). In a related work, Dramé [6] proved a more general existence result, and it was showed that the solution is uniformly bounded with a partial description of the limit set. In the present work, the chemical reactions are assumed to be isothermal following [13] but we concentrate on the multiplicity of equilibrium states caused by the autocatalyst and higher order of the reaction. It would be interesting to combine the effect of temperature and flow as in [23, 37] with our setting here.
Exact multiplicity and bifurcation of positive solutions to semilinear elliptic equations have been studied by many people in the last thirty years. A systematic bifurcation approach combining comparison methods has been established by Korman, Li, Ouyang and Shi in the last decade, see, for example, [18, 20, 21, 25, 26, 32] . The S-shaped bifurcation diagrams for various models have been studied in [2, 4, 8, 9, 14, 19, 22, 27, 30, 31, 34] , in particular for the perturbed Gelfand's equation arising from combustion theory. More historical remarks on S-shaped curves can be found in [9, 30, 31] . Our proof of theorems here uses approach developed in [25, 26] , and also ideas in [9, 30] . But we use a different way to prove the positivity of the solution to linearized equation, and we simplify earlier proofs by taking the advantage of the translational perturbation in the problem.
We will recall some preliminaries of bifurcation approach in Section 2. In Section 3, we prove the solution of linearized equation does not change sign under the conditions of our main theorems, and we prove our main theorems in Section 4. Some additional remarks conclude the paper in Section 5.
Setup and basics of bifurcation approach
In this section we briefly review the basic setting for bifurcation approach to the set of positive solutions of semilinear elliptic equation
A framework of using the bifurcation method to prove the exact multiplicity of solutions of (2.1) was established in Ouyang and Shi [25, 26] (see also [20, 21] ). Here we briefly recall the approach in [26] without the proof since all proofs can be found in [26] . We summarize some basic facts on (2.1).
Lemma 2.1.
If f is locally Lipschitz continuous in [0, ∞)
, then all positive solutions of (2.1) are radially symmetric, and satisfy
If u is a positive solution to (2.1), and w is a solution of the linearized problem (if it exists):
then w is also radially symmetric and satisfies
Because of (3), we call
and it is referred as a turning point of Σ if λ (0) = 0. We define the Morse index M(u) of a solution (λ, u) to be the number of negative eigenvalues of the following eigenvalue problem:
It is well known that the eigenvalues μ 1 , μ 2 , . . . of (2.5) are all simple, and the eigenfunction φ i corresponding to μ i has exactly i − 1 simple zeros in (0, 1) for i ∈ N. We also call a solution
For the problem we consider in this paper, we first have
Lemma 2.2. For the nonlinear function f (u)
for any n 1, where T is defined in Lemma 2.1 part 3, and 
Notice that the result in Lemma 2.2 does not hold when k = 0. The following result is a direct consequence of arguments above and Proposition 6.6 in [26] :
1. If n 2, or n 3 and p (n + 2)/(n − 2), then T = (0, 1), and
2. If n 3 and p > (n + 2)/(n − 2), then T = (θ, 1) for some θ ∈ (0, 1), and
We shall see later that Lemma 2.3 is the main reason that we can only show the exact S-shape for n 2, or n 3 and p (n + 2)/(n − 2). In the supercritical case when n 3 (p > (n + 2)/(n − 2)), there is a family of radial entire solutions of u + f (u) = 0 on R n so that 0 < u(0) < θ. These solutions are called flame balls [15] , and they play important roles in chemical reactions with higher order [15, 33] . Now the exact multiplicity of positive solutions to (1.8) is reduced to determine the number of critical point of λ(d), or equivalently, the number of degenerate solutions. At a degenerate
where w is a nontrivial solution of (2. To consider the Morse indices of the solution, we introduce an auxiliary equation: To conclude this section, we point out a relation between the solution of (1.8) with k > 0 and the one with k = 0 due to the translational perturbation
Lemma 2.5. Let {v(r, d): d ∈ (0, 1)} be the solutions of (2.11), and let 
Proof. If v(r) is a radial positive solution of
(2.14)
A rescaling of the interval from (0, a) to (0, 1) yields a solution u of 
M(u(·, d)) M(v(·, d + k)). 2

Positivity of solution to linearized equation
In this section, we assume that u is a degenerate solution of (1.8), and w is a nontrivial solution of (2.3). Then we prove that w does not change sign in (0, 1) under the assumptions of our main results.
Our first result is proved for the case of 0 < k < 1, and n = 1 or n = 2.
Proposition 3.1. Suppose that 1 > k > 0, u(r) is a degenerate solution of (1.8), and w(x) is a nontrivial solution of (2.3). If n = 1 or n = 2, then w(x) does not change sign in B n .
Proof. In the following, f (u) = u p − u p+1 , and the nonlinearity in (1.8) is f (u + k). From Lemma 2.1, w is also radially symmetric, thus it is a solution of (2.4). We may assume that w(0) > 0. Following [9] we use the test function v(r) = ru (r)+β, where β is a positive constant to be determined later. By a straightforward calculation:
where
We claim
Clearly g(r) is increasing in r, since u(r) is decreasing in r. Now we suppose w(r) changes sign in (0, 1). Let r 0 ∈ (0, 1) be the first root of w(r) = 0: w(r 0 ) = 0, and w(r) > 0 for r ∈ [0, r 0 ). We take β = −r 0 u (r 0 ). Since Our second result is for k = 0 and n 1, which has been proved in [25] . But the proof in [25] is for a more general problem thus involving some more technical details, so here we give a direct proof for the sake of completeness.
Proposition 3.2. Suppose that k = 0, u(r) is a degenerate solution of (1.8), and w(r) is a nontrivial solution of (2.3). If n 1, then w(r) does not change sign in (0, 1).
Proof. Without loss of generality, we assume that w(0) > 0. We use f (u) = u p − u p+1 and
where 0 r 1 < r 2 1.
We We use a comparison function v(r) = ru r (r) + μu(r), where μ > 0 is a constant to be specified later. Then 5) where
Here in the second equality, we use Pohozaev's identity (3.3). We claim that H (r) > 0 for all r ∈ (0, 1). Indeed H (0) = 0 and The proof of Proposition 3.2 also clearly implies the following observation, which will be useful for proving the positivity of w when k > 0 in (1.8). Now we are ready to prove the positivity of w for higher dimensions but subcritical p: Lemma 3.4. Suppose that 1 > k > 0, and n 2 or n 3 and p (n + 2)/(n − 2). If u(r) is a degenerate solution of (1.8), and w(r) is a nontrivial solution of (2.3), then w(r) does not change sign in (0, 1). If u(r) a solution of (1.8), and w is the corresponding solution of (2.10) , then w has at most one zero in [0, 1] , and the Morse index of u is either 0 or 1.
1.
2.
is the solution of (1.8) with k = 0. Here we use that fact that T = (0, 1) for (1.8) with k = 0 and n 2 or n 3 and p (n + 2)/(n − 2), which is stated in Lemma 2.3. From Proposition 3.2, the Morse We notice that Lemma 3.4 covers the result in Proposition 3.1, but the proof of Proposition 3.1 is direct and it does not rely on the translation u → u + k, thus we still include it here for interested readers.
Proof of main theorems
Proof of Theorem 1.1. From Theorem 2.32 of [29] , there exists η 1 > 0 such that (1.9) has at least one positive solution if η > η 1 . Set η 0 = inf η > 0: (1.9) has at least a positive solution for such η .
is a positive solution of (1.9) for η > 0, multiplying (1.9) by v, and integrating over Ω, we get Ω v [ v + ηf (v) ] dx = 0. Integrate by parts, we have
One the other hand, let λ 1 be the principal eigenvalue of − in By using the same proof in [25, pp. 143-145] , we can show that the solutions on the upper branch are strictly increasing in η, and lim η→∞ v * (x, η) = 1. Similarly we can show that the solutions on the lower branch are strictly decreasing with respect to η (see [20] ), and lim η→∞ v * (x, η) = θ 0. From Lemma 2.3, θ = 0 if n 2, or n 3 and p (n + 2)/(n − 2), and θ > 0 if n 3 and p > (n + 2)/(n − 2). The fact that lim η→∞ v * (x, η) = 1 also rules out the possibility of the bifurcation diagram having more than one component, from Lemma 2.1. The stability of the solution comes directly from Corollary 5.6 in [26] and Theorem 3.12 of [25] , and here we omit the details. 2
Finally we prove Theorem 1.2. Before we go into the technical details, we sketch the main ideas, which are close to those in [9] and [30, 31] . Since the equation with small k > 0 is a perturbation of the one with k = 0, one can use a result of Dancer [4] to conclude that any compact solution branch remains basically same. Hence the perturbation of the middle section of bifurcation curve of (1.9) is still a bounded ⊂-shaped curve. The sections of curve near d = 0 and d = 1 are unbounded for (1.9), thus the perturbation of these sections may not have same profile. For the upper section with d → 1, we notice that the perturbation from (1.9) to (1.7) is a translation u → u + k, hence we can use Lemma 2.5 to conclude that there is no degenerate solution on that section. For the lower section, we know that (λ, u) = (0, 0) is a bifurcation point, and the bifurcation curve λ(d) emerges from (0, 0). To connect to the middle section which tends to a large λ, the lower branch emerging from (0, 0) must turn back at some λ * > 0. We need to show that there is only one turning point in that section. For that part, the bifurcation approach developed in [25, 26] can be employed, provided that w does not change sign at any degenerate solution (which has been proved in Section 3).
Proof of Theorem 1.2. From Lemmas 2.1 and 2.2, the bifurcation curve of (1.8) can be rep-
are the upper and lower branches of bifurcation curve of (1.9), respectively. The order relation u * (x, λ) < u m (x, λ) < u * (x, λ) can be proved by showing that u * is the minimal solution, and u * is the maximal solution, by using comparison methods. That is rather standard, so we omit the details. u * and u * are increasing in λ by, for example, Lemma 5.7 of [26] . From Lemma 3.4, all solutions have Morse index 0 or 1, then the statement on the stability follows from Corollary 5.6 of [26] . 2
From Lemma 2.5, for any
d ∈ (0, 1 − k), u(·, d) can be represented by u(r, d) = v a(d + k, k)r, d + k − k,(4.
Concluding remarks
1. For (1.7), the bifurcation diagram is not always S-shaped. Indeed one can easily show that when (p − 1) 2 /(p + 1) 2 k < 1, (1.7) has a unique positive solution for each λ > 0 even for the general bounded smooth domain Ω, since f (u + k) is concave for 0 u 1 − k. When n = 1, it was shown by Wang and Lee [35] that for (p − 1) 2 /[(p + 1)(p + 2)] < k < 1, the bifurcation curve is monotone. We conjecture that there exists k 0 ∈ (0, (p − 1) 2 /(p + 1) 2 ) such that the bifurcation diagram is S-shaped if 0 < k < k 0 , and it is monotone if k 0 < k < 1 (see Fig. 3 ). Similar evolution of bifurcation diagrams have been observed for perturbed Gelfand's equation (see [4, 9] ), and related discussion can be found in [30, 31] . 2. Our result in this paper is optimal for p. Indeed for n 3 and p > (n + 2)/(n − 2), (1.8) could have more than three positive solutions. Using a change of variables: u = εv, μ = λε p−1 , K = k/ε, (1.7) becomes
which is a perturbation of the classical equation considered by Joseph and Lundgren [16] :
For fixed K > 0, it is known [16] that when 3 n 10 and (n + 2)/(n − 2) p < ∞, or n 11 and (n + 2)/(n − 2) p < (n − 2 √ n − 1 )/(n − 4 − 2 √ n − 1 ), then the bifurcation diagram of (5.2) has infinitely many turning points. Since the perturbation of a compact portion of bifurcation diagram still has all the turning points, thus for any integer N > 0, there exists small ε 0 > 0, such that the bifurcation diagram of (5.1) can have at least N turning points. A similar discussion for the higher dimension perturbed Gelfand's equation can be found in [7] .
