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This paper presents the design and the implementation of a 
Group Decision Support System prototype (GDSS). We begin with a 
general overview and assessment of GDSSs in recent research and 
practice. Next, we proceed to discuss the methods and the 
strategies used in the designing and the implementation of our 
GDSS. 
The scope of our design covers meeting situations in which 
group members of an organization carry out discussions and make 
decisions cooperatively. 
The design strategy on decision support is mainly 
activity-driven. It focuses on the activities generally carried 
out among group members in meetings. 
On structuring group decisions， our system has adopted the 
decision tree approach incorporating with our modified 
Multi-Attributed Utility (MAU) model. The MAU model is modified 
with an addition of judgemental factor to provide the possible 
need of adjusting group members' judgement on evaluating 
different issues. This is done for the purpose of enhancing the 
quality of a group decision. 
Our GDSS is a star network-based interactive system. It runs 
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on a local area network, capable of allowing a substantial number 
of people in exchange of information in meetings. Each personal 
workstation serves as a communication channel through which the 
user can access and view information of his own database and 
exchange information with other group members at other locations. 
The system can be used in environment which can either be remote, 
within a local area network, or within a conference room. It also 
provides a menu of facilities to facilitate users in exchanging 
and accessing informat ion. 
Since it is generally true that the complexity and the time 
carried out by a group to reach a decision is much greater than 
by an individual, the implementation of the Nominal Group 
Technique (NGT) on computers is therefore devised in order to 
expedite group decision making process and to increase group 
decision quality. The leader's effect and the factors of 
enhancing the leadership effectiveness are also taken into 
consideration in the methodologies. 
This paper also presents the software components and the 
decision support models that are basically required in a 
competitive GDSS. 
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1-1 Introduction 
In a modern competitive world, single effort is evidently 
found insufficient and non-effective for most businesses which 
are of heavy time-constraint and of great complexity [Steeb & 
Johnston 1981， Huber 1984]. The decision-related meetings are 
becoming more frequently demanded. They require group with 
greater participation than in the past. At the same time, the 
decisions confronting groups nowadays are becoming more complex 
and must be made more quickly [Huber 1984]. 
As in decision making, with the confluent of different 
expertise and different points of views, groups are superior to 
individuals for decision analyses. Groups are generally better at 
generating opinions and probing their relative advantages and 
disadvantages； therefore, groups have a better chance of 
structuring an ill-structured situation [Turoff & Hiltz 1982]. To 
stay survive and remain competent, there is evidence [Allport 
1920， Shaw 1932] that most organizations would resort to group 
instead of individual effort alone as economically necessary and 
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efficient in terms of production, reinforcing of democratic 
values. However, the decision generated by group decision process 
can be arrived at by arbitrary, inefficient, or biased means if 
the process proceeds witho-at adequate preparation，planning and 
structured control. 
In group decision making, the decision making procedure 
pattern, the timing and the content of discussion are the primary 
factors that need more control and effort so as to make the 
decision process more productive and effective. Decision makers 
are "beginning to resist a七tending lengthy meetings because they 
take time away from other critical activities. Managers spend a 
great deal of their working hours in meetings, and yet, much of 
this meeting time is not for decision making purposes [Argyris & 
Schon 1974， Hoffman 1979， Mintzberg 1973， DeSanctis & Gallupe 
1987]. 
This chapter explains the needs for groups in decision 
making, 七he advantages of groups over individuals, the 
characteristics and the problems inherent in groups. These are 
the factors considered to be important to the development of 
Group Decision Support Systems (GDSSs). 
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1 • 2 Why Group? 
Experience and most research have indicated and now 
confirmed that problem solving， creatively devising alternatives 
are usually performed more effectively in groups [Davis and Olson 
1985， DeSanctics & Gallupe 1987， Hirokawa & Poole 1986， Ruber 
1984， Steeb & Johnston 1981]. Groups are surely not always 
superior, but on balance, they can be expected to outmatch the 
results of even their most talented individual member. 
More generally, the advantages 七hat groups offer in decision 
making include some of the following: greater effectiveness, 
efficiency and knowledge； reduced bias, greater commitment and 
more communication at an earlier decision making stage； 
differences in the quality of the decision; risk taking and 
social factors [DeSanctis & Gallupe 1987, Leigh 1983， Kraemer & 
King 1988， Hirokawa & Poole 1986]. These are discussed in more 
detail below. 
1-2-1 Effectiveness 
Groups generally produce a greater number and variety of 
approaches to a problem or a decision than any individual would 
achieve by working alone. Because the process of information 
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exchange among group members stimulates yet more ideas which 
become available to the group in its deliberation. As a result, a 
better quality decision. 
1-2-2 Efficiency 
Normally, groups can resolve a task faster than an 
individual. Since the division of one task among members can 
proceed in parallel and thus needs less time. This is generally 
true when 七he management and the coordination in groups are 
sound, and when the tasks that the groups perform are subject to 
a pre-decisional type. 
1-2.3 Knowledge 
As an organization grows and recruits more professionals, 
it gradually creates a situation that not one person has 
sufficient knowledge, skill or even inclination to solve problems 
alone. Groups consequently possess more total knowledge and 
skills than any single member. Since information is the key 
factor of good decision making. For tasks that involve 
remembering information or creating ideas, there is a greater 
chance that groups are superior to an individual. 
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1-2-4 Social Bias Reduction 
Groups are less inclined to social biasness. Solutions 
that may be hard to achieve because individuals are influenced by 
social biases may be more easily reached in a group since members 
can combine to spot and counteract them. 
1-2-5 Commitment 
Groups are recognized as a variable tool in overcoming 
resistance to new ideas. Including key personnel in the early 
stages of decision making process may reduce opposition and 
promote more understanding about the nature of the choices that 
have to be made. 
1-2.6 Communications 
People attempting to reach a decision through discussion 
influence each other and are influenced by: 
a. Commuting their own preferences and learning the 
preferences of others. 
b. Having to explain the reasons for their preferences 
and hearing the arguments put forward by others. 
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c- Conveyed promises and threats, rewards and punishments 
for yielding to， or resisting these preferences. 
These processes help in arriving at sensible judgements. 
Through communications, which the group itself promotes, a 
better mutual understanding is reached about the nature of the 
decision and its likely effects. 
1-3 Quality of decision 
Groups, which must reach consensus, tend to organize the 
task to a much higher degree of efficiency and effectiveness than 
e 
individuals- The decision quality is therefore generally better， 
leading to improved choices. Factors causing this effect include 
activity overlap, filtering, averaging and conformity. These are 
described as follows: 
a. Activity overlap ：一 occurs when several individuals 
collectively work on a single task so that a division 
of labour is possible. This means of breaking down the 
task into small components indicates that a group can 
often be better in coping with a single, complex issue. 
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b. Filtering :- happens when groups deliberately exclude 
some of the ideas and information potentially available 
to them. This may be desirable or instead leads to a 
loss of information causing a poor decision to be made. 
But, generally, groups prove to be effective at 
filtering out unwanted or irrelevant ideas to arrive at 
an accurate, high quality judgement. 
c. Averaging:- involves tasks which are susceptible to 
random error. These might be guessing potential sales, 
estimating weights or predicting profits. It is more 
effective to combine such guesses made by individuals 
into a single group result. Numerical estimates 
usually vary according to certain statistical laws so 
that extremes at either end of the scale tend to cancel 
each other out, thus producing an averaging effect. 
d. Conformity :- may be partly due to the impact of 
sharing ideas and knowledge in a group. Small groups 
promote uniformity of views which contribute to the 
process of choosing and arriving at unanimous 
decisions. Conformity, though, can be detrimental if it 
prevents the search for and discussion of alternatives. 
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1.4 Risk Taking 
Groups are often considered to be not adventurous and 
over-cautious in their choices. Research evidence suggests that 
the reverse occurs [Brandstatter, Davis & Stocker-Kreichgaiier 
1982; Hirokawa & Poole 1986]. Groups frequently settle for a 
higher risk of failure than the individual. This is probably 
because members of a group are less worried about the risks than 
an individual does. Also， more information flows and greater 
reflection occur promoting a more realistic appraisal of true 
risks. 
Risk taking in groups may also be encouraged because the 
more daring members acquire a significant influence, the general 
awareness that blame for a bad outcome is likely to be spread 
widely and be less intense. The tendency for groups to be 
relatively high risk takers means that they must be used with 
care in decision makig tasks. 
1-5 Social Factors 
Groups are motivating- Participants feel rewarded for high 
productivity and this stimulates others to be more effective. 
This special influence， though, seems to be a temporary 
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phenomenon in the life of a group. 
Social influences also mean that once a member has acquired 
a valued skill other members appreciate that they can benefit 
from this person's efforts. Experts in groups tend to possess a 
considerable， sometimes disproportionate, influence. 
1 _ 6 Problems on Groups 
Group Decision making is not without problems, however. 
Szilagyi and Wallace [Szilagyi and Wallace 1983] have summarized 
the trade-offs involved in the following model: 
Group decision-making effectiveness 
二 sum of independent individual effort + assembly effect 
-process losses 
The sum of independent individual effort is a positive 
feature reflecting the points in favour of group decision making 
that were mentioned earlier - that is， two heads are better than 
one • 
The assembly effect is also a positive feature reflecting 
the synergy that occurs during the process of group decision 
making. 
Process losses are the factors that reduce the quality and 
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the efficiency of a decision. There are at least 3 components to 
process losses : 
1. Time. 
2. Loss of individual motivation. 
3. Group think. 
Time ：一 It is generally true that a group takes 
more time than an individual in yielding a 
decision. This is because, in most cases, 
the compromise to a consensus in a group 
obviously requires more time than an 
individual. In other words, the more 
angles on one view, the greater time for a 
compromise. This may seem a contradiction 
to the previous view stated in 1.2.2. 
However, the former view is intended as 
time taken for pre-decisional task rather 
than for actually making a decision. 
Motivation:- Research evidence has showed that the 
output of some groups, in the process 
involving work and decision making, is 
less than the sum result of each 
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individual working on his own. This has 
been concluded that it is possible for 
group members to feel less responsibility 
because there are other people in the 
group. This feeling causes a diffusion of 
responsibility and makes people loaf. It 
is also possible for people to hide in the 
group or get lost in the crowd. 
Group think:- Some conformity in a group that involves 
the way in which group members seek to 
convince themselves in a defensive way 
about some issue. 
Besides these factors, there are others that may influence 
groups in decision making. These are status considerations, 
overpowering of superiority，time constraint, poor leadership and 
management. 
a. Status considerations :- It can distort the 
effectiveness of a group. There is evident that members 
of groups get less satisfaction where there is 
competition for leadership status. The very presence of 
1-11 
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high status authority figures in a group seems to 
change the character of the discussion. There is more 
attention given to the ideas of the high status person 
and the group has to spend considerable time either 
supporting or rejecting the senior person's views 
rather than searching for alternatives. This has 
significance for the way professionals from various 
disciplines work together to reach joint decisions. 
b. Superiority ：一 The presence of superior authority may 
dominate and influence the course of action chosen so 
that the decision made will not be of the top quality. 
These forceful individuals and others in the group may 
have secondary goals of their own. They may protect 
their own position or department, or wish to win the 
argument but all might lead to pressures to select 
inappropriate solutions or alternatives. 
c. Time Constraint :- Limitations placed on the members 
mean that everyone must play their part and there is 
seldom sufficient time for everyone to elaborate fully 
their ideas， feelings and knowledge about the 
situation. Consequently， all the information which in 
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theory is at a group's command, may not be used. 
Deliberations tend to be selective and fewer 
alternatives may be generated. 
d. Poor Management :- Groups may fail to outperform 
individuals that they need to be most carefully 
established and managed. Management is one of the most 
crucial factors to the success of a meeting- The wrong 
membership can flaw group performance fatally. Poor 
leadership and a lack of clarity about group aims can 
similarly send the group to disaster. 
The remedies to these problems are elaborated in the GDSS 
design chapter later on. 
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2-1 Introduction 
The need for improving group decision making is of 
long-standing concern to organizational researchers. There are 
growing interest in Group Decision Support Systems (GDSSs) which 
combines communications， computer, and decision technologies to 
support problem formulation and solution in group meetings 
[DeSanctis and Gallupe,1985]. 
What is a Group Decision Support System? Is it different 
from a decision support system Just by more than one user? What 
are the objectives it aims to achieve? What are the major 
features that GDSSs provide in practice? What are the current 
trend of research on the design of such systems? What are the 
pros and cons of the current GDSSs developed? Are they 
practically sound? Are they 100 percent decision aids? What does 
"group' means? What is a group decision making process? What role 
can the computer play in such a system? This chapter aims at 
reviewing these issues in question. 
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2-2 Group Decision Making 
2.2.1 Definition of Decision-Making Group 
For our purposes, a decision-making group can be defined 
as two or more people who are jointly responsible for detecting a 
problem, elaborating on the nature of the problem or generating 
possible solutions. The members of a group may or may not be 
located in the same physical location, but they are aware of one 
another and perceive themselves to be a part of the group which 
is making the decision in a cooperative way. 
2-2.2 An Inf ormat ion-Exchange View 
The group decision process is similar to that used by 
individual decision maker, but it is much more complex. The 
additional complexity arises from the presence in the decision 
making process of a number of group members, each of whom may 
have somewhat different information about the situation under 
consideration and different past experiences in situations of 
the same general nature. These differences amongst the members 
may cause them to have varying perceptions of the alternative 
courses of action available to the group and also different 
initial preferences for such alternatives identified. In these 
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circumstances, the first task undertaken by a group faced with a 
decision situation is often an exchange of information among the 
members. The purpose of this exchange is to increase the 
individual member's awareness of different appreciations of the 
situation in which they are involved. Individual members of the 
group may present different versions of information relating to 
the same subject. Discussion of this nature however, can take up 
a great deal of time. And more, there is no guarantee that a true 
consensus will be reached as a result of the discussion. 
2-2.3 Group Interaction 
The second major constituent of group decision making 
activity is a process of interaction in which the purpose of some 
members of the group is to influence the opinion of others. The 
interaction serves to inform members of the group of the 
preferences of others for alternatives and also of the strength 
of these preferences. Pressure, as described in the earlier 
chapter, is one of the major usages for some members of 七he group 
to align their views and preferences with those of others who are 
in favour of another particular course of action. Coalitions are 
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also present between some members of the group. This is done by 
offering proposals of possible benefits to those participating in 
return for support of a particular course of action. 
2-2-4 Group Decision Making Process 
In order to provide a useful GDSS to facilitate group 
decision making, it is important for us first to understand how a 
group generally arrives at a decision. In other words, a good 
understanding of group decision making process is an essential 
step to the design of the GDSS- As proposed by Hirokawa and Poole 
[Hirokawa and Poole 1986]， the conceptual framework of a group 
decision making process in general is best conceived as a series 
of steps leading to a final group choice. These steps concern 
decisions regarding: 
1. the nature of the problematic situation, 
2. the alternatives available for solving the problem, 
3. the objectives to be me七 by the solution, 
4. and the assessment of positive and negative 
consequence associated with various alternatives. 
The process also involves the utilizing of an information 
base as a means to help users easily get access to information 
belonged to other sources. 
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Besides these concepts, as pointed out by DeSanctis and 
Gallupe [DeSanctis and Gallupe 1987]， the particular task that 
confronts a group must be a driving force in GDSSs design. Also, 
Hirokawa and Poole [Hirokawa and Poole 1986] stated, "the general 
variable ‘group task type‘ is emerging as an especially important 
variable, often accounting for as much as 50 percent of the 
variance in group performance. Task attributes determine the need 
for information and the consequent communication practices of the 
dec is ion-making group.“. A group task can be characterized by its 
goals， criteria for completion， rules and roles that must be 
followed, imposed stress or time limits， or consequences of 
success or failure. 
Mcgrath [Mcgrath 1984] had integrated several task 
categorisation schemes into a "circumplex model" of group task 
types. The tasks can be categorized according to what the group 
must accomplish during the course of meeting. Major group goals 
in decision-related meetings include: 
1- Generating ideas and actions. Planning tasks require 
generation of action-oriented plans. 
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2- Choosing alternatives. Intellectual tasks require 
selection of the correct alternative. Preference tasks 
require selection of an alternative for which there is 
no objective criterion of correctness. 
3- Negotiating solutions. Resolution of conflicting view 
points. 
Our group decision making process model is basically 
built from these concepts as well as from the activity-driven 
concepts [Huber 1984]. However, our model has modified the ideas 
with the consideration of leadership effectiveness. 
Since group decision making process in general often 
arrives at a stage of compromising different views among group 
members before reaching a consensus, the process so called 
'Conflict Resolution' (which concerns a variety of 
conflict—;resolving techniques) must be improvised. The principal 
method commonly used in such process is the majority rule [Bodily 
1985， Leigh 1983, Steeb and Johnston 1981]. For example, Ranking, 
Weighting, Pareto Optimality， the Borda Rule, Utility techniques 
etc. These techniques are not complicated to apply, and are 
suitable to be used for most cooperative and competitive 
situations. A number of other methods that can be especially 
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applicable to suit group members to choose and compromise in a 
competitive situation are: Zero-Sum Game, Nash Bargaining 
Techniques etc.. 
2-2-5 Group Decision Making Process Model 
To conclude the concepts, a model that depicts the process 
of group decision making is proposed in figure 2.2.5. The model 
has included the concept of leadership which has not been 
proposed by any other group decision making process models 
before. 
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Figure 2.2.5 Group Decision Making Process Model 
The activities that most meeting situations carry in 
general are depicted in the diagram. The process starts with the 
explanation of meeting objectives, problem definitions and 
decision rules. It then goes on to the next phase which is the 
assessment of situation for which the provision of well prepared 
information for analysis and exchanges of information among 
members are carried out. The information provided at this stage 
is usually in an aggregated form, for example, the estimate of 
project total expenditure, the financial report etc. Having 
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assessed the pros and cons of the problem situation, the 
alternative or node selection phase begins. The choices of 
alternatives can be determined with the aids of decision analysis 
process. This process utilizes a variety of decision models as 
aids to help decision maker make decision. Since the selection of 
node may be crucial to the effectiveness and efficiency of the 
decision making process， leadership, if it is allowed to be 
present， could come into the part to help making the choice and 
controlling or maintaining the meeting^s order. The final choice 
of alternative may then be chosen after a series of negotiations 
or compromises among the group members. Leadership, if exists, 
may be introduced in these final stages to expedite the process 
of concluding a decision and improve the decision quality. 
2-3 Group Decision Support System 
2-3-1 Current Research Trend 
Over the past decade, research effort on GDSSs is mainly 
divided into two major streams. One concentrates on discovering 
the psychological or cognitive processes of individuals and 
groups involved in reaching conclusions and on the sociology of 
small group interaction. The other is more of focusing on finding 
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ways of facilitating and expediting group interaction toward 
reaching decisions with greater consensus and conviviality, from 
the organization development perspective. Our research is mainly 
based on the latter stream which will be discussed in more detail 
later on. 
2-3-2 Definition of GDSSs 
For a wide variety of existing GDSSs, there is little 
agreement in the literature about what constitutes a GDSS. In 
fact, the term is seldom defined explicitly. The field of GDSSs 
is as yet not well developed, even as a concept. There are 
divergent and conflicting definitions of what the term means 
[Kraemer and King 1988]. For this， DeSanctis and Gallupe 
[DeSanctis and Gallupe 1985,1987] have provided a definition， 
based on the nature of the interaction into the group's work 
processes, identifying three levels of GDSSs. Each of them 
represents an increasing degree of technological sophistication 
and a more dramatic intervention into the process of group work. 
They are as follows: 
On the first level, GDSSs provide features aimed at 
removing common barriers to group work and communication, such as 
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a) unequal consideration of ideas; b) dominance by individuals; 
c) peer pressure； and d) loss of autonomy. 
On the second level, GDSSs provide specific group 
techniques aimed at structuring the group's work and decision 
processes. These techniques include: 
1- Planning tools such as : brainstorming， organization 
analyses； 
2- Modelling tools that support qualitative and 
quantitative decision analysis such as : social 
Judgement formation, risk analysis, multiattribute 
utility methods; 
3. Group process tools from the organization development 
field such as : process observation, team building 
etc. 
For the last level, GDSSs are emphasized and characterized 
by machine—induced group communication patterns and can include 
expert advice in the selecting and arranging rules to be applied 
during a meeting. To date, there are still no development for 
systems of this type [DeSanctis and Gallupe 1987， Kraemer and 
King 1988]. 
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From the 3 levels， the definition and the purpose of GDSSs 
are generalized respectively as follows: GDSSs are defined as an 
interactive computer-based system that facilitates the solution 
of unstructured problems by a set of decision makers working 
together as a group. 
The purpose of GDSSs is to improve the process of group 
decision making by removing common communicsition barriers, by 
providing techniques for structuring decision analysis， and by 
systematically directing the pattern， the timing, or the content 
of discussion. 
Beforehand, Huber has made a useful distinction between 
the purpose of decision support systems and the purpose of group 
decision support systems. The purpose of decision support systems 
is to increase the effectiveness of individual decision makers by 
facilitating the interactive exchange and use of information 
between the individual and the computer, whereas the purpose of 
the group decision system systems is to increase the 
effectiveness of decision groups by facilitating the interactive 
sharing and the use of information among group members and also 
between the group and the computer. 
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Having these concepts of GDSSs in mind, let's see what has 
been the development of GDSSs in practice before arriving at our 
GDSS design. 
2-3-3 Comparisons of Major Features of GDSSs in Practice 
GDSSs are considered as a system that comprises 
communication, computing, and decision technologies to facilitate 
formulation and solution of unstructured problems by a group of 
people. For this reason, let us first elaborate more about the 
three technologies to see what we can achieve or improve before 
going on to the design of our GDSS. 
Kraemer and King [Kraemer and King 1988] have identified 
six kinds of GDSSs, outlining the baisic technologies and usages 
of the current GDSSs in general. The differences among the 
various kinds of the system are distinguished in terms of 4 
elements, namely, hardware, software, organizationware， and 
people [Kraemer and King 1988]. Table la， lb, show the summaries 
of the six systems' features and characteristics outlined by 
Kraemer and King [Kraemer and King 1988]. We have extended the 
summaries with their shortfalls attached. 
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：：：- — = = = n 
Element electronic boardroom "teleconference Group network • 
facility 
1 — 
Hardware Conference room; audio! Conference room; Offices; file 
visuals; graphic audiovisual, servers and 
displays computers audio, computers computer work 
















Organizat Audiovisual；corporate Audiovisuals； Conference 
-ionware reports; standard teleconference chair 
meeting protocols protocols conducts 
meetings 
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People Audiovisual Participants (in Participants 
technicians; two or more (in two or 
participants locations)； more local 
teleconference places)； 
facilitators group leaders 
Shortfall Computers merely used Utilization of Emphasis on 
for data capturing and computers is proximity but 
data storage, hardly rare， group facilitation 
enhanced for cooperation is of group 
facilitating group difficult. decision 
decision making. Group Practically making 
proximity is confined expensive hence neglected. 
within a room. not popular. 
Table la. 
« 
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Element Information center Decision Collaboration 
Conference laboratory 
Hardware Conference room; Conference Conference 
large screen video room; large room; 
projectors; screen video electronic | 
computers; display projectors; chalkboard 
terminals display microcomputer 




Software DBMS; statistical Decision Multiuser 
packages; retrieval; analysis interface; 
graphics; and text software; outlying; 
processing software modelling evaluating 
software； 
voting tally 
and graphics i j 
Organizat- Cooperate and other Democratic Standard 
ionware databases; standard decision making meeting 
meeting protocols; protocols; one protocols 
standard meetings person one 
(e.g. annual reports, vote; majority 
market forecasts) rules 
-1 L 
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People Participants; Participants; Participants 
computer specialists; decision 
modelling specialists analysts； group 
process 
facilitators 
Shortfall Hardly support Group proximity Neglect 
interactive group confined within facilitating 
decision support a room. and 
environment. Neglect Decision expediting 
* 
group efficiency and protocols lack the process 








Most current GDSSs: teleconferencing, electronic board 
room， group network etc., put the means of GDSSs' technologies 
more on the facilitation of data transporting and group 
proximity; and on raising the group members' interest with them 
on taking part in the meeting. They are seldom to be used as a 
decision aid media for reinforcing decision quality and 
2 - 1 7 
GDSS 
facilitating group decision making. 
For the GDSSs of the information center type, they are "used 
more as a back-end support for data manipulation, data analysis 
and model fitting. It is basically a decision support system 
hardly suitable to be implemented as a GDSS for facilitate 
interactive group decision support in meeting situations [Kraemer 
and King 1988]. Groups, broadly speaking, cannot tolerate the 
time of long data crunching. 
It has been said that [Kraemer and King 1988] Decision 
Conferencing is the only type of system that has the 
characteristics and functions to closely represent and match the 
role of GDSSs. However, decision conferencing mostly emphasizes 
"democratic" protocols rather than ••hierarchical"， or 
..aiuthoritariarr ones. This assumption of equal rights does 
restrict its flexibility in bringing up a decision of high degree 
of quality or desirability in realistic situations. Moreover, 
this type of GDSSs only restricts meeting held within a 
conference room. 
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2-3.4 The GDSS Software Models 
The basic structure of the software components forming our 
GDSS is proposed in the following section. 
2-3-4-1 The SoftwaLre Components 
In view of the GDSS concepts, we propose 七hat a basic 
Group Decision Support System from an organization perspective 
should have the following software components. This is shown in 
figure 2.3.4.1. 
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TBMS ——TOOLBASE MANAGEMENT SYSTEM 
DBMS ——DATABASE MANAGEMENT SYSTEK^ 
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Figure 2.3.4.1 The GDSS Software Model 
As shown in the figure, there are eight components: 
communication systems, decision procedures， dialogue systems, 
dictionary, library， decision tools, and tool-base management 
systems. Their functions and characteristics are described as 
follows: 
Communication It is transparent to users, used for 
software 一 facilitating data-transfers among users. 
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Dialogue system - It is a man-"bo-machine interface system 
which， in this case, provides menu and 
data-entry type of communication 
facilities. 
Da七abase - It is a data pool in which data are 
integrated by predefined relations for 
retrieval and analysis. 
DBMS - It is used for facilitating data 
retrieval, manipulation, security, 
consistency and integrity. 
TBMS - It is used for facilitating the retrieval 
and the management system manipulation of 
worksheets. The worksheets in this case 
are basically various kinds of 
application packages such as analytical, 
statistical， graphical and spreadsheet 
systems. 
Decision tools 一 They are mathematical models provided for 
decision analyses e.g. cost/benefit 
analysis， MAU etc.; rules to facilitate 
decision making and resolve conflicts: 
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Majority rule: the Borda rule etc.; 
financial analysis models and statistical 
models etc. 
Library - It is a repertoire of common knowledge 
used for referencing, e.g. the definition 
and application of the Borda rule etc. 
Dictionary 一 It is used for providing look-ups for the 
meanings of system keywords and 
functions. 
Nominal Group It is a technique developed by A.H. Van 
Technique - De Ven and A.L. Delbecq in 1968 from 
social-psychological studies of decision 
conferences， studies of industrial 
engineering problem design in the NASA 
aerospace field， and social work studies 
of citizen participation in program 
planning. Since then, NGT has gained 
extensive use and recognition in health， 
social service， education， industry, and 
public administration organizations 
[Delbecq and Van de Ven 1974]. It has 
2 - 2 2 
GDSS 
been used for structuring and 
controlling the exchange of information 
among decision makers in order to 
increase the effectiveness and efficiency 
of decision making. The technique will be 
discussed later in the Design chapter. 
2-3-5 Mapping Group Decision Making Concepts into The GDSS 
Conceptual Model 
Figure 2.3.5 depicts the GDSS conceptual model which 
comprises decision and computer supports. The decision support 
part has the means of providing decision structuring tools and 
data analysis tools to facilitate and expedite the process of 
group decision making. The computer support par七 has 七he means 
of: controlling decision flows, speeding up analysis process; 
facilitating presentations of text and graphical data, 
expediting data manipulation and retrievals, and facilitating 
the communications among group members. 
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Figure 2.3.5 The Mapping of Group Decision Making with The GDSS 
The basic decision circle depicted in the figure, briefly 
speaking, begins with a start-up and attribute definition phase, 
and then moves into an iterative decision cycle. 
The start-up phase opens with: participant identification, 
inputs regarding specification of system characteristics， on-line 
tutorials on the use of the system, (or facilitators, who are 
computer operators responsible for keying inputs into the system, 
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can be introduced). 
The input phase involves keying in definitions of problem 
objectives，七he details of the sys七eirTs protocols and rules. 
The actual decision cycle is a decision structuring 
process. This includes the definition of the actions or events 
constituting a given node in the tree, the es 七 imsi 七 ion of 
utilities and probabilities for the events， and 七he 
identification and resolution of any conflicts p:reseri七 in 七he 
choice—elici七ation process. The cycle begins anew with the 
selection of the next node to expand. The selection of node is 
made by a sensitivity analysis program, but may be overridden by 
the group or any other node chosen. 
Sensitivity analysis attempts to locate the most critical 
node whose value must be changed the least in order to cause a 
drastic change in 七he current stage of the tree. Following each 
round of utility estimates, the system determines whether a 
conflict exists (as described previously) . If 七hei^e i s ,七 h e 
system records the conflict point for a later review. The 
conflicting views among members on some events are discussed 
openly through exchange of views and then to be resolved by 
voting. Leadership, if it e x i s t s， may come into the par七 tp 
resolve conflicts. The same treatment is applied to the case when 
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there is a disagreement or a tie in a final choice of decision. 
The individual judgement, the group feedback, the group 
discussion, and the individual reestimation presented with the 
aiding system are working in parallel with the Nominal Groups 
Technique or Procedure, which is implemented entirely on the 
computer. 
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G l n a p t e r 3 - T h e G D S S D e s i g n 
3.1 Introduction 
Bearing the general concepts of GDSSs， the following 
sections present the characteristics and the design of our 
general GDSS pr'ototype. Our GDSS ca.n be used for most group 
decision making situations. The ideas we use for designing the 
system are mixtures of activity-driven concepts, the Mcgrath's 
concepts and the leadership concepts. 
The content of this chapter focuses our GDSS prototype on 
its conceptual and its physical designs. The steps for finalizing 
each alternative's attributes and for resolving the conflicting 
decision choices among members in the group decision meiking 
process are all implemented by computers. The justifications to 
adopt the necessary features for making the system a practical 
one are explained. Each of the modules， its functions and logic 
included in the system are elaborated. The techniques and the 
methods involved for effecting the finalizing function of the 
system are also elaborated. 
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3-2 System Overall Objectives 
The system is intended to be an interactive Group Decision 
Support System prototype which aims to provide decision aids for 
s group of people making decision in most meeting situations. 
3-3 The Assumptions 
In general, there is no practical open system that can be 
made to perfection for all situations. This may be due to the 
environmental constraints and many uncontrolled factors that are 
inherent in open. And our system is by no means an exception. It 
has the assumptions as follows: 
a- All participants using the system are rational and 
consistent (as to ^judgement). 
b. All participants have motivation to make decision for 
the benefit of the organization. 
c- All participants have prepared themselves with 
substantial knowledge and information of the problem. 
d- The decision is to be made under the cooperative work of 
the group. 
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3-4 System Scope 
The system is built under the aveiilability of facilities in 
the Computer Science Department. The design is software-based 
rather than hardware-based. 
3-4-1 Design Scope ‘ 
The design approach used in our case is activity—driven• 
This means focusing on group activities rather than on group 
tasks or technology-driven [Huber 1984]. As reviewed by Fisher 
and Gouran [Fisher 1974， Gouran 1982] on group decision making, 
whatever tasks a group may engage in, its members will be found 
to be carrying out one or more of the following activities: 
information retrieval, information creation, information exchange 
or information use. 
The reason for not fully adopting task-driven approach is 
due to the fact that there are innumerable decision—group tasks 
that an organization might generate. On one dimension they may be 
involved in any step of the problem- solving process. On another 
dimension， decision groups may serve as the people who react to 
desc]?iptions of decisions tentatively made; i.e. as information 
generators, as recommendation generators, or as autonomous 
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decision units CHuber 1984, DeSanctics & Gallupe 1987]. Given the 
innumerable decision group tasks that an organization might 
generate and with the consideration of the coat - e f f e c t i v e n e s s and 
the maximum survival of the system, it is rather infeasible to 
employ a design strategy that derives the necessary system 
features from an examination of user tasks. 
3-5 Objectives 
3-5-1 User‘s perspect ive 
As users is one of the major elements to the success of 
GDSSs， our system is therefore designed to contain the following 
features in order to avoid the feeling of discomfort in uaera for 
most meeting situations at large. They are as follows: 
a. A menu-driven system for information retrieval and 
data analysis. 
b. An interactive, simple data input dialogue system for 
ease of data input in the decision analysis and 
structuring process. 
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c. A dominant-free environment in which subordinate 
members do not feel pressured by their superiors, as 
their contribution of opinion is strictly anonymous to 
others. 
d. A menu-driven recording system in which users can 
easily recall the details of 七he previously said. 
e- A fair environment that every member has a equal 
chance for his opinions expressed. 
3-5-2 System's Perspective 
As time and leadership are also the important elements to 
the success of GDSSs, the system is therefore designed to have 
the following control features such that a meeting can be 
conducted effectively and efficiently. They are : 
a. A time-controlling element during 七he phase of idea 
elicitation in order to expedite the meeting process. 
b. A data-transferring system in which the frequency of 
data-transfer is kept to minimum. This has the purpose 
of reducing the transmission cost. 
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c- A two-windowed screen is provided during the 
informat ion-exchange phase such that the user can do 
his own work on one window while another window is 
displaying the other user's information. This simply 
saves the cost of adding other pieces of communications 
equipment, e.g. video projector etc., for common 
display. And it would be generally needed in most 
meeting environments. However, if it is to attract 
users' attention or interests, color monitors could be 
more desirable tools than the black and white ones. 
Additional inexpensive features such as mouses, 
scanners should be welcomed to assist users on drawing. 
d- A network system that communications can be carried out 
either in a locally remote, or in a conference room 
environment• 
e. A setup system allows changes of input control 
protocols such that the system has the flexibility to 
cater for different meeting situations in general, i.e. 
Authoritarian or democratic. It also provides a 
menu-driven shell for the preparation of meeting agenda 
and the inputs of weight for all of the participants. 
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f- A login system for security checking. Users have to 
enter their own passwords in order to use the system. 
Failure in entering a password three times, the user is 
not allowed to enter the system. 
g. A compromise mechanism to resolve conflicts when 
disputes arise. 
h- A leader-effectiveness mechanism for which either a 
leader-control or majority-control switch is turned on. 
Under the leader-control, the leader has the power to 
add on a weight factor to adjust the judgement scores 
of other users so that the alternatives issued by his 
favourable members have a higher chance to get through. 
While under the majority-control, the leader is 
exempted from this allowance and lets the majority 
takes the deciding role. 
3-5.3 Decision Support Perspective 
During a meeting, group members generally require 
information to help themselves to make decision. If information 
is made handy for retrieval, the decision process can then be 
speeded up more significantly- On the other hand, in decision 
—» 
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making， decision makers often face with unstructured decisions 
and find difficulty in deciding the best choice out of a variety 
of alternatives- For these reasons, the system is designed to 
provide them with the following features: 
a. a spreadsheet system which provides users easy 
accesses to data and models in data analysis and 
graphical display procedures as they are generally 
required in accounting and financial analyses. 
b- a statistical package is also provided for forecasting 
and statistical analysis. 
c. a decision structuring mechanism for the structured 
formation of alternatives. 
3-6 The (Conceptual Design of The GDSS 
The system is divided into two subsystems: Information 
Exchange and Decision Making. The following describes the two 
subsystems. 
3.6.1 The Information Exchange Subsystem 
This phase is created for the participants to prepare and 
send their own ideas or opinions for discussion with other group 
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members• 
The overall structure of the Information Exchange System 
is illustrated as in figure 3.6.1. The following gives a brief 
explanation of each of the features displayed in the diagram: 
a- The dialogued system is a main communication in七erface 
between users and computers. It is menu-driven and 
requires only simple data input. 
b- The time-controlling system is a controlling mechanism 
to time the user, once he is logged into the 
information-exchange phase. There is a time-length 
that is pre-set for him to be allowed to stay in the 
system- The system will issue a time-reminder on 
screen to remind the user five mimrbes before he has 
to leave the phase. 
c- The dictionary is provided for users to look up 
explanation of system keywords and functions. 
d. The file management system is provided for file 
manipulation, retrieval and transmission during 
information-exchange phase. 
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e. The toolbox system provides users different kinds of 
working tools for data analysis and graphical display. 
S 
DIALOGUE ^ 
SCREEN INTERFACE | ^ ^ ^ 
DISPLAY MODULES 5 — !< 
— • D 丨—丫 S ^ 
TOOL BOX MANAGER 
J 
一 APPLICATION TOOLS 
^ ^ 
NOMINAL GROUP TECHNIQUE 
Figure 3-6-1 A Conceptual Framework of The Information Exchange 
Subsystem 
3-6-2 The Decision Making Subsystem 
This system handles the construction of a group-decision 
frame, and provides the tools for conflict resolution when 
conflict occurs. In constructing a group decision structure, a 
dialogued system is used with certain user-friendly editing 
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featur^es. It has a memorizing mechanism for storing and 
structuring information details at each decision stage. After 
having all the finalized details collected, it will then， through 
a calculating mechanic，work out the result which is totally 
der^ived f r o . the decision makers' choices. F i ^ . e 3.5.2 
illustrates the system structure. 
DIALOGUE SYSTEM 
EDITING D I S P U Y 
MODULES MODULES 
DECISION • 丨 • ~ ~ 
二 ， — — D A T A — 
MODULE MODULE 
“ 
CONFLICT / / 
\ SIGNAL Z 
MODULE 
C O N F L I C T ~ 
RESOLUTION 
MODULES 
DECISION MAKING SUBSYSTEM 
Figure 3.6.2 A Conceptual Framework of Group Decision Making 
Subsystem 
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3-6-3 The Coimnunications Framework of The System 
In the process of group decision making, a discussion or a 
communication link is formed once a participant of a group 
signals to pass information from his work-station to other 
members of the group at other work-stations, or vice versa. 
Implementing Nominal Group Technique (NGT) (see section 3.8.1) on 
the computer, there are only a few major stages that require the 
linking. These stages are Information Exchange, Decision Making, 
and Conflict Resolution. At each of these stages， there may be 
requirements for more than one communications link; some of which 
are very much dependent on the situation 七hat arises. Thus, how 
do we form a communication framework in order to cater for these 
variations? Figure 3.6.3 illustrates the modules involved in the 
framework. This applies to every of the stages requiring 
communications link. It is conceptually perceived as that the 
system is to run on a network environment in which more than one 
personal computer (PCs) are linked together through the control 
of a multi-user mini-computer machine. In other words, the 
mini—computer functions as a host system which serves as a common 
venue for the PCs. 
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Figure 3.6.3 A Conceptual Framework of Conmnmications 
The Check Mode module is for checking the type of a task， 
and whether it is sending or receiving data. This is due to the 
fact that there are more than one type of tasks to be performed 
in each of the subsystems. If the type of a task has been 
determined and it is expected to receive data, the next step is 
to check whether the data has been completely generated from the 
task through the Check Data Exist module. If y e s， the receiving 
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receiving side prepares the compatible data format and then 
receives the data. Otherwise， the process stays at the stage of 
checking. The similar procedure is performed with data-sending. 
3-7 The Physical Design of The System 
This section describes the network configuration, the 
communications configuration, and the architecture of the system 
modules. Each of the modules is described step by step with its 
purposes, its software components and logic. 
3-7-1 The Network Structure 
Personal-computers (PCs) are very popular computing 
machines. They can be found in most of the companies of different 
categories all over the civilized world. The PC's high 
performance against its low cost pay-off illustrates that the 
demand for it will still be increasing. Especially for the IBM 
DOS machines, the software support is notably substantial, as 
there are a lot of applications written for them. For this 
reason， our system uses the DOS personal-computers as the main 
users' personal work-stations. The PCs are logically connected 
together in a star-like network with a mini-computer VAX 780 as 
the host system. The network software used is DECNET, also call 
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D N A ， Digital Network Architecture, which is the only high speed 
network we have available in the department that connects PCs 
with VAX. The VAX machine uses the VMS operating system which 
supports multi-user operations. 
Figure 3.7.1 illustrates the network structure. 
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Figure 3.7,1 The Network Structure of The System 
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3-7-2 The Comnrunications Flow 
The communications channel used in the network has only a 
one-way transmission direction, a simplex channel. That is, the 
VAX machine is used as a common or a bypass venue for the 
communications among the PCs. The PCs can, at one time, either 
send or get data to or from VAX respectively, but not vice versa. 
Since the VAX is a multi-user machine, it can simultaneously 
accept in-coming calls from all of the PCs. 
3_7_3 The Overall System Structure 
With the above mentioned objectives and concepts, the GDSS 
system is designed with 4 main modules: The Setup, Private， 
Common， and Monitor modules. Figure 3.7.3 shows the relationships 
among them. 
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Figure 3.7.3 The Relationship Among System Modules 
3.7.3.1 The Setup Module 
This module runs on a PC and is used for system setup. 
Its Functions and Components 
This module is designed for the inputs of meeting setup 
data- It has an editor and menu-driven features for user to input 
data such as meeting protocols and agenda details. The user here 
can be any person who is authorized or allowed to key in 七he 
system details. Moreover， this person has to have a password to 
log on to the system before entering system details. The data 
required to be entered in this module are the number of users， 
the choice of compromise rule, the weights of impoirbance of 七he 
pa2?七icipants， the time limit for participants to stay in 七he 
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information exchange phase， and the leadership parameter such as 
with chair-person or without. If a chair-person is present, the 
chair-person code must be specified. In addition, two modes of 
the chair-person‘s power are to be chosen. They are the Excess 
and the Even modes. 
In figure 3.7.3.1, the diagram shows the screen outline 
of the Setup module that provides the inputs of the above said 
data. 
AGENDA ENTRY 
ENTER NO. OF USERS : 3 
ENTER VKEICHT : 3 
1 W(2]: 3 W(3]: 2 
SELECT COMPROMSINC RULE : 
1) MAJOWTY 2 ) BORDA 3 ) WEIGKHNG 
ENTER WE UMFT (0 FOR NO LIMTO 
[M MMS]: 
ENTER LEADER N0 . (0 FOR NONE): 3 
EKTER LEADER MOO€(DCCESS= 1 ,E\CN=0): 1 
1-CANCEL 2.C0NFIRM 3.EXIT C(eate E(dit CTRL-丫(save 
Figure 3.7.3.1 The Screen Outline of The Setup Module 
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3-7-3-2 The Monitor Module 
This module resides in VAX and serves as an collector and 
finalizer. 
Its Functions and Logic 
It has two major functions. One is to synchronize VAX 
with the P C s， another is to collect and finalize the data. 
Firstly, it collects data from P C s， then finalizes the data and 
puts the results in a file on VAX. When the results are 
completely generated in a file， the Monitor generates a signal 
for PCs to collect the result file. The signal is just a file of 
signal representing a particular type of data transfer. The 
diagram in figure 3.7.3.2 a & b respectively shows the functions 
and the logic that the module comprises. 
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Figure 3.7.3.2a The Functions of The Monitor Module 
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Figure 3.7.3.2b The Logic of The Monitor Module 
In the decision making phase， there are several stages 
which need the process of finalizing. They are the 
alternative-selection， the alternative-definition and the 
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value-determination stages. The Monitor is the only module which 
handles the finalizing tasks. The problem and the steps in each 
of the finalizing tasks will be discussed in 3.7.4's sec七ions. 
3.7,3.3 The Private Module 
This module runs on PCs only. It is used for the 
information-exchange phase of the system. 
Its Functions and Logic 
It provides the user V7ith the functions for recalling 
the meeting details and preparing his own idea before sending. 
The features include worksheets for graphical display and data 
analysis; an editor for creation of ideas, and a file manager for 
file manipulation which includes merging， editing and sending 
files. If the user has no idea to be sent， he simply selects the 
'send [no comment]‘ command, a message of 'no comment' is then 
sent • 
Regarding the leadership factor, when a leader exists, a 
control switch is generated for the leader to adjust his members' 
judgement scores. If no leader exists, the switch is not 
generated. Figures 3.7.3.3 a & b illustrate the functions and the 
logic of the module respectively. 
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Figure 3.7.3.3b The Logic of The Private Module 
3-7-3-4 The Common Module 
This module resides in PC and is used in the decision 
making phase. 
Its Functions and Logic 
It provides several features including a dialogued system 
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as a user-friendly between the user and the computer, a windowed 
sc2?een for showing information which is being created by the 
group members. 
During the finalizing process, the Common module provides 
users with questions for simple data inputs and sends their 
answers to VAX. When all the details have been asked and 
finalized, it calculates and generates 七he final result to all 
the users. Figures 3-7-3-4 a & b illustrate the functions and the 
logic of this module respectively. 
COMMON 
I ‘ 1 
I I 1 , 
PRIVATE 似 钱 丄 G E T NUMBERED G O FINALISED 
T^ERNATIVES /LTCRNATIVES /^TERNATMES 
L- ^ _J 
STRUCTURE DECISIONS 
I 1 1 
CHOICI'SIJETSLS CS翻TS 
, Se PROBABLITES 
’ J 
EVALUATE 
Firw. SCORE I 
DISPLAY CHOICE： 
Figure 3.7.3.4a The Functions of The Common Module 
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Figure 3.7.3.4b The Logic of The Common Module 
3-7-4 The System Overall Control Logic 
All the modules run on PCs, except that the Monitor runs 
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on VAX, 
Before 七 he actual meeting process stairts’ a setup 
procedure is performed on a PC for keying in meeting protocols 
and details- On completion of 七he setup process, the da七si is sen七 
to VAX and then waits 七here to be collected by 七he PCs' and by 
the other VAX's programs. 
When 七he system begins， 七he VAX's Monitor and the PCs' 
Commons get the setup data from VAX and start synchi?onizing with 
each other by passing control signals. Figure 3.7.4 shows 七he 
Phase Selection logic of the System. 
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Figure 3.7.4 The Phase Selection Logic of The System 
Since the operation of the system is divided into two 
phases， Information-Exchange (IE) and Decision-Making (DM)， the 
VAX and all the PCs" control programs have to know which of the 
phases that the participants have actually chosen. At this stage, 
each of the PCs sends a phase-type signal to VAX. The Monitor 
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collects the signals but would not start the finalizing process 
unless all of the signals have been collected. On completion of 
the finalizing process, it generates a result file and waits for 
the PCs to collect. 
The rule of determining which of the two phases to proceed 
is 七hat: if all the PCs have chosen DM, the DM phase will 
proceed. However, if there is at least one PC which does not 
choose DM, the IE phase will proceed. 
Before we get on to the Information-Exchange and 
Decision-Making phases' details， l e f s discuss the aids or 
methods used for the group decision making process. 
3-8 Aids in Group Decision Making 
The following illustrates the methods used in 七his 
prototype system for aiding group decision making. They are : 
3-8-1 Nominal Group Technique (NGT) 
The technique provides a means to structure the exchange 
of information among group members such that the tasks in a 
meeting can be carried out effectively and efficiently. 工七 
utilizes a time-controlling mechanism such 七ha七 everyone works on 
his tasks according to schedule. By doing this,七he meeting will 
go smoothly and be finished as scheduled. The technique has 
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received great acceptance in practice and has been implemented 
manually in variety of forms， However, it has not been 
implemented on computers as in an automated form. The technique 
has the steps proceeded as follows: 
1. Individual members of a group generate their ideas 
independently and silently in writing. 
2. A round robin procedure for each member to present his 
ideas to the group without discussion. 
3. After all individuals have presented their ideas， a 
discussion for clarification and evaluation follows. 
4. The meeting concludes with a voting session in which 
each of the individuals votes silently through a 
rating or rank order procedure. The choice of the 
voting methods is totally dependent on the 
organization's setup. 
3.8.2 Decision Tree 
A decision tree is a graph in which the alternatives 
available to the decision maker are shown as possible paths in a 
tree-like structure. The occurrence of future conditions is 
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denoted by a branching of the tree at some time after a decision 
has been made. The method not only provides a means of 
exploration of the structure of a decision situation. In 
addition: 
1. It provides a logical method for linking together 
the available quantitative data and for 
investigating the consequences of those values of 
the parameters involved. 
2. It serves to clarify the decision situation, even 
if the ultimate selection of a course of action 
is not made solely on the basis of the 
quantitative analysis. 
3- It provides a guide to the value of information 
and to the resources that should be committed to 
gathering of information in a decision situation. 
4. It may serve to make managers' preferences and 
perceptions more explicit during the course of 
discussions that arise with respect to the 
analytical approach. 
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It is recommended that the decision tree should not be the 
only analytical method used in the analysis of a decision 
situation in which there is uncertainty. However， taken in 
conjunction with other methods of analysis， it may provide some 
new insights into a situation that it can be used as an advantage 
for a decision maker charged with the selection of a course of 
action from a range of possible alternatives [Howard 1972, Magee 
1964， Newman 1 9 7 1 ] . 
3.8.3 Mult i-At tribute Utility Technique (MAU) 
This technique is used for extending the applicability of 
the decision tree to allow judgements involving multiple criteria 
and conflicting points of view, 
MAU technique decomposes a complex overall evaluation 
problem into more manageable subproblems of scaling, weighting 
and combining criteria. Keeney and Raiffa’ Gardiner and Edwards, 
and others [Gardiner and Edwards 1975, Keeney and Raiffa 1977] 
have shown that the use of MAU techniques can be effective in 
multiobjective problems. In its simple form, the MAU can be 
expressed as a simple aggregate of constituent factors. 
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wants I 
I w h e r e 
A J is the j - t h a l t e r n a t i v e . Fjt is the k - t h e v e n t . 
P ^ E t ) is the probabil i ty of the k - t h e v e n t . 
Wi is the importance w e i g h t of i - t h a t t r i b u t e . 
Y^Wi - 1 » the sum of all w e i g h t s is normalized to 1. Xiff, Is the uti l i ty parameter of attr ibute 1 associated with alternative j and event k . " ( x…） i s the u t i l i t y of i - t h a t t r i b u t e associated w i t h a l t e r n a t i v e j and event k . 
Utility is a measure or a way to score say, monetary values, 
using the decision maker“s own subjective risk preferences. A 
utility scale is like a temperature scale； the zero level and the 
units assigned to an interval are arbitrary. But, we must know 
the significance of the scale, e.g. whether 25 is cold or warm 
unless we knew it was measured in Fahrenheit or Celsius. 
Now, consider an example that you want to evaluate a lottery 
having a 50-50 chance of making $50,000 or losing $25，000. The 
expected utility is expressed as : 
—T —T —r 
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Expected utility 二 .5 u(50000) + .5 u(25000) 
The value of the lottery to you depends on how much risk you 
want to take. Suppose you decide that if you owned the lottery 
and were offered $5，000 for it ， you would be indifferent as to 
selling it or keeping it. Thus ， for you the utility of $5000 is 
equal to that of the lottery, 
u(5000) = -5 u(50000) + .5 u(-25000) 
The expected monetary value (EMV) of this lottery is .5 氺 
50000 + -5 木 -25000 = 12，500- So， the $5,000 is as valuable as 
this uncertain EMV of $12,500. The $5,000 is termed the certainty 
equivalent (CE) of the gamble. The difference between the EMV of 
the gamble ($12,500) and the CE ($5,000) is called the risk 
premium (RP) ($7,500 in this case). The RP is the amount of money 
you are willing to give up to avoid the risk of loss. By 
definition, 
RP = EMV 一 CE 
In general practice, when problems having many possible 
outcomes of varying probabilities， it is helpful first to assess 
the decision maker's preferences, then to apply these preferences 
to the problem. 
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3-8-4 Adjusted Multi-Attribute Utility Model 
In group decision making, "the quality of decision can be 
degraded by the misjudging of some members. This may be due to 
the fact that the members are inexperienced with some particular 
issues. Thus, in the process of seeking an optimal solution for a 
particular issue, the judgement of each member of a group should 
be adjusted appropriately in terms of his experience or 
importance to the issue. This can be done simply by assigning 
weight to each member. And this weight can be derived from the 
models of various criteria. If all members are equally important, 
the values of weights can be all set to the same value. In view 
of this fact, we have adjusted the model of MAU as follows: 
MMlUS It 
i where 
A J is the j - th alternative. Et is the k - t h event. is the averaged probability of the k - t h event is the normalized judgement weight for k - t h event. 
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Wi is the importance w e i g h t of i - t h a t t r i b u t e , 
[ l y 广 1 , the sum of all w e i g h t s is normalized to 1. 
父t/fc is the utility parameter of attribute i associated with alternative j and event k . is the u t i l i t y of i - t h at tr ibute associated with a l t e r n a t i v e j and event k . 
Supposing that there are 3 people x,y,z involved in giving 
their preferences to an event which constitutes two attributes A 
and B， and the event has to score more than 40 to get accepted. 
Let the values of judgement importance of x，y，z be determined as 
2,1,1 respectively. If the values of weight, WA and WB, and 
utility, UA and UB are: 
X y z 
UA 2 8 4 
UB 3 6 4 
WA 2 5 4 
WB 8 5 6 
The resulting score for the event with the weight of 
judgement importance is: 
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2 / 4 木 2 木 2 + 2 / 4 木 8 木 3 + 1 / 4 氺 5 木 8 + 1 / 4 木 5 木 6 + 1 / 4 氺 4 木 4 + 1 / 4 木 6 木 4 二 4 0 ; 
without the judgement weights, the score is: 
( 2 木 2 + 3 氺 8 + 8 木 5 + 6 木 5 + 4 木 4 + 4 * 6 ) / 3 = 4 6 . 
This example is to illustrate that adjustments on the 
decision makers' Judgement may turn 七he result of a decision 
completely the other way. This enhancement of adjusting decision 
makers' judgement importance has the aLdvarvbage of providing 
control on the degree of decision quality in general. 
The additive form of calculation means that the attributes 
are preferentially independent of each other as preferences for 
specific outcome values of one attribute do not depend upon 
others. For example, let an attribute, xl, be the time to 
complete a project and x2 be another attribute as its cos七-Now 
if we prefer a project time of 7 days to one of 10 days， assuming 
that the cost is 100 in both cases， and if we also prefer project 
time of 7 days to one of 10 days. If in both cases 七he cost is 
300 or any other value of x2， then xl is preferentially 
independent of x2. If x2 is also preferentially independent of 
xl， then we refer to xl and x2 as being mutually preferentially 
independent. 
As in the case of decision trees (see figure 5.5), we begin 
with a listing of the major available alternatives from which one 
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must be selected. The square box is called a "decision node", 
indicating that the branches emanating from it are to be 
considered as possible actions. The decision-maker is free to 
choose one and only one of these actions. It is thus a necessary 
requirement of decision trees that all action lists must be 
mutually exclusive and exhaustive. Actions can precipitate other 
actions and also events over which the decision-maker has no 
control. Event nodes, shown as circles, have branches all the 
outcomes that may occur at that point in the tree. The event 
sets， like other action lists, must be mutually exclusive and 
exhaustive. 
Since the members of the group are independently making 
their own judgement on the issue, their values of preference are 
also independent. 
3-8-4 Compromise Rules 
a. Simple Majority 
It is the simplest rule to implement for situations 
requiring the outlying of the best among all alternatives. The 
alternatives are compared simply by counting votes or scores. The 
one with the more votes or scores is the winner. 
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In some situa.'bion, "the dilemma, of this rule is 七ha七 even 
though individuals were all transitive in their own preferences 
(i.e- A>B and B>C implies A>C), but they may not be transitive as 
in a group preference. And more, the rule does not show the 
strength of preference. 
Having these disadvantages, it is, however, still 七he most 
popular voting rule applied in practice, such as in 七he General 
Election: Imposing the restriction of 'one man only one vote', 
some of the disadvantages of this rule can be avoided. 
b- Borda Rule 
It is a method to detect strength of preference and is 
•used in our case for resolving conflicts in a group. In 
Christian's experiment [Christian 1979], it was found to be the 
most accurate method among several other. This result was 
obtained from an experiment implemented in an environment 七ha七 
has the number of alternatives， the group size,七he relative 
influence of members, and the type of alternative under control. 
This is a similar case to our approach. 
The method uses place rankings held by alternatives. For 
example, if 3 individuals rank n alternatives, then first place 
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get n points, second gets n—1， and so on down to the last place. 
The Borda score [Bodily 1985] for each alternative is being the 
sum of the 3 values of the place ranking. 
c- Weighting 
When people have differing preferences and a Joint 
decision to make, a common approach is to delegate 七he problem of 
selecting a fai2:> compromise to some unbiased outsider. (In our 
case, since input of each member is anonymous to other, the 
outsider factor can be neglected.) This principle of delegation 
is exploited in a procedure developed to achieve consensus on 
utility weights [Bodily 1979]. The weighting in our case is: 
1- Each group member assigns weights (Ws) "to other 
members, where W is between 0 and 1， and sum of the 
weights equals 1. 
2- Then, all the weights are summed up together^ to 
produce the result. The one with 七he highest weigh七 is 
chosen. 
The reason for choosing this method for our system 
is because it is one of the most popular me七hods used in 
practice and is easy to implement. 
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3-9 The Informal:ion-Exchange Phase 
When the Information-Exchange (IE) phase is chosen, the 
Private module is called and thus the Nominal Group Technique 
(NGT) is activated. The NGT is a controlling mechanism that 
imposes the system pre-set rules on the participant who has 
logged on the IE session. The IE phase also makes sure that its 
users do not stay in the system exceeding the preset time limit. 
The NGT has also been put into use with the 'Monitor' in 
collecting and yielding the data of all PCs' files. i.e， it will 
not allow any of the participants in the group for missing his 
chance of expressing his idea. This is done by not creating a 
result file to VAX unless all of the participants' ideas have 
been collected. The IE phase will continue until either the 
participant is timed out or the participant has finished his work 
and sent a file. 
3.10 The Decision Making Phase 
I- Factors to consider 
In this phase, there are several stages requiring the 
service of the finalizing process. This is simply because the way 
in structuring a set of decisions in the form of a decision tree 
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is manifold. 
The following are the factors to be considered: 
a. How does the system, through the computer, determine 
the final set of alternatives, after receiving many-
different sets of alternatives proposed by the 
participants? 
b. Since in forming a decision tree， the system has many 
different types of actions to choose, corresponding to 
the different choices of the node types of a tree. For 
example, the tree node can be of either Decision (D)， 
Event (E) or Tip/Outcome (T). 
If 'Tip'， it means no more leaf from it is to be 
considered. 
For the leaves under the Decision node, an action of 
comparison is to be taken. If it is an Event node, each 
of the leaves under it has to be fed with probability 
and payoff values. The sum of the probabilities of the 
leaves under that node must be equal to one. 
For these variations, how does the system cope? 
c. And more， among the participants there may be different 
choices of node types, different probabilities and 
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different payoff values to an alternative being chosen. 
What steps should the system take to eliminate the 
respective discrepancies? 
II- Solution of Finalizing 
The following illustrates our approach to determine the 
solution of the above said problems using the computer. 
The steps for determining the appropriate set of 
alternatives are: 
1. On the Common's window, the participant is asked to 
input as many alternatives he can think of as 
appropriate. 
2. On Vax, the Monitor collects each participant's 
alternatives on a first come first served basis. It 
then groups them together, attach them each with an 
unique integer number, and put them in an 
ascending/descending ordered sequence• Having completed 
the numbering, the data are gathered into a result file 
to be collected by the PCs. 
3 - 4 3 
THE： GDSS D E S I G N 
3. On PC， each individual participant is then asked to 
select the numbers for which of the alternatives from 
the rmmbered set that he thinks he will consider. In 
the case of similar choices, the rule is to select the 
one with a smaller number. i.e. Between 2 and 10 : 2 is 
chosen. 
4. Back on VAX, the Monitor collects all the different 
sets of numbered alternatives and finalizes them again 
by taking the universal set of the numbers in the range 
specified by the difference between the smallest and 
the largest numbers. For example, if the sets 
[1,3,4,5,8]; [1,4,5,9]； [3,5,8,9] are collected， the 
final set will be [1,3,4,5,8,9]. 
For determining the node type, the system protocol used is 
as follows: 
1. The Tip node has the lowest priority. That means， if 
there is one participant who chooses either E or D， the 
node Tip, even it is chosen by all other participants, 
will have to be neglected. 
2. For deciding the node-type E or D， the choice is taken 
depending on their weights. The node-type weights are 
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calculated by slimming accordingly the pre-set weights 
of importance of the participants. The node-type with 
the more weight will be the winner. If there is a tie, 
the chair-person"s side is chosen in case with a 
chair-person. Otherwise, the conflict resolu七ion 
process is pursued. The process uses the predefined 
compromise rule to solve the problem. If a tie 
continues to appear, either a random choice or an 
addition set of criteria is introduced. 
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4 -1 Introduct ion 
This chapter explains the techniques and methods that our 
GDSS adopts: The data structures upon which the techniques rely, 
the ways of data are accessed and transferred, the ways of 
forming the decision structure, the housekeeping of the decision 
details, the methodologies used for selecting an alter^native 
from a variety of choices, our methods of implementing NGT on 
computers. All of these will be elaborated in the following 
sections. 
4-2 The Mechanism of Exchanging Information 
The conveyance of information between PC and VAX is done on 
a file-transfer basis. This technique has an advantage of being 
easy to implement. And more， because of the negligible 
discrepancy in efficiency (in terms of time or speed), it is 
considered adequate and sufficient. The file-transfer services 
are invoked on PCs by calling the Decnet's utilities. 
Since the transmissions between PCs and VAX is done on a 
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simplex basis, the sending and receiving of data are therefore 
accomplished all alone by the PCs. For each sending or receiving, 
each of the PCs has to wait and get an appropriate signal 
produced by the Monitor on VAX. 
4-3 The Implement at ion of NGT 
The objective of Nominal Group Techniques (NGT) is to 
control the order and the timing of 七he process of 
information-exchange among group members during meeting such 七hat 
the meeting could go smoothly and every member has a fair share 
of chance for expressing his own opinion. 
In applying N G T ， once the user is logged on to the 
information—exchange phase, a timing mechanism will be triggered 
to control his staying in the system. The period of stay can have 
no limit， depending on how the meeting protocol is set at the 
Set-Up phase. 
The timing mechanism is implemented in the way 七ha七 once the 
information-exchange process begins,七he start—time is set by a 
system call to acquire the details of the clock time- For every 
completion of an instruction step, an interrupt call for time to 
update the timing data is pursued. 
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Since the process of information exchange among group 
members is proceeded all the way through the computer, the 
control of equal chance of idea elicitation can be implemented 
simply by making sure that the Monitor has collected all the 
participants' files before yielding the result file. The order of 
idea submission would not be crucial as long as all the 
participants^ files have been received. Therefore, the system has 
to make sure that no files would be received twice. This is done 
by making sure that the receive code is correct. An error occurs 
if the same codes have been received twice. The Monitor receives 
the files on a first-come-first-serve basis. Having all the files 
received, the contents of all the files are then displayed back 
in turn on all the PCs. 
4-4 The Forming of The Decision Structure 
As explained earlier， there are several factors and 
procedures that we have to consider in forming the decision 
structure. For instance, there are many different choices for 
probing alternatives and in the ways the tree is formed. The 
details of information that we need for keeping track of the 
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decision 一 " t r e e structure aind. on ireaLching final decisions aire 
described and represented in the following data str-Qcture in a 
Pascal form. 
Type 
str36 二 string[36]； 
node一type—classification = (Decision， Event, Tip)； 
Branch 二 "node; 
node 二 record 
Alternative一name : str36; 
node—type : node_type_classification; 
alternatives : array [1..100] of branch; 
probability : array [1..100] of real; 
no_alt : 1.. 100; 
score : integer; 
end; 
The data structure consists of a tree form of records. Each 
of the records as shown above has the details that include the 
current node name, the current node type, the number of nodes of 
alternatives that the current node points to, the probability 
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that each of its leave contains, the upper bound of the number of 
alternatives that the current node consists of， and the 
respective payoff scores. Not every node contains all the details 
as shown in the record. This is due to the fact that there are 
different types of alternatives in a decision - actions, events, 
and outcomes; and hence the varying characteristics in the tree. 
The following explains the reasons in detail. 
Once the decision making phase begins， the system asks the 
user for the origin of the nodes in the branches from which the 
alternatives are to be determined before other alternatives at 
the same level are sought. The way of traversing the tree is in a 
depth-first search manner: first downwards from top to bottom and 
then from left to right upwards. 
On determining the details of the tree, the user is asked to 
input the above structure details for each node transversed. If 
the node is finalized to be of the type 'Tip'， the user will be 
asked to input score and probability 一 if its parent node is of 
type ‘Event‘； otherwise, only payoff values are entered. If the 
node is finalized to be a decision node or a event node， the user 
is asked to input the number of alternatives and the respective 
names that belong to that node, and then the system goes back to 
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the steps of alternative-finalizing as where it begins with. 
These are the steps as described in the Common module at the 
previous section. Figure 4.3 shows the logic and the steps in 
alternative probing. 
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Figure 4-4 The Logic and Steps in Alternative Probing 
Since there are many nodes of alternatives to be determined 
in the structure, the system just recycles the way as described 
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above to determine all their details. Therefore, the 
alternative-probing procedure is done recursively "until every 
node of the tree has been traversed. The procedure starts at the 
root and 
1. Ask user for alternatives, 
2. Alternative—;finsilizing， 
3. For each alternative, determine and finalize its node 
type and details, 
a. If 'Tip' and its parent node is "Event', ask for 
score and probability for each of its leave， else ask 
for score. 
b. If 'Event‘ or 'Decision'， Goto step 1. 
For entries of probability, the probability values of all 
leave of the same parent will be added up. If the sum has 
exceeded the total limit of 1， re-entries of probability are 
pursued. 
For preference score inputs, a range of values between 0 and 
100 are provided for users to select. 
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4-5 The Finalizing of Node Details 
The program's listing below describes some of the methods 
used for implementing the finalizing process: Note that some of 
the wordings have been changed for ease of explaining. 
For k :二 1 to N_asers do 
begin check node of 'stop' or 'go-on^ 木} 
if stop—con[k，i] 二 then 
s_flagCi] := true； •[木 sum score & probs *} 
s'am_prob[i] : = s"am_probCi] + prob_n"umCk, i]； 
s-am_score[i] : = sum一score[i] + score[k，i]* weight[k]； 
case n_type[k,i] of sum D & E weight independently 木} 
一d'， : D_weight[iJ ：二 D—weight[i] + weight[k]； 
一 e - ， T : E_weight[i] ••二 E_weight[i] + weight[k]; 
end; 
end; 
for i 1 to J do •[木 Determine decision or event node 
if D_weightCi] > E_weight[i] then 
result_ntype ：二 一； 
else 
if D_weightCi] < E_weight[i] then 
result_ntype := ； 
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else 
if D_jw^eight[i] = ：£一v/eight[i] then 
case leader—flag of {木 Check leader exist or not 木} 
false : result_ntype ：二 N_type[leader_no,i]; 
true : case Comp_rule of 
Weight : for m ：二 n_users do 
total—vote[m]:= 
total一vote[m] + vote[m]； 
for m := n_users do 
begin 
if total一vote[m] > max—no then 
begin 
max一no ：二 total—vote[m]; 
resiilt_type[i] ：二 N_typ>e[m，i]; 
end; 
end ； 
Borda : for m :二 1 to n_users do 
begin 
total—vote[vote[m]] 
：二 total_voi:e [vo七e [m]] 
+ n 一 "users-1; 
end; 
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max_no ：二 -9999； 
for m 1 to n—users do 
begin 
if total—vote[m] > max一no then 
begin 
max—no ：二 total—vote[m]; 





finalized results of node details 木]" 
if stop—con[i] then 
begin 
result_sc[i] := "stop'； 
result_ntype[i] ^ tip"； 
end ； 
else 
result—sc :二 'continue‘； 
end ； 
for i ：二 1 to j do 
begin 
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result—prob ：二 s"am_p]rob[i] / N_asers; 
result—score ：二 sum—score[i] / total_weight； 
end; 
This program segment describes the methods used for 
finalizing the node details. For the case when the chair—person 
is not present in the meeting, a compromise procedure is 
introduced. Two of the compromise methods used in the system have 
been shown. They are the Weighting and the Borda Rule. 
4-6 Methods in Evaluating A Final Choice 
The final choice evaluation procedure will not be invoked 
•<1 
unless all the details of the decision structure have been 
created. The procedure is implemented by repetitively calling a 
recursive function, which uses the information stored in the 
records of the data structure, until all the nodes have been 
evaluated to produce a final choice. The function is presented in 
a Pascal format as below: 
Function Calculate(this一node : branch ) : Real； 
var i : integer; 
X : real; 
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max : real; 
Begin 
With this一nodeA do (木 Consider this node 木） 
Case node_type of 
Decision : (木 if this node is a Decision node 木） 
begin 
max ：二 -9E9;(木 a very small number) 
for i := 1 to no_alt do 
begin 
X := calculate(alternative[i]); 
if max < X then max x; 
(木 select the max among al七e;rnatives) 
end ； 
calculate := max; 
end ； 
Event : (木 Event node 木） 
begin 
X : = 0; 
for i := 1 to no_alt do 
X X + ProbabilityCi] 
木 Calculate(alternatives!!i]); 
4 - 1 3 
THE GDSS inPLEr iENTATIOKj 
Calculate ：二 x; 
end; 
Tip : (木 Tip node 木） 
calculate ：二 score; 
End; (木 End of Case 木） 
dispose(this—node)； 
End; 
Each of the probabilities in the calculation here is the 
finalized probability taking from the airithmetic mean of all 
participants' probabilities. Similarly, the scores entered by the 
participants are finalized by feeding them in a pre-set judgement 
formula. For example, there are three participants A， B， C with 
pre-set weights of importance 1， 3， 2 respectively. 
Supposing their input scores for a particular alternative are 50， 
30， 20 respectively, the finalized score for that alternative 
will be the weighted average calculated as follows: Finalised 
Score = 50/6 + 30/2 + 20/3, which is 30. 
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5-1 Irrtroduction 
The following shows a case of a company which uses decision 
trees for decision analysis, selecting between two projects. The 
background of the problem, the rationale and the analysis process 
behind the decision are discussed accordingly-
5-2 Background 
The following example is one of the common cases in business 
at large. It involves a company in deciding between a project to 
develop a radically new type of drilling machine and a project to 
develop a radically new knitting matchine • Table 5.2 illustrates 
the problem faced by the company. A group of decision makers of 
different categories is invited for making the decision. They are 
the management people of production, marketing and sales 
divisions of the company. 
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Contribution to Profit 
Develop Machine A 
Success Failure 
Market Heavily $30000K -$30000K 
Market lightly $15000K -$1000K 
Develop Machine B 
Market heavily $10000K -$10000K 
Market lightly $5000K -$500K 
PAYBACK MACHINE A (YEAR) 一 MACHINE B (YEAR) 
PERIOD I 
Table 5-2 The Findings of The Problem 
5-3 Objective 
The criterion of concern to the managers is the contribution 
to profit: how much profit can be expected from the development 
and marketing of this product? There are two actions issues of 
concern. The first is which of the two projjec七s to select- The 
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second decision， as shown in table 5.2, is to decide whether or 
not to commit heavy marketing resources to the promotion of the 
product. 
5-4 Decision Analysis Rationale 
The outcome for each product is either success or failure. 
Either the product will establish itself in the market and 
continue to be a profitable item， or it will no七 establish itself 
in the market. Table 5.2 outlines the finalized conditional 
profits associated with each action outcome combination. 
Once the alternative actions and outcomes have been laid out 
and their costs established, the managers or the decision makers 
will consider the probabilities associated with each 
action-outcome combinsition• An illustration of such is displayed 
in table 5.4. 
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Posterior Probability 
R於ea「ch P「io「 Prior: High Chance OK Prior: Low Chance OK 
& Probability ^ 
Develop M Heavily M Lightly M Heavily M Lightly 
OK FAIL OK FAIL OK FAIL OK FAIL OK FAIL 
Drilling 
Machine 0.5 0.5 0.8 0.2 0.5 0.5 0.5 0.5 0.1 0 9 
(A) 
Knitting 
Machine 0.8 0.2 0.9 0.1 0.8 0.2 0.5 0.5 0.1 0.9 
(B) 
Table 5.4 Probabilities of Outcomes 
5.5 The Decision Tree 
The prior probabilities of success and failure associated 
with researching and developing machine A are finalized to be .50 
and .50 respectively. The prior probabilities of success and 
failure associated with researching and developing machine B are 
finalized to be 0.80 and -20 respectively. 
The decision faced by the company has been delineated as a 
decision tree problem illustrated in figure 5.5. Starting from 
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the far left and moving to the right of the decision tree, we can 
see the prior and then the posterior probabilities associated 
with each act ion-outcome combination in sequence. So， for 
example, if the firm decides to develop machine A, according to 
the final decision consolidated from all of the decision makers' 
choices of scores, it shows that the machine has a high chance of 
success, and the machine is to be promoted heavily. There is an 
80 percent chance at success and with estimate of finalized $30 
million profit. The decision makers can trace back on the 
decision tree to calculate the expected profits associated with 
each alternative. If machine A is preferred and evaluated to have 
a high chance of success, the company can expect to earn an 
estimated sum of $30 millions profit (the expected profit 
associated with the better action alternative). If， on the other 
hand, it has a little chance of success, the firm can earn an 
estimate of $15 million profit. 
A similar analysis can be carried out for machine B. We can 
see from the results in figure 5.5, the probabilities of success 
are much higher in each case with the machine’ but 七he profits 
associated with success are lower than in the case of machine A. 
The multi—attributed utility theory allows us to evaluate the 
expected value or profit of this alternative by again combining 
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profits with the probabilities of the events occurring. In this 
case， tracing back on the decision tree demonstrates that the 
expected profit associated with machine B is nearly $6.5 million. 
Thus the decision tree analysis indicates that the decision 
makers or the manager should choose the research and development 
of machine A. 
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Figure 5.5 The Overall Decision Map 
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5-6 Decision Making Process 
The results of each of the action-outcome combination is 
evaluated from the finalizing process that assembles all of the 
individuals' scores and probabilities and feed them into a 
predominate Judgement model， for example, the weighting of each 
member's importance. If there has been conflict among members on 
some of the scores or parameters, the compromise process of using 
the preset compr^omise rule will begin resolving the conflict. In 
this case, the weights are equal. The compromise rule is the 
Borda rule. An example of the compromise method is illiist2?a七ed in 
table 5.6. 
In decision stmacturing， we have to decide on which node type 
in 七he tree a particular sil七e2?nsL七ive is belonging to in order to 
determine the decision structure. Among a group of decision 
makers, there are often conflicts when one sees an alternative as 
it is of 七he node type different from 七he others'. Therefore, in 
view of this point, an action of resolution is needed to bring 
the group into a consensus. 
Supposing that the 3 managers: P， M， S, each having 七he 
choice of node on an alternative is Decision(D)， Even七（E)， Tip(T) 
respectively. For this instance, how should the system resolve 
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the conflict of this kind? 
In short, having the weights on the managers are equal and 
the compromise method is preset to be the Borda Rule, the system 
simply implements the Borda Rule on the computer by asking each 
of the group members the attitude of himself towards the others 
in terms of a preference score. The range of scores is 1 to N 
users. 
Each member ranks each of the other members with the score in 
that range and then the final choice is calculated. The one with 
the highest score is the winner. The calculation is shown as 
follows: 
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Member A B C 
» — — — — ~ — — 
RANKING A 1 3 2 
RANKING B 2 1 3 
RANKING C 2 3 1 
SCORE A 3+2+2=7 
SCORE B 1+3+1=5 
SCORE C 2+1+3=6 
Table 5-6 Conflict Resolution Example 
Since member A has the highest score, his choice for the 
alternative of node type Mecision^ is chosen. 
5-7 Feedback on The Use of The System 
Since the system provides an instant access to various areas 
of the database, decision makers can easily find the information 
he needs for discussion. On the other hand， users find the 
system easy and friendly to use: the menu-driven features in 
various areas of user-computer interface 一 especially in the da七a 
capturing and the data analysis facilities. 
For the result of timing, the system's interactive response 
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and the implementation of Nominal Group Technique have evidently 
accelerated the meeting's time a great deal. The enhancement of 
autonomy, dominance-free and equal share of idea elicitation in 
the system also found to be welcomed by the users. The quality of 
decision is evidently improved a great deal. (The quality of 
decision is practically difficult to evaluate or quantify, but 
acceptance of good quality decision is generally sacrificed to 
common agreement in decision [DeSanctics and Gallupe 1987]). 
From the segment of the graph shown in figure 5.7a, there is an 
indication of great conflict on some of the alternatives and 
payoff values. This provides a hint for the company that there 
may be a need for adjustment on those issues. A pie chart figure 
5-7b is also shown to illustrate the time distribution of meeting 
events between the aided and the non-aided groups. This provides 
an assessment of the system^s efficiency， the time distribution 
of the meeting procedures and the possible modification of 
certain meeting procedures. 
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Figure 5.7a Graph of Conflicts 
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Figure 5.7b Distribution of Meeting Events Between Aided and 
Non-aided Group 
It can be seen from the charts in figure 5.7b that more time 
has been saved with the aided group than with the non-aided 
group. The conflicts have been detected in some of the 
alternatives indicating that some of the participants have scores 
differing more than 2 standard deviations away from their group 
mean. 
The companies, which have used our GDSS， are greatly 
satisfied with our system. As the system has the flexibility of 
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providing different judgement protocols as well as various 
compromise rules for conflict resolution, their meetings have 
been carried out productively. 
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e r G 一 C o n c l u s i o n 
6 -1 Introducti ion 
It has been shown that there are a wide variety of GDSSs in 
development recently, each of which provides different facilities 
and aims with different purposes. But none of 七hose can 
practically cater all the needs for decisions from a wide range 
of organization perspectives. 
From this evidence we can see that the support of group 
decision making is practically complex and be of a wide range of 
per^spectives- It is rather impossible for a general system to 
cater for decision needs in all respects. As 七he number of 
factors hindering the design of GDSSs is numerous and most of 
w h i c h， e.g. group size, proximity， social factors e t c - ， are 
variable to situations, it is hardly for a discrete design be 
able to take full control. Does this mean that we should develop 
a task-specific GDSS rather than a general GDSS? For 七his 
respect, it is rather case—dependent in accordance to what 
environment that the system is deployed to a七tain maximum 
survival. For task-specific system, it would be rather an open 
product which is commonly demanded by users in general. And for 
the general one, it should be a product with tasks 七ha七 
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frequently required in group decision making process from an 
organization perspective. 
I七 would be obvious that the more extensive the support 
capability of a system is， the more desirable a general system 
will be- But one should not neglect the consideration that 
whether the attained capability provided by the system be cost 
^justified- The justification of cost effectiveness against 七he 
system capability is however not possible to be included into the 
scope of our research. 
6-2 System Feedback 
Our system's major concerns in group decision making are 七he 
task structure, the time factor, the proximity factor and 七he 
decision quality. We believe that the decision quality is the 
degree of consensus on a decision. The higher the degree of 
consensus, the better the decision quality is. This is achieved 
by our system methodologies in which every member of 七he group 
has an equal chance of his idea expressed or elicited. The 
decisions that elicited by all of the individual members are then 
finalized according to the pre—set rules. These pre—set rules are 
defined on the basis of the majority principle. 
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In view of the timing control and the task structure, the 
NGT approach is used to speed up the group decision process by 
ordering the group members for submitting their ideas in a 
structured and disciplinary way within a pre-set period- The 
decision tree and MAU technique put all members' decisions in a 
structured and apprehensible manner. 
In terms of leadership effectiveness， our system has 
installed different protocols for the leader^s choice. There are 
mainly two modes, excess and even， in terms of the leader's 
power. When the system begins， for example, in the presence of a 
leader, it will attach a leader tag to the leader message. In the 
excess mode, when the leader wants to reinforce the more useful 
or more pragmatic issue generated by a particular member, he 
simply readjusts the pre-set weight of importance of that member 
to make his score large enough to outvote the total weight of 
other members such that his preferred issue will be chosen a七 the 
decision making stage. On the contrary, if any of the members 
does not carry out his duty according to rules, the leader may 
have the power to impose a penalty on that member. While on the 
communication channel, the leader can have the power to stop that 
member from Joining the communication. The nature of the penalty 
is totally dependent on the organizational set-ups. However, in 
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the even mode, the leaLder is not al lowed to i?e—aLdjust the pre—set 
weight but merely, by ways of communication channel, issues the 
message of his preference to the world in order to convince other 
individual members and then let the majority rule take the 
deciding role. When in the case of member's disorder, the leader 
may request the other members to vote for the disordering 
member's dismissal. 
It is however arguable and rather sub^jec七七〇 ei subjjec七ive 
view or a management issue that should a decision quality be 
improved by the presence of leade;rship under the situation given 
at hand. It should be noted that the theory of leadership 
effectiveness is still at an infant stage, the factors 七ha七 
accounted to affect the leadership effectiveness are no七 yet 
adequately determined. This is due to the fact that the 
leadership effectiveness on group performance is dynamic and 
subject to various situational factors, such as group type， 
leader-member relationship， task structure， position power etc.• 
It is generally accepted that group performance can be 
improved in the presence of good leadership. But to define a good 
leadership, it is more of a management task and also is subject 
to or depending on the members' attitudes and resic七ion 七owairds 
one's leadership. 
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6-3 The Practical Means of Our System 
By all means, our system is not built to a perfection 
practically covering all of the decision needs for an 
organization. It is designed and built with aims mainly with the 
following bases: user-effectiveness and decision—support-
Our system has provided a menu-driven shell for different 
meeting protocol details so that system rules and strategies can 
be adjusted accordingly to situations. Simple data-entry features 
are provided for users to communicate with computers easily 
during decision making phase. 
There has been no evidence for any conventional computerized 
GDSSs that have our methodologies implemented. 
Besides the above features, our system can be suitable for 
various types of meeting environment. In terms of user—con七act， 
it can either be a face to face setup, an isolated setup， or even 
a mixture of face-to-face and isolated setup. For 七he mixture 
type， users can socialize with one another in open discussions-
This may help users to get a better insight or understanding of 
other members' opinions upon a particular issue. When it comes to 
a decision making point， computers are used to help users 
entering their own decision independently and anonymously. These 
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are duly done by the system setups and its computerized nature. 
The possibilities of 'group think' and ^group pressure^ are thus 
reduced to minimal (see the Design chapter). 
6-4 The Limitation of Our System 
Our system is built as a GDSS prototype to support group 
decision making under a cooperative situation. Its scope of 
function covers most parts of the three level model mentioned by 
DeSanctis and Gallupe's literature [DeSanctis and Gallupe 1987]. 
It can be extended to include the compromise models that caters 
fo]? group members making decision under competitive situations. 
The modular structure of our system has anticipated for 
future extension such as additions of other worksheets, decision 
analysis models and other mathematical models. Windowing features 
can also be included such that users can have more powerful 
editing features such as 'cut-and-paste% window zooming, picture 
scanning etc. 
6-5 The Future Perspective of GDSS Systems 
In view of the future perspective of GDSSs,七he survival of 
GDSSs goes very much along with its cost-performance and the 
capabilities of its technologies. 
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Nowadays, there are an increasing number of companies going 
for computerization. With the increasing productions of 'low 
cost- — 'high performance‘ computer technologies, the need for 
GDSSs particularly with the setup as ours will be no less but 
more desirable than before. 
In decision technologies, expert systems can be considered 
an ideal technology to aid group decision making and strengthen 
the GDSSs survival. Inference mechanism 七ha七 infers experts一 
knowledge according to pre—set rules can be introduced as a 
cooperative component to increase the power of GDSSs. I七 may 
help decision makers quickly come to a decision and maintain 七he 
judgement consistency. These can be accomplished by 七he 
automation of human inference process. 
As languages is one of the three important levels in human 
communication [Lane,1985], the automation on language translation 
will definitely increase the survival and 七he power of GDSSs 
technology. Further research on translation automation should be 
encouraged. 
Besides the future GDSSs should have the above mentioned 
features, it should be portable, adaptive with se七一ups to most 
environments and decision situations in general. This simply 
means that GDSSs should be built on a most supported software. 
4—0 
CONCLUSION 
They should provide room for future extension and easy access to 
sys七enTs facilities. Each of the facilities can be included or 
excluded for use depending on the situation's need. 
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