Many contributions rely on the degree distribution of the Internet topology. However, current knowledge of this property is based on biased and erroneous measurements and is subject to much debate. Recently, in [7] , a new approach, referred to as the Neighborhood Flooding method, was proposed to avoid issues raised by classical measurements. It aims at measuring the neighborhood of Internet core routers by sending traceroute probes from many monitors distributed in the Internet towards a given target router. In this paper, we investigate the accuracy of this method with simulations. Our results show that Neighborhood Flooding is free from the bias highlighted in the classical approach and is able to observe properly the exact degree of a vast majority of nodes in the core of the network. We show how the quality of the estimation depends on the number of monitors used and we carefully examine the influence of parameters of the simulations on our results. We also point out some limitations of the Neighborhood Flooding method and discuss their impact on the observed distribution.
Introduction
"A very general but largely ignored fact about Internet-related measurements is that what we can measure in an Internet-like environment is typically not the same as what we really want to measure (or what we think we actually measure)." [17] This is particularly true for traceroute measurements of the Internet topology. Maps are obtained by merging paths acquired from a limited number of monitors to many targets [15, 10, 5] . It has been shown that doing so leads to intrinsically biased views [13, 1, 8, 11, 12, 14] , on which is based our current knowledge of Internet topology properties.
It is often assumed that the degree distribution of the Internet is heterogeneous and close to a power-law distribution. Since seminal papers of Pansiot et al. [15] and Faloutsos et al. [10] emphasized this property, it has been extensively studied. It appeared to have a great impact on fundamental properties of the network, such as robustness and quality of service.
In [13] , Lakhina et al. experimentally showed that estimating the degree distribution by the classical method with 10 monitors and around 1 000 targets (which are parameters similar to those of the data set used in [15, 10] ) leads to the observation of an heterogeneous distribution even if the underlying topology has a Poisson degree distribution. This result was proved formally in [1] in the case of a single source, and extended to the case of other graph topologies. This raises the question of which part of the observed distribution results from properties of the network itself and which part stems from the measurement process.
It is striking to realize that whereas the degree distribution of the Internet is known as one of its fundamental property, and even though it is also widely admitted that our knowledge of this property relies on biased measurement processes, no alternative method has been proposed in the last decade. Instead, most effort has been done to lead wider measurements, following -as named in [3] -a "more is better" approach. Very recently, a radically different method, which we refer to as Neighborhood Flooding in the rest of the paper, was proposed [7] . It aims at rigorously estimating the degree distribution of the central part of the Internet, classically referred to as the core. Instead of gathering traceroute outputs together in order to obtain a sample of the network topology whose representativity is uncertain, this method consists in dedicating all measurement resources to independently determine the exact degree of a random node in the core of the network, as suggested in [13] . In [7] , the authors claimed that this approach is free from the usual bias induced by the collection of a sample of the graph. In this paper, we investigate in depth, using simulations, the quality of the estimation of the distribution given by Neighborhood Flooding.
Contribution The main contribution of the paper is to show experimentally that the Neighborhood Flooding method is free from the bias outlined in [13] : it does not modify the nature of the considered distribution, both for the Poisson and the power-law case, and gives a correct estimation of its main characteristics. Furthermore, we give evidence that the method is even able to determine the exact degree of the majority of nodes of the network. We also point out its limitations and study their impact on observed distribution.
Outline of the paper Section 2 describes the Neighborhood Flooding method and its expectations. Section 3 presents our simulation framework, the graph models we use and the modeling choices we made. Section 4 is devoted to the presentation of our main results concerning quality of the estimations of the degree distribution given by Neighborhood Flooding. Section 5 studies the sensitivity of those estimations to graph models parameters. In Section 6 we complete our analysis by determining the impact of modeling choices we made on these results. Finally, Section 7 draws some concluding remarks and outlines perspectives opened by the present work.
Neighborhood Flooding
Unlike the classical approach, Neighborhood Flooding does not intend to collect any sample of the graph. It is only dedicated to the estimation of the degree distribution. Given a node in the core of the network, the method attempts to discover all of its neighbors in order to deduce its exact degree. Doing so for many random core nodes allows to infer the actual degree distribution. Clearly, the higher the number of nodes is, the more precise the inference will be.
In [7] , this approach was implemented and used to perform a sample measurement. In order to get the degree of a given target router, icmp traceroute probes are launched from all available monitors towards this target. The last hop of each traceroute gives an interface (IP address) of a neighbor of the target 1 . This sample measurement was performed from hundreds of monitors towards 10 000 random targets within a very short time (about 30 hours). A key point is that this atomic operation can be repeated successively and independently on different sets of targets in order to make the size of the sample used to infer the distribution grow. This means that the Neighborhood Flooding method is practically feasible and efficient. Therefore, the question of whether it does properly estimate the degree of a target in the core of the network is of prime importance.
Classically, the Internet topology is divided into two parts: the core and the border (see Figure 1 ). The core is defined as the network obtained by Figure 1 : Left: an example of target t in the core. The routes coming from the set of monitors go through all of its neighbors. Right: an example of target t ′ in the border. Only the neighbor a of t ′ is accessible from the core. In the two figures, the light colored squares stand for the monitors, the big nodes denote a node in the core while the small ones represents the nodes in the border and the black links belong to a route from a monitor to the target.
removing all trees attached to it (i.e. iteratively removing all nodes with only one link). The border is then defined as the union of the removed trees. As noted in [7] , it is inappropriate to observe the degree of nodes located in the border using Neighborhood Flooding. Indeed, if the target is in a tree structure -which is the case of t ′ in Figure 1 (right) -, then all the routes coming from the monitors that are not in the subtree of the target will go through the neighbor of the target with higher level in the tree -namely node a in the figure. Since the number of monitors one can expect to use is very low compared to the number of nodes in the border of the network, with high probability, the chosen target does not lie on the route between any monitor and the core of the network. Thus, the degree of a target in the border will be evaluated to one with high probability though it can be much higher: t ′ has many links to the end-hosts it provides traffic to. Those links are impossible to detect with monitors out of the tree. On the opposite, if the target is in the core, it is reasonable to expect reaching it by going through all of its neighbors -as for t in Figure 1 (left). The crucial point here lies in the fact that the set of monitors is numerous and distributed enough in the network so that the probes reach the target by coming from all the directions. This is the main question addressed by the present paper.
Simulation setup
Our simulations consist in constructing an artificial graph, then randomly selecting a set of nodes which will serve as monitors, and simulating traceroute measurements from these monitors to all core nodes (called targets). In this way, we are able to observe the quality of the estimation of the degree for each possible target. In this section, we detail the modeling choices we adopted, the parameters of the simulations and the settings we used for deriving our results.
Choice of graph topologies
In order to study the behavior of Neighborhood Flooding on different topologies, we performed the simulations both on graphs with a Poisson degree distribution (referred to, in the following, as Poisson graphs) and on graphs with a power-law degree distribution (referred to as power-law graphs). Those are typical representatives for respectively homogeneous and heterogeneous distributions, and studying the behavior of the method on these two topologies is meaningful. As we could hardly perform simulations on graphs having the size of the actual Internet, we considered different graph sizes, from 1 million to 20 million nodes, and study the effect of size variations on the results. We also varied graph model parameters, respectively the mean degree for Poisson graphs and the exponent for power-law graphs. This allowed us to determine how sensitive is the method according to these parameters. Finally, in order to check that our results are not biased by a particular randomly generated graph, we picked 3 graphs for each choice of parameters. It turned out that the variations induced by these different choices are marginals. This is the reason why we will study the impact of the variations induced by different choices once and for all in Section 4.3. All the other results of the paper are presented on a single arbitrarily chosen graph, while, in fact, simulations are always run on 3 different choices of graph (unless explicitly mentioned otherwise).
Poisson graphs were generated using the G n,m Erdös-Rényi graph model [9] . Basically, it starts with creating an empty graph of n isolated vertices, then chooses uniformly at random m pairs of vertices, without repetition of the pairs, and adds a link between each of them. These graphs are known for having a Poisson degree distribution and they are completely described by their two parameters n and m, or equivalently by n and their mean degree δ, where δ = 2m n . The later system is the one we use in the following. We study sensitivity of the method to this parameter by generating graphs with different δ's ranging over {6, 12, 25, 50}. This set spans a range of values from the supposed mean degree of the core of the Internet -roughly around 6 or 12 -to higher values, which should not favor the method. Poisson graphs we use have sizes of 1 million, 2.5 millions, 5 millions and 10 millions of nodes. Thus, totally, our simulations involve 48 different Poisson graphs.
Power-law graphs were generated according to an extension [16] of the well known Power-Law Random Graph model introduced in [2] . Given two integers a and b standing for respectively the minimum and maximum degree in the graph, the process mainly consists in choosing at random n integers between a and b, with repetitions, following a power-law distribution. In other words, integer k is chosen with probability C k −α , where α > 0 is the exponent of the power-law and C a constant fixed so that
When generating a graph, n is set to its desired number of vertices, the minimum degree a is set to 1, the maximum degree b is set to n − 1, and the generated integers define the degree sequence of the graph. Each vertex is assigned to a number of semi-links according to its degree and pairs of semilinks are randomly chosen to be connected together. In [16] , this process was implemented 2 so that it generates uniformly at random a connected graph containing no loops nor multiple edges. As for Poisson graphs, in order to study sensitivity to graph model parameters (α in this case) we generate graphs with different α's ranging over {2.1, 2.2, 2.3, 2.4}. This range of values was chosen to contain the exponent of the degree distribution of the Internet observed in [15, 10] , namely 2.1, and which is commonly assumed to lie between 2 and 3. Power-law graphs we use have sizes of 5 millions, 10 millions and 20 millions of nodes. Totally, we use 36 different power-law graphs.
Note that Poisson graphs and power-law graphs have a very different behavior with respect to core extraction. In the set of Poisson graphs we used, the core is often the whole graph and contains at least 98 % of the vertices in the other cases (this actually depends on the mean degree). On the contrary, cores of power-law graphs we used contain roughly one third of the vertices of the graph. In the rest of the paper, unless explicitly mentioned otherwise, size of graphs, both for Poisson and power-law, refers to the number of nodes in the whole graph, not in the core.
Modeling traceroute
Following classical modeling approaches [13, 12] , supported by empirical observations [12] , we assume that traceroute delivers a random shortest path. This makes the simulation simpler to run and interpret, while having a limited impact on the results presented here. One could think of several ways to choose a random path, maybe not all equally pertinent with regard to modeling purposes. Taking this issue into account is out of the scope of our work and we avoid it by choosing a path between a monitor and a target uniformly at random among all possible shortest paths. Yet, the reader may refer to Section 6.2 to have an insight on how the method performs according to some other possible choices.
The uniform random choice can be performed between a single monitor and all possible targets in the graph at once very efficiently, namely within a linear complexity. Note that the specificity of the Neighborhood Flooding method does not require the whole path but only the last link. Thus, we only need to determine for each neighbor of a given target the probability that it lies on the shortest path chosen uniformly at random among all shortest paths between the considered monitor and the target. We determine these probabilities for all targets and all of their neighbors at the same time. To that purpose, we use a routine which is a slight modification of the BreadthFirst Search algorithm (BFS for short), in which we add information on the number of path between the root and each node of the BFS tree (see [6] for details on the classical BFS algorithm). The routine takes as input the graph and a vertex s serving as monitor (the root of the tree) and outputs for each vertex t = s the number #path(t) of shortest paths between s and t as well as the list L(t) of neighbors of t belonging to at least one shortest path between s and t. Thanks to this information, it is straightforward to derive the probability that vertex x ∈ L(t) lies on a uniformly randomly choosen shortest path from s to t: this probability is #path(x)/#path(t).
Choice of monitors and targets
Since the Neighborhood Flooding method is dedicated only to nodes in the core of the network, all targets will be chosen in the corresponding part of the graph. Here, we do not intend to study the impact of the sample of nodes used to infer the distribution. We are only interested in the ability of the method to discover all neighbors of a given target. This is the reason why we take all nodes as targets and determine for each of them the difference between their observed and actual degree. Nevertheless, for sake of completeness, we present in Section 6.3 some simulations enabling to determine the order of magnitude of the number of targets that should be used in order to be close enough from the overall distribution.
In real networks, monitors are end-hosts and should therefore be chosen among degree-one nodes of the graph, also called leaves. However, since we aim only at targets in the core, the neighbors collected by a leaf monitor are the same as those who would be collected by the core node which is connected to the border tree to which the leaf monitor belongs. Moreover, there is no interest in choosing several monitors in a same tree-like part of the network (a same academic institution for example) as they would see the whole core in the same way. Then, the number of connection points of the set of monitors with the core of the network seems more relevant than the number of monitors itself. For these reasons, and for sake of computational efficiency, we restrict the considered graph to its core and choose monitors directly in the core rather than choosing them among leaves. Indeed, this allows us to save considerable amount of computation time, since the size of the core, for power-law graphs, is significantly lower than the size of the graph itself. Thus we are able to deal with power-law graphs whose core sizes are comparable to those of Poisson graphs we use. Despite the fact that we still call them monitors in the rest of the paper, one should be aware that vertices we choose in the core actually correspond to connection points of monitors with the core rather than monitors themselves.It remains that choosing monitors in the core could favor Neighborhood Flooding compared to choosing them among leaves : we precisely study this impact in Section 6.1.
One question still has to be answered : how should we choose monitors among core nodes? We are interested in determining the ability of the Neighborhood Flooding method to discover all neighbors of targets. One can guess that it must mainly depend on two characteristics of the set of monitors used : its cardinality and its dispersion in the network. Here, we focus on the former question; more precisely, provided that the set of monitors we use is dispersed enough, how does the accuracy of the observation vary with respect to the number of monitors employed? Therefore, we choose monitors uniformly randomly among core nodes. Since the maximal number of monitors we use (800) is small compared to the size of the graph (at least 1 million), we can expect that a uniform random choice must result in a well dispersed set of monitors. However, we do not study this question in details, nor the more general question of the impact of dispersion on the quality of our estimation. Instead, we concentrate on how this quality varies with regard to the number of random monitors used. More precisely, we choose 800 monitors and successively extract subsets of 400, 200, 100, 50, 25 and 12 monitors. As previously, in order to ensure that obtained results do not depend on a particular choice of monitors, for each considered graph, we always perform 3 different choices of the 800 base monitors and one series of extraction for each of these 3 choices. It appears that these random choices are equivalent (see Section 4.3).
The rest of the paper is dedicated to the presentation of the simulation results according to the settings presented above. Each section will focus on a specific parameter of the problem. As said before, we performed each simulation for different sets of graphs and different choices of sets of monitors. However, in order to ease the reading, we will only present one case of study each time. This means that the figures we are presenting in this paper have to be taken as representative of all the simulations dedicated to the corresponding parameter but not as the mean of all the simulations. Each section will then be divided into two parts corresponding to whether we are discussing Poisson graphs or power-law graphs.
Quality of the observed distribution
The main question addressed by our paper is whether the Neighborhood Flooding method is able to observe properly degrees of nodes in the core of the network, using a reasonable number of monitors. As an example, the set of monitors used in [7] is spread over about four hundred different institutions in the Internet and authors claimed that it would be possible to extend this number to roughly one thousand using other sets of monitors. Then, it must be clear that if the target has a low number of neighbors, say for instance 2 or 3, we will very likely discover all of them with these monitors. On the contrary, we cannot observe more neighbors than the number of monitors, and more generally if the target has many neighbors we will probably miss some of them. The key question then is to determine the limit between the two situations: how many monitors do we need compared to the degree of the target, or equivalently, given a number of monitors, up to what degrees are we able to capture the whole neighborhood? Answering these questions is the purpose of the present section.
Poisson graphs
Our first case of study is Poisson graphs. One of the major results on the bias of the classical method for measuring degree distribution was highlighted in [13] by Lakhina et al.. They generated random graphs with 100 000 nodes and mean degree 15, having Poisson degree distribution, and merged all together random shortest paths obtained from 10 sources to 1 000 destinations. Their results showed a striking fact: the observed degree distribution they obtained is not a Poisson distribution but rather looks like a power-law distribution. This shows that the classical method is intrinsically biased towards heterogeneous distributions.
In our case, we used a Poisson graph of 2.5 million nodes with mean degree 25 and we plot degree distributions observed with different numbers of monitors, from 12 to 800 (Figure 2 left). As one could expect, using 12 monitors, the distribution is poorly estimated : the mean observed degree is lower than 10 (which is close to the number of monitors), while the actual one is 25. This is not surprising, as the number of monitors itself is significantly lower than the mean degree. Nevertheless, it is remarkable that though its parameters appear modified, the observed distribution is still Poisson-like. This shows that the Neighborhood Flooding method does not suffer from the bias towards heterogeneous distributions highlighted in [13] for classical method. Instead, it qualitatively preserves the nature of the distribution, which constitutes a major improvement compared to the classical approach.
Pushing further their analysis, Lakhina et al. show that, in the classical method, observed degrees are not correlated to actual degrees in the graph. They plot, for each node in their sample, a point whose coordinate on the x-axis is its actual degree in the graph and its coordinate on the y-axis is its observed degree. Their plot ( Figure 5 (c) of [13] which is here reproduced We also plot the median observed degree for each actual degree and each number of monitors (dark line).
in Figure 4 ) shows that nodes whose degree is at most 20 appear with all possible degrees between 2 and their actual degree. Opposite is the case of nodes whose degree is greater than 20: exceptions apart, they appear only with degree significantly lower than their actual degree. Even more surprising, the median observed degree is 2 for all true degrees between 8 and 21 (recall that mean degree is 15), indicating that the observed degree is very low in average independently of the actual degree of nodes. This is not the case with Neighborhood Flooding. On Figure 3 , we plot the same scatter plot than the one in [13] , for 12, 50 and 200 monitors. Let us focus on the results with the 12-monitors set. A striking difference with the plot of [13] is that points are not spread anarchically. They are agglomerated close to the median value, and this median value increases according to the actual degree, at least for degrees lower than 12, which is the number of monitors. Below this value, the median curve is growing almost constantly, then the curve bends and stays stable around a value of 10, close to the number of monitors, which is the maximum degree observable by Neighborhood Flooding. Thus, unlike with the classical approach, observed degree is approximately proportional, at least for low degree nodes, to the actual degree. Moreover, high degree nodes tend to be observed with a degree close to the maximal observable degree (i.e. the number of monitors). This constitutes a great improvement over the former situation. Besides these qualitative results, when the number of monitors grows, the estimation rapidly becomes sharp. With 100 monitors, the observed distribution seems quite close to the actual one, and with 200 monitors and more, the two distributions are visually indistinguishable. This shows that not only the Neighborhood Flooding method is able to qualitatively determine the nature of the distribution, but with a few hundred monitors, it is also able to determine its exact values very precisely. In order to appreciate the accuracy of the observed degree for each node, we plot on Figure 2 (right), the mean difference between real and observed degree (as a percentage of the real degree) for each real degree in the graph. Confirming the first intuition, it suggests that nodes with a low degree, at most four, are very well observed even with a low number of monitors, e.g. 12. The plot shows clearly that the maximal degree properly observed increases when the number of monitors increases. For example, this degree is about 10 with 50 monitors and about 25 with 200 monitors. Even though we can not detect it on the plot of the observed distribution, there is still a gain using more than 200 monitors for nodes of degrees greater than 30. In particular, with 400 monitors and more, the error is close to 0: more than 99.9 % of node degrees are correctly estimated. And it is remarkable that, even for the nodes with the largest degrees, 50 and more, the observation is excellent.
These results indicate therefore that, unlike the classical approach, the Neighborhood Flooding method does not denature the shape of a Poisson distribution, even with a low number of monitors, and the observed degree is approximately proportional to the actual one. Moreover, at least for small degrees (less than 50) and for graphs of this size, a few hundred monitors (like used nowadays in real-world measurements) is sufficient for estimating very precisely the degree of each node and the underlying Poisson distribution.
Power-law graphs
We turn now to the case of power-law graphs. Figure 5 presents the results of our simulations on a power-law graph of 10 million nodes with exponent 2.1, which was chosen to fit the exponent observed in [15, 10] (results for different exponents are presented in Section 5.2). Notice that, unlike in the Poisson case where the core of the graph is very close to the whole graph, here, the core involves only about 3.3 million nodes (∼ 33% of nodes in the graph).
On Figure 5 (top/left), we present the degree distributions observed with different numbers of monitors (inverse cumulative distributions are presented in the bottom/left plot of the figure). In our analysis, we do not take into account nodes observed with degree one, since we know they are misobserved as there are no such nodes in the core of the network. In particular, we removed them to compute inverse cumulative distributions. Though, we let them appear on the non-cumulative distribution. Be aware that, because of the logarithmic scale, some points appearing to be exactly the same are actually only very close to each other. We can see that, for small degrees, the estimated values of the distribution are close to the real ones but the curves suddenly bend down when they reach a specific threshold for each set of monitors. This is clearly implied by the fact that we cannot observe degrees higher than the number of monitors we use : curves have to stay below these values, which explains the shape of their tail. It remains that, again, similarly to the Poisson case, the power-law shape of the distribution is qualitatively preserved, at least for low degrees, even with a small number of monitors. Furthermore, not only the shape is preserved but the exponent is also well estimated.
As for Poisson graphs we give on Figure 6 a scatter plot where point coordinates are actual and observed degrees of nodes in the network. It shows that for power-law distributions too, the observed degree is related to the actual one. For each number of monitors employed (12, 100 and 800) points are gathered around the median value which is, for actual degrees up to the number of monitors, approximately proportional to the actual degree. As we pointed out earlier, this constitutes a significant improvement over the classical approach, in which the observed degree is not related to the actual one (see [13] ).
Concerning the quality of estimation of the distribution, it appears that even with a low number of monitors, the values of the distribution for small degrees are correctly estimated. In order to appreciate this quality more precisely, we plot on Figure 5 (bottom/right) the distributions in lin-log scale 3 , restricted to degrees less than 60. In order to give an idea of the degree until which the precision of the estimated distribution is satisfying, we use the following criterion. Thanks to the inverse cumulative distribution ( Figure 5 bottom/left), we determine the maximum degree d such that the estimated number of nodes having degree greater than d is at least 50% of the actual number. This degree d is 5 with 12 monitors, 9 with 25, and goes up to 59 and 90 with respectively 400 and 800 monitors. Until this degree d, the estimation of the distribution (non-cumulative) is quite good. For example, with 12 monitors, the estimated value of the distribution for degree 5 is 90% of the actual value, and with 800 monitors, the estimated value for degree 90 is 85% of the actual one. However, unlike for Poisson graphs, and even though it is quite good, the observation does not become perfect for degrees less than 50 even with 800 monitors. Moreover, the fact that the distribution is well observed does not come from a very precise observation of node degrees, as shown on Figure 5 (top/right). Indeed, even though 81.4% of nodes having degree at most 10 are properly observed and the mean error on the degree of degree-ten nodes is 1, with 800 monitors, it remains that only 11.5 % of nodes having degree between 10 and 50 have their degree correctly estimated and the mean error for degree 50 is 12. Even if the obtained precision for degrees at most ten is acceptable, it cannot explain the much better precision we get for the estimation of the degree distribution, until degree 50 and more. This is actually due to a self-compensation phenomenon: while some degree-d nodes are estimated with a degree lower than d, in the same time, some nodes having degree greater than d are estimated with degree d, compensating the diminution due to mis-observed degree-d nodes. In particular, this phenomenon is responsible for the fact that observed degree distribution of the core contains degree-one nodes (see Figure 5 top/left and bottom/right) while we know that there is no such nodes in the core of the graph. Thus, despite the good results given by the Neighborhood Flooding method for observing the distribution of low-degree nodes in power-law graphs, the selfcompensation phenomenon should be quantified and controlled in order to give stronger warranty on the precision of the observation.
Besides, Figure 6 shows also that even for a high number of monitors, the precision of the estimation is decreasing when the degree of the nodes increases. For instance with 800 monitors nodes of degree 80, the mean error drops to 35%. Although this quality is clearly related to the number of monitors used (and thus can be overcome by increasing this number), this behavior remains a limitation of the method which should be addressed in the futur.
As a conclusion, the Neighborhood Flooding method gives a correct estimation of the degree distribution of power-law graphs for relatively low degrees, at least for graphs of the considered size and with exponent 2.1. The power-law shape of the distribution is properly observed, as well as its exponent. Nevertheless, these good results partly relies on a self-compensation phenomenon that should be controlled.
Note on choices of graphs and monitors
In what precedes, for sake of clarity, we presented results on a single graph and with a single choice of monitors (for each number of them). In fact, in order to ensure that our results do not depend on a particular choice of graph or monitors, we conducted all our simulations on three different graphs and using three different choices of monitors for each of them. These variations turned out to have negligible impact on the results we obtained. We show below, as an example, how results vary according to different choices of graphs and monitors. We show independently two situations: three different choices of monitors on a fixed graph, and a single choice of monitors on three different graphs. Figure 7 shows results for Poisson graphs of 2.5 million nodes and mean degree 25. The left plot gives the mean error for three different choices of monitors, on a fixed graph. Obviously, the three different choices of monitors depicted lead to the same observation of degrees. This is true for 25, 100 and 800 monitors. The slight variations observed on high degree nodes (greater than 45) come from the fact that these nodes are difficult to observe, because of their high degree, and there are only a few of them in the graph. This makes this population of nodes very sensitive to a change in the estimation of the degree of one of them. Nevertheless, for degrees up to 45, the three curves are almost indistinguishable. As far as choice of graphs is concerned, the right plot of the Figure 7 shows that the situation is quite similar. The three different choices of graphs (with same parameters) give the same curves, indicating that the conclusions obtained on a specific graph remain valid for all random graphs having same parameters. The left plot shows results for three different choices of monitors on a fixed graph, and the right plot shows results on three different randomly generated graphs. Figure 8 shows the same curves for power-law graphs of 10 million nodes (∼ 3.3 millions in the core) and exponent 2.1. Again, we come to the conclusion that the observation of degrees is not sensitive to choices of monitors : for each number of monitors (25, 100 and 800), the curves corresponding to the three different choices are almost indistinguishable. On the other hand, the result of the simulation seems more sensitive to choice of the graph. Indeed, on the right plot, the three curves are not exactly the same for the three graphs, and for each number of monitors. Nevertheless, they are very close from each other and the conclusions derived on one of them still hold for the others. Note that this is particularly true for low degrees.
Sensitivity to graph parameters
In this section, we explore the sensitivity of the Neighborhood Flooding method to variations of parameters of graph models, namely size and characteristic parameter.
Impact of the size of the graph
The results presented above were obtained on graphs of large size: 2.5 million nodes for Poisson graphs, and 10 millions (about 3.3 millions after extraction of the core) for power-law graphs. One may however argue that the Internet is much larger than the graphs used here. Clearly, for computational reasons, it is difficult to run simulations on graphs whose size is comparable to the actual Internet. Then, we run simulations on different sizes of graphs in order to study how our previous results are affected by size effect.
Poisson graphs For Poisson graphs, we considered four different sizes: 1 million, 2.5 millions, 5 millions and 10 millions of nodes. We ran simulations with the four different mean degrees in our settings, but gives only results with mean degree 25 (other results are identical). Figure 9 shows results for 1 million nodes (left) and 10 million nodes (right). Both estimations are made with 50, 100 and 200 monitors; 200 being the least number of monitors in our settings such that the distribution is well estimated. It appears that for both graphs (as well as for 2.5-million-node and 5-millionnode graphs, omitted here), the estimated distributions are almost identical for each number of monitors. Therefore, it seems that, for Poisson graphs, size has little impact, if any, on the quality of the observation. Power-law graphs We conducted simulations on three sizes of graphs -5 millions, 10 millions and 20 millions of nodes -and the four values of exponent used in our settings. Figure 10 presents results only for exponent 2.1 (others are similar). After core extraction, sizes of the restricted graphs are respectively 1.6 millions, 3.3 millions and 6.6 millions. The situation is slightly different than for Poisson graphs. Size effect is perceptible on the observed distributions: when the size of the graph grows, the tail of the observed distribution bends down slightly later but steeper. This means, surprisingly, that the bigger the graph is, the better the distribution is estimated. This difference is slight and can be better appreciated on the second row of Figure 10 (displayed in lin-log scale for degrees between 30 and 60) and on Figure 11 (mean error according to actual degree). This fact may seem counter-intuitive. But taking into account, as suggested by results on Poisson graphs, that the size may not have any impact on the quality of the observation, results on power-law graphs may simply denote a slight modification of the structure of power-law graphs according to their size. Anyway, we can observe, at least for graphs presented here, that size has a very limited impact, and even a positive one if any, on our ability to properly observe the degree distribution. This is our general conclusion for both types of distributions studied here. This fits the intuition that the key point is the target degree, not the graph size: as long as monitors are well distributed in the graph, the size has a limited impact on our ability to reach the target by all its neighbors, provided that the number of these neighbors is reasonably small. We consider the formal analysis of this empirical observation as a particularly interesting perspective.
Sensitivity to characteristic parameter
The results presented so far were obtained on graphs with fixed characteristic parameter: mean degree 25 for Poisson graphs and exponent 2.1 for powerlaw graphs. In this section, we study how variations of this parameter impact the quality of the observation. Poisson graphs We generated Poisson graphs of 2.5 million nodes with various mean degrees: 6, 12, 25 and 50. Results of simulations are depicted on Figure 12 for graphs with mean degree 6, 12 and 50 (results for mean degree 25 can be found in Section 4). Note that the numbers of monitors used are not the same in the three plots. As expected, it shows that the number of monitors required to observe properly the distribution grows when the mean degree of the graph grows. It is remarkable that this fact is due only to the presence of higher degree nodes in the graph: for low degree nodes, the quality of the observation is the same independently from the mean degree. This can be seen on Figure 13 : for each number of monitors, the four curves corresponding to the four values of the parameter gives the same estimation quality. The only difference between these four curves stands in that the higher the mean degree is, the further the curve goes in the high degrees. But on their common parts, curves are indistinguishable. Even if the number of monitors required slightly grows in order to get a precise estimation, as long as the graph has a Poisson degree distribution, the Neighborhood Flooding method remains appropriate to properly observe this distribution. For example, for graphs used here, the distribution is always properly observed with 400 monitors; even for mean degree 50, which is much greater than the assumed mean degree of the actual Internet. Average difference (real -observed) in % Power-law graphs We generated power-law graphs with different exponents: 2.1, 2.2, 2.3 and 2.4. Figure 14 shows results of the observation with 800 monitors (skipping the 2.1 case as it can be found in Section 4). Unlike for Poisson graphs, variations of the characteristic parameter lead to variations in the quality of the observed distribution. When the exponent grows, the observed distribution move slightly away from the actual one. The estimated distribution still remain a power-law, but its exponent is slightly underestimate. Even the low-degree part of the distribution is affected. This is confirmed by Figure 15 (mean error according to actual degree) which shows that the quality of the observation diminishes for all degrees, including lower ones (see degree-ten nodes for example). This suggests that the structure of the graph varies with the exponent leading to the situation that some links attached to low-degree nodes become hardly observable. This may be due to the fact that, for greater exponents, some links in the core are not central in the graph. This notion of centrality can be formally captured by the betweenness centrality of links [4] , which evaluates the proportion of shortest paths of the graph going through a given link. Studying connections between betweenness centrality of links and performance of the Neighborhood Flooding method, as well as studying the impact of the exponent of the power-law on the distribution of betweenness centrality of links in the network are major perspectives raised by our work. We discuss them further in the general conclusion of the paper. Nevertheless, note that for all values of the parameter we tested, the observed distribution stays close to the actual one (see Figure 14 first row) and that it is also true for the slope of the first part of the distribution. Moreover, an interesting feature is that when the exponent grows, the curve of the observed distribution does not bend down as it previously used to do for lower exponents: this can be used, at least for such exponents, to know whether we estimate properly the distribution.
Impact of simulation choices
Since the purpose of the present paper is to investigate the relevance of the Neighborhood Flooding method to measure the Internet degree distribution, it is therefore natural to wonder how choices made for simulations influence the obtained results. We do not intend to argue the relevance of our choices but, instead, to explore whether alternative choices that one could think of could alter the results. More precisely, we study the influence of three modeling issues which have potentially an impact on the behavior of the method: the location of monitors in the network (Section 6.1), the modeling of traceroute (Section 6.2) and the use of all core nodes as targets instead of a sample of random core nodes to infer the degree distribution (Section 6.3).
Choice of monitors on leaves
All simulation results presented before were obtained as follows : the referred graph was first restricted to its core, then monitors were chosen among remaining (core) nodes and the simulation was performed in the restricted graph. Running simulation directly in the core was achieved for computational reasons: it allows us to treat power-law graphs whose size of the core is comparable to the one of the largest Poisson graphs we could handle. However, as explained in Section 3, choosing monitors among leaves of the graph would be more realistic since, in a real environment, monitors are end-hosts. One could even suspect that choosing uniformly among core nodes could favor the Neighborhood Flooding method compared to a uniform choice among leaves. In order to determine whether this is the case or not, we performed, on several graphs, simulations choosing monitors as leaves and we compared results obtained on the same graph with a choice of monitors in the core. More precisely, we compute the core and the set of leaves of the graph, without restricting it. Then, we chose monitors uniformly randomly among leaves and perform simulations taking all nodes of the network as targets. At the end we keep only observation results of core nodes and we discard their neighbors that are not in the core. We then compare results to those obtained by first restricting the graph and choosing monitors in the core.
This comparison is meaningless for Poisson graphs as the core is the whole graph itself. On Figure 16 , we present results obtained for a power- law graph 4 of 10 million nodes and exponent 2.1 using 200, 400 and 800 monitors. As usual, we plot the mean error according to actual degree in the graph. For each number of monitors, the two curves corresponding to the two different methods are very close to each other. They are almost indistinguishable for 400 and 800 monitors, while for 200 monitors we even obtain a slightly better estimation choosing monitors among leaves. However, the two curves remain very close to each other and the difference between them may not be meaningful (we note, nevertheless, that we observe it in all the simulations we ran). The conclusion of these tests is that choosing monitors in the core is equivalent to choosing them among leaves and do not favor the Neighborhood Flooding method. This reinforces the validity of the results we presented here.
Different traceroute modelings
As announced in Section 3, in what precedes, a traceroute from node A to node B was modeled by a shortest path between A and B chosen uniformly randomly among all possible shortest paths. This choice will be referred to in the following as the path-uniform choice. Here, we will not discuss the possibility of modeling traceroute by a path different from a shortest one, though this question is of course of high interest. Instead, we investigate the question of the method used for randomly choosing (not necessarily uniformly) among all shortest paths. Indeed, the uniform choice is the default one but it has no particular relevance with regard to modeling issues, and one may want to use others. Here, we investigate the impact of some other possible choices on obtained results. Note that we do not argue for the validity of the choices we tested with regard to modeling purposes: we are only interested in quantifying the impact of these choices on simulation results.
For example, because of the specificity of the Neighborhood Flooding method, which uses only the last hop of traceroute, we only need to determine the last link of the shortest path. That is, the neighbor of the target lying on this path. Therefore, a simple choice would be to uniformly choose among all neighbors of the target lying on a shortest path; we call it the neighbor-uniform choice. Regardless of the relevance of such a choice, we note that, since we aim at discovering all neighbors of the target with various monitors, intuitively, this choice seems to be the most favorable to the Neighborhood Flooding method. Therefore, we include it in our tests as reference.
Another possible way of choosing a shortest path, which we will refer to as the local-uniform choice, consists in going from the monitor to the target by determining at each step which shortest path will be followed for next hop. This seems to us a possible way of choosing as it echoes the locality of routing process: each router has to choose a possible neighbor to which it will forward the packets to a given destination. Again, we do not argue for the validity of this choice but only study its impact on simulation results.
The motivation for studying the influence of shortest path choice method is that for a given pair of monitor M and target T , and for some topology of the network, the probabilities to discover a given neighbor of T by a probe sent from M varies considerably according to the chosen method. On the example of Figure 17 , it varies from 1/2 for the neighbor-uniform choice to (1/2) n for the local-uniform choice, where n is the length of shortest paths from M to T in the given topology. To investigate the resulting impact on quality of observation, we plot on Figure 18 and 19 the results obtained with the three methods mentioned above. Note that while path-uniform choice and neighbor-uniform choice can be computed very efficiently (within the same complexity as a Breadth-First Search), the complexity of the algorithm we devised for the local-uniform choice is higher. This is the reason why results are presented with a set of only 100 monitors and on smaller graphs : respectively 1 million nodes for Poisson graphs and 5 million nodes for Figure 17 : Repartition of different probabilities for choosing randomly a neighbor on the same topology depending on the method used. The (directed) graph corresponds to all possible shortest paths between a monitor M and a target T. Each case gives the probability of discovering the left and the right neighbor of T for a different method. Fig (a) corresponds to the neighbor-uniform method. Fig (b) corresponds to the path-uniform method. Fig (c) corresponds to the local-uniform method.
power-law graphs, restricted to 1.6 millions after core extraction. This size limitation has negligible impact on the simulations as shown in Section 5.1.
Figure 18 (right) shows mean error according to actual degree for a Poisson graph of one million nodes and mean degree 12 observed with 100 monitors. For degrees up to 23, the three curves are almost indistinguishable. For higher degrees, up to 28, they remain very close to each other and no significant differences appear between them. For degrees beyond 28, the behavior of the curves become chaotic because only very few nodes are estimated with such a degree, which makes mean values irrelevant. These observations are confirmed by the left part of Figure 18 which shows that the observed distribution is very similar to the real one. Thus, on Poisson graphs, it seems that the three methods have the same behavior, which is not really surprising considering that the structure of those graphs, very homogeneous, is well balanced.
The situation is slightly different for power-law graphs, as shown on Figure 19 (right). The three curves are still close to each other, especially for low degrees, but it appears that they are slightly different for higher degrees. As one could expect, the most balanced choice for the discovered neighbor (uniform-neighbor choice) gives the best estimation of degrees. It is followed by the uniform-path method, which we used in all results presented in the paper, and finally by the uniform-local choice, which is, as shown on the example of Figure 17 , the method most likely to produce unbalanced probabilities on the discovered neighbor of the target. However, we can see clearly that the method employed has only limited impact on the quality of the estimation (see Figure 19 left), even for heterogeneous graph structures such as those of power-law graphs.
Inference of the distribution from a sample of nodes
In simulations presented so far, the set of targets was the whole core of the network. The reason is that we aim at rigorously evaluating the performance of Neighborhood Flooding for observing the degree of any core node. It remains that, in practice [7] , the distribution is inferred from a sample of core nodes and one may wonder what size of sample is needed to retrieve the same approximation abilities than those obtained when considering all core nodes as targets. This question is not directly related to Neighborhood Flooding, it is a classical question of statistics. Nevertheless, for sake of completeness, we integrate this parameter in our experimental analysis. We extracted some samples of core nodes of different sizes and plotted the normalized obtained distributions, both for a Poisson graph and a powerlaw graph. The left part of Figure 21 presents the results for Poisson graphs and for samples of 1 000, 10 000, 100 000 and 200 000 core nodes. With 1 000 targets, the general shape of the distribution (left part) is retrieved but it appears much disturbed by the fact that proportions in the sample are only an approximation of true ones. Nevertheless, with 10 000 targets, the distribution appears well estimated and the estimation seems perfect with 100 000 nodes, which represents only 2% of core nodes. One may be surprised that degrees whose proportions appears more difficult to estimate are those around the mean. Indeed, since nodes of such degrees are numerous they should be the easiest proportions to be determined by a sampling. This is indeed the case, relatively to their number, which is hidden by the linear scale of the y-axis of the plot. On the logarithmic scale of Figure 20 (right), it appears clearly that, relatively to their number, proportions of nodes whose degree is close to the mean are quite well estimated even with 1 000 targets, and that this estimation is more difficult to be precisely obtained for degrees away from the mean, whose proportion in the graph is low. Figure 21 depicts results for power-law graphs with 20 million nodes (6.6 after core extraction) when using samples of 2 000, 20 000 and 200 000 nodes. As expected, degrees whose proportion are very low in the core cannot be correctly sampled with a low number of targets. This is the reason why the distribution for high degree nodes is very badly estimated: there are almost no such nodes in the samples used here. However, it appears that the distribution is well estimated up to degree 12 even with only 2 000 targets. With 20 000 targets (which represents only 0.3 % of core nodes) the first part of the distribution seems properly observed, and in particular, the coefficient of the power-law is correctly approximated. When the number of targets grows, the estimation becomes less sensitive to variations of the proportions in the sample and the curve in log-log scale goes thinner and closer to a straight line. As previously, with a number of targets around 200 000 (about 3% of core nodes) the estimation of the distribution on low degree nodes is quite satisfying.
This shows that, both for Poisson and power-law distributions, even a low number of targets in the core, about 2 − 3%, gives a good view of the actual distribution.
Conclusion and perspectives.
The simulations we conducted came to a clear conclusion: the Neighborhood Flooding method is free from the bias introduced by the classical method consisting in merging paths to obtain a sample of the graph, which was highlighted in [13] . Indeed, we showed that Neighborhood Flooding respects the nature of the distribution both for Poisson graphs and power-law graphs, even with a low number of monitors. Moreover, increasing this number to some hundreds (which is the number of monitors used in [7] ) leads to a perfect observation of the degrees of all nodes for Poisson graphs having mean degree up to 50, which is far greater than the assumed mean degree of the Internet. For power-law graphs, using such number of monitors leads to a correct estimation of the distribution for exponents slightly greater than 2. When the exponents grows, the quality of the observed distribution remains correct, for reasonably low degrees, but the estimation is less precise. In particular, the exponent of the power-law is slightly underestimated.
Another way of study enabling to appreciate the performance of Neighborhood Flooding would be to investigate the question related to the dispersion of the set of monitors. In particular a criterion for measuring this dispersion would be highly desirable, as well as investigating the impact of this dispersion on the quality of the observation.
For power-law graphs, despite the fact that the distribution of low degrees is correctly estimated, it appears that some nodes, even some having degree less than 10, are not perfectly observed with 800 monitors. This fact is surprising, especially compared to the situation for Poisson graphs. It suggests that some links in the core of a power-law graph are not really central in the graph, which is opposite to what we expect for the core of a graph. Classically, this notion of centrality is formally captured by the betweenness centrality of links [4] , which evaluates the proportion of shortest paths of the graph going through a given link. Therefore, studying the distribution of the betweenness centrality of links in the core of random power-law graphs would certainly lead to great insight on this extensively used class of graphs.
In a more practical perspective, the reader might have noticed that the results presented in this paper strongly rely on the non dynamicity of the graphs. Indeed we performed the simulations on networks whose topology do not change over time. This is of course a strong assumption. To this regard, the current results will hold true as long as the measure of the network is close to an atomic operation compared to its dynamicity. Another way to state this remark is that when gathering monitors and targets and sending probes, one should be carefull in doing so in as fast as possible. This is a concern that any implematation of the method should address.
Our work also raises several key questions which may be tackled formally. In particular, one may formally establish the results we obtained on the ability of the Neighborhood Flooding method to discover the neighbors of nodes in Poisson and power-law graphs, or the limited impact of the size of the underlying graph, which we empirically observe here. We let that for further investigations.
