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Abstract: This article treats both discrete time and continuous time stopping
problems for general Markov processes on the real line with general linear costs.
Using an auxiliary function of maximum representation type, conditions are
given to guarantee the optimal stopping time to be of threshold type. The
optimal threshold is then characterized as the root of that function. For random
walks our results condense in the fact that all combinations of concave increasing
pay-off functions and convex cost functions lead to a one-sided solution. For
Lévy processes an explicit way to obtain the auxiliary function and the threshold
is given by use of the ladder height processes. Lastly, the connection from
discrete and continuous problem and possible approximation of the latter one
via the former one is discussed.
Keywords: Optimal Stopping; Discrete time; Continuous Time; Maximum rep-
resentation; Threshold Times; Monotone Stopping Rules.
Subject Classifications:60G40; 62L15.
1 INTRODUCTION
Optimal stopping problems with running costs of observation arise frequently in
sequential decision making, see [IP04] for an overview of many examples rang-
ing from sequential statistics to finance. However, general solution techniques
are only known for underlying diffusion processes ([IP04, CPT+12]) or certain
subclasses of problems ([WLK94, Bei98]). The main aim of this article is to
close this gap.
The main tool for this is the well-known notion of monotone stopping prob-
lems that was developed back in the early days of sequential decision making,
see e.g. [CR61], and used extensively throughout the following decades. More
recently, the power of this easy line of argument for more advanced problems
was rediscovered, see [Chr17, CI19], or [CS19] in the context of impulse con-
trol problems. One idea in these work was to embed monotone problems in
a priori non-monotone stopping settings. We adapt this technique to tackle
(undiscounted) problems with generalized linear costs and characterize under
∗Christian-Albrechts-Universität zu Kiel, Department of Mathematics, Ludewig-Meyn-Str.
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which conditions the problems have a threshold time as an optimizer. The sec-
ond part of this work tackles the continuous time analogous to the discrete time
problem. The right tool to carry over the idea to utilize monotonicity turns out
to be a maximum representation of the pay-off function. The root of a function
occurring in said maximum representation yields the optimal threshold. In the
case of Lévy processes, we show how to find the maximum representation and
hence optimal threshold (semi-)explicitly by use of the ladder height process.
Because the generalized linear cost term may be tackled using a time change,
these problems for Lévy processes provide a versatile tool for applications.
2 DISCRETE STOPPING PROBLEM
Let (Yn)n∈N be a discrete time Markov chain on the real line. We aim to study
the stopping problem for
γ (Yk)−
k∑
i=1
h (Yi) , k ∈ N0, (1)
where γ is a non-decreasing function and h a non-negative non-decreasing func-
tion.
Namely we want to find the value function
V (y) := sup
τ∈T
Ey
(
γ (Yτ )−
τ∑
i=1
h (Yi)
)
where T is the set of all stopping times and we want to characterize when the
stopping region
S∗ := {y ∈ R|V (y) = γ (y)}
is an interval of the form [x,∞) or (x,∞) for some x ∈ R and hence the stopping
time
τ∗ := inf{n|Yn ∈ S
∗}
is a threshold time. To ensure that τ∗ is an optimizer for V and to exclude
cases where waiting infinitely long would be optimal, we make one assumption
that is pretty standard in optimal stopping.
Assumption 2.1.
Ey
(
sup
n
γ (Yn)−
n∑
i=1
h (Yi)
)
<∞ ∀y ∈ R
γ (Yn)−
n∑
i=1
h (Yi)→ −∞ a.s.
Lemma 2.2. The stopping time τ∗ is the a.s. smallest optimal stopping time.
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Proof. This is a standard result in optimal stopping. In [Shi78], Chapter 2,
Theorem 8 a similar result without running costs can be found.
A main ingredient in our line of argument will be the function f defined by
f (y) =
φ (y)− γ (y)
Ey (τ+)
, (∗)
for all y ∈ R, where τ+ := inf{t ≥ 0|Yt > Y0} for all y ∈ R and
φ (y) := Ey

γ (Yτ+)− τ
+∑
i=1
h (Yi)

 .
for all y ∈ R. In the following we will always assume that f is a well defined real
valued function. All the degenerate cases, where one or more of the occurring
terms are infinite can be treated by simple arguments or dismissed as unrealistic.
Heuristically f being positive means that the gain one would get by waiting for
the process to rise above the present level exceeds the possible pay-off at the
present level.
Assumption 2.3. • f is a well defined function R→ R,
• there is exactly one x ∈ R such that f (x) > 0 for all x ∈ (−∞, x), and
f (x) < 0 for all x ∈ (x,∞),
• on [x,∞), the function f is non-increasing.
From now on we will always assume 2.1 and 2.3 to be true.
Under this assumption we are able to show that the first entrance time into
(x,∞) or [x,∞) is the optimizer for V (y) for all y ∈ R. Which type of inter-
val is the right choice depends on the value f (x). In the following, we assume
f (x) > 0 and show that the first entry time in (x,∞) is optimal. With the same
line of argument, one can show that the first entry time into [x,∞) is optimal
if f (x) ≤ 0.
Remark 2.4. While the numerator has an obvious interpretation, the necessity
of dividing by the expected waiting time for the process to exceed the present level
is not entirely obvious (although, especially if we compare the discrete time case
with the continuous time case, it forges links to the generator of the ladder height
process occurring therein). And, indeed, if the function f as in Assumption 2.3
fails to be monotone after the root x¯, one can instead work with a function
f˜(y) :=
φ (y)− γ (y)
Ey
(∑τ+
i=1 g (Yi)
) = f(y) Ey(τ+)
Ey
(∑τ+
i=1 g (Yi)
)
for some positive function g. All the later proofs work with such a f˜ that fulfils
Assumption 2.3 as well, nevertheless, for the sake of brevity and clarity, we will
just use the ’standard’ f .
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For all x ∈ R we write τx := inf{n ∈ N|Yn > x}. The first step towards
the proof of the optimality of τx is to show that τx is optimal in the class of
threshold times.
Lemma 2.5. Let σ0 := 0 and for all n > 0 let σn := inf{k ∈ N|Xk > Xσn−1}
be the n-th ladder time. Then for all x, y ∈ R with x ≤ y we have
Ex
(
γ(Yτy)−
τy∑
i=1
h(Yi)
)
= γ(x) + Ex

 ∑
σn≤τy
f(Yσn)EYσn
(
τ+
)
Proof. Expand Ex
(
γ(Yτy)
)
− γ(x) in a telescoping series.
Corollary 2.6. The stopping time τx is the optimizer for the original stopping
problem amongst all threshold times.
Proof. Lemma 2.5 yields that in order to maximize Ex
(
γ(Yτy)−
∑τy
i=1 h(Yi)
)
in
y, one has to sum as many positive summands of the form f(Yσn)EYσn (τ
+) on
the right hand side as possible. Assumption 2.3 ensures that τx¯ indeed yields
the maximum.
Theorem 2.7. Let y ∈ R. Then
τx = inf{n ≥ 0|Yn > x}
is optimal for V (y) for all y ∈ R.
Proof. As Corollary 2.6 indicates, the value function when only threshold times
are admissible is given by
V˜ (y) =
{
γ (y) ; y > x
Ey (γ (Yτx¯)−
∑τx¯
i=1 h (Yi)) ; y ≤ x
.
Let y ∈ R. We have
V˜ (y) ≥ γ (y) .
Hence, it remains to show h-exessivity, meaning
V˜ (y) ≥ Ey
(
V˜ (Y1)− h (Y1)
)
.
Define
τ ′ := inf{n > 0|Yn > x}.
By the strong Markov property we have
Ey
(
V˜ (Y1)− h (Y1)
)
= Ey

γ (Yτ ′)− τ
′∑
i=1
h (Yi)

 . (∗∗)
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First look at the case y ≤ x: Here we have
V˜ (y) = Ey

g (Yτ ′)− τ
′∑
i=1
h (Yi)

 .
Further (∗∗) yields
Ey
(
V˜ (Y1)− h (X1)
)
= Ey

γ (Yτ ′)− τ
′∑
i=1
h (Yi)

 = V˜ (y) .
Now assume y > x. We define κ0 := 0, κ1 := inf{n > 0|Yn > x} and for each
n > 1 we set κn := inf{n > κn−1|Yn > Yκn−1}. Again we use the notation
τ+ := inf{t ≥ 0|Yt > Y0}. Since this expression will occur later, we notice that
∞∑
n=0
Ey

EYκn

 τ+∑
i=1
h (Yi)

 1{κn<τy}


=
∞∑
n=0
Ey
(
Ey
(
κn+1∑
i=κn+1
h (Yi) |Aκn
)
1{κn<τy}
)
=
∞∑
n=0
Ey
(
Ey
((
κn+1∑
i=κn+1
h (Yi)
)
1{κn<τy}|Aκn
))
=
∞∑
n=0
Ey
((
κn+1∑
i=κn+1
h (Yi)
)
1{κn<τy}
)
= Ey
(
τy∑
i=1
h (Yi)
)
. (∗)
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We obtain
Ey
(
V˜ (Y1)− h (Y1)
)
− φ (y) = Ey

γ (Yτ ′)− τ
′∑
i=1
h (Yi)

− φ (y)
= Ey
(
γ (Yτ ′)− γ
(
Yτy
)
+
τy∑
i=τ ′+1
h (Yi)
)
=
∞∑
n=0
Ey
((
γ (Yκn)− γ
(
Yκn+1
)
+
κn+1∑
i=κn+1
h (Yi)
)
1κn<τy
)
=
∞∑
n=0
Ey
((
γ (Yκn)−
(
γ
(
Yκn+1
)
−
κn+1∑
i=κn+1
h (Yi)
))
1κn<τy
)
=
∞∑
n=0
Ey
((
γ (Yκn)− Ey
((
γ
(
Yκn+1
)
−
κn+1∑
i=κn+1
h (Yi)
)
|Aκn
))
1κn<τy
)
st.mkv
=
∞∑
n=0
Ey



γ (Yκn)− EYκn

γ (Yτ+)− τ
+∑
i=1
h (Yi)



 1κn<τy


=
∞∑
n=0
Ey
(
(γ (Yκn)− φ (Yκn)) 1κn<τy
)
=
∞∑
n=0
Ey



−f (Yκn)EYκn

 τ+∑
i=1
h (Yi)



 1{κn<τy}


fց
≤
∞∑
n=0
Ey



−f (y)EYκn

 τ+∑
i=1
h (Yi)



 1{κn<τy}


=
∞∑
n=0
Ey



(γ (y)− φ (y)) EYκn
(∑τ+
i=1 h (Yi)
)
Ey
(∑τy
i=1 h (Yi)
)

 1{κn<τy}


(⋆)
= γ (y)− φ (y)
= V˜ (y)− φ (y)
Remark 2.8. Since we are aiming for the one sided case, it of course seems
natural to use the ascending ladder times to construct f . We consider it worth
mentioning that when one instead uses ’skew’ ladder times of the form τ˜+ :=
inf{n ∈ N|l(Yn) > l(y)} for some suitable (possibly non-monotonic) function l,
the same proofs as beyond still work and can lead to a characterization of the
stopping sets by roots of an analogue function f even in more complicated cases.
However, the applicability of these more general result in concrete examples
requires to ’guess’ the right function l, which we only managed to do in trivial
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cases or situations which can be reduced to the one sided case anyway. So we
decided to stick to the one sided situation in the proofs.
2.1 Special Case: Random Walk
A nice application of our theory is the stopping problem for a random walk
with linear costs. Assume (Xi)i∈N is a sequence of independent, identically
distributed random variables with P (X1 > 0) > 0, for all n ∈ N0 let
Sn :=
n∑
i=1
Xi,
and
Y yn := y + Sn.
Denote with Py the distribution of Y
y, set P := P0 and E := E0. Then using
the notation of the previous sections, we have
φ (y) = Ey
(
γ
(
Yτy
)
−
τy∑
i=1
h (Y yi )
)
= E

γ (y + Sτ+)− τ
+∑
i=1
h (y + Si)

 .
Further
γ (y)− φ (y) = E
(
γ (y)− γ
(
y + Sτ+
))
− E
(
τ+∑
i=1
h (y + Yi)
)
for all y ∈ R. Now y 7→ γ (y)− γ
(
y + Sτ+
)
is increasing if
y 7→ γ (y)− γ (y + s)
is increasing for all s > 0 or, equivalently, if γ is convex. With the same
argument we get that
y 7→ −E
(
τ+∑
i=1
h (y + Yi)
)
is decreasing if h is non-decreasing. Hence, in the random walk case our findings
read as follows:
Theorem 2.9. Assume that Y is an random walk, define
x¯ := inf
{
y ∈ R
∣∣∣E (γ (z)− γ (z + Sτ+)) ≤ −E
(
τ+∑
i=1
h (y + Yi)
)}
.
Further assume 2.1, that γ is concave on [x¯,∞), and that h in non-decreasing
and non-negative.
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• If f(x¯) ≤ 0, then
τ∗ = inf{n ≥ 0|Yn ≥ x¯}
is an optimal stopping time.
• If f(x¯) > 0, then
τ∗ = inf{n ≥ 0|Yn > x¯}
is an optimal stopping time.
Corollary 2.10. Assume that Y is a random walk. Further assume 2.1, that
γ is concave on [x¯,∞), and that h is constant, i.e. h(x) = c for some c > 0.
Define
x¯ := inf{y ∈ R|E
(
γ (z)− γ
(
z + Sτ+
))
≤ −cE (τ+)}.
Then we get:
• If f(x¯) ≤ 0, then
τ∗ = inf{n ≥ 0|Yn ≥ x¯}
is an optimal stopping time.
• If f(x¯) > 0, then
τ∗ = inf{n ≥ 0|Yn > x¯}
is an optimal stopping time.
Here we want to point out the connection to [WLK94] who study traditional
parking problems for random walks without running costs. If h is constant,
Wald’s identity can be used to transform the problem to a stopping problem
with no running costs. So these results can be viewed as a generalization of the
results in the mentioned article. Also the line of argument here is inspired by
the considerations there, but we avoid the use of the Wiener-Hopf factorization.
3 CONTINUOUS PROBLEM
This section translates the ideas from the discrete time case to the continuous
time case. Since there are many technical difficulties when it comes to the defi-
nition of the ladder times in continuous time, it is by no means straightforward
to define an analogous function f . To elaborate the similarities of both cases we
hence shortly review the key properties of f : Lemma 2.5 yields that for x, y ∈ R
we have
Ex
(
γ(Yτy)−
τy∑
i=1
h(Yi)
)
= γ(x) + Ex

 ∑
σn≤τy
f(Yσn)EYσn
(
τ+
) .
The right hand side herein can be viewed as the discrete time analogue to
an expected integral of Y ’s maximum process plugged into f . These integral
representation together with the monotonicity properties of f postulated in
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Assumption 2.3 first ensured that τx¯ was the optimizer amongst all threshold
times and later on also helped to ensure maximality in the initial problem. Now
our course of action is as follows: We first simply assume that there is a function
f as in Assumption 2.3 that enables an integral type maximum representation
similar to the one above, then we are able to follow the same line of argument as
in the discrete time case. After that we first discuss existence of such a function
and also in the case of Lévy processes give a construction (analogous to the
discrete time case with help of the ladder height process). We follow the line of
argument used in [CS19] for a related problem arising in impulse control.
3.1 Notation and Prerequisites
Let X be a strong Markov process on R with a right continuous filtration F :=
(Ft)t≥0 such that F0 is complete. Further we work with the usual associated
family of measures Px (·) := P (·|X0 = x) and for each x ∈ R let Ex be the
expectation operator associated to Px. Let γ and h be real functions and
assume:
Assumption 3.1. 1. γ is non-decreasing and differentiable.
2. h is non-negative, continuous and for all x, y ∈ R with x < y, we have
Ex
(∫ τy
0
h (Xs) ds
)
<∞.
Define the set T as the set of all stopping times τ with Ex (τ) < ∞ and
Ex
(∫ τ
0
h (Xs) ds
)
< ∞ for all x ∈ R. We look at the stopping problem
V(x) := sup
τ∈T
Ex
(
γ (Xτ )−
∫ τ
0
h (Xt) dt
)
for all x ∈ R. With similar steps as in the discrete time case, we develop suffi-
cient conditions under that a threshold time, whose threshold is given as the root
of a function f , is optimal. Since in our setting there occurs no killing and/or
discounting, an issue is the lack of resolvents that are often used to obtain max-
imum representations, see e.g. [MS07] [NS07], [Sur07] and [CST13]. Instead, we
first fix y¯ ∈ R and assume a maximum representation analogous to the one in the
discrete time case, and justify that it suffices to only work with stopping times
bounded by first entry times to intervals of the form (−∞, y¯] if y¯ is large enough.
Assumption 3.2. We assume that there is a function f such that:
1. For all x ≤ y¯
γ (x) = −Ex
[∫ τy¯
0
f
(
sup
r≤t
Xr
)
dt
]
+ Ex
[
γ
(
Xτy¯
)
−
∫ τy¯
0
h (Xs) ds
]
.
2. The function f has a unique root x¯ ∈ R and is strictly decreasing on
[x¯,∞).
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Remark 3.3. Whenever the running maximum occurs, we tacitly assume Px
to be P(x,x), the measure corresponding to the two dimensional Markov process(
Xt, supr≤tXr
)
t≥0
started in (x, x). So we are still able to exploit the Markovian
structure.
Definition 3.4. Call a stopping time τ upper regular if there is a value y¯ ∈ R
such that τ is under all Py a.s. bounded by the first entry time of X in [y¯,∞).
Define U := {τ ∈ T |τ is upper regular}.
Lemma 3.5. For all x, y ∈ R with x ≥ y we have
V(x) = sup
τ∈U
Ex
(
γ (Xτ )−
∫ τ
0
h (Xs) ds
)
Proof. Take a τ ∈ T that is ǫ-optimal. Set for all n ∈ N
σn := τ ∧ inf{t ≥ 0|Xt ≥ n+X0}
We have σn → τ a.s. under all Pz and, since
∫ τ
0 h (Xs) ds works as an integrable
majorant, we get with dominated convergence
Ex
(∫ τ
0
h (Xs) ds
)
= lim
n→∞
Ex
(∫ σn
0
h (Xs) ds
)
lastly, because both γ and (σn)n∈N are (a.s. under all Pz) monotone, monotone
convergence yields
Ex (γ (Xτ )) = Ex
(
lim
n→∞
γ (Xτ ) ∧ γ (Xσn)
)
= lim
n→∞
Ex (γ (Xτ ) ∧ γ (Xσn))
≤ lim
n→∞
Ex (γ (Xσn))
Altogether this yields
Ex
(
γ (Xτ )−
∫ τ
0
h (Xs) ds
)
≤ lim
n→∞
Ex
(
γ (Xσn)−
∫ σn
0
h (Xs) ds
)
.
Lemma 3.6. Let x, y¯ ∈ R with x ≤ y¯. For ay¯ := y¯ ∧ x¯ holds
sup
τ≤τy¯
Ex
[∫ τ
0
f
(
sup
r≤t
Xr
)
dt
]
= Ex
[∫ τay¯
0
f
(
sup
r≤t
Xr
)
dt
]
Proof. This is a direct consequence of the properties of f posed upon it in
Assumption 3.2 and the monotonicity of supr≤tXr.
Theorem 3.7. For all x ∈ R holds
V(x) = Ex
(
γ (Xτx¯)−
∫ τx¯
0
(h (Xs)) ds
)
.
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Proof. We define for all x ∈ R
g˜ (x) := Ex
(
γ (Xτx¯)−
∫ τx¯
0
h (Xs) ds
)
.
One immediately sees that V ≥ g˜ ≥ γ. Let x ∈ R. Lemma 3.5 tells us that it
suffices to show
g˜ (x) ≥ sup
τ∈U
Ex
(
γ (Xτ )−
∫ τ
0
h (Xs) ds
)
in order to prove V = g˜.
Let τ ∈ U be an upper regular stopping time and fix an y¯ > x¯, x such that
τ ≤ τy¯ Px a.s. Then we have
Ex
[
γ (Xτ )−
∫ τ
0
h (Xs) ds
]
3.2
= Ex
{
−EXτ
[∫ τy¯
0
f
(
sup
r≤t
Xr
)
dt
]
+EXτ
[
γ
(
Xτy¯
)
−
∫ τy¯
0
h (Xs) ds
]
−
[∫ τ
0
h (Xs) ds
]}
=− Ex
{
EXτ
[∫ τy¯
0
f
(
sup
r≤t
Xr
)
dt
]}
+ Ex
[
γ
(
Xτy¯
)
−
∫ τy¯
0
h (Xs) ds
]
=− Ex
{
Ex
[∫ τy¯
τ
f
(
sup
r≤t
Xr
)
dt|Fτ
]}
+ Ex
[
γ
(
Xτy¯
)
−
∫ τy¯
0
h (Xs) ds
]
3.2
≤ − Ex
[∫ τy¯
τx¯
f
(
sup
r≤t
Xr
)
dt
]
+ Ex
[
γ
(
Xτy¯
)
−
∫ τy¯
0
h (Xs) ds
]
3.2
= − Ex
[∫ τy¯
τx¯
f
(
sup
r≤t
Xr
)
dt
]
+ γ (x) + Ex
[∫ τy¯
0
f
(
sup
r≤t
Xr
)
dt
]
=γ (x) + Ex
[∫ τx¯
0
f
(
sup
r≤t
Xr
)
dt
]
3.2
= Ex
[
γ (Xτx¯)−
∫ τx¯
0
h (Xs) ds
]
.
3.2 Discussion of Assumption 3.2
The key part of our solution is Assumption 3.2, namely the existence of a func-
tion f such that for all x, y¯ ∈ R with x ≤ y¯ we have
γ (x) = −Ex
[∫ τy¯
0
f
(
sup
r≤t
Xr
)
dt
]
+ Ex
[
γ
(
Xτy¯
)
−
∫ τy¯
0
h (Xs) ds
]
. (2)
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If f has a unique root and is monotonous after, the stopping problem we solved
in the previous section has a threshold time as an optimizer. This section aims
to discuss existence of such a maximum representation.
First we give a brief overview on literature regarding maximum representations
for general Markov processes, thereafter we focus on explicit obtainability in the
case that the underlying process is a Lévy process. This construction has been
developed in [CS19] in a similar setting, therefore we will leave out the proofs
if they are already given in said work.
3.2.1 General Remarks
The comprehensive intuition for the use of maximum representations in optimal
stopping arises from the fact that under quite general assumptions superhar-
monic functions can be characterized as expectations of non-negative functions
of the maximum process, see [FK07] and the references therein for a proof from
a potential theoretic perspective. That the value functions of a stopping prob-
lem is basically the smallest superharmonic majorant of the pay-off function,
suggests the assumption that, when any maximum representation of the pay-
off function in terms of a function f can be found, a candidate for the smallest
superharmonic majorant is the maximum representation in terms of f+, the pos-
itive part of aforementioned f . And indeed in the discounted case in [CST13],
it is shown that, if the pay-off function has a kind of maximum representation
and a suitable representing function f is shaped nicely, indeed f+ is the rep-
resenting function of the value function’s maximum representation. In [Chr17]
a suggestion can be found to get such a representation: If somehow, there is
a terminal state ζ of X , such that neither Xζ nor the running maximum Mζ
are degenerate, then one can first find a representation of γ in terms of Xζ (for
example with Dynkin’s formula or using resolvents) and later condition on Mζ .
This can be used to show existence of a maximum representation. Nevertheless
this approach is not applicable here and suffers from the lack of explicity.
3.2.2 Lévy Processes
Therefore next, we take some steps towards an explicit obtainability of a max-
imum representation under the assumption that X is a Lévy process with
E(X1) > 0. First, we will give sufficient conditions for an f as in (2) to exist
and thereafter take some steps to the (semi-)explicit obtainability in interesting
cases. This theory was developed in [CS19] and the detailed proofs can be found
therein.
We fix a y¯ ∈ R through the section: Further let H denote the ascending ladder
height process of X and H↓ denote the descending ladder height process of X .
As these corresponding ladder time processes are only defined up to a multi-
plicative constant, we choose them such that E(τx) = E(inf{t ≥ 0|Ht ≥ x}) and
H↓ accordingly.
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Lemma 3.8. For each positive function g define for all y ≥ 0
gˆ (y) := Ey

 ∞∫
0
g
(
H
↓
t
)
dt

 .
Then for all x ≤ y
Ex
(∫ τy
0
g (Xt) dt
)
= Ex
(∫ τˆy
0
gˆ (Ht) dt
)
.
In the following the operator AH is defined as the generalized extended
generator of H and we assume γ is in the range of AH . This enables us to set
f :=
(
AHγ + hˆ
)
(3)
and an application of Dynkin’s formula yields
Ex
[
γ
(
Xτy
)
−
∫ τy
0
h (Xs) ds
]
= Ex
[∫ τˆy
0
f (Hs) ds
]
+ γ (x)
for all x, y < y¯ ∈ R.
Now by algebraic induction we get for all x < y
Ex
[∫ τˆy
0
f (Hs) ds
]
=Ex
[∫ τy
0
f
(
sup
r≤t
Xr
)
ds
]
,
where τˆx denotes the first entry time of H in [x,∞).
Putting all this together yields the desired result:
Lemma 3.9. For all x ≤ y¯ holds
γ (x) = −Ex
[∫ τy¯
0
f
(
sup
r≤t
Xr
)
dt
]
+ Ex
[
γ
(
Xτy¯
)
−
∫ τy¯
0
h (Xs) ds
]
.
4 CONNECTION OF THE PROBLEMS
This similarity of both problems’ structures, especially the similarity in the
functions f that determine the optimal threshold, suggests that the solution
of the continuous problem can be found via discretization. Hence, this section
aims to give conditions under that the solution of embedded discrete problems
converges to the solution of the continuous problem.
Again let X be a strong Markov process on R with a right continuous filtration
F := (Ft)t≥0 such that F0 is complete. As before we look at the continuous
time stopping problem
V(x) = sup
τ∈T
Ex
(
γ (Xτ )−
∫ τ
0
h (Xt) dt
)
for all x ∈ R. Further we still work with Assumption 3.1.
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Definition 4.1. We call a sequence of ascending sequences of stopping times
((τnk )k∈N)n∈N a suitable discretization if
• {τnk |k ∈ N} ⊆ {τ
n+1
k |k ∈ N} for all n ∈ N.
• For each n ∈ N the process Y n defined by Y nk := Xτnk for all k ∈ N is a
Markov process.
• For each X-stopping time τ , for each n ∈ N there is a Y n-stopping time
⌈τ⌉
n
such that for all n ∈ N we have τ ≤ ⌈τ⌉
n+1
≤ ⌈τ⌉
n
and a.s.
lim
n→∞
⌈τ⌉n = τ.
We say a suitable discretization ((τnk )k∈N)n∈N harmonizes with γ, if for all
x ∈ R and all X-stopping times τ
lim
n→∞
Ex
(
γ(X⌈τ⌉n)
)
= Ex (γ(Xτ )) .
We say a suitable discretization ((τnk )k∈N)n∈N harmonizes with h, if for each
n ∈ N there is a function ⌈h⌉
n
such that for all x ∈ R and all X-stopping times
τ
lim
n→∞
Ex

⌈τ⌉n∑
i=1
⌈h⌉
n
(Y ni )

 = Ex
(∫ τ
0
h(Xs)ds
)
.
With these definitions at hand we immediately get the following result:
Theorem 4.2. Assume ((τnk )k∈N)n∈N is a suitable discretization. Using the
definitions in 4.1, define for all n ∈ N
Vn(x) := sup
τ
Ex
(
γ(Yτ )−
τ∑
i=1
⌈h⌉n(Yi)
)
,
where the supremum is taken over all Yn-stopping times. Assume each Vn has
an optimal stopping time and let Sn := {x ∈ R|Vn(x) = γ(x)} be the stopping
set of Vn and S := {x ∈ R|V(x) = γ(x)} the one for V. Then point-wise
Vn ր V
and ⋂
n∈N
Sn = S.
Proof. Observe that
γ ≤ Vn ≤ Vn+1 ≤ V
for all n ∈ N0. Hence lim
n→∞
Vn exists and lim
n→∞
Vn ≤ V . Let x ∈ R. We only
treat the case that V(x) < ∞, the case V(x) = ∞ works analogously with the
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obvious alterations. For each x ∈ R and each ǫ ≥ 0 there is an X-stopping time
τ such that
V (x) ≤ Ex

γ (Xτ )−
τ∫
0
h (Ys) ds

+ ǫ
2
and an N ∈ N such that
Ex

γ (Xτ )−
τ∫
0
h (Xs) ds

 ≤ Ex

γ (XτN )−
⌈τ⌉N∑
i=1
⌈h⌉
n
(Yi)

+ ǫ
2
Hence we get
V (x) ≤ Ex

γ (Xτ )−
τ∫
0
h (Xs) ds

+ ǫ
2
≤ Ex

γ (XτN )−
⌈τ⌉N∑
i=1
⌈h⌉
n
(Yi)

+ ǫ
≤ VN (x) + ǫ
≤ lim
n→∞
Vn (x) + ǫ.
Assume x ∈ Sn for all n ∈ N. Then γ(x) = limn→∞ Vn(x)) = V(x).
Remark 4.3. Note that these proofs don’t even depend on one dimensionality.
However, in the one-dimensional one-sided case these results imply that if the
discretized problems are one-sided, the continuous one also is and additionally
the threshold of the continuous problem is the monotone limit of the discretized
problems’ thresholds.
Now that we have given conditions under that suitable discrete problems
approximate the continuous one in the right way, depending on the process and
the functions h and γ, we have to find suitable discretizations.
4.1 Non-random Discretization for Lévy Processes
For the sake of simplicity we assume X to be a Lévy process with E0(|X1|) <∞,
nevertheless we want to mention that under the right assumptions the results
remain to hold for more general processes. One of the simplest imaginable dis-
cretizations is ((τnk )k∈N)n∈N =
(
( k2n )k∈N
)
n∈N
. We assume γ to be differentiable
and that there is an M ∈ R such that |γ|, |h| < M . For all x ∈ R and all n ∈ N
we set
⌈h⌉n(x) := Ex
(∫ 1
2n
0
h(Xs)ds
)
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and for all X-stopping times τ and all n ∈ N
⌈τ⌉
n
:=
⌊1 + τ2n⌋
2n
.
Now Ex|X1| <∞ implies Ex
(
sup
t≤1
|Xt|
)
<∞, see [Gut75], and hence
|Ex (γ (Xτn)− γ (Xτ ))| ≤MEx
∣∣Xτ −X⌈τ⌉n ∣∣ ≤MEx( sup
t≤ 1
2n
|Xt|)
n→∞
→ 0
as well as ∣∣∣∣∣∣Ex

⌈τ⌉n∑
i=1
⌈h⌉
n
(Yi)−
τ∫
0
h (Ys) ds


∣∣∣∣∣∣ ≤M
1
2n
n→∞
→ 0.
This yields that the non-random discretization is a suitable discretization that
harmonizes with γ and h. We want to remark two things: First, one can weaken
the boundedness assumptions to γ and h, as shown in [Bei98] by approxima-
tion with bounded functions. Second, the trade-off for the relatively strong
restrictions on the functions is a pretty high compatibility of discrete and con-
tinuous problems. When one assumes concavity of γ and monotonicity of h,
the functions ⌈h⌉n are also monotone, the Y n are random walks and hence this
immediately yields that the Sn are one sided intervals as discussed in 2.1.
4.2 Spatial Discretization
Another approach which nicely stresses out the connection of the representing
functions f of the discrete and continuous problem is to use a separation of
the state space instead of the time axis. For each k, n ∈ N, define τn0 := 0
and τnk := inf
{
t ≥ τnk−1
∣∣∣Xt ∈ R \
[
⌊2nXτn
k−1
⌋
2n ,
⌊1+2nXτn
k−1
⌋
2n
)}
Again using the
obvious choice
⌈h⌉n(x) := Ex
(∫ τn1
0
h(Xs)ds
)
we see that ((τnk )k∈N)n∈N. is a suitable discretization and if we assume h to be
continuous, γ to be smooth enough to be in the range of the extended generator
of X and that for large enough n Dynkin’s formula is applicable to τn1 , we get
|Ex (γ (Xτn)− γ (Xτ ))| = Ex


⌈τ⌉n∫
τ
Aγ(Xs)ds

 ≤ Ex

EXτ


τn1∫
0
Aγ(Xs)ds




and also∣∣∣∣∣∣Ex

⌈τ⌉n∑
i=1
⌈h⌉
n
(Yi)−
τ∫
0
h (Ys) ds


∣∣∣∣∣∣ ≤ Ex

EXτ


τn1∫
0
h(Xs)ds



 .
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Now only some boundedness assumptions are needed to ensure that both this
terms converge to zero. For example known properties of the stopping region,
like boundedness of the continuation region and monotonicity of γ and h or if
one can justify only to consider bounded stopping times may help here. Instead
of going into more detail regarding this, we want to emphasize that with this
discretization one can nicely see how the representing functions of the discrete
and the continuous time problems are connected. If we denote the representing
function of the discrete time problem of stopping γ(Y nk ) −
∑τnk
i=1⌈h⌉
n
(Y ni ) as
defined in (∗) in Section 2 with fn, we see that, if we first assume h = 0 and for
the sake of notational simplicity also x ∈ 12nN, we have
fn(x) =
Ex
(
γ(Y nτ+)
)
− γ(x)
E(τn1 )
=
Ex
(
γ(Hτˆ
x+ 1
2n
)
)
− γ(x)
E(τn1 )
→ AHγ(x),
provided γ is in the range of the extended generator of H . To treat the case of
arbitrary h we use Lemma 3.8. With the notations used therein we see that,
again for x ∈ 12nN,
Ex(⌈h⌉(Y
n
τ+))
Ex(τn1 )
=
Ex(
∫ τx+ 1
2n
0 h(Xs)ds)
Ex(τx+ 1
2n
)
=
Ex(
∫ τˆx+ 1
2n
0 hˆ(Hs)ds)
Ex(τˆx+ 1
2n
)
→ hˆ(x),
provided h is smooth enough.
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