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1.

Introduction:
Financial time series analysis is a fundamental subject that has been addressed widely in economic fields. A time series is a collection of observations of well-defined data items obtained through repeated measurements during a period of time. The analyses of financial time series have economic importance. It is a promising and crucial task for any future investment used to make decisions in different areas, such as businesses and financial institutions. Financial time series involve different time scales such as intraday (high frequency), hourly, daily, weekly, monthly, or tick-bytick stock prices of exchange rates [1] . The distance between variables in financial time series is influenced by real economic activities [2] . The effect of these activities have been represented by a mixture of hills and bumps in financial time series charts [3] . Thus, the prediction aims to forecast these activities. Financial data analysis usually provides the fundamental basis for decision models to achieve good returns [4] , which is the first and the most important factor for any investor. This can help to improve companies' strategies and decrease the risk of potentially high losses [5] .
Furthermore, it can help investors to cover the potential market risk to establish some techniques to progress the quality of financial decisions. Financial data are naturally dynamic, nonlinear, nonparametric, complex, and chaotic [6] . This type of time series is non-stationary, has a high level of uncertainty, is highly noisy and has an unstructured nature which includes regular structural breaks. In addition, the financial time series holds several types of data, which are incomplete, unclear and unlimited [7] . Financial time series such as the stock market are facing dramatic changes, as well as rapid information exchange all the time. Hence, the prediction of its economic activity in the future is extremely challenging [7, 8, 10] . Furthermore, Yao et al. [11] identified that there are a number of interrelated factors influencing the direction of the price movement on the stock market, besides the economic factors, which are political factors and psychological factors affecting both powerful decision makers and individuals or consumers. Even traditional Economics studies indicated that even microeconomic drivers can affect demand consumption patterns and vice versa, thus forming a very complicated, highly interrelated system to model [11, 12] .
Therefore, researchers can face many challenges when handling time series forecasting [13] . The selection of an appropriate model for solving time series prediction problem has been considered by many scholars and public investors [14] .
Neural networks have been widely applied to the domain of financial time series prediction. During the last decades, a number of neural network architectures have been proposed and investigated in this regard. According to Zekic [15] , neural networks have different applications to financial time series analysis, which include classification of stock, recommendation of trading, predicting price changes of stock indexes, stock price forecasting and modelling the time series of stock markets. A number of studies, including Bansal et al. [16] , Yao et al. [11] , Vojinovic et al. [17] Dunis and William [18, 19] , Pissarenko [20] , Aryal and Yao-wu [21] , Kamruzzaman [1, 4] , Bagherifard et al. [22] have confirmed that neural networks perform better than traditional prediction models such as the ARIMA model in financial time series prediction in terms of statistical and financial matrices. Researches indicated that artificial neural networks (ANNs) can forecast the future currency with up to 60% accuracy [24, 25] , and consequently are being widely used to model the behaviour of financial data and to forecast future values for time series [26, 27] .
There are several features that make neural network the ideal technique over other traditional models of prediction. For example, since the majority of traditional models of prediction are linear, they fail to understand data patterns when the underlying relationship in time series is nonlinear. ANN has emerged as a powerful learning technique to perform complex tasks in highly nonlinear dynamical environments.
The advantage of using a neural network as a prediction tool is that it includes automatic learning of dependencies and it can be adapted to any type of data [22] .
Utilizing a neural network to forecast financial time series such as a stock market has a number of advantages including: saving investors' time when making financial decisions, and aiding them to decrease investment loss and risk caused by stock market fluctuation [28] . Artificial neural networks (ANNs) have been widely used in both modern industries and scientific research to perform diverse and sophisticated tasks, such as data processing, pattern recognition, forecasting the exchange rates between currencies or forecasting the sign of price increments, capture the underlying information and rules of the movement in currency exchange rates [11, 31, 33, 34] . In 1991, some banks started utilizing neural network models to help them make conclusions about loan application of financial prediction [20] .
Several large investment banks (including Goldman Sachs and Morgan Stanley)
currently have departments dealing exclusively with neural network for their business investment models [29] .
MLP networks have powerful problem solving capability, however these networks suffer from various problems when dealing with temporal patterns. MLP represents static mapping between inputs and outputs. Therefore, MLP network does not consider the dependence of an individual input on others previous inputs [35, 56, 57] .
In theoretical analysis, Herrera [36] assumed that time series are generated by dynamic systems. This means that their state changes over time. Prediction is considered a temporal signal processing problem. Therefore, using a temporal model such as recurrent neural network can achieve better prediction accuracy.
Recurrent neural network can address the temporal relationship of the inputs by maintaining an internal state [30] . It is considered an alternative method of time series forecasting through the use of dynamic memory [37] . The memory of the previous values generated by the neural network is kept in the context layer; the values are then fed back to the neural network to predict the next values [38] . As result, the predicted values will rely on the current values as well as the previous neural network outputs. This can help the neural network to learn the dynamic information involved in time series.
Several models and techniques have already been developed to enhance the forecasting ability of neural networks [59] , such as the regularization methods. This method is based on using weight decay in order to improve the training of the neural network. Mahdi et al [39] has used regularization technique in self-organized multilayer network inspired by the immune algorithm (SONIA) network in order to forecast physical time series data as well as financial time series data [40] . Their result demonstrated an improvement of the predication performance of SONIA network using the weight decay.
In this paper the regularization technique is applied with dynamic self-organized multilayer neural network which is inspired by immune algorithm (R-DSMIA). The aim is to improve the generalization capability of the DSMIA network for time series forecasting. To evaluate the forecasting performance of the proposed neural network, a number of simulation experiments have been preformed. The proposed R-DSMIA is used to predict ten financial time series.
The remainder of this paper is organized as follows. Section 2 describes selforganized multilayer network inspired by the immune algorithm (SONIA). In section 3, the proposed dynamic self-organized multilayer neural inspired by the immune algorithm is presented. Section 4 shows the application of the regularization technique in dynamic self-organized multilayer neural network inspired by the immune algorithm. Section 5 describes the set of data that has been used in this research. Section 6 includes the learning parameters, and performance measures. Section 7 presents the simulation results for the prediction of ten signals using various neural network models. Finally, the conclusions of this paper are discussed in Section 8.
Self-organized multilayer network inspired by immune algorithm (SONIA):
Self-organized network inspired by the immune algorithm (SONIA) [41] is a single hidden layer neural network, which uses a self-organization hidden layer inspired by the immune and back-propagation algorithms for the training of the output layer. The immune algorithm is simulated as the nature immune system, which is based on the relationship between its components and involve antigens and cells (Recognition Ball). Thus, the immune system can allow its components to change and learn patterns by changing the strength of connections between individual components.
The inspiration of the immune system in the self-organized neural network will provide hidden unit creation in backpropagation neural networks (BP-NN). The SONIA network was proposed to improve the generalization and recognition capability of the back-propagation neural network [41] . The input units are called antigens, while hidden units are called recognition balls (RBs). RBs in the immune system are used to create hidden units. The relation between the antigen and the RB is based on the definition of local pattern relationships between input vectors and hidden nodes. These relationships help SONIA to easily recognize and define the input data's local characteristics, which increases the networks ability to recognize patterns. The mutation process, which is biologically, a B cell, can be created and mutated to produce a diverse set of antibodies in order to remove and fight viruses that attack the body [42] . In SONIA, the mutated hidden nodes are designed to deal with unknown data, which is the test data, to develop the generalization ability of the network.
3. Dynamic self-organized multilayer network inspired by immune algorithm (DSMIA):
The dynamic self-organised multilayer network inspired by the immune algorithm (DSMIA) is used to predict financial time series. The structure of the DSMIA network is shown in Figure 1 . The DSMIA network has three layers: the input, the selforganised hidden layer, and the output layers with feedback connections from the output layer to the input layer. The input layer holds copies of the current inputs as well as the previous output produced by the network. This provides the network with memory. As such, the previous behaviour of the network is used as an input affecting current behaviour. Similar to the Jordan recurrent network [43] , the output of the network is fed back to the input through the context units. Suppose that N is the number of external inputs x(n) to the network, and y(n-1) is the output of the network from the previous time step while O refers to the number of outputs. In the proposed DSMIA, the total input to the network will be the component of x(n) and the previous output where
The output of the hidden layer is computed as:
The output of the network is computed as:
Where fht,, fot are nonlinear activation functions, N is the number of external inputs, O is the number of output units, NH is the number of hidden units. wojk is the weight corresponds to the external input while wzhjk is the weight corresponding to the hidden layer output, and n is the current time step, while α,β are selected parameters with 0< α and 0< β. The term Bok is the bias value.
The first layer of the DSMIA is a self-organised hidden layer trained similar to the recursive self-organized map RecSOM [44] . In this case, the training rule for updating the weights is based on the same technique for updating the weights of the selforganized network inspired by the immune algorithm (SONIA) network [41] . The change in the proposed network is that the weights of the context nodes are also updated in the same way as the weights of the external inputs. This is done by first finding D, which is the distance between the input units and the centroid of the jth hidden units:
The position of the closest match will be determined as:
If the shortest distance is less than the stimulation level value, s1(0, 1), this indicates that the input has found its corresponding hidden unit. In this case, the weight from the external input vector and the context vector are updated as follows:
Where wzhjk is the weight of the previous output, whji is the weight for the external inputs, Dc is the position of the closest match while γ is the learning rate determined experimentally and selected between 0 and 1.
It should be noted that the simulation level value s1(0, 1) is experimentally determined.
4.
Regularized DSMIA Network (R-DSMIA):
The regularization technique has been used with the DSMIA network. The regularization has been addressed to improve the generalization and to solve the over-fitting problem; also, the elimination of the weights leads to a reduction in the complexity of the training network and makes the learning process easier [45] . This is performed by using weight decay which is the simplest technique for the regularization method and it is applied in order to make the prediction of the network more consistent [46] . Regularization attempts to smoothing the cost function and reduces variance by pruning some weights besides keeping the functional capability necessary to solve the problem [47] . The main aim of the regularization is to decrease the generalization error.
Regularization is the technique of adding a penalty term Ω to the error function, which can help obtain a smoother network mapping. It is given by
Where Estd represents one of the standard cost functions such as the Sum-ofsquares error and the parameter  controls the range of the penalty term Ω in which it can influence the form of the solution. The network training should be implemented by minimizing the total error function Ereg [46] .
The weight decay is performed by adding a bias term to the original objective function Estd, thus the weight decay cost function is determined as follows [24] :
Where  is the weight decay rate, B represents the penalty term.
The simplest form of calculating the penalty term B is:
Where wij is the weight connections between the i th units and j th nodes in the next layer. In the R-DSMIA network, the weight decay was used to adjust the weights between the hidden and the output units. The change of weights using weight decay method could be calculated as follows:
Where ∆wojk is the updated weight that connects the hidden and the output units Since most of the published work about financial time series prediction have focused on exchange rate prediction [18, 34, 48, 49] , this research has used six exchange rate signals. The foreign exchange market is considered to be the largest market, with more than $1 trillion traded everyday [31, 50] . The US dollar is the most significant currency in the market and it has been used as a reference currency.
Another time series used in this research work is the West Texas Intermediate (WTI) crude oil spot prices. Crude oil is well known as a central source of energy. The future oil price has a great impact on governments and industries and companies'
activities [51] . Modelling DSMIA for Financial Time Series Prediction:
In this section the structure of the neural network models is explained. The selection of a suitable forecasting horizon is the first step that must be taken before financial forecasting can begin. From a trading principle, Cao and Tay [54] asserted that a long forecasting horizon could avoid over-trading resulting in extreme transaction rates. However, if the forecasting horizon is very long, that might increase the complexity of the forecasting procedure. On the other hand, predictors claimed that the forecast horizon must be sufficiently short as the persistence of financial time series is of limited period [12] . As Thomason recommended in his work [52] , the optimal choice of forecasting horizon for the daily data is five days. From the trading and prediction view, this research applies five days ahead prediction. Financial time series are a non-stationary, high noise type of data. The noise variables in data are identified as harmful variables in neural network learning [39] . Therefore, it is crucial to have a pre-processing method to deal with data before passing them to the neural network. The original raw non-stationary signals are transformed into stationary signals before sending them to the neural network, by a transformation technique known as Relative Difference in Percentage of price (RDP) [52] . It is used by many researchers in this field for example [34, 48, 53, 54] . It creates a five-day measure of the relative difference in price data. In this transformation, the signal is expected to be more symmetrical and closely follow the normal distribution [39] ; consequently it can improve the prediction process [54] . Ghazali et al. [34] stated that RDP helps to reduce the influence of trends on financial time series, smoothing the data and helping to reduce noise. The input variables are computed from four lagged RDP values based on five-day periods (RDP-5, RDP-10, RDP-15, and RDP-20) and one transformed signal (EMA15) which is computed by subtracting a 15-day exponential moving average from the raw signals [54] . The computation of the inputs is presented in Table 2 , where α is the weight factor which is experimentally determined in these experiments as 0.85, P(i) is the values of signal for the i th day, and h is a horizon of five steps ahead prediction. [19] and five statistical metrics [55] which measure the accuracy of the prediction signal. The calculations of these criteria are illustrated in Table 3 . respectively. This is an indication that the proposed network generates more profits than the benchmarked networks.
In term of the maximum drawdown (MDD) measure, it can be detected that R-DSMIA has achieved the highest value of maximum drawdown when predicting the USDUK, JPYUSD NASDAQC, NASDAQO, DJIAO, DJUAO, DJUAC OIL time series.
However, DSMIA network achieved good result on maximum drawdown when predicting the USDEUR signal. In this case, it should be noted that the aim of using the MDD measure is to evaluate the risk of diverse financial prediction models. It is defined as the minimum of the accumulated losses. It determines the downside risk (the maximum loss of the model during the sample period). Small value of MDD indicates less risk or less losing, which is desirable in financial prediction.
For the Signal Noise Ratio (SNR) criterion, Tables 4 to 7 show that the proposed R-DSMIA obtained the highest value of SNR for all signals except DJIAC time series. It should be noted that the signal to noise ratio compares the amount of significant information provides by the signal, with the amount of background noise of the signal (distraction from the signal). A higher ratio refers to a clearer reading of the signal.
The mean results for all 10 financial time series also showed that the proposed R-DSMIA achieved improvements of 0.3510 dB, 0.6290 dB and 0.1720 dB in comparison to the DSMIA, R-MLP and R-SONIA, respectively. As can be seen in Table 8 , the network structures for the MLP achieved the best result with networks of five to eight hidden units. Meanwhile, the proposed DSMIA network needs more hidden units between 12 to 22. For the SONIA network, the best average profit is achieved using 12 to 25 hidden units. This indicates that due to the utilization of immune algorithm in the hidden layer, more number of hidden units is required to achieve good results.
A paired t-test [58] is conducted to determine if there is significant difference among the proposed R-DSIMA and R-SONIA based on the best results for the AR on the 10 financial time series. The calculated t-value showed that the proposed technique outperform R-SONIA with α = 5% significance level for a one-tailed test. To further analyze the ability of the proposed R-DSMIA, we have benchmarked our simulation results with the work shown by Cao and Tay [55] for the prediction of the Standard & Poor 500 stock index futures (CME-SP) financial time series in the period between 4/1/1988 to 11/7/1995. In their simulations, the authors transformed the financial data into relative difference in price similar to our work with an average of 30 simulations using the Support Vector Machine (SVM) for regression, the Radial Basis Function (RBF) and the MLP networks using the Backpropagation (BP) learning algorithm. Their results are shown in Table 9 (a), while the simulation results using the proposed D-SMIA are shown in Table 9 (b). As it can be shown from Table 9 , the proposed R-DSMIA network achieved higher value for the correct directional change which indicates that the proposed network is a better financial predictor while the values for the NMSE and the MAE are also lower than the SVM, the RBF and the BP networks.
Conclusion:
In this paper a novel neural network architecture based on the regularization is proposed which is called the regularized dynamic self-organized neural network inspired by the immune algorithm. The proposed network was utilized for the prediction of financial time series. The financial data was transformed into stationary signal and the results for 5 step ahead prediction were shown. The simulation results indicated that using recurrent links with regularization techniques can significantly improve the results due to the temporal aspect of the financial time series.
