Abstract. Masking is a well-known countermeasure to protect block cipher implementations against side-channel attacks. The principle is to randomly split every sensitive intermediate variable occurring in the computation into d + 1 shares, where d is called the masking order and plays the role of a security parameter. Although widely used in practice, masking is often considered as an empirical solution and its effectiveness is rarely proved. In this paper, we provide a formal security proof for masked implementations of block ciphers. Specifically, we prove that the information gained by observing the leakage from one execution can be made negligible (in the masking order). To obtain this bound, we assume that every elementary calculation in the implementation leaks a noisy function of its input, where the amount of noise can be chosen by the designer (yet linearly bounded). We further assume the existence of a leak-free component that can refresh the masks of shared variables. Our work can be viewed as an extension of the seminal work of Chari et al. published at CRYPTO in 1999 on the soundness of combining masking with noise to thwart side-channel attacks.
Introduction
Side-channel analysis is a class of cryptanalytic attacks that exploit the physical environment of a cryptosystem to recover some leakage about its secrets. It is often more efficient than a cryptanalysis in the so-called black-box model in which no leakage occurs. Two attack categories are usually considered: the bounded side-channel attacks and the continuous side-channel attacks. In a bounded sidechannel attack [9] , the total amount of leakage accessible to the adversary is bounded. In a continuous side-channel attack, the adversary gets some information at each invocation of the cryptosystem, and the amount of leakage can thus be arbitrarily large. Attacks where the adversary measures the runningtime [24] , the power consumption [25] or the electromagnetic radiations [15] of a cryptographic implementation fall into this category.
Continuous side-channel attacks have proved to be especially effective to break unprotected cryptographic implementations. And although many ingenious countermeasures have been developed during past years, very few of them gave rise to concrete security guaranties. This has raised the need for models and methods to formally prove the security of cryptographic implementations against continuous side-channel attacks. A pioneering work in this direction is the physically observable cryptography framework introduced by Micali and Reyzin in [29] which puts forward a general theory of side-channel attacks. In particular, they formalize the assumptions that a cryptographic device can at least keep some secrets and that only computation leaks information [29] . A few years later, Dziembowski and Pietrzak introduced the leakage resilient cryptography model [12] , which is a generalization of the bounded retrieval model [9] where every step of the computation leaks information on the processed part of the device state trough a function whose range is bounded (i.e. taking values in {0, 1} λ for some parameter λ). Under this assumption, the authors were able to design secure pseudo-random number generators [12, 32] . Further leakage resilient cryptographic primitives were then constructed under the same -or sometimes stronger -assumptions (see for instance [10, 13, 23, 42] ). The issue of designing generic compilers that can transform any cryptographic algorithm into a leakage resilient implementation was also recently addressed [11, 17, 18, 22] . These works are nice proofs of concept but the proposed constructions are not suited for practical implementation, especially in constrained environments such as embedded systems. Moreover the practical meaning of the underlying bounded range leakage model with respect to power or electromagnetic side channels is questionable [40] .
A more practical and traditionally used approach to secure implementations against side-channel attacks is secret sharing [1, 37] also called masking in this context. The idea is to randomly split a secret into several shares such that the adversary needs all of them to reconstruct the secret. Masking was soon identified as a sound countermeasure when side-channel attacks appeared in the literature [4, 19] . Since then, many works have been published to address the practical implementation and/or the security of masking for various ciphers. However a formal security proof is still missing at this day. Our goal is to fill this gap.
Related Works
Soundness of Masking. In [4] , Chari et al. conduct a formal study of masking in the presence of noisy leakage. More precisely, the authors investigate the soundness of randomly sharing a secret bit into d shares when the adversary has only access to a noisy version of those shares, the noise having a Gaussian distribution with variance σ 2 . They prove that the number of observations required to distinguish, with success probability α, the leakage distribution when the secret equals 0 from the leakage distribution when the secret equals 1 is lower bounded by σ d+4 log α/ log σ . This bound is frequently recalled to argue for the soundness of masking when combined with noise. Despite its great interest and impact, Chari et al.'s analysis has an important limitation: no solution is provided to apply masking to the whole implementation of a cryptographic algorithm and to analyze the global security of such an implementation.
Private Circuits and Extensions. In [21] , Ishai et al. show that any circuit with n logical gates can be transformed into a circuit of size O(nd 2 ) which is secure against probing attacks spying up to d wires. The main contribution of [21] is a method to compute an AND gate between shared inputs while ensuring the security against a d-probing adversary. However, a security proof against probing attacks does not give full satisfaction since it does not encompass an adversary exploiting the entire leakage produced during the processing.
In [14] , Faust et al. propose an extension of Ishai et al.'s scheme. Their scheme requires a leak-free hardware component but it is provably secure under two different and more general leakage models. In the first model, the leakage at each cycle is any function of the circuit internal state (i.e. the logical values carried by all the wires) which is computationally bounded: it is assumed to be in the complexity class AC 0 (i.e. it must be computable by a circuit of constant depth). In the second model, the leakage reveals the value of each internal state bit, flipped with a probability p < 1/2 (i.e. xor-ed with a p-Bernoulli noise). In a recent paper [35] , Rothblum further showed how to remove the requirement of leak-free component in the AC 0 leakage model. These works achieve an important progress towards provable security against side-channel attacks since they show that masking can bring security even in the presence of a global leakage on the entire state. However, the practicability of the considered models is questionable. In particular it is unclear whether the AC 0 leakage or the full leakage with Benouilli noise really fit the physical reality of power and/or electromagnetic leakages.
Masking Schemes. On the other hand, several works have shown how to apply masking to various algorithms in practice. They however often omit to prove the security of the resulting implementations. The first masking scheme was proposed by Goubin and Patarin in [19] for the DES cipher. Further schemes were subsequently published in which masking is applied at hardware or software level at the cost of different area-time-memory trade-offs (see for instance [2, 28, 30] ). Originally, most of these schemes deal with first-order masking which splits each sensitive variable in two shares (a mask and a masked variable). Then higherorder masking schemes were defined to get security against side-channel attacks exploiting the leakage of several, say d, intermediate computations [3, 16, 33, 34] . The purpose of these schemes is analogous to the d-probing secure circuit of Ishai et al. : the computation is performed such that any d intermediate variables occurring in the algorithm reveal no sensitive information. Most of these schemes are actually based on the method of Ishai et al. to securely process a multiplication between two shared variables. Consequently, they suffer the same limitation as Ishai et al. 's scheme: they only thwart a limited adversary that does not exploit the overall leakage.
Our Contribution
In this paper we formally prove the security of masked implementations of block ciphers in the only computation leaks information model [29] . In this model, every step of the processing reveals a leakage function of the touched part of the device state. This function is chosen adaptively by the adversary in some predetermined class. For our security proof, we split the computation into several elementary calculations (in practice, a sequence of few CPU instructions) that each accesses a subpart x of the device state and leaks a function of x. Starting from the observation that masking is sound when combined with noise [4] and that many practical solutions exist to amplify leakage noise (see for instance [6-8, 20, 27, 39, 41] ), we assume the leakage functions to be noisy. The noisy feature of a leakage function f is captured by assuming that an observation of f (x) only implies a bounded bias in the probability distribution of x. Namely the statistical distance between the distributions P[x] and P[x|f (x)] is bounded. We further assume that this bound depends on a noise parameter ω that can be chosen by the designer according to the required security level. Our security proof has a natural limitation which is the requirement of a leak-free component, an elementary calculation refreshing the masks of a shared variable. Under these assumptions, we achieve an information theoretic security proof: we show that the mutual information between the cipher input (plaintext and secret key) and the overall leakage on the block cipher processing is upper bounded by ω −(d+1) , where d is the masking order.
This bound can be seen as an extension of the seminal work of Chari et al. [4] as it is derived from the combination of masking with noise. We extend their analysis in two ways. First we consider a more general leakage model which no longer requires particular assumptions (single-bit target variable, Gaussian noise). More importantly, we provide a security bound for a full masked block cipher implementation whereas Chari et al. analysis focus on leaking shares independently of any computation. Our work can also be viewed as an alternative to previous works on program or circuit compilers with formal security proofs against side-channel attacks [11, 14, 17, 18, 22, 35] . Whereas the practical meaning of the leakage models considered in these works is questionable, our leakage model aims to be compliant with practical investigations about side-channel leakage (see for instance [27, 31, 36, 38] ).
Preliminaries
Calligraphic letters, like X , are used to denote finite sets. The corresponding large letter X is used to denote a random variable over X , while the lower-case letter x denotes a particular element from X . To every discrete random variable X, one associates a probability mass function P X defined by P X (x) = P[X = x]. Let Y be a random variable defined over some set Y and let y ∈ Y. Then (X|Y = y) denotes the random variable with probability mass function x → P[X = x|Y = y]. The entropy (or Shannon entropy) H[X] of a discrete random variable X is defined by H[X] = − x∈X P X (x) log 2 (P X (x)). The mutual information between two random variables X and Y is then defined by I(X;
The statistical distance between two random variables X 0 and X 1 is denoted by d(X 0 ; X 1 ) and is defined by d(X 0 ; X 1 ) = P X0 − P X1 where · denotes the Euclidean norm and P Xi denotes the vector (P Xi (x)) x∈X . We recall that for any N -dimensional vector y = (y 1 , y 2 , . . . , y N ) we have
where L 1 (y) denotes the Manhattan norm i |y i |.
We now introduce the notion of bias that is extensively used in our security proof. Definition 1. Let X and Y be two random variables. The bias of X given Y = y, denoted β(X|Y = y), is defined as
The bias of X given Y , β(X|Y ), is then defined as the expected bias of X given
The bias of X given Y is an information metric between X and Y . If X and Y are independent then β(X|Y ) equals zero. Moreover, as shown in the next proposition, it is related to the mutual information between X and Y (the proof is provided in the full version). 
Model of Leaking Computation
We describe hereafter our model of leaking computation.
An algorithm is modelled by a sequence of elementary calculations (C i ) i that are Turing machines augmented with a common random access memory called the state. Each elementary calculation reads its input and writes its output on the state. When an elementary calculation C i is invoked, its input is written from the state to its input tape, then C i is executed, afterwards its output is written back to the state.
A physical implementation of an algorithm is modelled by a sequence of physical elementary calculations. A physical elementary calculation (C i , f i ) i is composed of an elementary calculation C i and a leakage function f i . A leakage function is defined as a function that takes two parameters: the value held by the accessed part of the state and a random string long enough to model the leakage noise. Let I = (C i , f i ) i be a physical implementation of an algorithm A as defined above. Each execution of I leaks the values f i (x i , r i ) i where x i denotes the input of C i and r i is a fresh random string. In particular all the r i involved in successive executions of I are uniformly and independently drawn.
For the sake of simplicity, we shall omit the random string parameter, which leads to the notation f i (x) where x is the accessed value. Note that f i (x) is not the result of a function but it can be seen as the output of a probabilistic Turing machine. In particular, f i (x) can take several values with a given probability distribution, and is therefore considered as a random variable in the following. Let X be the definition set of the accessed part of the state. We shall then say that f i is defined over X (or equivalently that X is the domain of f i ).
For our security proof, we will consider special classes of leakage functions that we shall call noisy leakage functions. Let f be a leakage function defined over some set X and let X denote a uniform random variable over X . The noisy property of f is captured by assuming that the bias introduced in the distribution of X given the leakage f (X) is bounded.
1 For any positive real number ε, we define the class of noisy leakage functions w.r.t. bias ε, and we denote by N (ε), the set of noisy functions such that β(X|f (X)) ≤ ε. In this paper, we shall assume that the designer can constrain as willing the set of noisy leakage functions related to any elementary calculation by linearly increasing the amount of noise in the leakage. More precisely, we assume that the designer controls a noise parameter ω such that an elementary calculation C can yield a physical elementary calculation (C, f) with f ∈ N (1/ω), where ω is linear in the security parameter.
Discussion
Our model can be seen as a specialization of the physically observable cryptography framework [29] with leakage functions belonging to the class of noisy functions as defined above (the similarities between our model and this framework are discussed in the full version). Our model is also comparable to the leakage resilient cryptography model [12] with two important differences relating to the computation granularity and the class of leakage functions.
Computation Granularity. As nicely explained in [17] , a computation in the only computation leaks model is divided into several sub-computations and a leakage function applies to the input of each sub-computation. In [12, 32] the authors construct stream ciphers that output an unbounded number of key-stream blocks from a secret key block. A sub-computation is then naturally identified as the computation of one block. In contrast, we consider a finer granularity: the computation of one block (i.e. a single block cipher computation) is divided into several elementary calculations, each one leaking a function of its input. In other words, [12, 32] address the issue of constructing secure protocols from a cryptographic primitive with limited leakage whereas we address the issue of constructing secure cryptographic primitives from elementary calculations with noisy leakages.
Class of Leakage Functions. The most noticeable difference between our work and the previous leakage-resilient constructions resides in the considered class of leakage functions. Most previous works consider the class of bounded-range functions taking values in {0, 1}
λ for some parameter λ [10-13, 17, 18, 22, 23, 32] . This hypothesis is conservative in terms of security since it encompasses leakage functions with complex structures. However its practical meaning is unclear with regard to power and electromagnetic side channels for which the leakage is usually substantially larger than the secret state (but hopefully does not contain its overall entropy).
In contrast, several techniques are known to add some noise in the side-channel leakage in practice [6] [7] [8] 20, 26, 27, 39, 41] . By noise addition we mean that the relevant signal in the leakage is lowered compared to random variations, although this may not literally result from noise addition (the terminology of hiding is sometimes used). This motivates our definition of noisy leakage functions. Note that in practice, power and electromagnetic leakages can realistically be modeled by a multivariate deterministic function g of the processed data with an additional multivariate Gaussian noise N [5, 27, 36, 38] . The class N (ε) corresponding to such a leakage function can then be determined from the description of g and N (see the full version for further details).
Masked Implementation of Block Ciphers
Several schemes have been proposed to securely process a block cipher composed of linear layers and non-linear s-boxes. In this paper, we prove the security of the scheme described in [3] with a secure multiplication processing close to those of [14, 21] , and with additional mask-refreshing computations. Before presenting the masking scheme, we start by formalizing the considered block cipher processing.
Block Cipher Processing
A block cipher is a cryptographic algorithm which, from a secret key, transforms a plaintext block into a ciphertext block. In this paper, we focus on block ciphers designed as a succession of linear functions and substitution boxes (s-boxes). Sboxes are nonlinear functions from {0, 1} n to {0, 1} m with m ≤ n and n small (typically n ∈ {4, 6, 8}). We assume that the addition law is the bitwise addition, denoted ⊕, and that the s-boxes are balanced; namely every y ∈ {0, 1} m has the same number of preimages in {0, 1} n under the s-box. In the computation model introduced in Section 3, the processing of such a block cipher is represented as a sequence of elementary calculations, each of them implementing either a linear function or an s-box. The input of this processing is a pair composed of the plaintext and the secret key and the output is the corresponding ciphertext.
Uniformity Property. We shall assume that the block cipher satisfies the following uniformity property: a uniform distribution of the cipher input (plaintextkey pair) induces a uniform distribution of the input of every of its elementary calculation. The uniformity property is satisfied by classical block cipher designs such as DES and AES.
Securing the Block Cipher Processing
We start with the following definition that formalizes the notion of d th -order encoding.
Definition 2 (d
Masking a block cipher implementation consists in choosing a security parameter d (called masking order) and in performing the computation on a d th -order encoding of the state. Namely, the plaintext and the secret key are split into d+1 shares. Then, a scheme is defined that specifies how each elementary calculation is replaced by a sequence of new elementary calculations operating only on the shares. At the end, the new sequence must return an encoding of the ciphertext (from which the actual ciphertext can be straightforwardly recovered).
According to the block cipher model of Section 4.1, we describe hereafter how to process a linear function and an s-box computation on shared inputs as proposed in [3] . We first introduce the mask-refreshing component used at several steps in the masking scheme and which is assumed to be leak-free in our security proof.
Mask Refreshing. Our scheme requires a special kind of elementary calculation to refresh the masks of an encoding without leaking information. This mask-refreshing oracle is denoted by O $ . From an encoding of any value x, it computes a new encoding of x with fresh random values. For the sake of simplicity, we assume that when invoked the input and output of our leak-free component do not leak. However this assumption could be relaxed since the input comes from a previous elementary calculation and the output is used in the subsequent elementary calculations (otherwise its masks would not need to be refreshed), therefore they both leak at some point in the computation.
Secure Linear Function Processing. To secure the processing of any linear function g, the following process is applied:
. If the encoding (x i ) i is used subsequently in the block cipher processing, process (
Secure S-Box Processing. Let S be an s-box with input dimension n and output dimension m ≤ n. Then S can be represented by a polynomial function x ∈ F 2 n → 2 n −1 i=0 α i x i where the α i are constant coefficients in F 2 n . The α i can be computed from the s-box look-up table by applying Lagrange's Theorem.
2
Thanks to this representation, the s-box calculation can be done by processing four kinds of elementary calculations over F 2 n : addition, multiplication by a constant, square, and regular multiplication (i.e. of two different elements). The three former kinds of calculations are linear (or affine including the addition by a non-zero constant) and their processing can hence be done exactly as for linear transformations. When the calculation is a regular multiplication, the following scheme is applied.
Secure Regular Multiplication Processing. To secure the processing of a regular multiplication, we use a method similar to that of [14, 21] . The input is a pair of encodings of the multiplication operands a and b. The definition of the sequence of elementary calculations computing the encoding of a × b is deduced from the following relation:
It is described hereafter:
For every
i ∈ {0, 1, . . . , d}, process z i ← d j=0 v i,j 5. Output (z i ) i ← O $ (z i ) i .
If one of the input encodings (a) i and (b
Note that Steps 2 and 3 intend to refresh the masks between the subsequences of elementary calculations in Steps 1 and 4. Namely, these steps render the probability distributions (
Step 4) mutually independent. Note that Step 3 is mandatory to this aim as Step 2 only makes (v i,j ) i |(a, b) independent of (a i ) i , (b j ) j |(a, b) for every column j separately. From this point, Step 3 ensures the global independence. For our security proof, we shall consider each sum
It is clear from the above description that securing a regular multiplication is expensive compared to securing a linear function. The complexity of a secure multiplication is quadratic in d whereas the complexity of a secure linear function is linear in d. Moreover the secure multiplication requires several calls to the mask refreshing oracle. For efficiency purpose, one should hence try to minimize the number of multiplications in the polynomial representation of the s-box. We refer to [3] where efficient heuristics of polynomial evaluation are proposed with respect to this criterion.
Main Theorems
It is well-known that any subset of at most d shares X i gives no information on a secret X encoded at order d, while the whole d + 1 shares enable to fully reconstruct the secret. In [4] , Chari et al. consider an adversary which has access to the noisy version of all the shares, i.e. X i + N i where N i is a Gaussian noise with standard deviation σ. They restrict themselves to the case of a single secret bit and show that distinguishing the distribution of the noisy shares associated to a secret bit at 0 and that associated to a secret bit at 1 with a probability α ∈ [0, 1) requires at least σ d+4 log α/ log σ samples. In other words, the required number of leakage observations increases exponentially with the masking order, the underlying base being the noise standard deviation.
Chari et al. 's result demonstrates the soundness of using masking under a practically relevant leakage model. However, they only focus on a static leakage of the shares and not on the leakage occurring while computing on the shares. In this paper, we fill this gap by providing security bounds for masked implementations that process shared variables. As explained in Section 4, a block cipher may be decomposed into linear operations and multiplications in a finite field. We derive hereafter upper bounds on the amount of sensitive information leakage for both operations when protected by masking. The proofs of the corresponding theorems are given in the full version. Then in Section 6, we derive an upper bound on the information leakage for the full masked implementation of the cipher.
Sequential Processing of the Shares
Our first context deals with the case where the shares are processed sequentially e.g. by applying the same linear function to them. For such a processing, we provide hereafter an upper bound on the bias of the secret value distribution given noisy leakages on its shares. Theorem 1. Let X be a uniform random variable over some set X of cardinality N , let d be a positive integer and let (X i ) i be a d th -order encoding of X. Let ε ∈ [0, 1) and let f 0 , f 1 , . . . , f d be noisy leakage functions defined over X and belonging to N (ε). We have:
Theorem 1 shows that the bias of X given the leakages on its shares decreases exponentially with the order d, provided that the initial bias is sufficiently low, namely lower than
. Seeing the amount of noise as the inverse of the bias, we hence obtained an upper-bound that decreases exponentially with the encoding order, the base of the exponent being the amount of noise. This result is in accordance with [4] while being more general since it encompasses any (univariate or multivariate) leakage distribution and any data dimension.
In some contexts, the shared variable is not uniformly distributed, but it is a deterministic function of a uniform secret variable. This case is addressed in the following corollary of Theorem 1. Corollary 1. Let X be a uniform random variable over some set X of cardinality N and let g be a deterministic function from X to X . Let d be a positive integer and let (G i ) i be a d th -order encoding of g(X). Let ε ∈ [0, 1) and let f 0 , f 1 , . . . , f d be noisy leakage functions defined over X and belonging to N (ε). We have:
Multiplication of the Shares
The previous theorem deals with a situation where all the shares leak separately which matches the context of the secure linear functions processing. However it is not sufficient alone to deduce an upper bound for the secure multiplication processing given in Section 4. In the latter case, the secure multiplication of two variables A and B from their respective encodings (A i ) i and (B j ) j requires to compute the cross-terms A i × B j . Hence each share A i of A appears in d + 1 different multiplications, one per share B j , and vice versa. Our strategy is first to bound the bias on each share A i and B j given the multiple leakages on each share. We can then bound the bias of A and B using a similar approach as in Theorem 1, and we finally derive a bound for the bias of the pair (A, B). We give hereafter our result for the bias given multiple leakages, and then provide our result for the bias given the cross-term leakages.
Bias Given Multiple Leakages. The next theorem deals with the case of repeated leakages on a variable X. We will then apply it in the secure multiplication context. Theorem 2. Let X be a uniform random variable defined over a finite set X of cardinality N . Let ε ∈ [0, 1) and let f 1 , f 2 , . . . , f t be t noisy leakage functions defined over X and belonging to N (ε). For any real number α ∈ (0, 1], if ε ≤ α tN , then we have
The bound in Theorem 2 shows that the bias of X given t leakages increases linearly with t. A requirement is that the bias given a single leakage, namely ε, is t times lower than 1 N or less, namely ε ≤ α tN for some α ∈ (0, 1]. Then the bias of X given t leakages is smaller that λ(t) ε where λ is an affine function. The value α provides a trade-off between the constraint on ε and the coefficients of λ. If α = 1 then λ(t) = (e − 1)t + e ≈ 1.72 t + 2.72, and when α approaches 0, then λ(t) tends towards t + 1.
Bias Given Cross-Term Leakages. The next theorem gives an upper bound on the bias of a uniform pair (A, B) given the leakage (f i,j (A i , B j ) ) i,j .
Theorem 3. Let A and B be two random variables uniformly distributed over some finite set X of cardinality N . Let d be a positive integer, and let (A i ) i and (B j ) j be two d th -order encodings of A and B respectively. Let ε be a real number such that ε ≤ α (d+1)N 2 for some α ∈ (0, 1] and let (f i,j ) i,j be noisy leakage functions defined over X × X and belonging to N (ε). We have:
In our context, the pair (A, B) is not uniformly distributed but it is of the form (A, B) = (g(X), h(X)) where X is uniform, and g and h are polynomial functions. We will then use the following corollary of Theorem 3.
Corollary 2. Let X be a random variable uniformly distributed over some set X and let g and h be deterministic functions from X to X . Let d be a positive integer and let (G i ) i and (H j ) j be d th -order encodings of g(X) and h(X) respectively. Let ε be a real number such that ε ≤ α (d+1)N 2 for some α ∈ (0, 1]. And let (f i,j ) i,j be noisy leakage functions defined over X × X and belonging to N (ε). We have:
The bound in Corollary 2 shows that the bias of X given the leakages on all the pairs of shares (A i , B j ) decreases exponentially with d. A requirement is that the bias given a single leakage, namely ε, is (d + 1) times lower than d+1 where λ is an affine function. Once again, the value α provides a trade-off between the constraint on ε and the coefficients of λ.
In the next section, we will use the theorems and corollaries introduced above to deduce a security bound for a full masked implementation of block cipher.
Overall Security Proof
In this section, we formally prove the security of the physical implementation I = (C i , f i ) i of a block cipher following the scheme described in Section 4 with masking order d. Our security proof is information theoretic: we show that the information about the cipher input (message and secret key) provided by the overall leakage within an execution of I is upper bounded by a negligible function of the masking order d.
The cipher is assumed to involve t lin linear transformations, t nlm nonlinear multiplications and t aff affine functions (in the s-boxes evaluations). The plaintext and the secret key in input of the cipher are modeled as uniform random variables M and K respectively. The input of every elementary calculation C i is modeled as a random variable X i and C i leaks a noisy function f i of X i . The designer is then allowed to choose a noise parameter ψ i linear in the security parameter d, such that the leakage function f i lies in the class of noisy functions N (1/ψ i ). 
where T = 2t nlm + t aff + t lin .
The rest of this section provides a proof of Theorem 4 and exhibits the noise parameters ψ i that must be chosen for every elementary calculation C i . From the description of the scheme in Section 4.2, the overall sequence of elementary calculations of the protected block cipher algorithm can be split into several subsequences separated by masks-refreshing calculations. These subsequences are of four types:
1. z i ← g(x i ) i where g is a linear function of the block cipher, 2. z i ← g(x i ) i where g is an affine function of an s-box evaluation, 3. v i,j ← a i × b j i,j (first step of a secure nonlinear multiplication), 4. t i,j ← t i,j−1 ⊕ v i,j i,j (fourth step of a secure nonlinear multiplication).
All the remaining elementary calculations are masks-refreshing calculations which are leak-free by assumption.
Let us denote by I 1 , I 1 , . . . , I T the successive subsequences of elementary calculations and by L 1 , L 2 , . . . , L T their respective leakages. For every t ∈ {1, 2, . . . , T }, the leakage L t satisfies
where the f i or f i,j are the leakage functions associated to the elementary calculations in I t and where the (X i ) i , (A i ) i , (B j ) j , (V i,j ) i,j , or (T i,j ) i,j are random variables modeling the elementary calculations inputs in I t (note that the indexing is intra-subsequence and it differs from that in Theorem 4).
A crucial point of our security proof is that every subsequence operates on shares with fresh random masks. As a result, given a cipher input (M, K) = (m, k), the encodings processed in the different subsequences are mutually independent, which in turn implies that the leakages of the different subsequences are mutually independent (since by definition, the randomness introduced by a noisy leakage function is independent of the randomness introduced by the others). We deduce that the entropy of the overall leakage (L 1 , L 2 , . . . , L T ) knowing the cipher input (M, K) satisfies:
The mutual information between the cipher input and the overall leakage therefore satisfies:
For every subsequence I t , there exists a uniform random variable
To complete the proof of Theorem 4, we now demonstrate that the mutual information I(X t ; L t ) is upper bounded by (1/ω) d+1 for some noise parameter ψ t = O(d)ω, for every t ∈ {1, 2, . . . , T }.
Due to Proposition 1, this is equivalent to prove that the bias of X t given L t satisfies
where N is the cardinal of the definition set of X t . In the rest of the section, we demonstrate the claim for every type of subsequence.
Security of Type 1 Subsequences. In a type 1 subsequence every elementary calculation processes a share of the uniform input X t of a linear function. The security of such a subsequence directly holds from Theorem 1. Indeed, according to Theorem 1 with ε = ψ −1 t , choosing a noise parameter ψ t = cω with a constant c satisfying c d+1 ≥ (ln 2)
implies bound (3). In particular c can be taken equal to (ln 2) Security of Type 2 Subsequences. In a type 2 subsequence every elementary calculation processes a share G i of an encoding of g(X t ) where X t is a uniform s-box input and g is some polynomial function. According to Corollary 1, choosing a noise parameter ψ t = cω with a constant c satisfying c d+1 ≥ (ln 2)
implies bound (3). In particular c can be taken equal to (ln 2) . In particular c can be taken to (ln 2) is an encoding of g(X t ) where X t is a uniform s-box input and g is some polynomial function over X . Each elementary calculation takes as input a pair (T i,j−1 , V i,j ) and leaks f i,j (T i,j−1 , V i,j ) where f i,j ∈ N (1/ψ t ). Our goal is to set ψ t such that the bias β X t |(F 0 (Z 0 ), F 1 (Z 1 ), . . . , F d (Z d )) satisfies bound (3), where
Note that F i can be seen as a noisy leakage function applied to Z i (and where V i,1 , V i,2 , . . . , V i,d are seen as the internal randomness of F i ).
We first analyse the bias on each Z i given the leakage F i (Z i ). Let f i,j be the noisy leakage functions defined by f i,j : (X, Y ) → f i,j (X, X ⊕ Y ). We can then rewrite F i (Z i ) as and we have f i,j ∈ N (1/ψ t ) for every (i, j) by definition of the bias. 4 Moreover T i,0 , T i,1 , . . . , T i,d are uniformly distributed and mutually independent, and T i,d = Z i . We then apply the following lemma. Lemma 1. Let T 0 , T 1 , . . . , T d be d + 1 independent random variables uniformly distributed over some set X of cardinality N . Let ε ∈ [0, 1) and let f 1 , f 2 , . . . , f d be noisy leakage functions defined over X × X and belonging to N (ε). We have: 
