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Ratio asymptotics for multiple orthogonal polynomials
Walter Van Assche
Abstract. We give the asymptotic behavior of the ratio of two neighbor-
ing multiple orthogonal polynomials under the condition that the recurrence
coefficients in the nearest neighbor recurrence relations converge.
1. Introduction
Multiple orthogonal polynomials (or Hermite-Pade´ polynomials) are monic
polynomials P~n with a multi-index n = (n1, . . . , nr) ∈ Nr and of degree |~n| =
n1 + · · ·+ nr satisfying the orthogonality relations∫
P~n(x)x
k dµj(x) = 0, k = 0, 1, . . . , nj − 1, 1 ≤ j ≤ r,
for a system of r positive measures (µ1, . . . , µr) on the real line. They satisfy a
system of nearest neighbor recurrence relations [13, §23.1.4] [17]
(1.1) xP~n(x) = P~n+~ek(x) + b~n,kP~n(x) +
r∑
j=1
a~n,jP~n−~ej (x),
for 1 ≤ k ≤ r. We will assume that the recurrence coefficients satisfy the following.
Let nj = ⌊qjn⌋, where qj > 0 and
∑r
j=1 qj = 1, so that |~n|/n → 1 as n → ∞. We
say that multiple orthogonal polynomials belong to the class M(~a,~b) if
(1.2) lim
n→∞
a~n,j = aj , lim
n→∞
b~n,j = bj .
Observe that the limits ~a = (a1, . . . , ar) and ~b = (b1, . . . , br) depend on the pa-
rameters (q1, . . . , qr) which indicate the direction in N
r in which the multi-index
~n tends to infinity. Our interest is to obtain the asymptotic behavior of the ratio
P~n+~ek(x)/P~n(x) of two neighboring multiple orthogonal polynomials. The main
result is
Theorem 1.1. Suppose the multiple orthogonal polynomials P~n and P~n+~ek have
interlacing real zeros for every ~n and 1 ≤ k ≤ r and the recurrence coefficients have
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asymptotic behavior given by (1.2), where nj = ⌊qjn⌋, with qj > 0 and
∑r
j=1 qj = 1,
and bi 6= bj whenever i 6= j. Then
lim
n→∞
P~n+~ek(x)
P~n(x)
= z(x)− bk
uniformly on compact subsets K of C \ R, where z is the solution of the algebraic
equation
(1.3) (z − x)Br(z) +Ar−1(z) = 0
for which z(x) − x → 0 when x → ∞, where Br(z) = (z − b1)(z − b2) · · · (z − br)
and Ar−1 is the polynomial of degree r − 1 for which
(1.4)
Ar−1(z)
Br(z)
=
r∑
j=1
aj
z − bj .
The condition that P~n and P~n+~ek have interlacing real zeros for every ~n and
1 ≤ k ≤ r is not easy to check, but there are sufficient conditions that give this
interlacing property. For instance, if a~n,j > 0 for every ~n for which nj > 0, then
the interlacing property holds [11, Thm. 2.2].
If the recurrence coefficients are unbounded, then one can investigate the ratio
of two neighboring multiple orthogonal polynomials in which the variable is scaled,
taking into account the growth of the recurrence coefficients.
Theorem 1.2. Suppose the multiple orthogonal polynomials P~n and P~n+~ek have
interlacing real zeros for every ~n and 1 ≤ k ≤ r and that for some γ > 0
(1.5) lim
n→∞
a~n,j
n2γ
= aj , lim
n→∞
b~n,j
nγ
= bj,
where ~n = (⌊q1n⌋, . . . , ⌊qrn⌋), with qj > 0 and
∑r
j=1 qj = 1, and bi 6= bj whenever
i 6= j. Then
lim
n→∞
P~n+~ek(n
γx)
nγP~n(nγx)
= z(x)− bk
uniformly on compact subsets K of C \ R, where z is the solution of the algebraic
equation
(1.6) (z − x)Br(z) +Ar−1(z) = 0
for which z(x) − x → 0 when x → ∞, where Br(z) = (z − b1)(z − b2) · · · (z − br)
and Ar−1 is the polynomial of degree r − 1 for which
(1.7)
Ar−1(z)
Br(z)
=
r∑
j=1
aj
z − bj .
The multiple orthogonal polynomials (Qm)m∈N on the stepline, i.e., for m =
kr + j we set ~nm = (k + 1, . . . , k + 1, k, . . . , k), with j times k + 1 and r − j times
k, and Qm = P~nm , satisfy a higher order recurrence relation of the form
xQm(x) = Qm+1(x) +
r∑
k=0
βm,kQm−k(x),
and many authors investigated the multiple orthogonal polynomials on the stepline
and the recurrence coefficients βm,k. Kalyagin [14] showed that for Angelesco sys-
tems (i.e., the measures µj are supported on pairwise disjoint intervals ∆j) the
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recurrence coefficients (βm,k)m are asymptotically periodic for 0 ≤ k ≤ r and he
investigated the asymptotic behavior of the polynomials (assuming a Szego˝ condi-
tion for each µj on ∆j) and some ratio asymptotics. Aptekarev, Kalyagin and Saff
[3] investigated the ratio asymptotics of the stepline polynomials when βm,k = 0
for 0 ≤ k ≤ r − 1 and limm→∞ βm,r = b. Aptekarev et al. [2] showed that the
recurrence coefficients (βm,k)m are asymptotically periodic for Nikishin systems,
and the ratio of neighboring multiple orthogonal polynomials for Nikishin systems
was investigated in [4], [15] and [10]. In this paper we are interested in the ratio
asymptotics of multiple orthogonal polynomials when the multi-index tends to in-
finity in any direction in Nr. The recurrence relation for the stepline polynomials
only gives asymptotics for the multiple orthogonal polynomials near the diagonal,
i.e., the case when qj = 1/r for 1 ≤ j ≤ r. The nearest neighbor recurrence relations
allow us to investigate the asymptotic behavior in any direction. Our Theorems 1.1
and 1.2 show that, under the conditions that we impose, the ratio asymptotics for
two neighboring multiple orthogonal polynomials is given in terms of an algebraic
function z(x) which is the solution of an algebraic equation (1.3) of order r + 1.
The Riemann surface for this algebraic function has genus 0 since for given z one
can find x in a unique way from (1.3). We illustrate our results using some known
systems of multiple orthogonal polynomials in Section 5.
2. Proof of Theorem 1.1
Use the recurrence relation (1.1) and divide by P~n(x) to find
(2.1) x =
P~n+~ek(x)
P~n(x)
+ b~n,k +
r∑
j=1
a~n,j
P~n−~ej (x)
P~n(x)
.
The interlacing of the zeros of P~n and P~n−~ej implies the partial fractions decom-
position
P~n−~ej (x)
P~n(x)
=
|~n|∑
k=1
A~n,k
x− x~n,k ,
with positive residues A~n,k > 0, where {x~n,k, 1 ≤ k ≤ |~n|} are the zeros of P~n.
Furthermore, since all our multiple orthogonal polynomials are monic, we have
|~n|∑
k=1
A~n,k = 1.
Hence for x ∈ K ⊂ C \ R we have the bound
(2.2)
∣∣∣∣P~n−~ej (x)P~n(x)
∣∣∣∣ ≤
|~n|∑
k=1
A~n,k
|x− x~n,k| ≤
1
δ
,
where δ = min{|x − y| : x ∈ K, y ∈ R} > 0 is the minimal distance between K
and R. Hence {P~n−~ej (x)/P~n(x) : ~n ∈ Nr} is a normal family on every compact
K ⊂ C \ R, and by Montel’s theorem there exists a subsequence (nk)k∈N so that
P~nk−~ej (x)/P~nk(x) converges uniformly on K, where ~nk = (⌊q1nk⌋, . . . , ⌊qrnk⌋). By
taking a further subsequence we can conclude that there is a subsequence (nk)k∈N
such that
lim
k→∞
P~nk−~ej (x)
P~nk(x)
= hj(x)
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uniformly on K for every j with 1 ≤ j ≤ r. Clearly hj is analytic on K and
hj(x) → 0 when x → ∞. From Lemma 3.3 in Section 3 we find that along this
subsequence we also have
lim
k→∞
P~nk+~ej (x)
P~nk(x)
=
1
hj(x)
,
uniformly on K. Hence if we take the limit along this subsequence in (2.1) and use
(1.2), then
x =
1
hk(x)
+ bk +
r∑
j=1
ajhj(x).
Define z = z(x) by
(2.3) z = x−
r∑
j=1
ajhj(x),
then we find that
hk(x) =
1
z − bk , 1 ≤ k ≤ r,
so that (2.3) implies
x− z =
r∑
j=1
aj
z − bj =
Ar−1(z)
Br(z)
,
which gives the algebraic equation (1.3). For x → ∞ we either have that z(x)
remains bounded or z(x) is unbounded. In the latter case
lim
x→∞
Ar−1(z)
Br(z)
= 0,
so that z(x)−x→ 0, which is the solution that we want. If z(x) remains bounded,
then Ar−1(z)/Br(z) is unbounded as x→∞, which is only possible when z(x) →
bj. This gives r other solutions of the algebraic equation (1.3). Hence along the
subsequence (nk)k∈N we found the limits 1/hj(x) = z(x) − bj for 1 ≤ j ≤ r.
The solution z is independent of the subsequence (nk)k∈N, hence every converging
subsequence gives the same limit functions, which implies that the full sequence
converges.
3. Some technical lemmas
An important step in the proof is that P~n−~ej (x)/P~n(x) and P~n(x)/P~n+~ej (x)
have the same limit as n→∞. To prove this, one needs some extra results.
Lemma 3.1. Suppose {D~n, ~n ∈ Nr} are positive quantities, with D~n = 0 when-
ever nj < 0 for some j ∈ {1, . . . , r}, satisfying
D~n ≤ A~n +
r∑
j=1
ajD~n−~ej ,
with given quantities A~n > 0 and aj > 0 (1 ≤ j ≤ r). Then
D~n ≤
∑
~m≤~n
A~n−~m
( |~m|
m1, . . . ,mr
)
am11 · · · amrr .
MULTIPLE ORTHOGONAL POLYNOMIALS 5
A special case is when A~n = A for every ~n, in which case one has
D~n ≤ A
|~n|∑
k=0

 r∑
j=1
aj


k
.
Proof. We will use induction on the length |~n|. For |~n| = 0 we have ~n = ~0.
Since D~n = 0 whenever nj < 0 for some j ∈ {1, . . . , r} we find that D~0 ≤ A~0, which
corresponds to the required result when ~n = ~0.
Suppose that the result is true for every multi-index of length |~n| − 1. Then
D~n ≤ A~n +
r∑
j=1
aj
∑
~m≤~n−~ej
A~n−~ej−~m
( |~m|
m1, . . . ,mr
)
am11 · · · amrr .
In the second sum we change the index mj to m
∗
j − 1 to find
∑
~m∗≤~n,m∗
j
6=0
A~n−~m∗
( |~m∗| − 1
m1, . . . ,m∗j − 1, . . . ,mr
)
am11 · · · a
m∗j−1
j · · · amrr ,
where ~m∗ = (m1, . . . ,m
∗
j , . . . ,mr). Now use for |~m∗| 6= 0 the identity( |~m∗| − 1
m1, . . . ,m∗j − 1, . . . ,mr
)
=
m∗j
|~m∗|
( |~m∗|
m1, . . . ,m∗j , . . . ,mr
)
to find that the sum becomes
1
aj |~m∗|
∑
~m∗≤~n,m∗
j
6=0
m∗jA~n−~m∗
( |~m∗|
m1, . . . ,m∗j , . . . ,mr
)
am11 · · · a
m∗j
j · · · amrr .
This gives
D~n ≤ A~n +
∑
~06=~m∗≤~n

 r∑
j=1
m∗j
|~m∗|

A~n−~m∗
( |~m∗|
m1, . . . ,mr
)
am11 · · · amrr ,
which immediately gives the required result. 
Lemma 3.2. Suppose that nj = ⌊qjn⌋ and
∑r
j=1 qj = 1 and that
lim
n→∞
A~n = 0.
Then, if 0 < aj < a, where 0 < a < 1/r is such that a
qi < 1/(1 + (r − 1)a) for
1 ≤ i ≤ r, one has
lim
n→∞
∑
~m≤~n
A~n−~m
( |~m|
m1, . . . ,mr
)
am11 · · · amrr = 0.
Proof. For every ε > 0 there exists n0 ∈ N such that for all n ≥ n0 we have
that |A~n| < ε whenever nj ≥ ⌊n0qj⌋ for every j ∈ {1, . . . , r}. We estimate the sum
by
∑
~m≤~n
|A~n−~m|
( |~m|
m1, . . . ,mr
)
am11 · · · amrr ≤
∑
~m∈I0
· · ·+
r∑
j=1
∑
~m∈Ij
· · ·
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where I0 = {~m ∈ Nr : ~m ≤ ~n−~n0} with ~n0 = (⌊n0q1⌋, . . . , ⌊n0qr⌋), and Ij = {~m ∈
Nr : nj − ⌊n0qj⌋ < mj ≤ nj}. Note that the sets I1, . . . , Ir are not disjoint so that
we indeed get an upper bound. We have
∑
~m∈I0
|A~n−~m|
( |~m|
m1, . . . ,mr
)
am11 · · ·amrr ≤ ε
∑
~m∈I0
( |~m|
m1, . . . ,mr
)
am11 · · ·amrr
≤ ε
∑
~m≤~n
( |~m|
m1, . . . ,mr
)
am11 · · · amrr
= ε
|~n|∑
k=0

 r∑
j=1
aj


k
≤ ε
1− ra ,
where we used that aj < a < 1/r for 1 ≤ j ≤ r. On the other hand we know that
the A~n are bounded, so that |A~n| ≤M for some M > 0, and then
∑
~m∈Ij
|A~n−~m|
( |~m|
m1, . . . ,mr
)
am11 · · · amrr
≤Manj−⌊n0qj⌋j
∑
~m∈Ij
( |~m|
m1, . . . ,mr
)
am11 · · · 1 · · ·amrr ,
where we have used a
mj
j ≤ anj−⌊n0qj⌋j , which holds on Ij . Furthermore we have
Ma
nj−⌊n0qj⌋
j
∑
~m∈Ij
( |~m|
m1, . . . ,mr
)
am11 · · · 1 · · ·amrr
≤ Manj−⌊n0qj⌋j
∑
~m≤~n
( |~m|
m1, . . . ,mr
)
am11 · · · 1 · · ·amrr
= Ma
nj−⌊n0qj⌋
j
|~n|∑
k=0

1 +
r∑
i=1,i6=j
ai


k
≤ Manj−⌊n0qj⌋ (1 + (r − 1)a)
|~n|+1 − 1
(r − 1)a ,
where we used that aj ≤ a. Clearly,
lim
n→∞
anqj (1 + (r − 1)a)n = 0
whenever aqj (1+ (r− 1)a) < 1, and this is indeed what was assumed to be true for
a. Combining our estimates we have
lim sup
n→∞
∣∣∣∣∣∣
∑
~m≤~n
A~n−~m
( |~m|
m1, . . . ,mr
)
am11 · · · amrr
∣∣∣∣∣∣ ≤
ε
1− ra ,
and since this holds for every ε > 0, the required result follows. 
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Lemma 3.3. Suppose that (1.2) holds, where nj = ⌊qjn⌋, with qj > 0 and∑r
j=1 qj = 1. Then we have, uniformly on compact subsets K ⊂ C \ R,
lim
n→∞
∣∣∣∣ P~n(x)P~n+~ek(x) −
P~n−~eℓ(x)
P~n+~ek−~eℓ(x)
∣∣∣∣ = 0,
for any k and ℓ in {1, . . . , r}.
Proof. From the recurrence relation (1.1) we have
x =
P~n+~ek(x)
P~n(x)
+ b~n,k +
r∑
j=1
a~n,j
P~n−~ej (x)
P~n(x)
.
The same relation but with ~n replaced by ~n− ~eℓ gives
x =
P~n+~ek−~eℓ(x)
P~n−~eℓ(x)
+ b~n−~eℓ,k +
r∑
j=1
a~n−~eℓ,j
P~n−~ej−~eℓ(x)
P~n−~eℓ(x)
.
Subtract both equations to find
P~n+~ek(x)
P~n(x)
− P~n+~ek−~eℓ(x)
P~n−~eℓ(x)
= b~n−~eℓ,k − b~n,k −
r∑
j=1
a~n,j
(
P~n−~ej (x)
P~n(x)
− P~n−~ej−~eℓ(x)
P~n−~eℓ(x)
)
−
r∑
j=1
(a~n,j − a~n−~eℓ,j)
P~n−~ej−~eℓ(x)
P~n−~eℓ(x)
.
If we use the bound (2.2), then∣∣∣∣P~n+~ek(x)P~n(x) −
P~n+~ek−~eℓ(x)
P~n−~eℓ(x)
∣∣∣∣ ≥ δ2
∣∣∣∣ P~n(x)P~n+~ek(x) −
P~n−~eℓ(x)
P~n+~ek−~eℓ(x)
∣∣∣∣
so that∣∣∣∣ P~n(x)P~n+~ek(x) −
P~n−~eℓ(x)
P~n+~ek−~eℓ(x)
∣∣∣∣ ≤ 1δ2
r∑
j=1
a~n,j
∣∣∣∣P~n−~ej (x)P~n(x) −
P~n−~ej−~eℓ(x)
P~n−~eℓ(x)
∣∣∣∣
+
1
δ2
|b~n,k − b~n−~eℓ,k|+
1
δ3
r∑
j=1
|a~n,j − a~n−~eℓ,j |.
If we use the notation
D~n,k,ℓ =
∣∣∣∣ P~n(x)P~n+~ek(x) −
P~n−~eℓ(x)
P~n+~ek−~eℓ(x)
∣∣∣∣ ,
then this gives
D~n,k,ℓ ≤ 1
δ2
|b~n,k − b~n−~eℓ,k|+
1
δ3
r∑
j=1
|a~n,j − a~n−~eℓ,j |+
1
δ2
r∑
j=1
a~n,jD~n−~ej ,j,ℓ.
The convergence (1.2) implies that a~n,j ≤ aˆj for certain constants aˆ1, . . . , aˆr. Now
denote
D~n,ℓ = max
1≤k≤r
D~n,k,ℓ,
then we arrive at the inequality
D~n,ℓ ≤
r∑
j=1
( |b~n,j − b~n−~eℓ,j|
δ2
+
|a~n,j − a~n−~eℓ,j |
δ3
)
+
r∑
j=1
aˆj
δ2
D~n−~ej ,ℓ.
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From Lemma 3.1 we then find
D~n,ℓ ≤
∑
~m≤~n
A~n−~m
( |~m|
m1, . . . ,mr
)
aˆm11 · · · aˆmrr
δ2|~m|
,
where
A~n =
r∑
j=1
( |b~n,j − b~n−~eℓ,j|
δ2
+
|a~n,j − a~n−~eℓ,j |
δ3
)
.
Observe that for every δ > 0 we have that A~n → 0 as n → ∞, where nj = ⌊nqj⌋.
Hence if we choose the compact set K∗ such that δ is large enough, then aˆj/δ
2
can be made sufficiently small so that Lemma 3.2 can be applied, from which we
find that D~n,ℓ → 0 uniformly for x ∈ K∗. Note that D~n,ℓ ≤ 2δ on any compact
K ⊂ C \R, hence by Vitali’s theorem [12, Thm. 12.8d on p. 566] we may conclude
that D~n,ℓ converges uniformly to 0 on every compact set K ⊂ C \ R. This is what
needed to be proved. 
4. Proof of Theorem 1.2
The proof of Theorem 1.2 is very similar to the proof of Theorem 1.1. We only
give the modifications which are needed. Use the recurrence relation (1.1) but with
x replaced by nγx, and divide by P~n(n
γx) to find
(4.1) x =
P~n+~ek(n
γx)
nγP~n(nγx)
+
b~n,k
nγ
+
r∑
j=1
a~n,j
n2γ
nγP~n−~ej (n
γx)
P~n(nγx)
.
The partial fractions decomposition now is
nγP~n−~ej (n
γx)
P~n(nγx)
=
|~n|∑
k=1
A~n,k
x− x~n,k/nγ ,
and we have the bound
(4.2)
∣∣∣∣n
γP~n−~ej (n
γx)
P~n(nγx)
∣∣∣∣ ≤
|~n|∑
k=1
A~n,k
|x− x~n,k/nγ| ≤
1
δ
,
where δ = min{|x − y| : x ∈ K, y ∈ R} > 0 is the minimal distance between K
and R. Montel’s theorem gives a subsequence (nk)k∈N such that
lim
k→∞
nγkP~nk−~ej (n
γ
kx)
P~nk(n
γ
kx)
= hj(x),
uniformly on K for every j with 1 ≤ j ≤ r, where hj is analytic on K. From then
on the proof of Theorem 1.1 can be repeated, except that one uses (4.1) and (1.5)
instead of (2.1) and (1.2). One finally ends up with the algebraic equation (1.6)
which is in fact the same equation as in (1.3).
5. Examples
5.1. Jacobi-Pin˜eiro polynomials. These are multiple orthogonal for the
Jacobi weights dµj(x) = x
αj (1−x)β dx on [0, 1], where αj , β > −1 and αi−αj /∈ Z.
MULTIPLE ORTHOGONAL POLYNOMIALS 9
The recurrence coefficients are given by
a~n,j =
nj(nj + αj)(|~n|+ β)
(|~n|+ nj + αj + β + 1)(|~n|+ nj + αj + β)(|~n|+ nj + αj + β − 1)
×
r∏
i=1
|~n|+ αi + β
|~n|+ ni + αi + β
∏
i6=j
nj + αj − αi
nj − ni + αj − αi ,
and a more complicated expression for b~n,j (see [17, §5.5]). We therefore have
lim
n→∞
a~n,j =
qr+1j
(1 + qj)3
r∏
i=1
1
1 + qi
∏
i6=j
1
qj − qi .
This means that the nearest neighbor recurrence coefficients a~n,j converge only
when qi 6= qj for every i 6= j. Note that the a~n,j are not necessarily positive, but it
is known that the zeros of P~n and P~n+~ek interlace since the measures (µ1, . . . , µr)
form an AT system (see [11, Thm. 2.1]).
5.2. Multiple Hermite polynomials. They satisfy∫ ∞
−∞
H~n(x)x
ke−x
2+cjx dx = 0, k = 0, 1, . . . , nj − 1, 1 ≤ j ≤ r,
where cj ∈ R and ci 6= cj whenever i 6= j. The nearest neighbor recurrence relations
are
xH~n(x) = H~n+~ek(x) +
ck
2
H~n(x) +
r∑
j=1
nj
2
H~n−~ej (x),
[13, §23.5] so that a~n,j = nj/2 and b~n,k = ck/2. This means that we have to use
the scaling with γ = 1/2 to find
lim
n→∞
a~n,j
n
= qj , lim
n→∞
b~n,j√
n
= 0.
This is not very convenient since this implies that the limiting values b1, . . . , br all
coincide and Br hence has a zero of multiplicity r. We can’t use the partial fraction
decomposition (1.7) and hence we cannot determine the polynomial Ar−1. It is
more interesting to let the parameters depend on n and to consider b~n,j = cj
√
n,
so that
lim
n→∞
b~n,j√
n
= cj/2.
This happens to be the case of interest when one is dealing with random matrices
with external source [1, 5, 6, 7] and non-intersecting Brownian motions leaving
from r different points and arriving at one point [8, 9].
5.3. Multiple Laguerre polynomials. There are two kinds of multiple La-
guerre polynomials [13, §23.4]. The polynomials of the first kind satisfy∫ ∞
0
L~n(x)x
kxαj e−x dx = 0, k = 0, 1, . . . , nj − 1, 1 ≤ j ≤ r,
where α1, . . . , αr > −1 and αi − αj /∈ Z, and the recurrence coefficients are [17,
§5.3]
a~n,j = nj(nj + αj)
∏
i6=j
nj + αj − αi
nj − ni + αj − αi , b~n,j = |~n|+ nj + αj + 1.
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We can use Theorem 1.2 with the scaling γ = 1 and find
lim
n→∞
a~n,j
n2
= qr+1j
∏
i6=j
1
qj − qi , limn→∞
b~n,j
n
= 1 + qj .
Observe that the limit for a~n,j/n
2 does not exist when qj = qi for some i, and in
that case the limit of b~n,j/n and b~n,i/n is the same, so that the partial fraction
decomposition (1.7) is not possible. So our theorem can only be used when qi 6= qj
whenever i 6= j.
Multiple Laguerre polynomials of the second kind satisfy∫ ∞
0
L~n(x)x
kxαe−cjx dx = 0, k = 0, 1, . . . , nj − 1, 1 ≤ j ≤ r,
where α > −1 and c1, . . . , cr > 0 with ci 6= cj whenever i 6= j. The recurrence
coefficients are [17, §5.3]
a~n,j =
nj
c2j
(|~n|+ α), b~n,j = |~n|+ α+ 1
cj
+
r∑
i=1
ni
ci
,
so that again we need the scaling γ = 1. Observe that all the a~n,j are now strictly
positive whenever nj > 0 so that we have interlacing of the zeros of neighboring
polynomials. Furthermore, we have
lim
n→∞
a~n,j
n2
=
qj
c2j
, lim
n→∞
b~n,j
n
=
1
cj
+
r∑
i=1
qi
ci
,
so that all the limits b1, . . . , br are different.
5.4. Multiple Charlier polynomials. These are discrete multiple orthogo-
nal polynomials satisfying
∞∑
k=0
C~n(k)k
ℓ
akj
k!
= 0, ℓ = 0, 1, . . . , nj − 1, 1 ≤ j ≤ r,
where a1, . . . , ar > 0 and ai 6= aj whenever i 6= j [13, §23.6.1]. The nearest neighbor
recurrence relations are
xC~n(x) = C~n+~ek(x) + (ak + |~n|)C~n(x) +
r∑
j=1
ajnjC~n−~ej (x),
so that a~n,j = ajnj and b~n,j = aj + |~n|. Again the a~n,j are positive whenever
nj > 0. We need to use a scaling with γ = 1 and to scale ak to akn to get different
limits b1, . . . , br. This case was worked out earlier in [16].
6. Concluding remarks
Why is it useful to investigate the ratio asymptotics for multiple orthogonal
polynomials? Naturally, it is an extension of the analysis of ratio asymptotic of or-
thogonal polynomials on the real line, which is connected with Nevai’s classM(a, b)
and Rakhmanov’s theorem. Apart from that, there are three more explicit reasons
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(1) The ratio asymptotics allows to find the asymptotic zero distribution of
the multiple orthogonal polynomials. Indeed, if x~n,i (1 ≤ i ≤ |~n|) are the
zeros of P~n, then
lim
n→∞
1
|~n|
|~n|∑
i=1
f(x~n,i) =
∫
f(t) dν(t),
for every bounded and continuous function f on R, where the Stieltjes
transform of the measure ν is given by∫
dν(t)
x− t = limn→∞
1
|~n|
P ′~n(x)
P~n(x)
.
A slight modification is needed when one uses the a scaling nγ as in
Theorem 1.2. The asymptotic zero distribution can therefore be obtained
from the ratio asymptotics through the formula
P ′~n(x)
P~n(x)
=
P ′~n−nr~ej (x)
P~n−nr~ej (x)
+
nr−1∑
k=0
(
P~n−k~er (x)
P~n−(k+1)~er (x)
)′/( P~n−k~er (x)
P~n−(k+1)~er (x)
)
,
which expresses the ratio P ′~n(x)/P~n(x) for r measures as a similar ratio
for r− 1 measures and the ratio of neighboring multiple orthogonal poly-
nomials, for which the asymptotic behavior is given in Theorems 1.1 and
1.2.
(2) It is known that there usually is a vector equilibrium problem of the form:
minimize the energy functional
E(ν1, . . . , νr) =
r∑
i=1
r∑
j=1
Ci,jI(νi, νj) +
r∑
j=1
∫
Vj(x) dνj(x),
where I(νi, νj) is the mutual logarithmic energy of νi and νj and Vj is an
external field, possibly with constraints νi ≤ σi for some 1 ≤ i ≤ r. To
find the solution, one often needs a Riemann surface and certain rational
functions on that Riemann surface. The Riemann surface for the algebraic
function z satisfying (1.3) is the natural geometric object in this case. This
Riemann surface has r + 1 sheets, it has genus 0 and there are branch
points when (1.3) has multiple roots, i.e., when B2r (z)− Ar−1(z)B′r(z) +
A′r−1(z)Br(z) = 0, which shows that there are 2r branch points.
(3) If one wants to investigate the (strong) asymptotic behavior of the multi-
ple orthogonal polynomials, then a useful method is to use the Riemann-
Hilbert problem for the multiple orthogonal polynomials [18]. If one wants
to use the Deift-Zhou steepest descent analysis for Riemann-Hilbert prob-
lems, then the first step is to transform the Riemann-Hilbert problem to
a Riemann-Hilbert problem which is normalized at infinity. This requires
knowledge of the (expected) asymptotic behavior of P~n(x), which can
be expressed in terms of the measures (ν1, . . . , νr) from the equilibrium
problem. Again the Riemann surface for (1.3) is the natural object for
the Riemann-Hilbert analysis.
Our Theorems 1.1 and 1.2 have to be modified in case some of the limits
b1, . . . , br are equal, which is the case for multiple Laguerre polynomials of the first
kind and Jacobi-Pin˜eiro polynomials when qi = qj for some i 6= j. If b∗1, . . . , b∗s are
12 WALTER VAN ASSCHE
the distinct limits, then one has to use the polynomial Bs(z) = (z − b∗1) · · · (z − b∗s)
of degree s < r. Then (2.3) implies that
x− z =
s∑
j=1
a∗j
z − b∗j
, a∗j =
∑
bi=b∗j
ai.
So one really needs the asymptotic behavior of the sum
∑
bi=b∗j
a~n,i rather than the
behavior of every individual a~n,j in this case.
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