In this paper, we propose an infeasible arc-search interior-point algorithm for solving nonlinear programming problems. Most algorithms based on interior-point methods are categorized as line search in the sense that they compute a next iterate on a straight line determined by a search direction which approximates the central path. The proposed arcsearch interior-point algorithm uses an arc for the approximation. We discuss the convergence property of the proposed algorithm. We also conduct numerical experiments on the CUTEst benchmark problems and compare the performance of the proposed arc-search algorithm with that of an line-search algorithm. Numerical results indicate that the proposed arc-search algorithm reaches the optimal solution using less iterations than a line-search algorithm.
Introduction
Since great successes for linear programming (LP) problems [19, 25] , the interior-point methods have been extended to nonlinear programming problems (NLPs) [1, 2, 5, 6, 14, 15, 16, 17, 18] . Almost all known strategies developed for LPs were proposed for NLP formulated in different forms. The most general form for NLP was considered in [1, 2, 5, 6, 15, 16, 18] , while some special form was discussed in [14, 17] . Byrd et al. [1, 2] handled the equality constraints"as is" in the papers, Vanderbei and Shanno [18] split the equality constraints into inequality constraints, and Forsgren and Gill [6] introduced a quadratic penalty function. To analyze the convergence, trust-region mechanisms were examined in [1, 2] , and line-search strategies were also employed in [5, 6, 14, 15, 16, 17, 18] .
In the viewpoint of iterative methods, the interior-point methods can be classified into two groups by initial points; "feasible" interior-point methods [6, 16] , which are easier to analyze but needs a "phase-I" process to find a feasible initial point, and "infeasible" interior-point methods [1, 2, 5, 14, 17, 18] , which do not need a feasible initial point but their convergence analysis is more difficult and their assumptions are more demanding. From extensive numerical experience on interior-point methods for LPs in [11, 12, 13, 23] , infeasible interior-point methods can be considered as a better strategy than feasible interior-point methods for NLPs with inequality constraints.
Most of interior-point methods relied on "first-order" approximations, but "higher-order" approximations were also already investigated in, for example, [14, 16] . However, these two papers [14, 16] reported some conflicting conclusions arising from "higher-order" approximations. A higher-order algorithm in [16] was proved to be globally convergent and enjoyed a super-linear convergence rate, and the numerical test demonstrated a promising result. On the other hand, it is shown in [14] that a higher-order algorithm, like Mehrotra-type algorithms [13] and their extensions to NLPs, may perform poorly if the initial point is not appropriately selected.
Recently, many researchers pay attention to arc-search interior-point methods. The original arc-search interior-point method was proposed in Yang [22] for LPs. The main idea in the arcsearch methods is to approximate a curve that leads to an optimal solution with an arc of part of an ellipse and find the next iterate on the arc. Since the curve is usually not a straight line, the arc can fit the curve more appropriately than the line. Yang and Yamashita [24] reported that an arc-search interior-point algorithm performed better than a line-search type interior-point algorithm for LPs. The arc-search type methods are already extended to convex quadratic programming [22] , semidefinite programming [26] , symmetric programming [20] , and linear complementarity problems [9] .
In this paper, we examine an extension of an infeasible arc-search interior-point algorithm to NLPs. We discuss the convergence property of the proposed arc-search algorithm under mild conditions. Compared to existing extensions above, the extension to NLPs is not simple due to their complicated structures. To show the convergence property, we introduce a merit function that measures a deviation from the KKT conditions. We also discuss the analytical formula for the step angle with more details.
To verify the numerical performance of the proposed arc-search algorithm, we conducted numerical experiments on the CUTEst problems [8] . The results showed that the proposed algorithm required fewer iteration than a line-search algorithm. In particular, the reduction in the number of iterations was clearer for quadratic-constrained quadratic programming (QCQP) problems, which are composed of quadratic functions. We also examined the computation time reduction by a modification on the second derivative.
The remainder of the paper is organized as follows. Section 2 introduces the problem. In Section 3, we describe the proposed arc-search algorithm, and in Section 4, we discuss its convergence properties. Section 5 provides the numerical results and discusses the modification on the second derivatives. Finally, Section 6 gives the conclusions of this paper.
Problem description
We consider a general nonlinear programming problem:
where f : R n → R, h : R n → R m , m < n, and g : R n → R p . To simplify the latter discussions, we assume p ≥ 1. The decision variable is x ∈ R n . For the inequality constraints g(x) ≥ 0, we convert them into equality constraints introducing a slack variable s ∈ R p as follows:
Throughout the paper, a tuple is used to denote a concatenation of vectors, for example, (x, y, z) stands for (x T , y T , z T ) T , where the superscript T is the transpose of a vector or a matrix. We use D(x) to denote a diagonal matrix whose diagonal elements form a vector x. We also use R n + (R n ++ ) to denote the space of nonnegative vectors (positive vectors, respectively). The notation min(x) takes the minimum value in a vector x. We use e to denote a vector of all ones with appropriate dimension.
For (2), we introduce Lagrangian multipliers y ∈ R m , w ∈ R p and z ∈ R p and use v = (x, y, w, s, z) ∈ R n+m+3p to denote the tuple of decision variables and multipliers. Then, the Lagrangian function for (2) is
and its gradients with respect to x and s are
respectively. The notation related to derivatives in this paper are summarized in Appendix A. The KKT conditions for (2) are
where F : R n+m+3p → R n+m+3p is defined by
The Jacobian of F is given by
The index set of active inequality constraints at x ∈ R p is denoted by
Similarly to [5] , we make the following standard assumptions for (1) .
Assumptions
(A1) Existence. There exists v * = (x * , y * , w * , s * , z * ), an optimal solution of (2) and its associate multipliers. The KKT conditions (4) hold at v * . (A3) Regularity. The set {∇h j (x * ) : j = 1, . . . , m} ∪ {∇g i (x * ) : i ∈ I(x * )} is linearly independent.
(A4) Sufficiency. For all η ∈ R n \{0}, we have η T ∇ 2 x L(v * )η > 0. (A5) Strict complementarity. For each i ∈ {1, . . . , p}, we have z * i + s * i > 0 and z * i s * i = 0. From these assumptions, we can guarantee the nonsigularity of the Jacobian matrix at the optimal solution v * . Theorem 2.1 If (A1), (A3), (A4), and (A5) hold, the Jacobian matrix F (v * ) is nonsingular.
Proof: Let (â,b,ĉ,d,ê) be a constant vector that satisfies
To conclude the nonsigularity of F (v * ), it is enough to show that (5) holds only if (â,b,ĉ,d,ê) = 0. First, the fourth row indicates thatĉ =ê, therefore, the last row leads to:
for each i ∈ {1, . . . , p}. Therefore, we can derive from (A5) that
Actually, for each i ∈ {1, . . . , p}, either z * i or s * i is positive. Thus, if z * i > 0, (A5) implies s * i = 0, therefore we knowd i = 0 due to (6) ; Similarly, if s * i > 0, (A5) implies z * i = 0, we knowĉ i = 0 due to (6) .
From the second and third rows of (5), we have (∇h(x * )) Tâ = 0, (∇g(x * )) Tâ −d = 0.
Multiplyingâ T from the left of the first row of (5) and using (2) and (7), we havê
In view of (A4), we concludeâ = 0. Then, the third row of (5) derivesd = 0, therefore, we know s * iĉ i = 0 for each i from (6). If s * i > 0, it holdsĉ i = 0 for i / ∈ I(x * ). On the other hand, if s * i = 0, it holds that i ∈ I(x * ), so that the first row of (5) turns to be ∇h(x * )b + i∈I(x * ) ∇g i (x * )ĉ i = 0, sinceĉ i = 0 for i / ∈ I(x * ). Consequently, it holdsb = 0 andĉ i = 0 for i ∈ I(x * ) because of (A3). As a result, we obtainĉ = 0, and we already knowĉ =ê from the fourth row. This proves the theorem.
The arc-search algorithm
Note that under some mild conditions that will be introduced as (B1)-(B4) later, v[[t]] is uniquely determined for each t ∈ (0, 1] due to the implicit function theorem and Lemma 4.3 below, thus we can define a curve
Since the right-hand-side of (8) converges to zeros when t → 0, v[[t]] also converges to a point that satisfies the KKT conditions (4) under the mild condition.
The main strategy of the arc-search algorithm is to approximate the curve C v with an ellipse. We denote the ellipse by
where a ∈ R n+m+3p and b ∈ R n+m+3p are the axes of the ellipse, and c ∈ R n+m+3p is the center of the ellipse. The ellipsoid approximation of C v will be given in Theorem 3.1 below. Before formally stating Theorem 3.1, we introduce notation on the derivatives. The first-order derivative at t = 1 along the curve C v is given by
. Let µ = z T s p be the duality measure at v and σ ∈ (0, 1) a parameter. We usė v = (ẋ,ẏ,ẇ,ṡ,ż) to denote the solution of a modified Newton system
whereē = (0, 0, 0, 0, e) is the vector with p ones at the bottom of the vector. Here, we add −σµe to the last element in a similar way to the strategy used in [13, 23] . This modification is applied to guarantee that a substantial segment of the ellipse satisfies (s, z) > 0, thereby the step size along the ellipse is significantly greater than zero.
Next, for the second-order derivative at t = 1 along the curve, we definev = (ẍ,ÿ,ẅ,s,z) as the solution of the following system:
The formula for computing the elements in the right-hand-side can be found in Appendix A.
We callv = (ẋ,ẏ,ẇ,ṡ,ż) in (10) andv = (ẍ,ÿ,ẅ,s,ż) in (11) the first derivative and the second derivative of the ellipse E v , respectively. Usingv andv, we can approximate the curve C v at t = 1 by an ellipse (9) that has the explicit form as in the following theorem. We should emphasize that we use t to denote the curve C v , while we use the angle α to express an ellipse
Theorem 3.1 [22] Suppose that an ellipse E v of form (9) passes through a point v at α = 0, and its first and second order derivatives at α = 0 arev andv, respectively.
The computation of (12) can be simplified as the following lemma.
Lemma 3.1
If v satisfies w = z, then w α = z α holds for any α ∈ R.
Proof: From the fourth row of (10), we haveẇ −ż = w − z = 0. Similarly, the fourth row in (11) leads toẅ −z = 0. Therefore, the formula (12) gives the lemma.
To reach an optimal solution that satisfies the KKT conditions (4) along the ellipse E v , the merit function defined by
Using the ellipsoid approximation and the merit function φ(v), we give the framework of the proposed arc-search algorithm.
Algorithm 3.1 (an infeasible arc-search interior-point algorithm for nonlinear programming problems)
for iteration k = 0, 1, 2, . . .
Step 2:
Step
Step 4:
Step 5: Letv k = (ẍ k ,ÿ k ,ẅ k ,s k ,z k ) be the solution of (11) at v = v k .
Step 6: Choose γ k such that 1 2 ≤ γ k ≤ γ k−1 . Find appropriate α k > 0 by (21) below using γ k .
Step 7:
end (for)
As an interior-point method, we should choose the step angle α k ∈ (0, π/2] which satisfies the following conditions:
(C2) The generated sequence {v k } should be bounded, so that the accumulation points exist and satisfy the KKT conditions.
We can realize (C1) by a process developed in [23] . Due to Lemma 3.1, we can always have z k α = w k α . Fix a small δ ∈ (0, 1). We will select the largestα such that all α ∈ [0,α] satisfy
To this end, for each i ∈ {1, . . . , p}, we select the largest α k wi such that for any α ∈ [0, α k wi ], the ith inequality of (13a) holds, and the largest α k si such that for any α ∈ [0, α k si ] the ith inequality of (13b) holds. We then defineα
The largest α wi and α si can be given in analytical forms. See Appendix B. For (C2), we definê
If α k is chosen such thatm k (α k ) ≥ 0, (w k , s k , z k ) should not approach to the boundary too fast, and this guarantees (C2). This essentially has the same effect as the wide neighborhood of interior-point methods [19] . Here, we definê
Finally, to realize (C3), we present the following lemma.
Proof: The right inequality in (17) is clear for given α, β, and σ. The left inequality in (17) follows from a similar argument in [5] . Sincev is defined as the solution of
where the last equality is derived from
From (16), it holds
This completes the proof.
We defineα k as the largest α that satisfies (16) , therefore, for a small constant parameter δ, we defineα
From these observation, the step angle in the kth iteration should be taken as:
We will show that we can actually take α k > 0 during the convergence analysis in the next section.
Convergence analysis
To discuss the global convergence of Algorithm 3.1, we define a set Ω( ) for > 0 as follows:
Some additional assumptions similar to the ones used in [5] are introduced.
Assumptions (B1) In the set Ω( ), the columns of ∇h(x) are linearly independent.
Then, the determinant of (J k ) T J k is bounded below for sufficiently large k, where J k is a matrix whose column vectors are composed of
Note that if v k is close to v * for sufficiently large k, (B1) and (B4) automatically hold from (A3). (B3) also holds from (A4) for a small compact subset of Ω( ) around v * . The convergence analysis is divided into a series of lemmas. Through Lemma 4.1 to Lemma 4.4, we show that all the vectors and the matrices bounded. Then, the positivenesses ofα k ,α k and α k are guaranteed in Lemmas 4.5, 4.6 and 4.8, respectively. Using these lemmas, the convergence of Algorithm 3.1 will be proven in Theorem 4.1.
Proof: From Assumption (B2) and the continuity of g, the boundedness of {x k } implies that {g(x k )} is bounded. In view of Lemma 3.2, Step 6 of Algorithm 3.1 guarantees that (17) holds,
Let (ŷ,ŵ) be a limit point of
Since (ŷ,ŵ) = 1, this contradicts with (B4). Therefore, {w k } and {z k } are bounded.
Finally, using (3) and (B1), we have If A and D − CA −1 B are invertible, or D and A − BD −1 C are invertible, then R is invertible.
where
From Lemma 4.1, the two sequences {s k } and {z k } are bounded above and each component of the two sequences are bounded below from zeros, therefore, the sequence
we need to show {(H k ) −1 } is bounded, For each k, (H k ) −1 is given as follows:
. Therefore, it is enough to show the boundedness ofL andH, and this is done by Assumptions (B4) and (B3), and Lemma 4.1. This completes the proof.
The following lemma follows directly from Lemma 4.3. Proof: We can rewrite (13a) as
From Lemma 4.1, {(w k , s k , z k )} ⊂ R 3p ++ is bounded below from zero, thus (1 − δ)w k is bounded below from zero. Sinceẇ k andẅ k are bounded above from Lemma 4.4, it must haveα k bounded below from zero, such that the inequality (24) holds. We can use the same arguments for {s k } and {z k }. This proves the Lemma.
Next, we show that {α k } is bounded below from zero. Proof: Since {v k } ⊂ Ω( ), we have ≤ φ(v k ). From (19) , it follows that ∇ α φ(v α )| α=0 bounded below from zero. In the view of (16), there is aα bounded below from zero such that φ(v(α)) will reduce at least a constant, i.e., (17) holds.
Finally, we show that {α k } is bounded below from zero in Lemma 4.8 below using a formula related to the arc of ellipse E v .
Lemma 4.7 Assume that v is the current point andv andv satisfy (10) and (11) . Let v α be computed with (12) . Then,
Proof: Using the last rows of (10) and (11), we have
Substituting sin 2 (α) + 2 cos(α) − 2 = −1 + 2 cos(α) − cos 2 (α) = −(1 − cos(α)) 2 into the last equation gives (25) . The proof is based on induction. For k = 1, from (25) and (17), we have
Since {z k i } and {s k i } are bounded below from zero, there must have α 0 bounded below from zero such that the last express in (26) is greater than zero. Next, for k > 1, assume that there exists α k−1 > 0 such that
then we show that there exists α k > 0 bounded below from zero such that
From (25) and (17), we have
Since z k i s k i ≥ min(D(z k )s k ) > 0 and (27), we can find α k > 0 bounded below from zero such that the last express in (28) is greater than zero.
We are now ready to prove the convergence of Algorithm 3.1. From Lemmas 4.5, 4.6, 4.8, we already establish that {α k } is bounded below from zero, that is, there exists α > 0 such that α k = min{α k ,α k ,α k } ≥ α > 0 for all k ≥ 0. Proof: Sinceα k ≥ α k ≥ α > 0, there is α k that satisfies (17) . This shows that {φ(v k )} converges to zero Q-linearly. Since the iterates {v k } are in a compact set and lim k→∞ φ(v k ) ≤ , each limit point must satisfy the -KKT conditions.
Numerical Experiments
We conducted numerical experiments to compare the performance of the proposed arc-search algorithm (Algorithm 3.1) and a line-search algorithm. A framework of the line-search algorithm we used in the numerical experiments is given as follows. The main difference from Algorithm 3.1 is that Algorithm 5.1 uses onlyv and notv.
Algorithm 5.1 (an infeasible line-search type interior-point algorithm for nonlinear programming problems)
Parameters: > 0, δ > 0, β ∈ (0, 1 2 ], and γ −1 = 1. Initial point: v 0 = (x 0 , y 0 , w 0 , s 0 , z 0 ) such that (w 0 , s 0 , z 0 ) > 0 and w 0 = z 0 .
Step 4: Choose γ k such that 1 2 
end (for)
In the numerical experiments, we did not include other open-source or commercial packages for NLPs like IPOPT [3] and CONOPT [4] , since a main objective of the numerical experiments in this paper is to observe numerical behaviors of the arc-search algorithm (Algorithm 3.1) compared with the line-search algorithm (Algorithm 5.1). In particular, existing packages often employ many techniques to improve numerical stability or computation time, and such techniques might hide the difference of two algorithms.
For the test problems, we used the CUTEst test set [8] . According to the types of problems, we classified the entire set (430 problems) into four types; 14 LP (linear programming) problems, 75 QP (quadratic programming) problems, 85 QCQP (quadratically-constrained quadratic programming) problems and 256 Others. Here, the problems in "Others" include a function whose degree is higher than 2. In the numerical experiments, we excluded LP and QP types, since the proposed arc-search algorithm in this paper is designed for NLPs, and existing arc-search algorithms [22, 21, 24] proposed for LP and QP types are more effective for these types. The variable size n in QCQP and Others ranges from 2 to 2002, and the total number of constraints in h, g from 2 to 1722.
The commands of the CUTEst provides the gradient vectors and the Hessian matrices, but not the third derivatives. Therefore, we used numerical differentiation for computing ∇ 3
x L(v), for example, we computed
where e i is the ith unit vector andˆ is a small positive number. In the numerical experiments, we setˆ = 10 −4 . For the parameters, we set δ = 10 −3 and γ k = 1 2 , σ k = 1 8 min{1, φ(v k )p/(µ k ) 2 } for all k. We stop the algorithms when the deviation from the KKT conditions gets smaller than a tolerance, φ(v k ) ≤ 10 −8 (that is F (v k ) ≤ 10 −4 ), or the iteration number exceeds a limit, k ≥ 1000.
Numerical Results
Among the QCQP and Other types (341 problems), Algorithm 3.1 attained φ(v k ) ≤ 10 −8 for 161 problems while Algorithm 5.1 did 166 problems, thus the numerical stability of the two methods are competitive. We compare the number of iterations and the computation time with 141 problems that are solved by both Algorithm 3.1 and Algorithm 5.1,
The detailed tables of the numerical results are put in Appendix C. For summarizing the numerical results, we utilize the performance profiling proposed in [7] . In the performance profiling for the computation time, the vertical axis P (r p,s ≤ τ ) is the proportion of the problems in the numerical experiments for which r p,s is at most τ , where r p,s is the ratio of the computation time of the algorithm against the shorter computation time among the two algorithms. Simply speaking, the algorithm that approaches to 1 faster (at smaller τ ) is better. Figure 1 shows the performance profile of Algorithm 3.1 and Algorithm 5.1 on 141 problems. We observe that the number of iterations is less than that of the line-search algorithm. We can consider that the proposed arc-search algorithm approximates the curve toward the optimal solution better than the line-search algorithm. In contrast, in the viewpoint of the computation time, the proposed arc-search algorithm consumed a longer time. We found that the main bottleneck in Algorithm 3.1 was the right-hand side of (11), in particular, the computation on (∇ 3
x L(v))ẋẋ, (∇ 2 x h(x))ẏẋ, (∇ 2 g h(x))żẋ, (∇ 2 x h(x))ẋẋ, and (∇ 2 x g(x))żẋ). We will discuss these higher-order derivatives in Section 5.2. 
High-order derivatives
As pointed out above, the main bottleneck of the proposed arc-search algorithm is the computation of the high-order derivatives; (∇ 3
x L(v))ẋẋ, (∇ 2 x h(x))ẏẋ, (∇ 2 g h(x))żẋ, (∇ 2 x h(x))ẋẋ, and (∇ 2
x g(x))żẋ). However, these higher-order derivatives appear only in the right-hand side of (11) for obtainingv. Since the second-order approximationv gives a less influence on v α than the first-order approximationv when α is small, we can expect that small deviations in the computation ofv would not affect the approximation of v so much. In addition, we can remove the effect of numerical errors in the numerical differentiations like (29). Based on these intuitions, we examine another approximation withv = (ẍ,ÿ,ẅ,s,z) defined as the solution of the following system in which we ignored the higher-order derivatives of (11): Figure 4 compares the arc-search algorithm withv and the line-search algorithm (Algorithm 5.1) using the performance profiling. In the viewpoint of the number of iterations, the arc-search algorithm keeps its superiority. In addition, the arc-search algorithm solves the problems in a shorter time than the line-search algorithm, since we skip the main bottlenecks.
Sincev can not draw the ellipse E v exactly, we cannot apply the same theoretical developments 
Conclusions
In this paper, we extend the arc-search algorithm, which approximates the curve toward an optimal solution with an arc of the ellipse, for NLPs and also discuss the convergence of the proposed algorithm. From the results of numerical experiments, the arc-search algorithm succeeded in reducing the number of iterations compared with the line-search algorithm. At the same time, however, the room for improvement in the computation time still remains. As a future work, we should focus the computation time reduction of the arc-search algorithm. In particular, we expect the drop of the high-order derivatives in the computation ofv will bring us an enhancement of the algorithm as observed in Section 5.2, though the deviation from the arc due to the drop should be theoretically addressed. Another theoretical work that we should consider is the lower bound of {α k }. If we can find higher bound, it will help reduce the number of iterations. We should also incorporate some implementation techniques to improve the numerical stability for NLPs. The Jacobian for g : R n → R p is
For the right-hand-side of (11), we use
. . .
Appendix B The largest step angle
In this section, we give analytical forms to compute the largest α wi and α si for each i in (14) . For simplicity, here, we drop the index i and the iteration number k; for example, w k i is simply written as w. For (13a), we should have w α = w −ẇ sin(α) +ẅ(1 − cos(α)) ≥ δw, or equivalently, w − δw +ẅ ≥ẇ sin(α) +ẅ cos(α).
We split this computation into seven cases by the signs ofẇ andẅ. Case 1 (ẇ = 0 andẅ = 0): Ifẅ ≥ −(1 − δ)w, then w α ≥ δw holds for α ∈ [0, π 2 ]. Ifẅ ≤ −(1 − δ)w < 0, to meet (30), we must have cos(α) ≥ w−δw+ẅ w ≥ 0, or, α ≤ cos −1 w−δw+ẅ w . Therefore, . Therefore, 
