A novel method is proposed for forecasting spatial-temporal data with a short observation history sampled on a uniform grid. The method is based on spatial-temporal autoregressive modeling where the predictions of the response at the subsequent temporal layer are obtained using the response values from a recent history in a spatial neighborhood of each sampling point. Several modeling aspects such as covariance structure and sampling, as well as identification, model estimation and forecasting issues, are discussed. Extensive experimental evaluation is performed on synthetic and real-life data. The proposed forecasting models were shown capable of providing a near optimal prediction accuracy on simulated stationary spatial-temporal data in the presence of additive noise and a correlated model error. Results on a spatial-temporal agricultural dataset indicate that the proposed methods can provide useful prediction on complex real-life data with a short observation history.
Introduction
Emerging interest in spatial-temporal machine learning and data-mining (Roddick et al., 2001 ) is a consequence of advances in data acquisition, retrieval, and knowledge discovery technology along with an increased demand for applications in areas such as remote sensing (Kafatos, 1999) , precision agriculture (Robert, 1999) , and medical imagery (Megalooikonomou et al., 2000) . Given historic spatial observations, in spatialtemporal prediction the goal is to find techniques to predict future values of certain attributes or the response (Cressie and Majure, 1997; Pokrajac and Obradovic, 2001a) . However, due to specific properties of spatial-temporal datasets, numerous other issues involving prediction techniques arise.
In addition to data domains characterized by long observation history (e.g. daily values of meteorological and oceanographic data exist for a hundred years or more, Jones et al., 1986) , spatial-temporal prediction should often be performed on datasets that contain a relatively small number of temporal layers, as is usually the case in precision agriculture and medical imagery. In these domains, in addition to forecasting future attribute values, spatial-temporal prediction can be applied for data compression. Namely, it may be possible to predict certain attribute values based on their historical values and to store the attribute values only on locations where predicted and true values significantly differ (Pokrajac et al., 2002, in press) . Similarly, instead of taking samples at each location and at each time instance, it might be possible to reduce spatial and/or temporal sampling resolution, and to approximate missing sample values by suitable interpolation/extrapolation of available data. To properly address these and other emerging problems, it is necessary to establish appropriate methods for attribute prediction on spatial-temporal data based on the exploitation of attribute correlation in space and time. Due to the strong presence of spatial correlation in data, conventional time-series models (Box et al., 1994) cannot provide desirable accuracy for spatialtemporal prediction. As alternatives, methods founded on geostatistical and state-space approaches are emerging.
Following geostatistical approach (Chilès and Delfiner, 1999) , the spatial-temporal prediction can be performed through kriging -an estimation procedure based on a generalized least squares algorithm where an estimated attribute value is a linear combination of available attribute values. Originally, kriging was successfully applied for spatial interpolation (Denman and Freeland, 1985; Whelan et al., 1996; Kerry and Hawick, 1998) . Recently, there have been numerous efforts to apply the principles of kriging to spatialtemporal domains. The effects of temporal and spatial correlation on attributes can be considered separately (Carrat and Valleron, 1992; Posa, 1995; Campling et al., 2001) , but this method lacks firm theoretical foundation (Rouhani and Myers, 1990 ). An alternative is the spatial-temporal kriging where spatial and temporal dependences are modeled simultaneously (Chilès and Delfiner, 1999; Olea, 1999) . The crucial problem here is estimation of valid spatial-temporal attribute statistics when disparity exists in the number of available spatial samples and the length of temporal history (Rouhani and Myers, 1990; Buxton and Pate, 1999) . In addition, with a large number of spatial samples, kriging may become computationally prohibitive (Kerry and Hawick, 1998) and, when the number of temporal layers is small, can result in ill-conditioned linear systems (Rouhani and Myers, 1990) . Hence, spatial-temporal kriging and its variants (Addink and Stein, 1999) are not applicable for forecasting in domains with a large amount of spatial samples but a comparatively short observation history.
Modeling based on the state space paradigm (Harvey, 1989; Brown and Hwang, 1993 ) is a powerful way of implementing a probabilistic framework to spatial-temporal processes, particularly applicable for domains such as meteorology, where data incrementally arrives at the prediction system. In space-time Kalman filtering (Wikle and Cressie, 1999) , the observed variable consists of a spatial-temporal process and a spatially non-correlated measurement error. The spatial-temporal component is considered dependent on its values at the immediate previous time instance where the involved model coefficients vary in space. Attribute value at the consecutive time instance is predicted using a complicated recursive procedure for computing the optimal current estimate of the state vector based on available historical information (Harvey, 1989) . Similar models have been applied by Stroud et al. (1999) for interpolation on meteorological and oceanographic data. The application of the state-space approach combined with stochastic simulations is demonstrated by Wikle et al. (2001) for parameter optimization in models with a complex structure (∼10 5 parameters!) on data with a long temporal history. A further interesting approach is to combine the Kalman filtering and geostatistical modeling (Huang and Cressie, 1996; Mardia et al., 1998) .
These and other techniques based on the state-space models are applicable for both uniform and non-uniform grids. They have an advantage over batch prediction models (such as those based on the ordinary least squares principle, Neter et al., 1985) , assuming the availability of proper prior knowledge about the modeled process as well as a large number of temporal layers, so that the recursive nature of the models can be fully exploited (Brown and Hwang, 1993; Haykin, 1996) . However, in applications of specific interest to us (precision agriculture and medical imaging), statistical parameters of the state-space model (correlation matrices of random shocks and measurement errors) are seldom known. In addition, Kalman filter misadjustment (consequence of poor correlation matrix initialization) can hardly be compensated due to a small number of temporal layers and the transient state of the filter will actually be longer than the available temporal span of the data. Hence, state-space models applied for prediction on spatial-temporal data with a short observation history are not likely to provide satisfactory results.
Alternative methods to geostatistical and state-space approaches involve prediction using spatial-temporal autoregressive models and its derivative spatial-temporal auto-regressive models on a uniform grid (STUG), initially introduced by Bennett (1979) without a proper theoretical underpinning. A special case of STUG, with a nonsymmetric neighborhood structure (response at a spatial point dependent on response values only from a few pre-specified neighboring locations) was proposed by Kokaram and Godsill (1996) . Similar to state-space models proposed by Wikle and Cressie (1999) , STUG models assume spatial-temporal dependence in a uniform grid through a convolution (Smirnov, 1999) of filter coefficients and the response values at previous time instances. However, the STUG model considers only a discrete filtering process and filter parameters are constant in space. In addition, the model does not assume the existence of the prior knowledge about process correlations. Compared to geostatistical models that are essentially based on the moving average principle (Lindkvist and Lindqvist, 1997) , shorter temporal history may be sufficient for a proper estimation of STUG -an autoregressive model that in contrast has a higher but still moderate number of parameters.
In this paper, we introduce a spatial-temporal autoregressive modeling on a uniform grid for phenomena with a short temporal history but a large number of spatial samples per temporal instance. In contrast to previous variants of STUG models, here an attribute depends on its values from all neighboring locations on rectangular lattices within a pre-specified distance. Moreover, unlike ad hoc attempts considered in prior studies (Bennett, 1979; Kokaram and Godsill, 1996) , here we provide a comprehensive theoretical foundation of the STUG model. In addition to the model verification by experiments on real-life data (from the precision agriculture domain), here, by using synthetic datasets, we extensively discuss the influence of various data characteristics (e.g. random shocks correlation, the presence of measurement errors) on forecasting accuracy.
In Section 2, a theoretical foundation is provided for spatial-temporal autoregressive models on a uniform grid, including identification, coefficient estimation, and forecasting for different sampling techniques. In Section 3, results of an extensive experimental model evaluation for prediction on synthetic spatial-temporal data are presented. This is followed by reporting results on real-life agricultural data with a short observation history in Section 4 and a discussion in Section 5.
Methodology
In this section, we provide theoretical foundations for the STUG model based on statistical and image-processing techniques. Following the Box-Jenkins framework (Box et al., 1994) , for three different spatial-temporal sampling strategies we discuss model identification, parameter estimation, and forecasting future response values. Derivations, including a multidimensional generalization and stationarity criteria, are provided in Pokrajac and Obradovic (2001b) .
Model Specification
We define the STUG model on a uniform two-dimensional rectangular grid determined by sampling distances in both spatial directions. Samples are taken at time instances kτ where τ is a time sampling interval and k ∈ {1, 2, . . .}. For a temporal data layer corresponding to a specific time instance t · τ , the value of the random process f t (m, n) at each spatial location (m , n ), where m, n are integers, depends on samples taken in recent history from the same location and its spatial neighborhood. The history corresponds to p previous temporal layers sampled at time instances (t − p)τ, . . . , (t − 1)τ . We specify the spatial neighborhood as a 2L × 2L square bounded by locations
. Parameters p and L will be referred to as temporal and spatial orders of a STUG (p, L) model (for p = 2 and L = 3, STUG (2,3) model is illustrated in Fig. 1) .
Symbolically, we express the value of a STUG (p, L) process f t (m, n) as
Here, a ST U G,t (m, n) is referred to as the error term and is defined as
where a t (m, n) are spatially and temporary uncorrelated zero-mean Gaussian random 'shocks' with variance σ 2 a . Due to this assumption, STUG processes have zero means. In Eqs (1) and (2), φ j (k, l) denote model coefficients that can be represented as following coefficients matrices j , j = 0, . . . , p:
Stationarity of a STUG process (spatial and temporal invariance of a distribution (Harvey, 1981; Box et al., 1994) ) is determined by particular values of the model coefficients φ j (k, l) . Stationarity criteria can be derived from the theory of three-dimensional recursive filters (Smirnov, 1999) .
Covariance structure. Formulas for variance σ 2 f of a STUG process f and the variance σ 2 a ST UG of a model error a ST U G,t (m, n) can be obtained using the theory of multidimensional filtering. For two sets of samples from a stationary STUG process f , separated by m and n sampling intervals in spatial directions and by a temporal shift of k sampling intervals τ , auto-covariance coefficients c F F,k (m, n) defined in Bennett (1979) are related to each other through a Yule-Walker system defined in Pokrajac and Obradovic (2001b) . In addition, autocorrelations ρ F F,k (m, n) are defined as quotients of auto-covariance coefficients c F F,k (m, n) and the variance σ 2 f (Bennett, 1979) .
Identification
To determine the temporal order p and the spatial order L of a STUG process f , autocorrelation and partial autocorrelation functions could be used as suggested by Bennett (1979) . This approach is based on non-spatial time-series identification (e.g. Box et al., 1994) and requires a lot of time, advanced user skill, and cannot easily be made automatic when employed on real-life data (Harvey, 1981 ). An alternative is to apply model selection criteria based on summary statistics of residuals computed from a fitted model (Wei, 1994) . Using the Akaike information criterion (AIC) (e.g. Shibata, 1989) identified spatial and temporal orders of the observed process are chosen as
where N is the total number of samples on which the model prediction and estimation are performed, and
is the estimated coefficient of determination (Neter et al., 1985) . Since the AIC criterion can overestimate the order of autoregressive processes (Wei, 1994) and does not provide asymptotically the true model orders when the sample size N approaches infinity (Rissanen, 1989) , we also consider minimum-description length (MDL) criterion (Rissanen, 1989) . Here, p and L are chosen to minimize the MDL(p, L) value defined for a STUG model as
Other residual-based selection criteria, such as the Bayesian Akaike information criterion (Wei, 1994) and PHI criterion (Pukkila and Krishnaiah, 1988) can also be adapted for identification of STUG models. The comparison of these and other selection methods (McQuarrie and Tsai, 1998; Ljung, 1999) , as applied for spatial-temporal process identification, will be the subject of a separate study.
Parameter Estimation
To estimate parameters of a STUG (p, L) model, we assume that samples are available from up to N t successive temporal layers. Each temporal layer consists of N x × N y samples taken on a uniform × spatial grid that covers a spatial area of size (N x − 1) × (N y − 1) . However, the actual number of available examples and the choice of estimation technique depend on the applied sampling strategy (Fig. 2) .
In ordinary sampling, available data for model estimation consist of Fig. 2a ). This sampling strategy is among the most common but it results in a high number of examples that may be prohibitive in a real-world application. As an alternative that reduces the number of examples to a half, we suggest sampling schemes with temporal and spatial interlacing. In temporal interlacing, instead of taking samples from all N t temporal layers, even-index temporal layers are skipped (see Fig. 2b ). However, in spatial interlacing, the spatial sampling grid is at a twice-lower resolution in m and n directions and adjacent temporal layers are complementary with samples taken at spatial-temporal locations where the sum of indexes m, n, and t has constant parity (see Fig. 2c ). Observe that the number of samples can also be reduced by an ordinary sampling with a smaller spatial resolution. For a sampling interval 2 this is illustrated in Fig. 2(d) . Ordinary sampling with the reduced sampling resolution will not be discussed in the rest of this study since in this case modeling is the same as with data ordinarily sampled on a sampling interval .
Model parameters are estimated only for non-boundary samples f t (m, n) where all relevant neighbors (within a 2L × 2L square neighborhood and from up to p temporal layers in the past) exist among available examples. Generally, parameter estimation is possible only if the set of non-boundary samples is not empty, i.e. when N x , N y > 2L and N t > p.
Ordinary Sampled Data
Model parameters on ordinary sampled data can be estimated using the Yule-Walker method (Box et al., 1994) and least squares (LS) estimation (Neter et al., 1985) .
In the Yule-Walker method, parameter values are obtained by estimating process covariances c F F,k (m , n ) for all values of m , n and k where both corresponding samples are available) and solving a system of Yule-Walker equations.
We consider two LS techniques to provide consistent estimation (Wei, 1994) of STUG model parameters. The averaged LS estimates STUG model coefficients for each non-boundary location and averages these location-wise estimates. In contrast, in a non-averaged LS an estimate is computed directly from a single regression system. The Yule-Walker estimation is doable on data with shorter observation history in comparison to methods based on least-square estimation (the minimal number of temporal layers N t,min necessary to estimate the STUG model using theYule-Walker, averaged and non-averaged LS methods, is (Pokrajac and Obradovic, 2001b) ). At the same time the Yule-Walker estimation is asymptotically faster compared to averaged and non-averaged LS estimation with
Temporal Interlacing
When estimated on data with temporal interlacing, model (1) on processes with temporal order p = 1 can be represented as a constrained STUG (1, 2L) model:
where
Non-linear parameter estimation of the model (7)- (9) using Gauss-Newton regression is discussed in Pokrajac and Obradovic (2001b) . Particularly, the variance of equivalent model errors a # t (m, n) is shown to be larger than the variance of the original STUG  model error term a ST U G,t (m, n) . Therefore, models estimated on data with temporal interlacing can have lower prediction accuracy as compared to the direct modeling using Eq. (1) on ordinary sampled data.
Spatial Interlacing
When parameters are estimated on spatially interlaced data, only samples f t (m, n) where the sum of spatial and temporal indices m, n and t have a constant (even) parity are available for model estimation. Hence the model (1) becomes
where a current sample value is considered as influenced by samples within a Manhattan distance L from the sample position, and the error term a * t (m, n) incorporates unavailable samples. The model (10) can be easily estimated using a non-averaged least-squares optimization. However, if model coefficients do not satisfy the condition
the model estimated on spatially interlaced data using Eq. (10) may have prediction accuracy significantly smaller than the accuracy obtained by the model (1) estimated on ordinary sampled data.
Forecasting
For ordinary sampling and temporal interlacing, the forecasting on the subsequent temporal layer N t + 1 can be performed aŝ
With spatially interlaced samples, forecasting is performed aŝ
on the non-boundary locations where the sum m + n + N t + 1 of indexes is even. Analogous to non-spatial time-series (Box et al., 1994) , the estimated prediction errorσ 2 a ST UG and process varianceσ 2 f can be computed by averaging point-wise errors (f N t +1 (m, n) − f N t +1 (m, n)) 2 and squared responses f N t +1 (m, n) 2 through all locations at the time instance N t + 1 where the forecasting is performed.
Forecasting accuracy of particular models on a specific dataset will be compared using the coefficient of determination R 2 estimated as Eq. (5), where the larger scores correspond to the more accurate prediction with 1 corresponding to a perfect and 0 to a 376 D. Pokrajac et al. trivial mean predictor. Considered prediction models do not contain an intercept, so R 2 can be negative (Davidson and MacKinnon, 1993) . In the experiments with synthetic data (Section 3) when true values of model coefficients φ j (k, l) are known, the coefficient of determination will also be compared to its theoretical maximum R 2 theoretical . This optimal value can be computed by using Eq. (5), where the estimated variances of a STUG series and the estimated model error are replaced by their theoretical values calculated as functions of known model coefficients φ j (k, l) .
Experimental Results on Simulated STUG Series
Here we present the main results of experiments with simulated STUG series (see Pokrajac and Obradovic, 2002 , for more detailed results).
Experiment Set-Up
Experimental data consisted of N t + 1 temporal layers, each with N x × N y spatial points on a uniform grid. Models were estimated using data from the first N t temporal data layers. Prediction accuracy was measured by the coefficient of determination (R 2 ), estimated using Eq. (5) on the N t + 1th temporal layer. Unless specified otherwise, each experiment was repeated 10 times (each time on other simulated data that followed the specifications) and the estimated mean and standard deviation ofR 2 from these repetitions were reported in the form mean(R 2 ) ± std(R 2 ).
To explore properties of the proposed methods on data collected using ordinary sampling and temporal and spatial interlacing, we simulated eight different STUG (p, L) series. Using coefficient matrices 1 , 2 shown in Table 1 , we varied properties of simulated spatial-temporal series. In addition, for each series, we independently varied the matrix 0 that determines correlation properties of a STUG model error (Pokrajac and Obradovic, 2001b) . Unless otherwise specified, presented results were obtained for spatially uncorrelated model errors, corresponding to
The stationarity of simulated STUG series was verified using the stability criteria (Pokrajac and Obradovic, 2001b) . Simulated STUG series S1-S3 had spatial and temporal orders both equal to one. Series S4 and S5 were representatives of STUG (p = 1, L = 2) series. With the same values of non-zero coefficients in 1 , the series S4 and S5 had a different correlation structure, which influenced the prediction accuracy achievable through the considered methods. The series S6 was an example of a STUG (p = 1, L = 3) series with the coefficient matrix structure very similar to that of series S4. Unlike series S1-S6, in series S7 and S8 the current response values depended on the response from the two previous time layers (p = 2, L = 1).
Initially, we compared three proposed methods -the Yule-Walker estimation, nonaveraged least-squares, and averaged least-squares estimators -on ordinary sampled data. To determine the influence of the sample size on estimation quality, we gradually increased the size of a spatial grid specified by N x , N y for a series with a short time history, and compared prediction accuracy using models obtained by the three proposed methods. The accuracy was better and the standard deviation of accuracy in repeated experiments was smaller with larger spatial grid sizes. Model accuracy did not change significantly when N x , N y were greater than 30 and became practically constant with N x = N y = 50. Therefore, the subsequent experiments were performed only on a 50 × 50 spatial grid. The accuracy of spatial-temporal models estimated by the averaged LS was consistently lower than the accuracy of non-averaged LS models that were estimated with significantly fewer examples. Since the Yule-Walker estimation provided comparable or better results than non-averaged LS with considerably smaller computational time requirements (see Section 2.3.1), results of further experiments on ordinary sampled data are shown only for the Yule-Walker method.
In the rest of this section each simulated series consisted of six temporal layers (N t = 5), corresponding to a typical temporal span of real-life spatial-temporal data in agriculture (Hoskinson et al., 1999 ) (see also Section 4 of this paper).
Model Identification
Five identification experiments were repeated per series and the results were averaged. Each experiment consisted of simulation of the specified series and subsequent application of AIC (Eq. 4) and MDL (Eq. 6) criteria on simulated data. Both AIC and MDL selection criteria provided the 100% correct model identification when series S4-S6 were identified. Moreover, by the MDL criterion, series S2 and S3 were correctly identified in all five experiments, while the AIC criterion provided correct identification in 60% and 80% cases, respectively. Identification was difficult when correlations |ρ F F,k (m, n)| for |m|, |n| > 1 and time delay k = 1 were significant (e.g. on series S1 we achieved 20% correct identification using AIC and 40% with MDL criterion). Also, when identifying STUG (p = 2, L = 1) series (S7, S8) both selection criteria were conservative in providing temporal order (p = 1) smaller than the actual.
Influence of additive measurement error. In real-world applications, spatialtemporal data are frequently contaminated with noise, due to data acquisition or to the nature of the observed series. To investigate identification of STUG (1, 1) models in the presence of a measurement error, we repeated identification experiments with a controlled amount of additive uncorrelated Gaussian noise (Papoulis, 1991) , with variance ranging from 10% to 100% of the model variance σ 2 f . Generally, the higher measurement error implied the less accurate model identification, especially if the identification accuracy in the absence of measurement errors was already low. With measurement error variance of 10% σ 2 f series S1 was correctly identified in only 1 out of 10 attempts (both AIC and MDL experiments accounted), while with the error variance of 100% σ 2 f neither criterion provided a correct identification. Identification of series with spatially correlated model errors. Experimental results suggest that the spatial correlation of model errors, introduced by coefficients φ 0 (k, l) different from values at Eq. (14), may have a negative effect on model identification. When errors were highly spatially correlated the selection criterion tended to recognize a higher temporal order p while underestimating the spatial order L. This can be explained by behavior of estimated autocorrelations ρ F F,k (m, n) for samples shifted in time (k = 1, 2).
Parameter Estimation and Forecasting
Experiments on parameter estimation and prediction accuracy were performed assuming the correct orders of estimated STUG series had been identified.
Ordinary sampling. When theYule-Walker estimation was applied to ordinary sampled simulated STUG series S1-S8, we were always able to obtain a useful prediction model (R 2 > 0) with small variation in prediction accuracy (std(R 2 ) ≤ 0.02), as reported at Table 2 . The accuracy was close to the theoretical optimum obtained by computing R 2
theoretical . An introduction of measurement error led to decrease in the prediction accuracy. The higher error resulted in the smaller accuracy. The average estimated coefficient of determination for series S1, which was 0.64 in the absence of noise (Table 2) , decreased to 0.55 in the presence of 10% noise and was merely 0.20 when the variances of noise and of the STUG series were equal (100% noise) with standard deviation of estimated R 2 smaller than 0.02. Similar results were obtained for series S2 and S3.
The presence of spatially correlated model error introduced by values of the coefficients φ 0 (k, l) different from Eq. (14) decreased theoretical prediction accuracy R 2 theoretical . For such data properties, the estimated mean of prediction accuracyR 2 decreased while the variance of prediction accuracy slightly increased, as anticipated from the identification results discussed in Section 3.2. Hence, although we were able to achieveR 2 close to the theoretical optimum, the prediction accuracy in the presence of a high model error correlation may be unsatisfactory.
Temporal interlacing.
Model estimation was performed using the Gauss-Newton regression with 100 iterations on series S1-S8. Ten randomized realizations were generated for each simulated spatial-temporal series, and for each realization the model estimation and the model evaluation were repeated 10 times due to a stochastic character of the estimation technique, giving a total of 100 estimation experiments.
For series S1 and S2 useful predictors were obtained with prediction accuracies close to those obtained with ordinary sampled data, as shown in Table 2 . However, using the proposed method on data with temporal interlacing, no useful prediction models could be estimated for series with a relatively small R 2 theoretical (S3), or spatial orders L > 1 (S4-S6) where prediction was incorrect (R 2 < 0), presumably due to an inadequate initialization of the applied iterative estimation procedure. In addition, since the estimation method is designed for series with temporal order p = 1, series S7 and S8 could not be properly forecasted.
When a non-correlated measurement error was present, the proposed method resulted in useful prediction models for STUG (1, 1) series on temporal interlaced data if models on ordinary sampled data had at least moderate prediction accuracy. Thus, for series S1, accuracy on temporal interlaced samples was close to or sometimes even better than the accuracy obtained using ordinary sampled data. On data with 10% measurement error variance, models on temporal interlaced data resulted inR 2 of 0.53 ± 0.09, while with 100% measurement error variance we achievedR 2 of 0.17 ± 0.04. Similar results were obtained for series S2. In contrast, on series S3-S8 where prediction accuracy was already low in the absence of the measurement error, no useful model on temporal interlaced data could be estimated when the measurement error existed.
The presence of spatially correlated model errors within temporal interlaced samples for the majority of examined series had similar effects as in the case of ordinary sampled data, where the forecasting accuracy was significantly reduced due to highly correlated model errors.
Spatial interlacing.
On spatially interlaced data, we estimated model (10) using nonaveraged least-squares (see Section 2.3.3). For all series, estimated models were useful for forecasting (R 2 > 0, see Table 2 ). When the spatial or the temporal order of a 380 D. Pokrajac et al. Table 2 . Spatial-temporal prediction accuracyR 2 on STUG series S1-S8 using ordinary sampling, temporal and spatial interlacing, and the optimal accuracy 0.57 ± 0.02 interlacing simulated series was larger than 1 (series S4-S8) models trained on spatially interlaced data outperformed those on temporal interlaced data, approaching in some cases the accuracy achieved on ordinary sampled data (Table 2 ).
In the presence of uncorrelated measurement errors or spatially correlated model errors, the models estimated on spatially interlaced data behaved similarly to those estimated on ordinary sampled data. When uncorrelated measurement errors were present, the prediction accuracy decreased proportional to the variance of the additive measurement error. In the presence of correlated model errors, the accuracy of the proposed model, Eq. (10), significantly dropped but the proposed estimation technique still provided useful forecasting models.
Experiments on Real-Life Data
The applicability of the proposed method on real-life datasets was evaluated on agricultural data obtained from Idaho National Engineering and Environmental Laboratory (INEEL) field research (Hoskinson et al., 1999; Pokrajac et al., 2002, in press ). The dataset consisted of 12 soil attributes (concentrations of boron (B), copper (Cu), iron (Fe), potassium (K), manganese (Mn), nitrogen (N), phosphorus (P), sulfur (S), and zinc (Zn) and soil salinity (sa), cation exchange capacity (CEC), and pH value (pH) in the top 1 foot (30.5 cm) of soil) provided on a uniform spatial grid of 10.66×10.66 m 2 covering the total area of 60.04 ha, during four consecutive years (1995) (1996) (1997) (1998) . Within each year, soil attributes were sampled several times at time instances that corresponded to specific phases in the crop development (fertilization and planting, growing season, just prior to harvesting). In this paper, for each attribute we considered two spatial-temporal series, corresponding to the summer and fall seasons. For all attributes, an individual temporal data layer corresponded to data collected in a specified year and season and consisted of 84 × 65 examples.
Prior to the application of our methods to a particular attribute, the mean values were estimated for each temporal layer and subtracted from corresponding sample values, to obtain data that satisfy the zero-mean property of the proposed STUG model (see Section 2.1). Observe that a similar normalization procedure has been applied by Wikle and Cressie (1999) . This was followed by estimation of spatial and temporal statistics of the normalized data. The parameters of estimated spatial variograms (Chilès and Delfiner, 1999 ) expressed significant non-stationarity in the observed period of four years, which prevented the application of geostatistical prediction methods (Posa, 1995) . On the other side, in spite of significant values of computed temporal autocorrelations ρ F F,k (0, 0) , k = 1, 2, 3 for the same season samples of attributes collected in different years, we were not able to obtain satisfactory prediction results using non-spatial methods due to a small number of available temporal layers (insufficient temporal history) and non-stationarity of data.
For each attribute/season combination, STUG models were trained on samples from years 1995-1997 and tested on data from the consecutive year: 1998. As in Section 3, prediction accuracy was evaluated through estimated coefficient of determinationR 2 (Eq. 5). To directly compare the influence of the order selection, we chose to evaluate STUG models with various values of spatial and temporal orders, instead of performing model identification. For ordinary sampling and spatial interlacing we varied both temporal and spatial orders (such that p = 1, 2 and L (or L for spatial interlacing) = 0, 1, 2, 3) while in the case of temporal interlacing we only estimated STUG models with temporal order p = 1 (for which specifically the estimation procedure in Section 2.3.2 has been developed). For ordinary sampling as well as for spatial interlacing, the application of models with L = 0 (corresponding 382 D. Pokrajac et al. to non-spatial modeling) or L = 0 led to accuracy similar to a trivial mean predictor. For temporal interlacing, modeling with L = 0 or L > 1 consistently failed to provide useful predictors.
When modeling was applied on ordinary sampled data, the proposed technique was capable of providing useful prediction models (R 2 > 0) on a relatively small subset of observed attributes/seasons. Overall, the best performance was achieved using the STUG (p = 1, L = 2) model and the highest predictability out of all attributes was obtained for Mn in summer, with R 2 = 0.24. Except for pH, where acceptable prediction accuracy (with best R 2 in the range of 0.14-0.22) was obtained for summer and fall, the proposed model could not provide good prediction consistently for both seasons. Our hypothesis is that the predictability of attributes in different seasons was unstable due to the diverse properties (temporal and spatial correlation) of various unobserved factors that may have been involved in distinct phases of plant development. In addition, we should observe that in spite of the limited overall prediction quality, there were parts of the field where the proposed method did perform well (Pokrajac et al., 2002, in press ), which indicates the spatial non-stationarity of the analyzed dataset and potential improvements that might be achievable by heterogeneous prediction models (Pokrajac et al., 1999) .
The application of models estimated on temporal interlaced data could provide prediction with the coefficient of determination up to 0.32 (for pH in fall). Prediction using temporal interlaced data, in addition to this attribute/season combination, overperformed modeling on ordinary sampled data on salinity in both observed seasons (R 2 was 0.07), and on P in fall (R 2 of 0.28), while both models performed similarly on P and pH in summer (R 2 in the range of 0.14-0.15). Generally, predictions in the fall were better than in the summer. Also, temporal interlacing was able to provide useful prediction models (R 2 in the range of 0.14-0.28) for the attribute/season combinations (Fe and K in fall) where autocorrelation ρ F F,k (0, 0) increases with the temporal lag k.
Modeling on spatial interlaced data resulted in rather high prediction accuracy, where estimated R 2 ranged up to 0.99 (for S in summer). For both seasons, prediction was good for N (best R 2 was in the range of 0.80-0.87) and B (best R 2 0.51 and 0.84). For the summer season, besides S, high prediction accuracy was achieved for Fe and salinity (R 2 in the range of 0.67-0.93). For each attributes/season combination where modeling on spatial interlaced data provided a useful prediction, it also outperformed modeling on ordinary sampled data and modeling with temporal interlacing. We hypothesize that by using spatial interlacing we were able to exploit the spatial correlation of samples taken at the same time instance without the risk of considering many almost identical samples (as we would in the case of ordinary sampled data where two immediate neighbors have a high degree of similarity). Jagger et al. (2002) made similar hypotheses when concluding that their estimation procedure failed to converge due to high spatial correlations of neighborhood samples. For the majority of cases, there was no significant improvement of model performance due to adoption of higher spatial (L > 1) and temporal (p > 1) orders. Our hypothesis is that here potential benefits due to the application of more complex models were offset by problems due to estimation of the higher number of parameters (caused by spatial non-stationarity of the data). However, we should point out that the best results for certain attributes were achieved with higher spatial or temporal orders (p = 1 and L = 3, for B and Mn in fall; p = 2, L = 1 for Fe in summer and CEC in fall), which can be an impetus for a follow-up analysis of these attributes by soil science specialists.
Conclusions
We have provided a theoretical foundation and experimental evaluation for prediction in spatial-temporal data with a short history using spatial-temporal auto-regressive models on uniform grid (STUG) where the response value is influenced by its pre-specified spatial and temporal neighborhood.
In the theoretical part of the study, we considered definition, model identification, and covariance structure of the proposed data model. In addition to ordinary sampling where all samples from the observed spatial-temporal grid are available, we investigated estimation and forecasting techniques on data sampled with the density reduced along either temporal or spatial directions.
The validity of the proposed estimation techniques was first evaluated on synthetic data that was generated to satisfy STUG model assumptions, with prediction accuracy measured through the average coefficient of determination (R 2 ). On ordinary sampled data, the techniques based on information theoretic criteria have been shown capable of providing acceptable model identification and we achieved prediction accuracy close to the theoretical maximum in spite of a relatively small number of temporal data layers available for model estimation. In the presence of spatially correlated model errors or measurement errors, the identification was more challenging but the proposed prediction methods were still able to approach the optimal performance. Sampling with spatial interlacing was more appropriate for synthetic data with higher spatial or temporal orders. In contrast, on data where the response at a sampling location depended only on its immediate neighbors in space and the immediate predecessors in time, models on temporal interlaced data were superior to those on spatial interlaced data and, in fact, these results approached the accuracy on ordinary sampled data.
To verify the applicability of the proposed method to real-life datasets with a short observation history, we performed forecasting experiments on agricultural spatial-temporal data consisting of 12 attributes observed in two seasons through four consecutive years. Although modeling on ordinary sampled data was capable of providing useful predictions only on a relatively small subset of observed attributes/seasons, significant accuracy improvements were obtained when sampling density was reduced by spatial interlacing. While we still do not have the complete explanation for such phenomena, our experimental results clearly indicate the appropriateness of the proposed STUG model for forecasting data with a short temporal span.
Our work in progress includes extensive empirical comparison of the proposed STUG methods with the alternative prediction techniques on spatial-temporal data with short observation history where theory suggests the advantage of the STUG modeling. Also, we emphasize the importance of additional experimentation on real-world datasets outside of agriculture, including medical data, 3-D image sequences and remote sensing data. Further theoretical development of the proposed techniques includes their adaptation for forecasting on distributed spatial-temporal datasets. In addition, supplementary research is necessary to develop novel model identification techniques and to simplify the stationarity criteria for spatial-temporal modeling explored in this study.
