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Re´sume´ : Nous de´finissons le front d’onde d’un vecteur-distribution pour une repre´sentation
unitaire d’un groupe de Lie re´elG a` l’aide du calcul pseudo-diffe´rentiel mis au point dans un travail
ante´rieur [M2]. Cette notion pre´cise celle de front d’onde d’une repre´sentation introduite par R.
Howe [Hw]. En application nous donnons une condition suffisante pour qu’un vecteur-distribution
reste un vecteur-distribution pour la restriction de la repre´sentation a` un sous-groupe ferme´ H ,
et nous donnons un the´ore`me de propagation des singularite´s pour les vecteurs-distribution.
Abstract : We define the wave front set of a distribution vector of a unitary representation in
terms of pseudo-differential-like operators [M2]for any real Lie group G. This refines the notion
of wave front set of a representation introduced by R. Howe [Hw]. We give as an application a
necessary condition so that a distribution vector remains a distribution vector for the restriction
of the representation to a closed subgroup H , and we give a propagation of singularities theorem
for distribution vectors.
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Introduction
Cet article est la suite d’un travail re´cent [M4] dans lequel e´tait de´veloppe´e la notion
de front d’onde d’une repre´sentation unitaire [Hw]. Nous e´tendons ici la notion de front
d’onde aux vecteurs-distribution.
La de´finition du front d’onde d’une distribution sur une varie´te´ M est due a` L.
Ho¨rmander, qui en donne e´galement une caracte´risation a` l’aide des ope´rateurs pseudo-
diffe´rentiels [Hr2 th. 18.1.27] : le front d’onde est une partie conique ferme´e du fibre´
cotangent prive´ de la section nulle T ∗M − {0}, donne´e par :
(∗) WF (u) =
⋂
charP,
ou` P parcourt l’ensemble des ope´rateurs pseudo-diffe´rentiels d’ordre ze´ro tels que Pu ∈
C∞(M), et charP de´signe l’ensemble des (x, ξ) ∈ T ∗M − {0} tels que le symbole p de
P ve´rifie : lim inf p(x, tξ) = 0 lorsque t → +∞ (voir aussi [T § VI.1]). Pour un re´el s
quelconque le front d’onde d’ordre s de la distribution u est de´fini de la meˆme manie`re,
l’intersection s’e´tendant a` tous les o.p.d. P d’ordre ze´ro tels que Pu appartienne a` l’espace
de Sobolev H locs (M) [D-H § 6.1].
Or nous avons de´fini ([M2], cf. § II.2) pour toute repre´sentation unitaire π d’un groupe
de Lie re´el G des ope´rateurs pseudo-diffe´rentiels sur l’espace Hpi de la repre´sentation, dont
le symbole est une fonction C∞ sur la varie´te´ de Poisson line´aire g∗ (ces ope´rateurs sont
l’image par π d’ope´rateurs pseudo-diffe´rentiels invariants sur le groupe, cf. [Me1], [Stk]) :
pour tout p ∈ C∞(g∗) tel que sa transforme´e de Fourier soit une distribution a` support
compact contenu dans un voisinage exponentiel de 0 dans l’alge`bre de Lie g on de´finit
l’ope´rateur pW,pi de domaine H∞pi par :
< pW,piu, v >=< ϕ,Cu,v>
pour tout u ∈ H∞pi et v ∈ Hpi . Ici Cu,v de´signe le coefficient < π(.)u, v > et ϕ est donne´e
par :
jG. exp
∗ ϕ = F−1p,
ou` jG de´signe le jacobien de l’exponentielle. Il est donc naturel de de´finir (§ II.3) le front
d’onde d’un vecteur-distribution par une formule analogue a` (*) :
(∗∗) WF (u) =
⋂
char p,
ou` p parcourt l’ensemble des symboles d’ordre ze´ro tels que pW,piu soit un vecteur C∞, et
ou` char p de´signe l’ensemble des directions dans g∗ ou` p s’annule a` l’infini. Nous de´finissons
e´galement le front d’onde d’ordre s a` l’aide des espaces de Sobolev-Goodman Hspi [Go] dont
nous rappelons la de´finition au § II.1.
Le front d’onde d’un vecteur-distribution est un coˆne ferme´ Ad∗G-invariant de g∗ −
{0}. Ceci raffine la notion de front d’onde d’une repre´sentation unitaire introduite par R.
Howe [Hw], en ce sens que l’on a l’inclusion :
WF (u) ⊂ −WF epi .
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Nous donnons e´galement au § II.4 une caracte´risation du front d’onde de R. Howe en
termes d’ope´rateurs pseudo-diffe´rentiels :
WF epi = −
⋂
char p,
ou` p parcourt l’ensemble des symboles d’ordre ze´ro tels que pW,pi soit un ope´rateur re´gulari-
sant. Le signe moins est un simple artifice de convention.
En application nous donnons au § II.5 une condition suffisante pour qu’un vecteur-
distribution soit encore un vecteur-distribution pour la restriction de π a` un sous-groupe
ferme´ H :
Theore`me II.5.2.
1). Soit u ∈ H∞pi|H
. Conside´rant alors u comme un vecteur-distribution de π on a l’inclusion :
WF (u) ⊂ h⊥.
2). Soit v ∈ H−∞pi . Alors si WF (v) ∩ h
⊥ = ∅ le vecteur-distribution v est un vecteur-
distribution pour la restriction π∣∣
H
.
Nous donnons e´galement une condition suffisante sur une distribution ϕ a` support compact
sur G pour que π(ϕ)u soit un vecteur C∞ : de´finissant WF(u) comme la partie conique
de T ∗G− {0} forme´e par les translate´s (a` gauche ou a` droite) de WF (u) on a le re´sultat
suivant :
Proposition II.4.4.
Supposons que Hpi soit un espace de Hilbert se´parable. Soit u ∈ H
−∞
pi . Alors pour toute
distribution ϕ ∈ E ′(G) telle que :
WF (ϕ) ∩WF(u) = ∅,
on a :
π(ϕ)u ∈ H∞pi .
Le re´sultat central de cet article est le the´ore`me de propagation des singularite´s III.3.1,
qui entraˆıne (corollaire III.3.5) que pour un symbole a` valeurs re´elles p la diffe´rence des
deux fronts d’onde :
WF (u)\WF (pW,piu)
est invariante par le flot du champ hamiltonien de´fini par le symbole principal pm. La
de´monstration est paralle`le a` celle donne´e dans [T§ VI.1] pour les distributions, et repose
sur une forme faible de l’ine´galite´ de G˚arding pre´cise´e (The´ore`me III.2.1).
La premie`re partie est consacre´e au calcul fonctionnel holomorphe pour des symboles
elliptiques. Nous avons repris la construction de M.A. Shubin [Shu] en suivant la suggestion
de R. Strichartz [St] de conside´rer des fonctions holomorphes dans un secteur du plan
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complexe plus ge´ne´rales que t 7→ tz. Le de´faut de cette approche est de limiter le calcul
fonctionnel holomorphe a` des symboles polynomiaux (ou, si l’on veut, aux ope´rateurs
diffe´rentiels). La me´thode de R. Seeley [S] s’applique a` tout o.p.d. elliptique, mais nous
n’avons pas su adapter sa me´thode a` notre cadre. La difficulte´ provient de la ne´cessite´ de
se limiter a` des symboles dont la transforme´e de Fourier inverse est a` support compact, ce
qui oblige a` couper les hautes fre´quences a` chaque e´tape de la construction de la re´solvante
approche´e. Cette restriction n’ayant pas lieu d’eˆtre dans le cas nilpotent simplement
connexe [M3] on peut donc de´finir dans ce cas pre´cis un calcul fonctionnel holomorphe
pour tout symbole elliptique, polynomial ou non.
Ce calcul fonctionnel est ne´cessaire pour montrer la continuite´ Sobolev de Hspi dans
Hs−mpi des ope´rateurs p
W,pi ou` p est un symbole d’ordre m (proposition II.2.1), contraire-
ment au cas des distributions sur une varie´te´, ou` ce re´sultat se montre directement [T. th.
II.6.5]. Il repose quant a` lui sur une variante a` parame`tre du calcul symbolique (The´ore`me
I.2.4) sur g∗, que nous de´veloppons en appendice. Nous reprenons [M1 th. 4.2] en inclu-
ant le parame`tre et en apportant quelques simplifications et corrections (voir la remarque
suivant le the´ore`me I.1.2).
Notations :
(0.1). On de´signera par G un groupe de Lie re´el connexe de dimension n, d’alge`bre de Lie
g et de dual g∗. On de´signe par dx une mesure de Lebesgue sur g, et par dg une mesure
de Haar a` gauche sur G normalise´e de telle fac¸on que le jacobien jG de l’exponentielle
s’e´crive :
jG(x) =
∣∣det(1− e− adx
adx
)
∣∣
On de´signe par ∆G = detAd g la fonction module. Par le choix de la mesure de Haar dg
nous identifierons l’espace C∞(G) et l’espace des densite´s C∞ sur G. Par dualite´ l’espace
des distributions sur G s’identifie a` l’espace des fonctions ge´ne´ralise´es sur G.
(0.2). On de´signera par T ∗G\{0} le fibre´ cotangent de G prive´ de la section nulle. Une
partie C de T ∗G\{0} est conique si pour tout (g, ξ) ∈ C, (g, tξ) ∈ C pour tout re´el t > 0.
On notera alors −C l’ensemble des {(g,−ξ), (g, ξ) ∈ C}.
(0.3). On de´signera par π une repre´sentation unitaire fortement continue du groupe de
Lie G dans un espace de Hilbert se´parable qui sera note´ Hpi. On de´signera alors par H
∞
pi
l’espace des vecteurs inde´finiment diffe´rentiables de la repre´sentation. L’espace H∞pi est
constitue´ des vecteurs u tels que pour tout v ∈ Hpi le coefficient :
Cu,v : g 7−→< π(g)u, v >
soit C∞ sur G. Son dual est l’espace H−∞pi des vecteurs-distribution.
(0.4). On de´finit pour tout ϕ ∈ E ′(G) l’ope´rateur (en ge´ne´ral non borne´) π(ϕ) de domaine
H∞pi par la formule :
< π(ϕ)u, v >=< ϕ, Cu,v >
(Voir [Jø] pour une de´finition dans le cadre ge´ne´ral des repre´sentations dans un espace de
Banach).
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(0.5). Pour toute distribution ϕ ∈ E ′(G) on pose :
ϕ∗ = ∆G.i∗ϕ
ou` ∆G de´signe la fonction module et i le diffe´omorphisme g 7→ g
−1. On a pour tout couple
(u, v) dans H∞pi :
< π(ϕ)u, v >=< u, π(ϕ∗)v > .
I. Calcul fonctionnel holomorphe pour des symboles elliptiques
I.1. Rappels sur le calcul symbolique
Soit G un groupe de Lie re´el connexe, g son alge`bre de Lie et g∗ son dual, que nous
verrons comme une varie´te´ de Poisson line´aire munie du crochet de Poisson :
{f, g}(ξ) =< ξ, [Df(ξ), Dg(ξ)]> .
Soit Q un voisinage compact de 0 dans g. On de´signe par Smρ (g
∗), m ∈ R, ρ ∈]0, 1], la
classe de symboles constitue´e par les fonctions p ∈ C∞(g∗) ve´rifiant les estimations :
|Dαp(ξ)| ≤ Cα.(1 + ‖ξ‖
2)
1
2
(m−ρ|α|).
Cet espace, muni des semi-normes Nα de´finies comme e´tant les meilleures constantes Cα
possibles, est un espace de Fre´chet. On de´signera par ASm,Qρ (g
∗) le sous-espace ferme´ de
Smρ (g
∗) des symboles p tels que suppF−1p ⊂ Q, et par ASmρ (g
∗) la re´union des ASm,Qρ (g
∗),
Q parcourant l’ensemble des voisinages compacts de 0 dans g. On rappelle deux re´sultats
de [M1] (Theorem 2.1 et Theorem 4.2) :
Proposition I.1.1 (The´ore`me d’approximation).
Soit Q un voisinage compact de 0 dans g, et soit χ ∈ C∞(g) a` support dans Q telle que
χ = 1 au voisinage de 0. Alors l’ope´rateur TQ sur C∞(g∗) de´fini par :
TQ = F ◦ χ ◦ F−1
est continu de Smρ (g
∗) dans ASm,Qρ (g
∗), et I − TQ est continu de Smρ (g
∗) dans l’espace de
Schwartz S(g∗).
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Proposition I.1.2 (Calcul symbolique).
Soit K un voisinage compact exponentiel de 0 dans g, assez petit pour que (expK)2 soit
l’image diffe´omorphe d’un voisinage K2 de 0 dans g. Alors si ρ > 1
2
il existe un voisinage
compact Q de 0 dans g tel que la loi # de´finie a` partir de la convolution ∗ sur le groupe
par :
exp∗(j
−1
G F
−1p) ◦ exp∗(j
−1
G F
−1q) = exp∗(j
−1
G F
−1(p#q))
s’e´tend en une correspondance biline´aire continue :
ASm1,Qρ (g
∗)×ASm2,Qρ (g
∗) −→ ASm1+m2,Q
2
ρ (g
∗).
De plus on a le de´veloppement asymptotique :
p#q =
N∑
0
Ck(p, q) +RN (p, q)
ou` les Ck sont des ope´rateurs bi-diffe´rentiels avec :
C0(p, q) = pq, C1(p, q) =
i
2{p, q},
les Ck (resp. RN ) e´tant par ailleurs continus de AS
m1,Q
ρ (g
∗)× ASm2,Qρ (g
∗) dans la classe
AS
m1+m2−k(2ρ−1),Q+Q
ρ (g∗) (resp. AS
m1+m2−(N+1)(2ρ−1),(Q+Q)∪Q
2
ρ (g∗)).
Remarque : le the´ore`me n’est pas vrai a priori pour le voisinage compact K lui-meˆme,
contrairement a` ce qui est dit par erreur dans l’e´nonce´ du the´ore`me 4.2 de [M1]. La
de´monstration du lemme III.8 de [M1] ne´cessite en effet un voisinage compact Q plus petit
(voir le lemme A.6 pour la variante avec parame`tre), ce qui n’est nullement restrictif dans
les applications.
On a e´galement une variante a` parame`tre du the´ore`me d’approximation, tire´e de [M2]
(The´ore`me I.2.2) :
Proposition I.1.3 (The´ore`me d’approximation a` parame`tre).
Soit (pλ)λ∈P une famille de symboles, ou` l’ensemble de parame`tres P est coˆne dans un
espace vectoriel norme´ (typiquement, P = R+ ou un secteur de C). On suppose que pλ
appartient a` Smρ (g
∗) pour tout λ, et qu’on a en plus les estimations :
|Dαpλ(ξ)| ≤ Cα(1 + ‖ξ‖
2)
1
2 (m−ρ|α|)(1 + ‖λ‖2)
1
2 (m
′−ρ′|α|)
avec m′ ∈ R et ρ′ > 0. Alors pour tout N ∈ N et tout multi-indice α il existe CN , α telle
que :
|Dα
(
(I − TQ)pλ
)
(ξ) ≤ CN,α(1 + ‖ξ‖
2)−N (1 + ‖λ‖2)−N .
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Le passage du cas P = R+ traite´ dans [M2] au cas ge´ne´ral ci-dessus est imme´diat.
I.2. Une re´solvante approche´e
Soit p ∈ ASm,Qρ (g
∗) avec m > 0, ρ > 12 et Q voisinage compact de 0 dans g satisfaisant
les hypothe`ses de la proposition I.1.2. On suppose que p est elliptique, c’est-a`-dire qu’il
existe R > 0 tel que pour ‖ξ‖ > R on a :
C1(1 + ‖ξ‖
2)
m
2 ≤ |p(ξ)| ≤ C2(1 + ‖ξ‖
2)
m
2 .
Soit P un secteur angulaire de C tel que pour ‖ξ‖ assez grand p(ξ) ne prenne pas ses
valeurs dans un voisinage conique de P. Nous allons construire une parame´trixe pour le
symbole a` parame`tre :
pλ = p− λ, λ ∈ P.
On posera :
Λ(ξ) = (1 + ‖ξ‖2)
1
2 , Λd(ξ, λ) = (1 + ‖ξ‖
2 + |λ|
2
d )
1
2 .
Lemme I.2.1.
On a l’estimation pour |ξ| assez grand :
C1Λm(ξ, λ)
m ≤ |pλ(ξ)| ≤ C2Λm(ξ, λ)
m.
De´monstration. On a l’encadrement :
C1Λm(ξ, λ)
m ≤ Λ(ξ)m + |λ| ≤ C2Λm(ξ, λ)
m.
La majoration vient alors de l’ine´galite´ :
|pλ(ξ)| ≤ C.(Λ(ξ)
m + |λ|).
Pour la minoration, on remarque que les hypothe`ses sur P entraˆınent l’existence d’un ε > 0
tel que |p(ξ)− λ| ≥ ε|p(ξ)| et |p(ξ)− λ| ≥ ε|λ|. Il existe donc C′ telle que :
|pλ(ξ)| ≥ C
′(Λ(ξ)m + |λ|).
•
Lemme I.2.2.
Lorsque p est de plus un symbole polynomial, la famille (pλ) ve´rifie les estimations :
|Dαpλ(ξ)| ≤ CαΛm(ξ, λ)
m−|α|.
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Ce lemme, a` de´monstration imme´diate, est faux si p n’est pas un polynoˆme : il est en
effet crucial que les de´rive´es s’annulent a` partir d’un certain rang. On re´sume les deux
lemmes pre´ce´dents en disant que la famille (pλ)λ∈P appartient a` la classe de symboles a`
parame`tres :
Sm1,m(g
∗,P)
dont la de´finition proce`de directement des estimations du lemme 2, et est elliptique en
tant que famille a` un parame`tre de symboles. En utilisant l’ellipticite´ de pλ et l’expression
explicite des de´rive´es successives de p−1λ on obtient classiquement le lemme suivant :
Lemme I.2.3.
Pour tout λ ∈ P tel que |λ| > R on a les estimations :
|Dα
1
pλ
(ξ)| ≤ Cα.Λm(ξ, λ)
−m−|α|
On se donne plus ge´ne´ralement un re´el d > 0, on pose :
Λd(ξ, λ) = (1 + ‖ξ‖
2 + |λ|
2
d )
1
2
pour ξ ∈ g∗ et λ ∈ P, et on de´finit la classe de symboles a` parame`tre Smρ,d(g
∗,P) comme
l’espace des pλ ve´rifiant les estimations :
|Dαpλ(ξ)| ≤ CαΛd(ξ, λ)
m−ρ|α|
Les semi-normes de´finies par les meilleures constantes Cα possibles munissent cet espace
d’une structure de Fre´chet. On construit aussi les variantes analytiques ASm,Qρ,d et AS
m
ρ,d
de manie`re e´vidente. Nous aurons besoin d’un calcul symbolique a` parame`tre, c’est-a`-dire
d’une version a` parame`tre du the´ore`me I.1.2. La de´monstration, strictement paralle`le a`
celle du the´ore`me 4.2 de [M1], est donne´e en appendice.
Theore`me I.2.4 (calcul symbolique a` parame`tre).
Soit K un voisinage compact exponentiel de 0 dans g, assez petit pour que (expK)2 soit
l’image diffe´omorphe d’un voisinage K2 de 0 dans g. Alors si ρ > 12 il existe un voisinage
compact Q de 0 contenu dans K tel que la loi # s’e´tend en une correspondance biline´aire
continue :
ASm1,Qρ,d (g
∗,P)×ASm2,Qρ,d (g
∗,P) −→ ASm1+m2,Q
2
ρ,d (g
∗,P).
De plus dans le de´veloppement asymptotique :
p#q =
N∑
0
Ck(p, q) +RN (p, q)
les Ck (resp. RN ) sont par ailleurs continus de AS
m1,Q
ρ,d (g
∗,P) × ASm2,Qρ,d (g
∗,P) dans la
classe AS
m1+m2−k(2ρ−1),Q+Q
ρ,d (g
∗,P) (resp. AS
m1+m2−(N+1)(2ρ−1),(Q+Q)∪Q
2
ρ,d (g
∗,P)).
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Soit Q un voisinage compact de 0 dans g assez petit (voir § I.1), soit χ ∈ C∞(g) telle
que χ = 1 au voisinage de 0 et soit, pour λ ∈ P et |λ| > R, le symbole q1λ ∈ AS
m,Q
1 (λ)
de´fini par :
q1λ = T
Q(
1
pλ
).
Lemme I.2.5.
Pour tout N ∈ N et pour tout multi-indice α on a les estimations :
|Dα(q1λ −
1
pλ
)| ≤ Cα,NΛm(ξ, λ)
−N .
De´monstration. Du lemme I.2.3 on tire imme´diatement les estimations :
|Dα
1
pλ
(ξ)| ≤ C.Λ(ξ)−
m
2
−
|α|
2 Λ(λ
1
m )−
m
2
−
|α|
2 .
D’apre`s le the´ore`me d’approximation a` parame`tre (proposition I.1.3) on a donc les esti-
mations :
|Dα
1
pλ
(ξ)| ≤ CN,αΛ(ξ)
−NΛ(λ
1
m )−N
≤ CN,αΛm(ξ, λ)
−N .
•
On de´duit des lemmes I.2.3 et I.2.5 que le symbole a` parame`tre q1λ ve´rifie comme p
−1
λ les
estimations du lemme I.2.3. On supposera, quitte a` rajouter une constante, que pλ 6= 0
pour tout λ ∈ P et pour tout λ de module ≥ r, ce qui permet de construire la re´solvante
sur le secteur P en entier ainsi que sur le disque de rayon r.
Proposition I.2.6.
La famille de symboles :
r1λ = pλ#q
1
λ − 1
appartient a` la classe de symboles a` parame`tre AS−1,Q1,m (g
∗,P)
De´monstration. On e´crit :
r1λ = (pλ#q
1
λ − pλq
1
λ) + (pλq
1
λ − 1),
puis on applique le the´ore`me I.2.4 et le lemme I.2.5.
•
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Quitte a` restreidre suffisamment le compact Q on peut construire une parame´trixe d’ordre
N pour pλ, en posant :
qNλ = q
1
λ#
N−1∑
p=0
(−1)p(rλ)
#p, rNλ = (r
1
λ)
#N .
Il est clair que l’on a :
pλ#q
N
λ = 1 + r
N
λ
avec rNλ ∈ AS
−N,Q
1,m . Un raisonnement standard et un controˆle soigneux des supports des
transforme´es de Fourier inverses ([M2] the´ore`me I.3.6) permet de construire une parame´-
trixe qλ ∈ AS
−m,Q
1,m d’ordre infini, c’est-a`-dire telle que :
rλ = pλ#qλ − 1 ∈
⋂
N
AS−N,Q1,m (g
∗,P).
Un petit calcul classique (voir par exemple [He]) montre que la parame´trixe est bilate`re,
c’est-a`-dire que l’on a e´galement :
r′λ = qλ#pλ − 1 ∈
⋂
N
AS−N,Q1,m (g
∗,P).
Le calcul symbolique, l’approximation analytique TQ et la construction de la parame´trixe
pre´servent l’holomorphie par rapport au parame`tre λ. La re´solvante qλ est donc holomor-
phe en λ.
I.3. Calcul fonctionnel holomorphe
Soit p un symbole polynomial elliptique de degre´ m sur g∗, et soit P un secteur angulaire
de C tel qu’il existe R > 0 tel que p(ξ) /∈ P pour ‖ξ‖ > R. Soit ϕ une fonction holomorphe
sur un voisinage conique ouvert V du comple´mentaire de P dans C− {0} et ve´rifiant :
|ϕ(z)| ≤ C.(1 + |z|2)
s
2
avec s < 0. Si a /∈ P et a > r > 0, et si s < 0 la formule de Cauchy nous permet d’e´crire
pour tout a ∈ C− P :
ϕ(a) =
1
2iπ
∫
Γ
ϕ(λ)
λ− a
dλ,
Γ
O
r|λ|=
P
/2
Figure 1
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ou` Γ ⊂ V est le contour ci-dessus, de´fini de la manie`re suivante : quitte a` faire une rotation
on suppose que le secteur P contient la demi-droite des re´els ne´gatifs. On se donne deux
re´els −π < a < b < π tels que les deux rayons d’argument a et b soient inclus a` la fois dans
V et dans l’inte´rieur de P, et on parcourt Γ en parcourant d’abord le rayon d’argument b
jusqu’au cercle de rayon r2 (avec r < R), puis le cercle de rayon
r
2 dans le sens ne´gatif, puis
le rayon d’argument a en s’e´loignant de l’origine. Compte tenu de la re´solvante approche´e
construite en I.2 on est donc amene´ a` poser :
ϕ
#
◦ p(ξ) = −
1
2iπ
∫
Γ
ϕ(λ)qλ(ξ) dλ.
Cette formule a un sens, la re´solvante qλ construite au § I.2 e´tant de´finie pour tout λ ∈
P ∪B(0, R), donc pour tout λ ∈ Γ.
Proposition I.3.1.
ϕ
#
◦ p appartient a` la classe de symboles :
ASms,Q1 (g
∗).
De´monstration. dans la formule :
Dαϕ
#
◦ p(tξ) = −
1
2iπ
∫
Γ
ϕ(λ)Dαqλ(tξ) dλ
on suppose t ≥ 1 et on effectue le changement de variables λ 7→ t−mλ. Le contour Γ est
change´ en Γt = t
−mΓ et il est clair que pour toute fonction holomorphe sur V son inte´grale
sur Γt est inde´pendante de t. On a donc :
Dαϕ
#
◦ p(tξ) = −
1
2iπ
tm
∫
Γ
ϕ(tmλ)Dαqtmλ(tξ) dλ.
On a donc les estimations :
|Dαϕ
#
◦ p(tξ)| ≤ C.tm
∫
Γ
|tmλ|s(‖tξ‖2 + |tmλ|
2
m )−
1
2
(m+|α|) dλ
≤ C′.tms−|α|
∫
Γ
|λ|s(‖ξ‖2 + |λ|
2
m )−
1
2 (m+|α|) dλ
d’ou` le re´sultat.
•
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Remarque : il est a priori surprenant que ce re´sultat ne fasse pas intervenir les de´rive´es
successives de la fonction holomorphe ϕ. Mais les estimations :
|ϕ(k)(z)| ≤ Ck.(1 + |z|
2)
1
2 (s−k)
que l’on aurait envie d’imposer sont en fait automatiquement ve´rifie´es pour ξ ∈ V. Pour
le voir on part de la formule :
ϕ(k)(tz) =
1
2iπ
∫
Γ
ϕ(ξ)
(ξ − tz)k+1
dξ
et on fait le meˆme changement de variable que dans la de´monstration de la proposition
I.3.1. On obtient donc :
|ϕ(k)(tz)| =
t
2π
∣∣∣∣
∫
Γ
ϕ(tξ)
(tξ − tz)k+1
dξ
∣∣∣∣
≤ C.t
∫
Γ
|tξ|s
|tξ − tz|k+1
dξ
≤ C.ts−k
∫
Γ
|ξ|s
|ξ − z|k+1
dξ.
Proposition I.3.2.
Soient deux fonctions ϕ et ψ holomorphes sur P et ve´rifiant :
|ϕ(z)| ≤ Cα(1 + |z|
2)
m
2 , |ψ(z)| ≤ C′α(1 + |z|
2)
m′
2 .
avec m,m′ < 0. Alors la diffe´rence :
(ϕ
#
◦ p)#(ψ
#
◦ p)− (ϕψ)
#
◦ p
appartient a` l’espace de Schwartz S(g∗).
De´monstration. On conside`re un contour Γ′ tre`s proche de Γ, mais situe´ tout entier du
coˆte´ oppose´ a` P par rapport a` Γ, de´fini en parcourant d’abord le rayon d’argument b − ε
jusqu’au cercle de rayon r, puis le cercle de rayon r dans le sens ne´gatif, puis le rayon
d’argument a + ε en s’e´loignant de l’origine. On choisit ε assez petit pour que les deux
branches de Γ′ soient incluses dans P :
Γ
O
Γ
,
P
Figure 2
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L’inte´grale de´finissant ϕ
#
◦ p ou ψ
#
◦ p est la meˆme en remplac¸ant Γ par Γ′.
Lemme I.3.3.
Soient λ, µ ∈ C avec λ 6= µ et tels que p ne prenne pas ses valeurs en µ et en λ. Alors le
symbole :
rλ,µ = qλ#qµ −
1
λ− µ
(qλ − qµ)
appartient a` S(g∗), et on a les estimations :
|Dαrλ,µ(ξ)| ≤
1
|λ− µ|
CN,αΛ(ξ)
−N ,
les constantes CN,α e´tant inde´pendantes de λ et µ.
De´monstration. C’est une conse´quence imme´diate de la formule :
qλ#qµ =
1
λ− µ
qλ#
(
(p− µ)− (p− λ)
)
#qµ.
•
On a donc graˆce au lemme I.3.3 :
ϕ
#
◦ p#ψ
#
◦ p = −
1
4π2
∫
Γ
∫
Γ′
ϕ(λ)ψ(µ)qλ#qµ dµ dλ
= −
1
4π2
∫
Γ
∫
Γ′
ϕ(λ)ψ(µ)
λ− µ
(qλ − qµ) dµ dλ+ θ,
ou` θ appartient a` l’espace de Schwartz S(g∗). En utilisant la formule de Cauchy pour ψ(λ)
on obtient donc :
ϕ
#
◦ p#ψ
#
◦ p− θ = −
1
2iπ
∫
Γ′
ϕ(λ)ψ(λ)qλ dλ+
1
4π2
∫
Γ′
∫
Γ
ϕ(λ)ψ(µ)
λ− µ
qµdλ dµ.
La premie`re inte´grale est e´gale a` (ϕψ)
#
◦ p et la deuxie`me est nulle. la proposition I.3.2 est
donc de´montre´e.
•
Lemme I.3.4.
si ϕ(z) = z−k, k ∈ N− {0}, le symbole ϕ
#
◦ p− (q0)
#N appartient a` S(g∗).
De´monstration. Compte tenu le la proposition I.3.2 il suffit de de´montrer le lemme pour
N = 1. On a pour ϕ(z) = z−1:
ϕ
#
◦ p = −
1
2iπ
∫
Γ′′
λ−1qλ dλ
ou` Γ′′ est un cercle centre´ a` l’origine, de rayon petit, et parcouru dans le sens ne´gatif. On
a donc ϕ
#
◦ p = q0.
•
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Lorsque l’ordre de croissance s est positif on posera donc :
ϕ
#
◦ p = p#k#
(
(z−kϕ)
#
◦ p
)
.
ou` k est le plus petit entier ≥ −s. Compte tenu du lemme I.3.4 les propositions I.3.2 et
I.3.3 sont encore vraies dans ce cadre. En particulier si on conside`re la famille de fonctions
(ϕa)a∈C de´finie par :
ϕa(z) = z
a
on a la proprie´te´ de groupe approche´e :
ϕa+b
#
◦ p− (ϕa
#
◦ p)#(ϕb
#
◦ p) ∈ S(g∗).
Remarque : Nous n’avons pas pu de´finir ϕ
#
◦ p pour un symbole elliptique non polynomial
dans ASm,Q1 . En effet l’adaptation de la me´thode de Seeley [S] n’est pas possible a` cause
de la ne´cessite´ de couper les hautes fre´quences de la parame´trixe q1λ d’ordre 1, ce qui annule
le gain en de´croissance par rapport au parame`tre que l’on aurait pu obtenir si on avait
pu prendre q1λ = (p − λ)
−1 et non une approximation analytique. Or cette ope´ration est
inutile dans le cas d’une alge`bre de Lie nilpotente (on dispose d’un calcul symbolique avec
les classes de symboles “ordinaires” Smρ (g
∗), ρ > 12 [M3]). On peut donc dans ce cas suivre
[S] et de´finir ϕ
#
◦ p pour un symbole elliptique p ∈ Smρ (g
∗) quelconque.
II. Front d’onde d’un vecteur-distribution
Nous mettons en e´vidence ‘a l’aide du calcul holomorphe de la premie`re partie la
re´gularite´ des ope´rateurs pseudo-diffe´rentiels pW,pi par rapport aux espaces de Sobolev Hspi,
dont la de´finition est rappele´e en II.1. Nous de´finissons alors le front d’onde d’un vecteur-
distribution, et nous dressons une liste de proprie´te´s tout-a`-fait analogues a` celles du front
d’onde d’une distribution. Les techniques employe´es sont standard ([D-H] § 6.1, [T] §
VI.1).
Nous e´tablissons ensuite le lien avec le front d’onde de la repre´sentation, et enfin nous
appliquons cette construction a` l’e´tude des vecteurs C∞ et des vecteurs-distribution de la
restriction de la repre´sentation unitaire a` un sous-groupe ferme´.
II.1. Espaces de Sobolev-Goodman
Soit G un groupe de Lie re´el connexe, g son alge`bre de Lie et g∗ son dual. Soit π une
repre´sentation unitaire de G dans un espace de Hilbert Hpi. Soit H
∞
pi l’espace des vecteurs
C∞ de la repre´sentation, dont le dual H−∞pi constitue l’espace des vecteurs-distribution.
On se donne une base (Xi)i=1,...,n de g, et on conside`re le laplacien positif :
∆ = −
n∑
1
X2i
14
dans l’alge`bre enveloppante U(g). L’ope´rateur non borne´ π(1 + ∆) est positif et essen-
tiellement auto-adjoint [Ne], ce qui permet de de´finir ses puissances fractionnaires graˆce
au the´ore`me spectral.
On de´finit alors l’espace de Sobolev-Goodman Hspi comme le domaine de l’ope´rateur
π(1 + ∆)
s
2 [Go]. L’espace Hspi, inde´pendant du choix de la base, est un espace de Hilbert,
le produit scalaire e´tant donne´ par :
< u, v >s=< π(1 + ∆)
s
2 u, π(1 + ∆)
s
2 v >Hpi .
Dans le cas ou` G = Rn et ou` π est sa repre´sentation re´gulie`re, ces espaces co¨ıncident avec
les espaces de Sobolev usuels Hs(R
n). Les Hspi ve´rifient les proprie´te´s suivantes :
1. Si s ≥ t alors Hspi ⊂ H
t
pi et l’inclusion est continue.
2. Le produit scalaire deHpi s’e´tend en une forme sesquiline´aire continue : H
−s
pi ×H
s
pi −→ C,
et de ce fait H−spi s’identifie au dual de H
s
pi.
3. L’espace des vecteurs-distribution H−∞pi est la limite inductive des H
s
pi lorsque s→ −∞,
et H∞pi est la limite projective des H
s
pi lorsque s→ +∞.
II.2. Ope´rateurs pseudo-diffe´rentiels sur les espaces de repre´sentations
On reprend les notations du § I. On associe [M2] a` tout symbole p ∈ ASmρ (g
∗)
l’ope´rateur de symbole de Weyl p dans l’espace de la repre´sentation π, de´fini sur H∞pi
par :
pW,piu =
∫
g
F−1p(x)π(expx) dx.
Cet ope´rateur est en ge´ne´ral non borne´ lorsque m > 0, mais re´gularisant (c’est-a`-dire qu’il
transforme tout vecteur en vecteur C∞) lorsque p appartient a` l’espace de Schwartz S(g∗).
On rappelle [M2] que lorsque p ∈ ASm1,Qρ et q ∈ AS
m2,Q
ρ avec ρ >
1
2 et Q assez petit, le
produit p#q est bien de´fini et on a :
pW,pi ◦ qW,pi = (p#q)W,pi.
Proposition II.2.1.
Soit p ∈ ASm,Qρ (g
∗) avec ρ > 1
2
et Q assez petit. Alors pW,pi s’e´tend en un ope´rateur
continu de Hspi dans H
s−m
pi .
De´monstration. Soit L(ξ) = 1 +
∑n
1 < ξ, Xj >
2. C’est un symbole polynomial elliptique
d’ordre 2, et l’ope´rateur LW,pi est e´gal a` π(1 +∆). Soit qλ une re´solvante approche´e de L.
On applique le calcul fonctionnel du § I.3 a` L, de sorte que si l’on pose :
ps = ϕ
#
◦ p avec ϕ(z) = z
s
2
l’ope´rateur LW,pis − (L
W,pi)
s
2 est re´gularisant. On voit ceci en comparant les deux expres-
sions :
LW,pis = −
1
2iπ
∫
Γ
λ
s
2 qW,piλ dλ
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et
(LW,pi)
s
2 = −
1
2iπ
∫
Γ
λ
s
2 (LW,pi − λI)−1 dλ,
la deuxie`me expression ayant un sens si le rayon r choisi pour la construction du contour
Γ est assez petit. En particulier LW,pis est continu de H
t
pi dans H
t−s
pi pour tout t.
Lemme II.2.2.
Pour tout symbole p d’ordre 0 et pour tout re´el s l’ope´rateur pW,pi est continu de Hspi dans
Hspi.
De´monstration. On commence par montrer le lemme pour 0 ≤ s ≤ 1. Soit u ∈ H∞pi . Les
ope´rateurs pW,pi et (Ls#p− p#Ls)
W,pi e´tant continus de H0pi dans H
0
pi on a les estimations
suivantes :
‖pW,piu‖s ≤ C.‖L
W,pi
s p
W,piu‖0
≤ C′.
(
‖pW,piLW,pis u‖0 + ‖(Ls#p− p#Ls)
W,piu‖0
)
≤ C′′‖LW,pis u‖0 + C
′′′‖u‖0
≤ C′′′′‖u‖s.
Re´ite´rant l’argument pre´ce´dent en remplac¸ant H0pi par H
1
pi on de´montre le lemme pour
1 ≤ s ≤ 2, puis de proche en proche pour tout s ≥ 0. Un simple argument de dualite´
permet alors d’e´tendre le re´sultat pour s ≤ 0.
•
On finit la de´monstration de la proposition en remarquant que si p est d’ordre m le
symbole L−m#p est d’ordre 0, ce qui implique [M2 corollaire I.4.2] que L
W,pi
−m ◦ p
W,pi est
borne´ de Hpi dans Hpi. D’apre`s le lemme II.2.2 cet ope´rateur L
W,pi
−m ◦ p
W,pi est borne´ de
Hspi dans H
s
pi pour tout s, donc L
W,pi
m L
W,pi
−m p
W,pi est continu de Hspi dans H
s−m
pi . Comme
l’ope´rateur LW,pim L
W,pi
−m est e´gal a` l’identite´ modulo un ope´rateur re´gularisant, ceci termine
la de´monstration de la proposition II.2.1.
•
Remarque : Nous avons exprime´ les puissances fractionnaires de LW,pi a` l’aide d’une
inte´grale sur le contour Γ, ce qui est possible parce que LW,pi est auto-adjoint et LW,pi − I
est positif. Il est possible de faire de meˆme en remplac¸ant L par n’importe quel symbole
p elliptique ve´rifiant les conditions du § I.3, a` condition que la re´solvante soit compacte
(ce qui est le cas si la repre´sentation est fortement trac¸able, voir par exemple [Hw], [M4]).
En effet dans ce cas le spectre de pW,pi est discret, son intersection avec P est borne´e donc
finie, il est donc possible de choisir un contour Γ qui e´vite le spectre (voir [Shu § 9]). On
de´finit ainsi ϕ(pW,pi) pour toute fonction ϕ holomorphe dans le secteur P, et en refaisant
le calcul de la proposition I.3.2 on montre que pour deux fonctions holomorphes ϕ et ψ
dans P on a :
ϕ(pW,pi) ◦ ψ(pW,pi) = (ϕψ)(pW,pi).
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II.3. De´finition et premie`res proprie´te´s du front d’onde
Soit p ∈ AS0ρ(g
∗) un symbole d’ordre ze´ro. On appelle ensemble caracte´ristique de p
le coˆne de´fini par :
char p = {ξ ∈ g∗/ lim inf
t→+∞
p(tξ) = 0}.
On montre facilement que si ρ = 1 ce coˆne est ferme´. On appelle front d’onde d’un
vecteur-distribution u le coˆne ferme´ de g∗ de´fini par :
WF (u) =
⋂
p∈AS0
1
(g∗)
pW,piu∈H∞pi
char p.
Le front d’onde d’ordre s du vecteur-distribution u est quant a` lui de´fini pour tout re´el s
par :
WFs(u) =
⋂
p∈AS0
1
(g∗)
pW,piu∈Hspi
char p.
Les WFs(u) forment une famille croissante de coˆnes ferme´s dont la re´union est le front
d’onde WF (u). Par ailleurs pour tout g ∈ G on a la relation de covariance :
π(g) ◦ pW,pi ◦ π(g)−1 = (Ad∗ g.p)W,pi,
qui implique que WF (u) et WFs(u) sont covariants sous l’action coadjointe de G dans g
∗ :
pour tout g ∈ G on a :
WF (π(g)u) = Ad∗ g.WF (u)
et de meˆme pour le front d’onde d’ordre s.
Le front d’onde de´fini ci-dessus ve´rifie quelques proprie´te´s tout a` fait similaires a`
celles ve´rifie´es par le front d’onde d’une distribution. Rappelons [T § VI.1] qu’un symbole
p ∈ Sm1 (g
∗) est d’ordre −∞ sur un coˆne ouvert U si pour tout coˆne ferme´ K contenu dans
U , pour tout N ∈ N et pour tout multi-indice α il existe une constante CN,α,K telle que
pour tout ξ ∈ K :
|Dαp (ξ)| ≤ CN,α,KΛ(ξ)
−N .
Le support essentiel ES(p) d’un symbole p ∈ Sm1 (g
∗) est le plus petit coˆne ferme´ de g∗−{0}
tel que p soit d’ordre −∞ sur son comple´mentaire. Le de´veloppement asymptotique du
produit # en ope´rateurs bi-diffe´rentiels entraˆıne l’inclusion :
ES(p#q) ⊂ ES(p) ∩ES(q).
Les deux propositions suivantes re´sument les proprie´te´s essentielles du front d’onde. La
de´monstration, laisse´e au lecteur, est strictement paralle`le a` celle donne´e dans [T § VI.1]
dans le cas du front d’onde d’une distribution. L’ingre´dient essentiel est l’existence d’une
parame´trixe pour les symboles elliptiques.
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Proposition II.3.1.
Pour tout coˆne ferme´ C tel que WF (u) ∩ C = ∅ il existe un symbole q = 1 + a avec
ES(a) ∩ C = ∅, tel que :
qW,piu ∈ H∞pi .
Proposition II.3.2.
Soit u ∈ H−∞pi et soit p un symbole dans AS
m,Q
1 (g
∗), avec Q assez petit. Alors :
1) Si ES(p) ∩WF (u) = ∅ alors pW,piu ∈ H∞pi .
2) WF (pW,piu) ⊂ WF (u) ∩ ES(p).
3) WF (u) ⊂WF (pW,piu) ∪ char p.
4) Si p est elliptique, WF (pW,piu) =WF (u).
Le front d’onde d’ordre s admet e´galement la caracte´risation suivante :
Proposition II.3.3.
Soit ξ ∈ g∗ − {0}. Alors ξ /∈ WFs(u) si et seulement si on peut e´crire u = u1 + u2 avec
u1 ∈ H
s
pi et ξ /∈WF (u).
De´monstration. Si u admet la de´composition ci-dessus il est clair que ξ /∈ WFs(u).
Re´ciproquement si ξ /∈ WFs(u) il existe un symbole p d’ordre ze´ro tel que p
W,piu ∈ Hspi
et ξ /∈ char p. Il existe donc un voisinage conique ferme´ C de ξ tel que p soit C-elliptique
d’ordre ze´ro, c’est-a`-dire ve´rifiant :
C1 ≤ |p(η)| ≤ C2
pour η ∈ C et ‖η‖ assez grand. La construction de la parame´trixe (voir [He], [Hr1], [M2
prop. I.3.6] et aussi la de´monstration de la proposition I.2.6) se restreint sans difficulte´
au coˆne C : on part d’un symbole q1 d’ordre ze´ro co¨ıncidant avec 1/p sur C ∩ {‖η‖ ≥ R},
convenablement ampute´ de ses hautes fre´quences. La construction de [M2 prop. I.3.6] (que
nous reprenons dans la de´monstration de la proposition I.2.6 dans le cas d’un symbole avec
parame`tre) aboutit a` l’existence d’un symbole q d’ordre ze´ro tel que :
q#p = 1 + r
avec ES(r) ∩ C′ = ∅ pour tout coˆne ouvert C′ ⊂ C. On pose alors :
u1 = q
W,pipW,piu et u2 = r
W,piu.
D’apre`s la proposition II.2.1 u1 appartient a` H
s
pi, et d’apre`s la proposition II.3.2 ξ n’appar-
tient pas a` WF (u2).
•
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II.4. Une autre caracte´risation du front d’onde
Proposition II.4.1.
Soit u ∈ H∞pi , et soit Tu la distribution sur G a` valeurs dans Hpi de´finie par :
Tu = π(.)u.
Alors le front d’onde de u est e´gal a` l’oppose´ du front d’onde en l’e´le´ment neutre de la
distribution Tu.
De´monstration. Les vecteurs C∞ sont caracte´rise´s de la fac¸on suivante :
Lemme II.4.2.
Pour tout p ∈ ASQ(g∗), pour tout u ∈ H∞pi et pour tout N ∈ N on a :
‖pW,piη u‖ ≤ CN‖η‖
−N ,
avec pη = p(η + .).
De´monstration. Si u appartient a` H∞pi la fonction ψ : x 7→ F
−1p(x)π(expx)u est C∞ a`
support compact, donc sa transforme´e de Fourier ψ̂ est a` de´croissance rapide sur g∗. Or
un petit calcul facile donne :
ψ̂(ξ) = pW,piξ u.
•
Fin de la de´monstration de la proposition II.4.1 : D’apre`s la proposition II.3.1 un ξ ∈
g∗ − {0} est hors de WF (u) si et seulement s’il existe un voisinage conique Vξ de ξ et un
symbole q = 1 + a avec ES(a) ∩ Vξ = ∅, tels que :
qW,piu ∈ H∞pi .
On peut supposer que Vξ est convexe. Soit maintenant P un coˆne ferme´ contenu dans
Vξ. Pour tout η ∈ P le symbole qη = 1 + aη ve´rifie q
W,pi
η u ∈ H
∞
pi , et le support essentiel
du symbole a` parame`tre aη ne rencontre pas Vξ. Le support essentiel de r−η est quant
a` lui contenu dans Vξ. Les supports des transforme´es de Fourier inverses de r−η et aη
sont inde´pendants de η. Supposant ces supports assez petits on peut conside´rer le produit
r−η#aη. Conside´rant le de´veloppement du produit # en ope´rateurs bi-diffe´rentiels ainsi
que l’expression explicite du reste donne´e en appendice on montre :
r−η#aη ∈ AS
−∞(g∗,P).
On en de´duit que rW,pi−η a
W,pi
η u est a` de´croissance rapide en η, et donc finalement que r
W,pi
−η u
est aussi a` de´croissance rapide en η ∈ P, et ce pour tout r ∈ AS(g∗), ce qui veut dire que
ξ n’appartient pas a` −WF (Tu). L’inclusion re´ciproque, laisse´e au lecteur, se de´montre en
remontant le raisonnement.
•
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Il nous reste a` comparer le front d’onde d’un vecteur-distribution avec le front d’onde
d’une repre´sentation tel qu’il a e´te´ de´fini par R. Howe [Hw]. Le front d’onde WFpi de
la repre´sentation π est une partie conique ferme´e de T ∗G − {0} invariante par transla-
tion a` gauche et a` droite. Il est donc entie`rement de´termine´ par son intersection WF epi
avec l’espace cotangent en l’e´le´ment neutre, qui est un coˆne ferme´ Ad∗G-invariant de
g∗. Le crite`re vii) du the´ore`me 1.4 de [Hw] montre que WF epi est le front d’onde en e
de la distribution π(.) a` valeurs ope´rateurs. L’analogue de la proposition II.4.1, dont la
de´monstration est identique, nous donne une de´finition alternative pour le front d’onde
d’une repre´sentation unitaire :
Proposition II.4.3.
WF epi = −
⋂
p∈AS0
1
(g∗)
pW,pire´gularisant
char p.
En corollaire imme´diat nous avons l’inclusion :
WF (u) ⊂ −WF epi
pour tout vecteur-distribution u, et plus pre´cise´ment :
WF epi = −
⋃
u∈H−∞pi
WF (u).
Soit maintenant u ∈ H−∞pi , soit ϕ une distribution a` support compact sur G, et soit
π(ϕ) l’ope´rateur (non borne´) qu’elle de´finit sur l’espace Hpi . Le domaine de π(ϕ) contient
H∞pi . A quelle condition le vecteur π(ϕ)u est-il un vecteur C
∞?
La re´ponse a` cette question est un analogue du the´ore`me III.7 de [M4] pour un vecteur-
distribution : de´signons par WF(u) la plus petite partie conique ferme´e de T ∗G − {0}
invariante par translation a` gauche et a` droite contenant WF (u).
Proposition II.4.4.
Supposons que Hpi soit un espace de Hilbert se´parable. Soit u ∈ H
−∞
pi . Alors pour toute
distribution ϕ ∈ E ′(G) telle que :
WF (ϕ) ∩WF(u) = ∅,
on a :
π(ϕ)u ∈ H∞pi .
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De´monstration. comme la convolution par un e´le´ment de l’alge`bre enveloppante respecte
le front d’onde, il suffit de montrer que π(ϕ)u appartient a` Hpi pour toute distribution
ϕ ∈ E ′(G) ve´rifiant les conditions du the´ore`me. On proce`de alors comme pour le the´ore`me
III.4 de [M4]. On remarque d’abord (cf [M4], prop. III.2 et corollaire III.3) que le front
d’onde de la convole´e ϕ∗ ∗ϕ ne rencontre pas WF(u). Pour tout v ∈ H−∞pi le front d’onde
du coefficient-distribution :
Cu,v =< π(.)u, v >
est contenu dans −WF(u). C’est en particulier vrai pour le coefficient-distribution diago-
nal Cu,u.
De´signons par pt le noyau de la chaleur sur le groupe G. Lorsque t tend vers 0 la
quantite´ ‖π(pt)π(ϕ)u‖
2
2 converge en croissant vers ℓ =< (ϕ
∗ ∗ ϕ).Cu,u, 1 >, la condition
sur les fronts d’onde rendant licite le produit des deux distributions. Par ailleurs si (ei)
de´signe une base orthonorme´e de Hpi forme´e de vecteurs C
∞, on a :
‖π(pt)π(ϕ)u‖
2
2 =
∑
i
| < u, π(pt)π(ϕ
∗)ei > |
2.
Il re´sulte du the´ore`me de convergence monotone que la somme :
∑
i
| < u, π(ϕ∗)ei > |
2 =
∑
i
| < π(ϕ)u, ei > |2
converge vers la limite finie ℓ ci-dessus, ce qui veut dire que u appartient a` Hpi.
•
II.5. Restrictions
Soit G un groupe de Lie connexe, π une repre´sentation unitaire de G et H un sous-
groupe ferme´ de G. On note comme pre´ce´demment H∞pi , H
−∞
pi et H
s
pi l’espace des vecteurs
C∞, des vecteurs-distribution et de Sobolev-Goodman respectivement, pour la repre´senta-
tion π. On note H∞pi|H
, H−∞pi|H
et Hspi|H
les espaces analogues relativement a` la restriction de
π au sous-groupe H.
Soit (X1, . . . , Xm) une base de l’alge`bre de Lie h du sous-groupe H, que l’on comple`te
en une base X1, . . . , Xn de l’alge`bre de Lie g de G. Conside´rant les laplaciens respectifs
∆G = −(X
2
1 + · · ·+X
2
n) et ∆H = −(X
2
1 + · · ·+X
2
m) du groupe G et du sous-groupe H,
l’espace Hspi (resp. H
s
pi|H
) est le domaine de l’ope´rateur π(1 + ∆G)
s (resp. π(1 + ∆H)
s).
On a donc les inclusions suivantes :
Proposition II.5.1.
H∞pi ⊂ H
∞
pi|H
H−∞pi|H
⊂ H−∞pi
Hspi ⊂ H
s
pi|H
si s ≥ 0 Hspi|H
⊂ Hspi si s ≤ 0
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On peut se demander inversement a` quelle condition un vecteur C∞ pour π∣∣
H
est un
vecteur C∞ pour π, et a` quelle condition un vecteur-distribution pour π est un vecteur-
distribution pour la restriction π∣∣
H
:
Theore`me II.5.2.
1). Soit u ∈ H∞pi|H
. Conside´rant alors u comme un vecteur-distribution de π on a l’inclusion :
WF (u) ⊂ h⊥.
2). Soit v ∈ H−∞pi . Alors si WF (v) ∩ h
⊥ = ∅ le vecteur-distribution v est un vecteur-
distribution pour la restriction π∣∣
H
.
De´monstration. Soit ξ /∈ h⊥. Alors il existe un voisinage conique V de ξ tel que le symbole
polynomial q(ξ) = 1 + ξ21 + · · ·+ ξ
2
m soit V-elliptique d’ordre 2, c’est-a`-dire qu’il ve´rifie :
C1Λ(ξ)
2 ≤ q(ξ) ≤ C2Λ(ξ)
2
pour tout ξ ∈ V. Pour tout entier positif k le symbole q#k est alors V-elliptique d’ordre
2k. Il existe donc un symbole sk tel que ES(sk) ∩ V = ∅ et tel que :
q#k = rk + sk
ou` rk est elliptique d’ordre 2k. Soit r−k une parame´trixe pour rk. Soit u ∈ H
∞
pi|H
. On a
alors :
rW,pi−k (q
#k)W,piu = (r−k#rk)
W,piu+ (r−k#sk)
W,piu,
soit encore :
u = −(r−k#sk)
W,piu+ rW,pi−k (q
#k)W,piu+ (1− r−k#rk)
W,piu.
ξ n’appartient pas au front d’onde du premier terme graˆce au 2) de la proposition II.3.1,
le deuxie`me terme appartient a` H2kpi graˆce a` la proposition II.2.1 et graˆce au fait que
(q#k)W,piu appartient a` Hpi pour tout k, et enfin le troisie`me terme appartient a` H
∞
pi par
de´finition d’une parame´trixe. On a donc :
u = u1 + u2
ou` ξ /∈ WF (u1) et u2 ∈ H2k, ce qui e´quivaut au fait (cf prop. II.3.3) que ξ n’appartient
pas a` WF2k(u). Ceci e´tant vrai pour tout k on en de´duit le 1) du the´ore`me.
Pour de´montrer le 2) on conside`re un v ∈ H−∞pi tel que WF (v) ∩ h
⊥ = ∅. D’apre`s la
proposition II.3.1 il existe alors un symbole p = 1+r avec pW,piv ∈ H∞pi et ES(r)∩h
⊥ = ∅.
Pour tout entier k ≥ 0 on conside`re alors une parame´trixe δk pour le symbole (1 + ξ
2
1 +
· · ·+ ξ2m)
#k vu comme elliptique sur h∗, et on en fait un symbole sur g∗ en posant :
εk(ξ) = δk(ξ + h
⊥)
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moyennant l’identification de h∗ avec g∗/h⊥. On voit alors que εk#r est un symbole
d’ordre −2k sur g∗, et donc d’apre`s la proposition II.2.1 (1−∆H)
−krW,pi envoie Hspi dans
Hs+2kpi . On e´crit alors :
δW,pik v = δ
W,pi
k p
W,piv − (δk#r)
W,piv
d’ou` finalement, si v appartient a` Hspi on a :
(1−∆H)
−kv ∈ Hs+2kpi .
d’ou` (1 − ∆H)
−kv ∈ Hpi pour k assez grand, ce qui veut dire que v est un vecteur-
distribution pour la restriction π∣∣
H
.
III. Propagation des singularite´s
III.1. Symboles classiques
On de´signe par Clm(g∗) la classe des symboles classiques d’ordre m, c’est-a`-dire qui
admettent un de´veloppement asymptotique :
p ≃ pm + pm−1 + · · ·
ou` pm−j est positivement homoge`ne de degre´ m− j. On note ACl
m,Q et AClm les inter-
sections Clm ∩ASm,Q1 et Cl
m ∩ASm1 respectivement. D’apre`s le the´ore`me d’approximation
il existe pour tout p ∈ Clm un symbole p˜ dans AClm,Q ayant le meˆme de´veloppement
asymptotique que p. On appelle symbole principal le terme positivement homoge`ne de
plus haut degre´.
III.2. Une forme faible de l’ine´galite´ de G˚arding pre´cise´e
On peut e´tablir une ine´galite´ de G˚arding qui s’e´nonce ainsi : lorsque p est un symbole
hypoelliptique positif il existe une constante C telle que pW,pi+CI soit un ope´rateur positif
[M2 prop. I.4.1]. Lorsque p est seulement suppose´ positif sans hypothe`se d’hypoellipticite´
un substitut possible est une forme faible de l’ine´galite´ de G˚arding pre´cise´e :
Theore`me III.2.1.
Soit p ∈ ASm,Qρ (g
∗) avec ρ > 12 et Q assez petit. On suppose p(ξ) ≥ 0 pour tout ξ ∈ g
∗.
Alors pour tout ε > 0 il existe une constante Cε telle que pour tout u ∈ H
∞
pi :
< pW,piu, u >≥ −Cε‖u‖
2
m−(ρ−1/2−ε)
2
.
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De´monstration. On se rame`ne a` l’ine´galite´ de G˚arding simple de la fac¸on suivante : soit
m0 = m− (ρ−
1
2
− ε). On suppose ε ≤ ρ− 1
2
, de sorte que m0 ≤ m. On pose :
p˜m0(ξ) = p(ξ) + Λ(ξ)
m0
et pose pm0 = T
Q(p˜m0) (cf § I.1). On a l’encadrement :
C1Λ(ξ)
m0 ≤ pm0(ξ) ≤ C2Λ(ξ)
m,
et les estimations :
|Dαpm0(ξ)| ≤ C
′
αΛ(ξ)
(ρ−m+m0)|α|
ce qui veut dire que pm0 est un symbole hypoelliptique appartenant a` la classe :
AHSm,m0,Qδ (g
∗)
avec δ = ρ−m+m0 =
1
2 + ε. Il existe donc [M2 prop. I.3.7] une racine carre´e approche´e
qm0 ∈ AHS
m/2,m0/2,Q
δ telle que :
qm0#qm0 = pm0 + rm0
avec rm0 ∈ S(g
∗). On en de´duit :
< pW,pim0 u, u >≥< r
W,pi
m0
u, u >,
d’ou` finalement :
< pW,piu, u > =< pW,pim0 u, u > + < (Λ
m0)W,piu, u >
≥ Cm0‖u‖
2
m0/2
+ C′m0,s‖u‖
2
s
d’apre`s la proposition II.2.1. Posant s = m0/2 on a donc le re´sultat.
•
III.3. The´ore`me de propagation des singularite´s
On rappelle qu’une bicaracte´ristique d’une fonction a ∈ C∞(g∗) est une courbe
inte´grale du champ hamiltonien Ha. Comme on a :
Ha.a = {a, a} = 0,
la fonction a est constante le long de ses bicaracte´ristiques. Une bicaracte´ristique nulle est
une bicaracte´ristique sur laquelle la fonction a s’annule.
Nous pouvons maintenant e´noncer le re´sultat principal, dont la de´monstration occu-
pera le reste du paragraphe :
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Theore`me III.3.1 (Propagation des singularite´s).
Soit p ∈ AClm(g∗), soit a la partie re´elle du symbole principal pm de p. On se donne un
segment γ : [t0, t1]→ g
∗−{0} de bicaracte´ristique nulle pour a, et on suppose que la partie
imaginaire de pm est positive sur un voisinage de γ.
Soit u un vecteur-distribution tel queWFs(p
W,piu)∩γ = ∅. Alors pour tout δ ∈]0, 1/2[,
si γ(t1) /∈WFs+m−δ(u) on a : WFs+m−δ(u) ∩ γ = ∅.
De´monstration. Nous suivons de pre`s la de´monstration de M.E. Taylor [T. § VI.2] pour
une distribution sur une varie´te´. La seule diffe´rence notable est la ne´cessite´ de se limiter
a` δ < 1/2 dans notre contexte, alors que l’on peut prendre δ = 1 dans le cas d’une
distribution. Cette restriction est de´ja` pre´sente dans la forme faible de l’ine´galite´ de
G˚arding pre´cise´e (The´ore`me II.4.1), et provient en de´finitive de la restriction “ρ > 1/2”
dans le calcul symbolique.
On peut se ramener au cas ou` m = δ : pour ce faire on multiplie pW,pi a` gauche par
un ope´rateurs eW,pi ou` e est re´el elliptique d’ordre δ−m. Le symbole principal de e#p est
eδ−mpm, sa partie re´elle est aem, et il est facile de voir que les bicaracte´ristiques de a et
de apm sont les meˆmes.
On suppose donc p d’ordre δ. Par ailleurs si le the´ore`me est de´montre´ pour une valeur
particulie`re de s on l’obtient pour les autres valeurs en appliquant a` u un ope´rateur qW,pi
avec q elliptique d’ordre bien choisi. Dans la de´monstration on peut donc supposer que s
est tel que u ∈ H
s−δ/2
pi .
Soit donc γ : [t0, t1]→ g
∗−{0} un segment de bicaracte´ristique nulle pour a = Re pδ,
soit C un voisinage conique de γ, et soit M une partie borne´e de ASs1(g
∗) constitue´e de
symboles de ASs−δ1 (g
∗) a` valeurs re´elles, d’ordre s − δ, et dont le support essentiel est
contenu dans C. On conside`re la de´composition :
p = a+ ib
avec b ≥ 0 sur C.
Lemme III.3.2.
Il existe deux constantes C1 et C2 telles que pour tout c ∈M on a l’encadrement :
1
2
< {a, c2}W,piu, u > −C1‖c
W,piu‖2 ≤ Im < cW,pipW,piu, cW,piu > +C2 ≤ C2+
+
1
2
(‖cW,piu‖2 + ‖cW,pipW,piu‖2).
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De´monstration. La seconde ine´galite´ est imme´diate. Pour la premie`re on e´crit :
Im < cW,pipW,piu, cW,piu > = Re < bW,picW,piu, cW,piu >
+Re < [cW,pi, bW,pi]u, cW,piu >
+ Im < [cW,pi, aW,pi]u, cW,piu >,
et on minore successivement les trois termes du membre de droite. Comme b ≥ 0 sur C,
l’application de l’ine´galite´ de G˚arding pre´cise´e (the´ore`me II.4.1) avec ε = 1/2 − δ donne
pour le premier terme :
< bW,picW,piu, cW,piu >≥ −C.‖cW,piu‖2
ou` la constante C ne de´pend pas de c ∈ M. Pour la minoration du deuxie`me terme on
e´crit :
< [cW,pi, bWpi]u, cW,piu >=< cW,pi[cW,pi, bWpi]u, u > .
Le symbole principal de l’ope´rateur cW,pi[cW,pi, bWpi] est ic{c, b} qui est purement imaginaire
et d’ordre 2s−δ−1. Compte tenu des proprie´te´s du calcul symbolique le symbole principal
de la partie re´elle est donc d’ordre 2s − δ − 2. L’ope´rateur cW,pi[cW,pi, bWpi] envoie donc
continuˆment H
s−δ/2
pi dansH−s+2+δ/2, et d’apre`s les hypothe`ses surM on a les estimations :
‖cW,pi[cW,pi, bWpi]u‖
−s+2−
3δ
2
≤ C‖u‖
s−
δ
2
ou` C la constante C est inde´pendante de c ∈M. Comme δ < 1/2 on a a fortiori :
‖cW,pi[cW,pi, bWpi]u‖
−s+
δ
2
≤ C‖u‖
s−
δ
2
.
On en de´duit donc une minoration pour le deuxie`me terme :
Re < [cW,pi, bW,pi]u, cW,piu >≥ −C′′
ou` C′′ est inde´pendante de c ∈ M. Enfin pour le troisie`me terme on remarque que le
symbole principal de l’ope´rateur cW,pi[cW,pi, aWpi] est ic{c, a} = i2{c
2, a} qui est d’ordre
2s− δ − 1, et que l’ope´rateur cW,pi[cW,pi, aWpi]− ic{c, a}W,pi est d’ordre 2s− δ − 2. Par un
raisonnement analogue on obtient la minoration :
Im < [cW,pi, aW,pi]u, cW,piu >≥
1
2
< {a, c2}W,piu, u > −C′′′
ou` la constante C′′′ est inde´pendante de c ∈ M. Re´unissant les trois minorations on en
de´duit le lemme.
•
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Lemme III.3.3.
Soit e = {a, c2} − (2C1 + 1)c
2 ou` C1 est la constante donne´e par le lemme III.2.2. Alors il
existe une constante C3 inde´pendante de c ∈ M telle que :
Re < eW,piu, u >≤ C3.
De´monstration. Cela de´coule facilement du fait que l’ensemble {cW,pipW,piu, c ∈ M} est
borne´ dans H0pi.
•
Nous allons maintenant construire une famille M particulie`re ve´rifiant les proprie´te´s de-
mande´es. Nous aurons pour cela besoin du lemme suivant :
Lemme III.3.4.
Supposons que le champ hamiltonien Ha soit non radial en γ(t0). Soit U un voisinage
conique de γ(t1). Alors il existe trois symboles c, a0, a1 tels que :
1) c est positivement homoge`ne de degre´ s, a son support dans C, et c(ξ) ≤ 0 pour tout
ξ ∈ g∗ − {0}.
2) {a, c} ≥ 0 sur C\U et {a, c} > 0 sur γ\U .
3) a0 ∈ S
0
1(g
∗) et {a, a0} = 1 sur un voisinage de γ.
4) a1 ∈ S
1
1(g
∗) et {a, a1} ne s’annule pas sur γ.
De´monstration. Remarquons tour d’abord que si le hamiltonien Ha est radial en γ(t0),
alors par homoge´ne´ite´ de Ha la bicaracte´ristique passant par γ(t0) est elle aussi radiale.
Comme les fronts d’onde sont par de´finition coniques le the´ore`me III.3.1 est trivial dans
ce cas-la`.
Supposons donc le champ hamiltonien Ha non radial en γ(t0). Il existe alors une
hypersurface conique Ω ⊂ g∗−{0} passant par γ(t0) et transverse a` a` Ha dans un voisinage
conique de γ(t0). Soit g ∈ C
∞(g∗ − {0}), positive, positivement homoge`ne de degre´ s, et
telle que g
(
γ(t0)
)
> 0. On re´sout alors l’e´quation de transport :
Ha.c = g
c∣∣
Ω
= 0.
ce qui nous donne un symbole c positivement homoge`ne de degre´ s et tel que {a, c} > 0
sur γ. Quitte a` le tronquer on obtient facilement un symbole c ve´rifiant les conditions 1
et 2 du lemme. La construction de a0 et a1 se fait de manie`re analogue.
•
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Fin de la de´monstration du the´ore`me : on de´finit la famille M par :
M = {TQcλ,ε, 0 < ε ≤ 1}
ou` λ est un re´el a` fixer ulte´rieurement et TQ est l’ope´rateur de re´gularisation du § I.1. Le
symbole cλ,ε est quant a` lui de´fini par :
cλ,ε(ξ) = c(ξ)e
λa0(ξ)
(
1 + ε2a21(ξ)
)−12 .
On pose e´galement :
eλ,ε = {a, c
2
λ,ε} − (2C1 − 1)c
2
λ,ε
=
(
{a, c2}+ (2λ− 2C1 − 1)c
2
)
e2λa0(1 + ε2a21)
−1.
Fixons λ ≥ 1
2
(2C1+1). Le symbole
(
{a, c2}+(λ−2C1−1)c
2
)
eλa0 est d’ordre 2s, positif sur
C\U et strictement positif sur γ\U . Il existe donc q et r symboles positivement homoge`nes
d’ordre s positifs sur C avec supp q ⊂ U et r > 0 sur C tels que :
r2 ≤
(
{a, c2}+ (λ− 2C1 − 1)c
2
)
eλa0 + q2,
ce qui s’e´crit encore :
q2ε + eλ,ε − r
2
ε ≥ 0,
avec rε = r(1 + εa
2
1)
−1/2 et qε = q(1 + εa
2
1)
−1/2.
L’ine´galite´ de G˚arding pre´cise´e (The´ore`me II.4.1) s’applique au TQ(q2ε +eλ,ε− r
2
ε) qui
est positif a` un e´le´ment de S(g∗) pre`s. On a donc :
< r˜2ε
W,pi
u, u >≤< e˜W,piλ,ε u, u > + < q˜
2
ε
W,pi
u, u > +C4,
(le tilde sur un symbole signifie qu’on lui applique l’ope´rateur de re´gularisation TQ) d’ou`
on tire facilement :
‖r˜εu‖
2
0 ≤< e˜
W,pi
λ,ε uu > +‖q˜ε
W,pi‖20 + C4
≤ C5.
Les constantes C4 et C5 sont inde´pendantes de ε. En faisant tendre ε vers ze´ro on a donc :
‖r˜W,piu‖20 ≤ C5
avec un symbole r˜ qui est C-elliptique, c’est-a`-dire qui ve´rifie :
C′Λ(ξ)s ≤ r˜(ξ) ≤ C′′Λ(ξ)s
pour ‖ξ‖ assez grand. Il existe donc (cf. la de´monstration de la proposition II.3.2) un
symbole a d’ordre −s tel que :
a#r˜ = 1 + b
avec ES(b) ∩ C = ∅. On a donc la de´composition :
u = aW,pirW,piu− bW,piu
avec aW,pirW,piu ∈ Hspi et γ ∩WF (b
W,piu) = ∅. D’apre`s la proposition II.3.2 ceci implique
que WFs(u) ne rencontre pas γ.
•
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Si le symbole principal pm est re´el on peut inverser la direction du temps. Au vu de
l’e´galite´ :
WF (u)\WF (pW,piu) =
⋃
t
⋂
s≥t
WFs+m−δ(u)\WFs(p
W,piu)
on a :
Corollaire III.3.5.
Soit p ∈ AClm(g∗) dont la partie principale pm est re´elle. Alors pour tout vecteur-
distribution u, pour tout re´el s et pour tout δ ∈]0, 1/2[, l’ensemble :
WFs+m−δ(u)\WFs(p
W,piu)
est invariant par le flot du champ hamiltonien Hpm , de meˆme que l’ensemble :
WF (u)\WF (pW,piu).
Appendice : calcul symbolique a` parame`tre
Nous de´montrons ici le the´ore`me I.2.4 en adaptant la de´monstration du the´ore`me 4.2
de [M1]. Soit V un espace vectoriel re´el de dimension finie et P un coˆne ferme´ dans un
espace vectoriel norme´ quelconque (typiquement, un secteur du plan complexe comme au
§ I.2). La structure de Fre´chet de l’espace Smρ,d(V,P) est donne´e par les semi-normes :
Nm,αρ,d (pλ) = sup
ξ
Λd(ξ, λ)
−m+ρ|α||Dαpλ(ξ)|.
On conside´rera e´galement la famille de semi-normes indexe´e par N :
Pm,kρ,d (pλ) = sup
|α|≤k
Nm,αρ,d (pλ).
Pour tout voisinage compact Q de 0 dans V le sous-espace ASm,Qρ,d (V,P) de S
m
ρ,d(V,P) est
ferme´. On de´signe par AS−∞,Q(V,P) l’intersection lorsquem parcourt R des ASm,Qρ,d (V,P).
C’est l’ensemble des pλ tels que F
−1p a son support inclus dans Q, qui appartiennent a`
S(V ) pour tout λ et tels que les semi-normes :
sup
ξ
Λ(ξ)m|Dαpλ(ξ)|
soient a` de´croissance rapide en λ ∈ P. Dans la suite on prendra V = g∗ ou V = g∗ × g∗.
Lemme A.1 (cf. [M1 prop. 2.5]).
Soit Q un voisinage compact de 0 dans V , et soit ψ une fonction analytique sur V ∗ dont
la se´rie entie`re a` l’origine converge sur Q. Alors l’ope´rateur ψ(D) = F ◦ ψ ◦ F−1 envoie
continuˆment ASm,Qρ,d (V,P) dans AS
m,Q
ρ,d (V,P).
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Soit maintenant W un voisinage e´toile´ de 0 dans l’alge`bre de Lie g tel que (expW )2
soit l’image diffe´omorphe par l’exponentielle d’un voisinage W 2 de 0. Pour tout t ∈ [0, 1]
et pour tout x, y dans W on pose :
x .
t
y = t−1 Log(exp tx. exp ty)
= x+ y +
t
2
[x, y] +
t2
12
(
[x, [x, y]] + [y, [y, x]]
)
+ · · ·
En appliquant la formule de Taylor en t = 1 a` :
pλ#
t
qλ(ξ) =
∫∫
g×g
F−1pλ(x)F
−1qλ(y)e
−i<x .
t
y,ξ>
dx dy
on obtient le de´veloppement asymptotique en ope´rateurs bidiffe´rentiels donne´ dans l’e´nonce´
du the´ore`me, avec :
Ck(pλ, qλ)(ξ) =
1
k!
∫∫
g×g
F−1pλ(x)F
−1qλ(y)
dk
dtk
∣∣
t=0
e
−i<x .
t
y,ξ>
dx dy,
et
RN (pλ, qλ)(ξ) =
1
N !
∫ 1
0
(1− t)N
∫∫
g×g
F−1pλ(x)F
−1qλ(y)
dk
dtk
e
−i<x .
t
y,ξ>
dx dy dt.
On rappelle le re´sultat suivant :
Lemme A.2 ([M1 lemma 4.3]).
Pour tout k ≥ 0 on a :
dk
dtk
e
−i<x .
t
y,ξ>
= ψk(x, y, ξ, t)e
−i<x .
t
y,ξ>
ou` ψk est une fonction analytique polynomiale en ξ, dont la se´rie entie`re a` l’origine converge
pour tout t ∈ [0, 1] et x, y ∈W . On a plus pre´cise´ment :
ψ(x, y, ξ, t) =
k∑
r=1
ψrk(x, y, ξ, t)
ou` ψrk est polynomiale homoge`ne de degre´ r en ξ. De plus le de´veloppement en se´rie entie`re
par rapport a` t s’e´crit :
ψrk(x, y, ξ, t) =
∑
s≥k+r
ψr,sk (x, y, ξ)t
s−k−r,
ou` ψr,sk est polynomiale en les variables x, y, ξ, de valuation ≥ r par rapport a` x, de
valuation s par rapport a` (x, y), de valuation ≥ r par rapport a` chacune des variables x et
y, et homoge`ne de degre´ r par rapport a` ξ.
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Le lemme A.2 entraˆıne imme´diatement que les Ck sont des ope´rateurs bi-diffe´rentiels a`
coefficients polynomiaux qui re´alisent pour tout voisinage compact Q de 0 dans W une
correspondance biline´aire continue :
ASm1,Qρ,d (g
∗,P)× ASm2,Qρ,d (g
∗,P) −→ AS
m1+m2−(2ρ−1)k,Q+Q
ρ,d (g
∗,P).
La difficulte´ re´side donc dans l’estimation du reste RN . On conside`re [Me2] pour tout
t ∈ [0, 1] l’application :
St :W ×W −→ g× g
(x, y) −→
1
2
(x− y + x .
t
y, y − x+ x .
t
y).
Il existe un voisinage ouvert Ω ⊂ W tel que pour tout t ∈ [0, 1] cette application St
soit un diffe´omorphisme sur son image. On notera Kt le jacobien de St.
Soit Q un voisinage compact de 0 dans g contenu dans Ω. On conside`re l’ope´rateur
Bt de´fini sur AS
−∞,Q×Q(g∗ × g∗,P) par :
Btpλ(ξ, η) =
∫∫
g×g
F−1(pλ)(x, y)e
−i<St(x,y), (ξ,η)> dx dy,
de sorte que l’on a :
pλ#
t
qλ(ξ) = Bt(pλ ⊗ qλ)(ξ, ξ).
Le reste RN s’e´crit donc, graˆce au lemme A.2 :
RN (pλ, qλ)(ξ) =
1
N !
∫ 1
0
(1− t)N
∫∫
g×g
F−1(pλ ⊗ qλ)(x, y)ψN+1(x, y, ξ, t)e
−i<St(x,y), (ξ,ξ)>dxdy dt
=
1
N !
∫ 1
0
(1− t)N
(
Bt ◦ ψ˜N+1(D1, D2, ξ1, ξ2, t)
)
(pλ ⊗ qλ)(ξ, ξ),
ou` ψ˜N+1(D1, D2, ξ, η, t) est l’ope´rateur pseudo-diffe´rentiel (au sens classique) sur g
∗ × g∗
de symbole a` gauche :
ψ˜N+1(x, y, ξ, η, t) = ψN+1(x, y,
ξ + η
2
, t).
Lemme A.3 (cf. [M1 prop. 3.6]).
Pour tout pλ ∈ AS
−∞,Q×Q(g∗ × g∗,P) on a les estimations :
P 0,0ρ,d (Btpλ) ≤ C.P
−2n−1,0
ρ,d (pλ).
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De´monstration. On a la suite d’ine´galite´s :
|Btpλ(ξ)| ≤
∫
Q
|F−1pλ(x)| dx
≤ VolQ. sup
x
|F−1pλ(x)|
≤ VolQ.
∫
g∗×g∗
|pλ(ζ)| dζ
≤ VolQ. sup
η
Λd(η, λ)
2n+1|pλ(η)|
∫
g∗×g∗
Λd(ζ, λ)
−2n−1 dζ,
d’ou` le re´sultat.
•
A partir de la de´finition de l’ope´rateur Bt il est facile d’obtenir les deux lemmes suivants :
Lemme A.4 [M1 lemma 3.7].
Pour tout multi-indice α et pour tout t ∈ [0, 1] on a l’e´galite´ suivante entre ope´rateurs sur
AS−∞,Q×Q(g∗ × g∗,P) :
Dα ◦ Bt = Bt ◦ St(D)
α
Lemme A.5.
Soit ξk, k = 1, . . . , 2n une coordonne´e sur g
∗ × g∗. Alors :
Bt ◦ ξk =
( 2n∑
i=1
Rki,t(D)ξi
)
◦ Bt,
ou` Rki,t(x) de´signe le coefficient (k, i) de la matrice jacobienne de St en x.
A partir de l’e´criture :
Btpλ(ξ, η) =
∫∫
g×g
F−1(pλ) ◦ S
−1
t (x, y)e
−i<(x,y), (ξ,η)>Kt(x, y)
−1 dx dy
obtenue a` partir de la de´finition en effectuant le changement de variable x′ = St(x) on
obtient e´galement :
Lemme A.6 [M1 lemma 3.8].
Soit ξk, k = 1, . . . , 2n une coordonne´e sur g
∗ × g∗. Alors :
ξk ◦ Bt = Bt ◦
( 2n∑
i=1
(Pki,t ◦ St)(D)ξi +
(DkK−1t
K−1t
◦ St
)
(D)
)
,
ou` Pki,t(x) de´signe le coefficient (k, i) de la matrice jacobienne de S
−1
t en x.
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En combinant les lemmes A.4 et A.6 avec le lemme A.1 on arrive a` permuter l’ope´rateur
Bt avec n’importe quel ope´rateur diffe´rentiel a` coefficients polynomiaux :
Lemme A.7 [M1 prop. 3.9].
Soit P un polynoˆme a` 4n variables, et soit P (ξ,D) un ope´rateur diffe´rentiel a` coefficients
polynomiaux sur g∗ × g∗ qui admet P comme symbole pour un certain choix d’ordre des
variables (ξ1, . . . , ξ2n, D1, . . . , D2n). Alors si P est de degre´ j par rapport aux variables ξ
et de valuation v par rapport aux variables D, pour tout t ∈ [0, 1] on a :
P (ξ,D) ◦ Bt = Bt ◦ Pt
ou` Pt est un ope´rateur (en ge´ne´ral non-diffe´rentiel) qui envoie continuˆment AS
m,Q×Q
ρ (g
∗×
g∗,P) dans ASm+j−ρv,Q×Qρ (g
∗ × g∗,P).
A partir des lemmes A.3, A.5 et A.7 on obtient les estimations fondamentales pour
l’ope´rateur Bt :
Lemme A.8.
Pour tout entier positif k et pour tout re´el m il existe un entier M(k) et une constante C
tels que pour tout t ∈ [0, 1] et p ∈ ASQd (g
∗ × g∗) on a :
Pm,kρ,d (Btpλ) ≤ C.P
m,M(k)
ρ,d (pλ).
De´monstration. On suppose d’abord que m ≤ 0. On conside`re pour tout multi-indice α
le plus petit entier pair µα plus grand que −m + ρ|α|. En appliquant le lemme A.6 aux
ope´rateurs :
Λd(ξ)
µαDα, |α| ≤ k
on obtient les estimations :
Pm,kρ,d (Btpλ) ≤ C.P
m−2n−3,M(k)
ρ,d (pλ).
Si m > 0 on applique ceci a` p′λ(ξ) = Λd(ξ, λ)
−µpλ(ξ) ou` µ est le plus petit entier pair plus
grand que m, et on applique le lemme A.5. On obtient donc les estimations suivantes pour
tout re´el m :
Pm,kρ,d (Btpλ) ≤ C.P
m−2n−5,M(k)
ρ,d (pλ).
Enfin la formule de Taylor a` l’ordre N applique´e a` t → Btpλ(ξ) permet de de´velopper Bt
en une somme d’ope´rateurs diffe´rentiels plus un reste, ce qui permet pour N assez grand
de se de´barrasser du de´calage en 2n+ 5.
•
Proposition A.9.
Bt se prolonge en un ope´rateur continu de AS
m,Q×Q
ρ,d (g
∗×g∗,P) dans ASm,Q×Qρ,d (g
∗×g∗,P).
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De´monstration. Si AS−∞,Q×Q(g∗ × g∗,P) e´tait dense dans ASm,Q×Qρ,d (g
∗ × g∗,P) on
pourrait conclure imme´diatement, mais ce n’est pas le cas. On introduit la topologie
de Ho¨rmander [Hr1 § 3], de´finie de la fac¸on suivante : une suite pn,λ converge vers pλ
au sens de Ho¨rmander si elle converge vers pλ au sens C
∞ (sans supposer d’uniformite´
par rapport au parame`tre λ) en restant borne´e dans ASm,Q×Qρ,d (g
∗ × g∗,P). On montre
facilement que Bt est continu aussi pour cette topologie, et que AS
−∞,Q×Q(g∗×g∗,P) est
dense dans ASm,Q×Qρ,d (g
∗ × g∗,P) en ce sens, ce qui permet de conclure.
•
Le lemme ci-dessous est une conse´quence du lemme 1, et le suivant de´coule essentiellement
de la re`gle de Leibniz :
Lemme A.10.
L’ope´rateur pseudo-diffe´rentiel ψ˜N+1(D1, D2, ξ, η, t) envoie continuˆment AS
m,Q×Q
ρ,d (g
∗ ×
g∗,P) dans AS
m−(N+1)(2ρ−1),Q×Q
ρ,d (g
∗ × g∗,P).
Lemme A.11 [M1 prop. 2.10].
La restriction a` la diagonale est continue :
ASm,Q×Qρ,d (g
∗ × g∗,P) −→ ASm,Qρ,d (g
∗,P).
Fin de la de´monstration du the´ore`me I.2.4 : Si (pλ, qλ) 7→ pλ ⊗ qλ re´alisait une correspon-
dance biline´aire continue :
ASm1,Qρ,d (g
∗,P)×ASm2,Qρ,d (g
∗,P) −→ ASm1+m2,Q×Qρ,d (g
∗ × g∗,P)
le the´ore`me I.2.4 serait de´montre´. L’assertion est malheureusement fausse, mais on a
facilement les estimations suivantes pour pλ, qλ dans AS
−∞,Q(g∗,P) :
Pm1+m2,kρ,d (pλ ⊗ qλ) ≤ P
m1−ρk,k
ρ,d (pλ).P
m2−ρk,k
ρ,d (qλ).
En e´crivant le de´veloppement asymptotique de RN en ope´rateurs bidiffe´rentiels :
RN =
N ′∑
l=N+1
Cl +RN ′
pour N ′ assez grand (de´pendant de k) et en appliquant la proposition A.9, le lemme A.10
et le lemme A.11, on voit qu’il existe un entier M(k) tel que :
Pm1+m2,kρ,d
(
RN (pλ, qλ)
)
≤ C.P
m1,M(k)
ρ,d (pλ).P
m2,M(k)
ρ,d (qλ).
Un argument de densite´ analogue a` celui de la de´monstration de la proposition A.9 permet
alors de conclure.
•
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