We address the problem of selecting the common factors that are relevant for forecasting macroeconomic variables. In economic forecasting using diffusion indexes the factors are ordered, according to their importance, in terms of relative variability, and are the same for each variable to predict, i.e. the process of selecting the factors is not supervised by the predictand. We propose a simple and operational supervised method, based on selecting the factors on the basis of their significance in the regression of the predictand on the predictors. Given a potentially large number of predictors, we consider linear transformations obtained by principal components analysis. The orthogonality of the components implies that the standard t-statistics for the inclusion of a particular component are independent, and thus applying a selection procedure that takes into account the multiplicity of the hypotheses tests is both correct and computationally feasible. We focus on three main multiple testing procedures: Holm's sequential method, controlling the family wise error rate, the Benjamini-Hochberg method, controlling the false discovery rate, and a procedure for incorporating prior information on the ordering of the components, based on weighting the p-values according to the eigenvalues associated to the components. We compare the empirical performances of these methods with the classical diffusion index (DI) approach proposed by Stock and Watson, conducting a pseudo-real time forecasting exercise, assessing the predictions of 8 macroeconomic variables using factors extracted from an U.S. dataset consisting of 121 quarterly time series. The overall conclusion is that nature is tricky, but essentially benign: the information that is relevant for prediction is effectively condensed by the first few factors. However, variable selection, leading to exclude some of the low order principal components, can lead to a sizable improvement in forecasting in specific cases. Only in one instance, real personal income, we were able to detect a significant contribution from high order components. JEL Classification: C22, C52, C58.
Introduction
The focus of much recent theoretical and applied econometric research has concentrated on the ability to predict key macroeconomic variables, such as output and inflation, using a large number of potential predictors, with little or no a priori guidance over their relevance. This theme, which developed contextually to the statistical and machine learning literature on data mining and discovery, has received a very distinctive solution, hinging upon the idea that the wealth of information on macroeconomic variables can be distilled by a limited number of common factors.
The common factors capture the comovements among the economic variables and can be consistently estimated by principal components analysis (PCA), as in the static factorial approach proposed by Stock and Watson (2002a) , or by dynamic principal components analysis, using frequency domain methods, as proposed by Forni et al. (2005) . Quoting from Stock and Watson (2006) , the availability of a factor structure and of closed form inferences has turned the high dimensionality of the information set from a curse to a blessing.
Once the factors are extracted, they can be used for forecasting the variables of interest, by augmenting an observation driven model, such as an autoregression, by the estimated factors. This approach, known as the diffusion index (DI), or factor augmented autoregressive (FAR), forecasting methodology, has become mainstream, owing its success to the ability to incorporate information carried by a large number of potential predictors in a simple and parsimonious way. Applied economic forecasting has shown that the consideration of the factors as potential predictors has proved successful in macroeconomic forecasting using large datasets; it would be impossible to provide a list of references that could be representative of the research carried out in this field. The reviews in Stock and Watson (2006) , Breitung and Eickmeier (2006) and Stock and Watson (2010) , as well as Ng (2013) , provide ample coverage of the main issues.
As it is well known, the principal components, arising from the spectral decomposition of the sample covariance matrix of the predictors, are ranked according to the size of the corresponding eigenvalue. The current forecasting practice selects the first components according to an information criterion, such as Bai and Ng (2002) and Onatski (2010) , and uses them as explanatory variable in the forecasting model en lieu of the original predictors. A potential limitation of this procedure is that the selection of factors is blind on the predictive ability of the principal components, as no consideration is given to their relationship with the predictand by the information criteria commonly used.
The lack of supervision of the principal components in regression has been the matter of an old debate, which is echoed in Cox (1968) , Joliffe (1982) , Hadi and Ling (1998) and Cook (2007) , among others. There are essentially two opposite views: the argument of the critics is that there is no logical reason why the predictand should not be related to the least important principal components, and secondly that different predictands, such as output and inflation, cannot depend on the same r principal components. The counter argument, using Mosteller and Tukey quotation of Einstein (Mosteller and Tukey (1977), pp. 397-398) , is that "nature is tricky, but not downright mean": the first principal components capture the underlying common dimensions of the economy. If this was the case, the leading principal components, those corresponding to the largest eigenvalues, should carry the essential information for predicting economic variables.
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The selection of the factors that are relevant for the prediction of macroeconomic variables has attracted a lot of interest and several solutions have been proposed in the literature for supervising the factors, taking into account their ability to predict a specific dependent variable. Bai and Ng (2008) propose distilling the factors, referred to as "targeted predictors", by performing a PCA on a subset of the original predictors, that are selected according to the strength of the relationship with the variable to be predicted in a marginal regression framework. This is an instance of the method of supervised PCA Bair et al. (2006) , aiming at finding linear combinations of the predictors that have high correlation with the outcome. Bai and Ng (2009) considered bootstrap aggregation of the predictions arising from a FAR framework, that retains only the significant factors. A comprehensive review of variable selection in predictive regression is Ng (2013) .
The research question addressed by this paper is whether many predictors can be replaced by a reduced number of principal components selected according to the strength of the relationship with the predictand, and whether components beyond the firsts carry useful information for improving the predictive ability. We propose a simple and operational supervised method based on selecting the factors on the basis of their significance in the regression of the predictand on the predictors. Given a potentially large number of predictors, we consider linear transformations obtained by principal components analysis. The orthogonality of the components implies that the standard t statistics for the inclusion of a particular component in the multiple regression framework are independent, and thus applying a multiple testing procedure to select the components that are significant at a particular level is both correct and computationally feasible.
The selection of the principal components can be seen as a decision problem involving multipletesting, where a single null hypothesis claims that a specific component ought to be excluded from the model. There are several multiple testing procedures available that focus on controlling some type of error rate, namely the familywise error rate, such as the Bonferroni and Holm (1979) procedure, or the false discovery rate, which is the expected proportion of wrong rejections. Among the procedures controlling for the false discovery rate, we focus on the Benjamini-Hochberg procedure (see Benjamini and Hochberg (1995) ) and on a weighted procedure that allows to incorporate prior information about the ordering of the components; see Genovese et al. (2006) .
In summary, our methodology has three steps:
1. Orthogonalise the original N predictors by computing the N standardised PCs.
2. Select r principal components on the basis of their correlation with the predictand, taking into account the multiplicity of the testing problem and controlling for the error rate of the selection procedure.
3. Use the selected components in a factor augmented autoregressive predictive regression.
Our method can be nested within the shrinkage representation for forecasting using orthogonal predictors proposed by Stock and Watson (2012b) and has analogies with the idea of targeted predictors, although the object of the selection are the principal components, rather than the original predictors: this has the advantage of not having to consider the correlation of the tests statistics for the inclusion of the predictors.
We validate our procedure using a dataset consisting of 121 quarterly U.S. macroeconomic time series observed from 1959-I to 2011-II. A pseudo real-time rolling forecast experiment is conducted to compare the performance of our selection method to that of a benchmark autoregressive predictor, with order selected by an information criterion, and to the standard DI forecasts based on the first five components.
The paper is structured as follows. In section 2 we provide a brief review of the diffusion index methodology. Section 3 considers the issue of estimating supervised factors and reviews the main solutions available in the literature. In section 4 we present principal components regression as a shrinkage methods and discuss the issues posed by the selection of the components and the consequences in terms of forecasting accuracy. Section 5 exposes our supervised method using a multiple testing approach to the selection of the principal components in the FAR predictor.
Forecasting using principal components
Let X t = (X 1t , . . . , X N t ) denote an N × 1 vector of predictors observed at times t = 1, . . . T , and let y (h) t+h denote the predictand, where h > 0 is the forecast lead, and y denotes a transformation of the original variable Y , which depends on its order of integration.
The Diffusion Index (DI) forecasting methodology, originally proposed by Stock and Watson (2002) , provides a simple and parsimonious way of incorporating a highly dimensional information set; it is based on the assumption that the predictors have an approximate factor structure, such that the unobserved factors can be estimated consistently by principal component analysis (PCA). The factor model is formulated as follows:
where F t = (F 1t , . . . , F rt ) with r < N are the unobserved common factors, Λ is the n × r matrix of factor loadings and ξ t is the idiosyncratic disturbance not explained by the factors. Letting S = T −1 t X t X t and denoting the spectral decomposition of the covariance matrix by
is the matrix containing the square root of the ordered eigenvalues, d 1 ≥ d 2 ≥ · · · ≥ d N , as in Stock and Watson (2002a) , the common factors F t are estimated by the first r standardised principal componentsF
where D r = diag(d 1 , . . . , d r ) and V r = (v 1 , . . . , v r ).
We assume that we are interested in predicting a variable y t (which may as well be included in the set X t ) at the at horizon h > 0, by using all the information contained in X t . For instance, if we are interested in forecasting quarterly industrial production, denoted Y t , h quarters ahead, we set y
, which assumes that ln y t is difference stationary. In predicting y (h) t+h we also the estimated common factors and the lags of y t = (ln Y t − ln Y t−1 ), according to 3 factor augmented autoregressive (FAR) model:
where ε t+h is the forecasting error with variance σ 2 . The DI forecasts are obtained according to a two step procedure: in the first step r factors are extracted from the set of predictors by performing a PCA and selecting the number of common factors according to information criteria proposed by Bai and Ng (2002) , such as Bai and Ng (2002) show that the value of r that minimizes IC p1 (r) or IC p1 (r) is a consistent estimator, for N, T → ∞, of the number of common factors. In the second step, the estimated factors are used as predictors in (3). As shown in Bai and Ng (2006) , we can treatF t as observed regressors.
Since the factors are selected according to an information criterion that operates on the eigenstructure of X t , then the method is unsupervised. The selection methodology assumes that the factors are ordered according to the size of the corresponding eigenvalue. However, there is no reason why a predictand should not depend on a higher order component or different predictand, such as output and inflation, should depend on the same factors.
Approaches to the supervision of the factors
Several proposals have been made for supervising the factors, so that the selected factors carry information that is useful for predicting the specific variable under consideration. In this section we sketch a brief survey of the literature, ignoring the shrinkage and model averaging approaches that are applied directly to the observable predictors, rather than the principal components. For an account of these approaches, see De Mol et al. (2008) , Bai and Ng (2008) and Stock and Watson (2006) .
In the supervised PC method proposed by Bair et al. (2006) a subset of predictors is first selected on the basis of their correlation with the response variable; more specifically all the predictors for which the estimated regression coefficients are larger than a threshold c are considered
and a principal component analysis is performed on the selected predictors to extract the factors to be used for prediction. The method clearly depends on the threshold c, which is estimated by cross-validation. Bai and Ng (2008) construct supervised principal components, that they name targeted predictors, by pre-selecting a subset of predictors with predictive power for a specific predictand, and conducting a PCA on those. They explore hard thresholding rules constructed on the t-statistics of the regression of y (h) y+h on a single predictor X it (after controlling for a set of predetermined variables, such as the lags of the dependent variables), say t * i , selecting those variables for which |t * i | > c, c alternatively being equal to 1.28, 1.65 and 2.58. Their selection rule does not consider the issue of multiple testing. In page 306 they state however that application of Holm's procedure (see section 5) did not lead to different results. Other soft thresholding methods are considered, such as the lasso, least angle regression, and the elastic net are considered and compared. The paper concludes that targeting the predictors to the economic variable to be predicted, they consider inflation in particular, leads to a gain in forecasting accuracy. Bai and Ng (2009) proposed componentwise and block-wise boosting algorithms for isolating the predictors in FAR models that are most helpful in predicting a variable of interest. The algorithms do not rely on the ordering of the variables (and in the componentwise case do not rely on the ordering of their lags). Starting from the null model including only a constant, the algorithms perform incremental forward stagewise fitting of the mean square prediction error, by a sequence of Newton-Raphson iterations that iteratively improve the fit. At each step, a single explanatory variable (e.g. a PC), or a block consisting of a regressor and its lags, is fitted by ordinary least squares regression, and selected according to the reduction in the residual sum of squares. The selected variable contributes to the current predictor with a coefficient which is shrunk towards zero by a fraction known as the learning rate. The algorithm is iterated until a stopping rule is found. Bai and Ng (2009) propose an information criterion for selecting the number of boosting iterations that takes into account the estimation error in the estimation of the factors, which is O(N −1 ). Inoue and Kilian (2008) present an application of bootstrap aggregation (bagging) of predictors of U.S. inflation using N = 30 variables. Among the predictors, they consider selecting by pretesting the PCs among the first K, where K ranges from 1 to 8. Several critical values for selection pretest are considered. Stock and Watson (2012b) and Kim and Swanson (2014) also consider averaging the FAR predictors obtained from independent bootstrap samples with factors selected according to the rule that their (robust) t-statistic must be larger than 1.96 in modulus. Fuentes et al. (2014) propose the use of sparse partial least squares to select a small subset of supervised factors, extending to a dynamic setting the static methodology of Chun and Keleş (2010) . The candidate factors arise from the spectral decomposition of the matrix T −1X yy X , where y has generic element y (h) t+h and X is a matrix with rows composed of the elements of X t , augmented by the lags of the predictand. The loadings are shrunk towards zero by a LASSO type penalty, aiming at the extraction of sparse supervised components.
Finally, an important class of supervision methods is based on inverse regression. Let (y, X) denote the observable predictand and predictors and let f (y, X) denote their joint density. DI forecasting starts from the factorization f (y, X) = f (y|X)f (X), assuming a factor structure for X. Obviously, the factors are unsupervised, as only the marginal distribution f (X) is considered. A different approach to the supervision of the factors deals with the factorization f (y, X) = f (X|y)f (y), using the first conditional density for obtaining a reduced set of predictors incorporating information concerning y, achieving a substantial dimensionality reduction. The reduced set is then used in the prediction of y, according to a maintained model for f (y|X). One such methodology is sliced inverse regression (SIR, Li (1991) ): the range of y is partitioned into slices, within which the centroids of the X's are computed; a singular value decomposition of the matrix of centroids is performed to obtain a few effective dimension-reduction directions. The method of principal fitted components (PFC) analysis, proposed by Cook (2007) and Cook and Forzani (2008) , is based on inverse regression of X on y to obtain a dimension reduction that preserves the information that is relevant for predicting y; in Cook (2007) the conditional mean E(X|Y = y) is estimated by projecting the X's on polinomial terms in y and a principal component analysis is conducted on the conditional mean estimates to obtain the PCFs.
Principal components regression and components selection as shrinkage methods
Our approach is a particular case of the generalised shrinkage model considered in Stock and Watson (2012b) . In the sequel we will assume that the forecasting model does not contain lags of the predictand and that the DI predictor results exclusively from principal component regression.
In particular, the data are generated as
where t+h has mean zero and Var( t+h ) = σ 2 . We also assume that T observations are available for y t+h , t = 1, . . . , T ), and focus on the predictor
whereF t = D −1/2 Λ X t , denotes the N × 1 vector containing the standardised PC scoresF it , i = 1, . . . , N , such that 1 T tF tF t = I, ordered according to the eigenvalues of the matrix S. Moreover,β i = 1 T t F it y t+h , is the least squares estimator of the regression coefficient of y on the i-th PC, and ψ i is the indicator for the inclusion of the i-th PC. The decision whether to include it or not depends on the strength of the relationship with the predictand and will be discussed shortly.
6 the predictor (4) can be writtenŷ
The lack of supervision of the ordering of the components, see cautionary note 2 in Hadi and Ling (1998) , can be evidenced by a plot of d 2 i , the i-th eigenvalue, versus the increase of the regression residual sum of squares arising from the deletion of the i-th component, measured by
The mean square error (MSE) of the above predictor, treating the factors as observed variables, is
, where the bias and the variance are given respectively by
These simple expressions underlie the usual bias-variance trade-off: removing one factor from the set of predictors (i.e. setting ψ i = 0) reduces the variance, but increases the bias. The bias term features the singular value d i , which implies that the bias increase is potentially larger if coeteris paribus a component with high d i is removed. The bias resulting from the omission of a particular PC further depends on v i δ; this term depends on the population relationship between y and the x's and on the loadings of the i-th PC 1 . The main message, conveyed by the above expression for the MSE is that omitting a PC loading heavily on important variables ((v i δ) 2 is large) will have more impact if the PC corresponds to a large eigenvalue. Note also that Var(ŷ t+h|t ) depends solely on σ 2 and the Mahalanobis squared distance of
the variance will be inflated by the presence of components with small d i and for which the inner product x T v i is large. The broad conclusion arising from this analysis is that discarding the first PCs is not in general a good idea, and the ordering of the components should be taken seriously. We see this simple result as a possible explanation for the failure of alternative shrinkage methods to outperform the DI approach documented in Stock and Watson (2012b) .
In principle, we could determine the optimal set of indicators {ψ i , i = 1, . . . , N }, which minimises the above MSE of prediction, e.g. parameterising
where e.g. c i = c/d i for an unknown positive constant c, and thinking about replacing δ and σ by some estimate, perhaps iteratively. Stock and Watson (2012b) estimate c i = c by cross-validation and set γ → ∞. Hwang and Nettleton (2003) propose a general approach to the problem. We do not pursue this here and consider strategies such that ψ i is the indicator function that the p-value of the significance test for the i-th regression coefficient is below a given threshold. Before exposing our methodology, it is perhaps useful to remark that PCR conducted using only the first r principal components, chosen according to an information criterion, poses ψ i = I(i ≤ r). Another popular regularisation method, ridge regression, yields the predictor (4) where the shrinkage factor ψ i vary with i: letting ρ ≥ 0 denote the penalty parameter in the criterion S(ρ, δ) = t (y t+h − x t δ) 2 + ρδ δ, then
See Hastie et al. (2009) for a general reference and discussion.
The selection of the common factors as a multiple testing problem
Consider the set of null hypotheses H 0i : β i = 0, i = 1, . . . , N , in the predictive regression model, y
and let p i denote the two-sided p-value, based on the t-statistic t i associated to the ith principal components regression coefficient,
An issue is posed by the estimation of the regression standard error σ byσ in the denominator. The usual estimator, the square root of
is either infeasible, if N ≥ T , or severely downward biased due to the overfitting when N is large. We address the issue of estimating σ in subsection 5.1. The testing strategy based on the t i statistics is multivariate, i.e. it treats all the remaining variables as nuisance parameters, when testing for the significance of a particular effect. An alternative strategy, that avoids estimation of σ, is componentwise, being based on the marginal linear regression t * i statistics,
The two t-statistics are related by
i.e. the univariate t * i is multiplied by the root mean square ratio. The componentwise approach is fairly popular in genomics and in hyper-dimensional contexts such that N > T . It has been adopted by Bai and Ng (2008) for estimating the targeted predictors.
For T large, the null distribution of the statistic is t i ∼ N(0, 1) , and the p-value is computed as
Here, in fact, the alternative is two-sided, that is H 1i : β i = 0, i = 1, . . . N . Let us consider the re-ordering of the components according to the nonincreasing values of |t i |, and let us denote byF (i),t the (i)-th component in the new ordering. The corresponding ordered p-values will be denoted by
The inclusion of a the i-th PC is based on a multiple testing procedure, which provides a decision rule aiming at controlling overall error rates when performing simultaneous hypotheses tests. The procedures can be distinguished according to the error that is controlled. For this purpose, consider the following confusion matrix:
A R N R = F P + T P is the total number of hypotheses rejected; F P is the number of false rejections (Type I errors(, i.e. of falsely rejected hypothesis. There are N 0 true nulls and N 1 false nulls. T N in the number of correctly accepted true nulls, etc. F N is the number of false positive decisions, i.e. type II errors and T P (true positives) is the number of correct rejections. The per comparison error rate (PCER) approach controls for the expected number of true H 0i rejected over N , the total number of tests,
It amounts to ignoring the multiplicity problem altogether, and uses the critical value corresponding to a preselected significance level α, and thus rejects all hypotheses for which p i < α. This guarantees that α is an upper bound for PCER, as when N 0 = N (all null hypotheses are true) E(F P ) = αN . The problem with this approach is that the probability of a false rejection increases rapidly with N ; in particular, if N 0 = N , P (R ≥ 1) = 1 − (1 − α) N . This has led to developing multiple testing strategies requiring that the probability of one or more false rejections does not exceed a given level. Definining the family wise error rate (FWER) as the probability of rejecting any true H 0i , FWER = P (F P ≥ 1), the aim is defining decision rules guaranteeing FWER ≤ α. The simplest procedure controlling the FWER is the Bonferroni rule, rejecting all H 0i for which p i < α N . However, the power of this rule is typically very low, when N > N 0 is large. A more powerful method for controlling the FWER at level α is due to Holm (1979) . Holm's method is a step-down procedure rejecting the (i)-th null hypothesis H 0,(i) if p (j) ≤ α N − j + 1 , j = 1, 2, . . . , i.
Note that p (1) ≤ α/N and p (N ) ≤ α, so that at the initial step we apply Bonferroni's rule, while at the final step we get the PCER approach. Thus, if p (1) > α/N , all nulls are accepted and the procedure stops. Else, we reject H 0,(1) and test the remaining hypotheses at level α/(N − 1). In such case, we accept all H 0,(i) , (i) > 1 if p (2) > α/(N − 1), else we reject H 0,(2) and test the remaining hypotheses at level α/(N − 2), in which case we iterate the procedure, until all the remaining hypotheses are accepted.
Procedures that control for the FWER have unduly conservative when N is very large, despite the improvements offered by step-down procedures such as Holm's. A less conservative approach is offered by procedures that control for the false discovery rate (FDR), which is the expected proportion of falsely rejected nulls:
The main procedure is due to Benjamini and Hochberg (BH, Benjamini and Hochberg (1995) ). Let α denote a control rate in the range (0,1). A decision rule that has FDR = αN 0 /N ≤ α rejects all H o,(i) , i = 1, . . . , r, for which p (i) ≤ α i N , i = 1, . . . , r, p (r+1) > α r + 1 N .
In high dimensional settings BH has been proved to achieve a better balance between multiplicity control and power. Another advantage is that when N = N 0 BH controls also the FWER at level α. Adaptive variants and refinements are available in the literature that address the issue of correlation in the tests statistics. See Efron (2010) for a review. As stated in in the introduction, if we can think that nature is benign and that the ordering of the factors carries important information, then the selection should incorporate information on the factor structure. This can be achieved by weighting the p-values, p i , according to the index i of the factor. A procedure that allows for p-value weighting and achieves control over the FDR is due to Genovese et al. (2006) , and it works as follows:
1. Assign weights w i > 0 to each H 0i so thatw = N −1 i w i = 1.
2. Compute q i = p i /w i , i = 1, . . . , N . 10 3. Apply the BH procedure at level α to q i .
A natural choice for the weights in our context is setting w i = d 2 i ; as a matter of fact, if the predictors are standardised, then S is a correlation matrix with eigenvalues 0 ≤ d 2 i ≤ N , and N −1 i d 2 i = 1. Fan et al. (2012) propose a refitted cross-validatory (RCV) estimator of the error variance which is consistent when the number of factors grows at a faster rate than the number of observations. The procedure has two stages: the sample is split into two independent subsamples. In the first stage variable selection is carried out on the two subsamples by a consistent pretest selection procedure, based on the marginal t statistics t * i , i = 1, . . . , N , yielding two sets of selected variables, denoted M 1 and M 2 . In the second stage, the two models are estimated on the other subsample (i.e. M 1 is estimated on the second and M 2 on the first subsample), yielding two estimates, s 2 1 and s 2 2 , of the error variance. The RCV estimator is the average of the two. Refitting aims at eliminating the influence of variable that have been spuriously selected in the first stage.
Estimation of σ

Controlling for the lags of the dependent variable
So far we have considered the regression of a predictand on the principal components. If lags of the predictand have to be incorporated, as in the FAR approach, the above variable selection procedures are applied to the regression of the residuals of the regression of y (h) t+h on {y t , y t−1 , . . . , y t−p } on the principal components computed on the set {X it , i = 1, . . . , N }, whereX it is the residual of the regression of X it on {y t , y t−1 , . . . , y t−p }. 6 Empirical Analysis
Data and methods
The dataset used in empirical analysis is derived from that employed by Stock and Watson (2012a) , and consists of 211 U.S. macroeconomic time series, available at the quarterly observation frequency from 1959-I to 2011-II. Of the 211 series, 121 were considered for our empirical analysis 2 . The series are all transformed to induce stationarity by taking first or second differences, logarithms or first or second differences of logarithms. The series are grouped into 12 categories; for a complete list of variables and their transformation see the Appendix A.
We consider a transformation y t of the original variable Y t , depending on the order of integration. Real activity variables are typically integrated of order 1, denoted Y t ∼ I(1); defining
the h-period growth at an annual rate. For nominal price and wage series we assume Y t ∼ I(2), and, in accordance to Stock and Watson (2002b) , the series to be predicted is
The predictors are represented by the 121 standardized principal components obtained from the spectral decomposition of the covariance matrix of the original indicators. A heat map of the squared factor loadings for the 121 quarterly series is provided by figure 1. The vertical axis is the series categories reported in A; in the horizontal axis the order of the principal component. The plot evidences that the first factor loads principally on the growth rates of the the indicators of real activity; the second has rather sparse loadings on both real and nominal variables, whereas the third loads eminently on price and wage inflation rates.
The forecasts are obtained using a pseudo real-time forecasting procedure 3 . The data from 1960:II to 1984:IV are used as a training sample. A PCA on the N standardized indicators is conducted to extract the factors, represented by the standardized principal components. The PCA are selected and the estimated regression coefficients are used at time 1984:IV to forecastŷ (h) T +h , h = 1, 2, and 4 quarters ahead. Then, the estimation sample is updated by one quarterly observations and downdated by removing the initial one, so that the second set of observations ranges from from 1960:III to 1985:I, and so forth. For each rolling window, consisting of T = 100 observations, a PCA is conducted to extract the N components, variable selection is performed and the predictor is formed. The process continues until the end of the sample is reached. In our case the last available data is 2010:II when h = 4. The experiment delivers around 100 forecasts for each forecasting method, that can be compared with the observed values.
The predictors that are compared are:
• The pure autoregressive (AR) predictor
where the order is selected according to the Schwarz Information criterion (SIC) and the AR coefficients are estimated by ordinary least squares.
• The dynamic factor model predictor (DFM5)
1F 1t + · · · +β (h) rF rt , Figure 1 : Heat map of the squared factor loadings for the 121 quarterly series as given in table 1. The vertical axis is the series categories as reported in A; the horizontal axis is the order of the principal component.
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whereF it , i = 1, . . . , r, are the first r = 5 principal components. This number is selected by the Bai and Ng (2002) criteria and coincides with the factor model benchmark proposed in Stock and Watson (2012b) . When lags of the predictand are included, as in (4), the order p is that selected for the previous case (AR predictor).
• The supervised factor predictor
with r factors, ranked according to their p-values, selected according to -Holm's multiple comparison procedure, controlling the FWER at the 5% level;
-The Benjamini-Hochberg procedure, controlling the FDR at the 10% level 4 ;
-The Genovese et al. (2006) procedure with p-values weighted according to the corresponding eigenvalue.
If the lags of the predictand are considered, as in the FAR approach, then the factors are selected from the principal components computed on the residuals of the projection of the original predictors on the linear space spanned by the first p lags of the dependent variable.
We consider two implementations of the variable selection procedure, the first based on the marginal t * i statistics and the second based on the t i statistics computed using the Fan et al. (2012) estimator of the regression error variance.
The performance of the different methods is evaluated using the mean square forecast error (MSFE), defined as follows: let T 0 be the first point in time for out of sample evaluation and T 1 be the last point in time for which we compute the MSFE for h = 1, 2, and 4
The results are presented in terms of mean square error (MSFE) relative to the AR (SIC) benchmark
where j ∈ {DFM5, Holm, BH, GRW}. A value below one indicates that the specified method is superior to the AR (SIC) forecast.
Empirical Results
The rolling forecast experiment was conducted for the following series:
• Industrial Production Index (IPI)
• Total employment: Non farm Payroll (NPE)
• Unemployment Rate (UR)
• Housing Starts (HS)
• Consumer Price Index (CPI)
• Treasury Bill 10-years (TB)
• Real Personal Income (RPI)
• Gross National Product (GNP).
Tables 1 -4 report the relative MSFEs for the five alternative forecasting models under consideration. In particular, Table 1 refers to the case when lags of the predictand are not considered for forecasting using DI and the selection of the PCs is based on the p-values computed on the marginal t * i statistics; Table 2 refers to the case when p lags are considered and the selection is based on the marginal t * i statistics. Tables 3 and 4 deal with the selection based on the t i statistics with σ estimated according to the RCV method by Fan et al. (2012) : in 3 no lags of the predictands were considered, whereas in 4 they were.
There are several conclusions that can be drawn from the empirical evidence summarised in the tables. The first broad consideration is that forecasting methods based on factor models provide accurate forecasts and improve over the AR benchmark in the majority of the cases across all horizons, when the lags of the dependent variable are not considered (which is the case considered in Tables 1 and 3) .
The second general conclusion is that pre-selection of the components by the multiple testing procedures considered leads to several improvements in forecasting accuracy (when no lags of the predictand are considered). The three procedures show the best performances for 52% of the cases across horizons/variables combinations in tables 1 and 3, whereas DFM5 and AR(SIC) have the best performances only for 21% and 27% of the occurrences, respectively.
Thirdly, when the lags of the target variables are considered in the forecasting model, the predictors based on the factors, regardless of their selection, are more systematically outperformed by the benchmark AR predictor. The combined evidence of Tables 2 and 4 is that the AR predictor is ranked best in 58% of the cases. The last finding has already been reported and investigated in previous studies, among which we mention D'Agostino and Giannone (2012) and Stock and Watson (2002a) . A possible explanation is that factor models have the ability to capture efficiently not only the information that is common to other cross-sectional variables, but also the specific dynamic features of each variable to predict. Also, after conditioning for the role of lagged values, the factors computed on the residual variation contribute more to the variability of the forecasts, leading to an increase in the MSFE.
The series for which the multiple testing procedures outperform the DFM5 predictor are Total employment: Non farm Payroll (NPE), Housing Starts (HS), Treasury Bill 10-years (TB), Real Personal Income (RPI). For NPE, HS, TB and RPI they produce the minimum MSFEe across all horizons (panels A, B and C of table 1), with the exception of TB at horizon h = 1, for which the AR predictor ranks best. Finally, DFM5 is ranked best for UR, achieving a 20% reduction in the MSFE over the AR predictor and a 4% reduction over the multiple testing procedures, across all horizons. For the other variables the results are less sharp and depend basically on the forecast horizon. In Table 1 for IPX and GNP we observe a slight improvement of 4% of DFM5 and 15% of BH over AR only for h = 1, whereas for h = 2 and h = 4 both multiple testing procedures and DFM5 do not outperform the benchmark.
The choice of the reference test statistics (marginal t * i or multiple regression t i , with RCV estimation of σ) does not seem to affect the results of the multiple testing procedures. The previous results are confirmed examining Table 2 . We observe a further improvement only for GNP, where now the best performing predictor is GRW, achieving a 24% MSFE reduction with respect to the benchmark, also for h = 2 (Panel B) where the gain in forecasting accuracy amounts to about 10%.
Among the multiple testing procedures, weighting the p-values according to the eigenvalues does not lead to an improvement, with a few exceptions. Holm's sequential procedure clearly outperforms the other predictors in terms of MSFE in 27% of the cases when no lags of the dependent variable are in use, whereas BH and GRW are ranked best in 19% and 6% of the cases, respectively. This result seems to depend exclusively by the conservative nature of the Holm method, compared to the procedures controlling the FDR.
Assessment of real time performance
Following D'Agostino and Giannone (2012), we evaluate how the forecasting performance of the predictors evolved over time. In figure 2 we plot the time series pattern of the MSFEs of the DFM5 predictor (black solid line) and the predictor resulting from Holm's selection of the factors (blue dashed line), relative to the AR benchmark (red line). We consider only 3 series, namely NPE, TB and RPI, for which the Holm's selection provided sizable improvements. The relative MSFEs were smoothed over time with a centered moving window spanning 2 years. The shaded areas are the NBER recessions.
Interestingly, the factor based methods perform best during the great recession, and present no substantial gain during the great moderation. This empirical findings is consistent with the literature, as during the recession the comovements among economic variables are more prominent and thus the factors become more useful for forecasting. The selection of the factor leads to greater MSFE reductions in the last five years of the sample, including the great recession.
Further insight into the assessment of the performance of Holm's factor selection method can be gauged from the consideration of which factors are selected by the procedure. Figure 3 is a plot versus time of the index number of the selected factors arising as a by-product of the rolling forecast experiment. In the case of NPE (first row), the first principal components is always selected, and is the only relevant factors for forecasting one-step-ahead. The second and third factors enter the selection at horizons h = 2 and h = 4, with the second factor being switched off during the recession and the third propping up during the great recession. Hence, it may be concluded that nature is benign in this case as the information that is essential for forecasting is well represented in the first three factors. Nature is less benign in the TB case (second row panels). No factors is selected at the beginning and most noticeably at the end of the sample period. High order components are selected and the intermediate ones receive zero weight. Nature is even more bizarre for the RPI variable (bottom panels); the number of selected factors never exceeds the four, but order of selected factors is surprising. For predicting one-step-ahead the Holm's procedure, more or less regularly, selects the 16-th, 18-th and 24-th factors. This selection could never be contemplated in a classic factors model.
Conclusions
The paper has proposed a method for supervising the diffusion index methodology, originally proposed by Stock and Watson (2002a) , which is based on the simple idea of selecting the relevant factors using a multiple testing procedure, achieving control over either the family wise error rate or the false discovery rate. Prior information about the order of the components may be introduced by weighting the p-values of the test statistics for variable exclusion with weights proportional to the eigenvalues.
Can we conclude that nature is tricky, but essentially benign? The answer is a qualified yes. The information that is needed for forecasting the eight macroeconomic variables considered in the paper is effectively condensed by the first few factors. However, variable selection, leading to exclude some of the low order principal components, can lead to a sizable improvement in forecasting in specific cases. Only in one instance, real personal income, we were able to detect a significant contribution from high order components. This Appendix reports the time series in the dataset used in the application, the transformation type, the observations frequency (M= monthly and Q = quarterly) and the group to which they belong.
Letting Z t denote the raw series, the following transformations are adopted: 
