The phase of the signal contains the most information of the object, however, it is very hard to be measured by the conventional optical measuring apparatus directly. The recovery of the missing or irreparably distorted phase, which seeks to reconstruct a complex signal from the amplitude of linear measurements, is of great significance in various fields, particularly in imaging and optics. In recent years, the methods based on convex relaxations and semi-definite programming such as PhaseLift, PhaseCut can recover the phase of signal accurately in over-determined system. This paper focus on the recovery of the phase of sparse measurements based on the PhaseCut algorithm, and proposes a new method called BlockCut by combining the matrix blocking and the PhaseCut algorithm. We extract the equations corresponding to zero-measurement value and solve the obtained homogeneous linear equations, then substitute the results to the rest equations which correspond to non-zero-measurement value and solve it via the PhaseCut algorithm. Experimental results show that the proposed method can improve the accuracy of the original PhaseCut algorithm for the sparse measurements.
Introduction
Phase recovery seeks to reconstruct the distribution of the phase what is not accessible directly from a series of intensity (or amplitude squared) of the wavefield. Currently, this problem has been proposed in various research areas including diffraction imaging [1] , optics [2] , X-ray [3] , astronomy [4] , microscopy [5] and so on.
Since Gerchberg and Saxton presented a classical algorithm-GS [6] , which applied two images to the iteration between the time domain and frequency domain back and forth, in 1972, various greedy algorithms of phase recovery have been proposed such as the Fienup-type algorithm [7, 8] . Another famous algorithm for phase recovery is based on the transport of intensity equation (TIE) [9] which revealed the relationship between phase and the first derivative of intensity with respect to the optical axis.
Recently, some efficient methods based on convex relaxations and semi-definite programming such as PhaseLift [10] , PhaseCut [11, 12] and CPR (Compressive Phase Retrieval) [13] have been put forward. The approach of PhaseLift proposed by Candes et al. presented the convenient convex program relaxed from the combinatorial problem through the recovery of the rank-one matrix. To retrieve the phase of sparse signal, Henrik Ohlssony et al. proposed an approach called CPR by combining the 1 l -minimization problem in Compressive Sensing (CS) with low-rank matrix completion problem in PhaseLift. The PhaseCut algorithm proposed by Waldspurger et al. formulated phase recovery as a quadratic optimization problem over the unit complex torus, which was similar to the classical MaxCut problem. This paper focus on the recovery of the phase of sparse measurements based on the PhaseCut algorithm, and proposes a new method called BlockCut by combining the matrix blocking and the PhaseCut algorithm.
Phase Recovery Algorithm Based on Convex Optimization
Phase recovery is to retrieve a signal n x C  from the amplitude b of m linear measurements. This feasibility problem can be described as
where n x C  is the original complex signal and 
PhaseLift
It is clearly that the optimization problem (1) 
It can be transformed to an equivalent rank minimization problem over an affine slice of the positive semi-definite cone as follows
The rank minimization problem (3) is an NP hard problem and can be redescribed as a convex relaxation semi-definite problem by substituding the trace norm for the rank functional as follows
PhaseCut
The PhaseCut algorithm is similar to semi-definite programming of the classical maximum cut, and rewritten problem (1) as the following minimization problem which optimizes over both variables 
where m u C Î is a phase vector satisfying 1
with the diagonal elements are the entries of b .
Problem (5) is equivalent to the reduced problem
as the inner minimization problem in x is a standard least squares and can be solved explicitly by
, then by dropping the rank constraint, problem (6) can be represented as the following convex relaxation
Blockcut Algorithm Based on Sparse Measurement
In many inverse problems such as compressive sensing, the signal to be reconstructed is sparse in some basis and exploiting this structural information will improve the performance of the signal recovery. For example, CPR algorithm described in section 1 can retrieve the phase of sparse signal efficiently.
Another important situation is that the transform of the signal is sparse and with known support such as in some molecular imaging problems since the electron density to be recovered is smooth. The object of this paper is solving the sparse recovery problem which is to retrieve the lost phase of signal from the observed sparse measurement of the magnitude. In reference [14] , I. Waldspurger et al. proposed a method by solving a truncated semi-definite relaxation problem. In this paper we develop the PhaseCut algorithm and propose a new method called BlockCut by combining the matrix blocking and the PhaseCut algorithm.
The measurements are sparse means that a significant fraction of the elements of the vector b in formula (1) is close to zero. Without loss of generality, the measurements vector b can be reordered such that
a m k  dimension vector whose entries are all zeros, and k is the sparsity of vector b .
We make a similar block for the transform matrix m n A C   as 1 2 ( , )
A is the former k rows of A and 2 A is the remain rows. Then the constraint conditions of formula (1) can be rewritten as the following two equations
Equation (9) is a common homogeneous linear equation and can be solved by singular value decomposition or other methods. Let the fundamental solution system of equation (9) is 1 2 , , , t     .
Obviously t n  , and in general the more sparse b is, the smaller t becomes. The signal x can be expressed as the linear combination of 1 2 , , , t     , i.e., 1 
Since both 1
A and F are known matrix, the problem of determining  from equation (11) is completely consistent with formula (1) in terms of form. However, the scale of the problem is reduced remarkably, and the uncertainty of the solved phase results from the existence of zeros in measurement b can be avoided. Based on the above analysis, we can retrieve the signal from the measurement b as follows
Step 1: Divide the matrix A and the measurement b into two blocks as 1 2 ( , )
 according to the position of zeros in the vector b ; Step 2: Determine the fundamental solutions system 1 2 , , , t
  
 of x by solving equation (9), and let   Step 4: Recover the original signal x by  and F according to equation (11) .
Numerical experiments
In this section, we present empirical recovery results to illustrate the performance of the proposed method and compare it with the reconstructed results of the original PhaseCut algorithm.
Firstly, we fix the length of the signal ( 32 n  ) and the ratio of the nonzero elements of the measurement (1 2 or 1 4 ) , and vary the number of the measurement to generate different problem size. For the above two different fixed combinations, we change m from 2n to 5n with step size equal to n and generate corresponding simulated data randomly. Then we run both algorithms for one hundred times and calculate the relative error according to the following formula
where x is the recovered signal, the constant c is to ensure that x and x have the same scale. The relative error of the recover results are shown in Figure 1 . Figure 2 shows the relative error of reconstruction for varied n with fixed m (128 ) and k ( 1 2 n or 1 4 n ). As expected, we can see from the experimental results that the performance of the improved reconstruction algorithms is better than the original algorithm. To test the robustness which is crucial for practical applications, we suppose that the measurements vector b is of the form
where noise b is a Gaussian random noise with is the 2 l norm of noise b . We fix the length of signal 32 n  , the number of measurements 6 m n   and the sparsity of 1 4 k n  measurements, and run PhaseCut and BlockCut algorithms for one hundred times for each amount of the noise. The comparison of their performance for different level of noise is shown in Figure 3 . From the experimental result, we can observe that BlockCut appears to more stable than PhaseCut when the measurement b is sparse. 
Conclusions
In this paper, we focus on the sparse recovery problem which is to retrieve the lost phase of signal from the observed sparse measurement of the magnitude and propose a new method called BlockCut by combining the matrix blocking and the PhaseCut algorithm. We divide the transform matrix and the measurement vector into two blocks according to the fact that whether the entry of the measurement vector is zero first, and then solve the obtained homogeneous linear equations and substitute the results to the rest equations which correspond to non-zero-measurement value and solve it via the PhaseCut algorithm. Simulated experimental results show that the performance of the proposed BlockCut algorithm is better than the original PhaseCut algorithm.
