. Among patients admitted to an intensive care unit (ICU), increased hospital admission volume is associated with improved survival in those with acute respiratory failure, sepsis, and subsets of patients at a high risk for death (Durairaj et al. 2005; Glance et al. 2006; Kahn et al. 2006; Peelen et al. 2007) .
Although the majority of ICU volume-outcome studies have shown a significant relationship, this finding is not universal. At least one population-based study in patients undergoing mechanical ventilation showed no significant volume-outcome relationship (Needham et al. 2006) . A possible explanation for this discrepancy is that the positive studies uniformly used detailed clinical risk adjustment, while the negative study used administrative variables for risk adjustment. Clinical risk adjustment may be necessary to fully account for differences in severity of illness, which is an important confounder between volume and outcome (Tsai et al. 2006) . Indeed, several studies have shown that the addition of clinical data to administrative data can improve the predictive accuracy of multivariate models (Hannan et al. 1992; Pine et al. 2007 ). Another possibility is that the negative study was performed on a population sample of hospitals, while most positive studies were not. The existence of a volume-outcome effect in selected hospitals may not reflect the true relationship in broader settings.
The purpose of this study was to examine the relationship between hospital volume and outcome in a large population-based sample of nonsurgical mechanically ventilated patients. We also examined the importance of risk adjustment in ICU volume-outcome studies to determine if differences in risk adjustment could explain the differences in results. We used an administrative data set from the Pennsylvania containing a clinical severity of illness measure (MediQual Atlas), allowing us to compare the volume-outcome effect using clinical and administrative risk adjustment. We also performed an instrumental variable analysis to ascertain whether an unbiased estimate of the volume-outcome effect in mechanical ventilation could be obtained without clinical risk adjustment. We hypothesized that an instrumental variable approach could determine whether the association between volume and outcome is independent of measured and unmeasured confounders and potentially causal in nature.
METHODS

Study Design and Patients
We performed a retrospective cohort study using Pennsylvania state discharge data obtained from the Pennsylvania Health Care Cost Containment Council (PHC4). PHC4 collects claims data on all patients discharged from nonfederal hospitals within the Commonwealth of Pennsylvania. All discharges between July 1, 2004, and June 30, 2006 , involving intensive care were eligible for the analysis. We excluded children's hospitals, rehabilitation hospitals, long-term acute care hospitals, and specialty surgery hospitals. Patient-level data were linked to the Pennsylvania Department of Health's death records to obtain each patient's vital status at 30 days after hospital admission. Population and geographic information were obtained by linking the data to the 2000 United States Census by the patient's ZIP code of residence. Hospital characteristics were obtained from the 2005 American Hospital Association Annual Survey.
Patients undergoing mechanical ventilation were identified by the International Classification of Diseases version 9.0--Clinical Modification (ICD-9-CM) procedure codes 96.70, 96.71, and 96.72 (mechanical ventilation time unspecified, o96 consecutive hours, and ! 96 consecutive hours, respectively). We excluded patients o16 years of age because the causes and outcomes of respiratory failure are fundamentally different between the adult and pediatric populations. We excluded patients undergoing major surgery identified using ICD-9-CM procedure codes in order to eliminate the portion of the volume-outcome relationship potentially attributable to surgeryspecific volume. For patients with more than one hospitalization during the study period, we examined only the first hospitalization. Because we planned an instrumental variable analysis using distance as an instrument, it was necessary to examine only patients with a defined home location and a probability of admission to either a low or higher volume hospital (Harris and Remler 1998) . Consequently we excluded patients with missing ZIP codes or ZIP codes outside the state, patients admitted directly from other acute care hospitals (interhospital transfers), and patients who traveled more than 75 miles to reach their admission hospital. Patients transferred from study hospitals to other acute care hospitals were retained in the analysis.
Variables
The primary exposure variable was the volume of mechanically ventilated patients for each hospital, annualized over the study period. For hospitals that opened or closed during the study period, we calculated annual volume based on the length of time the hospital was open. Annual volume was calculated before patient exclusions. We categorized volume into five groups (o100 admissions per year, 100-199 admissions per year, 200-299 admissions per year, 300-599 admissions per year, and ! 600 admissions per year) using previously defined cut-points (Needham et al. 2006) . This allowed us to directly compare our patient population with previously published studies. To simplify the analysis, we further categorized the exposure into two groups: lower volume hospitals ( o300 admissions per year) and higher volume hospitals (! 300 admissions per year). The primary outcome variable was mortality at 30 days from hospital admission.
Variables for risk adjustment were determined a priori as potential confounders of the relationship between volume and outcome and included age, gender, admission source, comorbidities, severity of illness on hospital admission, hospital teaching status, and hospital technological capacity. Age, gender, and admission source were directly available in the discharge data set. Comorbidities were determined using ICD-9-CM diagnosis codes from each patient's index admission. We measured comorbidities in two ways: the Deyo modification of the Charlson comorbidity index (Deyo, Cherkin, and Ciol 1992) and select individual Elixhauser comorbidities (cirrhosis, leukemia, lymphoma, and solid cancer) known to be important predictors of mortality in critically ill patients (Elixhauser et al. 1998; Zimmerman et al. 2006 ). Severity of illness was measured using the MediQual Atlas probability of in-hospital death, a validated risk adjustment tool for hospitalized patients using key clinical and demographic variables measured on the onset of hospitalization (Iezzoni 1997) . A MediQual Atlas score is automatically calculated by PHC4 on most patients admitted to Pennsylvania hospitals but may be absent due to missing clinical data. Teaching status was determined from each hospital's resident-to-bed ratio and categorized into nonteaching (ratio 5 0), small teaching (ratio between 0 and 0.2), and large teaching (ratio ! 0.2).
To determine each hospital's technological capacity, we measured the hospital-specific incidence of nine key procedures during the study period: neurological surgery, cerebral arteriogram, coronary-artery bypass grafting, percutaneous transluminal coronary angioplasty, diagnostic coronary angiography, hemodialysis, magnetic resonance imaging, electroencephalogram, and noncoronary/noncerebral arteriogram or venogram using ICD-9-CM procedure codes. To avoid misclassification due to coding error, we considered hospitals to possess the technology if they coded more than 10 procedures during the 2-year study period. We then created a technological capacity index equal to the weighted sum of the individual technologies, with each technology weighted by the percentage of hospitals that do not have it, thus giving greater weights to hospitals with technologies that are rare (Landon et al. 2006) .
We chose the distance from each patient's home to the nearest higher volume hospital (! 300 mechanically ventilated admissions per year) as a potential instrument. We hypothesized that distance to a higher volume hospital will influence a patient's probability of receiving care in a higher volume hospital, and that this is the only mechanism by which distance to a higher volume hospital will influence mortality (Kennedy 2002) . Similar distances have been used effectively in several other instrumental variable analyses (McClellan, McNeil, and Newhouse 1994; Stukel et al. 2007 ). We also examined the differential distance between the patient's home to the nearest small-volume hospital and the patient's home to nearest large-volume hospital, reflecting a model of hospital choice based on differential rather than absolute difference (Beck et al. 2003) . Distances were calculated as the linear arc distance between the exact longitude and latitude of the hospital to the latitude and longitude of the ZIP code centroid of the patient's residence.
Analysis
The analyses were based on regression models adjusting for observed confounders and instrumental variable regression adjusting for both observed and unobserved confounding. We used the TREATREG command in Stata specifying robust Huber-White standard errors and confidence intervals to account for hospital-level clustering and potential heteroskedasticity.
We used patient-level multivariate linear probability regression to determine the effect of hospital admission volume on 30-day mortality controlling for important confounders. Linear probability models use the probability of mortality as the dependent variable and are easily adaptable to instrumental variable analyses. Although these models do not constrain the probability of death to a number between 0 and 1, this limitation is typically not an issue in mechanically ventilated patients, who have a risk of death around 30 percent (Agresti 2002; Esteban et al. 2002) . Separate models were created containing just the primary exposure (base model); the primary exposure plus age, gender, admission source, and comorbidities (administrative model); and the variables in the administrative model plus the MediQual Atlas probability of in-hospital death (clinical model). For the instrumental variable analysis, we performed a two-stage maximum likelihood estimation process, specifying linear models for both the probability of in-hospital death (using the admin-istrative model) and the probability admission to a high-volume hospital conditional on the instrument and other observed covariates (Maddala 1983) .
To assess the assumptions underlying the instrumental variable analysis, we performed the following analyses. First, we used Pearson's correlation coefficient to examine the correlation between the instrument (distance to the nearest large-volume hospital), the primary exposure (admission to a largevolume hospital), and the primary outcome (30-day mortality). Second, we performed a partial F-test under a linear regression in which volume group was regressed on distance and a complete set of patient characteristics. With a valid instrument the test statistic should be very high (i.e., distance strongly predicts volume group conditional on patient characteristics). Third, we performed a partial F-test under a linear probability model in which mortality was regressed on distance and the complete set of patient characteristics. With a valid instrument the test statistic should be very low (i.e., distance does not predict mortality conditional on patient characteristics and adjusting for volume), recognizing that a lack of association may be confounded by unmeasured variables. Fourth, we compared observable health characteristics between patients closer than the median distance to large-volume hospital and farther than the median distance to a large-volume hospital. For the instrument to be valid, these two patient groups should appear qualitatively similar with respect to the exposure.
To confirm the presence of endogeneity in our primary exposure, we performed the Rivers-Vuong test (Rivers and Vuong 1988) and the Hausman specification test (Hausman and McFadden 1984) . The Rivers-Vuong test assesses the relationship between mortality and the residual from the regression of the volume group on distance by including this residual with volume as the covariates in the mortality model. The Hausman specification tests assess whether the least-squares linear probability model and the instrumental variable model are consistent, obviating the need for an instrumental variable analysis.
All analyses were performed using Stata 9.2 (College Station, TX). A p value of .05 was considered significant. This work was considered exempt from Human Subjects Review by the University of Pennsylvania Institutional Review Board.
RESULTS
There were 169 general acute-care hospitals in the state during the study period, with a total of 78,427 nonsurgical admissions requiring mechanical ventilation.
The median number of mechanical ventilation admissions was 100, with a range from 1 to 1,994. Compared with lower volume hospitals, higher volume hospitals had more hospital beds, were more likely to be teaching hospitals, were located in larger communities, and had higher technological capacity (Table 1) .
We excluded 452 patients (0.6%) o16 years of age, 19,780 patients (25.2%) who underwent major surgery, 21,261 repeat admissions (27.1%), 1,964 patients admitted in transfer from another hospital (2.5%), 1,711 patients (2.2%) with missing or bad ZIP codes, and 272 patients (0.4%) who traveled more than 75 miles to reach their admission hospital. The final sample contained 30,677 patients (Table 2) . Compared with patients in lower volume hospitals, patients in higher volume hospitals were younger and more likely to be non-white. Comorbidities were similar among all volume groups. The MediQual Atlas probability of in-hospital death was available for 24,726 patients (81%) and was slightly greater at higher volume hospitals. Unadjusted mortality was lower at higher volume hospitals.
Median distance from the patients' residence to the nearest higher volume hospital (4300 patients per year) was 7.6 miles (interquartile range: 2.9-21.2 miles). The nearest higher volume hospital was not the admitting (27) 5 (20) 9 (53) 1 (17) 1 million1 20 (24) 26 (70) 18 (72) 7 (42) 5 (83) Values are either mean AE standard deviation or frequency (%). n Scale indicating the number of high-technology procedures available at the hospital weighted by the scarcity of the procedure (range: 0.00-5.05). See ''Methods'' for further explanation. MSA, metropolitan statistical area.
hospital for 16,462 patients (53.7%). For 5,757 patients (18.2%) the closest hospital to home was a higher volume hospital. Of patients admitted to a small-volume hospital, 1,840 (11.2%) lived closer to a higher volume hospital than the admitting hospital. Distance to the nearest higher volume hospital was strongly associated with admission to a higher volume hospital (Pearson's coefficient: À 0.39; F statistic from linear probability model 5 2000.9, po.001). Conversely, distance to the nearest higher volume hospital was uncorrelated with 30-day mortality (Pearson's coefficient: 0.02; F statistic from linear probability model 5 1.80, p 5 .18). Health characteristics were similar between patients closer to a higher volume hospital than the median and those farther away from a higher volume hospital than the median (Table 3 ). The exception was race--black patients were much more likely than white patients to live close to a higher volume hospital. The median income of census tract of residence, however, was similar between distance groups. Similar to our primary instrument, differential distance was also highly correlated with admission to a highvolume hospital (F statistic 5 2269.6, po.001) and uncorrelated with 30-day mortality (F statistic 5 0.52, p 5 .47).
The relationship between hospital volume and 30-day mortality is shown in Table 4 . Comparing patients admitted to a lower volume hospital (o300 patients per year) to patients admitted to a higher volume hospital ( ! 300 patients per year) using only administrative risk adjustment there was no significant mortality benefit at higher volume hospitals (absolute risk reduction: 2.2%, p 5 .14). In the subset of patients for whom the MediQual Atlas score was available, clinical risk adjustment resulted in a small but statistically significant reduction in the probability of death associated with care at a higher volume hospital (absolute risk reduction: 3.4%, p 5 .04). In the instrumental variable analysis, admission to a higher volume hospital was associated with a large and significant reduction in the risk of death (absolute risk reduction: 7.0%, p 5 .01). Using differential distance as the instrument yielded attenuated but similar results (absolute risk reduction: 5.4%, p 5 .03). The Rivers-Vuong test for endogeneity rejected the null hypothesis ( p 5 .04), indicating the presence of indication bias in the administrative model. The Hausman test was highly significant ( po.001) indicating that the ordinary least-squares model results in biased estimates compared with the instrumental variable analysis.
DISCUSSION
In medical patients receiving mechanical ventilation, care in a higher volume hospital was independently associated with a significant reduction in the adjusted risk of death compared with care in a small-volume hospital. No relationship could be detected using only administrative risk adjustment. Using clinical risk adjustment, a statistically significant result was observed, although the point estimate was qualitatively only slightly greater than in the administrative model. Using an instrumental variable approach to control for unmeasured confounding resulted in a clinically and statistically significant relationship between volume and mortality. Our results help explain discordant findings on this topic in the medical literature. Of the two recent studies examining the volume-outcome relationship in mechanically ventilated patients, one showed a significant relationship and one did not (Kahn et al. 2006; Needham et al. 2006) . The positive study used detailed clinical risk adjustment comprised of physiologic variables on day 1 of the patients' ICU admission (Zimmerman et al. 2006 ). The negative study used administrative risk adjustment available in standard hospital claims. We show that the volume-outcome relationship is extremely sensitive to clinical risk adjustment--the positive result we observed using clinical risk adjustment was not observed using only administrative risk adjustment. An instrumental variable approach produced similar results but resulted in an even greater absolute risk reduction compared with clinical risk adjustment. This finding not only suggests that administrative risk adjustment alone is subject to unmeasured confounding but also suggests that the MediQual Atlas clinical risk adjustment may not account for all the severity differences between large-and small-volume hospitals. Alternatively, the difference in treatment effects may be due to the different types of models. The instrumental variable analysis estimates the marginal treatment effect (the effect on patients whose probability of admission to a high-volume hospital is only due to distance) rather than the average treatment effect (the effect on the entire population of mechanical ventilated patients) (Harris and Remler 1998) . Marginal patients may have more potential benefit from admission to a higher volume hospital than average patients.
Our study also demonstrates the utility of instrumental variable analyses for obtaining unbiased estimates of treatment effects in critical care health services research. The results from our instrumental variable analysis are remarkably similar to results from the previous study of mechanically ventilated patients which used high-quality clinical risk adjustment (Kahn et al. 2006) . Distance-based instruments are commonly used in health services research to help overcome selection bias and unmeasured confounding (McClellan, McNeil, and Newhouse 1994; Brooks et al. 2003; Tsai et al. 2006; Stukel et al. 2007 ). In our study, distance to the nearest higher volume hospital was strongly associated with the exposure and uncorrelated with both the outcome of interest and other observable health characteristics, fulfilling the criteria of a valid instrument. It is possible that distance from home to hospital can be used as an instrument to answer other ICU-related health services research questions that are subject to indication bias. Of some concern was the finding that the instrument was strongly associated with patient race. In some health care settings black race is associated with poorer health status and higher mortality (Harris 2001; Konety, Vaughan Sarrazin, and Rosenthal 2005) . However, more recent data suggest that these differences are more often due to socioeconomic factors and differences in treatment patterns (Petersen et al. 2002; Barnato et al. 2005) . In patients with critical illness, race has not been shown to be associated with mortality independent of comorbidities and severity of illness (Williams et al. 1995; Dombrovskiy et al. 2007; Barnato et al. 2008) .
Instrumental variable analyses are frequently used to determine causal relationships from observational data. Although our primary goal was to determine the association between volume and outcome independent of potential unmeasured confounding, our instrumental variable result suggests a causal relationship between volume and outcome in mechanically ventilated patients. Volume in this case is likely a proxy for clinical experience, which may be causally related to outcome under a ''practice makes perfect'' conceptual model (Luft, Hunt, and Maerki 1987) . As clinicians gain experience in the care of complex patients they may provide better care. Our findings provide new support a causal effect of volume in mechanically ventilated patients. However, we still cannot rule out that other unmeasured hospital level factors correlated with volume are the true causal mediators.
The volume-outcome relationship in critical care has important health policy implications. Variation in quality across ICUs has prompted calls for regionalization of critical care in a manner similar to trauma or neonatal care (Angus and Black 2004; Barnato et al. 2007) . Regionalization would involve routinely transferring high-risk ICU patients to a small number of large, highquality hospitals. If patients transferred to high-volume centers experience similar outcomes to patients originally admitted to those centers, then regionalization has the potential to significantly improve outcomes (Kahn et al. 2008) . Regionalization also has the potential to improve efficiency in the ICU by taking advantage of economies of scale ( Jacobs, Rapoport, and Edbrooke 2004) . The existence of a strong volume-outcome relationship supports continued investigations into the feasibility of developing regionalized systems of critical care.
The volume-outcome effect also suggests ways to improve the quality of critical care independent of regionalization. If we are able to identify care processes common to high-volume hospitals, it may be possible to improve outcomes by routinely exporting these processes to small community hospitals. High-volume hospitals may be more likely to utilize an a multidisciplinary care model led by trained intensivists (Young and Birkmeyer 2000) . Greater nursing intensity and technological innovation may be associated with outcome in the ICU and may be correlated with higher hospital volume (Bastos et al. 1996; Tarnow-Mordi et al. 2000) . High-volume hospitals may also be more likely to adopt evidence-based care processes like lung protective ventilation for acute lung injury, activated protein C for severe sepsis, and protocolized care for sedation and ventilator weaning (Ely et al. 1996; Brook et al. 1999 ; The Acute Respiratory Distress Syndrome Network 2000; Bernard et al. 2001) . Future research should be focused on uncovering the care practices common to high-volume hospitals and investigating ways to increase use of these practices in community hospitals.
Our work has several limitations. As an observational study we cannot prove causation between volume and outcome, although our instrumental variable analysis strongly argues against patient-level confounding. Unmeasured structural characteristics may still explain part of the observed relationship--identifying these potential characteristics is in important future research direction. Of note, we observed a significant relationship even after controlling for indirect measures of technological capability and the academic status of the hospital. MediQual Atlas clinical risk adjustment was not available for all patients. The MediQual score could be missing for a number of reasons, mostly due to incomplete reporting of clinical data from the hospitals. As a consequence, the analyses using administrative risk adjustment and clinical risk adjustment were performed on slightly different groups of patients. We considered limiting the entire analysis to only patients with a MediQual score but felt this could introduce another unnecessary source of potential bias. The MediQual score was missing on a minority of patients, making it unlikely that dropping those patients in a single analysis created significant bias. Another limitation is that the MediQual Atlas score has not been validated in the ICU to the extent of other ICU-specific severity of illness measures such as the Acute Physiology and Chronic Health Evaluation (APACHE) or the Simplified Acute Physiology Score (Le Gall, Lemeshow, and Saulnier 1993; Zimmerman et al. 2006) . The instrumental variable analysis produced different results than the clinical risk adjustment analysis, suggesting that MediQual Atlas did not account for all of the variation in severity of illness between volume groups. Although existing comparisons suggest that APACHE and MediQual Atlas perform similarly in hospitalized patients, this analysis indicates that MediQual Atlas may not perform adequately in the ICU (Iezzoni 1997) . Finally, our instrumental variable analysis applies only to a marginal population of ICU patients with potential to be admitted to both large-and small-volume hospitals (Harris and Remler 1998) . These results would not apply to mechanically ventilated patients transferred to a large tertiary care medical center or patients requiring highly specialized ICU care available at only large volume hospitals.
CONCLUSIONS
Higher hospital volume is independently and potentially causally associated with improved outcomes for nonsurgical patients undergoing mechanical ventilation. This finding is sensitive to risk-adjustment methodology--a positive association was observed using clinical risk adjustment and an instrumental variable approach, but not with administrative risk adjustment alone. Our data resolve discordant results found in previous studies and show that instrumental variable analyses can be used to account for unmeasured confounding and selection bias in ICU outcomes research. The existence of a volume-outcome relationship in mechanical ventilation supports calls for the regionalization of critical care. Additionally, efforts to increase use of evidence-based care practices in small community hospitals may represent an opportunity to improve outcomes for critically ill patients.
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