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The differential conductance of graphene is shown to exhibit a zero-bias anomaly at low temperatures, arising
from a suppression of the quantum corrections due to weak localization and electron interactions. A sim-
ple rescaling of these data, free of any adjustable parameters, shows that this anomaly exhibits a universal,
temperature- (T ) independent form. According to this, the differential conductance is approximately constant at
small voltages (V < kBT/e), while at larger voltages it increases logarithmically with the applied bias, reflecting
a quenching of the quantum corrections. For theoretical insight into the origins of this behavior, we formulate
a model for weak-localization in the presence of nonlinear transport. According to this, the voltage applied
under nonequilibrium induces unavoidable dephasing, arising from a self-averaging of the diffusing electron
waves responsible for transport. By establishing the manner in which the quantum corrections are suppressed
in graphene, our study will be of broad relevance to the investigation of nonequilibrium transport in mesoscopic
systems in general. This includes systems implemented from conventional metals and semiconductors, as well
as those realized using other two-dimensional semiconductors and topological insulators.
I. INTRODUCTION
It has long been understood that the conductance of meso-
scopic systems may exhibit quantum corrections at low tem-
peratures, arising from the combined influence of weak lo-
calization [1–3] and electron interactions [3–5]. The former
phenomenon [1] is due to the coherent interference of time-
reversed pairs of Feynman paths, which return to their origin
after a sequence of elastic scattering events, thereby enhanc-
ing the resistance above its Drude value. The interaction cor-
rection [2], on the other hand, has been discussed in terms
of the scattering generated by the charge hologram associated
with such closed paths [5]. While these corrections have long
been the subject of study in normal metals and semiconduc-
tors, interest in these phenomena has been revived in recent
years due to their manifestations in emergent two-dimensional
materials, with the most notable example being provided by
graphene. The unusual aspects of the bandstructure of this
material, including its linear energy dispersion and the chiral
nature of its carriers, significantly modify weak localization,
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in a manner that has been discussed in a number of theoret-
ical [6–12] and experimental [13–24] works. Most notable
here is that the details of the localization are strongly depen-
dent upon the nature of the impurities in the system, with ex-
act backscattering being forbidden for remote impurities that
generate long-range scattering [25, 26]. As such, this behav-
ior corresponds to weak antilocalization, a phenomenon that
is normally associated with materials with strong spin-orbit
coupling [1–3]. The antilocalization occurs in spite of the
very weak spin-orbit coupling in graphene, but is suppressed
in the presence of short-ranged impurities; these restore weak
localization by allowing backscattering between the inequiva-
lent K and K′ valleys. Elsewhere, other works have explored
the nature of the interaction-related correction to graphene’s
conductance [27–32], and have found it to be of similar mag-
nitude to that arising from weak localization.
In both the original experimental work on quantum cor-
rections in normal metals and semiconductors [1–3, 5], and
in more recent investigations performed on graphene [13–
24, 27–32], the primary emphasis has been on obtaining in-
formation on these phenomena by studying their influence on
the linear conductance. More specifically, most works have
addressed the manner in which the corrections are affected
by a magnetic field, which breaks time-reversal symmetry
and suppresses weak localization while leaving the interaction
ar
X
iv
:1
80
2.
09
92
2v
2 
 [c
on
d-
ma
t.m
es
-h
all
]  
14
 M
ar 
20
18
2contribution unaffected [1–5]. In contrast, far fewer studies
have explored the manner in which these phenomena are af-
fected under nonequilibrium conditions. (Notable exceptions
include early works that demonstrated the inability of an elec-
tric field to break time reversal during coherent backscatter-
ing [33, 34], and later experiments on the differential conduc-
tance of GaAs/AlGaAs quantum dots [35] and short metallic
nanobridges [36, 37].) While there have been a few investi-
gations of the nonlinear differential conductance of graphene
[38–43], there is still relatively little that is understood about
the manner in which the quantum corrections in this material
(and in other Dirac materials) are affected under nonequilib-
rium conditions. It is this specific problem that we address
here, from both experimental and theoretical perspectives.
The experimental component of this work involves stud-
ies of the differential conductance (g) of graphene transistors,
implemented in both monolayer and bilayer material. At low
temperatures (T ), where quantum corrections are expected to
influence transport, the zero-bias conductance (G) of these de-
vices is suppressed by the combined influence of weak local-
ization and electron interactions. Application of a nonzero
voltage (V) quenches these phenomena, however, and leads
to an enhancement of the differential conductance that de-
fines a zero-bias anomaly. By implementing a simple rescal-
ing of these data, in which we plot the bias-induced change
of differential conductance (∆g = g(V)−G) as a function of
the dimensionless voltage (eV/kBT , where kB is the Boltz-
mann constant), we show that the zero-bias anomaly collapses
onto a universal, temperature-independent form. According to
this, the linear conductance remains unchanged for voltages
eV . kBT , while at larger voltages it increases as a logarith-
mic function of V , reflecting the quenching of the quantum
corrections. This universal voltage scaling of the quantum
corrections is observed in both monolayer and bilayer devices,
and on the electron and hole sides of the Dirac point. Quan-
titative insight into the origins of this behavior is provided in
the theoretical component of this work, in which we develop
a formal description of the weak-localization correction un-
der strongly nonequilibrium conditions. This is achieved by
making use of a nonequilibrium Green function approach, in
which we address the influence of disorder-induced scattering
up to the level of the maximally-crossed diagrams responsible
for weak localization. Our essential finding is that the applied
voltage introduces an additional dephasing in transport, that
is analogous to that known to arise from a magnetic field or
from nonzero temperature [44]. More specifically, by opening
an energy window for transport, the applied voltage causes
a self-averaging of the electron wavefunction, according to
which diffusing waves gradually decohere with one another
as they propagate around the same scattering loop. While our
calculations are performed for the weak-localization correc-
tion alone, the strong similarities that they exhibit with the
results of our experiment suggest that the interaction correc-
tion should be similarly affected by the self-averaging phe-
nomenon.
The organization of the remainder of this paper is as fol-
lows. Section II provides a description of the graphene de-
vices used in this study, and of the different techniques that are
used to measure them. Our main experimental results are then
presented in Sec. III, while in Sec. IV we develop a theoret-
ical model for weak localization in graphene under nonequi-
librium. In Sec. V we discuss some of the implications of our
results, before concluding in Sec. VI.
II. EXPERIMENTAL METHODS
Graphene devices were fabricated by exfoliating Kish
graphite onto a heavily-doped Si substrate with a 300-nm
SiO2 cap layer [45, 46]. Layer identification was achieved
through a combination of optical microscopy and Raman
imaging [46], following which individual graphene flakes
were contacted with Cr/Au (3-/50-nm) electrodes, defined by
electron-beam lithography and lift-off. The conductive Si sub-
strate served as the (back-) gate of these devices, which was
biased at an appropriate voltage (Vg) to vary the carrier con-
centrations. A number of devices were fabricated, and charac-
terized electrically, and exhibited similar and consistent char-
acteristics. In this work we focus on a detailed study of the dif-
ferential conductance of representative devices realized from
monolayer and bilayer graphene. Measured electron (µe) and
hole (µh) mobilities in these devices (µe = 12,000 cm2/Vs and
µh = 14,000 cm2/Vs in monolayer, and µe = 1,300 cm2/Vs
and µh = 1,100 cm2/Vs in bilayer, both at 4 K and a concen-
tration of 1012 cm−2) were consistent with prior reports [47]
for graphene on SiO2. For four-probe measurements of the
linear conductance (G), a small AC voltage (vd) was applied
between the source and drain contacts of the device, allowing
the conductance to be determined from the measured AC cur-
rent (id) and from the voltage (v) drop across a pair of internal
voltage probes. An example of this configuration is provided
in the left inset of Fig. 1 (a), which features an optical micro-
graph of one of our bilayer devices. The value of vd was con-
figured to yield an internal voltage v ∼ 100 µV and the mea-
surement frequency was set at 13 Hz. For measurements of the
differential conductance, the AC conductance was determined
in the same manner as above, but now with an additional DC
voltage (Vd, applied to the source and drain contacts) super-
imposed upon the AC component. In all of the data presented
here, the variation of differential conductance is indicated as
a function of the DC voltage drop (V) across the pair of inter-
nal probes. This voltage was determined from the measured
AC voltages, according to (V = Vd · (v/vd)). All measurements
were made with the samples mounted in vacuum, on the cold
finger of a closed-cycle cryostat.
III. EXPERIMENTAL RESULTS
We begin our discussions by focusing on the manner in
which the quantum corrections are manifested in the linear-
transport characteristics of the devices. In the main panel of
Fig. 1 (a), we show the variation of the small-signal resistance
(R ≡ 1/G) of the bilayer device as a function of its gate volt-
age. Measurements are shown for various temperatures from 4
− 100 K, and reveal several important characteristics. Firstly,
3as the temperature is lowered below 30 K, reproducible con-
ductance fluctuations develop in the curves, signaling the
emergence of coherent mesoscopic transport [48, 49]. More
importantly, the fluctuations are superimposed upon a back-
ground trend for increasing resistance with decreasing tem-
perature (see the right inset to Fig. 1 (a)), behavior that is
typical of the quantum corrections [1–5]. This connection is
further established in Fig. 1 (b), where we plot the variation
of resistance as a function of temperature at three representa-
tive gate voltages. In all three cases, the resistance varies as a
logarithmic function of temperature, a characteristic signature
of quantum corrections in two-dimensional materials [1–5].
The main emphasis in this report is on understanding the
manner in which the quantum corrections in graphene are sup-
pressed under nonequilibrium conditions. The essential phe-
nomenon in which we will be interested is presented in Figs.
1 (c) – (e), in which we plot the low-temperature (4 K) dif-
ferential conductance of a bilayer device at three gate volt-
ages (identified in the main panel of Fig. 1 (a)). Common to
these data is a zero-bias anomaly, according to which the con-
ductance is suppressed at zero bias but then increases when
a voltage of either polarity is applied. (The anomaly is su-
perimposed upon a broader conductance variation, which has
previously been discussed as a signature of electron heating
[42].) As we now describe, the zero-bias anomaly is attributed
to a nonequilibrium suppression of the quantum corrections in
these devices.
In normal investigations of quantum corrections, it is com-
mon to distinguish the influence of weak localization and elec-
tron interactions by applying a perpendicular magnetic field
(B); as noted already, this suppresses weak localization while
leaving the interaction correction unaffected [1–5]. In Fig.
2 (a), we show the results of measurements of the symmet-
ric component [46] of the linear magneto-conductance of the
monolayer device at five different temperatures. At 3 K, the
signature of weak localization can be clearly seen in the data,
in the form of a narrow conductance dip that is centered at zero
magnetic field, and which coexists with reproducible fluctua-
tions that extend over the entire field range. Both of these
features weaken as the temperature is increased to 35 K, con-
sistent with the expected reduction in carrier phase coherence
[44, 48, 49]. The most important point here, however, is that
the localization is quenched at very weak magnetic fields, as
little as 30 mT. Noting this, in Fig. 2 (b) we plot the re-
sults of measurements of the low-temperature differential con-
ductance of the monolayer device at three different magnetic
fields. These data were obtained for a gate voltage close to the
Dirac point and at B = 0 T the zero-bias anomaly is close to
2e2/h in size. Its amplitude is reduced under the application
of the magnetic field, decreasing to around 50 % of its origi-
nal value at 0.4 T. The crucial point here is that this field value
is significantly larger than that required in Fig. 2 (a) to sup-
press weak localization. Consequently, we may conclude that
the zero-bias anomaly in the differential conductance arises,
at zero magnetic field at least, from the combined influence
of weak localization and electron interactions. Moreover, the
data of Fig. 2 (b) suggest that the relative magnitude of these
two quantum corrections should be roughly the same.
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FIG. 1: (Color online) (a) The main panel shows the variation of
the small-signal (AC) resistance as a function of gate voltage, for
the bilayer device shown in the optical image in the left inset. This
inset also indicates the biasing scheme used to measure differential
conductance in a four-probe configuration. The right inset is an ex-
panded view of the data, indicating the emergence of conductance
fluctuations and the quantum corrections at low temperatures. (b)
Variation of resistance as a function of temperature, determined from
the results of panel (a) at three different gate voltages (indicated).
The dotted lines are guides to the eye that indicate the logarithmic
scaling characteristic of quantum corrections. Note the break in the
vertical axis of the figure. (c) – (e) Measurements of the differential
conductance of the bilayer device at 4 K and for the three gate volt-
ages identified in the main panel (a). Filled symbols are experimental
data while the solid lines represent weighted fits through these points.
While the data of Figs. 2 (a), (b), were obtained for a
monolayer device, with the gate voltage configured at the
Dirac point, the general features of the zero-bias anomaly re-
vealed in these figures were found also in our studies of bi-
layer graphene (as confirmed already in Fig. 1), and were
largely unchanged as the gate voltage was used to move the
Fermi level between the valence and conduction bands.
Consistent with the temperature-dependent nature of linear
transport, as evidenced in Figs. 1, 2, the zero-bias anomaly in
the differential conductance is also found to depend strongly
upon temperature. This is illustrated in Fig. 3 (a), in the main
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FIG. 2: (Color online) (a) Symmetric component [46] of the linear
magneto-conductance of the monolayer device at five different tem-
peratures (indicated). (b) Differential conductance of the monolayer
device at 3 K and at three magnetic fields. Data in panels (a) and
(b) were obtained for a gate voltage at the Dirac point of the device
(Vg = 14 V).
panel of which we show measurements of the differential con-
ductance of the monolayer device at a number of different
temperatures. As the temperature is increased from an ini-
tial value of 3 K, two important trends are apparent in this
data: firstly, the zero-bias conductance increases with increas-
ing temperature, consistent with the expected suppression of
the quantum corrections, and; secondly, the overall ampli-
tude of the zero-bias anomaly is simultaneously reduced. Re-
markably, we find that these data can be rescaled onto a com-
mon curve by implementing the procedure utilized in the in-
set to Fig. 3. Here we replot the data of the main panel to
show the variation of the bias-induced conductance change
(∆g = g(V)−G) as a function of the dimensionless voltage
(eV/kBT ). Simply by means of this parameter-free rescaling,
we see that the conductance curves obtained at different tem-
peratures essentially collapse onto one another.
For further insight into the rescaling of the differential con-
ductance, we refer to the results of Fig. 4. In contrast to the
results of Fig. 3, which were obtained for a monolayer device,
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FIG. 3: The main panel shows the results of measurements of the
differential conductance of the monolayer device at various temper-
atures from 3 − 30 K. The data were obtained for a gate voltage
Vg = +6 V, while the Dirac point in this device was positioned at
Vg = +14 V. This condition therefore corresponds to a gate-induced
hole concentration of p = 5.8 ·1011 cm−2. The inset shows a rescal-
ing of the data from the main panel, according to which we plot the
variation of the bias-induced conductance change (∆g = g(V)−G)
as a function of the dimensionless voltage (eV/kBT ). The colors of
the different data points correspond to the same temperatures as in-
dicated in the main panel.
in Figs. 4 (a), (b), we show the results of this rescaling for a
bilayer transistor. In Fig. 4 (a), we show the variation of the
differential conductance (g(V)) as a function of the applied
voltage, with the abscissa indicated on a logarithmic scale.
From these data alone, it is clear that the differential con-
ductance exhibits two distinct regimes of voltage-dependent
behavior; the first at low voltages where it is approximately
constant, and the second at higher voltages where it instead
exhibits a logarithmic variation. In Fig. 4 (b), we rescale
these data as in the inset to Fig. 3, in this case represent-
ing the dimensionless voltage on a logarithmic scale. As with
the behavior revealed in Fig. 3, we once again see how the
curves obtained at various temperatures in Fig. 4 (a) collapse
onto a common curve as a result of the data rescaling. Hav-
ing replotted the data in this way, it is moreover apparent that
the crossover between the voltage-independent and voltage-
dependent regimes occurs for eV/kBT ∼ 1, a natural result if
the influence of the voltage is to open a thermally-resolved en-
ergy window for transport (a point that we return to below). In
Fig. 4 (c), we provide yet another illustration of this rescaling,
in this case for the monolayer data of Fig. 3. The similarity of
these results to those of Fig. 4 (b) is striking, with a crossover
near eV/kBT ∼ 1 and a logarithmic scaling at higher voltages.
Having established the universal voltage scaling of the
quantum corrections in graphene, in the next section we de-
velop a theoretical model to account for this behavior. Our
approach involves formulating a description of the weak-
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FIG. 4: Temperature dependent differential conductance of the bi-
layer device, measured at various temperatures from 3 − 55 K.
The data were obtained for a gate voltage Vg = −24 V, while the
Dirac point in this device was positioned at Vg = −5 V. This con-
dition therefore corresponds to a gate-induced hole concentration of
p = 1.4 · 1012 cm−2. (b) Data of panel (a), obtained after rescaling.
(c) Data of Fig. 3, obtained after similar rescaling.
localization correction under nonequilibrium, and demonstrat-
ing that this exhibits the essential characteristics of our exper-
imental data. While a full treatment of this problem should
also involve calculating the interaction-induced correction un-
der nonequilibrium, this latter task is considered to be beyond
the scope of the current work. By clarifying how weak local-
ization is influenced under nonequilibrium, however, we gain
important insight into the relevant processes responsible for
the quenching of the quantum corrections in experiment.
IV. THEORETICAL TREATMENT OFWEAK
LOCALIZATION IN GRAPHENE UNDER
NONEQUILIBRIUM
In usual discussions of weak localization it is common to
describe this phenomenon in terms of the two-particle prop-
agator known as the Cooperon [2, 3, 50, 51]. This com-
prises a quasiparticle that follows a diffusive path, and which
interferes with its time-reversed partner, providing the natu-
ral viewpoint from which to discuss weak localization. As
a linear-response construct, however, the Cooperon may only
be utilized under equilibrium, or quasiequilibrium, conditions,
and thus is not applicable in the nonlinear regime of interest
here. We therefore adopt an alternative approach to treat weak
localization [52, 53], which is based on the use of nonequi-
librium Green functions. Under spatial averaging, we obtain
rainbow diagrams that provide the impurity-limited scatter-
ing lifetime in the self-consistent Born approximation, and
maximally-crossed diagrams that account for weak localiza-
tion (see App. B). To implement our calculations, we consider
a graphene sheet contacted by a pair of metallic leads, and cal-
culate its electronic structure subject to the boundary condi-
tions imposed by the coupling to these leads. To consider the
details of transport in the presence of disorder, we introduce
short-range scattering centers that represent atomically-sharp
defects. By including such impurities in our model we are able
to capture effects arising from inter-valley scattering [54, 55],
a key mechanism that is necessary to give rise to weak lo-
calization [6]. (The role of long-range disorder, such as that
generated by substrate impurities, is not considered here. In
this sense, our analysis is pertinent to intrinsic graphene, in
the presence of local imperfections and defects, but free of
any substrate interactions.)
While the details of our calculation of the nonequilibrium
weak-localization correction are provided in the appendix to
this paper, the essential features of our theory are as fol-
lows. Using a tight-binding model of the monolayer graphene
lattice, with imperfections arising from a random collection
of short-ranged impurities, and tunneling to a pair of metal-
lic leads, we calculate the current flowing through this layer
under the application of fixed voltage. The nonequilibrium
nature of this problem is taken into account by formulating
the model on the Keldysh contour (see appendix for details).
The reduction of current (δI) caused by weak-localization is
then determined by applying an impurity averaging, in which
the contribution to the current from the maximally-crossed
diagrams is calculated. Using the resulting expression, the
localization-induced correction to the differential conductance
is ultimately expressed (in the limit T → 0) as:
d
dV
δI =− 2e
2
h
ΓLΓR
D2c
ln
Dc
eV
. (1)
Here, ΓL,R represent the coupling between the graphene and
its left and right reservoirs (we take ΓL = ΓR = 5 meV),
Dc = (4pivF2ρ)1/2 = 3 eV is an upper energy limit, vF is the
Fermi velocity of graphene, and ρ is its planar density [56].
Crucially, Eq. (1) indicates that the localization correction
to the differential conductance decreases with increasing volt-
age, exhibiting a logarithmic scaling as a function of this pa-
rameter that is highly suggestive of that found in our experi-
ment.
Before undertaking a quantitative comparison of our exper-
iment and theory, we comment on the significance of Eq. (1).
Physically, this describes an additional dephasing that is intro-
duced in the transport, and which arises from a self-averaging
6lV
(a)
(b)
l
U1 U4U3U2 U5r r
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FIG. 5: A schematic illustration of the energy averaging of weak
localization due to a nonzero voltage. (a) Schematic representation
of a sequence of scattering events contributing to weak localization.
An electron starts at point r and returns to the same point after a
sequence of (five) scattering events. U1−5 denote the different scat-
tering potentials associated with these scatterers. (b) At zero voltage,
weak localization arises from the interference of monoenergetic par-
tial waves that travel in opposite directions. (c) At non-zero voltage,
the monoenergetic waves in (b) are replaced by a set of waves with
a spread of energies, which decohere with one another over an effec-
tive, voltage-induced, decoherence length.
effect whose essential idea is as follows. At zero temperature,
and in the absence of any magnetic field or applied voltage,
there is a fixed phase difference between electron waves that
traverse any scattering loop in opposite directions. Increas-
ing temperature leads to a summation over several such loops,
each with the same fixed phase difference, so that the con-
structive interference that is the origin of weak localization is
maintained. (This is the well-known statement that weak lo-
calization is not subject to thermal averaging [3].) When a
nonzero voltage is now applied, however, each diffusing elec-
tron essentially corresponds to a set of partial waves, with a
spread of energies determined by the value of the applied volt-
age. As these waves diffuse through the graphene sheet, this
energy spread leads to a natural dephasing, as indicated in Fig.
5.
In the inset to Fig. 6, we plot the calculated contribution of
weak localization to the differential conductance of graphene,
over a temperature range similar to that studied in experiment.
In these calculations, the impurity concentration is taken to be
1 % and the scattering potential associated with the impuri-
ties (Un = U1−5 in Fig. 5) is set at 1 eV. The graphene is
furthermore assumed to be intrinsic, by which we mean that
the Fermi level lies at the Dirac point at thermal equilibrium.
The resulting curves capture well the conductance variations
found in experiment (compare, for example, with the results of
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FIG. 6: In the inset to this figure, we show the calculated differential
conductance for monolayer graphene (temperatures indicated) in the
presence of weak localization. The impurity concentration is set at 1
% and the scattering potential associated with the impurities is 1 eV.
In the main panel we replot the differential conductance data to show
the variation of bias induced conductance change (∆g) as a function
of the dimensionless voltage (eV/kBT ).
Fig. 3), showing a zero-bias anomaly that is suppressed with
increasing voltage and temperature. The values of the char-
acteristic voltage (10 mV) and temperature (40 K) required
to suppress the anomaly are moreover consistent with the re-
sults of our experiment. To further highlight the extent of the
agreement between experiment and theory, in the main panel
of Fig. 6 we plot the result of rescaling the calculated conduc-
tance curves, using the same approach as that applied to the
experimental data. Here, also, we find that the data conform
to a universal voltage scaling, showing little change in differ-
ential conductance when eV/kBT . 1, followed by a crossover
to a logarithmically increasing conductance at larger voltages.
Most importantly, the collapse of the temperature-dependent
data onto a single curve in this figure, without the need to
make use of any adjustable parameters, reproduces the key
observation of our experiment. Overall, the suggestion is that
our theoretical model therefore describes the essential physics
exhibited in the experiment.
V. DISCUSSION
The similar properties of the zero-bias anomaly, obtained
in our experiment and theory, suggest a close connection of
the results of Section III to the energy-averaging mechanism
highlighted in Section IV (see Fig. 5 and related discussion).
While we have calculated the effect of this averaging on the
weak-localization correction alone, we know from our exper-
7iment (see Fig. 2) that the observed conductance anomaly
arises from the combined influence of localization and elec-
tron interactions. While a theoretical treatment of the latter
correction lies beyond the scope of the current work, the close
similarity exhibited between our experimental and theoretical
results suggests, at least, that the interactions should be sub-
ject to a similar energy averaging. Indeed, in a previous study
of the differential conductance of metallic nanobridges, the
observed zero-bias anomaly was attributed to a quenching of
the interaction correction alone, rather than the influence of
weak localization [36, 37]. Our results for graphene clearly
point to the combined influence of both mechanisms.
The role of energy-averaging in mesoscopic transport has
been highlighted previously, in discussions of the thermal
damping of universal conductance fluctuations in dirty met-
als [58]. There, the averaging is described as an unavoidable
source of static dephasing, arising from the thermal spread of
the electron energy at nonzero temperature. In such systems,
this static dephasing must be considered in addition to the
dynamic dephasing [44], generated by scattering from time-
dependent sources (such as phonons and other electrons). One
question that arises here is whether the observed features of
the conductance anomaly really do result from energy averag-
ing? An alternative scenario that might be considered is that
application of the bias voltage instead increases dynamic de-
phasing, by enhancing electron-phonon and electron-electron
scattering. This would likely lead to a power-law variation of
the dynamic dephasing length (lϕ ∝ V−p , p ∼ 1, [44]), and
thus, once again, to a logarithmic conductance scaling. In
such a situation, however, it is not at all clear that the result-
ing conductance variations should exhibit the universal volt-
age scaling found here. Specifically, the observation that the
conductance curves collapse on one another when rescaled by
the thermal energy, and that the rescaled data show a crossover
in behavior when eV ∼ kBT , would appear to favor the energy-
averaging picture presented here.
In usual discussions of weak localization [3, 58], the static
dephasing associated with thermal smearing is known to leave
the localization unaffected. Physically, this result that may
be understood in the following way. At nonzero temperature,
the backscattering responsible for weak localization can be at-
tributed to a family of partial waves, with an energy spread set
by the temperature. At each fixed energy within this range,
a contribution to localization arises from the interference of
time-reversed pairs of closed trajectories. Since each such pair
returns to its origin in phase, summing over all relevant ener-
gies preserves the coherence required for the localization cor-
rection, and there is no thermal averaging of this effect. In our
calculations of the energy averaging induced under nonequi-
librium, however, the presence of a nonzero voltage does lead
to averaging of the localization effect. Formally, this is due
to the different way in which the contributions of the var-
ious scattering diagrams are summed in the nonequilibrium
model. Specifically, at nonzero voltage, the localization cor-
rection must be viewed as arising from the interference of a set
of partial waves that traverse different closed loops, and which
have a spread of energies set by the voltage. As the voltage
is increased and the size of this energy window grows, this
leads to self-averaging of the wavefunction as diffusing waves
gradually decohere with one another as they propagate around
the same loop (see Fig. 5). Mathematically, this means that
the energy averaging is described by first calculating the con-
tribution of each scattering loop for a spread of energies, and
only then adding the contributions of these averaged terms.
Finally, we note that our calculations of the localization
contribution are performed for intrinsic graphene, by which
we mean that the Fermi level is taken to lie at the Dirac point
at thermal equilibrium. As demonstrated in Fig. 4, however,
the bias-induced suppression of the quantum corrections, and
the zero-bias anomaly that it leads to, appears to be a general
feature of mesoscopic transport, for both electrons and holes
in graphene. Similarly, while our model is formulated for a
monolayer sheet of graphene, the observation of similar zero-
bias anomalies in our monolayer and bilayer devices point to
the more general nature of the voltage-induced energy averag-
ing.
VI. CONCLUSIONS
In conclusion, in this work we have explored the man-
ner in which the quantum corrections to the low-temperature
conductance of graphene, arising from weak localization and
from electron interactions, are modified under nonequilib-
rium. In our studies of the differential conductance of mono-
layer and bilayer devices, we have demonstrated the pres-
ence of a zero-bias anomaly at low temperatures, which arises
from a voltage-induced averaging of the quantum correc-
tions. By implementing a simple rescaling of these data, in
which we plot the bias-induced change of differential con-
ductance as a function of the dimensionless voltage (eV/kBT ),
we have shown how this anomaly collapses onto a universal,
temperature-independent form. According to this, the linear
conductance remains approximately unchanged for voltages
eV . kBT , while at larger voltages it increases as a logarith-
mic function of V , reflecting the quenching of the quantum
corrections. For insight into the origins of this behavior, we
have made use of nonequilibrium Green functions to formu-
late a formal description of weak-localization in the presence
of nonlinear transport. According to this model, the voltage
applied under nonequilibrium gives rise to an additional de-
phasing in transport, arising from a self-averaging effect. By
establishing the manner in which the quantum corrections are
suppressed in graphene, our study will be of broad relevance
to the investigation of nonequilibrium transport in mesoscopic
systems in general. This includes systems implemented from
conventional metals and semiconductors, as well as those re-
alized using other two-dimensional semiconductors [59, 60]
and topological insulators [61, 62].
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Appendix A: Model and transport formalism
We model the low-energy physics around the Fermi level of
pristine graphene using the tight-binding Hamiltonian
H0 =− t
∑
〈i j〉σ
a†iσb jσ +H.c., (A1)
where aiσ and b jσ denote the electron operators in the A- and
B- sub-lattice, respectively. The nearest neighbor (〈i j〉) inter-
site hopping rate is denoted by t. Assuming a spin-degenerate
system, we can drop the spin subscript σ =↑,↓. We add a di-
lute random dispersion of impurities through
HI =
∫
Ψ†(r)V(r)Ψ(r)dr, (A2)
where Ψ(r) =
∫
Ψke−ik·rdk/ρ, Ψk = (ak bk)t, ρ is the graphene
planar density [56], and V(r) =
∑
mVmδ(r− rm) denotes the
scattering potential due to these impurities. Here, Vm =
U
∑
m(σA1m∈A +σB1m∈B) with σA = (σ0 +σz)/2 (σB = (σ0 −
σz)/2), 1m∈A(B) is the indicator function for rm within the A-
sublattice (B-sublattice), and U is the scattering potential.
In reciprocal space, the model Hgr = H0 +HI is trans-
formed intoHgr = ∑kΨ†kΦkΨk +∑kk′Ψ†kVkk′Ψk′ . Here
Φk =
(
0 φk
φ∗k 0
)
, (A3)
where the structure factor φk = −t∑ j exp(ik · δ j) is given in
terms of the nearest neighbor vectors δ1 = a(
√
3,1)/2, δ2 =
−a(√3,−1)/2, and δ3 = −a(0,1), with lattice parameter a.
Free electrons have the dispersion relation φk±K ≈ ±vFke±iϕ
around the K-points K± = ±K = ±4pi
√
3(1,0)/9a, with Fermi
velocity vF = 3at/2. In k-space, the scattering potentialVkk′ =∑
mVm exp[−i(k−k′) · rm]/Ω, where Ω is the volume.
The conductance of the disordered graphene flake is calcu-
lated by placing it in the junction between a pair of metallic
leads, modeled here with HamiltoniansHL = ∑p(εp−µL)c†pcp
and HR = ∑q(εp − µR)c†qcq, where the chemical potentials
µL/R are related to the applied voltage V by µL−µR = eV . Tun-
neling between the leads and the graphene is described by the
Hamiltonian HT = ∑pk c†ptpkΨk +∑qk c†qtqkΨk +H.c., where
the row vector tpk (tqk) denotes the tunneling rate between the
left (right) lead and the graphene. It must be kept in mind
that electrons in both sub-lattices take part in tunneling to and
from the leads, which is accounted for here by the vectors tpk
and tqk.
The stationary charge current is given by I = −e∂t〈NL〉 =
−e∂t∑kσ〈c†pσcpσ〉, which using standard methods becomes
I =
ie
h
tr
∑
kk′
∫
ΓLkk′
(
fL(ω)G>k′k(ω) + fL(−ω)G<k′k(ω)
)
dω.
(A4)
Here, the trace runs over the pseudo-spin degrees of freedom,
fχ(x) = f (ω−µχ) is the Fermi function at the chemical poten-
tial µχ, and Γ
χ
kk′ is the coupling between the lead χ = L,R and
the central region. We omit the momentum dependence of the
coupling, Γχkk′ = Γ
χ and assume that the lesser/greater Green
function for the central region G</>kk′ (ω) = G
</>
k (ω).
Appendix B: Electronic structure calculation
We describe the weak-localization correction in graphene
by considering the features of its electronic structure. In these
calculations, the assumption of nonequilibrium conditions re-
quires that we expand all calculated quantities on the Keldysh
contour.
The electronic structure of pristine graphene is described
by the free (unperturbed) graphene Green function g(k;z) =
(zσ0 + Φk)(z2 − |φk|2), where z ∈ C. We write the equation of
motion for the Green function G(k,k′;z) = 〈〈Ψk|Ψ†k′〉〉(z) as
the Dyson equation
Gkk′ =δkk′gk +
∑
κ
gkVkκGκk′ , (B1)
and expand in orders of the scattering potential Vkk′ ,
Gkk′ =δkk′gk +gkVkk′gk′ +
∑
κ
gkVkκgκVκk′gk′ + · · · , (B2)
which enables an order-by-order investigation of the elec-
tronic structure in terms of the scattering potential.
1. Impurity averaging
We calculate the weak localization correction by making
an average over impurities located at {rm}, thereby surrender-
ing the non-locality of the Green function in reciprocal space.
Employing the method outlined in [52, 53], we obtain to first
order
Vkk′ =
U
Ω
(NAσA +NBσB)δkk′ . (B3)
The Feynman diagram corresponding to this scattering pro-
cess is depicted in Fig. 7 (a). Assuming equal numbers of
impurities in the two sublattices, NA = NB = N, we can write
Vkk′ =
N
Ω
Uσ0δkk′ = cUσ0δkk′ , (B4)
where c = N/Ω defines the concentration of impurities. The
first order correction to the Green function is, hence, given by
δG(1)k =cUg
2
k. (B5)
In an analogous manner, the second-order component be-
comes
VkκgκVκk′ =
NU2
Ω2
(
(N −1)gκσ0 +
∑
i=A,B
σigκσi
)
δkk′ . (B6)
9(c)(a) (b)
(d) (e) (f )
(g) (h)
FIG. 7: Some of the low-order diagrams that are important for con-
ductivity calculations. Momentum is conserved at each vertex. Solid
(dashed) lines represent free-electron Green function (impurity po-
tential), whereas crosses mark scattering events. Diagrams (c), (f),
and (g) are the lowest-order rainbow diagrams, whereas diagram (h)
is the lowest-order crossed diagram.
The Feynman diagrams corresponding to this second-order
scattering process are depicted in Figs. 7 (b) and (c), respec-
tively. The distribution of impurities between the two sub-
lattices leads to a restricted contribution from
∑
κ gκ, picking
out the diagonal components only. This structural organiza-
tion is important for some of the higher-order contributions.
The second-order correction is summarized as
δG(2)k =c
2U2
[
1− 1
N
]
g3k + cU
2gkg˜gk, (B7)
where g˜ =
∑
i=A,B
∑
κσig(κ)σi. Here, the first term can be ab-
sorbed into the single-particle energy. The last term, however,
provides the first diagram in the class of rainbow diagrams,
see Fig. 7 (c). A partial summation over this class of dia-
grams leads to an electronic structure that is dependent upon
the effective impurity-limited scattering lifetime τI . There-
fore, we define the self-energy in the self-consistent Born ap-
proximation in terms of the impurity averaged Green function
G (u2 = cU2)
Σ =
u2
Ω
∑
i=A,B
∑
k
σiGκσi, (B8)
where the impurity averaged Green function is given in terms
of the Dyson equation Gk = (g−1(k)−Σ[G])−1. The ansatz
Σr(ω) = (Λ− i/2τI)σ0 for the retarded self-energy, leads to
u2
Ω
∑
i=A,B
∑
k
σiG
r
kσi
=− 4u
2
D2c
(
ω+
i
2τI
)(
ln
Dc
|ω+ i/2τI | + i
pi
2
sign(ω)
)
σ0,
(B9)
where D2c = 4piv
2
Fρ defines an upper energy cut. Equating for
Λ and 1/τI , and assuming that 1/τI  |ω| (which is sufficient
for small energies around the Fermi level, since Dc ∼ 1 eV,
and U ∼ 1eV , while u2/D2c ∼ 10−3 — 10−2, implying that 1−
4(u2/D2c) ln(Dc/|ω+ i/2τI |)≥ 1), leads to the result that we can
neglect Λ, and retain only the approximate inverse lifetime, or,
momentum scattering time
1
τI
≈4piu
2
D2c
|ω|, (B10)
in agreement with previous studies [54, 55].
2. Maximally-crossed diagrams
The weak localization phenomenon arises from enhanced
backscattering, caused by the constructive interference be-
tween pairs of time-reversed closed paths. It is well known
that diagrams containing crossed impurity lines account for
this interference and that the largest contribution from this
class is provided by the subclass of maximally-crossed di-
agrams. The diagram in Fig. 7 (h), which represents the
lowest-order maximally-crossed diagram and can be written
algebraically as
Σ
(1)
cr (k) =
1
Ω4
∑
m,n
∑
qκ
VmGp/2+κVnGqVmGp/2−κVn
≈ u
4
Ω2
∑
qκ
∑
i, j=A,B
σiGp/2+κσ jGqσiGp/2−κσ j, (B11)
where p = k + q. The dominant contribution to the
lesser/greater form of the self-energy is then given by [53]
Σ
(1)</>
cr (k) =
u4
Ω2
∑
qκ
∑
i, j=A,B
σiG
r
p/2+κσ jG
</>
q σiG
a
p/2−κσ j.
(B12)
The matrices σi, i = A,B, are projections and orthogo-
nal (σiσ j = δi jσi). For a general 2× 2 matrix A, we have
σAAσA = A11σA and σBAσB = A22σB, while σAAσB =
A12σ+ and σBAσA = A21σ−, where σ± = (σx ± iσy)/2.
Hence, a product on the form σiAσ jBσiCσ j reduces to∑
i, j=A,B
σiAσ jBσiCσ j =
(
A11B11C11 A12B21C12
A21B12C21 A22B22C22
)
. (B13)
This property enables us to evaluate all of the crossed dia-
grams, element by element.
Since the diagonal components of the graphene Green func-
tion are equal, we only have to consider one of them. An anal-
ogous observation holds for the off-diagonal components. The
calculation of all matrix components in the self-energy is fun-
damentally important since the coupling between the pseudo-
spin degrees of freedom plays a central role in the theory of
weak localization in graphene [6]. Hence, we write(
Σ
(1)</>
cr (k)
)
i j
=
u2
Ω
∑
q
ζi j(p)
(
G
</>
q
)
ji
, (B14)
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where the subscripts i j refer to matrix components and where
ζi j(p) =
u2
Ω
∑
κ
(
G
r
p/2+κ
)
i j
(
G
a
p/2−κ
)
i j
. (B15)
The momentum summation contained in ζi j is carried out
by individually expanding the Green functions around the
nodes in the two valleys ±K, such that both intra- and inter-
valley scattering is included. Hence,
φp/2±κ+sK ≈svF2 (pe
isϕp ±2κeisϕκ ), s = ±, (B16)
where tanϕk = ky/kx and tanϕp = py/px. This leads to the
result that
φp/2+κφp/2−κ ≈−E2 sin2ϕp + 4ε2 sin2ϕκ, (B17)
where E = vF p and ε = vFκ. Moreover, since |φp/2±κ| →
vF |p/2 ± κ| in the valleys, and restricting ourselves to the
regime E  εF , we can employ the approximation v2F |p/2±
κ|2 ≈ ε2 ± εFE cosγ. In the notation (zr/a∓ )2 = (zr/a)2 ∓
εFE cosγ, with zr/a = ω± i/2τ and γ = ϕκ −ϕp, we have
ζ11(p) =
8u2
D2c
∫ |zr |2
[(zr−)2−ε2][(za+)2−ε2]
εdεdϕκ
2pi
, (B18a)
ζ12(p) =− 2u
2
D2c
∫
E2 sin2ϕp−4ε2 sin2ϕκ
[(zr−)2−ε2][(za+)2−ε2]
εdεdϕκ
2pi
. (B18b)
The energy (ε) integration generates the contribution
log[D2c/(iz
r−)2]− log[D2c/(iza+)2] ≈ i2pi in both integrals, while
ζ12 also contains the contribution
log
D4c
(zr−)2(za+)2
≈4ln Dc|ω| . (B19)
In these equations, we have omitted any angular depen-
dence in the logarithms, which in the latter case implies that
(zr−)2(za+)2 ∝ ω4.
We can now write the kernels ζi j according to
ζ11(p) =i
2piu2
D2c
∫ |zr |2
iω/τ−εFE cosγ
dϕκ
2pi
, (B20a)
ζ12(p) =− u
2
D2c
∫ (
4sin2ϕκ ln
Dc
|ω|
− ipiE
2 sin2ϕp−4ω2 sin2ϕκ
iω/τ−εFE cosγ
)dϕκ
2pi
. (B20b)
Then, by performing the angular integration, we arrive at
ζ11(p) =
2piu2
D2c
ω2√
(ω/τ)2 + (εFE)2
, (B21a)
ζ12(p) =− u
2
D2c
(
2ln
Dc
|ω| −pi
E2−4ω2√
(ω/τ)2 + (εFE)2
sin2ϕp
)
,
(B21b)
where in the result for ζ11 we have replaced |zr | by ω (since
1/4τ2  ω2) and in that for ζ12 we have neglected a minor
contribution proportional to ω2. In fact, the second contri-
bution to ζ12 can also be omitted without changing its vital
properties pertaining to weak localization.
To first order in the self-energy, our calculation of the
maximally-crossed diagrams yields the expression
Σ
(1)</>
cr (k) =
u2
Ω
∑
q
 2piu
2ω2/D2c√
(ω/τ)2 + (εFE)2

(
G
</>
q
)
11
0
0
(
G
</>
q
)
22

−2u
2
D2c
ln
Dc
|ω|
 0
(
G
</>
q
)
21(
G
</>
q
)
12
0

 . (B22)
The result in Eq. (B13) implies that the nth contribution to
both diagonal and off-diagonal entries equal the nth power of
the entries in the expression above. Hence, the summation
over the maximally-crossed diagrams can be performed inde-
pendently, in each matrix entry, giving
∞∑
n=1
(
ζ11(p)
)n
=
∞∑
n=1
(
ζ22(p)
)n ≈ (ω/τεF)2
E2 + (ω/τεF)2
, (B23a)
∞∑
n=1
(
ζ12(p)
)n
=
∞∑
n=1
(
ζ21(p)
)n ≈− 2u2
D2c
ln
Dc
|ω| . (B23b)
In the expressions for ζ11 and ζ22, we have made use of the
relation 4piu2/D2c ≈ 1/τ|ω|. The self-energy contribution from
the maximally-crossed diagrams is then reduced to the expres-
sion
Σ
</>
cr (k) =
u2
Ω
∑
q
 (ω/τεF)2E2 + (ω/τεF)2

(
G
</>
q
)
11
0
0
(
G
</>
q
)
22

−2u
2
D2c
ln
Dc
|ω|
 0
(
G
</>
q
)
21(
G
</>
q
)
12
0

 . (B24)
Next, we sum over the momentum q. In the diagonal com-
ponents, we note that 1/[E2 + (τεF/ω)2] is strongly peaked
around q = −k, and recall that E = vF |k+ q|, which allows
us to move (G
</>
q )11(22) out of the summation, the remain-
der of which yields a factor ≈ u2. The summation of the
off-diagonal components is trivial since the contribution from
ζ12 is independent of q. Setting G
</>
q = G
r
qΣ
</>
0 G
a
q, where
Σ
</>
0 (ω) = (±i)
∑
χΓ
χ fχ(±ω)(σ0 +σx) leads to
Σ
</>
cr (k) ≈(±i)
∑
χ
Γχ fχ(±ω)
[
σ0u2
∣∣∣∣∣(Gr−k)11 + (Gr−k)12
∣∣∣∣∣2
−σx 3u
2
D2c
ln
Dc
|ω|
]
. (B25)
The diagonal components in this expression provide a con-
tribution to the current that is quartic in the Green func-
tions, which should be compared with the quadratic contri-
bution generated by the off-diagonal terms. Since the mul-
tiplying factor is also constant, when compared to the loga-
rithmic functions in the off-diagonal components, the diago-
nal components can be discarded when calculating the weak-
localization correction. The off diagonal components account
11
for the coupling between electrons in different sublattices, in-
dicating that the pseudo-spin chirality is of great importance
for the emergence of weak localization in graphene.
Finally, calculation of the differential conductance reduces
to the procedure of taking the derivative of the relevant Fermi
functions, yielding the correction
dδI
dV
=− 2e
2
h
ΓLΓR
∫
FV (ω) 1
D2c
ln
Dc
|ω|dω. (B26)
At low temperatures, this displays the logarithmic variation
normally associated with weak localization in linear trans-
port, since FV (ω) {= (β/4)cosh−2 β(ω− eV)/2} → δ(ω− eV),
as T → 0, giving
dδI
dV
→− 2e
2
h
· Γ
LΓR
D2c
ln
Dc
|eV | , T → 0. (B27)
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