Introduction
Recent body of empirical evidence indicates that variance shifts (nonstationary volatility) is a common occurrence in macroeconomic and financial data; see Busetti and Taylor (2003) , McConnell and Perez-Quiros (1998) and Sensier and Van Dijk (2004) . This finding coupled with nonstationarity in the levels of these types of data led the researchers to investigate the impact of variance shifts on unit root tests. In one of these studies, Cavaliere and Taylor (2007) , henceforth CT, document that under nonstationary volatility, the asymptotic distributions of standard unit root tests are altered by the inclusion of a new nuisance parameter called the ''variance profile'', leading to size distortions in these tests. In order to achieve correct inference, CT suggest first consistently estimating this nuisance parameter and then updating the asymptotic * Corresponding author. Tel.: +90 312 2901898.
E-mail address: tyigit@bilkent.edu.tr (T. Yiğit). distribution of Phillips and Perron's (1988) tests with this estimate. While their inclusion of the new nuisance parameter generates significant gains in size over classical unit root tests, they still rely on the methodologies used in earlier studies to correct for other nuisance parameters such as serial correlation in errors. CT adjust their test statistic via the estimation of the long run variance, obtained by a semi-parametric kernel or a parametric ADF based regression estimation. The success of these methods highly depends on lag length, bandwidth and Kernel selection in terms of finite sample properties. In this paper, we propose a nonparametric unit root test that is robust to nonstationary volatility problem yet does not require a long run variance estimation.
We derive our test statistic by modifying Nielsen's (2009) nonparametric variance ratio statistic with the nonparametric variance profile estimator of CT. Computation of the proposed test statistic involves a fractional transformation of observed series, but it does not require any parametric regression or the choice of any tuning parameters like lag length and bandwidth. Therefore, we not only modify Nielsen's test to be robust against nonstationary volatility, but also improve on the finite sample properties of CT statistic for all considered types of serial correlation. Derivation of the limiting distribution of fractionally integrated processes with nonstationary volatility and the proofs are placed in Appendix. 
Model and variance ratio test

Model
Let {x t } T t=0 be generated by: 
This object is referred to as the variance profile of the process. Further, CT show that
Variance Ratio test under nonstationary volatility
So as to modify the Variance Ratio test (Nielsen, 2009 ) statistic we first need the fractional partial sum operator for some d > 0:
where Γ (.) is gamma function. Under the assumptions A, following lemmas hold:
is generated by (3)-(4) and ρ = 1 − c/T with c ≥ 0.
1 The notation in the paper follows Cavaliere and Taylor (2007).
Remark 1. Lemma 1(i) and (ii) are from Cavaliere (2005) and CT. Lemma 1(iii) is new and establishes weak convergence for fractionally integrated processes with non-stationary volatility. Although Demetrescu and Sibbertsen (2014) model the fractional integrated process with non-stationary volatility, they do not establish weak convergence of this object.
Remark 2. Note that under the null hypothesis of ρ = 1 or c = 0 the above variance transformed Uhlenbeck-Ornstein process becomes a variance transformed Brownian motion. For instance, under the null the partial sum processỹ T (t) will converge tō ωC(1) 
Theorem 1. Assume that the time series {x t } is generated by Eqs.
Remark 3. Note that short run dynamics cancel out in asymptotic distribution since the numerator and the denominator share the same long run variance component in part (iii).
Simulated asymptotic distribution
The test statistic obtained in Theorem 1 involves η(s) as nuisance parameter which can be consistently estimated by modifying the nonparametric estimator in CT: Table 3 Empirical size and power with ARMA(2,2)innovations. 
Theorem 2. Under the conditions of Theorem
1 i. (CT show) Bη ,T (s) := T −1/2  ⌊(η⌊Ts⌋/T )T ⌋ t=1 e t w − −−− → B η (s). ii. Bη ,d,T (s) := T −d ∆ −d + Bη ,T (s) w − −−− → B η,d (s).τ η (d) MZ S t ρ = 1 ρ = 0.93 ρ = 0.86 ρ = 1 ρ = 0.93 ρ = 0
Monte Carlo experiments
In the Monte Carlo simulations, data is generated according to Eqs. (1)- (4) Tables 1-4 ).
Conclusion
Simulation evidence suggests the proposed nonparametric unit root test has desirable size and power properties in all scenarios considered. Our test almost dominates CT's test in terms of size. Furthermore, finite sample power results of our test are better than CT's tests except for the case of no serial correlation.
2 The confidence level is 0.05 and all data is demeaned. d is fixed to 0.1 as recommended in Nielsen (2009) . For formula and asymptotic distribution of MZ s t test see CT. In fact, CT propose 3 different test statistic, but we only give the results of the best performing one from among these tests. For selection of lag length, we utilize MAIC proposed by Ng and Perron (2001) . Simulation results for different serial correlation specifications will be provided by the authors upon request.
Table 4
Empirical size and power with MA(2) innovations. For part (iii), write the partial sum process forỹ t as follows:
, and from Wang et al. (2002) and Sowell (1990) we know that
, thus we have:
Here we can define y k =  k j=1 v k in second equality of the first line. Note that v k = u k for all k when c = 0. In the second line we utilize the above formula for fractional binomial coefficients. The third line involves basic operations for fractionally integrated series, which can be found in Nielsen (2009) . Finally v k = y k .
Here y k can be written as
(k−1)/T dy T (s) in the limit (see Phillips, 1987) , where y T (s) is partial sum process for y t . Then,
Note that last equality comes from the fact that s ∈ [(k − 1)/T , (k/T )] and as T − −− → ∞(k − 1)/T and k/T will converge to the same limit, say s in this case. 
Proof of Theorem 1. To prove part (i), first consider the residuals from the regression of δ t on x t for t = 1 . . . T , for s ∈ [0, 1]:
We have already establish limiting distribution for first factor on the right hand side of Eq. (16). For second factor, define N 1 (T ) = 1 when δ t = 1 and
′ , we have same structure as in Nielsen (2009):
where For part (ii) first consider
We can write the partial sum process to find the limits T −1/2−dx
First factor converges by Lemma 1 part (iii). For the second factor write:
here T Last part, (iii), is derived by application of CMT using the limits we found in parts (i)-(ii).
Proof of Theorem 2. Part (i) directly follows from Theorem 3 of Cavaliere and Taylor (2007) .
