It has been known for nearly a decade that deterministically modeled reaction networks that are weakly reversible and consist of a single linkage class have bounded, persistent trajectories (i.e., for each trajectory
Introduction
Reaction networks are directed graphs that can be used to describe the general dynamics of population models. Their use is widespread in population ecology, chemistry, and cell biology. An example of reaction network is
where the possible transformations of species A, B, and C are depicted: in the reaction A → B+C, a single individual of species A can be transformed into one individual of species B and one individual of species C. In the reaction B + C → 0, individuals of species B and C can annihilate each other. In the opposite reaction 0 → B + C, one individuals of B and one individual of C are introduced in the system at the same time, and so on. Typically, in biochemistry the species are thought of as different chemical components that react with each other. The nodes of the graph are termed complexes. Different mathematical models can be associated with such a network in order to describe the dynamics of the system of interest. Regardless of the modeling choice, a natural question is the following: when is it possible to prove theorems that relate the structure of the reaction diagram, which are easy to check and are developed by domain scientists, to general dynamical properties of the associated mathematical model? The subfield of mathematics that works on this question is often termed "chemical reaction network theory", and has a history dating back to at least the early 1970s. In particular, there has been an enormous amount of work relating the possible dynamics of the associated deterministic mass-action system with the basic structure of the reaction network itself; see the following for just a subset [2-4, 11, 12, 17-22, 24, 25, 27, 28, 31, 33, 34, 37, 40, 41] .
There has also been work in this sense for stochastic dynamics, which are typically modeled through a continuous time Markov chain as described in Section 3. This paper is concerned with providing structural conditions on the reaction network that guarantee the associated continuous time Markov chain is positive recurrent. This information is precious for practical purposes: as an example, in biological models it is often the case that different chemical species evolve over different time scales. It is known that under certain assumptions, the dynamics of the slower species can be approximated by averaging out the dynamics of the faster subsystem, which is considered to be at stationary regime [13, 30, 39] . It is therefore important to understand whether the fast subsystem admits a stationary regime in the first place. Once the existence of the stationary distribution is proven, this can be approximated by simulations, or by finite state-space projections [26, 35] . Another example concerns synthetic biology: in this field, biological circuits are designed and implemented in order to control the cell behaviour. Often, it is rigorously proven that such circuits serve the desired purpose provided that a stationary regime can be reached [14, 15] . Finally, from a mathematical standpoint it is inherently interesting to understand the recurrence properties of this large class of models, which are used ubiquitously in the science literature.
Despite the importance of understanding whether a stationary regime exists, checking for positive recurrence in the setting of reaction networks is usually a hard task, with the exception of a few classes of models for which positive recurrence has been shown [6, 7, 9, 10, 16, 29] . Probably the most important open conjecture related to stochastic models in the field is the following: if the reaction network is weakly reversible (i.e., if each connected component of the reaction graph is strongly connected; see Definition 3.2), then the associated Markov model is positive recurrent. There is a large amount of evidence that this conjecture is true. In particular, in [9] , it was shown that any model that is complex balanced admits a particularly nice stationary distribution. Followup work in [6] showed that these models are non-explosive, implying they are positive recurrent. A key fact is that for every weakly reversible reaction network, there is a choice of rate constants that makes the model complex balanced. Hence, if there is a weakly reversible model that is not positive recurrent, the lack of recurrence must be a property of the specific choice of rate constants, and not of the network structure, something most researchers find unlikely.
In this paper, we do not consider the full class of weakly reversible networks, but instead restrict ourselves to those networks that are weakly reversible and have a single connected component (termed a "linkage class" in the literature). This particular set of networks was first studied in the deterministic context in [3, 4] , where it was shown that they necessarily have bounded, persistent trajectories. That is, for each trajectory
)| is uniformly bounded in time. This subclass of models was studied in the stochastic context in [10] , where positive recurrence was proven under a few additional assumptions on the network, which we will not list here due to their technical nature.
We prove in Theorem 4.1 that models that are weakly reversible and consist of a single linkage class are positive recurrent under two additional structural assumptions: (i) the system is binary and (ii) for each species, there is a complex that is a multiple of that species. As an example, these assumptions are met in (1) .
Providing a new class of models for which positive recurrence is guaranteed is the first major contribution of this paper. The second is the method of proof, which we believe will be useful in the study of a significantly wider class of models. In particular, most previous results related to positive recurrence of stochastically modeled reaction networks that the authors are aware of utilized the Foster-Lyapunov criteria related the continuous time Markov chain itself. In this article, we prove positive recurrence of the continuous time chain by studying an n−step embedded discrete time Markov chain. This paper has the following outline. In Section 2, we briefly provide a catalog of notation we use throughout this paper. In Section 3, we provide the basic mathematical objects we will study. In Section 4 we state our main result and in Section 5 we introduce the concept of tier sequences, which is fundamental to show our main result. The connection between tiers and positive recurrence is detailed in Section 6, at the end of which the proof of the main structural result is given.
Notation
We denote by R and R >0 the real and the positive real numbers, respectively. Similarly, we denote by Z and by Z >0 the integers and the positive integers. Any sum of the form 0 i=1 a i is taken to be zero, as is usual.
Given two vectors x, z ∈ R d , we write x ≥ y if x i ≥ z i for all 1 ≤ i ≤ d. Moreover, we denote by x ∨ 1 the vector in R d >0 whose ith component is max{x i , 1}. Given a stochastic process {X(t) : t ∈ R ≥0 } with state space Γ, and x ∈ Γ, we denote by
for all measurable sets A, all measurable functions f : Γ → R (with respect to the σ−algebra generated by X), and all t ∈ R >0 .
We assume basic knowledge of Markov chain theory. In particular, we will not define what the generator of a Markov chain is, what it means for a Markov chain to have a stationary distribution, and what it means for a Markov chain to be positive recurrent, transient, or explosive. These concepts can be read from [23, 36] . We will also assume the Foster-Lyapunov function criterion for continuous time and discrete time Markov chains is known to the reader [32] .
Reaction networks and stochastic dynamics
In Section 3.1, we formally introduce reaction networks. In Section 3.2, we introduce the associated stochastic models.
Reaction networks
A reaction network describes the set of possible interactions among constituent chemical species, and is defined as follows. (ii) The set C is a set of linear combinations of species on Z ≥0 , called complexes;
(iii) The set R is a subset of C ×C, whose elements (y, y ′ ) are denoted by y → y ′ . The cardinality of R is denoted by r.
Given a reaction y → y ′ ∈ R, the complexes y and y ′ are termed the source and product complex of the reaction, respectively. It is common to assume that y → y / ∈ R for all y ∈ C, and we will do so in the present paper. Throughout, we abuse notation slightly by letting a complex y ∈ C denote both a linear combination of the form
as defined in Definition 3.1, and the vector whose ith component is
For example, if y = 2S 1 + S 2 then y will also be used to denote the vector (2, 1, 0, 0, . . . , 0) ∈ Z d ≥0 . We denote by 0 the complex y for which y i = 0 for each i.
The directed graph whose nodes are C and whose edges are R can be associated to a reaction network. Such a graph is called the reaction graph of the reaction network. Definition 3.2. Let (S, C, R) be a reaction network. The connected components of the associated reaction graph are termed linkage classes. We say that a linkage class is weakly reversible if it is strongly connected, i.e., if for any two complexes y 1 , y 2 in the linkage class there is a directed path from y 1 to y 2 and a directed path from y 2 to y 1 .
If all linkage classes in a reaction network are weakly reversible, then the reaction network is said to be weakly reversible.
Example 3.1. Consider the reaction network with the following reaction graph:
This network has three linkage classes. The right-most linkage class is weakly reversible, whereas the other two are not. Because not all linkage classes are weakly reversible, the network is not weakly reversible. △
The main result of this paper pertains to binary reaction networks.
Stochastic model
In this section we introduce a stochastic dynamical model associated with reaction networks, which is often utilized in biochemistry if few molecules of the different species are present and stochastic fluctuations cannot be ignored. First, we associate with each reaction y → y ′ a rate function
, expressing the propensity of a reaction to occur. We further assume that a reaction y → y ′ cannot take place if not enough reacting molecules are present, which is expressed by the condition λ y→y ′ (x) > 0 only if x ≥ y. A popular choice of rate functions is given by mass action kinetics, where it is assumed that the propensity of a reaction to occur is proportional to the number of combinations of the present molecules that can give rise to the reaction. Specifically, mass action rate functions take the form
for some positive constants κ y→y ′ called rate constants. A reaction network together with a choice of rate constants (S, C, R, κ) is called a mass action system. We say that a mass action system is weakly reversible, binary, or has a single linkage class if the related reaction network does. For every t ≥ 0, we denote by X(t) a vector in Z d ≥0 whose ith entry represents the copy number of species S i at time t. We assume that X is a continuous-time Markov chain over Z d ≥0 , with transition rate from state x to state x + h given by
The generator A of the process X is given by
where
. Moreover, assume X(0) = x 0 . We then define the set of reachable states as
The embedded discrete time Markov chain
Let the continuous time Markov chain X be as defined in the previous section. In the present paper, we will utilize the embedded discrete time Markov chain of X, defined as follows [36] .
Definition 3.4. Let τ 0 = 0 and for n ∈ Z >0 let τ n be the time of the nth jump of X. Then the embedded discrete time Markov chain of X is the discrete time Markov chain {X n } ∞ n=0 defined bỹ
It is straightforward to show that the transition probabilities of the embedded discrete-time Markov chainX are given by
where q is as in (4) and
The following result, which can be inferred from [36, Theorem 3.5.1], will be used. The condition inf x∈Sx 0 λ(x) > 0 holds when the process X is associated with a weakly reversible mass action system, and the initial condition X(0) = x 0 is not an absorbing state. This is expressed by the following result, which can be derived from [38, Lemma 4.6] . Note that the word "recurrent" in [38] is not to be intended in the usual stochastic sense, which is considered here. 
Main result
Our main result is the following. To prove Theorem 4.1 we will use Foster-Lyapunov functions, the notion of tiers, and properties of the associated embedded discrete time Markov chain. Specifically, consider the entropy-like
with the convention 0 ln 0 = 0. Notably, this function has been shown to be a Lyapunov function for the deterministic models of complex balanced mass action systems [27, 28] , and in connection with tier sequences in [3, 4] . It has been further utilized to study the stability of stochastic models of mass action systems in different works, including [1, 5, 8, 10] . Here, we will show that V can be utilized as Foster-Lyapunov function for the r−step discrete time embedded chain, even though it may not be a Foster-Lyapunov function for the continuous time Markov chain X itself.
In the following example we show how Theorem 4.1 can be applied, and how the function V cannot be readily used as Foster-Lyapunov function for X. 
where each rate constant is placed next to its corresponding reaction. The system is weakly reversible and has a single linkage class, and A, 2B, C ∈ C. Then, Theorem 4.1 applies and the associated Markov process X is positive recurrent for any choice of rate constants. To the best of our knowledge, there are no other result in the literature that allows one to quickly reach this conclusion, and finding a tailored Foster-Lyapunov function may not be easy. In particular, the function V as defined in (8) is not a Foster-Lyapunov function for X. To show this, it suffices to show that there exists an initial condition X(0) = x 0 and a sequence of points {x n } in S x 0 whose norm tends to infinity and for which
To this aim, consider x 0 = (1, 0, 0) and the sequence defined by x n = (n, 1, 0). We have
which tends to infinity as n tends to infinity. △
Tiers
In this section, we introduce both D-type and S-type tier sequences, which have now appeared in the literature a number of times [3] [4] [5] 10] , and state some known relevant results. Typically, tier sequences are used in connection with the function V as descibed in (8) . The usual strategy consists of proving that along any tier sequence {x n } we have
implying positive recurrence by the Foster-Lyapunov criterion [32] and from the fact that any sequence of states has a tier subsequence. The above approach does not always work. In particular, Example 4.1 shows how it may fail for models in the class described in Theorem 4.1. Hence, in order to prove Theorem 4.1, we will introduce a new concept of tiers along sequences of paths in Section 5.3. With this new concept, we will be able to prove that even if lim sup n→∞ AV (x n ) > 0 for a particular tier sequence {x n }, positive recurrence can still be shown by consideration of how V changes over a fixed number of transitions.
Definitions
Definition 5.1. Let (S, C, R) be a reaction network and let {x n } be a sequence in Z d ≥0 , with n varying from 1 to ∞. We say that C has a D-type partition along {x n } if there exists a partition {T
exists, and 0 < C < ∞;
The sets of a D-type partition are called D-type tiers along {x n }. We will say that y is in a higher D-type tier than y ′ along {x n } if y ∈ T 
{xn} if and only if λ y (x n ) = 0 for all n ≥ 1;
{xn} , with i ∈ {1, . . . , P }, then
The sets of a S-type partition are called S-type tiers along {x n }. We will say that y is in a higher S-type tier than y ′ along {x n } if y ∈ T
S,i
{xn} and y ′ ∈ T S,j {xn} with i < j.
These two tier structures make hierarchies for the complexes with respect to the sizes of (x n ∨ 1) y and λ y (x n ), respectively, along a sequence {x n }.
Definition 5.3. Let X be the Markov process associated with a mass action system (S, C, R, κ), with X(0) = x 0 . Let {x n } be a sequence in Z d ≥0 , with n varying from 1 to ∞. The sequence {x n } is called a proper tier sequence of X if the following holds:
(ii) lim n→∞ x n,i ∈ [0, ∞] for each i, and there exists an i for which lim n→∞ x n,i = ∞;
(iii) C has both a D-type partition and an S-type partition along {x n }.
Known results
Lemma 5.1. Let X be the Markov process associated with a mass action system (S, C, R, κ), with
⊂ S x 0 be a sequence such that lim n→∞ |x n | = ∞. Then there exists a subsequence of {x n } which is a proper tier sequence of X.
The proof of Lemma 5.1 is similar to that of Lemma 4.2 in [4] . In particular, the relevant tiers can each be constructed sequentially by repeatedly taking subsequences.
The following lemma states that for each proper tier sequence, there exists at least one reaction whose source and product complex are not in the same D-type tier. This lemma was originally stated in [5] as Lemma 4.1. 
Tiers along sequences of paths
Here, we define tier structures on a set of reactions, which will be utilized to describe the behavior of the embedded Markov chain after a fixed amount of transitions.
Definition 5.4. Let X be the Markov process associated with a mass action system (S, C, R, κ),
Note that (ii) in Definition 5.4 implies that this particular sequence of reactions is one of the most likely sequences of k reactions that will be observed if the process starts at state x n . This will be made precise in the next lemma. First, we introduce the following notation: consider a mass action system (S C, R, κ) and letX be the associated embedded Markov chain, withX(0) = x. Denote the event that the reactions y 1 → y 
Proof. For each n ≥ 1 and
Since the first reaction to occur identifies the minimum of independent exponential random variables, we have
½ {λ(zn(m))>0} . 
Hence, (i) holds. Now assume that R ∈ T S,1 {xn} , which implies there exists 1 ≤ ℓ ≤ k with y ℓ ∈ T S,j {zn(ℓ)} for j > 1. We now consider the following single term from (9)
There are two cases. If all intensity functions are identically equal to zero at z n (ℓ), then the term (10) is zero. If not all intensity functions are zero, then, because the network is weakly reversible, there is a source complex y ∈ T S,1 {zn(ℓ)} , in which case
by definition of S-type tiers. Hence, (ii) is shown since all the terms in (9) are less than or equal to one.
Further useful properties of tiers along sequences of paths are given in the following lemmas. Proof. We have that y ∈ T
S,∞
{xn} , which is equivalent to x n ≥ y, which is in turn equivalent to
{xn+y ′ −y} . Now we must just show that y ′ actually yields one of the largest intensities on the sequence {x n + y ′ − y}.
{xn+y ′ −y} , and the result is shown.
Tiers and positive recurrence
The goal of this section is to prove the following theorem. 
Then X is positive recurrent.
To prove this result, we require a number of preliminary lemmas.
be a sequence such that lim n→∞ |x n | = ∞. Let I = {i | x n,i → ∞, as n → ∞} and assume that I = ∅ and that
≥0 for each n ≥ 1, and let V be defined as in (8) . Then there exists a positive constant C such that for all n
Proof. Since the terms associated with I c are uniformly bounded, there exists a C 1 ≥ 0 such that
Using the fact that lim t→∞ (1 + α t ) t = e α for any α, we have that
for each i ∈ I. Hence, there is a C 2 > 0 for which
n,i ) → 0, as n → ∞ then implies the existence of a C 3 > 0 for which
Finally, we may add back in the bounded terms to conclude that there is a C > 0 for which
and the proof is complete. 
for all n ≥ 1, and
Note that each {z n (m)} is a proper tier sequence, which implies z n (m) ∈ R d ≥0 for each n and m. Hence, Lemma 6.2 implies that for each proper tier sequence {x n }, there is a constant C > 0 such that for all n
First we suppose y ℓ ∈ T S,∞ {zn(ℓ)} for some ℓ, then by (9) 
By (9) and (12), we have
and we recall the definition of λ from (7). Since the network is weakly reversible, any complex is a source complex, which in turn implies that λ y (x) ≤ λ(x) for any y ∈ C and x ∈ Z d . By combining this with (13) , it follows that there is a constant C ′′ > 0 such that
Hence, (i) is proven by combining (14), (15), the fact that ψ ln (1/ψ) is bounded from above if ψ is bounded from above, and finally the fact λ y (x) ≤ (x ∨ 1) y for any y ∈ C and x ∈ Z d . In order to prove (ii), suppose R ∈ T S,1
Hence, (ii) is shown if we prove the right-hand side of (12) 
Proof. LetX n , n ≥ 0, be the embedded chain for X. For n ≥ 0, define Z k n =X nk . Note that positive recurrence of Z k n implies positive recurrence ofX n , which in turn implies positive recurrence of X via Theorem 3.1.
Suppose, in order to find a contradiction, that Z k n , n ≥ 0, is not positive recurrent for some choice of Z k 0 =X 0 = x 0 . Then, by the usual Foster-Lyapunov criteria [32] , there exists a sequence of points x n ∈ S x 0 with lim n→∞ |x n | = ∞ and for which
where V is defined in (8) . By Lemma 5.1, we may choose a subsequence of {x n } that is a proper tier sequence of X. By assumption, there is then a further subsequence, which we will also denote by {x n }, and an ordered sequence of reactions {y 1 → y ′ 1 , . . . , y k → y ′ k } for which both (i) and (ii) in the statement of the lemma hold. Denote by R k all possible sequences of reactions of length k chosen from R. We will denote elements of R k byȳ 1 →ȳ We may now observe that
where P x is a probability measure ofX with an initial point x. Note that by Lemma 6.3, there exists a constant K such that
for each element of R k . Note that the particular K from the conclusion of Lemma 6.3 depends upon the particular element of R k under consideration. Therefore, K is the maximum of all such K taken over these elements, which are finitely many. Next, note that for the particular sequence
We immediately see that the above three equations contradict (16) , and so the result is shown.
The next lemma states that hypothesis (11) actually ensures that conditions (i) and (ii) in Lemma 6.4 hold. 
Let h be the smallest index such that y
{xn} . Moreover,R ∈ D {xn} by (11) and by definition of h. If h = r, then the the proof is complete by choosing R =R. If h < r, then we may recursively add reactions toR as follow: since there are finitely many reactions and there is no absorbing state in S x 0 , by potentially considering a subsequence of {x n } we may assume that there exists a reactionŷ h+1 →ŷ ′ h+1 such that
, hence by (11)
Moreover, by Lemma 5.1, there exists a subsequence of {x n } such that
is a proper tier sequence. If h + 1 = r, the proof is complete. Otherwise, the argument can be iterated with the new set of reactions, until the cardinality of the sequence of interest is r. This concludes the proof.
We are now ready to prove Theorem 6.1.
Proof of Theorem 6.1. If x 0 is an absorbing state, then X is positive recurrent and the proof is complete. If x 0 is not absorbing, then Lemma 6.5 can be applied. Therefore, the proof is concluded by Lemma 6.4, by choosing k = r.
Structural network conditions
In this section, we prove Theorem 4.1. We do so by showing that under the structural assumptions in the statement of Theorem 4.1, Theorem 6.1 can be applied.
Proof of Theorem 4.1. If x 0 is an absorbing state, then X is positive recurrent and the proof is concluded. Now assume that x 0 is not absorbing. In order to apply Theorem 6.1 and conclude that X is positive recurrent, we only need to show that under the assumptions of Theorem 4.1, (11) holds. By Lemma 3.2, for any x ∈ S x 0 there exists a reaction y → y ′ with λ y→y ′ (x) > 0, hence T S,1 {xn} = ∅ for any proper tier sequence {x n }. Fix any y ⋆ ∈ T S,1
{xn} . We will conclude the proof by showing that necessarily
which in turn implies y ⋆ ∈ T D,1 {xn} and hence (11) . We consider two cases: first, assume that y ⋆⋆ / ∈ T S,∞ {xn} . We have
By [10, Corollary 7] , we have y ⋆⋆ ∈ T S,1
{xn} . Hence the second term in the right-hand side of (18) tends to a positive constant as n → ∞, and by [10, Lemma 6 ] the first and the third terms in the right-hand side of (18) tend to 1 as n → ∞. Hence, the quantity (18) tends to a positive constant as n → ∞, which implies (17) . Now assume that y ⋆⋆ ∈ T S,∞ {xn} , meaning that λ y ⋆⋆ (x n ) = 0 for all n ≥ 1. 
Since by assumption the network is binary, the only possibility for both (19) and (20) {xn} , hencê y / ∈ C andỹ ∈ C. Note that in this case (x n ∨ 1) y ⋆⋆ = x nv = λỹ(x n ) for all n ≥ 1. Hence, {xn} , the former cannot hold and the proof is concluded.
